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Abstract

The use of ambient energy sources to independently power small electronic devices,
a process commonly known as energy harvesting, has recently become a focus of
research due to advances in low-power electronic applications. A particular class of
energy harvesting devices, known as vibratory energy harvesters (VEHs), utilizes lowlevel vibrations present in numerous natural and man-made environments to generate
electrical energy for electronic devices.
This work investigates the use of a new technique to harvest energy from ambient
vibrations by parametrically exciting a resonance condition of the electric current in
a nonlinear oscillating circuit. To accomplish this parametric resonance phenomenon,
we consider an electromechanical coupling device, an oscillating cantilever beam with
a ferromagnetic tip mass, which changes the permeability of an iron-alloy cored inductor coil to produce a harmonically-varying modulation of the inductance. Such a type
of harvester possesses the potential to generate large amplitude system response that
is not limited by the linear damping of the system, as is the case with directly-excited
systems, but rather whose behavior is governed by the nonlinearity of the system.
In order to study the ability of such an energy harvesting system to generate electricity
when subject to external vibrations, we develop a second-order differential equation to
ii

model the theoretical dynamic behavior of a parametrically-driven nonlinear circuit.
Due to the complexity of the nonlinear and harmonically-varying components of the
governing equation, we use the Method of Multiple Scales to derive an approximate
analytical solution for the steady-state current response and output power of the circuit near the principal parametric resonant frequency. We show that the relationship
of parameter modulation depth and load resistance characterize the bandwidth of the
response and define a critical forcing threshold, below which no energy is harvested.
The harvested power is maximized when the load resistance is half of the maximum
load resistance at which the critical threshold is still achieved for a given forcing level.
We also demonstrate the need for nonlinear damping in the system to attenuate the
growth of the response to a physically attainable level. We show the dependence of
the natural frequency of the circuit on the parametric forcing parameter, which can
lead detuning of the system at different forcing levels.
An experimental set up is developed to test the assertions presented by the analytical
model. Numerous parameter constraints are balanced in the experimental design in
order to be able to achieve the critical forcing threshold necessary for exciting the
parametric resonance condition. The frequency response behavior of the electrical
current and load power in the circuit is observed by varying the natural frequency of
the system, which is compared against the variation of forcing frequency presented
in the theoretical section. The beam is excited at its natural frequency of 85.8 Hz
across input accelerations ranging from 1.1g − 1.5g. A maximum output power of
28.67 mW across an 8 Ω resistance is achieved at an input acceleration of 1.5g.
The behavior of the experimental data is in good agreement with the findings of the
theoretical model with respect to the bandwidth, nonlinear behavior, and sensitivity
to forcing and damping parameters. The analytical model under predicts the peak
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power measured experimentally, but the general trend is well modeled. Furthermore,
several key observations are noted during the experimental procedures, notably the
effects of eddy current damping on the behavior of the response and the development
of quasiperiodic solutions near the saddle node bifurcation point.
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Chapter 1
Introduction

1.1

Motivations

1.1.1

Background

Energy surrounds us. It radiates from the sun shining down on Earth. It flows in the
wind that we breathe and the water that we drink. It is hidden beneath the ground
that we stand on. It is even entrained in the very matter that forms us. Energy
permeates the universe that we live in, dynamic and diffuse, constantly moving and
transforming, swirling with infinite complexities. The principal issue with energy
faced by mankind, therefore, has never been with the dearth of it, but rather with
our ability to tap into its tremendous flow and siphon off a small amount to put to
use for the purposes of sustaining human life and civilization. In this sense, history
can be viewed as the story of man using his ingenuity to develop new and ever more
complex ways to harness energy from the world around him.
1

The earliest humans relied on harvesting solar energy in the form of farming to provide
food for their bodies. They soon discovered that they could use energy from the
environment to power devices as well - wind to propel sailing ships and flowing water
to turn mills and grind grain. These primitive methods simply repurposed some
mechanical energy in the environment as usable mechanical power, without actually
converting its form. However, with the advent of the steam engine and the dawn
of the Industrial Revolution, mankind was able to extract mechanical energy from
chemical sources through the combustion of carboniferous fuels. This new energy
source provided a more reliable, scalable, portable, and power dense form of powering
man’s creations, and it soon replaced the historic energy sources. Additionally, fossil
fuels led to the easy production of electrical power with the invention of dynamos
and alternators, which ushered human civilization into the modern era. However,
despite the numerous technological advancements allowed by carbon-based fuels, the
cumulative result of 250 years of burning carbon and releasing carbon dioxide into
the atmosphere has begun to concern scientists around the world about the effects on
global climate [7]. Once again humans must rely on their ability to develop new ways
to power the society they have built. There has been a renewed interest in harvesting
“clean”, renewable energy from existing sources in the environment - wind, solar,
geothermal, tidal, etc., just like our ancestors did, with the added caveat of converting
it to electrical energy.
While many of the energy harvesting methods, particularly solar and wind, focus on
large-scale power generation to replace fossil fuels, there has been a recent trend in
energy harvesting that focuses on the use of ambient energy to provide electrical power
on the microscale. The impetus for this research stems from recent advancements
in electronic and computing technology, as well as micro-machining, that has led
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to the development of increasingly smaller electromechanical systems that require a
very low power consumption, on the order of µW or mW [8]. While the possible
applications for such devices are numerous and constantly growing, from wireless
sensor networks [9, 10] to biomedical systems [11], a key obstacle in their development
and implementation has been providing the power needed to operate, however small
it may be. Such devices are not conducive to centralized grid power, as it limits many
of the advantages of their small size, such as being able to be mobile, implemented
in large quantities, and placed in remote or hard-to-access locations.
Traditionally, small-scale electronic devices have relied on battery power, which also
suffers from a variety of drawbacks. The power density of batteries is low, and they
have a finite lifespan. Also, depending on the application, they may or may not be
easily replaceable. However, the lowering power threshold of current electronic devices
has opened up the possibility of scavenging low-level ambient energy to generate selfsustaining electrical power for the device. Therefore, energy harvesting technology
exists as a potential innovation for powering the next generation of human technology
in the Information Age - a world of completely interconnected, and nearly invisible,
devices.

1.1.2

Applications for Energy Harvesters

Energy harvesters are designed to intrinsically draw small amounts of power from
their environment. This allows for the placement of electronic devices in places where
there is some excess amount of energy that is being wasted or otherwise unused. Many
different types of harvesting technologies have been used to harness different ambient
energy resources, including solar [12], thermal [10], fluid flow [13], and mechanical
3

[14]. However, as the parametric induction energy harvester considered in this Thesis
is powered by external vibrations, we shall limit the scope of our investigation to
vibration-based energy harvesters (VEHs).
The small size, self-sufficiency, and low power draw of energy harvesters allow for
the placement of sensors in otherwise inaccessible locations. Researchers have investigated the use of energy harvesters in structural-health monitoring systems, placing
sensors in the foundation of a building or bridge support, which are powered only
by the vibrations of the structure [15]. Other research has been done on embedding
harvesters in roadways, with the interest of using harvested energy from passing vehicles to power a smart road network [16]. Many biomedical applications have also
been considered, where energy is harnessed from the motions within the human body,
such as blood vessels or muscle contractions [17, 18], to power pacemakers [11] or run
wireless Lab-on-a-chip devices [19].
In addition to internal devices, many body-motion harvesters, placed in a backpack
or the heel of a shoe for instance, have been considered to provide power to mobile or
wearable devices. This is of particular interest to the military, as soldiers are often in
hostile environments with critical electronic equipment where the weight of batteries
or other power supplies can become a liability [20]. Self-powered devices can also
be used in large numbers to provide a wireless sensor networks that can be used to
monitor large-scale railway or industrial systems [21, 9, 10]. Other applications include
energy recovery, such as vehicle suspensions, to increase system efficiency [22].
It is clear from the myriad and ever-growing applications of energy harvesters that
they have great potential, which is only limited by human imagination and our ability
to develop technologies to harvest the energy needed to power such innovative devices.

4

1.2

Vibration-Based Energy Harvesting

A particular class of energy harvesting research focuses on harvesting energy from
low-level kinetic vibrations that are present in many environments. Roundy et al.
[23] studied the vibrations in several man-made environments and concluded that
many everyday systems, such as a car engine or HVAC duct, produce sufficient levels of vibrational energy to power small electronic devices. An early concept for
a vibration-based energy harvester was detailed by Williams and Yates [24], who
proposed a damped mass-spring system that is excited by external vibrations at its
resonant frequency and contains some form of transduction mechanism to convert
the relative motion of the mass into electrical power output. Most of the subsequent
research has focused on varying, optimizing, and scaling of the resonant system and
transduction mechanisms. A major limitation of such resonant harvesters has been
the limited response bandwidth, as meaningful power is only output when the vibration energy of the environment is close to one of the modal frequencies of the
harvester. As a result, an important branch of vibration-based energy harvesting
research has focused on increasing the bandwidth of harvestable frequencies by introducing tuning mechanisms [25], incorporating nonlinearities into the system [26], and
developing multi-frequency devices [27].

1.2.1

Transduction Mechanisms

The conversion of ambient vibrational motion into useful electric power is a key component of energy harvesters. Currently, four principal methods are being researched as
transduction mechanisms for VEHs: piezoelectric, magnetostrictive, electromagnetic,
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and electrostatic. These four transduction mechanisms, as well as different harvester
designs that implement them, are summarized well by Beeby et al. [14]. The most
common type, based on a survey of the open literature, are piezoelectric harvesters.
Piezoelectric materials produce an electric potential when subjected to mechanical
stresses. The prototypical piezoelectric harvester consists of a cantilever beam subject to base excitations, with piezoelectric patches placed near the base of the beam
to convert the alternating strain into electric potential. In a similar fashion, magnetostrictive energy harvesters make use of magnetostrictive materials, like Terfinol-D,
which produce a magnetic field when subjected to mechanical stress. The resulting
magnetic flux can be used to generate current in a coil of wire. The application of
Faraday’s law also applies to the electromagnetic energy harvester, which uses the
relative motion of permanent magnets and a conducting coil to induce a current in
the coil. Lastly, electrostatic energy harvesters used the motion of charged capacitive
surfaces to do work against the electrostatic force and generate electricity. This class
of harvesters scales well on the micro level, and many different implementations of
‘comb finger’ style harvesters for MEMs devices have been researched [28].
The parametric induction generator that is the current subject of investigation of this
thesis presents a new type of transduction mechanism for energy harvesting. While
this generator is electromagnetic in nature, in that it makes use of a time-varying magnetic flux to generate electric current in a conductive element, per Faraday’s Law,
it differs significantly from the traditional form of electromagnetic energy harvesters.
Previous electromagnetic energy harvesters have relied on permanent magnets, and
their relative motion with respect a conductive coil, to induce a current in the coil.
The parametric induction generator, on the other hand, contains no permanent magnets, only a soft magnetic inductor core. The time-varying magnetic flux experienced
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by the inductor coil is varied parametrically by modulating the permeability of the
core material with an oscillating mass. In this sense, traditional electromagnetic
harvesters can be viewed as directly-excited electrical systems, with the externally
applied magnetic flux driving current in the circuit, while the parametrically-excited
generator relies on an internal variation of one of the parameters of the electrical
system, namely the inductance, to generate electricity. Before further discussing the
parametric induction generator, we briefly investigate the development and current
state of electromagnetic energy harvester research for comparative purposes.

1.2.2

Electromagnetic Energy Harvesters

There are several common design types used for electromagnetic energy harvesters,
which vary in size and method of creating relative motion between the permanent
magnet and coil of wire. The majority of these harvesters are resonant harvesters,
meaning that significant power is only generated when large-amplitude motion is excited by external vibrations near one of the modal frequencies of the harvester structure. Diagrams for the three main design configurations of electromagnetic energy
harvesting can be seen in Fig. 1.1.
Yates et al., after developing the general concept of harvesting energy from ambient
vibrations, constructed a prototype electromagnetic energy harvester consisting of a
magnet mounted on a polyamide membrane spring with a planar pickup coil subject
to base excitations [1]. The device was able to generate 0.3 µW at an excitation
frequency of 4 kHz. This was 20 times less than the predicted power values, which
was attributed to hardening nonlinearities in the restoring spring at higher excitation
amplitudes. Several other researchers have investigated wafer-scale planar energy
7
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Figure 1.1: Schematics of different configurations of electromagnetic energy harvesters. (a) Planar coil proposed by Yates et al. [1]. (b) Cantilever beam proposed
by El Hami et al. [2]. (c) Sliding magnet proposed by Mann and Sims [3].
harvesters for use in microelectromechanical systems (MEMS) and surface-mounted
device (SMD) applications [29, 30, 31, 32]. Wang et al. used an electroplated copper
spring and generated 60 mV at 1.5 g acceleration level and 121 Hz [31].
Researchers at the University of Southampton, beginning with El Hami et al. [2],
designed a larger (i.e. not on the micro-scale) cantilever-style harvester, consisting of
either magnets or a coil mounted on a beam subject to base excitation. The initial
design was able to obtain a power output of 0.53 mW at 322 Hz. Glynne-Jones
et al. [33] varied the arrangement of magnets and coils and showed that the power
output could be quadrupled based on the design of their harvester. A prototype
harvester was attached to a car engine block and was able to generate an average of
157 µW on a 2 km urban car ride. Beeby et al. [34] fabricated a smaller cantilever
style harvester, with a volume of 0.15 cm2 , able to generate 46 µW at 52 Hz and
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0.59 ms−2 acceleration level, which was a much lower input acceleration level than
previous electromagnetic harvesters of the cantilever-style design. Torah et al. [35]
used a similar harvester design to power a wireless acceleration sensor node with as
little as 0.2 ms−2 of input acceleration at a frequency of 52 Hz.
Another major design style is the linear oscillating magnet design, such as the one
presented by Elvin and Elvin, which consists of a magnet on a spring sliding within
a tube that has a wire coil wrapped around it [36]. Mann and Sims [3] replaced the
spring with a two magnetic caps at either end of the tube. This created a nonlinear
magnetic spring that levitated the oscillating central magnet within the tube, which
increased the bandwidth of the harvester and allowed the harvester to be tuned to
different resonant frequencies by changing the location of the magnetic caps. Dallago
et al. [37] developed a nonlinear model to estimate the performance of such a levitating
magnet harvester, including the effects of the Lorentz force. Von Buren et al. [38]
and Saha et al. [39] made use of the large amplitude displacement and low resonant
frequencies offered by this style of energy harvester to develop wearable body motion
harvesters.
Other researchers have considered the theoretical performance limitations of such devices. Mitcheson et al. [40] developed equations for the maximum amount of power
that could be harvested from vibrations and concluded that it was limited by the mass
and deflection of the harvester. Stephen [41] clarified this analysis, along with several
others, by calculating the maximum harvestable electric power for a given harvester
and defining the roles played by mechanical damping, coil resistance, parasitic electrical damping, and load resistance. It was shown that the maximum power occurred
when the electrical load matched the sum of the internal resistance of the coil and
the parasitic electric damping. While several authors have noted that the resistive
9

effects of the coil lead to scalability issues with electromagnetic harvesters, Arroyo et
al. [42] showed that power density decrease associated with small-scale harvesters can
be mitigated by having a high electromagnetic coupling coefficient.

1.3

Parametrically-Excited Energy Harvesters

As evidenced by the previous section, the focus on electromagnetic energy harvesters
thus far has been on directly-excited systems, where an external base vibration source
directly moves either a permanent magnet or coil to pump energy into the harvesting
circuit. In this Thesis, however, we consider a parametrically-excited electromagnetic
energy harvester, meaning that the energy increase in the harvester system is obtained
by modulating one of the system parameters, in this case, inductance, periodically
with time. The primary interest of such a system lies in the phenomenon known as
parametric resonance, in which the equilibrium position of the system loses its stability and oscillations are generated. Similar to directly-excited resonance, parametric
resonance is a frequency-dependent phenomenon; however, the difference is that parametric resonance (of the first order) occurs when the system is excited parametrically
at twice the resonant frequency of the system, while the resultant system oscillations
occur at the first modal frequency of the system. Specifically, for the parametric generator, we propose in this Thesis that when the inductance is modulated at twice the
resonant frequency of the circuit, an AC current is generated with a frequency equal
to the resonant circuit frequency. This phenomenon has already been used for signal
amplification and noise filtering, primarily in optics [43], and more recently in MEMS
devices [44], as the response occurs at a different frequency than the input signal. In
the following sections, we will consider further some of the theory of parametric sys10

tems, investigate existing parametric generators, both mechanical and electrical, and
then finally present the parametric induction generator as a new form of vibrational
energy harvester.

1.3.1

Parametric Resonance

The principle of parametric resonance arising from parametric system excitations has
long been known by scientists and researchers. Beginning in 1831, Lord Faraday
described an experiment in which a column of water that was excited in the vertical direction produced transverse waves on its free surface with a frequency of half
that of the excitation [45]. Soon after, Melde demonstrated the same phenomenon
with transverse waves manifesting in a vertical string attached to a tuning fork that
vibrated in a vertical direction [46]. Brillouin [47] and Poincare [48] researched the
analogous electrical equivalents to mechanical parametric resonance behavior, which
led to many technical applications of parametric resonance in the first half of the
20th century, particularly in the field of radio telecommunications as amplifiers and
transducers. This history of parametric transducers is well summarized by Mumford
[49].
Early research in the field of electrical parametric excitation also inspired the research
of Mandelstam and Papalexi in the 1930’s on nonlinear parametric oscillations in
electrical circuits [5], which serves as the basis for this work. But perhaps the most
widely known historic example of parametric excitation, given as an illustration in
nearly every textbook and article on the subject owing to its simple and ubiquitous
visualization, is that of a child on a playground swing. Modeling the system as a
simple pendulum, the child can vary the length from the pivot point to the center
11

of mass by sitting and standing in the swing. If this system parameter is varied at
the correct frequency of twice that of the swing’s resonant frequency, by standing on
each up swing and sitting on each down swing, the child can excite large-amplitude
oscillations in the swing without any external forcing (i.e., a parent pushing the child)
via parametric resonance.
The one thing in common between all of these examples of systems exhibiting parametric resonance is that they are modeled as differential equations with time-varying
periodic coefficients, which are known as equations of the Mathieu-Hill type [50]. The
general form of a damped Mathieu equation is given by

ẍ + cẋ + (δ + 2ε cos(2t))x = 0

(1.1)

where x is the system variable, such as position or voltage, c is the damping coefficient,
and δ and ε are parameters that describe the squared natural frequency and parameter
excitation amplitude, respectively. Observation of Eq. (1.1) shows that the parametric
systems are non-autonomous, meaning that the equation governing the behavior of
the system depends explicitly on time. It is typically complicated to solve for the
transient solutions of such systems, but a relatively simple stability analysis can be
used to determine the ranges of δ and ε values for which parametric resonance can
be activated. For parametric resonance to occur, the linear system must be made
unstable by the amplitude and frequency of parameter modulation so that an increase
of the oscillation amplitude is achieved. As shown in Fig. 1.2, the values of δ and
ε which provide the boundary between stable and unstable system behavior can be
plotted as curves on the δ − ε plane in what is known as an Ince-Strut stability
chart. In the figure, shaded regions represent unstable behavior while the unshaded
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Figure 1.2: Ince-Strut stability diagram of the Mathieu equation for various levels of
damping, ‘c’. The shaded regions denote the unstable domain of the system response,
which give rise to parametric resonance behavior. Increasing damping leads to a
higher minimum threshold of ε to achieve parametric resonance [4].
regions represent stable behavior. It can be seen that there exist bands of parametric
resonance around key frequency values, with the largest being the principal, or 1st
order, parametric resonance. This occurs at twice the resonant frequency of the
system. It can be noted that the unstable frequency bandwidth grows larger in size
as the depth of parameter modulation increases. Another observation from the InceStrut chart, seen in diagrams (b) and (c) in Fig. 1.2, is the effect of linear damping
on the boundaries of parametric instability. As the damping of the system increases,
the unstable regions are raised and it becomes harder to achieve resonance at lower
amplitude forcing. This leads to a threshold amplitude of parametric modulation
required to initiate resonant behavior, even at the resonant frequency. The reason for
this behavior is succinctly stated by Minorsky, “The injection of energy communicated
by the variation of a parameter must, on average, exceed the energy dissipated by
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the system” [50]. So in addition to the frequency dependency for a parametricallyresonant response, if the energy gain by parameter modulation is not sufficient to
overcome the damping of the system, the system will remain at a stable equilibrium
and there will be no resonant response. This additional damping-dependent condition
is significant in the consideration of parametric systems for use in an energy harvesting
application, as energy is siphoned from the ambient vibrations in order to generate
electricity via electromechanical damping.
In a purely linear parametric system, the amplitude of oscillations would grow without limit once the conditions for parametric instability had been achieved. The linear damping is only sufficient to determine the threshold amplitude and instability
bandwidth. The reason being is that once excited, the energy gained by parametric
modulation and energy lost by dissipation are both proportional to the energy stored
by the system (i.e., the square of the response amplitude), meaning that their ratio
is not dependent on the amplitude of the system response [51]. This is quite unlike
directly excited systems, where the investment of energy is proportional to the square
root of the energy stored by the system, so that at larger response amplitudes, the
effects of linear damping in the system saturate the growth of the response. For the
case of parametric resonance, the growth of oscillation amplitude is only limited by
the onset of some nonlinearity in the system. This behavior has been observed in
the experiments by Mandelstam and Papalexi, to be discussed in more detail in the
following section, in which they had to include a saturated iron core into their circuit
in order to limit the uncontrolled growth of voltage oscillations [5, 52]. While no
real system is perfectly linear, this behavior of parametric excitation allows for the
possibility of very large response amplitudes, which Jia et al. cite as a reason for
consideration in energy harvesting applications. [4]
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Figure 1.3: Frequency response curves for the general Mathieu Equation. The solid
lines show stable steady solutions of the system. The bandwidth is increased by
increasing the modulation amplitude and by decreasing the linear damping. Here, X
is the steady-state amplitude, and Ω is the frequency of excitation.
The addition of non-linear components to model the saturating behavior of parametric systems only further complicates the analysis of the dynamic response. While
Minorsky laments his inability to solve for the steady-state solutions to nonlinear
Mathieu equations, several methods have since come along in the field of perturbation expansion of nonlinear systems, particularly the Method of Multiple Scales
[53], which allows us to approximate the steady-state response of such complex systems. These behaviors can be reported as frequency response diagrams, such as the
one shown in Fig. 1.3, which shows the steady-state amplitude of a generic nonlinear parametric system response at various input frequencies Ω. There is only a fixed
range of frequencies, centered about the principal parametric frequency, on which any
non-trivial response is exhibited by the system, in accordance with the instability regions of the Ince-Strut diagram in Fig. 1.2. If the parameter modulation amplitude, ,
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is increased, the bandwidth is increased, corresponding to moving vertically up on the
Strut diagram, and the system response amplitude is increased. Increasing the linear
damping of the system, c, decreases both the bandwidth and system response, as well
as increases the threshold amplitude. The curvature of the response lines shows the
shift in natural frequency at different amplitudes caused by the nonlinearity in the
system, which increases the bandwidth of the response. The nonlinearity also allows
for there to be multiple solutions for the system response at the same frequency value.
The solid lines represent stable solutions while the dashed lines represent unstable
solutions. In areas where there exist two stable solutions, it is possible for the system
response to take either solution, depending on initial conditions, and to ‘jump’ from
one to the other if one solution happens to lose its stability at a bifurcation point.
Considering such system behavior for the intended use of energy harvesting, it is clear
that we seek a parametric system capable of producing a large response amplitude
and bandwidth, as well as a low threshold amplitude. To that end, we desire a large
parameter modulation amplitude and minimal parasitic damping. However, we will
see that by the nature of the harvester design, there are trade-offs when it comes to
designing those two parameters.

1.3.2

Electrical Parametric Transducers

While the use of parametric modulation of an electrical circuit as the transduction
mechanism in an energy harvester is the innovative application proposed by this
Thesis, the general phenomenon of mechanically-driven parametric resonance as a
means for self-exciting current is not new. The basis of the current research into the
parametric induction generator was inspired by the work of two Russian physicists,
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Mandelstam and Papalexi, in the 1930s. They produced a series of research papers,
which proposed theory and devices for the periodic modulation of one of the system
parameters in an oscillating circuit for the purpose of parametrically exciting electrical
excitations [5, 52, 54]. One such device they developed, described in detail in Ref.
[5], periodically varied the inductance of a series of coils in an oscillating circuit via
the rotation of a ‘toothed’ disc, containing alternating sections of notches and raised
teeth, as seen in Fig. 1.4 (a). The disc was set in a narrow gap between two fixed
parallel plates, each of which contained a set of stationary iron-cored inductor coils
arranged in a circular pattern such that they corresponded with the periphery of the
disc. As the disc rotated, spun by a motor, the metal teeth and air notches would
alternately pass through the space between two parallel coils on either side of the gap.
This periodic variation of the magnetic flux path between the two coils modulated the
effective permeability of the coils, which, in turn, varied their inductance in the circuit
to which the device was connected. In addition to the time-varying inductor coils,
the circuit consisted of a variable capacitor bank for tuning the circuit to a particular
resonant frequency, and a variable resistor, but no inherent source of electrical energy.
A diagram of the full experimental setup is shown in Fig. 1.4 (b)
Mandelstam and Papalexi found that if they rotated the disc such that inductance
modulations occurred at near twice the natural frequency of the circuit (approximately 2000 Hz), electrical oscillations developed in the circuit at exactly the resonant frequency of the circuit. In fact, in the initial experiment, these oscillations grew
to the order of 12 - 15,000 V before they blew out the capacitor leads or insulation.
They noted that this indefinite amplitude growth phenomenon was in accordance
with the behavior predicted by the linear Mathieu equation, as their initial circuit
design contained no nonlinear voltage elements. They were able to obtain a steady

17

(a)
coils

(b)

aluminum disk
L(t)
Mechanical
Input
R
C

Figure 1.4: A schematic of the device proposed by Mandelstam and Papalexi [5].
voltage response through the addition of nonlinear elements into the circuit; initially
a series of incandescent light bulbs and later an iron choker coil with a separate DC
winding whose current could be used to manipulate the coil’s behavior on the nonlinear magnetic regime of the core [54]. With this modified system, they generated a
maximum steady value of 7000 V. Additionally, they observed a decrease in response
voltage when the circuit resistance was increased or when the resonant frequency of
the circuit was detuned from the 1:2 ratio with the parameter variation frequency.
They also demonstrated the need for a threshold amplitude of parameter modulation,
both theoretically and experimentally. Using a per-cycle energy balance, they showed
that, in order for oscillations to develop in the system, the modulation must be greater
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than the logarithmic decrement of the circuit oscillations, which was expressed as

>

2
ζ
π

(1.2)

where  is the inductance modulation (as a percentage of the mean inductance) and
ζ is the logarithmic decrement. This was corroborated experimentally, as their initial design was only capable of 7% modulation of the inductance, which fell below
the required threshold, and no oscillations occurred within a purely passive circuit.
However, when the device was attached to a regenerative circuit containing a vacuum
tube to provide initial current to the circuit, oscillations developed and were able to
be sustained by the parameter modulation, as the non-zero initial condition helped to
destabilize the system and lower the required threshold. They noted that there must
always be some small initial charge in the system in order for oscillations to be excited (a child standing and squatting in a perfectly vertical swing would not generate
any swinging motion), but for systems that could achieve the necessary modulation
amplitude, the minuscule statistical fluctuations of charge that are always present
in conductive paths due the Earth’s magnetic field and atmospheric charges would
be sufficient to activate parametric resonance of the current, without any external
forcing input the circuit. This was demonstrated by increasing the diameter of the
coils and the gauge diameter of the wire so that inductance modulation depth was
increased to 14%, which was sufficient to initiate parametric resonance oscillations in
the circuit. A second experiment, performed by one of their colleagues, was able to
increase the modulation depth up to 40% by adding more coils to the stator plates.
This experiment was able to generate power up to 4 kW [54].
Another interesting thing to note about the experiment is that they modulated the
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inductance using the eddy current damping of an aluminum alloy disc to decrease the
average inductance of the coils as it passed through their magnetic fields, as aluminum
is a good electrical conductor but has essentially the same magnetic permeability as
air. They tried a disc made of iron but found that the increase of magnetic permeability was offset by the effect of eddy current damping and thus caused less total
inductance modulation in the circuit and therefore was unable to excite oscillations of
the current. This differs from the experimental setup that will be used in this Thesis,
as laminated electrical steel (iron alloyed with silicon to decrease the conductance
and thereby limit eddy current damping) is used to increase the inductance of the
coil as it passes through the core. In addition to the inductance modulation generator, Mandelstam and Papalexi also developed a variable-capacitance generator, which
consisted of rotating discs entering and exiting the capacitive field of stationary discs.
Its performance was comparable to that of the induction device [52].
In addition to the experiments of Mandelstam and Papalexi, another experiment on
voltage generation via parametric inductance (though it was referred to as reluctance
in the paper) was performed by Wright and Swift at Los Alamos Laboratory in 1989
[6]. They used a Ni-Fe ribbon core material, wound into a split U-U configuration, as
shown in Figure 1.5. One half of the core was wound with copper wire and fixed in a
concrete base. The other core half was attached to the center of a clamped-clamped
bar (for mechanical amplification) and mounted on a dynamic shaker table such that
the split cross section areas of the fixed and moveable core halves were separated
by a small gap distance, G. When the shaker table mechanically vibrated the bar
at resonance (950 Hz), the gap distance would fluctuate, modulating the inductance
of the core as more and less air was introduced into the flux path. The coil was
included in a circuit with a resistor and a set of variable capacitors so that when the
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Figure 1.5: A schematic of variable inductance device proposed by Wright and Swift
[6]
circuit frequency was tuned to half that of the vibrating bar, electrical oscillations
were parametrically excited in the circuit.
Wright and Swift investigated the threshold drive amplitude, which they calculated
from a time-averaged energy balance of the system, and found that the threshold
increased as the circuit was detuned from its principal parametric resonance, which is
consistent with behavior exhibited by the Ince-Strut diagram. They also investigated
the growth rate of oscillations in the system and found that it was a linear function
based on the extent to which the drive amplitude exceeded the threshold amplitude.
They were able to deliver maximum power of 5 W to a 5 Ω load at a ‘high’ drive
amplitude, but without specifying how high, though they mention that the system can
be driven to 500g acceleration. The main focus was on the transduction of acoustic
vibration signals, but the large power output led them to comment on the possibility
of such a device as a power transducer.
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1.3.3

Mechanical Parametric Harvesters

Although neither of the parametric electrical generators mentioned in the previous
section were considered for energy harvesting, as they predated the technology, there
recently have been a number of papers that considered mechanically-parametric systems for low-level vibrational energy harvesting applications. Daqaq et al. [55] considered a parametrically-forced cantilever beam with a piezoelectric patch and developed a theoretical model that was in good agreement with experimental results.
They observed that there was a threshold amplitude and fixed range of bandwidth
for which non-zero response occurred, which we have shown to be characteristic of
damped parametric systems. Nayfeh et al. [56] subsequently further developed the
model by considering a distributed parameter model and using high orders of perturbation expansion to approximate the solution. Jia et al. authored a series of papers
[4, 57, 58, 59, 60], which examined different ways to lower the required threshold
amplitude by means of pre-amplification devices attached to the parametric system.
Daqaq et al. [61] also investigated a cantilever beam harvester that was placed at an
angle to the input vibrations so that it harvests at both the natural and parametric
resonant frequencies.

1.4

Thesis Contributions

The bandwidth and the effects of damping on the response amplitude are currently
limiting factors in the development of vibratory energy harvesting technology. This
Thesis presents the initial exploration of a new type of energy harvester, the parametric induction energy harvester, which may be able to overcome these limitations by
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generating electricity through an entirely new transduction mechanism. It uses external vibrations to periodically modulate the inductance of a coil and parametrically
excite current within a circuit. While this phenomenon of using mechanical input to
parametrically drive the generation of an induced current has been proven previously
[5, 6], this Thesis marks the first time it has been considered for an energy harvesting
application. Previous research has made use of high-frequency, high-forcing conditions to achieve the parametric resonance phenomenon, but this work considers a
cantilever beam, commonly used in energy harvesting research due to simplicity and
scaling, vibrating at a lower frequency (< 100Hz) in order to better model the behavior of such an energy harvester in common vibrating environments. The response
behavior of such a parametrically-driven harvester, as it is governed by equations
of the Mathieu type, is strongly linked to the nonlinearities present in the system
and may not necessarily be subject to the limitations experienced by directly-forced
harvesters. As such, the purpose of this Thesis is to study, both theoretically and
experimentally, the feasibility of using a parametric induction generator for energy
harvesting.
To that end, a theoretical model of the system is developed to explain the response
behavior of the harvester. The Method of Multiple Scales is used to produce approximate solutions for the steady-state current in the circuit, and the frequency response
equation is used to characterize the effects of design parameters on the response behavior. An experimental model is used to validate the theory and prove the concept
of using the parametric induction phenomenon to harvest energy from vibrations.
The proper balance of certain design parameters is presented as a key objective for
achieving the critical forcing threshold for a given harvester.
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1.5

Thesis Organization

The first chapter contained a brief overview on the motivations behind energy harvesting technology as well as an introduction to the phenomenon of parametric resonance.
A synopsis of the current state of research in the fields of electromagnetic vibratory
energy harvesting, electrical parametric transducers, and mechanical parametric energy harvesters was given to demonstrate the connected foundational material which
provided the motivation for the main contributions presented in this Thesis.
The remainder of the Thesis is organized as follows: In Chapter 2, we develop a
theoretical nonlinear model to describe the dynamics of a parametric induction energy
harvester, whereby the inductance of an electric circuit is modulated by the oscillation
of a cantilever beam with a ferromagnetic tip mass. We then use the Method of
Multiple Scales to derive the approximate analytical solution for the steady-state
frequency response of the system, and we use the results to analyze the behavior of
the harvester under different excitation, damping, and nonlinearity conditions.
In Chapter 3, we experimentally test the current and power generated by a parametric
induction harvester in order to validate the theoretical results. The design considerations for achieving parametric resonance are discussed. General observations on the
effects of eddy current damping and the sensitivity of results to setup conditions are
also discussed.
In Chapter 4, we present conclusions on the findings of this Thesis and give recommendations about future applications and research possibilities for a parametric
induction energy harvester.
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Chapter 2
Modeling and Theoretical Analysis

2.1

Mathematical Model

To investigate the process by which a vibratory energy harvester can generate electricity using a parametrically-excited electric circuit, we consider a damped oscillating
circuit such as the one in Fig. 2.1. The circuit consists of an equivalent resistor, Req ,
and capacitor, Ceq , combined in series with a variable inductor, Lvar . The inductor
consists of N coils of wire wrapped around a core of some ferromagnetic material,
with an effective area, Ae , and an effective length, le . The core contains a small air
gap of width w, which breaks the flux path of the core material. The total inductance,
L, of the variable inductor at an instaneous point in time, including the influence of
the air gap, can be approximated by the long-solenoid formula given by
µe N 2 Ae
L=
,
le
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(2.1)

Req

Ceq
w

Lvar

Ae , N
air-gapped inductor core

le

Figure 2.1: Schematic of a damped oscillating circuit containing a resistor, capcitor,
and variable inductor, yet no external energy source.
where the effective permeability of the inductor, µe , can be written as

µe =

µr µ0
.
1 + µr lwe

(2.2)

Here, µr is the relative magnetic permeability of the core material and µ0 is the
magnetic permeability of free space, a constant. When inspecting Eq. (2.2), it becomes
evident that the ratio of the width of the air gap, w, to the effective length of the core,
le determines the total reduction of permeability due to the air gap as compared to the
ungapped core. As w → 0, the permeability tends towards the ungapped permeability,
µr µ0 , and as w → le , the permeability tends to µ0 , which is the permeability of an
air-cored inductor.
The dependence of the permeability of the inductor on the length of the air gap serves
as an electromechanical coupling mechanism, whereby the behavior of the electric
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Figure 2.2: Schematic of parametrically excited circuit showing the oscillating tip
mass (left) passing though the thin gap in the inductor core (right).
circuit is altered when a mechanical input causes a change in the physical dimension
of the air gap. To acheive this goal, a mass is inserted in the air gap of the inductor coil
as shown in Fig. 2.2. The mass is attached to the tip of a cantilever beam. When the
beam is subjected to base excitation, the tip mass oscillates inside the air gap of the
inductor core. Depending on the permeability of the tip mass material, the effective
permeability of the core can be altered as the mass travels through the magnetic flux
lines of the core area. When the tip mass is located in the flux path, the length
of the air gap is decreased, thereby increasing the permeability. As the tip mass
leaves the core, the permeability decreases until it is equal to Eq. (2.2). The changing
permeability causes a modulation of the inductance, which can lead to parametric
resonance of electric charge within the circuit.
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Variation of the inductance with time depends on the dynamics of the mechanical
cantilever beam, which, assuming a single mode response, is governed by the following
equation:
me x¨r + cx˙r + kx = −me x¨b

(2.3)

where the overdot represents derivatives with respect to time, xr = x − xb is the
relative displacement of the tip mass with respect to the base xb , me is the effective
mass of the beam and tip mass, and c, and k are, respectively, equivalent linear
damping and stiffness coefficients. For a harmonic base acceleration, the tip mass
moves harmonically within the air gap, causing the inductance to vary harmonically
according to
L(t) = L0 + L1 (xr ) cos(Ωt − ψ)

(2.4)

where L0 is the mean inductance value, which occurs when the tip is halfway out
of the core area, L1 is the modulation of inductance about the mean value, and
is a function of the relative displacement of the beam tip, xr , Ω is the frequency
of base excitation, and ψ is the phase difference between the beam and inductance
oscillations.
Variation of inductance is maximized when the tip mass fully enters and fully exits the
flux path of the inductor core area, assuming the affects of fringing flux located just
outside the core area are negligible. For a given beam, maximum deflection occurs at
q
resonance, that is Ω = ωn = mke . However, it should be noted that once the tip mass
has exited the inductor core area, its influence on permeability modulation diminishes
since it moves further away from the core. This decreasing effect on permeability
would cause the modulation of the inductance to lose its harmonic behavior at very
large beam deflections. Therefore, increasing the tip deflection will only increase the
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inductance modulation up to a maximum value, beyond which, increasing the tip
deflection will have no influence on the modulation of the inductance. We desire
then a suitable beam with sufficiently large tip deflections that maximize inductance
modulation at its resonant frequency.
To understand how the variation of inductance affects the behavior of the oscillating
circuit, we use Kirchoff’s laws and write the dynamics of the circuit as

φ̈ + V̇R +

1
ρ = 0,
C

(2.5)

where φ is the magnetic flux, VR is the voltage drop across the resistance, and ρ is
the induced current. The magnetic flux can be further related to the induced current
via
φ(t) = L(t)ρ + γρ3

(2.6)

where L(t) is a linear time-varying inductance, and γ < 0 is a cubic nonlinear coefficient added to model saturation of the core’s magnetic flux at higher current levels.
Even though the saturation behavior of magnetization curves, such as the one shown
for MetGlas material in Fig. 2.3, appears to have the form of a hyperbolic tangent
function, a simple cubic polynomial is adequate to model the initial onset of nonlinearity in the system, which occurs at the saturating current value.
To model the voltage drop across the resistance, we use a cubic voltage current
relationship to reflect the nonlinear nature of Ohm’s law at higher currents. To
this end, we let
VR = (R1 + R2 ρ2 )ρ

(2.7)

where R1 is the linear resistance, composed of the load resistance, RL , and the intrinsic
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Figure 2.3: B-H curve for MetGlas material.
resistance of the circuit, RI , primarily due to the length of the coil windings of the
inductor, and R2 is the nonlinear resistance.
Substituting Eq. (2.4), Eq. (2.6), and Eq. (2.7) into Eq. (2.5), and rearranging by the
order of the derivative on the current ρ, we obtain
(L0 + L1 cos(Ωt − ψ) + 3γρ2 )ρ̈ + (R1 + 3R2 ρ2 − 2L1 Ω sin(Ωt − ψ) + 6γρρ̇)ρ̇


(2.8)
1
2
− 2L1 Ω cos(Ωt − ψ) ρ = 0
+
C
Equation (2.8) is a nonlinear differential equation with harmonically varying terms
appearing in the inertial, damping, and stiffness components of the system.
Before we attempt to determine an approximate analytical solution of Eq. (2.8), we
first non-dimensionalize Equation (2.8) by introducing the following non-dimensional
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terms:

τ = ωc t,

L̄ =

L1
,
L0

q=

ρ
,
ρ0

3γρ20
,
L0
Ω
ω=
ωc
γ̄ =

ζ1 =

where ρ0 is an arbitrary scaling value for current and ωc =

R1
,
2L0 ωc

ζ2 =

3R2 ρ20
,
L0 ωc
(2.9)

√1
CL0

is the linear natural

frequency of the circuit. Substituting Eq. (2.9) into Eq. (2.8) yields

(1+L̄ cos(ωτ −ψ)+γ̄q 2 )q̈+(2ζ1 +ζ2 q 2 −2L̄ω sin(ωτ −ψ)+2γ̄q q̇)q̇+(1−L̄ω 2 cos(ωτ −ψ))q = 0
(2.9)
where the overdots now represent derivatives with respect to the non-dimensional
time, τ .

2.2

Approximate Analytical Solution

To determine analytical expressions for the output current, capacitor voltage, and
power in the circuit, we need an approximate analytical solution to describe the
behavior of the system described by Eq. (2.9). To this end, we utilize the Method of
Multiple Scales [53], which expands the dependence of the current, q, from a single
time variable, τ , to two, independent times scales: a fast one, on the order of the
natural frequency of the circuit, to describe the transient oscillatory behavior of the
system, and a slower one to describe the modulation of amplitude and phase as the
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system evolves with time. These different time scales are expressed as

Tn = εn τ,

(2.10)

where  is a small bookkeeping parameter which permits creating the different scaling
orders. The current, q, is expanded as

q(τ ; ) = q0 (T0 , T1 ) + q1 (T0 , T1 ) + O(2 ),

(2.11)

In order to solve on the new expanded time scales, the time derivatives of the terms
in Eq. (2.9) with respect to Tn must be known. These are determined by
d
= D0 + D1 + O(2 ),
dτ

(2.12)

d2
= D02 + 2D0 D1 + O(2 ),
dτ 2
where Dn =

∂
.
∂Tn

Additionally, the effects of the electric damping, nonlinearity, and

parameter modulation amplitude are assumed to be small and are scaled at order ;
i.e., we let
ζ1 = ζ1 ,

ζ2 = ζ2 ,

γ̄ = γ̄,

L̄ = L̄,

(2.13)

Since the excitation is parametric rather than direct in nature, large amplitude responses will occur when the excitation frequency occurs near twice the modal frequency of the system. Therefore, we let ω ≈ 2 and characterize the closeness by

ω = 2 + σ
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(2.14)

where σ is a detuning parameter. Substituting Eqs. (2.11-2.14) into Eq. (2.9) and
grouping terms of like powers of  gives
O(0 ) :
D02 q0 + q0 = 0,

(2.15)

O(1 ) :
D02 q1 + q1 = −2D0 D1 q0 − D02 q0 L̄ cos(ωτ − ψ) − γ̄q02 D02 q0 − 2ζ1 D0 q0
−ζ2 q02 D0 q0

(2.16)

2

+ 4L̄ sin(ωt − ψ)D0 q0 − 2γ̄q0 (D0 q0 ) + 4L̄ cos(ωτ − ψ)q0 ,

The solution of the zeroth-order perturbation equation is given by

q0 = A(T1 )eiT0 + Ā(T1 )e−iT0 .

(2.17)

where A(T1 ) is an unknown complex-valued function and Ā(T1 ) is its complex conjugate. Substituting Eq. (2.17) into Eq. (2.16) and eliminating the secular terms by
setting the coefficients of terms containing e±iT0 to zero, yields
1
−2iD1 A(T1 ) + L̄Āei(σT1 −ψ) − γ̄A2 Ā − 2ζ1 iA − ζ2 iA2 Ā = 0 :
2

(2.18)

To solve Eq. (2.18), we express the complex function A(T1 ) in the polar form
1
A(T1 ) = a(T1 )eiβ(T1 ) ,
2

(2.19)

where a(T1 ) and β(T1 ) are real-valued functions of T1 that represent the slow-time
modulation of the amplitude and phase of the response, respectively. Substituting
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Eq. (2.19) into Eq. (2.18) and separating the real and imaginary components yields
1
1
D1 a = −ζ1 a − ζ2 a3 + L̄a sin(σT1 − 2β − ψ),
8
4

(2.20a)

1
1
aD1 β = γ̄a3 + L̄a cos(σT1 − 2β − ψ).
8
8

(2.20b)

The system of equations, Eqs.(2.20), is made autonomous by the transformation

δ = σT1 − 2β − ψ,

(2.21)

1
1
a0 = −ζ1 a − ζ2 a3 + L̄a sin δ
8
4

(2.22a)

aδ 0
σa 1 3 1
=
+ γ̄a + L̄a cos δ
2
2
8
4

(2.22b)

which yields

where the prime denotes a derivative with respect to T1 .
Equations (2.22) are known as the modulation equations, which describe the slow
time-scale rate of change of the amplitude and phase of the system response. By
solving these equations for a and δ, we will be able to characterize how the physical
parameters of current, voltage, and power in the circuit evolve with time.
Before attempting to solve the modulation equations to find the frequency response
of the system, we take a moment to examine the significance of the terms contained
within each equation. The first term on the right-hand side of Eq. (2.22a) represents
the linear damping of the system, which consists of the intrinsic resistance of the coil
and capacitor as well as the load resistance. It has a negative value and is scaled
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with the amplitude, indicating that it will limit the amplitude growth of the system
response. However, because this is a parametric system, the parametric forcing term
is also scaled with the amplitude. This means that, in the absence of nonlinear
damping term ζ2 a3 , the amplitude increases without bounds whenever ( 14 L̄ sin δ − ζ1 )
is greater than zero. Nonetheless, the nonlinear electric damping serves to limit the
growth to a physically realizable value.
In Eq. (2.22b), the first term describes the detuning between the forcing frequency
and natural frequency of the response while the second term describes an inertial
nonlinearity due to the nonlinear inductance. To better understand the influence of
these terms on the behavior of the response, we now seek asymptotic solutions for
the system at large time values.

2.2.1

Asymptotic Response

Observing Eq. (2.22), we see that the modulation equations are a system of differential
equations that are non-linearly coupled. As such, an explicit analytical solution of for
a(τ ) and δ(τ ) would be difficult to obtain. A numerical solution is possible; however,
for the current energy harvesting application, we recognize that we are more interested
in the steady-state response of the system, assuming it exists. To obtain the steadystate behavior of the system, we set the time derivatives in Eq. (2.22) to zero and
find the fixed points of the response. Subsequently, we square and add the resulting
equations to form
1
σa0 1 3 2 L̄2 2
(ζ1 a0 + ζ2 a30 )2 + (
+ γ̄a0 ) =
a.
8
2
8
16 0
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(2.23)

Equation (2.23) is the frequency response equation which describes the behavior of
the steady-state amplitude at different frequencies, expressed by σ. There is a trivial
solution at a20 = 0, and the non-trivial solutions can be found by solving

2 
2
1 2
σ 1 2
L̄2
ζ1 + ζ2 a0 +
+ γ̄a0 −
= 0,
8
2 8
16

(2.24)

which is quadratic in a20 . Using the quadratic formula, the steady-state amplitude
can be written as
s
a0 =

2(±

p
(γ̄ 2 + ζ22 )L̄2 − 4(ζ2 σ − 2ζ1 γ̄)2 − 4ζ1 ζ2 − 2σγ̄)
,
γ̄ 2 + ζ22

(2.25)

where the negative amplitudes were discarded. By substituting Eq. (2.25) into the
zero-order solution, Eq. (2.17), and expressing it in the more physically recognizable
trigonometric form, we are able to obtain a solution for the normalized steady-state
current, Eq. (2.11), to the first order as

qss (τ ) = a0 cos

ω
δ0 − ψ
τ−
2
2


,

(2.26)

where δ0 is the steady-state phase which is given by

δ0 = arctan


2ζ1 + 41 ζ2 a20
.
−σ − 14 γ̄a20

(2.27)

Upon re-dimensionalizing Eq. (2.26), we can write

ρss (t) = ρ0 a0 cos
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Ω
δ0 − ψ
t−
2
2


,

(2.28a)

1
Vc,ss (t) =
i0 a0 cos
2πf C



Ω
δ0 − ψ
t−
2
2


,

Pss =| ρss | RL = ρ20 a20 RL .

(2.28b)

(2.28c)

Equations (2.28a - 2.28c) demonstrate that the frequency of the circuit response is
equal to one half of the excitation frequency. Therefore, an oscillating beam which
modulates the inductance at twice the natural frequency of the circuit will cause the
circuit to respond at its natural frequency; which is typical of the principal parametric
resonance.

2.2.2

Response Bandwidth

When inspecting Eq. (2.25), it becomes evident that non-trivial solutions are realizable only when the numerator of the equation is greater than zero; i.e., when
q
±2 (γ̄ 2 + ζ22 )L̄2 − 4(ζ2 σ − 2ζ1 γ̄)2 − 8ζ1 ζ2 − 4σγ̄ > 0.

(2.29)

By solving Eq. (2.29) for σ, we can characterize the range of σ values for which the
nontrivial solutions exist as
p
−

L̄2 − 16ζ12
≤ σcrit ≤
4

p
L̄2 − 16ζ12
.
4

(2.30)

If this condition is satisfied, then the condition (γ̄ 2 + ζ22 )L̄2 − 4(ζ2 σ − 2ζ1 γ̄)2 > 0 is
automatically satisfied implying that the non-trivial solutions exist when Equation
(2.30) is satisfied.
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Observation of Eq. (2.30) shows that the minimum bandwidth of non-trivial solutions
can be increased by increasing the inductance modulation and decreased by increasing the linear resistance. Also, it should be noted that the minimum bandwidth is
independent of both nonlinear parameters, γ̄ and ζ2 .

2.2.3

Critical Forcing Threshold

In addition to defining the minimum frequency bandwidth of the non-trivial solutions, Eq. (2.30) can be used to determine the forcing-to-damping ratio that must be
achieved in order activate the parametric instability. This threshold is given by

L̄ > 4ζ1

or

L1 > 2R1

p
CL0 .

(2.31)

Equation (2.31) reveals that the threshold value of the inductance modulation increases with the resistive load, and decreases with the natural frequency of the circuit,
√
1/ CL0 . Equation (2.31) highlights one of the critical differences between directlyand parametrically-excited resonance behavior in a physical system. Direct excitation
of a system always transfers energy from the external excitation into the system and
produces oscillations of some finite amplitude, no matter how small the excitation
value. However, this is not the case for a parametrically-excited system. A certain threshold value of inductance modulation must be achieved before steady-state
oscillations can be activated.
The same threshold condition presented in Eq. (2.31), which was developed as a result
of analysis of the steady-state frequency response, was obtained by Mandelstam and
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Papalexi [5] and Wright and Smith [6] using an energy balance analysis. Physically,
the threshold is stating that, in order to produce a net increase of energy flow into the
system, the energy increase precipitated by the change in inductance per cycle, 12 L1 ρ2 ,
must be greater than the time-averaged energy dissipated by the circuit resistance per
cycle. That is why the critical threshold value decreases with an increasing natural
frequency of the circuit as the number of inductance modulations increases per unit
time, while the time rate of energy dissipation by the resistance is constant.

2.3

Existence and Stability of the Fixed Points

The nonlinear frequency response, Eq. (2.23), implicitly describes the dependence of
the response amplitude, a0 , on the excitation frequency, as defined by σ. We see that,
for any value of σ, there exist six steady-state solutions for the amplitude, a0 . Two are
the trivial solutions of zero amplitude, and two are simply the negative values of the
amplitudes given by the positive root of the outermost radical in Eq. (2.25). Whether
or not any one of the solutions, trivial or nontrivial, is physically attainable depends
on the stability of that particular solution. The stability of each of the solutions,
(a0 , δ0 ), can be determined by evaluating the eigenvalues of the Jacobian matrix of
the modulation equations at that fixed point.
To determine the stability behavior of the real, nontrivial solutions, we obtain the
Jacobian matrix of the modulation equations, evaluated at the steady-state roots,
(a0 , δ0 ), as


J|(a0 ,δ0 ) = 

− 14 ζ2 a20
1
γ̄a0
2
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σa0
2


−

1
γ̄a30
8



.

2

−2ζ1 − 14 ζ2 a0

(2.32)

The eigenvalues of the Jacobian matrix, described by Eq. (2.32), are given by

λ1,2 =

Γ±

√
Γ2 − 4∆
,
2

(2.33)

where
1
Γ = −2ζ1 − ζ2 a20 ,
2



 


1
1 2
σa0 1 3
1
∆ = − ζ2
−2ζ1 − ζ2 a0 −
− γ̄a0
γ̄a0
4
4
2
8
2

(2.34a)

(2.34b)

Asymptotic stability of a particular solution requires that both eigenvalues have negative real parts. An analysis of Eq. (2.33) shows that this condition is satisfied when
∆ < 0. Applying this constraint to Eq. (2.34b) and solving for σ, we obtain the following stability criteria for the two positive nontrivial roots of the frequency response
equation

σ1,2 =

σ3,4 =

±

p
L̄2 − 16ζ12
4

4ζ1 γ̄ ±

p
(γ̄ 2 + ζ22 )L̄2
2ζ2

(2.35a)

(2.35b)

It can be clearly seen that Eq. (2.35a) leads to the same condition for the critical
frequency values, σcrit , obtained in Eq. (2.30), to define the minimum bandwitdth
of the response. The other stability equation, Eq. (2.35b) can also be obtained by
setting the inner square root of Eq. (2.25) to zero, and, hence provide the values of
σ for which the non-trivial solutions exist. The non-trivial solution associated with
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positive inner square root is stable in the range [σ4 , σ1 ]. The non-trivial solution
associated with negative inner square root is always unstable in the range [σ4 , σ2 ].
The trivial solution is stable when σ > σ1 , when neither of the non-trivial solutions
exist, and when σ < σ2 . It is unstable on the bandwidth of the response, [σ2 , σ1 ].
0.12

0.1

4
a0

0.08

0.06

0.04

0.02

2
0
-0.2

-0.15

-0.1

1
-0.05

0
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0.1

0.15

0.2

σ
Figure 2.4: Frequency response curve. The dashed lines represent unstable solutions and the numbered locations on the curve correspond to the stability frequencies
defined by Eq. (2.35). Note: σ3 lies outside of the portrayed axis (to the right).
To better understand the stability and existence of the non-trivial solutions, we consider an example frequency-response curve as shown in Fig. 2.4. Using the solutions
obtained from Eq. (2.25), along with the parameter values listed in Table 2.1, we plot
the steady-state amplitude for a range of frequency values about the principal parametric resonance. When σ > σ1 , only a trivial stable solution exists. As σ decreases
past the critical value, σ1 , the trivial solution undergoes a transcritical bifurcation in
which the trivial solution exchanges stability with the nontrivial solution leading to
a stable branch of nonzero periodic oscillations. As σ continues to decrease on the
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Table 2.1: System parameter values used in example response curve
Model Parameters
Inductance Modulation, L̄

0.34

Linear damping coefficient, ζ1

0.0615

Nonlinear damping coefficient, ζ2

18.236

Nonlinearity coefficient, γ̄

49.485

Natural Frequency, ωc [Hz]

43.19

stable branch, it passes σ4 , where the response experiences a saddle-node bifurcation
as the positive and negative branches of the nontrivial solutions collide and disappear. At this point, the amplitude of the response drops sharply to zero. This jump
phenomenon is a characteristic of the non-linear frequency response.
If σ is increased from a large negative value, the trivial solution is stable until σ2 , which
also represents a transcritical bifurcation, past which point the amplitude jumps up
to the stable branch amplitude. On the range of frequencies [σ4 , σ2 ], there exist two
stable amplitude values. The response of the system in this region depends on the
intial conditions of the system. This hysteretic response behavior exhibited by the
system for frequency sweeps in opposite directions is also characteristic of nonlinear
response curves.
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2.4

Influence of Design Parameter on Frequency
Response

The behavior of the response is governed by the value of various system parameters
in Eq. (2.25). Variation in some of those parameters have interesting effects on the
behavior of the frequency response.
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Figure 2.5: Frequency response curves at various R2 values, γ̄ = 0, and L̄ = 0.357.
We have mentioned several times that a nonlinear resistance is required to model
a physical response curve. Figures 2.5 and 2.6 show the nonlinear response curves
when γ = 0 and γ = 5, respectively, for varying values of nonlinear resistance, R2 .
It can be seen in Fig. 2.5, that in the absence of nonlinear resistance, the amplitude
of the response grows without limit on the range of possible solutions. The addition
of increasing nonlinear resistance damps the response to physically-attainable values.
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In Fig. 2.6, the addition of nonlinearity helps to shape the curve, and it is possible
for the system to reach a steady-state value, even when R2 = 0.
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Figure 2.6: Frequency response curves at various R2 values, γ̄ = 5, and L̄ = 0.357.
However, as σ continues to decrease when R2 = 0, there is no limit to the amplitude
growth of the system. The system never reaches the saddle node bifurcation shown
in Fig. 2.4, where the stable nontrivial solution disappears. This infinite response
behavior can be inferred from Eq. (2.35b) as R2 → 0, and the reason is that the
inner radical of Eq. (2.25) has lost its dependence on σ when there is no nonlinear
resistance. Nonetheless, the addition of R2 > 0 gives a finite range of frequency values
on which the stable nontrivial oscillations can occur.
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2.4.1

Dependence of System Response Frequency on Inductance Modulation

For a parametrically excited system, as one of the non-damping; i.e. inertial or stiffness, system parameters varies, the natural frequency varies with it. As such, when
the inductance modulation is changed in such a way that the mean inductance level
is altered, the frequency response of the system will experience a shift along the frequency axis, in addition to the variation in bandwidth and amplitude predicted by the
previous sections. This behavior is shown in Fig. 2.7, where the frequency response
curves are shown for three different values of inductance modulation. The minimum
inductance value is fixed so that all three cases have a different mean inductance
value. We see that as the mean inductance value of the circuit increases, the natural
frequency of the circuit decreases, and the frequency response bandwidth shifts to a
lower mean frequency value. This shift may lead to unpredictable response behavior. For instance, in a system where the parameter excitation occurs at 2 × (44)Hz,
increasing the maximum inductance value increases the amplitude of the response,
as would be expected. However, for a forcing frequency of 2 × (45.5)Hz, increasing the inductance modulation actually decreases the amplitude of the response! In
effect, due to the parametric nature of the excitation, the forcing of the system is
not independent of the intrinsic system parameters, and any variation of the mean
forcing amplitude at a given frequency for a given system will effectively detune the
frequency response.
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Figure 2.7: Frequency response curves for varying values of maximum inductance,
from 0.6 H (rightmost curve) to 0.75 H (leftmost curve), with a fixed minimum
inductance of 0.32 H.

2.4.2

Output power

Like with any electric circuit, the output power delivered across the resistive load
of the parametrically-excited energy harvester is maximized at some optimal load
resistance value. The power curves for varying resistive loads are shown in Fig. 2.8
for several inductance modulation values. It can be seen that the optimal resistive load
increases with the inductance modulation amplitude. For a given level of inductance
modulation, the maximum amount of power is harvested when the resistive load is
equal to one-half of the maximum load that can be present in the circuit while still
achieving parametric resonance. This maximum resistance value can be determined
from the critical excitation threshold, Eq. (2.31).
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Figure 2.8: Variation of the output power with the resistive load, R1 , for different
inductance modulation levels, L̄.
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Chapter 3
Experimental Results

In order to validate the results presented in the previous chapter, experimental testing
on a parametric induction energy harvester was performed using the setup shown in
Fig. 3.1, which was designed to emulate the one modeled theoretically. The system
consists of a cantilever beam excited at its base to force the modulation of inductance
in an RLC circuit.

3.1

Design Considerations

In the design of the experimental setup, the principal concern was the ability to
achieve the critical forcing threshold necessary to activate the parametric resonance of
the current in the circuit. To achieve this goal, we sought to increase the modulation of
the inductance while simultaneously decreasing the wire resistance of the inductor coil,
according to Eq. (2.31). Furthermore, we sought to increase the excitation frequency
of the cantilever beam while still maintaining enough displacement of the tip mass
48

Coil
Inductor
Core

Beam
Shaker Plate

Tip Mass

Figure 3.1: Experimental Setup
to maximize the modulation of inductance for a given core size; i.e. making the tip
mass fully enter and exit the core area as it oscillates. As it will be seen, in many
respects, these design parameters oppose one other and need to be carefully balanced
in order to locate the operating point of the system within a narrow window which
activating parametric resonance in the circuit.
Let us assume that the cantilever beam is sufficiently displaced by base excitations
such that the tip mass fully enters and exits the core area to produce a maximum
inductance modulation for a given core. There then exist four possible options for
increasing the total modulation of inductance (refer to Eqs. (2.1) and (2.2)). We
can: 1) increase the number of wire turns in the coil, 2) change the core size by
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increasing the core area and/or decreasing the core length, 3) increase the change in
air gap width as the tip mass moves into and out of the core area, and 4) increase
the effective permeability of the core material.
We can see immediately that the wire resistance is increased by increasing the number
of wire turns in the coil. Likewise, when the core area is increased or the core length is
decreased, the average radius of each wire turn increases, which will certainly increase
the wire resistance for a given number of turns. Additionally, increasing the core area
will increase the size of the required tip mass, which lowers the natural frequency of
the beam, thereby increasing the required forcing to achieve the critical threshold.
With respect to the width of the air gap, there is no restriction on how small we can
design the residual gap distance when the tip mass “closes” the core path, though,
as we will see later, there may be some increased electromechanical interactions as
the gap between the core and tip mass decreases. However, if we seek to increase the
overall size of the air gap width, we again face the issue of increasing the size of the
tip mass. To decrease the wire resistance, we could also increase the wire diameter,
but that would decrease the number of turns of wire that can be wound on a core of
a given size.
Lastly, we must design the system so that we can match the beam and circuit natural frequencies at the requisite 2:1 ratio for parametric resonance while maintaining
an appreciable displacement of the tip mass. For our table-top experimental apparatus, we say that the tip mass must displace on the order of 1’s of mm to affect
an significant modulation of the inductance. This means that the beam and circuit
frequencies will be on the order of 10’s of Hz, and, assuming a reasonable amount
of circuit capacitance, the required inductance must be on the order of 100’s of mH.
With all of these constraints, careful consideration was given during the design of
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the experimental harvester apparatus to ensure the proper balance of size, frequency,
forcing, and damping between the mechanical and electrical subsystems that would
allow for parametric resonance of the current to be achieved in the harvesting circuit.

3.2

Setup

It is clear then from the preceding discussion that the only free design variable is
the permeability of the core material. For that reason, we selected a core made of
Metglas 2605SA1, an amorphous ribbon-wound iron alloy that is characterized by
a high relative permeability and low core loss. Cores of this material are available
commercially in C-cut cores configurations, which consist of two core halves that mate
together to form a closed magnetic flux loop. The core is mounted on core supports
and contains a laminated electrical steel spacer on one of the sets of legs so that an
air gap of 3.2 mm is formed on the other set of legs.
For the design of the coil windings, we modeled the relationship between the number
of wire turns and the wire resistance of the coil in order to find the optimal coil configuration for various wire gauges. For the design parameters of coil length and effective
area, we modeled the coil as being wrapped around one of the commercially available
plastic bobbins of known dimensions that accompany the Metglas C-cores. It was
found that the inductance, which scales with the squared number of turns, increases
at a faster rate than the wire resistance as more turns are added. Additionally, as
can be seen in Fig. 3.2, a lower ratio of resistance to inductance (R/L) is achieved for
wire gauges of a larger diameter for the same number of turns. This is desirable for
achieving the critical forcing threshold. However, as the wire diameter is increased,
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Figure 3.2: Ratio of the wire resistance to coil inductance as a function of the number
of wire turns for various wire gauges. Note: The values are for an air-cored inductor
(windings on the bobbin without the Metglas core halves inserted).
the outer dimensions of the coil are increased for the same number of turns, as seen
in Fig. 3.3. As such, a smaller number of turns of the larger wires can be wound
before physically interfering with the core body. For the aforementioned reasons, we
used a coil containing 1100 turns of 28 gauge wire, which maintains a higher number
of allowable turns while keeping a low R/L ratio. Selecting more turns of a thinner
wire also allowed us to raise the core inductance to make it easier for the circuit frequency to match half the frequency of the beam. A summary of the selected design
parameters for the coil and core of the inductor are given in Table 3.1.
The mechanical portion of the harvester consists of a stainless steel beam with a tip
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Figure 3.3: Outer coil diameter as a function of number of wire turns for various wire
gauges.
mass. The beam has a width of 25.4 mm, a thickness of 1.19 mm, and an effective
length of 70 mm. The tip mass is made of 3 mm x 9.5 mm rectangular laminations
of 24 gauge electrical steel, stacked and glued to a height of 25.4 mm. The tip
mass is positioned with its thinner dimension perpendicular to the direction of beam
oscillations, while the vertical equilibrium position of the beam is such that it locates
the tip mass halfway into the air gap of the inductor core. The beam is securely
clamped to a base, which is fixed on a LabWorks Inc. electrodynamic shaker to
provide base excitations. A summary of the properties of the beam and tip mass is
listed in Table 3.2.
When the beam is excited near its fundamental frequency, the tip mass undergoes
large-amplitude oscillations through the thin air gap in the inductor core. The in53

Table 3.1: Geometric and material properties of the inductor coil and core.
Coil
Wire diameter, [mm]

0.32

Number of turns, N

1100

Resistance, RI [Ω]

14.2

Length, [mm]

38

Height, [mm]

34

Width, [mm]

35

Core
Saturation flux density, [T]

1.56

Relative magnetic permeability, µ 600000
Effective length, le [cm]

15

Effective core area, Ae [cm2 ]

1.8

Air gap width, w[mm]

3.2

ductor is combined in series with a bank of switch-selectable non-polarized metal film
capacitors, which can vary from 20 - 40 µF and serve to tune the natural frequency
of the circuit, and switch-selectable resistors ranging from 0-15 Ohms, which serve as
the electric load.
The shaker is used to excite the cantilever beam at its resonance frequency of 85.8
Hz, which is set to be near twice the modal frequency of the RLC circuit. The length
of the beam and the forcing amplitude of the base excitation are selected such that
the tip deflections are sufficiently large to fully enter and exit the core area. At a
constant forcing of 1.23g, the inductance varies from 0.32 mH when the tip mass
was fully out of the core to 0.66 mH when it was fully inserted. The deflection of
the beam is measured using a laser vibrometer while the fundamental frequency of
√
the circuit is estimated using ωc = 1/ L0 C, where the inductance and capacitance
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Table 3.2: Geometric and material properties of the cantilver beam and tip mass.
Beam
Length, [mm]

70

Thickness, [mm]

1.19

Width, [mm]

25

Modulus, [GPa]

200

Density, [kg/m3 ]

7800

Tip Mass
Width [mm]

3

Length, [mm]

9.5

Height, [mm]

25.4

Weight, [g]

8

values are measured by a BK Precision LCR meter. A Fluke True RMS digital
multimeter is used to measure the voltage across the load resistance, and a Control
Desk data acquisition system is used to measure the voltage across the capacitors, to
be consistent with the measurements taken in Refs. [5] and [6].

3.3

Frequency Sweeps

A frequency sweep is performed to determine the characteristics of the frequency
response behavior of the circuit near its first principal parametric resonance. In the
open literature, a typical frequency sweep is performed by varying the excitation
frequency around the natural frequency of interest and measuring the steady-state
value of the electric quantity, either voltage or current. However, for this experimental
system, varying the base excitation frequency around the natural frequency of the
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beam would also change the displacement of the tip mass, which, in turn, affects the
modulation of the inductance at different frequencies. In order to maintain a constant
tip displacement for a given test in order to keep the parametric forcing level constant,
we instead choose to fix the forcing frequency (at the resonant frequency of the beam)
and detune the natural frequency of the oscillating circuit by varying its capacitance.
By performing the frequency sweep according to this system-detuning method, the
predicted frequency response behavior is different from the response curves plotted
in the theoretical section, which assume constant system parameters and variable
forcing frequency. The experimental results presented in this section are a collection
of discrete points on differing constant-capacitance frequency response curves. This
behavior is further explained in Fig. 3.4, where the frequency response curves represent
the typical curves obtained by varying the forcing frequency for different system
capacitances, while the dots represent the points associated with a fixed excitation
frequency and variable capacitance values.
The difference in behavior of the two different types of frequency-response curves
is shown in Fig. 3.5, where the bold solid curve is the curve obtained by varying
the capacitance, i.e. the natural frequency of the circuit, while fixing the excitation
frequency, while the thinner dashed curves are obtained for a fixed circuit natural frequency and a varying excitation frequency as obtained at the maximum and minimum
capacitance values for which the parametric resonance can be activated.
It can be seen that, while the curves are similar in shape, the curve obtained by varying
the natural frequency has a different bandwidth and amplitude when compared to
the typical curves obtained at a constant natural frequency.
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Figure 3.4: The thinner curves represent the fixed capacitance curves, from C = 32 µF
(shortest) to C = 25 µF (tallest), varied at 1 µF increments. These curves are detuned
by varying the forcing frequency. The square markers show the point where a fixed
capacitance curve responds at fixed forcing frequency, in this case 85.8 Hz.

3.3.1

Results

As the natural frequency of the circuit is swept, both forwards and backwards, by
decreasing and increasing the capacitance value, respectively, we observed regions of
zero response when the natural frequency of the system is sufficiently detuned from
half the excitation frequency. Just as predicted, we also observed large-amplitude
responses very close to half the excitation frequency.
Variation of the measured current across the resistor with the natural frequency is
depicted in Fig. 3.6 for various values of the load resistance. The predicted results
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Figure 3.5: Response curves comparing the variable capacitance curve (solid line) to
maximum and minimum fixed capacitance curves (dashed lines).
from the analytical solution are in good agreement with the experimental findings
with respect to bandwidth, nonlinear jump behavior, and decreasing amplitude with
increasing resistance. The power curves in Fig. 3.7 also show good agreement, as both
are calculated from the current values. However, discrepancies are more pronounced
between the experimental and analytical results, as the power through the resistor is
a function of the squared current.
Variation of the output power with the load resistance for various inductance modulation values is shown in Fig. 3.8. Results demonstrate that the harvester has an
optimal load resistance which produces a peak power value as predicted by both of
the analytical and experimental results. Both results illustrate that the optimal load
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Figure 3.6: Variation of the current with the natural frequency of the circuit for
different resistance values. Solid lines represent stable analytical solutions. Dashed
lines represent unstable solutions whiles points represent experimental data.
and associated power increase with the forcing level. Furthermore, it appears that the
analytical results underpredict the experimental data in terms of both the optimal
load and peak power.

3.3.2

Observations

Several points of interest were observed during the course of the experiment that had
an effect on the outcome of the results. First, it was observed that when the parametric resonance began in the circuit, the deflection of the tip mass decreased. This
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lines represent unstable solutions whiles points represent experimental data.
is likely due to eddy current damping as the conductive tip mass passed through the
magnetic flux of the inductor core. This phenomenon made it difficult to maintain
a fixed tip displacement, and therefore inductance modulation, during the sweep of
frequencies. Additionally, the electromagnetic force acting on the core halves made it
difficult to maintain a fixed gap width. These two factors made it hard to maintain
consistent inductance values between trials. To circumvent this problem, a ferrite tip
mass was tested to try and mitigate the eddy current effects, but results were inconclusive since it proved difficult to excite the parametric resonance with commercially
available ferrite spacers.
In addition to affecting the inductance modulation value, the gap width had an ob60
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Figure 3.8: Variation of the maximum RMS Power with the load resistance for different inductance modulation. Lines represent analytical values while points represent
experimental data.
servable effect on the nonlinearity of the circuit response. Increasing the width of the
air gap was observed to decreases the nonlinearity of the core magnetization curve.
During some trials, when slightly larger air gap widths were utilized, the nonlinear
jump phenomenon completely disappeared.
Another issue noted in the experiment was a low-frequency modulation (0.1-1 Hz) of
the response amplitude. This modulation amplitude was observed to increase as the
frequency was swept forward towards the saddle-node bifurcation. In fact, near the
saddle-node, a quasi-periodic solution sometimes formed. Specifically, it was noticed
that, as the oscillations began to die out, the eddy current damping decreased and, in
turn, the tip deflection increased. This caused the inductance modulation to increase
again. However, as the oscillations ampliuce grew again, the damping increased,
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leading, once again, to decaying current values. It should be noted that this low
frequency modulation was noted, though not explained, by Wright and Swift [6].
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Chapter 4
Discussion and Conclusions

4.1

Conclusions

The work of this Thesis presents the preliminary investigation into the use of a parametric induction generator for energy harvesting applications. Specifically, we study
the response behavior of parametric excitations of electrical oscillation in a nonlinear circuit whose inductance is modulated by a cantilever beam subject to external
vibrations. To model the dynamic behavior of the proposed harvesting system, we
develop a nonlinear second-order governing equation of the Mathieu type, which contains periodically-varying coefficients due to the modulation of inductance. Owing
to the complexity of the system model, the Method of Multiple Scales is used to
obtain approximate analytical solutions for the steady-state current that is generated
within the circuit. The analytical expressions are then used to study the roles that
various system parameters play in shaping the steady-state system response. Results
show that the modulation degree and load resistance characterize the bandwidth
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and define a critical forcing threshold that must be achieved in order to destabilize
the zero response and initiate the parametric resonance condition. We also demonstrate the need for nonlinear damping to be present in the model in order to reflect
a physically-realizable system response where the current attenuates at some finite
level of detuning.
Experimental testing of a parametric induction energy harvester shows good agreement with the response behavior predicted by the analytical model. The bandwidth
and amplitude of the harvester is decreased with an increasing load resistance, but
peak power is generated at some intermediate resistance value that is approximately
halfway between zero load resistance and the maximum possible resistance for still
achieving parametric resonance condition. Additionally, the harvested power increases with the depth of inductance modulation. An analysis of balancing key design
parameters is given, and it is shown that decreasing the non-load resistance and increasing modulation depth are crucial for obtaining the critical forcing threshold.
Also, the sensitivity of inductance modulation and system nonlinearity to variations
in the gap width and electromechanical damping are noted and discussed qualitatively.

4.2

Future Work

While this work has shown that it is entirely possible to harvest energy from external
vibrations via the parametric forcing of a circuit, future investigations should seek to
increase the effectiveness of the harvester design. It is clear from this work that one
of the key limitations of a parametric harvester is being able to achieve the critical
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forcing threshold, particularly at lower frequencies. New studies could focus on means
to more easily obtain this forcing threshold. Possibilities include operating at higher
frequencies, increasing inductance modulation through coil optimization, and the use
of other high permeability core materials, such as Finemet, or perhaps using a preamplification system, such as those studied by Jia et al. [4, 57, 58, 59]. Furthermore,
while the onset of parametric resonance is governed by the linear resistance of the
system, once oscillations are achieved in the circuit, their behavior is governed by the
nonlinear characteristics of the harvesting system. As such, an interesting research
topic could be how various factors, such as core material, coil design, and air gap
width affect the nonlinearity and influence the response behavior of the harvester.
In addition, research into more robust design configurations could limit the gap width
variations experienced in this work, The tip mass could also be designed to be less
susceptible to eddy current effects, perhaps by using thinner laminations. Further
optimization of the coil, beam, and circuit subsystems could also be investigated to
increase the power density of the harvester. As many of the applications powered by
harvesters exist on the microscale, more research is needed to see how a parametric
induction harvester might operate at different scales.
While the response bandwidth of the harvester was appreciable when the cantilever
beam was operating at resonance, in reality, variations in external vibration frequency
would not only cause detuning of the electrical circuit, but would also detune the mechanical system, leading to decreased tip deflection and, therefore, inductance modulation. This double-detuning behavior of parametric designs is another limitation
in real applications, especially those with broadband or variable frequency spectra.
However, one can still imagine a series of cantilever beams, each tuned to resonate
at a different frequency, which bring in varying levels of capacitance into the circuit
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depending on the external vibration frequency. This system could thereby passively
tune the parametric circuit to match the natural frequency of the beam at the 2:1
ratio necessary for parametric oscillations. Considering this, research efforts could
focus on other advantages of utilizing a primarily electrical resonating system for this
type of harvester. Rather than varying a core geometry to modulate the inductance,
the oscillations of a mechanical system could be used to switch on and off various
inductors in a circuit. Such a method could produce high frequency modulations at
lower excitation frequencies, as well as modulation depths that are less displacement
dependent, which may scale better to micro- and chip-mounted designs.
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