Abstract
Introduction
The Biometrics refers to automatic recognition of identifying a person based on physiological or behavioral characteristics. Biological traits include fingerprint identification, facial recognition, iris recognition, palm prints and vein patterns. Examples of behavioral characteristics include vocal patterns, keystrokes, handwriting and gait recognition. Among all biometric techniques, fingerprint recognition is the most widely used for personal identification systems due to its permanence and uniqueness Biometric systems are used for personal identification. Biometric systems provide several advantages when compared to classical methods such as passwords. For biometric systems it is not necessary to remember anything. Biometric systems have some drawbacks. Biometric trait cannot be replaced. In a traditional password system a new password can be given if the existing password is traced by intruder. But in a biometric system a new fingerprint cannot be given. Because it is unique.
There are two types of attacks in biometric system. [1] I) Direct attacks. (type1) II) Indirect attacks. Direct attack can be carried out in the sensor level. For direct attack, no knowledge is needed. To avoid direct attacks liveness detection techniques are used to differentiate between real and fake biometric input. Example presenting fake biometrics at the sensor: In this mode of attack, a possible reproduction of the biometric feature is presented as input to the system. Examples include a fake finger, a copy of a signature, or a face mask.
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Spoof Detection
Differentiating a genuine biometric input from fake input is known as spoof detection. Liveness detection is a measure that determines whether or not the source of the image presented to a biometric sensor is from a living individual. The main reason for conducting liveness detection signs in fingerprint biometrics is to ensure that the sensor is capturing an image from real fingertip. It provides an extra level of security to the biometric system by working cooperatively with a matching algorithm that recognizes an enrolled user.
The methods for liveness assessment represent a challenging engineering problem as they have to satisfy certain requirements (i) non-invasive, the technique should in no case penetrate the body or present and excessive contact with the user; (ii) user friendly, people should not be reluctant to use it (iii) fast, results have to be produced in very few seconds as the user cannot be asked to interact with the sensor for a long period of time; (iv) low cost, a wide use cannot be expected if the cost is very high; (v) performance, it should not degrade the recognition performance of the biometric system. There are two types of techniques for liveness detection. (i) Software-based techniques: In this case no special hardware device is added to the sensor. The features extracted from the feature extractor are used to distinguish between real and fake biometric input. (ii) Hardware-based techniques: In this case a special hardware device is added to detect whether the biometric input is real or fake.
Fingerprint Spoof Detection
Fingerprint is a pattern of ridges and valleys on fingertip. The fake fingerprint can be made from gelatin, clay, play-doh, silicone, latex, rubber etc. with user's cooperation or without cooperation.
In [2] Fingerprint liveness detection based on quality measures for software based method is proposed From feature extractor 10 fingerprint quality measures based on ridge quality, ridge strength and ridge clarity are extracted Feature vector is formed form best quality features. Fingerprint is classified as real or fake using classifier. The performance of the method is evaluated on databases LivDet 2009 and ATVS group. This method correctly classifies almost 90% of the fingerprint images. The optimal value of ACE is 6.56%
Spoof detection using texture features is presented in [3] . The first order statistics such as energy, entropy, median, variance, skewness, kurtosis and coefficient of variations are measured to detect the fake fingerprint. This method produces False Acceptance rate as 7.69 and False Reject Rate as 5.1.
A model named as Biometric Security Functional Model is presented to provide security [4] .Biometric system is represented for identification, enrollment and verification. . The error rate produced by this method is 2.32%.
Direct attacks are evaluated for fake fingers which are generated from ISO templates. [5] . Fingerprint image is reconstructed from ISO minutia templates to perform vulnerability evaluation against direct attacks by fake fingers. The evaluation of the ISO matcher is performed with FVC2006 DB2 database. Three quality measures based on ridge strength and ridge clarity are evaluated.
Liveness detection based on wavelet features is presented [6] . The coefficients are changed using the zoom-in property of the wavelets. Multiresolution analysis and wavelet packet analysis are used to get information from low frequency and high frequency content of the images respectively. Daubechies wavelet is designed and implemented for wavelet analysis. This algorithm is applied to a training set and it differentiates live fingerprints from non live fingerprints.
A novel fake fingerprint detection method that using multiple static features is proposed [7] .These features extracted from one image are used determine the aliveness of fingerprints. The power spectrum, directional contrast, ridge thickness, histogram and ridge signal of each fingerprint image are used for static features. The proposed method produces an EER of approximately 1.6% for optical sensors and 0% for capacitive sensor.
A wavelet based approach to detect liveness, integrated with the fingerprint matcher [8] . Liveness is determined from perspiration changes along the fingerprint ridges. The proposed algorithm was applied to a data set of approximately 58 live, 50 spoof and 28 cadaver fingerprint images. The integrated system of fingerprint matcher and liveness module reduces EER to 0:03%.
A new method by combining ridge signal and valley noise analysis is proposed for anti-spoofing in fingerprint sensors [9] . This method quantifies perspiration patterns along ridges in live subjects and noise patterns along valleys in spoofs. The signals representing grey level patterns along ridges and valleys are explored in spatial, frequency and wavelet domains. Based on these features, separation (live/spoof) is performed using standard pattern classification tools including classification trees and neural networks. Results show that this method produces an EER of 0.9% for an optical scanner.
A new liveness detection method based on noise analysis along the valleys in the ridge-valley structure of fingerprint images is proposed [10] . Unlike live fingers which have a clear ridge-valley structure, artificial fingers have a distinct noise distribution due to the material's properties when placed on a fingerprint scanner. Statistical features are extracted in multiresolution scales using wavelet decomposition technique. Based on these features, liveness separation (live/non-live) is performed using classification trees and neural networks. Results show this method produced approximately 90.9-100% classification of spoof and live fingerprints Distortions due to the pressure and rotation of the finger on a sensor produce different elastic characteristics of the materials. Liveness can be detected by comparing these distortions through static features. The elastic deformation due to the contact of the fingertip with a plane surface was studied in [11] , since a fake fingerprint presents different deformations than a live one. The elastic behavior of a live and a fake finger was analyzed by using a mathematical model relying on the extraction of a specific and ordered set of minutiae points.
In general, a fake fingerprint image does not have a good quality as a live one. The important idea to detect liveness by checking quality was implemented in [12] . A fast and convenient wavelet-based algorithm based on the computation of the standard deviation of the fingerprint image is proposed.
Proposed System
The proposed system consists of three stages. In the first stage features are extracted from the input fingerprint image. In the second stage, features are selected. Then classifier classifies the fingerprint as real or fake.
Figure 3. Fingerprint Liveness Detection
The following features are extracted from the fingerprint image. The fingerprint image is divided into nonoverlapped square blocks and then features are extracted from each block.
Ridge Clarity Features:

Spatial Coherence
It measures the local coherence of the intensity gradient [13] . It indicates the clarity of the local ridge-valley direction in each block. The fingerprint image is divided into foreground and background block. For foreground block, the covariance matrix of gradient vector is calculated.
The covariance matrix of gradient vector for an N point image can be expressed as
dx,dy-intensity gradient of each pixel calculated by sobel operator. 
Figure 4. Fingerprint Quality Features for Spoof Detection
The eigen values of C are
If the region has distinct ridge-valley orientation, k=1. For poor quality image k=0.
Clustering Factor:
It is used to calculate the consistency of ridges. The fingerprint image is binarized. A 3x3 mask is moved over fingerprint image. The clustering factor [14] is calculated for black and white pixel. Among 9 pixels if more than 4 contain black, a 1 is returned. If less than 4 pixels carry black, value A signature along the ridge-valley (x) direction, centered at the center of each sub-block can be as shown below.
The first output is the frequency index Fmax corresponds to maximum amplitude in frequency domain. The second output being image quality measure computed by
Ridge Continuity Features
Gabor Features:
Each block for the fingerprint image is filtered using a Gabor filter with m different directions [15] . Gabor filters optimally capture both local orientation and frequency information from a fingerprint image. By tuning a Gabor filter to specific frequency and direction, the local frequency and orientation information can be obtained. Thus, they are suited for extracting texture information from images. The core point is detected in the fingerprint. Core point is defined as the north most point of inner-most ridge line. The circular region is filtered using a bank of sixteen Gabor filters to produce a set of sixteen filtered images. Gabor filter-banks are a well-known technique to capture useful information in specific band pass channels. The average absolute deviation with in a sector quantifies the underlying ridge structure and is used as a feature. The feature vector (2048 values in length) is the collection of all the features, computed from all the 128 sectors, in every filtered image. The feature vector captures the local information and the ordered enumeration of the tessellation captures the invariant global relationships among the local patterns. For a high quality block, one of the filter output is larger than others. For a poor quality block, m filer output is same. The standard deviation of the m filter responses is used to determine the quality of each block. Gabor matrices are computed. Image is segmented as foreground or background. The general form of 2D Gabor filter is defined by
The magnitude Gabor feature at the sampling point (X, Y) can be defined as follows: The standard deviation value G is computed as follows:
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Uniformity of Frequency Field:
There are two features to analyze the global structure [16] of a fingerprint image. Both of them use the local direction information provided by the direction field, which is estimated in nonoverlapping blocks. The first feature checks the continuity of the direction field. Abrupt direction changes between blocks are accumulated and mapped into a global direction score. The ridge direction changes smoothly across the whole image in case of high quality. The second feature checks the uniformity of the frequency field. This is accomplished by computing the standard deviation of the ridge -tovalley thickness ratio and mapping it into a global score, as large deviation indicates low image quality.
Ridge Strength Features
Ridge Frequency:
Ridge frequency [16] is used to detect abnormal ridges that are too close or too far. Fingerprint ridge distance is defined as the distance from a given ridge to adjacent ridges. It can be measured as the distance from the center of one ridge to the center of another. Fingerprint ridge distance is defined as the distance form a given ridge to adjacent ridges. It can be measured as the distance from the center of one ridge to the center of another. Both the pressure and the humidity of finger will influence the ridge distance. The ridge distance of high pressure and wet finger image is narrower than the low pressure and dry finger. Since the ridge frequency is the reciprocal of ridge distance and indicates the number of ridges within a unit length, Ridge frequency is the reciprocal of ridge distance and indicates the number of ridges within a unit length. Initially fingerprint image is divided into blocks of size 16X16. For each block orientation window is computed. The X signature of ridges is calculated within oriented window. The frequency of ridge is calculated from the x signature.
Direction Map:
The quality of each block is assessed by computing Direction map [17] . The direction map is indicating areas of the image with sufficient ridge structure. It describes the behavior of fingerprint ridge orientation. Well-formed and clearly visible ridges are essential to reliably detecting poin ts of ridge ending and bifurcation. In addition, the direction map records the general orientation of the ridges as they flow across the image. To locally analyze the fingerprint, the image is divided into a grid of blocks. All the pixels within a block are assigned the same results. Therefore, in the case of the direction map, all the pixels in a block will be assigned the same ridge flow direction. Several considerations must be made when using a block-based approach. First, it must be determined how much local information is required to reliably derive the desired characteristic. This area is referred to as the window. The characteristic measured within the window is then assigned to each pixel in the block. It is typically desirable to share data used to compute the results assigned to neighboring blocks. This way some of the image that contributed to one block results is included in the neighbouring blocks results as well. This helps minimize the discontinuity in block values as you cross the boundary from one block to its neighbor. This smoothing can be implemented using a system where a block is smaller than its surrounding window, and windows overlap from one block to the next. As a result, the image is divided up into a grid of 8×8 pixel blocks with each block being assigned a result from a larger surrounding 24×24 pixel window, and the area for windows of neighboring blocks overlap by up to 2/3.in practice. Designating the address of a block by its (row index, column index), the left frame is the first block (1,1) being computed. The next frame advances to the next adjacent block to the right, block (1,2). Correspondingly, its window is shifted 8 pixels, and the new block receives its results. Note that there are two copies of the image being used. Eac h window operates on the original image data, For each block in the image, the surrounding window is rotated incrementally and a Discrete Fourier Transform (DFT) analysis is conducted at each orientation. When determining the direction of ridge flow for a block, each of its window orientations is analyzed. Within an orientation, the pixels along each rotated row of the window are summed together, forming a vector of 24 pixel row sums. The 16 orientations produce 16 vectors of row sums. Each vector of row sums is convolved with 4 waveforms of increasing frequency.
Low Contrast Map:
The low contrast map [17] is marking blocks with weak contrast, which are considered background blocks. An image map called the low contrast map is computed where blocks of sufficiently low contrast are flagged. This map separates the background of the image from the fingerprint, and it maps out smudges and lightly-inked areas of the fingerprint. Minutiae are not detected within low contrast blocks in the image. One way to distinguish a low contrast block from a block containing welldefined ridges, is to compare their pixel intensity distributions. By definition, there is little dynamic range in pixel intensity in a low contrast area, so the distribution of pixel intensities will be very narrow. A block containing well-defined ridges will have a considerably broader range of pixel intensities as there will be pixels ranging from very light in the middle of valleys to very dark in the middle of ridges. In order to determine if a block is low contrast, this software computes the pixel intensity distribution within the block's surrounding window. A specified percent of the distribution is high and low tails are trimmed, and the width of the remaining distribution is measured. If the measured width is sufficiently small, then the block is flagged in the map as having low contrast.
Feature Selection
In order to find the optimal feature subsets, the classification performance of each of the possible feature subsets was computed using the leave -one-out technique (i.e., all the samples in the dataset are used to train the classifier except the one being classified).
Classifier
The SVM is a powerful classifier with an excellent generalization capability that provides a linear separation in an augmented space by means of different kernels [13] . The kernels map input data vectors onto a high-dimensional space where a linear separation is more likely, and this process amounts to finding a non -linear frontier in the original input space. Each input vector for the proposed quality estimation system consists of seven features.
V= 
Experimental Results
All the algorithms were tested using the four datasets collected for the Second International Fingerprint Liveness Detection Competition (LivDet 2011) by four optical sensors (Biometrika, Italdata, Digital Persona, Sagem). Each dataset is divided in two parts, one used to train a classifier and the other to test the classifier performances. Both parts consist of around 1000 "live" and 1000 "fake" fingerprint images. These fakes were created using the consensual method: a volunteer put his finger on a mould of plasticine like material, another material like gelatine or liquid silicon is poured over the mould. The result, after a certain time interval, is an artificial replica of the fingertip. For each algorithm we calculated the Equal Error Rate (EER) that is the value for which the percentage of misclassified live fingerprints (False Positive Rate) is equal to the percentage of misclassified fake fingerprints (False Negative Rate).The database used in the experiments is the development set provided in the Fingerprint Liveness Detection Competition, LivDET 2009. It comprises three datasets of real and fake fingerprints (generated with different materials) captured each of them with a different optical sensor . The Biometrika FX2000 (569 dpi) dataset comprises 520 real and 520 fake images. The fake images were generated with gummy fingers made of silicone. The CrossMatch Verifier 300CL (500 dpi) dataset comprises 1,000 real and 1,000 fake images. The fake were generated with gummy fingers made of silicone (310), gelatin (344), and playdoh (346). The Identix DFR2100 (686 dpi) dataset comprises 750 real and 750 fake images. The fake images were generated with gummy fingers made of silicone (250), gelatin (250), and playdoh (250). The material with which the different fake images are made is known. 
Conclusion
Biometric systems are widely used for security. But biometric systems are vulnerable to certain type of attacks. The fingerprint spoof detection is performed by measuring the quality features of fingerprint. They are Ridge clarity features such as spatial coherence and clustering factor, Ridge continuity features such as Gabor features and uniformity of frequency field and Ridge Strength features such as ridge frequency, contrast map and Direction map. This technique is software based as it requires no external hardware. The overall classification rate is good.
