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Abstract—This article investigates digital predistortion (DPD)
linearization of hybrid beamforming large-scale antenna trans-
mitters. We propose a novel DPD processing and learning tech-
nique for an antenna sub-array, which utilizes a combined signal
of the individual power amplifier (PA) outputs in conjunction
with a decorrelation-based learning rule. In effect, the proposed
approach results in minimizing the nonlinear distortions in
the direction of the intended receiver. This feature is highly
desirable, since emissions in other directions are naturally weak
due to beamforming. The proposed parameter learning technique
requires only a single observation receiver, and therefore supports
simple hardware implementation. It is also shown to clearly
outperform the current state-of-the-art technique which utilizes
only a single PA for learning. Analysis of the feedback network
amplitude and phase imbalances reveals that the technique is
robust even to high levels of such imbalances. Finally, we also
show that the array system out-of-band emissions are well-
behaving in all spatial directions, and essentially below those
of the corresponding single-antenna transmitter, due to the
combined effects of the DPD and beamforming.
Index Terms—5G, digital predistortion, large-array transmit-
ters, hybrid beamforming, power amplifiers, out-of-band emis-
sions.
I. INTRODUCTION
LARGE-scale antenna systems are expected to be oneof the key enablers of enhanced spectral and energy
efficiency in future wireless communication systems [1], [2].
Utilizing fully-digital beamforming at the transmitter, as most
works assume, would mean that each antenna should have a
dedicated transmit chain, as depicted in Fig. 1(a). To relieve
the large hardware costs of such implementations, there has
been increasing interest on splitting the beamforming oper-
ation between digital and analog domains [3]. One possible
implementation of such a hybrid beamforming transmitter is
shown in Fig. 1(b). The overall transmitter contains antenna
subsystems of M antennas, which are connected to a single
RF transmitter chain via an analog beamforming unit.
The power efficiency of the transmitters is very important
in future massive antenna arrays with several hundreds of
megahertz instantaneous transmit bandwidth, since the con-
sumed energy per bit is to be kept constant or preferably even
lowered compared to 4G systems [1], [2]. The power efficiency
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(a) Digital MIMO transmitter architecture with per antenna/PA digital
predistortion.
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(b) Hybrid MIMO transmitter architecture with per sub-array digital predistor-
tion.
Fig. 1. Digital versus Hybrid MIMO transmitter architectures. Thick lines
correspond to complex I/Q processing.
of the PAs, which are the most power hungry components
in the transmitter (independent of whether fully-digital or
hybrid beamforming is used), therefore needs to be high.
Thus, low-cost, small-size and highly energy-efficient, and
therefore highly nonlinear PAs operating close to saturation,
are expected to be adopted.
Some recent studies have investigated the impact of PA
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Fig. 2. Block diagram of a single sub-array in a hybrid MIMO transmitter.
The effective signal radiated towards the intended RX direction, y(n), is
the superposition of the individual antenna outputs when assuming ideal
beamforming and free-space LoS conditions. The worst-case victim RX, in
terms of OOB radiation, lies also in the direction of the main beam.
nonlinearities on massive MIMO transmitters [4]–[10]. These
studies show that the spectral efficiency and the energy effi-
ciency, both of which are fundamental objectives of massive
MIMO, are compromised. In [5], the out-of-band radiation due
to PA nonlinearity was analyzed in both single antenna and
massive MIMO transmitter scenarios, assuming a memoryless
polynomial model for each PA unit. It was shown that the
adjacent channel leakage ratio (ACLR) due to PA nonlinearity
in the massive MIMO scenario is, on average, equal to the
single antenna scenario when transmitting with the same total
sum-power. This implies that when a highly nonlinear PA is
used per RF chain, as mentioned earlier, significant out-of-
band distortion can occur in massive MIMO transmitters that
can easily interfere with neighboring channel transmissions
and/or violate the spurious emission limits, as also demon-
strated in [6].
In terms of the impact of hardware impairments on the
transmitted signal quality, it was shown in [6] that the error
vector magnitude (EVM) degradation due to PA nonlinearity
can compromise the spectral efficiency of the massive MIMO
base station. In [6], at least 6 dB backoff was shown to
be required in order to reach the maximum targeted data
rate. Moreover, in [7], the authors demonstrated that when
practical PA models are used in a massive MIMO base station,
the signal to interference and noise ratio (SINR) at the user
receiver could be significantly degraded.
In [10], a more detailed study was conducted regarding
the out-of-band radiation in massive MIMO transmitters when
the PA nonlinearity is considered. It was shown in [10] that
when assuming a single user per array, and free-space line-
of-sight (LoS) propagation with ideal beamforming, the most
harmful emissions are in the same direction as the main beam.
It was also shown that under this assumption, the in-band and
out-of-band unwanted emissions due to the nonlinear PAs are
identical to the single antenna case in the direction of the main
beam towards the intended RX. Thus, the worst case scenario
will occur when a victim user lies in the same direction as the
intended user, as shown in Fig. 2.
In general, applying backoff to overcome the PA distortion
is not an attractive solution since it requires using larger
PAs operating in the linear region, assuming a given transmit
sum-power requirement. As a result, the cost and size of
each RF chain would increase and the energy efficiency
would decrease, which directly translates to increased running
costs in terms of power supply and cooling. Thus a more
intriguing solution is to use smaller PAs that operate more
efficiently close(r) to saturation, while using a low complexity
linearization method to reduce both the in-band and the out-
of-band distortion per RF chain. This is the main scope of this
paper.
Digital predistortion has been studied in the massive MIMO
context in [11]–[14]. In [11], fully digital beamforming was
assumed, and therefore a dedicated DPD unit for each trans-
mitter is required. In [12]–[14], DPD in hybrid MIMO was
investigated. To this end, as the predistorter is operating in
the digital baseband, a single DPD should linearize all the M
PAs simultaneously. This is essentially an underdetermined
problem and will commonly lead to reduced linearization
performance for the individual PAs. In [12], the DPD learning
was based on measuring only one of the PAs, while in
[13], the PAs per sub-array were assumed to be identical.
However, these approaches will work satisfactorily only if the
PA nonlinear characteristics are very similar - an assumption
that is commonly far from practical. In [14], a single DPD
per sub-array was proposed based on the direct learning
approach. The learning criteria is based on minimizing the
sum of squared errors between the input and output signals
of the PAs while using a dedicated observation RX chain per
PA. The work in [14] was shown to provide better results
compared to estimating the DPD parameters using only one of
the PA elements. However, only memoryless DPD processing
was proposed in [14] and therefore it was only tested using
memoryless PAs, which is not a realistic case, especially when
considering relatively wide-band transmit signals with tens or
hundreds of MHz bandwidth.
In this paper, we propose a new structure for DPD learning
in hybrid MIMO transmitters, which is both simpler and
more effective than the current state-of-the-art. We argue that,
because the individual PAs can anyway not be linearized
perfectly, the objective should be to primarily reduce the
distortions in the direction of the intended receiver. For the
other spatial directions, [10] showed that the out-of-band
emissions will be diluted due to non-coherent superposition
of the transmit signals. This philosophy leads us to use the
superposition signal of the individual PA outputs for DPD
learning, and thus using only a single observation RX chain.
In terms of main beam linearization, the proposed DPD is
shown to give superior results compared to using only a
single PA for learning. To assess how the emissions behave
in other spatial directions under the proposed DPD solution,
we apply a similar numerical approach as [10]. Our results
indicate that while the proposed DPD significantly reduces
the unwanted emissions in the main beam direction, the out-
of-band emissions in the other spatial directions are also
well-behaving and essentially below those of the reference
single-antenna transmitter due to the combined effects of
DPD and beamforming. The sensitivity of the technique to
amplitude and phase imbalance between the feedback paths
is also analyzed, and the effects are shown to be negligible
with realistic imbalance values. Moreover, the proposed DPD
structure and learning are developed taking into consideration
the unavoidable memory effects in the PAs, and can in general
3be adopted at below 6 GHz bands as well as at mmWave fre-
quencies. For realistic performance assessment, the proposed
DPD is tested and evaluated using realistic PA models with
memory which are extracted from actual hardware equipment
that can be used in a real massive MIMO base station1.
The rest of the article is structured as follows. Section II
analyzes the nonlinear distortion created by the PAs of a single
sub-array in the direction of the intended RX. Section III then
introduces the proposed DPD structure and parameter learning
method. The impacts of amplitude and phase mismatches
between the feedback paths are then analyzed in Section IV.
Section V presents some realistic simulation results using
practical RF measurement based PA models with memory.
Finally, Section VI concludes the findings of this paper.
II. MODELING AND MEASURING NONLINEAR
DISTORTION IN HYBRID MIMO TX SUB-ARRAYS
In this section, the nonlinear distortion due to the PAs in
a hybrid MIMO transmitter architecture is analyzed as a first
essential step towards developing an efficient DPD structure
and parameter learning solution. Considering a single sub-
array as shown in Fig. 2, yet without any DPD processing
(i.e., x˜(n) = x(n)), the baseband equivalent input and output
signals of the mth PA, assuming a parallel Hammerstein (PH)
PA model [15]–[17], read
xm(n) = wmx(n) (1)
ym(n) =
P∑
p=1
p,odd
fm,p,n ? |xm(n)|p−1xm(n), (2)
where x(n) denotes the baseband equivalent transmit signal
of the considered sub-array, xm(n) and ym(n) refer to the
baseband equivalent input and output signals of the PA unit in
the mth antenna branch while wm denotes the corresponding
beamforming coefficient. Furthermore, fm,p,n denotes the pth
order PH branch filter impulse response for the PA unit of the
antenna branch m, and ? is the convolution operator which is
defined as fm,p,n?xm(n) =
∑N
l=0
fm,p,lxm(n−l), where N is
the filter memory order. Assuming |wm| = 1, i.e., only phase
rotations are performed in the analog beamforming stage, the
transmit signal of the mth antenna element can be equivalently
re-written as
ym(n) = wm
P∑
p=1
p, odd
fm,p,n ? |x(n)|p−1x(n). (3)
In general, the beamforming coefficients wm are chosen
such that most of the allocated power is radiated towards the
intended RX direction. Therefore, in order to further analyze
the harmful radiated emissions, we primarily consider the non-
linear distortion which is radiated from the TX array towards
the intended RX [10]. Assuming next, for simplicity, ideal
beamforming in free-space line-of-sight (LoS) conditions, the
1Lund University Massive MIMO testbed, http://www.eit.lth.se/mamitheme
The PA models are available through IEEEXplore.
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Fig. 3. Block diagram of the proposed DPD system for one sub-array.
individual signals ym(n) will coherently add up to construct
an equivalent received or observed signal y(n) of the form
y(n) =
M∑
m=1
w∗mym(n) (4)
=
M∑
m=1
P∑
p=1
p, odd
fm,p,n ? |x(n)|p−1x(n). (5)
In this work, we consider the out-of-band (OOB) emissions
in the worst case scenario when the victim RX lies in the
same direction as the intended RX, as discussed also in [10]
and in the Introduction. In such scenarios, when assuming a
single user per sub-array, the OOB emissions are similar to
the classical emission scenarios and can be quantified using
the adjacent channel leakage ratio (ACLR) metric. However,
the exact method of evaluating the ACLR in large-array
transmitters has not been decided yet in, e.g., 3GPP mobile
radio network standardization. In this work we measure the
ACLR based on the effective combined signal y(n), which is
essentially the sum of outputs from all the antenna elements
per sub-array in the intended RX direction. On the other hand,
the in-band distortion of the effective radiated signal y(n)
will be very similar to the classical scenarios and will be
quantified using the error vector magnitude (EVM) metric in
this work. Finally, we note that while the basic modeling and
DPD processing developments in this article build on the PH or
memory polynomial (MP) based approach, also more elaborate
nonlinear models such as the generalized memory polynomial
(GMP) [18] can be adopted in a straight-forward manner.
III. PROPOSED DPD STRUCTURE AND PARAMETER
LEARNING SOLUTION
In the hybrid MIMO architecture, each sub-array is fed by a
single RF upconversion chain. This implies that only a single
DPD stage can be used per sub-array, as shown in Fig. 3. From
one side, this reduces the complexity of the overall transmitter
system in terms of the DPD processing, while on the other side
it makes the linearization problem much more challenging,
both from the DPD main path processing structure and the
parameter learning perspectives, as the exact characteristics of
the involved M parallel PAs are generally different.
4A. Proposed DPD Structure
Based on the nonlinear distortion analysis in the previous
section, we formulate the proposed DPD structure and learning
philosophy in this section keeping in mind that the main
objective is to primarily minimize the harmful emissions in the
intended RX direction, i.e., the in-band and OOB nonlinear
distortion products in the effective combined signal y(n)
expressed in (5).
We first rewrite (5) such that the linear and nonlinear terms
are separated as follows
y(n) =
M∑
m=1
fm,1,n ? x(n) +
M∑
m=1
P∑
p=3
p, odd
fm,p,n ? |x(n)|p−1x(n)
(6)
= ftot,1,n ? x(n) +
P∑
p=3
p, odd
ftot,p,n ? |x(n)|p−1x(n), (7)
where ftot,p,n =
∑M
m=1
fm,p,n. From (7), it can be seen
that the nonlinear term of y(n) is composed of a linear
combination of the static nonlinear (SNL) basis functions
up(n) = |x(n)|p−1x(n) and their delayed replicas. Further-
more, the effective branch filters ftot,p,n depend only on the
sums of the individual PA model branch filters fm,p,n,m =
1, 2, . . . ,M . In general, we focus our attention mostly on the
nonlinear distortion, since the linear distortion term in (7) is
anyway usually equalized at the receiver side and can thus be
considered to be part of the overall wireless communications
channel. Consequently, the key idea of the proposed DPD
structure is to inject a proper additional low-power cancellation
signal, with structural similarity to the nonlinear terms in (7),
at the input of the PAs of the considered sub-array such that
the radiated in-band and OOB nonlinear distortion products
are minimized in the intended RX direction.
Stemming from the above modeling, an appropriate digital
injection signal can be obtained by adopting the SNL ba-
sis functions uq(n), q = 3, 5, . . . , Q, combined with proper
filtering using a bank of DPD filters, αq,n, with memory
order Nq . In general, incorporating such DPD processing with
polynomial order Q, the output signal of the DPD processing
stage of the considered sub-array reads
x˜(n) = x(n) +
Q∑
q=3
q,odd
α∗q,n ? uq(n). (8)
Here, and in the continuation, we use (˜.) variables to indicate
DPD-based processing and corresponding signals. The achiev-
able suppression of the nonlinear distortion depends directly
on the selection and optimization of the DPD filter coefficients
αq,n. This is addressed in detail in the next subsection. We also
note that an additional branch filter can be applied to the linear
signal term in (8) if, e.g., linear response pre-equalization is
pursued.
B. Proposed Combined Feedback based DPD Learning
The main philosophy of the proposed DPD learning is to
minimize the correlation between the nonlinear distortion ra-
diated from the considered sub-array and the SNL basis func-
tions uq(n) and their delayed replicas. Once such correlation
minimization is achieved, the level of the nonlinear distortion
is significantly reduced. This type of a decorrelation-based
learning criteria has been introduced earlier by the authors
in [11], [19] in the context of single-antenna transmitters.
In this article, a similar approach is adopted and developed
in the context of DPD parameter learning in hybrid MIMO
transmitters.
In order to extract the effective nonlinear distortion at the
sub-array output, while also using only a single RX chain in
the observation system, we propose to explicitly combine the
individual outputs of each PA per sub-array. This can be real-
ized by using M directional couplers followed by a co-phasing
(or “anti-beamforming”) and combining module before the
feedback RX chain as shown in Fig. 3. The purpose of the anti-
beamforming is to counteract the effect of the beamforming
coefficients in the analog beamforming module such that the
observed signal in the feedback observation RX corresponds
to the actual signal radiated in the intended RX direction
(y(n)). Another practical alternative is to momentarily set all
beamforming weights to one (wm = 1 for all m), for the
period of DPD parameter learning, and then simply sum up
the individual PA output signals, which essentially yields the
same observation waveform.
Consequently the baseband equivalent observation signal at
the feedback RX output, denoted by z(n), while assuming that
|wm| = 1, reads
z(n) =
M∑
m=1
w∗mgcym(n) (9)
= gc
M∑
m=1
|wm|2
P∑
p=1
p, odd
fm,p,n ? |x(n)|p−1x(n) (10)
= gc
M∑
m=1
P∑
p=1
p, odd
fm,p,n ? |x(n)|p−1x(n), (11)
where gc denotes the coupling factor in the individual feedback
paths. For presentation simplicity, gc is assumed above to
be identical in all feedback branches. Practical mismatches
between the feedback branches will then be considered in
detail in Section IV as well as in the numerical experiments in
Section V. Notice also that since the anti-beamforming stage
cancels or removes the effects of the specific beamforming
coefficients, parameter learning can take place during the
normal operation of the transmitter. Alternatively, a dedicated
learning period can also be adopted.
In order to utilize the observation signal z(n) in the DPD
learning, we can rewrite (11) as
z(n) = Gx(n) + d(n), (12)
where G is the effective complex linear gain while d(n)
corresponds to the total effective distortion signal due to the
PA units. The actual error signal which is then used for the
decorrelation-based parameter learning is calculated as follows
e(n) = z(n)− Gˆx(n), (13)
5where Gˆ is the effective linear gain estimate which can be
obtained in practice by using, e.g., block least squares (LS).
This error signal seeks to provide information at waveform
level about the currently prevailing nonlinear distortion sam-
ples in the effective combined signal relative to the ideal signal
samples x(n). In cases where there is substantial frequency-
selectivity in the effective linear response, an actual multitap
filter can be estimated and utilized in (13).
In general, the SNL basis functions uq(n) = |x(n)|q−1x(n)
and their delayed replicas are strongly mutually correlated, and
thus basis function orthogonalization is required in order to
have a faster and smoother convergence of the DPD param-
eter estimates during the learning process [20]. In principle,
any suitable orthogonalization/whitening transformation with
a triangular orthogonalization matrix can be adopted, e.g., QR
decomposition (Gram-Schmidt type) or one based on Cholesky
decomposition of the covariance matrix of the basis functions.
For clarity, the orthogonalized basis functions are denoted in
the following by sq(n).
The actual block-adaptive decorrelation-based DPD coeffi-
cient update, with learning rate µ, then reads
α¯(i+ 1) = α¯(i)− µ [e(i)HS(i)]T , (14)
where e(i) = [e(ni) ... e(ni + B − 1)]T is a block of B
observed samples of the error signal e(n), while ni denotes
the index of the first sample within block i. Furthermore, α¯(i)
in (14) is defined as follows
αq(i) = [αq,0(i) αq,1(i) ... αq,Nq (i)]
T (15)
α¯(i) = [α3(i)
T α5(i)
T ...αQ(i)
T ]T , (16)
while S(i) in (14) is defined using the orthogonal basis
function samples sq(n) as
sq(ni) = [sq(ni) ... sq(ni −Nq)] (17)
Sq(i) = [sq(ni)T ... sq(ni +B − 1)T ]T (18)
S(i) = [S3(i) S5(i) ... SQ(i)]. (19)
The updated DPD coefficients α¯(i+ 1) are then used to filter
the next block of B samples, and the process is iterated until
convergence. Using the adaptive filter update in (14), it can
be shown that the learning algorithm converges to the point
where the residual nonlinear distortion becomes uncorrelated
with the adopted orthogonalized basis functions, and hence the
name decorrelation-based learning.
Finally, we note that the above decorrelation-based iterative
learning rule can be either executed during the specific param-
eter learning/calibration periods, or alternatively, be even run-
ning continuously, in conjunction with the anti-beamforming
based combined feedback signal, if one wishes to track the
potential changes in the PA characteristics as accurately as
possible. This is because even though the served intended
receiver(s) change in practical radio networks commonly at 1
ms time scale (the scheduling interval in LTE/LTE-Advanced
mobile radio networks), or even faster, the anti-beamforming
stage makes the feedback signal independent of the actual
value of the intended receiver direction, and hence the algo-
rithm can run continuously.
IV. IMPACT OF MISMATCHES BETWEEN THE FEEDBACK
BRANCHES
In order to obtain the feedback signal z(n) which is used
for the DPD learning, the outputs of the individual PAs are
first extracted using M directional couplers, then co-phased
and combined in the analog domain before being applied into
a single observation RX chain which brings the observation
signal down to baseband, as shown in Fig. 3. Consequently,
in the actual physical circuit implementation, there can be
amplitude and phase mismatches between the M observation
branches prior to and within combining. In the following, these
mismatches are analyzed and their effect on the proposed DPD
system and its performance is discussed.
Assuming m = βmejφm denotes the complex gain devia-
tion relative to the nominal coupling factor gc in the mth feed-
back coupler path, where βm and φm are the corresponding
gain and phase mismatches, the baseband equivalent combined
observation signal z(n) then reads
z(n) =
M∑
m=1
gc(1 + m)
P∑
p=1
p, odd
fm,p,n ? |x(n)|p−1x(n) (20)
= gc
M∑
m=1
P∑
p=1
p, odd
fm,p,n ? |x(n)|p−1x(n)
+ gc
M∑
m=1
m
P∑
p=1
p, odd
fm,p,n ? |x(n)|p−1x(n). (21)
When |m|  1, the second term in (21) can be essentially
neglected and we return back to the expression in (11). How-
ever, when the gain and phase mismatches start to increase,
the combined observation signal starts to gradually degrade.
Meanwhile, the assumption that the combined observation
signal z(n) is composed of a linear combination of the SNL
basis functions and their delayed replicas will still hold.
In order to more explicitly analyze the impact of such
gain and phase mismatches between the feedback branches on
the DPD learning, and consequently the DPD performance,
in closed-form, we proceed as follows. For mathematical
tractability, we assume simple third-order memoryless pro-
cessing in both the PA and DPD models. For reference, we
first derive the optimum decorrelation-based DPD coefficient
without any mismatches, being then followed by the cor-
responding optimum coefficient derivation under the branch
mismatches. This allows us to analytically address how much
the mismatches affect or bias the DPD coefficient, in the
simple example case of a third-order DPD system.
Now, the DPD output signal x˜(n) with third-order memo-
ryless DPD processing reads
x˜(n) = x(n) + α∗3|x(n)|2x(n), (22)
where α3 is the third-order DPD coefficient applied in its
conjugated form in order to conform with the notation adopted
in Section III. The corresponding output of the mth PA unit
with DPD becomes
y˜m(n) = wm[fm,1x˜(n) + fm,3|x˜(n)|2x˜(n)]. (23)
6Then, the combined observation at the feedback receiver
output, with DPD included, reads
z˜(n) =
M∑
m=1
w∗mgcy˜m(n) (24)
= gc
M∑
m=1
(fm,1x˜(n) + fm,3|x˜(n)|2x˜(n)). (25)
Substituting (22) into (25) yields
z˜(n) = x(n)gc
M∑
m=1
fm,1
+ |x(n)|2x(n)gc
M∑
m=1
(α∗3fm,1 + fm,3)
+ |x(n)|4x(n)gc
M∑
m=1
(α3 + 2α
∗
3)fm,3
+ |x(n)|6x(n)gc
M∑
m=1
(2|α3|2 + α∗23 )fm,3
+ |x(n)|8x(n)gc
M∑
m=1
α∗3|α3|2fm,3. (26)
Since the decorrelation-based learning algorithm aims at min-
imizing the correlation between the error signal observed at
feedback receiver output, i.e., e(n) = z˜(n)− Gˆx(n), and the
SNL third-order basis function |x(n)|2x(n), we evaluate the
expression of this correlation IE
[|x(n)|2x∗(n)e(n)] in closed-
form while assuming a perfect estimate of the effective linear
gain G. We first write
IE
[|x(n)|2x∗(n)e(n)] = IE[|x(n)|6gc M∑
m=1
(α∗3fm,1 + fm,3)
]
+ IE
[
|x(n)|8gc
M∑
m=1
(α3 + 2α
∗
3)fm,3
]
+ IE
[
|x(n)|10gc
M∑
m=1
(2|α3|2 + α∗23 )fm,3
]
+ IE
[
|x(n)|12gc
M∑
m=1
α∗3|α3|2fm,3
]
. (27)
In order to analytically calculate the DPD coefficient α3
that minimizes IE
[|x(n)|2x∗(n)e(n)], we set (27) to zero.
While neglecting the higher-order terms by assuming that they
are vanishingly small, as α3 is in general a small number
with any reasonable PA nonlinear response characteristics, the
correlation minimization approach yields
α∗3,optIE|x(n)|6gc
M∑
m=1
fm,1
+ (α3,opt + 2α
∗
3,opt)IE|x(n)|8gc
M∑
m=1
fm,3
= −IE|x(n)|6gc
M∑
m=1
fm,3. (28)
Then, denoting
∑M
m=1
fm,3/
∑M
m=1
fm,1 by F31 we get the
following expression
α∗3,opt = −F31
[
1 + (α3,opt + 2α
∗
3,opt)
IE|x(n)|8
IE|x(n)|6
]
. (29)
Taking the complex conjugate of (29) provides us with a
second equation in α3,opt and α∗3,opt which reads
α3,opt = −F ∗31
[
1 + (α∗3,opt + 2α3,opt)
IE|x(n)|8
IE|x(n)|6
]
. (30)
The expressions in (29) and (30) allow then solving for α3,opt
which yields
α3,opt =
−F ∗31(1 + F31IE86)
3|F31|2IE286 + 2IE86(F31 + F ∗31) + 1
, (31)
where IE86 =
IE|x(n)|8
IE|x(n)|6 . This expression serves as reference and
comparison point for addressing the branch mismatch impact.
Next, we introduce amplitude and phase mismatches in the
feedback coupling paths and re-derive the expression for α3,opt
in order to examine the effect of such mismatches on the
proposed learning algorithm. The optimum DPD coefficient
with mismatches included is denoted by α¯3,opt, for notational
clarity. The feedback observation signal z˜(n), with mismatches
included, now reads
z˜(n) = gc
M∑
m=1
(1 + m)(fm,1x˜(n) + fm,3|x˜(n)|2x˜(n)).
(32)
Performing similar analysis steps as above, we get the fol-
lowing expression for the decorrelation-based optimum DPD
coefficient α¯3,opt, expressed as
α¯∗3,opt = −
∑M
m=1
fm,3(1 + m)∑M
m=1
fm,1(1 + m)
×
[
1 + (α¯3,opt + 2α¯
∗
3,opt)
IE|x(n)|8
IE|x(n)|6
]
. (33)
Then, denoting
∑M
m=1
fm,3(1 + m)/
∑M
m=1
fm,1(1 + m) by
F¯31 we get the following expression
α¯∗3,opt = −F¯31
[
1 + (α¯3,opt + 2α¯
∗
3,opt)
IE|x(n)|8
IE|x(n)|6
]
. (34)
Then, using similar analysis steps as in the case without
mismatches, the expression for α¯3,opt with mismatches can
be shown to read
α¯3,opt =
−F¯ ∗31(1 + F¯31IE86)
3|F¯31|2IE286 + 2IE86(F¯31 + F¯ ∗31) + 1
, (35)
where F¯31 is given by
F¯31 =
∑M
m=1
fm,3 +
∑M
m=1
fm,3m∑M
m=1
fm,1 +
∑M
m=1
fm,1m
. (36)
When using a relatively large number of antennas per sub-
array, M , then
∑M
m=1
fm,3m → cIE[fm,3m] where c is a
scaling constant, and similarly
∑M
m=1
fm,1m → cIE[fm,1m].
Assuming m is a random variable with zero mean, and since
m is, in general, independent of both fm,3 and fm,1, then
7F¯31 ≈ F31, and consequently (35) reduces to (31). Thus, the
analysis shows that the mismatches in the feedback branches
have a very small effect on the proposed decorrelation-based
DPD parameter learning, and consequently its performance.
Thus, the proposed sub-array DPD system is robust against
the possible feedback coupling branch mismatches, a finding
that we also (re)confirm using the numerical experiments in the
following section. We note that while the analytical mismatch
analysis above builds on the simplifying assumption of third-
order memoryless models, our numerical experiments will
include higher-order nonlinearities and memory in both the
PA units as well as in the DPD processing stage.
V. NUMERICAL EXPERIMENTS
In this section, a quantitative performance analysis of the
proposed DPD solution is presented using comprehensive
Matlab simulations with practical measured models for PAs
with memory. The measured PA models are obtained from
the Lund University massive MIMO test-bed which is one of
the most established large-array transceiver platforms currently
available, and includes 100 PA units overall. The proposed
DPD which uses the combined feedback signal is compared
against a classical DPD approach which uses only a single
PA output for learning. The PA models are 11th-order PH
models extracted from individual USRP modules that are used
in the Lund massive MIMO hardware testbed transmitting at
2 GHz RF frequency. The sample rate used to extract these
models is 120 MHz. The credibility and practicability of the
results presented in this section is thus high when compared to
state-of-the-art works in DPD for hybrid MIMO transmitters
which usually assume substantially more simple PA models
without memory [14], or even that all PA units in such array
structure would be identical [12], [13]. The signal used in
the PA measurements as well as in our DPD simulations is a
20 MHz OFDM signal with 16-QAM subcarrier modulation.
Iterative clipping and filtering-based PAPR reduction is applied
to the transmit signal limiting the actual PAPR of the signal
to approximately 8.3 dB [21]. The output power spectra of 16
different PAs of representative nature are shown in Fig. 4.
A. DPD Performance Results and Analysis
First, we address the achievable linearization performance
in the intended RX direction. Both the inband waveform purity
and the adjacent channel interference due to spectral regrowth
are quantified using the error vector magnitude (EVM), and
the ACLR metrics, respectively [22]. The EVM and ACLR are
calculated for the effective combined signal in the intended RX
direction as explained in the previous sections. The EVM is
defined as
EVM% =
√
Perror/Pref × 100%, (37)
where Perror is the power of the error signal, defined as the
difference between the ideal symbol values and the corre-
sponding symbol rate complex samples at the array output
in the intended RX direction, both normalized to the same
average power, while Pref is the reference power of the ideal
symbol constellation. Typically in EVM evaluations, linear
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Fig. 4. Normalized individual PA output spectra of 16 different PA models
extracted from a true large-array transmitter system at 120 MHz sample rate.
The transmitted OFDM carrier is 20 MHz wide with 16-QAM subcarrier
modulation, and the PAPR is 8.3 dB. An 11th-order PH model with memory
is extracted per PA. The passband power of every PA model is normalized to
0 dB.
TABLE I
EVM AND ACLR RESULTS
EVM (%) ACLR L / R (dBc)
Without DPD 3.17 40.48 / 40.58
With single PA learning 2.09 52.01 / 51.91
With proposed DPD 1.85 63.63 / 61.42
distortion of the transmit chain is equalized prior to calculating
the error signal [23], and this is also what we do in this work.
In turn, the ACLR is defined as the ratio of the emitted powers
within the wanted channel (Pwanted) and the adjacent channel
(Padjacent), respectively [24], interpreted also for the effective
combined signal in the direction of the intended RX, namely
ACLRdB = 10 log10
Pwanted
Padjacent
. (38)
In this work, the channel bandwidth of the wanted signal is
defined as the bandwidth which contains 99% of the total
emitted power in the main beam direction. The adjacent
channel measurement bandwidth is equal to this.
The nonlinearity order Q of the proposed DPD is 9, and
the DPD memory depth N is equal to 3 (i.e., 4 memory taps
per PH branch filter). The learning block-size B used by the
DPD is 100k samples, and 24 block adaptive iterations are
used. These parameters are used both in the proposed DPD
and in the reference DPD method which uses only a single
PA for learning, while the considered sub-array size M = 16.
The effective linear gain, G, is estimated using ordinary block
least squares (LS), per each block iteration.
The power spectrum of the effective combined signal from
16 PA elements in the direction of the intended receiver
is shown in Fig. 5 in three scenarios: without DPD, with
decorrelation-based DPD estimated using the first PA only,
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Fig. 5. Normalized output spectra of the effective combined signals from
16 PA elements in the direction of the intended receiver. Three scenarios are
shown: without DPD, with DPD estimated for a single PA unit and applied
to all PAs, and with the proposed DPD. The PA models are 11th-order PH
models with memory extracted from a true large-array transmitter system at
120 MHz sample rate. The transmitted OFDM carrier is 20 MHz wide with
16-QAM subcarrier modulation and 8.3 dB PAPR. Amplitude mismatches
between −10 and 10% and phase mismatches between −10 and 10o are
incorporated in the feedback paths when using the proposed DPD.
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Fig. 6. Example convergence of the first two memory taps, per basis function,
of the proposed ninth-order decorrelation-based DPD using a single realization
of a 20 MHz OFDM carrier with 16-QAM subcarrier modulation and 8.3 dB
PAPR. Amplitude mismatches between −10 and 10% and phase mismatches
between −10 and 10o are incorporated in the feedback paths when using
the proposed DPD. The PA models are 11th-order PH models with memory,
extracted from a true large-array transmitter system.
and with the proposed DPD. Notice that we also implemented
for reference the state-of-the-art method from [14] but since
the method described in [14] does not take into account the
PA memory, the resulting performance is not comparable at
all to the other considered methods, and hence not included in
the results. Table I shows the corresponding EVM and ACLR
values showing an excellent linearization performance of the
proposed DPD system. More than 10 dB gain in ACLR is
achieved when using the proposed DPD compared to using
a single PA output for learning. When using the proposed
DPD, random amplitude and phase mismatches are included
in the feedback paths to facilitate a realistic performance
evaluation scenario. The amplitude mismatches are uniformly
distributed between−10 and 10%, while the phase mismatches
are uniformly distributed between −10 and 10o. Despite such
relatively large feedback network mismatches, excellent lin-
earization performance is obtained which verifies the analytical
findings regarding the robustness against mismatches reported
in Section IV. Fig. 6 presents an example of the proposed
DPD coefficient behavior, during the learning phase, while
showing only the first two memory taps (out of four) per SNL
basis function, to keep the visual illustration readable. It is
clear from Fig. 6 that the coefficients converge in a reliable
and relatively fast manner, when compared to any practical
or realistic potential rate of change of the characteristics of
the PAs in the considered sub-array. Such good convergence
properties are partly due to the basis function orthogonaliza-
tion processing, as explained in section III-B.
B. Analysis of Unwanted Emissions in Spatial Domain
Next, we analyze how the inband power and out-of-band
emissions, in all different spatial directions, behave after
applying the proposed DPD. In [10], it was shown that the
OOB emissions of massive MIMO transmitters essentially
follow the beam pattern of the array. Thus, OOB emissions are
more powerful in the direction of the intended receiver, while
other directions are attenuated. However, there are no studies
that analyze how the OOB emissions of the array transmitter
behave after applying a certain DPD solution. This analysis is
of great importance, especially in the problem at hand, where
the developed DPD algorithm primarily considers the direction
of the intended receiver for acquiring the DPD coefficients.
In Fig. 7, the inband power and OOB emission patterns in
the spatial domain are shown for a single antenna transmit-
ter, for reference, and for an array transmitter with sixteen
antennas. In order to generate such patterns, it is necessary
to take into account the individual antenna element radiation
pattern, which is here assumed to be isotropic, and the array
geometry, which we consider to be a uniform linear array with
an antenna spacing of half the wavelength. The direction of
the intended user is that of the direction of the main beam,
which is 30 degrees in this numerical example.
The different power levels shown in the figure represent
the total power for the inband and OOB emissions spanning
the occupied bandwidth of the allocated channel and the
adjacent channel, respectively, at different spatial directions.
Since the received passband power is normalized to 0 dB, then
taking this as the reference in-band power, the OOB patterns
can be interpreted as the ACLR level in different spatial
directions. For instance, the OOB emissions in the direction
of the intended receiver (30 degrees) without predistortion
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Fig. 7. In-band power and out-of-band emission patterns from a single antenna
transmitter and from a 16-antenna array transmitter for all spatial directions
ranging from −90 to 90 degrees; r-axis represents relative powers, such that
the received passband power at the intended RX direction, in both SISO and
array cases, is normalized to 0 dB. The in-band and OOB power levels are
calculated over the allocated channel and the adjacent channel, respectively.
The elements of the antenna array are uniformly distributed with a spacing
of half the wavelength.
have a level of −40.48 dB, while with predistortion it is
−61.42 dB. These numbers correspond to ACLRs of 40.48
dBc and 61.42 dBc, respectively, as also indicated in Table
I. The corresponding ACLR numbers for another example
direction of −30 degrees are 63.12 dBc and 60.51 dBc. Fig.
7 thus constitutes a very useful and easily interpretable way
to represent ACLR and its spatial characteristics in large array
transmitters.
When considering the inband and OOB emissions without
DPD, the OOB emissions from the array are never larger than
those of the single antenna case, as it was also concluded
in [10]. This can be seen to be essentially true also after
applying the proposed DPD. However, the OOB emissions
in certain specific directions do exceed the reference single
antenna case by a small margin (a few dBs at most), but
are anyway kept at a sufficiently low level. This behavior is
indeed due to the proposed algorithm primarily considering
the emissions in the direction of the intended receiver, and
the emissions in other spatial directions are defined by the
joint effect of the DPD, the PA responses, and the antenna
array beampattern. One can assume that the larger the antenna
array and thus the beamforming gain are, the less probable
it is for the array OOB emissions to exceed the reference
single-antenna emissions. This is illustrated in Fig. 8, where
a 32-antenna array is considered. Due to the higher spatial
selectivity provided by the larger array, the OOB emissions
are reduced such that they no longer exceed the single-antenna
emissions in any spatial direction.
VI. CONCLUSIONS
A novel reduced-complexity digital predistortion (DPD)
solution was proposed in this paper for hybrid MIMO trans-
mitters. The proposed DPD structure was developed taking
into consideration the combined nonlinear effects of the PAs
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Fig. 8. In-band power and out-of-band emission patterns from a single antenna
transmitter and from a 32-antenna array transmitter for all spatial directions
ranging from −90 to 90 degrees; r-axis represents relative powers, such that
the received passband power at the intended RX direction, in both SISO and
array cases, is normalized to 0 dB. The in-band and OOB power levels are
calculated over the allocated channel and the adjacent channel, respectively.
The elements of the antenna array are uniformly distributed with a spacing
of half the wavelength.
in a single sub-array of a hybrid MIMO transmitter. The
proposed DPD learning utilizes a combined feedback signal
extracted from the PA units and thus requires only a single
observation receiver chain. The proposed decorrelation-based
learning aims at minimizing the correlation between the ef-
fective nonlinear distortion in the intended receiver direction,
and specific nonlinear basis functions. Memory effects were
considered in both the DPD structure and learning. The impact
of amplitude and phase mismatches between the PA branches
was also analyzed and shown to have a negligible effect
under realistic assumptions. Practical simulations based on
measured PA models were conducted to further demonstrate
the effectiveness of the proposed solution. More than 10 dB
gain in ACLR was achieved when using the proposed DPD
compared to using a single PA output for learning. In addition,
the spatial characteristics of the array out-of-band emissions
with the proposed DPD structure were analyzed. While the
largest reduction in the out-of-band emissions were shown
to be available at the direction of the intended receiver, the
emissions in the other spatial directions were also shown to
be well-behaving and essentially at the same level or lower
than those of the reference single-antenna transmitter, thanks
to the combined effects of the DPD and beamforming. Thus,
when it comes to evaluating traditional figures of merit, such
as the ACLR, in antenna array transmitters, new approaches
need to be considered since the out-of-band emissions behave
differently than in single-antenna legacy systems.
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