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Abstract. A geometric definition of the determinant of a square matrix A is 
given. Using this definition we develop an intuitive and simplistic theory of 
determinants. The development suggests accurate and efficient computational 
procedures. 
1. Introduction. The usual definition of the determinant can be stated as 
follows: 
Definition. If' A = 
... 
a 
l'P 
is a matrix of' real components, then the de-
terminant of A, de;.1o~eJ I A I, is the number 
I A I = L sign(a)aa(l),l aa(2),2 • • • aa(p),p 
a€S p 
where S is the set of all permutations of the integers l,···,p and sign (a) is p 
l or -1 depending on whether the permutation is even or odd respectively. (See, 
for example, [1] and [4]). 
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In practice one rarely evaluates determinants in this way because of the 
magnitude of the task when p gets very large [p~ sums of products of p terms]. 
Further, the definition is void of any clear physical or geometric interpretation. 
We will give a more appealing definition of the determinant and develop the usual 
theory of determinants from it. 
2. Review of Elementary Reflectors. Since our definition of the determi-
nant will involve elementary reflectors {Householder transformations), we now 
turn our attention briefly to these. In this paper a pxp matrix R will be called 
an elementary reflector (ER) if R can be written as 
R ::;; I ·-'· 2x(x 'x) -lx' 
where xis a pXl vector of real components. {See [3], [4].) Unless otherwise 
indicated we will use either R or R. throughout to symbolize elementary reflec-
J. 
tors. It is easy to verify that R is symmetric and orthonormal. The projection 
matrix 
can be used to see the mc;>.tivation in the term "elementary reflector'', for 
R = I - 2x(x'x)-1x = I - 2P = (I-P) - P 
Thus, referring to figure 1, if y is any real valued vector then it is well known 
that the projection of y onto x is Py and the projection of y onto the space 
orthogonal to x is (I-P)y. Since R is orthonormal and equals the difference 
(I-P) - P, it acts as an angle preserving, length preserving reflection of y 
about (I-P)y as is indicated in figure 1. The reflection is elementary in the 
• 
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sense that it occurs only in a single plane. In this cas~ the plane is the one 
. • • ."' . ~· r 
defined by the vectors x and y • Elementary reflectors are numerically stable 
operators. 
---------
-Py ( 
(I-P)y 
Figure 1. 
) ) 
Py X 
Pictorial Illustration of an Elementary Reflection 
Some ERs are of particular interest. First, suppose 
X. = 1 
l. 
X. =-1 j 1 i J 
~ = 0 k 1 i,j ; k=l, • • ·, n 
then Ry permutes the ith and jth elements of y • We denote an ER of this type 
b 1? ·' • y ij 
If x. 
l. 
element. 
(P .. is often called an elementary permutation matrix.) 
l.J 
= -1 and~= 0 for all k 1 i then Ry changes the sign of the ith 
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X. = y. 
~ ~ i=k+l,···,p 
th then Ry retains the first k elements, the k element is j I~ and all other 
.t=k 
elements are zero. A sequence of ERs of this type can be used to triangularize 
any square matrix. Details are given in [3]. See also [5] for more on ERs. 
3· Ne\v Definition of the D,;-!~erminant. 1-Te know that there exists a sequence 
of ERs {Ri} such that ~~-l···R1A = T where Tis upper triangular and tii ~ 0. 
Any product of elementary reflectors which has this property will be denoted 
hencefo:cth by R • The product of an odd number of ERs cannot equal the identity 
matrix. We are novr ready to def~.r.e the determinant as follows. 
Defj_nition. Let A be a pxp matrix of real components, the determinant of A, de-
noted I A I, is the scalar quantity 
vrhere vA is the volume of the parallelotope formed by the columns of A and k is 
the number of premultiplications by ERs that vdll transform A into an upper tri-
angular matrix with nonnegative diagonal elements. 
Since R is an orthonormal transformation it preserves lengths and angles, 
thus vA = vT • If A is singular then one of the tii is 0 so the vA = vT = 0 • 
Consider then the triangular matrix 
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' : 
tll' tl2 tl3 tlp 
t22 t23 t2p 
T= t33 t3p 
0 t pp 
where tii ~ 0 • Now if we take the first two columns as vectors they form a 2-
dimensional parallelogram in p space. If we take the first vector to correspond 
to the base then the altitude of the parallelogram is t 22 • So the area of the 
parallelogram is the product t 11t 22 • Now adding the third column we form a 3-
dimensional parallelotope in p space·whose base can be co~sidered to be the 
parallelogram just formed by the first two columns. But the altitude of the 3-
dimensional parallelotope is t 33 so its 3-dimensional volume is t 11t 22t 33 • Con-
tinuing on in this way we find that the p-dimensional volume in p space of the. 
p-dimensional parallelotope formed by all the colunms of T equals 
p 
n t .. 
i=l ~~ 
p 
Thus in the definition above v = v = A T n t.i i=l ~ 
The recommended method of computation is suggested by the definition. That 
is, premultiplying by ERs transforms A to an upper triangular matrix T w1 th non-
negative diagonal elements. Then count the number of such transformations used, 
say k ~ Finally, calculate 
kp 
= (-1) n ti. 
i=l ~ 
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Original Parallelogram 
0 ·A 
A= (/IO,O) 
B = (~,-¥n>) 
B c 
c = <~,-¥n>r 
After One Premultiplication by Appropriate Elementary Reflector 
A I = (116;, 0) = A 0 A' 
B' =(tic, tw) 
C' = (tro, ~) 
Final Reflection About X Axis to Put in Positive Half Plane 
Figure 2. 
Two-Dimensional Representation of the Effect of Premultiplication ~f a Matrix 
Successively by Elementary Reflector so as to Reduce it to an Upper Triangular Matrix. 
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4. Properties of Deter.min~ts.: In this section, well knatm properties of 
._l) ··-
determinants are proved using the new definition of the determinant. Let Mi =M1 (~) 
be the elementary matrix formed when the identity matrix has its i th row or column 
multiplied by ~ . That is, 
M. = i 
~ 
1 
i 
0 
"1 
~~· ~A~ 3!: pxp matrix .Q.f ~ components, if~ i th column .2.! A 1§. 
multiplied ]2.x 3!: scalar A ~ the determinant .2.! the resulting matrix 1§. A. I A I 
I A M. ( ~) I = 41 A I 
~ 
Pf: First suppose A > 0, then 
· .. 
is~with nonnegative diagonal elements t 11. ··At .. •· ·t . Thus n pp 
kP 
1 A M. (A.) 1 = A ( -1) n t . j = A 1 A I ~ j=l J 
For ). < 0, 
T M. (A.) 
~ 
has a negative diagonal element. However, 
M. ( -l)T M. (A.) 
~ ~ 
has only the positive diagonal elements, t 11,···,-A.t .. ,···,t . Thus, u. pp 
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• [/'(!; )1,;:. 
* * ... ' 
R A = Mi (-l)RA = M1 (-l)T = T is upper~ with all diagonal elements positive and 
"· ...... ,,, 
lAM. (X) I ]. = (-A)(-l)k+lfit .. , =>.(-l)kht .. =xiAI j=l JJ j=l JJ 
If the ith and jth columns of A are interchanged, the volume of the parallelo-
tope formed by the columns of the resulting matrix is the same as the volume of 
the parallelotope formed by the columns of A since both parallelotopes are for.med 
by the same column vectors, i.e. 
This implies that 
Later it will be shown that indeed 
lA P. ·I = -I A I J.J 
Let E.j =E .. (~) be the triangular matrix formed when the identity matrix ]. l.J 
has X times its jth row added to its ith row. That is 
j 
1 
·1 0 
E .. = i l.J . . X 
0 1 
1 
for i ~ j and X f: 0 • 
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Lemma 2. If A. times the i th column £!.A _is added to ~ j th column, the deter-
minant of' the resultant matrix is egual to the determinant £!. A .2£. 
Pf. First suppose, j > i • Then 
RAE •. (A.) = T E •. ()..) 
~J ~J 
is~ with positive diagonal elements t 11···tpp. Thus 
lA E .. ()..) I ~J 
kp 
= ( -1) n t u, = I A I 
t=l 
For j < i, note that 
and 
Corollary to Lemmas 1 and 2. 
E .. (A.) = P .. E .. (A..)P .. 
~J ~J J~ ~J 
I A I = ±lA P .. I ~J 
= ±lA P .. E 'i(A..) I ~J J 
= IAP .. E .. ()..)P .. I 
~J J~ ~J . 
jM. ()..) I = ).., jE •. (A..) I = 1 • 
~ ~J 
Pf. Substitute A = I in Lemmas 1 and 2. 
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Pf. If either A or B is singular AB is singular so I AB I = I A I I B I = 0 • 
If B is nonsinsularJ B can be reduced to a product of matrices of the form 
M. (>.. .,) and E. j (>.. .,) so let 
l. J, AI l. J; J, Jll 
But using lemma 1, 
I A Mil(~ 1) I = >.. 11 A I 
lA Mi (>..l)Mi (A.2) I = )..1>..21 A I 
1 2 
So using lemma 2, 
lA ~ Mi (>...t)·Ei j (>..1) I = ( ~ >...t)IAI 
L=l .t . 1 1 .t=l 
But lettins A = I we get 
. 
. 
; .. ' 
:.jABI = IBI lA~ = IAIIBI 
Corollary to Theorem 1. jA-1 1 = IAI-l!! A is nonsin~1ar. 
Pf. Let B = A -l in Theorem 1. 
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Theorem 2. 'A rl = JA·t.=- ····~-' t·- ..... 
Pf. If A is singular so is A' so lA' I = !AI = 0 •. 
If A is nonsingular then A' =A A-1A' and A,A', A-.1 can be written as a 
I ~ ', i 
product of elementary matrices as follows 
since 
So 
s r 
A = U M. (;\ n) U E. . (;\ ) 
i-=1 l. 1- ~ m=l l.mJm m 
1 . I A- =E .. (-f.. )···E .. (-;\ )M. (.1/f.. )• · ·M. (1 f.. ) 
1. J r 1.1J 1 1 1 s 1 1 .1 r r . s . 
s I ··1, = U\.tAA 
1.=1 
= !A A-1E.' . (;\. )· ··E! . (;\. 1 )11'!. (;\.J· ··M1 (\. 1)j 1 J r 1 1J1 . 1 ~ 1 r r s . 
-12-
Theorem 2 says that rou and column operations have identical effects on the 
value of the determinant. Thus since P ij is an ER, directly from the definition 
we see that 
lAP.·' = -IAI ~J 
so that 
jP .. AI = -IAI ~J 
Also, because of' Theorem 2, we have results analogous to lemmas .l and 2, i.e. 
and 
Further, we now kno"' that we could have equivalently used post-multiplication· to 
triangularize A in our definition. 
With Theorems 1 and 2 we have shown that our theory of determinants is coin-
cident with the usual definition. 
5. Application of New Definition to Jacobians. We wil.l use our ne"r defini-
tion of the determinant to help motivate the Jacobian. Although the language is 
given in the context of' probability and statistics, it is clear that it carries 
through for Jacobians of transformations·used in change of variable for integration. 
Suppose that y1 = u1(x1,x2) and y2 = u2(x1,x2) is a one-to-one transformation 
which maps a (two-dimensional) set~ in the x1x2-plane onto a (two-dimensional) 
set cl in the y1y2-plane. Let x1 = w1(y1,y2) and x2 = w2 (y1,y2) represent the 
inverse transformation. The de.terminant of order two 
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(lXl axl I 
- -oY1 oY2 
J = 
G\X2 ox2 
-
_ oY1 oY2 
is commonly called the Jacobian of the transformation. If x1 and ~ are continuous 
random variables having joint density function f(x1,x2 ) and Y1 = u1 (JS_,X2 ) and 
Y2 = ~(x1,x2 ) then the joint density function of Y1 and Y2 is 
{See [2]). 
We lr.ish to provide motivation for this via our definition of the determinant. 
Consider a small rectangular region d in the y1y2-plane with vertices as show.n in 
Figure 3· 
y . 
2 
'---------------------- yl 
Figure 3 
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\'le need an expression for P( (Y.l' Y2 ) e; .J) • ll is the region in the x1x2-plane that 
is transformed onto J • It is represented symbolically with its vertices in 
Figure 4. 
F 
~-------------------------------------- xl 
D = (wl(yl'y2)'"12(yl'y2)) 
E = (wl (yl,y2+h2),~q2(yl'y2+h2)) 
F = (wl (y.l +hl' y2+h2), w2(yl +hl' y2+h2)) 
G = ( wl (yl +hl' y2)' "12(yl +hl' y2)) 
Figure 4 
~ole knovr that P((Y1,Y2 ) € J) ,;, f(w1 (yl'y2),w2(y1,y2 ))vA if h1 and h2 are sufficient-
ly small. Here vA is the area of Jl • vA is approximated by the area of a parallel-
ogram defined by the vectors from D to G and from D to E. These vectors adjoined 
to form a matrix are 
wl (yl'y2+h2) - wl(y.l'y2) ] w2(yl'y2+h2) - w2(yl'y2+h2) 
}·--·. 
• 
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Thus 
When we take the limits as h1 and h2 approach zero the expressions are equal and 
we have 
In summary, the Jacobian is simply a scaling factor that gives us the area 
of a region in the x1x2-plane that corresponds to an infinitesimal rectangular 
region in the y1y2-plane. 
In conclusion, we note that our definition can be used to motivate any area 
of math~matics where determinants are used. 
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