Recently, more and more authors have been encouraged for collaboration because it often produces good results. However, the author collaboration network contains experts in various research directions within various fields, and it is difficult for individual authors to decide which authors are best suited to their expertise. This paper 
INTRODUCTION
. It consists two parts:
The first part is the sum of error mean square and the latter part is the regularization, which mainly 
EXPERIMENTAL RESULTS AND ANALYSIS

Dataset
The [12] . For authors in the same community, the communities' member number represents the number of authors in the community. Generally speaking, the smaller the number of authors in a community, the more likely that two authors in this community will collaborate.
Features
Performance metrics
The performance metrics of this article adopts to When ∂ = 0.5, it indicates that the precision and recall rate are equally important; when ∂ > 0.5, it indicates that precision is more important; in this paper, the precision and recall rate are treated as the same important, that is, ∂ = 0.5, and the F rate is called F1 rate at this time.
Experient result
In the experiment, the number of neurons in the at this time also gets the maximum value (Fig. 3 ).
Therefore, we chose 100 as iteration times and 0.003 as the learning rate finally. At the same time, the BP neural network is compared with the Logical Regression, SVM and Random Forest in the same test set, and the result is shown in Figure   4 . The recall rate of BP neural network is the highest, and the F1 rate is higher than Logistic Regression, which is approximately the same as the Random Forest. 
