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NOETHER CURRENTS FOR HIGHER-ORDER VARIATIONAL
PROBLEMS OF HERGLOTZ TYPE WITH TIME DELAY
SIMA˜O P. S. SANTOS, NATA´LIA MARTINS AND DELFIM F. M. TORRES
Abstract. We study, from an optimal control perspective, Noether currents
for higher-order problems of Herglotz type with time delay. Main result pro-
vides new Noether currents for such generalized variational problems, which
are particularly useful in the search of extremals. The proof is based on the
idea of rewriting the higher-order delayed generalized variational problem as a
first-order optimal control problem without time delays.
1. Introduction. This article is devoted to the proof of a second Noether type
theorem for higher-order delayed variational problems of Herglotz. Such problems,
which are invariant under a certain group of transformations, were first studied in
1918 by Emmy Noether for the particular case of first-order variational problems
without time delay [22]. In her famous paper [22], Noether proved two remarkable
theorems that relate the invariance of a variational integral with properties of its
Euler–Lagrange equations. Since most physical systems can be described by using
Lagrangians and their associated actions, the importance of Noether’s two theorems
is obvious [3].
The first Noether’s theorem, usually simply called Noether’s theorem, ensures the
existence of r conserved quantities along the Euler–Lagrange extremals when the
variational integral is invariant with respect to a continuous symmetry transforma-
tion that depend on r parameters [34]. Noether’s theorem explains all conservation
laws of mechanics, for instance, invariance under translation in time implies con-
servation of energy; conservation of linear momentum comes from invariance of
the system under spacial translations; invariance under rotations in the base space
yields conservation of angular momentum.
The second Noether’s theorem, less known than the first one, applies to varia-
tional problems that are invariant under a certain group of transformations that
depends on arbitrary functions and their derivatives up to some order [32]. In
contrast to Noether’s theorem, where the transformations are global, in second
Noether’s theorem the transformations are local: they can affect every part of
the system differently. Noether’s second theorem has applications in several fields,
such as, general relativity, hydromechanics, electrodynamics, and quantum chro-
modynamics [8, 18, 28]. Extensions of both Noether’s theorems to optimal control
problems were first obtained in [30, 31, 32, 33]. For systems with time delay, see
[6]. In 2013, the second Noether theorem was extended to the context of fractional
calculus [19] and time scales [20].
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Motivated by the important applications of Noether’s second theorem [20] and
the applicability of higher-order dynamic systems with time delays in modeling
real-life phenomena [4, 7, 29], as well as the importance of variational problems of
Herglotz [14, 16], our goal in this paper is to study generalized variational problems
that are invariant under a certain group of transformations that depends on arbi-
trary functions and their derivatives up to some order, and deduce expressions for
Noether currents, that is, expressions that are constant in time along the extremals.
Our work is related with the second Noether theorem for optimal control in the
sense of [32], and is particularly useful because provides necessary conditions for the
search of extremals. There are other different results on the calculus of variations,
also related with the notion of invariance under a certain group of transformations
that depends on arbitrary functions and their derivatives, but they are concerned
with Noether identities [10, 20, 21] and not with Noether currents as we do here.
The generalized variational problem was introduced by Herglotz in 1930 [16], and
consists in the determination of x ∈ C1([a, b];Rm) and z ∈ C1([a, b];R), such that
z(b) −→ extr,
z˙(t) = L(t, x(t), x˙(t), z(t)), t ∈ [a, b],
subject to x(a) = α and z(a) = γ
(H1)
for some α ∈ Rm and γ ∈ R, where by “extr” we mean “to minimize or maximize”
and the LagrangianL ∈ C1([a, b]×R2m+1;R) is such that t 7→
∂L
∂x
(t, x(t), x˙(t), z(t)),
t 7→
∂L
∂x˙
(t, x(t), x˙(t), z(t)) and t 7→
∂L
∂z
(t, x(t), x˙(t), z(t)) are differentiable. It is
clear that if the Lagrangian L does not depend on the variable z, then we get the
classical problem of the calculus of variations. The variational problem of Herglotz
attracted the interest of the mathematical community in the last two decades, after
the publications [13, 14]. Namely, the two Noether theorems were proved for the
first-order problem in [9, 10, 11]. The first Noether theorem for variational problems
of Herglotz type with time delay was proved in [25]. The higher-order problem of
Herglotz was introduzed in [24]. Noether’s first theorem for higher-order problems
was proved in [26] and, more recently, using an optimal control approach, the au-
thors generalized previous results for higher-order problems with time delay in [27].
The variational problem of Herglotz was also considered in the context of fractional
calculus in [2] and, in the general context of Riemannian manifolds, in [1].
The manuscript is organized as follows. In Section 2, we present the results
that constitute the basis of our work: a version of Pontryagin’s maximum principle,
higher-order delayed Euler–Lagrange equations and Noether’s second theorem for
optimal control problems. In Section 3, we prove our main results: a second Noether
theorem for higher–order problems of Herglotz with time delay (Theorem 3.1) and
two important corollaries: the first (Corollary 1) is devoted to first-order variational
problems of Herglotz with time delay, while the second (Corollary 2) is devoted to
first-order classical variational problems with time delay. We finish the paper with
an illustrative example (Section 4) and concluding remarks (Section 5).
2. Preliminaries. In this paper we consider the following generalized variational
problem (Hnτ ).
Problem (Hnτ ). Let τ be a real number such that 0 ≤ τ < b − a. Determine
piecewise trajectories x ∈ PCn([a − τ, b];Rm) and a function z ∈ PC1([a, b];R)
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such that:
z(b) −→ extr,
where the pair (x(·), z(·)) satisfies the differential equation
z˙(t) = L
(
t, x(t), x˙(t), . . . , x(n)(t), x(t − τ), x˙(t− τ), . . . , x(n)(t− τ), z(t)
)
,
for t ∈ [a, b], and is subject to initial conditions
z(a) = γ ∈ R and x(k)(t) = µ(k)(t), k = 0, . . . , n− 1,
where µ ∈ PCn([a − τ, a];Rm) is a given initial function. The Lagrangian L is
assumed to satisfy the following hypotheses:
i. L ∈ C1([a, b]× R2m(n+1);R);
ii. functions t 7→ ∂L
∂z
[x; z]nτ (t), t 7→
∂L
∂x(k)
[x; z]nτ (t) and t 7→
∂L
∂x
(k)
τ
[x; z]nτ (t) are
differentiable for any admissible pair (x(·), z(·)), k = 0, . . . , n,
where, to simplify expressions, we use the notation x
(k)
τ (t) to denote the kth deriv-
ative of x evaluated at t− τ (often we use xτ (t) for x
(0)
τ (t) = x(t− τ) and x˙τ (t) for
x
(1)
τ (t) = x˙(t− τ)) and
[x; z]nτ (t) :=
(
t, x(t), x˙(t), . . . , x(n)(t), xτ (t), x˙τ (t), . . . , x
(n)
τ (t), z(t)
)
.
Associated with the generalized variational problem (Hnτ ), one has the following
definitions.
Definition 2.1 (Admissible pair to problem (Hnτ )). We say that (x(·), z(·)) with
x(·) ∈ PCn([a−τ, b];Rm) and z(·) ∈ PC1([a, b];R) is an admissible pair to problem
(Hnτ ) if it satisfies the equation
z˙(t) = L[x; z]nτ (t), t ∈ [a, b],
subject to
z(a) = γ and x(k)(t) = µ(k)(t)
for all k = 0, 1, . . . , n− 1, t ∈ [a− τ, a] and γ ∈ R.
Definition 2.2 (Extremizer to problem (Hnτ )). An admissible pair (x
∗(·), z∗(·)) is
said to be an extremizer to problem (Hnτ ) if z(b)− z
∗(b) has the same signal for all
admissible pairs (x(·), z(·)) that satisfy ‖z − z∗‖0 < ǫ and ‖x − x
∗‖0 < ǫ for some
positive real ǫ, where ‖y‖0 = max
a≤t≤b
|y(t)|.
Inspired by the ideias presented in [15] (see also [5, 12, 17, 27]), problem (Hnτ )
can be rewritten as a first-order optimal control problem without time delay. Such
reduction is presented in Section 3. Firstly, let us recall some key notions and results
from optimal control theory. Consider the optimal control problem in Bolza form
on the interval [a, b]:
J (x(·), u(·)) =
∫ b
a
f(t, x(t), u(t))dt+ φ(x(b)) −→ extr
subject to x˙(t) = ϕ(t, x(t), u(t)),
(P )
with some initial condition on x, where f ∈ C1([a, b]×Rm×Ω;R), φ ∈ C1(Rm;R),
ϕ ∈ C1([a, b]×Rm×Ω;Rm), x ∈ PC1([a, b];Rm) and u ∈ PC([a, b]; Ω), with Ω ⊆ Rr
an open set. Function x is called the state variable and u the control variable; φ is
known as the payoff term.
A fundamental tool in optimal control theory is the well-known Ponytryagin’s
maximum principle.
4 S. P. S. SANTOS, N. MARTINS AND D. F. M. TORRES
Theorem 2.3 (Pontryagin’s maximum principle for problem (P ) [23]). If a pair
(x(·), u(·)) with x ∈ PC1([a, b];Rm) and u ∈ PC([a, b]; Ω) is a solution to problem
(P ) with the initial condition x(a) = α, α ∈ Rm, then there exists a multiplier
ψ ∈ PC1([a, b];Rm) such that for the Hamiltonian H defined by
H(t, x, u, ψ) := f(t, x, u) + ψ · ϕ(t, x, u) (1)
the next conditions hold:
• the optimality condition
∂H
∂u
(t, x(t), u(t), ψ(t)) = 0; (2)
• the adjoint system{
x˙(t) = ∂H
∂ψ
(t, x(t), u(t), ψ(t))
ψ˙(t) = −∂H
∂x
(t, x(t), u(t), ψ(t));
(3)
• the transversality condition
ψ(b) = grad(φ(x))(b). (4)
The following definition is of central importance for the formulation of second
Noether’s theorem.
Definition 2.4 (Noether current [32]). A function C(t, x(t), u(t), ψ(t)), which is
constant along every x ∈ PC1([a, b];Rm), u ∈ PC([a, b]; Ω) and ψ ∈ PC1([a, b];Rm)
solution of (2)–(4), is called a Noether current.
In order to apply the results of [32] to the Bolza problem (P ), we rewrite it in
the following equivalent Lagrange form:
I(x(·), y(·), u(·)) =
∫ b
a
(
f(t, x(t), u(t)) + y(t)
)
dt −→ extr
subject to
{
x˙(t) = ϕ (t, x(t), u(t)) ,
y˙(t) = 0,
and to the initial conditions x(a) = α and y(a) =
φ(x(b))
b− a
.
Using Pontryagin’s maximum principle, the following result follows [27].
Theorem 2.5 (Higher-order delayed Euler–Lagrange equations and transversality
conditions [27]). If (x(·), z(·)) is an extremizer to problem (Hnτ ) that satisfies the
conditions x(k)(t) = µ(k)(t), with µ ∈ PCn([a − τ, a];Rm), k = 0, . . . , n − 1 and
t ∈ [a− τ, a], then the following two Euler–Lagrange equations hold:
n∑
l=0
(−1)l
dl
dtl
(
ψz(t)
∂L
∂x(l)
[x; z]nτ (t) + ψz(t+ τ)
∂L
∂x
(l)
τ
[x; z]nτ (t+ τ)
)
= 0,
for t ∈ [a, b− τ ], and
n∑
l=0
(−1)l
dl
dtl
(
ψz(t)
∂L
∂x(l)
[x; z]nτ (t)
)
= 0,
for t ∈ [b− τ, b], where ψz is defined by
ψz(t) = e
∫
b
t
∂L
∂z
[x;z]nτ (θ)dθ, t ∈ [a, b].
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Furthermore, the following transversality conditions are satisfied:
n−k∑
l=0
(−1)l
dl
dtl
(
ψz(t)
∂L
∂x(l+k)
[x; z]nτ (t)
) ∣∣∣∣
t=b
= 0, k = 1, . . . , n.
In addition to previous result, we were able to obtain in [27] expressions for the
multipliers related to z and x, and also the expression of the Hamiltonian of problem
(Hnτ ). They are, respectively:
ψz(t) = e
∫
b
t
∂L
∂z
[x;z]nτ (θ)dθ, t ∈ [a, b], (5)
φk(t) =
n−k∑
l=0
(−1)l+1
dl
dtl
(
ψz(t+ τ)
∂L
∂x
(l+k)
τ
[x; z]nτ (t+ τ)
)
, t ∈ [a− τ, a],
φk(t) =
n−k∑
l=0
(−1)l+1
dl
dtl
(
ψz(t)
∂L
∂x(l+k)
[x; z]nτ (t) + ψz(t+ τ)
∂L
∂x
(l+k)
τ
[x; z]nτ (t+ τ)
)
,
(6)
t ∈ [a, b], and
H =
n∑
k=1
φk(t) · x
(k)(t) + ψz(t)L[x; z]
n
τ (t), t ∈ [a, b]. (7)
Before presenting Noether’s second theorem for the optimal control (P ), we need
to introduced a notion of invariance. In this paper we follow the definition of semi-
invariance presented in [32].
Definition 2.6 (Semi-invariance of problem (P ) under a group of symmetries [32]).
Let p : [a, b]→ Rd be an arbitrary function of class Cq. Using the notation
α(t) :=
(
t, x(t), u(t), p(t), p˙(t), . . . , p(q)(t)
)
,
we say that the optimal control problem (P ) is semi-invariant if there exist a C1
transformation group
g : [a, b]× Rm × Ω× Rd×(q+1) → R× Rm × Rr,
g(α(t)) = (T(α(t)),X(α(t)),U(α(t))) ,
(8)
which for p(t) = p˙(t) = · · · = p(q)(t) = 0 coincides with the identity transformation
for all (t, x, u) ∈ [a, b]× Rm × Ω, satisfying the following conditions:
(
θ0 · p(t) + θ1 · p˙(t) + · · ·+ θq · p
(q)(t)
) d
dt
f(t, x(t), u(t)) + f(t, x(t), u(t))
+
φ(x(b))
b− a
+
d
dt
F (α(t)) =
(
f(g(α(t))) +
φ(X (α(b)))
T (α(b))− T (α(a))
)
d
dt
T(α(t)),
d
dt
X(α(t)) = ϕ (g(α(t)))
d
dt
T(α(t)),
for some function F of class C1 and some θ0, . . . , θq ∈ R
d.
Remark 1. The group of transformations g (8) is usually called a gauge symmetry
of the optimal control problem, in order to emphasize the fact that the transforma-
tions depend on arbitrary functions and, therefore, have local nature.
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Theorem 2.7 (Noether’s second theorem for the optimal control problem (P ) [32]).
If problem (P ) is semi-invariant under a group of symmetries as in Definition 2.6,
then there are d(q + 1) Noether currents of the form
∂F (α(t))
∂p
(I)
J
∣∣∣∣∣
0
+ θIJ
(
f(t, x(t), u(t) +
φ(x(b))
b− a
)
+ ψ(t) ·
∂X(α(t))
∂p
(I)
J
∣∣∣∣∣
0
− H(t, x(t), u(t), ψ(t))
∂T(α(t))
∂p
(I)
J
∣∣∣∣∣
0
for I = 0, . . . , q, J = 1, . . . , d, where H is defined in (1) and (∗)|0 stands for
(∗)|p(t)=p˙(t)=···=p(q)(t)=0.
Remark 2. It is clear that if ϕ = u, θ0 = · · · = θq = 0 and F ≡ 0, and the
transformation group g does not depend on the derivatives of the state variables,
then Theorem 2.7 reduces to the classical Noether’s second theorem for the basic
problem of the calculus of variations.
3. Proof of main result. The central ideia of the proof of our main result,
Noether’s second theorem for the higher-order variational problem of Herglotz type
with time delay, is to rewrite problem (Hnτ ) as a non-delayed optimal control prob-
lem. For this, we assume, without loss of generality, that the initial time is zero
(a = 0) and the final time b is an integer multiple of τ , that is, b = Nτ for
some N ∈ N (see Remark 3). Therefore, we can divide the interval [a, b] into N
equal parts. Fix t ∈ [0, τ ] and introduce variables xk;i and zj with k = 0, . . . , n,
i = 0, . . . , N , and j = 1, . . . , N + 1, as follows:
xk;i(t) = x(k)(t+ (i − 1)τ), zj(t) = z(t+ (j − 1)τ),
z˙j(t) = Lj(t), x
k;N+1(t) = 0, z˙N+1(t) = LN+1 = 0
(9)
with
Lj(t) := L
(
t+ (j − 1)τ, x0;j(t), . . . , xn;j(t), x0;j−1(t), . . . , xn;j−1(t), zj(t)
)
.
Note that the index k is related to the order of the derivative of x, i is related to the
ith subinterval of [−τ,Nτ ], and j is related to the jth subinterval of [0, (N + 1)τ ].
Consequently, the higher-order problem of Herglotz with time delay (Hnτ ) can be
written as a first-order optimal control problem without time delay as follows:
zN(τ) −→ extr, subject to

x˙k;i(t) = xk+1;i(t),
xk;N+1(t) = 0,
z˙j(t) = Lj(t),
z˙N+1(t) = LN+1(t) = 0
for all t ∈ [0, τ ] and with the initial conditions
xk;0(0) = µ(k)(−τ), xk;i(0) = xk;i−1(τ),
z1(0) = γ, γ ∈ R, zj(0) = zj−1(τ)
(10)
for k = 0, . . . , n − 1, i = 0, . . . , N and j = 1, . . . , N . In this form, we look to xk;i
and zj as state variables and to ui := x
n;i as the control variables.
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Remark 3. In our previous reduction, we considered the simplest case where b =
Nτ . If b is not an integer multiple of τ , then there is an integer N such that
(N − 1)τ < b < Nτ . In that case, the only modification required in the change of
variables indicated in (9) is to consider the variables xk;N , k = 0, . . . , n, and z˙N
as defined in (9) for t ∈ [0, b − (N − 1)τ ] and zero for t ∈]b − (N − 1)τ, τ ]. Note
that with this minor change, the function to be extremized remains the same and,
therefore, we can consider that b = Nτ .
Remark 4 (Semi-invariance of problem (Hnτ ) under a group of symmetries). If
there is a C1 transformation group
g : [a, b]× R2m(n+1)+1 × Rd(q+1) → R× Rm × R,
g(α(t)) = (T(α(t)),X(α(t)),Z(α(t))) ,
(11)
where α(t) stands for(
t, x(t), x˙(t), . . . , x(n)(t), x(t − τ), x˙(t− τ), . . . , x(n)(t− τ), z(t), p(t), p˙(t), . . . , p(q)(t)
)
,
which for p(t) = p˙(t) = · · · = p(q)(t) = 0 coincides with the identity transformation
for all (t, x, z) ∈ [a− τ, b]× Rm × R, and such that problem (Hnτ ) satisfies the two
equations
z(b)
b− a
+
d
dt
F (α(t)) =
Z(α(b))
T (α(b))− T (α(a))
d
dt
T(α(t)) (12)
and
d
dt
Z(α(t)) = L(g(α(t)))
d
dt
T(α(t)) (13)
for some function F of class C1, where
d
dT
X(α(t)) =
d
dt
X(α(t))
d
dt
T(α(t))
and
dk
dTk
X(α(t)) =
d
dt
(
dk−1
dTk−1
X(α(t))
)
d
dt
T(α(t))
,
k = 2, . . . , n, then problem (Hnτ ) is semi-invariant under a group of symmetries as
in Definition 2.6.
We are now in a position to formulate and prove our main result.
Theorem 3.1 (Noether’s second theorem for problem (Hnτ )). If problem (H
n
τ ) is
semi-invariant under a group of symmetries (11), that is, if (12)–(13) holds, then
there are d(q + 1) Noether currents of the form
∂F (α(t))
∂p
(I)
J
∣∣∣∣∣
0
+ θIJ
z(b)
b− a
+
n∑
k=1
φk(t) ·
∂
∂p
(I)
J
(
dk−1
dTk−1
X(α(t))
)∣∣∣∣∣
0
+ ψz(t) ·
∂Z(α(t))
∂p
(I)
J
∣∣∣∣∣
0
−H(t, x(t), x˙(t), . . . , x(n)(t), z(t), φ1(t), . . . , φn(t), ψz(t))
∂T(α(t))
∂p
(I)
J
∣∣∣∣∣
0
,
t ∈ [a, b], for I = 0, . . . , q, J = 1, . . . , d, and θIJ ∈ R
d, where ψz , φk and H are
defined, respectively, in (5)–(7) and (∗)|0 stands for (∗)|p(t)=p˙(t)=···=p(q)(t)=0.
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Proof. In order to prove the result, we start by considering problem (Hnτ ) in its
optimal control and non-delayed form (10). First, we prove that if (Hnτ ) is semi-
invariant under a group of symmetries, that is, if there exists a C1 transformation
group (11) satisfying (12)–(13), then the non-delayed optimal control problem (10)
is invariant in the sense of Definition 2.6. Observe that (12) is equivalent to
zN(τ)
τ
+
d
dt
F˜ (α(t)) =
ZN (α(τ))
T (α(τ))
d
dt
T(α(t)), (14)
where F˜ is defined for all t ∈ [0, τ ] by F˜ (α)(t) := N · F (α)(t). Now, defining
Xk;i(α(t)) :=
dk
dTk
X(α(t + (i− 1)τ)),
Ti(α(t)) := T(α(t+ (i− 1)τ)),
Zj(α(t)) := Z(α(t+ (j − 1)τ))
for fixed t ∈ [0, τ ], we have
d
dt
Xk;i(α(t)) = Xk+1;i(α(t))
d
dt
Ti(α(t)) (15)
and
d
dt
Zj(α(t)) = Lj (g(α(t)))
d
dt
Tj(α(t)), (16)
for k = 0, . . . , n − 1, i = 0, . . .N , and j = 1, . . . , N . From (14)–(16), we conclude
that the non-delayed optimal control problem (10) is semi-invariant in the sense of
Definition 2.6. This kind of semi-invariance is the required condition for application
of the second Noether theorem for optimal control (Theorem 2.7), which asserts the
existence of d(q + 1) Noether currents of the form
∂F (α(t))
∂p
(I)
J
∣∣∣∣∣
0
+ θIJ
zN (τ)
τ
+
n∑
k=1
N∑
i=0
φk;i(t) ·
∂Xk−1;i(α(t))
∂p
(I)
J
∣∣∣∣∣
0
+
N∑
j=1
ψj(t) ·
∂Zj(α(t))
∂p
(I)
J
∣∣∣∣∣
0
−

 n∑
k=1
N∑
i=0
φk;i(t) · x
k;i(t) +
N∑
j=1
ψj(t)Lj(t)

 ∂T(α(t))
∂p
(I)
J
∣∣∣∣∣
0
,
t ∈ [0, τ ], for I = 0, . . . , q, J = 1, . . . , d, where φk;i and ψj are defined from (5)–(6):
φk;i(t) = φk(t+ (i− 1)τ) and ψj(t) = ψz(t+ (i− 1)τ),
for i = 0, . . . , N and j = 1, . . . , N . Finally, we rewrite the result in the original
variables, obtaining that there are d(q + 1) Noether currents of the form
∂F (α(t))
∂p
(I)
J
∣∣∣∣∣
0
+ θIJ
z(b)
b− a
+
n∑
k=1
φk(t) ·
∂Xk(α(t))
∂p
(I)
J
∣∣∣∣∣
0
+ ψz(t) ·
∂Z(α(t))
∂p
(I)
J
∣∣∣∣∣
0
− H(t, x(t), x˙(t), . . . , x(n)(t), z(t), φ1(t), . . . , φn(t), ψz(t))
∂T(α(t))
∂p
(I)
J
∣∣∣∣∣
0
.
This concludes the proof.
Our result is new even for first-order generalized variational problems.
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Corollary 1. If the first-order problem of Herglotz with time delay
z(b) −→ extr,
z˙(t) = L (t, x(t), x˙(t), x(t− τ), x˙(t− τ), z(t)) , t ∈ [a, b],
z(a) = γ ∈ R, x(t) = µ(t), t ∈ [a− τ, a],
where µ is a given piecewise initial function, is semi-invariant, then there exist
d(q + 1) Noether currents of the form
∂F (α(t))
∂p
(I)
J
∣∣∣∣∣
0
+ θIJ
z(b)
b− a
+ φ1(t) ·
∂X(α(t))
∂p
(I)
J
∣∣∣∣∣
0
+ ψz(t) ·
∂Z(α(t))
∂p
(I)
J
∣∣∣∣∣
0
−
[
φ1(t)x˙(t) + ψz(t)L[x; z]
1
τ (t)
] ∂T(α(t))
∂p
(I)
J
∣∣∣∣∣
0
,
t ∈ [a, b], for I = 0, . . . , q, J = 1, . . . , d, where φ1 is given by (6) and ψz by (5).
Proof. Consider Theorem 3.1 with n = 1.
As a corollary of Corollary 1, we obtain a new result for delayed classical problems
of the Calculus of Variations.
Corollary 2. If the first-order variational problem with time delay∫ b
a
L(t, x(t), x˙(t), x(t − τ), x˙(t− τ))dt −→ extr,
with x(t) = µ(t), t ∈ [a − τ, a], for a given piecewise initial function µ, is semi-
invariant, then there exists d(q + 1) Noether currents of the form
∂F (α(t))
∂p
(I)
J
∣∣∣∣∣
0
+ φ1(t) ·
∂X(α(t))
∂p
(I)
J
∣∣∣∣∣
0
+ θIJ
z(b)
b− a
−
[
φ1(t)x˙(t) + L (t, x(t), x˙(t), x(t − τ), x˙(t− τ))
]∂T(α(t))
∂p
(I)
J
∣∣∣∣∣
0
,
t ∈ [a, b], for I = 0, . . . , q, J = 1, . . . , d, where φ1 is given by (6).
Proof. Consider Corollary 1 with L not depending on z.
4. Example. In order to illustrate our results, we present a simple example that
cannot be covered using available results in the literature. Consider an arbitrary
interval [a, b] and let τ ∈ R be a nonnegative real number such that τ < b− a. We
address the following problem with m = d = q = 1:
z(b)→ extr,
z˙(t) = x(t− τ)z(t), t ∈ [a, b],
subject to z(a) = γ, x(t) = µ(t), t ∈ [a− τ, a],
(17)
where µ ∈ PC1([a − τ, a];R) is a given initial function. Let p be a C1([a, b];R)
function and consider the C1 group of symmetries
g(α(t)) =
(
t+ p(t),
x(t− τ)
1 + p˙(t)
, z(t)
)
,
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that is,
T(α(t)) = T (t, p(t)) = t+ p(t),
X(α(t)) = X (x(t− τ), p˙(t)) =
x(t− τ)
1 + p˙(t)
,
Z(α(t)) = Z (z(t)) = z(t),
which for p(t) = p˙(t) = 0, t ∈ [a, b], reduce to the identity transformations. Observe
that the problem under study is semi-invariant. Indeed, (12) is verified with
F (t) =
z(b)
b− a+ p(b)− p(a)
(t+ p(t))−
z(b)
b− a
t
and (13) is also valid because
d
dt
Z(α(t)) = z˙(t) =
x(t− τ)
1 + p˙(t)
z(t)(1 + p˙(t)) = L(g(α(t)))
d
dt
T(α(t)).
From Theorem 3.1, we have that there are two Noether currents of the form
∂F (α(t))
∂p(I)
∣∣∣∣
0
+ θI
z(b)
b− a
+ φ1(t) ·
∂X(α(t))
∂p(I)
∣∣∣∣
0
+ ψz(t) ·
∂Z(α(t))
∂p(I)
∣∣∣∣
0
−
[
φ1(t)x˙(t) + ψz(t)L[x; z]
1
τ (t)
] ∂T(α(t))
∂p(I)
∣∣∣∣
0
, I = 0, 1.
Noting that φ1(t) = 0 and ψz(t) = e
∫
b
t
x(s−τ)ds, t ∈ [a, b], the second Noether current
reduces to a constant while the first gives a nontrivial conclusion: it asserts that
x(t− τ)z(t)e
∫
b
t
x(s−τ)ds
is constant along the extremals of problem (17).
5. Concluding remarks. We have deduced new necessary conditions for higher-
order generalized variational problems with time delay that are semi-invariant under
a group of transformations that depends on arbitrary functions. The conditions
are potentially useful, because for many variational problems, the Euler–Lagrange
equations and transversality conditions are not enough to obtain an explicit solution.
Our main result is new even for classical delayed variational problems.
Acknowledgements. This research is part of first author’s Ph.D. project, which is
carried out at University of Aveiro. It was partially supported by Portuguese funds
through the Center for Research and Development in Mathematics and Applica-
tions (CIDMA) and the Portuguese Foundation for Science and Technology (FCT),
within project UID/MAT/04106/2013. The authors are grateful to an anonymous
Reviewer for several comments and suggestions, which showed them where to clarify
the paper and how to improve its quality.
REFERENCES
[1] L. Abrunheiro, L. Machado and N. Martins, The Herglotz variational problem on spheres and
its optimal control approach, J. Math. Anal. 7 (2016), no. 1, 12–22.
[2] R. Almeida and A. B. Malinowska, Fractional variational principle of Herglotz,
Discrete Contin. Dyn. Syst. Ser. B 19 (2014), no. 8, 2367–2381.
[3] M. Ban˜ados and I. Reyes, A short review on Noether’s theorems, gauge symmetries and
boundary terms, Internat. J. Modern Phys. D 25 (2016), no. 10, 1630021, 74 pp.
[4] M. Benharrat and D. F. M. Torres, Optimal control with time delays via the penalty method,
Math. Probl. Eng. 2014 (2014), Art. ID 250419, 9 pp. arXiv:1407.5168
NOETHER CURRENTS FOR PROBLEMS OF HERGLOTZ 11
[5] X. Dupuis, Optimal control of leukemic cell population dynamics,
Math. Model. Nat. Phenom. 9 (2014), no. 1, 4–26.
[6] G. S. F. Frederico and D. F. M. Torres, Noether’s symmetry theorem for variational and
optimal control problems with time delay, Numer. Algebra Control Optim. 2 (2012), no. 3,
619–630. arXiv:1203.3656
[7] G. S. F. Frederico and D. F. M. Torres, A nondifferentiable quantum variational embedding
in presence of time delays, Int. J. Difference Equ. 8 (2013), no. 1, 49–62. arXiv:1211.4391
[8] S. Friederich, Symmetry, empirical equivalence, and identity, British J. Philos. Sci. 66 (2015),
no. 3, 537–559.
[9] B. Georgieva and R. Guenther, First Noether-type theorem for the generalized variational
principle of Herglotz, Topol. Methods Nonlinear Anal. 20 (2002), no. 2, 261–273.
[10] B. Georgieva and R. Guenther, Second Noether-type theorem for the generalized variational
principle of Herglotz, Topol. Methods Nonlinear Anal. 26 (2005), no. 2, 307–314.
[11] B. Georgieva, R. Guenther and T. Bodurov, Generalized variational principle of Herglotz for
several independent variables, J. Math. Phys. 44 (2003), no. 9, 3911–3927.
[12] L. Go¨llmann and H. Maurer, Theory and applications of optimal control problems with mul-
tiple time-delays, J. Ind. Manag. Optim. 10 (2014), no. 2, 413–441.
[13] R. B. Guenther, J. A. Gottsch and D. B. Kramer, The Herglotz algorithm for constructing
canonical transformations, SIAM Rev. 38 (1996), no. 2, 287–293.
[14] R. B. Guenther, C. M. Guenther and J. A. Gottsch, The Herglotz Lectures on Contact Trans-
formations and Hamiltonian Systems, Lecture Notes in Nonlinear Analysis, Vol. 1, Juliusz
Schauder Center for Nonlinear Studies, Nicholas Copernicus University, Toru´n, 1996.
[15] T. Guinn, Reduction of delayed optimal control problems to nondelayed problems,
J. Optimization Theory Appl. 18 (1976), no. 3, 371–377.
[16] G. Herglotz, Beru¨hrungstransformationen, Lectures at the University of Go¨ttingen,
Go¨ttingen, 1930.
[17] S. M. Hoseini and H. R. Marzban, Costate computation by an adaptive pseudospectral method
for solving optimal control problems with piecewise constant time lag, J. Optim. Theory Appl.
170 (2016), no. 3, 735–755.
[18] Y. Kosmann-Schwarzbach, The Noether theorems. Invariance and conservation laws in the twentieth century .
Translated, revised and augmented from the 2006 French edition by B. E. Schwarzbach.
Sources and Studies in the History of Mathematics and Physical Sciences. Springer, New
York, 2011.
[19] A. B. Malinowska, On fractional variational problems which admit local transformations,
J. Vib. Control 19 (2013), no. 8, 1161–1169.
[20] A. B. Malinowska and N. Martins, The second Noether theorem on time scales,
Abstr. Appl. Anal. 2013 (2013), Art. ID 675127, 14 pp.
[21] A. B. Malinowska and T. Odzijewicz, Second Noether’s theorem with time delay, Appl. Anal.,
in press.
[22] E. Noether, Invariante Variationsprobleme, Nachr. v. d. Ges. d. Wiss. zu Gttingen (1918),
235–257.
[23] L. S. Pontryagin, V. G. Boltyanskii, R. V. Gamkrelidze and E. F. Mishchenko, The mathe-
matical theory of optimal processes, Interscience Publishers, John Wiley and Sons Inc, New
York, London, 1962.
[24] S. P. S. Santos, N. Martins and D. F. M. Torres, Higher-order variational problems of Herglotz
type, Vietnam J. Math. 42 (2014), no. 4, 409–419. arXiv:1309.6518
[25] S. P. S. Santos, N. Martins and D. F. M. Torres, Variational problems of Her-
glotz type with time delay: DuBois-Reymond condition and Noether’s first theorem,
Discrete Contin. Dyn. Syst. 35 (2015), no. 9, 4593–4610. arXiv:1501.04873
[26] S. P. S. Santos, N. Martins and D. F. M. Torres, Noether’s theorem for higher-order vari-
ational problems of Herglotz type, Discrete Contin. Dyn. Syst. 2015 (2015), Dynamical
systems, differential equations and applications. 10th AIMS Conference. Suppl., 990–999.
arXiv:1507.05911
[27] S. P. S. Santos, N. Martins and D. F. M. Torres, Higher-order variational problems of Her-
glotz with time delay, Pure and Applied Functional Analysis 1 (2016), no. 2, 291–307.
arXiv:1603.04034
[28] G. Sardanashvily, Noether’s theorems. Applications in mechanics and field theory . Atlantis
Studies in Variational Geometry, 3. Atlantis Press, Paris, 2016.
12 S. P. S. SANTOS, N. MARTINS AND D. F. M. TORRES
[29] C. J. Silva, H. Maurer and D. F. M. Torres, Optimal control of a tuberculosis model with
state and control delays, Math. Biosci. Eng. 14 (2017), no. 1, 321–337. arXiv:1606.08721
[30] D. F. M. Torres, On the Noether theorem for optimal control, Eur. J. Control 8 (2002), no. 1,
56–63.
[31] D. F. M. Torres, Conservation laws in optimal control, in Dynamics, bifurcations, and control
(Kloster Irsee, 2001), 287–296, Lecture Notes in Control and Inform. Sci., 273, Springer,
Berlin, 2002.
[32] D. F. M. Torres, Gauge symmetries and Noether currents in optimal control, Appl. Math.
E-Notes 3 (2003), 49–57. arXiv:math/0301116
[33] D. F. M. Torres, Quasi-invariant optimal control problems, Port. Math. (N.S.) 61 (2004),
no. 1, 97–114. arXiv:math/0302264
[34] D. F. M. Torres, Proper extensions of Noether’s symmetry theorem for nonsmooth extremals
of the calculus of variations, Commun. Pure Appl. Anal. 3 (2004), no. 3, 491–500.
Received September 2016; revised March 2017.
(Sima˜o P. S. Santos, Nata´lia Martins and Delfim F. M. Torres) Center for Research and
Development in Mathematics and Applications (CIDMA), Department of Mathematics,
University of Aveiro, 3810-193 Aveiro, Portugal
E-mail address: spsantos@ua.pt, natalia@ua.pt, delfim@ua.pt
