Abstract-Transitional speech units for American English are proposed and constructed via assimilation of active articulatory features. The effectiveness of a feature-based system exploiting the transitional speech units is demonstrated in evaluation experiments, where the new system with use of quadratic regressive states is shown to achieve error rate reduction of 21% compared with the system using only static subphonemic units.
I. INTRODUCTION
In fluently spoken English utterances, the dynamic pattern in the spectral aspect of the acoustic signal strikes most speech researchers. Even within the vowel segments that have traditionally been characterized solely by the static acoustic properties, one observes the continually varying spectral patterns ubiquitously [ 131, [16] . The (dynamic) trajectories of speech have, albeit to a gross degree of approximation, been partially captured by the conventional hidden Markov model (HMM) via multiple left-to-right states, each representing a piecewise constant acoustic segment of speech. In order to move from the piecewise constant approximation to real patterns of speech often characterized by smooth, systematic, and continuous motions in the spectral domain, various classes of the nonstationary-state (or regressive-state) HMM's have recently been developed [5] , [7] , [9] . For the parametric form of such models 151, [7] , the conventional assumption for state-conditioned IID has been relaxed to include state-conditioned polynomial Gaussian means,' regressive on the Markov-state sojoum time. All the above earlier development of the nonstationary-state HMM was focused on the algorithmic aspect of the model, and little attention was paid to the choice of the speech units suitable for the representation by the new model. The study of [7] was based on the conventional phonemic unit and that of [9] on the diphone unit, which have both been known to encounter overwhelming difficulties when the size of the speechrecognition vocabulary outgrows the amount of data used to train the recognizer's parameters.
Parallel to the development of the regressive-state HMM, we have, over the past several years, also concentrated on the development of a feature-based statistical framework and of the related primitive units of speech aiming at a parsimonious and parametric description of context-dependent behaviors in fluent speech [6] . The focus of that development is a process of feature-defined lexicon compilation via elaborate construction of atomic speech units at the feature (subphonemic) level. Motivated by the theory of distinctive features [4] and by the principles from articulatory phonology 131, the speech Manuscript received July 6, 1994; revised March 29, 1995 . The associate editor coordinating the review of this paper and approving it for publication was Prof. Kuldip K. Paliwal. One unique and overwhelming advantage of the, feature-based speech recognition framework described in [6] is the endowment of each HMM state with explicit interpretations in terms of the underlying articulatory-feature constellation and of the manipulation of the associated articulatory structure responsible for generating the corresponding acoustic observation. A natural step to advance the earlier feature-based framework is to first identify the intrinsically "dynamic" HMM states according to the articulatory interpretation of the states, and, based on such identification, t ao enhance the acoustic-mapping component of the recognizer froin the conventional stationary-state HMM to the more general nonstationary-state counterpart. The study reported here is aimed at this goal.
ACTIVE ARTICULATOR AND THE ASSOCIATED TRANSITIONAL SPEECH UNITS
The main theoretical challenge of our study is how to link the manipulation of the articulatory structure, as symbolized by the articulatory feature bundles, to the dynamic pattern of the resulting speech signal. We base our solution that meets this challenge on the modern versions of the phonological feature theory that involve the critical notion of active or major articulator 1111, 1141.
The notion of active articulator is connected to the view that for each consonant, there is one (active) articulator in motion that is responsible for forming the main vocal tract constriction. In [ 11 1, the active articulator is defined from a general principle, i.e., the active articulator is the most anterior articulator below the supravelar node that dominates terminal features. Under the supravelar node, there are three possible active articulatory features: lips, tongue blade, and tongue body or dorsum. According to the theory outlined in [ll], for a speech segment with the dominant node being supravelar, the acoustic correlates of the corresponding active articulatory features that define the segment are spread over a region near the time when there is a rapid spectral change or a strongly dynamic pattern in speech acoustics. In contrast, for a segment with the dominant node being supralaryngeal but not supravelar, i.e., the velum and the larynx features in our feature-specification system of [ 61, the acoustic correlates of these (secondary) articulatory features are determined by relatively slow spectral changes. Fig. 1 is the complete tree-like (geometric) structure, revised from [Ill, that shows the active and the secondary articulatory features as leaves in the tree in relation to the corresponding supravelar and supralaryngeal nodes. Note that for American English, only the two among the four secondary articulatory features in Fig. 1 -velum and glottis-appear to play significant phonological roles [ 151. These two secondary articulatory reatures, together with the three active ones, constitute the complete feature set in the feature-specification system used in this study.
According to the notion of the active and the secondary articulatory features outlined above and in view of their respective roles in determining dynamic and largely static acoustic correlates, a set of subphonemic speech units are defined. Given the feature-specification 
REGRESSIVE MARKOV STATE AS MATHEMATICAL MODEL FOR TRANSITIONAL SPEECH UNITS
The largely quallitative description in the preceding section of the transitional speech units is now quantified and placed into a rigorous statistical framework. The mathematical structure of this framework is the regressive-state HMM. For the transitional speech units (states) in the composite state-transition graph constructed via a feature-assimilation process for any arbitrary speech utterance, a mixture2 of polynomial regression model (regression on time index) is employed. For the regular static speech units, the representation by the conventional state-dependent IID mixture Gaussian model remains the same as that used in [6] . The transition matrix for the overall HMM (representing any arbitrary utterance) is determined by the topology of the state-transition graph derived from the featureassimilation pattern.
The mathematicad model representing the static speech units is closely related to that for the conventional HMM [l] with a minor difference that our model imposes a constraint forcing the same mixture component over each HMM state occupancy. The model representing the transitional units is treated briefly in this section. In particular, we present the mixture version of the model for its flexibility of modeling speaker-independent speech data, motivated by the observation of wide but regular and systematic variations in the trajectories of the acoustic data in fluent, speaker-independent speech associated with a given, fixed transitional speech unit.
The mixture version of the model has an underlying left-to-right Markov chain, typically with multiple branches in parallel having irregular merge points. The parameters that characterize the model are the following:
, i : j = 1 . 2 . . ... N , the state-transition matrix of the Markov chain (a total of i' V states) determined by the topology of the state-transition graph 2) state-dependent parameters in a set (i.e., mixture) of multivariate Gaussian ~xocesses for the output vector-valued sequences with time-varying means (for fitting dynamic patterns in the output observation sequence produced from the transitional speech unit) and time-invariant covariance matrices
3) mixture weights ellm for each state, j = 1 , 2 , . . . . iV; m = In our present model described in this correspondence, the timevarying means are expressed explicitly as polynomials of statesojourn time. Viewing each state-dependent output mixture-Gaussian process as a data-generation device, we write the output sequence
where the first term is the state (i)-dependent polynomial regression function (order P ) indexed by mixture component m, with T~ registering the time when state i in the HMM is just entered before regression on time takes place. f p (.) is a pth-order polynomial function. In our model implementation, we choose orthogonal polynomials for their superior stability properties in parameter estimation. The final term in (1) is the residual noise assumed to be output of an IID, zero-mean Gaussian source with state-dependent, mixture-dependent, but time-invariant covariance matrix C, ,m. The residual's probability density function is The algorithm for learning the parameters of the above model has been described in detail in [8] and will not be presented here.
IV. A FEATURE-BASED SPEECH RECOGNITION SYSTEM
The basic design considerations for the feature-based speech recognition system have been detailed in [6] . Briefly, the system consists *Since we are dealing with a speaker-independent speech recognition nroblem (see Section V). a mixture version of the HMM is used throughout - articulatory (state)-to-acoustics mapping component. The lexical representation component is an improvement on that described in [6] and is based on the notions established from nonlinear, articulationmotivated phonology that represents radical changes from the linear, beads-on-a-string (nonoverlap) view of speech segments currently employed in practically all automatic speech recognizers. The improvement is to change from the flat, one-tier articulatory feature representation, where all the features are given the same status, to the current hierarchical organization of the features differentiating active articulatory features from the secondary ones. As a result of this change, the acoustics-mapping component of the recognizer is improved from the previous uniformly static atomic speech units as represented by stationary-state HMM's to the current transitional units as represented by nonstationary states in the HMM's. Design of these two components of the speech recognizer is governed, in an integrative manner, by the phonologically interpreted roles of the two separate classes of features in terms of their possible acoustic realizations; the linkage between the two components is made via the explicit regression functions on time, which serve the role of approximating an intermediate process of articulatory dynamics. Another significant improvement of the current system over that of [6] is that a more detailed set of the feature-assimilation constraining rules have been worked out and implemented. These rules have been derived from studies of a large body of phonetics literature and from our years of experience in speech spectrogram reading (e.g., [13] , [12] , [16] ). Since these rules ultimately determine the total acoustic space of the recognizer and, hence, are a core of our current featurebased speech recognition system, we provide a somewhat detailed account of them here.
The set of the constraining rules are schematized in Fig. 2(a) -(f) and organized, one for each plot, by the manner classes of English sounds in the home segments. Fig. 2(a) illustrates the rules of feature assimilation for the vowel class as the home r,egment (middle column). The leftlright column, respectively, contains the feature constellation for the specified classes of segments obtained from analysis of all leftlright segments (generally not just the immediately adjacent leftlright segment). Note that the rules are stipulated for each of the five articulatory features (lips, tongueblade, tonguedorsum, velum, and larynx) separately. The horizontal boxes that intrude into the middle column from the lefthight column ei.press fractional feature spreading, with the depth of the spread following a trainable exponential distribution. The boxes that do not intrude specify blocking of the feature assimilation in context. Several example English words or phrases, displayed for each feature dimension separately, are given for feature assimilation andor for blocking of feature assimilation. (Arrows with no crossing indicate permitted fractional feature assimilation, and arrows with crossing indicate blocking of the assimilation.) Likewise, the feature-assimilation clonstraining rules for classes of semivowels, fricatives, nasals, stops, and aspiration kl, respectively, as the home segments are illustrated in Fig. 2(b)-(f) , respectively.
After applying all the above feature-overlap constraining rules to all TIMIT sentences, the acoustic space of our feature-based speech recognizer is characterized by a total of 515. Fig. 2 (continued) . Rules of feature assimilation for (c) fricatives and (d) nasals as the home segments among which 4479 are transitional states (i.e., 4479 distinct regression functions plus residual noise) with the remaining 674 being static (i.e., IID processes).
V. EXPERIMENTAL EVALUATION
The proposed transitional speech units and the associated mechanism for modeling context-dependent behaviors in speech are intended for speech recognition with unlimited vocabularies containing exhaustive contextual variations. As a careful but feasible step in evaluating our methodology, a realistic but relatively simple task was chosen. In this section, we present experimental results on a standard phonetic recognition task designed from the TIMIT database,
The experiments conducted were aimed at recognizing the 61 quasiphonemic labels, folded into 39 classes, defined in the TIMIT database. Although one major long-term goal of this research is to design the signal representation of speech based on the knowledge of the acoustic and auditory correlates of the articulatory features, we restrict the scope of this study to only a relatively simplistic signal representation-mel-frequency cepstral coefficients (MFCC' s). A conventional speech preprocessor was used to produce MFCC's. Briefly, a Hamming window of duration 25.6 ms was applied every 10 ms to the raw speech data in the form of digitally sampled signal. Within each window, MFCC's up to the seventh order were computed. The delta parameter set contains only the zeroth-order MFCC. Other delta parameters were not used because the polynomial regression model already captures the time-varying properties of the speech data sequence for the transitional speech units. (For the static speech units, delta parameters obviously provide no useful information.)
The training process begins with model parameter initialization. In principle, the initialization can be accomplished straightforwardly by manually assigning microsegmental frames from a small, bootstrapping portion of the training data to the relevant HMM states according to the acoustic interpretation of the state's feature components. In practice, however. we used an automatic approach, based on uniform segmentation of all the training sentences, to the initialization problem for all the experiments reported in this correspondence. After the model parameters were initialized, a two-step iterative algorithm was used to improve the model using a given set of training data. In the experiments reported in this correspondence, 40 speakers' data (with a total of 12 327 phones) were used in the training phase.
To reduce computation complexity in the phonetic recognition (decoding) phase, we adopted the strategy of re-evaluating Nbest phonetic label hypotheses for each TIMIT sentence using the computation-intensive feature-based, long-span context-dependent models described in this correspondence. (The search complexity is especially high for transitional Markov states.) Given the N-best phonetic label sequences, rescoring each sequence using the featurebased model is straightforward, as follows: For each phone in the sentence, we took both of its left and right contexts, which are expressed in terms of each individual feature component (which is often spread from several phones apart), into account to construct an HMM state-transition graph. Given the resulting state-transition graphs for the phones in each of A-best hypothesized phonetic-label sequences, we concatenated all of them into a single, sentence-level state-transition graph. Then the Viterbi-like algorithm was applied to rescore all the N phonetic-label sequences; the new top sequence is regarded as the recognized one by the feature-based model. Fig. 2 (continued) . Rules of feature assimilation for (e) stops and (f) aspiration /h/ as the home segments. Table I ) and percent accurate (Column 3 of Table 1 )-give quantified improvement in the recognizer's performance from use of uniformly static units to use of transitional speech units. For instance, for the percent-accurate measure, the improvement in the rate from 66.67% (static units only) to 68.24% (linearly dynamic units) and 73.54% (quadratically dynamic units) corresponds to error rate reductions of 5% and 21%, respectively.
VI. SUMMARY AND DISCUSSION
This correspondence reports our continuing efforts in developing an articulatory feature-based statistical framework for automatic speech recognition. A detailed description of our general de sign philosophy for the articulatory feature-based speech recognition system appeared in [6] . The current study contains several key innovations and improvements over the ideas and the system of [6] . First and foremost, the atomic speech units (as represented by Markov states) constructed via constrained overlap and assimilation among 5-D articulatory features have improved from their previous static rcpresentation to the current dynamic one when the assimilated features involve active articulator(s). The notion of active articulator is borrowed from a modem version of the phonological feature theory stipulating that the formation and release of a vocal-tract constriction by the active articulator(s) would lawfully produce dynamic patterns in the speech spectra. Second, as a consequence of the advancement from static units to dynamic ones, the mathematical represen tation for these units is advanced from the previous Markov-state-conditioned IID mixture-Gaussian process to the current mixture-Gaussian process with the Gaussian-means varying (regression) with the state-sojourn time. Third, the current algorithmic implementation of feature assimilation overcomes the previous limitation (as L n our previous system, which is documented in [6] ) that the assimilation process does not span beyond the immediately adjacent segments. Rather, in the current system, any feature can spread across arbitrarily many segments in an utterance if there are no blocking constraints. This key implementation advancement provides our new recognizer with the long-span context modeling capability that is unrnatchable by the triphone-like modeling strategy serving as the core ingredient in the modem speech recognition te~hnology.~ The success with this new implementation came from our realization that the context for each phone-like (home) segment does not have to be specified as the whole phone (i.e., synchronous feature b~n d l e )~; rather, the context can be (and should be) specified as an asynchronous feature bundle taking individual feature components from possibly several segments away from the home segment. Fourth, we have worked out a more detailed set of the feature-assimilation constraining rules in the current system (see Section IV). Finally, our evaluation task has advanced from the previous phonetic classification to the current phonetic recognition. The latter is a more difficult and interesting task because of many cross-word phonological assimilation phenomena. It is also a more appropriate task for our system e~aluation.~ In summary, transitional speech units as subphonemic speech primitives having nonstationary distributions for American English are proposed and constructed by way of a feature-assimilation process involving phonologically motivated active articulatory feature(s). A computational model and the associated statistical estimation theory are developed that enable the speech recognizer to directly employ the feature-defined transitional units as the speech primitive in place of the conventional phonemic representation of the lexical items. The main theoretical advantages of the transitional speech units proposed and constructed in this study for use in speech recognition are that they naturally match the intrinsically dynamic pattern of speech and that coarticulation effects spanning several phonetic segments are automatically embedded in the construction of the transitional speech units. Although the experimental results reported in Section V have provided preliminary evidence for this advantage and for the effectiveness of the speech recognizer capitalizing on these advantages, it is realized that further advantages and effectiveness may be gained by more direct modeling of continuously valued articulatory dynamics as interface between the articulatory feature/gesture-based phonological component (symbolic construct) and the continuous stream of speech acoustics [17] . In the speech recognizer implemented as described in this correspondence, the articulatory-state-conditioned continuously varying (as opposed to discrete jump) regression functions on time are used only as an approximation to the realistic articulatory dynamics serving as such an interface. The association between the symbolic phonological component (articulatory featuredgeatures as goals of speech production) and the continuous-valued phonetic component (articulation and acoustics as physical implementation of the speech production goals) has been made in the current framework mainly by functional approximation and by statistical means, which has not yet exploited detailed, extensive knowledge of speech motor control and of vocal tract acoustics.
