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Viele Städte und Gemeinden sind sich ihrer Bedeutung für das Gelingen der Energiewende 
bewusst und verfolgen eigene Nachhaltigkeitsziele. Insbesondere in kleineren Gemeinden 
fehlt es jedoch häufig am nötigen Fachwissen, um bspw. die lokalen Emissionsminde-
rungspotenziale quantifizieren und geeignete Maßnahmenkombinationen zur Erreichung 
dieser Ziele identifizieren zu können. 
Daher wurde im Rahmen dieser Arbeit das RE³ASON (Renewable Energies and Energy 
Efficiency Analysis and System OptimizatioN) Modell entwickelt, mit dem für diese Ge-
meinden automatisierte Analysen, z. B. zur Bestimmung der Energienachfrage und der Po-
tenziale für erneuerbare Energien, durchgeführt werden können. Bei der anschließenden 
Optimierung des jeweiligen Energiesystems können verschiedene Ziele verfolgt werden – 
bspw. die Minimierung der diskontierten Systemausgaben unter der Vorgabe zusätzlicher 
Emissionsminderungsziele. Die Optimierung umfasst dabei sowohl die Investitions- als 
auch die Einsatzplanung für Energieumwandlungstechnologien auf der Angebots- und 
Nachfrageseite. 
Bei der Implementierung dieses Modells kommen verschiedene Methoden, u. a. aus den 
Bereichen der Geoinformatik, der Strahlungssimulation, der Betriebswirtschaftslehre, des 
maschinellen Lernens und der gemischt-ganzzahligen linearen Optimierung zum Einsatz. 
Ein inhaltlicher Schwerpunkt der Arbeit bildet die Bestimmung der Kosten und Potenziale 
für die Erzeugung von Strom und Wärme durch Photovoltaik-, Windkraft- und Biomasse-
anlagen. Besonderer Wert wurde auf die Übertragbarkeit der entwickelten Methoden ge-
legt, damit diese von möglichst vielen Städten und Gemeinden genutzt werden können. 
Hierfür wurden diverse öffentlich verfügbare und frei zugängliche Datenquellen genutzt 
und miteinander kombiniert, um die benötigten Eingangsdaten für die Analyse des städti-
schen Energiesystems zu generieren. 
Die Anwendung des Modells im Rahmen mehrerer deutscher und internationaler Fallstu-
dien zeigt unter anderem, dass insb. in kleineren Gemeinden bedeutende Potenziale zur 
Deckung des Energiebedarfs auf Basis erneuerbarer Energien bestehen. Weiterhin zeigt 
sich, dass die Umgestaltung des städtischen Energiesystems auf die Nutzung lokaler und 
nachhaltiger Energieressourcen auch aus Sicht der Gemeindevertreter die zu bevorzugende 
Alternative darstellen kann. Aus diesen Ergebnissen lassen sich schließlich Handlungs-
empfehlungen für städtische Entscheidungsträger ableiten. Kritisch anzumerken ist, dass 
die Modellergebnisse aufgrund der gewählten Systemgrenze keine nationalen energiewirt-




Many cities and municipalities are aware of their importance for the success of the energy 
transition and pursue their own sustainability goals. However, especially in smaller com-
munities, there is a lack of the required know-how to quantify local potentials and identify 
a suitable combination of measures to achieve these goals. 
Therefore, the RE³ASON (Renewable Energies and Energy Efficiency Analysis and Sys-
tem OptimizatioN) model has been developed as part of this work, which allows these 
communities to perform automated analysis, e.g. to determine the energy demand and the 
potential for renewable energies. In the subsequent optimization of the respective energy 
system, various objectives can be pursued – e.g. the minimization of discounted system 
expenditures while taking into account additional emission reduction targets. The optimi-
zation includes both investment and operational planning for energy conversion technolo-
gies on the supply and demand side. 
The implementation of this model employs various methods, including methods from the 
fields of geoinformatics, radiation simulation, economics, machine learning and mixed-
integer linear optimization. One of the main focuses of the work is determining the costs 
and potential for the generation of electricity and heat from photovoltaic, wind power and 
biomass plants. Particular emphasis was placed on the transferability of the developed 
methods which enables them to be used by as many cities and communities as possible. 
For this purpose, various publicly available open-data sources were used and combined 
with each other to generate the necessary input data for the analysis of the urban energy 
system. 
The application of the model in the context of several German and international case stud-
ies shows, among other things, that especially in smaller communities there is significant 
potential for supplying the energy demand on the basis of renewable energies. It could also 
be demonstrated, that the transformation of the urban energy system to use local and sus-
tainable energy resources can be the preferred alternative from the point of view of the 
community representatives. From these results, recommendations for action can be derived 
for urban decision-makers. A point of criticism is, that due to the chosen system boundary, 





Vorwort ............................................................................................................................ iii 
Kurzfassung ....................................................................................................................... v 
Abstract ............................................................................................................................ vi 
Inhaltsverzeichnis .......................................................................................................... vii 
Abbildungsverzeichnis .................................................................................................... xi 
Tabellenverzeichnis ...................................................................................................... xvii 
Abkürzungsverzeichnis ................................................................................................ xxi 
1 Einleitung ..................................................................................................................... 1 
1.1 Ausgangslage und Problemstellung ..................................................................... 1 
1.2 Zielsetzung und Vorgehensweise ......................................................................... 2 
2 Grundlagen der Energiesystemanalyse im urbanen Kontext .................................. 7 
2.1 Energiepolitische Rahmenbedingungen ............................................................... 7 
2.2 Kommunale Klimaschutzinitiativen ................................................................... 15 
2.3 Modellierung urbaner Energiesysteme ............................................................... 21 
2.4 Herausforderungen bei der Modellierungspraxis ............................................... 29 
2.5 Methodische Grundlagen.................................................................................... 32 
2.5.1 Geoinformatik ......................................................................................... 32 
2.5.2 Mathematische Optimierung ................................................................... 35 
2.5.3 Wirtschaftlichkeitsbewertung von Investitionsgütern ............................. 36 
2.5.4 Stromgestehungskosten und Kostenpotenzialkurven .............................. 38 
3 Übertragbare Methoden zur Bestimmung von Nachfrage, Technologiebestand 
und Infrastruktur eines urbanen Energiesystems ........................................................ 41 
3.1 Definition und Regionalisierung des Untersuchungsgebietes ............................ 41 
3.2 Modellierung des Gebäude- und Technologiebestands ...................................... 45 
3.3 Energiebedarf im Wohngebäudesektor .............................................................. 54 
3.3.1 Wärmebedarf ........................................................................................... 54 
3.3.2 Strombedarf ............................................................................................. 60 
3.4 Energiebedarf im Nichtwohngebäudesektor ....................................................... 62 
3.5 Modellierung der Energieinfrastruktur ............................................................... 65 
3.5.1 Abbildung als vermaschtes Netz ............................................................. 66 
3.5.2 Nachbildung der Netztopologie basierend auf frei zugänglichen 
Geodaten ................................................................................................. 67 
Inhaltsverzeichnis 
viii 
3.5.3 Individuelle Anpassung ........................................................................... 69 
4 Übertragbare Methoden zur Bestimmung der lokalen Potenziale für 
erneuerbare Energien ..................................................................................................... 73 
4.1 Photovoltaik ....................................................................................................... 74 
4.1.1 Stand der Forschung ................................................................................ 75 
4.1.2 Automatisierte PV-Dachpotenzialermittlung mittels öffentlich 
zugänglicher Geodaten und Bilderkennungstechniken ........................... 79 
4.2 Windkraft ........................................................................................................... 97 
4.2.1 Stand der Forschung ................................................................................ 97 
4.2.2 Automatisierte Wind-Potenzialermittlung mittels Flächenbestimmung, 
Windgeschwindigkeitsanalyse und Anlagenplatzierung ......................... 98 
4.3 Biomasse .......................................................................................................... 116 
5 Entwicklung eines techno-ökonomischen Optimierungsmodells ........................ 129 
5.1 Perspektive ....................................................................................................... 129 
5.2 Optimierungsziel und Entscheidungsgrößen .................................................... 131 
5.3 Zeitliche und räumliche Modellstruktur ........................................................... 132 
5.4 Abbildung von Technologien ........................................................................... 135 
5.5 Formale Beschreibung des Optimierungsmodells ............................................ 138 
5.5.1 Definitionen und Nomenklatur ............................................................. 138 
5.5.2 Zielfunktion ........................................................................................... 142 
5.5.3 Bilanzierung der Kosten ........................................................................ 144 
5.5.4 Bilanzierung der Emissionen ................................................................ 148 
5.5.5 Bilanzierung des Anlagenbestands ....................................................... 149 
5.5.6 Bilanzierung der Stoff- und Energieflüsse ............................................ 152 
5.5.7 Bilanzierung der Speicherstände ........................................................... 156 
5.5.8 Berücksichtigung technologischer Einschränkungen ............................ 157 
5.5.9 Berücksichtigung von energie- und klimapolitischen Zielvorgaben ..... 158 
5.5.10 Weitere Gleichungen zur Abbildung modellinterner Zusammenhänge 159 
5.6 Reduktion der Rechenzeit durch Fix-and-Relax Technik ................................ 162 
5.7 Implementierung des RE³ASON-Modells ........................................................ 168 
6 Anwendung des RE³ASON-Modells und Auswertung der Ergebnisse ............... 175 
6.1 Analyse von Energieangebot und -nachfrage für eine heterogene 
Gemeindeauswahl ............................................................................................ 175 
6.1.1 Beschreibung der Gemeindeauswahl .................................................... 176 
6.1.2 Anwendung des RE³ASON-Modells zur Analyse der Energiesysteme der 
Gemeinden ............................................................................................ 179 
6.1.3 Auswertung der Nachfragestruktur und der Potenziale für erneuerbare 
Energien ................................................................................................ 180 
6.2 Fallstudie zur Optimierung des Energiesystems der Gemeinde Ebhausen ....... 191 
 
ix 
6.2.1 Beschreibung der Fallstudie .................................................................. 191 
6.2.2 Ableitung von Alternativen für die Gestaltung des Energiesystems ..... 193 
6.2.3 Bewertung der Alternativen im Rahmen einer multikriteriellen 
Entscheidungsanalyse ........................................................................... 200 
6.2.4 Detaillierte Beschreibung der gewählten Alternative ............................ 201 
6.3 Validierung von Teilergebnissen ...................................................................... 207 
6.3.1 Wärmebedarfsberechnung im Wohngebäudesektor .............................. 207 
6.3.2 Stromgestehungskosten für erneuerbare Energien ................................ 208 
6.3.3 PV-Potenzialanalyse für Berlin ............................................................. 210 
6.3.4 Azimutwinkel von Teildachflächen in Freiburg .................................... 212 
6.3.5 Erkennung von PV-Bestandsanlagen .................................................... 214 
6.3.6 Einsatzplanung des Optimierungsmodells ............................................ 215 
6.4 Sensitivitätsanalysen ........................................................................................ 218 
7 Diskussion und kritische Würdigung .................................................................... 225 
7.1 Schlussfolgerungen aus den Modellergebnissen .............................................. 225 
7.2 Bewertung der Übertragbarkeit ........................................................................ 227 
7.3 Interessenskonflikte und Umsetzung in der Praxis ........................................... 228 
7.4 Kritische Würdigung und Ausblick .................................................................. 229 
7.4.1 Umfang und Perspektive des entwickelten Modellsystems .................. 230 
7.4.2 Inhaltliche Aspekte................................................................................ 231 
7.4.3 Methodische Aspekte ............................................................................ 233 
8 Zusammenfassung ................................................................................................... 235 
9 Literaturverzeichnis ................................................................................................ 237 
Anhang ........................................................................................................................... 259 
Techno-ökonomische Technologieparameter ............................................................ 259 
Preise und Primärenergiefaktoren der Energieträger ................................................. 262 






Abb. 1: Schematischer Aufbau der Arbeit. ......................................................................... 5 
Abb. 2: Veränderung der globalen Temperaturen (grau, relativ zum Zeitraum 1961-1990) 
und des CO2-Gehalts in der Atmosphäre (gepunktet, Sekundärachse). ............... 8 
Abb. 3: Bisher erzielte CO2-Emissionsminderungen von 1990 bis 2014, sowie Ziele der 
Bundesrepublik Deutschland für 2030 und 2050. ............................................. 10 
Abb. 4: Entwicklung der installierten Leistung (Flächen) und der Stromerzeugung 
(Linien) aus erneuerbaren Energien in Deutschland. ........................................ 11 
Abb. 5: Historische Entwicklung der Strompreise in Deutschland sowie Bandbreite der 
Vergütungssätze für erneuerbare Energien........................................................ 12 
Abb. 6: Historische Entwicklung des Primärenergiebedarfs für die Beheizung von 
Doppelhaushälften (kWh/m²a) in Deutschland, wobei die obere gestufte Linie 
die gesetzlichen Mindestanforderungen und die untere Linie Pilotprojekte in 
der Forschung darstellt. ..................................................................................... 14 
Abb. 7: Altersverteilung des deutschen Wohngebäudebestands. ...................................... 15 
Abb. 8: Räumliche Verteilung der Gemeinden, die den Konvent der Bürgermeister 
unterzeichnet haben. .......................................................................................... 17 
Abb. 9: Ausgewählte Energieautarkieinitiativen im deutschsprachigen Raum. ................ 19 
Abb. 10: Globale Dichteverteilung der in OpenStreetMap kartografierten Einzelpunkte. 34 
Abb. 11: Regionalisierung der kreisfreien Stadt Karlsruhe unter Verwendung der 
administrativen Grenzen der Stadtteile (links), sowie Voronoi-Zerlegung 
anhand der Punktmarkierungen der Stadtteile (rechts). ..................................... 44 
Abb. 12: Regionalisierung der kreisfreien Stadt Karlsruhe unter Verwendung einer 
quadratischen (links) und hexagonalen (rechts) Rasterstruktur. ........................ 44 
Abb. 13: Schematische Vorgehensweise bei der Erstellung der angepassten 
Gebäudetypologie und Klassifizierung der Gebäude. ....................................... 46 
Abb. 14: Auswertung der Daten zum Wohngebäudebestand aus der Zensusbefragung am 
Beispiel der Karlsruher Oststadt. ....................................................................... 48 
Abb. 15: Klassifizierung des OSM-Gebäudebestands in Wohn- (farblich schattiert) und 
Nichtwohngebäude (grau). ................................................................................ 50 
Abb. 16: Beispiele für die Anpassung von Parametern der nationalen Gebäudetypologie 
an die lokalen Gegebenheiten der Karlsruher Oststadt. Rot markierte Zellen 
stehen für modifizierte Parameter. .................................................................... 51 
Abbildungsverzeichnis 
xii 
Abb. 17: Übersicht über die verwendete Methodik zur Bestimmung des Wärmebedarfs 
von Wohngebäuden. .......................................................................................... 55 
Abb. 18: Berechneter spezifischer Wärmebedarf [kWh/(m²*a)] unterschiedlicher 
Gebäudetypen in der Karlsruher Oststadt. Berechnet anhand der nationalen 
Gebäudetypologie mit Referenzklima Deutschland (schwarz), mit lokalem 
Klima (grün), sowie anhand der lokal angepassten Typologie und mit lokalem 
Klima (blau). ..................................................................................................... 58 
Abb. 19: Simulierter Verlauf des täglichen Wärmebedarfs [MWh] je Gebäudetyp in der 
Karlsruher Oststadt im Jahr 2015. ..................................................................... 59 
Abb. 20: Räumliche Verteilung des Wärmebedarfs der Wohngebäude in Karlsruhe. Die 
resultierende Wärmedichte ist farblich markiert (blau: <10 GWh/km², gelb: <30 
GWh/km², orange: <50 GWh/km², rot: >= 50 GWh/km²). ............................... 60 
Abb. 21: Mittlerer simulierter Strombedarf für einen, 10, 100 und 1.000 Haushalte 
(jeweils normalisiert auf einen Jahresverbrauch von 1.000 kWh) an einem 
Werktag in der Übergangszeit im Vergleich zum Standardlastprofil H0. ......... 62 
Abb. 22: Endenergiebedarf in Deutschland im Jahr 2015 nach Sektoren und 
Energieträgern. .................................................................................................. 64 
Abb. 23: Automatisiert erstelltes Stromverteilnetz für das Stadtgebiet Karlsruhe auf Basis 
von benachbarten Stadtteilen (rote Linien signalisieren Verbindungen zwischen 
Stadtteilen, dunkelrote Linien Verbindungen zum übergelagerten 
Übertragungsnetz). ............................................................................................ 66 
Abb. 24: Aus OpenStreetMap importierte Pfade im Stadtgebiet Karlsruhe für die 
Energieträger Strom (rot, stärkere Linien symbolisieren höhere 
Spannungsebenen), Fernwärme (orange) und Gas (gelb). ................................ 68 
Abb. 25: Automatisiert erstelltes Stromnetz für das Stadtgebiet Karlsruhe auf Basis von 
Netzdaten aus OpenStreetMap. ......................................................................... 69 
Abb. 26: Individuelle Anpassung der Übertragungskapazitäten des Stromverteilnetzes. . 70 
Abb. 27: Automatisiert erstelltes und individuell angepasstes Stromnetz für Karlsruhe. . 71 
Abb. 28: Übersicht über die räumliche Auflösung und Abdeckung verschiedener PV-
Potenzialstudien. ............................................................................................... 76 
Abb. 29: Vorgehensweise bei der Ermittlung der Potenziale für Photovoltaik. ................ 80 
Abb. 30: Grafische Benutzeroberfläche des RE³ASON-Modells bei der Ermittlung der 
PV-Potenziale. ................................................................................................... 81 
Abb. 31: Erkennung des Dachfirstes zur Extraktion von Teildachflächen: (a) bilaterale 
Filterung, (b) Farbfilterung, (c) Histogrammäqualisation, (d) Canny-
Kantenerkennung, (e) Hough-Transformation, (f) Logische Filterung, (g) 
Berechnung des Azimuts. .................................................................................. 84 
 
xiii 
Abb. 32: Histogramm der Dachneigungen von 3.002.943 Gebäuden in Baden-
Württemberg (graue Säulen), sowie die angenommene 
Normalverteilungsfunktion zur Abschätzung der Dachneigungen (𝑁(37; 15), 
schwarze Linie). Das Bestimmtheitsmaß (R²) liegt bei 87,44%. Flachdächer 
(schraffiert) sind dabei nicht berücksichtigt. ..................................................... 85 
Abb. 33: Beispiele für die Erkennung von Dachaufbauten. Erkannte Strukturen sind rot 
markiert. ............................................................................................................ 86 
Abb. 34: Beispiele für die Modulplatzierung unter Berücksichtigung von Größe, Azimut, 
Neigung und Dachaufbauten der jeweiligen Teildachflächen. .......................... 86 
Abb. 35: Aufbau des implementierten künstlichen neuronalen Netzes zur Erkennung von 
bestehenden PV-Anlagen. Die Zahlen stehen für die Größen der jeweiligen 
Schichten, vgl. Tabelle 13. ................................................................................ 94 
Abb. 36: Schematischer Ablauf der Methodik zur Ermittlung der 
Stromerzeugungspotenziale aus Windkraft. ...................................................... 99 
Abb. 37: Analyse der Landnutzung als Basis für die Bestimmung nutzbarer Flächen für 
die Platzierung von Windkraftanlagen in Freiburg. Grundsätzlich geeignet sind 
Wald-, Acker- und Wiesenflächen. ................................................................. 100 
Abb. 38: Verbotsflächen auf Basis regionalplanerischer Ausschlusskriterien im 
Stadtgebiet von Freiburg (schwarze Linien). .................................................. 102 
Abb. 39: Analyse der topographischen Höhendaten im Stadtgebiet von Freiburg. Flächen 
mit einer Hangneigung von über 20° sind lila hervorgehoben. ....................... 103 
Abb. 40: Nutzbare Fläche (cyan) für Windkraftanlagen. Zu sehen ist zudem die 
individuelle Markierung einer Ausschlussfläche (rot) auf Basis von 
Vogelschutzgebieten (schraffierte Fläche). ..................................................... 105 
Abb. 41: Histogramm zur Häufigkeitsverteilung der Windgeschwindigkeiten in Freiburg 
in 10m Höhe im Jahr 2016 (Klassenbreite: 0,1 m/s). ...................................... 107 
Abb. 42: Relative Häufigkeiten der Windrichtungen im Jahresverlauf in Freiburg. Die 
vorherrschende Windrichtung ist in diesem Fall 239° (Westsüdwest). ........... 108 
Abb. 43: Schematische Darstellung der Vorgehensweise zur Berechnung der 
Windgeschwindigkeiten [m/s] in Nabenhöhe an potenziellen WKA-Standorten, 
in Abhängigkeit von den lokalen Rauhigkeitslängen [m]. .............................. 111 
Abb. 44: Beispielhaftes Ergebnis für die Platzierung von Windkraftanlagen (dunkelblaue 
Symbole mit halbtransparenten Abstandsellipsen) innerhalb der nutzbaren 
Fläche (cyan). .................................................................................................. 114 
Abb. 45: Vorgehensweise bei der Ermittlung der Potenziale aus Biomasse. .................. 118 
Abb. 46: Verfügbare Flächen in Karlsruhe, eingefärbt nach Landnutzungskategorien. . 120 
Abbildungsverzeichnis 
xiv 
Abb. 47: Bestimmung von Ausschlussflächen für die Standortplanung von Biogasanlagen 
in Karlsruhe. .................................................................................................... 122 
Abb. 48: Ergebnis der Standortplanung für drei Biogasanlagen in Karlsruhe. ............... 124 
Abb. 49: Grafische Oberfläche des RE³ASON-Modells bei der Ermittlung der Biomasse-
Potenziale im Landkreis Ortenaukreis. ........................................................... 128 
Abb. 50: Überblick über die zeitliche Differenzierung im RE³ASON-Modell in den 
Standardeinstellungen. .................................................................................... 133 
Abb. 51: Räumliche Struktur des Optimierungsmodells. ................................................ 134 
Abb. 52: Veranschaulichung der iterativen Vorgehensweise bei Anwendung der Fix-and-
Relax Technik. ................................................................................................ 166 
Abb. 53: Rechenzeit (blau) und gefundene Kostenminima (rot) in drei verschiedenen 
Szenarien unter Anwendung von perfekter Voraussicht, sowie der Fix & Relax 
Methode. ......................................................................................................... 167 
Abb. 54: Schematische Übersicht der entwickelten Software-Komponenten sowie der 
Datenflüsse innerhalb des RE³ASON-Modells. .............................................. 169 
Abb. 55: Geographische Lage der betrachteten Gemeinden. Die Größe der 
Kreismarkierungen entspricht den jeweiligen Gemeindeflächen, die Farbe 
visualisiert die Bevölkerungszahlen. ............................................................... 178 
Abb. 56: Endenergienachfrage nach Sektoren und Energieträgern. Aufgrund der großen 
absoluten Unterschiede zwischen den Gemeinden werden zwei unterschiedliche 
Skalen für die y-Achse verwendet. ................................................................. 182 
Abb. 57: Wärmenachfrage der Wohngebäude nach Gebäudetyp und Baualtersklasse. .. 183 
Abb. 58: Kosten-Potenzialkurven für die Stromerzeugung aus PV. ............................... 184 
Abb. 59: Lage der Freiburger Stadtteile Mooswald (links) und Herdern (rechts). ......... 185 
Abb. 60: Kostenpotenzialkurven für die Stromerzeugung aus PV in den Freiburger 
Stadtteilen Mooswald und Herdern. ................................................................ 186 
Abb. 61: Kosten-Potenzialkurven für die Stromerzeugung aus Windkraft. .................... 187 
Abb. 62: Potenziale und Kosten für die Strom-, Wärme-, und Biomethanerzeugung aus 
Biomasse. ........................................................................................................ 188 
Abb. 63: Geographische Lage der untersuchten internationalen Gemeinden. Die Größe 
der Kreismarkierungen ist zu Darstellungszwecken um den Faktor 10 
gegenüber den Gemeindeflächen vergrößert, die Farbe visualisiert die 
Bevölkerungszahlen. ....................................................................................... 190 
Abb. 64: Potenziale der Stromerzeugung auf Basis erneuerbarer Energien, sowie die 
Bandbreite der damit verbundenen Stromgestehungskosten für eine Auswahl 
internationaler Gemeinden. ............................................................................. 190 
 
xv 
Abb. 65: Annahmen zur zukünftigen Entwicklung der durchschnittlichen Preise für den 
Bezug von Energieträgern in Ebhausen. ......................................................... 193 
Abb. 66: Potenziale für die Stromerzeugung aus erneuerbaren Energien, sowie Strom- 
und Endenergienachfrage des Haushaltssektors in Ebhausen. ........................ 194 
Abb. 67: Ermittelte Standorte für die mögliche Platzierung von Wind- und PV-Anlagen 
in Ebhausen. .................................................................................................... 195 
Abb. 68: Vergleich der Zielkriterien in den acht untersuchten Alternativen. ................. 197 
Abb. 69: Anteil der in 2030 installierten Heiztechnologien für die acht verschiedenen 
Alternativen. .................................................................................................... 199 
Abb. 70: Vergleich der Nutzwerte aller Alternativen auf Basis der Gewichtung der 
Zielkriterien. .................................................................................................... 201 
Abb. 71: Entwicklung der Jahressummen von Energieimport und Stromexport für 
Alternative A-2c. ............................................................................................. 202 
Abb. 72: Entwicklung des Bestands an Heiztechnologien, Haushaltsgeräten, 
Beleuchtungstechnologien und der Gebäudedämmung in Alternative A-2c. .. 203 
Abb. 73: Entwicklung der Gebäudedämmung in Alternative A-2c, gruppiert nach 
Baualtersklassen. ............................................................................................. 204 
Abb. 74: Entwicklung der installierten Kapazität an PV und Wind in Alternative A-
2c. 205 
Abb. 75: Bilanz von Stromerzeugung und -verbrauch im zeitlichen Verlauf (in 2015, 
aggregiert über alle Stadtteile) für die Alternativen A-1 (oben) und A-2c 
(unten). ............................................................................................................ 206 
Abb. 76: Vergleich des berechneten Wärme-Endenergiebedarfs im Haushaltssektor für 
vier Städte mit Angaben aus den Energieberichten dieser Städte. .................. 208 
Abb. 77: Stromgestehungskosten für erneuerbare Energien und konventionelle 
Kraftwerke in Deutschland im Jahr 2018. ....................................................... 209 
Abb. 78: Vergleich der Ergebnisse der PV-Potenzialanalyse des RE³ASON-Modells mit 
den Ergebnissen des Solaratlas für die 12 Berliner Bezirke. ........................... 211 
Abb. 79: Vergleich der ermittelten Azimut- und Neigungswinkel des RE³ASON-Modells 
mit denen aus dem Solaratlas. ......................................................................... 212 
Abb. 80: Vergleich der Azimutwinkel von Teildachflächen aus dem 3D-Modell mit den 
durch das RE³ASON-Modell bestimmten Azimutwinkeln. ............................ 213 
Abb. 81: Automatisierte Erkennung von PV-Bestandsanlagen in Freiburg. Dächer, auf 
denen bestehende PV-Anlagen durch das neuronale Netz erkannt wurden, sind 
rot hervorgehoben. .......................................................................................... 215 
Abb. 82: Ergebnisse der optimalen Einsatzplanung für ein Blockheizkraftwerk in einem 
Mehrfamilienhaus. Gezeigt werden die Stromerzeugung des BHKW, der 
Abbildungsverzeichnis 
xvi 
Stromimport und -export sowie die Summe des Stromverbrauchs. Weiterhin 
sind die normierten Profile der regionalen PV-Erzeugung und des Strompreises 
auf der Sekundärachse angegeben. .................................................................. 216 
Abb. 83: Ergebnisse der optimalen Einsatzplanung der Haushaltsgeräte in einem 
Mehrfamilienhaus. .......................................................................................... 217 
Abb. 84: Kostenpotenzialkurven für die Stromerzeugung aus PV in Freiburg unter 
Berücksichtigung abweichender Annahmen im Vergleich zu den 
Standardannahmen des Modells. ..................................................................... 219 
Abb. 85: Kostenpotenzialkurven für die Stromerzeugung aus Windkraft in Freiburg unter 
Berücksichtigung abweichender Annahmen im Vergleich zu den 
Standardannahmen im Modell. ....................................................................... 220 
Abb. 86: Kostenpotenzialkurven für die Stromerzeugung aus Biomasse in Karlsruhe 
unter Berücksichtigung abweichender Annahmen im Vergleich zu den 






Tabelle 1: Vergleich ausgewählter Modelle zur Analyse urbaner Energiesysteme. ......... 24 
Tabelle 2: Vergleich verschiedener Hierarchie-Ebenen in Deutschland mit der NUTS-
Klassifizierung und verwendete Kennzeichnungen in OpenStreetMap. ........... 42 
Tabelle 3: Überblick über die im RE³ASON-Modell verfügbaren Methoden zur 
Regionalisierung des Untersuchungsgebietes. .................................................. 43 
Tabelle 4: Zuordnung der Gebäudegrößenklassen der Zensus 2011 Erhebung zu den 
Gebäudetypklassen der TABULA Gebäudetypologie. ...................................... 49 
Tabelle 5: Annahmen zur Häufigkeitsverteilung von Energieträgern zu Heizzwecken in 
Abhängigkeit des Gebäude-Baualters. .............................................................. 53 
Tabelle 6: Annahmen zur Häufigkeit im Bestand von Haushaltsgeräten nach 
Effizienzklassen. ............................................................................................... 53 
Tabelle 7: Annahmen zur Häufigkeit im Bestand der Beleuchtungstechnologien. ........... 53 
Tabelle 8: Gewichtsmatrix 𝑤𝑠, 𝑖, die jedem Indikator 𝑖 ein Gewicht zur Berechnung der 
Größe des Sektors 𝑠 zuordnet. ........................................................................... 63 
Tabelle 9: Verwendete Tags zur Suche nach Netztopologieelementen in OpenStreetMap-
Pfaden. 67 
Tabelle 10: Techno-ökonomische Annahmen zur Methodik (links) sowie zu den 
Charakteristika neuer PV-Anlagen (rechts). ...................................................... 81 
Tabelle 11: Koeffizienten zur Bestimmung von 𝐹1 und 𝐹2 in Abhängigkeit von 𝜀. ........ 89 
Tabelle 12: Koeffizienten zur Modellierung der Moduleffizienz. .................................... 91 
Tabelle 13: Strukturelle Parameter des implementierten neuronalen Netzes zur 
Erkennung von bestehenden PV-Anlagen. ........................................................ 95 
Tabelle 14: Mindestabstandsregeln für die Errichtung von Windkraftanlagen 
(Standardeinstellungen im RE³ASON-Modell). .............................................. 101 
Tabelle 15: Zuordnung von Rauhigkeitslängen zu Flächentypen. .................................. 109 
Tabelle 16: Im RE³ASON-Modell abgebildete Bioenergie-Technologien, Substrate und 
erzeugte Energieformen. ................................................................................. 117 
Tabelle 17: Zugelassene Tags zur Bestimmung des Straßennetzes für den Transport von 
Biomassesubstraten. Ausgeschlossen sind z. B. verkehrsberuhigte Bereiche und 
Fußgängerwege. .............................................................................................. 123 
Tabelle 18: Verwendete Annahmen der Massen-, Biogas- und Energieerträge bei der 
energetischen Umwandlung verschiedener Substrate in Bioenergieanlagen. .. 126 
Tabellenverzeichnis 
xviii 
Tabelle 19: Techno-ökonomische Annahmen bei der Standortplanung und Berechnung 
der Anlagenauslegung von Müllverbrennungsanlagen. .................................. 126 
Tabelle 20: Techno-ökonomische Annahmen bei der Standortplanung und Berechnung 
der Anlagenauslegung von Holzfeuerungsanlagen. ........................................ 126 
Tabelle 21: Techno-ökonomische Annahmen bei der Standortplanung und Berechnung 
der Anlagenauslegung von Biogasanlagen. ..................................................... 127 
Tabelle 22: Im Modell abgebildete Technologieklassen sowie deren Möglichkeiten der 
Energieumwandlung. ...................................................................................... 136 
Tabelle 23: Beschreibung der Mengen und verwendete Indizes zur Referenzierung der 
Elemente aus diesen Mengen. ......................................................................... 139 
Tabelle 24: Beschreibung und verwendete Einheiten der Parameter des 
Optimierungsmodells. ..................................................................................... 140 
Tabelle 25: Beschreibung, Einheiten (Einh.) und Wertebereiche (WB) der Variablen des 
Optimierungsmodells. ..................................................................................... 141 
Tabelle 26: Kennzahlen zur Implementierung des RE³ASON-Modells in Java. ............ 170 
Tabelle 27: Übersicht über verwendete Programmbibliotheken bei der Implementierung 
des RE³ASON-Modells. .................................................................................. 170 
Tabelle 28: Vergleich der analysierten Gemeinden. ....................................................... 177 
Tabelle 29: Rechenzeiten und Arbeitsspeicherbedarf für die einzelnen Schritte der 
Analyse der städtischen Energiesysteme und Vorbereitung der Daten für das 
Optimierungsmodell. ....................................................................................... 179 
Tabelle 30: Übersicht der wesentlichen Ergebnisse aus der Analyse des 
Endenergiebedarfs und der Potenziale für erneuerbare Energien (alle Angaben 
in [GWh/a]). .................................................................................................... 181 
Tabelle 31: Definition der Zielkriterien und Nebenbedingungen für die betrachteten 
Alternativen zur Optimierung des Energiesystems von Ebhausen. ................. 196 
Tabelle 32: Vergleich der Zielkriterien in den acht verschiedenen Alternativen. ........... 196 
Tabelle 33: Zusammenfassung der vorrangig verwendeten Technologien im Jahr 2030 für 
die betrachteten acht Alternativen zur Optimierung des Energiesystems von 
Ebhausen. ........................................................................................................ 198 
Tabelle 34: Relative Änderungen des Stromerzeugungspotenzials und der erzielbaren 
Stromgestehungskosten bei Variation verschiedener Parameter der PV-
Potenzialermittlung für Freiburg. .................................................................... 219 
Tabelle 35: Relative Änderungen des Stromerzeugungspotenzials und der erzielbaren 
Stromgestehungskosten bei Variation verschiedener Parameter der Wind-
Potenzialermittlung für Freiburg. .................................................................... 221 
 
xix 
Tabelle 36: Relative Änderungen des Stromerzeugungspotenzials und der erzielbaren 
Stromgestehungskosten bei Variation verschiedener Parameter der Bioenergie-
Potenzialermittlung für Karlsruhe. .................................................................. 223 
Tabelle 37: Input- und Outputraten [kWh/VLH] pro Einheit für alle Energieträger der im 
Modell abgebildeten Technologien. ................................................................ 260 
Tabelle 38: Techno-ökonomische Parameter der im Modell abgebildeten 
Technologien. .................................................................................................. 261 
Tabelle 39: Angenommene Preise für Import/Export, Übertragung und Verteilung sowie 
Primärenergiefaktoren der Energieträger. ....................................................... 262 
Tabelle 40: Angenommene zeitliche Entwicklung der durchschnittlichen 
Energieträgerpreise [€/MWh] und des Primärenergiefaktors für Strombezug aus 












EE Erneuerbare Energien  
EEG Erneuerbare-Energien-Gesetz 
GAMS General Algebraic Modeling System 
GHD Gewerbe, Handel und Dienstleistungen 
GIS Geografische Informationssysteme 
GW Gigawatt 
HH Haushalte 




LAU Local Administrative Unit 
LiDAR Light detection and ranging 
LP Lineares Programm 
MILP Gemischt-ganzzahliges lineares Programm 
NUTS Nomenclature des unités territoriales statistiques 
OSM OpenStreetMap 
PV Photovoltaik  
RE³ASON Renewable Energies and Energy Efficiency Analysis and  
System Optimization  
RMSE Root Mean Square Error 
VLH Volllaststunde 
WKA Windkraftanlage 





1.1 Ausgangslage und Problemstellung 
Die Bekämpfung der globalen Erwärmung ist eine der größten Herausforderungen des 21. 
Jahrhunderts und erfordert in den nächsten Jahrzehnten eine deutliche Reduktion der 
menschlichen Treibhausgasemissionen. Die Energiewirtschaft gilt als größter Verursacher 
von Treibhausgas-, insbesondere von CO2-Emissionen, in die Atmosphäre (BMWi 2017). 
Um die fortschreitende anthropogene Störung des Klimasystems aufzuhalten, wird daher 
eine Umgestaltung der Energiewirtschaft mittels eines Übergangs von der Nutzung fossiler 
Energieträger zu einer nachhaltigen Energieversorgung durch Verbesserungen der Ener-
gieeffizienz und die Nutzung erneuerbarer Energien (EE) benötigt. Diese Umgestaltung 
wird im Allgemeinen als Energiewende bezeichnet1. 
Zahlreiche Möglichkeiten zur Umsetzung dieser Energiewende bieten sich in Städten und 
Gemeinden2. Einerseits entsteht dort ein Großteil der Energienachfrage bei den so genann-
ten Letztverbrauchern, z. B. in Form von Strom und Wärme. Andererseits bestehen dort 
auch große Potenziale sowohl zur Steigerung der Energieeffizienz, z. B. durch die verbes-
serte Wärmedämmung von Wohngebäuden, als auch zur Nutzung lokal vorhandener er-
neuerbarer Energieressourcen, z. B. durch die Stromerzeugung mittels Photovoltaik (PV). 
Da Wärme als Energieträger nicht effizient über weite Strecken transportiert werden kann 
und daher meist lokal erzeugt wird, besteht dort zudem ein Synergiepotenzial durch die 
Verknüpfung des Strom- und Wärmesektors, z. B. durch die gekoppelte Erzeugung und 
lokale Nutzung von Strom und Wärme. 
Viele Städte und Gemeinden haben ihre Bedeutung für die Erreichung der Klimaschutz-
ziele erkannt und sich selbst mittel- bis langfristige Ziele zur Umgestaltung ihrer Energie-
systeme gesetzt. Diese umfassen u. a. Emissionsminderungsziele, die vollständige Umstel-
lung der Stromversorgung auf erneuerbare Energien oder Bestrebungen zur energetischen 
Autarkie („Bürgerenergie“, Beispiele hierfür s. Kapitel 2.2). Aufgrund von unterschiedli-
chen historischen Entwicklungen, regionalen Klimabedingungen und landschaftlichen Ge-
gebenheiten unterscheiden sich Gemeinden jedoch häufig stark in Bezug auf die Struktur 
                                                                  
1 Im Rahmen dieser Arbeit wird aus Gründen der Lesbarkeit üblicherweise der Begriff „Energie“ verwendet, 
obwohl in vielen Fällen die Bezeichnung „Exergie“, als Teil der Gesamtenergie eines Systems, der Arbeit 
verrichten kann, zutreffender wäre. 
2 Im Rahmen dieser Arbeit werden die Begriffe „Stadt“ und „Gemeinde“ mangels einer klaren Definition und 
zur Unterstützung des Leseflusses meist synonym zur Bezeichnung urbaner oder kommunaler Gebietskörper-
schaften verwendet, mit einer Tendenz zum Begriff „Stadt“ für Gebiete höherer Bevölkerungsdichte. 
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ihrer Energienachfrage und die lokalen Ressourcen, die ihnen für diese Umgestaltung zur 
Verfügung stehen. Aus diesem Grund kann die beste Strategie zur Erreichung dieser Ziele 
für jede Gemeinde unterschiedlich gestaltet sein und erfolgreiche Konzepte lassen sich 
nicht zwingendermaßen übertragen. Insbesondere kleinere Städte und Gemeinden, die sich 
für Klimaschutz und Nachhaltigkeit einsetzen möchten, haben jedoch meist nicht die Mittel 
und die Expertise, um schlüssige und realistische Energiekonzepte unter Berücksichtigung 
ihrer spezifischen lokalen Gegebenheiten zu erarbeiten. 
Die langfristige Planung der Investitions- und Betriebsstrategien in Energiesystemen er-
fordert techno-ökonomische Sachkenntnisse und die Berücksichtigung komplexer Zusam-
menhänge. Hierzu gehören sowohl räumliche als auch zeitliche Zusammenhänge, Wech-
selwirkungen zwischen verschiedenen Technologien und Sektoren sowie Zielkonflikte, 
z. B. zwischen Wirtschaftlichkeit und ökologischer Nachhaltigkeit. Die Nutzung von com-
putergestützten Modellierungswerkzeugen kann städtische Entscheidungsträger bei diesen 
Fragestellungen unterstützen. Solche Modelle können genutzt werden, um das bestehende 
Energiesystem einer Gemeinde zu analysieren, mögliche lokale und nachhaltige Energie-
ressourcen zu identifizieren und schließlich einen Transformationspfad für die Umgestal-
tung des Energiesystems zu bestimmen, der die Präferenzen und Ziele der lokalen Ent-
scheidungsträger berücksichtigt. Einige Beispiele für solche Werkzeuge sind bereits in der 
Literatur und Praxis bekannt (vgl. Kapitel 2.3), jedoch können diese häufig nur Teile der 
Anforderungen erfüllen, sind auf einen spezifischen Anwendungsfall zugeschnitten, oder 
benötigen eine Vielzahl an Inputdaten, die meist nicht zur Verfügung stehen. Gemeinden, 
die Energiekonzepte formulieren möchten, steht daher aktuell kein übertragbares Werk-
zeug zur Verfügung, das sie bei diesem Vorhaben in geeigneter Weise unterstützen kann. 
1.2 Zielsetzung und Vorgehensweise 
Die vorliegende Arbeit soll einen Beitrag zur Unterstützung von Städten und Gemeinden 
bei der Verfolgung von Nachhaltigkeitszielen liefern. Durch die Entwicklung eines über-
tragbaren Modells zur Analyse und Optimierung urbaner Energiesysteme soll ein Werk-
zeug geschaffen werden, das diese bei der Formulierung von Energiekonzepten nutzen 
können. 
Im Fokus der Betrachtungen stehen insbesondere kleinere Gemeinden, die üblicherweise 
über keine Expertise im Bereich der Energiesystemmodellierung verfügen. Für solche Ge-
meinden bietet das Modell den größten Mehrwert, da sie sich mit dessen Hilfe innerhalb 
kürzester Zeit einen Überblick über die aktuelle Struktur ihres Energiesystems, die verfüg-
baren Optionen und die am besten geeigneten Maßnahmenbündel zur Erreichung ihrer 
Ziele verschaffen können. 
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Die Zielgruppe des Modells sind Planer, die Energiekonzepte für Städte und Kommunen 
entwickeln. Dies können u. a. kommunale Energiemanager, Stadtwerke oder von der Kom-
mune beauftragte Planungsbüros sein. Das Werkzeug soll einerseits intuitiv zu bedienen 
sein, andererseits sollte es aber auch nur von Experten mit Kenntnissen in der Bilanzierung 
und Modellierung von Energiesystemen genutzt werden, da sowohl die Durchführung der 
Analysen als auch die Interpretation der Modellergebnisse entsprechende Fachkenntnisse 
voraussetzt. Kenntnisse über die lokalen Gegebenheiten und ggfs. über die Einstellung und 
Motivation der Bürger vor Ort können ebenfalls hilfreich sein. 
Bei den Untersuchungen soll stets das gesamte administrative Stadtgebiet, d. h. sowohl die 
besiedelte Fläche als auch das Umland, welches häufig durch Wald-, Wiesen-, oder Acker-
flächen geprägt ist, betrachtet werden. Daher werden auch Technologien wie Windkraft, 
die üblicherweise nicht mit dem Begriff „Stadt“ in Verbindung gebracht werden, in den 
Analysen berücksichtigt. 
Im Vergleich zu bestehenden Ansätzen steht bei der vorliegenden Arbeit die Übertragbar-
keit der Methodik im Vordergrund. Um diese zu gewährleisten muss das Modell verschie-
dene Methoden zur Bestimmung sämtlicher relevanter Daten, die das bestehende und zu-
künftige Energiesystem einer Gemeinde charakterisieren, zur Verfügung stellen. Dies 
gelingt durch die Verwendung frei verfügbarer Daten („Open Data“) sowie durch die Im-
plementierung neuer Methoden, die auf Basis dieser Daten Erkenntnisse ermöglichen, die 
zuvor nicht oder nur unter erheblichem finanziellen oder zeitlichen Aufwand verfügbar 
waren. 
Die Schwerpunkte der Arbeit liegen daher auf der Entwicklung von Methoden zur Charak-
terisierung der Energienachfragestruktur und der Bestimmung der lokalen Potenziale und 
zugehörigen Kosten für erneuerbare Energien in einer Gemeinde, sowie Methoden zur Be-
stimmung der optimalen Investitionen in Energieumwandlungstechnologien im Bereich 
der privaten Haushalte und Wohngebäude. Die Sektoren Industrie, Gewerbe, Handel und 
Dienstleistungen (GHD), sowie Verkehr, werden ebenso wie Strom-, Gas- und Fernwär-
menetze, v. a. aufgrund des Mangels verfügbarer Daten nur rudimentär abgebildet. Bei der 
Implementierung des Modells kommen im Wesentlichen die Programmiersprachen Java 
und GAMS, sowie verschiedene Methoden, u. a. aus den Bereichen der Geoinformatik, der 
Strahlungssimulation, der Betriebswirtschaftslehre, des maschinellen Lernens, sowie der 
gemischt-ganzzahligen linearen Optimierung zum Einsatz. 
Abb. 1 veranschaulicht den schematischen Aufbau der vorliegenden Arbeit. Im Anschluss 
an diese Einleitung werden in Kapitel 2 zunächst die energiepolitischen Rahmenbedingun-
gen, der Stand der Forschung, sowie einige methodische Grundlagen dargestellt. Auf dieser 
Basis werden die Anforderungen skizziert, die ein Modell zur Analyse und Optimierung 
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urbaner Energiesysteme erfüllen sollte. Um diese Anforderungen adäquat erfüllen zu kön-
nen, wurde im Rahmen der vorliegenden Arbeit das RE³ASON (Renewable Energy and 
Energy Efficiency Analysis and System OptimizatioN) Modell entwickelt. Das Modell 
besteht aus zwei Teilen: der erste Modellteil stellt übertragbare Methoden zur Analyse ur-
baner Energiesysteme bereit. Diese lassen sich unterteilen in Methoden zur Charakterisie-
rung der Nachfragestruktur, welche in Kapitel 3 vorgestellt werden, und Methoden zur 
Bestimmung der Kosten und Potenziale für erneuerbare Energien (Kapitel 4). Der zweite 
Modellteil nutzt diese Methoden und die damit ermittelten Daten zur techno-ökonomischen 
Optimierung des städtischen Energiesystems, welche in Kapitel 5 beschrieben wird. Bei-
spielhafte Ergebnisse aus der Anwendung beider Modellteile werden in Kapitel 6 vorge-
stellt. In Kapitel 7 werden schließlich die Ergebnisse analysiert, die verwendeten Methoden 
kritisch hinterfragt, sowie weiterer Forschungsbedarf identifiziert, bevor Kapitel 8 die Ar-
beit in verkürzter Form zusammenfasst. 
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Abb. 1: Schematischer Aufbau der Arbeit. 
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7 
2 Grundlagen der 
Energiesystemanalyse im urbanen 
Kontext 
Dieses Kapitel gibt einen Überblick über die Grundlagen und Ziele der Energiesystemana-
lyse, mit einem speziellen Fokus auf dem urbanen Kontext. Dabei wird zunächst auf die 
energiepolitischen Rahmenbedingungen (Abschnitt 2.1) sowie auf kommunale Klima-
schutzinitiativen (2.2) eingegangen. Anschließend wird der aktuelle Stand der Forschung 
bei der Modellierung urbaner Energiesysteme vorgestellt (2.3) und daraufhin die Lücken 
identifiziert, die in der bisherigen Forschung noch nicht abgedeckt wurden (2.4). Zuletzt 
werden einige methodische Grundlagen behandelt, auf die im Laufe der weiteren Arbeit 
Bezug genommen wird (2.5). 
2.1 Energiepolitische Rahmenbedingungen 
Mit Beginn der Industrialisierung konnte im vergangenen Jahrhundert ein Anstieg der 
Durchschnittstemperaturen der erdnahen Atmosphäre und der Meere beobachtet werden, 
der wesentlich schneller verläuft als alle bisher bekannten Erwärmungsphasen der Erdge-
schichte. Als wichtigster Faktor für diese Erwärmung gilt das gesteigerte Rückhaltevermö-
gen der Troposphäre für infrarote Wärmestrahlung in Folge eines durch menschliche Ak-
tivitäten verursachten Anstiegs der Konzentration von Treibhausgasen, insb. 
Kohlenstoffdioxid (CO2), in der Erdatmosphäre (IPCC 2015). Abb. 2 stellt diese Entwick-
lung grafisch dar. 
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Abb. 2: Veränderung der globalen Temperaturen (grau, relativ zum Zeitraum 1961-1990) und des CO2-Gehalts 
in der Atmosphäre (gepunktet, Sekundärachse). Quelle: Eigene Darstellung mit Daten von 
Met Office (2017), NOAA/ESRL (2017), und NOAA/NGDC (2001). 
Zu den Folgen dieser globalen Erwärmung, häufig als „Klimawandel“ bezeichnet, gehören 
Gletscherschmelzen, ein Anstieg der Meeresspiegel sowie häufigere Wetterextreme wie 
Dürren, Überschwemmungen und Stürme. Vor diesem Hintergrund werden vielfältige und 
weitreichende ökologische, politische, wirtschaftliche und gesellschaftliche Auswirkungen 
erwartet und teilweise bereits beobachtet (IPCC 2015). Ein wesentliches Ziel der interna-
tionalen Bemühungen zum Klimaschutz ist es daher, die Treibhausgaskonzentration in der 
Atmosphäre auf einem Niveau zu stabilisieren, auf dem eine gefährliche anthropogene Stö-
rung des Klimasystems verhindert wird (UNFCCC 1992, Artikel 2). So hat sich die Welt-
gemeinschaft mit dem Übereinkommen von Paris (UNFCCC 2015) völkerrechtlich ver-
bindlich zu dem Ziel bekannt, die globale Erwärmung auf deutlich unter 2°C gegenüber 
vorindustriellen Werten zu begrenzen. Darüber hinaus sollen Anstrengungen unternom-
men werden, den Temperaturanstieg auf 1,5°C zu begrenzen (derzeit ca. 0,7°C, vgl. Abb. 
2). 
Durch die Ziele dieses Übereinkommens ergeben sich Obergrenzen für CO2-Emissionen, 
die maximal noch freigesetzt werden dürfen (Schellnhuber et al. 2016). Ein hieraus abge-
leiteter Fahrplan (Rockström et al. 2017) impliziert, dass die weltweiten Treibhausgasemis-
sionen spätestens 2020 ihren Höhepunkt mit ca. 40 GtCO2/a erreichen und anschließend in 
jedem Jahrzehnt halbiert werden müssen. Da der Energiesektor als wesentlicher Verursa-
cher von Treibhausgasemissionen gilt, wird nach diesem Fahrplan vor allem eine Dekar-
bonisierung der Energieversorgung gefordert. Der Anteil der CO2-freien Energiequellen 
muss demnach alle fünf bis sieben Jahre verdoppelt werden. 
Das europäische Rahmenwerk für den Klimaschutz sieht mehrere Zwischenschritte vor, 
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(European Commission 2010) hat sich die Europäische Union (EU) zu den so genannten 
„20-20-20-Zielen“ verpflichtet. Diese besagen, bis zum Jahr 2020 die Treibhausgasemis-
sionen gegenüber 1990 um mindestens 20% zu reduzieren, den Anteil der erneuerbaren 
Energien am Gesamtenergiebedarf der EU auf 20% zu erhöhen sowie durch verstärkte 
Energieeffizienz 20% des Energieverbrauchs einzusparen. Als Nachfolge dieser Ziele ha-
ben die EU-Mitgliedsstaaten den Rahmen für die Energie- und Klimapolitik bis 2030 be-
schlossen (European Commission 2014). Demnach sollen die Treibhausgasemissionen von 
1990 bis 2030 um mindestens 40% gesenkt werden, der Anteil erneuerbarer Energien auf 
mindestens 27% steigen, sowie der Energieverbrauch um 27% gesenkt werden. 
Die wesentlichen Klimaschutzinstrumente der EU zur Erreichung dieser Ziele sind der EU-
Emissionshandel (Emissions Trading System, kurz EU-ETS) und die sogenannte Lastentei-
lungsentscheidung (Effort-Sharing-Decision, kurz ESD) (European Commission 2009). 
Während der Emissionshandel Anwendung auf große Treibhausgas-Emittenten in den Sek-
toren Energie, Industrie und im Luftverkehr findet, legt die Lastenteilungsentscheidung 
Ziele für die nicht im Emissionshandel erfassten Sektoren, wie z. B. Verkehr, Gebäude und 
Landwirtschaft, fest. Die geforderten Emissionsminderungen in diesen Sektoren werden 
dabei auf Basis der pro-Kopf-Wirtschaftsleistung auf die EU- Mitgliedsstaaten aufgeteilt. 
Von Deutschland wird bspw. eine Minderung um 14% von 2005 bis 2020 und vsl. 38% bis 
2030 gefordert (vgl. European Commission 2016). Weitere Instrumente der EU umfassen 
bspw. die Erneuerbare-Energien-Richtlinie, die den Mindestanteil der erneuerbaren Ener-
gien am Endenergieverbrauch für alle Mitgliedsstaaten vorgibt. Die Energieeffizienz-
Richtlinie (Energy Efficiency Directive, EED) fordert von den Mitgliedsstaaten ein natio-
nales Ziel und einen Aktionsplan für die Steigerung der Energieeffizienz. Nach der Gebäu-
deeffizienz-Richtlinie (Energy Performance of Buildings Directive, EPBD) müssen zudem 
alle neuen Gebäude in der EU ab 2021 dem Niedrigenergiegebäudestandard entsprechen 
(BMUB 2017). 
Mit diesen Instrumenten ist Europa ein globaler Vorreiter beim Klimaschutz. In der Praxis 
ist es dennoch unwahrscheinlich, dass die bestehenden Regularien ausreichend sind, um 
den Zielen des Pariser Übereinkommens gerecht zu werden, wobei die größte Herausfor-
derung in den nicht durch den Emissionshandel abgedeckten Sektoren, wie z. B. im Ge-
bäudebereich, besteht (Victor et al. 2017). Zur Bewältigung dieser Herausforderung sind 
daher Maßnahmen auf niedrigeren administrativen Ebenen notwendig. 
Deutschland trägt als eines der fortschrittlichsten Industrieländer und wirtschaftlich stärks-
ter Mitgliedsstaat der Europäischen Union eine besondere Verantwortung beim Klima-
schutz. Bereits 2010 hat die Bundesregierung in ihrem Energiekonzept als Langfristziel die 
Minderung der Treibhausgasemissionen bis 2050 um 80% bis 95% im Vergleich zu 1990 
beschlossen (Bundesregierung 2010). Für das Erreichen der nationalen Klimaschutzziele 
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im Einklang mit dem Pariser Übereinkommen hat das Bundeskabinett 2016 den Klima-
schutzplan 2050 beschlossen. Dieser formuliert als Zwischenziel für 2030 insgesamt eine 
Emissionsminderung um mindestens 55%. Erstmals wird dieses Zwischenziel zudem auch 
auf die einzelnen Sektoren Energiewirtschaft (62%), Gebäude (67%), Verkehr (42%), In-
dustrie (51%), Landwirtschaft (34%) und Sonstige (87%) heruntergebrochen (BMUB 
2016). In Anbetracht der bisher erzielten Emissionsminderungen und unter Berücksichti-
gung der Tatsache, dass weitere Effizienzsteigerungen üblicherweise immer größere An-
strengungen erfordern, scheinen diese Ziele sehr ambitioniert zu sein. Abb. 3 veranschau-
licht die bisher erzielten Emissionsminderungen von 1990 bis 2014 sowie die Ziele für 
2030 und 2050. 
 
Abb. 3: Bisher erzielte CO2-Emissionsminderungen von 1990 bis 2014, sowie Ziele der Bundesrepublik 
Deutschland für 2030 und 2050. Quelle: Eigene Darstellung mit Daten von BMUB (2016). 
Das Maßnahmenpaket der deutschen Bundesregierung zur Umsetzung dieser Ziele umfasst 
eine Reihe von Gesetzen und Förderungsmaßnahmen, allen voran das Gesetz für den Aus-
bau erneuerbarer Energien (kurz Erneuerbare-Energien-Gesetz, EEG). Dieses fördert die 
Weiterentwicklung von Technologien zur Stromerzeugung aus erneuerbaren Energien 
(EEG 2017). Ursprünglich sah das EEG lediglich die bevorzugte Netzeinspeisung sowie 
feste Vergütungen vor, die für erneuerbar erzeugten Strom bezahlt werden und die sich je 
nach Technologie und Größenklasse der Anlage unterscheiden. Die Kosten für diese Zah-
lungen werden in Form der EEG-Umlage auf die Stromverbraucher umgelegt. Unter ande-
rem um die Belastung der Stromverbraucher durch die EEG-Umlage zu begrenzen und 
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mehrfach novelliert (EEG 2004, EEG 2009, EEG 2012, Photovoltaik-Novelle 2012, EEG 
2014, EEG 2017). Die wesentlichen Änderungen dabei betreffen  
 stetige Anpassungen der Vergütungssätze, 
 die Ermöglichung der Steuerung, insb. zur Abregelung von Anlagen durch die Netz-
betreiber zur Vermeidung von Netzengpässen (EEG 2009), 
 eine stärkere Marktintegration durch Flexibilitätsprämien (EEG 2012) und optio-
nale (EEG 2012), später für größere Anlagen auch verpflichtende (EEG 2014) Di-
rektvermarktung des erneuerbar erzeugten Stroms, 
 die Festlegung von Ausbaukorridoren und damit von Obergrenzen für den Ausbau 
erneuerbarer Energien (EEG 2014), während zuvor lediglich Mindestziele vorge-
ben wurden, 
 die Einführung einer Abgabe auf den Eigenverbrauch (EEG 2014), 
 sowie die Projektvergabe und Ermittlung der Förderhöhen durch wettbewerbliche 
Ausschreibungen für alle Anlagen mit einer Leistung von über 750 kW, bzw. 150 
kW bei Biomasse (EEG 2017, vgl. auch Endell und Quentin 2017). 
Die durch das EEG gegebenen Investitionsanreize haben es ermöglicht, die räumlich ver-
teilten Potenziale für erneuerbare Energien nutzbar zu machen und zu einem beträchtlichen 
Ausbau der installierten Leistung von Wind, PV und Biomasse geführt. Damit ist es gelun-
gen, den Anteil der erneuerbaren Energien am Bruttostromverbrauch von 6% im Jahr 2000 
auf 32% in 2016 zu steigern (vgl. Abb. 4, BMWi 2017). 
 
Abb. 4: Entwicklung der installierten Leistung (Flächen) und der Stromerzeugung (Linien) aus erneuerbaren 
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Mit dem weltweit gestiegenen Absatz von EE-Anlagen und den damit verbundenen Lern- 
und Skaleneffekten konnten die Stromgestehungskosten deutlich reduziert werden. Abb. 5 
veranschaulicht diese Entwicklung: Während z. B. im Jahr 2005 noch Fördersätze von über 
50 €ct/kWh für die Stromerzeugung aus PV bezahlt wurden, sind seitdem die Fördersätze 
in den verschiedenen Novellierungen des EEG kontinuierlich gesunken. Die aktuellen 
Ausschreibungen der Bundesnetzagentur haben mittlere Zuschlagswerte von 4,91 €ct/kWh 
für PV und 3,82 €ct/kWh für Onshore-Windkraftanlagen erzielt (BNetzA 2017c). Damit 
liegen die Kosten für die Stromerzeugung aus erneuerbaren Energien inzwischen deutlich 
unterhalb der Strompreise für private Haushalte und Industriekunden und annähernd 
gleichauf mit den Grenzkosten fossiler Kraftwerke, die sich in den Preisen an der Strom-
handelsbörse EEX widerspiegeln (derzeit ca. 3 €ct/kWh, vgl. Abb. 5). 
 
Abb. 5: Historische Entwicklung der Strompreise in Deutschland sowie Bandbreite der Vergütungssätze für er-
neuerbare Energien. Quelle: Eigene Darstellung mit Daten von BNetzA (2017b, 2017c, 
2017e), BMWi (2017), BDEW (2017). 
Mit der Dekarbonisierung des Energiesystems lässt sich auch eine zunehmende Dezentra-
lisierung beobachten: während zuvor die Stromversorgung fast ausschließlich über fossile 
Großkraftwerke erfolgte, deren Strom über das Höchstspannungsnetz zu den Verbrauchern 
transportiert wurde, stammt inzwischen ein bedeutender Anteil des Stromverbrauchs aus 
einer Vielzahl (inzwischen über 1,6 Mio., vgl. BNetzA 2017d) teils kleiner Energieanla-
gen, die sich nahe bei den Verbrauchern befinden. Dies bietet einerseits Chancen, z. B. im 
Bereich der Sektorkopplung, da bspw. Synergieeffekte in den Sektoren Strom und Wärme 
entstehen können. So kann erneuerbar erzeugter Strom direkt für die Wärmeerzeugung vor 






































PV Biomasse Wind Onshore
PV Biomasse Wind Onshore




2.1 Energiepolitische Rahmenbedingungen 
13 
gemeinsam direkt am Ort des Letztverbrauchers erzeugt werden. Andererseits birgt die 
Dezentralisierung auch Risiken, da die dezentral erzeugte Energie nicht immer vor Ort ge-
nutzt werden kann und die daraus resultierenden Fluktuationen der Netzeinspeisung die 
Versorgungssicherheit gefährden können (vgl. McKenna 2018). Bei der Bewertung von 
Stromgestehungskosten sollte daher stets auch berücksichtigt werden, dass bei der Integra-
tion der erneuerbaren Energien in das Energiesystem weitere Kosten, z. B. für den Netz-
ausbau, den Aufbau von Speicherkapazitäten, oder Maßnahmen zur Nachfragesteuerung 
entstehen können (Acatech 2016). Eine sorgfältige Planung und die Berücksichtigung des 
Gesamtsystems ist bei der Entwicklung der zukünftigen Energiesysteme daher unerläss-
lich. 
Zusätzlich zum EEG hat der Gesetzgeber eine Reihe weiterer energiepolitischer Maßnah-
men erlassen, die hier nicht in aller Vollständigkeit erläutert werden sollen – für weiterfüh-
rende Informationen sei z. B. auf die Monitoring-Berichte „Energie der Zukunft“ (BMWi 
2016b) oder auf Schlomann et al. (2015) verwiesen. Viele dieser Maßnahmen zielen neben 
der Förderung erneuerbarer Energien auf die Verbesserung der Energieeffizienz als zweite 
wesentliche Säule der Energiewende ab. Mit dem Nationalen Aktionsplan Energieeffizienz 
(NAPE, vgl. BMWi 2014c) und dem Nationalen Energieeffizienz-Aktionsplan (NEEAP, 
als Umsetzung der EED, vgl. BMWi 2014a) beschreibt und dokumentiert die Bundesre-
gierung ihre Energieeffizienzstrategie. Diese umfasst u. a. folgende Maßnahmen: 
 Die Energieeinsparverordnung (EnEV 2015, als Umsetzung der EPBD) löste seit 
2002 die Wärmeschutzverordnung (WSVO) ab und schreibt bautechnische Min-
destanforderungen zum Energiebedarf von Wohn-, Büro-, und Betriebsgebäuden 
vor. 
 Die Förderprogramme Energieeffizient Bauen und Energieeffizient Sanieren der 
Kreditanstalt für Wiederaufbau (KfW) fördern den Erwerb oder Bau von energie-
effizienten Gebäuden, bzw. die energetische Sanierung von Bestandsgebäuden. 
Die Kreditvergabekriterien der KfW sind inzwischen zudem anerkannte Energie-
standards für Gebäude, die über die Mindestanforderungen der EnEV hinausge-
hen. Ein „KfW-Effizienzhaus 70“ darf beispielsweise höchstens 70% des Primär-
energiebedarfs eines Gebäudes mit Referenzwerten der EnEV benötigen (KfW 
2017). 
 Das Erneuerbare-Energien-Wärmegesetz (EEWärmeG 2009) verpflichtet Eigentü-
mer neu errichteter Gebäude, den Wärmebedarf für diese Gebäude anteilig mit 
erneuerbaren Energien zu decken. 
 Das Marktanreizprogramm zur Förderung erneuerbarer Energien im Wärmemarkt 
(MAP) fördert Privatpersonen, Unternehmen und Kommunen bei der Investition 
in Heizungen, die erneuerbare Energien wie Sonne, Biomasse oder Erdwärme nut-
zen (BAFA 2017). 
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 Das Gesetz für die Erhaltung, die Modernisierung und den Ausbau der Kraft-
Wärme-Kopplung (KWKG 2017) soll bis zum Jahr 2025 die Nettostromerzeu-
gung aus Anlagen zur Kraft-Wärme-Kopplung auf 120 TWh/a erhöhen. Zu die-
sem Zweck legt das Gesetz Vergütungszahlungen für Strom aus diesen Anlagen, 
sowie für den Neu- und Ausbau von Wärme- und Kältenetzen sowie -speichern 
fest. 
 Die kommunale Energieberatung und die Bildung von Energieeffizienznetzwerken 
werden mit der „Richtlinie zur Förderung von Energieeffizienz- und Ressour-
ceneffizienz-Netzwerken von Kommunen“ (BAFA 2016) gefördert. 
Mit der WSVO und später der EnEV wurden die Anforderungen an den Wärmedurch-
gangskoeffizienten der Gebäudehüllen schrittweise verschärft. Zusammen mit den weite-
ren genannten Effizienzmaßnahmen konnte auf Basis von Erkenntnissen aus der Forschung 
der Primärenergiebedarf neuer Wohngebäude in Deutschland stetig verbessert werden, so 
dass die Baupraxis sich im Laufe der Jahre deutlich verbessert hat (Erhorn-Kluttig et al. 
2014, vgl. Abb. 6). Vor dem Hintergrund der langen Nutzungsdauern von Heizungsanlagen 
(15 bis 20 Jahre) und Gebäuden (ca. 50 Jahre, vgl. Richtlinie VDI 2067, Blatt 1) sind diese 
Verbesserungen besonders wichtig, da schon heute die Weichen für die Gestaltung des 
Energiesystems im Jahr 2050 und danach gestellt werden. 
 
Abb. 6: Historische Entwicklung des Primärenergiebedarfs für die Beheizung von Doppelhaushälften 
(kWh/m²a) in Deutschland, wobei die obere gestufte Linie die gesetzlichen Mindestanforde-
rungen und die untere Linie Pilotprojekte in der Forschung darstellt. Quelle: Erhorn-Kluttig et 
al. (2014). 
Wie die Altersverteilung des deutschen Wohngebäudebestandes (Abb. 7, BMWi 2014b) 
zeigt, ist ein Großteil der Gebäude heute jedoch älter als 40 Jahre und damit weit von den 
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Mindestanforderungen der EnEV entfernt. Durch energetische Sanierungsmaßnahmen 
könnten diese Gebäude dem Stand der aktuellen Baupraxis angepasst werden. 
 
Abb. 7: Altersverteilung des deutschen Wohngebäudebestands. Quelle: BMWi (2014b). 
Die aktuelle Sanierungsquote von jährlich weniger als 1% (BBSR 2016) zeigt jedoch, dass 
die oben beschriebenen Fördermaßnahmen bei den Eigentümern von Bestandsgebäuden 
bisher kaum Wirkung zeigen und hier großer Nachholbedarf besteht. Um das Ziel eines 
nahezu klimaneutralen Gebäudebestandes im Jahr 2050 zu erreichen, muss bis dahin eine 
große Anzahl der heutigen Bestandsgebäude energetisch saniert werden. 
Im Rahmen von Forschungsprojekten konnte bereits gezeigt werden, dass die Ansprache 
privater Gebäudeeigentümer besser auf der lokalen Ebene gelingt (Beutel 2015). Städte 
und Kommunen haben aufgrund ihres regionalen Bezugs einen besseren Kontakt zur Be-
völkerung und können finanzielle Anreize durch Aufklärung, Informationsveranstaltungen 
und Aktivierung von Multiplikatoren ergänzen und so Einfluss auf private Investitionsent-
scheidungen nehmen (vgl. Bruns 2015, Alcántara und Wassermann 2015). Wie der fol-
gende Abschnitt zeigt, ist auf der kommunalen Ebene auch eine deutliche Bereitschaft zur 
Verbesserung der Nachhaltigkeit in der Energieversorgung erkennbar. 
2.2 Kommunale Klimaschutzinitiativen 
Neben den Bestrebungen auf globaler, europäischer und nationaler Ebene (vgl. Abschnitt 
2.1) gibt es auch vielfältige Initiativen, die sich für Klimaschutz und Nachhaltigkeit auf 
regionaler und kommunaler Ebene einsetzen. 
2 Grundlagen der Energiesystemanalyse im urbanen Kontext 
16 
Die Datenbank „Non-State Actor Zone for Climate Action“ (NAZCA) der Vereinten Na-
tionen3 verzeichnet über 2.500 Städte, die sich zu teils ambitionierten Nachhaltigkeitszie-
len bekennen und verpflichten, darunter auch große Städte wie Berlin (u. a. -40% CO2 von 
1990 bis 2020), London (-60% bis 2025), Paris (30% EE bis 2020), San Francisco (100% 
EE bis 2030) und Kopenhagen (100% EE bis 2025). 
Der Konvent der Bürgermeister für Klima und Energie (engl. Covenant of Mayors for Cli-
mate & Energy)4 ist ein Zusammenschluss von Städten, die sich freiwillig zu Nachhaltig-
keitszielen verpflichten. Durch Steigerung der Energieeffizienz und Nutzung lokaler er-
neuerbarer Energien wollen diese Städte die europäischen Ziele zur CO2-Minderung um 
20% bis 2020 auf regionaler Ebene erreichen und mit mindestens 40% bis 2030 sogar über-
treffen. Durch die Unterzeichnung des Konvents haben sich bereits 7.755 Gemeinden mit 
über 250 Mio. Bürgern, davon 198 Mio., bzw. 38% der Bevölkerung, in den EU-28 Mit-
gliedsstaaten (Stand Mai 2018, vgl. Abb. 8) dazu verpflichtet, eine CO2-Bilanz zu erstellen, 
einen Aktionsplan für nachhaltige Energie zu erarbeiten, sowie alle zwei Jahre über die 
Fortschritte bei der Umsetzung zu berichten (vgl. Kona et al. 2017). 
                                                                  
3 http://climateaction.unfccc.int/cities 
4 http://www.covenantofmayors.eu 
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Abb. 8: Räumliche Verteilung der Gemeinden, die den Konvent der Bürgermeister unterzeichnet haben. Quelle: 
www.covenantofmayors.eu 
Im Jahr 2003 entstand aus dem schweizerischen Programm „Energiestadt“, dem österrei-
chischen Programm „e5 – Programm für energieeffiziente Gemeinden“ und dem deutschen 
„Aktionsprogramm 2000 plus“ der European Energy Award (eea). Dabei handelt es sich 
um ein „[…] Qualitätsmanagementsystem und Zertifizierungsverfahren für kommunale 
Energieeffizienz und Klimaschutz, das lokale Potenziale erkennt und nutzt und die Akteure 
vor Ort einbindet. Sowohl die Anstrengungen als auch die Erfolge einer Kommune lassen 
sich damit neutral messen und vergleichen.“ (Bundesgeschäftsstelle eea 2017). Mittler-
weile nehmen über 1.456 Kommunen (davon 308 in Deutschland) mit 47 Mio. Bürgern in 
11 Ländern am European Energy Award teil. Das Verfahren zur erfolgreichen Zertifizie-
rung einer Gemeinde umfasst dabei u. a. die Gründung eines Energieteams, eine Analyse 
des Ist-Zustands, die Identifikation von nicht ausgeschöpften Klimaschutz-Potenzialen und 
die Erstellung eines verbindlichen Maßnahmenplans. Je nach Zielerreichungsgrad kann 
eine Kommune nach einem externen Audit schließlich mit dem European Energy Award 
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(mindestens 50% Zielerreichung) oder dem European Energy Award Gold (mindestens 
75% Zielerreichung) ausgezeichnet werden. 
Weitere Initiativen speziell im deutschsprachigen Raum zielen neben dem Klimaschutz 
zudem auf das Ziel der regionalen Energieautarkie (meist jedoch im Sinne der bilanziellen 
Autarkie, vgl. McKenna et al. 2014b) ab. So gibt es in Deutschland derzeit 142 „Bioener-
giedörfer“5, welche mindestens 50% ihres Strom- und Wärmebedarfs aus regional erzeug-
ter Bioenergie decken. Das Projekt „100 % Erneuerbare-Energie-Regionen“6 hat zum Ziel, 
Regionen, Kommunen und Städte zu vernetzen und sie bei ihrem Umstieg auf die vollstän-
dige Umstellung ihrer Energieversorgung auf erneuerbare Energien zu begleiten. Derzeit 
gibt es über 150 Landkreise, Gemeinden, Regionalverbünde und Städte in Deutschland, 
die dieses Ziel verfolgen. Die österreichische Initiative „klima:aktiv“7 verfolgt ebenfalls 
das Ziel der Energieautarkie und unterscheidet beim Monitoring zwischen Gemeinden, die 
„gut“, bzw. „sehr gut auf dem Weg“ sind und berücksichtigt dabei die bisher umgesetzten 
Energieeffizienzmaßnahmen sowie die erreichte Autarkie in den Bereichen Raumwärme, 
Strom und Mobilität. Das Projekt der „Energie-Regionen“8 in der Schweiz unterstützt die 
teilnehmenden Gemeinden bei der Erstellung einer Energiebilanz und bei der Realisierung 
von Energieeffizienzmaßnahmen und erneuerbaren Energien auf regionaler Ebene. Abb. 9 
zeigt die räumliche Verteilung der verschiedenen Gemeinden und Regionen, die in den 
genannten Initiativen engagiert sind (McKenna et al. 2014b). 
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Abb. 9: Ausgewählte Energieautarkieinitiativen im deutschsprachigen Raum. Quelle: McKenna et al. (2014b). 
Durch die Einführung des Erneuerbare-Energien-Gesetzes in Deutschland (vgl. Abschnitt 
2.1) wurden Investitionen in erneuerbare Energien besser planbar, weshalb sich zuneh-
mend auch risikoaverse private Investoren am Markt beteiligen konnten. Während kleinere 
Projekte wie Photovoltaik-Aufdachanlagen meist von einzelnen Investoren finanziert wer-
den, konnte in den letzten Jahren ein Trend zur gemeinschaftlichen Finanzierung größerer 
Projekte, wie bspw. Windkraftanlagen oder großer PV-Projekte, durch eine Vielzahl pri-
vater Investoren beobachtet werden. Diese Zusammenschlüsse, häufig als Bürgerenergie-
gesellschaften oder Energiegenossenschaften bezeichnet, setzen sich üblicherweise aus re-
gionalen Akteuren zusammen, die neben den finanziellen Interessen häufig auch Motive 
wie regionale Wertschöpfung, Nachhaltigkeit, oder aktive Gestaltung der Transformation 
des Energiesystems verfolgen. Zum Stand Ende 2016 gab es 1.747 Bürgerenergiegesell-
schaften in Deutschland. Ein Großteil davon betreibt eigene Wind- (43,2%) oder PV-An-
lagen (42,6%). Die Tätigkeitsfelder beschränken sich jedoch nicht auf den Betrieb von An-
lagen zur Energieproduktion, es gibt auch eine Vielzahl von Gesellschaften, die eigene 
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Strom- und/oder Wärmenetze betreiben oder bspw. im Energiehandel tätig sind (Kahla et 
al. 2017). 
Im Juni 2017 hat die Regierung der USA unter Präsident Donald Trump angekündigt, das 
Pariser Klimaabkommen zu verlassen. Als Reaktion darauf haben eine Vielzahl einzelner 
Staaten, Städte und Unternehmen, die zusammengenommen mehr als die Hälfte der ame-
rikanischen Wirtschaft repräsentieren, angekündigt, diese Lücke zu schließen (Tabuchi 
und Fountain 2017). Die Initiative „We Are Still In“9 setzt sich bspw. aus Führern der 
amerikanischen Wirtschaft, Bildung und Lokalpolitik zusammen und repräsentiert ca. 40% 
der amerikanischen Bevölkerung. Die „U.S. Climate Alliance“10 ist ein Zusammenschluss 
von 14 US-amerikanischen Bundesstaaten, die 36% der Bevölkerung repräsentieren und 
sich verpflichten, ihren Anteil des Pariser Klimaabkommens zu erfüllen. Die „U.S. Climate 
Mayors“11 sind 383 US-amerikanische Städte (23% der Bevölkerung), die sich ebenfalls 
zu diesem Abkommen bekannt haben. Etwa die Hälfte dieser Städte befinden sich dabei 
nicht in den Staaten der „U.S. Climate Alliance“. Zu den freiwilligen Verpflichtungen die-
ser nichtstaatlichen Akteure gehören eine Minderung der Treibhausgasemissionen von 
2005 bis 2025 um mindestens 26%, sowie verschiedene Ziele bezüglich nachhaltiger Mo-
bilitätskonzepte, Gebäudeeffizienz und erneuerbarer Energien (Bloomberg Philanthropies 
2017). 
Die aufgeführten Beispiele zeigen, dass viele Städte, Gemeinden und lokale Akteure gro-
ßes Interesse an Klimaschutz und Nachhaltigkeit haben. Die Einhaltung des Pariser Ab-
kommens erfordert jedoch, dass bis 2020 alle Städte in den Industriestaaten Strategien zur 
Dekarbonisierung erarbeitet haben sollten (Rockström et al. 2017). Diese Forderung be-
dingt unter Anderem, dass eine große Anzahl an Städten und Gemeinden, die bis heute 
keine solchen Strategien erarbeitet haben, sich schnellstmöglich mit diesen Fragestellun-
gen auseinandersetzen sollten. Insbesondere in kleineren Gemeinden sind einerseits große 
Potenziale für erneuerbare Energien vorhanden (vgl. Mainzer et al. 2014), gleichzeitig fehlt 
es jedoch meist sowohl an den erforderlichen Mitteln, als auch an der benötigten Expertise 
zur Erarbeitung schlüssiger Energiekonzepte. Diese sind daher auf Unterstützung angewie-
sen, die geeignete Energiesystemmodelle, wie im folgenden Abschnitt gezeigt, bereitstel-
len könnten. 
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2.3 Modellierung urbaner Energiesysteme12 
Keirstead (2013) definiert urbane Energiesysteme als „the combined processes of acquiring 
and using energy to satisfy the energy service demands of a given urban area“. Aus dieser 
Definition gehen drei wesentliche zu berücksichtigende Aspekte hervor: 
 Bei der Energieversorgung kommen meist diverse Kombinationen von Prozessen 
bzw. Technologien zum Einsatz. Dies betrifft insbesondere die Nutzung dezent-
raler Technologien und die Kopplung der Strom- und Wärmesektoren. Dabei er-
geben sich Möglichkeiten für Synergieeffekte, z. B. bei der Nutzung des dezentral 
erzeugten Stroms aus PV-Anlagen durch Wärmepumpen. Ebenso können jedoch 
auch Konkurrenzeffekte entstehen, bspw. wenn nach einer energetischen Gebäu-
desanierung die Erneuerung des Heizsystems nicht mehr wirtschaftlich darstellbar 
ist. Aus diesem Grund ist eine sorgfältige Planung der Investitionen erforderlich, 
die technische und ökonomische sowie räumliche und zeitliche Wechselwirkun-
gen zwischen Technologien berücksichtigt. Zur Beherrschung der Komplexität 
dieser Fragestellungen sind Computermodelle der menschlichen Intuition überle-
gen. 
 In Energiesystemen muss die Energiebilanz stets ausgeglichen sein, d. h. sowohl 
der Energiebedarf (welcher indirekt aus der Nachfrage nach Nutzenergie wie 
Licht oder Raumwärme entsteht) als auch die Versorgungsseite (in Städten histo-
risch v. a. Import, inzwischen aber zunehmend auch dezentrale lokale Erzeugung, 
z. B. durch erneuerbare Energien) müssen berücksichtigt werden. Im Vergleich 
zu (inter-)nationalen Energiesystemmodellen nehmen bei der Modellierung urba-
ner Energiesysteme dezentrale angebots-, insbesondere aber auch nachfragesei-
tige Technologien eine größere Bedeutung ein und müssen entsprechend abgebil-
det werden. 
 Für die Unterscheidung zwischen Import/Export und lokaler Erzeugung/lokalem 
Verbrauch ist es wichtig, die Systemgrenze zu definieren. Im Vergleich zu natio-
nalen und internationalen Energiesystemmodellen ist der räumliche Umfang bei 
der Betrachtung urbaner Energiesystemmodelle deutlich kleiner. Aus diesem 
Grund kann die betrachtete Region bei vergleichbarem Komplexitätsgrad der Mo-
delle mit einer deutlich höheren räumlichen Auflösung untersucht werden. Dies 
ist insbesondere zur korrekten Abbildung von Energieformen mit starkem räum-
lichen Bezug, wie z. B. Wärme, wichtig. 
 
                                                                  
12 Teile dieses Kapitels entstammen dem Schlussbericht des KIT zum Verbundprojekt „Wettbewerb Energieef-
fiziente Stadt“ (Rexroth et al. 2017). 
2 Grundlagen der Energiesystemanalyse im urbanen Kontext 
22 
Dieser Abschnitt diskutiert den Stand der Forschung bei der Modellierung urbaner Ener-
giesysteme. Für eine detaillierte Darstellung der historischen Entwicklung im Feld der 
Energiesystemmodellierung auf (inter-)nationaler Ebene sei hier auf Bhattacharyya und 
Timilsina (2010) verwiesen. Aber auch das Feld der Modellierung urbaner Energiesysteme 
ist breit und umfangreiche Übersichten liefern z. B. Mendes et al. (2011), Manfren et al. 
(2011), Keirstead et al. (2012a), Mirakyan und Guio (2013) und Allegrini et al. (2015). Der 
Fokus der vorliegenden Arbeit liegt auf Betrachtungen zur optimalen Systemgestaltung, 
Möglichkeiten zur Steigerung der Energieeffizienz und Nutzung lokaler Potenziale für er-
neuerbare Energien, daher werden hier hauptsächlich Arbeiten aus diesen Bereichen dis-
kutiert. Zudem haben die betrachteten Modelle gemeinsam, dass sie sowohl den Strom- als 
auch den Wärme- (und in einigen Fällen auch Kälte) -sektor betrachten und somit auch als 
Multi-Energie-Systeme bezeichnet werden können. Eine Übersicht der im folgenden dis-
kutierten Arbeiten liefert Tabelle 1 (Seite 24). Die Arbeiten werden dabei anhand mehrerer 
Kriterien charakterisiert: 
Zweck beschreibt den Grund für die Nutzung des Modells und unterscheidet zwischen Mo-
dellen zur Bestimmung der Energienachfrage und CO2-Emissionen (N), der lokalen Poten-
ziale für erneuerbare Energien (P), sowie zur Investitions- (I) und Einsatzplanung (E) von 
Technologien zur Energieumwandlung. 
Umfang beschreibt einerseits den Gegenstand, d. h. das räumliche Gebiet, in dem das je-
weilige Modell angewendet wird. Dabei wird unterschieden zwischen Region (R), Stadt 
(S), Stadtteil (T) und Gebäude (G). Zudem wird der zeitliche Horizont der Modellierung 
in Tage (T), ein Jahr (J) und Jahrzehnte (Z) differenziert. 
Methodik: Bilanzierungsmodelle (B) sind statische Berechnungsmethoden, die bspw. unter 
der Verwendung vielfältiger Eingabedaten Kennwerte berechnen, die entweder direkt zur 
Entscheidungsunterstützung oder als Indikatoren für weitere Berechnungen dienen kön-
nen. Je nach Detaillierungsgrad, Bilanzierungsgegenstand und Zweck können diese Mo-
delle relativ einfach (z. B. Berechnung eines Kennwertes) aber auch hochkomplex (z. B. 
komplette Lebenszyklusanalyse einer Technologie) sein. Simulationsmodelle verfügen 
über eine deskriptive, quantitative Beschreibung der Zusammenhänge innerhalb eines Sys-
tems. Simulationsmodelle können weiter unterschieden werden in agentenbasierte (ABS) 
und System Dynamics (SD) Modelle. Agentenbasierte Simulationsmodelle können als 
Bottom-Up Modelle auf mikroökonomischer Ebene Entscheidungsprozesse abbilden, die 
nicht notwendigerweise optimal oder rational sein müssen. Dabei wird versucht, das Ver-
halten der Akteure eines Systems möglichst detailgetreu abzubilden. Es wird kein Ziel vor-
gegeben, die Systementwicklung ergibt sich emergent aus der Interaktion der Akteure in-
nerhalb des Systems. Üblicherweise werden dabei verschiedene Szenarien untersucht, die 
sich insbesondere in der Wahl der exogen vorgegebenen Rahmenbedingungen unterschei-
den. Die Entscheidungsregeln für das Akteursverhalten stammen meist aus Beobachtungen 
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oder theoretischen Überlegungen. Bei System Dynamics Modellen stehen die Veränderung 
von Flüssen und Beständen sowie die Identifizierung von positiven oder negativen Rück-
kopplungseffekten und möglichen Gleichgewichtszuständen im Zentrum der Betrachtun-
gen. Optimierungsmodelle (O) sind präskriptiv: unter Vorgabe einer Zielfunktion und 
mehrerer Nebenbedingungen wird ein Systemzustand vorgegeben, den es zu erreichen gilt. 
Anschließend wird mittels mathematischer Algorithmen unter allen möglichen Kombina-
tionen der Entscheidungsvariablen derjenige Systemzustand, bzw. Entwicklungspfad er-
mittelt, der den bestmöglichen Zielfunktionswert ergibt und dabei gleichzeitig alle Neben-
bedingungen erfüllt. Es wird dabei kein explizites Akteursverhalten modelliert, d. h. die 
Optimierung erfolgt je nach Wahl der Zielfunktion z. B. aus einer betriebs- oder volkswirt-
schaftlichen Gesamtsystemperspektive. Zu den Nebenbedingungen zählen üblicherweise 
modelltechnisch bedingte Zusammenhänge wie die Balance von Stromangebot und -nach-
frage zu jedem Zeitpunkt, technische Restriktionen wie die Effizienz von Technologien, 
sowie nutzerseitig definierbare Vorgaben wie Obergrenzen für CO2-Emissionen. In den 
meisten Fällen besteht die Zielfunktion bei optimierenden Energiesystemmodellen in der 
Minimierung aller auf das Basisjahr diskontierten, entscheidungsrelevanten Systemausga-
ben. Je nach Komplexität der mathematischen Gleichungen werden Optimierungsmodelle 
weiter unterschieden, u. a. in lineare (LP) und gemischt-ganzzahlig lineare (MILP) Prob-
leme (vgl. Kapitel 2.5.2). 
Technologien: Im Rahmen dieser Betrachtung werden Technologien zur dezentralen 
Strom- und Wärmeversorgung (D, z. B. Wärmepumpen), nachfrageseitige Technologien 
(T, z. B. Wärmedämmung oder Haushaltsgeräte), erneuerbare Energien (E, z. B. PV), so-
wie Strom-, Gas- und Wärmenetze (N) berücksichtigt. 
Auflösung: Bei der räumlichen Auflösung wird zwischen Stadt (S), Stadtteil (T), Gebäude 
(G) und Gebäudezone (Z) unterschieden. Die zeitliche Auflösung differenziert zwischen 




Tabelle 1: Vergleich ausgewählter Modelle zur Analyse urbaner Energiesysteme. 
Bezeichnung Zweck1 Umfang2 Methodik3 Technologien4 Auflösung5 Quelle 
N P I E R Z D T E N R Z 
ECOSPEED Region x    S J B x  x  S J ECOSPEED AG 2018 
Shimoda x    S J ABS  x   G ZS Shimoda et al. 2004 
UEFSDM x    S Z SD     S J Fang et al. 2017 
CitySim x    S J B x x x  Z H Walter und Kämpf 2015 
SimStadt x x   S J B x x x  G ZS Nouvel et al. 2015 
SIREN    x R J B   x  R H SEN 2016 
IDEAS x   x T T B x  x x G H Baetens et al. 2012 
Energy Hub x  x x S J O (MILP)   x  G ZS Mavromatidis et al. 2015 
HIT   x x S Z O (MILP) x   x T ZS Jalil-Vega und Hawkes 2018 
deeco    x S J O (LP) x    Z H Bruckner 1996 
xeona   x  S Z ABS x x   Z J Wittmann 2008 
FREM x x   S J B   x x G J Steinert 2015 
KomMod   x x S J O (LP) x x x (x) T/G H Eggers 2015 
SynCity-AMMUA x    S J ABS x x   T ZS Sivakumar 2013 
SynCity-TURN   x x S Z O (MILP) x x   T ZS Keirstead et al. 2012b 
iPlan x  x x S Z O (MILP) x x   S ZS Winkelmüller 2006 
EnyCity   x x T Z O (MILP) x x  x T ZS Gerbracht et al. 2009 
URBS x  x x S Z O (LP) x  (x)  T ZS Richter 2004 
rivus   x x S J O (MILP)    x T ZS Dorfner 2016 
RE³ASON x x x x S Z O (MILP) x x x (x) T/G ZS (vorliegende Arbeit) 
1 Zweck: N = Nachfrageberechnung, P = Potenzialberechnung, I = Investitionsplanung, E = Einsatzplanung 
2 Räumlicher | zeitlicher Umfang bzw. Horizont: R = Region, S = Stadt, T = Stadtteil | T = Tage, J = ein Jahr, Z = Jahrzehnte 
3 Methodik: B = Bilanzierung, ABS = agentenbasierte Simulation, SD = System Dynamics, O = Optimierung (LP/MILP) 
4 Technologien: D = dezentrale Strom-/Wärmeversorgung, T = nachfrageseitige Technologien, E = erneuerbare Energien, N = Netze 
5 Räumliche | zeitliche Auflösung: S = Stadt, T = Stadtteil, G = Gebäude, Z = Gebäudezone | H = Stunde, ZS = Zeitscheiben, J = Jahr 
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ECOSPEED Region ist ein kommerzielles Bilanzierungswerkzeug für den Energiebedarf 
und die CO2-Emissionen von Städten (ECOSPEED AG 2018). Es nutzt verschiedene Da-
tenquellen von statistischen Ämtern, um automatisch eine erste Abschätzung zu generie-
ren. Die Daten können bei Bedarf durch genauere lokale Daten ersetzt werden, falls diese 
verfügbar sind. Es wird in der Praxis vielfach für die kommunale CO2-Bilanzierung einge-
setzt, z. B. im Rahmen des European Energy Award und der Covenant of Mayors Initiative 
(vgl. Abschnitt 2.2). Unter Verwendung eines Szenario-Moduls kann das Programm die 
Auswirkung verschiedener Effizienzmaßnahmen abbilden, da es sich um ein kommerziel-
les Programm handelt, ist die Vorgehensweise dabei jedoch nicht transparent dokumen-
tiert. 
Shimoda et al. (2004; 2010) stellen ein Modell zur Berechnung des Strom- und Wärmebe-
darfs im Haushaltssektor einer Stadt vor. Dabei wird aus statistischen Daten der Bestand 
an Technologien abgeleitet, ein Simulationsmodell bestimmt die Aktivität der Einwohner 
für 23 Haushalts- und 20 Gebäudetypen und berechnet daraus die Nachfrage nach Strom, 
Wärme und Warmwasser. Das Modell wird verwendet, um den Energiebedarf von Osaka 
zu bestimmen. Dabei zeigt sich, dass die aktivitätsbasierte Modellierung der Gerätenutzung 
prinzipiell geeignet ist, um den Energiebedarf abzubilden. Die verbleibende Abweichung 
der Simulationsergebnisse im Vergleich zu statistischen Daten in Höhe von ca. 18% wird 
durch begrenzt rationales Verhalten erklärt. 
Das Urban Emergy-flow System Dynamics Model (UEFSDM) sei hier als ein Vertreter 
aus der Klasse der System Dynamics Modelle genannt. Fang et al. (2017) nutzen das Mo-
dell zur Vorhersage der zukünftigen Energienachfrage in der chinesischen Hauptstadt Pe-
king. Die Ergebnisse besagen, dass der Energiebedarf bis zum Jahr 2030 je nach Annah-
men um 100% bis 300% zunehmen wird. Um dieses Wachstum nachhaltig zu gestalten, 
sei eine Verlangsamung des Wirtschaftswachstums in Kombination mit höheren Investiti-
onen in den Naturschutz erforderlich. Das Modell zeigt, dass System Dynamics Modelle 
in Verbindung mit Annahmen über die Entwicklungen sozio-ökonomischer Indikatoren 
zur Ableitung langfristiger Trends des Energiebedarfs verwendet werden können. 
CitySim ist ein Bottom-Up Simulationsmodell zur Berechnung des Wärme- und Kältebe-
darfs von Gebäuden und Stadtquartieren (Robinson et al. 2009, Walter und Kämpf 2015). 
Gebäude werden dabei unter Verwendung thermaler Zonen modelliert und die Temperatur 
in den Zonen anhand von Klima und Gebäudeparametern berechnet. 
Das SimStadt Modell (Nouvel et al. 2015) ermöglicht die Berechnung des Heizwärmebe-
darfs, sowie der Potenziale für Photovoltaik einer Stadt. Für die Wärmebedarfsberechnung 
werden 3D-Modelldaten der Stadt sowie Klimadaten benötigt, die Berechnung erfolgt auf 
monatlicher Basis anhand der Norm DIN EN ISO 13790. Für die Berechnung der PV-
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Potenziale wird auf die Software INSEL13 zurückgegriffen. Unter Annahme verschiedener 
(exogen vorgegebener) Sanierungsszenarien wurde mit diesem Modell ein Klimaschutz-
konzept für den Landkreis Ludwigsburg erstellt. 
Das frei verfügbare SEN Integrated Renewable Energy Network (SIREN) Modelling Tool-
kit (SEN 2016) erlaubt die Modellierung von regionalen Stromnetzen auf Basis erneuerba-
rer Energien. Es bestimmt im Rahmen einer Einsatzplanung, wie eine vorgegebene Strom-
nachfrage durch die Nutzung erneuerbarer Energien gedeckt werden kann. Für die 
Bestimmung der potenziellen Stromerzeugung werden exogen zur Verfügung gestellte 
Wind- und Globalstrahlungsdaten sowie Geodaten verwertet. Der Wärmesektor wird dabei 
jedoch nicht berücksichtigt. 
Baetens et al. (2012; 2015) betrachten mit dem IDEAS Modell die möglichen Auswirkun-
gen eines zukünftigen klimaneutralen Gebäudebestands auf die Niederspannungsnetze. 
Dabei wird insbesondere die Kombination von PV und Wärmepumpen untersucht. Der 
Strombedarf wird dabei durch eine Simulation der Anwesenheit und Aktivitäten der Be-
wohner bestimmt. Das Modell ist in der Modellierungssprache Modelica in Form von dif-
ferential-algebraischen Gleichungen formuliert. Eine Fallstudie mit 33 Gebäuden kommt 
zu dem Schluss, dass nur etwa 26% der durch PV erzeugten Strommenge in den jeweiligen 
Gebäuden verbraucht werden und die Netzstabilität nur durch Abregelung der PV-Erzeu-
gung erhalten werden kann. 
Mavromatidis et al. (2015) verwenden das Energy Hub Framework, um die Integration von 
PV in das Energiesystem einer schweizerischen Gemeinde zu optimieren. Dabei verwen-
den sie zunächst 3D-Daten aus einem digitalen Geländemodell, aus denen die Lage und 
Ausrichtung von Gebäudedächern abgeleitet wird und verwenden anschließend die kom-
merzielle Software ArcGIS zur Simulation der solaren Einstrahlung auf die Dachflächen. 
Für die Erzeugung von Stromlastprofilen werden Standardlastprofile mittels stochastischer 
Zufallsvariablen variiert. Das Modell bestimmt schließlich die hinsichtlich Kosten und PV-
Eigennutzung optimalen Investitionen in PV-Anlagen sowie die Betriebsweise eines 
Stromspeichers. Unter Verwendung der ε-constraint Methode wird anschließend die pa-
reto-optimale Front des Lösungsraumes untersucht, woraus u. a. ersichtlich wird, dass ab 
einem PV-Anteil von 40% Stromspeicher benötigt werden und dass die Systemkosten ex-
ponentiell mit dem PV-Anteil steigen. Als weiteren Forschungsbedarf identifizieren die 
Autoren die Integration des Wärmesektors, die Berücksichtigung weiterer Optimierungs-
ziele sowie anderer Formen erneuerbarer Energien. 
Das Heat Infrastructure and Technology (HIT) Modell (Jalil-Vega und Hawkes 2018) ist 
ein langfristiges Investitions- und Einsatzplanungsmodell mit einem Fokus auf Analysen 
                                                                  
13 http://www.insel.eu 
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zur Dekarbonisierung des Wärmesektors einer Stadt. Der technologische Schwerpunkt des 
Modells liegt auf der Abbildung der Energieinfrastruktur, für die der kostenoptimale Aus-
bauplan durch die Lösung eines gemischt-ganzzahligen linearen Optimierungsproblems 
berechnet wird. Dabei werden verschiedene Wärmeversorgungstechnologien sowie die 
Netze für Strom, Gas und Wärme auf zwei unterschiedlichen Temperaturniveaus abgebil-
det. Nachfrageseitige Technologien, wie z. B. unterschiedliche Gebäudedämmstandards, 
sowie erneuerbare Energien werden nicht abgebildet. Räumlich ist das Modell in mehrere 
Zonen innerhalb der betrachteten Stadt aufgelöst, für die jeweils die Strom- und Wärme-
nachfrage in jedem Zeitschritt in Form von exogenen Daten zur Verfügung gestellt werden 
muss. Eine Anwendung des Modells auf die Stadt Bristol ergibt, dass die kostenoptimale 
Systemgestaltung in der Einrichtung von Fernwärmenetzen, welche durch Luftwärmepum-
pen gespeist werden, besteht. 
Deeco ist ein Werkzeug zur Bestimmung des optimalen Anlageneinsatzes in regionalen 
Energieversorgungssystemen (Bruckner 1996). Es ermittelt mit Hilfe von linearer Opti-
mierung die relative Auslastung der (vorab festgelegten) Energietechnologien in jedem 
Zeitintervall. Die zu minimierende Zielfunktion ist dabei eine gewichtete Linearkombina-
tion von Primärenergieeinsatz, Emissionen und Kosten des Energiesystems. Die zeitliche 
und räumliche Auflösung des Modells sind sehr hoch, dies wird erreicht, indem der Anla-
geneinsatz für jedes Zeitintervall einzeln optimiert wird. In Kombination mit dem agenten-
basierten Simulationsmodell xeona wurde das Modell zudem verwendet, um die Investiti-
onsentscheidungen von privaten und kommerziellen Akteuren abzubilden (Morrison et al. 
2005, Wittmann 2008). 
Das Regionalisierte Energiesystemmodell FREM (Steinert 2015) nutzt statistische Daten 
und geografische Informationssysteme (GIS), um die lokale Wärmenachfrage anhand des 
Baualters und der Grundfläche jedes Gebäudes zu bestimmen und leitet daraus die Poten-
ziale für den Ausbau von Fernwärmenetzen ab. Zudem werden die lokalen Potenziale für 
PV bestimmt. Hierbei wird ein Ansatz verwendet, der statistische Daten mit Geodaten 
kombiniert und so z. B. verschiedenen Gebäudetypen unterschiedliche Dach- und Ver-
schattungsparameter zuweist. 
Das kommunale Energiesystemmodell (KomMod, vgl. Eggers und Stryi-Hipp 2013, Eg-
gers 2015) ist ein Werkzeug zur Unterstützung städtischer Akteure bei der Planung kom-
munaler Energiesysteme. Es dient zur Bewertung von verschiedenen Szenarien zur Gestal-
tung des kommunalen Energiesystems. Die Optimierung von Anlagenauslegung und -
betrieb erfolgt dabei jeweils innerhalb eines Betriebsjahres durch die Minimierung der Ge-
samtkosten in Form eines linearen Problems (LP). Langfristige Investitionsplanungen und 
binäre Investitionsentscheidungen können somit nicht abgebildet werden. Das Untersu-
chungsgebiet wird in Stadtteile (Zonen) unterteilt und die Gebäude innerhalb der Stadtteile 
zu Gebäudetypen zusammengefasst. Sowohl die Energienachfrage als auch die lokalen 
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Ressourcen für erneuerbare Energien müssen als externe Daten eingegeben werden, was 
die Übertragbarkeit des Modells erschwert. 
Ein Beispiel für die Kopplung mehrerer Teilmodelle in einem hybriden Ansatz bildet das 
Modellsystem SynCity (Keirstead 2009; Shah 2013). Es besteht aus einem Layout-Modell 
(Keirstead und Shah 2011), welches die Landnutzung innerhalb des Stadtgebietes optimiert 
(MILP). Dabei wird im Rahmen eines „Greenfield“-Ansatzes die Platzierung von Gebäu-
den und Infrastrukturelementen so bestimmt, dass das Gesamtsystem den geringstmögli-
chen Energiebedarf aufweist. Das Teilmodell AMMUA (Sivakumar 2013) ist ein Simulati-
onsmodell zur Ermittlung der zeitlichen und räumlichen Verteilung der Energienachfrage 
in einer Stadt durch Modellierung der menschlichen Aktivitäten. Die optimale Deckung 
der Nachfrage wird schließlich durch ein gemischt-ganzzahliges Optimierungsmodell 
(TURN, Keirstead et al. 2012b, Samsatli und Jennings 2013) bestimmt. Das Modell ist 
bisher nicht in der Lage, die lokalen Potenziale für erneuerbare Energien zu erfassen und 
ist auf vielfältige exogene Inputdaten, insbesondere für die Nachfrage nach Strom- und 
Raumwärme, angewiesen. 
iPlan (Winkelmüller 2006) bildet die Nachfrage der Stadt Wien, mit einem Fokus auf den 
Gebäudebestand, ab. Als Technologieoptionen stehen verschiedene Sanierungsvarianten 
und Heizungssysteme im Haushaltssektor zur Verfügung. Ziel der Anwendung ist die Be-
stimmung des zeitlich verteilten Kapazitätszubaus dieser Technologien. Die Ergebnisse 
des Modells zeigen, dass wirtschaftliche Einsparungen vor allem durch Gebäudesanierun-
gen erzielt werden können. Das Modell ermöglicht jedoch keine räumlich differenzierten 
Betrachtungen und erneuerbare Energien finden keine Berücksichtigung. 
EnyCity basiert auf der PERSEUS-Modellfamilie (Fichtner 1998) und ist ein gemischt-
ganzzahliges Optimierungsmodell für die langfristige Analyse urbaner Energiesysteme 
(Gerbracht et al. 2009). Es bestimmt den kostenoptimalen Ausbau und Einsatz dezentraler 
Energieumwandlungstechnologien sowie Ausbauentscheidungen für Gas- und Fernwär-
menetze in einem exemplarischen Stadtteil. Die Nutzung lokaler erneuerbarer Energien 
wird jedoch nicht berücksichtigt. Die Ergebnisse des Modells zeigen, dass CO2-Einsparun-
gen vor allem durch den Wechsel von Gas- zu Pelletheizungen erzielt werden können. 
Wenn größere Einsparungen erzielt werden sollen, findet zunehmend auch die energetische 
Gebäudesanierung Anwendung. Ein Ausbau der Fernwärme- oder Gasnetze erfolgt in die-
sem Anwendungsfall nicht. 
Das Modell Urban Research Toolbox: Energy Systems (URBS) (Richter 2004) kann eben-
falls genutzt werden, um die optimale Investitions- und Einsatzplanung in städtischen 
Energiesystemen zu bestimmen. Da die Optimierung jedoch als lineares Programm (LP) 
formuliert ist (vgl. Abschnitt 2.5.2), können z. B. kleinskalige Effekte wie Mindestgrößen 
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von Heiztechnologien in Wohngebäuden in diesem Modell nicht abgebildet werden. Posi-
tiv hervorzuheben ist bei diesem Modell jedoch die Integration eines Moduls zur Abschät-
zung der Strom- und Wärmenachfrage auf Basis eines top-down Ansatzes. Die Bestim-
mung lokaler Potenziale für erneuerbare Energien, z. B. mit Hilfe von GIS-Werkzeugen, 
wird in dieser Arbeit diskutiert und als wichtig identifiziert, jedoch aufgrund fehlender 
Daten nicht durchgeführt - stattdessen wird auf gesonderte Potenzialstudien verwiesen. Die 
Anwendung des Modells am Beispiel der Stadt Augsburg zeigt, dass insbesondere dezent-
rale KWK-Anlagen in Nahwärmenetzen kosteneffiziente CO2-Einsparungen ermöglichen. 
Das rivus Modell (Dorfner 2016) baut u. a. auf URBS auf und ergänzt dieses um die Be-
stimmung der optimalen Netzinfrastruktur, d. h. den Ausbau der Strom-, Gas- und Wärme-
netze in einer Stadt. Die Studie kommt unter anderem zu dem Schluss, dass die zentrale 
Wärmeerzeugung und -verteilung kosteneffizient sein kann. Aus einer weiteren Fallstudie 
folgert der Autor jedoch auch, dass das Vorhandensein großer Mengen von erneuerbaren 
Energien in Verbindung mit Wärmepumpen die Verteilnetze für Gas und Fernwärme in 
einer Stadt überflüssig machen könnte. 
Wie im vorliegenden Abschnitt gezeigt werden konnte, wurde in der Vergangenheit bereits 
eine Vielzahl an Werkzeugen zur Modellierung urbaner Energiesysteme für die Betrach-
tung verschiedener Fragestellungen entwickelt. Im folgenden Abschnitt soll gezeigt wer-
den, welche Herausforderungen und Fragestellungen bisher jedoch noch nicht adressiert 
wurden und in welchen Bereichen somit weiterer Forschungsbedarf besteht. 
2.4 Herausforderungen bei der Modellierungspraxis 
Trotz der Vielzahl an Werkzeugen im Bereich der Modellierung urbaner Energiesysteme 
lassen sich gewisse Fragestellungen mit den vorhandenen Lösungen kaum oder nur mit 
großem Aufwand beantworten. 
Die Betrachtungen aus dem vorherigen Abschnitt zeigen, dass viele Modelle, insbesondere 
die komplexeren Modelle, die dem Zweck der optimalen Gestaltung urbaner Energiesys-
teme dienen, die lokalen Potenziale für erneuerbare Energien nicht oder nur stark verein-
facht abbilden. Der steigende Ausbau der erneuerbaren Energien sowie deren zunehmende 
ökonomische Attraktivität (vgl. Abschnitt 2.1) zeigen jedoch, dass diese von größter Be-
deutung im städtischen Kontext sind. Die Bestimmung dieser Potenziale ist somit ein un-
verzichtbarer Schritt bei der Erstellung lokaler Energiekonzepte. 
Viele Modelle bilden zudem die nachfrageseitigen Technologien, z. B. unterschiedliche 
Standards der Wärmedämmung, nur unzureichend ab. Die Berücksichtigung dieser Tech-
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nologien ist jedoch wichtig, um die Wechselwirkungen zwischen angebots- und nachfra-
geseitigen Technologien korrekt abzubilden. Hierfür ist es wichtig, dass die Nachfrage, 
z. B. nach Raumwärme, nicht als gegeben betrachtet wird, sondern durch die Technologie-
wahl beeinflusst werden kann. 
Eine Gemeinsamkeit aller betrachteten Modelle ist die Abhängigkeit von einer großen 
Menge an Inputdaten. Im Fall der Modelle zur langfristigen Investitions- und Einsatzpla-
nung betrifft dies insbesondere Daten zur Energienachfrage und zur Verfügbarkeit lokaler 
Energieressourcen. Meist müssen diese Daten exogen in die Modelle eingegeben werden, 
deren Verfügbarkeit wird in den untersuchten Studien üblicherweise als gegeben angenom-
men. Diese Annahme mag bei Einzelfallstudien, bei Kooperationen mit industriellen Part-
nern oder bei Forschungsprojekten, die ein Budget für die Ermittlung dieser Daten vorse-
hen, gerechtfertigt sein. In praktischen Anwendungsfällen, in denen gerade kleinere Städte 
und Gemeinden ohne entsprechendes Fachwissen und Budget Energiekonzepte für die zu-
künftige Gestaltung ihres Energiesystems entwickeln wollen, sind diese Daten jedoch üb-
licherweise nicht vorhanden und die bestehenden Modelle können nicht angewandt wer-
den. Gründe für die mangelnde Datenverfügbarkeit sind einerseits der mit der 
Datenerhebung verbundene Aufwand, andererseits spielt häufig auch der Datenschutz eine 
große Rolle, da sich bspw. aus Strombedarfsprofilen von Einzelhaushalten potenziell sen-
sible Daten wie Anwesenheit, Geräteausstattung und -nutzung ableiten lassen. Selbst wenn 
Daten zum Energiebedarf, z. B. durch Kooperationen mit lokalen Stadtwerken, in Erfah-
rung gebracht werden können, werden weiterhin insbesondere Daten zu den lokalen Po-
tenzialen für erneuerbare Energien benötigt. Die Ermittlung dieser Potenziale ist üblicher-
weise kostspielig und muss von Experten, z. B. spezialisierten Ingenieurbüros, 
durchgeführt werden. Daher kommt diese Literaturübersicht wie auch Keirstead et al. 
(2012a) zu dem Schluss, dass die Verfügbarkeit von Inputdaten eine der wesentlichen Her-
ausforderungen bei der Entwicklung und Anwendung von Modellen zur Analyse und Op-
timierung urbaner Energiesysteme darstellt. Dies führt dazu, dass bisherige Modelle meist 
auf eine Anwendung maßgeschneidert und nicht universell anwendbar sind. Durch diese 
fehlende Übertragbarkeit bleibt der tatsächliche Nutzen dieser Modelle meist weit hinter 
ihrem jeweiligen Potenzial zurück. 
Ein weiteres Problem bei der exogenen Eingabe von Daten betrifft die Aktualität dieser 
Daten. Modelle, die nicht (mehr) aktiv gepflegt werden, verwenden meist veraltete Daten, 
die teilweise auch nicht in aktuellerer Form verfügbar sind. Abhilfe könnte hier die Nut-
zung von aktuellen Daten schaffen, die z. B. von Internetdiensten über eine Schnittstelle 
direkt durch das ausführende Modell abgefragt werden. Insbesondere für geographische 
und meteorologische Daten sind inzwischen diverse öffentlich zugängliche Schnittstellen 
im Internet verfügbar. 
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Entscheidungsträger, die Forschungsmodelle für ihre Fragestellungen einsetzen möchten, 
stehen zudem vor dem Problem der Komplexität bei der Modellbedienung. Die meisten 
Modelle sind zwar durch wissenschaftliche Arbeiten dokumentiert, dies betrifft jedoch im 
Wesentlichen nur die Methodik und nicht die Bedienung des Modells. Da meist keine gra-
fische Benutzeroberfläche zur Verfügung steht, ist die Anpassung dieser Modelle an spe-
zifische Fallstudien häufig mit einem prohibitiven Aufwand verbunden. 
Eine weitere wesentliche Herausforderung bei der Energiesystemmodellierung ist die 
Wahl des Komplexitätsgrades. Einerseits müssen Modelle detailliert genug sein, um die 
Realität in Bezug auf die Fragestellung adäquat abzubilden. Gerade für die Abbildung er-
neuerbarer Energien wird eine hohe räumliche (aufgrund der verteilten Potenziale) und 
zeitliche (aufgrund der fluktuierenden Erzeugung) Auflösung gefordert (Pfenninger et al. 
2014). Andererseits steigt insbesondere bei Optimierungsmodellen mit dem räumlichen 
und zeitlichen Umfang und der Auflösung jedoch auch die Rechendauer stark an. Mögliche 
Lösungen für diese Herausforderung bieten z. B. myopische Verfahren (vgl. Babrowski et 
al. 2014). Diese sind jedoch für bestimmte Probleme, wie z. B. der Bestimmung eines kos-
tenminimalen Transformationspfades für ein Energiesystem unter Einhaltung von Emissi-
onsminderungszielen, ungeeignet. Daher sollen im Rahmen dieser Arbeit auch Methoden 
zur Reduzierung der Rechenzeit bei optimierenden Energiesystemmodellen erprobt und 
implementiert werden. 
Die vorliegende Arbeit soll die skizzierten Herausforderungen bei der Modellierung urba-
ner Energiesysteme bewältigen und somit die bestehende Modellierungspraxis in den ge-
nannten Bereichen verbessern. Aus diesem Anspruch lassen sich eine Reihe von Anforde-
rungen an die Modellentwicklung im Rahmen dieser Arbeit ableiten: 
 Bestimmung des Transformationspfades zur optimalen Gestaltung des städtischen 
Energiesystems unter Berücksichtigung der Ziele der Gemeinde 
 Berücksichtigung der Sektorkopplung, insb. Nutzung von Synergieeffekten zwi-
schen Strom- und Wärmesektor 
 Berücksichtigung der Interaktionen zwischen Technologien und Ermittlung opti-
maler Technologiekombinationen 
 intuitive Bedienung mittels grafischer Benutzeroberfläche zur Anpassung an spezi-
fische Fragestellungen und Gewährleistung der Übertragbarkeit 
 Implementierung von automatisierten Methoden zur modellendogenen Bestim-
mung der benötigten Input Daten, insb. der Energienachfrage und lokaler Res-
sourcen 
 Nutzung frei verfügbarer, „offener“ Daten 
 Entwicklung von Strategien zur Bewältigung der Rechenkomplexität bei hohem 
Detaillierungsgrad 
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Weiterhin sollen in der vorliegenden Arbeit auch die Defizite bestehender Modelle in den 
jeweiligen Teilbereichen, z. B. Modellierung der städtischen Wärmenachfrage und Poten-
zialermittlung erneuerbarer Energien, identifiziert und durch eigene Methoden verbessert 
werden. In den jeweiligen Kapiteln wird dabei nochmals kurz diskutiert, in welchen Berei-
chen die entwickelte Methode über den bisherigen Stand der Forschung hinausreicht. 
2.5 Methodische Grundlagen 
Dieser Abschnitt erläutert einige der grundlegenden methodischen Konzepte, die im Rah-
men dieser Arbeit verwendet werden. Zunächst werden einige Methoden aus dem Bereich 
der Geoinformatik erläutert, diese kommen insb. bei der Bestimmung der Potenziale für 
erneuerbare Energien (Kapitel 4) zum Einsatz. Die Methoden aus dem Bereich der mathe-
matischen Optimierung sind v. a. für Kapitel 5 relevant, während die Methoden zur Wirt-
schaftlichkeitsbewertung sowie zur Berechnung von Stromgestehungskosten in mehreren 
Teilbereichen der Arbeit verwendet werden. 
2.5.1 Geoinformatik 
Bei der methodischen Vorgehensweise dieser Arbeit kommen verschiedene Daten, Metho-
den und Algorithmen aus dem Bereich der Geoinformatik zum Einsatz. Dieser Abschnitt 
vermittelt einige grundlegende Konzepte, die im späteren Verlauf der Arbeit benutzt wer-
den. Weitere Details können z. B. Bishop und Grubesic (2016) entnommen werden. 
Geographische Daten können auf zwei Arten digital abgebildet werden: bei Vektordaten 
sind alle Objekte aus den Grundtypen Punkt, Linie und Fläche aufgebaut. Punkte verfügen 
über Geokoordinaten und können zu Linien, und diese wiederum zu Flächen aggregiert 
werden. Rasterdaten beschreiben üblicherweise keine geographischen Objekte, sondern 
werden meist verwendet, um räumliche Variationen eines oder mehrerer Parameter darzu-
stellen. Während die Auflösung von Vektordaten theoretisch unbeschränkt (praktisch aber 
durch die Messgenauigkeit der Geokoordination dennoch begrenzt) ist, ist die Auflösung 
von Rasterdaten stets durch die Größe der verwendeten Gitterzellen charakterisiert. In die-
ser Arbeit werden u. a. Vektordaten von OpenStreetMap (OSM 2018), z. B. die Lage von 
Gebäuden innerhalb einer Stadt, verwendet. Ein Beispiel für in dieser Arbeit verwendete 
Rasterdaten sind die Daten der Shuttle Radar Topography Mission (SRTM, NASA 2015), 
die mit einer Auflösung von 3 Bogensekunden die Geländehöhe abbilden. 
Für Positionsangaben auf der Erde wird heute üblicherweise das Referenzsystem World 
Geodetic System 1984 (kurz WGS 84) verwendet. Geokoordinaten werden dabei in Form 
von Längen- und Breitengraden angegeben. Der Längengrad ist ein Winkel, der ausgehend 
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vom Nullmeridian von 0° bis 180° in östlicher und bis -180° in westlicher Richtung ge-
messen wird, während der Breitengrad ausgehend vom Äquator von 0° bis 90° zum Nord-
pol und bis -90° zum Südpol angegeben wird. 
Bei einer Kartenprojektion wird die gekrümmte Oberfläche der Erde durch mathematische 
Transformationen auf eine zweidimensionale Fläche übertragen. Dieser Prozess ist stets 
fehlerbehaftet, da keine Form der Kartenprojektion sowohl Fläche, Entfernung, als auch 
Winkel korrekt übertragen kann. Daher können je nach Anwendungsfall verschiedene Pro-
jektionen verwendet werden. 
In dieser Arbeit werden alle Koordinaten im WGS84 Format vorgehalten, für die Berech-
nung von Flächeninhalten wird jedoch stets die flächentreue Azimutalprojektion ETRS89-
LAEA (kurz für „Europäisches Terrestrisches Referenzsystem 1989 - Lambert azimuthal 
equal-area projection“) verwendet. Für die Darstellung von Karten kommt hingegen die 
Web Mercator Projektion zum Einsatz, die u. a. auch bei populären Kartendiensten wie 
Google Maps, Bing Maps und OpenStreetMap verwendet wird. Die Berechnung von Ent-
fernungen erfolgt über die Bestimmung der Großkreisentfernung. Hierbei wird die Krüm-
mung der Erdoberfläche berücksichtigt, indem der Winkel zwischen zwei Punkten berech-
net und anschließend mit dem Erdradius multipliziert wird. Weitere im Rahmen dieser 
Arbeit implementierte geographische Operationen sind u. a. die Berechnung von Winkeln, 
Pufferzonen, geometrischen Schwerpunkten sowie (gewichtete) Voronoi-Zerlegungen. 
Als Quelle für geographische Daten wird in dieser Arbeit meist die freie Weltkarte OpenSt-
reetMap (OSM) verwendet. Dabei handelt es sich um eine weltweite Geodatenbank, die 
von freiwilligen Nutzern kollaborativ gepflegt wird und kostenlos und frei nutzbar ist. 
„Frei“ bedeutet in diesem Zusammenhang auch, dass OSM im Gegensatz zu Kartendiens-
ten wie z. B. Google Maps die Nutzung der „rohen“ Geodaten (Vektordaten) erlaubt. Die 
Lizenz (ODbL, vgl. Open Data Commons 2018) erlaubt zudem die Weitergabe, Verände-
rung, sowie die Nutzung der Daten für wissenschaftliche und kommerzielle Zwecke („O-
pen Data“). 
Das Datenmodell von OSM erlaubt Punkte („nodes“), Linien, bzw. Pfade („ways“) und 
Relationen („relations“), welche wiederum mehrere Punkte und Linien gruppieren und so-
mit komplexere Strukturen wie Flächen oder administrative Grenzen darstellen können. 
Sämtliche Objekte können mit semantischen Informationen versehen werden („Tagging“), 
die in Form von Schlüssel-Wert Paaren („key=value“) formuliert werden. Eine Fläche kann 
so z. B. mit dem Tag „building=residential“ als Wohngebäude markiert werden14. 
                                                                  
14 Eine Übersicht der gebräuchlichsten Tags bietet https://taginfo.openstreetmap.org/ 
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Seit seiner Gründung im Jahr 2004 ist das Projekt stetig gewachsen, so dass zum Stand 
April 2018 bereits 4,5 Mio. Benutzer registriert waren, die 4,4 Mrd. Punkte, 487 Mio. Li-
nien und 5,7 Mio. Relationen kartografiert haben15. Aufgrund der freiwilligen und kolla-
borativen Struktur des OSM-Projekts ist die Quantität und Qualität der vorhandenen Daten 
sehr heterogen. Abb. 10 visualisiert die weltweite Verteilung der Dichte der in OSM kar-
tografierten Einzelpunkte. 
 
Abb. 10: Globale Dichteverteilung der in OpenStreetMap kartografierten Einzelpunkte. Quelle: Raifer (2017a). 
Während gerade in abgelegenen Regionen der Welt häufig nur wenige Daten vorhanden 
sind, gehören Zentraleuropa und insb. Deutschland zu den am besten kartografierten Regi-
onen. Das in OSM abgebildete Straßennetz kann dort inzwischen als vollständig betrachtet 
und problemlos z. B. zur Navigation verwendet werden. Der Gebäudebestand ist etwas un-
vollständiger abgebildet: Während die offiziellen Liegenschaftskarten etwa 49 Mio. Ge-
bäude in Deutschland beinhalten (Behnisch et al. 2012), sind bei OSM aktuell ca. 27 Mio. 
Gebäude abgebildet (OSM Datenbank, Stand Februar 2018). Da bei OSM jedoch häufig 
beobachtet werden kann, dass z. B. bei Reihenhäusern zusammenhängende Blöcke zu ei-
nem Gebäudeblock zusammengefasst werden und damit weniger Einzelgebäude abbilden 
                                                                  
15 https://www.openstreetmap.org/stats/data_stats.html 
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als tatsächlich vorhanden sind (Götz 2012), kann dennoch davon ausgegangen werden, 
dass ein Großteil der deutschen Gebäudefläche in OSM bereits abgedeckt ist. 
2.5.2 Mathematische Optimierung 
Dieser Abschnitt erläutert einige Grundkonzepte der mathematischen Optimierung, die 
teilweise zum Verständnis der verwendeten Begriffe im weiteren Verlauf der Arbeit benö-
tigt werden. Ausführlichere Erläuterungen der angesprochenen Konzepte werden z. B. von 
Nickel et al. (2014) beschrieben. 
Die mathematische Optimierung beschäftigt sich mit der Bestimmung der optimalen Werte 
für eine (meist große) Anzahl an Variablen. Die Qualität einer Lösung kann dabei anhand 
der Zielfunktion gemessen werden. Der zulässige Wertebereich der Variablen wird unter 
Verwendung von Nebenbedingungen eingeschränkt. Die Klasse der linearen Programme 
(LP) beschreibt Probleme mit linearer Zielfunktion und Variablen aus dem Bereich der 
reellen Zahlen. Diese Probleme können folgendermaßen formal beschrieben werden: 
𝑚𝑖𝑛
    
          ,  ≥ 0  , (2.1) 
wobei   Variablen,   und   Vektoren, und   eine Matrix darstellen. LP- Probleme lassen 
sich mit Hilfe des Simplex-Verfahrens, welches, vereinfacht dargestellt, die Grenzen des 
zulässigen Lösungsbereichs durchläuft bis keine Verbesserung mehr möglich ist, lösen. 
Weitere Lösungsverfahren sind durch Innere-Punkte-Verfahren gegeben. Diese nähern 
sich der optimalen Lösung durch das Innere des zulässigen Bereichs an und können dem 
Simplex-Algorithmus insbesondere bei sehr großen Problemen und dünn besetzten Matri-
zen überlegen sein. 
Bei der gemischt-ganzzahligen linearen Programmierung (mixed-integer linear program-
ming, MILP) gelten für einige der Variablen Ganzzahligkeitsbedingungen. Dies kann zum 
Beispiel dann nötig sein, wenn binäre Entscheidungen getroffen werden müssen, z. B. ob 
eine Anlage gebaut werden soll oder nicht. Die formale Beschreibung dieser Problemklasse 
lässt sich folgendermaßen darstellen: 
𝑚𝑖𝑛
    ,    ℤ
𝑛 
          ,  ≥ 0  . 
(2.2) 
Durch die Ganzzahligkeitsbedingungen sind MILPs im Allgemeinen wesentlich schwerer 
zu lösen als LPs. Das beste bisher bekannte Lösungsverfahren ist das Branch-and-Cut Ver-
fahren, welches eine Kombination des Branch-and-Bound- mit dem Schnittebenenverfah-
ren darstellt (Nickel et al. 2014). Die Grundidee des Branch-and-Bound Verfahrens ist es, 
zunächst die Ganzzahligkeitsbedingungen zu entfernen und mit Hilfe des Simplex- oder 
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eines Innere-Punkte-Verfahrens die LP-Relaxierung des Problems zu lösen. Falls die LP-
Lösung die Ganzzahligkeitsbedingungen erfüllt, ist bereits die global optimale Lösung für 
das MILP gefunden. Ansonsten wird das Problem sukzessive in Teilprobleme aufgespalten 
(branching), wobei jeweils der zulässige Bereich der Variablen eingeschränkt wird. Wenn 
z. B. für eine Binärvariable (die im MILP also nur die Werte 0 oder 1 annehmen darf) bei 
der Lösung der LP-Relaxierung ein optimaler Wert von 0,8 gefunden wurde, wird das 
Problem in zwei Teilprobleme aufgespalten. Eines dieser Teilprobleme wird um eine un-
tere Schranke von 0, das andere mit einer oberen Schranke von 1 für diese Variable erwei-
tert (d. h. die Variable wird in diesen Teilproblemen effektiv auf 0, bzw. auf 1 gesetzt). 
Wenn es nun gelingt, optimale Lösungen für diese Teilprobleme zu finden, ist die bessere 
der beiden Lösungen offensichtlich auch optimal für das ursprüngliche Problem. Daher 
kann, solange weiterhin Variablen vorliegen, die ihre Ganzzahligkeitsbedingungen verlet-
zen, mit den Teilproblemen auf die gleiche Weise verfahren werden, wodurch ein Lösungs-
baum aufgespannt wird. Wenn an einer beliebigen Stelle des Baumes alle Ganzzahligkeits-
bedingungen erfüllt sind, ist eine zulässige Lösung gefunden – ein weiteres Verzweigen ist 
also nicht mehr nötig. Die jeweils beste bisher gefundene zulässige Lösung stellt eine obere 
Grenze für das Problem dar – schlechtere Lösungen müssen nicht mehr akzeptiert werden. 
Wenn nun also in einem Teilproblem eine schlechtere Lösung gefunden wird, muss dieser 
Zweig nicht weiter verfolgt werden (bound). Gleichzeitig stellt die beste Lösung aller ak-
tiven LP-Teilprobleme zu jedem Zeitpunkt eine untere Grenze für das Problem dar – eine 
bessere Lösung ist nicht möglich. Die Entfernung der oberen von der unteren Grenze wird 
als Gap bezeichnet – wenn dieser den Wert 0 erreicht, ist die optimale Lösung für das MILP 
gefunden. Somit kann auch zu jedem Zeitpunkt angegeben werden, wie weit die aktuelle 
Lösung maximal vom globalen Optimum entfernt ist. Bei einem Gap von 5% ist z. B. nach-
gewiesen, dass die gefundene Lösung maximal 5% schlechter als die global optimale Lö-
sung ist (ggfs. könnte sie aber auch schon die optimale Lösung sein, falls im weiteren Ver-
lauf der Suche keine bessere zulässige Lösung gefunden wird). Die Dauer zur Lösung 
solcher Probleme kann exponentiell mit der Anzahl der ganzzahligen Variablen ansteigen. 
Gleichzeitig wird häufig schon nach vergleichsweise kurzer Dauer eine gute zulässige Lö-
sung gefunden, der Nachweis der Optimalität dieser Lösung kann jedoch sehr lange dauern. 
Daher wird in der Praxis oft auch ein Gap größer als 0 akzeptiert. 
2.5.3 Wirtschaftlichkeitsbewertung von Investitionsgütern 
Bei der betriebswirtschaftlichen Bewertung von Investitionsgütern und Anlagen kommt 
eine Reihe von dynamischen Verfahren der Wirtschaftlichkeitsberechnung zur Anwen-
dung. Von Relevanz für die vorliegende Arbeit sind dabei insbesondere die Kapitalwert-
methode, die Annuitätenmethode und die Amortisationsmethode: 
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 Der Kapitalwert K stellt den erwirtschafteten Überschuss einer Investition am An-
fang des Betrachtungszeitraums (𝑡 = 0) dar (VDI 6025). 
𝐾 = −  + ∑









𝐸𝑡 Einnahmen in 𝑡 (€), 
 𝑡 Ausgaben in 𝑡 (€), 
𝑖 kalkulatorischer Zinssatz (%/a). 
 
 Die Annuität a stellt eine Verteilung des Kapitalwertes auf die Projektdauer dar. 
𝑎 = 𝐾 ∗  𝑁𝐹𝑡,𝑖 = 𝐾 ∗
(1 + 𝑖)𝑡 ∗ 𝑖
(1 + 𝑖)𝑡 − 1
 , (2.4) 
mit: 
 𝑁𝐹𝑡,𝑖 Annuitätenfaktor. 
 
 Die Amortisationsrechnung ermöglicht die Ermittlung des Rückgewinnungszeit-
raums für das eingesetzte Kapital. Die Amortisationsdauer ist somit der Zeitraum, 
in dem der Kapitalwert den Wert Null erreicht und kann als Kriterium zur Risi-
koabschätzung des eingesetzten Kapitals bzw. zur Beurteilung der zukünftigen 
Liquidität des Investors aufgrund der Kapitalrückflüsse verwendet werden. Eine 
Investition ist nur dann wirtschaftlich, wenn die Amortisationsdauer kleiner als 
die Nutzungsdauer ist. Zur Ermittlung der Amortisationsdauer können die Bar-
werte der Einzahlungsüberschüsse (𝐸𝑡 −  𝑡) gebildet und so lange addiert wer-
den, bis sie der Anfangsauszahlung    entsprechen. 
Eine entscheidende Annahme für alle Wirtschaftlichkeitsbetrachtungen, insbesondere bei 
Projekten mit Nutzungsdauern von mehreren Jahrzehnten, ist der kalkulatorische Zinssatz 
bzw. die Diskontierungsrate. Der Kalkulationszinsfuß bei Mischfinanzierung aus Eigen- 
und Fremdkapital unter Berücksichtigung der Inflationsrate (VDI 6025) berechnet sich zu  
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  Fremdkapitalanteil, 
𝛽 Inflationsrate. 
 
2.5.4 Stromgestehungskosten und Kostenpotenzialkurven 
Zum Vergleich der Wirtschaftlichkeit unterschiedlicher Erzeugungsoptionen werden in der 
Energiewirtschaft häufig die Stromgestehungskosten (engl. levelized costs of electricity, 
kurz LCOE) herangezogen. Diese geben die über die Nutzungsdauer einer Anlage gemit-
telten und auf das Basisjahr diskontierten, durchschnittlichen Kosten der Stromerzeugung 
an. Das Verfahren lässt sich analog auch für die Berechnung der Gestehungskosten von 
z. B. Wärme anwenden. 
Die Stromgestehungskosten  𝑚 (€/kWh) werden berechnet, indem die gesamten Ausgaben 
(Investition und Betriebsausgaben)16 eines Systems durch die gesamte Stromerzeugung di-
vidiert werden, wobei beide Werte über die gesamte kalkulatorische Nutzungsdauer der 
Anlage betrachtet und auf das Basisjahr diskontiert werden (vgl. z. B. Konstantin 2013, S. 
169): 
 𝑚 =
𝐼 + ∑  𝑡 ∗ (1 + 𝑖)
−𝑡𝑛
𝑡= 
∑ 𝑊𝑡 ∗ (1 + 𝑖)
−𝑡𝑛
𝑡= 
 , (2.6) 
mit: 
 𝑚 Durchschnittliche Stromgestehungskosten (€/kWh), 
𝐼  Investition (€), 
𝑡 Jeweiliges Betriebsjahr, 
𝑛 Kalkulatorische Nutzungsdauer, 
 𝑡 Betriebsausgaben im Jahr 𝑡 (€/a), 
𝑖 kalkulatorischer Zinssatz (%/a), 
𝑊𝑡 Produzierte Strommenge (kWh/a). 
 
                                                                  
16 Die weitere Verwendung der Begriffe Investitionen, Kosten und Ausgaben entspricht aus Gründen der Les-
barkeit dem etablierten Gebrauch im Forschungsumfeld dieser Arbeit – auch wenn die Terminologie ggfs. 
nicht immer den im betrieblichen Rechnungswesen geläufigen Definitionen entspricht. 
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Stehen verschiedene Erzeugungsoptionen zur Verfügung, können diese mit Hilfe so ge-
nannter Kosten-Potenzialkurven zusammengefasst und miteinander verglichen werden. 
Dabei werden zunächst die Optionen anhand ihrer spezifischen Stromgestehungskosten 
aufsteigend sortiert. Jede Option kann nun als „Stufe“ auf einem Diagramm eingezeichnet 
werden. Die Position auf der y-Achse wird dabei durch die Stromgestehungskosten, die 
Position auf der x-Achse durch die aggregierte Stromerzeugung aller Optionen, die güns-
tiger als diese Stromgestehungskosten sind, bestimmt. 
Eine Kosten-Potenzialkurve ist somit ein einfaches Werkzeug zur Erfassung und Visuali-
sierung der vorhandenen Stromerzeugungspotenziale in einer Region. Sie kann auch ge-
nutzt werden, um intuitiv zu bestimmen, welche Strommenge erzeugt werden könnte, wenn 
ein bestimmter Preis, z. B. der aktuelle Strompreis, zum Vergleich angesetzt wird. Bei-
spiele für die Darstellung der Potenziale für erneuerbare Energien in Form von Kostenpo-
tenzialkurven finden sich in Kapitel 6 dieser Arbeit. 
Das Konzept der Kosten-Potenzialkurven lässt sich bspw. auch auf Energieeffizienzmaß-
nahmen anwenden, wobei dann auf der x-Achse die Primärenergieeinsparungen oder auch 
die Emissionsminderung und auf der y-Achse die zugehörigen spezifischen Kosten abge-
tragen werden (z. B. €/kWh oder €/tCO2). 
Bei der Evaluierung von Technologien anhand dieser einfachen Kennzahlen sollte jedoch 
stets berücksichtigt werden, dass diese nicht alle Aspekte berücksichtigen. So muss z. B. 
bei PV und Windkraftanlagen berücksichtigt werden, dass diese ein vorgegebenes Strom-
erzeugungsprofil liefern und nicht flexibel anhand der Nachfrage gesteuert werden können. 
Bei hohen Anteilen erneuerbarer Energien sollten daher auch Systemintegrationskosten, 
die z. B. durch die Notwendigkeit von Speichern oder den Ausbau des Stromnetzes benö-
tigt werden, berücksichtigt werden. Weitere Faktoren, die bei den Stromgestehungskosten 
häufig keine Berücksichtigung finden, sind externe Effekte wie bspw. Luftverschmutzung 
oder Lärmbelästigung. 
 
In den folgenden Kapiteln erfolgt die Beschreibung der im Rahmen dieser Arbeit entwi-
ckelten Methodik, die an verschiedenen Stellen auf die im vorliegenden Abschnitt erläu-
terten Grundlagen Bezug nimmt. 
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3 Übertragbare Methoden zur 
Bestimmung von Nachfrage, 
Technologiebestand und 
Infrastruktur eines urbanen 
Energiesystems 
Dieses Kapitel beschreibt die im Rahmen der Arbeit entwickelten Methoden zur Charak-
terisierung der Nachfragestruktur einer Gemeinde. Diese Methoden bilden einen Teil des 
Modellierungswerkzeugs RE³ASON (Renewable Energy and Energy Efficiency Analysis 
and System OptimizatioN), das im Rahmen dieser Arbeit zur Analyse und Optimierung 
urbaner Energiesysteme entwickelt wurde. Sämtliche hier beschriebenen Methoden sind 
automatisiert und können mit dem RE³ASON-Modell auch eigenständig genutzt werden, 
um bspw. einen schnellen Überblick über die Nachfragestruktur einer Gemeinde zu gewin-
nen oder um den Gebäudebestand zu analysieren. 
Zunächst wird in Abschnitt 3.1 die Vorgehensweise bei der Auswahl und Regionalisierung 
des Untersuchungsgebietes beschrieben. Abschnitt 3.2 beschreibt die Vorgehensweise bei 
der Modellierung des Gebäude- und Technologiebestandes. Zur Abschätzung des Energie-
bedarfs in Wohngebäuden werden detaillierte Bottom-Up Methoden verwendet, welche in 
Abschnitt 3.3 beschrieben sind. Für die Modellierung des Energiebedarfs in Nichtwohnge-
bäuden wird hingegen ein Top-Down Ansatz verwendet (Abschnitt 3.4). Anschließend 
folgt ein Abschnitt zur Modellierung der Energieinfrastruktur (Abschnitt 3.5). Technische 
Angaben zur Implementierung der vorgestellten Methoden finden sich in Kapitel 5.7. 
3.1 Definition und Regionalisierung des 
Untersuchungsgebietes 
Zur Definition des Untersuchungsgebietes kann auf die in der Europäischen Union gültige 
NUTS Systematik (französisch für Nomenclature des unités territoriales statistiques) Be-
zug genommen werden. Diese identifiziert räumliche Bezugseinheiten in Anlehnung an die 
Verwaltungsgliederung der einzelnen Länder. Die Lage dieser administrativen Verwal-
tungsgrenzen kann über die freie Weltkarte OpenStreetMap bezogen werden. Hier sind die 
Verwaltungsgrenzen mit den Schlagwörtern (Tags) „boundary=administrative“, sowie 
„admin_level=x“ versehen, wobei x angibt, um welche Art von Grenze es sich handelt (vgl. 
Tabelle 2). 
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Tabelle 2: Vergleich verschiedener Hierarchie-Ebenen in Deutschland mit der NUTS-Klassifizierung und ver-
wendete Kennzeichnungen in OpenStreetMap. 
Hierarchie-Ebene NUTS admin_level 
Bund NUTS 0 2 
Bundesland NUTS 1 4 
Regierungsbezirke NUTS 2 5 
Landkreis / kreisfreie Stadt / Stadtkreis  NUTS 3 6 
Amtsgemeinde, Verwaltungsgemeinschaft LAU 1 7 
Stadt, Gemeinde LAU 2 8 
Stadtbezirk / Gemeindeteil mit Selbstverwaltung - 9 
Stadtteil / Gemeindeteil ohne Selbstverwaltung - 10 
Stadtviertel - 11 
 
Das Untersuchungsgebiet wird im RE³ASON-Modell zudem üblicherweise regionalisiert, 
d. h. in kleinere Einheiten unterteilt. Die Anzahl, Größe und Form dieser Einheiten ist fle-
xibel und kann über die graphische Oberfläche angepasst werden. In den Analysen im Rah-
men dieser Arbeit (vgl. Kapitel 6) werden meist Stadtbezirke oder Stadtteile (admin_level 
9 oder 10) unterschieden. In größeren Städten gibt es häufig auch eine regionale Gliederung 
nach Postleitzahlen-Gebieten, welche ebenfalls zur Regionalisierung verwendet werden 
können. Vor allem in kleineren Gemeinden sind die administrativen Grenzen der unter-
schiedlichen Gemeindeteile oft nicht formal festgelegt, es gibt jedoch meist eine Punkt-
Markierung zur Beschriftung einzelner Gemeindeteile in OpenStreetMap. In diesen Fällen 
können diese Punkte als Zentren für eine Zerlegung des Gebietes durch ein Voronoi-Dia-
gramm verwendet werden. Falls die Punkte in OpenStreetMap zusätzlich mit dem Schlag-
wort „population“ versehen sind, werden die Bevölkerungszahlen der Gemeindeteile dabei 
als Gewichte für die Größen der jeweiligen Flächen verwendet. Für die Erzeugung der 
Polygone wird dabei ein Algorithmus verwendet, der die bekannte Methode der Voronoi-
Zerlegung um die Möglichkeit der Gewichtung erweitert (Nocaj und Brandes 2012). Eine 
weitere Möglichkeit der Regionalisierung besteht in der Zerlegung des Gebietes auf Basis 
von Umspannwerken des Stromnetzes, sofern diese in OpenStreetMap verfügbar sind. Ta-
belle 3 liefert einen Überblick über die Möglichkeiten der Regionalisierungsmethoden und 
Abb. 11 zeigt zwei Beispiele für die Unterteilung anhand administrativer Grenzen und mit 
Hilfe der Voronoi-Zerlegung. 
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Abb. 11: Regionalisierung der kreisfreien Stadt Karlsruhe unter Verwendung der administrativen Grenzen der 
Stadtteile (links), sowie Voronoi-Zerlegung anhand der Punktmarkierungen der Stadtteile 
(rechts). Quelle: Eigene Darstellung mit Kartendaten von OSM (2018). 
Falls in OpenStreetMap keine verwertbaren Informationen zur Regionalisierung des Un-
tersuchungsgebietes vorhanden sind, oder falls eine gleichmäßige Größe der unterschied-
lichen Regionen gewünscht ist, ermöglicht das Modell auch eine Zerlegung des Untersu-
chungsgebietes in quadratische oder hexagonale Rasterzellen (Abb. 12). Die Größe und 
Startposition der Rasterzellen kann dabei frei gewählt werden. 
 
Abb. 12: Regionalisierung der kreisfreien Stadt Karlsruhe unter Verwendung einer quadratischen (links) und 
hexagonalen (rechts) Rasterstruktur. Quelle: Eigene Darstellung mit Kartendaten von OSM 
(2018). 
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Das RE³ASON-Modell ist konzipiert für die Analyse der Energiesysteme von Städten und 
Gemeinden. Prinzipiell können zwar Regionen beliebiger Größe betrachtet werden, auf-
grund des hohen Detaillierungsgrades führt die Untersuchung von größeren Gebieten (z. B. 
Bundesländern) insbesondere bei der Berechnung der Potenziale für erneuerbare Energien 
(vgl. Kapitel 4) jedoch zu außerordentlich hohen Anforderungen an Rechenzeit und Ar-
beitsspeicher, so dass für diese Analysen eine Aufteilung des Untersuchungsgebietes in 
kleinere Einheiten empfohlen wird. In den Modellanwendungen im Rahmen dieser Arbeit 
(vgl. Kapitel 6) werden üblicherweise Gebiete der Hierarchie-Ebenen NUTS 3 (Kreise o-
der kreisfreie Städte) oder LAU 2 (Local Adminsitrative Unit 2, Gemeinden) untersucht. 
3.2 Modellierung des Gebäude- und 
Technologiebestands17 
Da es aufgrund von Komplexitätsbeschränkungen nicht möglich ist, die Nachfrage, sowie 
die Investitions- und Einsatzentscheidungen für alle Technologien jedes Gebäudes einer 
Stadt einzeln zu modellieren, verwendet das RE³ASON-Modell Gebäudetypen, um den 
Gebäudebestand abzubilden. Jeder Gebäudetyp repräsentiert dabei eine bestimmte Grö-
ßen- und Baualtersklasse und hat eine vorgegebene Anfangsausstattung mit Technolo-
gien18. 
Der Fokus dieser Arbeit liegt auf der Modellierung des Wohngebäudebestandes, daher 
werden alle Nichtwohngebäude zu einem Typ zusammengefasst. Für Wohngebäude erfolgt 
jedoch eine wesentlich genauere Differenzierung. Im Rahmen der EU-Projekte TABULA 
(„Typology Approach for Building Stock Energy Assessment“) und EPISCOPE („Energy 
Performance Indicator Tracking Schemes for the Continuous Optimisation of Refurbish-
ment Processes in European Housing Stocks“) wurden 20 nationale Gebäudetypologien 
zur energetischen Bewertung des Wohngebäudebestands in den jeweiligen europäischen 
Ländern entwickelt (IWU 2016). Die deutsche Wohngebäudetypologie (IWU 2015) defi-
niert 40 Basis-Gebäudetypen, die jeweils durch ein bestimmtes Baualter sowie eine der 
Gebäudegrößenklassen Einfamilienhaus (EFH), Reihenhaus (RH), Mehrfamilienhaus 
(MFH) und großes Mehrfamilienhaus (GMH) charakterisiert sind. Für jeden Gebäudetyp 
sind in der Typologie wichtige Merkmale wie Grundfläche und Volumen des Gebäudes, 
                                                                  
17 Die Inhalte dieses Abschnittes entstammen zum Teil der Veröffentlichung „Investigating the Energy Perfor-
mance of Buildings with a 3D City Model and Thermal Simulation: Results from the Urban Transition Lab“ 
(Murshed et al. 2017). 
18 Der Begriff Technologie bezieht sich im Rahmen dieser Arbeit auf Technologien zur Energieumwandlung, 
wie z. B. Heiztechnologien, erneuerbare Energien, aber auch Haushaltsgeräte. 
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Anzahl der Stockwerke, Dach- und Kellertyp, sowie insbesondere die typischen Oberflä-
chen und Wärmedurchgangskoeffizienten der verschiedenen Bauteile (Dach, Außen-
wände, Fenster, Türen, Fußboden) angegeben. 
Diese Wohngebäudetypologie dient im Folgenden als Grundlage für die Erstellung einer 
an das jeweilige Untersuchungsgebiet angepasste Gebäudetypologie. Abb. 13 zeigt eine 
Übersicht der Vorgehensweise für die Modellierung des lokalen Wohngebäudebestands, 
die im Folgenden näher erläutert wird. 
 
Abb. 13: Schematische Vorgehensweise bei der Erstellung der angepassten Gebäudetypologie und Klassifizie-
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Die Vorgehensweise ist dabei in die Schritte 1 bis 6 gegliedert: 
1. Analyse der Gebäudegrundrisse 
Sämtliche Gebäudegrundrisse innerhalb der betrachteten Gemeinde werden aus der O-
penStreetMap Datenbank (OSM 2018) bezogen. Anschließend werden für jedes Gebäude 
die Größe und der Mittelpunkt der Grundfläche bestimmt. 
2. Analyse der Gebäudetypenverteilung 
Aus der Zensusdatenbank der Statistischen Ämter des Bundes und der Länder (Destatis 
2014) liegen für jede 1 km²-Rasterzelle in Deutschland Informationen über die Anzahl der 
Wohngebäude sowie über deren Häufigkeitsverteilung über 10 Altersklassen und 10 Ge-
bäudegrößenklassen vor. Diese Daten werden importiert und mit dem Untersuchungsgebiet 
verschnitten, d. h. sämtliche Daten aus Rasterzellen, die nicht vollständig innerhalb des 
Untersuchungsgebietes liegen, werden anhand des Flächenanteils, der noch innerhalb des 
Untersuchungsgebietes liegt, skaliert. Somit wird ein Raster aus bis zu 1 km² großen Zellen 
über das Untersuchungsgebiet gelegt, wobei in jeder dieser Zellen die Häufigkeitsvertei-
lung der Gebäudetypen bekannt ist (vgl. Abb. 14). 




Abb. 14: Auswertung der Daten zum Wohngebäudebestand aus der Zensusbefragung am Beispiel der Karlsru-
her Oststadt. Quelle: Eigene Darstellung mit Daten von Destatis (2014) und OSM (2018). 
Diese Daten werden anschließend so verschnitten und aggregiert, dass sie den Klassen der 
TABULA Gebäudetypologie zugeordnet werden können. Da die Zensuserhebung und die 
TABULA-Klassifizierung unterschiedliche Baualtersklassen verwenden, wird bei den 
Zensusdaten eine Gleichverteilung der Gebäude über alle Jahre ihrer jeweiligen Baualters-
klasse angenommen, diese jahresscharfe Baualtersklassifizierung kann somit den Baual-
tersklassen der TABULA-Klassifizierung zugeordnet werden. Um die 10 Gebäudegrößen-
klassen der Zensuserhebung den 4 Gebäudetypklassen (EFH: Einfamilienhaus, RH: 
Reihenhaus, MFH: Mehrfamilienhaus, GMH: Großes Mehrfamilienhaus) der TABULA-
Klassifizierung zuzuordnen, wird die Zuordnungsmatrix aus Tabelle 4 verwendet. Die Ge-
wichte dieser Tabelle wurden so bestimmt, dass bei Anwendung der Tabelle auf alle Ge-
bäude in Deutschland die Summe der Abweichungen der Gebäudezahlen in den einzelnen 
Klassen minimal ist. Somit kann schließlich jeder 1 km²-Rasterzelle im Untersuchungsge-
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Tabelle 4: Zuordnung der Gebäudegrößenklassen der Zensus 2011 Erhebung zu den Gebäudetypklassen der 
TABULA Gebäudetypologie. 
 TABULA 
Zensus 2011 EFH RH MFH GMH 
Freistehendes Einfamilienhaus 100% 0% 0% 0% 
EFH: Doppelhaushälfte 100% 0% 0% 0% 
EFH: Reihenhaus 55% 45% 0% 0% 
Freistehendes Zweifamilienhaus 0% 25% 75% 0% 
ZFH: Doppelhaushälfte 0% 100% 0% 0% 
ZFH: Reihenhaus 0% 100% 0% 0% 
Mehrfamilienhaus: 3-6 Wohnungen 0% 60% 40% 0% 
MFH: 7-12 Wohnungen 0% 75% 25% 0% 
MFH: 13 und mehr Wohnungen 0% 0% 35% 65% 
Anderer Gebäudetyp 0% 82,5% 0% 17,5% 
 
3. Klassifizierung aller Gebäude zu Gebäudetypen 
Anhand der Gebäudemittelpunkte wird jedes Gebäude aus den OSM-Daten geographisch 
einer der Rasterzellen zugeordnet. Anschließend wird es zu einer der dort vorhandenen 
TABULA-Gebäudetypen klassifiziert. Für diese Klassifizierung werden zwei Merkmale 
berücksichtigt: Tags, die auf Wohn- (z. B. „residential“, „house“, „apartments“, o.ä.) bzw. 
Nichtwohngebäude (z. B. „garage“, „industrial“, „commercial“) schließen lassen, sowie 
die Grundfläche des Gebäudes. Das Gebäude wird dann demjenigen TABULA-Gebäude-
typ zugeordnet, dessen mittlere Grundfläche (die aus den Parametern der TABULA Typo-
logie bekannt ist) am geringsten von der tatsächlichen Grundfläche des Gebäudes ab-
weicht. Da die Zensusdaten nur Wohngebäude, die OSM-Daten jedoch alle Gebäude 
umfassen, werden dabei üblicherweise einige OSM-Gebäude nicht klassifiziert. Da bei der 
Zuordnung nicht nur Tags, sondern auch die Grundfläche abgeglichen wird, haben diese 
verbleibenden Gebäude üblicherweise Grundflächengrößen, die ungewöhnlich für Wohn-
gebäude sind (z. B. Garagen, Fabrik- oder Bürogebäude) und werden in Folge dessen kor-
rekt als Nichtwohngebäude klassifiziert. Ein Beispiel für diese Klassifizierung des Gebäu-
debestands in Wohn- und Nichtwohngebäude ist in Abb. 15 zu sehen. 




Abb. 15: Klassifizierung des OSM-Gebäudebestands in Wohn- (farblich schattiert) und Nichtwohngebäude 
(grau). Quelle: Eigene Darstellung mit Kartendaten von OSM (2018). 
In einigen Regionen kann es vorkommen, dass die OSM-Gebäudedaten unvollständig sind. 
Wenn OSM weniger Gebäude zur Verfügung stellt, als laut Zensusdaten vorhanden sein 
sollten, erzeugt das Modell automatisch generische Gebäude auf Basis der Standardpara-
meter der fehlenden Gebäudetypen, um diese Lücke zu schließen. Diese automatisch ge-
nerierten Gebäude haben keine geografischen Koordinaten und bekommen die statistische 
Grundfläche ihres jeweiligen Gebäudetyps zugewiesen. Somit kann das Modell auch in 
Gegenden mit unvollständigen OSM-Daten zur Klassifizierung des lokalen Gebäudebe-
stands genutzt werden. 
4. Individuelle Anpassung der Gebäudetypen 
Dieser Schritt ist optional und kann genutzt werden, wenn genauere Informationen über 
den lokalen Gebäudebestand vorliegen. Insbesondere wenn die Gebäude vor Ort sich hin-
sichtlich der verwendeten Baumaterialien, Bauteilgrößen oder anderer Parameter wesent-
lich von den Angaben der nationalen Gebäudetypologie unterscheiden, kann die Genauig-
keit der Wärmebedarfsermittlungen damit deutlich verbessert werden (vgl. Abschnitt 
3.3.1). 
In diesem Schritt werden die Parameter der Gebäudetypologie individuell angepasst, um 
den lokalen Gebäudebestand besser zu beschreiben. Wenn beispielweise aus eigener Er-
fahrung oder auf Basis von empirischen Erhebungen bekannt ist, dass die Gebäude eines 
bestimmten Typs im betrachteten Gebiet einen beheizten Dachstock haben, in der nationa-
len Gebäudetypologie aber ein nicht beheizter Dachstock angenommen wird, kann dieser 
Parameter in einem vorbereiteten Excel-Dokument angepasst werden (vgl. Abb. 16). 
Durch Auswahl dieser angepassten Typologie im RE³ASON-Modell werden die veränder-
ten Parameter anschließend bei der Wärmebedarfsermittlung berücksichtigt. Im Rahmen 
einer Anwendung der hier beschriebenen Methodik wurden auf diese Weise im Rahmen 
eines Forschungsprojektes 86 Parameter der nationalen Gebäudetypologie angepasst, um 
den Gebäudebestand der Karlsruher Oststadt genauer abzubilden (vgl. Murshed et al. 
2017). 
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Abb. 16: Beispiele für die Anpassung von Parametern der nationalen Gebäudetypologie an die lokalen Gege-
benheiten der Karlsruher Oststadt. Rot markierte Zellen stehen für modifizierte Parameter. 
Quelle: Eigene Darstellung mit Daten von IWU (2015). 
Als Ergebnis dieser vier Schritte wird somit jedes Gebäude einem bestimmten Typ in einer 
neuen, spezifisch angepassten Gebäudetypologie zugeteilt, die zur Berechnung der Wär-
menachfrage (vgl. Abschnitt 3.3.1) genutzt werden kann. 
5. Allokation von Gebäudeinstanzen 
Bei der Optimierung des städtischen Energiesystems (vgl. Kapitel 5) werden Gebäude über 
Instanzen der hier bestimmten Gebäudetypen abgebildet. Diese Instanzen stellen jeweils 
ein konkretes hypothetisches Gebäude mit bestimmtem Baujahr und einer Anfangsausstat-
tung an bereits vorhandenen Technologien dar. Die Instanziierung erfolgt in Abhängigkeit 
von der lokalen Häufigkeit bestimmter Gebäudetypen. Die Auswahl dieser Gebäudeinstan-
zen ist somit für jede Gemeinde unterschiedlich. Wenn im Optimierungsmodell beispiels-
weise 50 Gebäudeinstanzen abgebildet werden sollen und der lokale Gebäudebestand im 
Wesentlichen aus Mehrfamilienhäusern besteht, dann sollte ein Großteil der erzeugten Ge-
bäudeinstanzen diesem Typ entsprechen. Gibt es keine Gebäude einer bestimmten Baual-
tersklasse, dann müssen die entsprechenden Gebäudetypen auch nicht instanziiert werden. 
Durch diese selektive Auswahl der zu berücksichtigenden Gebäudetypen muss im Opti-
mierungsmodell keine Rechenzeit für lokal unbedeutende Gebäudetypen aufgewendet 
werden. 
Um diese Allokation vorzunehmen, wird das Quotenverfahren mit Restausgleich nach 
größten Bruchteilen nach Hare-Niemayer (vgl. Agricola und Pukelsheim 2017), welches 
z. B. auch für die Sitzplatzverteilung in parlamentarischen Gremien zum Einsatz kommt, 
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Tab.Building Tab.Building Tab.Building Tab.Building Tab.Building Tab.Building Tab.Building Tab.Building Tab.Building Tab.Building Tab.Building Tab.Building Tab.Building Tab.Building Tab.Building Tab.Const.TypeInt
akeVarChar Real Real VarChar VarChar VarChar VarChar Real VarChar Real Real VarChar Real VarChar VarChar Real Real Real Real Real Real Real Real Real Real Real Real Real Real Real Real VarChar
DE.KA_Oststadt.MFH.02.Gen.ReEx.001.001 4 4 UC C C B_N2 0 0 0 0 0 0 0 0 0 102,8 0 148 0 0 102,8 0 63 0 2 0 13,5 13,5 13,5 13,5 0
DE.N.MFH.02.Gen.ReEx.001.002 4 4 UC N C B_N2 0 0 0 0 0 0 0 0 0 102,8 0 146 0 0 102,8 0 54,08 0 2 0 26,395 0 26,395 1,29 0
DE.KA_Oststadt.MFH.02.Gen.ReEx.001.002 4 4 UC N C B_N2 0 0 0 0 0 0 0 0 0 102,8 0 146 0 0 102,8 0 54,08 0 2 0 26,395 0 26,395 1,29 0
DE.N.MFH.02.Gen.ReEx.001.003 4 4 UC N C B_N2 0 0 0 0 0 0 0 0 0 102,8 0 146 0 0 102,8 0 54,08 0 2 0 26,395 0 26,395 1,29 0
DE.KA_Oststadt.MFH.02.Gen.ReEx.001.003 4 4 UC N C B_N2 0 0 0 0 0 0 0 0 0 102,8 0 146 0 0 102,8 0 54,08 0 2 0 26,395 0 26,395 1,29 0
DE.N.MFH.03.Gen.ReEx.001.001 2 3 TR C P B_Alone 0 0 0 0 0 0 0 0 0 158,5 31,1 323,54 0 0 127,4 31,1 71,16 0 2 0 9,5 33,66 9,5 18,5 0
DE.KA_Oststadt.MFH.03.Gen.ReEx.001.001 2 3 TR C P B_Alone 0 0 0 0 0 0 0 0 0 158,5 31,1 325 0 0 127,4 31,1 71,16 0 2 0 16,25 16,25 16,25 16,25 0
DE.N.MFH.03.Gen.ReEx.001.002 2 3 TR C P B_Alone 0 0 0 0 0 0 0 0 0 158,5 31,1 323,54 0 0 127,4 31,1 71,16 0 2 0 9,5 33,66 9,5 18,5 0
DE.KA_Oststadt.MFH.03.Gen.ReEx.001.002 2 3 TR C P B_Alone 0 0 0 0 0 0 0 0 0 158,5 31,1 323,54 0 0 127,4 31,1 71,16 0 2 0 9,5 33,66 9,5 18,5 0
DE.N.MFH.03.Gen.ReEx.001.003 2 3 TR C P B_Alone 0 0 0 0 0 0 0 0 0 158,5 31,1 323,54 0 0 127,4 31,1 71,16 0 2 0 9,5 33,66 9,5 18,5 0
DE.KA_Oststadt.MFH.03.Gen.ReEx.001.003 2 3 TR C P B_Alone 0 0 0 0 0 0 0 0 0 158,5 31,1 323,54 0 0 127,4 31,1 71,16 0 2 0 9,5 33,66 9,5 18,5 0
DE.N.MFH.04.Gen.ReEx.001.001 9 3 UC N N B_Alone 0 0 0 0 0 0 0 0 0 0 355 462 0 0 355 0 98,72 0 2 0 45,58 3,78 45,58 3,78 0
DE.KA_Oststadt.MFH.04.Gen.ReEx.001.001 9,5 3,7 UC N N B_Alone 0 0 0 0 0 0 0 0 0 0 355 462 0 0 355 0 98,72 0 2 0 45,58 3,78 45,58 3,78 0
DE.N.MFH.04.Gen.ReEx.001.002 9 3 UC N N B_Alone 0 0 0 0 0 0 0 0 0 0 355 462 0 0 355 0 98,72 0 2 0 45,58 3,78 45,58 3,78 0
DE.KA_Oststadt.MFH.04.Gen.ReEx.001.002 9 3 UC N N B_Alone 0 0 0 0 0 0 0 0 0 0 355 462 0 0 355 0 98,72 0 2 0 45,58 3,78 45,58 3,78 0
DE.N.MFH.04.Gen.ReEx.001.003 9 3 UC N N B_Alone 0 0 0 0 0 0 0 0 0 0 355 462 0 0 355 0 98,72 0 2 0 45,58 3,78 45,58 3,78 0
DE.KA_Oststadt.MFH.04.Gen.ReEx.001.003 9 3 UC N N B_Alone 0 0 0 0 0 0 0 0 0 0 355 462 0 0 355 0 98,72 0 2 0 45,58 3,78 45,58 3,78 0
DE.N.MFH.05.Gen.ReEx.001.001 32 4 UC N N B_N1 0 0 0 0 0 0 0 0 0 0 971,11 2039 0 0 971,11 0 507,48 0 2 0 22,245 243,24 22,245 219,75 0
DE.KA_Oststadt.MFH.05.Gen.ReEx.001.001 32 4 UC N N B_N1 0 0 0 0 0 0 0 0 0 0 971,11 2039 0 0 971,11 0 507,48 0 2 0 22,245 243,24 22,245 219,75 0
DE.N.MFH.05.Gen.ReEx.001.002 32 4 UC N N B_N1 0 0 0 0 0 0 0 0 0 0 971,11 2039 0 0 971,11 0 507,48 0 2 0 22,245 243,24 22,245 219,75 0
DE.KA_Oststadt.MFH.05.Gen.ReEx.001.002 32 4 UC N N B_N1 0 0 0 0 0 0 0 0 0 0 971,11 2039 0 0 971,11 0 507,48 0 2 0 22,245 243,24 22,245 219,75 0
DE.N.MFH.05.Gen.ReEx.001.003 32 4 UC N N B_N1 0 0 0 0 0 0 0 0 0 0 971,11 2039 0 0 971,11 0 507,48 0 2 0 22,245 243,24 22,245 219,75 0
DE.KA_Oststadt.MFH.05.Gen.ReEx.001.003 32 4 UC N N B_N1 0 0 0 0 0 0 0 0 0 0 971,11 2039 0 0 971,11 0 507,48 0 2 0 22,245 243,24 22,245 219,75 0
DE.N.MFH.06.Gen.ReEx.001.001 8 4 UC N N B_Alone 0 0 0 0 0 0 0 0 0 0 216,7 336 0 0 216,7 0 81,3 0 2 0 40,65 0 40,65 0 0
DE.KA_Oststadt.MFH.06.Gen.ReEx.001.001 8 5 TR P N B_Alone 0 0 0 0 0 0 0 0 0 0 221 400 0 0 216,7 0 136 0 2 0 55 13 55 13 0
DE.N.MFH.06.Gen.ReEx.001.002 8 4 UC N N B_Alone 0 0 0 0 0 0 0 0 0 0 216,7 336 0 0 216,7 0 81,3 0 2 0 40,65 0 40,65 0 0
DE.KA_Oststadt.MFH.06.Gen.ReEx.001.002 8 4 UC N N B_Alone 0 0 0 0 0 0 0 0 0 0 216,7 336 0 0 216,7 0 81,3 0 2 0 40,65 0 40,65 0 0
DE.N.MFH.06.Gen.ReEx.001.003 8 4 UC N N B_Alone 0 0 0 0 0 0 0 0 0 0 216,7 336 0 0 216,7 0 81,3 0 2 0 40,65 0 40,65 0 0
DE.KA_Oststadt.MFH.06.Gen.ReEx.001.003 8 4 UC N N B_Alone 0 0 0 0 0 0 0 0 0 0 216,7 336 0 0 216,7 0 81,3 0 2 0 40,65 0 40,65 0 0
DE.N.MFH.07.Gen.ReEx.001.001 9 3 UC N N B_Alone 0 0 0 0 0 0 0 0 0 0 248,25 447,13 0 0 248,25 0 99,37 0 2 0 46,335 3,35 46,335 3,35 0
DE.KA_Oststadt.MFH.07.Gen.ReEx.001.001 9 4 FR N N B_Alone 0 0 0 0 0 0 0 0 0 0 239,5 412 0 0 248,25 0 127 0 2 0 46,335 3,35 46,335 3,35 0
DE.N.MFH.07.Gen.ReEx.001.002 9 3 UC N N B_Alone 0 0 0 0 0 0 0 0 0 0 248,25 447,13 0 0 248,25 0 99,37 0 2 0 46,335 3,35 46,335 3,35 0
DE.KA_Oststadt.MFH.07.Gen.ReEx.001.002 9 3 UC N N B_Alone 0 0 0 0 0 0 0 0 0 0 248,25 447,13 0 0 248,25 0 99,37 0 2 0 46,335 3,35 46,335 3,35 0
DE.N.MFH.07.Gen.ReEx.001.003 9 3 UC N N B_Alone 0 0 0 0 0 0 0 0 0 0 248,25 447,13 0 0 248,25 0 99,37 0 2 0 46,335 3,35 46,335 3,35 0
DE.KA_Oststadt.MFH.07.Gen.ReEx.001.003 9 3 UC N N B_Alone 0 0 0 0 0 0 0 0 0 0 248,25 447,13 0 0 248,25 0 99,37 0 2 0 46,335 3,35 46,335 3,35 0
DE.N.MFH.08.Gen.ReEx.001.001 10 3 UC N N B_Alone 0 0 0 0 0 0 0 0 0 0 249,4 774,8 0 0 249,4 0 161 0 2 0 11,4 84,2 11,4 54 0
DE.KA_Oststadt.MFH.08.Gen.ReEx.001.001 10 3 UC N N B_Alone 0 0 0 0 0 0 0 0 0 0 249,4 774,8 0 0 249,4 0 161 0 2 0 11,4 84,2 11,4 54 0
DE.N.MFH.08.Gen.ReEx.001.002 10 3 UC N N B_Alone 0 0 0 0 0 0 0 0 0 0 249,4 774,8 0 0 249,4 0 161 0 2 0 11,4 84,2 11,4 54 0
DE.KA_Oststadt.MFH.08.Gen.ReEx.001.002 10 3 UC N N B_Alone 0 0 0 0 0 0 0 0 0 0 249,4 774,8 0 0 249,4 0 161 0 2 0 11,4 84,2 11,4 54 0
DE.N.MFH.08.Gen.ReEx.001.003 10 3 UC N N B_Alone 0 0 0 0 0 0 0 0 0 0 249,4 774,8 0 0 249,4 0 161 0 2 0 11,4 84,2 11,4 54 0
DE.KA_Oststadt.MFH.08.Gen.ReEx.001.003 10 3 UC N N B_Alone 0 0 0 0 0 0 0 0 0 0 249,4 774,8 0 0 249,4 0 161 0 2 0 11,4 84,2 11,4 54 0
DE.N.MFH.09.Gen.ReEx.001.001 12 4 UC N N B_N1 0 0 0 0 0 0 0 0 0 0 283,7 695,8 0 0 283,7 0 162,8 0 2 0 22,7 77,5 22,7 39,9 0
DE.KA_Oststadt.MFH.09.Gen.ReEx.001.001 12 4 UC N N B_N1 0 0 0 0 0 0 0 0 0 0 283,7 695,8 0 0 283,7 0 144 0 2 0 22,7 77,5 22,7 39,9 0
DE.N.MFH.09.Gen.ReEx.001.002 12 4 UC N N B_N1 0 0 0 0 0 0 0 0 0 0 283,7 695,8 0 0 283,7 0 162,8 0 2 0 22,7 77,5 22,7 39,9 0
DE.KA_Oststadt.MFH.09.Gen.ReEx.001.002 12 4 UC N N B_N1 0 0 0 0 0 0 0 0 0 0 283,7 695,8 0 0 283,7 0 162,8 0 2 0 22,7 77,5 22,7 39,9 0
DE.N.MFH.09.Gen.ReEx.001.003 12 4 UC N N B_N1 0 0 0 0 0 0 0 0 0 0 283,7 695,8 0 0 283,7 0 162,8 0 2 0 22,7 77,5 22,7 39,9 0
DE.KA_Oststadt.MFH.09.Gen.ReEx.001.003 12 4 UC N N B_N1 0 0 0 0 0 0 0 0 0 0 283,7 695,8 0 0 283,7 0 162,8 0 2 0 22,7 77,5 22,7 39,9 0
DE.N.MFH.10.Gen.ReEx.001.001 19 3 TR P N B_Alone 0 0 0 0 0 0 0 0 0 580 0 1698 0 0 619,5 0 308,7 0 2 0 79,5 108,6 77,9 42,7 0
DE.KA_Oststadt.MFH.10.Gen.ReEx.001.001 19 4 TR P N B_Alone 0 0 0 0 0 0 0 0 0 313 0 400 0 0 619,5 0 144 0 2 0 79,5 108,6 77,9 42,7 0
DE.N.MFH.10.Gen.ReEx.001.002 19 3 TR P N B_Alone 0 0 0 0 0 0 0 0 0 580 0 1698 0 0 619,5 0 308,7 0 2 0 79,5 108,6 77,9 42,7 0
DE.KA_Oststadt.MFH.10.Gen.ReEx.001.002 19 3 TR P N B_Alone 0 0 0 0 0 0 0 0 0 580 0 1698 0 0 619,5 0 308,7 0 2 0 79,5 108,6 77,9 42,7 0
“Gebäude des Typs MFH_B haben in der Oststadt 
üblicherweise einen beheizten Dachstock.”
“Gebäude des Typs MFH_G haben in der 
Oststadt üblicherweise größere Fensterflächen 
als in der TABULA Typologie angegeben.”
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angewendet. Damit wird die gewünschte Anzahl an proportional repräsentativen Gebäu-
deinstanzen erzeugt, um den lokalen Gebäudebestand zu repräsentieren. Ein Skalierungs-
faktor gibt an, wie viele Gebäude durch jede Gebäudeinstanz repräsentiert werden. 
6. Simulation von Sanierungsmaßnahmen und Technologieausstattung 
Im nächsten Schritt wird für jede Gebäudeinstanz eine Simulation durchgeführt, um evtl. 
bereits vorgenommene Sanierungsmaßnahmen abzubilden. Als Basis hierfür dient die Sa-
nierungsrate von 0,8% pro Jahr (DIW 2011). Da jedoch angenommen werden kann, dass 
die Wahrscheinlichkeit für eine energetische Sanierung eines Gebäudes mit steigendem 
Gebäudealter zunimmt, wird die Sanierungsrate linear über die Lebensdauer der Gebäude 
skaliert. Die Skalierung erfolgt dabei so, dass die Wahrscheinlichkeit für eine Sanierung 
im ersten Jahr (d. h. zum Zeitpunkt der Errichtung eines Gebäudes) gleich Null ist, und im 
Zieljahr (d. h. im ersten Modelljahr der Optimierungsrechnung) entspricht diese Wahr-
scheinlichkeit der doppelten Sanierungsrate. Durch Zufallsziehungen wird nun bestimmt, 
welche Gebäude in welchen Jahren energetisch saniert wurden. Falls eine energetische Sa-
nierung durchgeführt wurde, erhalten diese Gebäude die Technologie „Modernisierungs-
paket 1“ (verbesserter Standard, siehe IWU 2015), alle anderen Gebäude verbleiben im Ist-
Zustand (gesetzliche Mindestanforderung in Bezug auf das jeweilige Baualter). 
Anschließend wird die verwendete Heiztechnologie für jedes Gebäude bestimmt. Hierfür 
erfolgt zunächst eine Zufallsziehung zur Bestimmung des verwendeten Energieträgers, an-
schließend eine weitere Ziehung zur Bestimmung der Heiztechnologie (z. B. bei Gas: Nie-
dertemperatur- oder Brennwertkessel). Basis für die Verteilung dieser Zufallsvariablen ist 
die Häufigkeitsverteilung der genutzten Energieträger in Abhängigkeit des Baualters aus 
der Mikrozensus – Zusatzerhebung 2010 (Destatis 2012), vgl. Tabelle 5. Nachdem die Art 
der Heiztechnologie festgelegt wurde, wird durch eine weitere Zufallsziehung das Jahr der 
Inbetriebnahme, basierend auf der Annahme einer Gleichverteilung über die Lebensdauer 
der jeweiligen Technologie, bestimmt. 
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Tabelle 5: Annahmen zur Häufigkeitsverteilung von Energieträgern zu Heizzwecken in Abhängigkeit des Ge-































8% 9% 18% 26% 24% 12% 12% 13% 14% 
Gas 60% 55% 45% 46% 47% 69% 70% 62% 48% 
Strom 4% 13% 1% 1% 5% 0% 1% 0% 0% 
Heizöl 23% 20% 34% 25% 21% 17% 11% 7% 14% 
Holzpel-
lets 
5% 2% 2% 2% 3% 1% 3% 6% 9% 
Umwelt-
wärme 
0% 0% 0% 1% 0% 1% 3% 11% 15% 
 
Auf ähnliche Weise wird die Ausstattung der Haushalte mit Haushaltsgeräten und Beleuch-
tungstechnologien simuliert. Die benötigte Anzahl der Technologien berechnet sich auf 
Basis der maximalen Stromnachfrage innerhalb eines Jahres (vgl. Abschnitt 3.3.2), sowie 
anhand der Geräteeffizienz. Die dabei verwendeten Annahmen zur Häufigkeitsverteilung 
der verschiedenen Effizienzklassen und Beleuchtungstechnologien im Bestand können Ta-
belle 6 und Tabelle 7 entnommen werden (vgl. dena 2013, UBA 2011). 
Tabelle 6: Annahmen zur Häufigkeit im Bestand von Haushaltsgeräten nach Effizienzklassen. Quelle: Eigene 
Annahmen auf Basis von UBA (2011) und idealo Magazin (2018). 







Tabelle 7: Annahmen zur Häufigkeit im Bestand der Beleuchtungstechnologien. Quelle: dena (2013). 






Als Ergebnis stehen repräsentative Gebäudeinstanzen mit jeweils konkreten Anfangsaus-
stattungen an Technologien zur Verwendung im Optimierungsmodell zur Verfügung. 
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3.3 Energiebedarf im Wohngebäudesektor 
3.3.1 Wärmebedarf19 
Dieser Abschnitt beschreibt die Berechnung des Endenergiebedarfs für Raumwärme und 
Warmwasser im urbanen Wohngebäudesektor. Hierfür sind in der Literatur bereits ver-
schiedene Ansätze bekannt, die sich v. a. hinsichtlich des Detaillierungsgrades und der Ar-
beitsrichtung (Top-Down, Bottom-Up) sowie hinsichtlich des zeitlichen und räumlichen 
Umfangs unterscheiden (vgl. Frayssinet et al. 2018 für eine aktuelle Übersicht verschiede-
ner Ansätze). Im Rahmen dieser Arbeit wird ein detaillierter Bottom-Up Ansatz verwendet, 
der unter Berücksichtigung von Klima- und Gebäudedaten jedem einzelnen Wohngebäude 
ein Wärmebedarfsprofil zuordnet. Die Berechnung basiert auf der Modellierung des Wohn-
gebäudebestands (vgl. Schritte 1-4 in Abschnitt 3.2). Hieraus werden zwei Ergebnisse ver-
wendet: die spezifisch angepasste Gebäudetypologie, sowie die Klassifizierung des Ge-
bäudebestandes (d. h. jedes Einzelgebäudes) in diese Typologie. Abb. 17 zeigt einen 
Überblick über die Vorgehensweise sowie die verwendeten Daten. 
                                                                  
19 Die Inhalte dieses Abschnittes entstammen zum Teil der Veröffentlichung „Investigating the Energy Perfor-
mance of Buildings with a 3D City Model and Thermal Simulation: Results from the Urban Transition Lab“ 
(Murshed et al. 2017). 
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Abb. 17: Übersicht über die verwendete Methodik zur Bestimmung des Wärmebedarfs von Wohngebäuden. 
Die Vorgehensweise umfasst, zusätzlich zu den ersten vier Schritten der in Abschnitt 3.2 
beschriebenen Methodik, folgende weitere Schritte: 
5. Analyse des lokalen Klimas 
Durch eine Analyse von öffentlich verfügbaren Temperaturprofildaten (vgl. Kap. 4.2.2 für 
eine genauere Beschreibung des MERRA-2-Klimadatensatzes) werden die Heiztage und 
durchschnittlichen Außentemperaturen für jeden Tag innerhalb eines Jahres berechnet. Da-
bei wird für jeden Tag zunächst die Tagesmitteltemperatur auf Basis des viertelstündlichen 
Temperaturprofils bestimmt. Ein Heiztag liegt dann vor, wenn die Tagesmitteltemperatur 
unterhalb der Heizgrenztemperatur von 12°𝐶 (IWU 2015) liegt. 
6. Simulation der solaren Wärmegewinne 
Die Methode zur Berechnung der Nachfrage nach Raumwärme berücksichtigt unter ande-
rem die Wärmegewinne durch solare Einstrahlung. In der TABULA Methodik sind Stan-
dardwerte für die solaren Gewinne durch Fensterflächen für die Himmelsrichtungen Nord, 
Ost, Süd und West vorgegeben. Im RE³ASON-Modell werden hingegen Methoden zur Si-
mulation der solaren Einstrahlung auf geneigte Flächen (eine ausführlichere Beschreibung 
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Werte zu ersetzen, die dem lokalen Klima entsprechen. Mit diesen Methoden wird die so-
lare Einstrahlung innerhalb jedes Tages auf die Fensterflächen in Nord-, Ost-, Süd- und 
Westrichtung (als Neigungswinkel der Fensterflächen werden jeweils 90° angenommen) 
bestimmt. Die Größen der jeweiligen Fensterflächen können wiederum der Gebäudetypo-
logie entnommen werden. 
7. Berechnung des täglichen Wärmebedarfs je Gebäudetyp 
Zur Modellierung der Nachfrage nach Raumwärme wird ein Einzonen-Gebäudesimulati-
onsmodell verwendet. Die Berechnung folgt dabei der „TABULA Calculation Method“ 
(TABULA 2013), welche wiederum auf der Norm „Energieeffizienz von Gebäuden – Be-
rechnung des Energiebedarfs für Heizung und Kühlung“ (DIN EN ISO 13790) basiert. 
Dabei wird der Wärmebedarf eines Gebäudes auf Basis der Wärmeverluste durch Trans-
mission und Lüftung und unter Berücksichtigung der Wärmeeinträge durch solare Ein-
strahlungen und interne Wärmegewinne berechnet. Der Gesamtwärmetransfer durch 
Transmission wird unter Verwendung des Gesamt-Transmissionswärmetransferkoeffi-
zienten (angegeben in [
𝑊
𝐾
]) des Gebäudes bestimmt. Der Gesamt-Transmissionswär-




], häufig als „U-Wert“ bezeichnet) sowie die Bauteilfläche [𝑚²] auf 
der Gebäudehülle aller Elemente in den Bauteilgruppen Wand, Dach, Boden, Tür und 
Fenster. Der Wärmetransfer durch Lüftung basiert vor allem auf der Luftwechselrate und 
dem Gebäudevolumen. Die Berechnung der solaren Einträge basiert auf den Ausrichtun-
gen und Größen der Fensterflächen, sowie der in Schritt 6 berechneten solaren Einstrah-
lung je Ausrichtung und berücksichtigt zusätzlich u. a. Faktoren für die Verschattung, so-
lare Durchlässigkeit und Einstrahlungswinkel. Für interne Wärmegewinne wird ein 




Die Bauteilflächen und U-Werte werden dabei der, auf Basis der nationalen Gebäudetypo-
logie spezifisch angepassten, Gebäudetypologie (vgl. Abschnitt 3.2) entnommen. Weitere 




Raumhöhe (2,5 𝑚) und der Wärmespeicherfähigkeit der thermischen Gebäudemasse (45 
𝑊ℎ
𝑚²𝐾
) folgen den Annahmen der „TABULA Calculation Method“ (TABULA 2013). Die 
Annahmen zur Berechnung des Energiebedarfs für Warmwasser (10 
𝑘𝑊ℎ
𝑚²𝑎




 in Mehrfamilienhäusern) folgen ebenfalls dieser Methode. 
Auf dieser Basis kann für jeden Tag anhand der mittleren Außentemperatur und der solaren 
Einstrahlungen der spezifische Wärmebedarf [
𝑘𝑊ℎ
𝑚²
] jedes Gebäudetyps bestimmt werden. 
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8. Anwendung von Skalierungsfaktoren 
Im nächsten Schritt werden die Wärmebedarfsprofile je Gebäudetyp wieder mit der Klas-
sifizierung des gesamten Gebäudebestands vereint. Dabei kann nun für jedes konkrete 
(d. h. aus den OSM-Daten generierte) Gebäude anhand des zuvor bestimmten Gebäudetyps 
(vgl. Abschnitt 3.2, Schritt 3) ein spezifisches Wärmebedarfsprofil aus dem vorherigen 
Schritt zugeordnet werden. Zusätzlich wird hierbei die Grundfläche des Gebäudes berück-
sichtigt. Wenn diese von der Standard-Grundfläche für diesen Gebäudetyp abweicht, wird 
aus der Differenz ein Skalierungsfaktor berechnet und der Wärmebedarf entsprechend ska-
liert. 
 
Eine Veranschaulichung der Vorgehensweise kann durch Aggregation der Einzelgebäude-
Wärmebedarfsprofile nach Gebäudetypen erfolgen. Abb. 18 zeigt das Ergebnis solch einer 
Aggregation für den Karlsruher Stadtteil Oststadt, für den im Rahmen eines Forschungs-
projekts eine spezifisch angepasste Gebäudetypologie erstellt wurde (vgl. Abschnitt 3.2, 
sowie Murshed et al. 2017). Dabei zeigt sich einerseits, dass die Berücksichtigung des lo-
kalen Karlsruher Klimas (grüne Säulen in Abb. 18) einen im Vergleich zu den nationalen 
Standardwerten (schwarze Säulen) reduzierten Wärmebedarf bewirkt. Die Berücksichti-
gung der angepassten Gebäudetypologie (blaue Säulen) wirkt sich hingegen auf jeden Ge-
bäudetyp unterschiedlich aus: Während z. B. der Gebäudetyp MFH_F (Mehrfamilienhaus 
der Baualtersklasse 1969-1978) einen höheren Wärmebedarf gegenüber der nationalen Ge-
bäudetypologie aufweist (u. a. aufgrund der großen Fensterflächen der Gebäude dieses 
Typs in der Oststadt), hat z. B. der Gebäudetyp TH_B (Reihenhaus der Baualtersklasse 
1860-1918) einen deutlich geringeren Wärmebedarf (u. a. aufgrund geringerer U-Werte 
der Dach-, Wand- und Fensterflächen aufgrund der häufig beobachteten Sanierungsmaß-
nahmen). 




Abb. 18: Berechneter spezifischer Wärmebedarf [kWh/(m²*a)] unterschiedlicher Gebäudetypen in der Karlsru-
her Oststadt. Berechnet anhand der nationalen Gebäudetypologie mit Referenzklima Deutsch-
land (schwarz), mit lokalem Klima (grün), sowie anhand der lokal angepassten Typologie und 
mit lokalem Klima (blau). 
Als Ergebnis dieser Vorgehensweise liegt für jedes Gebäude der betrachteten Region ein 
Jahres-Wärmebedarfsprofil in täglicher Auflösung vor. Abb. 19 zeigt beispielhaft solche 
Profile, aggregiert nach Gebäudetypen. Diese Profile ermöglichen weitere Analysen, wie 
z. B. die Identifizierung der Zeiträume mit dem größten Gesamtwärmebedarf oder des Bei-
trags verschiedener Gebäudetypen zum Wärmebedarf. Obwohl in der Karlsruher Oststadt 
Reihenhäuser den größten Anteil am Gebäudebestand haben (vgl. Abb. 18), überwiegt dort 































































































































































































































Anzahl Gebäude Nationale Typologie, Standardklima Nationale Typologie, lokales Klima Oststadt Typologie, lokales Klima
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Abb. 19: Simulierter Verlauf des täglichen Wärmebedarfs [MWh] je Gebäudetyp in der Karlsruher Oststadt im 
Jahr 2015. 
Aufgrund der hohen (räumlichen und zeitlichen) Auflösung der Ergebnisse sind auch wei-
tere Auswertungen denkbar. Durch Aggregation der Wärmenachfrage von der Einzelge-
bäude-Ebene auf Rasterzellen ist es z. B. möglich, Karten mit einer anschaulichen Darstel-
lung des flächenspezifischen Wärmebedarfs einer ganzen Region („Wärmeatlas“) zu 
erstellen - ein Beispiel hierfür zeigt Abb. 20. Somit kann eine Gemeinde eine schnelle Ein-
schätzung der lokalen Wärmenachfragestruktur gewinnen. Stadtwerke könnten diese Kar-
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Abb. 20: Räumliche Verteilung des Wärmebedarfs der Wohngebäude in Karlsruhe. Die resultierende Wärme-
dichte ist farblich markiert (blau: <10 GWh/km², gelb: <30 GWh/km², orange: <50 GWh/km², 
rot: >= 50 GWh/km²). Quelle: Eigene Darstellung mit Daten von OSM (2018) und IWU 
(2015). 
3.3.2 Strombedarf 
Zur Abbildung des Strombedarfs im Haushaltsbereich wird im RE³ASON-Modell ein Bot-
tom-Up Modell zur Simulation elektrischer Lastprofile von Haushalten (vgl. Hayn 2016; 
Hayn et al. 2018) eingesetzt. Grundlage dieses Modells sind  
 statistische Daten zur Häufigkeitsverteilung der Haushaltsgröße,  
 sowie der Geräteausstattung mit unterschiedlichen Haushaltsgeräten,  
 Strombedarfsprofile einzelner Geräte,  
 sowie Nutzungshäufigkeit und -zeiten der Geräte. 
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Auf eine detaillierte Darstellung dieses Modells wird an dieser Stelle verzichtet, hierfür sei 
auf die Dissertation von Marian Hayn (2016) verwiesen. Das RE³ASON-Modell nutzt die-
ses Modell in seiner Grundkonfiguration ohne die Abbildung flexibler Tarifstrukturen zur 
Generierung von Lastprofilen für Einzelhaushalte. Dabei wird zunächst für jedes Wohnge-
bäude anhand dessen Einordnung in die Gebäudetypologie (vgl. Abschnitt 3.2) die Anzahl 
an Haushalten innerhalb des Gebäudes bestimmt. Durch eine Simulation des Nachfrage-
verhaltens kann nun für jeden Haushalt ein Jahres-Strombedarfsprofil berechnet werden. 
Mittels einer anschließenden Aggregation über alle Haushalte wird schließlich die Gesamt-
stromnachfrage jedes Gebäudes bestimmt. 
Diese Vorgehensweise stellt sicher, dass die Stromnachfrage der im Modell abgebildeten 
Gebäude über realistische Fluktuationen verfügt. Während in Einfamilienhäusern starke 
Lastspitzen auftreten können, kommen gerade bei Mehrfamilienhäusern mit vielen Haus-
halten Aggregations- und Mittelungseffekte zum Tragen: Wie Hayn et al. (2018) zeigen, 
nähert sich die aggregierte Lastkurve der durch das Simulationsmodell erzeugten Haus-
haltsprofile zunehmend dem VDEW H0 Standardlastprofil (Fünfgeld und Tiedemann 
2000) an. 
Dies konnte durch eigene Auswertungen bestätigt werden: Die mittlere quadratische Ab-
weichung der aggregierten Strombedarfsprofile vom Standardlastprofil nimmt mit zuneh-
mender Anzahl an Haushalten ab. Am Beispiel eines simulierten Werktages in der Über-
gangszeit (vgl. Abb. 21) beträgt der mittlere quadratische Fehler 111 W (1 Haushalt), 40 W 
(10 Haushalte), 19 W (100 Haushalte) und 15 W (1.000 Haushalte). Es kann also davon 
ausgegangen werden, dass die mit dieser Methode erzeugten Stromlastprofile bei Aggre-
gation auf die Ebene eines Stadtteils oder gar einer Stadt dem erwarteten Profil des Haus-
haltssektors der Stadt entsprechen. Die Profile einzelner Gebäude sollten hingegen grund-
sätzlich die zu erwartenden stochastischen Fluktuationen eines Gebäudes der jeweiligen 
Größe aufweisen. 




Abb. 21: Mittlerer simulierter Strombedarf für einen, 10, 100 und 1.000 Haushalte (jeweils normalisiert auf ei-
nen Jahresverbrauch von 1.000 kWh) an einem Werktag in der Übergangszeit im Vergleich 
zum Standardlastprofil H0. Quelle: Eigene Darstellung, Modellierung nach Hayn et al. (2018). 
3.4 Energiebedarf im Nichtwohngebäudesektor 
Im Vergleich zum Wohngebäudesektor ist die Verfügbarkeit öffentlicher Daten zum Ener-
giebedarf im Nichtwohngebäudesektor stark eingeschränkt. Zudem ist dieser Energiebe-
darf insbesondere im Industriesektor meist von sehr spezifischen Prozessen geprägt, die 
sich nur schwer durch allgemeine Modelle wie die im vorigen Abschnitt beschriebenen 
Vorgehensweisen abbilden lassen. 
Aus diesem Grund wurde im Rahmen der vorliegenden Arbeit eine Methode entwickelt, 
die eine vereinfachte Abschätzung des Endenergiebedarfs einer Stadt oder Gemeinde in 
allen Sektoren ermöglichen soll, ohne einzelne Prozesse explizit abzubilden. 
Die hierbei gewählte Vorgehensweise baut auf früheren Arbeiten des Autors (vgl. Mainzer 
et al. 2014, Abschnitt 3.4) auf und basiert auf der Annahme, dass der Energiebedarf einer 
Region mit ausgewählten sozio-ökonomischen Indikatoren korreliert. Da der Energiebe-
darf, sowie die entsprechenden Indikatoren auf nationaler Ebene bekannt sind (BMWi 
2017; Destatis 2017b), kann der regionale Energiebedarf anhand des relativen Verhältnis-
ses dieser Indikatoren von der nationalen auf die regionale Ebene heruntergebrochen wer-
den („Top-Down Skalierung“). Ein anschauliches Beispiel hierfür bildet die Ableitung des 
Energiebedarfs einer Region anhand der Einwohnerzahl: da der nationale Pro-Kopf-End-
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Karlsruhe mit 307.755 Einwohnern einen Endenergiebedarf von 9,2 TWh/a ableiten (alle 
Werte für 2015, Quellen: BMWi 2017; Destatis 2017a). 
Dieser Ansatz wird erweitert, indem nicht nur ein Indikator (Einwohnerzahl), sondern ins-
gesamt 10 sozio-ökonomische Indikatoren als Maß für die relative Größe einer Gemeinde 
herangezogen werden. Zusätzlich wird diese relative Größe für jeden der vier Sektoren 
Haushalte (HH), Gewerbe, Handel und Dienstleistungen (GHD), Industrie (IND) und Ver-
kehr (VK) separat bestimmt.  
Auf Basis der Annahme, dass die Bedeutung eines Indikators als Maß für die Größe für 
jeden Sektor unterschiedlich sein kann, wird eine Gewichtungsmatrix verwendet, die an-
gibt, wie stark jeder Indikator für die Berechnung der Größe eines Sektors gewichtet wird. 
So hat bspw. die Bevölkerungszahl das größte Gewicht bei der Bestimmung der Größe des 
Haushaltssektors, während für den Industriesektor zusätzlich die Gemeindefläche sowie 
die Anzahl der Beschäftigten und der Betriebe von Bedeutung sind. Tabelle 8 gibt einen 
Überblick über die betrachteten Sektoren, die verwendeten Indikatoren, sowie die jeweils 
verwendeten Gewichte für jeden Sektor. Diese Werte wurden bestimmt, indem der mittlere 
quadratische Fehler bei Anwendung der hier beschriebenen Methode im Vergleich zu ge-
messenen Verbrauchswerten minimiert wurde. Hierfür wurden 17 deutsche Gemeinden 
betrachtet, für die die nach Sektoren aufgetrennten Verbrauchswerte veröffentlicht wurden 
(Energieagentur RLP 2017, Stadt Karlsruhe 2012, Neumann et al. 2012). 
Tabelle 8: Gewichtsmatrix 𝑤𝑠,𝑖, die jedem Indikator 𝑖 ein Gewicht zur Berechnung der Größe des Sektors 𝑠 zu-
ordnet. Quellen der Indikatoren: Destatis (2014; 2017a; 2017b), KBA (2017). 
Indikatoren 
Sektoren 
HH GHD IND VK 
Fläche 0,07441153 0 0,78614262 0,27864767 
Einwohner 0,9250079 0,95841743 0,16752405 0,20859865 
Anzahl zugelassener PKW 0,00017227 0 0 0,26855883 
Anzahl zugelassener Kfz 0,00034527 0 0 0,23646854 
Wohngebäude 0 0 0 0,00772631 
Industriebetriebe 0 0 0,01516982 0 
Industriebeschäftigte 0,00000768 0 0,0101575 0 
Bruttoentgelte in der Industrie 0,00005015 0 0,01162995 0 
Sozialversicherungspflichtig Beschäf-
tigte 
0,00000519 0,04158257 0,00732082 0 
Beschäftigte im Bereich GHD 0 0 0,00205525 0 
 
Der dimensionslose Kennwert „Sektorgröße“ gibt an, wie groß der jeweilige Sektor in der 
betrachteten Region im Verhältnis zu dessen Größe in ganz Deutschland ist. Die Sektor-
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größe 𝑠𝑠𝑚,𝑠 eines Sektors 𝑠 für eine Region 𝑚 berechnet sich anhand der der Gewichts-
matrix 𝑤𝑠,𝑖, sowie der regionalen (𝐼𝑉𝑚,𝑖) und nationalen (𝐼𝑉_𝑁𝑖) Werte aller Indikatoren 𝐼 
mittels: 






Der Endenergiebedarf nach Sektoren und Energieträgern wird auf der nationalen Ebene 
regelmäßig bilanziert (vgl. BMWi 2017 und Abb. 22) und wird als Basis für die Top-
Down Skalierung auf die Ebene der Gemeinden verwendet. 
 
Abb. 22: Endenergiebedarf in Deutschland im Jahr 2015 nach Sektoren und Energieträgern. Quelle: Eigene 
Darstellung mit Daten von BMWi (2017). 
Der Endenergiebedarf 𝐸𝐸𝐷 nach Energieträger 𝑒  in Sektor 𝑠 in der Gemeinde 𝑚 be-
rechnet sich somit durch Anwendung der Sektorgröße als Skalierungsfaktor für den ent-
sprechenden nationalen Endenergiebedarf 𝐸𝐸𝐷_𝑁: 
𝐸𝐸𝐷𝑚,𝑠,𝑒𝑐 = 𝐸𝐸𝐷_𝑁𝑠,𝑒𝑐 ∗ 𝑠𝑠𝑚,𝑠. (3.2) 
Das Verfahren lässt sich natürlich auch auf größere Regionen wie Verbandsgemeinden o-
der Landkreise anwenden, indem die entsprechenden Werte der jeweils untergeordneten 
Gemeinden aggregiert werden. Im RE³ASON-Modell geschieht dies anhand des Amtli-
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Beispielhafte Ergebnisse der Anwendung dieser Methode können Kapitel 6.1 entnommen 
werden. 
Im RE³ASON-Modell wird diese Methode verwendet, um einen schnellen Überblick über 
die Struktur des Energiebedarfs einer Region zu gewinnen und um die Methoden aus Ab-
schnitt 3.3 zu validieren und die Ergebnisse daraus ggfs. anzupassen. Zusätzlich kann das 
Ergebnis genutzt werden, um einen Nichtwohn-Gebäudetyp zu erzeugen, womit auch der 
Energiebedarf dieses Sektors (stark vereinfacht) im Optimierungsmodell abgebildet wer-
den kann. 
3.5 Modellierung der Energieinfrastruktur 
Die Energieinfrastruktur einer Stadt bestimmt, welche Energieträger importiert werden 
können und welche Kapazitäten zum Energieaustausch zwischen den unterschiedlichen 
Stadtteilen bestehen. Im Kontext dieser Arbeit sind die Verteilnetze leitungsgebundener 
Energieträger wie Strom, Gas und Fernwärme, sowie die Verfügbarkeit von Heizöl und 
Biomasse (z. B. in Form von Pellets) von Interesse. 
Die Abbildung der Energieinfrastruktur steht jedoch nicht im Fokus der vorliegenden Ar-
beit, daher ist der Energietransport im Modell in Form von einfachen Stoffflüssen abgebil-
det, eine detaillierte Netzmodellierung unter Berücksichtigung von z. B. der komplexen 
Wechselstromrechnung, der Druckgradienten in Gasnetzen, oder der verschiedenen Tem-
peraturniveaus in Fernwärmenetzen ist nicht explizit abgebildet. Das Modell bietet grund-
sätzlich die Möglichkeit abzubilden, welche Stadtteile den Import/Export verschiedener 
Energieträger ermöglichen und zwischen welchen Stadtteilen diese weiter transportiert 
werden können. Zudem kann für jede Verbindung eine maximale Kapazität angegeben 
werden. Bei der automatisierten Analyse werden für verbundene Stadtteile jedoch stan-
dardmäßig unbegrenzte Transportkapazitäten angenommen, da meist keine genaueren In-
formationen öffentlich verfügbar sind. Ohne eine manuelle Erweiterung dieser Daten er-
möglicht das Modell somit keine Aussagen zu Fragen der Netzmodellierung, wie z. B. 
Engpässe im Verteilnetz bei einem hohen Anteil erneuerbarer Energien. 
Aufgrund der begrenzten Verfügbarkeit öffentlich einsehbarer Daten zu Netztopologien 
stellt das RE³ASON-Modell zwei verschiedene Methoden zur Verfügung, um die Topolo-
gie der Energieinfrastruktur automatisiert zu ermitteln, zudem kann das Ergebnis dieser 
Methoden individuell nachbearbeitet werden. Diese Vorgehensweisen werden in den fol-
genden Abschnitten beschrieben. 
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3.5.1 Abbildung als vermaschtes Netz 
Bei der Abbildung der Energieinfrastruktur als vermaschtes Netz wird die vereinfachende 
Annahme getroffen, dass alle Stadtteile, die direkt benachbart sind (d. h. eine gemeinsame 
Grenze teilen), jeden Energieträger in unbegrenzter Menge austauschen können. Stadtteile, 
die sich an den Stadtgrenzen befinden, können nach dieser Definition zudem in unbegrenz-
ter Menge Energie importieren und exportieren. 
Das Ergebnis dieser Methode (vgl. Abb. 23) ist ein vollständig verbundenes Netz, das für 
die Optimierung keine relevanten Restriktionen darstellt und somit verwendet werden 
kann, wenn Netzrestriktionen nicht im Fokus der Untersuchungen liegen. 
 
Abb. 23: Automatisiert erstelltes Stromverteilnetz für das Stadtgebiet Karlsruhe auf Basis von benachbarten 
Stadtteilen (rote Linien signalisieren Verbindungen zwischen Stadtteilen, dunkelrote Linien 
Verbindungen zum übergelagerten Übertragungsnetz). 
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3.5.2 Nachbildung der Netztopologie basierend auf frei 
zugänglichen Geodaten 
Der zweite Ansatz verwendet Daten von OpenStreetMap, um den realen Verlauf der Net-
zinfrastruktur nachzubilden. Dafür wird die OpenStreetMap-Datenbank nach Pfaden mit 
Tags durchsucht, die üblicherweise für Leitungen bestimmter Energieträger verwendet 
werden, vgl. Tabelle 9. Ein beispielhaftes Ergebnis solch einer Abfrage für Karlsruhe fin-
det sich in Abb. 24. 
Tabelle 9: Verwendete Tags zur Suche nach Netztopologieelementen in OpenStreetMap-Pfaden. 














Abb. 24: Aus OpenStreetMap importierte Pfade im Stadtgebiet Karlsruhe für die Energieträger Strom (rot, stär-
kere Linien symbolisieren höhere Spannungsebenen), Fernwärme (orange) und Gas (gelb). 
Anschließend iteriert das Modell für jeden dieser Energieträger über alle so gefundenen 
Pfade und wendet dabei folgende Regeln an: 
1. Alle Stadtteile, in denen mindestens ein Punkt des Pfades liegt und die benachbart 
sind, können in unbegrenzter Menge Energie untereinander austauschen. 
2. Wenn mindestens ein Punkt eines Pfades außerhalb des Stadtgebietes liegt, werden 
alle Stadtteile, in denen weitere Punkte des Pfades liegen, als Import-/Exportkno-
ten definiert, d. h. sie können in unbegrenzter Menge Energie importieren und 
exportieren. 
Ein beispielhaftes Ergebnis eines auf diese Weise automatisiert erstellten Stromnetzes fin-
det sich in Abb. 25. 
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Abb. 25: Automatisiert erstelltes Stromnetz für das Stadtgebiet Karlsruhe auf Basis von Netzdaten aus OpenSt-
reetMap. 
In dem Beispiel zeigt sich, dass 5 der 27 Stadtteile keine Verbindung zum Netz aufweisen. 
Zudem wurden zwei voneinander unabhängige Verteilnetze generiert. Tatsächlich muss 
jedoch davon ausgegangen werden, dass alle Stadtteile eine Netzanbindung (zumindest an 
das Stromverteilnetz) haben. Diese Fehler sind darauf zurückzuführen, dass insbesondere 
Erdkabel und unterirdisch verlegte Rohrleitungen häufig nicht in OpenStreetMap verzeich-
net sind. Um diese Unzulänglichkeiten zu korrigieren, besteht die im folgenden Abschnitt 
beschriebene Möglichkeit zur individuellen Anpassung. 
3.5.3 Individuelle Anpassung 
Die individuelle Anpassung der Netztopologie kann entweder auf Basis der in den Ab-
schnitten 3.5.1 und 3.5.2 automatisiert erstellten Netztopologie erfolgen, oder von Grund 
auf neu erstellt werden. Die grafische Oberfläche des Modells unterstützt den Anwender 
bei diesen Anpassungen, indem eine vorausgefüllte Tabelle (vgl. Abb. 26) zur Verfügung 
gestellt wird, die individuell angepasst werden kann. 




Abb. 26: Individuelle Anpassung der Übertragungskapazitäten des Stromverteilnetzes. 
Abb. 27 zeigt ein Beispiel für die individuelle Anpassung des im vorigen Abschnitt auto-
matisiert erstellten Stromnetzes der Stadt Karlsruhe. 
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Abb. 27: Automatisiert erstelltes und individuell angepasstes Stromnetz für Karlsruhe. 
Wenn genauere Kenntnisse der lokalen Netztopologie vorliegen, können über diese Ober-
fläche auch die Übertragungskapazitäten angepasst werden. In diesem Fall könnte das Mo-
dell somit prinzipiell auch Fragestellungen aus dem Bereich der Verteilnetze adressieren, 
wie z. B.: 
 Bei welchem Ausbau der erneuerbaren Energien kommt es zu Kapazitätsbeschrän-
kungen im Verteilnetz? 
 Können diese Probleme durch geschickte geographische Verteilung oder durch die 
Berücksichtigung der unterschiedlichen Einspeiseprofile, z. B. durch die Kombi-
nation von PV-Anlagen unterschiedlicher Ausrichtungen, vermieden oder abge-
mildert werden? 
Ähnliche Fragestellungen wurden (unter Verwendung eines anderen Modellierungsansat-
zes) bereits in früheren Arbeiten des Autors untersucht (vgl. Killinger et al. 2015), sollen 
jedoch in der vorliegenden Arbeit nicht weiter verfolgt werden. 
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4 Übertragbare Methoden zur 
Bestimmung der lokalen Potenziale 
für erneuerbare Energien 
Das im Rahmen der vorliegenden Arbeit entwickelte RE³ASON-Modell ermöglicht die 
Bestimmung der Potenziale zur nachhaltigen Bereitstellung von Energie aus lokalen Res-
sourcen, im Allgemeinen als „erneuerbare Energien“ bezeichnet. Dabei werden die Tech-
nologien Photovoltaik, Windkraft und Biomasse bzw. Bioenergie berücksichtigt, welche 
bei der Erstellung von Energiekonzepten für Städte und Gemeinden eine wesentliche Rolle 
spielen können. Die Potenziale für die Nutzung der Wasserkraft in Form von Laufwasser-
, Speicher- und Pumpspeicherkraftwerken gelten in Europa zum größten Teil als bereits 
ausgeschöpft (Quaschning 2013, S. 311) und werden im Rahmen dieser Arbeit daher ver-
nachlässigt. Weitere Formen der Nutzung erneuerbarer Energien wie bspw. Geothermie, 
Gezeiten-, Strömungs- und Wellenkraftwerke könnten zukünftig möglicherweise eine grö-
ßere Rolle spielen, befinden sich aktuell jedoch noch in der Erforschung oder sind, zumin-
dest in Deutschland, nach aktuellem Stand der Technik nicht wirtschaftlich nutzbar. 
Für die Bestimmung der Potenziale wird stets der aktuelle Stand der Technik sowie die 
momentan verfügbaren Flächen und Technologien angenommen. Eine Fortschreibung der 
technischen Entwicklung findet nicht statt, da hierzu keine verlässlichen Annahmen ge-
troffen werden können. Sämtliche verwendeten Parameter können jedoch auf einfache 
Weise aktualisiert werden, um die Berücksichtigung technischer und ökonomischer Wei-
terentwicklungen auch zukünftig zu ermöglichen. 
Bei den berechneten Potenzialen handelt es sich stets um technische Potenziale. Das be-
deutet, dass Fragen zur Akzeptanz, Nutzungskonkurrenz sowie zur Wirtschaftlichkeit die-
ser Potenziale im Kontext des gesamten Energiesystems zunächst ausgeklammert werden. 
Für alle ermittelten Potenziale werden jedoch die jeweiligen Stromgestehungskosten20 be-
rechnet, so dass diese bei der Optimierung des städtischen Energiesystems (vgl. Kapitel 5) 
gemeinsam mit weiteren Charakteristika, z. B. der Stromerzeugungsprofile, zur Bewertung 
der Potenziale im Kontext der jeweiligen Fragestellung herangezogen werden können. 
Potenziale für die Energieeinsparung durch Steigerungen der Energieeffizienz werden im 
Rahmen dieser Arbeit nicht explizit berechnet. Durch die Abbildung verschiedener tech-
                                                                  
20 Sowie im Falle der Biomassepotenziale auch die spezifischen Kosten der Gas- und Wärmebereitstellung. 
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nologischer Standards der Wärmedämmung von Wohngebäuden stehen diese jedoch im-
plizit zur Verfügung und können im Zuge der Optimierung des städtischen Energiesystems 
genutzt werden. 
In den folgenden Unterkapiteln werden zunächst die Vorgehensweisen bei der Bestim-
mung der Potenziale für die Stromerzeugung aus Photovoltaik (4.1) und Windkraft (4.2), 
sowie für die Strom-, Wärme-, und Biomethanerzeugung aus Biomasse (4.3) beschrieben. 
Technische Angaben zur Implementierung der vorgestellten Methoden finden sich in Ka-
pitel 5.7. 
4.1 Photovoltaik21 
Mit über 74 GW Zuwachs an weltweit installierter Leistung in 2016 ist Photovoltaik (PV) 
die momentan am schnellsten wachsende Technologie zur Stromerzeugung. Die weiter 
sinkenden Preise für PV-Anlagen sprechen dafür, dass dieses Wachstum in den nächsten 
Jahren insbesondere in China, in den USA und in Indien, aber auch in Deutschland weiter 
anhalten wird (IEA 2017b). 
Aufgrund ihrer Skalierbarkeit und der auch mit vergleichsweise kleinen Anlagen erzielba-
ren günstigen Stromgestehungskosten ist Photovoltaik gerade im lokalen Kontext eine gut 
geeignete Technologie, um dezentral Energie bereit zu stellen. In früheren Veröffentli-
chungen des Autors (Mainzer et al. 2014) konnte bereits gezeigt werden, dass die Strom-
erzeugung durch Photovoltaik im städtischen Bereich große Potenziale birgt. Hierbei 
wurde auf Basis statistischer Daten zum Gebäudebestand das PV-Potenzial für alle Ge-
meinden in Deutschland anhand der verfügbaren Dachflächen abgeleitet, wobei ein tech-
nisches Potenzial von über 200 GWp bestimmt werden konnte. Diese Potenziale können 
zudem meist mit geringen Kosten (Wirth 2016; Creutzig et al. 2017) und ohne Akzeptanz-
probleme (vgl. Hübner 2012; AEE 2015) sowie, mit Ausnahme der Solarthermie, ohne 
Nutzungskonkurrenzen erschlossen werden. 
Im Rahmen dieser Arbeit werden die Potenziale für die Stromerzeugung aus dachgebun-
denen PV-Anlagen gebäudescharf bestimmt. Während die Methoden grundsätzlich auch 
dazu geeignet wären, die Potenziale für Freiflächenanlagen zu bestimmen, spielen hier 
mögliche Akzeptanzprobleme und Fragen der Nutzungskonkurrenz um die benötigten Flä-
chen eine wesentlich größere Rolle als bei dachgebundenen Anlagen, so dass Freiflächen-
anlagen im Folgenden nicht betrachtet werden. 
                                                                  
21 Die Inhalte dieses Abschnittes basieren im Wesentlichen auf der Veröffentlichung „Assessment of rooftop 
photovoltaic potentials at the urban level using publicly available geodata and image recognition techniques“ 
in der Zeitschrift Solar Energy (Mainzer et al. 2017). 
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4.1.1 Stand der Forschung 
Eine Vielzahl von Publikationen hat sich bereits mit der Ermittlung von PV-Potenzialen 
befasst. Zu den wesentlichen Schritten der PV-Potenzialabschätzung gehören:  
 die Bestimmung der verfügbaren Fläche für PV-Module,  
 die Simulation der solaren Einstrahlung auf den geneigten Modulflächen, 
 sowie die Berechnung der erzeugten elektrischen Leistung auf Basis der Einstrah-
lung auf diesen Modulen. 
Martín-Chivelet (2016) gibt einen Überblick über die verschiedenen Methoden, die für je-
den dieser Schritte angewandt werden. Wie im Folgenden dargelegt wird, lassen sich mit 
verschiedenen Ansätzen unterschiedliche Detaillierungsgrade erreichen. Abb. 28 gibt ei-
nen Überblick über verschiedene Studien unterschiedlicher geographischer Abdeckung 
und Auflösung (Mainzer et al. 2014). Es zeigt sich dabei, dass es einerseits Methoden gibt, 
die großräumige Analysen auf Basis statistischer Daten durchführen und andererseits sol-
che, die eine kleinere Region betrachten und hierfür 3D-Modelle verwenden. Die im Rah-
men dieser Arbeit entwickelte Methode ließe sich in Bezug auf den Detaillierungsgrad bei 
der zweiten Gruppe einordnen, ist jedoch im Gegensatz zu diesen Methoden nicht auf 3D-
Modelldaten angewiesen. 
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Abb. 28: Übersicht über die räumliche Auflösung und Abdeckung verschiedener PV-Potenzialstudien. Weitere 
Details zu den referenzierten Quellen (Kaltschmitt und Wiese 1992, Kaltschmitt und Wiese 
1993, Wittmann et al. 1997, Nitsch et al. 1999, Quaschning 2000, Sørensen 2001, Nowak 
2002, Lehmann und Peter 2003, Markewitz und Stein 2003, Hoogwijk et al. 2004, Everding 
2007, Izquierdo et al. 2008, Lütter et al. 2009, Held 2010, Lödl et al. 2010, Bergamasco und 
Asinari 2011, Jo und Otanicar 2011, Brito et al. 2012, Nguyen und Pearce 2012, Theodoridou 
et al. 2012, Strzalka et al. 2012, Schallenberg-Rodríguez 2013) finden sich in Mainzer et al. 
2014. 
Für großräumige Analysen werden in der Regel Methoden auf Basis von statistischen Da-
ten, z. B. Gebäudedatenbanken, eingesetzt. Schallenberg-Rodríguez (2013) liefert einen 
Überblick über Methoden zur Bewertung der verfügbaren Dachfläche anhand statistischer 
Gebäudedaten und Nutzungsfaktoren, zur Berechnung der monatlichen Sonneneinstrah-
lung auf geneigten Flächen und zur jährlichen Stromproduktion. Solche Methoden werden 
üblicherweise für die Analysen größerer Regionen eingesetzt, z. B. wendet Schallenberg-
Rodríguez (2013) sie auf die Kanarischen Inseln an, während Defaix et al. (2012) das PV-
Potenzial in Europa bewerten. Aufgrund der Datenverfügbarkeit ist jedoch die Detailtiefe 
dieser Ansätze begrenzt, was zu einer geringen räumlichen und zeitlichen Auflösung der 


























































Geographischen Informationssystemen (GIS), um die räumliche Auflösung zu erhöhen, 
z. B. bewerten Mainzer et al. (2014) die PV-Potenziale für Deutschland auf kommunaler 
Ebene. 
Wenn mehr Details und höhere räumliche Auflösungen benötigt werden, sind Bottom-Up-
Methoden, die auf 3D-Modelldaten basieren, weit verbreitet. So berechnen Rodríguez et 
al. (2017) beispielsweise anhand eines 3D-Stadtmodells die Gesamtdachfläche und die 
Sonneneinstrahlung für den Landkreis Ludwigsburg. In Kombination mit Faktoren für den 
Anteil der nutzbaren Dachfläche und der technischen Effizienz sowie ökonomischen Rah-
menbedingungen sind sie in der Lage, das technische und ökonomische PV-Potenzial im 
städtischen Umfeld in hoher Auflösung zu berechnen. Eine ähnliche Vorgehensweise auf 
Basis von hoch aufgelösten 3D-Modellen wenden Fath et al. (2015) an, die das PV-Poten-
zial auf Gebäudedächern und –fassaden bestimmen, wobei der räumliche Umfang der Stu-
die jedoch aufgrund der begrenzten Datenlage auf einen innerstädtischen Raum von ledig-
lich 2 km² beschränkt ist. 
3D-Modelle werden zwar immer häufiger, sind aber in den meisten Fällen nicht frei oder, 
vor allem für kleinere Gemeinden, oft überhaupt nicht verfügbar. Zusätzlich erschwert die 
Heterogenität der Datenformate den Einsatz für beliebige Regionen innerhalb desselben 
Modellrahmens. Die Methoden zur Erstellung von 3D-Stadtmodellen sind unterschiedlich, 
aber meist werden entweder Light Detection und Ranging (LiDAR, z. B. Srećković et al. 
(2016), Brito et al. (2012), Nguyen und Pearce (2012), Jakubiec und Reinhart (2013)) oder 
Stereofotogrammetrie (z. B. Theodoridou et al. (2012), Jo et al. (2011)) eingesetzt. Beide 
Methoden können sehr detaillierte 3D-Modelle liefern, erfordern aber auch erhebliche Auf-
wendungen hinsichtlich Zeit und Geld. Es werden sowohl Vermessungsflüge zur Datenbe-
schaffung als auch manuelle Arbeit zur Erstellung und Korrektur des 3D-Modells benötigt. 
Ähnliche Methoden, die auf 3D-Modellen basieren, werden in kommerziellen Anwendun-
gen eingesetzt,22 die zur Abschätzung des PV-Ertrags einzelner Gebäude verwendet wer-
den können (Google 2017, NREL 2014). Diese Ansätze sind zum Teil sehr detailliert, er-
möglichen jedoch keine Bewertung größerer Regionen und sind meist nur in bestimmten 
Regionen verfügbar. 
Obwohl einige der oben genannten Methoden sehr detailliert sind, verwenden sie dennoch 
viele Vereinfachungen, die sich noch verbessern lassen. So werden in den meisten Studien 
feste Nutzungsfaktoren verwendet, um zu berücksichtigen, dass die verfügbare Dachfläche 
in den meisten Fällen aufgrund von Hindernissen wie Schornsteinen oder Fenstern nur 
teilweise für PV-Anlagen genutzt werden kann. Ebenso wird die Anzahl der auf einem 
Dach installierbaren Module üblicherweise vereinfachend anhand einer durchschnittlichen 
                                                                  
22 Ein Beispiel hierfür ist eine Kooperation der Firmen E.ON und Google, die unter www.eon-solar.de zu finden 
ist. 
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Packungsdichte berechnet, anstatt zu ermitteln, wie viele PV-Module tatsächlich in die je-
weilige Dachform passen. Beispiele für diese Vereinfachungen finden sich in Martín-
Chivelet (2016), Schallenberg-Rodríguez (2013), Defaix et al. (2012), Singh et al. (2015), 
Mainzer et al. (2014), Fath et al. (2015), Mavromatidis et al. (2015) und anderen. Die meis-
ten publizierten Methoden verwenden auch sehr einfache Modelle zur Berechnung des er-
zeugten Stroms aus der empfangenen Bestrahlungsstärke, in der Regel unter Verwendung 
eines fixen Systemwirkungsgrades, anstatt die nichtlinearen Auswirkungen von Tempera-
tur, Modultyp, Wechselrichterauslastung usw. zu berücksichtigen. Diese Zusammenhänge 
sind jedoch gut erforscht und es gibt bereits detailliertere Methoden, diese zu berücksich-
tigen, siehe z. B. Drews et al. (2007) für die Modellierung der Modultemperatur, Huld et 
al. (2010) für die Berechnung der Moduleffizienz und Macêdo et al. (2007) für den Wech-
selrichter-Wirkungsgrad. 
Mit dem höheren Detailierungsgrad, den Verbesserungen in diesen Bereichen erzielen 
könnten, ließen sich die Ergebnisse besser in Untersuchungen zur Integration von PV in 
das Energiesystem nutzen. So ermitteln Killinger et al. (2015) beispielsweise im Kontext 
von vier deutschen Gemeinden die optimale Investition in unterschiedlich ausgerichtete 
PV-Anlagen im Hinblick auf ihre Fähigkeit, den lokalen Strombedarf zu decken, das 
Stromnetz zu entlasten oder die fossile Stromproduktion zu ersetzen. Mainzer et al. (2014) 
analysieren in größerem Maßstab, wie viel von dem in jeder deutschen Gemeinde vorhan-
denen PV-Potenzial erschlossen werden könnte, bevor Strom ins öffentliche Netz zurück-
gespeist werden müsste. 
Bislang gab es keine Methoden, die PV-Potenzialabschätzungen mit einer hohen räumli-
chen Auflösung liefern können, wenn keine 3D-Modelldaten zur Verfügung stehen. In der 
Vergangenheit wurden jedoch bereits einige Ansätze veröffentlicht, die sich mit dem Prob-
lem der Erzeugung von geografischen Daten, die nicht öffentlich zugänglich sind, befas-
sen. Taubenböck (2007) präsentiert eine Methode zur Abschätzung der Gebäudehöhe an-
hand einer Analyse von Schattenlängen in Satellitenbildern. Assouline et al. (2017) 
verwenden Ansätze des maschinellen Lernens zur räumlichen Extrapolation von Wetter-
variablen und zur Bewertung der Charakteristika von Dächern anhand von Trainingsdaten 
aus 42 Gemeinden in der Schweiz. Miyazaki et al. (2016) verwenden neuronale Netze, um 
aus Luftbildern von Bing Maps automatisch den Standort von Gebäuden zu bestimmen. 
Bergamasco et al. (2011) stellen eine Methodik vor, die die Eignung eines Daches anhand 
von Pixelfarben und -helligkeiten abschätzt. Hazelhoff et al. (2011) versuchen, Gebäude 
mit Satteldächern automatisch zu erkennen. Beide Ansätze könnten auch im Rahmen der 
PV-Potenzialabschätzung eingesetzt werden, wobei beide jedoch auch auf sehr hochauflö-
sende Luftbilder angewiesen sind, die von lokalen Behörden im Zusammenhang mit einem 




Aus dieser Übersicht lassen sich folgende Lücken im Stand der Forschung ableiten: 
 Keine der betrachteten Arbeiten bietet eine Möglichkeit zur automatisierten Be-
rücksichtigung von Bestandsanlagen.  
 Viele der untersuchten Ansätze weisen nicht den Detaillierungsgrad auf, der erfor-
derlich wäre, um die ermittelten PV-Potenziale in Energiesystemmodellen zur 
Unterstützung bei der Erstellung von Energiekonzepten zu nutzen. Ansätze, die 
über einen höherem Detaillierungsgrad verfügen, basieren üblicherweise auf be-
reits vorhandenen 3D-Stadtmodellen, die nicht frei verfügbar sind. 
 Keiner der Ansätze lässt sich problemlos in einer anderen Region anwenden, ohne 
zusätzliche Daten manuell zu erfassen. 
Im Rahmen der vorliegenden Arbeit wurde daher eine neue Methode zur automatisierten 
Bestimmung der PV-Dachflächenpotenziale für Städte und Gemeinden vorgestellt, die 
diese Lücken unter Verwendung einer neuartigen Vorgehensweise schließt. 
4.1.2 Automatisierte PV-Dachpotenzialermittlung mittels 
öffentlich zugänglicher Geodaten und 
Bilderkennungstechniken 
Die im Folgenden vorgestellte Methodik der PV-Potenzialermittlung stellt einen Kompro-
miss dar, der eine möglichst detaillierte Bestimmung der PV-Potenziale ermöglicht, dabei 
jedoch lediglich mit frei verfügbaren Datenquellen auskommt. 
Die Vorgehensweise erfolgt in neun Schritten, wie in Abb. 29 dargestellt. Während einige 
dieser Schritte auf etablierten Methoden und Algorithmen beruhen, werden in dieser Arbeit 
auch einige neuartige Ansätze vorgestellt. Diese Ansätze sind in den Schritten 2, 4 und 9 
genauer beschrieben und basieren auf der Annahme, dass Menschen üblicherweise die 
Form, Größe und Eignung eines Daches für PV-Anlagen auf Basis eines Satellitenbildes 
gut einschätzen können. Mit Hilfe von Bilderkennungsalgorithmen sollten Computer in die 
Lage versetzt werden, das Gleiche zu leisten. Somit können die Informationen, die in frei 
verfügbaren Luftbildern enthalten sind, in automatisierte PV-Potenzialermittlungsmetho-
den mit einbezogen werden. 
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Abb. 29: Vorgehensweise bei der Ermittlung der Potenziale für Photovoltaik. 
Diese Methoden ermöglichen die Bestimmung von PV Potenzialen allein auf Basis frei 
verfügbarer Daten, während andere Methoden, die einen ähnlichen Detaillierungsgrad er-
reichen, üblicherweise auf kommerzielle Daten angewiesen sind. Somit ist diese Methode 
übertragbar auf alle Regionen, in denen Gebäudegrundrisse aus OpenStreetMap, Luft- 
bzw. Satellitenbilder, sowie Strahlungs- und Temperaturdaten verfügbar sind. 
Alle Schritte dieser Methodik sind voll automatisiert und im RE³ASON-Modell integriert. 
Abb. 30 zeigt die grafische Oberfläche bei der Ergebnisauswertung der PV-Potenzialer-
mittlung. Die wesentlichen Parameter und Annahmen die in den folgenden Schritten ver-




































Techno-ökonomisches Potenzial zur 
Stromerzeugung aus Photovoltaik




Abb. 30: Grafische Benutzeroberfläche des RE³ASON-Modells bei der Ermittlung der PV-Potenziale. 
Im Folgenden werden die Schritte 1-9 näher erläutert. Jeder Schritt wird für jedes Gebäude 
im Untersuchungsgebiet durchgeführt. Die techno-ökonomischen Parameter und Annah-
men, die den einzelnen Schritten zugrunde liegen, sind in Tabelle 10 zusammengefasst. 
Diese Parameter können über die grafische Oberfläche des Modells angepasst werden. 
Tabelle 10: Techno-ökonomische Annahmen zur Methodik (links) sowie zu den Charakteristika neuer PV-An-
lagen (rechts). Kostenfaktoren basierend auf Wirth (2016). 
Parameter Annahme Parameter Annahme 
Neigungsklassen 9 Modultechnologie c-Si 
Azimutklassen 16 Modulbreite 0,992 m 
Anteil Flachdächer 9% Modulhöhe 1,650 m 
Grundflächen-Grenzwert 3.000 m² Rahmenstärke 0,05 m 
Mittelwert für Dachneigun-
gen 
37° Modul-Nennleistung 235 W 
Standardabweichung für 
Dachneigungen 
15° Modul-Lebensdauer 25 a 
Mindestgröße pro Dachflä-
che 
15 m² Spezifische Investition 1.300 €/kWp 
Mindestleistung pro Dach-
fläche 
1.000 W Kostenanteil der Module 48 % 
Reduzierungsfaktor 30 % Kostenanteil für operative 
Kosten 
1 %/a 
Zinssatz 5 %/a Jährliche Degradation 0,5 %/a 
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1. Analyse der Gebäudegrundrisse 
Zunächst müssen Größe und Standort aller Gebäude im betrachteten Gebiet bezogen wer-
den. Dies erfolgt durch eine Abfrage der OpenStreetMap-Datenbank (OSM 2018) nach 
Pfaden und Relationen mit dem Tag „building“. 
OpenStreetMap verfügt üblicherweise über keine Informationen zur Höhe oder Dachform 
von Gebäuden, meist ist nur der Grundriss des Gebäudes verfügbar. Die Gebäudegrund-
risse werden im Folgenden benötigt, um die passende Dachfläche aus dem Satellitenbild 
auszuschneiden, und um die Größe und Ausrichtung der Teildachflächen zu berechnen. 
Zusätzlich werden die Azimutwinkel der Gebäudeumrisse als Grundlage für die Winkel 
der möglichen Dachfirste bestimmt, da diese üblicherweise parallel zu den Gebäudewän-
den sind. Sehr große Gebäude (mit mehr als 3.000 m² Grundfläche) werden als Büroge-
bäude, Fabriken oder ähnliches mit Flachdächern angenommen. Bei diesen Flachdächern 
werden die Schritte 2 und 3 übersprungen. 
2. Erkennung der Teildachflächen 
Für jedes Gebäude wird das orthographische Luftbild, das den Gebäude- (Dach-) Bereich 
abdeckt, von Bing Maps (Microsoft, 2016) abgerufen und unter Verwendung des Gebäu-
degrundrisses so zugeschnitten, dass nur die jeweilige Dachfläche zu sehen ist. Als nächs-
tes wird eine Anzahl von Bildverarbeitungsalgorithmen auf das Bild angewendet, um den 
Dachfirst des Daches zu ermitteln und daraus die Ausrichtung der Teildachflächen abzu-
leiten (vgl. Abb. 31): 
a) Durch die Anwendung eines nichtlinearen bilateralen Filters (Tomasi und Mandu-
chi 1998; Burger und Burge 2016, Kap. 17) wird das Bildrauschen reduziert, wo-
bei gleichzeitig die Kanten des Bildes möglichst deutlich erhalten bleiben. 
b) Ein Farbfilter erzeugt eine Schwarz-Weiß-Version des Bildes: Für jeden Pixel wird 
die gewichtete mittlere Intensität durch Addition der Werte für die roten, grünen 
und blauen Farbkomponenten berechnet. Hierbei werden empirisch ermittelte Ge-
wichte für jede Farbe angewendet (0,75; 0; 0,25 für die Kanäle Rot, Grün und 
Blau). 
c) Durch Histogrammäqualisation (Burger und Burge 2016, Kap. 4.5) wird der Ge-
samtkontrast des Bildes erhöht. Diese Methode breitet die häufigsten Grauwerte 
aus, um eine gleichmäßigere Verteilung zu erzeugen. Dies ermöglicht z. B. die 
Unterscheidung zwischen zwei getrennten Teildachflächen, wenn diese ähnliche 
Farb- und Helligkeitswerte haben. 
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d) Der Canny-Edge-Algorithmus (Canny 1986; Burger und Burge 2016, Kap. 16) wird 
verwendet, um die Kanten, d. h. Bereiche mit starken lokalen Helligkeitsänderun-
gen, aus dem Bild zu extrahieren. Dabei werden lokale Maxima der Intensitäts-
gradienten in horizontaler und vertikaler Richtung des Bildes identifiziert und 
miteinander verbunden. Diese Kanten stellen in der Regel die sichtbaren Struktu-
ren wie Wände, Dachfenster oder – von besonderem Interesse in diesem Anwen-
dungsfall – den Dachfirst dar. 
e) Unter Verwendung der Hough-Transformation (Duda und Hart 1972; Burger und 
Burge 2016, Kap. 8) werden gerade Linien in den zuvor gefundenen Kanten er-
kannt. Das Verfahren iteriert dabei für jeden Pixel über den Parameterraum aller 
Liniengleichungen im Polarkoordinatensystem und identifiziert dabei diejenigen 
Linien, auf denen die meisten Pixel liegen. 
f) Im Folgenden werden logische Filter angewandt um zu bestimmen, ob eine dieser 
Linien den Dachfirst darstellt. Dabei werden diejenigen Linien, die sehr nahe an 
den Wänden des Gebäudes liegen (z. B. Regenrinnen) und Linien, die nicht pa-
rallel zu einer der Gebäudewände sind, entfernt. Zusätzlich werden Linien, die 
z. B. durch Schatten unterbrochen sind, zu einer Linie zusammengefasst. Wenn 
nach der Anwendung dieser Filter noch mehrere Linien verbleiben, wird die ge-
wichtete Summe der Kriterien Länge und Helligkeitsdifferenz verwendet, um zu 
bestimmen, welche Linie am wahrscheinlichsten den Dachfirst darstellt. Dabei 
wird unter den verbleibenden Linien 𝑖 diejenige gewählt, für die gilt:  









Hierbei bezeichnet  𝑒𝑛𝑔𝑡ℎ𝑖 die euklidische Länge einer Linie, während 
 𝑟𝑖𝑔ℎ𝑡𝐷𝑖𝑓𝑓𝑖 berechnet wird, indem das Bild entlang der jeweiligen Linie halbiert 
und die durchschnittliche Helligkeit in beiden Hälften des Bildes berechnet wird 
– große Unterschiede deuten auf Teildachflächen mit unterschiedlichen Lichtver-
hältnissen hin. 
g) Aus dem auf diese Weise ermittelten Dachfirst können schließlich die Teildachflä-
chen (die in verschiedene Azimutrichtungen zeigen) abgeleitet werden. 
Die Auswahl dieser Algorithmen sowie deren Parameter und die Reihenfolge, in der sie 
angewendet werden, wurde durch wiederholte Versuche bestimmt und während des Vali-
dierungsprozesses verfeinert. Einige Parameter werden dynamisch angepasst, beispiels-
weise werden die Schwellenwerte für die Canny- und Hough-Algorithmen iterativ redu-
ziert, wenn keine Linien gefunden werden. Die meisten Bildverarbeitungsalgorithmen 
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werden durch die quelloffene Programmbibliothek OpenCV (Bradski 2000) bereitgestellt, 
algorithmische Beschreibungen finden sich beispielsweise in Burger und Burge (2016). 
 
Abb. 31: Erkennung des Dachfirstes zur Extraktion von Teildachflächen: (a) bilaterale Filterung, (b) Farbfilte-
rung, (c) Histogrammäqualisation, (d) Canny-Kantenerkennung, (e) Hough-Transformation, 
(f) Logische Filterung, (g) Berechnung des Azimuts. Quelle: Eigene Darstellung mit Bilddaten 
aus Bing Maps (Microsoft 2017). 
In einigen Fällen kann keine gültige Linie als Dachfirst identifiziert werden. Dies kann 
z. B. passieren, wenn der Bildkontrast zu schwach ist, wenn das Gebäude (noch) nicht auf 
Luftaufnahmen erfasst wurde oder wenn es über ein Flachdach verfügt und somit kein First 
existiert. In diesen Fällen bestehen zwei Möglichkeiten: Falls bis zu diesem Zeitpunkt die 
Anzahl an Gebäuden mit Flachdächern unter dem statistischen Durchschnitt liegt (s. nächs-
ter Abschnitt), wird die Annahme getroffen, dass das Gebäude ein Flachdach hat. Ande-
renfalls wird eine Fallback-Methode verwendet, die das Gebäude unter der Annahme, dass 
die längste Seite des Gebäudes parallel zum Dachfirst verläuft, in zwei Hälften teilt. 
3. Abschätzung der Dachneigung 
Der zweite Parameter der Ausrichtung eines Dachs wird durch dessen Neigung gegeben. 
Bei Flachdächern werden PV-Module in der Regel auf Ständern montiert, während sie auf 
geneigten Dächern im gleichen Winkel wie das Dach angebracht werden. 
Allerdings bieten Luftbilder nur eine einzelne Perspektive und enthalten daher keine Infor-
mationen über die Höhe der Gebäude. Da die Neigung somit nicht aus den Bildinformati-
onen extrahiert werden kann, wird eine Normalverteilungsfunktion um einen Mittelwert 
von 37° mit einer Standardabweichung von 15° verwendet, um die Neigung für jedes Dach 
zu schätzen. Diese Parameter wurden durch die Anpassung einer Normalverteilungsfunk-
tion an geneigte Dächer aus LiDAR-Daten in Baden-Württemberg abgeleitet (LUBW 




Abb. 32: Histogramm der Dachneigungen von 3.002.943 Gebäuden in Baden-Württemberg (graue Säulen), so-
wie die angenommene Normalverteilungsfunktion zur Abschätzung der Dachneigungen 
(𝑁(37; 15), schwarze Linie). Das Bestimmtheitsmaß (R²) liegt bei 87,44%. Flachdächer 
(schraffiert) sind dabei nicht berücksichtigt. Quelle: Eigene Darstellung mit Daten von LUBW 
(2012). 
Wenn auf einem Dach kein Dachfirst identifiziert werden konnte, könnte dies darauf zu-
rückzuführen sein, dass das Gebäude ein Flachdach hat. Basierend auf der Annahme, dass 
insgesamt etwa 9% der Gebäude Flachdächer haben sollten (vgl. Abb. 32), wird durch eine 
Zufallsziehung bestimmt, welche Gebäude mit einem Flachdach parametrisiert werden. 
4. Erkennung von Dachaufbauten 
In den meisten Fällen kann nur ein Teil der Dachfläche für PV-Anwendungen genutzt wer-
den, da die meisten Dächer Aufbauten wie Schornsteine, Fenster etc. haben, die die nutz-
bare Fläche einschränken. In vorherigen PV-Potenzial Studien wurde dieser Tatsache ty-
pischerweise durch die Subtraktion eines festen Anteils der Dachfläche Rechnung 
getragen. Die hier vorgestellte Methode nutzt jedoch das Luftbild, um diese Objekte zu 
identifizieren. Um dies zu erreichen, werden Methoden zur Konturenerkennung (Suzuki 
und Abe 1985) und Polygon-Approximation (Douglas und Peucker 1973) eingesetzt, um 
mögliche Objekte auf den Teildachflächen zu identifizieren. Alle gefundenen Objekte, die 
bestimmte Kriterien bezüglich Größe und Form erfüllen, werden von der nutzbaren Fläche 
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Abb. 33: Beispiele für die Erkennung von Dachaufbauten. Erkannte Strukturen sind rot markiert. Quelle: Ei-
gene Darstellung mit Bilddaten von Bing Maps (Microsoft 2017). 
5. Modulplatzierung 
Im nächsten Schritt wird die Anzahl der Module, die innerhalb der zuvor bestimmten nutz-
baren Dachfläche platziert werden können, ermittelt. Hierfür wird ein Algorithmus ver-
wendet, der inkrementell über die Fläche iteriert und so viele PV-Module wie möglich auf 
jeder Teildachfläche platziert. Bei Schrägdächern wird angenommen, dass die Module im 
gleichen Winkel wie das Dach selbst angebracht werden und somit kein signifikanter Ab-
stand zwischen den Modulreihen verbleibt (lediglich 2 * 5cm Rahmenstärke verbleiben 
jeweils zwischen zwei Modulen). Das Ergebnis einer solchen Modulplatzierung ist in Abb. 
34 zu sehen. 
 
Abb. 34: Beispiele für die Modulplatzierung unter Berücksichtigung von Größe, Azimut, Neigung und Dach-
aufbauten der jeweiligen Teildachflächen. Quelle: Eigene Darstellung mit Bilddaten von Bing 
Maps (Microsoft 2017). 
Bei Flachdächern wird angenommen, dass Aufständerungen zur Ausrichtung der PV-Mo-
dule nach Süden mit einem Neigungswinkel von 30° verwendet werden. Um eine gegen-
seitige Verschattung zu vermeiden, wird zwischen benachbarten Modulreihen ein Abstand 
eingehalten, der der doppelten Modulhöhe entspricht. Diese Parameter bieten einen guten 
Kompromiss zwischen optimaler Ausbeute und Verlusten durch Schmutz und gegenseitige 
Verschattung für mitteleuropäische Breitengrade (Quaschning 2013). 
In vielen Fällen könnte diese Schätzung zur Anzahl der installierbaren PV-Module jedoch 
zu optimistisch sein. Nicht alle Hindernisse auf dem Dach können auf Basis der Luftbilder 
identifiziert werden, und einige Gebäude sind aufgrund von statischen Einschränkungen 
nicht für PV-Anlagen geeignet. Einige Gebäude, in Deutschland etwa 3,5% (Diefenbach 
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et al. 2010), stehen zudem unter Denkmalschutz und dürfen daher nicht für solare Anwen-
dungen genutzt werden. 
Ohne 3D-Modelle ist es auch nicht möglich, die Auswirkung der Verschattung durch an-
dere Gebäude zu berücksichtigen. Untersuchungen in dicht besiedelten Gebieten haben ge-
zeigt, dass das PV-Potential durch Verschattung mit bzw. ohne Berücksichtigung von 
Dachaufbauten um 14% bzw. 21% reduziert werden kann (Takebayashi et al. 2015). Ver-
schattungseffekte durch Bäume oder die umliegende Landschaft können das Potenzial zu-
dem weiter reduzieren. 
Da diese Faktoren mit der hier beschriebenen Vorgehensweise nur schwer explizit berück-
sichtigt werden können, werden sie mit einem Reduktionsfaktor von 30% pauschal zusam-
mengefasst. Nowak (2002) geht ähnlich vor, nutzt jedoch einen etwas höheren Faktor von 
40%. Da die hier beschriebene Methode jedoch in einigen Punkten, wie bspw. der Berück-
sichtigung von Dachaufbauten, detaillierter vorgeht, scheint ein etwas kleinerer Wert ge-
rechtfertigt. 
6. Simulation der Einstrahlung auf geneigte Flächen 
Im nächsten Schritt wird simuliert, welche Einstrahlung die zuvor ermittelten Modulflä-
chen im Jahresverlauf erhalten. Die Globalstrahlung auf geneigte Modulflächen setzt sich 
aus Beiträgen der direkten, diffusen und reflektierten Strahlung zusammen: 
𝐺𝑐 = 𝐵𝑐 + 𝐷𝑐 + 𝑅𝑐 . (4.1) 
Um diese Strahlungskomponenten zu bestimmen, wird zunächst der Sonnenstand, d. h. der 
Zenit- (𝜃𝑍) und Azimutwinkel (𝛼𝑍) im Verlauf eines Jahres in viertelstündlicher Auflösung 
berechnet. Dabei wird der Algorithmus 3, wie von Grena (2012) beschrieben, verwendet. 
Die berechnete Position wird anschließend mit ebenfalls viertelstündlich aufgelösten Daten 
zur direkten (𝐵ℎ) und diffusen (𝐷ℎ) Strahlung auf der horizontalen Ebene kombiniert. 
Diese werden vom Copernicus Atmosphere Monitoring Service (CAMS) der Europäischen 
Kommission (European Commission 2017) zur Verfügung gestellt und basieren u. a. auf 
Daten der Meteosat Satelliten, welche Bilder mit einer Auflösung bis zu 1 km² liefern. 
Die direkte Einstrahlung auf der Modulebene 𝐵𝑐 kann aus der direkten Strahlung auf der 
horizontalen Ebene 𝐵ℎ mittels trigonometrischer Berechnungen bestimmt werden. Alle 
Winkel werden in Bogenmaß gemessen, wenn nicht explizit anders definiert. 𝐵𝑐 ist auf 
einen positiven Bereich begrenzt und definiert als 
𝐵𝑐 = 𝐵ℎ ∗
 𝑜𝑠 𝜃
 𝑜𝑠 𝜃𝑍
∗ (1 − 𝑦). (4.2) 
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Hier gibt 𝜃 den Einfallswinkel an, d. h. den Winkel zwischen dem orthogonalen Norma-
lenvektor der Moduloberfläche und dem Sonnenstand. 𝜃 kann auch mit Hilfe der Nei-
gungs- und Azimutwinkel der Module (𝛽, 𝛼𝑝𝑜𝑎), sowie der Zenit- und Azimutwinkel des 
Sonnenstandes (𝜃𝑍, 𝛼𝑍) ausgedrückt werden: 
 𝑜𝑠 𝜃 =  𝑜𝑠 𝜃𝑍 ∗ 𝑠𝑖𝑛 𝛽 + 𝑠𝑖𝑛 𝜃𝑍 ∗  𝑜𝑠 𝛽 ∗  𝑜𝑠(𝛼𝑍 − 𝛼𝑝𝑜𝑎). (4.3) 
 
𝑦 steht für die Berücksichtigung der Reflexionsverluste in Abhängigkeit von 𝜃, gemessen 













0, 𝑓𝑎  𝑠 𝜃 ∈ [0, 30°);
0,0006(𝜃 − 30°), 𝑓𝑎  𝑠 𝜃 ∈ [30°, 40°);
0,006 + 0,0012(𝜃 − 40°), 𝑓𝑎  𝑠 𝜃 ∈ [40°, 50°);
0,018 + 0,0029(𝜃 − 50°), 𝑓𝑎  𝑠 𝜃 ∈ [50°, 60°);
0,047 + 0,0068(𝜃 − 60°), 𝑓𝑎  𝑠 𝜃 ∈ [60°, 65°);
0,081 + 0,0098(𝜃 − 65°), 𝑓𝑎  𝑠 𝜃 ∈ [65°, 70°);
0,130 + 0,0166(𝜃 − 70°), 𝑓𝑎  𝑠 𝜃 ∈ [70°, 75°);
0,213 + 0,0276(𝜃 − 75°), 𝑓𝑎  𝑠 𝜃 ∈ [75°, 80°);
0,351 + 0,0470(𝜃 − 80°), 𝑓𝑎  𝑠 𝜃 ∈ [80°, 85°);
0,586 + 0,0828(𝜃 − 85°), 𝑓𝑎  𝑠 𝜃 ∈ [85°, 90°).
 (4.4) 
Zur Berücksichtigung von Hindernissen in der Nähe des Horizontes wird 𝐺𝑐 bei niedrigen 
Sonnenständen linear mit dem Sonnenstand reduziert, beginnend bei 𝜃𝑍 = 73° bis hin zur 
maximalen Reduktion von 30% bei 𝜃𝑍 = 90° (Schubert 2012). 
Ein kleiner Anteil der einfallenden Bestrahlungsstärke wird von der Umgebung auf das 
Modul reflektiert. Die Höhe der reflektierten Strahlung hängt stark vom Albedo 𝜌 der Mo-
dulumgebung ab. In dieser Arbeit wird ein isotroper Ansatz mit 𝜌 = 0,2 zur Modellierung 




∗ 𝐺ℎ ∗ (1 −  𝑜𝑠 𝛽). (4.5) 
Die Modellierung der diffusen Strahlung auf der Modulebene 𝐷𝑐 erfolgt unter Verwendung 
des anisotropen Ansatzes von Perez et al. (1990). Dabei wird zunächst der Himmelsklar-




𝐷ℎ + 𝐵ℎ  𝑜𝑠
− 𝜃𝑍
𝐷ℎ
+ 𝜅 ∗ 𝜃𝑍
3
1 + 𝜅 ∗ 𝜃𝑍
3 , 
(4.6) 
und der Konstante 𝜅 = 1,041 berechnet. Anschließend wird der Helligkeitsindex  




unter Verwendung der Luftmasse  𝑀, der diffusen Bestrahlungsstärke auf der horizonta-




berechnet. Die Luftmasse  𝑀 berechnet sich dabei in Abhängigkeit des Zenitwinkels 𝜃𝑍 
(in Grad) nach Pickering (2002) mittels 
 𝑀 =
1
𝑠𝑖𝑛(90 − 𝜃𝑍 +
244




Der Himmelsklarheitsindex 𝜀 wird in acht Klassen unterschieden und bestimmt damit die 
Parameter 𝐹   bis 𝐹23 (vgl. Tabelle 11). 
Tabelle 11: Koeffizienten zur Bestimmung von 𝐹  und 𝐹2 in Abhängigkeit von 𝜀. Quelle: Perez et al. (1990). 
𝜺 𝑭𝟏𝟏 𝑭𝟏𝟐 𝑭𝟏𝟑 𝑭𝟐𝟏 𝑭𝟐𝟐 𝑭𝟐𝟑 
[1; 1,065) -0,008 0,588 -0,062 -0,06 0,072 -0,022 
[1,065; 1,23) 0,130 0,683 -0,151 -0,019 0,066 -0,029 
[1,23; 1,5) 0,330 0,487 -0,221 0,055 -0,064 -0,026 
[1,5; 1,95) 0,568 0,187 -0,295 0,109 -0,152 -0,014 
[1,95; 2,8) 0,873 -0,392 -0,362 0,226 -0,462 0,001 
[2,8; 4,5) 1,132 -1,237 -0,412 0,288 -0,823 0,056 
[4,5; 6,2) 1,060 -1,600 -0,359 0,264 -1,127 0,131 
[6,2; +∞) 0,678 -0,327 -0,250 0,156 -1,377 0,251 
 
Somit können die Koeffizienten 𝐹  und 𝐹2 berechnet werden: 
𝐹 = 𝐹  + 𝐹 2 ∗ 𝛥 + 𝐹 3 ∗ 𝜃𝑍, (4.9) 
𝐹2 = 𝐹2 + 𝐹22 ∗ 𝛥 + 𝐹23 ∗ 𝜃𝑍. (4.10) 
Mit 𝑎 = 𝑚𝑎 (0; cos 𝜃) und  = 𝑚𝑎 (0,087; cos 𝜃𝑍) berechnet sich die diffuse Strahlung 
auf der Modulebene schließlich mittels: 
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𝐷𝑐 = 𝐷ℎ ∗ [0,5 ∗ (1 +  𝑜𝑠 𝛽) ∗ (1 − 𝐹 ) +
𝑎
 
∗ 𝐹 + 𝐹2 ∗ 𝑠𝑖𝑛 𝛽]. (4.11) 
Somit kann die Globalstrahlung auf geneigte Moduloberflächen 𝐺𝑐 für jeden Zeitpunkt in-
nerhalb eines Jahres und für jede Modulausrichtung simuliert werden. Da diese Berech-
nungen ressourcenintensiv sind, können sie jedoch nicht für jede mögliche Kombination 
von Neigung und Azimut durchgeführt werden. Stattdessen wird jedes Dach in eine von 
144 diskreten Orientierungsklassen (16 Azimut- und 9 Neigungsklassen) eingeteilt. Für 
jede dieser Klassen wird die empfangene Globalstrahlung in viertelstündlichen Zeitschrit-
ten im Verlauf eines Jahres berechnet. 
7. Stromerzeugungssimulation 
Die Stromerzeugung einer PV-Anlage hängt im Wesentlichen von der empfangenen Glo-
balstrahlung in der Modulebene 𝐺𝑐, der Modultemperatur 𝑇𝑚𝑜𝑑, sowie den technischen 
Merkmalen der Module und des Wechselrichters ab. 𝑇𝑚𝑜𝑑 ist nicht bekannt, kann aber in 
Abhängigkeit von der Umgebungstemperatur 𝑇𝑎𝑚𝑏 (welche aus MERRA-2 Daten bezogen 
wird, vgl. Gelaro et al. 2017), der Globalstrahlung 𝐺𝑐, und einem Faktor 𝑚, der das ther-
mische Verhalten der Module beschreibt, modelliert werden: 
𝑇𝑚𝑜𝑑 = 𝑇𝑎𝑚𝑏 + 𝑚 ∗ 𝐺𝑐 . (4.12) 
In dieser Arbeit wird der Wert 𝑚 = 0,036 verwendet, der Aufdachmodule mit einem 
Dachabstand von weniger als 10 cm beschreibt (Drews et al. 2007) – andere Werte für 
größere Dachabstände oder dachintegrierte Anlagen können jedoch optional gewählt wer-
den. Die Moduleffizienz 𝜂𝑚𝑜𝑑 kann unter Verwendung von 𝐺𝑐 und 𝑇𝑚𝑜𝑑, sowie der Koef-
fizienten 𝑘 , … , 𝑘6 in Abhängigkeit von der verwendeten Zelltechnologie (vgl. Tabelle 12) 
mittels 



















modelliert werden (Huld et al. 2010). 𝑆𝑇𝐶 steht dabei für die Standard-Testbedingungen 
(standard test conditions), für die gilt: 
















k1 -0,017162 -0,005521 -0,103251 
k2 -0,040289 -0,038492 -0,040446 
k3 -0,004681 -0,003701 -0,001667 
k4 0,000148 -0,000899 -0,002075 
k5 0,000169 -0,001248 -0,001445 
k6 0,000005 0,000001 -0,000023 
 
Da kristalline Siliziumzellen (c-Si) mit ca. 93% den weltweiten PV-Markt deutlich domi-
nieren (Fraunhofer ISE 2018), werden diese im Rahmen der Potenzialermittlung als Stan-
dard verwendet, andere Zelltypen können jedoch über die Programmoberfläche gewählt 
werden. Während die angenommenen PV-Module unter Standard-Testbedingungen (STC) 
einen Wirkungsgrad von 14,4% aufweisen, variieren die Wirkungsgrade, die sich unter der 
Berücksichtigung von Umgebungstemperatur, Erwärmung durch Bestrahlung etc. ergeben, 
für jeden Zeitschritt im Jahresverlauf, sind aber in der Regel geringer. 
Um den Gleichstrom der PV-Module in Wechselstrom umzuwandeln, wird ein Wechsel-
richter benötigt. Bei der Potenzialermittlung wird vereinfachend davon ausgegangen, dass 
der Wechselrichter jedes PV-Systems jeweils perfekt anhand der Nennleistung des Sys-
tems dimensioniert wird (𝑃𝑖𝑛𝑣 = 𝑃𝑁𝑒𝑛𝑛). Der Wirkungsgrad des Wechselrichters (vgl. 
Macêdo und Zilles 2007) hängt im Wesentlichen von dessen Auslastung 




ab und berechnet sich mittels 
𝜂𝑖𝑛𝑣 =




Schließlich werden diverse Verluste, die die Systemleistung weiter mindern, durch empi-
rische Faktoren berücksichtigt. Zu diesen zusätzlichen Verlusten zählen Abweichungen der 
tatsächlichen Modul- und Wechselrichterwirkungsgrade von den Angaben auf den Daten-
blättern, Reflexions- und Spektralverluste, fehlerhaft dimensionierte Komponenten, ohm-
sche Kabelverluste, sowie Verschmutzung. Insgesamt summieren sich diese zusätzlichen 
auf einen Faktor von 9,5% (𝜂𝑧 = 1 − 0,095), der sich auch in empirischen Untersuchun-
gen als sinnvoll erwiesen hat (Lorenz et al. 2011). 
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Somit kann die Stromerzeugung eines PV-Systems schließlich unter Verwendung der 
Nennleistung 𝑃𝑁𝑒𝑛𝑛, der empfangenen Globalstrahlung 𝐺𝑐, sowie der Wirkungsgrade der 
Module (𝜂𝑚𝑜𝑑), des Wechselrichters (𝜂𝑖𝑛𝑣) und sonstiger Komponenten (𝜂𝑧) mittels 
𝑃 = 𝑃𝑁𝑒𝑛𝑛 ∗
𝐺𝑐
𝐺𝑐,𝑆 𝐶
∗ 𝜂𝑚𝑜𝑑 ∗ 𝜂𝑖𝑛𝑣 ∗ 𝜂𝑧 (4.17) 
berechnet werden. 
8. Wirtschaftlichkeitsanalyse 
Im nächsten Schritt wird eine ökonomische Bewertung durchgeführt. Dabei wird für jede 
mögliche Anlagenausrichtung die jährliche Stromerzeugung (s.o.) anhand der jährlichen 
Degradation 𝑑 über die Lebensdauer 𝑇 fortgeschrieben. Unter Verwendung der Investitio-
nen 𝐼  und der Betriebskosten 𝑟𝑂𝐶 können somit die Stromgestehungskosten (vgl. Abschnitt 
2.5.4) bestimmt werden. Die Annahmen zu den hierbei verwendeten betriebswirtschaftli-
chen und weiteren Parametern sind in Tabelle 10 angegeben. 
Aus diesen Werten kann schließlich die Kosten-Potenzialkurve (vgl. Abschnitt 2.5.4) der 
Stromerzeugung aus PV bestimmt werden. Beispiele hierfür sind in den Kapiteln 6.1 und 
6.2 zu sehen. 
Aus der Kosten-Potenzialkurve könnte nun das wirtschaftliche Potenzial abgeleitet wer-
den, wobei jedoch weitere Faktoren, wie z. B. der Eigenverbrauchsanteil, die Kapazität der 
Verteilnetze, sowie der Anlagenbestand (s. nächster Schritt) berücksichtigt werden sollten. 
Die ermittelten Kosten und Potenziale für PV dienen im Rahmen des RE³ASON-Modells 
daher als Input in ein optimierendes Energiesystemmodell, welches solche und andere Fak-
toren berücksichtigt und damit Empfehlungen bezüglich der aus Gesamtsystemsicht opti-
malen Nutzung dieser Potenziale geben kann. 
9. Erkennung von bestehenden PV Anlagen 
Bisherige Arbeiten zur Bestimmung von PV-Potenzialen berücksichtigen meist nicht, ob 
ein Dach bereits mit einer bestehenden PV-Anlage ausgestattet ist. Dies lässt sich von 
menschlichen Beobachtern mühelos durch die visuelle Inspektion der Luftbilder ableiten. 
Um diese Information auch bei der PV-Potenzialermittlung berücksichtigen zu können, gilt 
es jedoch, diese Aufgabe zu automatisieren. 
In den letzten Jahren konnten im Bereich des maschinellen Lernens wesentliche Fort-
schritte erzielt werden (vgl. Goodfellow et al. 2016, Kapitel 1). Ein Ansatz aus dem Bereich 
des überwachten Lernens sind künstliche neuronale Netze (KNN). Diese sind besonders 
gut geeignet zum Lösen von Aufgaben, die sich nur schwer formal beschreiben lassen, 
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gleichzeitig aber einfach zu demonstrieren sind. Bei der Erkennung von PV-Modulen auf 
Luftbildern von Dächern handelt es sich um solch eine Aufgabe, weshalb die Methodik 
prinzipiell als geeignet erscheint. Eine spezielle Form von KNNs sind Convolutional Neu-
ral Networks (CNNs, zu Deutsch etwa „faltende neuronale Netze“), mit denen im Bereich 
der Bilderkennung die Genauigkeit bei der Klassifizierung von Bildern in jüngster Zeit 
sogar über die Erkennungsleistung von Menschen gesteigert werden konnte (He et al. 
2015). Die Struktur dieser Netze ist grundsätzlich von den biologischen Prozessen im vi-
suellen Kortex von Säugetieren inspiriert (Lecun et al. 1998), in denen individuelle Neu-
ronen jeweils nur auf Reize in einer lokalen Umgebung, dem so genannten rezeptiven Feld, 
reagieren. Auf diese Weise können Informationen mit zunehmender Tiefe des Netzes bes-
ser abstrahiert und somit komplexere Strukturen erkannt werden. Für eine ausführliche Be-
schreibung der Grundlagen von „Deep Learning“ und CNNs, die für das Verständnis der 
folgenden Ausführungen vorausgesetzt werden, sei an dieser Stelle auf die entsprechende 
Fachliteratur (z. B. Goodfellow et al. 2016, Kapitel 9; Nielsen 2015, Kapitel 6; sowie Bis-
hop 2009, Kapitel 5.5.6) verwiesen. 
Um die Vorteile dieser Methoden zu nutzen, wurde im Rahmen der vorliegenden Arbeit 
ein CNN in Anlehnung an die von Krizhevsky et al. (2012) vorgeschlagene Netzwerkar-
chitektur implementiert23. Die wesentlichen Änderungen gegenüber der dort vorgeschla-
genen Struktur bestehen in einer Verringerung der Auflösung der Eingabebilder (72x72 
anstatt 256x256 Pixel, bei jeweils 3 Farbkanälen), zusätzlich werden nur zwei Ergebnis-
klassen („PV“ und „kein PV“) benötigt. Durch diese Änderungen verringern sich auch die 
Größen sämtlicher Zwischenschichten des Netzes (vgl. Abb. 35 und Tabelle 13), was einen 
schnelleren Lernprozess ermöglicht24. 
                                                                  
23 Hierfür wurde die Java Programmbibliothek Deeplearning4j (www.deeplearning4j.org) verwendet, vgl. Ab-
schnitt 5.7. 
24 Im Rahmen dieser Arbeit stand keine Hardware mit leistungsfähigen GPUs (Graphical Processing Units) zur 
Verfügung, die üblicherweise zum Training von künstlichen neuronalen Netzen verwendet werden. Aus die-
sem Grund musste die Komplexität reduziert werden. 
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Abb. 35: Aufbau des implementierten künstlichen neuronalen Netzes zur Erkennung von bestehenden PV-Anla-
gen. Die Zahlen stehen für die Größen der jeweiligen Schichten, vgl. Tabelle 13. 
Das Netz besteht somit aus drei Arten von Schichten: Die Eingabeschicht repräsentiert das 
Eingabebild mit einer Kantenbreite von 72 Pixeln und den 3 Farbkanälen rot, grün und blau 
( = 0). In fünf Faltungsschichten25 (convolutional layers;  = 1  𝑖𝑠 5) werden Filtermat-
rizen auf die Erkennung bestimmter Merkmale (z. B. Ecken und Kanten, in tieferen Schich-
ten auch komplexere Muster) trainiert. Die abschließende Klassifizierung erfolgt schließ-
lich in drei vollständig verbundenen Schichten ( = 6  𝑖𝑠 8), die der Architektur des 
mehrlagigen Perzeptrons entsprechen (vgl. Goodfellow et al. 2016, Kapitel 6). Insgesamt 
verfügt dieses Netz über 77.090 Knoten, 21.589.378 Parameter (d. h. Gewichte und 
Schwellenwerte) und 46.385.152 Verbindungen zwischen den Knoten (vgl. Tabelle 13). 
                                                                  










































Tabelle 13: Strukturelle Parameter des implementierten neuronalen Netzes zur Erkennung von bestehenden PV-
Anlagen. 
l w/h d x/y str s z N P C 
0 72/72 3 - - - - 15.552 0 0 
1 17/17 96 11/11 4 2 3 27.744 34.944 2.230.272 
2 8/8 256 5/5 1 2 3 16.384 614.656 5.529.600 
3 3/3 384 3/3 1 - - 3.456 885.120 7.962.624 
4 3/3 384 3/3 1 - - 3.456 1.327.488 11.943.936 
5 3/3 256 3/3 1 2 3 2.304 884.992 884.736 
6 1/4.096 1 - - - - 4.096 1.052.672 1.048.576 
7 1/4.096 1 - - - - 4.096 16.781.312 16.777.216 
8 1/2 1 - - - - 2 8.194 8.192 
l: Index der Schicht innerhalb des Netzes, w/h: Breite und Höhe der Schicht, d: Tiefe der 
Schicht, x/y: Filterbreite und -höhe, str: Filterschrittlänge, s: Pooling-Größe, z: Pooling-
Schrittlänge, N: Anzahl Knoten, P: Anzahl Parameter (Gewichte und Schwellwerte), C: 
Anzahl der Verbindungen zwischen den Knoten 
 
In der ersten Faltungsschicht ( = 1) werden 𝑑 = 96 verschiedene Filtermatrizen der 
Größe   = 11, 𝑦 = 11, 𝑑 = 3 mit einer Schrittweite von 𝑠𝑡𝑟 = 4 Pixeln schrittweise 
über das Eingabebild der Größe 𝑤 = 72, ℎ = 72, 𝑑 = 3 geführt. Hier zeigt sich eine 
weitere Besonderheit von CNNs: die Filtermatrizen (d. h. die Gewichte) werden von allen 
Neuronen einer Schicht geteilt. Das bedeutet, dass alle Neuronen einer Schicht auf das 
gleiche Merkmal reagieren, jedoch jeweils nur in ihrem spezifischen rezeptiven Feld. In 
jedem Schritt wird nun eine diskrete Faltung durchgeführt, d. h. der Input 𝐼𝑛𝑤1,ℎ1,𝑑1
  eines 
Neurons berechnet sich aus dem Schwellenwert  𝑑1
  und dem Skalarprodukt zwischen den 
Gewichten der Filtermatrix 𝐹𝑑1
  und dem jeweiligen rezeptiven Feld (d. h. Bildausschnitt) 
des betreffenden Neurons, vgl. (4.18). 
𝐼𝑛𝑤1,ℎ1,𝑑1
 =  𝑑1
 + ∑ ∑ ∑𝐹𝑑1, ,𝑦,𝑑









mit 𝑤 = 0…17, ℎ = 0…17, 𝑑 = 0…95. Dieser Input wird nun von einer Rectified Li-
near Unit (ReLU), eine Aktivierungsfunktion der Form 
𝑂 𝑡𝑤1,ℎ1,𝑑1
 =  ax(0, 𝐼𝑛𝑤1,ℎ1,𝑑1
 ) (4.19) 
in den Output des Neurons verwandelt. Diese nichtlineare Aktivierungsfunktion ermög-
licht es dem Netz, auch nichtlineare Zusammenhänge abzubilden. 
In den darauffolgenden Faltungsschichten ändern sich jeweils die Größen der verwendeten 
Filtermatrizen, deren Schrittweiten, und damit auch die Größen der weiteren Schichten, die 
grundlegende Vorgehensweise bleibt jedoch unverändert. An drei Stellen des Netzes wird 
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das so genannte Max-Pooling mit Schrittweite 𝑠 = 2 und Filtergröße 𝑧 = 3 angewandt. 
Dies reduziert die Größe der Schichten, indem nur die jeweils wichtigsten Teile einer 
Schicht behalten wird. Dabei nimmt jedes Neuron den maximalen Wert aller benachbarten 
Neuronen an. 
𝑂 𝑡𝑃𝑜𝑜 𝑒𝑑𝑤1,ℎ1,𝑑1
 =  ax
𝑤=𝑤1−3…𝑤1+3,ℎ=ℎ1−3…ℎ1+3
(𝑂 𝑡𝑤1,ℎ1,𝑑1
 ) (4.20) 
Bei den Schichten  = 6, 7, 8 handelt es sich um vollständig verbundene Schichten, d. h. 
jedes Neuron einer Schicht ist mit jedem Neuron der vorhergehenden Schicht verbunden. 
Dies ermöglicht die Verknüpfung der zuvor räumlich getrennten Informationen. Diese 
Schichten nehmen die Klassifizierung vor, so dass z. B. eine Kombination von Merkmalen 
einer bestimmten Ergebnisklasse zugeordnet werden kann. Im konkreten Anwendungsfall 
der Erkennung von PV-Anlagen könnte z. B. die Detektion von gitterförmigen Strukturen 
mit bestimmten Farbtönen in gewissen Bildbereichen zu einer erhöhten Vorhersagewahr-
scheinlichkeit für die Klasse „PV“ führen. 
Die Werte der Parameter, d. h. der Gewichte und Schwellenwerte, werden bei der Erstel-
lung des neuronalen Netzes zufällig initialisiert und beim Training fortlaufend aktualisiert. 
Hierfür wird die Fehlerrückführung (engl. „Backpropagation“), eine Methode aus der 
Gruppe der überwachten Lernverfahren angewandt. Es handelt sich dabei um ein Gradien-
tenverfahren, welches den mittleren quadratischen Fehler als Maß für die Abbildungsqua-
lität verwendet und die Gewichte der Neuronenverbindungen in Abhängigkeit von ihrem 
Einfluss auf den Fehler anpasst. Beim Training dieses Netzes wurden 2.934 manuell klas-
sifizierte Bilder von Gebäudedächern, die entweder zur Kategorie „PV“ oder „kein PV“ 
gehören, verwendet26. 
Das so trainierte CNN kann nun verwendet werden, um für jedes analysierte Gebäude die 
Wahrscheinlichkeit vorherzusagen, mit der das zugehörige Dach bereits mit einer PV-An-
lage ausgestattet ist. Wenn die vorhergesagte Wahrscheinlichkeit 90% übersteigt, wird die 
zugehörige Dachfläche als bereits besetzt betrachtet und das Potenzial dieser Dachfläche 
vom Gesamtpotenzial subtrahiert. 
In das Optimierungsmodell gehen schließlich die installierbare Leistung, die Kosten und 
die Stromerzeugungsprofile aller so ermittelten potenziellen PV-Anlagen, gruppiert nach 
den verwendeten Ausrichtungsklassen, ein. In Kapitel 6.1 finden sich Beispiele zur An-
wendung, sowie in Kapitel 6.3 eine Validierung der Genauigkeit des hier beschriebenen 
Ansatzes. 
                                                                  




Die Stromerzeugung aus Windkraft ist von entscheidender Bedeutung für das Gelingen der 
Energiewende. In Deutschland hat die Windkraft mit derzeit ca. 12% (BMWi 2017) den 
größten Anteil an der Bruttostromerzeugung unter den erneuerbaren Energien. In Städten 
und Gemeinden, insbesondere in ländlichen Gebieten, die größere freie Flächen beinhalten, 
kann die Windkraft wesentlich zur Erreichung von Nachhaltigkeitszielen beitragen. 
Das RE³ASON-Modell stellt daher Methoden zur Ermittlung der regionalen Potenziale für 
die Stromerzeugung aus Windkraft bereit. Hierbei wird das Potenzial für Onshore Wind-
kraftanlagen (WKA) nach heutigem Stand der Technik untersucht. Kleinwindanlagen wer-
den nicht berücksichtigt, da hier kaum Erfahrungen im wirtschaftlichen Betrieb dieser An-
lagen bestehen. Das Potenzial für Offshore-Windkraft wird nicht untersucht, da es nur 
geringe Relevanz für städtische Energiesysteme hat. 
4.2.1 Stand der Forschung 
Die Vorgehensweise bei der Ermittlung von Potenzialen für die Stromerzeugung aus Wind-
kraft ist üblicherweise gegliedert in die Schritte  
 Ermittlung der verfügbaren Flächen,  
 Analyse der lokalen Windgeschwindigkeiten,  
 sowie Bestimmung der möglichen Stromerzeugung anhand technischer Parameter. 
In vergleichbaren Wind-Potenzialstudien werden meist größere Regionen wie Baden-
Württemberg (Jäger et al. 2016), Deutschland (UBA 2013; McKenna et al. 2014a; BMVI 
2015; Zaspel-Heisters 2015) oder Europa (McKenna et al. 2015; Held 2010) untersucht. 
Aufgrund des Umfangs der hierfür notwendigen Berechnungen kann in diesen Studien eine 
Vielzahl von Aspekten jedoch nicht, oder nur vereinfacht berücksichtigt werden. Im Fol-
genden sind solche Aspekte aufgeführt, die in bestehenden Studien nicht oder nur teilweise 
berücksichtigt werden und in dieser Arbeit umfassender abgebildet werden sollen: 
 Berücksichtigung von regionalplanerischen Abstandsvorgaben (vgl. Zaspel-Heis-
ters 2015). 
 Berücksichtigung der lokalen Oberflächenbeschaffenheit (Rauhigkeitslänge) sowie 
der Topographie (Geländehöhe) an jedem einzelnen Anlagenstandort – dieser Ge-
nauigkeitsgrad wird üblicherweise lediglich von kommerzieller Software zur 
Windpark-Planung27 erreicht. 
                                                                  
27 z. B. Wind Atlas Analysis and Application Program (WAsP), http://www.wasp.dk/wasp 
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 Diskrete Platzierung einzelner WKAs auf beliebigen Punkten innerhalb der nutzba-
ren Fläche anstatt der rastergebundenen Platzierung (z. B. in einem 0,1 km-Raster, 
vgl. Mosetti et al. 1994, UBA 2013, Jäger et al. 2016) oder der häufig verwendeten 
vereinfachenden Berechnung der Anzahl platzierbarer WKAs durch Annahme ei-
ner bestimmten Leistungsdichte (vgl. McKenna et al. 2014a, Zaspel-Heisters 
2015; Held 2010). 
 Berücksichtigung des zeitlichen Profils der Windgeschwindigkeit im Jahresverlauf 
(in bestehenden Studien wird die Häufigkeitsverteilung der Windgeschwindigkei-
ten üblicherweise durch Verteilungsfunktionen approximiert). 
 Berechnung der Stromgestehungskosten unter Berücksichtigung detaillierter 
techno-ökonomischer Charakteristika, wie Investition, Degradationsverhalten, 
operative Kosten und Netzanschlusskosten (welche in keiner der betrachteten Stu-
dien explizit berechnet werden). 
 Berücksichtigung einer Vielzahl von am Markt verfügbaren Anlagentypen mit un-
terschiedlichen Leistungskurven, sowie hierbei  
 die Möglichkeit unterschiedlicher Optimierungskriterien bei der Anlagenauswahl, 
die es beispielsweise ermöglichen sollen, das maximale technische Potenzial oder 
die günstigsten Stromgestehungskosten zu ermitteln (in bisherigen Studien, in de-
nen unterschiedliche Anlagentypen berücksichtigt wurden, wurden lediglich die 
Stromgestehungskosten minimiert, vgl. McKenna et al. 2014a, Jäger et al. 2016). 
Während einige dieser Aspekte in den genannten Studien teilweise berücksichtigt werden, 
gibt es bislang keine Studie, die alle genannten Aspekte berücksichtigt. 
4.2.2 Automatisierte Wind-Potenzialermittlung mittels 
Flächenbestimmung, Windgeschwindigkeitsanalyse 
und Anlagenplatzierung 
Abb. 36 zeigt den schematischen Ablauf der Vorgehensweise im RE³ASON-Modell bei 




Abb. 36: Schematischer Ablauf der Methodik zur Ermittlung der Stromerzeugungspotenziale aus Windkraft. 
Die Vorgehensweise kann dabei in folgende Schritte untergliedert werden: 
1. Bestimmung der nutzbaren Flächen für die Errichtung von Windkraftanlagen 
Zunächst werden aus OpenStreetMap (OSM 2018) sämtliche Flächen bezogen, die grund-
sätzlich für die Errichtung von Windkraftanlagen geeignet sind. Hierfür werden die Acker-, 
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Abb. 37: Analyse der Landnutzung als Basis für die Bestimmung nutzbarer Flächen für die Platzierung von 
Windkraftanlagen in Freiburg. Grundsätzlich geeignet sind Wald-, Acker- und Wiesenflächen. 
Quelle: Eigene Darstellung mit Kartendaten von OSM (2018) und Mapbox (2018). 
Ein großer Anteil dieser Flächen ist jedoch aus verschiedenen Gründen von der nutzbaren 
Fläche auszuschließen. Beispielsweise sollten Windkraftanlagen einen Mindestabstand zu 
Wohngebieten einhalten, um Belästigungen durch Schallimmissionen, Schattenwurf, etc. 
zu minimieren. In Deutschland fällt es in den Verantwortungsbereich der Regionalplanung 
(je nach Bundesland werden die Träger der Regionalplanung als Regionalverbände, Regi-
onale Planungsverbände, Planungsgemeinschaften o.ä. bezeichnet), Raumordnungspläne 
zu erstellen, in denen Vorrang-, Vorbehalts- und Eignungsgebiete u. a. für die Errichtung 
von Windkraftanlagen vorgegeben werden (BMJV 2017b, §8, Abs. 7). Da die Bauleitpla-
nung an die Ziele der Raumordnung gebunden ist (BMJV 2017a, §1, Abs. 4), kann die 
Regionalplanung somit steuernd in den Bau von Windkraftanlagen eingreifen. 
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Aus diesem Grund gibt es regional unterschiedlich definierte Ausschlusskriterien, die fest-
legen, in welchen Gebieten keine WKA errichtet werden sollen. Im RE³ASON-Modell 
können diese Kriterien individuell an die lokalen Gegebenheiten angepasst werden, für die 
Berechnungen im Rahmen dieser Arbeit werden jedoch die Kriterien des Regionalverban-
des Nordschwarzwald angewandt, vgl. Tabelle 14. Die entsprechenden Flächen werden 
ebenfalls über OpenStreetMap bezogen und mit den zugehörigen Pufferzonen versehen. 
Tabelle 14: Mindestabstandsregeln für die Errichtung von Windkraftanlagen (Standardeinstellungen im 
RE³ASON-Modell). Quelle: Klein (2015). 
Flächentyp Mindestabstand [m] 
Wohn-, Geschäfts- und Industriegebiete 700 
Flughäfen 2.100 
Kur- und Klinikgebiete, Krankenhäuser 1.000 
Naturschutzgebiete 200 
Autobahnen 100 




Aus diesen Angaben kann somit die Verbots- oder Negativfläche bestimmt werden, die aus 
regionalplanerischen Gründen als Standort für potenzielle Windkraftanlagen ausgeschlos-
sen werden muss. In dicht besiedelten Gebieten kann diese Fläche einen Großteil der ge-
samten Gemeindefläche beinhalten (vgl. Abb. 38). 
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Abb. 38: Verbotsflächen auf Basis regionalplanerischer Ausschlusskriterien im Stadtgebiet von Freiburg 
(schwarze Linien). Quelle: Eigene Darstellung mit Kartendaten von OSM (2018) und Mapbox 
(2018). 
Zusätzlich wird die nutzbare Fläche durch die topographischen Gegebenheiten beschränkt, 
da die Errichtung von WKA ab einem bestimmten Geländeneigungswinkel aus bautechni-
schen Gründen kaum noch realisierbar ist. Im RE³ASON-Modell wird eine maximale 
Hangneigung von 20° angenommen, ab der eine Fläche auszuschließen ist (vgl. Gasch et 
al. 2016). Zur Berechnung der Hangneigungen werden Daten der Shuttle Radar Topo-
graphy Mission (SRTM, NASA 201528) für das untersuchte Gebiet automatisiert bezogen, 
verarbeitet und ausgewertet. Die Auflösung dieser Daten beträgt 3 Bogensekunden (dies 
entspricht am Äquator ca. 90 m, zu den Polen hin entsprechend weniger), die Höhengenau-
igkeit ca. 6 m. Zur Berechnung der Hangneigung wird für jeden Rasterpunkt jeweils die 
                                                                  
28 SRTM-Daten automatisiert abrufbar unter: https://dds.cr.usgs.gov/srtm/version2_1/SRTM3/ 
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maximale Höhendifferenz in x- und y-Richtung berechnet und auf die jeweilige Schritt-
weitendistanz bezogen. 
 
Abb. 39: Analyse der topographischen Höhendaten im Stadtgebiet von Freiburg. Flächen mit einer Hangnei-
gung von über 20° sind lila hervorgehoben. Quelle: Eigene Darstellung mit Daten von NASA 
(2015) und OSM (2018). 
Die Negativfläche, die sich nun aus den regionalplanerischen Ausschlussflächen und den 
Flächen mit starker Hangneigung zusammensetzt, kann zusätzlich individuell erweitert 
werden. Dies ermöglicht bspw. die Berücksichtigung spezieller Schutzgebiete oder den 
Ausschluss von Flächen, die bereits für andere Zwecke vorgesehen sind. Unter anderem 
für diese Analysen ermöglicht das RE³ASON-Modell den Zugriff auf so genannte Web 
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Map Services (WMS), Kartendienste die in einem standardisierten Format über das Inter-
net bereitgestellt werden. Im Modell sind bereits über 50 dieser Kartendienste zu verschie-
denen Themen wie Klima, Emissionen, sozio-ökonomische Statistiken, usw. hinterlegt, 
weitere Dienste können über die Angabe einer entsprechenden URL mit Hilfe der grafi-
schen Benutzeroberfläche hinzugefügt werden. Im Modell ist beispielsweise ein Karten-
dienst des Bundesamtes für Naturschutz (BfN 2015) integriert, in dem die Lage verschie-
dener Schutzgebiete verzeichnet ist. Die Anzeige dieser Flächen im Kartenhintergrund 
ermöglicht bspw. die Berücksichtigung von Vogelschutzgebieten (welche nicht notwendi-
gerweise als Naturschutzgebiete verzeichnet sind). Diese können, wenn die entsprechende 
Karte als Hintergrund gewählt wurde, als individuelle Negativflächen markiert und somit 




Abb. 40: Nutzbare Fläche (cyan) für Windkraftanlagen. Zu sehen ist zudem die individuelle Markierung einer 
Ausschlussfläche (rot) auf Basis von Vogelschutzgebieten (schraffierte Fläche). Quelle: Ei-
gene Darstellung mit Daten von NASA (2015), BfN (2015) und OSM (2018). 
2. Analyse der Windgeschwindigkeiten 
In vergleichbaren Studien zur Potenzialermittlung für Windkraft wird häufig die mittlere 
jährliche Windgeschwindigkeit verwendet und die Häufigkeitsverteilung mit Hilfe der 
Weibull- oder Rayleigh-Verteilung abgeschätzt (z. B. McKenna et al. 2014a; Jäger et al. 
2016; BMVI 2015; Zaspel-Heisters 2015). Diese können jedoch nicht alle Windverhält-
nisse beschreiben, bspw. in Gegenden, in denen häufig Windgeschwindigkeiten von 0 auf-
treten, oder wenn die Windgeschwindigkeiten einer bimodalen Verteilung folgen (vgl. An-
gelis-Dimakis et al. 2011). 
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Da zudem für die Optimierung des Energiesystems (vgl. Kap. 4) nicht nur die statistische 
Häufigkeitsverteilung, sondern insbesondere auch das zeitliche Profil der (potenziellen) 
Stromerzeugung aus Windkraft benötigt wird, werden im RE³ASON-Modell zeitlich hoch 
aufgelöste Profile der Windgeschwindigkeit und -richtung im Jahresverlauf als Grundlage 
für die Berechnungen verwendet. Hierfür werden die MERRA-2-Reanalysedaten der 
NASA (Gelaro et al. 2017)29 ausgewertet, die verschiedene Klimadaten, u. a. die Windge-
schwindigkeit und -richtung in 10 m Höhe über Grund, in viertelstündlicher Auflösung frei 
zur Verfügung stellen. Die räumliche Auflösung dieser Daten ist mit ca. 50 km recht grob, 
dies wird jedoch durch die Berücksichtigung lokaler Bedingungen an den geplanten Anla-
genstandorten ausgeglichen (vgl. Schritt 3 b und Abb. 43). Die grafische Oberfläche des 
Modells erlaubt zudem die Auswahl des verwendeten Wetterjahres, so dass bspw. auch ein 
eher unterdurchschnittliches Windjahr gewählt werden kann, um das Risiko einer Über-
schätzung der Erträge zu vermindern. 
Zur Berechnung der potenziellen Stromerzeugung anhand der Leistungskurven der Wind-
kraftanlagen wird aus diesen Windgeschwindigkeitsprofilen durch Aggregation über die 
viertelstündlichen Einzelwerte in Klassen mit 0,1 m/s Klassenbreite die Häufigkeitsvertei-





𝑡: 𝑣 ≤𝑣𝑡<𝑣 +1
, 𝑓ü𝑟 𝑎  𝑒 𝑣𝑖 ∈  0,0; 0,1; … ; 49,9  (4.21) 
mit: 
𝑣𝑡 Windgeschwindigkeit (m/s) zum Zeitpunkt 𝑡 
𝑣𝑖 Windgeschwindigkeitsklasse (m/s) 
𝑇 Anzahl der Zeitpunkte 𝑡 
 
                                                                  




Abb. 41: Histogramm zur Häufigkeitsverteilung der Windgeschwindigkeiten in Freiburg in 10m Höhe im Jahr 
2016 (Klassenbreite: 0,1 m/s). Quelle: Eigene Darstellung mit Daten von Gelaro et al. (2017). 
Zusätzlich wird die Häufigkeitsverteilung der Windrichtungen (𝑊𝐷𝐹𝑖, vgl. Abb. 42) be-
stimmt, indem sämtliche Windrichtungswerte zu Klassen mit jeweils einem Grad Klassen-
breite aggregiert werden (wobei eine Gewichtung mit der zugehörigen Windstärke vorge-





𝑡: 𝑑 ≤𝑑𝑡<𝑑 +1
, 𝑓ü𝑟 𝑎  𝑒 𝑑𝑖 ∈  0;… ; 359  (4.22) 
𝑀𝑊𝐷 =  ax
𝑑 
𝑊𝐷𝐹𝑑  (4.23) 
mit: 
𝑑𝑡 Windrichtung (Grad) zum Zeitpunkt 𝑡 
𝑑𝑖 Windrichtungsklasse (Grad) 
𝑇 Anzahl der Zeitpunkte 𝑡 
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Abb. 42: Relative Häufigkeiten der Windrichtungen im Jahresverlauf in Freiburg. Die vorherrschende Wind-
richtung ist in diesem Fall 239° (Westsüdwest). Quelle: Eigene Darstellung mit Daten von Ge-
laro et al. (2017). 
Zur Beurteilung der möglichen Stromerzeugung einer WKA muss die Windgeschwindig-
keit auf deren Nabenhöhe berechnet werden. Hierfür lässt sich die logarithmische Höhen-
formel (Hau 2016, S. 575), welche die Windgeschwindigkeit 𝑣𝐻 in einer bestimmten Höhe 
𝐻 auf Basis der Windgeschwindigkeit 𝑣𝑟𝑒𝑓 in einer Referenzhöhe 𝐻𝑟𝑒𝑓 berechnet, anwen-
den: 










Die Rauhigkeitslänge 𝑧  (m) ist dabei ein Maß für die Beschaffenheit der Erdoberfläche 
und bezeichnet eine fiktive Höhe über dem Erdboden, in der die mittlere Windgeschwin-
digkeit den Wert 0 annimmt. Die mittlere Rauhigkeitslänge der gesamten betrachteten Re-
gion 𝑧 
𝑎𝑣𝑔
 wird nun als flächengewichteter Mittelwert der Rauhigkeitslängen der in dieser 
Region vorhandenen Flächentypen bestimmt (vgl. Tabelle 15). 
Tabelle 15: Zuordnung von Rauhigkeitslängen zu Flächentypen. In Anlehnung an Quaschning 2013. 









Wohn- & Gewerbegebiet 1,80 
Sonstige / unbekannt 0,01 
 
Mit Hilfe der Windgeschwindigkeiten in 10 m Höhe und der mittleren Rauhigkeitslänge 
der Region kann nun unter Verwendung der logarithmischen Höhenformel die Häufigkeits-
verteilung sowie das Jahresprofil der Windgeschwindigkeiten 𝑣𝐻
𝑔
 am Rande der Peplos-
phäre (d. h. auf Höhe der planetaren Grenzschicht, 𝐻𝑔 = 2 𝑘𝑚) berechnet werden (vgl. 
Schritt 3 b und Abb. 43). Der Wind in dieser Höhe wird als geostrophischer Wind bezeich-
net (Troen und Lundtang Petersen 1990). Dieser ist unabhängig von der lokalen Oberflä-
chenbeschaffenheit und wird daher als gleichbleibend innerhalb der betrachteten Region 
angenommen und als Grundlage für die Berechnung der lokalen Windgeschwindigkeiten 
verwendet (vgl. Schritt 3 b). 
3. WKA-Auswahl und Platzierung 
In diesem Schritt werden innerhalb der nutzbaren Fläche so lange neue WKAs platziert, 
bis die Fläche komplett ausgeschöpft ist. Da das so genannte „windfarm positioning prob-
lem“ zur Komplexitätsklasse der NP-vollständigen Problemen gehört, sind Heuristiken zur 
Lösung erforderlich (Mosetti et al. 1994). Auch die hier beschriebene Vorgehensweise ist 
eine Heuristik und kann daher keine optimale Nutzung der vorhandenen Flächen garantie-
ren. Die Vorgehensweise bei der WKA-Auswahl und Platzierung ist in den Punkten a bis 
c beschrieben: 
a) Auswahl eines Standortes 
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Zunächst wird ein beliebiger Punkt am Rande der verfügbaren Fläche als potenzieller 
Standort für die nächste WKA ausgewählt. 
b) Auswahl des geeignetsten Windkraftanlagentyps 
Aus einer Datenbank werden techno-ökonomische Parameter (insbesondere die Nabenhö-
hen, Leistungskurven, Investitionen und spezifische Kosten) zu 249 Typen von WKA im-
portiert (McKenna et al. 2015). Nun wird bestimmt, welcher Anlagentyp für den gewählten 
Standort am besten geeignet ist. Hierfür kann zwischen drei Kriterien unterschieden wer-
den:  
 maximale Jahresstromerzeugung,  
 maximale flächenspezifische Jahresstromerzeugung 
 oder minimale Stromgestehungskosten. 
Für jeden Anlagentyp werden daher am gewählten Standort diese drei Kennwerte berech-
net. Der wichtigste Parameter hierfür ist die Häufigkeit der Windgeschwindigkeiten am 
potenziellen Anlagenstandort. 
Zur Berücksichtigung der lokalen Gegebenheiten wird zunächst anhand der Flächentypen 
innerhalb eines 500m-Radius um die geplante Anlage die lokale Rauhigkeitslänge 𝑧 
𝑙  an 
diesem Standort berechnet. Anschließend wird über den geostrophischen Wind mittels der 
logarithmischen Höhenformel die Windgeschwindigkeit auf Nabenhöhe der geplanten An-
lage bestimmt. Dabei wird zudem die lokale Höhendifferenz 𝐻𝑙 zwischen dem geplanten 
Standort und der Grundhöhe des untersuchten Gebietes berücksichtigt. Somit werden so-
wohl die Oberflächenbeschaffenheit, als auch die topographische Lage eines potenziellen 
Anlagenstandortes adäquat berücksichtigt. 
Abb. 43 stellt die Zusammenhänge zwischen mittleren und lokalen Rauhigkeitslängen, so-




Abb. 43: Schematische Darstellung der Vorgehensweise zur Berechnung der Windgeschwindigkeiten [m/s] in 
Nabenhöhe an potenziellen WKA-Standorten, in Abhängigkeit von den lokalen Rauhigkeits-
längen [m]. 
Zur Bestimmung der geeignetsten WKA werden nun die mögliche jährliche Stromerzeu-
gung 𝑊  (kWh/a), die flächenspezifische Stromerzeugung 𝑤 (kWh/m²/a), sowie die Strom-
gestehungskosten 𝑆𝐺𝐾 (€/kWh) jedes Anlagentyps bestimmt.  






𝜋 ∗ 𝑛𝐻𝑊 ∗ 𝑛𝑁𝑊 ∗ 𝑑𝑅
2 (4.26) 
𝑆𝐺𝐾 =
𝐼 + ∑  𝑜 ∗ 𝑊 ∗ (1 − 𝑑)
𝑡 ∗ (1 + 𝑖)−𝑡 − 𝑡= 
∑ 𝑊 ∗ (1 − 𝑑)
𝑡 − 




𝑣 Windgeschwindigkeit (m/s) 
𝑊𝑆𝐹𝑣 Relative Häufigkeit (%) der Windgeschwindigkeit 𝑣 
𝑃𝐶𝑣  Leistung (kW) der WKA bei Windgeschwindigkeit 𝑣𝑖, abgeleitet aus der Kennlinie 
der WKA 
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𝜂 Windpark-Effizienz (%) 
𝑑𝑅 Rotordurchmesser (m) 
𝑛𝐻𝑊 Mindestabstand in Hauptwindrichtung (Vielfache von 𝑑𝑅) 
𝑛𝑁𝑊 Mindestabstand in Nebenwindrichtung (Vielfache von 𝑑𝑅) 
𝑡 Zeitschritt (Jahr) 
𝑇 Lebensdauer der WKA (Jahre) 
𝐼 Investition (€, vgl. Schritt 5) 
 𝑜 operative Kosten (€/kWh) 
𝑑 jährliche Degradation (%) 
𝑖 Zinssatz (%) 
 
Die Windpark-Effizienz fasst mehrere Effekte, die zu Effizienzverlusten führen, aber nicht 
explizit quantifiziert werden können, zusammen. Dies sind bspw. aerodynamische Ab-
schattungen, fehlerhaft dimensionierte Komponenten, Verluste wegen nicht optimalem Be-
triebsablauf (z. B. Vogelschlag, Eisabwurf, Windrichtungsnachführung, etc.) sowie tech-
nische Nichtverfügbarkeiten. In der Grundeinstellung des Modells wird hierfür 𝜂 = 85% 
angenommen (Hau 2016; Ali et al. 2012; González-Longatt et al. 2012). 
Je nachdem, welcher Kennwert für die Auswahl des Anlagentyps über die grafische Ober-
fläche vorgegeben wurde, wird nun der beste Anlagentyp bzgl. dieses Kennwertes ausge-
wählt. In der Grundeinstellung des Modells wird die Anlage mit den geringsten Stromge-
stehungskosten ausgewählt. 
c) Platzierung der WKA und Reduzierung der nutzbaren Fläche 
In vergleichbaren Studien zur Wind-Potenzialermittlung (z. B. McKenna et al. 2014a; Zas-
pel-Heisters 2015) wird die Anzahl der platzierbaren Anlagen durch Multiplikation der 
verfügbaren Fläche mit einer durchschnittlichen Packungsdichte ermittelt. Der tatsächliche 
Flächenbedarf für eine einzelne Anlage ist jedoch gering (im Wesentlichen nur die beto-
nierte Fundamentfläche), lediglich die Abstände zwischen mehreren Anlagen müssen ver-
gleichsweise groß sein, um gegenseitige aerodynamische Abschattungen zu reduzieren. 
Der Großteil der Fläche kann jedoch weiterhin z. B. landwirtschaftlich genutzt werden. 
Diesem Umstand kann durch die diskrete Anlagenplatzierung innerhalb der nutzbaren Flä-
che unter Verwendung von Abstandsellipsen Rechnung getragen werden. Hierbei muss in 
Hauptwindrichtung ein größerer Abstand als in Nebenwindrichtung verwendet werden. 
Üblich sind dabei Abstände vom 5- bis 10-fachen Rotordurchmesser in Haupt- und 3- bis 
5-fachem Rotordurchmesser in Nebenwindrichtungen (Hau 2016, S. 804). In der Grund-
einstellung verwendet das RE³ASON-Modell den 8-fachen Rotordurchmesser in Haupt- 
und den 5-fachen Rotordurchmesser in Nebenwindrichtung. 
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Nun wird geprüft, ob innerhalb der Abstandsellipse dieser geplanten WKA bereits eine 
andere (existierende oder geplante) WKA platziert wurde. Dies ist möglich, da die unter-
schiedlichen Rotordurchmesser verschiedener Anlagentypen auch unterschiedlich große 
Abstandsellipsen zur Folge haben. Ist dies der Fall, wird die nutzbare Fläche reduziert, 
indem die Abstandsellipse der neuen Anlage auf den Standort der bestehenden Anlage an-
gewandt wird. Anschließend befindet sich der aktuelle Standort nicht mehr innerhalb der 
nutzbaren Fläche, und es wird zu Punkt a) zurückgekehrt und ein neuer Standort gewählt. 
Wenn es keinen Konflikt mit anderen WKAs gibt, kann die neue Anlage dort platziert 
werden. Anschließend wird die verbleibende nutzbare Fläche um die Fläche der Abstand-
sellipse reduziert. 
Wenn die nutzbare Fläche durch diese Reduzierung vollständig erschöpft wurde, ist die 
Anlagenplatzierung beendet. Ansonsten wird zu Punkt a) zurückgekehrt und ein neuer 
Standort innerhalb der verbleibenden Fläche gewählt. Die nutzbare Fläche wird durch die-
sen Algorithmus also immer vollständig ausgenutzt. Ein Beispiel für die resultierende An-
lagenplatzierung ist in Abb. 44 zu sehen. 
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Abb. 44: Beispielhaftes Ergebnis für die Platzierung von Windkraftanlagen (dunkelblaue Symbole mit halb-
transparenten Abstandsellipsen) innerhalb der nutzbaren Fläche (cyan). Quelle: Eigene Dar-
stellung mit Kartendaten von OSM (2018) und Mapbox (2018). 
4. Stromerzeugungssimulation 
Für jede platzierte Anlage wird nun das Jahresprofil der Stromerzeugung in viertelstündli-
cher Auflösung berechnet. Im Unterschied zur Berechnung der Stromerzeugung auf Basis 
der Häufigkeitsverteilung (vgl. Formel (4.25)), wird nun die exakte Windgeschwindigkeit 
berücksichtigt. Dabei wird die WKA-Leistung 𝑃𝑣 (kW) für jeden Zeitpunkt, bzw. für jede 
Windgeschwindigkeit, durch lineare Interpolation der WKA-spezifischen Leistungskurve 
zwischen abgerundeter (⌊𝑣⌋) und aufgerundeter (⌈𝑣⌉) Windgeschwindigkeit bestimmt. 
𝑃𝑡 = 𝑃𝑣(𝑣𝑡), 𝑓ü𝑟 𝑎  𝑒 𝑡 ∈ 𝑇,𝑚𝑖𝑡 (4.28) 
4.2 Windkraft 
115 
𝑃𝑣(𝑣) = ((⌈𝑣⌉ − 𝑣) ∗ 𝑃𝐶⌊𝑣⌋ + (𝑣 − ⌊𝑣⌋) ∗ 𝑃𝐶⌈𝑣⌉) ∗ 𝜂 
 
5. Wirtschaftlichkeitsanalyse 
Zur ökonomischen Bewertung der ermittelten Potenziale werden nun die Stromgeste-
hungskosten (vgl. Kapitel 2.5.4) anhand Formel (4.27) berechnet. Die Investition 𝐼 bein-
haltet dabei nicht nur die Investition in Fundament und WKA 𝐼𝑊𝐾𝐴, sondern auch die Netz-
anschlusskosten 𝐼𝐺𝑟𝑖𝑑, sowie weitere Nebenkosten der Investition 𝐼𝑂𝑡ℎ𝑒𝑟:  
𝐼 = 𝐼𝑊𝐾𝐴 + 𝐼𝐺𝑟𝑖𝑑 + 𝐼𝑂𝑡ℎ𝑒𝑟 , 𝑚𝑖𝑡 
𝐼𝐺𝑟𝑖𝑑 = 𝑃𝑁 ∗ ( 𝑔𝑐,𝑝 + 𝑑𝑔𝑐𝑝 ∗  𝑔𝑐,𝑑). 
(4.29) 
mit: 
𝑃𝑁 Nennleistung der WKA [kW], 
 𝑔𝑐,𝑝 Netzanschlusskosten [€/kW], 
 𝑔𝑐,𝑑 Netzanschlusskosten [€/kW/km], 
𝑑𝑔𝑐𝑝 Entfernung der WKA zum nächsten Netzanschlussknoten [km]. 
 
Als Annahme für die Netzanschlusskosten für Onshore-WKA in Abhängigkeit von ihrer 




 und  𝑔𝑐,𝑑 = 8,57 
€
𝑘𝑊∗𝑘𝑚
 verwendet (basierend auf Swider et al. 2008), für die Ne-




 angenommen (Deutsche Windguard 2010). 
Aus diesen Werten kann schließlich die Kosten-Potenzialkurve (vgl. Kapitel 2.5.4) abge-
leitet werden. Diese stellt das techno-ökonomische Potenzial für die Stromerzeugung aus 
Windkraft in der Region dar. Jede WKA kann dabei unterschiedliche Stromgestehungs-
kosten haben, begründet durch unterschiedliche Jahresstromerzeugung aufgrund der Wind-
geschwindigkeiten, Geländetopographie und Rauhigkeitslängen, die sich je nach Standort 
unterschieden. 
In das Optimierungsmodell gehen schließlich die Standorte, Kosten und Stromerzeugungs-
profile aller so ermittelten potenziellen WKAs ein. Beispiele zur Anwendung der Methodik 
finden sich in Kapitel 6.1. 
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4.3 Biomasse 
Die Stromerzeugung aus Biomasse trägt in Deutschland ca. 7% zur gesamten Bruttostrom-
erzeugung bei und rangiert damit hinter der Windkraft auf dem zweiten Platz (in 2016, vgl. 
BMWi 2017). In Bezug auf den Primärenergiebedarf ist Biomasse sogar mit Abstand die 
wichtigste erneuerbare Energiequelle. Dies liegt unter anderem daran, dass Biomasse im 
Gegensatz zu anderen erneuerbaren Energien aufgrund der vielfältigen Wertschöpfungs-
ketten neben der Stromerzeugung auch in den Bereichen Wärme, Verkehr (in Form von 
Biokraftstoffen) und Gas (in Form von Biomethan) eingesetzt werden kann. Die energeti-
sche Nutzung von Biomasse bietet im Vergleich zu den Technologien PV und Windkraft 
zusätzlich den Vorteil der zeitlichen Flexibilität. Da Biomasseerzeugnisse einfach gelagert 
und zu einem späteren Zeitpunkt energetisch verwertet werden können, kann die energeti-
sche Verwertung an die Nachfrage angepasst werden, um so z. B. die Fluktuationen bei der 
Stromerzeugung durch PV und Wind auszugleichen. 
Bei der energetischen Nutzung von Biomasse kommen verschiedene Energieträger, Tech-
nologien und Energieumwandlungspfade zum Einsatz. Folgende Verfahren stehen hierfür 
grundsätzlich zur Verfügung (vgl. Bidart et al. 2017b): 
 Biochemische Verfahren 
o Fermentierung 
o Anaerobe Vergärung 




 Physikalisch-chemische Verfahren 
o Pressung, Extraktion 
Heutzutage kommen davon v. a. die anaerobe Vergärung sowie die Verbrennung von Bio-
masse in größerem Ausmaß zum Einsatz (vgl. Bidart et al. 2017a). Die anderen Verfahren 
werden derzeit erforscht und teilweise auch schon in der Praxis erprobt, sind jedoch meist 
noch nicht als marktreif einzustufen (vgl. IEA 2017c). Im RE³ASON-Modell sind aktuell 
nur Technologien implementiert, die bereits reif für die kommerzielle Anwendung und 
gleichzeitig relevant für die im Modell abgebildeten Sektoren Strom und Wärme sind. Dies 
betrifft insbesondere die im folgenden beschriebenen Technologien: 
 Restabfälle werden in Deutschland vorwiegend energetisch in der Abfallverwertung 
genutzt (UM 2016). Hausmüll wird dabei üblicherweise in Müllverbrennungsan-
lagen mittels Rostfeuerung verbrannt, wobei die im Abfall enthaltene Energie in 
Form von Strom und ggfs. Wärme genutzt wird. 
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 Bei der Verbrennung von holzgutartiger Biomasse werden in der Regel heimische 
Holzreststoffe oder auch importierte Reststoffe in Holzfeuerungsanlagen, bzw. 
Holzfeuerungsheizkraftwerken, in Strom und Wärme umgewandelt. 
 Bei der anaeroben Vergärung wird organische Biomasse in Biogasanlagen durch 
die Einwirkung verschiedener Mikroorganismen unter Abwesenheit von Sauer-
stoff in Methan und Kohlendioxid (Biogas) umgewandelt. Das erzeugte Biogas 
kann entweder aufbereitet und als Biomethan ins Erdgasnetz eingespeist, oder di-
rekt bei der Biogasanlage unter Verwendung eines Blockheizkraftwerks (BHKW) 
in Strom und Wärme umgewandelt werden. 
Tabelle 16 listet die im Modell abgebildeten Technologien, sowie die verwendeten Sub-
strate und die dabei erzeugten Energieformen auf. 
Tabelle 16: Im RE³ASON-Modell abgebildete Bioenergie-Technologien, Substrate und erzeugte Energiefor-
men. 
Technologie Substrate Energieform 
Müllverbrennungsanlage Hausmüll Strom & Wärme 
Holzfeuerungsanlage Waldrestholz, Rebschnitt, Stroh Strom & Wärme 
Biogasanlage mit BHKW Maissilage, Gras Strom & Wärme 
Biogasaufbereitung Maissilage, Gras Biomethan 
 
Im RE³ASON-Modell können die Bioenergiepotenziale für diese vier Technologien für 
beliebige Gemeinden bestimmt werden. Da für diese Anlagentypen jeweils unterschiedli-
che Flächen und Substrate verwendet werden, gibt es zwischen diesen Technologien keine 
Nutzungskonkurrenz. Lediglich bei Biogasanlagen muss entschieden werden, ob diese in 
Kombination mit einem BHKW zur Produktion von Strom und Wärme, oder in Kombina-
tion mit einer Gasaufbereitungsanlage zur Produktion von Biomethan eingesetzt werden 
sollen. Standardmäßig wird die aktuell in der Praxis wesentlich häufiger eingesetzte Vari-
ante (vgl. FNR 2017) von Biogasanlagen mit BHKW verwendet. 
Die Ergebnisse können jedoch nicht komplett als zusätzliches Potenzial zur Energiebereit-
stellung interpretiert werden, da ein Großteil der betrachteten Flächen und Substrate bereits 
bspw. zur Futter- und Nahrungsmittelproduktion genutzt wird (FNR 2017). Eine Gemeinde 
kann mit dem Ergebnis jedoch bewerten, welche lokalen Energiebereitstellungspotenziale 
genutzt werden könnten, wenn z. B. ein gewisser Anteil der Ackerflächen der Bioenergie-
nutzung gewidmet würde, oder wenn die Gemeinde eine eigene Müllverbrennungsanlage 
betreiben würde, anstatt den Hausmüll zu einer entfernten Anlage zu exportieren. Bereits 
bestehende Bioenergieanlagen können über das EEG-Anlagenregister (BNetzA 2017a) im-
portiert und dargestellt werden. Da jedoch nicht genau bekannt ist, welche Flächen durch 
diese Anlagen beansprucht werden, können diese lediglich berücksichtigt werden, indem 
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ein Teil der Flächen entweder durch einen Zufallsalgorithmus oder individuell über die 
graphische Benutzeroberfläche als Verbotsfläche markiert wird. 
 
Abb. 45: Vorgehensweise bei der Ermittlung der Potenziale aus Biomasse. 
Abb. 45 zeigt eine schematische Übersicht der Vorgehensweise sowie der verwendeten 
Daten und Methoden bei der Ermittlung der Potenziale zur Strom-, Gas- und Wärmeerzeu-
gung aus Biomasse. Die wesentlichen Daten sind zudem in Tabelle 18 zusammengefasst. 
Die Vorgehensweise erfolgt in drei Schritten und diversen Teilschritten: 













Bestimmung der räumlichen Verteilung der BM-Ressourcen
Müllverbrennung: Bestimmung des Abfallaufkommens
Verteilung auf Wohnflächen
Biogas/Holz-HKW: Bestimmung der Ernteflächen
Anwendung substratspezifischer Hektarerträge
1
Standortplanung der potenziellen BM-Anlagen
a) Räumliche Gruppierung mittels k-Means-Clustering
b) Bestimmung der Ausschlussflächen
c) Bestimmung mengengewichteter Flächenschwerpunkte
d) Ausschluss entfernter Flächen, Neuberechnung (c)
e) Berechnung der Transportwege
Berechnung der Anlagenparameter,




Techno-ökonomisches Potenzial zur 







Zunächst werden die innerhalb der betrachteten Gemeinde verfügbaren Ressourcen zur bi-
oenergetischen Nutzung identifiziert und räumlich lokalisiert. Die Vorgehensweise unter-
scheidet sich dabei für die jeweils betrachteten Technologien: 
 Bei der Berechnung des Stromerzeugungspotenzials aus Müllverbrennungsanlagen 
wird zunächst das spezifische pro-Kopf-Aufkommen an Hausmüll mit der Anzahl 
der Einwohner der Gemeinde multipliziert, um das gesamte Abfallaufkommen 
innerhalb eines Jahres zu bestimmen. Anschließend werden aus OSM alle Wohn-
flächen (d. h. mit Kennzeichnung „landuse=residential“) bezogen. Basierend auf 
der Annahme, dass das Abfallaufkommen innerhalb dieser Flächen anfällt, erfolgt 
nun eine räumliche Zuordnung zu diesen Flächen, gewichtet mit den Größen der 
jeweiligen Flächen. 
 Für die Berechnung des Strom- und Wärmeerzeugungspotenzials aus Biogasanla-
gen und Holzfeuerungsanlagen werden zunächst die Flächen (Waldflächen, 
Weinreben, Ackerflächen und Wiesen) bestimmt, auf denen die genutzten Sub-
strate anfallen. Anschließend wird unter der Verwendung von spezifischen Hek-
tarertragszahlen die jährlich anfallende Substratmenge für jede Fläche bestimmt. 
Dabei gilt die Annahme, dass die Substrate so lange vor Ort lagern, bis der für die 
weiteren Berechnungen angenommene Wasseranteil von 15% erreicht ist. 
 
Abb. 46 zeigt die im Modell berücksichtigen Landnutzungskategorien am Beispiel der 
Stadt Karlsruhe. 
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Abb. 46: Verfügbare Flächen in Karlsruhe, eingefärbt nach Landnutzungskategorien. Quelle: Eigene Darstel-
lung mit Daten von OSM (2018) und Mapbox (2018). 
2. Standortplanung der potenziellen Biomasse-Anlagen 
Die Standortplanung erfolgt in folgenden Teilschritten: 
a) Räumliche Gruppierung mittels k-Means-Clustering 
In Abhängigkeit davon, auf wie viele Biomasse-Anlagen die Substratmengen verteilt wer-
den sollen, erfolgt eine räumliche Gruppierung der verfügbaren Flächen. Hierfür werden 
die zur Verfügung stehenden Flächen mittels des k-Means++ Algorithmus (Arthur und Va-
ssilvitskii 2007) in mehrere Gruppen („Cluster“) aufgeteilt, wobei Gruppen mit geringer 
Varianz bezüglich der räumlichen Koordinaten gesucht werden. Dabei wird die Summe 
der quadrierten Abweichungen aller Punkte einer Gruppe vom jeweiligen Gruppenschwer-
punkt minimiert, als Entfernungsmaß wird die euklidische Distanz verwendet. Dieser 
Schritt soll sicherstellen, dass die Transportentfernungen innerhalb der Flächengruppen 
möglichst gering sind. 
b) Bestimmung der Ausschlussflächen 
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Bestimmte Flächen müssen als potenzielle Standorte für Bioenergieanlagen ausgeschlos-
sen werden. Aktuell gibt es keine gesetzlich verbindlichen Mindestabstandsregelungen für 
Bioenergieanlagen. Die Technische Anleitung zur Reinhaltung der Luft sieht jedoch für 
diverse vergleichbare Anlagentypen (u. a. geschlossene Anlagen zur Vergärung von Bio-
abfällen, zum Trocknen von Abfällen und zur Lagerung von Gülle) einen Mindestabstand 
von 300 m zur nächstgelegenen Wohnbebauung vor (vgl. BMU 2002). Standardmäßig wer-
den daher Wohn- und Geschäftsflächen mit einer zusätzlichen Pufferzone von 300 m als 
Ausschlussflächen betrachtet. Im Falle von Biogasanlagen wurde nachgewiesen, dass An-
wohner im Umkreis von 750 m durch den von Biogasanlagen verursachten Geruch beson-
ders gestört werden könnten (Soland et al. 2013). Da die Geruchswahrnehmung stark von 
der Windrichtung beeinflusst wird, kann für diese Anlagen daher zusätzlich ein Mindest-
abstand zu Wohnbebauung in Hauptwindrichtung angegeben werden, wobei als Standard-
wert ein Abstand von 750 m verwendet wird (vgl. Abb. 47). 
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Abb. 47: Bestimmung von Ausschlussflächen für die Standortplanung von Biogasanlagen in Karlsruhe. Quelle: 
Eigene Darstellung mit Daten von OSM (2018) und Mapbox (2018). 
c) Bestimmung mengengewichteter Flächenschwerpunkte 
Für jede Gruppe von Substratflächen wird nun der Flächenschwerpunkt ermittelt. Dabei 
erfolgt eine Gewichtung anhand der jährlich erzeugten Substratmenge pro Fläche. Liegt 
der dabei bestimmte Flächenschwerpunkt innerhalb der Ausschlussflächen, wird stattdes-
sen der nächstmögliche Punkt auf dem Rande der Ausschlussfläche bestimmt. 
d) Ausschluss entfernter Flächen, Neuberechnung (c) 
Bei der Nutzung von Ackerflächen durch Bioenergieanlagen können Nutzungskonkurren-
zen entstehen. Da in vielen Fällen eine vollständige Nutzung aller zur Verfügung stehenden 
Flächen nicht gewünscht oder nicht möglich ist, erlaubt das RE³ASON-Modell die Angabe 
eines Nutzungsfaktors in Prozent der verfügbaren Fläche. Standardmäßig wird hierbei ein 
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Wert von 80% verwendet. Auf Basis der zuvor bestimmten Flächenschwerpunkte und der 
diesen Punkten zugeordneten Flächen werden nun sukzessive so lange Flächen entfernt, 
bis der Anteil der Summe der verbleibenden Flächen von der Gesamtfläche dem Nutzungs-
faktor entspricht. Dabei werden standardmäßig zufällige Flächen entfernt, was zufällige 
Nicht-Verfügbarkeiten einzelner Flächen, z. B. aufgrund von anderweitiger Nutzung oder 
mangelnder Kooperation der Eigentümer, abbilden soll. Wahlweise können stattdessen je-
doch auch die jeweils am weitesten von der geplanten Anlage entfernten Flächen ausge-
schlossen werden, was eine optimistischere Sichtweise bezüglich der Wahl der zu bewirt-
schaftenden Flächen darstellt. Anschließend wird Schritt c) mit den verbleibenden Flächen 
erneut ausgeführt, um den Standort der geplanten Biomasseanlage als Schwerpunkt der 
tatsächlich genutzten Substratflächen zu bestimmen. 
e) Berechnung der Transportwege 
Anschließend werden die Transportentfernungen für die Anlieferung der Biomasse-Sub-
stratmengen zu den Anlagen bestimmt. Während in bisherigen Arbeiten zur Bestimmung 
der Bioenergiepotenziale meist einfache Abschätzungen mit pauschalen Werten für die 
Transportdistanzen (Kaltschmitt et al. 2003, Oettli et al. 2004) oder die Luftlinienentfer-
nung (Rudi et al. 2017) verwendet wurden, soll in dieser Arbeit die tatsächliche Entfernung 
unter Verwendung des Straßennetzes als Entfernungsmaß verwendet werden. Hierfür wird 
aus OpenStreetMap das Straßennetz der betrachteten Region bezogen, wobei jeweils nur 
Straßentypen verwendet werden, die für die Nutzung durch landwirtschaftliche Fahrzeuge 
geeignet sind (vgl. Tabelle 17). Basierend auf dem Straßennetz wird anschließend für jede 
Anlage ein Transportnetzwerk erstellt und unter Verwendung des Dijkstra-Algorithmus 
(Dijkstra 1959) der kürzeste Transportweg zu jeder Substratfläche bestimmt. In Verbin-
dung mit den Erträgen der jeweiligen Flächen kann somit jeder Fläche das Produkt aus 
Transportstrecke und –menge als Basis für die Bestimmung der Transportkosten zugeord-
net werden. 
Tabelle 17: Zugelassene Tags zur Bestimmung des Straßennetzes für den Transport von Biomassesubstraten. 














                                                                  
30 vgl.: https://wiki.openstreetmap.org/wiki/DE:Key:highway#Wege 





highway=unclassified Öffentlich befahrbare Nebenstraße 
highway=residential Straße an und in Wohngebieten 
highway=service Erschließungsweg 
highway=track Wirtschafts-, Feld- oder Waldweg 
 
Abb. 48 zeigt die ermittelten Anlagenstandorte, die genutzten Flächen (in diesem Fall die 
Ackerflächen, braun), sowie die kürzesten Transportwege für jede Fläche am Beispiel von 
drei potenziellen Biogasanlagen in Karlsruhe. 
 
Abb. 48: Ergebnis der Standortplanung für drei Biogasanlagen in Karlsruhe. Quelle: Eigene Darstellung mit Da-
ten von OSM (2018) und Mapbox (2018). 
3. Berechnung der Anlagenparameter, der möglichen Energiebereitstellung, sowie der 
Kosten 
Nachdem die Standorte, die bewirtschafteten Flächen, sowie die Transportwege für alle 
potenziellen Bioenergieanlagen ermittelt wurden, können die technischen und ökonomi-
schen Parameter der potenziellen Anlagen bestimmt werden. Hierfür erfolgt zunächst die 
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Berechnung der benötigten Anlagenkapazität unter Berücksichtigung der jährlich verarbei-
teten Substratmengen, der Energieumwandlungseffizienzwerte, sowie des vorgegebenen 
Nutzungsgrades der Anlagen. Als Standard wird hierfür ein Wert von 6.000 Volllaststun-
den angenommen (Witt et al. 2012), dieser Wert kann jedoch reduziert werden, um zum 
Preis höherer Stromgestehungskosten eine größere Flexibilität der Anlagen zu ermöglichen 
(6.000 Volllaststunden entsprechen einem Überbauungsfaktor von 1,46). Dies ermöglicht 
dem Optimierungsmodell (vgl. Kapitel 5), den Einsatz der Bioenergieanlagen z. B. anhand 
der Strom- und Wärmenachfrage zu optimieren. Mit diesen Werten kann anschließend der 
jährliche Umsatz, bzw. die jeweilige Strom-, Wärme- und Biomethanerzeugung berechnet 
werden. Die erforderliche Investition berechnet sich nach für jede Technologie unter-
schiedlich gestalteten, aber in allen Fällen degressiv verlaufenden Kostenfunktionen in Ab-
hängigkeit von der jeweils installierten Leistung. Hinzu kommen investitionsabhängige, 
jährlich fixe Kosten für Betrieb und Instandhaltung, variable Kosten für die Ernte und Ver-
arbeitung der Biomassesubstrate sowie für die Entsorgung der Reststoffe und die Kosten 
für den Transport der Substratmengen in Abhängigkeit von der Transportmenge und den 
jeweiligen Entfernungen auf dem Straßennetz. Opportunitätskosten für die Nutzung der 
Flächen werden nicht berücksichtigt. Mit diesen Angaben lassen schließlich die Geste-
hungskosten für Strom, Wärme und Biomethan für alle Anlagen berechnen (vgl. Kapitel 
2.5.4). Da hier im Gegensatz zu den zuvor beschriebenen Vorgehensweisen für PV und 
Wind mehrere Energieträger erzeugt werden können, könnten die Kosten hierbei auch an-
teilig auf die jeweils produzierten Energieträger aufgeteilt werden. Im Rahmen dieser Ar-
beit und für die Ergebnisse in Kapitel 6.1 werden die Kosten jedoch stets voll auf den 
jeweils betrachteten Energieträger veranschlagt. Die Stromgestehungskosten stellen somit 
eine konservative Schätzung dar und gelten so bspw. nur in Situationen, in denen die mit 
der Stromerzeugung produzierte Wärme nicht genutzt wird. 
Die bei den einzelnen Schritten verwendeten Annahmen zu den Massen-, Biogas- und 
Energieerträgen der verschiedenen Substrate können Tabelle 18, die techno-ökonomischen 
Parameter der abgebildeten Anlagentypen Tabelle 19, Tabelle 20 und Tabelle 21 entnom-
men werden. 
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Tabelle 18: Verwendete Annahmen der Massen-, Biogas- und Energieerträge bei der energetischen Umwand-
lung verschiedener Substrate in Bioenergieanlagen. Quelle: FNR 2017. 
Substraterträge 
Hausmüll: 120  [kgFM/(E*a)]   Waldrestholz: 1  [tFM/(ha*a)] 
Rebschnitt: 2 [tFM/(ha*a)]   Stroh: 4,5 [tFM/(ha*a)] 
Mais: 50 [tFM/(ha*a)]   Gras: 29 [tFM/(ha*a)] 
Biogaserträge 
Mais: 98,9 [Nm³/tFM]   Gras: 86,93 [Nm³/tFM] 
Untere Heizwerte 
Hausmüll: 15.000 [MJ/tFM]   Waldrestholz: 15.600 [MJ/tFM] 
Rebschnitt: 7.959 [MJ/tFM]   Stroh: 14.200 [MJ/tFM] 
Biogas: 5 [kWh/Nm³]   Biomethan: 9,97 [kWh/Nm³] 
FM = Frischmasse, E = Einwohner, ha = Hektar, Nm³ = Normkubikmeter 
Tabelle 19: Techno-ökonomische Annahmen bei der Standortplanung und Berechnung der Anlagenauslegung 
von Müllverbrennungsanlagen. Quellen: FNR 2017, Rudi et al. 2017, Bidart et al. 2014, Strobl und 
Dorfner 2014, UM 2016, Witt et al. 2012, sowie eigene Annahmen. 
Müllverbrennungsanlage 
Anlagenzahl: 1 [-]   Nutzungsgrad: 6.000 [h/a] 
Effizienzel: 21 [%]   Effizienzht: 30 [%] 
Lebensdauer: 20 [a]   Abstand: 300 [m] 
Fixe Kosten: 0,04 [€/(Inv€*a)]   Variable Kosten: 38,1 [€/t] 
Transportkosten: 0,09 [€/(t*km)]      
Investition: 15.797*P0,82    [€], P in [kWel] 
el = Strom, ht = Wärme, Abstand = Mindestabstand zu Wohn- und Geschäftsflächen 
Tabelle 20: Techno-ökonomische Annahmen bei der Standortplanung und Berechnung der Anlagenauslegung 
von Holzfeuerungsanlagen. Quellen: FNR 2017, Rudi et al. 2017, Bidart et al. 2014, Strobl und 
Dorfner 2014, UM 2016, Witt et al. 2012, sowie eigene Annahmen. 
Holzfeuerungsanlage 
Anlagenzahl: 1 [-]   Nutzungsgrad: 6.000 [h/a] 
Effizienzel: 23 [%]   Effizienzht: 64 [%] 
Lebensdauer: 20 [a]   Abstand: 300 [m] 
Fixe Kosten: 0,047 [€/(Inv€*a)]   Variable Kosten: 54,25 [€/t] 
Transportkosten: 0,18 [€/(t*km)]      
Investition: 75.935*P0,547    [€], P in [kWel] 
el = Strom, ht = Wärme, Abstand = Mindestabstand zu Wohn- und Geschäftsflächen 
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Tabelle 21: Techno-ökonomische Annahmen bei der Standortplanung und Berechnung der Anlagenauslegung 
von Biogasanlagen. Quellen: FNR 2017, Rudi et al. 2017, Bidart et al. 2014, Strobl und Dorfner 
2014, UM 2016, Witt et al. 2012, sowie eigene Annahmen. 
Biogasanlage mit BHKW 
Anlagenzahl: 3 [-]   Nutzungsgrad: 6.000 [h/a] 
Effizienzbe: 37,5 [%]   Effizienzbh: 44,5 [%] 
Lebensdauer: 20 [a]      
Abstand: 300 [m]   AbstandWR: 750 [m] 
Fixe Kosten: 0,12 [€/(Inv€*a)]   Variable Kosten: 5,9 [€/t] 
Transportkosten: 0,35 [€/(tMais*km)]   Transportkosten: 0,80 [€/(tGras*km)] 
Investition: Stückweise linear nach FNR 2017 [€/kWel] 
Biogasaufbereitungsanlage 
Anlagenzahl: 3 [-]   Nutzungsgrad: 6.000 [h/a] 
Methananteil: 50 [%]   Lebensdauer: 20 [a] 
Abstand: 300 [m]   AbstandWR: 750 [m] 
Fixe Kosten: 0,12 [€/(InvBG€*a)]   Fixe Kosten: 0,25 [€/(InvAuf€*a)] 
Transportkosten: 0,35 [€/(tMais*km)]   Transportkosten: 0,80 [€/(tGras*km)] 
Variable Kosten: 5,9 [€/t]      
Investition in Biogasanlage: 18.248*Q0,859    [€], Q in [Nm³ Biogas / h] 
Investition in Aufbereitungsanlage: 83.268*Q0,479    [€], Q in [Nm³ Biomethan / h] 
be = Biogas zu Strom, bh = Biogas zu Wärme, Methananteil = Volumenanteil von Methan in Biogas,  
Abstand = Mindestabstand zu Wohn- und Geschäftsflächen,  
AbstandWR = Mindestabstand zu Wohn- und Geschäftsflächen in Hauptwindrichtung 
 
Das Modell erlaubt die individuelle Anpassung sämtlicher verwendeter Parameter über die 
grafische Benutzeroberfläche (vgl. Abb. 49). Somit können in kurzer Zeit verschiedene 
Varianten und Nutzungspfade erprobt, bewertet und miteinander verglichen werden. 
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Abb. 49: Grafische Oberfläche des RE³ASON-Modells bei der Ermittlung der Biomasse-Potenziale im Land-
kreis Ortenaukreis. Quelle: Eigene Darstellung mit Kartendaten von OSM (2018) und Mapbox 
(2018). 
In das Optimierungsmodell gehen schließlich die Standorte, Kosten, Kapazitäten, sowie 
die jährlich maximal nutzbare Substratmenge aller so ermittelten potenziellen Bioenergie-
anlagen ein. Beispiele zur Anwendung der Methodik finden sich in Kapitel 6.1. 
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5 Entwicklung eines techno-
ökonomischen Optimierungsmodells 
Während in den Kapiteln 3 und 4 die Methoden beschrieben wurden, mit denen im ersten 
Teilmodell des RE³ASON-Modells die wesentlichen Daten zur Analyse des städtischen 
Energiesystems ermittelt werden, beschreibt dieses Kapitel das zweite Teilmodell, welches 
diese Daten zur Bestimmung der optimalen Systemgestaltung nutzt. Es handelt sich dabei 
um ein deterministisches Modell zur Einsatz- und Ausbauplanung, welches die optimalen 
Investitionen in Energieumwandlungstechnologien aus Sicht der betrachteten Kommune 
bestimmt. 
In den folgenden Abschnitten werden zunächst die Perspektive des Modells (5.1), die Ziel-
vorgaben und Entscheidungsgrößen (5.2), die zeitliche und räumliche Modellstruktur (5.3), 
sowie die abgebildeten Technologien (5.4) erläutert. Abschnitt 5.5 liefert die formale Be-
schreibung des Modells und listet sämtliche Mengen, Parameter, Variablen und Gleichun-
gen auf. Daraufhin folgt die Erläuterung eines methodischen Ansatzes zur Reduktion der 
Rechenzeit des Modells (5.6). Abschnitt 5.7 beschreibt schließlich Details zur Implemen-
tierung sämtlicher entwickelter Modellkomponenten. 
5.1 Perspektive 
Wie in Kapitel 1.2 beschrieben, adressiert das RE³ASON-Modell die Zielgruppe der Pla-
ner, die Konzepte für die Gestaltung der Energiesysteme von Städten und Kommunen ent-
wickeln. Das Modell nimmt daher eine gesamtwirtschaftliche Perspektive aus Sicht der 
Gemeinde ein. Dabei werden sämtliche entscheidungsrelevanten Ausgaben innerhalb des 
städtischen Energiesystems, unabhängig davon, welcher Akteur diese Ausgaben tätigt, be-
rücksichtigt. Das Modell bestimmt also z. B. die aus Systemsicht optimalen Investitionen 
privater Haushalte in neue Heizungssysteme ohne Berücksichtigung der Wirtschaftlichkeit 
dieser Investitionen aus Sicht des jeweiligen Einzelhaushaltes. Die Interessenskonflikte, 
die bei der Umsetzung eines auf diese Weise entwickelten Energiekonzeptes in der Praxis 
auftreten können, werden in Kapitel 7.3 adressiert. 
Das Optimierungsmodell nimmt eine gesamtwirtschaftliche Perspektive ein, innerhalb de-
rer gesetzliche Förderungen und Subventionen lediglich als eine Umverteilung von Kosten 
betrachtet und daher nicht in der Kostenkalkulation berücksichtigt werden. Dies bedeutet 
beispielsweise, dass die EEG-Umlage im Strompreis für Endkunden nicht berücksichtigt 
wird, gleichzeitig aber auch die Eigentümer von EE-Anlagen keine Einspeisevergütung für 
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die Stromerzeugung erhalten. Diese Sichtweise liegt auch darin begründet, dass die Geset-
zeslage aufgrund häufiger Änderungen (vgl. Kapitel 2.1) über den vergleichsweise lang-
fristigen Zeithorizont des Modells nicht als konstant angenommen werden kann. Ein Grund 
für die häufigen Anpassungen der Gesetzeslage sind Fehlsteuerungen, die in der Vergan-
genheit immer wieder zur Über- oder Unterförderung verschiedener Technologien geführt 
haben und einen neutralen Vergleich zwischen Technologien erschweren. Da eine techno-
logieneutrale, ergebnisoffene Bewertung auf Basis der technischen Parameter und der tat-
sächlich anfallenden Ausgaben bei der Investition und Nutzung von Technologien zur 
Energieumwandlung jedoch wünschenswert ist, werden Förderungen und Subventionen 
bei der ökonomischen Bewertung innerhalb des Modells nicht berücksichtigt. 
Die gleiche Annahme gilt für die Preise der Energieträger: hierfür werden im Modell le-
diglich die Kosten für Beschaffung und Vertrieb, sowie Netzentgelte berücksichtigt. Steu-
ern, Abgaben und Umlagen, die im Jahr 2015 z. B. im Falle von Haushaltsstrom ca. 52%, 
beim Erdgas ca. 26% und bei Heizöl ca. 26,5% der jeweiligen Endkundenpreise ausmach-
ten (vgl. BDEW 2017), werden ebenfalls als Umverteilung von Kosten betrachtet und da-
her auch nicht zur ökonomischen Bewertung verwendet. Der Preis für die lokale Nutzung 
von z. B. aus dem Übertragungsnetz importiertem Strom setzt sich im Modell daher zu-
sammen aus den Kosten für Beschaffung und Vertrieb (𝐶𝐹𝑦,𝑒), sowie Kosten für die Über-
tragung (𝐶𝑇𝑦,𝑒) und Verteilung (𝐶𝐷𝑦,𝑒) des Stroms (vgl. Abschnitt 5.5.3). 
Eine Bewertung der Modellergebnisse aus einzelwirtschaftlicher Perspektive unter Be-
rücksichtigung von Förderungen, Subventionen, Steuern und Abgaben kann im Anschluss 
an die Bestimmung der optimalen Systemgestaltung im Rahmen der Umsetzung erfolgen. 
Hierfür können spezialisierte Werkzeuge, wie in Kapitel 7.3 beschrieben, verwendet wer-
den. 
Obwohl bei der Modellierung einige Annahmen bezüglich zukünftiger Entwicklungen 
(z. B. Energieträgerpreise) getroffen werden müssen, sind die Modellergebnisse keine 
Prognose über die zukünftige Systementwicklung. Die Ergebnisse stellen stattdessen eine 
normative Sichtweise dar: das Modell ermittelt nicht, wie das Energiesystem sich voraus-
sichtlich entwickeln wird, sondern wie es sich entwickeln sollte, um die vorgegebenen 
Ziele bestmöglich zu erfüllen. 
Bei der Optimierung des Energiesystems gilt stets die Annahme der perfekten Voraussicht 
über den gesamten Planungszeitraum. Dies bedeutet, dass die Entscheidungen aller Zeit-
schritte gleichzeitig optimiert werden, die Anforderungen sämtlicher zukünftiger Zeit-
schritte also bereits zum Zeitpunkt der Planung bekannt sind und berücksichtigt werden. 
Dies ermöglicht dem Modell die strategische Planung über einen langfristigen Zeithori-
zont, womit z. B. optimale Investitionspläne zur Erreichung eines langfristigen Emissions-
minderungsziels entworfen werden können. Die möglichen Nachteile dieser Annahmen 
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werden in Kapitel 7.4 diskutiert, alternative Vorgehensweisen werden in Kapitel 5.6 vor-
gestellt. 
5.2 Optimierungsziel und Entscheidungsgrößen 
Zweck des Modells ist die Bestimmung der optimalen Gestaltung des städtischen Energie-
systems. Die Güte einer Lösung wird dabei anhand der Zielfunktion gemessen, die im 
RE³ASON-Modell wahlweise in der Minimierung der diskontierten entscheidungsrelevan-
ten Systemausgaben, der Emissionen von Treibhausgasen (in Form von CO2-Äquivalen-
ten), der Netto-Energieimporte, oder der Primärenergieimporte bestehen kann (vgl. Ab-
schnitt 5.5.2). 
Das Modell wird verwendet, um aus der großen Anzahl aller möglichen Technologiekom-
binationen diejenigen zu bestimmen, die diese Zielfunktion minimieren. Dabei wird so-
wohl bestimmt, welche Technologien genutzt werden sollten, als auch, zu welchen Zeit-
punkten diese eingesetzt werden sollten. Wie in Kapitel 3.2 beschrieben, wird der 
Anfangsbestand und die Altersstruktur der bereits vorhandenen Technologien aus statisti-
schen Daten abgeleitet. Das Modell entscheidet dann zunächst über neue Investitionen in 
Energieumwandlungstechnologien, sowie über den Rückbau bestehender Technologien. 
Der modellendogene Anlagenrückbau erhöht die Modellkomplexität dabei deutlich, ist je-
doch sehr wichtig, da nur so bspw. bestehende Ölheizungen vor dem Ende ihrer Lebens-
dauer ausgetauscht werden können. Aus den Investitions- und Rückbauentscheidungen 
ergibt sich zu jedem Zeitpunkt der aktuelle Anlagenbestand. Gleichzeitig bestimmt das 
Modell für alle Anlagen aus dem Anlagenbestand optimale Einsatzpläne, wodurch sich 
wiederum die Energieflüsse ergeben. 
Einige Variablen bilden diskrete (ganzzahlige) Entscheidungen ab, weshalb das Modell als 
gemischt-ganzzahliges lineares Programm (engl. mixed integer linear program, MILP) for-
muliert ist. Diskrete Entscheidungsvariablen sind wesentliche Treiber der Modellkomple-
xität und damit der Rechendauer, werden jedoch benötigt, um bspw. zu modellieren, wel-
che der prinzipiell verfügbaren Heiztechnologien in einem Gebäude verwendet wird (vgl. 
Abschnitt 5.5.10). 
Treiber des Modells ist die Deckung der Nachfrage nach Nutzenergie, wie z. B. der Bedarf 
nach Raumwärme in Wohngebäuden. Zusätzliche Restriktionen können in Form von Ma-
ximalwerten für verschiedene Indikatoren vorgegeben werden (vgl. Abschnitt 5.5.9). So 
können beispielsweise die Gesamtsystemausgaben und/oder die Energieimporte auf einen 
bestimmten Wert beschränkt oder Emissionsminderungsziele vorgegeben werden. 
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5.3 Zeitliche und räumliche Modellstruktur 
Das Modell nimmt eine langfristige Optimierung, üblicherweise über einen Zeithorizont 
von 15 bis 35 Jahren vor. Dieser Zeitraum entspricht in etwa dem üblichen Planungshori-
zont für die Formulierung kommunaler energiepolitischer Ziele (vgl. Kapitel 2.2) und ist 
zudem hinreichend lange, um die typischen Nutzungsdauern der berücksichtigten Techno-
logien abzubilden. Die optimale Investitionsplanung erfolgt jedoch nicht explizit für jedes 
Jahr innerhalb dieses Zeitraumes, sondern jeweils für konkrete Umsetzungszeitpunkte, die 
in einem Abstand von fünf Jahren über den Betrachtungszeitraum verteilt sind und im Fol-
genden als Modelljahre bezeichnet werden. 
Der Anlageneinsatz wird hingegen unterjährig optimiert. Hierfür ist jedes Modelljahr wei-
ter unterteilt in mehrere Zeitschritte, die in Form von Zeitscheiben implementiert sind. 
Zeitscheiben bilden unterschiedlich lange Blöcke zusammenhängender Stunden innerhalb 
eines Tages ab. Die Zeitscheibenstruktur im RE³ASON-Modell ist flexibel und kann über 
die grafische Oberfläche angepasst werden. Eine entsprechende Aggregation der viertel-
stündlichen Nachfrage- und Erzeugungsprofile auf die gewählte Zeitscheibenstruktur er-
folgt dann automatisch. Wie durch Poncelet (2018) gezeigt werden konnte, kann die Wahl 
der Zeitscheibenstruktur insb. bei einem steigenden Anteil erneuerbarer Energien die Er-
gebnisse optimierender Energiesystemmodelle deutlich beeinflussen. Im Vergleich zu 
früheren optimierenden Energiesystemmodellen liegt im RE³ASON-Modell ein besonde-
rer Fokus auf der Abbildung erneuerbarer Energien, weshalb für die Berechnungen im 
Rahmen dieser Arbeit eine feinere zeitliche Unterteilung mit jeweils 72 Zeitscheiben in-
nerhalb eines Jahres (vgl. z. B. Möst 2006 mit 36, Merkel 2016 mit 48 Zeitscheiben) ge-
wählt wurde. Auf diese Weise kann insb. die Zeit zwischen 6 und 20 Uhr, in der bspw. die 
Stromerzeugung aus PV starke Leistungssprünge verzeichnet, genauer abgebildet werden 
(vgl. Abb. 50). In der zukünftigen Entwicklung des RE³ASON-Modells könnte die flexible 
Implementierung der Zeitreihenaggregation genutzt werden, um gute Kompromisse zwi-
schen Rechenzeit und Abbildungsgenauigkeit durch unterschiedliche Ausgestaltungen der 
Zeitscheibenstruktur zu bestimmen (vgl. z. B. Bahl et al. 2018). 
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Abb. 50: Überblick über die zeitliche Differenzierung im RE³ASON-Modell in den Standardeinstellungen. 
Quelle: Eigene Darstellung in Anlehnung an Möst (2006). 
Jeder Zeitschritt wird innerhalb des Modells als stationärer Zustand betrachtet, innerhalb 
dessen gewisse Bedingungen, z. B. der Ausgleich der Energiebilanz, gewährleistet sein 
muss. Abb. 51 veranschaulicht die räumliche Struktur des Optimierungsmodells. 
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Abb. 51: Räumliche Struktur des Optimierungsmodells. 
Die administrative Grenze der betrachteten Stadt oder Gemeinde bildet die Bilanzgrenze 
des Optimierungsmodells. Innerhalb dieser Grenze ist das Modell weiter in mehrere Regi-
onen unterteilt. Üblicherweise sind dies die verschiedenen Stadtteile, möglich sind jedoch 
auch andere Methoden der Regionalisierung (vgl. Kapitel 3.1). Innerhalb der Stadtteile sind 
die Gebäude in Gebäudetypen (vgl. Kapitel 3.2) gruppiert, die wiederum unterschiedlichen 
Sektoren zugeordnet werden können. Ein Gebäudetyp stellt die kleinste räumliche Einheit 
innerhalb des Modells dar. Energieumwandlungstechnologien können sich sowohl in Ge-
bäuden (z. B. Wärmepumpe), als auch direkt in einem Stadtteil (z. B. Windkraftanlage) 
befinden. 
Der Energieaustausch zwischen verbundenen Stadtteilen (vgl. Kapitel 3.2) wird mittels der 
Verteilnetze für Strom, Gas und Fernwärme ermöglicht. Andere Energieträger wie Öl oder 
Pellets können ebenfalls zwischen Stadtteilen transportiert werden und sind auf die gleiche 
Art und Weise (d. h. vereinfacht in Form von Stoffflüssen, vgl. Kapitel 3.5) modelliert. 
Über die Bilanzgrenze hinaus ist der Import und Export von Energieträgern möglich, falls 
die entsprechenden (modellendogenen) Stadtteile eine Verbindung zu einem Import-/Ex-
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Für Großtechnologien, wie bspw. Kohle- oder Kernkraftwerke, wird, selbst wenn diese 
sich innerhalb des Stadtgebietes befinden sollten, keine Einsatz- und Ausbauplanung vor-
genommen. Da diese Technologien üblicherweise an das Übertragungsnetz angeschlossen 
sind, werden sie als modellexogen betrachtet und nicht abgebildet. 
5.4 Abbildung von Technologien 
Um die Nachfrage nach Nutzenergie in Form von Raumwärme, Beleuchtung und Arbeit in 
den Gebäuden zu befriedigen, setzt das Modell Energieumwandlungstechnologien ein, die 
einen oder mehrere Energieträger in einem bestimmten Verhältnis in einen oder mehrere 
andere Energieträger transformieren können. Die abgebildeten Technologien umfassen de-
zentrale Energieumwandlungstechnologien sowohl auf der Angebots- als auch auf der 
Nachfrageseite. Dazu gehören verschiedene Heiz- und Beleuchtungstechnologien, Haus-
haltsgeräte, unterschiedliche Dämmstandards, sowie erneuerbare Energien. Zur lokalen 
Energiespeicherung sind Investitionen in Batteriespeicher auf Stadtteilebene möglich. Ak-
tuell sind im Modell nur Technologien abgebildet, die bereits zur Marktreife entwickelt 
wurden. Eine Projektion der möglichen technischen Verbesserungen z. B. in Bezug auf die 
zukünftige Effizienz von Technologien, findet nicht statt. Tabelle 22 zeigt in vereinfachter 
Form, welche Technologieklassen im Modell abgebildet sind und welche Energieträger 
diese umwandeln können. 
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Tabelle 22: Im Modell abgebildete Technologieklassen sowie deren Möglichkeiten der Energieumwandlung. 
Technologie Input  Output 
Heiztechnologien  
Gaskessel Gas  > Wärme 
Gas-Brennwertkessel Gas  > Wärme 
Ölkessel Heizöl  > Wärme 
Elektrospeicherheizung Strom  > Wärme 
Pelletheizung Pellets  > Wärme 
Luft-Wärmepumpe Strom  > Wärme 
Wasser-Wärmepumpe Strom  > Wärme 
BHKW klein Gas  > Strom + Wärme 
BHKW groß Gas  > Strom + Wärme 
Fernwärme Fernwärme  > Wärme 
Beleuchtungstechnologien  
Glühlampe Strom  > Beleuchtung 
Halogenlampe Strom  > Beleuchtung 
Energiesparlampe Strom  > Beleuchtung 
LED Strom  > Beleuchtung 
Effizienzklassen der Haushaltsgeräte  
C Strom  > Arbeit 
B Strom  > Arbeit 
A Strom  > Arbeit 
A+ Strom  > Arbeit 
A++ Strom  > Arbeit 
A+++ Strom  > Arbeit 
Dämmstandards  
Ursprungszustand Wärme  > Raumwärme 
konventionell Wärme  > Raumwärme 
zukunftsweisend Wärme  > Raumwärme 
Erneuerbare Energien  
PV Strahlungsenergie > Strom 
Wind Windenergie > Strom 
Müllverbrennungsanlage Hausmüll > Strom + Wärme 
Holzfeuerungsanlage Holz > Strom + Wärme 
Biogasanlage mit BHKW Biogassubstrat > Strom + Wärme 
Biogasaufbereitung Biogassubstrat > (Biomethan-)Gas 
Speichertechnologien  
Batteriespeicher Strom  > Strom 
 
Das Verhältnis zwischen Erzeugung und Verbrauch bei diesen Umwandlungsprozessen 
kann als Effizienz verstanden werden. Da jedoch häufig nicht nur ein Energieträger in ei-
nen anderen umgewandelt wird, ist diese Effizienz nicht als einzelne Zahl, sondern als 
Liste abgebildet, die für jeden Energieträger darstellt, welche Input- oder Output-Leistung 
beim Einsatz einer Einheit der jeweiligen Technologie entsteht. Die vollständige Angabe 
der Umwandlungsverhältnisse und maximalen Erzeugungsleistungen der Technologien 
findet sich in Tabelle 37 (Anhang). 
Die Bilanzierung der Technologien erfolgt im Modell in Form von Einheiten. Eine Einheit 
einer Technologie hat eine fest vorgegebene Leistung, die durch die oben beschriebene 
Input-Output-Liste definiert ist. Besonderer Wert wurde auf die korrekte Abbildung von 
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Heiztechnologien gelegt. Für diese wird gefordert, dass in jedem Gebäude nur eine Tech-
nologieklasse verwendet werden darf, es dürfen also beispielsweise nicht Wärmepumpen 
und Gasbrennwertkessel gleichzeitig verwendet werden. Zusätzlich muss mindestens eine 
Einheit einer Heiztechnologie verbaut sein, es gilt also eine Mindestgröße für diese Tech-
nologien. Mehrere Einheiten, auch in nicht-diskreten Schritten (z. B. 1,5 Einheiten der 
Technologie Gasbrennwertkessel), sind jedoch zulässig. Auf diese Weise können unter-
schiedliche Größenklassen (z. B. BHKW mit unterschiedlichen Kosten- und Effizienzpa-
rametern) modelliert, sowie in der Praxis unrealistische Technologiekombinationen ausge-
schlossen werden. Für andere Technologien gelten keine Mindestgrößen. 
Weitere technische Parameter der Technologien sind deren technische Nutzungsdauer und 
die bei ihrem Einsatz entstehenden CO2- und Feinstaub-Emissionen. Die ökonomischen 
Parameter der Technologien umfassen investitionsabhängige, fixe und variable Kosten, die 
bei der Installation und Nutzung von Technologien zusätzlich zu den Kosten für die Be-
schaffung der Energieträger anfallen. Die Investitionen umfassen sowohl die Investition in 
die Anlagenkapazität, die linear mit der Anzahl installierter Einheiten skaliert, als auch 
Installationskosten, die unabhängig von der installierten Menge (z. B. für die Anbringung 
eines Gerüstes bei der Sanierung von Gebäudehüllen) anfallen. Die techno-ökonomischen 
Parameter der im Modell abgebildeten Technologien sind in Tabelle 38 (Anhang) detail-
liert dargestellt. 
Bei den erneuerbaren Energien sind jeweils mehrere einzelne Technologien im Modell ab-
gebildet: Bei Biomasseanlagen wird eine eigene Technologie für jeden Standort erzeugt, 
jede Anlage hat dabei eine bestimmte Menge an Biomassesubstraten zur Verfügung. Der 
Anlagennutzungsgrad, der bei der Berechnung der Potenziale angegeben wurde, entschei-
det über die Flexibilität der Anlagen. Dies wird abgebildet, indem eine begrenzte Menge 
an lokalen Ressourcen (Biomassesubstrate) innerhalb eines Jahres zur Verfügung steht. 
Das Modell kann entscheiden, wann diese Ressourcen in der jeweiligen Anlage energetisch 
verwertet werden sollen. Ein Übertrag verbleibender Ressourcen in ein späteres Modelljahr 
ist jedoch nicht möglich. So kann der Anlageneinsatz von Biomasseanlagen innerhalb ge-
wisser Grenzen optimal gestaltet werden. Bei PV wird für jede Ausrichtung, bei Wind für 
jeden Standort unter Verwendung der in Kapitel 4 beschriebenen Methoden jeweils eine 
Technologie mit eigenem Stromerzeugungsprofil erzeugt. Diese beiden Technologien ver-
fügen somit im Unterschied zu den anderen Technologien über ein fest vorgegebenes Er-
zeugungsprofil und unterliegen daher nicht der optimalen Einsatzplanung. 
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5.5 Formale Beschreibung des 
Optimierungsmodells 
Während in den vorherigen Abschnitten der Aufbau und die grundlegende Struktur des 
Optimierungsmodells vorgestellt wurde, ist der Gegenstand dieses Abschnittes die mathe-
matische Beschreibung des Optimierungsmodells. Dabei werden zunächst die grundlegen-
den Elemente des Modells, namentlich die Mengen, Parameter und Variablen definiert. 
Anschließend erfolgt eine Erläuterung und Auflistung der Gleichungen31 des Modells, ge-
gliedert nach deren jeweiligen Funktionalitäten. 
5.5.1 Definitionen und Nomenklatur 
Die folgenden Tabellen liefern einen Überblick über die im Modell verwendeten Mengen, 
Parameter und Variablen, auf die in den folgenden Abschnitten Bezug genommen wird. 
Mengen (Tabelle 23) dienen dazu, die zeitliche und räumliche Modellstruktur, sowie die 
Technologie- und Güterklassen des Modells formal zu beschreiben. Hochgestellte Indizes 
in den Bezeichnungen kennzeichnen Untermengen, wie z. B. die Menge aller Technolo-
gien auf Gebäudeebene 𝑇𝐶𝑏𝑖, die eine Untermenge aller Technologien 𝑇𝐶 darstellt. Zur 
mehrfachen Referenzierung von Elementen aus der gleichen Menge, z. B. um einen Ener-
giefluss von einem Stadtteil 𝑑 zu einem anderen Stadtteil 𝑑1 zu modellieren, werden den 
Indizes Zahlen nachgestellt. 
                                                                  
31 Im Folgenden wird der Begriff „Gleichungen“ sowohl für Gleichungen, als auch für Ungleichungen verwen-
det. 
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Tabelle 23: Beschreibung der Mengen und verwendete Indizes zur Referenzierung der Elemente aus diesen 
Mengen. 
Index / Menge Beschreibung 
Zeitliche Modellstruktur 
𝒂𝒚 ∈ 𝑨𝒀 Alle Jahre des Betrachtungszeitraums, z. B.  1880 − 2030  
𝒚 ∈ 𝑴𝒀 Umsetzungszeitpunkte, z. B.  2015;  2020;  2025;  2030  
𝒕 ∈ 𝑻𝑺 Zeitschritte, d. h. kontinuierliche Zeitscheiben 
𝒅𝒚 ∈ 𝑫𝒀 Tage (Gruppen von Zeitscheiben) 
Räumliche Modellstruktur 
𝒅 ∈ 𝑫𝑺 Stadtteile, -bezirke, -viertel 
𝒅 ∈ 𝑫𝑺𝒆𝒏 Endogene Stadtteile 
𝒅 ∈ 𝑫𝑺𝒆𝒙 Exogene Stadtteile (Knoten für den Energieimport und -export) 
𝒔 ∈ 𝑺𝑻 Sektoren 
𝒃 ∈ 𝑩𝑰 Gebäudetypen 
Technologie- und Güterklassen 
𝒕𝒄 ∈ 𝑻𝑪 Technologien 
𝒕𝒄 ∈ 𝑻𝑪𝒃𝒊 Technologien auf Gebäudeebene 
𝒕𝒄 ∈ 𝑻𝑪𝒅𝒔 Technologien auf Stadtteilebene 
𝒕𝒄 ∈ 𝑻𝑪𝒓𝒆 Technologien auf Basis erneuerbarer Energien 
𝒕𝒄 ∈ 𝑻𝑪𝒇𝒙 Technologien mit vorgegebenem Aktivitätsprofil, z. B. PV 
𝒕𝒄 ∈ 𝑻𝑪𝒉𝒕 Heiztechnologien 
𝒆 ∈ 𝑬𝑪 Energieträger 
𝒆 ∈ 𝑬𝑪𝒃 Energieträger, deren Bilanzsumme zu jedem Zeitpunkt 0 sein muss 
𝒆 ∈ 𝑬𝑪𝒅 Energieträger, deren Bilanzsumme für jeden Tag 0 sein muss 
𝒆 ∈ 𝑬𝑪𝒏 Energieträger, deren Bilanzsumme größer 0 sein kann 
𝒎 ∈ 𝑬𝑴 Emissionen bzw. Schadstoffe 
𝒎 ∈ 𝑬𝑴𝒍 Lokale Emissionen (z. B. Feinstaub) 
𝒎 ∈ 𝑬𝑴𝒈 Globale Emissionen (z. B. CO2) 
𝒍𝒕 ∈ 𝑳𝑻 Landnutzungskategorien 
 
Parameter (Tabelle 24) stellen die Inputdaten des Modells dar. Diese Daten werden vom 
RE³ASON-Modell jeweils für die betrachtete Gemeinde berechnet (vgl. Kapitel 3 und 4) 
und anschließend in geeigneter Form aggregiert (z. B. passend zur gewählten zeitlichen 
Modellstruktur), so dass sie im Optimierungsmodell genutzt werden können. 
Bei Parametern und Variablen dienen hochgestellte Indizes der genaueren Spezifizierung 
des jeweiligen Parameters oder der Variable, z. B. bezeichnet die Variable 𝑎 𝑦,𝑡,𝑑,𝑠,𝑏,𝑡𝑐
𝑏𝑖  das 
Aktivitätsniveau einer Technologie auf Gebäudeebene. Die tiefgestellten Indizes beziehen 
sich auf die zuvor definierten Mengen, die Variable aus dem vorherigen Beispiel gilt daher 
für ein bestimmtes Modelljahr, einen Zeitschritt, Stadtteil, Sektor, Gebäude und Techno-
logie. Der Index  𝑖 bezeichnet im Folgenden jeweils einen Parameter oder eine Variable 
auf Gebäude-, 𝑑𝑠 auf Stadtteilebene. 
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Tabelle 24: Beschreibung und verwendete Einheiten der Parameter des Optimierungsmodells. 
Parameter Beschreibung Einheit 
Zeitliche Modellstruktur 
𝑵𝒀𝒚 Periodenlänge (Anzahl der abgebildeten Jahre) [a] 
𝑵𝑯𝒕 Dauer je Zeitscheibe [h] 
𝑵𝑻𝒕 Häufigkeit einer Zeitscheibe [a
-1] 
Räumliche Modellstruktur  
𝑵𝑩𝒚,𝒅,𝒔,𝒃 Skalierungsfaktor je Gebäudetyp [-] 
𝑯𝑮(𝒅, 𝒔, 𝒃) Geographische Zuordnung/Hierarchie [-] 
𝑫𝑻(𝒅𝒚, 𝒕) Zeitliche Zuordnung (Zeitscheiben zu Tagen) [-] 
Technische Parameter 
𝑰𝑶𝒕𝒄,𝒆 Input- und Outputraten für Technologien [kWh/VLH] 
𝑳𝑼𝒕𝒄,𝒍𝒕 Flächenbedarf für Technologien [m²/Ein-
heit] 
𝑬𝑹𝒕𝒄,𝒎
𝒍  Emissionsrate für lokale Schadstoffe (technologiespezifisch) [kg/VLH] 
𝑬𝑹𝒚,𝒆𝒄,𝒎
𝒈
 Emissionsrate für globale Schadstoffe (Energieträgerspezifisch) [kg/kWh] 
𝑷𝑬𝑭𝒚,𝒆 Primärenergiefaktor importierter Energieträger [kWh/kWh] 
𝑺𝑫𝒆 Selbstentladerate für Speichertechnologien [-] 
𝑶𝑳𝒕𝒄 Technische Lebensdauer einer Technologie [a] 
𝑹𝑳𝒕𝒄,𝒚′,𝒚 Verbleibende Lebensdauer in Jahr y einer im Jahr y′ installierten 
Technologie 
[a] 
𝑶𝑳𝑺𝒆 Technische Lebensdauer einer Speichertechnologie [a] 
𝑨𝑳𝒚,𝒕,𝒕𝒄
𝒇𝒙
 Aktivitätsniveau von Technologien mit vorgegebenen Profilen [0 - 1] 
Betriebswirtschaftliche Parameter 
𝑰 Zinssatz [%] 
𝑪𝑭𝒚,𝒕,𝒆 Kosten für Energieimporte [€/kWh] 
𝑪𝑬𝒚,𝒎 Emissionskosten [€/kg] 
𝑪𝑻𝒚,𝒆 Energie-Übertragungskosten [€/kWh] 
𝑪𝑫𝒚,𝒆 Energie-Verteilungskosten [€/kWh] 
𝑪𝑽𝒕𝒄 Variable Kosten [€/VLH] 
𝑪𝑿𝒕𝒄 Fixe Kosten [€/Ein-
heit/a] 
𝑪𝑰𝒕𝒄,𝒚 Kapazitätsunabhängige Installationskosten [€] 





Kosten für die Nutzung/Gewinnung lokaler Ressourcen [€/kWh] 
𝑼𝑰𝒕𝒄,𝒚 Investitionsausgaben für Technologien [€/Einheit] 
𝑺𝑰𝒆,𝒚 Investitionsausgaben für Speichertechnologien [€/kWh] 
𝑷𝑬𝒚,𝒕,𝒆 Erlöse für Energieexporte [€/kWh] 
Restriktionen und Zielvorgaben 





Anfangsbestand der installierten Technologien [Einheit] 
𝑬𝑴𝒍_𝒆𝒙 Modellexogene lokale Emissionen (z. B. PM10 aus dem Verkehrs-
sektor) 
[kg] 




𝒍,𝒎𝒂𝒙 Maximal zulässige lokale Emissionen [kg] 
𝑬𝑴𝒚,𝒎
𝒈,𝒎𝒂𝒙
 Maximal zulässige globale Emissionen [kg] 
𝑼𝑨𝒃𝒊 / 𝑼𝑨𝒅𝒔 Maximal erlaubte Anzahl installierter Technologien [Einheit] 











Lokal verfügbare Ressourcen (z. B. Biomassesubstrate) [kWh] 
𝑺𝑺𝒎𝒂𝒙 Maximal erlaubte Speichergröße [kWh] 
𝑭𝑫𝒎𝒂𝒙 Maximaler Energiefluss zwischen Stadtteilen [kW] 
𝑭𝑩𝒚,𝒅,𝒆












𝒎𝒂𝒙  Maximaler Energiefluss von Stadtteil- auf Gebäudeebene (z. B. An-
schlussleistung Einzelgebäude) 
[kW] 
𝑨𝑫𝒚 Bilanzieller Autarkiegrad (Mindestanteil des jährlichen Strombedarfs, 
der aus lokalen erneuerbaren Energien gedeckt werden soll) 
[0-1] 
𝒁𝑪𝒎𝒂𝒙 Maximal erlaubte Kosten [€] 
𝒁𝑬𝒎𝒂𝒙 Maximal erlaubte (CO2-)Emissionen [kg] 
𝒁𝑰𝒎𝒂𝒙 Maximal erlaubte Netto-Energieimporte [kWh] 
𝒁𝑷𝒎𝒂𝒙 Maximal erlaubte Primärenergienutzung [kWh] 
𝒘𝒄 Gewichtungsfaktor für die Gesamtsystemkosten [-] 
𝒘𝒆 Gewichtungsfaktor für die Emissionen [-] 
𝒘𝒊 Gewichtungsfaktor für die Netto-Energieimporte [-] 
𝒘𝒑 Gewichtungsfaktor für die Primärenergienutzung [-] 
 
Variablen (Tabelle 25) bilden die Entscheidungen des Optimierungsmodells ab. Von be-
sonderem Interesse sind die Entscheidungsvariablen, die den Einsatz, Zubau und Rückbau 
von Technologien in jeder Lösung des Modells darstellen. Weitere Variablen werden von 
diesen Entscheidungen abgeleitet und modellieren die Energieflüsse, Bestände, Kosten und 
Emissionen, sowie die Indikatorwerte, die in der Zielfunktion verwendet werden. 
Tabelle 25: Beschreibung, Einheiten (Einh.) und Wertebereiche (WB) der Variablen des Optimierungsmodells. 
Variable Beschreibung Einh. WB 















Anzahl der in 𝑦′ zugebauten Technologien, die in 𝑦 modell-
endogen außer Betrieb genommen werden (Rückbau/Aus-
tausch) 
[−] ≥ 0 






Indikatorvariable, die angibt, ob eine neue Investition in eine 
Technologie getätigt wird 
[−] ∈  0,1  
𝒃𝒕𝒊𝒚,𝒅,𝒔,𝒃,𝒕𝒄
𝒃𝒊  Indikatorvariable, die angibt, ob eine Technologieart instal-
liert ist 
[−] ∈  0,1  
Energieflüsse 
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𝒇𝒍𝒚,𝒕,𝒅𝟏,𝒅,𝒆
𝒅  Energiefluss zwischen Stadtteilen [kWh] ≥ 0 
𝒇𝒍𝒚,𝒕,𝒅,𝒔,𝒃,𝒆
𝒃  Energiefluss von Stadtteil- auf Gebäudeebene [kWh] - 
𝒇𝒍𝒚,𝒕,𝒅,𝒆





Lokal bezogene Energie (z. B. Umgebungswärme, Bio-
masse) 











Anzahl der außer Betrieb genommenen Technologien [−] ≥ 0 
𝒔𝒔𝒚,𝒅,𝒆 Installierte Speichergröße [kWh] ≥ 0 
𝒔𝒍𝒚,𝒕,𝒅,𝒆 Speicherstand [kWh] ≥ 0 
Kosten- und Emissionsbilanzierung 
𝒄𝒚
𝒆𝒊 Kosten für den Import (> 0), bzw. Erlöse für den Export (<
0) von Energieträgern 
[€] - 
𝒄𝒚
𝒆𝒕 Kosten für die Energieübertragung (Import) [€] - 
𝒄𝒚
𝒆𝒅 Kosten für die Energieverteilung (zwischen Stadtteilen) [€] - 
𝒄𝒚
𝒊𝒂 Annuität der Investitionen [€] - 
𝒄𝒚
𝒇𝒙
 Fixkosten [€] - 
𝒄𝒚
𝒗𝒓 variable Kosten [€] - 
𝒄𝒚
𝒆𝒎 Emissionsabhängige Kosten [€] - 
𝒆𝒎𝒚,𝒕,𝒅,𝒆
𝒍  Menge lokaler Emissionen (z. B. PM10) [kg] - 
𝒆𝒎𝒚,𝒕,𝒆
𝒈
 Menge globaler Emissionen (z. B. CO2) [kg] - 
Zielfunktionswerte  
𝒛 Kombinierter Zielfunktionswert [−] - 
𝒛𝒄 Summe der auf das Basisjahr diskontierten Gesamtsys-
temausgaben 
[€] - 
𝒛𝒆 Summe der diskontierten (CO2-)Emissionen [kg] - 
𝒛𝒊 Summe der diskontierten Netto-Energieimporte [kWh] - 
𝒛𝒑 Summe der diskontierten Primärenergienutzung [kWh] - 
 
5.5.2 Zielfunktion 
Die zu minimierende Zielfunktion 𝑧 setzt sich zusammen aus den vier Indikatoren Gesamt-
systemausgaben 𝑧𝑐, CO2-Emissionen 𝑧𝑒, Netto-Energieimporte 𝑧𝑖 und Primärenergiebe-
darf 𝑧𝑝 (5.1). Jeder dieser vier Indikatoren wird über den gesamten Modellierungszeitraum 
betrachtet und jeweils auf das Basisjahr 𝑦  diskontiert. Jeder Indikator geht mit einem bi-
nären Gewichtungsfaktor 𝑤 in die Zielfunktion ein. Die binäre Natur der Gewichtungsfak-
toren wird genutzt, um verschiedene Alternativen zu berechnen, bei denen jeweils andere 
Optimierungsgrößen in der Zielfunktion berücksichtigt und somit nur die jeweils „aktiven“ 
Indikatoren minimiert werden sollen. 
𝑚𝑖𝑛 𝑧 = (𝑤𝑐 ∗ 𝑧𝑐 + 𝑤𝑒 ∗ 𝑧𝑒 + 𝑤𝑖 ∗ 𝑧𝑖 + 𝑤𝑝 ∗ 𝑧𝑝) (5.1) 
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𝑚𝑖𝑡: 𝑤𝑐 , 𝑤𝑒 , 𝑤𝑖 , 𝑤𝑝 ∈  0; 1 ,  𝑛𝑑 (𝑤𝑐 + 𝑤𝑒 + 𝑤𝑖 + 𝑤𝑝) = 1 
Die diskontierten Gesamtsystemausgaben 𝑧𝑐 (5.2) fassen insgesamt sieben Kostenfaktoren 
zusammen und stellen das zentrale Maß für die ökonomische Bewertung der durch das 
Optimierungsmodell berechneten Alternativen dar. Die Bilanzierung der einzelnen Kos-
tenfaktoren wird im folgenden Abschnitt (5.5.3) näher beschrieben. 
𝑧𝑐 = ∑ (
𝐷𝐹𝑦 ∗ 𝑁𝑌𝑦
∗ ( 𝑦
𝑒𝑖 +  𝑦
𝑒𝑡 +  𝑦
𝑒𝑑 +  𝑦
𝑖𝑎 +  𝑦
𝑓 
+  𝑦





Die CO2-Emissionen 𝑧𝑒 (5.3), bzw. die Emissionen CO2-äquivalenter Schadstoffe, stellen 
das wesentliche Maß für die Bewertung der ökologischen Nachhaltigkeit im Rahmen die-
ser Arbeit dar. Die Bilanzierung der Emissionen wird in Abschnitt 5.5.4 näher beschrieben. 




Die Netto-Energieimporte 𝑧𝑖 (5.4) werden als Maß für den Autarkiegrad der betrachteten 
Gemeinde verwendet. Je größer dieser Wert ist, desto mehr Energie muss von außerhalb 
der Gemeindegrenzen zur Befriedigung der Nachfrage importiert werden. Ein negativer 
Wert bedeutet, dass die Gemeinde in der Jahresbilanz Energie exportiert. 




∗ ∑ (𝑓 𝑦,𝑡,𝑑 ,𝑑2,𝑒





Der Primärenergiebedarf 𝑧𝑝 (5.5) kann ebenfalls als Maß für den Autarkiegrad betrachtet 
werden, bei dessen Berechnung werden die jeweils importierten oder exportierten Energie-
träger jedoch zusätzlich mit ihren jeweiligen Primärenergiefaktoren gewichtet, wodurch 
z. B. der Öl-Importe stärker gewichtet werden als der Import von Holzpellets. 
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𝑧𝑝 = ∑ (𝐷𝐹𝑦 ∗ 𝑁𝑌𝑦
𝑦∈𝑀𝑌
∗ ∑ (𝑁𝑇𝑡 ∗ 𝑃𝐸𝐹𝑦,𝑒
𝑡∈ 𝑆,𝑒∈𝐸𝐶
∗ ∑ (𝑓 𝑦,𝑡,𝑑 ,𝑑2,𝑒





Die Diskontierung erfolgt dabei jeweils mit Hilfe des Diskontierungsfaktors  
𝐷𝐹𝑦 =
1
(1 + 𝐼)𝑦+ ,5∗𝑁𝑌𝑦−𝑦0
, (5.6) 
der Ausgaben vom Modelljahr 𝑦 (bzw. von der Mitte des Zeitraums [𝑦; 𝑦 + 𝑁𝑌𝑦], den das 
Modelljahr 𝑦 beschreibt) auf das Basisjahr 𝑦  diskontiert. 
5.5.3 Bilanzierung der Kosten 
Die diskontierten Gesamtsystemausgaben (5.2) setzen sich aus insgesamt sieben Kosten-
faktoren zusammen, die im Folgenden beschrieben werden. 
 𝑒𝑖 (5.7) beschreibt die Kosten für den Energieimport und Erlöse aus dem Energieexport. 
Für die ökonomische Bewertung von Import und Export können jeweils unterschiedliche 
Preise angesetzt werden. In den im Rahmen dieser Arbeit betrachteten Fallstudien wurden 
bspw. für den Energieimport die Kosten für Beschaffung und Vertrieb angesetzt, während 
Netzentgelte, Steuern, Abgaben und Umlagen hier nicht eingepreist wurden. Begründet 
wird dies durch die gesamtwirtschaftliche Sichtweise des Modells (vgl. Abschnitt 5.1). Für 
die Bewertung des Energieexportes (bspw. wenn ein Überschuss aus der Stromerzeugung 
erneuerbarer Energien entsteht) wird hingegen der Großhandelspreis (berechnet auf Basis 
der stündlichen Day-Ahead-Preise des Physical Electricity Index an der europäischen 
Strombörse EPEX Spot für das Jahr 2015) angesetzt. 











𝐶𝐹𝑦,𝑡,𝑒 ∗ ∑ (𝑓 𝑦,𝑡,𝑑 ,𝑑2,𝑒
𝑑 )
𝑑 ∈𝐷𝑆𝑒𝑥,𝑑2∈𝐷𝑆𝑒𝑛










∀ 𝑦 ∈ 𝑀𝑌 
(5.7) 
 𝑒𝑡 (5.8) beschreibt die Kosten für die Nutzung der Übertragungsnetze (Netzentgelte), die 
sowohl beim Import, als auch beim Export von Energie anfallen. 
 𝑦
𝑒𝑡 = ∑ (𝐶𝑇𝑦,𝑒 ∗ ∑ (𝑁𝑇𝑡 ∗ (𝑓 𝑦,𝑡,𝑑 ,𝑑2,𝑒






∀ 𝑦 ∈ 𝑀𝑌 
(5.8) 
 𝑒𝑑 (5.9) beschreibt die Kosten der Energieverteilung, die beim Transport innerhalb der 




 𝐶𝐷𝑦,𝑒 ∗ ∑ (𝑁𝑇𝑡 ∗ 𝑓 𝑦,𝑡,𝑑 ,𝑑2,𝑒
𝑑 )
𝑡∈ 𝑆,𝑒∈𝐸𝐶,




∀ 𝑦 ∈ 𝑀𝑌 
(5.9) 
Um Effekte wie die Vermeidung von Investitionen zum Ende des zeitlichen Betrachtungs-
horizonts zu verhindern, werden Investitionen unter Verwendung der Annuitätenmethode 
bewertet (vgl. Kapitel 2.5.3). Dabei wird der Gesamtwert der Investition jeweils unter Ver-
wendung des technologiespezifischen Annuitätenfaktors  𝑁𝐹 auf die jeweilige Lebens-
dauer der Technologie verteilt. Die dabei verwendeten Annuitätenfaktoren sind  
 𝑁𝐹𝑡𝑐 =
(1 + 𝐼)𝑂𝐿𝑡𝑐 ∗ 𝐼
(1 + 𝐼)𝑂𝐿𝑡𝑐 − 1
 
∀ 𝑡 ∈ 𝑇𝐶 
(5.10) 
für allgemeine Technologien, und 
 𝑁𝐹𝑒 =
(1 + 𝐼)𝑂𝐿𝑆𝑒 ∗ 𝐼
(1 + 𝐼)𝑂𝐿𝑆𝑒 − 1
 
∀ 𝑒 ∈ 𝐸𝐶 
(5.11) 
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für Speichertechnologien. Hierbei ist es wichtig zu betonen, dass die Annuitäten eines Mo-
delljahres jeweils für sämtliche im Betrachtungszeitraum bis dahin getätigten Investitionen 
anfallen, aber unabhängig vom bilanzierten Anlagenbestand in diesem Jahr sind. Obwohl 
also modellendogener Anlagenrückbau erfolgen kann, bedeutet dies nicht, dass es eine 
„Rückerstattung“ der mit der entsprechenden Technologie verbundenen Investitionen gibt. 
Lediglich die fixen Kosten (s. u.) werden durch den Rückbau beeinflusst.  𝑖𝑎 (5.12) fasst 
die Annuitäten sämtlicher Investitionen in Technologien zur Energieumwandlung zusam-
men. Diese setzen sich zusammen aus den Investitionen in Technologien auf der Gebäude- 
und auf der Stadtteilebene, sowie in Speichertechnologien. 
 





𝑑∈𝐷𝑆𝑒𝑛,𝑠∈𝑆 ,𝑏∈𝐵𝐼,𝑡𝑐∈ 𝐶𝑏 : 
𝐻𝐺(𝑑,𝑠,𝑏)




































 (5.13) beschreibt die jährlich fixen Kosten, die z. B. für die Wartung und Instandhal-
tung von Technologien anfallen. 




= ∑ (𝑁𝐵𝑦,𝑑,𝑠,𝑏 ∗  𝑠𝑦,𝑑,𝑠,𝑏,𝑡𝑐
𝑏𝑖 ∗ 𝐶𝑋𝑡𝑐)
𝑑∈𝐷𝑆𝑒𝑛,𝑠∈𝑆 ,𝑏∈𝐵𝐼,𝑡𝑐∈ 𝐶𝑏 : 
𝐻𝐺(𝑑,𝑠,𝑏)
 




∀ 𝑦 ∈ 𝑀𝑌 
(5.13) 
 𝑣𝑟 (5.14) beschreibt die variablen Kosten für den Einsatz der installierten Technologien. 
 𝑦
𝑣𝑟 = ∑ (𝑁𝑇𝑡 ∗ 𝑁𝐵𝑦,𝑑,𝑠,𝑏 ∗ 𝑎 𝑦,𝑡,𝑑,𝑠,𝑏,𝑡𝑐
𝑏𝑖 ∗ 𝑁𝐻𝑡 ∗ 𝐶𝑉𝑡𝑐)
𝑡∈ 𝑆,𝑑∈𝐷𝑆𝑒𝑛,
𝑠∈𝑆 ,𝑏∈𝐵𝐼,𝑡𝑐∈ 𝐶𝑏 : 
𝐻𝐺(𝑑,𝑠,𝑏)
 
+ ∑ (𝑁𝑇𝑡 ∗ 𝑎 𝑦,𝑡,𝑑,𝑡𝑐
𝑑𝑠 ∗ 𝑁𝐻𝑡 ∗ 𝐶𝑉𝑡𝑐)
𝑡∈ 𝑆,𝑑∈𝐷𝑆𝑒𝑛,𝑡𝑐∈ 𝐶𝑑𝑠
 
∀ 𝑦 ∈ 𝑀𝑌 
(5.14) 
 𝑒𝑚 (5.15) beschreibt Kosten, die für die Emission lokaler oder globaler Schadstoffe an-
fallen können (vgl. Abschnitt 5.5.4). In den bisher untersuchten Fallstudien wurden jedoch 
für alle Schadstoffklassen 𝑚 Preise von 𝐶𝐸𝑦,𝑚 = 0 angenommen und somit keine ökono-
mischen Strafkosten für Emissionen berücksichtigt. 
 𝑦








∀ 𝑦 ∈ 𝑀𝑌 
(5.15) 
5.5.4 Bilanzierung der Emissionen 
Die Emissionen pro Jahr und Schadstoff 𝑒𝑚𝑦,𝑚 (5.16) setzen sich zusammen aus Emissi-





, 𝑚 ∈ 𝐸𝑀𝑙
𝑒𝑚𝑦,𝑚
𝑔
, 𝑚 ∈ 𝐸𝑀𝑔
 
∀ 𝑦 ∈ 𝑀𝑌,𝑚 ∈ 𝐸𝑀 
(5.16) 
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Lokale Emissionen 𝑒𝑚𝑙  (5.17), wie z. B. Feinstaub, entstehen jeweils am Ort der Ener-
gieumwandlung, z. B. beim Einsatz einer Pelletheizung in dem Stadtteil, in dem sich das 
betreffende Gebäude befindet. Auf diese Weise können beispielsweise Grenzwerte oder 
Strafkosten für bestimmte lokale Schadstoffklassen im Modell berücksichtigt werden. 
Über den Parameter 𝐸𝑀𝑙_𝑒  können modellexogene Emissionen aus bisher nicht im Modell 















𝑡𝑐∈ 𝐶𝑏 : 𝐻𝐺(𝑑,𝑠,𝑏)
















 (5.18), wie z. B. CO2, werden beim Import bzw. Export von 
Energieträgern bilanziert. Der Ort der Entstehung ist in diesem Fall nicht von Bedeutung. 
Diese Art der Bilanzierung ermöglicht die Verrechnung von negativen Emissionen für den 
Export lokaler Stromerzeugung aus erneuerbaren Energien. Auch hier können modellexo-
gene Emissionen über den Parameter 𝐸𝑀
𝑔_𝑒 




∑ (𝑁𝑇𝑡 ∗ ∑ (𝐸𝑅𝑦,𝑒𝑐,𝑚
𝑔
∗ ∑ (𝑓 𝑦,𝑡,𝑑 ,𝑑2,𝑒









∀ 𝑦 ∈ 𝑀𝑌,𝑚 ∈ 𝐸𝑀𝑔 
(5.18) 
5.5.5 Bilanzierung des Anlagenbestands 
Der momentane Anlagenbestand jeder Technologie auf Gebäudeebene  𝑠𝑏𝑖 (5.19) und auf 
Stadtteilebene  𝑠𝑑𝑠 (5.20) berechnet sich auf Basis des jeweiligen Anfangsbestandes 𝐼𝑆, 
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+ ∑ (  𝑦1,𝑑,𝑠,𝑏,𝑡𝑐





∀ 𝑦 ∈ 𝑀𝑌, 𝑑 ∈ 𝐷𝑆𝑒𝑛, 𝑠 ∈ 𝑆𝑇,  ∈ 𝐵𝐼, 𝑡 ∈ 𝑇𝐶𝑏𝑖: 𝐻𝐺(𝑑, 𝑠,  ) 
(5.19) 
 𝑠𝑦,𝑑,𝑡𝑐




+ ∑ (  𝑦1,𝑑,𝑡𝑐





∀ 𝑦 ∈ 𝑀𝑌, 𝑑 ∈ 𝐷𝑆𝑒𝑛, 𝑡 ∈ 𝑇𝐶𝑑𝑠 
(5.20) 
Die im Jahr 𝑦 außer Betrieb genommenen Anlagen  𝑑𝑎𝑏𝑖 (5.21) und  𝑑𝑎𝑑𝑠 (5.22) berech-
nen sich als die Summe aus Zwangsrückbau und modellendogen bestimmtem Rückbau. 
Konkret bedeutet dies: 
 Zwangsrückbau von 
o Anlagen aus dem Anfangsbestand (𝐼𝑆)  
o sowie modellendogen zugebauter Anlagen (  )  
(die jeweils im Jahr 𝑦 das Ende ihrer Lebensdauer erreicht haben), 
o abzüglich der Anlagen, die im Jahr 𝑦 das Ende ihrer Lebensdauer erreichen wür-
den, jedoch bereits zuvor modellendogen zurückgebaut wurden ( 𝑑) 
 sowie modellendogen durch Rückbau oder Ersatzinvestitionen außer Betrieb ge-
nommene Anlagen ( 𝑑). 
Modellendogen bedeutet in diesen Fällen stets, dass der Zubau einer Technologie, bzw. 
deren Rückbau vor dem Ende ihrer Lebensdauer als gezielte strategische Entscheidung des 
Optimierungsmodells erfolgt, während sich der Zwangsrückbau als technologischer 
Zwang aus der maximalen Lebensdauer der jeweiligen Technologie ergibt. 









𝑏𝑖 +   𝑎𝑦,𝑑,𝑠,𝑏,𝑡𝑐









 𝑅𝐿(𝑡𝑐,𝑎𝑦,𝑦− )> ,
𝑅𝐿(𝑡𝑐,𝑎𝑦,𝑦)≤ 
 














𝑑𝑠 +   𝑎𝑦,𝑑,𝑡𝑐









 𝑅𝐿(𝑡𝑐,𝑎𝑦,𝑦− )> ,
𝑅𝐿(𝑡𝑐,𝑎𝑦,𝑦)≤ 
 




∀ 𝑦 ∈ 𝑀𝑌, 𝑑 ∈ 𝐷𝑆𝑒𝑛, 𝑡 ∈ 𝑇𝐶𝑑𝑠 
(5.22) 
Gleichungen (5.23) und (5.24) stellen sicher, dass nur (noch) existierende Anlagen modell-
endogen zurückgebaut werden können. 




𝑏𝑖 +   𝑎𝑦,𝑑,𝑠,𝑏,𝑡𝑐





∀ 𝑎𝑦 ∈  𝑌, 𝑦 ∈ 𝑀𝑌, 𝑑 ∈ 𝐷𝑆𝑒𝑛, 𝑠 ∈ 𝑆𝑇,  ∈ 𝐵𝐼, 𝑡 ∈ 𝑇𝐶𝑏𝑖:  




𝑑𝑠 +   𝑎𝑦,𝑑,𝑡𝑐





∀ 𝑎𝑦 ∈  𝑌, 𝑦 ∈ 𝑀𝑌, 𝑑 ∈ 𝐷𝑆𝑒𝑛, 𝑡 ∈ 𝑇𝐶𝑑𝑠 
(5.24) 
Das Optimierungsmodell erlaubt die Abbildung von Speichertechnologien zur zeitlichen 
Entkopplung von Energiebereitstellung und –nachfrage auf Ebene der Stadtteile. Bislang 
wurden lediglich Stromspeicher abgebildet, die entsprechenden Gleichungen sind jedoch 
so allgemein formuliert, dass bspw. auch Speicher für Wärme oder andere Energieträger 
abgebildet werden könnten. Vereinfachend wird dabei angenommen, dass bislang keine 
Stromspeicher existieren und dass neu installierte Speicher eine Lebensdauer haben, die 
über den Betrachtungshorizont hinausreicht. Somit muss der Rückbau von Speichertech-
nologien nicht betrachtet werden, was die Modellkomplexität reduziert. Die installierte 
Speicherkapazität 𝑠𝑠 ergibt sich dadurch einfach als Summe der Kapazitätserweiterungen 
𝑠  bis zum betreffenden Modelljahr (5.25). 
𝑠𝑠𝑦,𝑑,𝑒 = ∑ 𝑠 𝑦,𝑑,𝑒
𝑦1∈𝑀𝑌:𝑦1≤𝑦
 
∀ 𝑦 ∈ 𝑀𝑌, 𝑑 ∈ 𝐷𝑆𝑒𝑛, 𝑒 ∈ 𝐸𝐶 
(5.25) 
Für die installierbare Speichergröße je Stadtteil kann zudem ein Maximalwert 𝑆𝑆𝑚𝑎  vor-
gegeben werden (5.26). 
𝑠𝑠𝑦,𝑑,𝑒  𝑆𝑆𝑦,𝑑,𝑒
𝑚𝑎  
∀ 𝑦 ∈ 𝑀𝑌, 𝑑 ∈ 𝐷𝑆𝑒𝑛, 𝑒 ∈ 𝐸𝐶 
(5.26) 
5.5.6 Bilanzierung der Stoff- und Energieflüsse 
Zu den wichtigsten Nebenbedingungen des Modells zählen die Energiebilanzgleichungen. 
Diese Gleichungen stellen sicher, dass der Energieerhaltungssatz erfüllt ist und dass die 
Energienachfrage durch ein entsprechendes Angebot gedeckt werden muss. 
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Für die Ebene der Gebäude umfasst die Energiebilanzgleichung (5.27) die lokale Ener-
gieumwandlung (d. h. den Transfer von Energie zwischen unterschiedlichen Energieträ-
gern in Folge der Aktivität 𝑎 𝑏𝑖 der installierten Technologien), die lokale Energiegewin-
nung  𝑠𝑏𝑖 (d. h. die Nutzung lokal vorhandener Ressourcen), den Energieimport von der 
übergelagerten Stadtteilebene 𝑓 𝑏  und die Nachfrage nach Nutzenergie 𝐷𝑀, welche letzt-
endlich als Energiesenke dient. Für alle exakt bilanzierten Energieträger 𝐸𝐶𝑏, wie z. B. 
Strom, muss daher die Summe der Energiezuflüsse und -abflüsse zu jedem Zeitpunkt und 

















∀ 𝑦 ∈ 𝑀𝑌, 𝑡 ∈ 𝑇𝑆, 𝑑 ∈ 𝐷𝑆𝑒𝑛, 𝑠 ∈ 𝑆𝑇,  ∈ 𝐵𝐼, 𝑒 ∈ 𝐸𝐶𝑏: 𝐻𝐺(𝑑, 𝑠,  ) 
(5.27) 
Für die Stadtteilebene umfasst die Energiebilanzgleichung (5.28) ebenfalls die lokale Ener-
gieumwandlung und -gewinnung, die Energieimporte von, bzw. Exporte zu anderen Stadt-
teilen 𝑓 𝑑 , sowie den Energiefluss auf die Gebäudeebene (𝑓 𝑏 ) und zu bzw. aus dem Spei-

















+ ∑ 𝑓 𝑦,𝑡,𝑑 ,𝑑,𝑒
𝑑
𝑑 ∈𝐷𝑆:𝑑 ≠𝑑
− ∑ 𝑓 𝑦,𝑡,𝑑,𝑑 ,𝑒
𝑑
𝑑 ∈𝐷𝑆:𝑑 ≠𝑑

















∀ 𝑦 ∈ 𝑀𝑌, 𝑡 ∈ 𝑇𝑆, 𝑑 ∈ 𝐷𝑆𝑒𝑛, 𝑒 ∈ 𝐸𝐶𝑏 
(5.28) 
Für die Energieträger 𝐸𝐶𝑑 erlaubt das Modell, dass die Nachfrage nicht zu jedem Zeit-
punkt, sondern lediglich in Summe für jeden Tag gedeckt sein muss. Aktuell wird der 
Energieträger Wärme auf diese Weise abgebildet. Dies bildet die Tatsache ab, dass 
Heiztechnologien in Wohngebäuden üblicherweise über ausreichend dimensionierte Puf-
ferspeicher verfügen, die Wärmeerzeugung und –bedarf zeitlich entkoppeln können. Diese 
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methodische Vereinfachung erlaubt es dem Modell, auf eine explizite Modellierung des 
Speicherstandes dieser vielzähligen einzelnen Pufferspeicher zu verzichten, was die Ge-
samtkomplexität und damit die Rechenzeit wesentlich reduziert. Da die Bilanzsumme für 
jeden Tag ausgeglichen sein muss (vgl. (5.29) und (5.30)), bildet das Modell die in Summe 

















𝑡∈ 𝑆: 𝐷 (𝑑𝑦,𝑡)
= 0 
∀ 𝑦 ∈ 𝑀𝑌, 𝑑 ∈ 𝐷𝑆𝑒𝑛, 𝑠 ∈ 𝑆𝑇,  ∈ 𝐵𝐼, 𝑒 ∈ 𝐸𝐶𝑑 , 𝑑𝑦 ∈ 𝐷𝑌:  



















+ ∑ 𝑓 𝑦,𝑡,𝑑 ,𝑑,𝑒
𝑑
𝑑 ∈𝐷𝑆:𝑑 ≠𝑑
− ∑ 𝑓 𝑦,𝑡,𝑑,𝑑 ,𝑒
𝑑
𝑑 ∈𝐷𝑆:𝑑 ≠𝑑
















𝑡∈ 𝑆: 𝐷 (𝑑𝑦,𝑡)
= 0 
∀ 𝑦 ∈ 𝑀𝑌, 𝑑 ∈ 𝐷𝑆𝑒𝑛, 𝑒 ∈ 𝐸𝐶𝑑 , 𝑑𝑦 ∈ 𝐷𝑌 
(5.30) 
Für die Energieträger 𝐸𝐶𝑛, wie bspw. Abwärme, ist auch ein Energieüberschuss erlaubt 
(vgl. (5.31) und (5.32)). 


































+ ∑ 𝑓 𝑦,𝑡,𝑑 ,𝑑,𝑒
𝑑
𝑑 ∈𝐷𝑆:𝑑 ≠𝑑
− ∑ 𝑓 𝑦,𝑡,𝑑,𝑑 ,𝑒
𝑑
𝑑 ∈𝐷𝑆:𝑑 ≠𝑑
− ∑ (𝑁𝐵𝑦,𝑑,𝑠,𝑏 ∗ 𝑓 𝑦,𝑡,𝑑,𝑠,𝑏,𝑒
𝑏 )










∀ 𝑦 ∈ 𝑀𝑌, 𝑡 ∈ 𝑇𝑆, 𝑑 ∈ 𝐷𝑆𝑒𝑛, 𝑒 ∈ 𝐸𝐶𝑛 
(5.32) 
Weitere Nebenbedingungen begrenzen die zulässigen Energieflüsse. Gleichung (5.33) be-
grenzt den Energiefluss zwischen Stadtteilen, um beispielsweise die begrenzten Kapazitä-
ten der Verteilnetze für Elektrizität abzubilden. Dies könnte z. B. genutzt werden, um den 
Ausbaubedarf der Verteilnetze bei großen Einspeisungen durch dezentral verteilte EE-An-






∀ 𝑦 ∈ 𝑀𝑌, 𝑡 ∈ 𝑇𝑆, 𝑑 ∈ 𝐷𝑆, 𝑑1 ∈ 𝐷𝑆, 𝑒 ∈ 𝐸𝐶: 𝑑1 ≠  𝑑 
(5.33) 
Zusätzlich kann der gesamte Energiefluss von Stadtteil- auf Gebäudeebene (5.34), und von 
Gebäude- auf Stadtteilebene (5.35) begrenzt werden, um beispielweise die begrenzte An-
schlussleistung lokaler Verteilnetzknoten (𝐹𝐵𝑦,𝑑,𝑒
𝑚𝑎 , bzw. 𝐹𝐵𝑦,𝑑,𝑒
𝑚𝑖𝑛 ) abzubilden.  





∀ 𝑦 ∈ 𝑀𝑌, 𝑡 ∈ 𝑇𝑆, 𝑑 ∈ 𝐷𝑆𝑒𝑛, 𝑒 ∈ 𝐸𝐶 
(5.34) 
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∀ 𝑦 ∈ 𝑀𝑌, 𝑡 ∈ 𝑇𝑆, 𝑑 ∈ 𝐷𝑆𝑒𝑛𝑒 ∈ 𝐸𝐶 
(5.35) 
Des Weiteren kann der Energiefluss zu (5.36) und von (5.37) jedem einzelnen Gebäude 
begrenzt werden, um die Anschlussleistungen einzelner Gebäude (𝐹𝐵𝑦,𝑑,𝑠,𝑏,𝑒
𝑚𝑎 , bzw. 
𝐹𝐵𝑦,𝑑,𝑠,𝑏,𝑒













∀ 𝑦 ∈ 𝑀𝑌, 𝑡 ∈ 𝑇𝑆, 𝑑 ∈ 𝐷𝑆𝑒𝑛, 𝑠 ∈ 𝑆𝑇,  ∈ 𝐵𝐼, 𝑒 ∈ 𝐸𝐶 
(5.37) 
5.5.7 Bilanzierung der Speicherstände 
Die folgenden Gleichungen beschreiben die Berechnung der Energieinhalte der Energie-
speicher auf Stadtteilebene. Zunächst wird der Speicherstand zu Beginn (5.38) und Ende 
(5.39) jedes modellierten Jahres explizit auf 0 gesetzt. 
𝑠 𝑦,𝑡,𝑑,𝑒 = 0 + 𝑓 𝑦,𝑡,𝑑,𝑒
𝑠  
∀ 𝑦 ∈ 𝑀𝑌, 𝑡 = 𝑡 , 𝑑 ∈ 𝐷𝑆
𝑒𝑛, 𝑒 ∈ 𝐸𝐶 
(5.38) 
𝑠 𝑦,𝑡,𝑑,𝑒 = 0 
∀ 𝑦 ∈ 𝑀𝑌, 𝑡 = 𝑡𝑚𝑎 , 𝑑 ∈ 𝐷𝑆
𝑒𝑛, 𝑒 ∈ 𝐸𝐶 
(5.39) 
Gleichung (5.40) führt nun eine zeitliche Kopplung zwischen den einzelnen Zeitschritten 
des Jahres ein: der Speicherstand 𝑠 𝑦,𝑡,𝑑,𝑒 in einem Zeitschritt 𝑡 entspricht dem Speicher-
stand des vorangegangenen Zeitschrittes (𝑡 − 1), zuzüglich der Zu- bzw. Abflüsse 𝑓 𝑦,𝑡,𝑑,𝑒
𝑠  
innerhalb des Zeitschrittes 𝑡. Zusätzlich wird die Selbstentladerate 𝑆𝐷𝑒 verwendet, um 
Speicherverluste zu modellieren. Verluste beim Be- und Entladen des Speichers werden 
explizit nicht modelliert, da dies eine mathematische Unterscheidung zwischen diesen bei-
den Vorgängen erfordern würde. Dies würde jedoch die Anzahl der Binärvariablen und 
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damit der Komplexität des Modells weiter erhöhen. Um dies zu vermeiden, werden daher 
lediglich die Selbstentladeverluste (in Höhe von 0,1% pro Stunde) abgebildet.  
𝑠 𝑦,𝑡,𝑑,𝑒 = 𝑠 𝑦,𝑡− ,𝑑,𝑒 ∗ (1 − 𝑆𝐷𝑒)
𝑁𝐻𝑡 + 𝑓 𝑦,𝑡,𝑑,𝑒
𝑠  
∀ 𝑦 ∈ 𝑀𝑌, 𝑡 ∈ 𝑇𝑆, 𝑑 ∈ 𝐷𝑆𝑒𝑛, 𝑒 ∈ 𝐸𝐶 
(5.40) 
Gleichung (5.41) begrenzt schließlich den maximalen Speicherstand auf die jeweils instal-
lierte Speichergröße. 
𝑠 𝑦,𝑡,𝑑,𝑒  𝑠𝑠𝑦,𝑑,𝑒 
∀ 𝑦 ∈ 𝑀𝑌, 𝑡 ∈ 𝑇𝑆, 𝑑 ∈ 𝐷𝑆𝑒𝑛, 𝑒 ∈ 𝐸𝐶 
(5.41) 
5.5.8 Berücksichtigung technologischer Einschränkungen 
Die Gleichungen (5.42) und (5.43) formulieren die Beschränkung der maximal zulässigen 
Menge bestimmter Technologien (z. B. aufgrund begrenzter Potenziale oder weil eine 
Technologie zu einem bestimmten Zeitpunkt noch nicht verfügbar ist). 
 𝑠𝑦,𝑑,𝑠,𝑏,𝑡𝑐
𝑏𝑖  𝑈 𝑦,𝑑,𝑠,𝑏,𝑡𝑐
𝑏𝑖  
∀ 𝑦 ∈ 𝑀𝑌, 𝑑 ∈ 𝐷𝑆𝑒𝑛, 𝑠 ∈ 𝑆𝑇,  ∈ 𝐵𝐼, 𝑡 ∈ 𝑇𝐶𝑏𝑖: 𝐻𝐺(𝑑, 𝑠,  ) 
(5.42) 
 𝑠𝑦,𝑑,𝑡𝑐
𝑑𝑠  𝑈 𝑦,𝑑,𝑡𝑐
𝑑𝑠  
∀ 𝑦 ∈ 𝑀𝑌, 𝑑 ∈ 𝐷𝑆𝑒𝑛, 𝑡 ∈ 𝑇𝐶𝑑𝑠 
(5.43) 
Gleichung (5.44) beschränkt die Flächennutzung durch die installierten Technologien zur 
Berücksichtigung der Flächenverfügbarkeit 𝐿 𝑑,𝑙𝑡
𝑑𝑠 . Dies wird genutzt, um die maximal ver-






∀ 𝑦 ∈ 𝑀𝑌, 𝑑 ∈ 𝐷𝑆𝑒𝑛,  𝑡 ∈ 𝐿𝑇 
(5.44) 
Die Nutzung lokaler Ressourcen auf Gebäudeebene kann durch die Gleichung (5.45) auf 
die Menge der verfügbaren Ressourcen 𝑅 𝑦,𝑡,𝑑,𝑠,𝑏,𝑒
𝑏𝑖  beschränkt werden. 
 𝑠𝑦,𝑡,𝑑,𝑠,𝑏,𝑒
𝑏𝑖  𝑅 𝑦,𝑡,𝑑,𝑠,𝑏,𝑒
𝑏𝑖  (5.45) 
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∀ 𝑦 ∈ 𝑀𝑌, 𝑡 ∈ 𝑇𝑆, 𝑑 ∈ 𝐷𝑆𝑒𝑛, 𝑠 ∈ 𝑆𝑇,  ∈ 𝐵𝐼, 𝑒 ∈ 𝐸𝐶: 𝐻𝐺(𝑑, 𝑠,  ) 
Gleichung (5.46) beschränkt die Nutzung der Jahressumme lokaler Ressourcen auf der 
Ebene der Stadtteile und wird zur Abbildung der beschränkten Biomassesubstratmengen 
verwendet. 





∀ 𝑦 ∈ 𝑀𝑌, 𝑑 ∈ 𝐷𝑆𝑒𝑛, 𝑒 ∈ 𝐸𝐶 
(5.46) 
5.5.9 Berücksichtigung von energie- und klimapolitischen 
Zielvorgaben 
Eine Reihe von energie- und klimapolitischen Zielvorgaben können für die Berechnung 
verschiedener alternativer Lösungen vorgegeben werden. Eine Möglichkeit, die auch im 
Rahmen der berechneten Szenarien in Kapitel 6.2 verwendet wird, ist die Vorgabe von 
Maximalwerten für einen oder mehrere der vier Zielindikatoren Gesamtsystemkosten 
(5.47), Emissionen (5.48), Energieimporte (5.49) und Primärenergiebedarf (5.50). 
𝑧𝑐  𝑍𝐶𝑚𝑎  (5.47) 
𝑧𝑒  𝑍𝐸𝑚𝑎  (5.48) 
𝑧𝑖  𝑍𝐼𝑚𝑎  (5.49) 
𝑧𝑝  𝑍𝑃𝑚𝑎  (5.50) 
Mittels Gleichung (5.51) kann für jedes Modelljahr die Erreichung eines gewünschten 
Strom-Autarkiegrades  𝐷𝑦, als Verhältnis von lokaler EE-Strom-Produktion zu lokalem 
Stromverbrauch, vorgegeben werden. Gemeinden können so Zielvorgaben definieren 
(z. B. 80% bis 2020, 100% bis 2030) und mit dem RE³ASON-Modell den optimalen Sys-
tementwicklungspfad zur Umsetzung dieser Ziele zu bestimmen. 






















































∀ 𝑦 ∈ 𝑀𝑌 
(5.51) 
Gleichung (5.52) beschränkt die globalen Emissionen auf einen Maximalwert 𝐸𝑀𝑦,𝑚
𝑔,𝑚𝑎 
. 





∀ 𝑦 ∈ 𝑀𝑌,𝑚 ∈ 𝐸𝑀𝑔 
(5.52) 
Gleichung (5.53) formuliert die Einhaltung der maximal zulässige Menge lokaler Emissi-
onen 𝐸𝑀𝑦,𝑑,𝑚
𝑙,𝑚𝑎 
 auf Stadtteilebene. Dies kann bspw. verwendet werden, wenn in einem be-




∀ 𝑦 ∈ 𝑀𝑌, 𝑑 ∈ 𝐷𝑆𝑒𝑛, 𝑚 ∈ 𝐸𝑀𝑔 
(5.53) 
5.5.10 Weitere Gleichungen zur Abbildung modellinterner 
Zusammenhänge 
Eine Reihe von weiteren Nebenbedingungen dient zur Abbildung der internen Modellogik, 
so z. B. die Beschränkung des Aktivitätslevels von Technologien auf die installierte Anzahl 
der jeweiligen Technologie (5.54) und (5.55). 
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𝑎 𝑦,𝑡,𝑑,𝑠,𝑏,𝑡𝑐
𝑏𝑖   𝑠𝑦,𝑑,𝑠,𝑏,𝑡𝑐
𝑏𝑖  
∀ 𝑦 ∈ 𝑀𝑌, 𝑡 ∈ 𝑇𝑆, 𝑑 ∈ 𝐷𝑆𝑒𝑛, 𝑠 ∈ 𝑆𝑇,  ∈ 𝐵𝐼, 𝑡 ∈ 𝑇𝐶𝑏𝑖:  
𝐻𝐺(𝑑, 𝑠,  ) 
(5.54) 
𝑎 𝑦,𝑡,𝑑,𝑡𝑐
𝑑𝑠   𝑠𝑦,𝑑,𝑡𝑐
𝑑𝑠  
∀ 𝑦 ∈ 𝑀𝑌, 𝑡 ∈ 𝑇𝑆, 𝑑 ∈ 𝐷𝑆𝑒𝑛, 𝑡 ∈ 𝑇𝐶𝑑𝑠 
(5.55) 
Die Gleichungen (5.56) und (5.57) werden verwendet, um die Erzeugung von Technolo-
gien mit fest vorgegebenen Einspeiseprofilen (z. B. PV) zu modellieren. Für diese berech-
net sich der Aktivitätslevel mittels der vorgegebenen Aktivitätslevel pro Einheit  𝐿𝑦,𝑡,𝑡𝑐
𝑓 
, 
skaliert mit der Anzahl an installierten Einheiten. 
𝑎 𝑦,𝑡,𝑑,𝑠,𝑏,𝑡𝑐
𝑏𝑖 =  𝑠𝑦,𝑑,𝑠,𝑏,𝑡𝑐
𝑏𝑖 ∗  𝐿𝑦,𝑡,𝑡𝑐
𝑓  
∀ 𝑦 ∈ 𝑀𝑌, 𝑡 ∈ 𝑇𝑆, 𝑑 ∈ 𝐷𝑆𝑒𝑛, 𝑠 ∈ 𝑆𝑇,  ∈ 𝐵𝐼, 𝑡 ∈ 𝑇𝐶𝑓 :  
𝐻𝐺(𝑑, 𝑠,  ) 
(5.56) 
𝑎 𝑦,𝑡,𝑑,𝑡𝑐
𝑑𝑠 =  𝑠𝑦,𝑑,𝑡𝑐
𝑑𝑠 ∗  𝐿𝑦,𝑡,𝑡𝑐
𝑓  
∀ 𝑦 ∈ 𝑀𝑌, 𝑡 ∈ 𝑇𝑆, 𝑑 ∈ 𝐷𝑆𝑒𝑛, 𝑡 ∈ 𝑇𝐶𝑓  
(5.57) 
Die verbleibende Lebensdauer im Jahr 𝑎𝑦 einer Technologie 𝑡 , die im Jahr 𝑎𝑦′ installiert 
wurde, berechnet sich nach Gleichung (5.58) mittels 
𝑅𝐿𝑡𝑐,𝑎𝑦′,𝑎𝑦 = 𝑚𝑎 (0, 𝑂𝐿𝑡𝑐 − (𝑎𝑦 − 𝑎𝑦
′)) 
∀ 𝑡 ∈ 𝑇𝐶, 𝑎𝑦′ ∈  𝑌, 𝑎𝑦 ∈  𝑌. 
(5.58) 
Ein wesentlicher Treiber der Komplexität des hier beschriebenen Optimierungsproblems 
ist die Verwendung von Binärvariablen. In diesem Modell werden Binärvariablen unter 
Verwendung der so genannten Big-M-Methode formuliert, die in gemischt-ganzzahligen 
Optimierungsproblemen üblicherweise verwendet wird, um „wenn…dann-Beziehungen“ 
abzubilden. Als Wert M sollte bei Big-M-Formulierungen stets eine hinreichend große 
Zahl verwendet werden, die jedoch nur so groß ist, dass die Formulierung in allen Fällen 
ein korrektes Ergebnis liefert32. In Gleichung (5.59) wurde für M bspw. der Wert 10.000 
                                                                  
32 Der Grund hierfür ist, dass eine zu große Zahl u. a. aufgrund von Rundungsfehlern zu numerischen Instabili-
täten führen kann. Diese können sowohl zu inkorrekten Lösungen führen, als auch längere Rechendauern be-
wirken, da der Solver die Instabilitäten durch Anpassungen der numerischen Toleranz zu lösen versucht. 
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gewählt, da davon ausgegangen wird, dass nie mehr als 10.000 Einheiten einer Technolo-
gie in einem Gebäude installiert werden. 
Die Binärvariablen  𝑛𝑖𝑦,𝑑,𝑠,𝑏,𝑡𝑐
𝑏𝑖  und  𝑛𝑖𝑦,𝑑,𝑡𝑐
𝑑𝑠  geben an, ob eine Neuinvestition getätigt wird 
und werden für die Berechnung der Ausgaben, die bei der Installation der Technologien 
anfallen, benötigt (vgl. Gleichung (5.12)). Diese sind vor allem für Technologien, bei de-
nen hohe einmalige, kapazitätsunabhängige Zahlungen anfallen, von großer Bedeutung. 
Ein Beispiel hierfür ist die Dämmung von Gebäudehüllen, bei der üblicherweise die Er-
richtung eines Gerüstes benötigt wird, oder die Ertüchtigung des Schornsteins bei Nutzung 
von Brennwertheizungen. Die Gleichungen (5.59) und (5.61) erzwingen, dass die Binär-
variablen  𝑛𝑖𝑦,𝑑,𝑠,𝑏,𝑡𝑐
𝑏𝑖  bzw.  𝑛𝑖𝑦,𝑑,𝑡𝑐
𝑑𝑠  den Wert 1 annehmen, sobald eine Investition getätigt 
wird. Die Gleichungen (5.60) und (5.62) erzwingen wiederum, dass sie den Wert 0 anneh-
men, wenn nicht investiert wird. Gleichzeitig bewirken diese Gleichungen gemeinsam, 
dass bei jeder Investition mindestens eine ganze Einheit der entsprechenden Technologie 
zugebaut werden muss. 
 𝑛𝑖𝑦,𝑑,𝑠,𝑏,𝑡𝑐
𝑏𝑖 ≥   𝑦,𝑑,𝑠,𝑏,𝑡𝑐
𝑏𝑖 /10.000 
∀ 𝑦 ∈ 𝑀𝑌, 𝑑 ∈ 𝐷𝑆𝑒𝑛, 𝑠 ∈ 𝑆𝑇,  ∈ 𝐵𝐼, 𝑡 ∈ 𝑇𝐶𝑏𝑖: 𝐻𝐺(𝑑, 𝑠,  ) 
(5.59) 
 𝑛𝑖𝑦,𝑑,𝑠,𝑏,𝑡𝑐
𝑏𝑖    𝑦,𝑑,𝑠,𝑏,𝑡𝑐
𝑏𝑖  
∀ 𝑦 ∈ 𝑀𝑌, 𝑑 ∈ 𝐷𝑆𝑒𝑛, 𝑠 ∈ 𝑆𝑇,  ∈ 𝐵𝐼, 𝑡 ∈ 𝑇𝐶𝑏𝑖: 𝐻𝐺(𝑑, 𝑠,  ) 
(5.60) 
 𝑛𝑖𝑦,𝑑,𝑡𝑐
𝑑𝑠 ≥   𝑦,𝑑,𝑡𝑐
𝑑𝑠 /15.000 
∀ 𝑦 ∈ 𝑀𝑌, 𝑑 ∈ 𝐷𝑆𝑒𝑛, 𝑡 ∈ 𝑇𝐶𝑑𝑠 
(5.61) 
 𝑛𝑖𝑦,𝑑,𝑡𝑐
𝑑𝑠    𝑦,𝑑,𝑡𝑐
𝑑𝑠  
∀ 𝑦 ∈ 𝑀𝑌, 𝑑 ∈ 𝐷𝑆𝑒𝑛, 𝑡 ∈ 𝑇𝐶𝑑𝑠 
(5.62) 
Die Binärvariable  𝑡𝑖𝑦,𝑑,𝑠,𝑏,𝑡𝑐
𝑏𝑖  drückt aus, ob eine bestimmte Wärmeerzeugungstechnologie 
in einem Gebäude installiert ist oder nicht. Durch Gleichung (5.63) muss diese Variable 
den Wert 1 annehmen, wenn eine beliebige Menge größer als 0 (und kleiner gleich 1.000) 
der entsprechenden Technologie installiert ist. 
 𝑡𝑖𝑦,𝑑,𝑠,𝑏,𝑡𝑐
𝑏𝑖 ≥  𝑠𝑦,𝑑,𝑠,𝑏,𝑡𝑐
𝑏𝑖 /1.000 (5.63) 
                                                                  
Vgl.: https://orinanobworld.blogspot.de/2011/07/perils-of-big-m.html und http://www.thequestforoptima-
lity.com/bigm-dual/ 
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∀ 𝑦 ∈ 𝑀𝑌, 𝑑 ∈ 𝐷𝑆𝑒𝑛, 𝑠 ∈ 𝑆𝑇,  ∈ 𝐵𝐼, 𝑡 ∈ 𝑇𝐶ℎ𝑡: 𝐻𝐺(𝑑, 𝑠,  ) 
Durch Gleichung (5.64) muss die Variable hingegen den Wert 0 annehmen, wenn keine 
entsprechende Technologie vorhanden ist. 
 𝑡𝑖𝑦,𝑑,𝑠,𝑏,𝑡𝑐
𝑏𝑖   𝑠𝑦,𝑑,𝑠,𝑏,𝑡𝑐
𝑏𝑖  
∀ 𝑦 ∈ 𝑀𝑌, 𝑑 ∈ 𝐷𝑆𝑒𝑛, 𝑠 ∈ 𝑆𝑇,  ∈ 𝐵𝐼, 𝑡 ∈ 𝑇𝐶ℎ𝑡: 𝐻𝐺(𝑑, 𝑠,  ) 
(5.64) 
Gleichzeitig bewirken die Gleichungen (5.63) und (5.64) zusammen, dass immer mindes-
tens eine ganze Einheit der entsprechenden Technologie installiert sein muss. Dies verhin-
dert z. B., dass das Modell in einem Jahr eine Einheit eines Gaskessels zubaut und im 
nächsten Jahr 0,5 Einheiten wieder zurückbaut. 
Die Binärvariable  𝑡𝑖𝑦,𝑑,𝑠,𝑏,𝑡𝑐
𝑏𝑖  wird schließlich in Gleichung (5.65) verwendet, um festzu-
legen, dass pro Gebäude nur eine Art von Wärmetechnologie (Technologie-Kategorie 





∀ 𝑦 ∈ 𝑀𝑌, 𝑑 ∈ 𝐷𝑆𝑒𝑛, 𝑠 ∈ 𝑆𝑇,  ∈ 𝐵𝐼: 𝐻𝐺(𝑑, 𝑠,  ) 
(5.65) 
5.6 Reduktion der Rechenzeit durch Fix-and-Relax 
Technik33 
Aufgrund der benötigten langen Rechenzeiten zur optimalen Lösung des Optimierungs-
problems (vgl. Abschnitt 5.7) wurde im Rahmen dieser Arbeit ein Ansatz zur Reduktion 
der Rechendauer konzeptioniert, der auf einer Zerlegung des Problems und iterativer Lö-
sung der Teilprobleme basiert. In diesem Abschnitt wird die Vorgehensweise bei dieser 
Methode näher erläutert, zudem werden die Auswirkungen auf die Qualität gefundener 
Lösungen und auf die Rechenzeit quantifiziert. 
Langfristig optimierende Energiesystemmodelle werden üblicherweise unter der Annahme 
der perfekten Voraussicht formuliert. Dabei ist zum Entscheidungszeitpunkt die zukünftige 
                                                                  
33 Dieser Abschnitt basiert auf dem Vortrag “Rolling Horizon Planning Methods in Long-Term Energy System 
Analysis MILP Models”, der auf dem CORS/INFORMS International Meeting 2015 in Montréal präsentiert 
wurde (Mainzer et al. 2015). 
5.6 Reduktion der Rechenzeit durch Fix-and-Relax Technik 
163 
Entwicklung sämtlicher relevanter Parameter, z. B. der Strom- und Brennstoffpreise, voll-
ständig bekannt (vgl. z. B. Fishbone und Abilock 1981; Schrattenholzer 1981). Dies er-
möglicht die Ermittlung eines globalen Optimums bezüglich dieser (erwarteten) zukünfti-
gen Rahmenbedingungen. Da der Lösungsraum und damit die Komplexität solcher 
Optimierungsprobleme jedoch exponentiell mit der Anzahl der ganzzahligen Variablen 
wachsen können (vgl. Kapitel 2.5.2), hat der große Zeithorizont dieser Modelle meist auch 
lange Rechenzeiten zur Folge. 
In der Vergangenheit wurden daher myopische Ansätze erprobt, bei denen das Optimie-
rungsproblem iterativ gelöst wird (vgl. Krey 2006; Keppo und Strubegger 2010; Babrowski 
et al. 2014). Dabei wird beispielsweise in jedem Iterationsschritt der Einsatz und Ausbau 
von Kraftwerkskapazitäten für ein Jahr bestimmt und der resultierende Kraftwerksausbau 
an die jeweils folgende Iteration übergeben. Obwohl die Anzahl der Variablen dabei in 
Summe unverändert ist, kann mit dieser Methode die Rechenzeit gegenüber Modellen mit 
perfekter Voraussicht deutlich verkürzt werden, da durch die Zerlegung in Teilprobleme 
die exponentielle Komplexitätszunahme vermieden wird. Der Nachteil dieser Methode ist 
jedoch, dass die Optimierung in jedem Zeitschritt „blind“ gegenüber zukünftiger Entwick-
lungen ist. Daher können beispielsweise keine Erwartungen über zukünftige Preisentwick-
lungen auf den Brennstoffmärkten berücksichtigt werden. Zusätzlich ist es mit dieser Me-
thode nicht möglich, Restriktionen über den gesamten Zeithorizont des Modells, wie z. B. 
Emissionsminderungsziele festzulegen, da das Modell in diesem Fall nicht entscheiden 
kann, wie die benötigten Maßnahmen optimal auf die verschiedenen Perioden verteilt wer-
den sollten. Als Folge dieser Einschränkungen kann bei dieser Art von Modellen beobach-
tet werden, dass eine Tendenz zur Aufschiebung von Investitionen besteht, da in jeder Pe-
riode nur die jeweils aktuellen Bedürfnisse befriedigt werden müssen und keine langfristige 
strategische Planung erfolgt (Keppo und Strubegger 2010). 
Um die Vorteile der Zerlegung des Optimierungsproblems in einfacher zu lösende Teil-
probleme zu nutzen, ohne dabei jedoch die oben genannten Nachteile in Kauf nehmen zu 
müssen, wurde im Rahmen dieser Arbeit ein hybrider Ansatz implementiert. Dieser Ansatz 
wurde in der Literatur unter der Bezeichnung „Fix-and-Relax“ eingeführt und für die Pro-
duktionsplanung (Dillenberger et al. 1994), später auch bei der Budgetierung von Rüs-
tungsausgaben (Aytekin 2002) und in der Projektplanung (Escudero und Salmeron 2005) 
angewandt. Dieser Abschnitt beschreibt eine erste Anwendung der Methode im Bereich 
der Energiesystemanalyse. 
Bei diesem Ansatz wird das Optimierungsproblem in mehrere Iterationen 𝐼𝑇 zerlegt: 
𝐼𝑇 =  0, 1, … , 𝑛 . (5.66) 
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Alle Variablen des Modells werden nun um den Index 𝑖 ∈ 𝐼𝑇 erweitert. Im Gegensatz zum 
myopischen Ansatz, bei dem in jeder Iteration nur ein Teil des Problems betrachtet wird, 
wird bei der hier beschriebenen Vorgehensweise in jeder Iteration das vollständige Prob-
lem mit perfekter Voraussicht gelöst. Um die Problemgröße in jeder Iteration dennoch zu 
reduzieren, werden jedoch diejenigen Binärvariablen34, die sich auf spätere Modelljahre 
beziehen, relaxiert – es wird also explizit erlaubt, die Ganzzahligkeitsbedingung dieser Va-
riablen zu verletzen. Gleichzeitig werden in den späteren Iterationen diejenigen Binärvari-
ablen, für die bereits optimale Werte ermittelt wurden, auf diese Werte fixiert. Hierfür wer-
den die Matrizen 𝑅 und 𝐹 definiert (5.67), die jeweils beschreiben, in welcher Iteration und 
für welches Modelljahr die Binärvariablen relaxiert, bzw. fixiert werden. 
𝑅𝑖,𝑦 = (
0 0 1 1 ⋯ 1
0 0 0 1 ⋯ 1
⋯ ⋯ ⋯ ⋯ ⋯ ⋯
0 0 0 0 ⋯ 0
) 
𝐹𝑖,𝑦 = (
0 0 0 0 ⋯ 0
1 0 0 0 ⋯ 0
⋯ ⋯ ⋯ ⋯ ⋯ ⋯
1 1 1 1 ⋯ 1
) 
∀ 𝑖 ∈ 𝐼𝑇, 𝑦 ∈ 𝑀𝑌 
(5.67) 
Unter Verwendung der Matrix 𝑅 wird nun bestimmt, welche Binärvariablen in jeder Itera-
tion relaxiert werden. Für diese Variablen ändert sich der zulässige Wertebereich von der 
Menge  0,1  auf das Intervall [0,1]. 
                                                                  
34 Im vorliegenden Fall handelt es sich bei den ganzzahligen Variablen stets um Binärvariablen, der Ansatz ist 
jedoch für alle ganzzahligen Variablen anwendbar. 
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 𝑛𝑖𝑖,𝑦,𝑑,𝑠,𝑏,𝑡𝑐
𝑏𝑖 ∈  0,1  
 𝑛𝑖𝑖,𝑦,𝑑,𝑡𝑐
𝑑𝑠 ∈  0,1  
 𝑡𝑖𝑖,𝑦,𝑑,𝑠,𝑏,𝑡𝑐
𝑏𝑖 ∈  0,1  
∀ 𝑑 ∈ 𝐷𝑆𝑒𝑛, 𝑠 ∈ 𝑆𝑇,  ∈ 𝐵𝐼, 𝑡 ∈ 𝑇𝐶, (𝑖, 𝑦) ∈ {(𝑖, 𝑦) 𝑅𝑖,𝑦 = 0} 
 𝑛𝑖𝑖,𝑦,𝑑,𝑠,𝑏,𝑡𝑐
𝑏𝑖 ∈ [0,1] 
 𝑛𝑖𝑖,𝑦,𝑑,𝑡𝑐
𝑑𝑠 ∈ [0,1] 
 𝑡𝑖𝑖,𝑦,𝑑,𝑠,𝑏,𝑡𝑐
𝑏𝑖 ∈ [0,1] 
∀ 𝑑 ∈ 𝐷𝑆𝑒𝑛, 𝑠 ∈ 𝑆𝑇,  ∈ 𝐵𝐼, 𝑡 ∈ 𝑇𝐶, (𝑖, 𝑦) ∈ {(𝑖, 𝑦) 𝑅𝑖,𝑦 = 1} 
(5.68) 
 
Die Matrix 𝐹 bestimmt hingegen, welche Binärvariablen in jeder Iteration jeweils auf den 
Optimalwert aus der vorherigen Iteration fixiert werden. 
 𝑛𝑖𝑖,𝑦,𝑑,𝑠,𝑏,𝑡𝑐
𝑏𝑖 =  𝑛𝑖𝑖− ,𝑦,𝑑,𝑠,𝑏,𝑡𝑐
𝑏𝑖 ∗  
 𝑛𝑖𝑖,𝑦,𝑑,𝑡𝑐
𝑑𝑠 =  𝑛𝑖𝑖− ,𝑦,𝑑,𝑡𝑐
𝑑𝑠 ∗  
 𝑡𝑖𝑖,𝑦,𝑑,𝑠,𝑏,𝑡𝑐
𝑏𝑖 =  𝑡𝑖𝑖− ,𝑦,𝑑,𝑠,𝑏,𝑡𝑐
𝑏𝑖 ∗  
∀ 𝑑 ∈ 𝐷𝑆𝑒𝑛, 𝑠 ∈ 𝑆𝑇,  ∈ 𝐵𝐼, 𝑡 ∈ 𝑇𝐶, (𝑖, 𝑦) ∈ {(𝑖, 𝑦) 𝐹𝑖,𝑦 = 1} 
(5.69) 
Im Falle des vorliegenden Optimierungsmodells lässt sich diese Relaxierung am Beispiel 
der Binärvariable  𝑛𝑖, die neue Investitionen abbildet, veranschaulichen: eine Relaxierung 
dieser Variable bedeutet, dass diese z. B. den Wert 0,0001 annehmen könnte. Damit müsste 
für eine neue Investition, z. B. in die Gebäudedämmung, nur ein Bruchteil der eigentlich 
fixen Installationskosten für neue Investitionen in diese Technologie (z. B. für die Aufstel-
lung eines Gerüstes) bezahlt werden (vgl. Gleichungen (5.12), (5.59) und (5.60)). Somit 
werden die Ausgaben für Investitionen in den späteren Modelljahren in dieser Iteration 
lediglich mit einer gewissen Unschärfe abgebildet. Im Gegensatz zur myopischen Opti-
mierung werden sie aber dennoch berücksichtigt, weshalb diese Vorgehensweise langfris-
tige Investitionsplanungen tendenziell besser abbilden kann. 
Durch die teilweise Relaxierung ist das Optimierungsproblem in jeder einzelnen Iteration 
wesentlich einfacher zu lösen. In den folgenden Iterationen werden nun die Binärvariablen 
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in den ersten Modelljahren auf die bereits gefundenen Werte fixiert und die Ganzzahlig-
keitsbedingungen für die späteren Jahre wieder aktiviert. Auf diese Weise wird mit jeder 
Iteration der Zeitraum, für den die Ganzzahligkeitsbedingungen erfüllt werden müssen, 
verschoben. Dies wird so lange wiederholt, bis schließlich für alle ganzzahligen Variablen 
Werte gefunden und fixiert wurden (vgl. Abb. 52). An dieser Stelle sollte erwähnt werden, 
dass es sich bei dieser Vorgehensweise um eine Heuristik handelt, die Optimalität der so 
gefundenen Lösung kann also nicht garantiert werden. Die im Rahmen dieser Arbeit durch-
geführten Versuche (s. u.) legen jedoch nahe, dass die Lösung dem globalen Optimum sehr 
nahe kommt. Falls es zwingend notwendig sein sollte, das globale Optimum zu bestimmen, 
besteht zudem die Möglichkeit, die mit dieser Heuristik gefundene Lösung als Startlösung 
für das ursprüngliche Optimierungsproblem zu verwenden. 
 
Abb. 52: Veranschaulichung der iterativen Vorgehensweise bei Anwendung der Fix-and-Relax Technik. 
Quelle: Eigene Darstellung in Anlehnung an Mainzer et al. (2015). 
Die Implementierung dieser Vorgehensweise erfolgt in GAMS. Dabei wird das Prioritäts-
Attribut verwendet, welches genutzt werden kann, um dem Lösungsalgorithmus Hinweise 
zur Auswahl-Reihenfolge für das so genannte Branching (vgl. Kapitel 2.5.2) von Variablen 
zu geben35. Eine Priorität von +∞ erzwingt dabei die Relaxierung einer Variable. Durch 
das Fx-Attribut können Variablen zudem auf ihre aktuellen Werte fixiert werden. Zusätz-
lich hat es sich bei der Implementierung dieser Technik für das vorliegende Problem als 
vorteilhaft erwiesen, bei der ersten Iteration den Barrier-Algorithmus zur erstmaligen Lö-
sung des relaxierten Problems einzusetzen und bei den folgenden Iterationen den dualen 
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Simplex-Algorithmus. Bei der finalen Lösung unter Verwendung der gefundenen Startlö-
sung hat sich der primale Simplex-Algorithmus bewährt. 
Die hier beschriebene Vorgehensweise wurde anhand einer Fallstudie in der Region 
Landau (Pfalz) erprobt (vgl. Mainzer et al. 2015). Die Fallstudie umfasst 9 Stadtteile, 54 
Gebäudetypen und 72 Zeitscheiben. Dabei wurde die optimale Entwicklung des Energie-
systems von 2015 bis 2050 in drei verschiedenen Szenarien mit unterschiedlichen Rah-
menbedingungen berechnet. Im ersten Szenario wurden alle Parameter mit den Standard-
werten des Modells belegt, d. h. insb. Energieträgerpreise wie in Tabelle 39 und Tabelle 
40 im Anhang angegeben, wobei für die zukünftige Entwicklung der Preise eine Steige-
rungsrate von 2% p. a. angenommen wurde. In den weiteren Szenarien wurden disruptive 
Preissteigerungen um zusätzliche 50% der Gas-, bzw. Strompreise im Jahr 2035 angenom-
men („Preis-Schock“). In allen drei Szenarien wurde als Zielfunktion die Minimierung der 
diskontierten Systemausgaben vorgegeben und das Problem wurde jeweils einmal nicht-
iterativ unter der Annahme perfekter Voraussicht, und einmal iterativ unter Verwendung 
der Fix-and-Relax Methode gelöst. 
 
Abb. 53: Rechenzeit (blau) und gefundene Kostenminima (rot) in drei verschiedenen Szenarien unter Anwen-
dung von perfekter Voraussicht, sowie der Fix & Relax Methode. 
Die Auswertung der Ergebnisse (Abb. 53) zeigt, dass in allen drei Szenarien die Fix-and-
Relax Methode erwartungsgemäß einen qualitativ schlechteren Zielfunktionswert, d. h. hö-
here Gesamtsystemausgaben, ausweist. Die Differenz der Ergebnisse liegt jedoch in allen 

































Rechenzeit [h] Kostenminimum [Mio.€]
+0,39% +0,50% +1,70%
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auch, dass in allen Fällen wesentliche Verbesserungen, d. h. Reduzierungen bei der Re-
chenzeit in der Größenordnung von 30% bis 40% erzielt werden können. Es zeigt sich 
zudem, dass die Unterschiede sowohl bezüglich der Ergebnisqualität, als auch bezüglich 
der Rechendauer etwas größer sind, wenn disruptive Veränderungen erfolgen. 
Zusammenfassend lässt sich sagen, dass die Fix-and-Relax Methode durchaus dazu geeig-
net erscheint, die benötigte Rechenzeit zur Lösung von Langfrist-Optimierungsmodellen 
in energiewirtschaftlichen Fragestellungen zu reduzieren. Insbesondere in Fällen, in denen 
die Optimalität der gefundenen Lösung nicht garantiert werden muss, können diese Mo-
delle deutlich schneller gelöst werden. Für eine abschließende Bewertung der Methode 
sollten in zukünftigen Arbeiten jedoch ausführlichere Tests in verschiedenen Szenarien 
und ggfs. auch mit unterschiedlichen Modellen und Fragestellungen durchgeführt werden. 
Aufgrund der Unsicherheiten bezüglich der Optimalität gefundener Lösungen, wird für die 
Berechnung der Ergebnisse in Kapitel 6 daher der übliche Ansatz mit perfekter Voraussicht 
verwendet. 
5.7 Implementierung des RE³ASON-Modells 
Dieser Abschnitt beschreibt die Implementierung des RE³ASON-Modells. Da es sich um 
ein aus mehreren Teilmodellen aufgebautes, integriertes Gesamtmodell handelt, beziehen 
sich die folgenden Darstellungen auf sämtliche der in den Kapiteln 3, 4 und 5 beschriebe-
nen Methoden. 
Um den verschiedenen Anforderungen an die einzelnen Komponenten des Modells gerecht 
zu werden, wurden verschiedene Programmier- und Modellierungssprachen, Datenquellen 
und Dateistrukturen verwendet. Abb. 54 stellt die entwickelten Software-Komponenten 
sowie die Datenflüsse innerhalb des RE³ASON-Modells grafisch dar. 
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Abb. 54: Schematische Übersicht der entwickelten Software-Komponenten sowie der Datenflüsse innerhalb des 
RE³ASON-Modells. 
Die in den Kapiteln 3 und 4 beschriebenen Methoden zur Bestimmung der Nachfrage, der 
Infrastruktur, des Gebäude- und Anlagenbestands, sowie der Potenziale für erneuerbare 
Energien einer Gemeinde sind vollständig automatisiert und in der Programmiersprache 
Java implementiert. Zur Entwicklung wurde die integrierte Entwicklungsumgebung E-
clipse in Version 4.5.2 und das Java Development Kit in Version 8 verwendet. Während 
der Entwicklung wurde der Quellcode unter Verwendung der Versionsverwaltungssoft-
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eine umfassende Dokumentation der Struktur sämtlicher implementierten Klassen und Me-
thoden des Java-Programms wird aufgrund des Umfangs an dieser Stelle verzichtet, Ta-
belle 26 listet jedoch einige Kennzahlen der Implementierung des Modells auf. 
Tabelle 26: Kennzahlen zur Implementierung des RE³ASON-Modells in Java. 
Kennzahl  
Anzahl der Code-Zeilen (ohne Leer- und Kommentarzeilen) 38.138 
Anzahl der Klassen 126 
Anzahl der Methoden 915 
 
Durch die Verwendung von Java und nicht-proprietären Dateiformaten kann das Modell 
sowohl auf Windows-, als auch auf Linux-basierten Betriebssystemen ausgeführt werden.  
Einige der Berechnungen des RE³ASON-Modells basieren auf stochastisch verteilten Zu-
fallsvariablen. Diese werden innerhalb der Programmiersprache Java von einem Pseudo-
zufallszahlengenerator erzeugt36, der mit einem Startwert, engl. „Seed“, initialisiert wird. 
Damit die Ergebnisse des Modells reproduzierbar sind, wird im RE³ASON-Modell übli-
cherweise immer der gleiche Seed verwendet. Dies bedeutet gleichzeitig, dass immer die 
gleiche Sequenz an Zufallszahlen ausgegeben wird und somit, dass bei gleichen Input-Da-
ten die gleichen Ergebnisse berechnet werden. Um die Sensitivität einzelner Ergebnisse in 
Bezug auf die verwendeten Zufallszahlen zu überprüfen, kann der Seed jedoch verändert 
werden, was im Rahmen der Sensitivitätsanalyse (vgl. Kapitel 6.4) genutzt wurde. 
Bei der Implementierung des Java-Programms wurden diverse Programmbibliotheken ver-
wendet, die in Tabelle 27 aufgelistet sind. 
Tabelle 27: Übersicht über verwendete Programmbibliotheken bei der Implementierung des RE³ASON-Mo-
dells. 
Programmbibliothek Verwendungszweck 
JXMapViewer237 Darstellung von Hintergrundkarten 
Coordinate Transforma-
tion Suite38 
Umwandlung von Koordinaten zwischen verschiedenen Koordinaten-
systemen / Projektionen 
XStream39 Speichern und Laden von Projekten durch (De-)Serialisierung von 
Java-Objekten 
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OpenCV40 Diverse Bildverarbeitungsalgorithmen, genutzt für die Erkennung von 
Teildachflächen auf Gebäudedächern 
Deeplearning4j41 Implementierung des neuronalen Netzes für die Detektion von beste-
henden PV-Anlagen auf Satellitenbildern 
Power Voronoi Diagram42 Gewichtete Voronoi Zerlegung für die Regionalisierung des Untersu-
chungsgebietes 
Log4j43 Ausgabe und Speicherung von Anwendungsmeldungen 
Joda-Time44 Erweiterung der Möglichkeiten von Java zur Abbildung von Zeiträumen 
Apache Commons45 Diverse Algorithmen, u. a. zur Berechnung von statistischen Kennwer-
ten 
 
Das Modell verwendet Daten aus unterschiedlichen Quellen. Feste Modellparameter und 
Standardeinstellungen, sowie statistische Daten (z. B. Einwohnerzahlen von Gemeinden) 
und Technologiedaten (z. B. Kosten- und Effizienzparameter der verwendeten Technolo-
gien) werden zur Laufzeit von der Festplatte eingelesen. Daten, die aufgrund ihres Um-
fangs nicht für beliebige Gemeinden auf der Festplatte bereitgestellt werden können und 
die zudem stets aktuell sein sollten, werden bei Bedarf dynamisch aus dem Internet bezo-
gen. Für den Zugriff auf Geodaten von OpenStreetMap wird dabei die Programmierschnitt-
stelle „Overpass“ (Raifer 2017b) genutzt, die den Bezug beliebiger Vektordaten im XML-
Format durch die Verwendung einer speziellen Abfragesprache („Overpass Query Langu-
age“) erlaubt. Weitere Dienste, deren automatisierte Verwendung im Rahmen dieser Arbeit 
implementiert wurden, sind u. a. „Nominatim“ für die Suche nach Orten durch Eingabe 
beliebiger Namen46, die Fernerkundungsdaten SRTM/SIR-C der NASA für den Bezug to-
pographischer Daten47 und der Copernicus Atmosphere Monitoring Service (CAMS)48 für 
den Bezug von Globalstrahlungsdaten. Satellitenbilder werden über den Online-Karten-
dienst Bing Maps bezogen (Microsoft 2017). Zur Beschleunigung von wiederkehrenden 
Analysen ist zudem ein Zwischenspeicher („Cache“) implementiert, der aus dem Internet 
bezogene Dateien bis zu einer Größe von 75 MB für bis zu 30 Tage auf der lokalen Fest-
platte des Benutzers zwischenspeichert. 
Innerhalb des Java-Modells wird ein Projekt über Java-Objekte repräsentiert, die u. a. die 
berechnete Nachfrage, Infrastruktur, den Gebäude- und Anlagenbestand, sowie die Poten-
ziale für erneuerbare Energien abbilden. Ein begonnenes Projekt kann jederzeit als .xml-








47 NASA 2015, https://dds.cr.usgs.gov/srtm/version2_1/SRTM3 
48 European Commission 2017, http://www.soda-pro.com/web-services/radiation/cams-radiation-service 
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Datei gespeichert und zu einem späteren Zeitpunkt wieder geladen und weiterbearbeitet 
werden. Verschiedene Zwischenergebnisse der Berechnungen, wie z. B. die Strom- und 
Wärmenachfrage auf verschiedenen räumlichen und zeitlichen Aggregationsebenen, die 
technischen und ökonomischen Parameter potenzieller PV-, Bioenergie- und Windkraftan-
lagen, sowie die Stromerzeugungsprofile werden in Form von .csv-Dateien exportiert. Auf 
diese Weise können die Daten auch eigenständig für weitere Analysen, z. B. mittels Micro-
soft Excel, verwendet werden. 
Das Modell kann über eine eigens entwickelte grafische Benutzeroberfläche (engl. graphi-
cal user interface, GUI) bedient werden, die die Anpassung sämtlicher Annahmen und Pa-
rameter zu den in den Kapiteln 3, 4 und 5 beschriebenen Methoden erlaubt und zudem der 
Visualisierung der Ergebnisse dient. Ein Großteil der in den Kapiteln 3 und 4 dargestellten 
Abbildungen wurden mit Hilfe dieser grafischen Oberfläche erstellt. Über die grafische 
Oberfläche können auch die Szenarien bzw. Alternativen definiert werden, die im Opti-
mierungsmodell (Kapitel 5) untersucht werden sollen. Zur Nutzung der Daten im Optimie-
rungsmodell werden diese in geeigneter Weise aggregiert (z. B. von viertelstündlichen Er-
zeugungsprofilen auf die gröbere Zeitscheibenstruktur des Optimierungsmodells) und in 
Form von .inc- und .csv-Dateien exportiert, welche wiederum im Optimierungsmodell ein-
gelesen werden können. Das Optimierungsmodell kann dann direkt über die grafische 
Oberfläche gestartet werden. Alternativ kann das Optimierungsmodell nach Übertragung 
der vorbereiteten Daten, z. B. auf einen Hochleistungsrechner, dort auch eigenständig aus-
geführt werden. 
Die Steuerung des Optimierungsmodells und Iteration über die einzelnen Szenarien erfolgt 
über ein Batch-Skript (.bat, bzw. .sh für Linux-Systeme). Die Implementierung des Opti-
mierungsmodells erfolgt in der Modellierungssprache General Algebraic Modeling System 
(GAMS). Das Optimierungsmodell verfügt, je nach Konfiguration (insb. zeitliche und 
räumliche Auflösung, Anzahl abgebildeter Gebäude und Technologien), über ca. 350.000 
Gleichungen sowie ca. 300.000 Variablen, wovon ca. 7.000 Variablen ganzzahlig (binär) 
sind. Die Matrix der Probleminstanz enthält üblicherweise ca. 1 Mio. Elemente ungleich 
Null. 
Für die Ausführung des Optimierungsmodells wurde GAMS in der Version 24.6.1 in Ver-
bindung mit dem IBM CPLEX Solver in Version 12.6.3.0 genutzt. Die Rechenzeiten vari-
ieren erheblich in Abhängigkeit von der gewählten Zielfunktion, der Anzahl an Stadtteilen 
und Gebäudetypen, sowie der gewählten zeitlichen Struktur. Bei den im Rahmen dieser 
Arbeit beschriebenen Optimierungsproblemen lag die übliche Rechenzeit in einem Bereich 
von ca. 5 bis 90 Stunden je Szenario. Da redundante Variablen durch das Presolving von 
CPLEX eliminiert werden, kann die Rechenzeit auch wesentlich beeinflusst werden, indem 
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die Parameter des Modells verändert werden. So können beispielweise die Installations-
kosten für Heiztechnologien auf 0 reduziert, und dafür die (kapazitätsabhängigen) Investi-
tionen erhöht werden. 
Die Ergebnisse des Optimierungsmodells (d. h. die gefundenen Optimalwerte aller Vari-
ablen in den jeweiligen Szenarien) werden in Form von .xls und .csv Dateien exportiert. 
Für die Auswertung und grafische Darstellung der Ergebnisse kommt Microsoft Excel, 





6 Anwendung des RE³ASON-Modells 
und Auswertung der Ergebnisse 
Dieses Kapitel beschreibt die Anwendung des zuvor beschriebenen RE³ASON-Modells im 
Rahmen verschiedener Fallstudien. Das primäre Ziel der Modellanwendung soll dabei 
nicht sein, energiepolitische Erkenntnisse für nationale oder internationale Energiesysteme 
abzuleiten. Die Fallstudien erheben auch nicht den Anspruch, repräsentative und übertrag-
bare Aussagen für Städte oder Gemeinden zu generieren. Vielmehr soll das Modell selbst, 
und weniger die damit generierten Aussagen, auf andere Städte übertragbar sein. Der vor-
liegende Abschnitt soll also demonstrieren, wie die Anwendung des Modells erfolgen kann 
und welche Art von Erkenntnissen unter Berücksichtigung der lokalen spezifischen Gege-
benheiten der jeweils betrachteten Gemeinde aus solch einer Anwendung generiert werden 
können. 
Um die Übertragbarkeit der entwickelten Ansätze zur Ermittlung der Energienachfrage und 
der Potenziale für erneuerbare Energien zu demonstrieren, wird das Modell zunächst auf 
eine heterogene Auswahl von Gemeinden in Deutschland angewandt (Abschnitt 6.1). An-
schließend wird eine ausführlichere Fallstudie für die Gemeinde Ebhausen präsentiert (Ab-
schnitt 6.2). Hierbei findet zudem eine Optimierung des städtischen Energiesystems statt, 
um mögliche Alternativen für die zukünftige Gestaltung des Energiesystems aufzuzeigen. 
In Abschnitt 6.3 werden Teilergebnisse aus der Modellanwendung unter Verwendung von 
vergleichbaren Daten validiert. In Abschnitt 6.4 erfolgt eine Bewertung des Einflusses ver-
schiedener Parameter und Annahmen auf einzelne Modellergebnisse im Rahmen von Sen-
sitivitätsanalysen. 
 
6.1 Analyse von Energieangebot und -nachfrage für 
eine heterogene Gemeindeauswahl 
Gegenstand dieses Abschnittes ist die Anwendung des RE³ASON-Modells auf eine Aus-
wahl von Gemeinden, die sich bezüglich ihrer, für das Energiesystem relevanten, Kennda-
ten unterscheiden. Damit soll gezeigt werden, dass das Modell grundsätzlich übertragbar 
ist, dass die lokalen Gegebenheiten in verschiedenen Gemeinden sehr unterschiedlich sein 
können, und dass das Modell in der Lage ist, diese spezifischen Bedingungen einer Ge-
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meinde bei der Berechnung der Ergebnisse korrekt zu berücksichtigen. Gleichzeitig kön-
nen durch diese Analyse allgemeingültige Zusammenhänge zwischen diesen Kenndaten 
und den Ergebnissen aufgezeigt werden. 
6.1.1 Beschreibung der Gemeindeauswahl 
Um diese Aussagen zu ermöglichen, wurde eine Auswahl von 7 Gemeinden getroffen. 
Diese verfügen über eine möglichst heterogene Ausgangslage bezüglich der geographi-
schen Lage, der Größe (Bevölkerungszahl und Fläche), der klimatischen Bedingungen 
(Jahressumme der Globalstrahlung, durchschnittliche Windgeschwindigkeit und Tempera-
tur), sowie des Gebäudebestandes (durchschnittliches Alter und Gebäudearten). Diese 
Auswahl erhebt jedoch nicht den Anspruch, die Gesamtheit der Gemeinden in Deutschland 
repräsentativ widerzuspiegeln – hierfür wäre eine deutlich größere Anzahl betrachteter Ge-
meinden oder eine Typisierung sämtlicher Gemeinden, z. B. in Form von Clusteranalysen 
erforderlich. Wie Wall (2016) zeigt, müssten die hierbei verwendeten Indikatoren mit 
Sorgfalt ausgewählt werden, um energetisch vergleichbare Städte zu gruppieren, was je-
doch nicht Gegenstand dieser Arbeit sein soll. Tabelle 28 zeigt eine Übersicht mit den 
charakteristischen Merkmalen der analysierten Gemeinden und Abb. 55 stellt deren geo-
graphische Lage, Fläche und Bevölkerungszahl grafisch dar. 
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Schneizlreuth 1.316 107 1.100 1,87 6,75 49 94% 
St. Blasien 4.016 54 1.110 2,46 8,48 61 87% 
Dummerstorf 7.316 120 1.010 5,10 9,34 43 85% 
Bad Gandersheim 10.141 90 965 4,13 9,15 65 85% 
Oldenburg 163.830 103 963 4,61 9,49 47 82% 
Freiburg 226.393 153 1.110 2,41 8,73 53 54% 
Karlsruhe 307.755 173 1.070 3,46 10,11 56 53% 
 
                                                                  
49 Bevölkerungsstand am 31.12.2015 auf Basis des Zensus 2011. Quelle: Destatis (2017a). 
50 Fläche der Gemeinde [km²]. Quelle: Destatis (2017a). 
51 Jahressumme der Globalstrahlung auf einer horizontalen Fläche [kWh/m²]. Quelle: Classic PVGIS Database: 
http://re.jrc.ec.europa.eu/pvgis/apps4/pvest.php, vgl. Huld (2017). 
52 Mittlere Windgeschwindigkeit [m/s] in 10m Höhe im Jahr 2016. Quelle: Gelaro et al. (2017). 
53 Mittlere Jahrestemperatur [°C] im Jahr 2016. Quelle: Gelaro et al. (2017). 
54 Mittleres Alter der Wohngebäude [a]. Quelle: Destatis (2014). 
55 Anteil freistehender Gebäude (Kategorien „freistehendes Haus“ und „Doppelhaushälfte“). Quelle: Destatis 
(2014). 
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Abb. 55: Geographische Lage der betrachteten Gemeinden. Die Größe der Kreismarkierungen entspricht den 
jeweiligen Gemeindeflächen, die Farbe visualisiert die Bevölkerungszahlen. Quelle: Eigene 
Darstellung mit Kartendaten von OSM (2018) und Mapbox (2018). 
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6.1.2 Anwendung des RE³ASON-Modells zur Analyse der 
Energiesysteme der Gemeinden 
Für jede dieser Gemeinden wurde unter Verwendung des RE³ASON-Modells eine Analyse 
der Energienachfrage, sowie der Potenziale für erneuerbare Energien durchgeführt. Tabelle 
29 zeigt die dabei jeweils benötigten Rechenzeiten für die verschiedenen Teilschritte der 
Analyse. Zur Berechnung der Ergebnisse wurde ein PC mit Intel Xeon CPU E5-1650 (6 
Kerne, 12 logische Prozessoren, 3,2Ghz Taktfrequenz) und 160 GB RAM eingesetzt. Hier-
bei sollte berücksichtigt werden, dass der verwendete PC nicht exklusiv genutzt werden 
konnte und zeitweise mehr oder weniger stark ausgelastet war. Die Rechenzeiten sollten 
daher mehr als Größenordnung, denn als verlässlich reproduzierbare Angabe verstanden 
werden. 
Tabelle 29: Rechenzeiten und Arbeitsspeicherbedarf für die einzelnen Schritte der Analyse der städtischen 
Energiesysteme und Vorbereitung der Daten für das Optimierungsmodell. 




















































































































































































Schneizlreuth 0,5 0,1 1,2 1,4 0,1 7,9 8,9 20 55 
St. Blasien 0,8 0,3 2,4 11,3 0,3 18,7 17,8 52 11 
Dummerstorf 0,5 0,1 1,4 2,5 0,3 45,4 7,7 58 56 
Bad Gandersheim 0,7 0,3 2,7 1,2 0,4 39,0 17,9 62 9 
Oldenburg 0,9 0,6 1,2 2,2 1,3 420,9 41,3 468 83 
Freiburg56 1,2 0,5 1,3 22,9 1,4 208,8 32,6 269 69 
Karlsruhe 1,5 0,7 1,6 15,9 2,1 355,9 46,3 424 113 
 
Die benötigten Rechenzeiten zur Bestimmung sämtlicher Daten für das Optimierungsmo-
dell liegen zwischen 20 Minuten und ca. 8 Stunden, wobei die Analyse der PV-Potenziale 
aufgrund des hohen Detaillierungsgrades die größten Ansprüche sowohl an die Prozessor-
leistung als auch an den Arbeitsspeicherbedarf stellt. Die hierfür benötigte Rechendauer 
skaliert annähernd linear mit der Anzahl an betrachteten Gebäuden, was die großen Unter-
                                                                  
56 Die geringeren Rechenzeiten für die Bestimmung der PV-Potenziale in Freiburg im Vergleich zu früheren 
Veröffentlichungen (Mainzer et al. 2017) sind auf zwischenzeitlich durchgeführte Verbesserungen bei der 
Implementierung zurückzuführen. Insbesondere die Implementierung eines Caching-Mechanismus zur Zwi-
schenspeicherung der Parameter für die häufig verwendeten Transformationen zwischen verschiedenen Ko-
ordinatensystemen führte zu einem signifikanten Gewschwindigkeitszuwachs. 
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schiede der Rechenzeiten für Gemeinden unterschiedlicher Größen erklärt. Die Rechen-
dauer bei der Analyse der Wind-Potenziale wird hauptsächlich von der Anzahl und Kom-
plexität einzelner Flächen (basierend auf der Landnutzung) und Wege (Straßen, Stromlei-
tungen, etc.) bestimmt, da insbesondere die Berechnung von geographischen Pufferzonen 
bei komplexen Flächen viel Zeit in Anspruch nehmen kann. Ähnlich verhält es sich bei der 
Analyse der Biomasse-Potenziale, wobei hier weniger komplexe Abstandsrestriktionen be-
rücksichtigt werden müssen und die Analyse entsprechend schneller durchgeführt werden 
kann. Der Bezug und die Vorbereitung der Daten, sowie die Ausführung der Methoden zur 
Bestimmung der Nachfragestruktur nimmt in allen Fällen nur vergleichsweise wenig Zeit 
in Anspruch und ist zudem nur in geringem Maße von der Größe der betrachteten Ge-
meinde abhängig. 
Die Übersicht zeigt, dass für die Analyse beliebiger deutscher Gemeinden nur ein ver-
gleichsweise geringer Zeitaufwand erforderlich ist. Durch den hohen Grad an Automati-
sierung sämtlicher implementierter Methoden kann die Analyse bei Verwendung der Stan-
dardeinstellungen für alle Berechnungen zudem ohne manuellen Arbeitsaufwand erfolgen. 
Die Vorgehensweise ist damit gut dafür geeignet, das in Kapitel 1.2 formulierte Ziel der 
Übertragbarkeit zu gewährleisten. Außerdem wären die entwickelten Methoden damit auch 
prinzipiell dafür geeignet, Analysen größerer Gebiete (z. B. auf Landes- oder Bundes-
ebene) durchzuführen. Auf solche Analysen wurde bisher aufgrund der erforderlichen Re-
chenkapazitäten jedoch verzichtet. 
6.1.3 Auswertung der Nachfragestruktur und der Potenziale 
für erneuerbare Energien 
Tabelle 30 zeigt eine Übersicht der wesentlichen Ergebnisse aus der Analyse der Nachfra-
gestruktur, sowie der Potenziale für erneuerbare Energien für die betrachteten Gemeinden. 
Eine systematische Bewertung der Energieinfrastruktur erfolgt nicht, da die Ergebnisse da-
raus nur schwer quantifizierbar sind. Die Potenziale zur Stromerzeugung aus PV und Wind 
sowie die Potenziale zur Strom- und Wärmeerzeugung aus Biomasse sind als kumulativ zu 
verstehen. Die Potenziale zur Biomethanerzeugung stellen aufgrund der Flächenkonkur-
renz um Ackerland für Biogasanlagen hingegen eine Option dar, die einen Teil der Strom- 
und Wärmeerzeugung aus Biomasse ersetzen könnte. 
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Tabelle 30: Übersicht der wesentlichen Ergebnisse aus der Analyse des Endenergiebedarfs und der Potenziale 



















































































S  W Bm 
Schneizlreuth 270 62 19 9 391 6 16 (0) 
St. Blasien 201 44 29 19 304 5 13 (0) 
Dummerstorf 424 93 55 50 484 78 129 (145) 
Bad Gandersheim 411 88 68 51 588 58 98 (103) 
Oldenburg 3.370 668 953 574 176 24 38 (21) 
Freiburg 4.482 926 1.318 537 191 41 71 (29) 
Karlsruhe 8.240 1.894 1.790 841 251 59 98 (56) 
 
Naturgemäß zeigen sich insbesondere aufgrund der unterschiedlichen Größen der betrach-
teten Gemeinden deutliche Unterschiede der absoluten Energiebedarfe sowie der Potenzi-
ale für erneuerbare Energien. In den kleineren Gemeinden (Schneizlreuth, St. Blasien, 
Dummerstorf und Bad Gandersheim) legt ein Vergleich von Energienachfrage und -darge-
bot nahe, dass eine vollständige Versorgung der Nachfrage auf Basis erneuerbarer Ener-
gien (bilanziell betrachtet) grundsätzlich möglich ist. Zudem fällt auf, dass in diesen klei-
neren Gemeinden ein verhältnismäßig großes Windpotenzial besteht, während in den 
größeren Gemeinden (Oldenburg, Freiburg und Karlsruhe) das PV-Potenzial dominiert. 
Dies ist auf die geringere Besiedlungsdichte in den kleineren Gemeinden zurückzuführen, 
die größere nutzbare Flächen für die Nutzung der Windkraft ermöglicht. In Gebieten mit 
höherer Bevölkerungsdichte stehen hingegen deutlich mehr nutzbare Dachflächen für die 
Stromerzeugung aus PV zur Verfügung. Da der Energiebedarf auch stark von der Bevöl-
kerungszahl abhängt, sind dort die Potenziale meist jedoch dennoch nicht groß genug, um 
eine autarke Energieversorgung zu ermöglichen. In Oldenburg wäre zumindest die bilan-
zielle Deckung des jährlichen Strombedarfes durch erneuerbare Energien jedoch möglich. 
                                                                  
57 Endenergiebedarf aller Sektoren, vgl. Kapitel 3.4. 
58 Strombedarf aller Sektoren, vgl. Kapitel 3.4. 
59 Raumwärmebedarf der Wohngebäude, vgl. Kapitel 3.3.1. 
60 Potenziale für die Stromerzeugung aus PV, vgl. Kapitel 4.1. 
61 Potenziale für die Stromerzeugung aus Windkraft, vgl. Kapitel 4.2. 
62 Potenziale für die Strom-, Wärme- und Biomethanerzeugung aus Biomasse, vgl. Kapitel 4.3. 
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Abb. 56: Endenergienachfrage nach Sektoren und Energieträgern. Aufgrund der großen absoluten Unterschiede 
zwischen den Gemeinden werden zwei unterschiedliche Skalen für die y-Achse verwendet. 
Eine detailliertere Betrachtung der Endenergienachfrage, gegliedert nach Sektoren und 
Energieträgern (Abb. 56) zeigt strukturelle Unterschiede der Gemeinden auf: So hat Karls-
ruhe bspw. eine relativ große Energienachfrage im Industriesektor im Vergleich zu Frei-
burg und Oldenburg. Zudem zeigt sich, dass im Verkehrssektor Endenergie v. a. in Form 
von Öl (der Begriff umfasst in diesem Fall auch Kraftstoffe) nachgefragt wird, während im 
Industriesektor vorwiegend Gas und Strom, und in den Sektoren GHD und Haushalte zu-
sätzlich Öl (in diesem Fall vorwiegend in Form von Heizöl) eingesetzt werden. Der Sektor 
der Haushalte bzw. Wohngebäude ist im Rahmen dieser Arbeit von besonderem Interesse. 
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Abb. 57: Wärmenachfrage der Wohngebäude nach Gebäudetyp und Baualtersklasse. 
Hier wird insbesondere die unterschiedliche Struktur des Gebäudebestandes der betrachte-
ten Gemeinden ersichtlich. In kleineren und ländlichen Gemeinden bestimmt meist der 
Wärmebedarf in Einfamilienhäusern die Nachfrage, während in städtischen Gebieten 
Mehrfamilien-, Reihen- und Hochhäuser von größerer Bedeutung sind. Oldenburg hat un-
ter den größeren Gemeinden den größten Anteil an (freistehenden) Einfamilienhäusern, 
welche die dortige Wärmenachfrage dominieren. Neben dem lokalen Klima und insbeson-
dere den Durchschnittstemperaturen spielt auch das Alter des Gebäudebestandes eine 
Rolle: in Karlsruhe gibt es bspw. viele Gebäude aus den Jahren 1958 – 1968, die über eine 
vergleichsweise schlechte Wärmedämmung verfügen und dementsprechend einen großen 
Teil des Energiebedarfs im Wohngebäudesektor verursachen. Das vergleichsweise hohe 
durchschnittliche Gebäudealter in Bad Gandersheim ist ein wesentlicher Treiber des Wär-
mebedarfs der dortigen Einfamilienhäuser. 
Im Folgenden sollen die ermittelten Potenziale für erneuerbare Energien detaillierter un-
tersucht werden. Da die Potenziale für die Stromerzeugung aus Photovoltaik stark von der 
Anzahl an Gebäuden in einer Gemeinde abhängen, ist ein absoluter Vergleich zur Charak-
terisierung der Potenziale irreführend. Abb. 58 zeigt daher eine vergleichende Darstellung 
der Kosten-Potenzialkurven, wobei die Stromerzeugungspotenziale auf die Einwohnerzahl 
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Abb. 58: Kosten-Potenzialkurven für die Stromerzeugung aus PV. 
Dabei zeigt sich erwartungsgemäß zunächst eine Korrelation der erzielbaren Stromgeste-
hungskosten mit der jährlichen Globalstrahlung: St. Blasien und Freiburg erreichen als die-
jenigen Gemeinden mit der größten jährlichen Globalstrahlung auch die günstigsten Strom-
gestehungskosten von unter 9,5 €ct/kWh, in Oldenburg und Dummerstorf im Norden 
Deutschlands liegen die Gestehungskosten etwa 1,25 €ct/kWh höher. Deutlich größere 
Auswirkungen auf die Stromgestehungskosten haben jedoch unterschiedliche Ausrichtun-
gen der Anlagen, so dass bspw. die Kosten für stark geneigte, nach Norden ausgerichtete 
Anlagen bis über 37 €ct/kWh reichen. Die maximale Höhe des jährlichen Stromerzeu-
gungspotenzials korreliert ebenfalls mit der Globalstrahlung, stärker jedoch mit der ver-
fügbaren Dachfläche. Das normierte Potenzial pro Einwohner und Jahr korreliert damit 
besonders stark mit dem Anteil freistehender Gebäude. So ist bspw. das maximale Strom-
erzeugungspotenzial pro Einwohner und Jahr in Freiburg und Karlsruhe mit 2,3 bzw. 2,7 
MWh pro Einwohner und Jahr recht gering, während z. B. in der Gemeinde Schneizlreuth 
bis zu 7 MWh pro Einwohner und Jahr erzeugt werden könnten. Grund hierfür ist die we-
sentlich größere Dachfläche, die in Gemeinden mit einem großen Anteil freistehender Ge-
bäude je Einwohner zur Verfügung steht (vgl. Anteil freistehender Gebäude, Tabelle 28). 
Eine genauere Analyse der PV-Potenziale am Beispiel der Stadt Freiburg wurde bereits in 
früheren Arbeiten des Autors (vgl. Mainzer et al. 2017) durchgeführt. Hier konnte durch 
eine detailliertere Betrachtung der Ergebnisse auf der Ebene einzelner Stadtteile die Über-
legenheit des gewählten Modellierungsansatzes gegenüber einfacheren Methoden, die le-
diglich auf statistischen Daten basieren, gezeigt werden. Abb. 59 zeigt zwei der untersuch-
ten Stadtteile in Freiburg, die sich bezüglich ihres Straßennetzes deutlich unterscheiden: 
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Da die Gebäudegrundrisse meist parallel zu den Straßen liegen, kann daher in diesem 
Stadtteil erwartet werden, dass viele Dächer nicht optimal ausgerichtet sind (z. B. in süd-
westlicher Richtung, anstatt direkt Richtung Süden). Im Stadtteil Herdern (rechts) sind die 
Straßenrichtungen hingegen recht heterogen verteilt, so dass praktisch alle Azimutwinkel 
in etwa der gleichen Häufigkeit auftreten sollten. 
 
Abb. 59: Lage der Freiburger Stadtteile Mooswald (links) und Herdern (rechts). Quelle: Mainzer et al. (2017). 
Die Modellergebnisse bestätigen diese Vermutung: eine Analyse der durchschnittlichen 
Abweichung der Azimutwinkel von einer perfekten Südausrichtung (der jeweils besser 
ausgerichteten Teildachfläche jedes Gebäudes) ergibt, dass in Herdern eine sehr heterogene 
Verteilung vorliegt (Mittelwert 46°, Standardabweichung 30°). In Mooswald streut die 
Verteilung hingegen deutlich weniger (Mittelwert 45°, Standardabweichung 5°). Dies spie-
gelt sich schließlich auch in den daraus resultierenden Kostenpotenzialkurven wider (vgl. 
Abb. 60): in Mooswald (rot) ist die Kurve weniger gleichmäßig als in Herdern (blau) und 
zeigt weniger diskrete Einzelstufen, da dort viele Azimutwinkel nicht oder nur selten vor-
kommen. Insbesondere Gebäude mit perfekter Südausrichtung sind in Mooswald eher die 
Ausnahme. Somit können auch in Herdern (bei gleichen Globalstrahlungswerten) etwas 
niedrigere Stromgestehungskosten erzielt werden. 
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Abb. 60: Kostenpotenzialkurven für die Stromerzeugung aus PV in den Freiburger Stadtteilen Mooswald und 
Herdern. Quelle: Angepasst aus Mainzer et al. (2017). 
Das Beispiel zeigt, weshalb die detaillierte Berücksichtigung der Azimutwinkel von Dach-
flächen bei der Bestimmung von PV-Potenzialen wichtig ist: auch wenn die verfügbaren 
Dachflächen in zwei unterschiedlichen Regionen vergleichbar sind, kann die Verteilung 
der Azimutwinkel einen Einfluss auf die jährliche Summe der Stromerzeugung sowie auf 
die damit verbundenen Kosten haben. Die Auswirkungen der unterschiedlichen Ausrich-
tungen auf das Profil der resultierenden Stromerzeugung und damit verbundene Implikati-
onen für die Integration von PV-Anlagen unterschiedlich ausgerichteter Dachflächen in 
das regionale Energiesystem sollen an dieser Stelle nicht weiter ausgeführt werden, wurden 
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Abb. 61: Kosten-Potenzialkurven für die Stromerzeugung aus Windkraft. 
Die Kosten-Potenzialkurven der Stromerzeugung aus Windkraft (Abb. 61) ermöglichen 
auch hier einen detaillierteren Vergleich als die aggregierten Werte. Erwartungsgemäß hat 
die mittlere Windgeschwindigkeit großen Einfluss auf die erzielbaren Stromgestehungs-
kosten, so dass z. B. die Gemeinden Karlsruhe, Bad Gandersheim, Dummerstorf und 
Oldenburg mit einer mittleren Windgeschwindigkeit von über 3 m/s (vgl. Tabelle 28) deut-
lich geringere Kosten erzielen als Schneizlreuth, St. Blasien und Freiburg mit jeweils unter 
2,5 m/s. Die Höhe des maximalen Stromerzeugungspotenzials unterscheidet sich hier we-
niger stark als bei den PV-Potenzialen und hängt neben den Windgeschwindigkeiten vor 
allem von der verfügbaren Fläche für Windkraftanlagen ab. Obwohl Karlsruhe und Frei-
burg die größten Gesamtflächen haben, ist die nutzbare Fläche für Windkraftanlagen durch 
die dichte Bebauung, Straßen, etc. stark eingeschränkt. Daher haben hier die ländlicheren 
Gemeinden im Allgemeinen größere Potenziale zur Verfügung. Trotz vergleichbarer 
Grundflächen ist das Potenzial in Karlsruhe deutlich größer als in Freiburg, was insb. auf 
die konkrete Form der nutzbaren Flächen zurückzuführen ist: während in Karlsruhe die 
Wohnbebauung recht stark auf einen Fleck konzentriert ist, ist diese in Freiburg weiter 
verteilt, was in Kombination mit den geforderten Mindestabständen eine geringere nutz-
bare Fläche für WKA ergibt. 
Beim Verlauf der Kostenpotenzialkurven zeigen sich ebenfalls große Unterschiede. Wäh-
rend einige der Kostenpotenzialkurven einen recht flachen Verlauf zeigen, gibt es auch 
Gemeinden wie Schneizlreuth und Freiburg, bei denen deutliche Sprünge der ermittelten 
Stromgestehungskosten auftreten. Hier kommt die Berücksichtigung der Geländebeschaf-
fenheit zum Tragen: die Abschnitte mit günstigen Stromgestehungskosten repräsentieren 
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aufzuweisen haben. Hohe Stromgestehungskosten resultieren hingegen aus Standorten in 
Tälern oder mit großen Rauhigkeitslängen, z. B. innerhalb von bewaldeten Flächen (vgl. 
Kapitel 4.2.2). 
 
Abb. 62: Potenziale und Kosten für die Strom-, Wärme-, und Biomethanerzeugung aus Biomasse. 
Abb. 62 zeigt eine vergleichende Darstellung der ermittelten Potenziale für die Strom-, 
Wärme- und Biomethanerzeugung aus Biomasse, sowie die Bandbreite der mit diesen Po-
tenzialen verbundenen Gestehungskosten. Die Potenziale wurden dabei zur übersichtliche-
ren Darstellung für verschiedene Anlagentypen aggregiert, d. h. die Säulen repräsentieren 
jeweils die kombinierten Potenziale zur Strom-, Wärme- oder Biomethanerzeugung aus 
Müllverbrennungs-, Holzfeuerungs- und Biogasanlagen. Die Biomethan-Potenziale sind 
dabei schraffiert dargestellt, da diese eine alternative Nutzung darstellen (Biogasaufberei-
tung anstatt Biogas-BHKW-Anlagen), die einen Teil der dargestellten Strom- und Wärme-
erzeugung ersetzen. 
Die Höhe der Potenziale hängt im Wesentlichen mit der Einwohnerzahl (relevant für die 
verfügbare Menge an Hausmüll) und den verfügbaren Acker- und Waldflächen in den je-
weiligen Gemeinden zusammen. So haben beispielsweise Bad Gandersheim und Karlsruhe 
annähernd die gleichen Potenziale zur Strom- und Wärmeerzeugung aus Biomasse. Die 
Potenziale in Karlsruhe stammen jedoch überwiegend aus der Müllverbrennung und aus 
Holzfeuerungsanlagen, während in Bad Gandersheim der Großteil des Potenzials durch 
Biogasanlagen bereitgestellt werden könnte. Der Grund hierfür ist die ländlichere Struktur 
der Gemeinde Bad Gandersheim: ein Großteil der dort verfügbaren Fläche wird landwirt-
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Dieses kann wiederum entweder in Form von Strom und Wärme, oder in Form von Bio-
methan genutzt werden. 
In allen Fällen kann insgesamt mehr Wärme als Strom bereitgestellt werden, was durch die 
größere Effizienz der abgebildeten Technologien bei der Wärmeerzeugung erklärt werden 
kann. Die Gestehungskosten für Strom sind daher auch in allen Fällen höher als die der 
Wärmeerzeugung, was zudem zeigt, dass Strom (aufgrund der größeren Breite möglicher 
Anwendungen) im Allgemeinen als höherwertiger Energieträger einzustufen ist. Die Ge-
winnung von Biomethan ist nur in Gemeinden mit nutzbaren landwirtschaftlichen Flächen 
möglich, so dass in Schneizlreuth und St. Blasien hier keine Potenziale bestehen. Die Kos-
ten zur Nutzung der Potenziale hängen von mehreren Faktoren, u. a. von den insgesamt 
verfügbaren Substratmengen (da hohe verfügbare Mengen Skaleneffekte der Technologien 
begünstigen) und der räumlichen Verteilung der genutzten Flächen (mit Auswirkungen auf 
die Transportkosten) ab. 
  
Obwohl der Fokus der bisherigen Modellentwicklung auf Gemeinden in Deutschland liegt, 
sind die verwendeten Methoden prinzipiell weltweit anwendbar und viele der genutzten 
Datenquellen auch international verfügbar. Insbesondere die Klima- und Geodaten, die bei 
der Bestimmung der Potenziale für erneuerbare Energien verwendet werden, sind in großen 
Teilen der Welt verfügbar. Um die internationale Übertragbarkeit dieser Methoden zu er-
proben, wurden diese daher auf eine Reihe von Städten und Gemeinden aus verschiedenen 
Regionen der Welt angewandt. Dabei wurde wieder versucht, eine möglichst heterogene 
Auswahl zu treffen, so dass möglichst viele verschiedene Breitengrade und Kontinente 
vertreten sind. Abb. 63 zeigt die geographische Lage, Abb. 64 eine Zusammenfassung der 
wesentlichen Ergebnisse aus der Potenzialermittlung für die getroffene Auswahl internati-
onaler Gemeinden. 
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Abb. 63: Geographische Lage der untersuchten internationalen Gemeinden. Die Größe der Kreismarkierungen 
ist zu Darstellungszwecken um den Faktor 10 gegenüber den Gemeindeflächen vergrößert, die 
Farbe visualisiert die Bevölkerungszahlen. Quelle: Eigene Darstellung mit Kartendaten von 
OSM (2018) und Mapbox (2018). 
 
Abb. 64: Potenziale der Stromerzeugung auf Basis erneuerbarer Energien, sowie die Bandbreite der damit ver-















































































Potenzial KostenPrimärachse:  Photovoltaik-,  Wind-,  und   Bioenergie- Potenziale Sekundärachse:  Kostenspanne
4.288
6.2 Fallstudie zur Optimierung des Energiesystems der Gemeinde Ebhausen 
191 
Das wesentliche Ergebnis dieser Anwendung ist, dass die entwickelten Methoden zur Po-
tenzialermittlung für erneuerbare Energien grundsätzlich auf beliebige Regionen weltweit 
übertragbar sind und somit eine schnelle und unkomplizierte Einschätzung der dort ver-
fügbaren Optionen zur klimaneutralen Energiegewinnung erlauben. Weiterhin zeigt sich 
wieder, dass diese Optionen aufgrund der spezifischen lokalen Gegebenheiten für jede der 
Gemeinden unterschiedlich ausgestaltet sind. So haben bspw. Stockholm und Lissabon ein 
vergleichbares PV-Potenzial, die zugehörigen Stromgestehungskosten sind in Lissabon 
aufgrund der südlicheren Lage jedoch deutlich geringer. Das noch weiter nördlich gelegene 
Petroskoi hat nochmals höhere Gestehungskosten für PV, dafür jedoch ein größeres Wind-
Potenzial. In Lissabon gibt es aufgrund der dichten Bebauung und der gewählten Mindest-
abstände hingegen keine möglichen Standorte für Windkraftanlagen. Dubai hat ein sehr 
großes PV-Potenzial, was einerseits durch die große verfügbare Dachfläche und anderer-
seits durch die hohen spezifischen Erträge der Region erklärt werden kann. Die geringsten 
Stromgestehungskosten für PV werden daher auch in Dubai erzielt (6,9 €ct/kWh), für Wind 
in Rosario (5,8 €ct/kWh) und für Biomasse ebenfalls in Rosario (9,4 €ct/kWh). Einige der 
Ergebnisse sind recht auffällig, so z. B. die vergleichsweise hohe Bandbreite der Kosten 
der Stromerzeugung aus Biomasse in Lissabon. Diese lassen sich jedoch durch die sehr 
geringen Waldflächen erklären, die hier zur Verfügung stehen und eine Holzfeuerungsan-
lage somit unrentabel machen. Aufgrund fehlender Vergleichsdaten kann an dieser Stelle 
keine vollständige Validierung der gesamten Ergebnisse durchgeführt werden, insgesamt 
erscheinen diese jedoch plausibel und nachvollziehbar. Die in Kapitel 4 vorgestellten Me-
thoden zur Bestimmung der lokalen Potenziale für erneuerbare Energien lassen sich somit 
auch international anwenden. 
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6.2.1 Beschreibung der Fallstudie 
Insbesondere in kleinen, ländlichen Gemeinden bestehen häufig große Potenziale sowohl 
zur Energieeinsparung durch Effizienzmaßnahmen, als auch zur Strom- und Wärmeerzeu-
gung aus erneuerbaren Energien. Diesen Gemeinden fehlen jedoch meist die personellen 
                                                                  
63 Die Inhalte dieses Abschnittes basieren im Wesentlichen auf der Veröffentlichung „Combining local prefe-
rences with multi-criteria decision analysis and linear optimization to develop feasible energy concepts in 
small communities“ aus dem European Journal of Operational Research (McKenna et al. 2018) sowie auf 
dem Stand des RE³ASON-Modells aus dem Jahr 2016. Die in den Kapiteln 3, 4 und 5 beschriebenen Vorge-
hensweisen wurden gegenüber diesem Stand in einigen Punkten weiter entwickelt. 
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und finanziellen Mittel sowie das Fachwissen, um umfangreiche Energiekonzepte zu ent-
wickeln und diese Ressourcen gezielt zu nutzen. Dieser Abschnitt behandelt daher die An-
wendung des RE³ASON-Modells zur Entwicklung eines Energiekonzepts für solch eine 
ländliche Gemeinde. Die Entwicklung dieses Konzepts erfolgte im Rahmen einer Fallstu-
die unter Berücksichtigung der Wünsche und Präferenzen verschiedener Akteure der Ge-
meinde, die in mehreren Workshops erfragt wurden. Zudem wurden im Rahmen dieser 
Fallstudie verschiedene Methoden der multikriteriellen Entscheidungsanalyse mit Bürger-
beteiligung eingesetzt. Da diese Aspekte nicht im Fokus der vorliegenden Arbeit stehen, 
werden sie an dieser Stelle nicht explizit dargestellt, der interessierte Leser sei hierfür auf 
McKenna et al. (2018) verwiesen. 
Die Gemeinde Ebhausen liegt im Landkreis Calw, ca. 60 km südwestlich von Stuttgart, der 
Landeshauptstadt Baden-Württembergs. Sie hatte im Jahr 2013 rund 4.700 Einwohner und 
besteht aus den vier Stadtteilen Ebhausen, Rotfelden, Ebershardt und Wenden mit einer 
Gesamtfläche von 25 km2 und einer eher geringen Bevölkerungsdichte von 188 Einwoh-
nern/km2 (im Vergleich zum Bundesdurchschnitt von 227 Einwohnern/km2). Der Gebäu-
debestand wird von Wohngebäuden, sowie einigen kleinen Gewerbebetrieben dominiert, 
Industriebetriebe sind nicht vorhanden. Der Großteil der Bevölkerung pendelt zu nahe ge-
legenen Zentren wie Pforzheim und Stuttgart. Diese Tatsachen führen dazu, dass die Ge-
meinde mit nur moderatem Gewerbesteueraufkommen als eher strukturschwach einzuord-
nen ist. 
Ebhausen war bereits im Rahmen des European Energy Award (eea, vgl. Kapitel 2.2) und 
in weiteren Nachhaltigkeitsprojekten aktiv. Darüber hinaus hat die Gemeinde bereits 
frühere Studien durchgeführt, die u. a. das Potenzial erneuerbarer Energien untersuchen 
(Krauss et al. 2011) und Energiekonzepte für zwei der vier Stadtteile entwickeln sollten. 
Die meisten der dabei identifizierten Maßnahmen wurden bisher jedoch nicht umgesetzt. 
Das derzeitige Energiesystem in Ebhausen wird von den Sektoren Wohngebäude und Ver-
kehr dominiert, mit einem verhältnismäßig kleinen Dienstleistungssektor und ohne Indust-
rie. Der größte Teil des Strombedarfs wird durch Netzimporte gedeckt. Die Gemeinde ver-
fügt derzeit über keine Windkraftanlagen und die installierte Leistung lokaler PV-Anlagen 
lag in 2015 bei rund 2 MW, mit einer Jahresstromerzeugung von 2,1 GWh (DGS 2016). 
Im Rahmen der Studie wurden insgesamt drei Workshops (zwischen Juni und November 
2016) mit Vertretern der Gemeinde durchgeführt. Die Teilnehmer waren unter anderem 
Mitglieder des Gemeinderats und des im Rahmen des eea etablierten Energie-Teams sowie 
Landwirte, Vertreter der Stadtverwaltung, Privatpersonen und der Bürgermeister. Im Rah-
men der Diskussionen hat sich unter anderem ergeben, dass ein Großteil der lokalen Bio-
massesubstrate zu einer Biogasanlage in der Nachbargemeinde exportiert wird und vor-
handenes Waldrestholz bereits für Sekundärheizzwecke verwendet wird. Um 
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Flächenkonkurrenz mit der Lebensmittelproduktion zu vermeiden, ist die Ausweitung der 
energetischen Biomassenutzung daher nicht erwünscht, weshalb im Rahmen dieser Studie 
die Potenziale zur Biomassenutzung nicht ermittelt wurden. Die Möglichkeit zur Installa-
tion lokaler Batteriespeicher wurde ebenfalls ausgeschlossen. 
Für die Optimierung des Energiesystems über einen langfristigen Zeithorizont werden di-
verse Annahmen getroffen. Abb. 65 stellt die zeitliche Entwicklung der Energiebezugskos-
ten (als Summe aus den Jahresmittelwerten der Marktpreise und den Preisen für die Nut-
zung des Übertragungsnetzes) dar. Weitere Annahmen, z. B. zur Effizienz bei der 
Energieumwandlung (Tabelle 37) sowie die techno-ökonomischen Parameter der mögli-
chen Energieumwandlungstechnologien (Tabelle 38) finden sich im Anhang dieser Arbeit. 
 
Abb. 65: Annahmen zur zukünftigen Entwicklung der durchschnittlichen Preise für den Bezug von Energieträ-
gern in Ebhausen. 
6.2.2 Ableitung von Alternativen für die Gestaltung des 
Energiesystems 
Die modellgestützte Analyse der lokalen Potenziale für Photovoltaik (vgl. Kapitel 4.1) 
zeigt ein technisches Stromerzeugungspotenzial von ca. 26 GWh pro Jahr, mit Kosten im 
Bereich von 9,6 bis 21 €ct/kWh auf. Die Analyse der Potenziale für die Nutzung der Wind-
kraft (vgl. Kapitel 4.2) ergab, dass bis zu 57 GWh Strom pro Jahr bei Kosten zwischen 
14,0 und 14,3 €ct/kWh erzeugt werden könnten. Dabei konnten im Rahmen der kostenmi-
nimierenden Anlagenauswahl und -platzierung insgesamt 20 geeignete Standorte für 
2015 2020 2025 2030
Strom 11,93 12,79 13,16 13,54
Pellets 5,88 6,92 7,39 7,85
Heizöl 5,69 6,77 7,29 7,81








































6 Anwendung des RE³ASON-Modells und Auswertung der Ergebnisse 
194 
Windkraftanlagen vom Typ „Gamesa G114“ (2 MWp, 120 m Nabenhöhe, 114 m Rotor-
durchmesser) identifiziert werden. 
Abb. 66 fasst die ermittelten Potenziale in Form von Kostenpotenzialkurven zusammen 
und stellt der potenziellen Stromerzeugung die Strom- und Endenergienachfrage der Haus-
halte, sowie die aktuelle jährliche Stromerzeugung bereits vorhandener PV-Anlagen ge-
genüber. Abb. 67 zeigt die ermittelten potenziellen Standorte der installierbaren Windkraft-
anlagen, sowie einen Ausschnitt aus der Platzierung von PV-Modulen im Stadtteil 
Rotfelden. 
 
Abb. 66: Potenziale für die Stromerzeugung aus erneuerbaren Energien, sowie Strom- und Endenergienachfrage 


































Kosten und Potenziale der PV-Stromerzeugung
Kosten und Potenziale der Wind-Stromerzeugung
Stromerzeugung bestehender PV-Anlagen in 2015
Simulierte Stromnachfrage der Haushalte in 2015
Simulierte Endenergienachfrage der Haushalte in 2015
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Abb. 67: Ermittelte Standorte für die mögliche Platzierung von Wind- und PV-Anlagen in Ebhausen. Quelle: 
Angepasst aus McKenna et al. (2018). 
Im Rahmen der Gespräche mit den Gemeindevertretern wurden drei grundsätzlich rele-
vante Werte für die Gestaltung des Energiesystems identifiziert: Ökonomische Nachhal-
tigkeit, ökologische Nachhaltigkeit und lokale Energieautarkie. Höchste Priorität liegt für 
die Gemeinde auf der ökonomischen Nachhaltigkeit bzw. Wirtschaftlichkeit. Dennoch be-
steht auch der Wunsch nach einer Verbesserung der ökologischen Nachhaltigkeit, so dass 
bei der Erarbeitung des Energiekonzepts mehrere Zielkriterien zugelassen werden sollten. 
In mehreren Iterationen wurden aus den Angaben der Gemeindevertreter schließlich acht 
Alternativen als Rahmenbedingungen für die Optimierung des Energiesystems von Ebhau-
sen bis zum Jahr 2030 entwickelt. Die Alternativen unterscheiden sich dabei hinsichtlich 
ihrer Zielsetzung und der Nebenbedingungen: zunächst wurden in den Alternativen A-1, 
A-2 und A-3 jeweils die diskontierten Zielkriterien Gesamtsystemausgaben, CO2-Emissi-
onen und Nettoenergieimporte als Operationalisierung der zuvor beschriebenen Werte mi-
nimiert. Zusätzlich wurde bei der Gestaltung der Alternativen auch der Tatsache Rechnung 
getragen, dass die Wirtschaftlichkeit in der Gemeinde einen hohen Stellenwert einnimmt. 
Daher wurde für die weiteren Alternativen zusätzlich eine Nebenbedingung eingeführt, die 
die Gesamtsystemausgaben auf einen Maximalwert von 110% (a), 120% (b) und 150% (c), 
relativ zu den Gesamtsystemausgaben in der ausgabenminimalen Alternative beschränkt. 
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In Alternative A-2c wurde zudem eine weitere Nebenbedingung hinzugefügt, die die Bi-
lanzsumme der maximal zulässigen Nettoenergieimporte auf Null setzt (und somit bilan-
zielle Energieautarkie erzwingt). Eine Übersicht der jeweiligen Zielsetzungen für die acht 
betrachteten Alternativen findet sich in Tabelle 31. 
Tabelle 31: Definition der Zielkriterien und Nebenbedingungen für die betrachteten Alternativen zur Optimie-
rung des Energiesystems von Ebhausen. 
Alternative Gesamtsystemausgaben Emissionen Nettoenergieimporte 
A-1 Minimum Frei Frei 
A-2 Frei Minimum Frei 
A-3 Frei Frei Minimum 
A-2a 110% von Minimum Minimum Frei 
A-2b 120% von Minimum Minimum Frei 
A-2c 150% von Minimum Minimum Null 
A-3a 110% von Minimum Frei Minimum 
A-3b 120% von Minimum Frei Minimum 
 
Zur Lösung des jeweiligen Optimierungsproblems in jedem dieser acht Alternativen wurde 
ein PC mit Intel Xeon CPU E5-1650 (6 Kerne, 12 logische Prozessoren, 3,2Ghz) und 160 
GB RAM eingesetzt. Die Bestimmung der optimalen Lösung dauerte dabei je nach Alter-
native zwischen sieben und 26 Stunden mit einem Gap von maximal 2,5%. Bei der Be-
rechnung der verschiedenen Alternativen wurde die Tatsache genutzt, dass die Rechenzeit 
wesentlich verkürzt werden kann, wenn als Startlösung das Ergebnis aus einer ähnlichen 
Alternative verwendet wird. 
Die wesentlichen Ergebnisse aus diesen acht Alternativen werden im Folgenden darge-
stellt. Tabelle 32 und Abb. 68 zeigen die Ergebnisse der Optimierung für die diskontierten 
Zielkriterien. 







A-1 88 213 596 
A-2 142 78 482 
A-3 286 115 -927 
A-2a 97 144 362 
A-2b 106 127 438 
A-2c 132 115 0 
A-3a 97 170 179 
A-3b 106 162 49 
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Abb. 68: Vergleich der Zielkriterien in den acht untersuchten Alternativen. Quelle: Eigene Darstellung in An-
lehnung an McKenna et al. (2018). 
Wie gefordert, weist Alternative A-1 die insgesamt geringsten Gesamtsystemausgaben aus, 
während die Alternativen A-2a und A-3a 10%, die Alternativen A-2b und A-3b 20%, und 
Alternative A-2c 50% höhere Ausgaben ausweisen. Die Ausgaben in Alternative A-2 sind 
noch etwas höher, während Alternative A-3 die mit Abstand höchsten Ausgaben ausweist. 
Andererseits zeigt sich jedoch auch, dass Alternative A-1 sowohl in Bezug auf die Emissi-
onen, als auch auf den Autarkiegrad am schlechtesten abschneidet. Die Alternativen A-2 
und A-3 zeigen hier auf, welche Einsparungen im Vergleich zu A-1 maximal möglich wä-
ren: so könnten etwa die CO2-Emissionen um bis zu 63%, oder die Energieimporte um bis 
zu 256% reduziert werden. Die Gemeinde könnte somit Netto-Energieexporteur werden. 
Diese drei „extremen“ Alternativen zeigen, wie das System aussehen würde, wenn es nach 
den jeweiligen Einzelzielen optimiert werden würde. Die verbleibenden fünf Alternativen 
stellen Kompromisse zwischen diesen Zielkriterien, teilweise mit zusätzlichen Einschrän-
kungen, dar. Damit lässt sich z. B. quantifizieren, welcher Grad an zusätzlicher Energieau-
tarkie (d. h. reduzierte Energieimporte) und/oder CO2-Emissionsminderung durch eine Er-
höhung der Gesamtsystemausgaben von einem absoluten Minimum auf 110%, 120% oder 
150% dieses Wertes erreicht werden können. Es zeigt sich, dass mit nur geringen Mehr-
ausgaben signifikante Emissionsminderungen erzielt werden können. So zeigt z. B. Alter-
native A-2a, dass bereits mit 10% höheren Ausgaben als im globalen Ausgabenminimum 
Einsparungen bei den CO2-Emissionen in Höhe von 32% (bzw. 51% der maximal erreich-
baren Einsparungen), sowie eine Verringerung der Abhängigkeit von Energieimporten in 
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höheren Ausgaben wird bilanzielle Autarkie sowie eine Reduzierung der CO2-Emissionen 
um 46% ermöglicht. 
Darüber hinaus führen die unterschiedlichen Zielsetzungen in diesen Alternativen zu er-
heblich unterschiedlichen Energiesystemen, wie im Folgenden dargestellt. Tabelle 33 fasst 
zusammen, welche installierten Technologien im Zieljahr 2030 zu den beschriebenen Er-
gebnissen in den acht Alternativen führen, während Abb. 69 den Anteil der verschiedenen 
Heiztechnologien in den jeweiligen Zielsystemen darstellt. 
Tabelle 33: Zusammenfassung der vorrangig verwendeten Technologien im Jahr 2030 für die betrachteten acht 






1 2 3 
A-1 2,1 6,0 13% 85% 2% 41% 
A-2 1,8 2,0 0% 0% 100% 100% 
A-3 28,9 40,0 0% 0% 100% 100% 
A-2a 1,5 8,0 10% 60% 30% 85% 
A-2b 0,6 8,0 10% 48% 41% 87% 
A-2c 28,7 16,0 6% 22% 72% 92% 
A-3a 18,3 12,0 12% 84% 4% 36% 
A-3b 28,5 12,0 11% 78% 10% 40% 
 
                                                                  
64 Anteil der Gebäude mit Dämmstandard 1 (Ursprungszustand), 2 (konventionell) und 3 (zukunftsweisend). 
65 Anteil der Haushaltsgeräte mit höchstem Effizienzstandard A+++. 
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Abb. 69: Anteil der in 2030 installierten Heiztechnologien für die acht verschiedenen Alternativen. 
Aufgrund der unterschiedlichen Zielkriterien unterscheiden sich die Ergebnisse in den acht 
Alternativen teilweise erheblich, z. B. in Bezug auf die installierte Wind- und PV-Leistung 
sowie die verwendeten Dämmstandards und die Effizienz von Elektrogeräten. Die Be-
leuchtung ist der einzige Nachfragetyp, der für alle Alternativen durch die gleiche Tech-
nologie (LEDs), gedeckt wird. 
Alternative A-1 impliziert einen moderaten Ausbau von PV und Wind, Gebäudedämmung 
und Effizienzsteigerungen bei elektrischen Geräten, mit Verwendung unterschiedlicher 
Heizsysteme einschließlich Gaskesseln und Wärmepumpen sowie einigen elektrischen 
Speicherheizungen. Die Alternativen A-2 und A-3 haben hingegen eher extreme Ergeb-
nisse. Erstere führt zu einem moderaten PV- und Windausbau, zu maximalen Effizienz-
standards bei der Gebäudedämmung und Haushaltsgeräten und zur ausschließlichen Ver-
wendung von Pelletheizungen. Alternative A-3 führt zu einem maximalen Ausbau der PV- 
und Wind-Leistung in Verbindung mit der Verwendung von Wärmepumpen, und ebenfalls 
maximalen Effizienzstandards bei der Gebäudedämmung und Haushaltsgeräten. 
In den Alternativen A-2a und A-2b kommen Wärmepumpen in Verbindung mit Windkraft-
anlagen sowie ambitionierte Effizienzstandards zum Einsatz, um die CO2-Emissionen zu 
vergleichsweise geringen Kosten zu minimieren. In Alternative A-2b wird dabei ein Teil 
der Wärmepumpen durch Pelletheizungen ersetzt, die größere Einsparungen zu etwas hö-
heren Ausgaben ermöglichen. Alternative A-2c setzt hingegen fast ausschließlich auf Wär-
mepumpen in Verbindung mit PV, Wind und hohen Effizienzstandards, um die geforderte 
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Die Alternativen A-3a und A-3b minimieren die Energieimporte ebenfalls durch die Kom-
bination von Wärmepumpen mit Wind und PV. Im Gegensatz zu den vorherigen Alterna-
tiven, ergänzen diese die Wärmepumpen jedoch durch Elektro-Speicherheizungen, welche 
zwar eine schlechtere CO2-Bilanz aufweisen, aber (in Kombination mit PV und Wind) eine 
kosteneffiziente Lösung zur Minimierung der Energieimporte darstellen. 
6.2.3 Bewertung der Alternativen im Rahmen einer 
multikriteriellen Entscheidungsanalyse 
Im Rahmen der durchgeführten Workshops wurden unter Verwendung der „Swing“-Me-
thode (Zardari et al. 2015) Gewichte für die drei zuvor beschriebenen Kriterien ermittelt, 
welche die Bedeutung dieser Kriterien aus Sicht der Gemeindevertreter widerspiegeln. Da-
bei zeigte sich, dass die ökonomische Nachhaltigkeit mit einem mittleren Gewicht von 0,52 
(von 1) die größte Bedeutung einnimmt, während die ökologische Nachhaltigkeit und die 
lokale Energieautarkie jeweils ein mittleres Gewicht von 0,24 erreichten. 
Diese Gewichte wurden im Rahmen einer multikriteriellen Entscheidungsanalyse zur Be-
wertung der acht Alternativen herangezogen. Die Vorgehensweise hierfür wird von 
McKenna et al. (2018) ausführlich beschrieben und basiert auf der „Multi-Attribute Value 
Theory“ (MAVT), bei der jeder Alternative mittels einer additiven linearen Nutzenfunk-
tion unter Verwendung der zuvor bestimmten Gewichte und der Einzelnutzwerte je Attri-
but ein Gesamtnutzwert zugeordnet wird. Während die Alternativen A-1, A-2 und A-3 hin-
sichtlich ökonomischer Nachhaltigkeit, ökologischer Nachhaltigkeit und lokaler 
Energieautarkie naturgemäß jeweils die besten Bewertungen erhalten, zeigt sich jedoch, 
dass die Alternativen A-1 und A-3 im Gesamtergebnis den anderen Alternativen klar un-
terlegen sind. Die verbleibenden sechs Alternativen weisen jeweils ähnliche Gesamtnutz-
werte auf, wobei Alternative A-2c mit 0,67 die insgesamt höchste Bewertung erhält (vgl. 
Abb. 70). McKenna et al. (2018) nutzen anschließend Sensitivitätsanalysen, bei denen die 
Gewichte in 1.000 zufälligen Kombinationen variiert werden, um die Stabilität der Ergeb-
nisse zu bewerten. Dabei konnte gezeigt werden, dass A-2c in über 56% der betrachteten 
Kombinationen, häufiger als jede andere Variante, auf dem ersten Platz rangierte. Gleich-
zeitig erzielte A-2c mit 0,61 den höchsten Mindestnutzwert aller Alternativen, weist also 
das kleinste Risiko einer schlechten Platzierung auf. 
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Abb. 70: Vergleich der Nutzwerte aller Alternativen auf Basis der Gewichtung der Zielkriterien. Quelle: Eigene 
Darstellung in Anlehnung an McKenna et al. (2018). 
6.2.4 Detaillierte Beschreibung der gewählten Alternative 
Auf Basis dieser Bewertung kann somit Alternative A-2c als Empfehlung für die zukünf-
tige Gestaltung des Energiesystems von Ebhausen ausgesprochen werden. Bei einer Um-
setzung dieser Alternative entstünden 50% höhere Gesamtsystemkosten als im Falle der 
reinen Kostenminimierung, gleichzeitig könnten jedoch die CO2-Emissionen um 46% re-
duziert werden und die Gemeinde könnte bilanziell betrachtet energieautark werden. Abb. 
71 zeigt die Jahressummen des Energiebezugs von außerhalb der Systemgrenzen, d. h. Im-
port und Export der verschiedenen Energieträger im zeitlichen Verlauf. Während zu Be-
ginn noch große Mengen Gas, Öl und Pellets importiert werden, können diese Importe im 
zeitlichen Verlauf immer stärker reduziert und durch die Stromerzeugung aus lokalen er-
neuerbaren Energien ersetzt werden. Über den Verlauf von 15 Jahren entwickelt sich das 
Energiesystem von Ebhausen somit immer mehr zu einem strombasierten System und ex-



























Ökonomische Nachhaltigkeit Ökologische Nachhaltigkeit Lokale Energieautarkie
6 Anwendung des RE³ASON-Modells und Auswertung der Ergebnisse 
202 
 
Abb. 71: Entwicklung der Jahressummen von Energieimport und Stromexport für Alternative A-2c. 
Im Folgenden soll detaillierter untersucht werden, welche Maßnahmenkombinationen in 
Alternative A-2c zum Einsatz kommen, um dieses Ergebnis zu erreichen. Abb. 72 zeigt die 
Entwicklung des Bestands an Heiztechnologien, Haushaltsgeräten, Beleuchtungstechnolo-
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Abb. 72: Entwicklung des Bestands an Heiztechnologien, Haushaltsgeräten, Beleuchtungstechnologien und der 
Gebäudedämmung in Alternative A-2c. 
Hier zeigt sich u. a., dass der Bestand von Öl-Heizungen sehr schnell abnimmt, während 
Gasheizungen länger genutzt werden. Auch Pelletheizungen scheinen eine Übergangstech-
nologie darzustellen. Praktisch alle Heiztechnologien werden jedoch bis zum Jahr 2030 
durch Luft-Wärmepumpen ersetzt. Ein Großteil der Haushaltsgeräte und Beleuchtungs-
technologien wird zwischen 2015 und 2025 durch effizientere Technologien ersetzt. Ener-
getische Sanierungsmaßnahmen werden schon früh an einem Großteil der Gebäude durch-
geführt. 
Eine differenziertere Betrachtung der Gebäudedämmung, gruppiert nach den Baualters-
klassen der Gebäude (vgl. Abb. 73) zeigt, dass insbesondere bei älteren Gebäuden (Bau-
jahre vor 1949) eine zukunftsweisende Sanierung durchgeführt wird. Gebäude mit den 
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1995 verbleiben zum Großteil in ihrem Ursprungszustand. Diese Vorgehensweise er-
scheint plausibel, da neuere Gebäude bereits über vergleichsweise hohe Dämmstandards 
verfügen und die möglichen Effizienzgewinne durch Sanierungsmaßnahmen geringer aus-
fallen. 
 
Abb. 73: Entwicklung der Gebäudedämmung in Alternative A-2c, gruppiert nach Baualtersklassen. 
Die zeitliche Entwicklung der installierten Kapazität von PV und Wind in Alternative A-
2c (vgl. Abb. 74) zeigt die Installation von Windturbinen in den Jahren 2015, 2020 und 
2030. Der PV-Zubau erfolgt im Vergleich dazu zunächst nur moderat. Im Jahr 2020 ist die 
installierte Kapazität sogar leicht rückläufig, da viele Anlagen aus dem Bestand das Ende 
ihrer Lebensdauer erreichen und rückgebaut werden. Im weiteren Verlauf erfolgt der Zu-
bau dann zunächst hauptsächlich in den Ausrichtungsklassen, welche die geringsten 
Stromgestehungskosten aufweisen. Anschließend erfolgt jedoch auch ein starker Zubau der 
Erzeugungskapazität in Klassen mit ungünstigen Ausrichtungen. Dies lässt darauf schlie-
ßen, dass das Stromerzeugungsprofil dieser Ausrichtungen Vorteile bietet, welche die hö-
heren Stromgestehungskosten aufwiegen. Im vorliegenden Fall scheinen die Erzeugungs-
profile der „schlechteren“ Ausrichtungen besser geeignet zu sein, um den lokalen 
Strombedarf zu decken und gleichzeitig den Strombezug aus bzw. die Einspeisung in das 
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Abb. 74: Entwicklung der installierten Kapazität an PV und Wind in Alternative A-2c. 
Abb. 75 zeigt die Energiebilanz für Werktage und jede der vier Jahreszeiten im Jahr 2015 
für den Energieträger Strom. Hierbei wird Alternative A-1 mit A-2c verglichen und die 
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Abb. 75: Bilanz von Stromerzeugung und -verbrauch im zeitlichen Verlauf (in 2015, aggregiert über alle Stadt-
teile) für die Alternativen A-1 (oben) und A-2c (unten). 
Im Jahr 2015 verfügt Ebhausen in beiden Alternativen über die annähernd gleiche instal-
lierte PV-Leistung (v. a. Anlagen aus dem Anfangsbestand), in Alternative A-2c werden 
jedoch schon zu diesem Zeitpunkt 3 Windkraftanlagen zugebaut. Wie die Energiebilanz 
zeigt, gelingt es durch diese Maßnahme bereits früh, einen Großteil der Stromimporte 
(graue Flächen) zu vermeiden, bzw. sogar deutliche Strommengen ins überliegende Netz 
einzuspeisen. Der verbleibende Stromimport sowie der Export werden im Wesentlichen 
anhand der Marktpreise optimiert. Weiterhin basiert in Alternative A-2c ein Großteil der 
Wärmeversorgung auf strombetriebenen Wärmepumpen, so dass im Herbst und Winter die 
regenerative Stromerzeugung zur effizienten Wärmeerzeugung genutzt werden kann. 
Diese Maßnahmenkombination führt damit gleichzeitig zu deutlichen Einsparungen der 
CO2-Emissionen und der Energieimporte. An diesem Beispiel zeigt sich der Vorteil der 
Berücksichtigung der lokalen Potenziale für erneuerbare Energien und der integrierten Be-
trachtung der Sektoren Strom und Wärme im Kontext urbaner Energiesysteme. Wie die 
Modellergebnisse zeigen, kann die Sektorkopplung insbesondere in Bezug auf Energieau-
tarkiebestrebungen einen deutlichen Mehrwert liefern und sowohl ambitionierte Nachhal-
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Die Empfehlungen an die Gemeinde, die im Rahmen eines Abschlussworkshops Ende No-
vember 2016 diskutiert wurden, lassen sich wie folgt zusammenfassen: Die drei „extre-
men“ Alternativen können aufgrund ihrer niedrigen Gesamtbewertung abgelehnt werden; 
stattdessen sollte sich die Gemeinde an den „Kompromiss“-Alternativen orientieren. Die 
identifizierten Maßnahmen innerhalb dieser fünf Alternativen sind grundsätzlich ähnlich, 
z. B. zeigt sich durchgehend ein deutlicher Ausbau der lokalen Stromproduktion durch er-
neuerbare Energien, die überwiegende Verwendung von Luftwärmepumpen und die Nut-
zung von LED-Leuchtmitteln. In den Alternativen A-2a, A-2b und A-2c gehören zudem 
die energetische Gebäudesanierung insbesondere für Gebäude älterer Baujahre sowie die 
Nutzung effizienter Haushaltsgeräte zu den empfohlenen Maßnahmenbündeln. Basierend 
auf den Präferenzen der Gemeindevertreter stellt A-2c die Alternative mit der höchsten 
Gesamtbewertung dar. 
6.3 Validierung von Teilergebnissen 
Der vorliegende Abschnitt beschreibt Ansätze zur Validierung der Ergebnisse des 
RE³ASON-Modells. Da das Modell zahlreiche Ergebnisse aus verschiedenen Themenfel-
dern (Energienachfrage, Infrastruktur, Potenziale erneuerbarer Energien, optimale System-
gestaltung) erzeugt, kann im Rahmen dieser Arbeit keine vollständige Validierung sämtli-
cher Modellergebnisse erfolgen. Insbesondere die Ergebnisse des Optimierungsmodells 
zur optimalen Systemgestaltung beziehen sich auf einen langfristigen, zukünftigen Pla-
nungshorizont und stellen zudem keine Prognosen, sondern Empfehlungen dar. Vor diesem 
Hintergrund lassen sich diese Ergebnisse daher nicht anhand empirisch gemessener Ver-
gleichsdaten validieren. Dennoch sollen in den folgenden Abschnitten einzelne Teilergeb-
nisse des Modells, für die grundsätzlich vergleichbare Daten zur Verfügung stehen, vali-
diert werden. 
6.3.1 Wärmebedarfsberechnung im Wohngebäudesektor 
Für die Berechnung des Wärmebedarfs im Wohngebäudesektor stellt das RE³ASON-Mo-
dell sowohl eine detaillierte Bottom-Up-Methode (vgl. Kapitel 3.2 und 3.3.1), als auch eine 
etwas einfachere Top-Down-Methode (vgl. Kapitel 3.4) zur Verfügung. Durch einen Ver-
gleich der Ergebnisse beider Methoden mit Daten aus Energieberichten können somit beide 
Methoden validiert und miteinander verglichen werden. Abb. 76 zeigt das Ergebnis eines 
solchen Vergleiches für fünf deutsche Städte, die in Energieberichten den Wärme-End-
energiebedarf des Haushaltssektors ausweisen. 
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Abb. 76: Vergleich des berechneten Wärme-Endenergiebedarfs im Haushaltssektor für vier Städte mit Angaben 
aus den Energieberichten dieser Städte. Quellen der Energieberichte: Wuppertal Institut für 
Klima, Umwelt, Energie GmbH 2012 (Düsseldorf), KEK Karlsruher Energie- und Klima-
schutzagentur 2012 (Karlsruhe), SCS Hohmeyer | Partner 2016 (Kiel), Energieagentur Regio 
Freiburg 2012 (Freiburg), ZNES 2012 (Flensburg). 
Es zeigt sich, dass beide Methoden jeweils Werte in einer ähnlichen Größenordnung lie-
fern. Trotz des geringen Umfangs dieser Stichprobe lässt sich weiterhin auf eine ver-
gleichsweise gute Übereinstimmung zwischen den Modellberechnungen und Angaben aus 
den Energieberichten schließen. Für die Top-Down-Methode ergibt sich ein Be-
stimmtheitsmaß von R²=94,9%, die Wurzel des mittleren quadratischen Fehlers (Root 
Mean Square Error, RMSE) beträgt 231 GWh. Für die Bottom-Up-Methode ergibt sich ein 
Bestimmtheitsmaß von R²=97,7%, der RMSE beträgt hier 187 GWh. Die Top-Down Me-
thode scheint den Energiebedarf tendenziell eher zu unterschätzen, während die Bottom-
Up Methode zu einer Überschätzung im Vergleich zu den Energieberichten tendiert. Hier-
bei muss natürlich berücksichtigt werden, dass die betrachtete Stichprobe aufgrund der 
schlechten Datenlage (Berichte zum städtischen Wärmebedarf sind nur selten verfügbar) 
zu klein ist, um genauere Aussagen zu treffen. Für eine abschließende Bewertung sollten 
daher nach Möglichkeit Vergleichswerte für weitere Städte herangezogen werden. 
6.3.2 Stromgestehungskosten für erneuerbare Energien 
Eine exakte Validierung der mit dem RE³ASON-Modell ermittelten Kosten und Potenziale 
für die Stromerzeugung aus erneuerbaren Energien gestaltet sich dahingehend schwierig, 
dass die Ergebnisse jeweils sehr spezifisch für einzelne Gemeinden sind, für die das tat-
sächliche Potenzial und die damit verbundenen Kosten nicht bekannt sind. Um zumindest 






Wärme-Endenergiebedarf im Haushaltssektor [GWh/a]
Flensburg Freiburg Kiel Karlsruhe Düsseldorf
RE³ASON: Bottom-Up 682 1.419 1.813 1.857 3.411
RE³ASON: Top-Down 500 1.318 1.429 1.790 3.545
Energiebericht 540 1.041 1.807 1.966 3.429
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die Größenordnung der ermittelten Stromgestehungskosten zu validieren, kann der Ver-
gleich mit einer aktuellen Studie des Fraunhofer-Instituts für solare Energiesystems (vgl. 
Abb. 77, Kost et al. 2018) erfolgen. 
 
Abb. 77: Stromgestehungskosten für erneuerbare Energien und konventionelle Kraftwerke in Deutschland im 
Jahr 2018. Quelle: Kost et al. (2018). 
Dabei zeigt sich, dass die in Abschnitt 6.1 ermittelten erzielbaren Stromgestehungskosten 
der betrachteten deutschen Gemeinden für PV (9,23 bis 10,88 €ct/kWh) vergleichbar mit 
den Angaben für „PV Dach klein“ (7,23 bis 11,54 €ct/kWh) sind. Im direkten Vergleich 
erscheinen die im RE³ASON-Modell getroffenen Kostenannahmen als eher konservativ. 
Falls die aktuell beobachtete Kostendegression dieser Technologie sich fortsetzt, sowie 
wenn größere PV-Projekte untersucht werden, sollte demnach die Annahme der spezifi-
schen Investitionen im RE³ASON-Modell angepasst werden. Abschnitt 6.4 dieser Arbeit 
demonstriert die Auswirkung solcher Anpassungen auf die zu erwartenden Stromgeste-
hungskosten. 
Die ermittelten Stromgestehungskosten für Windkraft (4,99 bis 10,11 €ct/kWh) liegen im 
Vergleich zu Abb. 77 in bis teilweise deutlich über dem Bereich für „Wind Onshore“ (3,99 
bis 8,23 €ct/kWh), was auf die teilweise deutlich schlechteren Windverhältnisse in den 
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betrachteten Regionen zurückzuführen ist: In Schneizlreuth erzielen die potenziellen An-
lagenstandorte im Schnitt bspw. lediglich 1.509 Volllaststunden, während in Abb. 77 ein 
Minimum von 1.800 Volllaststunden angegeben wird. 
Für die Stromerzeugung aus Biomasse wurden im Rahmen dieser Arbeit je nach Gemeinde 
Kosten von 9,86 bis 13,47 €ct/kWh (bei 6.000 Volllaststunden) ermittelt, was ebenfalls in 
einem vergleichbaren Bereich wie die Angaben aus Abb. 77 (10,14 bis 14,74 €ct/kWh) 
liegt. 
6.3.3 PV-Potenzialanalyse für Berlin 
Eine Vergleichsmöglichkeit für die Höhe der ermittelten PV-Potenziale liefern Solarkatas-
ter, bei denen die Gebäude einer Stadt oder Gemeinde durch Überfliegungen mittels Li-
DAR vermessen und auf Basis dieser Daten Einstrahlungs- und Verschattungssimulationen 
durchgeführt werden. Auch diese Methoden haben gewisse Ungenauigkeiten, im Allge-
meinen kann jedoch davon ausgegangen werden, dass diese den besten Vergleichswert 
darstellen. 
Bergner et al. (2018) führen einen Vergleich der mit Hilfe des RE³ASON-Modells be-
stimmten PV-Potenziale mit Ergebnissen aus einem Solarkataster für über 500.000 Ge-
bäude in Berlin durch. Dabei stehen Ergebnisse aus dem „Solaratlas Photovoltaik“ und 
dem „Solaratlas Solarthermie“ zur Verfügung, bei deren Erstellung mit Hilfe der LiDAR-
Technik ein 3D-Modell erzeugt wurde und zur Berechnung der nutzbaren Dachflächen je-
weils unterschiedliche Ausschlusskriterien für die Mindestgrößen und Mindesterträge ver-
wendet wurden (vgl. Abb. 78). 
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Abb. 78: Vergleich der Ergebnisse der PV-Potenzialanalyse des RE³ASON-Modells mit den Ergebnissen des 
Solaratlas für die 12 Berliner Bezirke. Quelle: Angepasst aus Bergner et al. (2018). 
Dabei zeigt sich, dass bei der Nutzung von vergleichbaren Annahmen im RE³ASON-Mo-
dell die Ergebnisse beider Methoden im Allgemeinen recht gut übereinstimmen (Solaratlas 
Photovoltaik: R²=75,2%, RMSE=50 MWp; Solaratlas Solarthermie: R²=82,1%, 
RMSE=79 MWp). Im direkten Vergleich zum Solaratlas Photovoltaik überschätzt das 
RE³ASON-Modell die installierbare Nennleistung durchschnittlich um ca. 11%. Diese Dis-
krepanz ist v. A. auf die fehlende Berücksichtigung der Verschattung durch andere Ge-
bäude, Bäume, etc. zurückzuführen. 
Des Weiteren konnte bei dem Vergleich gezeigt werden, dass die Verteilung der Ausrich-
tung von Dachflächen ebenfalls gut abgeschätzt werden kann (R²=78,3%, RMSE=0,5%). 
Die Annahmen zur Häufigkeitsverteilung der Dachneigungen (die im RE³ASON-Modell 
auf Katasterdaten in Baden-Württemberg basieren) sind im Untersuchungsgebiet Berlin 
hingegen weniger zutreffend (R²=70,7%, RMSE=3,6%; vgl. Abb. 79). Daraus lässt sich 
schließen, dass bei der Untersuchung städtisch geprägter Gebiete mittels des RE³ASON-
Modells die Verteilungsannahmen (Mittelwert und Standardabweichung) der Dachneigung 
über die Modelloberfläche angepasst werden sollten. 
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Abb. 79: Vergleich der ermittelten Azimut- und Neigungswinkel des RE³ASON-Modells mit denen aus dem 
Solaratlas. Quelle: Angepasst aus Bergner et al. (2018). 
Die Autoren kommen zu dem Schluss, dass die Solarpotenziale einer Stadt unter Verwen-
dung des RE³ASON-Modells ähnlich gut erfasst werden können, wie bei der Verwendung 
von 3D-Stadtmodellen. Die wesentlichen Nachteile des RE³ASON-Modells im direkten 
Vergleich bestehen in  
 der fehlenden Berücksichtigung der Verschattung,  
 sowie in der nötigen Anpassung der Annahmen zur Häufigkeitsverteilung der Dach-
neigung. 
Als Vorteile gegenüber dem Solarkataster ergeben sich hingegen  
 die geringeren Kosten der Potenzialermittlung,  
 die Möglichkeit zur einfachen Aktualisierung der Ergebnisse, z. B. zur Berücksich-
tigung von Neubauten,  
 die ökonomische Bewertung der erfassten Potenziale,  
 die Berücksichtigung von Bestandsanlagen,  
 sowie die Generierung viertelstündlicher Stromerzeugungsprofile. 
6.3.4 Azimutwinkel von Teildachflächen in Freiburg 
Mainzer et al. (2017) beschreiben eine Validierung der Bestimmung des Azimutwinkels 
von Teildachflächen (vgl. Kapitel 4.1) auf Basis eines 3D-Gebäudemodells von Freiburg, 
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gleich zu Abb. 79 aus dem vorherigen Abschnitt noch etwas detaillierter, da hier jede ein-
zelne Teildachfläche aus dem RE³ASON-Modell ihrem jeweiligen Gegenstück aus dem 
3D-Modell zugeordnet wurde. Hierbei konnten insgesamt die Teildachflächen von 26.412 
Gebäuden miteinander verglichen werden, das Ergebnis ist in Form einer Dichteverteilung 
in Abb. 80 dargestellt. 
 
Abb. 80: Vergleich der Azimutwinkel von Teildachflächen aus dem 3D-Modell mit den durch das RE³ASON-
Modell bestimmten Azimutwinkeln. Quelle: Angepasst aus Mainzer et al. (2017). 
Anhand der hohen Konzentration entlang der ersten Winkelhalbierenden lässt sich deutlich 
erkennen, dass die Modellergebnisse zum größten Teil gut übereinstimmen. Die meisten 
Fehler entstehen durch eine Abweichung von ±90°, die bei etwa 20% der betrachteten 
Dächer auftrat. Dies ist darauf zurückzuführen, dass die Gebäudewände in der Regel in 
rechtem Winkel zueinanderstehen, und in einigen Fällen Linien auf dem Satellitenbild de-
tektiert und ausgewählt werden, die parallel zu der jeweils „falschen“ Gebäudewand ver-
laufen. Dies kommt z. B. bei den Kanten von Dachfenstern vor. Die Fehler sind insgesamt 
sehr symmetrisch, was bedeutet, dass der Algorithmus keine Abweichung in eine be-
stimmte Richtung bevorzugt. Dies bedeutet, dass es keinen systematischen Fehler gibt, der 
die Ergebnisse in Bezug auf die jährliche Stromerzeugung beeinträchtigen könnte. 
Das Dichtediagramm zeigt zudem, dass bestimmte Azimutwinkel (20°, 110°, 200° und 
290°), vermutlich aufgrund der in Freiburg vorherrschenden Straßenrichtungen, häufiger 
als andere vorkommen. Die meisten der beobachteten Fehler bei der Azimutbestimmung 
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können auf eine schlechte Bildqualität (z. B. veraltete Bilder, Bilder mit geringer Auflö-
sung oder schwachem Kontrast) sowie auf die fehlerhafte Interpretation von Dachstruktu-
ren (wie z. B. Fenster) als Dachfirste zurückgeführt werden. 
Mainzer et al. (2017) schließen aus dieser Validierung, dass die Methode zur Azimutbe-
stimmung eine Fehlerrate (d. h. eine fehlerhafte Erkennung des Dachfirstes aufgrund von 
Schatten, Dachfenstern, Gebäudewänden o.ä.) von weniger als 30% aufweist. Diese Fehler 
wirken sich vor allem auf das Leistungsprofil und nur in geringem Maße auf die jährliche 
Summe der PV-Stromerzeugung aus, da die Aggregation vieler Gebäude diese Fehler ten-
denziell ausgleicht. 
6.3.5 Erkennung von PV-Bestandsanlagen 
Das in Abschnitt 4.1.2 beschriebene neuronale Netz zur Erkennung von PV-Bestandsanla-
gen wurde im Rahmen von 50 Iterationen mit einem Datensatz von 2.934 Bildern trainiert 
und validiert. Hierbei wurde der „Backpropagation“-Algorithmus verwendet und 80% der 
Bilder zum Training und 20% zur Validierung verwendet. Nach diesem Prozess konnte 
eine Treffergenauigkeit66 von 90,97% erreicht werden, d. h. für die Mehrzahl der Gebäude 
konnte korrekt erkannt werden, ob diese über eine bestehende PV-Anlage verfügen. 
Da Trainingsdaten nur für eine begrenzte Anzahl geografischer Regionen in Deutschland 
zur Verfügung standen,67 könnte die Genauigkeit z. B. aufgrund von unterschiedlicher 
Bildqualität, Lichtverhältnissen etc. in anderen Regionen durchaus schlechter sein. Durch 
manuelle Überprüfungen der Ergebnisse für Freiburg konnte die korrekte Erkennung je-
doch in der Mehrzahl aller Fälle bestätigt werden. 
In der Analyse für Freiburg wurden Dachflächen mit einem technischen Potenzial von ins-
gesamt etwa 85 GWh als bereits erschlossen klassifiziert. Das EEG-Anlagenregister (DGS 
2016) nennt für Freiburg eine installierte Leistung von 35 GWh/a im Jahr 2014. Die Dis-
krepanz zwischen diesen Werten lässt sich zum Teil dadurch erklären, dass im Modell das 
gesamte Potenzial einer (Teil-)Dachfläche als ausgeschöpft angesehen wird, wenn eine be-
stehende PV-Anlage erkannt wird, während dies in der Realität häufig nicht der Fall ist 
(vgl. z. B. das Gebäude am rechten Bildrand in Abb. 81, auf dem nur ein Teil der verfüg-
baren Dachfläche tatsächlich genutzt wird). 
                                                                  
66 Treffergenauigkeit (engl. „Accuracy“) ist definiert als 
𝑘𝑜𝑟𝑟𝑒𝑘𝑡 𝑘𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑧𝑖𝑒𝑟𝑡𝑒 𝐵𝑖𝑙𝑑𝑒𝑟
𝑎𝑙𝑙𝑒 𝐵𝑖𝑙𝑑𝑒𝑟
. Weitere übliche Gütemaße 
sind Genauigkeit (engl. „Precision“, hier: 91,91%), Trefferquote (engl. „Recall“, hier: 90,96%) und F-Maß 
(engl. „F1 Score“, 91,08%). 
67 Als Trainingsdaten wurden Luftbilder für die Gemeinden Karlsruhe, Feuchtwangen und Miesbach genutzt. 
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Abb. 81: Automatisierte Erkennung von PV-Bestandsanlagen in Freiburg. Dächer, auf denen bestehende PV-
Anlagen durch das neuronale Netz erkannt wurden, sind rot hervorgehoben. Quelle: Mainzer 
et al. (2017). 
Aus manuellen Einzelprüfungen von über 200 Beispielbildern mit bestehenden PV-Anla-
gen schließen Mainzer et al. (2017), dass in vielen Fällen tatsächlich nur etwa 30 bis 80% 
der verfügbaren Fläche genutzt werden. Weiterhin lässt die Bildqualität keine Unterschei-
dung zwischen PV-Modulen und solarthermischen Anlagen zu. Dies führt dazu, dass das 
Modell diese Flächen zwar korrekterweise als belegt erkennt, gleichzeitig wird durch die 
Annahme, dass sich dort eine PV-Anlage befindet, jedoch auch das installierte Stromer-
zeugungspotenzial überschätzt. Zudem sind die Luftbilder in der Regel aktueller und zei-
gen möglicherweise viele PV-Anlagen, die 2014 noch nicht in den Registerdaten berück-
sichtigt wurden. Insgesamt sollte davon ausgegangen werden, dass das beschriebene 
neuronale Netz die Anzahl bereits belegter Dachflächen tendenziell eher überschätzt, was 
in Bezug auf das verbleibende Potenzial eine eher konservative Schätzung darstellt. Trotz 
dieser methodisch bedingten Unsicherheiten kommen die Erkenntnisse aus den bisherigen 
Modellanwendungen zu dem Schluss, dass der verfolgte Ansatz zur Erkennung von PV-
Modulen auf Basis von Satellitenbildern gut geeignet ist. Somit ermöglicht dieser im Ver-
gleich zu bestehenden Ansätzen der PV-Potenzialbestimmung erstmals die ortsscharfe Be-
rücksichtigung des PV-Anlagenbestands. 
6.3.6 Einsatzplanung des Optimierungsmodells 
Die Ergebnisse des Optimierungsmodells beziehen sich auf einen langfristigen zukünftigen 
Zeithorizont und lassen sich aufgrund der fehlenden Vergleichsdaten hierzu nur schwer 
validieren. Dies betrifft insbesondere die optimale Investitionsplanung. Die ermittelte Ein-
satzplanung der installierten Technologien lässt sich jedoch zumindest qualitativ bewerten. 
Da für solch eine Betrachtung insb. die Planung flexibel einsetzbarer Technologien von 
Interesse ist, soll im Folgenden die Einsatzplanung eines Blockheizkraftwerkes in einem 
einzelnen Mehrfamilienhaus (Stadtteil Ebershardt, Baualtersklasse 1958 – 1968) aus den 
6 Anwendung des RE³ASON-Modells und Auswertung der Ergebnisse 
216 
Ergebnissen der Fallstudie Ebhausen (vgl. Abschnitt 6.2) bewertet werden. Abb. 82 zeigt 
die Ergebnisse der optimalen Einsatzplanung für die Minimierung der Gesamtsystemaus-
gaben (Alternative A-1) für vier Werktage im Frühling, Sommer, Herbst und Winter für 
das Jahr 2020. 
 
Abb. 82: Ergebnisse der optimalen Einsatzplanung für ein Blockheizkraftwerk in einem Mehrfamilienhaus. Ge-
zeigt werden die Stromerzeugung des BHKW, der Stromimport und -export sowie die Summe 
des Stromverbrauchs. Weiterhin sind die normierten Profile der regionalen PV-Erzeugung und 
des Strompreises auf der Sekundärachse angegeben. 
Zunächst lässt sich klar erkennen, dass das BHKW im Winter und Herbst viel häufiger 
eingesetzt wird, als im Sommer und Frühling. Dies liegt darin begründet, dass das BHKW 
die einzige installierte Heiztechnologie in dem betrachteten Gebäude ist und somit den 
gesamten Wärmebedarf erfüllen muss. Die Annahme eines ausreichend dimensionierten 
Pufferspeichers (vgl. Kapitel 5.5.6) ermöglicht hingegen die zeitlich flexible Steuerung in-
nerhalb eines Tages. Die Tageseinsatzdauer des BHKW wird somit durch technische Rest-
riktionen vorgegeben, der zeitliche Einsatz, bzw. der Fahrplan, ist jedoch Gegenstand der 
ökonomischen Optimierung. 
Hierbei wird schnell ersichtlich, dass insbesondere zwei Faktoren über den Einsatz ent-
scheiden: der aktuelle Strompreis und die regionale PV-Erzeugung. Im Allgemeinen wird 
das BHKW eher bei hohen Strompreisen betrieben, da somit der erzeugte Strom den höchs-
ten Wert hat und die Kosten für den Stromimport minimiert werden können. Die Abschal-
tung oder Absenkung erfolgt jeweils in den günstigsten Stunden des Tages (während des 
Herbsttages z. B. zwischen 2 und 6 Uhr). Wenn im Tagesverlauf mehrmals der (annhä-
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findet zudem die regionale PV-Erzeugung Berücksichtigung. In diesen Fällen setzt das 
Modell das BHKW bevorzugt zu Zeiten ein, in denen geringere Mengen günstigen PV-
Stroms zur Verfügung stehen. 
Ergänzend zum BHKW unterliegen auch die Stromverbraucher des Gebäudes der optima-
len Einsatzplanung. In dem betrachteten Gebäude gibt es sowohl hochpreisige Haushalts-
geräte der höchsten Effizienzklasse A+++, als auch günstigere Geräte der niedrigeren 
Klasse A+. Das Ergebnis der optimalen Einsatzplanung dieser Geräte sowie der LED-Be-
leuchtung für das Jahr 2020 zeigt Abb. 83. 
 
Abb. 83: Ergebnisse der optimalen Einsatzplanung der Haushaltsgeräte in einem Mehrfamilienhaus. 
Da LED die einzige Beleuchtungstechnologie des Gebäudes darstellt, ist deren Einsatzpla-
nung durch die Nachfrageprofile fest vorgegeben. Bei den Haushaltsgeräten zeigt sich je-
doch, dass ein Großteil der Nachfrage durch Geräte der höchsten Effizienzklasse gedeckt 
wird und die weniger effizienten Geräte nur zu Zeitpunkten der höchsten Last eingesetzt 
werden. Die Betriebsweise erklärt somit auch, warum bei dieser Optimierung nicht nur in 
die effizientesten oder nur in die günstigsten Geräte investiert wird. Das Optimierungsmo-
dell wählt stattdessen die Strategie, den Großteil der Nachfrage („Grundlast“) durch die 
effizienteste Geräteklasse zu versorgen. Die Lastspitzen werden hingegen durch günstigere 
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Insgesamt zeigen diese Betrachtungen, dass der Anlageneinsatz den vorgegebenen ökono-
mischen Zielen folgt und die Einsatzplanung somit den Erwartungen an solch eine Opti-
mierung entspricht. 
6.4 Sensitivitätsanalysen 
Der vorliegende Abschnitt beschreibt Ansätze zur Quantifizierung des Einflusses verschie-
dener Annahmen und Parameter auf die Ergebnisse des RE³ASON-Modells im Rahmen 
von Sensitivitätsanalysen. Aufgrund der Vielzahl der verwendeten Parameter und der lan-
gen Rechenzeiten kann im Rahmen dieser Arbeit jedoch keine Sensitivitätsanalyse bezüg-
lich aller (Kombinationen von) Parametern durchgeführt werden. Die Vielzahl der ange-
wandten Methoden und die Vielschichtigkeit der Ergebnisse erschwert zudem die 
Bestimmung einer einfachen Kennzahl. Im Folgenden soll jedoch die Sensitivität der Er-
gebnisse einiger der implementierten Methoden auf einige ausgewählte Parameter quanti-
fiziert werden, wobei die Auswirkungen einer Parameteränderung jeweils möglichst klar 
dargestellt und quantifiziert werden soll. Dabei sollen v. a. Parameter untersucht werden, 
die einerseits unsicher bezüglich ihres aktuellen Wertes sowie dessen zukünftiger Entwick-
lung sind, und die zudem einen mutmaßlich großen Einfluss auf die Ergebnisse haben. 
Im Folgenden wird bei der PV-, Wind- und Bioenergiepotenzialanalyse einer Gemeinde 
jeweils einer der Standardparameter variiert und die Auswirkung dieser Änderung auf den 
Verlauf der resultierenden Kostenpotenzialkurven der Stromerzeugung, sowie insbeson-
dere auf das maximal erzielbare Potenzial und die minimal erzielbaren Stromgestehungs-
kosten untersucht. 
Abb. 84 zeigt die Kostenpotenzialkurve für die Stromerzeugung aus PV in Freiburg, wobei 
die schwarze Kurve die Standardannahmen des Modells (Wetterjahr 2016, spezifische 
Kosten 1.300 €/kWp, 144 mögliche Modulausrichtungen) abbildet. Für die Erzeugung der 





Abb. 84: Kostenpotenzialkurven für die Stromerzeugung aus PV in Freiburg unter Berücksichtigung abwei-
chender Annahmen im Vergleich zu den Standardannahmen des Modells. 
Tabelle 34 fasst zudem die wesentlichen quantitativen Ergebnisse dieser Variationen zu-
sammen. 
Tabelle 34: Relative Änderungen des Stromerzeugungspotenzials und der erzielbaren Stromgestehungskosten 
bei Variation verschiedener Parameter der PV-Potenzialermittlung für Freiburg. 
Parameteränderung 
Änderung Stromerzeu-
gungspotenzial [%] Änderung Stromgestehungskosten [%] 
neue Zufallszahlen +0,0% +0,0% 
20 Ausrichtungen +2,7% +0,5% 
Wetter: 2014 +3,2% -4,0% 
Wetter: 2015 +6,3% -3,2% 
Wetter: 2017 +1,4% -1,7% 
Invest: 1.400 €/kWp +0,0% +7,7% 
Invest: 1.000 €/kWp +0,0% -23,1% 
Invest: 800 €/kWp +0,0% -38,5% 
 
Es zeigt sich, dass die Sensitivität der Ergebnisse auf Änderungen eines einzelnen Parame-
ters in den meisten Fällen recht gering ist und die Ergebnisse in einer vergleichbaren Grö-
ßenordnung liegen. Eine Verwendung unterschiedlicher Zufallszahlen (welche sich z. B. 
auf die Zugehörigkeit einzelner Dächer zur Klasse der Flachdächer auswirkt) resultiert in 
keiner wesentlichen Änderung der Ergebnisse. Die Verwendung einer geringeren Anzahl 
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nisse, die Höhe und Kosten der Potenziale werden davon jedoch nur geringfügig beein-
flusst. Die Annahme unterschiedlicher Wetterjahre kann in den betrachteten Fällen Ände-
rungen der Stromerzeugungspotenziale von über 6% bewirken, die Stromgestehungskosten 
ändern sich dabei weniger deutlich. Den größten Einfluss auf die Stromgestehungskosten 
haben Änderungen der angenommenen spezifischen Kosten der PV-Systeme. Dies ist auch 
der Parameter, von dem in den nächsten Jahren die größten Änderungen erwartet werden 
können. Änderungen dieser Annahme wirken sich direkt proportional auf die erwarteten 
Stromgestehungskosten aus, so dass z. B. bei 800 €/kWp (was innerhalb der nächsten 5 
Jahre voraussichtlich sogar unterboten wird, vgl. IEA 2017a, S. 146) die Gestehungskosten 
der Stromerzeugung aus PV in Deutschland um über 38% abnehmen könnten. 
Abb. 85 zeigt die Kostenpotenzialkurve für die Stromerzeugung aus Windkraft in Freiburg. 
Die schwarze Kurve bildet hierbei die Standardannahmen des Modells ab (Turbinenaus-
wahl nach minimalen Stromgestehungskosten, Mindestabstände zwischen benachbarten 
Windkraftanlagen: 8-facher Rotordurchmesser in Haupt- und 5-facher Rotordurchmesser 
in Nebenwindrichtung, 700 m Mindestabstand zu Wohngebieten, maximale Hangneigung 
20°, Lebensdauer 20 Jahre, Windpark-Effizienz 85%). Für die Erzeugung der anderen Kur-
ven wurde jeweils einer dieser Parameter variiert und die Potenzialanalyse erneut durch-
geführt. 
 
Abb. 85: Kostenpotenzialkurven für die Stromerzeugung aus Windkraft in Freiburg unter Berücksichtigung ab-
weichender Annahmen im Vergleich zu den Standardannahmen im Modell. 
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Tabelle 35: Relative Änderungen des Stromerzeugungspotenzials und der erzielbaren Stromgestehungskosten 






Turbinenauswahl: max. kWh +64,8% +102,1% 
Turbinenauswahl: max. kWh/m² +23,4% +27,3% 
Turbinenabstände: 10/7 -37,6% +0,5% 
Turbinenabstände: 7/4 +23,6% +0,1% 
Turbinenabstände: 6/4 +45,6% -0,2% 
max. Hangneigung: 10° -21,9% -0,4% 
max. Hangneigung: 30° +10,7% -0,2% 
Lebensdauer: 15 a +0,0% +14,2% 
Lebensdauer: 25 a +0,0% -8,1% 
Lebensdauer: 30 a +0,0% -13,2% 
Windpark-Effizienz: 90% +5,9% -4,2% 
Windpark-Effizienz: 80% -5,9% +4,7% 
Mindestabstand WG: 500 m +57,9% -0,4% 
Mindestabstand WG: 1.000 m -52,0% +0,5% 
Wetterjahr: 2015 +8,7% -4,3% 
Wetterjahr: 2014 -0,8% +1,5% 
 
Im Vergleich zur PV-Potenzialanalyse (s. o.) zeigen sich hier größere Sensitivitäten. Ge-
rade die Methode zur Auswahl der geeignetsten Windturbine für jeden Standort hat einen 
deutlichen Einfluss sowohl auf das Stromerzeugungspotenzial, als auch auf die Stromge-
stehungskosten. Durch Maximierung des absoluten oder spezifischen Ertrags für jeden 
Standort kann die jährliche Stromerzeugung um 23%, bzw. 65% gesteigert werden, dabei 
nehmen jedoch auch die erzielbaren Stromgestehungskosten mit 27%, bzw. 102% deutlich 
zu. In den meisten Fällen ist daher die Standardvorgehensweise (Minimierung der Strom-
gestehungskosten für jeden Anlagenstandort) zu bevorzugen. Durch Änderungen der Min-
destabstände zwischen den Windkraftanlagen kann das gesamte Stromerzeugungspoten-
zial ebenfalls stark beeinflusst werden, die Stromgestehungskosten ändern sich dabei nur 
unwesentlich. Ähnlich verhält es sich bei Änderungen der maximal erlaubten Hangnei-
gung. Eine Anpassung der angenommenen Lebensdauer der WKA hat keinen Einfluss auf 
das (jährliche) Stromerzeugungspotenzial, kann jedoch die kalkulierten Stromgestehungs-
kosten deutlich verändern. Die angenommene Windpark-Effizienz steht in linearem Zu-
sammenhang sowohl mit der Stromerzeugung, als auch mit den Stromgestehungskosten. 
Einen besonders starken Einfluss auf die mögliche Stromerzeugung hat zudem der gefor-
derte Mindestabstand von WKA zur Wohnbebauung. Die Annahme unterschiedlicher Wet-
terjahre hat aufgrund der unterschiedlichen Häufigkeiten der auftretenden Windgeschwin-
digkeiten offensichtlich einen Einfluss sowohl auf das Stromerzeugungspotenzial, als auch 
auf die damit verbundenen Stromgestehungskosten. Für die konkrete betriebswirtschaftli-
che Planung eines Windparks sollten daher immer mehrere Wetterjahre betrachtet werden. 
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Die meisten dieser Parameteränderungen haben einen nichtlinearen Einfluss auf die Ergeb-
nisse, da insbesondere die Größe und die konkrete Form der verfügbaren Flächen entschei-
dend dafür sind, wo und wie viele Windkraftanlagen gebaut werden könnten. Die Ergeb-
nisse dieser Sensitivitätsanalyse lassen sich daher zwar in ihrer grundsätzlichen Tendenz 
verallgemeinern, die konkreten quantitativen Ergebnisse können jedoch in jeder betrachte-
ten Gemeinde unterschiedlich ausfallen. 
Abb. 86 zeigt die Kostenpotenzialkurve für die Stromerzeugung aus Biomasse in Karls-
ruhe. Die schwarze Kurve bildet hierbei die Standardannahmen des Modells ab (80% Flä-
chenausnutzung, 6.000 Jahresvolllaststunden, Biomassesubstraterträge nach Tabelle 16, 
jeweils eine Anlage für Müll- und Holzverbrennung und 3 Anlagen zur Biogaserzeugung, 
sowie Verwendung eines BHKW zur Strom- und Wärmeerzeugung in Biogasanlagen). Für 
die Erzeugung der anderen Kurven wurde jeweils einer dieser Parameter variiert und die 
Potenzialanalyse erneut durchgeführt. Aufgrund der ohnehin schon komplexen Darstellung 
wurde an dieser Stelle auf die Abbildung der Kostenpotenzialkurven für Wärme und Bio-
methan verzichtet. 
 
Abb. 86: Kostenpotenzialkurven für die Stromerzeugung aus Biomasse in Karlsruhe unter Berücksichtigung 
abweichender Annahmen im Vergleich zu den Standardannahmen im Modell. 
















































Tabelle 36: Relative Änderungen des Stromerzeugungspotenzials und der erzielbaren Stromgestehungskosten 






neue Zufallszahlen +0,3% +1,6% 
60% Flächennutzung -42,9% +9,0% 
100% Flächennutzung +18,8% -2,2% 
4.000 Volllaststunden +0,0% +10,9% 
8.000 Volllaststunden +0,0% -8,1% 
Substraterträge -10% -10,0% +2,2% 
Substraterträge +10% +10,0% -1,9% 
mehr BM-Anlagen +0,8% +12,1% 
Biomethan statt BHKW -35,2% -0,0% 
 
Im Vergleich zur PV-Potenzialermittlung ist das Ergebnis durchaus sensitiv gegenüber Än-
derungen der verwendeten Zufallszahlen, wenn auch nur in geringem Maße. Dies liegt da-
rin begründet, dass diese in den Standardeinstellungen des Modells bestimmen, welche der 
verfügbaren Flächen für die Bioenergienutzung zulässig sind und welche ausgeschlossen 
werden. Zusätzlich werden bei der Bestimmung der Startlösung des k-Means++-Clustering 
Algorithmus zur Zuordnung von Biogasanlagen zu Ackerflächen (vgl. Kapitel 4.3) Zufalls-
zahlen verwendet. Diese Annahmen können einen Einfluss auf die Transportkosten haben 
und beeinflussen daher (in geringem Maße) die Stromgestehungskosten. Eine wesentliche 
Annahme für die Modellergebnisse ist der nutzbare Anteil der verfügbaren Flächen. Er-
wartungsgemäß bewirkt ein größerer Anteil nutzbarer Flächen auch ein größeres Stromer-
zeugungspotenzial. Die Stromgestehungskosten sinken mit steigender nutzbarer Fläche, da 
die Anlagen größer ausgelegt werden können und Skaleneffekte zum Tragen kommen. Die 
Volllaststunden, bzw. der Jahresnutzungsgrad bestimmen die Auslegung der Anlagen. 
Diese haben keine Auswirkung auf das Stromerzeugungspotenzial, stattdessen wird mit 
einer geringeren Volllaststundenzahl eine größere Flexibilität zum Preis höherer Stromge-
stehungskosten erkauft. Eine Änderung der Substraterträge, d. h. des spezifischen Biomas-
seertrages je Substrattyp, bewirkt erwartungsgemäß eine proportionale Änderung des 
Stromerzeugungspotenzials. Die Planung einer größeren Anzahl von Bioenergieanlagen 
(zwei Holzfeuerungsanlagen, zwei Müllverbrennungsanlagen und vier Biogasanlagen) 
führt zu höheren Stromgestehungskosten, da die einzelnen Anlagen kleiner ausgelegt wer-
den und nur in geringerem Maße Skaleneffekte erzielen können. Wird das Biogas zu Bio-
methan aufbereitet, anstatt in einem BHKW zu Strom und Wärme umgewandelt zu werden, 
mindert dies die mögliche Jahresstromerzeugung um ca. 35%. Die erzielbaren Stromgeste-





7 Diskussion und kritische Würdigung 
Während im vorhergehenden Kapitel die Anwendung des RE³ASON-Modells im Rahmen 
verschiedener Fallstudien beschrieben wurde, sollen in diesem Kapitel sowohl die Ergeb-
nisse aus diesen Fallstudien, als auch das entwickelte Modellsystem diskutiert und kritisch 
hinterfragt werden. 
In Abschnitt 7.1 werden zunächst die Ergebnisse aus den Fallstudien reflektiert und 
Schlussfolgerungen daraus abgeleitet. Abschnitt 7.2 bewertet die Übertragbarkeit des ent-
wickelten Modells. In Abschnitt 7.3 wird auf mögliche Interessenskonflikte und Schwie-
rigkeiten, die sich bei der Umsetzung der mit dem Modell entwickelten Energiekonzepte 
in der Praxis ergeben könnten, eingegangen. In Abschnitt 7.4 werden schließlich verschie-
dene Aspekte der Arbeit, insb. der Umfang und die Perspektive des entwickelten Modell-
systems sowie inhaltliche und methodische Aspekte kritisch hinterfragt. 
7.1 Schlussfolgerungen aus den 
Modellergebnissen 
Bei der Anwendung des Modells im Rahmen verschiedener Fallstudien hat sich gezeigt, 
wie heterogen die Ausgangslage sowohl bezüglich der Struktur der Energienachfrage, als 
auch bezüglich der Potenziale für erneuerbare Energien in unterschiedlichen Regionen sein 
kann. Es ist somit klar, dass es keine allgemeingültigen Empfehlungen unabhängig von 
den Eigenschaften der betrachteten Gemeinde geben kann. Die modellgestützte Analyse 
ist somit ein unerlässliches Werkzeug für die Ableitung von Empfehlungen zur optimalen 
Gestaltung des Energiesystems unter Berücksichtigung der spezifischen lokalen Gegeben-
heiten. 
Wie in Kapitel 6.1 gezeigt werden konnte, stehen den meisten Gemeinden außerordentlich 
große technische Potenziale zur Energiegewinnung aus lokalen erneuerbaren Energieres-
sourcen zur Verfügung. Gerade für kleinere Gemeinden mit geringer Bevölkerungsdichte 
ist eine bilanzielle Energieautarkie, d. h. die vollständige Deckung des jährlichen Strom-
bedarfs, in einigen der betrachteten Gemeinden sogar des gesamten jährlichen Endenergie-
bedarfs, durch lokale erneuerbare Energien im Bereich des technisch möglichen. Die Er-
gebnisse zeigen jedoch auch, dass die Bandbreite der Gestehungskosten zur Erschließung 
dieser Potenziale recht groß ist, so dass ein Teil der Potenziale in den meisten Fällen aus 
betriebswirtschaftlicher Sicht nicht attraktiv sein dürfte. Insbesondere zeigt dies, dass die 
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optimale Auswahl geeigneter Versorgungsoptionen eine detaillierte Datengrundlage erfor-
dert, die mit dem RE³ASON-Modell bereitgestellt werden kann. 
Die Analysen zeigen zudem, dass die genaue Höhe und die Erschließungskosten der Po-
tenziale stark von den spezifischen lokalen Gegebenheiten abhängig sind: Während die 
Kosten vor allem durch das lokale Klima beeinflusst werden, wird die Höhe der jährlich 
erzielbaren Strom-, Wärme- und Biomethanerzeugung im Wesentlichen durch die nutzba-
ren Flächen innerhalb einer Gemeinde bestimmt. 
Weiter konnte durch die Analyse der ermittelten Potenziale gezeigt werden, dass die Be-
rücksichtigung der lokalen Gegebenheiten einer Gemeinde und ihrer einzelnen Stadtteile 
einen deutlichen Einfluss auf die Ergebnisse haben kann. Beispiele hierfür sind die Aus-
wirkung der Ausrichtungen der Straßen und Gebäude, sowie die Topographie und Ober-
flächenbeschaffenheit des Geländes auf die Höhe und Kosten der berechneten Potenziale 
für erneuerbare Energien. 
Die Anwendung des RE³ASON-Modells zur Erstellung eines Energiekonzeptes für Ebhau-
sen (Kapitel 6.2) konnte verschiedene Alternativen der zukünftigen Gestaltung des Ener-
giesystems der Gemeinde aufzeigen. Eine neue Erkenntnis aus der vergleichenden Bewer-
tung dieser Alternativen ist, dass, obwohl die Wirtschaftlichkeit für die Vertreter der 
Gemeinde von größter Bedeutung ist, eine reine Kostenminimierung ohne jegliche Berück-
sichtigung von ökologischer Nachhaltigkeit und Energieautarkie keine empfehlenswerte 
Alternative und nachteilig für die Akzeptanz der Ergebnisse ist. Vielmehr hat sich gezeigt, 
dass die kombinierte Berücksichtigung mehrerer Zielkriterien von größter Bedeutung ist, 
wenn Alternativen ermittelt werden sollen, die eine breite Unterstützung in der Gemeinde 
finden. 
Durch die vergleichende Bewertung der Alternativen unter Berücksichtigung der Präferen-
zen der Gemeindevertreter konnte die Alternative mit dem größten Nutzwert bestimmt 
werden. Diese Alternative führt durch Investitionen in effizientere Gebäudedämmung, 
Heizsysteme und erneuerbare Energien zu einer deutlichen Emissionsminderung und er-
möglicht die bilanzielle Energieautarkie der Gemeinde. Die Fallstudie zeigt somit, dass 
eine Umstellung der Energieversorgung auf regionale, klimaneutrale Energieressourcen 
nicht nur technisch machbar, sondern auch konform mit den Präferenzen der lokalen Ak-
teure einer Gemeinde sein kann. 
Durch den Vergleich der empfohlenen Maßnahmen in allen betrachteten Alternativen kön-
nen zudem einige allgemeinere Empfehlungen für die Gemeinde formuliert werden. So 
waren in allen Alternativen und für alle Gebäudetypen LED-Leuchtmittel die dominie-
rende Beleuchtungstechnologie. In allen Alternativen wird zudem für die meisten Gebäu-
detypen zumindest eine konventionelle Wärmedämmung, für Gebäude älteren Baujahres 
sowie in Szenarien mit ambitionierten Nachhaltigkeits- oder Autarkiezielen zudem eine 
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zukunftsweisende Wärmedämmung zur Verbesserung der Energieeffizienz im Gebäudebe-
reich empfohlen. Dies sind somit Empfehlungen, die für die Gemeinde unabhängig von 
der konkreten Ausgestaltung ihrer Präferenzen ausgesprochen werden können. 
Auffallend ist zudem, dass in allen „Kompromiss“-Alternativen (A-2a bis A-3b) die Luft-
wärmepumpe das dominierende Heizsystem darstellt, während dies in keiner der extremen 
Alternativen (A-1 bis A-3) der Fall ist. Dies deutet darauf hin, dass dieses Heizsystem einen 
besonders guten Kompromiss zwischen Kosten und CO2- bzw. Energieimporteinsparun-
gen bietet. Hieraus lässt sich schließen, dass die Berücksichtigung mehrerer Zielkriterien 
zu Erkenntnissen führen kann, die bei der Betrachtung lediglich eines Zielkriteriums (z. B. 
Gesamtsystemausgaben) nicht möglich wären. 
7.2 Bewertung der Übertragbarkeit 
Wie für die meisten der in Kapitel 2.3 untersuchten Modelle zur Analyse urbaner Energie-
systeme gilt auch für das RE³ASON-Modell, dass die Methode grundsätzlich übertragbar 
ist, solange die benötigten Inputdaten in der korrekten Form bereitgestellt werden. Wie in 
Kapitel 2.4 gezeigt werden konnte, gewährleistet dies aufgrund der fehlenden Verfügbar-
keit dieser Daten jedoch meist nicht, dass das Modell auch in der Praxis auf andere Regio-
nen angewandt werden kann. Das RE³ASON-Modell geht hier im Vergleich zu anderen 
Modellen einen Schritt weiter: zusätzlich zu dem Modell zur Bestimmung der optimalen 
Systemgestaltung (Kapitel 5), stellt es auch übertragbare Methoden zur Charakterisierung 
der Nachfragestruktur (Kapitel 3) und zur Bestimmung der Kosten und Potenziale für er-
neuerbare Energien (Kapitel 4) bereit. 
Wie die Ergebnisse aus Kapitel 6.1 zeigen, ermöglicht dies die Analyse beliebiger Gemein-
den in Deutschland ohne besonderen Anpassungsaufwand. Die in den Kapiteln 3 und 4 
beschriebenen Methoden stellen dabei sicher, dass die Berechnung der benötigten Daten 
zur Charakterisierung der städtischen Energiesysteme weitgehend automatisiert abläuft 
und komfortabel über die grafische Oberfläche des Modells gesteuert werden kann. 
Zudem konnte gezeigt werden, dass die in Kapitel 4 beschriebenen Methoden der PV-, 
Wind- und Biomasse-Potenzialanalyse ebenso auf Gemeinden außerhalb Deutschlands an-
gewendet werden können. Ermöglicht wird dies durch die annähernd68 globale Verfügbar-
keit der hierfür benötigten Daten zu den klimatischen Bedingungen des jeweils betrachte-
ten Standortes. Bei der Untersuchung dieser Gemeinden konnte jedoch auch beobachtet 
                                                                  
68 Aufgrund der Positionierung geostationärer Wettersatelliten über dem Äquator (Breitengrad 0°) und deren 
Ausleuchtungszone werden von diesen nur die Breitengrade zwischen 66° und -66° abgedeckt. Dies schließt 
bspw. Gebiete nördlich von Island und die Antarktis aus. 
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werden, dass die Verfügbarkeit der Geodaten weltweit sehr heterogen ist; in den wenigsten 
Gegenden der Welt ist die Datenverfügbarkeit so gut wie in Deutschland. Dennoch ließ 
sich das Modell auch in Gegenden mit schlechterer Datenlage anwenden, wenn auch mit 
einer gewissen Unsicherheit bezüglich der Ergebnisse. So kann es bspw. vorkommen, dass 
nur geringe Potenziale für Biomasse identifiziert werden, weil die in der Realität vorhan-
denen Ackerflächen in OpenStreetMap nicht als solche gekennzeichnet sind. Letztendlich 
liegt es somit in der Verantwortung des Nutzers des RE³ASON-Modells, die Datenlage der 
zu betrachtenden Region zu bewerten und diese bei der Auswertung der Ergebnisse zu 
berücksichtigen. Dies kann recht einfach unter Verwendung der grafischen Oberfläche er-
folgen, indem die entsprechenden Daten bezogen und angezeigt werden, während gleich-
zeitig als Hintergrundkarte z. B. das Satellitenbild der Region eingeblendet wird. Alterna-
tiv können auch verschiedene Online-Kartendienste, z. B. zur Einschätzung der 
Gebäudedichte69 oder der Landnutzungsdaten70, verwendet werden. So kann zumindest 
qualitativ schnell eingeschätzt werden, ob die Region in OpenStreetMap ausreichend gut 
kartiert ist, oder ob größere Datenlücken bestehen. 
Problematisch bei einer Anwendung außerhalb Deutschlands sind jedoch sämtliche Me-
thoden, die statistische Daten verwenden, da diese aktuell nur für Deutschland hinterlegt 
sind. Dies betrifft insbesondere die Methoden zur Bestimmung der Wärmenachfrage im 
Wohngebäudesektor (Kapitel 3.3.1) sowie die Methoden zur Bestimmung der Endener-
gienachfrage (Kapitel 3.4). Um die Anwendung dieser Methoden auch in anderen Ländern 
zu ermöglichen, müssten entsprechende nationale Statistiken der jeweiligen Länder bezo-
gen und im gleichen Format zur Verfügung gestellt werden. In Europa könnten hierfür z. B. 
öffentlich zugängliche Datenbanken der europäischen Kommission71 verwendet werden. 
Vergleichbare statistische Daten mit globaler Abdeckung sind bisher kaum verfügbar, es 
gibt jedoch Bestrebungen von Seiten der Vereinten Nationen72 sowie von Städtenetzwer-
ken73, dies zu verändern. 
7.3 Interessenskonflikte und Umsetzung in der 
Praxis 
Die praktische Umsetzung der aus dem RE³ASON-Modell abgeleiteten Empfehlungen 
kann sich in manchen Fällen schwierig gestalten. Da das Modell die Perspektive eines 
                                                                  
69 http://osm-analytics.org 
70 http://osmlanduse.org 
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„zentralen Planers“ einnimmt (vgl. Kapitel 5.1), sind die Modellergebnisse aus der Per-
spektive der einzelnen Akteure nicht notwendigerweise optimal. In vielen Fällen könnte 
eine Diskrepanz zwischen den gesamtwirtschaftlich optimalen Empfehlungen des Modells 
und der einzelwirtschaftlichen Perspektive, z. B. eines Gebäudeeigentümers, bestehen. 
Diese Diskrepanz kann sich insbesondere in Form einer ökonomischen Lücke zur Wirt-
schaftlichkeit einzelner Maßnahmen äußern. 
Um Gemeinden bei der Identifizierung und Bewertung dieser Lücke zu unterstützen, wurde 
im Rahmen der Fallstudie für die Gemeinde Ebhausen (vgl. Kapitel 6.2) ein Excel-Tool 
zur Verfügung gestellt, mit dem eine ökonomische und ökologische Bewertung von Inves-
titionen in die energetische Sanierung und den Austausch von Heizungsanlagen aus Sicht 
der Eigentümer bestimmter Gebäudetypen durchgeführt werden kann. Darüber hinaus ent-
hält das Tool die Ergebnisse der PV-Potenzialanalyse und kann somit zur techno-ökono-
mischen Bewertung der Installation einer PV-Anlage für jedes einzelne Gebäude in Eb-
hausen genutzt werden. Das Tool basiert auf dem Ansatz der Lebenszykluskostenrechnung 
und berechnet den Kapitalwert, die dynamische Amortisationszeit und die Eigenkapital-
verzinsung sowie die mit der Maßnahme verbundene CO2-Emissionsminderung bzw. -ver-
meidung (vgl. McKenna et al. 2016, Appendix 2 für eine detaillierte Beschreibung dieses 
Tools). 
Mit Hilfe dieses Tools können z. B. die Vertreter einer Gemeinde die ökonomischen und 
ökologischen Auswirkungen der empfohlenen Maßnahmen für einzelne Gebäude analy-
sieren. Falls eine Lücke zur Wirtschaftlichkeit der Maßnahmen besteht, könnte diese ganz 
oder zumindest teilweise durch finanzielle Anreize aus der Gemeinde oder ggfs. auch durch 
bundesweite Fördermittel geschlossen werden, falls dies politisch gewünscht ist (vgl. 
hierzu auch die in Kapitel 2.1 beschriebenen Fördermaßnahmen). Weitere Möglichkeiten 
zur Einflussnahme der Gemeindeverwaltung auf private Investitionsentscheidungen sind 
durch Aufklärung, Informationsveranstaltungen und Aktivierung von Multiplikatoren ge-
geben, die eine wirksame Ergänzung zu finanziellen Anreizen darstellen können (vgl. Ab-
schnitt 2.1). 
7.4 Kritische Würdigung und Ausblick 
Die Auswahl der verwendeten Daten, der Methoden und die Gestaltung der inhaltlichen 
Aspekte des im Rahmen dieser Arbeit entwickelten Modellsystems erfolgte vor dem Hin-
tergrund, Fragestellungen in einem begrenzten Kontext zu behandeln. Obwohl die Ergeb-
nisse nahelegen, dass die gewählte Herangehensweise für diesen Zweck geeignet erscheint, 
gibt es dennoch einige Aspekte der Vorgehensweise, die kritisch zu hinterfragen sind und 
zukünftig insbesondere für die Untersuchung weiterer Fragestellungen verbessert werden 
könnten. 
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7.4.1 Umfang und Perspektive des entwickelten 
Modellsystems 
Das RE³ASON-Modell wurde entwickelt zur Entscheidungsunterstützung von Planern bei 
der Gestaltung urbaner Energiesysteme. Mit dieser Vorgabe gehen einige kritisch zu hin-
terfragende Annahmen einher. Zunächst wird dabei als Systemgrenze das administrative 
Verwaltungsgebiet der betrachteten Gemeinde vorgegeben. Dabei werden die Auswirkun-
gen von Entscheidungen innerhalb dieses Gebietes auf das übergeordnete nationale Ener-
giesystem sowie Wechselwirkungen zwischen den Gemeinden vernachlässigt74. Dies ge-
schieht unter der Annahme, dass der Energiebedarf und insbesondere die Stromerzeugung 
einer einzelnen Stadt keine nennenswerten Auswirkungen auf das überliegende Gesamt-
system haben. Wenn jedoch eine Vielzahl von Gemeinden vergleichbare Entscheidungen 
treffen, könnten diese durchaus relevante Auswirkungen auf das nationale Energiesystem 
haben. Als Beispiel könnte angeführt werden, dass viele Gemeinden in den nächsten Jahren 
einen bedeutenden Ausbau der erneuerbaren Energien anstreben - unter der Annahme, dass 
lokal erzeugter Stromüberschuss zu jedem Zeitpunkt in beliebiger Höhe in die überliegen-
den Netzebenen eingespeist werden kann. Die Auswirkung solcher Effekte kann mit dem 
in dieser Arbeit entwickelten Modell aktuell nicht abgeschätzt werden. Denkbar wäre je-
doch eine Verwendung des Modells zur Bestimmung der optimalen Systemgestaltung für 
eine Vielzahl von Gemeinden und eine Hochrechnung dieser Einzelergebnisse auf die 
Ebene des nationalen Energiesystems, um solche und ähnliche Fragestellungen zu unter-
suchen. Aufgrund der Komplexität des Modells in seiner aktuellen Form müssten hierfür 
jedoch zunächst noch weitere Möglichkeiten zur Verkürzung der Rechenzeiten entwickelt 
werden. 
Weiterhin ist kritisch zu hinterfragen, ob die im Optimierungsmodell abgebildete gesamt-
wirtschaftliche Sichtweise eines zentralen Planers für die Erstellung städtischer Energie-
konzepte geeignet ist. Bei dieser Sichtweise wird stets die Annahme getroffen, dass jegli-
che Steuern und Subventionen lediglich eine Umverteilung von Kosten darstellen und 
daher aus gesamtwirtschaftlicher Perspektive vernachlässigt werden können. Diese Sicht-
weise spiegelt nicht notwendigerweise die Perspektive z. B. des Bürgermeisters einer Stadt 
wider. Dieser könnte bspw. Nachhaltigkeitsziele für seine Gemeinde verfolgen, jedoch 
möglicherweise kein Interesse an einem technologieneutralen Vergleich aller verfügbaren 
Optionen haben. Stattdessen könnte es aus seiner Sicht wünschenswert sein, die günstigs-
ten Optionen mit Berücksichtigung von Steuern und Subventionen, z. B. im Rahmen der 
Fördermöglichkeiten des EEG, zu nutzen. Wie jedoch die aktuellen Entwicklungen des 
                                                                  
74 In geringerem Maße trifft diese Kritik ebenso auf nationale Energiesystemmodelle zu, da diese Systeme eben-
falls sowohl ökonomisch als auch physikalisch im Austausch mit anderen Ländern stehen und die Auswir-
kungen modellendogener Entscheidungen auf das überliegende Energiesystem bei diesen häufig ebenfalls 
vernachlässigt oder vereinfacht werden. 
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rechtlichen Rahmens zeigen (vgl. Kapitel 2.1), ist diese Strategie mit einer enormen Unsi-
cherheit behaftet, da höchstens die Investitionen im aktuellen Jahr verlässlich bewertet 
werden können – für die Planung einer Investition innerhalb der nächsten Jahrzehnte wäre 
die Annahme der heutigen Fördersätze zu optimistisch. Eine strategische Investitionspla-
nung über einen langfristigen Betrachtungshorizont kann in diesem Umfeld sich rasch än-
dernder Fördersätze nicht erfolgen. Aus diesem Grund wurde im Rahmen der vorliegenden 
Arbeit der Ansatz einer gesamtwirtschaftlichen Perspektive und der technologieneutralen, 
ergebnisoffenen Bewertung verfolgt. Wie in Abschnitt 7.3 beschrieben, kann dieser Ansatz 
ggfs. um die Möglichkeit der individuellen Maßnahmenbewertung aus Sicht einzelner Ei-
gentümer mit Hilfe spezialisierter Werkzeuge ergänzt werden, um Finanzierungslücken zu 
identifizieren und ggfs. zu schließen. 
Weiterhin ist kritisch anzumerken, dass das RE³ASON-Modell lediglich die benötigten In-
vestitionen innerhalb eines aus Systemsicht optimalen Entwicklungspfades bestimmt, je-
doch keine konkreten Handlungsempfehlungen für die kommunale Politik gibt. Die Um-
setzung der Investitionen muss letztendlich in der Kommune und durch die verschiedenen 
Akteure vor Ort erfolgen. Entsprechende Anreize für das aus Systemsicht optimale Ver-
halten dieser Akteure zu schaffen, könnte in vielen Fällen durchaus eine Herausforderung 
darstellen. Konkrete Handlungsempfehlungen müssen daher in einem weiteren Schritt un-
ter Verwendung von Expertenwissen aus den Modellergebnissen abgeleitet werden. Bei-
spielhafte Maßnahmen hierfür wären die Erzeugung ökonomischer Anreize durch Förder-
programme, um aus einzelwirtschaftlicher Sicht unrentable Technologien zu fördern, 
Sanierungsinitiativen in ausgewählten Stadtteilen, die politische und organisatorische Un-
terstützung von größeren Wind- oder PV-Projekten, sowie Informationsveranstaltungen 
z. B. zu effizienten Heiztechnologien. Ansätze hierfür wurden ebenfalls in Abschnitt 7.3 
beschrieben. 
7.4.2 Inhaltliche Aspekte 
Aufgrund der vielfältigen Sektoren, Technologien und Energieträger, die im Kontext ur-
baner Energiesysteme grundsätzlich relevant sind, konnten nicht alle Aspekte im Rahmen 
der vorliegenden Arbeit detailliert abgebildet werden. Die Transportnetze für Strom, Gas 
und Fernwärme wurden bspw. nur stark vereinfacht abgebildet. Detaillierte physikalische 
Zusammenhänge wie die komplexe Wechselstromrechnung, Druck- und Temperaturgra-
dienten, etc. mussten hierbei aufgrund der zusätzlichen Komplexität dieser Faktoren (insb. 
aufgrund von Nichtlinearitäten bei der Modellierung) vernachlässigt werden. Weiterhin 
wird die Infrastruktur aktuell als gegeben und innerhalb des betrachteten Zeitraums unver-
änderlich angenommen. Die Möglichkeiten des RE³ASON-Modells zur Erstellung räum-
lich hoch aufgelöster Wärmebedarfskarten und die einfache Integration weiterer Geodaten, 
wie z. B. dem Straßennetz einer Stadt, könnten zukünftig jedoch auch für die Untersuchung 
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von Fragestellungen im Bereich der Neu- und Ausbauplanung von Fernwärmenetzen ge-
nutzt werden. Beispiele für die methodische Herangehensweise für solche Fragestellungen 
zeigen z. B. Geiß et al. (2011) und Nielsen (2014). 
Der Fokus des Modells liegt in der detaillierten Abbildung des Sektors der Wohngebäude. 
Andere Sektoren, wie z. B. der Industriesektor und GHD sind aktuell nur vereinfacht ab-
gebildet. Hier könnte das Modell insbesondere durch die Verwendung bisher unberück-
sichtigter Datenquellen, wie z. B. die Emissionen großer Industriebetriebe aus dem deut-
schen75 oder dem europäischen76 Schadstoffemissionsregister, erweitert werden. Aktuell 
erfolgt für die verschiedenen Sektoren auch keine differenzierte Ausgestaltung der Preise 
für den Import von Energieträgern. Um bspw. günstigere Strompreise für Industriekunden 
abzubilden, könnte im Optimierungsmodell auch eine Differenzierung nach den Netzan-
schlussebenen eingeführt werden, so dass bspw. Haushaltskunden, die am Niederspan-
nungsnetz angeschlossen sind, höhere Netzentgelte und damit effektiv auch mehr für den 
Stromimport bezahlen. 
Auch für den Verkehrssektor wird im RE³ASON-Modell aktuell lediglich die Endener-
gienachfrage geschätzt (Kapitel 3.4). Im Optimierungsmodell ist dieser Sektor aktuell nicht 
abgebildet, obwohl dieser üblicherweise einen bedeutenden Anteil des städtischen Gesam-
tenergiebedarfs verursacht. Ansätze zur Integration anderer Sektoren könnten daher im 
Rahmen der weiteren Forschung ergänzt werden, im Fall des Verkehrssektors befinden 
sich solche Ansätze bereits in der Entwicklung. Somit könnten zukünftig auch weitere Fra-
gestellungen im Bereich urbaner Energiesysteme, z. B. im Zusammenhang mit der Nut-
zung der zusätzlichen elektrischen Speicherkapazität, die durch die zunehmende Verbrei-
tung der Elektromobilität in Gemeinden zur Verfügung stehen könnte, mit dem RE³ASON-
Modell untersucht werden. 
Weitgehend unberücksichtigt im entwickelten Modellsystem sind bisher auch soziale Fak-
toren, die in der Praxis die Ergebnisse beeinflussen oder die Umsetzung behindern könnten. 
So könnten bspw. Bürgerproteste gegen Windparkprojekte das in der Realität verfügbare 
Potenzial wesentlich einschränken. Einige Ansätze zur Berücksichtigung solcher Faktoren 
wurden im RE³ASON-Modell bereits implementiert, so z. B. die Möglichkeit zur Vorgabe 
von Ausschlussflächen und individueller Mindestabstände, bspw. zwischen Biogasanlagen 
und Wohngebieten. Hier könnten jedoch zukünftig noch weitere Faktoren, wie z. B. der 
Platzbedarf und die Lärmimmissionen von Luft-Wärmepumpen, modelliert werden. 
                                                                  
75 http://www.thru.de/ 
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7.4.3 Methodische Aspekte 
Auch innerhalb der einzelnen Teilmethoden bestehen noch diverse Möglichkeiten für Ver-
besserungen. So könnte z. B. die PV-Potenzialanalyse noch um Methoden zur Berechnung 
der Verschattung von Teildachflächen erweitert werden. Wie Taubenböck (2007) zeigt, 
könnte dies bspw. durch eine Abschätzung der Gebäudehöhe auf Basis des Schattenwurfs 
auf den Satellitenbildern umgesetzt werden. 
Bei der Bestimmung der Potenziale für Windkraft wird im Rahmen der Standortbestim-
mung eine Heuristik angewandt, die keine optimale Lösung garantiert. Dies liegt in der 
Komplexität des Problems begründet, die keine exakte Lösung erlaubt (Mosetti et al. 
1994). Dennoch wären bspw. durch die Verwendung von Monte-Carlo-Simulationen (Zer-
gane et al. 2018) oder durch Simulated Annealing-Verfahren (Rivas et al. 2009) Verbesse-
rungen im Vergleich zur gewählten Vorgehensweise vorstellbar. Auch andere Aspekte der 
Vorgehensweise unterliegen gewissen Unsicherheiten. So ist bspw. die Berechnung der 
Windgeschwindigkeit in Nabenhöhe eine vereinfachte Sicht auf die tatsächlichen atmo-
sphärischen Verhältnisse. Bei dieser Berechnung wird lediglich die Rauhigkeitslänge der 
Erdoberfläche berücksichtigt, die Zunahme der Windgeschwindigkeit mit der Höhe hängt 
tatäschlich aber noch von einer Reihe weiterer meteorologischer Faktoren wie Tempera-
turschichtung und Feuchtigkeit ab (vgl. Hau 2016, S. 575). 
Auch die Bestimmung der Endenergienachfrage auf Basis statistischer Kennzahlen (Kapi-
tel 3.4) stellt eine vereinfachte Sichtweise der relevanten Einflussfaktoren dar. Hier könnte 
die Methode einerseits durch eine größere Datenbasis, d. h. durch die Bestimmung der ver-
wendeten Gewichtungen auf Basis mehrerer Beispielgemeinden, und andererseits durch 
methodische Weiterentwicklungen verbessert werden. Denkbar wäre z. B. die Anwendung 
maschineller Lernverfahren (Robinson et al. 2017) oder eines Bottom-Up Ansatzes mittels 
agentenbasierter Simulation (Sivakumar 2013). 
Von wesentlicher Bedeutung für viele der verwendeten Methoden sind geographische Da-
ten, insb. aus dem OpenStreetMap-Projekt. Die Qualität dieser Daten ist schwer einzu-
schätzen und in manchen Gebieten sicher noch mangelhaft. Gerade in ländlichen Gebieten 
sind z. B. häufig keine administrativen Grenzen zur Regionalisierung des Untersuchungs-
gebietes vorhanden und teilweise ist auch der Gebäudebestand nur unvollständig abgebil-
det. Im Rahmen der Arbeit wurden daher Methoden implementiert, um mit diesen Daten-
lücken umzugehen (vgl. Kapitel 3.1 für Methoden zur Regionalisierung des 
Untersuchungsgebietes, Kapitel 3.2 für Methoden zur Klassifizierung des Gebäudebestan-
des bei unvollständigen Daten). Meist gehen solche Methoden jedoch mit einer Reduzie-
rung des Detaillierungsgrades einher. Um diesem Problem zu begegnen, könnten zusätzli-
che Methoden zum Import proprietärer Datenquellen, z. B. in Form von Shape-Files, 
implementiert werden. 
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Die bisherige technische Entwicklung der im Modell abgebildeten Technologien, wie z. B. 
die Effizienzparameter von PV-Modulen, wird nicht in die Zukunft fortgeschrieben. Dies 
könnte bei Untersuchungen mit sehr langem Betrachtungshorizont für einige Technologien 
möglicherweise eine zu starke Vereinfachung darstellen. Neue Technologien, die innerhalb 
des betrachteten Zeithorizonts zur Marktreife gelangen könnten, werden ebenfalls nicht 
berücksichtigt. Dies wird damit begründet, dass sowohl die technische Entwicklung, als 
auch die Verfügbarkeit neuer Technologien in der Vergangenheit bisher nicht verlässlich 
prognostiziert werden konnte. 
Ein Nachteil der Annahme der perfekten Voraussicht des Optimierungsmodells ist, dass 
die Kosten falsch eingeschätzt werden könnten, da die optimale Entscheidung jeweils nur 
für die vorgegebenen Rahmenbedingungen gilt. Gibt es andere als die angenommenen Ent-
wicklungen, ist die bestimmte Lösung ggfs. nicht mehr optimal. Im Rahmen dieser Arbeit 
wurden Unsicherheiten lediglich durch Sensitivitätsanalysen betrachtet (vgl. Kapitel 6.4). 
Die unmittelbare Integration solcher Unsicherheiten in die Optimierung könnte bei einer 
gut abbildbaren Stochastik, z. B. bezüglich der Globalstrahlungsprofile, mit Verfahren aus 
dem Bereich der stochastischen Programmierung erfolgen (vgl. Schwarz et al. 2018). Für 
die Berücksichtigung von unsicheren Parametern ohne Wissen über deren Eintrittswahr-
scheinlichkeiten, wie z. B. die Entwicklung der Energieträgerpreise, empfehlen sich hin-
gegen Verfahren aus dem Bereich der robusten Optimierung (vgl. Ben-Tal et al. 2009) oder 
der Regret-Minimierung (vgl. Mejia-Giraldo 2013)77. 
Eine Herausforderung bei der Anwendung des RE³ASON-Modells ist die hohe Komplexi-
tät und die damit verbundene lange Rechendauer des Optimierungsmodells. Insbesondere 
für eine Anwendung des Modells in der Breite, z. B. um die Auswirkungen der Entschei-
dungen einer Vielzahl von Gemeinden auf das nationale Energiesystem abzuschätzen, soll-
ten daher Methoden entwickelt werden, um die Rechenzeit zu reduzieren. Hierfür könnten 
einerseits Vereinfachungen des Modells (z. B. eine Reduktion der Anzahl der modellierten 
Gebäudetypen oder der Technologien) angewandt werden, andererseits könnten jedoch 
auch neue methodische Ansätze entwickelt werden. Kapitel 5.6 beschreibt einen solchen 
Ansatz und quantifiziert die damit erzielbaren Verbesserungen. Dieser Ansatz könnte zu-
künftig noch ausführlicher erprobt und ggfs. um weitere Methoden ergänzt werden. 
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Um die weitere anthropogene Störung des Klimasystems und die damit einhergehende glo-
bale Erwärmung zu begrenzen, müssen in den kommenden Jahren deutliche Anstrengun-
gen zur Begrenzung der Treibhausgasemissionen unternommen werden. Hier bestehen ins-
besondere in Städten und Gemeinden wesentliche Emissionsminderungspotenziale, z. B. 
durch besser gedämmte Wohngebäude, effizientere Heiztechnologien und durch die Nut-
zung lokaler Ressourcen zur klimaneutralen Energiegewinnung. In vielen Fällen besteht 
von Seiten der Lokalpolitik und der Bevölkerung vor Ort die Bereitschaft zur nachhaltige-
ren Gestaltung des lokalen Energiesystems. Da das Wissen um die verfügbaren Potenziale 
und die am besten geeigneten Maßnahmen zur Erreichung der jeweiligen Ziele jedoch 
fehlt, empfiehlt sich der Einsatz von modellgestützten Werkzeugen zur Entscheidungsun-
terstützung. Eine Vielzahl solcher Modelle wurde in der Vergangenheit bereits entwickelt 
und in der Literatur beschrieben, jedoch sind die bisher vorgestellten Modelle stets auf eine 
Vielzahl von Daten angewiesen. Da diese Daten im Vorfeld der Analyse üblicherweise 
unter hohem Arbeits- und Zeitaufwand beschafft und aufbereitet werden müssen, ist die 
Übertragbarkeit dieser Modelle stark eingeschränkt. 
Im Rahmen der vorliegenden Arbeit wurden daher verschiedene Methoden entwickelt, die 
zur Bestimmung der Energieinfrastruktur, der Struktur der Energienachfrage und der Po-
tenziale und Kosten der klimaneutralen Energiegewinnung aus Photovoltaik, Windkraft 
und Biomasse innerhalb einer Gemeinde eingesetzt werden können. Die Besonderheit die-
ser Methoden liegt in der Verwendung und Kombination von öffentlichen Daten, die zu-
dem flächendeckend und frei verfügbar sind. Aus diesem Grund ist das entwickelte Modell 
im Gegensatz zu bisherigen Modellen übertragbar, so dass beliebige deutsche, mit einigen 
der Methoden auch internationale Gemeinden, mit vergleichsweise geringem Aufwand 
analysiert werden können. Bei der Implementierung dieser Methoden kamen wiederum 
unterschiedliche Methoden, u. a. aus dem Bereich der Geoinformatik, der Strahlungssimu-
lation, der Betriebswirtschaftslehre und des maschinellen Lernens zum Einsatz. 
Diese Vorgehensweise ermöglicht beispielsweise eine sehr detaillierte Abbildung der lo-
kalen Potenziale für erneuerbare Energien, die in mehreren Punkten über die Möglichkei-
ten bisheriger Modellierungsansätze hinausgeht. So erlaubt das Modell bspw. erstmals die 
Berücksichtigung von bestehenden PV-Anlagen lediglich auf Grundlage frei verfügbarer 
Luftbilder, der Auswirkungen von Oberflächenbeschaffenheit und Geländetopographie auf 
die erzielbare Stromerzeugung aus Windkraftanlagen sowie die automatisierte Bestim-
mung der Auslegungsgröße, der Standortwahl und der Transportwege für neue Bioener-
gieanlagen. Im Gegensatz zu vergleichbaren Modellierungsansätzen werden sämtliche 
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Modelergebnisse in einer hohen zeitlichen und räumlichen Auflösung zur Verfügung ge-
stellt, was die Möglichkeit vielfältiger weiterer Analysen auf Basis dieser Daten eröffnet. 
Weiterhin wurde ein gemischt-ganzzahliges lineares Optimierungsmodell entwickelt, wel-
ches die mit diesen Methoden bestimmten Daten als Input verwendet und die aus Gesamt-
systemperspektive optimale Gestaltung des städtischen Energiesystems bestimmt. Dabei 
können verschiedene Zielsetzungen und Vorgaben gewählt werden, woraufhin das Modell 
die benötigten Investitionsentscheidungen in Energieumwandlungstechnologien über ei-
nen langfristigen Zeithorizont bestimmt. 
Im Rahmen einer Anwendung des entwickelten RE³ASON-Modellsystems auf eine hete-
rogene Auswahl von Gemeinden konnten die jeweiligen Energiesysteme analysiert, die 
Potenziale für erneuerbare Energien bestimmt und somit die Übertragbarkeit des entwi-
ckelten Modellsystems demonstriert werden. In einer weiteren Anwendung wurde ein 
Energiekonzept für Ebhausen entworfen und verschiedene Gestaltungsoptionen für die zu-
künftige Entwicklung des Energiesystems der Gemeinde aufgezeigt. Auf Basis der Präfe-
renzen von Vertretern der Gemeinde konnte daraus die geeignetste Alternative identifiziert 
werden. Diese Alternative beinhaltet Empfehlungen wie die Nutzung der Beleuchtungs-
technologie LED sowie effizienterer Haushaltsgeräte, die Umstellung eines Großteils der 
Heizungssysteme auf Luft-Wärmepumpen, die energetische Sanierung von älteren Wohn-
gebäuden und einen deutlichen Ausbau der Stromerzeugung durch PV und Windkraft. In 
diesem Szenario könnte die Gemeinde ihre CO2-Emissionen um 46% reduzieren und bi-
lanziell betrachtet energieautark werden. 
Das entwickelte Modellsystem stellt somit ein neues Werkzeug dar, das in beliebigen Ge-
meinden, jedoch insbesondere in Deutschland zur Entscheidungsunterstützung bei der Ver-
folgung von kommunalen Nachhaltigkeitszielen eingesetzt werden kann. Im Rahmen der 
weiteren Forschung könnte das RE³ASON-Modell noch in vielerlei Hinsicht erweitert wer-
den, um bspw. den Sektor der Nichtwohngebäude genauer abzubilden oder detailliertere 
Methoden zur Bestimmung der Energienachfrage zu implementieren. Auch ohne diese Er-
weiterungen sind jedoch diverse weitere Anwendungen des Modells denkbar, die einer 
Vielzahl von Städten und Gemeinden zu einem besseren Verständnis ihrer Energiesysteme 
verhelfen und somit langfristig zu einer Verbesserung der Nachhaltigkeit deutscher Ge-
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Tabelle 37 zeigt die Input- und Outputraten, Tabelle 38 die techno-ökonomischen Parame-
ter der im Modell abgebildeten Technologien. Die Parameter der erneuerbaren Energien 
sind hier ausgenommen und finden sich in Kapitel 4. Die Dämmungstechnologien sind hier 
lediglich vereinfacht dargestellt, um die durchschnittlichen Effizienzsteigerungen der ver-
schiedenen Dämmstandards zu demonstrieren. Tatsächlich sind im Modell drei verschie-
dene Dämmtechnologien für jeden Gebäudetyp abgebildet (vgl. Kapitel 3.3.1). Die erste 
Zeile von Tabelle 37 bedeutet beispielsweise, dass ein Gaskessel unter Volllast innerhalb 
einer Stunde 6 kWh Wärme (und 0,6667 kWh Abwärme) bei einem Einsatz von 6,6667 
kWh Gas produzieren kann. 
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Tabelle 37: Input- und Outputraten [kWh/VLH] pro Einheit für alle Energieträger der im Modell abgebildeten Technologien. Quellen: IER 2016; ASUE 2015; IWU 

















































































Gaskessel 0 -6,667 0 0 0 0 6 0 0,6667 0 0 
Gas-Brennwertkessel 0 0 -8,633 0 0 0 6 0 2,6331 0 0 
Ölkessel -6 0 0 0 0 0 6 0 0 0 0 
Elektrospeicher 0 -6,186 0 0 0 0 6 0 0,1856 0 0 
Pelletheizung 0 0 0 -7,692 0 0 6 0 1,6923 0 0 
Luft-Wärmepumpe -1,714 0 0 0 -4,286 0 6 0 0 0 0 
Wasser-Wärmepumpe -1,579 0 0 0 -4,421 0 6 0 0 0 0 
BHKW klein 4 -16 0 0 0 0 10,4 0 1,6 0 0 
BHKW groß 8 -29,63 0 0 0 0 19,259 0 2,3704 0 0 
Fernwärme 0 0 0 0 0 -40 40 0 0 0 0 
Glühlampe -0,05 0 0 0 0 0 0 0 0,0452 0,0048 0 
Halogenlampe -0,05 0 0 0 0 0 0 0 0,042 0,008 0 
Energiesparlampe -0,01 0 0 0 0 0 0 0 0,006 0,004 0 
LED -0,01 0 0 0 0 0 0 0 0,002 0,008 0 
C -2,941 0 0 0 0 0 0 0 2,4412 0 0,5 
B -1,282 0 0 0 0 0 0 0 0,7821 0 0,5 
A -1,136 0 0 0 0 0 0 0 0,6364 0 0,5 
A+ -0,948 0 0 0 0 0 0 0 0,4479 0 0,5 
A++ -0,823 0 0 0 0 0 0 0 0,323 0 0,5 
A+++ -0,735 0 0 0 0 0 0 0 0,2353 0 0,5 
Dämmung Ursprungszustand 0 0 0 0 0 0 -1 0,40 0,60 0 0 
Dämmung konventionell 0 0 0 0 0 0 -1 0,65 0,35 0 0 




Tabelle 38: Techno-ökonomische Parameter der im Modell abgebildeten Technologien. Quellen: IER 2016; ASUE 2015; Richtlinie VDI 2067, Blatt 1; dena 2012; 
Struschka et al. 2010; eigene Marktrecherchen. 
Technologie Installation [€] Investition [Einheit] Fixe Kosten [€/a] Lebensdauer [a] PM10 [mg/kWh] 
Gaskessel 3.600 425 €/kWth 76,50 20 0,034 
Gas-Brennwertkessel 3.600 483 €/kWth 87,00 20 0,034 
Ölkessel 3.800 600 €/kWth 432,00 15 0,09 
Elektrospeicher 800 458 €/kWth 82,50 20 0 
Pelletheizung 5.000 1.017 €/kWth 366,00 15 114 
Luft-Wärmepumpe 3.100 1.983 €/kWth 297,50 20 0 
Wasser-Wärmepumpe 3.100 2.750 €/kWth 412,50 20 0 
BHKW klein 8.828 890 €/kWth 740,64 15 0,034 
BHKW groß 8.828 832 €/kWth 1.281,20 15 0,034 
Fernwärme 5.077 9 €/kWth 1.519,85 30 0 
Glühlampe 0 40 €/kWel 0,02 5 0 
Halogenlampe 0 60 €/kWel 0,03 5 0 
Energiesparlampe 0 200 €/kWel 0,02 10 0 
LED 0 500 €/kWel 0,05 10 0 
C 0 136 €/kWel 4,00 10 0 
B 0 312 €/kWel 4,00 10 0 
A 0 378 €/kWel 4,30 10 0 
A+ 0 549 €/kWel 5,20 10 0 
A++ 0 668 €/kWel 5,50 10 0 
A+++ 0 1.102 €/kWel 8,10 10 0 
Dämmung konventionell 22.410 115 €/m² 0,01 50 0 




Preise und Primärenergiefaktoren der Energieträger 
Tabelle 39 zeigt die angenommenen Preise der Energieträger, Tabelle 40 deren zeitliche Entwicklung. 
Tabelle 39: Angenommene Preise für Import/Export, Übertragung und Verteilung sowie Primärenergiefaktoren der Energieträger. Quellen: EPEX Spot78; DEPV-
Index79; BDEW 2017. 
 
Öl Gas Strom Holzpellets Fernwärme 
Marktpreise (s. u.) 
Energie-Übertragungskosten [€/kWh] 0 0,013 0,0715 0 0 
Energie-Verteilungskosten [€/kWh] 0,001 0,001 0,001 0,001 0,001 
Primärenergiefaktor [-] 1,1 1,1 (s. u.) 0,2 0,7 
Tabelle 40: Angenommene zeitliche Entwicklung der durchschnittlichen Energieträgerpreise [€/MWh] und des Primärenergiefaktors für Strombezug aus dem Übertra-
gungsnetz. Quellen: BMWi 2016a; BMU 2015; eigene Berechnungen. 
Jahr Öl Gas Strom Holzpellets Fernwärme Primärenergiefaktor Strom 
2015 56,89 29,67 42,18 58,78 62,98 1,38 
2020 67,71 34,95 49,68 69,23 74,18 0,99 
2025 72,90 37,30 53,02 73,89 79,17 0,75 
2030 78,10 39,65 56,36 78,55 84,16 0,50 
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