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Abstract—The advanced magnetic resonance (MR) image re-
constructions such as the compressed sensing and subspace-
based imaging are considered as large-scale, iterative, opti-
mization problems. Given the large number of reconstructions
required by the practical clinical usage, the computation time of
these advanced reconstruction methods is often unacceptable.
In this work, we propose using Google’s Tensor Processing
Units (TPUs) to accelerate the MR image reconstruction. TPU
is an application-specific integrated circuit (ASIC) for machine
learning applications, which has recently been used to solve
large-scale scientific computing problems. As proof-of-concept,
we implement the alternating direction method of multipliers
(ADMM) in TensorFlow to reconstruct images on TPUs. The
reconstruction is based on multi-channel, sparsely sampled, and
radial-trajectory k-space data with sparsity constraints. The
forward and inverse non-uniform Fourier transform operations
are formulated in terms of matrix multiplications as in the
discrete Fourier transform. The sparsifying transform and its
adjoint operations are formulated as convolutions. The data
decomposition is applied to the measured k-space data such
that the aforementioned tensor operations are localized within
individual TPU cores. The data decomposition and the inter-
core communication strategy are designed in accordance with
the TPU interconnect network topology in order to minimize the
communication time. The accuracy and the high parallel effi-
ciency of the proposed TPU-based image reconstruction method
are demonstrated through numerical examples.
Index Terms—Compressed sensing, non-Cartesian MR image
reconstruction, parallel computing, parallel imaging, TensorFlow,
Tensor Processing Unit
I. INTRODUCTION
Magnetic resonance imaging (MRI) is a powerful imaging
tool that non-invasively reveals the structural, functional and
biological information of the human body. Because of its
excellent soft-tissue contrast and high spatial resolution, MRI
has revolutionized the field of medical imaging since its
invention in 1970s. Over decades of development in MR
hardware and imaging sequences, the data acquisition speed
of MR is approaching both the physical and physiological
limits. As a result, the Nyquist sampling criterion of the
conventional Fourier-based image reconstruction becomes the
bottleneck for a further acceleration of MRI. Modern MR
imaging methods such as parallel imaging [1]–[3], compressed
sensing [4]–[7], and subspace-based imaging [8] significantly
reduce the imaging time by sparsely sampling the k-space.
Artifact-free images are reconstructed from the undersampled
data by leveraging additional spatial encoding offered by coil
sensitivities and prior knowledge of the underlying MR signal
(e.g., sparsity). Using the advanced reconstruction methods
to accelerate MR and alleviate the demands for novel MR
hardware becomes a trend in this field. However, the advanced
reconstruction methods often build upon large-scale, iterative,
optimization algorithms with extensive usage of non-uniform
Fourier transform [3], [7], the computation time of which is
often unacceptable for practical clinical use.
In order to achieve clinically practical runtime, hardware
accelerators and parallel computing have been used to handle
the computationally demanding MR reconstruction tasks [9]–
[14]. Graphics processing units (GPUs) have been extensively
studied to accelerate the reconstruction: first by accelerating
the non-uniform Fourier transform, which is the main bottle-
neck in the reconstruction [15]–[18]. Further, iterative image
reconstruction methods such as conjugate gradient (CG) and
alternating direction method of multipliers (ADMM) [19] have
been implemented on GPUs for compressed sensing prob-
lems [20]–[24] enabling advanced reconstruction from multi-
channel undersampled data. Several packages offer GPU-
based iterative image reconstruction from non-Cartesian k-
space data acquired with phased-array coils [25]–[30]. Despite
these significant advances, runtimes for large-size dynamic
image reconstruction problems are still not compatible with
clinical practice. The recent success of machine learning (ML),
or deep learning (DL) in specific, has spurred a new wave
of hardware accelerators [31], among which Google’s Tensor
Processing Unit (TPU) [32] is considered as a promising
approach to address the computation challenge brought by
the continuous and exponential growth of data. Even though
TPU is designed as an application-specific integrated circuit
(ASIC) to run cutting-edge ML models on Google Cloud [33],
it has recently been employed to tackle large-scale scientific
computing problems [34]–[36].
In this work, we propose using TPUs to accelerate the MRI
reconstruction. There are four major advantages of deploying
MR image reconstruction on TPUs, which can be understood
from the TPU system architecture and the reconstruction
algorithm used in this work. The first advantage is owing
to the fact that the major operations involved in MR image
reconstruction, including the non-uniform Fourier transform,
the sparsifying transform, and the encoding of sensitivity
profiles can all be formulated as tensor operations. Formu-
lating the reconstruction problem as tensor operations is to
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take full advantage of TPU’s strength in the highly efficient
matrix multiplications [36], [37]. The second advantage stems
from the data decomposition and communication strategies,
which coincide with the interconnect network topology of
TPU. Therefore, all the aforementioned tensor operations are
localized on individual cores and the minimal communication
of an image-size data is required at each iteration. It is
worth mentioning that the communication among TPU cores
does not go through host CPUs or networking resources. The
third advantage is a result of the large capacity of the in-
package memory of TPU, which makes it possible to handle
large-scale problems efficiently. As a reference, one TPU v3
unit (or board) contains four chips and provides 128 GiB
high-bandwidth memory (HBM) [33]. The forth advantage is
associated with the fact that TPU is easily programmable with
software front ends such as TensorFlow [38]. The TensorFlow
TPU programming stack can express the parallel comput-
ing algorithms with simple and easy-to-understand code. In
addition, TensorFlow offers a rich set of functionalities for
scientific computing, which smooths the path of deploying
the distributed MR image reconstruction algorithms on TPUs.
Owing to the aforementioned four advantages, the distributed
MR image reconstruction on TPUs can achieve very high
computation and parallel efficiency.
To demonstrate the accelerated MR image reconstruction
on TPUs, we implement the ADMM algorithm for MR image
reconstruction in TensorFlow. More specifically, we apply the
ADMM alorigthm to reconstruct images from multi-channel,
sparsely sampled, and radial-trajectory k-space data with spar-
sity constraints. The forward and inverse non-uniform Fourier
transforms are treated as matrix multiplications between the
Vandermonde matrix and the image as in the discrete Fourier
transform (DFT). The sparsifying transform and its adjoint
operations are formulated as convolutions. Both the accuracy
and the high parallel efficiency of the proposed TPU-based
image reconstruction method are demonstrated with numerical
examples.
II. TPU SYSTEM ARCHITECTURE
Understanding the advantages of deploying the MR image
reconstruction on TPUs cannot be separated from the knowl-
edge of TPU system architecture. In this section, we provide an
overview of the TPU system architecture on both the hardware
and software components.
A. Hardware architecture
Figures 1(a) and (b) show one TPU chip and unit (or board),
respectively. One TPU unit contains four chips; each chip
has two cores; and each core contains the scalar, vector, and
matrix units (MXU). MXU provides the bulk of the compute
power of a TPU chip and it handles 16 K multiply-accumulate
(MAC) operations in one single clock cycle. Both the inputs
and outputs of MXU are float32, whereas MXU performs
MAC operations with bfloat16 [39]. By leveraging the strategy
of decomposition and accumulation, the image reconstruction
in this work achieves the precision equivalent to float32. As
(a)
(b)
(c)
Fig. 1: The TPU v3 (a) chip, (b) unit (or board), and (c) Pod.
One TPU board has four chips; each chip contains two cores;
and a TPU v3 Pod in a data center contains 2048 cores.
shown in Fig. 1(b), each TPU core has 16 GiB HBM. TPU is
designed as coprocessor on the I/O bus: each board is paired
with one host server consisting of CPU, RAM, and hard disk;
TPU executes the instructions sent from CPU on the host
server through PCIe.
In a Pod configuration as shown in Fig. 1(c), TPU chips
are connected through dedicated high-speed interconnects of
very low latency. There are a total number of 2048 cores in a
TPU v3 Pod. The interconnect topology is a two-dimensional
(2D) toroidal mesh with each chip connected to its four
nearest neighbors. As the interconnects are on the device, the
communication among TPU cores does not go through a host
CPU or any networking resource.
B. Software architecture
We program TPUs through TensorFlow. Running a program
on TPUs consists of four steps: first, a TensorFlow client
converts the TensorFlow operations into a computational graph
and sends the graph to a TensorFlow server; second, the Ten-
sorFlow server partitions the computational graph into portions
that run on TPU and CPU, respectively; if multiple TPUs are
to be employed, the graph is marked for replication; third, the
TensorFlow server compiles the sub-graph that runs on TPUs
into a high-level optimizer (HLO) program and invokes the
accelerated linear algebra compiler (XLA); and last, the XLA
compiler takes in the HLO program and converts it into a
low-level optimizer (LLO) program, which is effectively the
assembly code for TPUs. Both the generation and compilation
of the computational graph occur on the host server. The
compiled LLO code is loaded onto TPUs for execution from
the host server through PCIe.
III. IMAGE RECONSTRUCTION WITH ADMM
In this section, we provide the details on the formulation of
the image reconstruction problem in compressed sensing MR
and the ADMM algorithm.
A. Compressed sensing MRI
A measured complex value dκ,γ at the κth position in the
k-space by the γth coil can be expressed as
dκ,γ =
∑
n
sn,γρne
−i2pikκ·rn (1)
= [F(ρ)]κ,γ , (2)
where rn denotes the spatial coordinate on a uniform grid, ρn
denotes the image intensity defined on rn, kκ denotes the k-
space coordinate on a non-uniform grid, sn,γ is the spatial
sensitivity of the γth coil on rn, and F denotes the DFT
operator.
In compressed sensing, we reconstruct an image from the
undersampled k-space data by solving the following regular-
ized least-square optimization problem [4]–[7]:
min
ρ
‖F (ρ)− d‖22 + λ‖Θ(ρ)‖1 (3)
where Θ(ρ) denotes a sparsifying transform and λ>0 is the
regularization parameter. The first term of the cost function in
(3) is a data fidelity term and the second term is used to enforce
the sparsity of the reconstructed image in a certain transformed
domain. In this work, the finite-difference operator is used as
the sparsifying transform.
B. Reconstruction with ADMM
The optimization problem in (3) is a large-scale convex
optimization problem, which can be solved efficiently using
the ADMM algorithm [40]. In ADMM, one introduces an
auxiliary variable µ such that (3) becomes
min
ρ
‖F (ρ)− d‖22 + λ‖µ‖1
s.t. Θ (ρ)− µ = 0. (4)
The augmented Lagrangian associated with (4) can be written
as
Lβ (ρ,µ,u) = ‖F (ρ)− d‖22 + λ‖µ‖1 + uH [Θ (ρ)− µ]
+
β
2
‖Θ (ρ)− µ‖22, (5)
where u represents the Lagrangian multiplier or the dual
variable, H denotes the conjugate transpose operation, and
β > 0 denotes the augmented Lagrangian parameter.
ADMM consists of the following three updates at the mth
iteration:
µm+1 = argmin
µ
λ‖µ‖1 + β
2
‖Θ (ρm)− µ+ ηm‖22 (6)
ρm+1 = argmin
ρ
‖F (ρ)− d‖22 +
β
2
‖Θ (ρ)− µm+1 + ηm‖22
(7)
ηm+1 = ηm + Θ
(
ρm+1
)− µm+1, (8)
where the scaled dual variable η is defined by η =
1
β
u.
C. Soft thresholding
The closed-form solution of the optimization problem in (6)
is given by
µm+1 = Sλ
β
(Θ (ρm) + ηm) , (9)
where the element-wise soft thresholding operation Sλ
β
(·) is
defined as
Sλ
β
(α) =

α− λβ , α > λ1β
0, |α| ≤ λβ
α+ λβ , α < −λ1β
. (10)
D. Regularized least squares problem
The update of ρ in (7) takes the form of regularized least
squares. The necessary and sufficient optimality condition is
given by
Aρm+1 = b, (11)
where
A = FHF +
β
2
ΘHΘ, (12)
b = FHd +
β
2
ΘH
(
µm+1 − ηm) . (13)
We update ρm+1 by solving the linear equation in (11) using
the CG method.
IV. PARALLEL IMPLEMENTATION ON TPUS
In this section, we provide the details on the parallel
implementation of ADMM on TPUs, including the data de-
composition, the operations required by the reconstruction
and their parallelization, and the communication strategy of
exchanging information among TPU cores.
A. Data decomposition
Data decomposition is applied to the k-space such that the
measurement data are distributed among TPU cores as shown
in Fig. 2. If a number of Nk measurements obtained from each
of the Nc coils are assigned to P cores, each core contains
the measurement data of dimension NkP ×Nc. Similarly, each
core also contains partial information of the non-uniform k-
space coordinates as shown in Fig. 2. In the reconstruction of
a 2D image, the dimension of the k-space coordinates on each
core is NkP × 2. There is no data decomposition applied to the
image space.
Fig. 2: A number of Nk measurements obtained from each
of the Nc coils are assigned to P cores, each core contains
the measurement data of dimension NkP × Nc and the k-
space coordinates of dimension NkP × 2 for 2D imaging. The
partition on the k-space coordinates enables the generation of
the DFT operators on individual cores. The partitioned data
and operators on different cores are highlighted in different
colors.
B. DFT and sparsifying transform operators
The data decomposition applied to the k-space enables the
generation of the DFT operators in parallel on individual cores,
which is shown in Fig. 2. The generation of the DFT operator
is described in Algorithm 1, which is formulated as tensor
contractions with tf.einsum. The sparsifying transform op-
erator is implemented as convolutions with tf.nn.conv1d,
the performance of which is optimized on TPUs. Both the
DFT and the sparsifying transform operations are performed
completely in parallel among the TPU cores.
Algorithm 1 The generation of the DFT operator on TPUs
1: function MAP TO UNIT CIRCLE(k r product)
2: return exp(−i 2pi k r product)
1: function GEN DFT OPERATOR(k coord, image coord)
2: kr dim0← map_to_unit_circle(
einsum(image coord[0], k coord[:, 0]))
3: kr dim1← map_to_unit_circle(
einsum(image coord[1], k coord[:, 1]))
4: dft op← einsum(kr dim0, kr dim1)
5: return dft op
C. One iteration of ADMM and the communication strategy
One iteration in ADMM consists of three updates in the
order of the auxiliary variable, the primal variable or the
image intensities, and the dual variable. The update of the
auxiliary variable depends on the sparsifying transform and
the soft thresholding operations and has the analytical form as
in (9). The update of the dual variable requires the sparsifying
transform as in (8). Because no partition is applied to the
image space, both the sparsifying transform and the soft
thresholding operations are performed within individual TPU
cores. Therefore, the update of the auxiliary and the dual
variables are completely in parallel among TPU cores.
The image estimate is updated through solving the linear
system in (11) with the CG method, which is described in
Algorithm 2. After one CG iteration, each core only contains
the partial image, the exchange of which across cores requires
communication. The communication is to sum the partial
image across TPU cores such that all the cores can start a
new CG iteration with the same image. The communication
is implemented with tf.cross_replica_sum, which oc-
curs at the following two places in Algorithm 2:
• The communication is required in generating the initial
values of the image, or x0 in Algorithm 2. Note that only
one such communication is required prior to the iterative
solution process.
• The communication with tf.cross_replica_sum
is embedded in the linear operator linear_op in
Algorithm 2. One of the two stopping criteria of the
CG solution process is in terms of the squared norm
of the residual vector as shown in Algorithm 2. The
residual vector is obtained by applying the linear operator
linear_op to the image intensities. Such a communi-
cation is required at every CG iteration.
Algorithm 2 The conjugate gradient method
1: function CG STEP(linear_op, r, d, x, τ )
2: a d← linear_op(d)
3: α← divide(τ, dot_product(d, a d))
4: x next← x + α d
5: r next← r− α a d
6: τ next← dot_product(r next, r next)
7: β ← divide(τ next, τ)
8: d next← r next + β d
9: return r next, d next, x next, τ next
1: function CONJUGATE GRADIENT(linear_op, b, x0,
max iterations, atol)
2: . x0 contains initial values of x and atol is the absolute
tolerance in terms of the norm of the residual vector.
3: x← x0
4: r← linear_op(x)
5: d← r
6: τ ← dot_product(r, r)
7: i← 0
8: while i < max iterations & τ > square(atol) do
9: r next, d next, x next, ρ next← cg_step(
linear_op, r, d, x, τ)
10: i← i + 1
11: return x
As indicated by (12), the linear operator linear_op in
Algorithm 2 consists of two parts: one corresponding to the
DFT operations and the other associated with the sparsify-
ing transform operations. The communication embedded in
linear_op results from the one corresponding to the DFT
operations as shown in Algorithm 3. It is worth mentioning
that the encoding with the sensitivity profiles is implemented
as tensor contractions with tf.einsum and integrated into
the DFT operations.
Algorithm 3 The linear operator associated with the forward
and backward DFT in the conjugate gradient solver on TPUs
1: function LINEAR DFT OP(image, sense profile)
2: image core← inv_DFT(DFT(image, sense profile),
sense profile)
3: image← cross_replica_sum(image core)
4: return image
In addition to the linear operator and the initial values of the
image, a vector representing the right-hand side of the linear
system shown in (13) is required by the CG solution process
at every iteration. The generation of the right-hand-side vector
is performed completely in parallel as both the DFT operator
and the k-space data are partitioned with respect to the number
of measurement in the k-space. The right-hand-side vector on
each core can be generated prior to the CG solution process,
which remains the same throughout the CG iterations.
D. Iterations in ADMM
Algorithm 4 ADMM on TPUs
1: function ADMM STEP(η, ρ, ρ0)
2: µ next← update_auxiliary_var(ρ, η)
3: ρ next← update_primal_var(µ next, ρ0, η)
4: α← get_relative_diff(ρ next, ρ)
5: η next← update_dual_var(µ next, ρ, η)
6: return η next, ρ next, α
1: function ADMM RECONSTRUCT(ρ0, max iterations, rtol)
2: . ρ0 contains initial values of ρ and rtol is the relative
tolerance in terms of the squared norm of the residual.
3: η, ρ← get_initial_value(ρ0)
4: i← 0
5: α← 1.0
6: while i < max iterations & α > square(rtol) do
7: η, ρ, α← admm_step(η, ρ, ρ0)
8: i← i + 1
9: return ρ
Extending from one iteration to many in ADMM is straight-
forward and only requires checking the stopping criteria at
every iteration as indicated in Algorithm 4. The stopping
criteria is based on the relative difference of the image
intensities at two consecutive iterations. As the image space
is not partitioned, checking the stopping criteria is performed
completely in parallel among TPU cores.
It can be seen that three major operations are
involved in the image reconstruction with ADMM on
TPUs, namely, tf.einsum, tf.nn.conv1d, and
tf.cross_replica_sum. The tensor contractions
associated with both the DFT and its inverse operations,
as well as the encoding of the sensitivity profiles are
implemented with tf.einsum. The sparsifying transform
and its adjoint operations based on the finite-difference
scheme are implemented with tf.nn.conv1d. The
communication among TPU cores is implemented with
tf.cross_replica_sum and is required at every
iteration in the CG solution process to sum the partial image
across the cores. The proposed data decomposition and the
parallel implementation of ADMM not only best utilizes
TPU’s strength in matrix multiplications but also requires
minimal communication time, which leads to very high
parallel efficiency.
V. ACCURACY ANALYSIS
We performed accuracy analysis of the TPU-based recon-
structions by comparing with images reconstructed using CPU.
Phantom data were acquired using a 3T Siemens MR scanner
with a 12-channel phased-array coil. The fully sampled k-
space data of each channel consisted of 101 radial readouts,
each with 128 samples. The images were reconstructed on
a 128 × 64 uniform grid. The reconstruction on CPUs was
performed with float64, whereas the precision on TPUs was
equivalent to float32.
First, we analyzed the accuracy of the DFT operation on
TPUs. Because the DFT operation is repeatedly employed in
the iterative image reconstruction using ADMM, it is critical to
understand its accuracy. We applied the inverse DFT operation
directly to the fully sampled k-space data for image recon-
struction and compared the results obtained by TPUs with
those by CPU. Figures 3(a) and (b) show the reconstructed
images by CPU and TPUs, respectively. Figure 3(c) plots
the relative difference of the reconstructed images along a
horizontal (red) and vertical (black) line both at the center of
the image, respectively. As can be seen, the relative difference
is about 0.1% for the voxels within the phantom. Large relative
difference occurs on the noise background as expected.
Second, we analyzed the accuracy of the iterative image
reconstruction on TPUs. We performed the ADMM-based
image reconstructions, i.e., (6) to (8), on CPU and TPUs,
respectively. The k-space data were retrospectively underam-
pled with a undersampling factor of eight to demonstrate the
capability of compressed sensing in accelerating MR. The
total number of k-space measurements was 19,968 with 1,664
samples or 13 radial readouts for each coil and 12 coils
in total. The images were reconstructed on a 1024 × 512
uniform grid. The hyper-parameters of the ADMM algorithms
are listed in Table I. Figure 4(a) shows the phantom image
reconstructed by inverse DFT, displaying expected aliasing
artifacts due to sparse sampling in the k-space. Figures 4(b)
and (c) show the reconstructed images on CPU and TPUs,
respectively. Figure 4(d) plots the relative difference between
the reconstructed images in Figs. 4(b) and (c) along a horizon-
tal (red) and vertical (black) line at the center of the image,
TABLE I: Parameters used by ADMM in the reconstruction of the phantom image shown in Fig. 4.
ADMM CG
Regularization
parameter λ
Augmented Lagrangian
parameter β
Relative
tolerance
Maximum number of
iterations
Absolute
tolerance
Maximum number of
iterations
10−7 1.0 10−4 5 10−6 20
respectively. As can be seen, the relative difference is about 1%
for the voxels within the phantom. In the ADMM-based image
reconstruction, there were over 100 calls for both the DFT and
its inverse operations. The accumulated numerical errors over
the iterations explain the larger difference between TPUs- and
CPU-based image reconstruction than the case of direct inverse
DFT reconstruction. Note that the image reconstruction error
for compressed sensing MR is often around 5%. Therefore,
the 1% additional error due to float32-based computations on
TPUs is acceptable for most MR applications.
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Fig. 3: Phantom images reconstructed by inverse DFT on (a)
CPU and (b) TPUs and (c) plots of the relative difference
between the two images along the horizontal and vertical
center lines of the image.
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Fig. 4: Reconstructed phantom images by using retrospectively
undersampled data (a) with a single inverse DFT operation and
(b) by the ADMM algorithm on CPU and (c) TPUs; and (d)
the relative difference between the two images in (b) and (c)
along the horizontal and vertical center lines of the image.
VI. PARALLEL EFFICIENCY ANALYSIS
In this section, we demonstrate the high parallel efficiency
of the image reconstruction on TPUs through numerical ex-
amples. The strong scaling analysis was adopted to understand
the parallel efficiency, in which the problem size remained the
same and the number of TPU cores used for the reconstruction
varied. The computation time was measured with the TPU
profiling tool [33], which also provides information on the
hardware utilization and the computation time associated with
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Fig. 5: The speed-up of reconstructing an image of size
128 × 64 with up to 16 TPU cores. The number of k-space
measurements is 19,968 with 1,664 samples for each coil and
12 coils in total.
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Fig. 6: The speed-up of reconstructing an image of size
1024 × 512 with up to 2048 TPU cores. The number of k-
space measurements is 1,241,076 with 103,424 samples for
each coil and 12 coils in total.
individual operations.
The first numerical example for the parallel efficiency
analysis is the one used for understanding the reconstruction
accuracy as shown in Fig. 4. With the problem size remaining
the same, the number of TPU cores used for computation
increased from two to 16. Figure 5 plots the corresponding
speed-up defined as:
speed-up =
T2
TNcore
, (14)
where T2 denotes the computation time with two TPU cores
and TNcore represents the computation time with Ncore cores.
As a reference, the ideal speed-up corresponding to the linear
scaling is also depicted in Fig. 5. Because the problem size
is relatively small, when the number of TPU cores increases
from four to eight, the gain of the speedup saturates, which can
be seen in Fig. 5. The image reconstruction time was 136.3
ms with two TPU cores and 35.6 ms with 16 cores.
The second numerical example for the parallel efficiency
analysis is the reconstruction of a much larger image. Phantom
data were acquired by using the same scanner as in Section
V but with 804 radial readouts, each with 1024 samples.
The fully sampled k-space data were then retrospectively
undersampled by a factor of eight, resulting in a total number
of 1,241,076 k-space measurements (103,424 measurements
per coil, 12 coils in total). The parameters used by ADMM are
the same as those in Table I. Figure 5 plots the corresponding
speed-up defined as:
speed-up =
T128
TNcore
, (15)
where T128 denotes the computation time with 128 TPU cores
and TNcore represents the computation time with Ncore cores.
The ideal speed-up of linear scaling is also depicted in Fig. 6.
It can be seen that the achieved speed-up is very close to that of
the linear scaling. As a reference, the computation time was
3.387 seconds with 128 TPU cores and 0.286 seconds with
2048 cores. Both numerical examples demonstrate very high
parallel efficiency of the image reconstruction with ADMM
on TPUs. Given the parallel efficiency demonstrated through
examples in Figs. 5 and 6, a very large problem can be solved
with similar amount of computation time to that of a much
smaller problem if more TPU cores are used.
VII. DISCUSSION
The image reconstruction on TPUs was implemented with
precision float32. Compared to the CPU-based image re-
construction with precision float64, our accuracy analysis
shows that using float32 instead of float64 led to about 0.1%
difference for non-iterative DFT-based image reconstruction
and 1% difference for the ADMM-based iterative image
reconstruction. Considering the 5% reconstruction error in
compressed sensing MR, using float32 is acceptable for most
MR applications.
In this work, the non-uniform Fourier transform and its
adjoint were implemented as matrix multiplications, which has
computational complexity of O(N2) and N is the number of
pixels in an image. There is a computationally more efficient
algorithm to perform the Fourier transform known as the
non-uniform fast Fourier transform (NUFFT) [41], which is
a fast Fourier transform (FFT)-based algorithm and has the
computational complexity of O(N logN). There are existing
CPU and GPU-based packages for the reconstruction of non-
Cartesian k-space data that are implemented with NUFFT. As
shown in Table II, we performed a preliminary comparison in
terms of the runtimes for the image reconstructions on CPU,
GPU, and TPUs. Except that the DFT operator in the ADMM
algorithm was replaced with the NUFFT operator on CPU and
GPU, the rest of the reconstruction method among CPU, GPU,
and TPUs remains the same. The image reconstruction on CPU
and GPU was implemented with SigPy [42]. The CPU used for
the comparison is Intel(R) Xeon(R) Silver 4110 8-core 2.10
TABLE II: Computation time of the ADMM-based reconstruction on CPU, GPU, and TPUs. The non-uniform Fourier transform
is implemented as DFT on TPUs and NUFFT on CPU and GPU. The CPU used for the comparison is Intel(R) Xeon(R) Silver
4110 8-core 2.10 GHz and the GPU is Nvidia Tesla V100 SXM2. One TPU unit or board consists of four chips, which is
shown in Fig. 1(b).
Computation time (seconds)
Hardware CPU GPU TPU (number of TPU units)
Non-uniform
Fourier
Transform
NUFFT NUFFT DFT
Image
Size
128 X 64 2.38 1.17 0.14 (1/4 unit) 0.036 (two units)
1024 X 512 139.88 2.24 3.39 (16 units) 0.29 (128 units)
GHz and the GPU is Nvidia Tesla V100 SXM2. The runtimes
for reconstructing the 128× 64 image from the undersampled
data (the task in Fig. 5) are 2.38 seconds on CPU, 1.17
seconds on GPU, 0.14 seconds with 14 TPU unit, and 0.036
seconds with two units, respectively. Given the difference in
the computational complexity of the Fourier transform, the
reconstruction on TPUs achieves satisfying acceleration. The
runtimes for reconstructing the 1024 × 512 image from the
undersampled data (the task in Fig. 6) are 139.88 seconds on
CPU, 2.24 seconds on GPU, 3.39 seconds with 16 TPU units,
and 0.29 seconds with 256 units, respectively. For this large
image size, the computational complexity reduction offered
by NUFFT starts to overcome the TPU acceleration. Our
work on implementing NUFFT on TPUs is on-going and will
be reported when it is ready. Considering the difference of
the computational complexity between DFT and NUFFT, we
believe the above comparison demonstrates that the recon-
struction on TPUs is promising for accelerating MRI process
with its high parallel efficiency.
VIII. CONCLUSION
In this work, we propose using TPU—the domain-specific
hardware accelerator originally developed for deep learning
applications—to accelerate MR image reconstruction. The
ADMM-based iterative image reconstruction algorithm was
implemented on TPUs using TensorFlow because of its rich
set of functionalities for scientific computing and simplicity
in expressing parallel algorithms. The data decomposition
was applied to k-space data for the parallel reconstruction
on TPUs. Correspondingly, the DFT operator arising from
the non-Cartesian sampling of the k-space was partitioned
and assigned to individual TPU cores. There were three
major TensorFlow operations used in the TPU-based im-
age reconstruction, namely, tf.einsum, tf.nn.conv1d,
tf.cross_replica_sum. The DFT operator and its in-
verse, as well as the encoding of the sensitivity profiles
were all treated as tensor contractions with tf.einsum. The
sparsifying transform and its adjoint operators based on the
finite-difference scheme were handled with tf.nn.conv1d.
The operations of tf.einsum and tf.nn.conv1d can
be performed in a highly efficient manner on TPUs. In
addition, all these operations formulated as tf.einsum and
tf.nn.conv1d were localized within individual TPU cores
and performed completely in parallel. Because of the data
decomposition, only a partial image was obtained on each
TPU core, the exchange of which requires communication
among TPU cores. The communication was implemented
with tf.cross_replica_sum and was responsible of
summing the partial image across TPU cores at each iteration.
Given the fact that TPUs are connected directly to each other
with dedicated high-speed interconnects of very low latency,
the communication was also highly efficient. The proposed
parallel computing algorithm not only best utilizes TPU’s
strength in matrix multiplications but also requires minimal
communication time, leading to very high parallel efficiency,
which are demonstrated through numerical examples. In con-
clusion, we have demonstrated the potential of using TPUs for
accelerating MR image reconstruction and the achieved high
parallel efficiency.
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