We demonstrate that the contextual approach to Kolmogorov probability model gives the possibility to unify this conventional model of probability with the quantum (Hilbert space) probability model. In fact, the Kolmogorov model can exhibit all distinguishing features of the quantum probability model. In particular, by using the contextual (interference) formula of total probability one can construct complex amplitudes of Kolmogorov probabilities. There exists a natural Hilbert space structure on the space of those complex amplitudes. Classical (Kolmogorovian) random variables are represented by in general noncommutative operators in the Hilbert space of complex amplitudes. The existence of such a contextual representation of the Kolmogorovian model looks very surprising in the view of the orthodox quantum tradition.
1 Introduction: classical and quantum probabilities Classical probability theory based on the Kolmogorov [1] axiomatics 1 works very well describing various natural and social phenomena. Quantum probability theory based on the von Neumann [2] axiomatics 2 also works very well describing quantum phenomena. We should accept that there exist two rather different, but well defined mathematical formalisms in which one operates with a structure having the same name -probability. It is often claimed that quantum randomness differs crucially from classical randomness, e.g., [3] . On the other hand, everybody accepts that classical probability plays the fundamental role in quantum probability theory. Every concrete statistical experiment with quantum systems can be described by classical probability theory. Special "quantum features" of those classical probabilities are induced by combining of statistical data obtained in a few distinct statistical experiments corresponding to different complexes of physical conditionscontexts, see e.g. [4] , [5] for the details. The main distinguishing features of quantum theory of probability is the existence of complex amplitudes of probabilities. In the abstract formalism we have the Hilbert space calculus of probabilities and corresponding operator representation of physical observables. In the opposite of the Kolmogorovian model physical observables are represented by in general noncommutative quantities. Noncommutativity is always considered as one of the characterizing quantum features.
The existence of the huge gap between quantum and classical probabilistic calculi is the hardest problem for many researchers working on foundations of quantum theory. There were proposed a few different theories which should explain the difference between quantum and classical probability models or at least present a new model in which this difference is not so provocative as in the conventional quantum formalism [2] . In this paper I do not have the possibility to describe all such theories, see, e.g., [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] .
In this paper we do not discuss a reduction of the quantum probabilistic model to the Kolmogorov model. We are interested in a unification of these models. I am not satisfied by the standard unification in which classical probabilistic structures are identified with commutative (or Boolean) substructures of noncommutative (non-Boolean) quantum structures. Such an identification does not solve the problem, since noncommutativity is still considered as an essentially quantum feature.
5
I would like to discover the main distinguishing features of the quantum model inside a Kolmogorovian model -the Hilbert space calculus of probabilities and the noncommutative structure of random variables. In this note it will be demonstrated that it is really possible. We construct essentially "nonclassical" representation of the conventional (Kolmogorov) probability model.
The starting point of my consideration is contextuality of probabilities. All probabilities depend on complexes of physical conditions -contexts. Such a viewpoint of probabilities was widely discussed in classical as well as quantum probability theory, see, e.g., Kolmogorov [1] , Gnedenko [19] for classical probability theory, the same viewpoint was used in the statistical approach to quantum probability as well as in various approaches based on the idea that quantum probabilities are transition or conditional probabilities, see [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] for some references.
In [4] , [5] I started the development of the calculus of contextual probabilities. The aim of this programme was to describe general transformations of contextual probabilities. In [4] , [5] there were classified all possible transformations of probabilities induced by transitions from one context to another. In particular, in such a contextual framework there was obtained the "quantum formula" for interference of probabilities which is typically derived by using complex amplitudes of probabilities or the general Hilbert space formalism.
In papers [4] , [5] there was used a general contextual framework -various contexts were in general represented by different Kolmogorov probability subject. It is merely the presentation of my knowledge.
5 I neither look for a more 'clear' intuitive picture for quantum probabilities. In the opposite to a rather general opinion, I do not consider the representation of probabilistic structures in a Hilbert space more abstract than the use of Lebesgue measure on [0, 1] describing the uniform probability distribution in the Kolmogorov model. The latter model has essentially more complicated mathematical structure. For example, to show that there exists sets which are not measurable we should use the Axiom of Choice.
spaces. The same idea that by using families of Kolmogorov probability spaces we can, in particular, reproduce quantum probabilistic calculus was realized in various forms in [6] - [18] . The main attractive feature of the contextual probabilistic calculus developed in [4] , [5] was its intuitive simplicity. The starting point was an interference generalization of the standard formula of total probability.
In the present note we demonstrate that even the Kolmogorovian contextual probabilistic calculus, i.e., based on a single Kolmogorov space, has all main features of the quantum (Hilbert space) probability calculus: probabilities can be represented by complex amplitudes and random variables by in general noncommuting operators.
Does it mean that quantum physics does not differ from classical physics? Not at all! As was underlined in [20] , [21] quantum probabilistic calculus is not at all the "fundamental element" of quantum theory. The fundamental quantum element is the Planck constant and the Schrödinger representation.
Contextual formula of total probability
Let (Ω, F , P) be a Kolmogorov probability space, [1] .
Let A = {A n } be finite or countable complete group of inconsistent events: A i A j = ∅, ∪ i A i = Ω. Let B and C be some events, P(C) > 0. We have the standard (conditional) formula of total probability, see, e.g., [19] . It can be easily derived:
In particular, let a and b be discrete random variable taking values a i , i = 1, . . . , k a and b j , j = 1, . . . , k b , where k a , k b < ∞. We have
The aim of our probabilistic considerations is to provide a conventional probabilistic description (i.e., in the Kolmogorovian framework) of measurements over physical (or biological, or social, or...) systems which are sensitive to perturbations induced by measurements.
Let a measurement of the variable a disturb essentially physical systems ω ∈ Ω. Let us fix some complex of conditions (context) C, see [4] , [5] for detail. One cannot measure b and a simultaneously under the complex C of (e.g., physical) conditions. Thus the probabilities P(b = b i /a = a n , C) are "hidden" (or ontic) probabilities. However, we can measure the variable b under the condition {a = a n }. Thus we can not prepare for the context C systems ω such that we know that simultaneously b(ω) = b i , a(ω) = a n , but we can prepare systems ω such that a(ω) = a n and under this condition we can perform the b−measurement. So probabilities P(b = b i /a = a n ) = P(B i /A n ) are well defined. Here
I would like to modify the formula of total probability (1) by eliminating hidden probabilities P(b = b i /a = a n , C) and using only observable probabilities P(b = b i /a = a n ).
Definition 1. (Context) A set C belonging to F is said to be a context with respect to a complete group of inconsistent events
We denote the set of all A−contexts by the symbol C ≡ C A . Definition 2. Let A = {A n } and B = {B n } be two complete groups of inconsistent events. They are said to be incompatible if P(B n A k ) = 0 for all n and k.
Thus B and A are incompatible iff every B n is a context with respect to A and vice versa.
Random variables a and b inducing incompatible complete groups A = {A n } and B = {B k } of inconsistent events are said to be incompatible random variables. Theorem 1. (Interference formula of total probability) Let A and B be incompatible and let C be a context with respect to A. Then the following "interference formula of total probability" holds true for any B ∈ B :
where
We have:
Finally, we remark that we can represent the perturbation term as the sum of perturbation terms corresponding to pairs of (A n , A m ) :
where δ nm (B/A; C) is given by (3). The λ nm (B/A, C) are called coefficients of statistical disturbance. Coefficients λ nm (B/A, C) describe disturbances of probabilities induced by filtrations with respect to values a = a n in the context C. Depending on magnitudes of these coefficients we can rewrite the nonconventional formula of total probability in various forms that are useful for representing (2) as a transformation in a complex linear space or a Clifford modular, see [4] , [5] for the details.
In our further investigations we will use the following result: Lemma 1. Let conditions of Corollary 1. hold true. Then
As a consequence of this lemma we have:
. Suppose that a = a n filtrations (in the context C) 6 induce statistical disturbances having relatively small coefficients λ nm (B/A, C), namely, for every B ∈ B |λ nm (B/A, C)| ≤ 1 .
In this case we can introduce new statistical parameters θ nm (B/A, C) ∈ [0, π] and represent the coefficients of statistical disturbance in the trigonometric form:
Parameters θ nm (B/A, C) are said to be relative phases of an event B with respect to a complete group of inconsistent events A (in the context C).
In this case we obtain the following interference formula of total probability:
This is nothing other than the famous formula of interference of probabilities. 7 We demonstrated that in the opposite of the common (especially in quantum physics) opinion nontrivial interference of probabilities need not be related to some non-Kolmogorovian or nonclassical features of a probabilistic model. In our considerations everything is Kolmogorovian and classical. 6 First we prepare a statistical ensemble O C of physical systems ω under the complex of (e.g., physical) conditions C. Then we perform a measurement of the random variable a for elements of the ensemble O C . Finally, we select all systems for which we obtained the value a = a n .
7 Typically this formula is derived by using the Hilbert space (unitary) transformation corresponding to the transition from one orthnormal basis to another and Born's probability postulate. The orthonormal basis under quantum consideration consist of eigenvectors of operators (noncommutative) corresponding to quantum physical observables a and b.
Interference of probabilities is a consequence of the impossibility of using conditioning with respect to {a = a n , C} (to combine two contexts -C and a) for random variables a which measurement disturbs essentially physical systems ω ∈ Ω.
Starting from (7) we shall derive (for dichotomous random variables) Born's rule, construct for any context C a complex probability amplitude, introduce a Hilbert space structure on the space of complex amplitudes and represent random variables on the Kolmogorov probability space by (in general noncommutative) operators in the Hilbert space.
2). Suppose that a = a n filtrations induce statistical disturbances having relatively large coefficients λ nm (B/A, C), namely, for every B ∈ B |λ nm (B/A, C)| ≥ 1 .
In this case we can introduce new statistical parameters θ nm (B/A, C) ∈ [0, +∞] and represent the coefficients of statistical disturbance in the trigonometric form:
Parameters θ nm (B/A, C) are said to be hyperbolic relative phases of an event B with respect to a complete group of inconsistent events A (in the context C).
3). Suppose that a = a n filtrations induce for some n statistical disturbances having relatively small coefficients λ nm (B/A, C) and for other n statistical disturbances having relatively large coefficients λ nm (B/A, C). Here we have the interference formula of total probability containing trigonometric as well as hyperbolic interference terms.
Dichotomous random variables.
We study only models with trigonometric interference.
1. Interference, complex probability amplitude. Let us study in more detail the case of incompatible dichotomous random variables a = a 1 , a 2 , b = b 1 , b 2 . We set Y = {a 1 , a 2 }, X = {b 1 , b 2 } ("spectra" of random variables a and b). Let C ∈ F be a context for both random variables a and b. We set
x ∈ X, y ∈ Y. The interference formula of total probability (7) can be written in the following form
We remark that in the case of dichotomous random variables:
and
.
By using the elementary formula:
we can represent the probability p b C (x) as the square of the complex amplitude:
such that
We denote the space of functions: ϕ : X → C by the symbol E = Φ(X, C). Since X = {b 1 , b 2 }, the E is the two dimensional complex linear space. Dirac's δ−functions {δ(b 1 − x), δ(b 2 − x)} form the canonical basis in this space. For each ϕ ∈ E we have
By using the representation (11) we construct the map
whereΦ(X, C) is the space of equivalent classes of functions under the equivalence relation: ϕ equivalent ψ iff ϕ = tψ, t ∈ C,|t| = 1.
It is important to remark thatJ a/b (B j )(x) = δ(b j − x). To prove this we see that P(B 1 /B 1 ) = 1 and P(B 2 /B 1 ) = 0. Thus
Thus we always can take the representative ϕ B 1 (x) = δ(b 1 − x) (by taking η = 0). In the same way we obtain that ϕ B 2 (x) = δ(b 2 − x).
To fix some concrete representation of a context C ∈ C in concrete examples we can choose, e.g., ξ C (x/a 1 ) = 0 and ξ C (x/a 2 ) = θ C (x). Thus we construct the map
The J b/a maps contexts (complexes of e.g. physical conditions) into complex amplitudes. The representation (10) of probability as the square of the absolute value of the complex (b/a)−amplitude is nothing other than the famous Born rule. Remark 1. We underline that the complex linear space representation (12) of the set of contexts C is based on a pair (a, b) of incompatible (Kolmogorovian) random variables. Here
The complex amplitude ϕ C (x) can be called a wave function for the complex of physical conditions, context C, cf, [4] , [5] . We recall that we obtained complex probability amplitudes in the conventional Kolmogorov framework without appealing to the standard wave or Hilbert space arguments. We set
The representation (10) can be rewritten in the following form:
where the scalar product in the space E = Φ(X, C) is defined by the standard formula:
The system of functions {e b x } x∈X is an orthonormal basis in the Hilbert space
Let X ⊂ R. By using the Hilbert space representation of Born's rule (13) we obtain for the Hilbert space representation of the expectation of the (Kolmogorovian) random variable b:
whereb : Φ(X, C) → Φ(X, C) is the multiplication operator. This operator can also be determined by its eigenvectors:be
We also consider the matrix of transition probabilities P b/a = (p ij ). It is always a stochastic matrix. We have, see (11) , that
This is the interference representation of probabilities that is used, e.g., in quantum formalism. We recall that we obtained (15) starting with the interference formula of total probability, (9) .
We would like to obtain (15) by using the standard quantum procedure, namely, transition from the orthonormal basis {e b j } corresponding the b−variable to a new basis {e a j } which corresponds to the a−variable. There arises some difficulty. It was totally unexpected in the view of existence of the Hilbert space representation of interference, see (15) . 8 .
We remark that ξ ij = ξ C (b j /a i ) depends both on the complex of conditions C and on the transition b/a. To obtain the standard linear transformation of quantum formalism, we should be able to split C−dependence and b/a−dependence in phase parameters. In general this is impossible. We suppose that
Under such an assumption we can represent ϕ C in the form:
ere {e Here V = (v ij ), v ij = e iα ij u ij , is the matrix corresponding to the transformation of complex amplitudes.
To be more rigorous with the condition (16) we formulate it in the following form. For any two contexts C 1 , C 2 ∈ C we should have:
where γ i does not depend on j. For some fixed C 0 ∈ C we set
). Then we use the same basis for any context C. For an arbitrary C ∈ C we have:
. We suppose that vectors {e a i } are lineary independent, so {e a i } is a basis in E. We would like to find a class of matrixes V such that Born's rule (in the Hilbert space form), see (13) , holds true also in the a−basis:
By (17) we would have Born's rule iff {e a i } was an orthonormal basis, i.e., the V is a unitary matrix. Since we study the two-dimensional case (i.e., dichotomous random variables), V ≡ V b/a is unitary iff the matrix of transition probabilities P b/a is double stochastic. We also remark that if P b/a is a double stochastic matrix, then the condition (19) holds true.
Lemma 2. Let a and b be incompatible random variables and let the matrix of transition probabilities P b/a be double stochastic. Then:
for any context C ∈ C.
Proof. By Lemma 1 we have:
But for a double stochastic matrix (p(x/y)) we have:
Since random variables a and b are incompatible, we have p(x/y) = 0, x ∈ X, y ∈ Y. Since C ∈ C A , we have p a C (y) = 0, y ∈ Y. We obtain (20) . Thus for a double stochastic matrix P b/a we can choose
Proposition 1. Let the conditions of Lemma 2 hold true. Then the condition (19) holds true.
Proof. We choose ξ C (x/a 1 ) = 0 and ξ C (x/a 2 ) = θ C (x) for C ∈ C, x ∈ X. Here the condition (19) has the form
for any two contexts C 1 , C 2 ∈ C. By (21) this condition is satisfied.
Let us denote the unit sphere in the Hilbert space E = Φ(X, C) by the symbol S. The map J b/a : C → S need not be a surjection, see examples in section. In general
is just a proper subset of the sphere S. The structure of the set S C is determined by the Kolmogorov model. We remark that for a double stochastic matrix P b/a the condition (19) does not depend on the set C (i.e., a Kolmogorov model).
Conclusion.
In the contextual probabilistic approach we can construct a natural map from the set of contexts into the unit sphere of the complex Hilbert space. Such a map is determined by a pair a, b of incompatible random variables. Unitarity of the matrix V b/a of transition from the basis {e a i } to the basic {e b i } (these basises correspond to random variables a and b, respectively) is equivalent to the possibility of using Born's rule both in the a and b representations 9 . We also remark that, in fact, only double stochastic matrices P b/a has such a property. By using calculations which have been done in the proof of Lemma 1 we obtain the following more general result.
Lemma 1a. Let a and b be incompatible random variables. Then for any context C ∈ C the following equality holds true:
where So we proved that if S C = S then Born's rule takes place both in the b and a−representations iff P b/a is double stochastic. However, in general S C is just a proper subset of S. Here P b/a need not be double stochastic to have Born's rule for all states ϕ ∈ S C .
Finally, we remark that k b/a = 1 iff P b/a is double stochastic. Of course, for arbitrary random variables a and b the matrix P b/a need not be double stochastic. Thus representation of probabilities by vectors in a single Hilbert space we can obtain for a very restricted class of random variables. In particular, such random variables are considered in quantum theory (in the formalism of Dirac-von Neumann). In general, for each random variable we should introduce its own scalar product and corresponding Hilbert space: where the operatorâ : E → E is determined by its eigenvectors:âe a j = a j e a j . Of course, the representation of random variables by linear operators is just a convenient mathematical tool to represent the average of a random variable by using only the Hilbert space structure. We recall that we started with purely "classical" Kolmogorovian random variables.
