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This thesis presents a study of asymptotically complex hyperbolic manifolds and their natural conformal
boundaries, compact CR contact manifolds, using the tools of microlocal analysis in the broad sense.
In the first chapter we study the behavior of the heat kernel of the Hodge Laplacian on a contact
manifold endowed with a family of Riemannian metrics that blow-up the directions transverse to the contact
distribution. We apply this to analyze the behavior of global spectral invariants such as the η-invariant and
the determinant of the Laplacian. In particular we prove that contact versions of the relative η-invariant
and the relative analytic torsion are equal to their Riemannian analogues and hence topological.
In the second chapter we study the behavior of the resolvent and wave kernel of the Laplacian on
asymptotically complex hyperbolic manifolds. In particular, applying the methods introduced in [Va17] in
the real setting, we obtain non-trapping estimates for the resolvent, deriving an effective version of the main
result of [EpMeMe91]. We also show that the wave group on such manifolds belongs to an appropriate class
of Fourier integral operators and analyze its trace. We prove that the singularities of its trace are contained
in the set of lengths of closed geodesics and obtain an asymptotic expansion for the trace at time zero.
Each chapter can be treated as self-contained and read independently of the other. They were initially
written separately and submitted for publication.
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Chapter 1
Sub-Riemannian limit of the
differential form heat kernels of
contact manifolds
1.1 Introduction
Sub-Riemannian geometry is a generalization of Riemannian geometry where distances are measured using
curves that are tangent to a subbundle of the tangent bundle. Perhaps the best studied setting is that of
a contact manifold M where the curves are required to be tangent to the contact distribution H ⊆ TM.
As H is maximally non-integrable the Chow-Rashevskii theorem guarantees if M is connected then any
two points on M can be connected by a curve tangent to H [Mo02, Chapter 2] and so a bundle metric
gH , known as a Carnot-Caratheodory metric, induces a distance dgH on M analogously to the Riemannian
distance.
One natural approach to the study of sub-Riemannian geometry is through approximation: if gε is a one-
parameter family of Riemannian metrics, extending gH and blowing-up in the directions transverse to H
as ε→ 0, it was shown by Gromov [Gr96] that the metric spaces (M,dgε) converge in the Gromov-Hausdorff
sense to (M,dgH ). The behavior of the Hodge Laplacians of the metrics gε was initiated by Rumin [Ru00],
following work of Ge on the scalar Laplacian [Ge93], who showed that the those parts of the spectrum that
have finite limits concentrate on the spectrum of their counterparts in the Rumin contact complex from
[Ru94],
0→ Ω0H M
dH−−−−→ · · · dH−−−−→ ΩnH M
DH−−−−→ Ωn+1H M
dH−−−−→ · · · dH−−−−→ ΩmH M → 0.
This complex is built from the de Rham complex and the contact structure of M ; here m = dimM is equal
to 2n+1, ΩqH (M) is a quotient of Ω
q(M) if q ≤ n and a subspace otherwise, dH is a first order operator and
DH is a second order operator. Interestingly this complex computes the singular cohomology of M, just as
the de Rham complex does. Rumin’s initial motivation was to obtain differential operators compatible with
‘Heisenberg dilations’ in which the H directions are scaled by λ and the complementary directions by λ2.
Indeed the Hodge Laplacians of the Rumin complex are not elliptic in the usual sense of invertible principal
symbols; however they have symbols in the ‘Heisenberg calculus’ that are invertible and as a result they are
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hypoelliptic operators.
Rumin points out in [Ru00] that the contact complex can be derived from a spectral sequence induced,
e.g., by Heisenberg dilations. We study this spectral sequence using Hodge theoretic techniques following
[MaMe90,Fo95]. In particular we obtain filtrations of the de Rham complex (really of a rescaling of the de
Rham complex, see §1.3)







p(M) if p /∈ {n, n+ 1},







p(M) if p ∈ {n, n+ 1},
in which E p2 is isomorphic to the Rumin complex, E
p
4 corresponds to the null space of (dH + δH ), and E
p
∞
consists of the Rumin harmonic forms and so is finite dimensional and isomorphic to the singular cohomology
Hp(M).
Rumin’s approach in [Ru00] was to focus on the convergence of the resolvent of the Hodge Laplacians in
the sub-Riemannian limit. They note that while their approach establishes convergence of appropriate heat
kernels for large times, they do not apply to the short-time behavior. In this article we establish the behavior
of the heat kernel of the Hodge Laplacians for all time. Our approach follows Melrose’s construction of the
heat kernel (see [Me93, Chapter 7] and §1.5.1 below) in that we construct a manifold with corners on which
the heat kernel is essentially smooth.
Theorem 1.1. Let M be a contact manifold with contact form θ, let J be an almost complex structure on
H = ker θ such that gH (·, ·) = dθ(·, J ·) is symmetric positive definite on H , (such a choice of J always
exists, see §1.2) and let




i) The heat kernels of the Hodge Laplacians ∆ε, acting on differential forms of degree p /∈ {n, n+ 1} are
I-smooth (i.e., polyhomogeneous, see §2.2.2) on a manifold with corners HoutsR X with boundary hypersurfaces
capturing the asymptotics as t→ 0 with ε bounded, as t→ 0 like ε2, and as ε→ 0 with t bounded.
For differential form degrees p ∈ {n, n+ 1}, the same is true for ε−2∆ε with boundary hypersurfaces cap-
turing the asymptotics as t→ 0 with ε bounded, as t→ 0 like ε4, as t→ 0 like ε2, and as ε→ 0 with t bounded.
ii) For differential forms of degree p /∈ {n, n+ 1}, the asymptotics of the trace of the heat kernels of the
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ΠE p2 ) +O(ε) as ε→ 0, t > 0,
where ak and Ak are local (i.e., they are integrals of universal polynomials in the local invariants of the
metric), and ΠE p2 denotes the orthogonal projection onto E
p
2 .
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ΠE p4 ) +O(ε) as ε→ 0, t > 0,
where ak, Ak, and Bk are local, ΠE p2 \E
p
4
denotes the orthogonal projection onto E p2 \ E
p
4 , and ΠE p4 denotes
the orthogonal projection onto E p4 .
iii) If F is a flat bundle on M then the same asymptotics hold for the heat kernels of the Hodge Laplacians







has the same asymptotics as in (ii) but without the local terms, and similarly for ε−2∆Fiε acting on forms in
middle degrees.
We then apply this construction to study the η-invariant and the analytic torsion of contact manifolds.
The η-invariant of the odd signature operator, η(S), was introduced Atiyah, Patodi, and Singer [At-
PaSi75a] as the boundary contribution to the index formula for the signature operator with appropriate
global boundary conditions. In [AtPaSi75b] they introduced the ρ-invariant which assigns to a flat bundle
F the difference of the η-invariant of the odd signature operator twisted by F, η(SF ), with the η-invariant
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of the trivial flat bundle of the same rank,
ρ(F ) = η(SF )− rank(F )η(S).
They showed that the ρ invariant is a smooth invariant of M, i.e., it is independent of the choice of metric
on M. (Note that explicit computations on lens spaces show that it is not a homotopy invariant in general.
For manifolds whose fundamental group satisfies the Borel conjecture [Wei88] or an appropriate version of
the Baum-Connes conjecture [Ke00], the ρ-invariant is a homotopy invariant.)
Corollary 1.1. Let F −→M be a flat bundle, SFε the odd signature operator of (M, gε) with coefficients in
F, and SFH the odd signature operator of Rumin’s complex with coefficients in F. As ε → 0, the finite part
of the difference between η(SFε ) and η(S
F
H ) is the integral of a local invariant of the metric,
η(SFH )− FP
ε=0
η(SFε ) = local . (1.2)
Correspondingly, the ρ-invariant of the Rumin complex is equal to the ρ-invariant of the de Rham complex,
ρ(F ) = η(SFH )− rank(F )η(SH ).
The η-invariant of the Rumin complex was first studied in [Ru00, §7] and subsequently by Biquard, Her-
zlich, and Rumin [?Biquard-Herzlich-Rumin]. In the latter, they conjecture [?Biquard-Herzlich-Rumin,
§6] that (1.2) holds in arbitrary dimension and they study it on three dimensional contact manifolds. If M
is a three dimensional Cauchy-Riemann (CR) Seifert manifold, meaning that the almost complex structure
J in the metric (1.1) is integrable and M is endowed with a locally free action of S1 that preserves (H , J)
and is generated by a Reeb field, then they establish (1.2) with an explicit formula for the local term,
[?Biquard-Herzlich-Rumin, Theorem 1.4]







R2 θ ∧ dθ,
where θ is an S1-invariant contact form and R is the curvature of the Tanno-Webster-Tanaka connection.
The analytic torsion of M is a function that uses determinants of the Hodge Laplacians of the de Rham
complex to assign to each flat bundle F −→ M and each basis of the cohomology of M with coefficients
in F a real number (see §1.8). It was defined by Ray and Singer [RaSi71] as an analytic analogue of a
combinatorial invariant known as Reidemeister torsion which it was shown to equal by Cheeger [Ch79] and
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Müller [?Muller:AT], independently, for flat bundles with unitary holonomy, and by Müller [?Muller:Uni]
for flat bundles with unimodular holonomy. Bismut and Zhang [BiZh92] were able to extend the Cheeger-
Müller theorem to arbitrary flat bundles.
Corollary 1.2. Let F −→M be a flat bundle with unimodular holonomy, {µ∗} ⊆ H∗(M ;F ) a basis for the
cohomology of M with coefficients in F. The difference between the logarithms of the analytic torsion of the
de Rham complex of M and the analytic torsion of the Rumin complex of M is given by the integral of a
local invariant of the metric,
logAT (M, {µ∗}, F )− logATH (M, {µ∗}, F ) = local . (1.3)
In particular, if F1 and F2 are flat bundles of the same rank with isomorphic cohomology (e.g., if they
are both acyclic) then the logarithm of the relative analytic torsions of the de Rham and Rumin complexes
coincide,
logAT (M, {µ∗}, F1)− logAT (M, {µ∗}, F2) = logATH (M, {µ∗}, F1)− logATH (M, {µ∗}, F2)
The analytic torsion of the Rumin complex was introduced and studied by Rumin and Seshadri [RuSe12].
For three dimensional CR Seifert manifolds they are able to establish a stronger version of (1.3), [RuSe12,
Theorem 4.2]
M3 CR Seifert =⇒ logAT (M, {µ∗}, F ) = logATH (M, {µ∗}, F ).
On a general 3-dimensional contact manifold they show that modifying logATH (M, {µ∗}, F ) by a local
term produces a ‘CR-torsion,’ logATCR(M, {µ∗}, F ), which is independent of the contact form. As, in three
dimensions, there are no local invariants of contact metrics that are independent of the choice of contact
form [?Biquard-Herzlich-Rumin, proof of Theorem 9.1], it follows from our theorem that
M3 Contact =⇒ logAT (M, {µ∗}, F ) = logATCR(M, {µ∗}, F ).
In an interesting preprint [Ki], Kitaoka looks at a modified Rumin complex with the differential dH
replaced by
dK = |n− p|−1/2dH on forms of degree p, for all p /∈ {n, n+ 1}
and studies the corresponding analytic torsion on the odd-dimensional spheres with the standard contact
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structure and metric, logATK (S2n+1, {µ∗},R). Using representation theory they are able to prove that
logATK (S2n+1, {µ∗},R) = logAT (S2n+1, {µ∗},R) + log(n!).
A direct computation (see (1.23) below) shows that in general Kitaoka’s torsion differs from that of Rumin-
Seshadri by a local term
logATK (M, {µ∗}, F )− logATH (M, {µ∗}, F ) = local . (1.4)
Further context. Pseudodifferential operators on the Heisenberg group, adapted to parabolic dilations,
were introduced by Dynin [Dy78]. The calculus of Heisenberg pseudodifferential operators was consequently
developed by Beals-Greiner [BeGr88] and Taylor [Ta84] (see also [Mel99] for the relation with the θ-calculus
of [EpMeMe91]). A calculus including both the usual pseudodifferential operators and the Heisenberg pseu-
dodifferential operators was developed by Epstein and Melrose [EM] and used to study index theory by van
Erp [vE10b] (see also [vE10a, BavE14, Ep04] for more on index theory in this context). Complex powers
and noncommutative residues of operators in the Heisenberg calculus were developed by Ponge [Po08c] as
well as a construction of associated heat kernels following work of Beals, Greiner, and Stanton [BeGrSt84].
Recently the relations between sub-Riemannian spectral asymptotics and dynamics have been studied by,
e.g., Colin de Verdière, Hillairet, and Trélat [CdVHiTr18], Fermanian and Fischer [Fe-KaFi19], and Savale
[Sa19]. Some of these constructions have now been extended to more general filtered manifolds. For example,
the groupoid approach to pseudodifferential operators in [vEYu19] allows van Erp and Yuncken to handle
filtered manifolds, and has been used by Dave and Haller to study BGG sequences generalizing the Rumin
complex [DaHa17] and to study heat kernels and their asymptotics [DH19].
The sub-Riemannian limit is closely related to the adiabatic limit introduced by Witten [Wit85] in which
the metric on the total space of a fiber bundle is blown-up along the fibers. Witten’s results were treated
and generalized in [Ch87, BiFr86a, BiFr86b] and since then the adiabatic limit has become a standard tool
in geometric analysis. Most relevant to our approach is the adiabatic limit approach to the Leray-Serre
spectral sequence by Mazzeo and Melrose [MaMe90], and its subsequent extension by Forman [Fo95], as well
as the adiabatic limit of analytic torsion studied by Dai and Melrose [DaMe12]. Similar analytic surgery
techniques have been used, e.g., to study the formation of cylinders [MaMe95, HaMaMe95, Ha98], fibered
cusps [AlRoShb,AlRoSh18], and wedges [ARSa]. In contrast to these works the degeneration in this project
is not happening along a submanifold but rather along a sub-bundle of the tangent bundle.
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Open Problems. Determining the precise relation between the contact torsion and Reidemeister torsion
remains open since we have not explicitly identified the local terms arising in our theorem. As integrals of
universal polynomials in the Tanno connection, torsion, and curvature, such local invariants are likely to
be of independent interest as invariants of contact geometry. The corresponding questions for other sub-
Riemannian structures are very interesting, but substantially more complicated. Note that in the adiabatic
limit of analytic torsion, Dai and Melrose [DaMe12] are able to identify the local contributions of such a
limit using Getzler rescaling techniques. It would be of great interest to adapt Getzler rescaling to the
sub-Riemannian setting.
1.2 Rumin’s contact complex
In this section we review some results of [Ru94,Ru00].
Let M be a contact manifold of dimension m = 2n + 1 with contact distribution H ⊆ TM. Let
Ann(H ) ⊆ T ∗M denote the annihilator of H . Let I∗ denote the differential ideal generated by the sections
of Ann(H ),
Iq = span{θ ∧ α+ dθ ∧ β : α ∈ Ωq−1M,β ∈ Ωq−2M, θ ∈ C∞(M,Ann(H ))},
and let J ∗ denote the forms that vanish after wedge product with an element of I∗,
J q = {ω ∈ ΩqM : θ ∧ ω = 0 = dθ ∧ ω for all θ ∈ C∞(M,Ann(H ))}.
Using techniques from Kähler geometry [Ru94, §2] it is easy to show that




ΩqM/Iq if q ≤ n
J q if q > n
The exterior derivative d induces two complexes (ΩqH M,dH )q≤n and (Ω
q
H M,dH )q>n. Rumin showed that
any α ∈ ΩnH M has a unique representative β ∈ ΩnM such that dβ ∈ J n+1 = Ω
n+1
H M, and that setting
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DH (α) = dβ yields a complex
0 // Ω0M
dH // Ω1H M
dH // · · · dH // ΩnH M
DH
// Ωn+1H M
dH // Ωn+2H M
dH // · · · dH // ΩmH M // 0
,
now known as Rumin’s contact complex. Moreover, he showed that this complex is induced by a complex of
sheaves resolving the sheaf of locally constant R-valued functions and hence that its cohomology coincides
with the de Rham cohomology of M. As pointed out by Rumin-Seshadri [RuSe12], these arguments are local
and essentially unchanged by allowing coefficients in a flat vector bundle.
For a more geometric description of the Rumin complex, let us assume for simplicity that H is coori-
entable. We fix a global contact form θ, let R be the Reeb vector field determined by
θ(R) = 1, R y dθ = 0,
and let V denote the rank one subbundle of TM spanned by R so that TM = H ⊕V . It is always possible
to find an almost complex structure J on H such that gH (·, ·) = dθ(·, J(·)) is a symmetric positive definite,
hence a bundle metric on H . We then fix a Riemannian metric on M,
g1 = gH ⊕ θ ⊗ θ. (1.5)
The splitting of TM induces a splitting of the cotangent bundle, T ∗M = H ∗⊕V ∗, and then of differential
forms
ΩqM = ΩqH ∗ ⊕ θ ∧ Ωq−1H ∗ = Ω0,qM ⊕ Ω1,qM, (1.6)
where H ∗ annihilates V and vice versa. The exterior derivative d : ΩqM −→ Ωq+1M decomposes into
d = d1,0 + d0,1 + d−1,2, where dj,k : Ωp,qM −→ Ωp+j,q+kM.






 : ΩqH ∗ ⊕ θ ∧ Ωq−1H ∗ −→ Ωq+1H ∗ ⊕ θ ∧ ΩqH ∗ (1.7)
where dH = d
0,1, L is exterior product with dθ, and LR denotes the Lie derivative by R.1 Correspondingly,




 : ΩqH ∗ ⊕ θ ∧ Ωq−1H ∗ −→ Ωq+1H ∗ ⊕ θ ∧ ΩqH ∗ (1.8)
We can identify
ΩqM/Iq ∼= {ω ∈ ΩqH ∗ : L∗ω = 0}, J q = {ω ∈ θ ∧ Ωq−1H ∗ : Lω = 0}. (1.9)
Since L, as a map ΩqH ∗ −→ Ωq+2H ∗, is injective if q ≤ n − 1 and surjective if q ≥ n − 1 [Ru94, §2] we






With this identification, the differential DH : Ω
n
H M −→ Ω
n+1
H M is given by [Ru00, (2)]
DH α = θ ∧ (LR + dHL−1dH)α.
One can also view the contact complex as arising naturally from the spectral sequence induced by the
filtration H ⊆ TM, see [Ru00]. An analytic approach to spectral sequences for fiber bundles was developed
by Mazzeo and Melrose [MaMe90] and then for arbitrary splittings of the tangent bundle by Forman [Fo95].
The Mazzeo-Melrose approach to the contact complex will be crucial to our construction of the heat kernel,
so we will describe it in detail in §1.3.
Because DH is a differential operator of order two, the Hodge Laplacians of the Rumin complex are
1Since d2ε = 0 these operators satisfy the relations d
2
H = −LLR and [dH , L] = [dH ,LR] = [L,LR] = 0.
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defined to be
∆H |ΩpH M =





H if p = n
(δH dH )
2 +D∗H DH if p = n+ 1
(1.10)
Rumin [Ru94, §3] showed that these differential operators are not elliptic but they are hypoelliptic. Recall
that this means that if u is a distributional differential form in the Rumin complex, i.e., a distributional
section of the corresponding bundle, and it satisfies that ∆H u is smooth, then we can conclude that u was
itself smooth. A discussion of how this hypoellipticity is a general feature of differential form complexes on
filtered manifolds can be found in a recent paper of Dave and Haller [DaHa17, Theorem 2].
1.3 The sub-Riemannian limit
As above, let M be a contact manifold of dimension m = 2n+ 1 endowed with a global contact form θ. We
extend the metric g1 from (1.5) to a one-parameter family of Riemannian metrics on M,
gε = gH ⊕
θ ⊗ θ
ε2
, ε > 0.
We refer to the limit as ε→ 0 as the sub-Riemannian limit. Gromov [Gr96] has pointed out that the metric
geometry of the Riemannian manifolds (M, gε) converges in the Gromov-Hausdorff topology to the metric
geometry of the sub-Riemannian manifold (M, gH ).
The family of dual metrics on T ∗M converges to a degenerate metric supported on H ∗, and correspond-





where {Hj} is a gH -orthonormal local basis of H .
Let X = M × [0, 1]ε with projection πε : X −→ [0, 1]ε. We define the sub-Riemannian limit vector
fields as
VsR = {W ∈ C∞(X;TX) : (πε)∗W = 0 and W |ε=0 ∈ C∞(M ; H )},
i.e., they are vector fields on M parametrized by ε and horizontal at ε = 0. As VsR is a finitely generated
projective module over C∞(X), we can use the Serre-Swan theorem, or proceed directly as in [Me93, §8.2],
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and find that there is a vector bundle
sRTX −→ X,
together with a bundle map j : sRTX −→ TX such that j∗C∞(X; sRTX) = VsR ⊆ C∞(X;TX). Eliding the
map j, we say that the space of sections of sRTX is VsR. We will refer to sRTX as the sub-Riemannian
limit tangent bundle.
At any p ∈M there is a Darboux coordinate chart (x1, . . . , xn, y1, . . . , yn, z) in which θ has the form




(yj dxj − xj dyj).
In Darboux coordinates the sections of sRTX are locally spanned by
∂xj −
yj
2 ∂z, ∂yj +
xj
2 ∂z, ε∂z
Note that ε∂z does not vanish at ε = 0 as a section of
sRTX, though it does as a section of TX. Correspond-
ingly the sub-Riemannian family of metrics gε defines a non-degenerate bundle metric on the sub-Riemannian
tangent bundle.
Let sRT ∗X denote the sub-Riemannian cotangent bundle, defined as the dual bundle to sRTX, and
locally spanned (in a Darboux chart) by









and define the sub-Riemannian limit differential forms to be sections of its exterior powers
sRΩp(X) = C∞(X; Λp(sRT ∗X)) = C∞
(
X;π∗M (Λ






where πM : X −→M is the natural projection.
The exterior derivative on M (or rather the πε-vertical exterior derivative on X) induces a singular













and hence the Hodge Laplacian is given by
∆ε =
dHδH + δHdH + ε2L∗RLR + 1ε2LL∗ 1ε [δH , L] + ε[dH ,L∗R]
1
ε [L
∗, dH ] + ε[LR, δH ] dHδH + δHdH + ε2L∗RLR + 1ε2LL
∗
 .
We will make use of a slightly modified de Rham operator,
dε − δε =
 dH − δH 1εL− εL∗∂z
− 1εL
∗ + εL∂z −(dH − δH)
 ,
which satisfies (dε − δε)2 = −∆ε, as this will be convenient when we come to study the η-invariant.
The analysis of these operators is complicated by the singular coefficients as ε→ 0, which is an effect of
the non-integrability of H . We will make use of these formulas for ε > 0 and understand the behavior of
these operators as ε→ 0 by restricting the domain following Mazzeo-Melrose [MaMe90].
1.3.1 Asymptotically solving Laplace’s equation
Our goal for this section is to understand what we can say about sections ũ of sRΩ∗X such that ∆εũ = O(ε`)




E ∗k = {u0 ∈ E ∗0 : ∃ũ ∈ sRΩ∗(X) s.t. ũ|ε=0 = u0 and ∆ε(ũ) = O(εk−2)}.
We will determine the restrictions placed on the Taylor expansion of forms ũ corresponding to elements of
Ek.
The reason we are interested in these spaces is that they give an analytic realization of the spectral
sequence induced by the splitting TM = H ⊕ V [MaMe90,Fo95]. These satisfy
E p0 ⊇ E
p
1 ⊇ . . .
12
and [Fo95, Theorem 1.3] are eventually isomorphic to the singular cohomology of M in that for each p there
is an N ∈ N such that







Indeed, we will see that E p5 = E
p




∞ if p /∈ {n, n+ 1}.
Let us write
dε − δε = ε−1a−1 + a0 + εa1
with the ai independent of ε, and correspondingly




−1, A−1 = a−1a0 + a0a−1, A0 = a
2
0 + a−1a1 + a1a−1,
A1 = a1a0 + a0a1, A2 = a
2
1
Note that since dε − δε is skew-adjoint, so are the individual ai.





is naturally identified with the Rumin complex. The differential of the Rumin complex, outside of middle
degree, is correspondingly
dH = ΠKer a−1dH .
It is also worth pointing out (see [Ru00, §4]) that a−1 is a section of the endomorphism bundle of Λ∗(sRT ∗X)
whose spectrum is constant. In particular it has a generalized inverse




−1 = Id−ΠKer a−1 .
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Given u0 ∈ sRΩ∗(X)|ε=0, we can smoothly extend it to a form in sRΩ∗(X). Any such extension ũ satisfies
−∆εũ = a2−1u0ε−2 +O(ε−1)
and so
E ∗1 = E
∗
0 ∩Ker a2−1 = E ∗0 ∩Ker a−1,
by skew-adjointness. If u0 ∈ E ∗1 , then any extension ũ = u0 + u1ε+O(ε2) satisfies
−∆ε(ũ) = (A−1u0 +A−2u1)ε−1 +O(1) = (a−1a0u0 + a2−1u1)ε−1 +O(1).
We can take
u1 = −a†−1a0u0,
and with this choice ∆ε(ũ) ∈ O(1), so





To determine when a form u0 ∈ E ∗2 will be in E ∗3 , we start by specifying our preferred extension of a
form in E ∗2 to a form on




−∆ε(ũ) = (A−2u2 +A−1u1 +A0u0) +O(ε)
= a2−1u2 + (a−1a0 + a0a−1)u1 + (a
2
0 + a−1a1 + a1a−1)u0 +O(ε)






0 + a−1a1)u0 +O(ε)
= a2−1u2 − a−1a0a
†
−1a0u0 + a−1a1u0 + a0ΠKer a−1a0u0 +O(ε),






−1a0 − a1 − a0ΠKer a−1a0)u0.
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−1a0u0 − a1u0 − a
†
−1a0ΠKer a−1a0u0)
with the property that
−∆ε(Φ2(u0)) = (ΠKer a−1a0)2u0 +O(ε).
This shows that a sufficient condition for u0 ∈ E ∗3 is (ΠKer a−1a0)2u0 = 0.
To see that this is a necessary condition, let ũ be any extension of u0 such that ∆εũ = O(1) and write
ũ = Φ2(u0) + εṽ.
Here ṽ ∈ sRΩ∗M satisfies ∆εṽ = O(ε−1), witnessing that v0 = ṽ|ε=0 is an element of E∗1 . Since E ∗1 = E ∗2 we
know that ∆εΦ2(v0) = O(1) and ṽ = Φ2(v0) + εw̃, with w̃ ∈ sRΩ∗M unconstrained. In this way we have
shown that
ũ = Φ2(u0) + εΦ2(v0) + ε
2w0 +O(ε3), for some v0 ∈ E ∗2 , w0 ∈ E ∗0 ,
and hence (−∆εũ)|ε=0 = (ΠKer a−1a0)2u0 +a2−1w0. Since the two terms on the right hand side are orthogonal
to each other, we see that the vanishing of (ΠKer a−1a0)
2u0 is also a necessary condition for u0 ∈ E ∗3 .
Next we will show that E ∗3 = E
∗
4 , i.e., that any form u0 ∈ E ∗3 has an extension ũ such that ∆εũ = O(ε2).
If u0 ∈ E ∗3 , we have shown that
a−1u0 = 0, ΠKer a−1a0u0 = 0, (1.11)
thus Φ2(u0) simplifies slightly to
Φ2(u0) = u0 + εu1 + ε





and for any form u3 ∈ E ∗0 we have that
− ε−1∆ε(Φ2(u0) + ε3u3)
= a2−1(u3) + (a−1a0 + a0a−1)(u2) + (a
2
0 + a1a−1 + a−1a1)(u1) + (a0a1 + a1a0)(u0) +O(ε)








−1a0u0 − a1ΠIm a−1a0u0 + a0a1u0 + a1a0u0 +O(ε)
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= a2−1(u3) + a−1a0(u2) + a−1a1(u1) + a0ΠKer a−1(a1 − a0a
†
−1a0)u0 +O(ε).
















It turns out that this vanishes for any u0 satisfying (1.11). Indeed, we see from (1.9) that a1 − a0a†−1a0
vanishes on forms in Ker a−1 of degree p /∈ {n, n+ 1} because it is an off-diagonal operator with respect to
(1.6), while on forms of degree n or n+ 1 this is given by
ΠKer a−1a0ΠKer a−1(a1 − a0a
†
−1a0)u0 = (dH − δH )(DH −D∗H )u0
and both dH and δH vanish on the images of DH , D
∗
H . Thus we have found that




KerΩpH M (dH δH + δH dH ) if p /∈ {n, n+ 1}
KerΩnH M (dH δH ) if p = n
KerΩn+1H M
(δH dH ) if p = n+ 1
For forms of degree p /∈ {n, n+ 1}, E p3 is isomorphic to the cohomology of the Rumin complex, hence to the
de Rham cohomology of M, and so E p3 = E
p
∞.
Finally, let us analyze when a form in E p4 will be in E
p
5 . As we did for E
∗
2 , we will start by constructing a
preferred extension operator Φ4 : E ∗4 −→ sRΩ∗M. Given u0 ∈ E ∗4 , define u1, u2 by Φ2(u0) = u0 + εu1 + ε2u2,
define u3 by (1.12) and note that for any u4 ∈ E ∗0 ,
−ε−2∆ε(u0 + εu1 + ε2u2 + ε3u3 + ε4u4) = a2−1u4 +A−1u3 +A0u2 +A1u1 +A2u0 +O(ε),
so a natural choice for u4 is for it to cancel out the part of the right hand side that is in the image of a−1.
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Φ4(u0) = u0 + εu1 + ε
2u2 + ε
3u3 − ε4(a†−1)2ΠIm a−1(A−1u3 +A0u2 +A1u1 +A2u0).
For any u0 ∈ E ∗4 we have
− ε−2∆ε(Φ4(u0)) = ΠKer a−1(A−1u3 +A0u2 +A1u1 +A2u0) +O(ε)
= ΠKer a−1
(
a0ΠIm a−1(−a0u2 − a1u1 − a
†
−1a0ΠKer a−1(a1 − a0a
†
−1a0)u0)









and (1.11) implies that ΠKer a−1a0ΠKer a−1(a0u2 + a1u1) = 0. Indeed, since a1 preserves Im(a−1), and
u2 ∈ Im a−1, we have
ΠKer a−1a0a1(a
†
−1a0u0) ≡ 0, ΠKer a−1a0u2 = 0,
as claimed. So








To see that this condition is necessary, we proceed as we did for E ∗2 . That is, let u0 ∈ E ∗4 and suppose
that ũ is any extension such that ∆ε(ũ) = O(ε2). We can write ũ = Φ4(u0) + εṽ with ∆ε(ṽ) = O(ε). Thus
v0 = ṽ|ε=0 is in E ∗3 which we have shown equals E ∗4 and so ṽ = Φ4(v) + εw̃, with ∆ε(w̃) = O(1). Thus
w0 = w̃|ε=0 in E ∗2 and we can apply our previous analysis of E ∗2 to conclude that




for some v0 ∈ E ∗4 , w0, x0 ∈ E ∗2 , y0 ∈ E ∗0
and hence
−ε−2∆ε(ũ)|ε=0 = (ΠKer a−1(a1 − a0a
†
−1a0))




These three terms are orthogonal as they correspond to separate parts of the Hodge decomposition of Rumin’s
complex and so the vanishing of (ΠKer a−1(a1− a0a
†
−1a0))





KerΩpH M (dH δH + δH dH ) if p /∈ {n, n+ 1}
KerΩnH M (dH δH ) ∩KerΩnH M (D
∗
H DH ) if p = n
KerΩn+1H M
(δH dH ) ∩KerΩn+1H M (DH D
∗
H ) if p = n+ 1
In all degrees E p5 is isomorphic to the cohomology of the Rumin complex, hence to the de Rham cohomology
of M, and so E p5 = E
p
∞.
In summary, in terms of the associated graded spaces





we have established the following decompositions of the space of sub-Riemannian forms,









, if p /∈ {n, n+ 1}










sRΩn+1X|ε=0 = G n+10︸ ︷︷ ︸
(Ωn+1H M)
⊥
⊕ G n+12︸ ︷︷ ︸
Im(δH dH )2









It is worth noting that the decompositions above are homogeneous with respect to the natural contact weight
and associated filtration, which is defined by assigning weight 1 to forms in H ∗ and weight 2 to forms in
V ∗.
We will use the extension operators from above to define two ‘effective normal operators’ of the Hodge
Laplacian. We define the E ∗2 -effective normal operator to be
Neff,2(∆ε) : E
∗
2 −→ E ∗2
Neff,2(∆ε)(u0) = ∆ε(Φ2(u0))|ε=0 = −(ΠKer a−1a0)2u0 = (dH δH + δH dH )u0,
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D∗H DH u0 if p = n
DH D
∗
H u0 if p = n+ 1
These operators will be useful in the construction of the heat kernel. In similar situations, but for
Laplacians without coefficients that are singular in ε, (e.g., [AlAlRo15, AlRoShb, AlRoSh18, ARSa]) one
would define a normal operator for the Laplacian at ε = 0 by taking u0 7→ ∆ε(ũ)|ε=0 where ũ is any
extension of u0. We will be doing the same in our setting save that the choice of extension of u0 to ũ is
constrained by the singularity of ∆ε as ε→ 0, and so we have constructed explicit extension operators.
1.3.2 Asymptotically solving the heat equation
In the previous section we showed that we can write
IdsRΩ∗X|ε=0 = ΠG0 ⊕ΠG2 ⊕ΠG4 ⊕ΠG∞ ,
where ΠGj denotes the orthogonal projection onto Gj . (Similarly, we will use ΠEj to denote the orthogonal
projection onto Ej .) Heuristically, by ignoring everything except the effective normal operators, we could












While the truth is a bit more complicated this exhibits the different regimes necessary to understand the
asymptotics of the heat kernel, namely when t and ε2 go to zero together, when ε goes to zero with t
bounded, and when t−1 and ε2 go to zero together. For later use, we will explain how to formally solve the
heat equation to arbitrarily high order in ε in each of these regimes.
First suppose we wish to solve (∂t + ∆ε)W
(0) = 0 with initial data W (0)|t=0 = f(ε) where f(0) ∈ G0.
Equivalently, with s = t/ε2, we wish to solve (∂s + ε
2∆ε)W
(0) = 0. As ε2∆ε|ε=0 = a2−1 we set W
(0)
0 (s, ε) =
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0 (0, ε) = f(ε).
To show by induction that we can solve the heat equation to arbitrary order in ε, suppose that we have
found W
(0)
0 (s, ε), . . . ,W
(0)















j (0, ε) = f(ε)




k (s, 0), where ? denotes convolution, completes the inductive step.
Next suppose we wish to solve (∂t + ∆ε)W
(2) = 0 with initial data W (2)|t=0 = f(ε) where f(0) ∈ G2. As
(∆ε ◦ Φ2)|ε=0 = (dH + δH )2ΠG2 we set
W
(2)
0 (t, ε) = Φ2(e
−t(dH +δH )2f(0))






0 (0, ε) = Φ2(f(0)) = f(ε) +O(ε).
If, inductively, we have found W
(2)
0 (t, ε), . . . ,W
(2)




































and for the error in the initial condition we can use the previous discussion to solve the heat equation to
arbitrarily high order with initial data ΠG0w
(2)
k+1(0) and then use the inductive hypothesis to solve the heat
equation to order k + 1 with initial data ΠE2w
(2)
k+1(0).
Finally suppose we wish to solve (∂t + ∆ε)W
(4) = 0 with initial data W (4)|t=0 = f(ε) where f(0) ∈ G4.
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Equivalently, with s = ε2t we wish to solve (∂s + ε
−2∆ε)W















0 (0, ε) = Φ4(f(0)) = f(ε) +O(ε).
If, inductively, we have found W
(4)
0 (s, ε), . . . ,W
(4)















































where we use that (dH +δH )
2 has an inverse on G2, then for the error in the initial condition we can use the
previous discussions to solve the heat equation to arbitrarily high order with initial data (Id−ΠG4)w
(4)
k+1(0),




1.4 Interlude: manifolds with corners
We briefly review some basic concepts on manifolds with corners and refer the reader to, e.g., [Ma91, §2A],
[Me92,Mel96,Gr01,DaMe12,Me93,EpMeMe91], for more details.
Recall that, by definition, a map [0,∞)m −→ [0,∞)m is smooth if it has a smooth extension to a map
between open neighborhoods of [0,∞)m in Rm. A smooth m-dimensional manifold with corners W is a
manifold smoothly modeled on [0,∞)m with embedded boundary hypersurfaces. This latter condition is
equivalent to the existence, for each boundary hypersurface H, of a smooth function ρ : W −→ R such that
ρ(W ) ⊆ [0,∞), ρ−1(0) = H, dρ has no zeroes on H;
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any such function is known as a boundary defining function for H. A product of boundary defining functions,
one per each boundary hypersurface of W, is known as a ‘total’ boundary defining function for W.
A construction we use repeatedly to obtain new manifolds with corners is (real) blow-up of a ‘p-
submanifold’ (or ‘submanifold of product-type’). We encourage the reader to compare this discussion with
the introduction of §1.5 to see explicit examples of both radial and parabolic blow-ups used in the construc-
tion of the heat kernel. An embedded submanifold Y ⊆ W is a p-submanifold if every point q ∈ Y has a
neighborhood U such that
U = W ′ ×W ′′
where W ′ is a manifold with corners and W ′′ has no boundary. (Thus the interval {x = 12 , 0 ≤ y ≤ 1}
is a p-submanifold of the unit square, while the diagonal {0 ≤ x = y ≤ 1} is not a p-submanifold of the
unit square.) These are the submanifolds that have ‘nice’ tubular neighborhoods. The blow-up of W along
Y, denoted [W ;Y ], is the manifold with corners obtained by removing Y and replacing it with its inward
pointing spherical normal bundle in W,
[W ;Y ] = W \ Y
⊔
(N+WY \ {0})/ ∼, where v ∼ λv for all v ∈ N
+
WY \ {0}, λ > 0. (1.13)
A modification given a subbundle S of the conormal bundle to Y in W, N∗WY, known as the ‘parabolic
blow-up of W along Y with parabolic directions S’ and denoted [W ;Y, S], is obtained by replacing the radial
dilations with anisotropic dilations,
[W ;Y, S] = W \ Y
⊔
(N+WY \ {0})/ ∼S ,
where (vS◦ , vS′) ∼ (λvS◦ , λ2vS′) for all v = (vS◦ , vS′) ∈ N+WY \ {0}, λ > 0, (1.14)
and where we have chosen a complementary sub-bundle S′ to the annihilator S◦ of S.
A blow-up comes with a blow-down map
[W ;Y ] −→W, [W ;Y, S] −→W,
which we usually denote β. If L ⊆W is a submanifold which is equal to the closure of L\Y, then the ‘interior
lift’ of L along β is defined to be the closure of β−1(L \ Y ).
Every manifold with corners can be embedded into a closed manifold (see, e.g., [AlMe11, Theorem 4.2])
and a smooth function on a manifold with corners is, by definition, the restriction of a smooth function
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on a closed manifold. However, it is convenient and often necessary to work within the larger class of I-
smooth functions, or functions that are smooth with respect to index sets (also known as polyhomogeneous
functions). On a manifold with boundary W, with boundary defining function ρ, an I-smooth function f





s(log ρ)p as ρ→ 0,
where the coefficients, as,p(y), are smooth functions on ∂W. We denote the set of such functions by
A Ephg(W ).
In order for this to make sense, and behave well with respect to change of boundary defining function, we
require of E that:
i) Any infinite sequence ((sj , pj)) ⊆ E satisfies Re sj →∞,
ii) If (s, p) ∈ E then (s+ k, p′) ∈ E for all k ∈ N0 and 0 ≤ p′ ≤ p.
On a manifold with corners I-smooth functions have index sets at each boundary hypersurface and joint
expansions at corners, see [Ma91, §2A] for details. As I-smooth functions are C∞(W )-modules it is straight-
forward to define I-smooth sections of vector bundles.
We say that a function f vanishes to infinite order at a boundary hypersurface H of a manifold with
corners W if all of the coefficients in its Taylor expansion at H are identically zero. We denote the set of
smooth functions on W that vanish to infinite order at all boundary hypersurfaces of W by Ċ∞(W ), and
those that vanish to infinite order at all boundary hypersurfaces except for H by Ċ∞H (W ).
A beautiful and powerful geometric technique of Melrose for understanding the mapping properties of an
operator and the composition of two operators is provided by the pull-back and push-forward theorems. A
map f : W −→W ′ between manifolds with corners is a b-map, i.e., a ‘boundary map’, if the pull-back of any
boundary defining function of a boundary hypersurface of W ′ is the product of boundary defining functions
of W. An example is the projection of the square onto one of its sides and a non-example is the map from
the unit square onto [0, 2] sending (x, y) to x+ y. A b-map is ‘simple’ if the pull-back of a boundary defining
function of W ′ is a boundary defining function of W. The pull-back of an I-smooth function by a b-map
is again an I-smooth function, [Ma91, Proposition A.13]. For a simple b-map, f, the index set of f∗u at a
boundary hypersurface H of W ′ is N0×{0} if f(H) = W ′ and is equal to the index set of u at the boundary
hypersurface f(H) otherwise.
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The push-forward of a density along a fiber bundle map is the fiberwise integral of that density; in general
push-forward is defined as the dual of pull-back. A b-fibration is a b-map between manifolds with corners
that restricts to a fiber bundle over the interior of each boundary face and does not increase codimension (see
[Gr01, Definition 3.9]). Push-forward along a b-fibration is especially well-behaved for b-densities: a density
on the interior of W is a b-density if its product with a total boundary defining function is a non-degenerate
density on W. If u is an I-smooth density on W and f : W −→ W ′ is a simple b-fibration, then f∗u is an
I-smooth b-density on W ′. The index set of f∗u at a boundary hypersurface H of W ′ is the ‘extended union’
of the index sets of u at the boundary hypersurfaces of W that are mapped onto H by f. Here the extended
union of two index sets E and F is
E∪F = E ∪ F ∪ {(z, p) ∈ C× N0 : (z, p− 1) ∈ E ∩ F}.
In this paper we will only require pull-back and push-forward along simple b-maps; we refer the reader
to the references for the results for non-simple b-maps.
1.5 The heat kernel construction on model spaces
In this section we will describe the construction of the heat kernel of a Laplace-type operator on a closed
manifold from [Me93, Chapter 7] and the analogous construction of the heat kernel of suitable hypoelliptic
operators on ‘Heisenberg manifolds’ following [BeGrSt84, Ta84, Po08c]. This will allow us to review the
methods involved in situations simpler than the heat kernel of a manifold undergoing the sub-Riemannian
limit and will serve as part of that construction.
Let us start by considering the structure of the heat kernel for the scalar Laplacian on Y = Rm as a right
density,
















is smooth everywhere on R+t ×Y ×Y except at the submanifold {t = 0, ζ = ζ ′}
where it is not defined and does not have well-defined limits. We resolve this singularity by blowing-up the
diagonal at time zero; that is, we remove this submanifold and we replace it with (a modified version of) its
inward pointing spherical normal bundle (see e.g. (2.13),(2.14)). We denote the resulting space by H̃Y and
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the map back to R+t × Y × Y, the ‘blow-down map’, by
β : H̃Y −→ R+t × Y × Y,










Figure 1.1: The heat space H̃Y and its blow-down map β : H̃Y → R+t × Y × Y
Thus for coordinates on H̃Y we can take
R̃ = 4
√








and the map β is given by
H̃Y = R+ × {(θ̃t, θ̃Y ) : θ̃2t + θ̃4Y = 1} × Rm
β // R+ × Y × Y
(R̃, θ̃, ζ ′)  // (θ̃tR̃2, ζ ′ + R̃θ̃Y , ζ ′)
The pull-back of the heat kernel of ∆Y to H̃Y is









dζ ′ ∈ R̃−mC∞(H̃Y ;β∗RΛY ),
where βR : H̃Y −→ Y is the composition of β and the projection onto the right factor of Y and ΛY denotes
the density bundle on Y. Its newfound smoothness is due to the pleasant fact that now the numerator and
denominator in the exponential are never simultaneously zero.
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This construction of the Euclidean heat space, where the t-direction is treated with a different weight as
the spatial directions, is known as a ‘parabolic blow-up’ and denoted
H̃Y = [R+t × Y 2; {t = 0} × diagY , 〈dt〉].
An alternate construction that is just as good for understanding the structure of the heat kernel is to first
introduce τ =
√
t as a smooth global variable2 and then blow-up the diagonal at time zero homogeneously
in all directions. We denote the resulting space by
HY = [R+τ × Y 2; {τ = 0} × diagY ]
and can obtain coordinates by
R =
√


















dζ ′ ∈ R−mC∞(HY ;β∗RΛY ).
We will make use of both radial blow-ups and parabolic blow-ups in constructing the heat space for the
sub-Riemannian limit. For a discussion of radial and parabolic blow-up we refer back to section 2.2.2 and
the references therein.
1.5.1 The heat kernel of a Laplace-type operator
Let M be a closed m-dimensional manifold and let ∆ denote a Laplace-type operator on sections of a
vector bundle E −→M. The heat equation for ∆, with initial data f ∈ C∞(M ;E), is

(∂t + ∆)u = 0,
u|t=0 = f.
2To declare that τ =
√
t is smooth is to change the smooth structure of R+×Y 2, (however, this is irrelevant to the analysis
since the heat kernel vanishes to infinite order at the temporal face). It is the same as carrying out a parabolic blow-up of the
boundary hypersurface {t = 0}, i.e., replacing R+ × Y 2 with [R+ × Y 2; {t = 0}, 〈dt〉].
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We denote the linear operator f 7→ u by e−t∆ : C∞(M × R+;E)→ C∞(M ;E). Its Schwartz kernel
KH = K̃H · µR ∈ C∞(R+t ×M2; Hom(E)⊗ β∗RΛM ),
where µR is the pull-back of a density to R+t ×M2 from the right factor of M, satisfies the equation
(∂t + ∆ζ)K̃H(t, ζ, ζ ′) = 0
K̃H(t, ζ, ζ ′)|t=0 = δdiagM
with δdiagM the delta distribution on the diagonal of M
2 at t = 0.
It is convenient to multiply the first equation by t,
(t∂t + t∆ζ)KH(t, ζ, ζ ′) = 0,
as this does not change the solution and allows us to work with vector fields that are tangent to {t = 0}.
Following [Me93, Chapter 7], we establish the asymptotics of KH and show that it is an I-smooth density
on a suitable manifold with corners by constructing the solution to the heat equation within this class of
densities.
We construct the ‘heat space’ of M by first blowing-up {t = 0} parabolically, i.e., introducing τ =
√
t as
a smooth function. We will not reflect this in our notation beyond using τ instead of t. Secondly we perform
the radial blow-up of the diagonal at time zero,
HM = [R+τ ×M2; {τ = 0, ζ = ζ ′}],
also represented schematically by Figure 1.1. This space comes with a blow-down map,
β : HM −→ R+τ ×M2.
We denote the composition of β with the projection of M2 to the right factor of M by βR. This space has
two boundary hypersurfaces,
Btf = ‘temporal face’ = β−1({τ = 0, ζ 6= ζ ′}),
BE = ‘Euclidean face’ = β
−1({τ = 0, ζ = ζ ′}).
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The latter can be identified with a fiberwise compactification of the normal bundle to the diagonal, i.e., the
tangent bundle of M, and then β restricted to BE is the bundle map.
As t→ 0 we expect, by analogy with the Euclidean heat kernel, to have exponential decay at Btf and in-
teresting asymptotics only at BE, so we carry out our construction using the function space Ċ∞E (M2; Hom(E)⊗
β∗RΛM ) discussed in §2.2.2, consisting of sections that vanish to infinite order at Btf . Local coordinates near
BE are obtained from local coordinates ζ on M by, e.g.,
τ, ω̃ =
ζ − ζ ′
τ
, ζ ′,
(valid away from Btf ) in which τ is a boundary defining function for BE. Since β restricts to a diffeomorphism
between HM \BE and R+τ ×M2 \ ({τ = 0}×diagM ) we can pull-back vector fields and differential operators
along β. The lift of t∂t is given, in these coordinates, by
β∗(t∂t) =
1
2 (τ∂τ − ω̃ · ∂ω̃)
and, for any vector field V =
∑




′ + ω̃τ)∂ω̃j .
Note that the restriction of β∗L(τV ) to the fiber over q ∈ M of BE is the constant coefficient vector field
obtained from V by freezing coefficients at q; this is none other than the symbol of V.
Remark 1.1. There is an equivalent way of obtaining the model operator of a differential operator L at the
fiber of BE over q ∈ M (cf. [Ma88, (2.5)]). Choose a chart φ around q mapping into TqM with φ(q) = 0,
Dφ(q) = Id . Let Dτ denote the dilation by τ on TqM and define Nq(L)u, for say u a Schwartz section of




It is easy to see that, just as above, Nq(
1
2τ∂τ )u = −
1
2 ω̃ · ∂ω̃u and Nq(a(ζ)∂ζj )u = a(0)∂ω̃ju. Expressing this
limit using polar coordinates we see that it is the same as pulling-back along β and restricting to BE.
It follows that the lift of τ2∆ also restricts to its principal symbol on BE, which in appropriate coordinates
in each fiber is just the Euclidean Laplacian, acting as a fiber-wise differential operator. This suggests that














∈ τ−mĊ∞E (HM ; Hom(E)⊗ β∗RΛM ), (1.16)
where | · |σ(∆)(ζ′) denotes the metric on the tangent space to M at ζ ′ defined by the symbol of ∆, IdE denotes
the identity on E, χ is a cut-off function equal to one in a neighborhood of BE, and µR is the pull-back of
a non-degenerate density along βR.
It follows that G0 solves the heat equation to first order at BE,
β∗L(t∂t + t∆)G0 ∈ τ−m+1Ċ∞E (HM ; Hom(E)⊗ β∗RΛM )
and it satisfies the initial condition G0f → f for all f, i.e., (βL)∗G0|t=0 = δdiagM . The next step is to find





−m+1+NRN ∈ τ−m+1+N Ċ∞E (HM ; Hom(E)⊗ β∗RΛM ).









∈ τ−m+2+N Ċ∞E (HM ; Hom(E)⊗ β∗RΛM ),
i.e., such that
[ 12 (−ω̃ · ∂ω̃ −m+ 1 +N) + σ(∆)]GN+1|τ=0 = −RN |τ=0.





exp((r − 1)|ξ|2)F(−RN |τ=0) rN+1 dr,
which shows that GN+1|τ=0 is a Schwartz function on the fibers of BE and completes the induction.
Once we have all of the Gj we ‘asymptotically sum’ them; that is we use Borel’s Lemma to find






β∗L(t∂t + t∆)G∞ = R∞ ∈ Ċ∞(HM ; Hom(E)⊗ β∗RΛM )
where Ċ∞(HM ; Hom(E)⊗D) denotes sections of Hom(E)⊗β∗RΛM that vanish to infinite order at both Btf
and BE.
For the final step, we allow G∞ and R∞ to act by convolution as Volterra operators. Let Ċ∞(R+t ×M ;E)
denote the sections of E that vanish to infinite order at t = 0 (which is equivalent to vanishing to infinite
order in τ), and define
G∞∗ : Ċ∞(R+t ×M ;E) −→ Ċ∞(R+t ×M ;E)





G∞(t− s, ζ, ζ ′)u(s, ζ ′) ds
This operator satisfies
(∂t + ∆)(G∞∗) = Id +t−1R∞∗




(−1)k(t−1R∞∗)k = Id +S∞, S∞ ∈ Ċ∞(HM ; Hom(E)⊗ β∗RΛ).
It follows that the heat kernel of ∆ (pulled back to HM) is equal to
Ke−t∆ = G∞ +G∞ ∗ S∞ ∈ τ−mĊ∞E (HM ; Hom(E)⊗ β∗RΛM )
and, since Ke−t∆ −G∞ = G∞ ∗ S∞ ∈ Ċ∞(HM ; Hom(E)⊗ β∗RΛM ), we see that the Taylor expansion of the
heat kernel at BE is equal to the Taylor expansion of G∞, i.e., to the one we constructed step by step above.
1.5.2 The heat kernel of a contact Laplacian







 : x, y ∈ Rn, z ∈ R
 ,
and is naturally diffeomorphic to Rm. An important feature of Hm is that the dilations (x, y, z) 7→ (ax, by, cz)
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that are group homomorphisms are precisely those with c = ab; the dilation with a = b = c1/2 = λ > 0 is
known as the ‘Heisenberg scaling’ by λ.
In the construction of the heat kernel on a closed manifold we have used that the principal symbol of
a differential operator is, at each point p ∈ M, a translation-invariant differential operator on TpM ∼= Rm.
On a contact manifold M we can identify the tangent bundle with a bundle of Heisenberg groups (the
osculating group of [FoSt74]). The ‘Heisenberg symbol’ of a differential operator is, at each point p ∈ M,
a left-invariant differential operator on TpM ∼= Hm. A self-adjoint operator is said to be ‘Rockland’ if its
Heisenberg symbol is invertible and this is known to be the case for the Hodge Laplacians of the Rumin
complex, ∆H [Ru94, §3], [DaHa17, Example 4.21]. The heat kernel of a Rockland operator has been studied
in, e.g., [BeGrSt84, DH19], [Po08c, §5]. For future use we recast the construction of these heat kernels in
parallel to the construction in §1.5.1.
Let P ∈ Diff`(M ;E) be a non-negative self-adjoint Rockland operator of order ` (recall that ∆H is of
order four on n-forms and n+1-forms, and order two otherwise). We construct the Heisenberg heat space of
M from R+t ×M2 by first introducing τ = t1/` as a smooth function (i.e., by performing a quasi-homogeneous
blow-up of {t = 0}). We will not include this blow-up in our notation below beyond using τ instead of t.
Secondly we blow-up the diagonal at time zero, but parabolically with respect to Ann(H ),
HHM = [R+τ ×M2; {τ = 0, ζ = ζ ′},Ann(H )], (1.17)
(see (2.14), here the choice of subbundle corresponds to S = Ann(H )). As before this space comes with a
blow-down map
β : HHM −→ R+τ ×M2
and has two boundary hypersurfaces,
Btf = ‘temporal face’ = β−1({τ = 0, ζ 6= ζ ′}),
BH = ‘Heisenberg face’ = β
−1({τ = 0, ζ = ζ ′}).
The latter is a fiberwise compactification of the tangent bundle of M and β restricts to the bundle map.
Note that the pull-back of the density bundle along the blow-down map satisfies
β∗Λ(R+τ ×M2) = ρm+1H Λ(HHM),
explaining why the asymptotic expansion of the trace of the heat kernel of a contact Laplacian will begin at
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−(m+ 1) instead of −m.
As above, we will work with the space Ċ∞H (M2; Hom(E) ⊗ β∗RΛM ) of densities that vanish to infinite
order at Btf but have non-trivial asymptotics at BH. Local coordinates near BH can be obtained from a
Darboux chart (xj , yj , z) = (ζ, z) by, e.g.,
τ, ωζ =





, ζ ′, z′, (1.18)
valid away from Btf , in which τ is a boundary defining function for BH.
In these coordinates, the lift of t∂t along β is
β∗(t∂t) =
1
` (τ∂τ − ωζ · ∂ωζ − 2ωz∂ωz ) =
1
` (τ∂τ −RH),
and we recognize that RH is the infinitesimal generator of dilations adapted to the Heisenberg group; for a
vector field V =
∑




′ + τωζ , z
′ + τ2ωz)∂ωζj + τ
−1a0(ζ
′ + τωζ , z
′ + τ2ωz)∂ωz .
Significantly, at the center of the Darboux chart, the lift of ∂xj − 12yj∂z is ∂ωxj −
1
2ωyj∂ωz and the lift of
∂yj +
1
2xj∂z is ∂ωyj +
1
2ωxj∂ωz ; i.e., the lift of the horizontal vector fields on M are the corresponding vector
fields on TqM.
Remark 1.2. Equivalently we can find the model operator of a differential operator L at the fiber of BH
over q ∈ M by choosing, e.g., a Darboux chart φ around q mapping into TqM with φ(q) = 0, Dφ(q) = Id .
Let Dλ denote the anisotropic dilation map
TqM = Hq ⊕ Vq 3 (ωζ , ωz)
Dλ7−−−→ (λωζ , λ2ωz) ∈Hq ⊕ Vq = TqM




It is easy to see that this gives the same operators as above, and coincides with other definitions of the
Heisenberg symbol, cf. [JuvE18], [Po08c, §2.1].
It follows that the lift of τ `P restricts to each fiber of BH to its Heisenberg symbol σ
H(P ), e.g., the
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corresponding Hodge Laplacian on the Heisenberg group. Also we recognize the restriction of the lift of t∂t
to BH as −`−1 times the infinitesimal generator of the Heisenberg scaling. It is shown in, e.g., [DH19, Lemma
4] that the heat kernel of σH(P )(q), kσH(P )(q)(τ, ωζ , ωz) µ, is a Schwartz section of the density bundle on
TqM, homogeneous with respect to the anisotropic dilation
kσH(P )(q)(λτ, λωζ , λ
2ωz) = λ
−(m+1)kσH(P )(q)(τ, ωζ , ωz)
whose integral over TqM is equal to the identity on Eq. This suggests a first approximation to the heat
kernel of P analogous to (1.16),
G0(τ, ωζ , ωz, ζ
′, z′) = χ(τ)τ−(m+1)kσH(P )(ζ′)(1, ωζ , ωz) µR
∈ τ−(m+1)Ċ∞H (HHM ; Hom(E)⊗ β∗RΛM ),
with χ a cut-off function equal to one in a neighborhood of BH, and µR is a density on M pulled-back along
βR. It follows that G0 solves the heat equation to first order at BH,
β∗L(t∂t + t∆)G0 ∈ τ−(m+1)Ċ∞H (HHM ; Hom(E)⊗ β∗RΛM )
and it satisfies the initial condition limτ→0G0f = f for all f, i.e., (βL)∗G0|t=0 = δdiagM . Since convolution
on the Heisenberg group preserves Schwartz functions, we may construct Gj as in §1.5.1 and asymptotically
sum them to find
G∞ ∈ τ−(m+1)Ċ∞H (HHM ; Hom(E)⊗ β∗RΛM ),
β∗L(t∂t + tP )G∞ = R∞ ∈ Ċ∞(HHM ; Hom(E)⊗ β∗RΛM ).
Continuing as in §1.5.1, we view this as a Volterra operator acting by convolution and invert it by a Neumann
series to find
Ke−tP ∈ τ−(m+1)Ċ∞H (HHM ; Hom(E)⊗ β∗RΛM ).
Finally, we will have need of the Schwartz kernel of Ae−tP where P is a non-negative self-adjoint Rockland
operator of order ` and A is a pseudodifferential operator of order zero in the Heisenberg calculus. The
structure of these operators, when P is elliptic, has been studied in several contexts as, e.g., a way of obtaining
the Wodzicki-Guillemin residue of A (see for example [Lo06] for a nice overview, [Le10,GiLo02,GrSe95] for
the use of Ae−tP , and [Po08a,Po08b,Po07] for contact manifolds). Fortunately, as we will explain, the case
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we will encounter below is simpler than the general case.
The Schwartz kernel of Ae−tP is again I-smooth on the heat space HHM but the coefficients of the
expansion at BH are not necessarily local. Correspondingly it is convenient to understand Ae
−tP as an
integral transform of the resolvent of P or of the complex powers of P. Indeed, the Mellin transform of
Ae−tP is equal to AP−s, and, for P a positive self-adjoint Rockland differential operator, the structure
of P−s is detailed in [Po08c, §5.3]; namely,if P has differential order `, then P−s (and hence AP−s) is a
Heisenberg pseudodifferential operator of order −s` and together these operators form a holomorphic family.
By taking inverse Mellin transform, it follows that Ae−tP is an I-smooth function on HHM, vanishing to








(bk + b̃k log τ)τ
`k, as τ → 0, (1.19)
where we recall that τ = t1/`. Recall from §2.2.2 that this is expressed as
Ae−tP ∈ AJphg(HHM ; Hom(E)⊗ β
∗
RΛM ) with J (Btf ) = ∅, J (BH) = −(m+ 1)∪0,
where we use −(m+ 1) and 0 to stand for −(m+ 1) + N0 and N0, respectively. Interestingly, while aj and
b̃k are local (i.e., they each depend on finitely many terms in the asymptotic expansion into homogeneous
terms of the symbols of A and P ), the terms bk need not be local. For example if A is trace-class then the
trace of A will be equal to the integral of am+1 + b0.
It follows that the trace of Ae−tP has an expansion of the same form as (1.19) (the coefficient of the first
log term is the noncommutative residue of A). In our construction below, A will be the projection ΠE4 from
§1.3.1 and P will be ∆H from (1.10). This allows us to use an observation of Branson-Gover [Br05, §3],




) = TrΩnH M (e
−tD∗H DH )
= TrΩnH M (e
−t∆H )− TrΩnH M (e
−t(dH δH )2) = TrΩnH M (e
−t∆H )− TrΩn−1H M (e
−t(δH dH )2)
= TrΩnH M (e
−t∆H )− TrΩn−1H M (e








(−1)k TrΩn−kH M (e
−t∆2H ), (1.20)
which implies that the short-time asymptotic expansion of the trace does not have any log τ terms or terms
that are global in the manifold. The analogous result holds for forms of degree n+ 1.
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1.6 The heat kernel of a sub-Riemannian limit
In [Ru00, Theorems 3.5, 3.6], Rumin established convergence of the spectrum of the Hodge Laplacian of
metrics undergoing a sub-Riemannian limit. Specifically he showed that, for some λ ∈ C, (in fact all
λ ∈ C \ R) 
(∆ε − λ)−1 → (∆H |E p2 − λ)
−1 on sRΩpX, p /∈ {n, n+ 1}
(ε−2∆ε − λ)−1 → (∆H |E p4 − λ)
−1 on sRΩpX, p ∈ {n, n+ 1},
where E p∗ are the spaces defined in (1.3.1). For positive time the behavior of the heat kernel of ∆ε as
ε → 0 is entirely analogous, [Ru00, §7]. However the behavior of the heat kernel as both time and ε
go to zero is a bit more intricate. We will understand this degeneration by constructing a manifold with
corners, the sub-Riemannian limit heat space, on which the heat kernel is I-smooth for a smooth index set I.
As sketched in §1.3.2, the heat kernel will have three interesting regimes as ε→ 0, one where ε2 and t go
to zero at the same rate, one where t stays bounded, and one where ε2 and t−1 go to zero at the same rate.
The latter only shows up when the form degree is n or n+ 1, so we will construct different heat spaces for
forms in middle degrees, HmidsR X, and forms that are outside of middle degrees, H
out
sR X.
1.6.1 The heat kernel outside of middle degree
In this section and the next we construct the heat kernels of the Hodge Laplacians ∆ε undergoing a
sub-Riemannian limit. The construction is parallel to those in §1.5; we construct an appropriate heat
space and find a I-smooth density that solves the induced model problems at each boundary hypersurface,
then improve this to an I-smooth density that solves the heat equation to infinite order at each boundary
hypersurface, and finally use a Volterra series to solve away the remaining error. In this section we work
with sRΩpX for a fixed p /∈ {n, n+ 1}.
To construct HoutsR X we start with R
+
t ×M2 × [0, 1]ε and we first blow-up {t = 0} parabolically; i.e., we
introduce τ =
√
t as our global time variable. We will not include this blow-up in the notation beyond using
τ instead of t. Next, to capture the asymptotics of the heat kernel as τ and ε both go to zero, we blow-up
up the submanifold
{τ = 0} × diagM ×{ε = 0} ⊆ R+τ ×M2 × [0, 1]ε,
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parabolically in the directions of Ann(H ), as in (1.17). We denote the resulting boundary hypersurface by
Bd,1. Finally, to capture the asymptotics of the heat kernel as τ → 0 for positive ε, we blow-up the (interior
lift of the) diagonal of M2 at time zero for all ε, and denote the resulting boundary hypersurface by Bd,0.
Thus altogether we have
HoutsR X = [R+τ ×M2 × [0, 1]ε; {τ = 0} × diagM ×{ε = 0},Ann(H );
{τ = 0} × diagM ×[0, 1]ε],
together with its blow-down map












Figure 1.2: The heat space HoutsR X and its blow-down map
Ignoring, as we will, the boundary hypersurface {ε = 1}, HoutsR X has four boundary hypersurfaces
B0,1(H
out
sR X) = ‘E2 face’ = β
−1({ε = 0} \ {τ = 0} × diagM ),
Bd,1(H
out
sR X) = ‘E0 face’ = β
−1({τ = 0} × diagM ×{ε = 0}),
B1,0(H
out
sR X) = ‘temporal face’ = β
−1({τ = 0} × (M2 \ diagM )× [0, 1]ε),
Bd,0(H
out
sR X) = ‘Euclidean face’ = β
−1({τ = 0} × diagM ×(0, 1]ε).
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where in the notation Bi,j the first subindex is different from zero when the face lies over τ = 0 and the
second subindex is different from zero when the face lies over ε = 0. The restriction of the blow-down map
to the boundary faces produced by blow-up induces fiber bundle structures,
β : Bd,0(H
out
sR X) −→M × [0, 1]ε, β : Bd,1(HoutsR X) −→M.
The first of these is the fiberwise compactification of the sub-Riemannian limit tangent bundle sRTX; in the
second case the fiber over q ∈M is a compactification of TqM ⊕ R+ consistent with the Heisenberg scaling
in TqM.
We will denote a boundary defining function for, e.g., Bd,0(H
out
sR X) by ρd,0, and similarly for the other
boundary hypersurfaces.
Having constructed the heat space, we now focus on solving the model heat equations at each boundary
hypersurface and constructing a parametrix for the heat kernel. We will use β∗RΛM to denote the density




sR X) can be treated just as in §1.5.1. Indeed, this face fibers over X = M × [0, 1]ε
and the fiber over each point is a compactification of the corresponding fiber of the sub-Riemannian limit
tangent bundle sRTX. The model operator of t∆ε is its principal symbol as a constant coefficient operator
on the fiber of sRTX. For horizontal vector fields, this is the usual symbol, while for vertical vector fields we
divide out by ε and then fix coefficients (more correctly, in ε∂z as a section of
sRTX, the ε is not a coefficient
but an inseparable part of the section).
Analogously to §1.5.1, let G0 be the section of Hom(sRΩpX) ⊗ β∗RΛM which, in coordinates valid for
ε > 0,
τ, ω̃′ζ =




















where | · |2gε(ζ′,z′,ε) denotes the metric gε on the corresponding fiber of
sRTX, χ is a smooth cut-off function
equal to one in a neighborhood of Bd,0(H
out















, ζ, z, ε
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1,0C∞(HoutsR X; Hom(sRΩpX)⊗ β∗RΛM ),






0,1C∞(HoutsR X; Hom(sRΩpX)⊗ β∗RΛM )
and we can proceed to remove the subsequent errors at Bd,0(H
out
sR X) just as in §1.5.1 to find,




1,0C∞(HoutsR X; Hom(sRΩpX)⊗ β∗RΛM ),
β∗L(t∂t + t∆ε)G∞ ∈ ρ
−(m+1)
d,1 (ρd,0ρ0,1)
∞C∞(HoutsR X; Hom(sRΩpX)⊗ β∗RΛM ).
(1.21)




Next let us consider the boundary hypersurface Bd,1(H
out
sR X), which fibers over M and on which we
obtain a model problem on each of these fibers. This model problem takes a different aspect depending on
the choice of coordinates. Consider first coordinates projective with respect to τ, as in (1.18),
τ, ωζ =









valid away from B1,0(H
out
sR X)∪Bd,0(HoutsR X), in which τ is a boundary defining function for Bd,1(HoutsR X).
In these coordinates, the fiber of the interior of Bd,1(H
out
sR X) above (ζ
′, z′) ∈ M is Hm(ωζ ,ωz) × R
+
α , and the
model operator of3 t∆Mε is ∆
H
α, i.e., the sub-Riemannian limit of the Hodge Laplacian on the Heisenberg
group parametrized by α. So at this face, in these coordinates, we still have to deal with a sub-Riemannian
limit, albeit on a simpler space.
Let us consider instead coordinates near Bd,1(H
out










, ζ ′, z′, ε,
3In this section, to avoid confusion, we will sometimes denote the Laplacian on M by ∆M and the Laplacian on the
Heisenberg group by ∆H.
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valid away from B0,1(H
out
sR X), in which ε is a boundary defining function for Bd,1(H
out
sR X). In these coordi-
nates, the fiber of the interior of Bd,1(H
out
sR X) above (ζ
′, z′) ∈ M is Hm(θζ ,θz) × R
+
σ , and the model operator





2∆H1 , i.e., the heat equation for the Hodge Laplacian on the Heisenberg group.
The solution of the model heat problem on each fiber is thus, with notation as in §1.5.2,
k∆H(σ, θζ , θz) µR.
In terms of the previous set of coordinates, this becomes
k∆H(α
−1, α−1ωζ , α
−2ωz) µR = α
m+1k∆H(1, ωζ , ωz) µR
(note that αm+1µR is homogeneous of degree zero with respect to Heisenberg dilation).





L(t∂t + t∆ε)G∞|Bd,1(HoutsR X)
∈ (ρd,0ρ0,1)∞C∞(Bd,1(HoutsR X); Hom(sRΩpX)⊗ β∗RΛM ).
In coordinates projective with respect to ε, R0 vanishes to infinite order as σ → 0 and hence we may find L̃0
in the same space (by convolving R0 with the heat kernel of the Hodge Laplacian on the Heisenberg group)
such that ( 12σ∂σ + σ
2∆H1 )(L̃0) = R0. Thus if we extend ρ
−(m+1)
d,1 L̃0 to
L0 ∈ ρ−(m+1)d,1 (ρd,0ρ0,1)
∞C∞(HoutsR X; Hom(sRΩpX)⊗ β∗RΛM )
then we can add it to G∞ and solve the heat equation to one order better at Bd,1(H
out
sR X), i.e.,
β∗L(t∂t + t∆ε)(G∞ + L0) ∈ ρ
−(m+1)+1
d,1 (ρd,0ρ0,1)
∞C∞(HoutsR X; Hom(sRΩpX)⊗ β∗RΛM ).
Continuing in this way we can solve away the error of the parametrix at this face and find
L∞ ∈ ρ−(m+1)d,1 (ρd,0ρ0,1)
∞C∞(HoutsR X; Hom(sRΩpX)⊗ β∗RΛM ),
R∞ = β
∗
L(t∂t + t∆ε)(G∞ + L∞) ∈ (ρd,1ρd,0ρ0,1)∞C∞(HoutsR X; Hom(sRΩpX)⊗ β∗RΛM ).
This gives a parametrix for the heat equation with error vanishing to infinite order at the ‘Euclidean face’,
Bd,0(H
out




We next consider the situation at the face B0,1(H
out
sR X) which we can identify with the Heisenberg heat
space of M from (1.17). The initial condition for the model problem at this face is that as time goes to
zero, the heat kernel must match the solution of the model problem already constructed at Bd,1(H
out
sR X).
In projective coordinates with respect to ε, we found that the model operator of t∆ε at Bd,1(H
out
sR X) is the
sub-Riemannian limit of the Hodge Laplacian on the Heisenberg group. Hence the initial problem for the
heat equation at B0,1(H
out
sR X) is the projection onto the null space of a−1, i.e., the projection onto E2
4. The
upshot is that for the model heat equation we may work in E2 and the solution is then e−t(dH +δH )
2
.
Returning to the parametrix construction, since the solutions to the model equations on Bd,1(H
out
sR X)
are kernels valued in E2 at Bd,1(HoutsR X)∩B0,1(HoutsR X), we may assume that R|B0,1(HoutsR X) is valued in E2.
We may then proceed as explained in §1.3.2 to solve the heat equation asymptotically at B0,1(HoutsR X), i.e.,
to find
P∞ ∈ (ρd,1ρd,0ρ0,1)∞C∞(HoutsR X; Hom(sRΩpX)⊗ β∗RΛM ),
β∗L(t∂t + t∆ε)(G∞ + L∞ + P∞) ∈ (ρ0,1ρd,1ρd,0ρ0,1)∞C∞(HoutsR X; Hom(sRΩpX)⊗ β∗RΛM )
= Ċ∞(HoutsR X; Hom(sRΩpX)⊗ β∗RΛM ).
Finally, we can remove the remaining error by considering Q = G∞+L∞+P∞ and S = −β∗L(t∂t+t∆ε)(Q)
as Volterra operators acting by convolution. The section Q satisfies
β∗L(∂t + ∆ε)(Q?) = Id− 1tS?
and we can invert the right hand side using the convergent Neumann series
(Id− 1tS?)




?j = Id +S∞?, S∞ ∈ Ċ∞(HoutsR X; Hom(sRΩpX)⊗ β∗RΛM ).
It follows that the sub-Riemannian limit heat kernel, for differential forms outside of middle degrees is given
by






1,0C∞(HoutsR X; Hom(sRΩpX)⊗ β∗RΛM ),
4If we were to use projective coordinates with respect to τ, this is a statement about the large-time limit of the heat kernel
of the Hodge Laplacian on the Heisenberg group and was already noticed by Rumin [Ru00, Theorem 7.14].
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and satisfies
β∗L(t∂t + t∆ε)Ke−t∆ε = 0,
Ke−t∆ε |B0,1(HoutsR X) = Ke−t∆MH ΠE2
, ρ
(m+1)
d,1 Ke−t∆ε |Bd,1(HoutsR X) = ke−t∆HH ,










as required. This proves part (i) of Theorem 1.1 for differential forms in degree p /∈ {n, n+ 1}.
1.6.2 The heat kernel in middle degrees
In this section we first discuss how to modify the construction of the heat kernel of ∆ε in the previous
section for forms sRΩpX, with p ∈ {n, n+ 1}. Then we will discuss the how to construct the heat kernel of
ε−2∆ε and why this is necessary for a uniform description of the long-time behavior.
For the Hodge Laplacian ∆ε in middle degrees, the construction in the previous section of a parametrix
for t∂t + t∆ε works without change at the faces Bd,0(H
out
sR X) and Bd,1(H
out
sR X). The model heat equation
at B0,1(H
out
sR X) has initial condition ΠE2 and so we may work in E2 and the model heat equation to solve
is then (t∂t + t(dH + δH )
2)ΠE2 , whose solution is
e−t(dH +δH )
2ΠE2 = ΠG2e
−t(dH +δH )2ΠG2 + ΠE4 =

ΠG2e
−t(dH δH )ΠG2 + ΠE4 if q = n
ΠG2e
−t(δH dH )ΠG2 + ΠE4 if q = n+ 1
since dH |ΩnH = 0 = δH |Ωn+1H . To understand the structure of this solution, recall that Rumin showed that
∆H ,n = (dH δH )
2 +D∗H DH is Rockland and hence it has a generalized inverse in the Heisenberg calculus,
which we denote ∆†H ,n, such that
∆H ,n∆
†
H ,n = ∆
†
H ,n∆H ,n = Id−ΠKer(∆H ,n).
The decomposition
ΩnH M = Ker(∆H ,n)⊕ Im(∆H ,n) = Ker(∆H ,n)⊕ Im((dH δH )2)⊕ Im(D∗H DH )
is preserved by ∆†H ,n and hence
ΠG2 = (dH δH )
2∆†H ,n, ΠE4 = IdΩnH M −(dH δH )
2∆†H ,n
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are both Heisenberg pseudodifferential operators of order 0 (they add up to the identity on E n2 = Ω
n
H M).
Moreover, the operator (dH δH +D
∗
H ∗) is Rockland, as it squares to ∆H ,n, and we can write
e−t(dH +δH )
2ΠE2 = ΠG2e
−t(dH δH +D∗H ∗)ΠG2 + ΠE4 on Ω
n
H M
and analogously for q = n+1. Thus we can see that the first term in this equality is smooth on B0,1(H
out
sR X)
but the second term is not.
As we know that on E4, ∆ε ◦ Φ4 = ε2∆H ΠE4 , we see that we should blow-up the diagonal at ε = 0 to
capture the asymptotics of this term. Let
H+sRX = [H
out
sR X;R+τ × diagM ×{ε = 0},Ann(H )].










there is the boundary hypersurface produced by the new blow-up
Bd,2(H
+
sRX) = ‘local E2 face’ = β












Figure 1.3: The heat space H+sRX and its blow-down map.
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The boundary hypersurface Bd,2(H
+
sRX) fibers over M with fiber over p ∈ M given by R+τ times a
parabolic compactification of TpM. Identifying TpM with the Heisenberg group Hm, the lift of ε2∆H ΠE4 is
∆HH ΠE H4 and so the model heat equation is
1
2τ∂τ + τ
2∆HH ΠE H4 . The solution to this equation is
e
−τ2∆HH ΠEH4 = ΠE H4 e
−τ2∆HH ΠE H4 .
We can solve the heat equation 12τ∂τ + τ
2ε2∆H ΠE4 to infinite order at Bd,2(H
+
sRX) by using the expansion
(1.19) and the equation 12τ∂τ + τ
2∆H ΠG2 at B0,1(H
+
sRX) by using the construction described in §1.3.2 and
the previous section. Combining this with the constructions of G∞ and L∞ from the previous section, we
obtain




with J (Bd,1(H+sRX)) = J (Bd,0(H
+
sRX)) = J (B1,0(H
+
sRX)) = ∅,
J (B0,1(H+sRX)) = 0, J (Bd,2(H
+
sRX)) = −(m+ 1)∪0
such that the heat equation has remainder
β∗L(t∂t + t∆ε)(G∞ + L∞ +W∞) ∈ C∞(H+sRX; Hom(
sRΩpX)⊗ β∗RΛM ).
We may use a Neumann series of Volterra operators as in the previous section to improve this to the heat
kernel itself. In this way we have shown that, for degrees p ∈ {n, n+ 1},
Ke−t∆ε ∈ AWphg(H+sRX; Hom(
sRΩpX)⊗ β∗RΛM ),
with W(B1,0(H+sRX)) = ∅, W(Bd,0(H
+
sRX)) = −m, W(B0,1(H
+
sRX)) = 0,
W(Bd,1(H+sRX)) = −(m+ 1), W(Bd,2(H
+
sRX)) = −(m+ 1)∪0,
satisfies
β∗L(t∂t + t∆ε)Ke−t∆ε = 0,




d,1 Ke−t∆ε |Bd,1(H+sRX) = ke−t∆HH , ρ
(m+1)












It follows that, as ε→ 0 and t→∞, the heat kernel of ∆ε converges to the projection onto E4. Since this
is infinite dimensional this is unsatisfactory for understanding the limit of, for example, the zeta function of
the Hodge Laplacian. The way around this, as already studied by Rumin [Ru00], is to construct the heat
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kernel of ε−2∆ε instead. Notice that the operator t(∂t + ε
−2∆ε), expressed in the rescaled time variable
T = tε2 is T (∂T + ∆ε) so solving the heat equation for ε
−2∆ε is the same as solving the heat equation for
∆ε but with a rescaled time. This means that we have already done most of the work of solving this equation.
The heat kernel of ε−2∆ε will be I-smooth on a different heat space, HmidsR X, obtained from H
+
sRX by
rescaling the time variable. We again start with R+t ×M2 × [0, 1]ε and replace t with τ =
√
t . Then we
blow-up the submanifold {τ = ε = 0} and denote the resulting boundary hypersurface by B1,1(HmidsR X). Let
R =
√
ε2 + τ2 and Θ = arctan( ετ ) denote polar coordinates on the resulting space.
Next we blow-up the submanifold {R = 0,Θ = π2 } × diagM parabolically in the directions of Ann(H )
and denote the resulting boundary hypersurface by Bd,1(H
mid











, ζ ′, z′, ε,
in which ε is a boundary defining function for Bd,1(H
mid
sR X).
Thirdly, we blow-up the interior lift of the submanifold {R = 0}× diagM , parabolically in the directions











, ζ ′, z′, ε,
in which ε is a boundary defining function for Bd,2(H
mid
sR X).
Finally we blow-up the interior lift of the submanifold {τ = 0}× diagM ×[0, 1]ε and denote the resulting
boundary hypersurface by Bd,0(H
mid
sR X).
Thus altogether we have
HmidsR X =
[
[R+τ ×M2 × [0, 1]ε; {τ = 0 = ε}]; {R = 0,Θ = π2 } × diagM ,Ann(H )⊕ 〈dt〉;

















ζ − ζ ′
ζ − ζ ′
β
Figure 1.4: The heat space HmidsR X and its blow-down map
There are six boundary hypersurfaces of HmidsR X in {ε < 1},5
B0,1(H
mid
sR X) = ‘E4 face’ = β
−1({ε = 0} \ {τ = 0} × diagM ),
B1,1(H
mid
sR X) = ‘E2 face’ = β
−1({τ = 0} ×M2 × {ε = 0} \ (diagM ×{ε = 0})),
Bd,2(H
mid
sR X) = ‘local E2 face’ = β
−1({R = 0,Θ = π2 } × diagM ),
Bd,1(H
mid
sR X) = ‘E0 face’ = β
−1({R = 0} × diagM ),
B1,0(H
mid
sR X) = ‘temporal face’ = β
−1({τ = 0} × (M2 \ diagM )× [0, 1]ε),
Bd,0(H
mid
sR X) = ‘Euclidean face’ = β
−1({τ = 0} × diagM ×(0, 1]ε).
The parametrices we constructed for t(∂t + ∆ε) at all of the boundary hypersurfaces of H
+
sRX carry over
to HmidsR X by rescaling the time variable and yield a parametrix
V ∈ AWphg(HmidsR X; Hom(sRΩpX)⊗ β∗RΛM ),
with W(B1,0(HmidsR X)) = ∅, W(Bd,0(HmidsR X)) = −m,
W(B0,1(HmidsR X)) =W(B1,1(HmidsR X)) = 0,
W(Bd,1(HmidsR X)) = −(m+ 1), W(Bd,2(HmidsR X)) = −(m+ 1)∪0,
5Note that we are using the same notation B1,1(HmidsR X) for the boundary hypersurface of H
mid
sR X and for the boundary
hypersurface produced by the blow-up of {τ = ε = 0} in R+τ ×M2 × [0, 1]ε, and similarly for the other faces. We trust that
this abuse of notation will not lead to confusion.
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sRΩpX) ⊗ β∗RΛM ). Moreover we may assume that its
restriction to B0,1(H
mid
sR X) is valued in E4 and proceed as explained in §1.3.2 to solve the heat equation
asymptotically at this face and find




β∗L(t∂t + t∆ε)(V + V
′) ∈ Ċ∞(HmidsR X; Hom(sRΩpX)⊗ β∗RΛM ).
Again we can now use a Neumann series of Volterra operators to improve this to the heat kernel itself. Thus







with W(B1,0(HmidsR X)) = ∅, W(Bd,0(HmidsR X)) = −m,
W(B0,1(HmidsR X)) =W(B1,1(HmidsR X)) = 0,




Ke−t∆ε |B0,1(HmidsR X) = Ke−t∆MH ΠG4




d,1 Ke−t∆ε |Bd,1(HmidsR X) = ke−t∆HH , ρ
(m+1)
d,2 Ke−t∆ε |Bd,2(HmidsR X) = ke−t∆HH Π
EH4
,










This finishes the proof of part (i) of Theorem 1.1.
1.6.3 Trace of the heat kernel
Having found a precise description of the structure of the heat kernel we now deduce the consequences










where tr denotes the pointwise trace of Hom(sRΩ∗X)|diag and β∗ denotes the push-forward along the blow-
down map from the heat space to R+t × M2 × [0, 1]ε. Equivalently, instead of pushing-forward the heat
kernel and then restricting to the diagonal, we can directly restrict the heat kernel to the interior lift of the
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diagonal.
Let us start by considering differential forms of degree p ∈ {n, n+ 1}, as the other form degrees will be














ζ − ζ ′
Figure 1.5: The heat space HmidsR X and corresponding diagonal ∆HmidH X
diagHmidsR X = M ×
[





ε2 + τ2 and Θ = arctan( ετ ) polar coordinates valid after the first blow-up. We denote the
boundary hypersurfaces of T E mid with the same symbols we used for the boundary hypersurfaces of HmidsR X,
thus
Bd,0(T E
mid) = β−1(τ = 0, ε > 0),
Bd,1(T E
mid) = interior lift of {R = 0} after first blow-up,
Bd,2(T E
mid) = interior lift of {R = 0,Θ = π2 } after first blow-up,
B0,1(T E
mid) = β−1(ε = 0, τ > 0).
Let us write this as M ×T E mid and denote the natural projection off of M by
pT E mid : diagHmidsR X −→ T E
mid.
47
Mercer’s theorem is then that
Tr(e−t/ε







and this allows us to read off the asymptotics of the trace.
The analysis of the sub-Riemannian limit Hodge Laplacian on forms outside of middle degree is similar
but simpler, with the interior lift of the diagonal given by
diagHoutsR X = M × [R
+
τ × [0, 1]ε; {τ = ε = 0}].
Denote [R+τ × [0, 1]ε; {τ = ε = 0}] by T E out and denote its boundary hypersurfaces by
Bd,0(T E
out) = β−1(τ = 0, ε > 0),
Bd,1(T E
out) = β−1(τ = ε = 0),
B0,1(T E
out) = β−1(ε = 0, τ > 0).
Finally recall from the discussion at the end of §1.5.2 that, although the heat kernel for differential form
degrees p ∈ {n, n+ 1} has log-terms in its asymptotic expansion, its trace does not.
Theorem 1.2. Let ∆ε be the Hodge Laplacian of the sub-Riemannian limit metrics gε.
For p /∈ {n, n+ 1}, we have




with a local expansion at Bd,1(T E out) and Bd,0(T E out) (i.e., the coefficients of the expansion at Bd,1(T E out)
and Bd,0(T E out) are given by universal polynomials in the corresponding symbol of ∆ε) and the leading term






= Tr(e−τ∆H |E ∗2 ).
For p ∈ {n, n+ 1}, we have
Tr(e−t/ε
2∆ε) ∈ (ρd,1ρd,2)−(m+1)ρ−md,0 C
∞(T E mid),
with a local expansion at Bd,1(T E mid) and Bd,0(T E mid), with expansion at Bd,2(T E mid) given by the sum
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= Tr(e−τ∆H |E ∗4 ).
This establishes part (ii) of Theorem 1.1. The local coefficients in the asymptotic expansion of the trace
of the heat kernel at boundary hypersurfaces over {ε = 0} are integrals of universal polynomials in the
curvature and torsion of the Tanno connection as we now discuss.
1.6.4 The heat invariants and Tanno’s connection
It is well-known [MiPl49] that the coefficients in the short-time asymptotic expansion of the trace of
heat kernel of the Hodge Laplacian are integrals of universal polynomials in the curvature of the metric and
its covariant derivatives. This is an easy consequence of the construction of the heat kernel in §1.5.1 since
the terms in the Taylor expansion of the heat kernel at Bd,1 are obtained from the Taylor expansion of
the symbol of the Laplacian and this is the Riemannian metric. The heat invariants arising from Bd,1 for
the Hodge Laplacian undergoing a sub-Riemannian limit have a similar description as integrals of universal
polynomials. In this case the universal variables are the coefficients of different powers of ε in the expansion
of the Levi-Civita connection ∇ε as ε→ 0 and, as we know explain, these are the Tanno connection and its
torsion.
Let
W0 = εR, W1 = X1, . . . , Wn = Xn, Wn+1 = Y1, . . . , W2n = Yn
be a Darboux frame for (TM, gε) so that the only non-zero brackets are [Xi, Yi] = R. Define α(s, t) and s̃
by
[Ws,Wt] = α(s, t)R, s̃ =

0 if s = 0
s+ n if 0 < s ≤ n
s− n if s > n





















where i, j, k, ` > 0. It follows that as ε→ 0 the Levi-Civita connection acting on differential forms splits into
∇ε = ε∇1,0 +∇0,1 + ε−1∇−1,2
(where the notation corresponds to the splitting of the exterior derivative in §1.2) in which ∇−1,2 has the
contribution of J to the Christoffel symbols, and ∇1,0 has the derivative of the metric with respect to
the Reeb vector field. Thus ∇0,1 is the connection on TM obtained from the Levi-Civita connection by
removing the vertical contributions; this is known as the Tanno connection, see [Ta89, (3.1)]. The parts of
the connection forms that depend on ε as ε→ 0 then make up the torsion forms of the Tanno connection.
1.7 The η invariant
In this section we consider the η invariant of the signature operator for sub-Riemannian limit metrics gε. This
has been considered in three dimensions by Biquard-Herzlich-Rumin [?Biquard-Herzlich-Rumin, Theorem
1.4] and in general dimension by Rumin [Ru00, §7].
The Hodge star induces a natural involution on the complexified differential forms on M,
I : Ω∗CM −→ Ω∗CM, I 2 = Id .
The odd signature operator is
S = −i(dI + I d) = −iI (d− δ) = −i(d− δ)I ,










Since I maps forms of degree p to forms of degree m− p = 2n+ 1− p,
Se−t∆ : ΩpCM −→ Ω
2n+2−p















with Πmid the projection onto middle degree forms.
Theorem 1.3. Let gε be a sub-Riemannian limit family of metrics on a contact manfiold and let Sε denote its






∆εΠmid (pulled-back to HmidsR X)
















with the same index sets as the middle degree heat kernel (1.22).















































= ηcontact + local
where the final term is an integral of a universal polynomial in the torsion and curvature of the Tanno
connection and their covariant derivatives.





mid) using vector fields on HmidsR X that are
tangent to every boundary hypersurface (except B0,1, and B1,1), and with coefficients that are smooth on
HmidsR X. Applying such an operator to e
−t∆midε yields a function that is I-smooth at all boundary hypersur-
faces but B0,1 and B1,1 with the same index sets.





mid) at B0,1, as it is made up of vector fields tangent





mid) since it has coefficients singular at this face. However, we
constructed the Taylor expansion of e−t∆
mid













t (DH ∗+ ∗DH ))Ke−t∆H .
Similarly, we have a contribution at Bd,2 given by
Tr(Πmid
√
t (dH ∗+ ∗ dH )e−t∆H ΠG2 Πmid)
however we can observe that this will not contribute to the renormalized η-invariant since this trace is
identically zero. Since dH vanishes on Ω
n
H M , this signature operator (∗dH + dH ∗) maps ΩmidH M to
ΩoutH M .
The rest of the theorem follows by applying Melrose’s push-forward theorem as above.
1.8 Determinant of the Hodge Laplacian
Ray-Singer [RaSi71] defined the determinant of a Laplacian by generalizing the relation, valid for any finite


















in a way that we now briefly review.
Let e−tA be the heat kernel of a positive operator, such as an elliptic Laplace-type operator or a contact





k/` as t→ 0, Tr(e−tA −ΠKerA)→ 0 exponentially as t→∞,










This is a holomorphic function of s on this half-plane and the short-time asymptotic expansion of Tr(e−tA)
induces a meromorphic continuation (of Γ(s)ζA(s) and hence of ζA(s)) with potential poles at s ∈ {(n−k)/` :
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and then note that ζA(s), near s = 0, is given by
(
s+ γs2 +O(s3)











where γ is the Euler-Mascheroni constant. Thus (the meromorphic continuation of) ζA(s) is regular at s = 0,
its derivative is equal to







and we define this to be − log detA.
Let us consider the Hodge Laplacian for sub-Riemannian limit metrics. First outside of middle degrees,
p /∈ {n, n+ 1}, we have that
Tr(e−t∆ε −ΠKer ∆ε)→ 0 exponentially as t→∞,
at a rate independent of ε by [Ru00, Theorem 7.1]. Secondly, in this case an = 0 since ` = 2, n = m, and
ak(∆ε) = 0 for k odd. Finally the push-forward theorem for renormalized integrals [HaMaMe95, page 128],
[AlRoShb, Lemma 11.1] allows us to conclude from Theorem 1.2 that
−FP
ε=0













where bp is the p-th Betti number of M, σ is a rescaled time-variable on Bd,1(H
out




Am+1 is, with notation from Theorem 1.1, the constant term in the expansion of the trace at Bd,1(H
out
sR X).
Comparing with log det ∆H we have, for forms of degree p /∈ {n, n+ 1},
FP
ε=0



















































ε2 , respectively) and, with notation from Theorem




















) = TrΩnH M (e
−tdH δH ) = TrΩn−1H M
(e−tδH dH )
= TrΩn−1H M
(e−t∆H )− TrΩn−2H M (e
−tdH δH ) = . . . =
n∑
k=1



















































(0)− ζ ′∆H ,n−k(0)− γ(am+1(∆
2
H ,n−k)− am+1(∆2H ,n−k)
)
and since ζA2(s) = ζA(2s) we have
FP
ε=0

















(−1)k log det ∆H ,n−k + γam+1(∆H ,n−k)
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The corresponding analysis for p = n+ 1 yields
FP
ε=0

















(−1)k log det ∆H ,n+k+1 + γam+1(∆H ,n+k+1)
Finally, let us discuss what this means for analytic torsion. The constructions above are essentially
unchanged by allowing the Laplacians to act differential forms twisted by a flat bundle F −→M. Let gF be
a bundle metric on F. Our convention, following [RaSi71], is to set
log AT(M, gε, F, gF ) =
m∑
p=0
(−1)p p ζ ′∆ε,p(0).
This is independent of the metric gε, and in particular independent of ε, if the bundle F is acyclic
6 and
its holonomy is orthogonal [Ch79,?Muller:AT] or unimodular [?Muller:Uni]. For flat bundles that are not
acyclic we can remove the dependence on the metric by assigning to each basis {µqj} of Ker ∆gε,q the number













Note that, by e.g., [Ru00, Theorem 7.1], an orthonormal basis of harmonic forms for ε > 0 converges to an
orthonormal basis of harmonic forms for the Rumin complex, so we only need to understand the asymptotics
of log ATε.























6A flat bundle is said to be acyclic if Hj(M ;F ) = 0 for all j.
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and hence we have
ζ ′ε−2∆ε(0) = 2(log ε)ζ∆ε(0) + ζ
′
∆ε(0), and FPε=0
log det ε−2∆ε = FP
ε=0
log det ∆ε.
Thus the finite part of analytic torsion is given by
FP
ε=0
























































































































































+ log ATH (M, gH , F, gF ).
We make one final remark: the torsion, logATH (M, {µ∗}, F ), associated to the weight function w̃(p) arising
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above, and the weight function w(p) originally given in [RuSe12],
w̃(p) =

p+ n p < n
p p ∈ {n, n+ 1}
p− (n+ 1) p > n+ 1
, w(p) =

p p ≤ n
p+ 1 n+ 1 ≤ p
coincide whenever the complex twisted by F satisfies Poincaré duality, i.e. arises from a unitary representa-
tion. This was the only case considered in [RuSe12], however in this section we are working with arbitrary
flat bundles and thus take this to extend their original definition. This establishes the proof of Corollary
1.2.
Remark 1.3. When comparing with the definition of Rumin-Seshadri, note that their convention is to use
∆2H ,p for p /∈ {n, n+ 1} and that their definition of analytic torsion is the multiplicative inverse of ours.
Finally we establish the relation between Kitaoka’s torsion and that of Rumin-Seshadri and justify (1.4).
On a 2n + 1-dimensional contact manifold, Kitaoka modifies the definition of the Rumin complex







dpH for p 6= {n, n + 1}. We
can relate sub-Laplacians ∆H ,p of the original complex to those of the modified complex as follows





2 + (dp−1K δ
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K )
2 = 1(n−p)2 (δH dH )
2 + 1(n−p+1)2 (dH δH )
2, for p /∈ {n, n+ 1},
∆K ,n = ∆H ,n and ∆K ,n+1 = ∆H ,n+1.
Now, since dH and δH commute with ∆H , we can use the equivalence between the non-zero eigenvalues of
δp+1H d
p




H to conclude that
ζ(δp+1H d
p








λ−s` (with eigenvalues repeated with multiplicity)
7. In particular, since













7This differs from the definition for ζ(A)(s) of [RuSe12], but only by a cohomological term, which is s-independent. Thus
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+ . . .
+ (−1)n+1ζ(D∗H DH )(s) + (−1)n+1ζ(dn−1H δ
n
H )(s),
so after grouping together the different terms with the same half-Laplacian,
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 ζ(∆pH )(s) + (−1)n+1ζ(D∗H DH )(s).
For comparison, Rumin-Seshadri’s torsion function is equal to
















 ζ(∆kH )(s) + (−1)n+1ζ(D∗H DH )(s).
Taking derivatives at s = 0 we find that
logATK (M, gH ) = logATH (M, gH ) + 2
n−1∑
p=0
(−1)p+1 log[(n− p)!]ζ(∆pH )(0)
= logATH (M, gH ) + local (1.23)
which shows that these two definitions of analytic torsion of the Rumin complex differ by a local term.
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Chapter 2
Resolvent estimates and the wave
kernel on asymptotically complex
hyperbolic manifolds
2.1 Introduction
There is a long-standing research program investigating the spectral and scattering theory of real asymp-
totically hyperbolic manifolds, see e.g. [An10, AlMa10, AlBaNa20, ChDeLeSk05, FeGr85, GrWi99, GrZw01,
JoSá00,Va17] and references contained therein, for a small sample of the surrounding work. However there
is comparatively much less work concerning the analogous setting of asymptotically complex hyperbolic mani-
folds. These spaces were first introduced by Epstein, Mendoza, and Melrose [EpMeMe91], and more recently
have been investigated extensively by Guillarmou and Sá Barreto [GuSa06]. This class of manifolds includes
certain quotients of complex hyperbolic space by discrete groups, as well as strictly pseudoconvex domains
in Stein manifolds equipped with Kähler metrics of Bergman type.
In this work we extend the major results of two works which study the spectral theory of asymptotically
hyperbolic manifolds to this complex setting. The first is the work of Vasy [Va17], which proves the mero-
morphic continuation of the resolvent for even-metrics (in the sense of Guillarmou [Gu05]), with high-energy
estimates in strips. The second is the work of Joshi-Sá Barreto [JoSá01], which studies the wave kernel by
exhibiting the operator as an element of a certain algebra of Fourier integral operators which have been
adapted to the geometry at infinity of this class of real asymptotically hyperbolic manifolds. In the case of
both works, moving from the real to the complex case presents new difficulties to the analysis. On the other
hand, the original methods of both Vasy and Joshi-Sá Barreto are robust enough to permit an analysis of
this class of manifolds of hyperbolic-type.
Before introducing the structure of complex hyperbolic manifolds we briefly recall the geometry of real
asymptotically hyperbolic manifolds. A non-compact Riemannian manifold (M, g) of real dimension (n+1) is
called asymptotically hyperbolic if it compactifies to a C∞ manifold M with compact boundary ∂M , equipped
with a boundary defining function ρ, and such that ρ2g is a C∞ metric which is non-degenerate up to the
boundary, and moreover that |dρ|2ρ2g ≡ 1 at ∂M . This name is due to the fact that the final hypothesis
ensures that along any smooth curve in M \ ∂M approaching a point in ∂M , all sectional curvatures of g
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approach −1, see e.g. [MaMe87].
As proven in [JoSá00], these geometric hypotheses are equivalent to the existence of a product-type





where g0(ρ) is a C∞ 1-parameter family of C∞ metrics on ∂M . In this model, the boundary ∂M represents
the geometric infinity of M , analogous to the role played by the Sn at infinity in Hn+1R . In particular the
metric ρ2g|∂M fixes a conformal representative of a metric on ∂M .
The spectrum of the Laplacian of such manifolds was first studied by [MaMe87]; they determined that it
is comprised of finitely many L2-eigenvalues σpp(∆g) ⊂ (0, (n+1)
2
4 ) and the absolutely continuous spectrum
σac(∆g) = [
(n+1)2
4 ,∞). In particular, they prove that the resolvent
R(ζ) = (∆g − ζ(n+ 1− ζ))−1,
is well-defined as a bounded operator on L2g(X) whenever Re(ζ) >
n+1
2 . Further they prove that R(ζ) has a
meromorphic extension to C \ 12 ((n+ 1)−N0), as an operator R(ζ) : C
∞
0 (X)→ C∞(X), and with only finite
order poles (this extension is meromorphic on the whole complex plane assuming the metric is even in the
sense of [Gu05]). The poles of R(ζ) are called resonances.
An alternative proof of this result was obtained by Vasy in [Va17]; the key insight there was to relate
the Helmholtz equation induced by the metric g
(∆g − ζ(n+ 1− ζ))u = f, (2.1)
to a problem arising from an extension across the boundary of (2.1) after shifting by the spectral param-
eter λ. This new operator P (λ) extends smoothly across the boundary, and the associated problem is
nonelliptic−in fact it is a hyperbolic problem derived from the Lorentzian metric on an asymptotically de
Sitter space−however it can still be studied using microlocal tools. In the presence of the extra geometric
assumption that the metric g is non-trapping, i.e. that all geodesics of M tend to ∂M in both directions,
[Va17] obtains high-energy estimates for R(ζ), valid in a strip containing the real axis.
We now move to introducing the complex analogue of these spaces, and introduce our results. We say
a non-compact Riemannian manifold (X, g), of complex dimension (n + 1), is an asymptotically complex
hyperbolic manifold (hereafter ACH manifold) if the following holds. We assume X compactifies to a C∞
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manifold X, compact with boundary, equipped with a choice of boundary defining function r (hereafter, a
bdf). This is a smooth nonnegative function on X which such that
X = {r = 0}, dr|∂X 6= 0.
We further assume the boundary admits: (1) a contact form θ ∈ Ω1(∂X) defined as satisfying θ ∧
(dθ)n 6= 0; (2) an almost complex structure J : Ker θ → Ker θ; such that dθ(·, J ·) is a symmetric, positive-
definite bilinear form on Ker θ. Then we say (X, g) is an ACH manifold if there is a tubular neighborhood
Φ : U → ∂X × [0, ε)r of the boundary ∂X such that















In particular, for any other choice of boundary defining function r̃, we observe that r4g|∂X = e4fθ, for some
f ∈ C∞(X). Denoting the conformal class of our contact structure by [θ] we can consider the boundary as
being endowed with the structure of a conformal pseudohermitian manifold (∂X, [θ], J). This is analogous
the natural conformal structure on (∂M, [ρ2g]) in the real hyperbolic case.
Before continuing, we require an additional hypothesis, which is that g is an even metric; i.e., the dual
metric g−1 defined on T ∗X has only even powers of r in a Taylor expansion at r = 0. This is automatic in
the case of Hn+1C , and necessary for the existence of a meromorphic continuation of the resolvent of ∆g to
all of C, (in fact, the failure of this hypothesis implies the existence of at least one essential singularity in
the continuation of the resolvent, see [Gu05], [GuSa06]).
In the case that the metric of (X, g) is even in the above sense, we can replace the smooth structure
on this manifold with its even smooth structure, denoted Xeven. In this case the smooth structure on X
has been modified by declaring that only functions which are even in r are smooth with respect to Xeven.
This change of the smooth structure permits us to define a square root of our original defining function, and
guarantee that it is an element of C∞(Xeven). Equivalently, the even smooth structure can be defined by
declaring Xeven is a smooth manifold with boundary, with bdf r
2. Throughout we shall denote the square
root of our bdf ρ = r2.
Now we state our main results. First we show, as found in Theorem 2.6,
Theorem 2.1.
Let (X, g, [θ]) be an asymptotically complex hyperbolic manifold, with an even metric. Then the inverse of
∆g − λ2 − (n+12 )
2,
R(λ) : L2c(X)→ H2loc(X)
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admits a meromorphic extension from a region λ ∈ Cs containing the real axis, to all of C, with poles of



















valid for all λ in the strip | Im(λ)| < C0, with C0 depending only on the choice of region λ ∈ Cs where the
meromorphic extension begins. (see Theorem 2.6 for the full statement).
Such high-energy resolvent estimates in strips which allow us to establish an expansion of solutions to
the wave equation in terms of the resonances of ∆g. These expansions are of great interest for the tight
connection they imply between the long-time decay of solutions to the wave equation and the number
of resonances contained in a region near the real axis. In future work we hope to prove such resonance
expansions of waves holds for explicit models of complexified Kerr-de Sitter black holes (c.f. [Dy11]).
On the other hand there is also interest in the behavior of solutions to the wave equation for small times.
This question can be approached by a study of the fundamental solution to the wave equation, as in the








in the setting of real
asymptotically hyperbolic manifolds. This operator has Schwartz kernel U(t, p, p′) satisfying

(




U(t, p, p′) = 0
U(0, p, p′) = δ(p, p′), ∂tU(0, p, p
′) = 0
,








resides in an algebra of Fourier integral operators. Having shown
this, they use the results of [DuGu75,Hö68,Hör71] to study its (regularized) trace.
This construction of the wave group U(t, p, p′) as a Fourier integral operator was motivated by the analysis
of the resolvent of a real asymptotically hyperbolic manifold initiated in [MaMe87]. Mazzeo-Melrose obtained
their results by exhibiting the resolvent as an element of the “large” calculus of zero pseudodifferential
operators Ψ∗0(M); i.e., those pseudodifferential operators with Schwartz kernels constructed as distributions
on the blown-up space M ×0 M , obtained by blowing up the intersection of the the corner ∂M × ∂M with
the diagonal Mdiag ↪→ M ×M in M ×M . The new boundary hypersurface resulting from this blow-up is
called the front face. (For more on the definition of blow-up of an embedded submanifold see §2.2.2).
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Along such lines [JoSá01] construct a class of zero Fourier integral operators as those operators whose
Schwartz kernels, when lifted to M ×0 M , have support away from the left and right boundary faces (i.e.
the lifts of ∂M ×M and M × ∂M respectively). This greatly simplifies the construction of this class of
operators, as typically the corners formed by the intersections of the left face (resp. right) with the front face
would need to be incorporated into the definition of the operators; requiring the support of the Schwartz
kernels avoid such corners allows their contributions to be neglected. In particular, due to the finite speed
of propagation for the wave equation, a distribution which is initially supported only on the front face (such
as U(t, p, p′)) will remain supported in the interior of the front face for all finite time. Thus [JoSá01] can
construct a small time parametrix for the wave group while remaining entirely in this restricted calculus of
zero Fourier integral operators.
Following this strategy we begin with the notion of the Θ-stretched product, X ×Θ X, which is the
analogous blow-up of the double space X × X used to define the class of Θ-pseudodifferential operators
Ψ∗Θ(X) used in the study of the resolvent initiated by [EpMeMe91]. With the appropriate definition of
Θ-Fourier integral operators, we can quickly determine:
Theorem 2.2.
Let G be the length functional on T ∗X, (i.e. the dual metric). For each t ∈ R, the graph of the time-t
flow-out of the diagonal in T ∗X × T ∗X by the Hamilton vector field HG is a canonical relation, denoted C.
Furthermore, the wave group U(t) is a Θ-FIO with respect to this canonical relation.
Once we know the wave group is a Θ-Fourier integral operator, it is straightforward to use the results
of [DuGu75,Hör71] to analyze the trace of U(t, p, p′). One subtlety is that the trace needs to replaced with
a regularized trace, defined using a Hadamard regularization procedure using our choice of bdf ρ. Defining






Proposition 2.1. There exists ε0 > 0 such that for all ε < ε0, the singular support of Tε is contained in
the set of periods of closed geodesics of X.
With this result in hand, after choosing a smooth cutoff χ(t) ∈ C∞(X) supported away from the lengths
of all non-zero periods of closed geodesics, and using the results of [Hö68] we obtain a Duistermaat-Guillemin
type result for the cutoff wave trace.
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Theorem 2.3. There exists {ωk}k∈N0 ⊂ R such that the renormalized trace R TrU(t) satisfies,
∫
R






as µ→ 0 and is rapidly decaying as µ→ −∞. The leading term, ω0 = R Volg(X), is called the renormalized
volume, and can be computed as










and depends on the choice of defining function ρ.
Note that if the non-trapping assumption in Theorem 2.1 holds, Proposition 2.1 implies that the only
singularity of the wave trace is at t = 0.
We now comment a bit on the proof of these results. In the first result, Theorem 2.1, Hsh(X) denotes
the standard semiclassical Sobolev space, with semiclassical parameter h (see §2.2 for the full definition).
The method of proof follows the method developed by Vasy. In [Va17], he proves the analogous result by
recasting the analysis of the linear problem in (2.1) to that of a problem derived from the extended operator
P (λ). Namely, after changing the smooth structure on a real asymptotically hyperbolic M to that of its
even smooth structure Meven, and replacing the boundary defining function r with ρ = r
2, he conjugates
(∆g − ζ(n+ 1− ζ)) by an appropriate power of ρ, and divide by a vanishing factor of ρ. He proves that this
new operator continues smoothly across ρ = 0, to a nonelliptic operator, and denotes the extended operator
P (λ). The new linear problem associated to P (λ) is studied by microlocal means using the structure of
the Hamiltonian dynamics associated to the principal symbol of the extended operator P (λ), and strongly
inspired by the radial point estimates of Melrose, [Me94]. Estimates on P (λ) and its inverse give estimates
on (2.1) and the resolvent. We also note that after this extension procedure, some of the results of [Va17]
can also be obtained from using the standard estimates (e.g. [Hö94, Thm 23.2.4]) for hyperbolic operators
like P (λ), c.f. [DyZw19, Ch 5], [Zw16].
The structure of the Hamiltonian flow of the symbol of P (λ) is as follows. It has radial points at
the conormal bundle N∗∂M \ o of the boundary, i.e. the Hamilton flow at those points is a multiple of
the generator of dilation on fibers of T ∗M . At such points one cannot effectively appeal to Hörmander’s
Theorem on the propagation of singularities [Hö71], however such points can still be treated using Melrose’s
radial point estimates [Me94]. Further, N∗∂M \ o has two components Λ±, and their respective images L±
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on the cosphere at infinity, S∗M = (T ∗M \ o)/R+ consist of a source and sink for the Hamilton flow. The
remaining points are either elliptic or real principal type and can be analyzed with standard microlocal tools.
In our complex hyperbolic setting this is slightly complicated by the fact that the analogous extended
operator P (λ) is still nonelliptic, but is no longer hyperbolic. In fact it is an ultrahyperbolic operator,
of signature (2n, 2). The presence of this higher signature demonstrates the flexibility of the microlocal
approach. Since this operator is now ultrahyperbolic, the Cauchy problem associated to P (λ) is no longer
well-posed [CrWe09], precluding anything like the hyperbolic estimates used in [Zw16]. On the other hand,
the source-sink structure of the flow in a neighborhood of S∗X is present, allowing for the use of the approach
of [Va17] in this setting.
Although the structure of the flow at fiber infinity is the same for the real and complex case not every
aspect of the dynamics of the Hamilton flow is the same, most notably the characteristic set Σ(P (λ)), where
the symbol vanishes, is a connected set. One consequence of this fact is the existence of integral curves of
the Hamilton flow connecting the source and the sink. The collections of all such integral curves define a
relation L ⊆ S∗X × S∗X. This suggests the presence of a scattering operator S(λ) : C∞(∂X) → C∞(∂X),
analogous to the scattering matrix defined in [Me94], associated to such trajectories going from source to
sink or sink to source (i.e., a Fourier integral operator which quantizes the classical scattering map defined
by such trajectories). Such a result would be similar in spirit to [MeZw96], who proved that the scattering
matrix defined in [Me94] was a Fourier integral operator quantizing the time-π geodesic flow of the boundary.
Since the study of such a scattering operator was not necessary for the present results we leave this question
open for later study.
Finally, we remark on the appearance of the renormalized volume in Theorem (2.3). In the real hyperbolic
setting we know that the renormalized volume is (sometimes) dependent on the choice of representative of
the conformal infinity. Namely, for (Mn+1, g) a real asymptotically hyperbolic manifold, one can similarly
define the renormalized volume as the finite part of the in the expansion of Volg({x ≥ ε}) as ε → 0, given
a choice of bdf x. For n odd, the real hyperbolic renormalized volume is independent of (∂M, h0), the
choice of conformal representative of infinity. On the other hand, for n even, is the dependence of the
renormalized volume on the choice of [h], the so-called holographic anomaly (see [HeSk98]) and motivates
the interest of asymptotically hyperbolic manifolds in mathematical physics, for their connection with the
anti deSitter/conformal field theory (AdS/CFT) correspondence.
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The volume expansion of (Mn+1, g) of an asymptotically Einstein metric, for n even, is given by
Volg({x ≥ ε}) = V−nε−n + V−n+2ε−n+2 + . . .+ V−2ε−2 + V0 log(1/ε) + R Volg(M) + o(1),





for cn/2 a dimensional constant. In the ACH setting, the renormalized volume was first studied at this level
of generality by Matsumoto in [Ma16]. Our construction of the renormalized wave trace thus provides an
alternate proof of Matsumoto’s result, via formula (2.2). For a general ACH metric, [Ma16] generalizes this
result for an analogue of Bransons Q-curvature. From his result we obtain as a corollary that the constant








This quantity is a global CR invariant of the boundary, thus leading to a pseudoconformal analogue of the
holographic anomaly. Given these results there is strong connection between the renormalized volume of an
ACH manifold and its spectrum. On the mathematical physics side there seems to be relatively scarce work
on this complex analogue of the AdS/CFT correspondence.
2.2 Notation: Semiclassical and Microlocal Analysis
In this section we briefly recall some of the background definitions and results in microlocal and semiclassical
analysis. Standard references for semiclassical analysis include [DiSj99], and [DyZw19].
Briefly, recall the Schwartz space
S(Rm) = {ϕ ∈ C∞(Rm) : sup |xα∂βxϕ| < +∞ for all multi-indices α, β ∈ Nm0 },
and the space of distributions D′(Rm) as the dual to C∞c (Rm) with its Frechet topology given by the semi-
norms ||ϕ||α,K = supα∈Nm0 supKbRm |∂
α
xϕ|. Similarly, we have the space of compactly supported distributions
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E ′(Rm) defined as the dual to C∞(Rm) with respect to the above Frechet topology.
To define the basic objects in microlocal analysis, we first introduce the class of symbols of order ` ∈ R,




ζ a| ≤ Cαβ〈ζ〉
`−|β| where 〈ζ〉 = (1 + |ζ|)1/2.
We are particularly interested in the subset of classical symbols S`cl(Rm) ⊂ S`(Rm) (also called 1-step





`−j , r →∞ (2.3)
for some functions aj ∈ C∞(Rm × Sm−1). Given this class of functions we define an element of the algebra
of classical pseudodifferential of operators A ∈ Ψ`cl(Rm), as an integral operator obtained from the standard






′)ζa(x, ζ)u(x′)dx′dζ, u ∈ S(Rm), a ∈ S`cl(Rm). (2.4)
The integral in equation (2.4) may not converge, however it can be calculated as a distribution by first
integrating in x′, and then using that the Fourier transform acts on elements of S (Rn) to define the integral
in ζ. This collection of operators forms a filtered algebra under composition satisfying
Ψ`cl (Rm) ⊆ Ψ`
′
cl (Rm) for all ` ≤ `′, and Ψrcl (Rm) ·Ψ`cl (Rm) ⊆ Ψr+`cl (R
m) for all r, ` ∈ R.
The composition of such operators is associative and distributive, and Ψ`(Rm) forms a vector space for each
fixed ` ∈ R.
Similarly we can define the semiclassical algebra of pseudodifferential operators Ψ`h(Rm). These are
associated to h-dependent families of symbol functions
a = (a(·;h))h∈[0,1) ∈ C∞([0, 1)h;S`(Rm)).









u ∈ S(Rm), a ∈ C∞([0, 1)h;S`(Rm)).
For either of these algebras, we consider the notion of principal symbol of an operator, as an element of an
equivalence class of symbols. For a classical pseudodifferential operator A = Op(a) ∈ Ψ`cl(Rm) its principal
symbol σ`(A) is the equivalence of a in S
`(Rm)/S`−1(Rm); associated to a semiclassical pseudodifferential
operator A = Oph(A) ∈ Ψ`h(Rm) as defined in equation (2.5) has semiclassical principal symbol σh(A) is the
equivalence class of a|h=0 in S`(Rm)/hS`−1.
Differential operators form a distinguished subalgebra of pseudodifferential operators (of both varieties
defined above), in which the symbol function a(x, ζ) has polynomial dependence in ζ. In a coordinate chart























with the important difference that the classical principal symbol depends only on terms of order |α| = k,
while the semiclassical symbol depends on all terms of order |α| ≤ k, (i.e., dependent on all terms which are
top order in the h-parameter, for every differential order).
If X is a smooth manifold, we can transfer these definitions to X by localizing the definitions of (2.4),
(2.5) to a coordinate chart, and requiring that the Schwartz kernels of elements of Ψ`cl(X),Ψ
`
h(X) are C∞-
densities away from the diagonal in X ×X. More precisely, we define a cutoff chart of X as a pair (ϕ, χ)
with a diffeomorphism ϕ : U ⊂ X → V ⊂ Rm and χ ∈ C∞c (U). Then we say A ∈ Ψ`cl(X) (resp. Ψ`h(X)) if









∗χj +R, aj ∈ S`(·)(R
m), R ∈ Ψ−∞(·) (X), (2.6)
for some collection of cutoff charts {ϕj , χj} covering X, such that the supports of {ϕj} are locally finite.
Identifying Rmx × Rmζ with T ∗Rm, we can express the principal symbol of an operator A ∈ Ψ`cl(X) (resp.




χj(aj,0 ◦ ϕ̃j)χj ,
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ϕ̃j : T
∗Uj → T ∗Vj , (x, ζ) 7→ (ϕ(x), d(ϕ−1x )ᵀζ)
where aj,0 is the leading term of aj in the expansion (2.3), (resp. aj,0 = aj |h=0).
In particular, elements of Ψ`(X) (resp. Ψ`h(X)) have symbols which lie in
Skhom(T
∗X \ o) (resp. Sk(T ∗X)/hSk−1(T ∗X);
here “ hom ” refers to functions homogeneous with respect to the R+-action on fibers, and o denotes the
zero section. In this formulation, symbol functions which were defined on Rmx ×Rmζ are generalized to fiber-
homogeneous functions of the cotangent bundle T ∗X, and in any coordinate chart localizing (2.4),(2.5), we
have x, ζ as local coordinates for the base and fiber respectively.
Equivalently this definition of the symbol furnishes an algebra homomorphism σ` : Ψ
`
cl(X) → S`cl(X)
(resp. σh : Ψ
`
h(X)→ S`(X)) which participates in a short exact sequence,
0→ Ψ`−1cl (X) ↪→ Ψ
`
cl(X)
σ`−→ S`hom(T ∗X)→ 0,
and,
0→ hΨ`−1h (X) ↪→ Ψ
`
h(X)
σh−−→ S`(T ∗X)/hS`−1(T ∗X)→ 0.
Thus the vanishing of the symbol is the obstruction to having one order lower in the relevant filtered algebra.
If an operator P ∈ Ψ∗cl(X) (resp. Ψ∗h(X)) has a symbol which is non-vanishing away from the zero section
(resp. non-vanishing everywhere), we say that P is elliptic. If P is non-vanishing at a point (x0, ζ0) then we
say P is elliptic at (x0, ζ0), and denote the collection of elliptic points the elliptic set Ell(P ). The complement
of the elliptic set, where the principal symbol vanishes is the characteristic set, denoted Σ(P ).
Closely related to the notion of ellipticity is that of the wavefront set of a distribution. The wavefront
set of u, denoted WF(u) ⊆ S∗X = (T ∗X \ o)/R+ is defined by declaring
(x0, ζ̂0) 6∈WF(u)
if there exists an operator P ∈ Ψ0cl(X), elliptic at (x0, ζ̂0), such that
Pu ∈ C∞(X).
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We also have wavefront sets of a distribution which measure variable Sobolev order, defined by declaring
(x0, ζ̂0) 6∈WFs(u)
if there exists an operator P ∈ Ψscl(X), elliptic at (x0, ζ̂0), such that
Pu ∈ L2g(X).
In particular we have
WFs(u) = ∅ ⇐⇒ u ∈ Hsloc(X),
thus WFs(u)∩W = ∅ for some set W ∈ T ∗X is a microlocalized statement of regularity. Replacing Ψ∗cl(X)
above with Ψ∗h(X) defines the analogous notion of semiclassical wavefront set WFh(u).
A different notion of microlocalized regularity is related to the residual class of our symbols S−∞cl (X) =⋂
`∈R S
`
cl(X). We say that a ∈ S
−∞
cl (X) if for all U ⊂ X compact we have for all N there exists CαβN with,
|∂αx ∂
β
ζ a| ≤ CαβN 〈ζ〉
−N , (x, ζ) ∈ U ∩ T ∗X. (2.7)




ζ a| ≤ Cαβh
N 〈ζ〉−N , (x, ζ) ∈ U ∩ T ∗X, (2.8)
and say that symbols satisfying this identity for all U ⊂ X, lie in the class a ∈ h∞S−∞. In both cases
we define the essential support of a symbol a, ess-supp(a) ⊂ T ∗X as follows: we say (x0, ζ0) ∈ T
∗
X does
not lie in ess-supp(a) if exists a neighborhood U of (x0, ζ0) in T
∗
X such that (2.7), (resp. (2.8)) holds. In
particular, this gives a microlocalized version of regularity, as
ess-supp(a) = ∅ ⇐⇒ a ∈ S−∞cl (X), resp. a ∈ h
∞S−∞(X).
We can also define the “wavefront set” of an operator. If A = Op(a) ∈ Ψs(X), the set of (x0, ζ̂0) ∈ S∗X
such that a(x, ζ̂) ∈ S−∞(X) for (x, ζ̂) in some open neighborhood of (x0, ζ̂0) is well-defined. The complement
of such points is called the microsupport and denoted WF′(A). Equivalently WF′(A) is the complement of
the essential support of a. Moreover we have
WF′(AB) ⊆WF′(A) ∩WF′(B), WF′(A+B) ⊆WF′(A) ∪WF′(B), WF′(A) = WF′(A∗).
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Again this is a microlocal version of regularity since,
WF′(A) = ∅ ⇐⇒ A ∈ Ψ−∞cl (X)
and this residual class of smoothing operators Ψ−∞cl (X) are exactly those operators with smooth Schwartz
kernels. They act as operators which are sequentially continuous E ′(X) → C∞(X). The microsupport
WF′h(Ah) of a semiclassical operator Ah = Oph(ah) ∈ Ψ∗h(X) is similarly defined as the complement of the
essential support of ah (using equation (2.8)).
Next, we introduce a Frechet topology on our operator algebras Ψ`(·)(X). The symbol estimates (2.7),

















ζ a(x, ζ;h)|, (2.10)
inducing the structure of a Frechet space on S`(X), and C∞([0, 1)h;S`(X)) respectively. Throughout this
note, unless specified otherwise, we shall say that A → A∞ in Ψ`(·)(X) to mean σ(·)(A) → σ(·)(A∞) in the
respective Frechet topology on symbols.
Finally, to prove semiclassical estimates of our theorems we shall need to define the appropriate notion of
semiclassical Sobolev spaces. For h bounded away from 0 these are norm equivalent to the standard Sobolev
spaces, but this equivalence is not uniform in h → 0. We say u ∈ Hsh(X) if there is a h-dependent family
u := {uh}h∈I⊂(0,1] ⊂ Hs(X) of functions, with Ahuh L2-bounded for all Ah ∈ Ψsh(X) which have both
standard symbol and semiclassical symbol elliptic. A more precise definition is given in [DyZw19, §E.1.8],
but the above will suffice for our purposes.
2.2.1 Variable Order Sobolev Spaces
Recall that the symbol class S`ρ,δ on Rmx ×Rmζ is defined as those functions a ∈ C∞(Rmx ×Rmζ ) such that for
all α, β multi-indices there exists Cαβ > 0 such that,
|∂αx ∂
β
ζ a(x, ζ)| ≤ Cαβ〈ζ〉
`+ρ|α|−δ|β|.
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Observe that the previously defined symbol class reduces to S` = S`1,0. A common simplification in appli-
cations is to restrict the (ρ, δ) type to ρ = 1− δ, with δ ∈ [0, 1/2); from now on we make this simplification
and denote our symbol class S`δ := S
`
1−δ,δ. We shall in general allow δ to vary, but typically in the regime




δ is independent of δ, allowing such symbols
to be quantized as above; we denote the resulting algebra of operators by Ψ∗δ(Rm). As with the standard
and semiclassical symbol classes, this definition can be generalized to the case of a closed manifold X, for
δ ∈ [0, 1/2) (see e.g. [Hö94, (18.1.1)′′]).
Now, given a function s ∈ C∞(T ∗X \ o), homogeneous of degree zero, we shall construct an operator
with symbol
σ(L)(x, ζ) := s(x, ζ) log(〈ζ〉) (2.11)
where 〈·〉 = (1+|·|)1/2 is defined with respect to |·|, any choice of norm on the fibers of T ∗X, smoothly varying
on the base point. As the notation suggests, the function σ(L)(x, ζ) is the symbol of a pseudodifferential
operator L ∈ Ψ0δ(X), constructed by following the local quantization formula given by (2.4), and gluing
local quantizations as in (2.6). Setting s1 = sup s(x, ζ), and following [Zw12, §8.3], we can construct the
exponential of L to obtain a pseudodifferential operator exp(L) ∈ Ψsδ(X) ⊂ Ψ
s1
δ (X). This allows us to define
the variable order Sobolev space by using the operator as an exponential weight,
Hs(X) = exp(−L)(L2(X)), ||u||Hs = || exp(L)u||L2 .
Setting s0 = inf s(x, ζ), such variable order spaces satisfy H
s0(X) ⊂ Hs(X) ⊂ Hs1(X), as the symbol of
exp(±L) is given by |ξ|s(x,ζ) ∈ Ssδ for all δ > 0, thus exp(L) : H`(X) → H`−s(X) for all `, see [Hö94, Thm
18.1.13].
Finally, because we shall require a semiclassical analogue of our variable order Sobolev spaces, we will
modify L to be a semiclassical pseudodifferential operator Lh ∈ Ψ0δ,h(X), for any δ ∈ [0, 1/2) . By sim-
ply changing variables in ζ one could write Op(σ(L)(x, ζ)) = Oph(σ(L)(x, ζ/h)), however this function
σ(L)(x, ζ/h) as h → 0 may not satisfy any of the necessary estimates to be a semiclassical symbol of any
type. We resolve this by introducing a cut-off on its symbol near the zero section, defining
σh(Lh)(x, ζ) := s(x, ζ) log(〈ζ〉)(1− χ(x, ζ)), (2.12)
where χ ∈ C∞(T ∗X) is identically 1 in a neighborhood of o ∈ T ∗X, and WFh(Lh) does not meet the zero
section. With this adjustment, the function σh(Lh)(x, ζ) can be realized as the semiclassical symbol of a
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pseudodifferential operator Lh ∈ Ψ0δ,h(M), constructed by following the local quantization formula given by
(2.5), and gluing local quantizations as in (2.6). As above, we define the semiclassical variable order Sobolev
space by setting
Hsh(X) = exp(−Lh)(L2(X)), ||u||Hsh = || exp(Lh)u||L2 .
Further, since σ(L−Lh)(x, ζ) = s(x, ζ) log(〈ζ〉/〈hζ〉), the difference of their standard principal symbols, and
their derivatives, are uniformly bounded in (x, ζ) for any h fixed. Thus by [Zw12, Thm 8.8], applied with h
fixed, we have Hsh(X) = H
s(X) with equivalent norms, comparable by constants only depending on h.
2.2.2 Manifolds with corners
Recall that, by definition, a map [0,∞)m −→ [0,∞)m is smooth if it has a smooth extension to a map
between open neighborhoods of [0,∞)m in Rm. A smooth m-dimensional manifold with corners W is a
manifold smoothly modeled on [0,∞)m with embedded boundary hypersurfaces. This latter condition is
equivalent to the existence, for each boundary hypersurface H, of a smooth function ρ : W −→ R such that
ρ(W ) ⊆ [0,∞), ρ−1(0) = H, dρ has no zeroes on H;
any such function is known as a boundary defining function for H. A product of boundary defining functions,
one per each boundary hypersurface of W, is known as a ‘total’ boundary defining function for W.
A construction we use repeatedly to obtain new manifolds with corners is (real) blow-up of a ‘p-
submanifold’ (or ‘submanifold of product-type’). An embedded submanifold Y ⊆ W is a p-submanifold
if every point q ∈ Y has a neighborhood U such that
U = W ′ ×W ′′
where W ′ is a manifold with corners and W ′′ has no boundary. (Thus the interval {x = 12 , 0 ≤ y ≤ 1}
is a p-submanifold of the unit square, while the diagonal {0 ≤ x = y ≤ 1} is not a p-submanifold of the
unit square.) These are the submanifolds that have ‘nice’ tubular neighborhoods. The blow-up of W along
Y, denoted [W ;Y ], is the manifold with corners obtained by removing Y and replacing it with its inward
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pointing spherical normal bundle in W,
[W ;Y ] = W \ Y
⊔
(N+WY \ o)/ ∼, where v ∼ λv for all v ∈ N
+
WY \ o, λ > 0. (2.13)
A modification given a subbundle S of the conormal bundle to Y in W, N∗WY, known as the ‘parabolic
blow-up of W along Y with parabolic directions S’ and denoted [W ;Y, S], is obtained by replacing the radial
dilations with anisotropic dilations,
[W ;Y, S] = (W \ Y )
⊔
(N+WY \ o)/ ∼S ,
where (vS◦ , vS′) ∼S (λvS◦ , λ2vS′) for all v = (vS◦ , vS′) ∈ N+WY \ o, λ > 0, (2.14)
and where we have chosen a complementary sub-bundle S′ to the annihilator S◦ of S.
A blow-up comes with a blow-down map
[W ;Y ] −→W, [W ;Y, S] −→W,
which we usually denote β. If L ⊆W is a submanifold which is equal to the closure of L\Y, then the ‘interior
lift’ of L along β is defined to be the closure of β−1(L \ Y ).
Every manifold with corners can be embedded into a closed manifold (see, e.g., [AlMe11, Theorem 4.2])
and a smooth function on a manifold with corners is, by definition, the restriction of a smooth function
on a closed manifold. However, it is convenient and often necessary to work within the larger class of I-
smooth functions, or functions that are smooth with respect to index sets (also known as polyhomogeneous
functions). On a manifold with boundary W, with boundary defining function ρ, an I-smooth function f





s(log ρ)p as ρ→ 0,
where the coefficients, as,p(y), are smooth functions on ∂W. We denote the set of such functions by
A Ephg(W ).
In order for this to make sense, and behave well with respect to change of boundary defining function, we
require of E that:
75
i) Any infinite sequence ((sj , pj)) ⊆ E satisfies Re sj →∞,
ii) If (s, p) ∈ E then (s+ k, p′) ∈ E for all k ∈ N0 and 0 ≤ p′ ≤ p.
On a manifold with corners I-smooth functions have index sets at each boundary hypersurface and joint
expansions at corners, see [Ma91, §2A] for details. As I-smooth functions are C∞(W )-modules it is straight-
forward to define I-smooth sections of vector bundles.
We say that a function f vanishes to infinite order at a boundary hypersurface H of a manifold with
corners W if all of the coefficients in its Taylor expansion at H are identically zero. We denote the set of
smooth functions on W that vanish to infinite order at all boundary hypersurfaces of W by Ċ∞(W ), and
those that vanish to infinite order at all boundary hypersurfaces except for H by Ċ∞H (W ).
A beautiful and powerful geometric technique of Melrose for understanding the mapping properties of an
operator and the composition of two operators is provided by the pull-back and push-forward theorems. A
map f : W −→W ′ between manifolds with corners is a b-map, i.e., a ‘boundary map’, if the pull-back of any
boundary defining function of a boundary hypersurface of W ′ is the product of boundary defining functions
of W. An example is the projection of the square onto one of its sides and a non-example is the map from
the unit square onto [0, 2] sending (x, y) to x+ y. A b-map is ‘simple’ if the pull-back of a boundary defining
function of W ′ is a boundary defining function of W. The pull-back of an I-smooth function by a b-map
is again an I-smooth function, [Ma91, Proposition A.13]. For a simple b-map, f, the index set of f∗u at a
boundary hypersurface H of W ′ is N0×{0} if f(H) = W ′ and is equal to the index set of u at the boundary
hypersurface f(H) otherwise.
The push-forward of a density along a fiber bundle map is the fiberwise integral of that density; in general
push-forward is defined as the dual of pull-back. A b-fibration is a b-map between manifolds with corners
that restricts to a fiber bundle over the interior of each boundary face and does not increase codimension (see
[Gr01, Definition 3.9]). Push-forward along a b-fibration is especially well-behaved for b-densities: a density
on the interior of W is a b-density if its product with a total boundary defining function is a non-degenerate
density on W. If u is an I-smooth density on W and f : W −→ W ′ is a simple b-fibration, then f∗u is an
I-smooth b-density on W ′. The index set of f∗u at a boundary hypersurface H of W ′ is the ‘extended union’
of the index sets of u at the boundary hypersurfaces of W that are mapped onto H by f. Here the extended
union of two index sets E and F is
E∪F = E ∪ F ∪ {(z, p) ∈ C× N0 : (z, p− 1) ∈ E ∩ F}.
In this paper we will only require pull-back and push-forward along simple b-maps; we refer the reader
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to the references for the results for non-simple b-maps.
2.3 ACH Manifolds and the Extended Operator
We start by introducing the geometric structure of an asymptotically complex hyperbolic manifold, and
recall Vasy’s construction of the extended operator in the real asymptotically hyperbolic case.
Consider an open Riemannian manifold (X, g) with dimR = 2n + 2 which compactifies to a smooth
manifold X with boundary ∂X. To study asymptotically complex hyperbolic manifolds (ACH manifolds)
X we begin by introducing a boundary defining function (hereafter, a bdf), r, as a smooth nonnegative
function on X which vanishes precisely on the boundary, and has non-vanishing differential there.
We further assume the boundary admits: (1) a contact form θ ∈ Ω1(∂X) defined as satisfying θ∧(dθ)n 6=
0; (2) an almost complex structure J : Ker θ → Ker θ defined as satisfying J ◦ J = − Id; such that dθ(·, J ·)
is a symmetric, positive-definite bilinear form on Ker θ. Then we say (X, g) is an ACH manifold if there is
a tubular neighborhood Φ : U → ∂X × [0, ε)ρ of the boundary ∂X such that















In the case of a strictly pseudoconvex domain X = Ω ⊂ Cn, this is the form taken by both the Bergman
metric and Cheng-Yau Kähler metric [ChYa80], where θ = i(∂−∂)ρ|∂Ω, and dθ(·, J ·) =: Lθ is the associated
Levi form [DrTo07].
Something to highlight is that this definition fits in a more general framework. Observe that from our
hypotheses such a manifold has bounded geometry and a product decomposition [0,∞)r × ∂X outside some










−1 is the dual metric to g0(r) on T
∗∂X (c.f. [GuSa06][VaWu05]). The quantity −∂rg−10 (r)|r=r0
is equal to the second fundamental form of the hypersurface ∂Xr0 = {r = r0}.
An additional hypothesis we will impose is that our ACH manifold (X, g) has an even metric, in the sense
of [Gu05]. This is equivalent to the existence a product decomposition (2.15) of the metric such that g0(r)
is an even family of metrics; this is equivalent to the dual metric g−10 (r) admitting an even Taylor expansion
at r = 0 in the product decomposition (i.e., one with non-zero coefficients only for even powers of r).
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Setting γ(r) = J−1∂rJ with J =
√
|det g0(r)| , the Laplacian has the form,
∆g = − 14 (r∂r)










[(2n+ 2) + ργ(ρ)]ρDρ + ρ∆g0(ρ),
where in the second equality we have introduced a new boundary defining function r2 = ρ by changing the
smooth structure on X so that ρ is a smooth function (equivalent to asserting that only even functions of r
are smooth). Our motivation for changing the smooth structure of X is that, as we will show, after a suitable
conjugation of ∆g and division by a vanishing factor the resulting operator smoothly and nondegenerately
“continues across the boundary,” that is, continues to an operator defined on,
X−ε′ = (−ε′, 0)ρ × ∂X tXeven, (2.17)
where Xeven is the manifold with the new smooth structure. We fix 0 < ε
′ < 12 here and throughout.
From the form of the operator ∆g − λ2 − (n+12 )
2, we can see that the associated indicial polynomial,
I(α) =M(r−α(∆g − λ2 − (n+12 )
2)rα) where M(·) denotes the Mellin transform, is given by
I(α) = − 14α
2 + (n+1)2 α− (
n+1
2 )
2 − λ2 = − 14 (α− (n+ 1))
2 − λ2
and thus has indicial roots α± = (n+1)±2iλ. Following [EpMeMe91], we introduce a new spectral parameter
ζ defined by 2ζ = (n+ 1)− 2iλ. The indicial roots are then 2ζ, 2(n+ 1− ζ).
This motivates the choice to conjugate the Laplacian (∆g−ζ(n+1−ζ)) by r2ζ = ρζ = ρ
n+1
2 −iλ to obtain
an operator which extends to X−ε′ . Repeatedly using the identity ρDρ( ρ
α) = ρα(ρDρ − iα) we find,
ρiλ−
n+1






2 + i2 (2n+ 2 + ργ)ρDρ + ρ∆g0)ρ
n+1
2 −iλ − ζ(n+ 1− ζ)
= (ρDρ − in+12 − λ)
2 + i2 (2n+ 2 + ργ)(ρDρ − i
n+1
2 − λ) + ρ∆g0 − (λ
2 + (n+12 )
2)
= (ρ2D2ρ − iρDρ − 2(n+12 + λ)ρDρ − (
n+1
2 )
2 + λ2 + iλ(n+ 1)) + i(n+ 1)ρDρ
+ ( (n+1)
2




2 − λ) + ρ∆g0(ρ) − (λ





2 − (i+ 2λ)Dρ + i2γ(ρ)(ρDρ − i
n+1




This operator is an element of Diff2(Xeven) and the hypothesis of an even metric implies that we can extend
γ, g0 smoothly to {ρ < 0}, so this in fact defines an element of Diff2(X−ε′). To summarize,
r−2ζ(∆g − ζ(n+ 1− ζ))r2ζ = ρP (λ), where r2 = ρ, λ = i(ζ − (n+1)2 )
and
P (λ) = ρD2ρ − (i+ 2λ)Dρ + ∆g0(ρ) + i2γ(ρ)(ρDρ − i
n+1
2 − λ).
It is important to notice the ρ-dependence of the principal symbol of ∆g0(r). Namely,
∆g0(ρ) = ∆H − ρ Z




where Z is the Reeb vector field satisfying θ(Z) = 1 and ιZdθ = 0, and ∆H is the seccond order operator
associated to the metric gH of the subbundle Ker(θ) ⊂ TX. The coefficient of ρ in front of D2ρ and Z2
implies that for ρ < 0, P (λ) is not a strictly hyperbolic operator but instead is an ultrahyperbolic operator
of signature (m− 2, 2).
In a choice of Darboux coordinates, (ρ, w, z), our convention is that the contact form θ is given by




j+n − wj+ndwj .
Given these coordinates we express co-vectors as ξdρ+ ηH ·αH + ηV dz, with {α1H , . . . , α2nH } a local co-frame
of exact 1-forms dual to {Y1, . . . , Y2n}, an orthonormal frame for gH . In these coordinates, the canonical
symplectic form on T ∗X has the expression




H + dz ∧ dηV . (2.18)
Now, we can compute the symbol of the modified Laplacian P (λ),
σ2(P (λ)) = p = ρξ
2 + |η|2g0(ρ) = ρξ
2 + |ηH |2gH (ρ) + ρη
2
V .
This operator has real principal symbol, homogeneous of order 2 on each fiber of T ∗X. In the “physical
region” where ρ > 0 our operator is elliptic, and so its characteristic set satisfies Σ(P (λ)) ⊂ {ρ ≤ 0}.
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Further, it has different expressions depending on sign(ρ): since
Σ(P (λ)) = {(x, ζ) ∈ T ∗X \ o : p(x, ζ) = 0} ⇐⇒ −ρ(ξ2 + η2V ) = |ηH |2gH(ρ),
we have









For the non-semiclassical microlocal analysis, this form of the extended operator will be sufficient for
our analysis. However for proving high-energy resolvent estimates we will need to study the associated
semiclassical problem. Introducing the semiclassical scaling of P (λ), we calculate for 0 < h 1, ω ∈ C, and
λ = ω/h,












2 − (ih+ 2ω)hDρ + h2∆g0(ρ) + ih2 γ(ρ)[ρhDρ − i
n+1
2 h− ω],
and conclude that h2P (ω/h) is a second order semiclassical differential operator on X with coefficients
smooth up to the boundary, depending holomorphically on ω ∈ C. The semiclassical principal symbol of
this operator is given by
σh(h
2P (ω/h)) = ρξ2 − 2ωξ + |ηH |2gH (ρ) + ρη
2
V .
From this formula we can see that our operator is not semiclassically elliptic at the zero section (where every
fiber variable vanishes). To fix this problem we finally conjugate our operator by (1 + ρ)
iω
h to obtain
Ph(ω) := (1 + ρ)




2 − 2(1 + f1)ωhDρ − 2(1 + f2)ω2 + h2∆g0(ρ)
− ih2Dρ + (h2g1)ρDρ + hg2ω + hg3








operator has semiclassical principal symbol,
σh(Ph(ω)) = pω = ρ(ξ
2 + η2V )− 2(1 + f1)ωξ − 2(1 + f2)ω2 + |ηH |2gH (ρ).
From the structure of the symplectic form (2.18) we can compute the Hamilton vector fields of our
(semi-)classical symbols,
Hp = 2ξρ∂ρ − (ξ2 + η2V + ∂ρ|ηH |2)∂ξ + H̃q(ρ) + (2ηV ρ)Z − (Z|ηH |2)∂ηV ,
Hpω = 2(ξρ− (1 + f1)ω)∂ρ − (ξ2 + η2V + ∂ρ|ηH |2 − 2(∂ρf1)ωξ − 2(∂ρf2)ω2)∂ξ
+ H̃q(ρ) + (2ηV ρ)Z − (Z|ηH |2)∂ηV
where H̃q(ρ) is the Hamilton vector field of (w, z, ηH , ηV ) 7→ |ηH |2(ρ;w, z, ηH , ηV ), and ∂ρ|ηH |2 = ∂ρhij(ρ, w, z)ηH,iηH,j ,
a quadratic form in ηH . It is also worth highlighting that Hpω − Hp = ωV , for a smooth vector field V .
(This fact will be used to deduce that their rescaled vector fields differ only by a smooth vector field tangent
to ∂T
∗
X, and thus have the same dynamics at fiber infinity).
Further, the form of ω given by (2.18) makes it simple to observe that the conormal bundle N∗∂X ⊆ T ∗X
is in fact a Lagrangian submanifold, as every basic 2-form in its expression vanishes on one of the coordinate
functions defining N∗∂X = {(x, ζ) ∈ T ∗X : ρ = 0, (ηH , ηV ) = (0, 0)}. This implies ω|N∗∂X = 0, and the
conormal bundle is a submanifold of the correct dimension, hence Lagrangian. In fact, this submanifold
furnishes a conic Lagrangian of radial points Λ±, since
dp = (ξ2 + η2V )dρ+ 2ρξdξ + 2ρηV dηV + d(|ηH |2gH ),
dp|N∗∂X = ξ2dρ 6= 0, dp|N∗H ∂X = (ξ
2 + η2V )dρ 6= 0.
Following [HaVa15], we label the connected component of N∗∂X \ o on which ξ > 0 as Λ+ and that on
which ξ < 0 as Λ− and point out that
Λ± ⊂ {p = 0}, dp|Λ± 6= 0, ±Hp|Λ± || Rstd|Λ± ,
where Rstd = (ξ∂ξ + ηH · ∂ηH + ηV ∂ηV ) is the infinitesimal generator of the dilation on fibers in T ∗X.
Here || denotes two vector fields which are positively proportional, i.e., are equal up to multiplication by a
positive function. At such points in T ∗X, the hypothesis in Hömander’s Theorem on the propagation of
singularities [Hö71] is vacuous. However we can supplement our analysis with the help of Melrose’s radial
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estimates [Me94], which will be used in the proof of both meromorphic continuation of the resolvent and
the high-energy estimates.
This Lagrangian N∗∂X \ o contains points which are sources and sinks for the Hamiltonian flow of the
symbol p, with Λ+ containing the source and Λ− containing the sink, as we will show in Lemma 2.1.
Finally, something that is crucial to observe at this stage is that unlike the real hyperbolic setting,
the characteristic set of the extended Laplacian Pλ is connected. This bears a close relationship with the
ultrahyperbolic nature of the extended problem associated to the operator Pλ. For a hyperbolic problem such
as the linear wave equation, the characteristic set is disconnected (for the wave equation it is equal to the
light cone minus zero section), and the fact that we can choose a direction of propagation for the Hamilton
flow of the symbol independently in the two components is related to the well-posedness of the Cauchy
problem for the wave equation. The Cauchy problem for an ultrahyperbolic operator is not in general well-
posed, [CrWe09]. Regardless, the source/sink structure of the Hamilton flow of p will be sufficient to prove
Fredholm estimates for the operator Pλ on appropriate function spaces, which will allow us to construct the
meromorphic continuation of the resolvent.
2.3.1 Hamiltonian Dynamics of p
To study the behavior of symbols in the regime of ζ large, we will consider them as functions on the radially
compactified cotangent T
∗
X. This is a manifold with interior diffeomorphic to T ∗X and over the interior of
X, has boundary diffeomorphic to the sphere bundle S∗X = (T ∗X \ o)/R+. We introduce a radial variable
R = (ξ2 + |ηH |2 + η2V )−1/2 (2.19)
as a defining function for fiber infinity of T
∗
X, i.e. S∗X = ∂T
∗
X = {R = 0}. In the coordinates
ξ̂ = ξR, η̂jH = η
j
HR, η̂V = ηVR,
the Hamilton vector field satisfies
RHp = 2ξ̂ρ∂ρ +RH̃q(ρ)
+ (ξ̂2 + η̂2V + ∂ρ|η̂H |2)(ξ̂R∂R − (|η̂H |2 + η̂2V )ξ̂∂ξ̂ + ξ̂(η̂H · ∂η̂H + η̂V ∂η̂V ))
+ (2η̂V ρ)∂z + (∂ρ|η̂H |2)(η̂VR∂R − (ξ̂2 + |η̂H |2)∂η̂V + η̂V (ξ̂∂ξ̂ + η̂H · ∂η̂H )),
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(using the identity ξ̂2 + |η̂H |2 + η̂2V = 1) and in these coordinates we can write the limiting radial sets as
L± = {R = 0, ρ = 0, η̂H = η̂V = 0, ξ̂ = ±1} = N∗∂X ∩ S∗X (2.20)
We claim that L+, L− are respectively a source and a sink.
Lemma 2.1. The sets L± are invariant under the Hamilton flow of RHp. Moreover L+ is a radial source
for the flow, and L− is a radial sink
Proof. This proof closely follows that of [DyZw19, Lemma 5.15], in that we argue in a neighborhood of
the radial set, by replacing the flow with its rescaling exp(tRHp). Throughout the proof, a2, a3 will denote
arbitrary smooth functions which vanish quadratically (resp. cubically) at L±.
First, we note that since |ηH |2 is a quadratic form in ηH , so is ∂ρ|ηH |2, and thus ∂ρ|η̂H |2 = R2∂ρ|ηH |2
vanishes to second order at L±. Combining these facts we have near L+ t L−,
R2∂ρ|ηH |2 = ∂ρ|η̂H |2 = a2
H̃q(R) = −(∂ρ|ηH |2)(−ξ̂R2) = a2
Using the coordinate functions defined in a neighborhood of fiber infinity as in (2.20), we have
RHp(R) = R[ξ̂(ξ̂
2 + η̂2V + ∂ρ|η̂H |2) +RH̃q(R)] + η̂VR2∂ρ|ηH |2 = ξ̂3R+ a3
RHp(ρ) = 2ξ̂ρ
RHp(η̂V ) = ξ̂η̂V (ξ̂
2 + η̂2V + ∂ρ|η̂H |2)− ∂ρ|η̂H |2(ξ̂2 + |η̂H |2) = ξ̂3η̂V + a3
RHp(ξ̂) = −(ξ̂2 + η̂2V + ∂ρ|η̂H |2)(|η̂H |2 + η̂2V )ξ̂ = −ξ̂3(|η̂H |2 + η̂2V ) + a3
RH̃q(|η̂H |2) = RH̃q(R2|ηH |2) = |ηH |2(2R2H̃q(R)) +R3H̃q(|ηH |2) = 2H̃q(R)|η̂H |2 + 0
RHp(|η̂H |2) = (2(ξ̂)(ξ̂2 + η̂2V + ∂ρ|η̂H |2) + 2H̃q(R))|η̂H |2 + 2(ξ̂ρ)(R2∂ρ|ηH |2)
= 2ξ̂3|η̂H |2 + a3
Using these formulae, and the fact that ±ξ̂ = 1 on L±, there exists1 C0 > 0 such that in a neighborhood
of L± we have
±RHp(ρ2 + |η̂H |2 + η̂2V ) = ±2ξ̂(2ρ2 + ξ̂2|η̂H |2 + ξ̂2η̂2V ) + a3
≥ (ρ2 + |η̂H |2 + η̂2V ) + a3
1In fact, C0 = 2−1/3 would suffice for this claim.
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±RHp(R) ≥ C0R+ a3
Using these last two inequalities we have that in a neighborhood of L±,
±RHp(fL) ≥ fL +O(f3/2L ), with fL := ρ
2 + |η̂H |2H + η̂2V + (C0R)2.
This implies that there exists ε1 (depending on the implicit constant in O(f3/2L )), such that in {fL ≤ ε1, ξ >
0}, fL is strictly increasing along the flow and in {fL ≤ ε1, ξ < 0}, fL is strictly decreasing along the
flow. Further, since fL is a quadratic defining function of L±, we have that L± is invariant under the flow
(RHp|L± is zero, hence the flow is constant at those points). Outside of such constant trajectories, all such
null-bicharcteristics in these neighborhoods of L± tend to L± in one direction and towards {fL = ε1} in the
other. Namely, we have uniformly in (p, ζ) in a neighborhood of L± that
etRHp(p, ζ)→ L∓, as t→ ±∞
R(e∓tRHp(p, ζ)) ≥ eC0tR(p, ζ), for t ≥ 0
this proves that L+ is a radial source and L− is a radial sink, as claimed.
Having established the source/sink structure of the flow we can now show that for the standard symbol
(i.e. the non-semiclassical symbol), the structure of the dynamics on all of Σ satisfies:
Lemma 2.2 (Global Non-Semiclassical Dynamics).
There is an ε0 > 0 such that if γ(t) : R → Σ ∩ {|ρ| < ε0} is the restriction of a maximally extended null-
bicharacteristic of p to {|ρ| ≤ ε0} containing α ∈ Σ, then γ+(α), γ−(α) the image of forward, resp. backward
half-bicharacteristic of p from α satisify:
γ+(α) ∩ {ρ = −ε0} 6= ∅ or γ+(α)→ L− and γ−(α) ∩ {ρ = ε0} 6= ∅ or γ−(α)→ L+.
In particular, there are no trajectories which originate in the region {ρ < 0} and enter the interior {ρ > 0}
(along the flow-direction).
Proof. For ease of notation we shall use ρ(t) to denote ρ(γ(t)), and ρ̇(t) will denote a derivative with respect
to t.
From Lemma (2.1), we know that there exists ε1 > 0 such that fL = ρ
2 + |η̂H |2H + η̂2V + (C0R)2 on the
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set {fL ≤ ε1} is strictly increasing (resp. decreasing) along the flow of Hp, depending only on whether ξ > 0
(resp. ξ < 0). Thus all non-constant null bicharacteristics which contain a point in {fL ≤ ε1} flow to L± in
one direction and to {fL = ε1} in the other direction.
Consider (x, ζ) ∈ Σ, and assume first that along the null-bicharacteristic γ(t) = etHp(x, ζ) we have
ξ(γ(t)) 6= 0 for all t. Since ρ̇(γ(t)) = 2ρξ, if this condition holds then ρ itself acts as a global negative escape
function for the trajectory γ(t) in {ρ < 0}, and depending on the sign of ξ0 = ξ ◦ γ(0) either positive (resp.
negative) such a trajectory flows forward to {ρ = −ε0} and backwards to L+ (resp. flows forward to L−
and backwards to {ρ = −ε0}). For more details, see [Va17, §3.C].
On the other hand, it is possible that γ(t) = etHp(x, ζ) satisfies ξ(γ(t0)) = 0 for some finite t0, while
ρ(γ(t0)) < 0. It is this phenomena which is new compared to the real hyperbolic setting and is a reflec-
tion of the connectedness of Σ(P ) since these are the null-bicharacteristics which can connect the disjoint
components of the radial sets. At such points we claim that
ρ̇(t0) = 0, and ρ̈(t0) > 0
so these points are local minima for ρ(t) in the region {ρ < 0}. Further, we claim that along such trajectories,
ρ(t) has exactly one critical point, hence ρ(t0) is a global minimum in the region {ρ ≤ 0}. To see why in
both cases recall that ρ̇ = 2ρξ, and ξ̇ = −(ξ2 +η2V +∂ρ|ηH |2) < 0 which is non-vanishing on all of Σ, (observe
that ∂ρ|ηH |2 + η2V is non-negative since this quantity is equal to the left hand side of equation (2.16), which
is non-negative when ρ < 0). Hence, if ρ̇(t0) = 0 in {ρ < 0}, this implies ξ(t0) = 0 and so
ρ̈(t0) = 2|ρ|(η2V + ∂ρ|ηH |2) > 0,
as claimed. To see why this critical point of ρ(t) is unique in {ρ < 0}, it suffices to observe that ρ̇ vanishes
in this region if and only if ξ does; since ξ̇ < 0 in all of Σ this vanishing can occur at most once.
As γ(t0±t) tends towards {ρ = 0} it is also approaching fiber infinity; if γ(t0±t) enters {fL ≤ ε1,∓ξ > 0}
then by Lemma (2.1) γ(t) tends to L∓ as t→ ±∞ so we are done. On the other hand, if γ(t0 ± t) doesn’t
meet {fL ≤ ε1,∓ξ > 0} in finite time, then ρ(t0 ± t) enters {ρ = 0} in some finite time t0 ± T without
passing through {fL ≤ ε1,∓ξ > 0}. Near {ρ = 0}, a short argument proves that such bicharacteristics
cannot pass from {ρ < 0} to {ρ > 0}. Not only does Hp(ρ) = 2ρξ vanish at T
∗
{ρ=0}X \ S∗X, in fact every
higher derivative of t 7→ ρ(γ(t)) does as well: by induction we observe that if H(n)p (ρ) vanishes at ρ = 0, i.e.,
is of the form H
(n)
p (ρ) = ρ · ψ, then H(n+1)p (ρ) = (2ρξ)ψ + ρHp(ψ) which again vanishes. Meanwhile, we
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have
Hp(ξ)|Σ∩{ρ=0} = −(ξ2 + η2V ) < 0
which is everywhere non-vanishing. Thus, null-bicharacteristics which reach {ρ = 0} in finite time ±t1 > 0
continue towards {fL < ε1, ξ ∓ 0}, at which point they tends towards L∓ as t→ ±∞.
2.3.2 Complex absorption
The final step before establishing our propagation estimates for Pλ is to convert our PDE to one occurring
on a closed manifold, and adding a complex absorbing ‘potential’ Q. A convenient way to do this is to
introduce the space X̃ to be the manifold obtained by doubling X−ε0 across its boundary, the extended
space defined in (2.17), with ε0 > 0 given by Lemma (2.2). On this closed manifold we have two disjoint
copies of Xeven.
Now we define the operator which will serve as a complex absorbing ‘potential’ in the sense of [NoZw09].
This is an operator Q ∈ Ψ2(X̃) with real symbol q satisfying certain support properties. We begin with a
real symbol supp(q) ⊂ {ρ < −ε0/2} ∩ Σ, q ≥ 0 everywhere, and q|{ρ=−ε0} > 0; further we require that the
support properties also apply to the Schwartz kernel i.e., in both arguments on the product space X̃ × X̃
where the Schwartz kernel is defined. Imposing these support conditions on q′, we extend p, q both from
X̃ \X−ε0 to all of X̃ such that p± iq is elliptic at ∂X−ε0 .
2.3.3 Microlocal Estimates: Elliptic, Principal type, Radial point
Throughout this section, unless specified otherwise, all estimates and spaces should be taken as occurring
on the closed manifold X̃ defined in §2.3.2. In particular our space contains two copies of X−ε0 glued along
their shared boundary, each equipped with a copy of the PDE associated to the operator Pλ − iQ. Away
from either copy of the ‘extended region’ {−ε0 ≤ ρ ≤ 0}, when there is no chance of confusion, we shall make
statements about a single copy of X, knowing that the PDEs on these two copies of X−ε0 are essentially
decoupled (i.e., their separating hypersurface ∂X−ε0 = {ε0 = ρ} is an elliptic region for Pλ − iQ, thus
bicharacteristics which pass from one copy of X−ε0 to the other may for analytic purposes be treated as
bicharacteristics emanating from the boundary on a single copy of X−ε0).







Figure 2.1: A picture of the null-bicharacteristic flow of Pλ in the cotangent bundle over the extended region
of T ∗(X−ε0 \X). The dotted region depicts the support of the complex absorbing potential q ≥.
of singularities [Hö71]. Specifically we’ll use [DuHö72, Thm 6.1.1], which first we rephrase in terms of the
estimate (2.22), rather than the wavefront set. Thus let P ∈ Ψk(X̃), with a real valued symbol p := σ(P ),
and suppose that in an open conic subset U ⊂ T ∗X̃ \ o,
p(x, ζ) = 0, (x, ζ) ∈ U =⇒ Hp and Rstd are linearly independent at (x, ζ). (2.21)
The basic estimate for such points is dependent on a dynamical statement. For all s and N , and for all
A,B,G ∈ Ψ0(X̃) if WF′(A) is backward controlled by Ell(B), i.e. if for all (x, ζ) ∈ WF′(A) there exists a
time T > 0 such that
eTHp(x, ζ) ∈ Ell(B), etHp(x, ζ) ∈ Ell(G) ∀t ∈ [0, T ]
then one has the estimate
||Au||Hs ≤ C(||GPu||Hs−k+1 + ||Bu||Hs + ||u||H−N ). (2.22)
Note that, in the case of an operator with real-valued homogeneous symbol, the hypothesis of backward
control by B can be replaced by forwards controlled by Ell(B), defined by switching the sign of T throughout
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the previous paragraph.
If P satisfies the backwards controlled hypotheses then the proof of estimate (2.22) holds if we replace
P with P − iQ for any Q which satisfies Q ∈ Ψ2(X̃), WF′(Q) ⊂ Ell(G), and σk(Q) = q ≤ 0. If P satisfies
the forwards controlled hypotheses then the proof of estimate (2.22) holds if we replace P with P − iQ for
any Q which satisfies Q ∈ Ψ2(X̃), WF′(Q) ⊂ Ell(G), and σk(Q) = q ≥ 0. In other words reversing the sign
of Q implies the estimate holds for P − iQ but only under the appropriate direction of control by Ell(B).
In any case, we can now see the need for different estimates at the radial points, since for the operator
ρPλ = ρ




we have Hp|Λ± = −ξ(Rstd)|Λ± at the sets Λ± = N∗∂X, which precisely violates the condition (2.21).
There are two different estimates which hold at the radial sets depending on whether we are in a high or
low regularity setting. What becomes relevant is the sign of the sub-principal symbol of Pλ. Namely,
σ1(
1
2i (Pλ − P
∗
λ ))|Λ± = −ξ Im(λ) = −ξ̂ Im(λ)R−1, (2.23)
where R from (2.19) is the boundary defining function for fiber infinity T
∗
X. Thus we can propagate
estimates away from Λ± for s ≥ s0 > 12 − Imλ, :
Lemma 2.3 (Above threshold radial estimate).
Let Pλ be as above and let u ∈ D′(X̃). Let A,B,G ∈ Ψ0(X̃) be such that WF′(A) ⊂ Ell(G), B,G are both
elliptic at Λ±, and forward (or backward) bicharacteristics of Pλ from WF
′(A) tend to Λ± while remaining
in Ell(G). Then for all s, s0,m,N ∈ R such that s ≥ s0 > 12 − Imλ and Bu ∈ H
s0(X̃) one has
||Au||Hs ≤ C(||GPλu||Hs−1 + ||u||H−N ).
Similarly, when our regularity is below the threshold s < 12 − Imλ we can propagate estimates into Λ±
from a punctured neighborhood of the radial set:
Lemma 2.4 (Below threshold radial estimate).
Let Pλ be as above and let u ∈ D′(X̃). Let A,B,G ∈ Ψ0(X̃) be such that WF′(A) ⊂ Ell(G), A,G are both
elliptic at Λ±, and forward (or backward) bicharacteristics of Pλ from WF
′(A) \ Λ± tend to Ell(B) while
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remaining in Ell(G). Then for all s,N ∈ R such that s < 12 − Imλ one has
||Au||Hs ≤ C(||GPλu||Hs−1 + ||Bu||Hs + ||u||H−N )




λ )) changes sign after replacing Pλ with
P ∗λ , thus the corresponding estimates above are true after replacing P with P
∗ with the new threshold order
1
2 + Imλ.
Proof. (Proofs of lemmas 2.3 and 2.4)
We apply a positive commutator argument. The goal of this technique is to construct an operator
C ∈ Ψs−1/2(X̃), elliptic on WF(A) such that for s > 12 − Im(λ) and u ∈ C
∞
c (X̃) we have
||Cu||2H1/2 ≤ C
′(||GPλu||Hs−1 ||Cu||H1/2 + ||Gu||2Hs−1/2 + ||u||
2
H−N ) (2.24)
which, in light of WF(A) ⊆ Ell(C) and the elliptic estimate also satisfies,
||Au||Hs ≤ C ′(||Cu||H1/2 + ||u||H−N ).
After absorbing the ||Cu||H1/2 on the right hand side of (2.24) into the left hand side these estimates together
imply our desired estimate, modulo the term G term. Finally, we show that ||Gu||Hs−1/2 can be absorbed into
the ||u||H−N term by a standard iterative argument, which we present in the discussion following equation
(2.29).
The estimate (2.24) is obtained by writing
2 Im〈Pλu, C∗Cu〉 = i〈C∗Cu, Pλu〉 − i〈Pλu, C∗Cu〉 = 〈i(P ∗λC∗C − C∗CPλ)u, u〉 (2.25)
= 〈i([Pλ, C∗C]u, u〉+ i〈C∗Cu, (Pλ − P ∗λ )u〉, (2.26)
and then using the 〈i[Pλ, C∗C]u, u〉 term of (2.26) to control the left hand side of (2.24). This control derives
from the microlocal fact that the right hand side of this equality has symbol
σ2s(i[Pλ, C∗C] + i(P ∗λ − Pλ)C∗C) = 2cHpc+ σ1(i(P ∗λ − Pλ))c2,
thus c can be chosen appropriately so thatHpc has a favorable overall sign, either sufficiently positive/negative
for the left hand side of (2.25) to be bounded below. Further, the formula (2.23) shows the sub-principal
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dependence on Im(λ) and demonstrates how Im(λ) can appear in the threshold value of s in the high/low
regularity estimate.
To make this formal computation rigorous for the class of u considered in the statement (i.e. u ∈
D′(X̃) and Bu ∈ Hs0(X̃)) we construct a commutant C∗εCε with ε-dependent regularization such that
Cε ∈ Ψs−1/2−δ(X) for all ε > 0, δ > 0 fixed, and with Cε uniformly bounded in Ψs−1/2 as ε → 0+.
Concretely, we set
c = ϕ(fL)R
−s+ 12 , sε = (1 + εR
−1)−δ
where ϕ ∈ C∞c ([0,∞); [0, 1]) is a function equal to 1 near 0, satisfying ϕ′ ≤ 0, and supported sufficiently
close to 0 such that
fL ∈ supp(dϕ) =⇒ ±RHp(fL) > 0, (2.27)
(the existence of such a cutoff follows from Lemma (2.2)). We also impose the additional condition on our
cutoff that
√
−ϕϕ′ ∈ C∞(R), in order to avoid using the sharp Gärding inequality (c.f. [Hö71]) later in the
proof. The function sε converging to 1 as ε→ 0 implies the strong convergence of its quantization to Id in
the topology2 of Ψδ
′
for all δ′ > 0, while remaining uniformly bounded in Ψ0. (We use the following useful
fact: if T` ∈ L∞((0, 1]`; Ψm), and T` → T in the topology of Ψm+m0 as ` → 0, for all m0 > 0; then T`
converges strongly to T in L(Hs;Hs−m) for all s. This follows from the fact that if T` → T in Ψm+m0 for
all m0 > 0, it is certainly the case that u ∈ Hs+1 implies T`u→ Tu in Hs−m; thus we can approximate any
u ∈ Hs by u′ ∈ Hs+1 in the topology of Hs, and T`u and Tu are close in Hs−m, with constant depending
on sup ||T`||L(Hs,Hs−m)).
Using Cε = CSε, with Cε, C, Sε having principal symbols cε, c, sε respectively we observe that
σ2s(i(P
∗
λC∗εCε − C∗εCεPλ)) = R−1[2cεRHpcε +Rσ1(i(P ∗λ − Pλ))c2ε]




(with signs dependent on the connected component of the neighborhood of L± we evaluate the symbol),
where we have used (2.23),(2.27), the support of ϕ being contained to a neighborhood of L±, and the fact
that σ2s neglects terms of lower order fiber homogeneity. Thus we have,
±σ2s(i(P ∗λC∗εCε − C∗εCεPλ))
≤ −[Im(λ) + (s− 12 )− δ]ϕ
2R−2ss2ε + 2(±RHp(fL)ϕ′ϕ)R−2ss2ε,
2Recall the discussion following (2.9) for the definition of A→ A∞ in the topology of Ψ`.
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= −s2ε([Im(λ) + (s− 12 )− δ](cR
−1/2)2 + 2(±RHp(fL)ϕ′ϕ)R−2s),
in general.
We first establish Lemma (2.3). The first term on the right hand side of the above inequality is strictly
negative as long as s− 12 + Im(λ)− δ > 0; because ϕ
′ is non-negative by construction, the term containing
ϕ′ is of the same sign as this first term, under the hypotheses of Lemma (2.3). This explains the hypothesis
s ≥ s0 > 12 − Im(λ) in the statement of the high regularity estimate. Hence,
±i(P ∗λC∗εCε − C∗εCεPλ) = −S∗ε ((Λ 12 C)
∗(Λ 1
2
C) +A∗0A0 +A∗1,εA1,ε)Sε + Fε (2.28)
for Λ 1
2
C, A0, A1,ε ∈ Ψs, Fε ∈ Ψ2s−1 with Λ 1
2
C a non-vanishing multiple of ϕ(fL)R−s = cR−1/2, A0 a non-
vanishing multiple of
√
±RHp(fL)ϕ′ϕ , and A1,ε a non-vanishing multiple of
√
δ εε+Rϕ . Furthermore, all
ε-dependent operators are uniformly bounded in their respective spaces as ε → 0, and with wavefront con-
tained in ess-supp(c).
Finished with the symbolic analysis, we return to equations (2.25), (2.26). Fix δ > 0 such that 12−Im(λ) <
s−δ < s0. Recall that by our hypotheses in Lemma 2.3 there exists an operator B ∈ Ψ0, elliptic at Λ±, such
that Bu ∈ Hs0 . By simply shrinking the support of our cutoff we can arrange that ess-supp(cε) ⊂ Ell(B).
Since C∗εCε ∈ Ψ2s−1−2δ ⊂ Ψ2s0−1 for ε > 0, , we have C∗εCεu ∈ H−s0+1. Now, we want to make sense of each
of,
2 Im〈Pλu, C∗εCεu〉 〈i([Pλ, C∗εCε] + (P ∗λ − Pλ)C∗εCε)u, u〉,
and establish equality. These terms are not obviously defined: the right hand side is unambiguously defined
as a distributional pairing (for Bu ∈ Hs0 , and since ess-supp(cε) ⊂ Ell(B), because the operator in the second
term is in Ψ2s0 this term represents a pairing between elements in the dual spaces H−s0 , Hs0 respectively),
while the left hand side is not obviously, since for general u ∈ Hs0 one only has Pλu ∈ Hs0−2. We can
further understand the left hand side by observing that WFs0−1(Pλu)∩WF′(Cε) = ∅, since again this estimate
holds trivially; this is exactly the regularity needed to define this pairing by duality with C∗εCεu ∈ H−s0+1.
However, more subtly, this regularity of u is not sufficient to justify the integration by parts implicit in this
equality.
This can be resolved by adding a further regularizer. Choose a self-adjoint family of operators R` ∈
L∞((0, 1]`; Ψ
0), satisfying R` ∈ Ψ−∞ for all ` > 0, and converging to Id in Ψm0 for all m0 > 0 as ` → 0.3
3Such a family always exists, it suffices to take a smooth compactly supported cutoff ψ ∈ C∞c (R) and define R` =
Op(ψ(`|ζ|g)).
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Inserting this into the right hand side of (2.25), we have





〈(P ∗λR`C∗εCε − C∗εCεR`Pλ)u, u〉
= lim
`→0
〈R`(P ∗λC∗εCε − C∗εCεPλ)u, u〉
+ 〈([P ∗λ , R`]C∗εCε − [C∗εCε, R`]Pλ)u, u〉
= 〈(P ∗λC∗εCε − C∗εCεPλ)u, u〉
Note that [P ∗λ , R`] is uniformly bounded in Ψ
1, and converges to 0 in Ψ1+m0 (as a consequence of R` → Id
in Ψm0). Hence we have [P ∗λ , R`]C∗εCεu → 0 in H−s0 (for all ` ∈ (0, 1] for fixed ε > 0), and therefore
〈[P ∗λ , R`]C∗εCεu, u〉 → 0 as `→ 0. Similarly we have 〈[C∗εCε, R`]Pλu, u〉 → 0 as `→ 0, for fixed ε > 0.
Now we see the advantage of establishing (2.25), (2.26): the left-hand side of the equation can be written
as a bound on the L2-norm: since Im〈Pu, C∗εCεu〉 ≤ |〈Pu, C∗εCεu〉| and pairing (2.28) with u we have,
||A0Sεu||2L2 + ||A1,εSεu||2L2 + ||Cεu||2H 12 ≤ 〈Fεu, u〉+ |〈Pu, C
∗
εCεu〉|.
Further observe that the operator G ∈ Ψ0 in our hypotheses is elliptic on WF′(Cε) by the construction of
Cε. From this fact, we have WF
′(Id−G) ∩WF′(Cε) = ∅, thus for any quantity involving Cε we can replace
u and Pλu with Gu and GPλu respectively, while only introducing errors of order ||u||H−N . Now, using
Cauchy-Schwartz and the fact that C∗ε ∈ Ψs−1/2, we have,
|〈Pλu, C∗εCεu〉| ≤ ||GPλu||Hs−1 ||C∗εCεu||H−s+1






Further, using that WF′(Fε) ⊆WF′(Cε) ⊆ Ell(G) we have,
〈Fεu, u〉 ≤ C(||Gu||Hs−1/2 + ||u||2H−N ).
Choosing A ∈ Ψ0 such that A0Sε is elliptic on WF(A0Sε) ⊆WF′(Cε), and combining these bounds we have
||ASεu||Hs ≤ C(||GPλu||Hs−1 + ||Gu||Hs−1/2 + ||u||H−N ), (2.29)
(recall that our proof of this result assumed Bu ∈ Hs0(X̃) a priori), and we finally seek to iteratively improve
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the regularity of this estimate. Namely, if s− 12 < −N then we have ||Gu||Hs− 12 ≤ C||u||H−N and we have our




with the right hand side of (2.29), replacing G,B with G̃, B̃ such that WF′(G̃) = Ell(A) ∩WF′(G) and
WF′(B̃) = Ell(A)∩WF′(B); this improves the regularity by half an order at each iterative step introducing
only ||u||H−N errors. After finitely many steps, and relabeling our operators, we are left with
||ASεu||Hs ≤ C(||GPλu||Hs−1 + ||Bu||Hs0 + ||u||H−N ),
Allowing ε → 0, and using that Sε → Id in Ψδ
′
for δ′ > 0, we obtain the desired estimate. This completes
the proof of Lemma 2.3.
To prove Lemma 2.4, we argue similarly but need to take into account how the overall signs may change
at the level of principal symbols. We first observe that under the hypotheses of the lemma, the sub-principal
term now satisfies [Im(λ)− (s− 12 ) + δ] < 0, and of the same sign as sε, the regularizer. Thus our symbolic




≥ −[Im(λ) + (s− 12 )− δ](ϕR
−s)2s2ε + 2ϕ
′ϕ(±RHp(fL))R−2s(1 + εR−1)−2δ,
with the first term now strictly positive. However, now ϕ′ is of opposite sign compared to the first term;
this is resolved by the demand in this estimate for Hs microlocal regularity on the support of ϕ′ (which is
supported in a punctured neighborhood of L±). The proof now proceeds in the same way as the proof of
lemma 2.3; quantizing the above symbolic computation we obtain
±i(P ∗λC∗εCε − C∗εCεPλ) = S∗ε ((Λ 12 C)
∗(Λ 1
2
C) +A∗0A0 −A∗1,εA1,ε)Sε + Fε, (2.30)
with the wavefront of A1,ε contained in a fixed, punctured neighborhood of L±. After arguing as above this
implies the uniform estimate
||A0Sεu||s ≤ C(||GPλu||s−1 + ||A1,εSεu||s + ||Gu||s−1/2 + ||u||−N )
which implies the conclusion of lemma 2.4 after bounding the A1,εSε term by ||Bu||s using the elliptic
estimate, and regularizing as above.




with the conditions above on the the Pλ bicharacteristics and P
∗
λ + iQ
∗ assuming s > s1 >
1
2 + Im(λ) (resp.
s < 12 + Im(λ)), under the conditions above on the the P
∗
λ bicharacteristics. In particular, the application
of lemmas 2.3, 2.4 is independent of the sign of Q. Compare this with figure 2.3.2, where our convention is
that the flow moves from source to sink, and accordingly has this direction of propagation from the support
of σ2(Q) ≥ 0 towards the radial sets.
A slight complication is that for our purposes we will actually require the use of variable order Sobolev
spaces to prove both the standard and semiclassical Fredholm estimates for Pλ. These were defined in
§2.2.1, and the relevant statement of propagation of singularities in the semiclassical setting is proven in
the appendix §2.8, (see, e.g., [BaVaWu15] for a proof of the corresponding non-semiclassical propagation
estimate). The use of variable order Sobolev spaces goes back to the work of Vishik, Eskin [ViEs68],
and Unterberger [Un71], and these spaces have recently experienced a flurry of interest spurred in part by
applications to the spectral theory of Anosov diffeomorphisms (see e.g. [FaSj11]).
We now fix the properties of our order function. Choose a function s(x, ζ) ∈ C∞(T ∗X̃ \ o), such that on
each copy of X−ε0 , we have
1. s(x, ζ) is constant on a neighborhood of L± (where we will apply Propositions 2.3, 2.4),
2. s(x, ζ) is non-increasing along the Hp-flow on Σ(Pλ),
3. s|L+ = s+ > s0 ,
4. s|L− = s− < s1 ,
and define a complementary order function s′ = −s + 1. This complementary order function is chosen with
Sobolev duality in mind as we have,
(Hs(X̃))∗ = Hs
′−1(X̃), (Hs−1(X̃))∗ = Hs
′
(X̃). (2.31)
With this choice of order function, (which is constant in a neighborhood of the radial sets, permitting the
use of propositions 2.3, 2.4 for an operator A microlocalized to such a neighborhood), the operator Pλ − iQ
will satisfy the above threshold estimates 2.3 at the source, below threshold estimates 2.4 at the sink, and
estimates will propagate along the Hp-flowlines. Further, for the complementary order function s
′, the roles
of source and sink have reversed for the operator (P ∗λ + iQ
∗) (now satisfying the below and above threshold
estimates at the source and sink respectively), and with regularity propagating against the Hp-flowlines.
With these facts we can now prove the global estimates for our Fredholm results.
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Proposition 2.2.
Assume s(x, ζ) is defined as above, then for any u ∈ D′(X̃), N > 0, such that u is microlocally in Hs0(X̃)
at L+, s0 >
1
2 − Im(λ) > s1, and (Pλ − iQ)u ∈ H
s−1(X̃) there exists C > 0 such that,
||u||Hs ≤ C(||(Pλ − iQ)u||Hs−1 + ||u||H−N ). (2.32)
On the other hand, with s′(x, ζ) defined as above, then for any v ∈ D′(X̃), N > 0, such that v is microlocally
in Hs1(X̃) at L−, s0 >
1
2 − Im(λ) > s1, and (P
∗
λ + iQ




∗)v||Hs′−1 + ||v||H−N ). (2.33)
Proof. We begin with the high regularity estimate (2.32). Recall first the global behavior of Hp in Σ from
Lemma 2.2. After decomposing the identity operator using a microlocal partition of unity







′, R′ ∈ Ψ−∞(X̃),
where χEll is compactly microlocalized in a neighborhood of the elliptic set Ellh(Pλ), A+, A− ∈ Ψ0(X̃) are
such that they are elliptic in a neighorhood of L+, L− respectively, and A0 has wavefront supported in the
complement of the other operators. Our estimate is now reduced to proving the analog of (2.32) for ||Au||s
for each of these four operators.
We can immediately bound χEllu using the elliptic estimate. Similarly, since A+ is elliptic at L+, and u
is microlocally in Hs0(X̃) at L+, from our assumptions on the order function s(x, ζ) (constant near L+ and
strictly greater than s0 >
1
2 − Im(λ)), the above threshold radial estimate 2.3 implies
||A+u||s ≤ C(||(Pλ − iQ)u||Hs−1 + ||u||H−N ).
Similarly, from the assumptions on s(x, ζ) (constant near L−, and less than
1
2 − Im(λ)) we can choose some
B− ∈ Ψ0(X̃) satisfying WF(B2) ∩ L− = ∅ such that
||A−u||s ≤ C(||(Pλ − iQ)u||Hs−1 + ||B−u||s + ||u||H−N ).
Finally, we observe that as a consequence of lemma on the Hamiltonian dynamics of the symbol, Lemma
2.2, the set WF(B−) and WF(A0) are both backwards-controlled by Ell(Q) ∪ Ell(A+). Appealing to the
variable order propagation of singularities theorem, and using the fact that σ2(Q) ≥ 0, we can propagate
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regularity forward L+ and Ell(Q) to conclude
||B−u||s ≤ C(||(Pλ − iQ)u||s−1 + ||A+u||s + ||u||H−N ) ≤ C(||(Pλ − iQ)u||s−1 + ||u||H−N ),
with the same estimate holding also for A0u (since its wavefront is also backwards-controlled by Ell(Q) ∪
Ell(A+)). Combining these estimates, and using that R
′ is smoothing we obtain (2.32).
The argument to establish (2.33) is similar: for the operator P ∗λ+iQ
∗ both its complex absorbing potential
as well as order function s′ switch sign, so regularity will now propagate backwards along the flow. Thus
we partition Σ(P ∗λ + iQ
∗) so that our various operators are forwards-controlled by Hp null-bicharacteristics.
Again choose operators such that







′, R′ ∈ Ψ−∞(X̃),
where χEll is compactly microlocalized in a neighborhood of the elliptic set Ell(P
∗
λ ), Ã+, Ã− ∈ Ψ0(X̃) are
such that they are elliptic in a neighorhood of L+, L− respectively, and Ã0 has wavefront supported in the
complement of the other operators. From our choice of dual order function s′ = −s + 1, we have that it is
constant near L±, and satisfies
s′|L+ < −s0 + 1 < 12 + Im(λ) < −s1 + 1 = s
′|L−
where we will use the fact that the threshold condition for applying the radial estimates have changed, given
that replacing Pλ − iQ with P ∗λ + iQ∗ changes the sign of the principal symbol of 12i (Pλ − P
∗
λ ) (see the
discussion following the statement of 2.4). Thus we now can bound ||Ã−v||Hs via the above threshold radial
estimate 2.3, and choose an operator B̃+ which is used in bounding ||Ã+v||Hs via the below threshold radial
2.4. Arguing as above we obtain (2.33).
This proposition will be used to provide the necessary Fredholm estimates for the operator Pλ − iQ, on
slightly modified spaces. Observe that from equation (2.31), the Sobolev norm on the left-hand side of (2.32)
is dual to the Sobolev norm of the first term on the right-hand side of (2.33), and similarly the Sobolev
norm on the left-hand side of (2.33) is dual to the Sobolev norm of the first term on the right-hand side of
(2.32). Choosing N >> 0 sufficiently large so that the inclusion of both Hs(X̃) and Hs
′
(X̃) into H−N (X̃)
are compact, equations (2.32),(2.33) will imply Fredholm estimates on the following Banach spaces. Define
X s = {u ∈ Hs(X̃) : Pu = (P0 − iQ)u ∈ Hs−1(X̃)}, Ys = Hs−1(X̃), (2.34)
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with
||u||2X s := ||u||2Hs + ||Pu||2Hs−1 .
Since P − (Pλ − iQ0) ∈ Diff1(X), it is bounded as an operator Hs(X̃) → Hs−1(X̃). We have now shown
that
Pλ − iQ : X s → Ys
is bounded for all λ and all order functions s as above, and further is an analytic family of bounded operators
in λ. In fact, since both it and its adjoint have finite-dimensional kernel, (and given the relation between
dual spaces discussed above), this is a family of Fredholm operators: because of the duality between the
spaces in the estimates (2.32),(2.33), our Fredholm property follows for the operator Pλ− iQ and its adjoint4
P ∗λ + iQ
∗ (because these estimates are precisely a semi-Fredholm estimate for both Pλ − iQ and its adjoint
operator defined on the dual spaces).
Theorem 2.4. Given Pλ − iQ as above, and X s,Ys as in 2.34, we have that




are a family of Fredholm operators, with Pλ − iQ, (resp. P ∗λ + iQ∗) holomorphic (resp. anti-holomorphic)
in λ on the set
Cs := {λ ∈ C : 12 − s+ < Im(λ) <
1
2 − s−}, s(x, ζ)|L± = s± (2.35)
Proof. Write Kers(Pλ−iQ) for the kernel of the operator on X s, similarly for Kers′(P ∗λ+iQ∗). The estimates
(2.32), (2.33) imply Kers(Pλ − iQ),Kers′(P ∗λ + iQ∗) are contained in C∞(X̃), and thus are independent of
s, s′.
Next, using the fact that for all λ, and all s as above, we have
Cokers(Pλ − iQ) = Ker1−s(P ∗λ + iQ∗) =: Kers′(P ∗λ + iQ∗). (2.36)
To see this, we observe that, for all u ∈ C∞(X̃) and all v ∈ H−s(X̃) =: Ys′ , we have
〈(Pλ − iQ)u, v〉 = 〈u, (P ∗λ + iQ∗)v〉,
and from density of C∞(X̃) in X s, we have that 〈(Pλ−iQ)u, v〉 = 0 for all u ∈ X s if and only if (P ∗λ+iQ∗)v =
0, i.e. v ∈ Kers′(P ∗λ + iQ∗) as claimed.





To see the finite dimension of the kernel, we observe this is equivalent to the unit ball of Ker(Pλ− iQ) is
sequentially compact with respect to the topology induced by X s. Taking such a bounded sequence ||un||X s ≤
1 of elements of Ker(Pλ − iQ), its inclusion into H−N is compact, thus has a convergent subsequence
||unj ||−N , which is in particular Cauchy. On the hand, as elements of the kernel, estimate (2.32) implies
||unj − xnk ||s ≤ C||unj − xnk ||−N , thus {xnj} ⊂ X s is Cauchy as well. As a Banach space this sequence is
thus convergent to some element x ∈ Ker(Pλ − iQ) by closedness of the Kernel.
The estimate (2.32) also implies Ran(Pλ − iQ) is closed. Beginning with a sequence {xn} ⊂ X s such
that lim(Pλ − iQ)(xn) = y converges in Ys, and assume first that this sequence is bounded in the X s norm.
By the compact inclusion into H−N (X̃) we have a convergent subsequence {xnj}, which is in fact Cauchy
using,
||xnj − xnk ||X s ≤ C(||(Pλ − iQ)(xnj − xnk)||Ys + ||xnj − xnk ||H−N ).
From completeness of X s, there exists a limit limxn = x ∈ X s and from continuity of Pλ − iQ, we conclude
y = lim(Pλ − iQ)(xn) = (Pλ − iQ)x. On the other hand, we show that such a sequence {xn} cannot
be unbounded: assuming otherwise we extract a divergent subsequence lim ||xnj ||= +∞. From the finite-
dimensionality of Kers(Pλ − iQ) we write
X s = Kers(Pλ − iQ)⊕X ′.




. By construction this fashions a Weyl sequence satisfying ||uj ||s ≤ 1, and due to
(2.32) also satisfies
||uj ||X s ≤ C





The limits lim(Pλ − iQ)xnj = y and lim ||xnj ||s = +∞ implies the first term on the right hand vanishes
as j → ∞. Since the sequence {uj} is bounded in X s, the compact inclusion into H−N (X̃) again implies
that there exists a subsequence {uj`} convergent in H−N (X̃), and thus {uj`} is a Cauchy sequence in X ′,
with limit u ∈ X ′. Thus by closedness of Ker(Pλ − iQ), we have (Pλ − iQ)u = 0, contradicting that
Ker(Pλ − iQ) ∩ X ′ = {0}.
The same argument applied to P ∗λ + iQ
∗, leveraging (2.33), will imply that Ker(P ∗ + iQ∗) is finite
dimensional. Further, from (2.36), this implies Coker(Pλ − iQ) is finite-dimensional, completing our proof.
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2.4 Semiclassical Dynamics
Under the stricter geometric hypothesis of a non-trapping metric, we shall also prove estimates like (2.32),(2.33),
which are uniform in ω = λh for all ω ∈ C satisfying,
|Reω| ≤ C0, | Imω| ≤ C0h,
for some fixed C0 > 0. In terms of the original spectral parameter λ this corresponds to estimates which
hold for |Reλ| ≤ C0h−1, | Imλ| ≤ C0, uniformly in h. Thus taking h arbitrarily small we have a result
valid for arbitrarily large values of Re(λ), provided Im(λ) is bounded. This complex strip our semiclassical
estimates are valid in is a smaller set than the region of C obtained by Vasy (albeit in a different context)
for the same semiclassical operator; but sufficient for our goal of proving high energy estimates with an eye
towards proving an expansion of solutions to the wave equation in terms of poles of the resolvent.
Recall that the semiclassical principal symbol of our extended operator h−2P (ω/h) is given by
ρξ2 − 2ωξ + |ηH |2H (ρ) + ρη
2
V
obtained by setting λ = ω/h. We modify this operator to make it semiclassically elliptic at the zero section
of {µ = 0} by conjugating h−2P (ω/h) by a power of ρ(1 + ρ)−1/2 = eφ, as in section 2.3 to obtain
eiλφρ−
n+2





= ρD2ρ − 2(1 + f1)λDρ − (1 + f2)λ2 + ∆h(ρ)
+ iDρ + g1ρDρ + g2λ+ g3
with f1, f2 smooth, real, and vanishing at ρ = 0, gj smooth












This operator now has semiclassical principal symbol,
σh(Ph(ω)) = ph,ω = ρ(ξ
2 + η2V )− 2(1 + f1)ωξ − 2(1 + f2)ω2 + |ηH |2H .










From this form of the symbol, we have that as long as Imω > 0,












+ (1 + f2)(Reω
2 + Imω2) + |ηH |2H
which is strictly positive for {ρ = 0}, but for ρ < 0, and ηV  0 this can change sign. From this calculation,
and the fact that Σh∩{ρ > 0} = ∅, we conclude that on any portion of {ρ < 0} the semiclassical characteristic
set Σh is connected.
Thus our operator Ph,ω is semiclassically elliptic near {ρ = 0}, for (x, ζ) ∈ T ∗X−ε i.e., away from fiber
infinity. At S∗X−ε we can use the boundary defining function R = (ξ
2 + |ηH |2 + η2V )−1/2 for fiber infinity
as above to see
R2ph,ω = ρ(ξ̂
2 + η̂2V )− 2(1 + f1)ξ̂ωR− 2(1 + f2)ω2R2 + |η̂H |2H
which vanishes at {R = 0} = S∗X.
With these preliminaries set, we can now prove our semiclassical dynamics lemma:
Lemma 2.5 (Semiclassical Dynamics).
There is an ε0 > 0 such that if γ(t) : R → Σh,ω ∩ {|ρ| < ε0} is the restriction of a maximally extended
null-bicharacteristic of ph,ω to {|ρ| ≤ ε0} containing α ∈ Σh,ω, then γ+(α), γ−(α) the image of forward,
resp. backward half-bicharacteristic of ph,ω from α satisify:
γ+(α) ∩ {ρ = ±ε0} 6= ∅ or γ+(α)→ L− and γ−(α) ∩ {ρ = ±ε0} 6= ∅ or γ−(α)→ L+.
If ±Reω > 0, then only trajectories passing through Σh,ω ∩ {±ξ > 0} can originate in {ρ < 0} and enter
{ρ > 0}, (along the flow direction). This restricts when the {ρ = ε0} result can occur.
Proof. We begin with the case of Reω > 0. From the form of our symbol
ph,ω = ρ(ξ
2 + η2V )− 2(1 + f1)ωξ − (1 + f2)ω2 + |ηH |2gH (ρ)
we can see that the Hamilton vector field is given by
Hph,ω = 2(ξρ− (1 + f1)ω)∂ρ + H̃q(ρ)
− (ξ2 + η2V + ∂ρ|ηH |2 − 2(∂ρf1)ωξ − (∂ρf2)ω2)∂ξ
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+ (2ηV ρ)∂z − (∂z|ηH |2)∂ηV
where H̃q(ρ) is the Hamilton vector field of (w, z, ηH , ηV ) 7→ |ηH |2(ρ;w, z, ηH , ηV ) (note that we have dropped
all terms with derivatives of fj except ∂ρfj , since the fj coefficients are functions of ρ alone). Here we are
concerned with ω real, so we continue assuming that Imω is zero.
Given this expression for Hph,ω , we can compute the rescaled vector field in a neighborhood of S
∗X−ε′
by multiplying by our defining function for fiber infinity R = (ξ2 + |ηH |2 + η2V )−1/2,
RHph,ω = RHp − ((1 + f1)ωR)∂ρ
+ (2(∂ρf1)ωRξ̂ + (∂ρf2)ω
2R2)(ξ̂R∂R − (|η̂H |2 + η̂2V )ξ̂∂ξ̂ + ξ̂(η̂H · ∂η̂H + η̂V ∂η̂V ))
=: RHp +RV
From this we conclude that RHpω − RHp = RV , for a smooth vector field V tangent to S∗X−ε. In other
words, the dynamics of the standard and semiclassical symbols are the same near a neighborhood of S∗X−ε.
Using our previous dynamics lemma 2.1 (with the implicit constants dependent on ω), we can conclude that
fL := ρ
2 + |η̂H |2H + η̂2V + (CωR)2 satisfies
RHph,ω (fL) ≥ fL
thus there exists ε1 > 0 such that {fL ≤ ε1} such that fL is strictly increasing (resp. decreasing) along the
Hamilton flow, depending only on whether ξ > 0 (resp. ξ < 0). Thus all non-constant null bicharacteristics
which contain a point in {fL ≤ ε1} flow to L± in one direction and to {fL = ε1} in the other direction.
Before continuing we pause to compute ξ̇ = Hph,ω (ξ); as in the proof of 2.2 the behavior of this coordinate
on Σh,ω show that trajectories which do not escape to {ρ = −ε0} must tend to fiber infinity in one direction.




1+ρ , f2 = −
2ρ+ρ2
(1+ρ)2 , so we have
Hph,ωξ = −(ξ2 + η2V + ∂ρ|ηH |2H − 2∂ρf1ξω − 2∂ρf2ω2) (2.37)




further, since ∂ρf1 and ∂ρf2 are both non-negative (recall that ρ is defined on (−ε′, ε′) with ε′ < 12 ), so this
is quantity is strictly negative as soon as ξ < −ω.
In both cases let ε′0 > 0 be such that the characteristic set in T
∗
X−ε′ ∩ {−ε′0 ≤ ρ ≤ ε′0} is disjoint from
S∗X−ε′ \ {fL ≤ ε1}. Since Hph,ω (ρ) = 2(ξρ − (1 + f1)ω) is negative on T
∗
{ρ=0}X−ε′ \ S∗X−ε′ , it remains
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negative along γ on a neighborhood U of {ρ = 0} in (Σh,ω ∩ {ξ > 0}) \ S∗X−ε′ . From continuity, and
compactness of the characteristic set in T
∗
Xε′ \ {fL ≤ ε1}, we have a global lower bound |ρ| ≥ ε′′0 > 0 on
Σh,ω \ (U ∪ {fL ≤ ε1}). Through the remainder we set ε0 = min{ε′0, ε′′0}.
As in proposition 2.2, we proceed in two cases: given a bicharacteristic γ(t) = exp(tHph,ω )(x, ζ) in Σh,ω,
it either satisfies 1) ξ ◦ γ(t) = ξ(t) 6= 0 for all time or 2) there exists t0 > 0 such that ξ(t0) = 0.
In the first case, we can decompose Σh,ω into ±ξ > 0 as our trajectory γ remains in one of the two
connected components. From here this argument reduces to the real hyperbolic case, c.f. [Vasy, AHS, §3.D].
There he proved that if ξ(0) = ξ0 > 0 then γ flows towards either {ρ = ε0} or {ρ = −ε0} in the forward
direction and {ρ = −ε0} or L+ in the backwards direction; while if ξ0 < 0 then γ flows towards either
{ρ = −ε0} or L− in the forward direction and {ρ = ε0} or {ρ = −ε0} in the backwards direction.
On the other hand, if for some time ξ(t) = 0, then it is possible that ξ changes sign along γ(t). As in the
proof of proposition 2.2, we observe that
ρ̇(t0) = 0 =⇒ ρ̈(t0) > 0,
and thus is a local (in fact global) maximum for ρ along the flow. To see this, we compute ρ̇ = 2(ξρ−(1+f1)ω),
and at such points we have
ρ̈ = 2Hph,ω (ξρ− (1 + f1)ω) = 2ρHph,ω (ξ) + 2ξHph,ω (ρ)− ω(1+ρ)2Hph,ω (ρ)
= 2ρHph,ω (ξ),
which we conclude is strictly positive. This follows from ρ̇ = 0, which implies
ξ = 1+f1ρ ω ≤ −
1
|ρ|ω < −ω,
and thus Hph,ωξ < 0, from the discussion following 2.38. From here our argument proceeds as in proposition
2.2; since ρ(t0) is a local maximum, and ξ is decreasing along the forward direction of the flow, ρ is increasing
for t ≥ t0. In this case, since Hph,ω (ρ) < 0 at {ρ = 0} bicharacteristics can only cross {ρ = 0} in the outward
direction, so γ(t) must enter the attracting set for the sink {fL ≤ ε1, ξ < 0} in finite time; at which point
γ(t)→ L− as t→∞.
On the other hand, for t ≤ t0, there are two possibilities. If γ meets (resp. is disjoint from) {fL ≤ ε1, ξ >
0} it has to go to L+ (resp. to {ρ = ε0}) in the backwards direction.
We conclude by noting that when Reω < 0, trajectories can only cross {ρ = 0} in the incoming direction
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as Hph,ωρ|ρ=0 is strictly positive. From (2.38) is negative as soon as ω < ξ, so in the case of a trajectory
where ξ(t) = 0 in finite time, we argue similarly as above to conclude that such a γ(t) must flow backwards
to {ρ = −ε0} or L+ and forwards to {ρ = ε0} or L−. This completes the proof.
And now, a word regarding trapping: if we assume g is a non-trapping metric, i.e., that bicharacteristics
of g in T ∗X◦0 \ o tend to ∂X0 = {ρ = 0} in both directions, then the {ρ = ε0} conclusion of the proposition
can be excluded. In the interior of the original manifold X0, the bicharacteristics can be realized as integral
curves of the geodesic flow: the map jω : T
∗X0 \ o → T ∗X0 defined by jω(x, ζ) := (x, ζ + ω dρρ ) is an
intertwinor for the flows, satisfying
jω ◦ exp(tH|ζ|2g )(x, ζ) = exp(s(t)〈ζ〉
−1Hph,ω ) ◦ jω(x, ζ), for all (x, ζ) ∈ {|ζ|2g = ω}
for an explicit reparametrization s(t). From this formula we can conclude that non-trapping in our case is
equivalent to (X, g) having no trapped geodesics.
In the case of such a non-trapping metric, for any fixed ω we can strengthen the conclusion of proposition
2.5 to the same of proposition 2.2: All null-bicharacteristics, originating in (Σ\ (L+∪L−))∩{−ε0 ≤ ρ ≤ ε0}
flow towards either L− or {ρ = −ε0} in the forward direction and to {ρ = −ε0} or L+ in the backwards
direction.
If g is a trapping metric we shall need to be slightly careful in our construction of the complex absorbing
potential Qλ.
2.4.1 Complex absorption
First assume that g is a non-trapping metric. Then we consider a complex absorbing “potential” Qh ∈ Ψ2h(X̃)
satisfying the same properties as Q ∈ Ψ2(X̃) in the discussion of §2.3.2. Then this operator satisfies that its
symbol qh satisfies that ph,ω − iqh and ph + iqh are elliptic at {ρ = −ε0}, and further that qh|Σh,ω ≥ 0 for
real ω.
If g is a trapping metric, then we also need for qh to have support in X
◦: assume that supp(qh) ⊂ {|ρ| >
ε0/2}, that q ≥ 0 on all of Σh,ω, and that q|{ρ=±ε0} > 0. This ensures that ph,ω − qh and their conjugates
are elliptic at near {ρ = ±ε0}.
In either case, these assumptions on Q ∈ Ψ2h(X̃) ensure that Ph,ω − iQh has a symbol which is “semi-
classically outgoing”, i.e., that its semiclassical Hamilton flow of (x, ζ) ∈ Σh,ω flows towards either L− or
{ρ = −ε0} in the forward direction and to {ρ = −ε0} or L+ in the backwards direction.
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2.5 Semiclassical Global Estimates
We can prove propagation estimates for the semiclassical operators, but defined on the appropriate semi-
classical Sobolev spaces. These definitions can be recalled from §2.2.
To rephrase the estimates of section §2.3.3, we state briefly semiclassical elliptic regularity: given Ph,ω −
iQh,ω ∈ Ψ2h, and A,G ∈ Ψ0h such that WFh(A) ⊂ Ellh(Ph,ω − iQh,ω) ∩ Ellh(G), we have for all s ∈ R there
exists C > 0 and N  0 such that
||Au||Hsh ≤ C||G(Ph,ω − iQh,ω)u||Hs−2h +O(h
∞)||u||H−Nh .
for N  0. And similarly have real principal type propagation. For all A,B,G ∈ Ψ0h satisfying the control
condition for a null-bicharacteristic γ(t) = exp(t〈ζ〉−1Hph,ω )(x, ζ) originating in (x, ζ) ∈WFh(A) there exists
T > 0 such that
γ(T ) ∈ Ellh(B), γ(t) ∈ Ellh(G), for all t ∈ [0, T ],




||G(Ph,ω − iQh,ω)u||Hs−1h + C||Bu||Hsh +O(h
∞)||u||H−Nh ,
provided 〈ζ〉−2qh,ω ≤ 0. (This choice of sign condition on the symbol ofQh,ω implies that estimates propagate
backwards; as in §2.3.3, reversing the sign of 〈ζ〉−2qh,ω switches direction of propagation e.g. the sign of T
in the control condition above).
Since these semiclassical estimates are standard we do not prove them, see for example [Dy-Zw, §E].
We now include the statements of the semiclassical radial estimates; these are a mild generalization of the
standard radial estimates of [Mel] in the asymptotically Euclidean setting and were first proven in this level
of generality in [Va].
Namely when s ≥ s0 > 12 − Imλ is above the threshold regularity we can prove:
Lemma 2.6 (Above threshold radial estimate).
Let P have L± ⊂ Σ(Ph,ω), and u ∈ D′(X). Let A,B,G ∈ Ψ0h(X̃) such that WF
′
h(A) ⊂ Ellh(G), B,G both
elliptic at L±, and forward (or backward) bicharacteristics from WF
′
h(A) tend to L± while remaining in







+ ChN ||u||H−Nh .
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And similarly when s ≤ 12 − Imλ is below the threshold regularity we have
Lemma 2.7 (Below threshold radial estimate).
Let Ph,ω have L± ⊂ Σ(Ph,ω), and u ∈ D′(X̃). Let A,B,G ∈ Ψ0h(X̃) such that WF
′
h(A) ⊂ Ellh(G), A,G
both elliptic at L±, and forward (or backward) bicharacteristics from WF
′
h(A) \ L± tend to Ellh(B) while
remaining in Ellh(G). Then for all s




||GPλu||Hs−1h + C||Bu||Hsh + Ch
N ||u||H−Nh
Proof. We shall describe only what is necessary to extend beyond proof of the standard radial estimates
lemmata 2.3 2.4: by a positive commutator argument we need only reduce to when we can apply the
semiclassical propagation estimate above.
Our choice of ϕ as in equation (2.27) in fact satisfies
fL ∈ supp(dϕ) then ±R(Hp(fL) + 2RHpR)|Λ± > 0, ±RHpR|Λ± > 0,
and thus already serves to localize in both R and near L±. Very little about the proof needs to be modified,
only observe that since Ph,ω = RePh,ω + i ImPh,ω, whose components are symmetric (resp. antisymmetric);
computing a commutator with RePh,ω involves Re ph,ω and Im ph,ω the latter of which can be made to
have the correct sign (in essence that ± Im ph,ω ≤ 0 when ± Imω ≥ 0, similarly to the sign of the complex
absorbtion).
Given these arrangements, we can move towards the proof of our semiclassical Fredholm estimates. Given
our choice of Qh, and the results of proposition 2.5, we have arranged for ph,ω − iqh to be semiclassically
non-trapping. We can combine the above semiclassical estimates (elliptic, variable order real-principle type,
radial) as we did in the non-semiclassical case, to give the an analogous result to proposition 2.2. To set up
for the proof we now fix an order function s(x, ζ) ∈ C∞(T ∗X̃ \ o), such that on each copy of X−ε0 , we have
1. s(x, ζ) is constant on a neighborhood of L± (where we will apply propositions 2.3, 2.4),
2. s(x, ζ) is non-increasing along the Hph-flow on Σh(Ph,ω),
3. s|L+ > s0,
4. s|L− < s1,












With this choice of order function, the operator Ph,ω − iQh will satisfy the above threshold estimates 2.3 at
the source, below threshold estimates 2.4 at the sink, and estimates will propagate along the Hp-flowlines.
Further, for the dual Sobolev order function, the roles of source and sink have reversed for the operator
(P ∗h,ω + iQ
∗
h) (now satisfying the below and above threshold estimates respectively), and with regularity
propagating against the Hph-flowlines. With these facts we can now prove the global estimates for our
Fredholm results.
Proposition 2.3.
Assume s(x, ζ) is defined as above then for any u ∈ D′(X̃), N > 0, such that u is microlocally in Hs0h (X̃) at
L+, s0 >
1
2 − Im(λ) > s1, and (Ph,ω − iQh)u ∈ H
s−1
h (X̃) we have
||u||Hsh ≤ C(h
−1||(Ph,ω − iQh)u||Hs−1h + h
N ||u||H−Nh ). (2.40)
On the other hand, with s′(x, ζ) defined as above, then for any v ∈ D′(X̃), N > 0, such that v is microlocally
in Hs1h (X̃) at L−, s0 >
1








−1||(P ∗h,ω + iQ∗h)v||Hs′−1h + h
N ||v||H−Nh ). (2.41)
Proof. The proof follows exactly along the same lines as the proof of proposition 2.2, with the exception that
when we apply the semiclassical variable order propagation estimates, we obtain a loss of h, which explains
the appearance of h−1 in our estimates
We can now conclude that Ph,ω − iQh : X s → Ys is Fredholm, just as we had in the non-semiclassical
setting. But as of now we still have not shown this is an invertible operator for a single ω/h = λ. Now, we
see the benefit to proving the semiclassical estimates: since we now know
hNuh bounded microlocally near L+ in H
s0
h (X̃), (Ph,ω − iQh)uh ∈ H
s−1
h , then huh ∈ H
s
h(X̃)
and from here a short argument, shows that Ker(Ph,ω − iQh) = {0}. Assume we have a sequence {hj}
decreasing to zero such that vh ∈ Ker(Ph,ω − iQh) with ||vh||Hsh = 1. Then uh = h
−Nvh satisfies the above
and is thus h · uh is uniformly bounded in Hsh; this contradicts that ||vh||Hsh = 1 for N > 1 as h → 0.
Thus Ker(Ph,ω − iQh) is empty for h sufficiently small. We can argue similarly for P ∗h,ω + iQh, (by using
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the dual semiclassical estimates to the above, proven as in the classical case) from which we conclude that
Ph,ω − iQh : X s → Ys is invertible for h sufficiently small. This gives the strengthening of Theorem (2.4);
using the analytic Fredholm Theorem this implies (Pλ − iQ) : X s → Ys for λ as in the region stated in the
Theorem.
Using the norm equivalence between the graph norms defined by (Ph,ω − iQh) and Ph0,ω0 for a fixed h0,
and continuity of h(Ph,ω − iQh)−1 : Ys → X s, we can (with some work) conclude
||(Ph,ω − iQh)−1||Hs−1h →X s ≤ C/h
as desired.
Our full semiclassical results held only under the assumption of semiclassical non-trapping: we proved
this only for | Imω| ≤ C0h, and |Reω| ≤ C0 (in the latter case the proof of proposition 2.5 holds for all
|Reω| ≤ C0, in the former case this is a consequence of the threshold condition on s+ > 12 −
Imω
h > s−,
with constant C0 = min{1, | 12 − s+|, |
1
2 − s−|}).
Theorem 2.5 (Inverse of the extended Laplacian).
Defining our Pλ and Q as above, and the function spaces X s,Ys, then for λ ∈ Cs (see (2.35)) we have that
Pλ − iQ : X s → Ys
has meromorphic inverse
(Pλ − iQ)−1 : Ys → X s.
Further, (Pλ − iQ)−1 is invertible in a strip | Imλ| ≤ C, |Reλ| ≤ C/h, with the corresponding high energy
estimates,
||(Ph,ω − iQh)−1||Hs−1h →X s ≤ C/h.









2 e−iλφ = ρPλ (2.42)
From the meromorphy of (Pλ − iQ)−1, and this relation between Pλ and (∆g − λ2 − (n+1)
2
4 ) we obtain
meromorphy of the resolvent.
Theorem 2.6 (Meromorphic Continuation of R(λ)).
Let (X, g, [θ]) be an asymptotically complex hyperbolic manifold, with an even metric in the sense of [Gu05].
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Let Xeven denote its even smooth structure, (i.e., replacing a boundary defining function for (∂X, [θ]) with
its square for which the metric g has an even expansion). Then the inverse of ∆g − λ2 − (n+12 )
2,
R(λ) : L2c(X)→ H2loc(X)
admits a meromorphic extension from a region λ ∈ Cs containing the real axis, to all of C, with poles of





2 −iλHs0(Xeven), inf s = s0
In the case of (X, g, [θ]) non-trapping, then with φ as any smooth extension of log(ρ(1 + ρ)−1/2) into the













valid for all λ in the strip | Im(λ)| < C0 = min{1, | 12 − s+|, |
1
2 − s−|}.
Proof. Briefly, recall that φ ∈ C∞(X−ε′) is defined so that eφ = ρ(1 + ρ)−1/2 in a neighborhood of ρ = 0.
We begin with the case of f ∈ C∞c (X), and consider the equation
(∆g − λ2 − (n+1)
2
4 )u = f,
which has a unique solution u ∈ L2g(X) for Imλ > 0, by positivity and self-adjointness of ∆g on its maximal













2 eiλφf is extended to lie in C∞c (X−ε′), by extending it to zero outside X◦. From the results of
Theorem 2.5, we know that (Pλ − iQ)−1ρ−
n+3
2 eiλφf ∈ C∞(X−ε′). Thus we have shown that the operator
defined by the equation (2.43) satisfies,
R(λ) : C∞c (X)→ ρ
n+1
2 −iλC∞(X).
To show the expression (2.43) should be considered as defining the resolvent, we can use the formula




2 eiλφf to X is independent of Q. This implies R(λ)f as defined in (2.43) solves
(∆g − λ2 − (n+1)
2
4 )R(λ)f = f.
Further, from the above we’ve determined that if Im(λ) > 0, then R(λ)f ∈ L2(X, g), thus R(λ)f ∈ H2(X)
(as H2(X) is a self-adjoint extension of ∆g). Hence
R(λ)f = (∆g − λ2 − (n+1)
2
4 )
−1f, Im(λ) > 0
for all λ not a pole of R(λ). Thus R(λ) is the meromorphic extension of inverse of the (∆g − λ2 − (n+1)
2
4 )




2 − Imλ > s−, (i.e. λ ∈ Cs) and with f ∈ ρ
n+3
2 −iλHs0−1(Xeven) ⊂ ρ
n+3
2 −iλHs−1(Xeven)
we can still define R(λ)f by the formula (2.43), which implies the full mapping statement in the Theorem.
Further, in the case of a non-trapping metric, the high energy estimates follow from those of Theorem 2.5,
by formula (2.42).
2.6 The wave kernel on asymptotically complex hyperbolic
manifolds
In this section we begin the construction of a Fourier Integral Operator Calculus, which is adapted to the
asymptotic geometry of the metric (2.15). Such a calculus will be comprised of operators whose Schwartz
kernels have prescribed asymptotics on a manifold with corners, the Θ-stretched product X ×Θ X of [Ep-
MeMe91]. Because this construction entails a finer understanding of the geometry of our ACH manifold, we
briefly recall the geometry of the Bergman-type metric our manifold is endowed with.
Again we have (X, ∂X) a non-compact manifold with closed boundary. We consider a metric gACH of
the following form: there is a boundary defining function ρ,
∂X = {ρ = 0}, dρ|∂X 6= 0















where dθ|Ker θ is non-degenerate, J : Ker(θ)→ Ker(θ) is an almost complex structure (i.e., an endomorphism
satisfying J ◦ J = −IdKer(θ))6 and (DHρ )∗Qρ is a smooth section of S2(T ∗X) ∩ Ker(ι∂ρ). Here, DHρ denotes
the anisotropic dilation map
Tq∂X = Hq ⊕ Vq 3 (vH , vV )
DHρ7−−−→ (ρvH , ρ2vV ) ∈Hq ⊕ Vq = Tq∂X,
with splitting induced by the choice of contact structure (∂X, θ), (i.e., H = Ker θ).
We observe that for any other choice of defining function ρ̃ we have
ρ̃4g|∂X = e4ω0θ ⊗ θ, for some ω0 ∈ C∞(X),
thus it is more natural to associate to gACH a conformal class of 1-forms [Θ]. The boundary manifold
equipped with the data of (∂X, θ, J) is a closed pseudohermitian manifold. The corresponding conformal
pseudohermitian structure ([Θ0], J) was called a Θ-structure in [EpMeMe91].
A useful model of complex hyperbolic space Hn+1C is given by
Hn+1C = {ζ ∈ C







with boundary sphere equal to a compactification of the (2n+ 1)-dimensional Heisenberg group,
Hn := {ζ ∈ Cn+1 : Q(ζ, ζ) = 0} = {(ζ1, w) ∈ Cn+1 : 12 |w|
2 = Im(ζ1)} ' Cn × R.
This model of complex hyperbolic space realizes Hm+1C ' R+ ×Hn with the coordinates
ρ(ζ) = Q(ζ, ζ)1/2, w ∈ Cn, z = Re(ζ1),
foliating Hn+1C by a family of Hn-hypersurfaces. Writing w = x+ iy, in these coordinates we can also write
the contact form at the boundary as




j − xjdyj ,
6I don’t agree that the almost-complex structure must be defined on all of TX, (nor even on all of T∂X). In the usual
product-type decomposition of a metric, dρ2 + h(ρ), h(ρ) denotes a smooth family of metrics on T∂X.
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The Heisenberg group is a Lie group of dimension 2n+ 1. In these coordinates the group law is given by
(x, y, z) ·H (x′, y′, z′) = (x+ x′, y + y′, z + z′ + Im[(x, y) · (x′, y′)]),
which is abelian in the first 2n components. Its Lie algebra h has a basis {Xj , Yj , Z}, which satisfies the
non-trivial bracket relations: [Xj , Yj ] = Z for all j = 1, . . . , n and all brackets vanishing. This structure of
a nilpotent Lie algebra gives an identification Hn → h of the form
Cn × R 3 ((x, y), z) 7→
n∑
j=1
xjXj + yjYj + zZ ∈ T{e}Hn,
after which the group law can be written via Lie algebra elements W,W ′ ∈ h as,
W ·H W ′ = πKer θ0(W +W ′) + (θ0(W +W ′)− dθ0(W,W ′))Z.
It is a consequence the nilpotence of Hn that the group law is a finite order polynomial in the Lie algebra
elements, rather than the asymptotic series given by the Baker-Campbell-Hausdorff formula, (see e.g. [Ei68]).
Finally, we explain how the complexified hyperbolic space arises as a semi-direct product: there is
parabolic dilation on Hn (consistent with the bracket relations of the Lie algebra h) given by Mδ(x, y, z) =
(δx, δy, δ2z). The group law on the semidirect product Hn+1C ' R+ oMδ Hn is given as
(ρ,W ) ·HC (ρ′,W ′) = (ρρ′,W ·H Mρ(W ′)). (2.45)
The geometric picture described above of complex hyperbolic space being foliated by a family of Heisenberg
groups as level-set hypersurfaces of ρ is compatible with this group law: an open set in {ρ = c} ' Hn is
related to the corresponding set in {ρ = c+ ε} by pullback along Mε.
Our reason for expressing the Lie group law of Hm+1C at the level of its Lie algebra is that the Lie algebra
arises more naturally at the level of tangent spaces in our later analysis.
Following [EpMeMe91], we next explain how we will modify the product X ×X to construct our algebra
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of Fourier integral operators. We begin with the notion of the Θ-vector fields VΘ:
V ∈ VΘ ⇐⇒ V ∈ ρ · C∞(X;TX), θ̃(V ) ∈ ρ2 · C∞(X;TX),
where θ̃ ∈ C∞(X;TX) is any smooth extension of θ to all of X. It is shown in [EpMeMe91, §1] that this
definition is dependent only on the choice of conformal class of [θ]. This is partly because a representative
of [θ] determines a local frame by requiring
{X1, . . . , Xn, Y1, . . . , Yn} is an orthonormal frame of dθ(·, J ·), θ(Z) = 1, θ(∂ρ) = 0, (2.46)
in which we can express
VΘ = spanC∞{ρ∂ρ, ρX1, . . . , ρXn, ρY1, . . . , ρYn, ρ2Z},
and a different choice of bdf ρ′ produces a frame as in (2.46) associated to a contact form θ′ conformal to θ.
Given this C∞(X)-module, we can define the Θ-tangent bundle ΘTX. This is a vector bundle over X,
with a bundle map ιΘ :
ΘTX → TX, which is an isomorphism over X \ ∂X such that
C∞(X; ΘTX) = ι∗Θ(VΘ).
Next, we construct the Θ-stretched product of [EMM, §8]. Notice first that in the product X × X, the
boundary of the diagonal ∂Xdiag ' ∂X is an embedded submanifold,
∂Xdiag ↪→ ∂X × ∂X ↪→ X ×X
and is a clean submanifold in the sense of [DuGu75], since it is an embedded submanifold of the corner, and
thus all differentials of bdfs vanish at ∂Xdiag. The 1-form θ on X defines a line subbundle
H ∗ ⊂ N∗X×X(∂Xdiag)
spanned by
π∗Lθ − π∗Rθ,













Figure 2.2: The blow-down map β of the Θ-stretched product space X ×Θ X
With this trivialization of the conormal bundle, we define the Θ-blow up of the corner as the H ∗-parabolic
blow-up (see §2.2.2 equation (2.14)) of the boundary diagonal:
X ×Θ X = [X ×X; ∂Xdiag,H ∗] := (X ×X \ ∂Xdiag) t SNH ,+(∂Xdiag)
SNH ,+(∂Xdiag) = (NX×X∂Xdiag)/R+∼DH
where the equivalence on fibers DH is defined using the decomposition N(∂Xdiag)+ = H ⊕ H ⊥, with
H = Ann(H ∗),
(W,Z) ∼DHδ (W
′, Z ′) ⇐⇒ ∃δ > 0, (W,Z) = (δW ′, δ2Z ′).
This real unoriented blow-up replaces the submanifold ∂Xdiag with its inward-pointing parabolic-sphere
bundle. This blow-up procedure furnishes a blow-down map
β : X ×Θ X → X ×X,
which is the identity on X × X \ ∂Xdiag, and given by the bundle projection map of the parabolic-sphere
bundle on SNH ,+(∂Xdiag). This is a manifold with corners, and has three new boundary faces:
BF = β
−1(∂Xdiag) = SNH ,+(∂Xdiag)
BL = β−1{(X × ∂X) \ ∂Xdiag}, BR = β−1{(∂X ×X) \ ∂Xdiag}.
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By construction, the front face BF is a fiber bundle over ∂Xdiag with fiber a projective quotient of the
inward pointing normal bundle NX×X(∂Xdiag)+; the front face has fiber over p ∈ ∂X given by
BF |p = [NX×X(∂Xdiag)+ \ ∂Xdiag]/ ∼DHδ .
2.6.1 The Θ-symplectic structure on ΘT ∗X
Similarly as in the [JoSá01], associated to the Lie algebra VΘ we can define the notion of a Θ-Fourier
integral operator, which will be operators whose Schwartz kernels have prescribed asymptotics on a resolution
of the product X×X, the Θ-stretched product X×ΘX. A standard Fourier integral operator is characterized
by its Schwartz kernel having singular support conormal to a Lagrangian inside (T ∗X \ o) × (T ∗X \ o); to
generalize this notion we must first understand how Lagrangians arise in the symplectic structure of ΘT ∗X.
In a neighborhood of the boundary U , if we use coordinates (x, ζ) = ((ρ, w, z); (ξ, ηH , ηV )) ∈ ΘT ∗X,
where ∂X = {ρ = 0}, then




the induced map on the dual bundles is given by
ιΘ : T
∗X → ΘT ∗X, ((ρ, w, z); (ξ, ηH , ηV )) 7→ ((ρ, w, z); (ρξ, ρηH , ρ2ηV )) =: ((ρ, w, z); (µ, u, t)). (2.47)
In these coordinates the canonical 1-form
α = ξdρ+ ηH · dw + ηV dz












and hence we have a symplectic form,
Θω = d(Θα) = 1ρdµ ∧ dρ+
1
ρdu ∧ dω +
1
ρ2 (dt ∧ dz − dρ ∧ (udω))−
2
ρ3 dρ ∧ (tdz). (2.48)
With this symplectic structure on ΘT ∗X we can explore the many ways to create Lagrangian submanifolds
on this rescaled bundle.
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If X,Y are two ACH manifolds, a Θ-canonical relation between them is a C∞-map
χ : Γ ⊂ ΘT ∗X → ΘT ∗Y
defined on an open conic subset Γ ⊂ ΘT ∗X such that χ∗(ΘαY ) = ΘαX . Following [JoSá01], we can define
extendible Lagrangian submanifolds. Set




the double of the Θ-stretched product across the front face. We say that a smooth conic closed Lagrangian
submanifold Λ ⊂ T ∗(X ×Θ X) is extendible, if it intersects T ∗(X ×Θ X)|BF transversely. This implies
there exists a smooth conic Lagrangian Λext ⊂ T ∗(X ×Θ X)d such that
Λ = Λext ∩ T ∗(X ×Θ X), ΛΘ := Λ t T ∗(X ×Θ X)|BF
The reason for the interest in extendible Lagrangians is that their intersection with the cotangent bundle
over the front face is again a Lagrangian submanifold.
Lemma 2.8. If Λ ⊂ T ∗(X×ΘX) is extendible then ΛΘ = Λ∩T ∗(X×ΘX)|BF is a Lagrangian submanifold
of T ∗BF
Proof. Fix coordinates (ρ, w1, . . . , w2n, z) of X ×Θ X valid near BF = {ρ = 0}, and with dual variables
(ξ, η1H , . . . , η
2n
H , ηV ). Then (ρ, w, z; ξ, ηH , ηV ) give local coordinates for T
∗(X ×Θ X) near BF . By transver-
sality, dρ|Λ 6= 0, thus ρ and some subset of (w, z; ξ, ηH , ηV ) must give local coordinates for Λ. Since Λ is
Lagrangian, the canonical 2-form
ωT∗(X×ΘX) = dρ ∧ dξ +
2n∑
j=1
dwj ∧ dηjH + dz ∧ dηV
must vanish on Λ; hence it vanishes on ΛΘ as well. From the overall vanishing of this symplectic form, and
the non-vanishing of dρ on Λ, we must have that dξ restricted to TΛ|ΛΘ is a multiple of dρ. This implies
existence of a function φ(ρ, w, z; ηjH , ηV ) satisfying
Λ ⊂ {ξ = ρφ(ρ, w, z; ηjH , ηV )}.
In particular, ξ|ΛΘ = 0 and
∑
dwj ∧ dηjH + dz ∧ dηV = 0 on TΛΘ.
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Certain Θ-canonical relations will define Lagrangian submanifolds in T ∗(X ×Θ X), by associating
χ : ΘT ∗X → ΘT ∗X! graph(χ) ⊂ ΘT ∗X × ΘT ∗X
and we denote such Lagrangians by Λχ. Particularly relevant Lagrangians will arise from liftable canonical
transformations; these are homogeneous canonical transformations χ : ΘT ∗X → ΘT ∗X, whose projections
to the base is the identity over ∂X.
We can define a symplectic form on ΘT ∗X × ΘT ∗X by
ω = π∗1ωΘ − π∗2ωΘ, (2.49)
The dual to the differential of the blow-down map β : X ×Θ X → X ×X induces a smooth map
T ∗X × T ∗X ' T ∗(X ×X)→ T ∗(X ×Θ X) (2.50)
which is an isomorphism over Int(X ×X).
Lemma 2.9. (Liftable Canonical Transformations induce Extendible Lagrangians)
Let χ : ΘT ∗X → ΘT ∗X be a liftable canonical transformation. The map (2.50), combined with the identifi-
cation (over Int(X ×X)) T ∗X × T ∗X ∼ ΘT ∗X × ΘT ∗X gives a smooth map
ϕΘ :
ΘT ∗X × ΘT ∗X '−→ T ∗(X ×Θ X) over Int(X ×X) (2.51)
which, restricted to the graph of χ, extends by continuity to the boundary and embeds it as a smooth La-
grangian of T ∗(X ×Θ X), denoted Λχ. Further Λχ intersects the boundary of T ∗(X ×Θ X) only over
T ∗BF (X ×Θ X), it is extendible across the front face, and this intersection
ΛχΘ := Λχ ∩ T ∗BF (X ×Θ X)
defines a Lagrangian submanifold of T ∗BF .
Proof. On the two copies of X in the product X × X we consider respectively coordinates (ρ, w, z), and
(ρ′, w′, z′) valid near the boundary. These induce corresponding local coordinates on the cotangent bundles,
and we denote
(ρ, w, z; ξ, ηH , ηV ) and (ρ
′, w′, z′; ξ′, η′H , η
′




(ρ, w, z;µ, u, t) and (ρ′, w′, z′;µ′, u′, t′) corresponding to ΘT ∗X, (2.53)










as coordinates valid near the front face BF , away from β





















α dV + ξ̃dρ′ + βdW + κ̃dw′ + γdZ + η̃dz′,
defined on ΘT ∗X×ΘT ∗X and T ∗(X×ΘX) respectively. We will first determine how the coefficients of these
1-forms are related under the map (2.51), in this neighborhood of BF . Since ρ = V ρ
′, w = w′ + ρ′W, z =
z′ + (ρ′)2Z we have
dρ = V dρ′ + ρ′dV, dw = dw′ + ρ′dW +Wdρ′, dz = dz′ + 2ρ′Zdρ′ + (ρ′)2dZ














































, β = u
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Now, using the fact that χ is a Θ-canonical relation (and thus ΘαX − χ∗(ΘαX) = 0), and the fact that
χ restricts to the identity over ∂X. To determine Gr(χ) in the coordinates (2.53) we observe first that ρ
and ρ′ are both bdfs on X and thus conformal: ρ′ = fρ. Further, we have that πX :
ΘT ∗X → X, and
(0, w′, z′) := (πX ◦χ)|∂X(x, ζ) = (0, w, z), hence w′ = w+ ρA, z′ = z+ ρ2B for some smooth functions A,B
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The final bracketed term will only contribute terms which are O(ρ) or O(ρ2) after computing their Θ-














































where f > 0, A,B,C,D are smooth functions of (ρ, w, z, µ, u, t). Taken together, these computations imply
that its graph is of the form
Gr(χ) = {((ρ, w, z, µ, u, t), (ρ′, w′, z′, µ′, u′, t′)) | ρ′ = fρ, w′ = w + ρA, z′ = z + ρ2B
µ′ = µ− uA− 2tB + ρC, u′ = fu+ ρD, t′ = f2t+ ρ2E}
From this we can see that
α = efµ, β = efu, γ = e2f t, ξ̃ = −e−fC, κ̃ = −e−fD, η̃ = −e−2fE.
Since ef = ρ
′
ρ is smooth and positive on Λχ, the map (2.51) (defined over the interior Int(X ×X)), extends
by continuity to the boundary when restricted to Gr(χ), thus defining Λχ
Gr(χ) ' Λχ ↪→ T ∗(X ×Θ X)
as the image of Gr(χ) under the map (2.51). Further, this shows that Λχ intersects the boundary of
T ∗(X ×Θ X) only over BF = {ρ′ = 0} and does so transversely. Thus it is an extendible Lagrangian, and
we have by the previous lemma that this intersection ΛχΘ is a Lagrangian submanifold of T
∗BF .
This lemma elucidates the name “liftable canonical transformation” as they provide examples of canonical
transformation with “good” lifts to T ∗(X ×Θ X) as the associated Lagrangian meets the diagonal only in
the front face BF .
Given p ∈ C∞(ΘT ∗X) we define its Θ-Hamiltonian vector field by the relation Θω(−,ΘHp) = dp. In
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And observe that this vector field has the special property that the projection of the vector field to the base
vanishes when restricted to ∂X.
As usual, we are most interested in the Hamiltonian associated to the length functional of our ACH
metric. Since our metric satisfies
gACH =
dρ2 + hΘ(w, z, dw, dz) + ρQ(ρ, w, z, dw, dz)
ρ2
we can conclude its dual metric has the form
G = (ρξ)2 + ρ2hΘ(w, z, ηH , ηV ) + ρ
3Q(ρ, w, z, ηH , ηV )
or in the coordinates (ρ, w, z, µ, u, t) on ΘT ∗X our dual metric is given by
G = µ2 + hΘ(w, z, u, t) + ρQ(ρ, w, z, u, t). (2.54)
This function on ΘT ∗X will be the Hamiltonian of interest in our study of the wave equation.
Lemma 2.10. Θ-canonical flowouts
Let G ∈ C∞(ΘT ∗X) be the dual metric associated to the metric gAH , and let ΘHG be its Θ-Hamilton
vector field. For all s > 0, the canonical transformation χs :




is a liftable canonical transformation. Thus the graph of χs defines a smooth extendible Lagrangian subman-
ifold of T ∗(X ×Θ X). Further, the intersection
ΛBF (s) := Λs ∩ T ∗(X ×Θ X)|BF
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is a smooth Lagrangian submanifold of T ∗BF given by
exp(s HGΘ)(T
∗BF |DΘ∩BF ) = ΛBF (s)
where GΘ = G̃|BF , the restriction to the front face of the lift of G to T ∗(X ×Θ X).
Proof. Since the flow-out of a Hamilton vector field is always a canonical transformation, the first claim
follows from the fact that only the projection onto the base vanishes. Thus we only to check the claim
regarding ΛBF (s). We can study the graph of χs after viewing G ∈ C∞(ΘT ∗X × ΘT ∗X) as a function
depending only on the second copy of ΘT ∗X.







′ + uρdw −
u′
ρ′ dw




thus we can write the Hamilton vector field of a function on this space with respect to this 1-form, with the
same formula as we calculated above. In this case χs is the flow-out of the diagonal in
ΘT ∗X ×ΘT ∗X along
the vector field ΘHG. In these coordinates our length function is given by
G = (µ′)2 + hΘ(w
′, z′, u′, t′) + ρ′Q(ρ′, w′, z′, u′, t′)











β : X ×Θ X → X ×X (ρ, w, z, V,W,Z) 7→ (ρ, w, z, ρ′, w′, z′)
= (ρ, w, z, ρV, w + ρW, z + ρ2Z).
The pullback of (2.55) by β is,
adρ+ afdV + bdw + bfdW + cdz + cfdZ,
and in these coordinates we have that BF = {ρ = 0} and the interior lift of the diagonal DΘ is given by
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DΘ = {V = 1,W = Z = 0}. The lift of p to T ∗(X ×Θ X) is given by
p̃ = (afV )
2 + h0(w + ρW, z + ρ
2Z,−V bf ,−V 2cf ) + ρV Q(ρV,w + ρW, z + ρ2Z,−V bf ,−V 2cf ))
= (afV )
2 + V 2h0(w + ρW, z + ρ
2W, bf , cf ) + ρV
3Q(ρV,w + ρW, z + ρ2Z, bf , cf )
where the functions h0, Q are DHρ -homogeneous of order 2 in the fiber variables.
Now we lift our symplectic form (2.55) to T ∗(X ×Θ X), and denote it by ω̃, ΘHG lifts to HG̃. In the
coordinates
[(ρ, w, z, V,W,Z) ; (a, b, c, af , bf , cf )] ∈ T ∗(X ×Θ X)

















































































thus Hp̃ is smooth all the way down to BF = {ρ = 0}. Further, with respect to our coordinate transformation
on T ∗(X ×Θ X) induced by the blow-down map β, we have that the diagonal
{ρ = ρ′, w = w′, z = z′, µ = µ′, u = u′, t = t′} = (ΘT ∗X)diag ⊂ ΘT ∗X × ΘT ∗X
lifts to
D̃Θ = {V = 1,W = Z = a = b = c = 0} ⊂ T ∗(X ×Θ X).
Thus D̃Θ transversely intersects T ∗(X ×Θ X)|BF at {ρ = 0, V = 1,W = Z = a = b = c = 0}. Finally we
see that Hp̃ projects down to T
∗BF as
2afV















which is precisely the Hamilton vector field of a2fV
2 + V 2hΘ(w, z, bf , cf ).
Remark 2.1. Notice that because
G̃|BF = V 2(a2f + hΘ(w, z, bf , cf )) =: GΘ
the projection of the Hamilton vector field of G to T ∗BF is precisely the Hamilton vector field of the restriction
of G to BF , with respect to the induced symplectic form on T
∗BF .
In other words, for the Hamiltonian given by our length functional (2.54), we have that: ∀s > 0, the
twisted graph of exp(s ΘHG) :
ΘT ∗X → ΘT ∗X defines a Lagrangian submanifold Λ(s) ⊂ T ∗(X ×Θ X).
Further this Lagrangian intersects only the boundary only over BF , and it does so transversely. The
transversal intersection is itself a Lagrangian flow-out
ΛF (s) := exp(s HGΘ)(T
∗BF |DΘ∩BF ) ⊂ T ∗BF
which is the flow-out by the Hamilton vector field of GΘ = σ2(NBF (∆)), the principal symbol of the normal
operator at the front face.
2.6.2 Θ-FIOs and the Wave Kernel
Here we construct the calculus of operators that our wave group cos(t
√
∆− n2/4 ) will lie in. These
shall be restricted to the subclass of Lagrangian distributions whose support does not meet the left or right
face: β∗(∂X ×X), β∗(X × ∂X). Due to the finite speed of propagation, initial data U(t, p, p′) supported in
the interior of BF which evolves according to the wave equation,
(




U(t, p, p′) = 0
U(0, p, p′) = δ(p, p′), ∂tU(0, p, p
′) = 0
remains supported away from the left and right faces. In particular, when considering our calculus of FIOs,
we can ignore the complement of the front face in the corner, and restrict ourselves to Lagrangians which
meet the boundary at BF .
Now, since the relation of the wave group is a Lagrangian in T ∗R× T ∗(X ×Θ X), we mildly extend our
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class of Lagrangians from the last section. The canonical 1-form on T ∗R× ΘT ∗X × ΘT ∗X is given by
α = tdτ + µρdρ−
µ′
ρ′ dρ
′ + uρdw −
u′
ρ′ dw




With this 1-form, we can define a relation
ΛC = {(t, τ, ζ1, ζ2) : τ +
√
G̃(ζ1, ζ2) = 0, (ζ1, ζ2) ∈ Λt} ⊂ T ∗R× ΘT ∗X × ΘT ∗X
where Λt is an extendible Lagrangian associated to the graph of the liftable canonical transformation χt :
ΘT ∗X → ΘT ∗X, and G̃ is the lift of G from the second copy of ΘT ∗X. In particular, this Lagrangian
intersects the boundary only over the front face BF , and
ΛΘC = {(t, τ, ζ1, ζ2) : τ +
√
GΘ(ζ1, ζ2) = 0, (ζ1, ζ2) ∈ ΛBF (t)} ⊂ T ∗R× T ∗BF
where GΘ is the restriction of G̃ to BF .
We should take a moment to discuss how to obtain a Lagrangian distribution from the restriction of an
Extendible Lagrangian.
Definition 2.1. Θ-Fourier Integral Operators
We define our Θ-FIOs associated to C, to be the linear operators B : E ′(R×X)→ D′(X) whose Schwartz
kernels lie in the space of distributions
Im,sΘ (R×X,X;C,
ΘΩ1/2) := {ρsFK ∈ Im(R×X ×Θ X; ΛC ,ΘΩ1/2) : ρ−sF K vanishes
in a neighborhood of ∂(R×X ×Θ X) \ (R×BF )}
In this case, such operators are those whose Schwartz kernels are Lagrangian distributions with respect to ΛC ,
and vanish to order s at the front face BF . Such operators carry two different principal symbol mappings:
one is the usual symbol of a Lagrangian distribution, in the interior; the second operator is obtained by the
principal symbol of the normal operator K|R×BF associated to the Lagrangian in T ∗BF .
This second symbol is obtained from the fact that the transversal intersection with BF implies that
the restriction of our Lagrangian distribution to BF is again a Lagrangian distribution with respect to
ΛC ∩ T ∗(X ×Θ X)|BF .
We now take a moment again to highlight the normal operator. If KA ∈ Im,sΘ , then Np(A) = (ρ
−s
F KA)|BF ,
and Np(A) is a Lagrangian distribution with respect to ΛC . Further it gives an analogue of the short exact
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sequence for principal symbols of operators:
Proposition 2.4. The normal operator participates in a short exact sequence
0→ Im,1Θ (R×X,X;C,
ΘΩ1/2) ↪→ Im,0Θ (R×X,X;C,
ΘΩ1/2)
Np(−)−−−−→ Im(R×BF ; ΛΘC ,Ω1/2)→ 0






t − P ) ◦B) = (D2t −Np(P )) ∗Np(B)
Proof. This is an analogue of [MaMe87, prop 5.19], and [JoSá01, prop 3.1].
The injectivity portion of the statement of exactness is immediate from the definition. Since we have
Np̂(−) is C∞ in p̂ ∈ ∂X and defines an operator on C∞(BFp̂) for each p̂ fixed. In particular, since the kernels
of these operators are smooth up to the front face, it makes sense to consider their Taylor series on BFp̂ .
The surjectivity of Np̂(−) arises from a version of Borel’s lemma for the Taylor series of Np̂(−) in local
coordinates for BFp̂ .
To prove the composition formula, we can use the structure of the Normal operator at BF , and the fact
that we are not blowing up in the t variable, so it commutes with the normal operator.
















As usual we choose to identify this as acting on 1/2-densities: if we choose coordinates (ρ, w, z), these induce




γ = (ρ)−(2n+3) |dρdwdz|1/2
and P acts on f ∈ C∞(X; Ω1/2Θ ) by Pf = P (fγ−1)γ. Of course this is simply for Θ-differential operators.
More generally Θ-FIOs will act on 1/2-densities via their normal operator: Np̂(A) = (ρ
−s
F KA)|BFp̂


























k ◦ (KBt(0, w, z;V,W,Z))
 · γ
Having proven this lemma, we arrive at a short time parametrix for the wave group.
Proposition 2.5.
For each t ∈ R, for the canonical relation
C = {[(t, τ),(ρ, w, z;µ, u, s), (ρ′, w′, z′;µ′, u′, s′)] :
τ +
√
G(ρ, w, z;µ, u, s) = 0 ; (ρ′, w′, z′;µ′, u′, s′) = exp(tΘHG)(ρ, w, z;µ, u, s)}









Proof. Given the normal sequence, the argument reduces to a purely local one: using proposition 2.4, and
the fact that
Np̂(Id) = δ(V − 1)δ(W )δ(Z)γ = δ(0p)γ






U0(t, p̂) = 0
U(0, p̂) = δ(0p̂), ∂tU(0, p̂) = 0
here 0p̂ ∈ BFp̂ ' Xp̂ corresponds to the identity element in the group. Note also that the specific form of
the model Laplacian
Np̂(∆g) = − 14 (ρ∂ρ)
2 + n+12 ρ∂ρ + ρ
2∆H(p̂)− ρ4Z2(p̂)
means we can also construct the model wave group, and study its asymptotics via analyzing those of the
wave group in Hn+1C .
Since 0p̂ ∈ Int(BFp̂), it does not meet the corners of BFp̂ . Similarly ΛC does not meet the corners in





Now we iterate. Choose a u0 ∈ I−1/4,0Θ (X × R, X;C,ΘΩ1/2) such that Np̂(u0) = U0(t). Then
β∗L(D
2
t + ∆g − n2/4)(U(t)− u0) = r0 ∈ I
−1/4,1
Θ (X × R, X;C,
ΘΩ1/2)
and ρ−1r0 ∈ I−1/4,0 where ρ is a defining function for the left face. (This is well-defined since r0 is supported
away from the left face, as u0 was, and the wave operator preserves this support due to the condition on wave









Np̂(u1)|t=0 = Np̂(ρ−1r0), ∂tNp̂(u1)|t=0 = ∂tNp̂(ρ−1r0)|t=0




t + ∆g − n2/4)(U(t)− u0 − ρu1) = r1 ∈ I
−1/4,−2
Θ .
Proceeding iteratively we obtain U∞ ∼
∑
j≥0 ρ




t + ∆g −n2/4)U∞ vanishes to infinite
order at BF . The error term also has infinite order vanishing at BF in the Cauchy data from the construction.
Finally, after extending this error term to be identically zero across the front face, we can use Hörmander’s
transverse intersection calculus to remove this error term (see e.g. [Hör71, Thm 2.5.15]).
Unfortunately, this is a short time parametrix, as this construction is only valid for finite t. If we allow
t→∞, our Lagrangian flow-out Λ(t) will meet the corners of BF , which would require a more sophisticated
composition formula.
2.7 Wave Trace Asymptotics
Now that we know the wave group is a Θ-Fourier integral operator we can ask whether its trace can be
studied, as in the case of the wave trace on a compact manifold without boundary. This presents some








is not trace class, so we need to introduce a
regularization of its trace.




U(t, x, x) dVolg = Π∗ι
∗
diagU
using appropriate maps ιdiag,Π, to define this integral via pullback and pushforward. An analysis of the
wavefront sets of these maps will permit an analysis of their associated operators, and prove that the resulting
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object is well-defined distribution on R, with wavefront set to be determined.
First, notice that for all p, p′ 6∈ ∂X, the restriction of U(t, p, p′) to the diagonal Xdiag is well-defined. To
see this we proceed as in [DuGu75, §1] by introducing the map,
ιdiag : R×Xdiag → R×X ×X, (t, p) 7→ (t, p, p)
of the inclusion of the diagonal. Pullback along this map is a Fourier integral operator of order n+12 , defined
by the canonical relation
WF′(ι∗diag) =
{(




(t, τ), (p, ζ), (p, ζ ′))
)}
= N∗{ιdiag(t, p) = (t, p, p′)}.
Now, using the fact that WF(U) = C (as defined in proposition 2.5), assuming p, p′ 6∈ ∂X, then whenever
((t, τ), (p, ζ), (p, ζ ′)) ∈ WF′(U) we have τ 6= 0, thus WF(U) ∩ Nιdiag = ∅ at such points (where Nιdiag =
{(ι(t, p), τ, ζ, ζ ′) ∈ T ∗(R × X × X) : Dιᵀdiag(τ, ζ, ζ ′) = 0} is the set of normals of the map). Thus we can
apply [Hör71, Thm 2.5.11′] to conclude that ι∗diagU is a well-defined distribution on R × (X \ ∂X) with
wavefront set
WF′(ι∗diagU) = {((t, τ), (p, ζ − ζ ′)) : τ +
√
G(p, ζ) = 0, (p, ζ) = exp(tΘHG)(p, ζ
′)}.
Duistermaat-Guillemin next study the wavefront set of the projection Π : R×X → R. In our case we now
introduce the regularization procedure. For ε > 0, define Xε = {ρ > ε} for our bdf ρ. Consider the cutoff
projection
Πε : R×Xε → R, (t, p) 7→ t,
for which integration over the range p is equal to the pushforward along Πε (the transpose of the operator
Π∗). This map thus defines a Fourier integral operator of order 12 −
n+1
2 defined by the canonical relation
WF′(Π∗) =
{(
(t, τ), ((t, τ), (x, 0))
)}
.








is a well-defined distribution on R satisfying
WF(Tε(t)) = {(t, τ) : τ < 0 and (p, ζ) = exp(t ΘHG)(p, ζ ′) for some (p, ζ), ρ(p) > ε}.
We obtain as a corollary
Corollary 2.1. For ε > 0, the singular support of Tε ∈ D′(R) is contained in the set of periods of closed
geodesics in Xε. Moreover, there exists ε0 > 0 such that all closed geodesics of (X, g) with period greater
than zero are contained in Xε0 .
In particular for all ε < ε0, the singular support of Tε is contained in the set of period of closed geodesics
of X.
Proof. Only the claim regarding closed geodesics remaining in Xε0 remains to be proven. This is a statement
about strict convexity of the geodesic flow in a neighborhood of infinity (see e.g. [JoSá01, Proposition 4.1],
[DaVa12, Lemma 4.1]). We show that if ε sufficiently small, any geodesic γ which intersects {ρ < ε} cannot
be closed. Introducing coordinates (ρ, w, z) with corresponding dual coordinates (ξ, ηH , ηV ), such that ρ is
a boundary defining function for ∂X.




, g̃ρ = hH + ρ
−2θ2
and we write
Gρ(η, η) = hH (ηH , ηH) + ρ
2θ2(ηV , ηV )
for the bilinear form on T ∗X induced by the dual metric of g̃ρ. In these coordinates the geodesic Hamiltonian
is given by
|ζ|2g = σ2 +G(µ, µ) = σ2 + hH (µH , µH) + θ2(µV , µV )
where σ = ρξ, µH = ρηH , µV = ρ
2ηV , and G = ρ
2Gρ. The Hamilton vector field of this function is given by
H|ζ|2g = ∂ξ|ζ|
2∂ρ − ∂ρ|ζ|2∂ξ + (∂ηH |ζ|2) · Y − (Y |ζ|2) · ∂ηH + (∂ηV |ζ|2)∂z − (∂z|ζ|2)∂ηV
where {Yj}2nj=1 is a local hH -orthonormal frame dual to {dη
j
H}2nj=1. Computing the change in these vector
fields with respect to the change of coordinates (ρ, w, z, ξ, ηH , ηV ) 7→ (ρ, w, z, σ, µH , µV ) gives
∂ξ = ρ∂σ, ∂ηH = ρ∂µH , ∂ηV = ρ
2∂µV ,
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∂ρ = ∂ρ + ρ
−1σ∂σ + ρ
−1(µH · ∂µH + 2µV ∂µV ), Y = Y, ∂z = ∂z.
Thus the Hamilton vector field can be re-expressed as
H|ζ|2 = (ρ∂σ|ζ|2)(∂ρ + ρ−1RCC)− (ρ∂ρ +RCC)(|ζ|2)∂σ + ρ[(∂µH |ζ|2) · Y − (Y |ζ|2) · ∂µH ]
+ ρ2[(∂µV |ζ|2)∂z − (∂z|ζ|2)∂µV ]
where we have defined RCC = µH · ∂µH + 2µV ∂µV , the infinitesimal generator of the Heisenberg dilation
action on T ∗∂X. Using the facts that
∂σ|ζ|2 = 2σ, RCC |ζ|2 = 2G(µ, µ),
and writing the vector field Hg̃ρ = [(∂µH |ζ|2) · Y − (Y |ζ|2) · ∂µH ] + ρ[(∂µV |ζ|2)∂z − (∂z|ζ|2)∂µV ], we can
re-express this formula as
H|ζ|2 = 2σρ∂ρ + 2σRCC − (2G(µ, µ) + ρ∂ρG)∂σ + ρ ·Hg̃ρ .
Thus, along integral curves of the vector field H|ζ|2 we have ρ̇ = 2σρ, τ̇ = −(2G+ ρ∂ρG). Thus, at a critical
point of ρ along the flow which is an interior point of X we have
ρ̇ = 0 =⇒ σ = 0,
hence at such points we have
ρ̈ = 0 + 2σ̇ρ = −2ρ(2G+ ρ∂ρG) = −4ρG− 2ρ2∂ρG.
Now, using the fact that G|ρ=0 is positive definite, thus for sufficiently small ρ this quantity is negative.
Thus we have shown that for all geodesic curves γ which intersect {ρ ≤ ε} satisfy,
ρ̇ ◦ γ = 0 =⇒ ρ̈ ◦ γ < 0.
Now, assuming for the sake of contradiction that γ is closed. Then there exists δ ∈ (0, ε) such that γ
intersects {ρ = δ} in at least two points. Therefore there exists a s0 with ρ ◦ γ(s0) > 0 where ρ ◦ γ has a
minimum. However at such a minimum we have ρ̇ ◦ γ(s0) = 0 and ρ̈ ◦ γ(s0) > 0, contradicting our convexity
statement.
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Using this corollary, we can now begin an analysis of the renormalized wave trace. If we denote by
uj ∈ I−1/4,jΘ (R × X,X;C,ΘΩ1/2) be the operators defined in the proof of proposition 2.5. The same





is well-defined, with singular support satisfying the conclusions of corollary 2.1. Since BF and ΛC intersect
transversally, only the density factor implicit in this operator can obstruct the convergence of Ij(t, ε) as
ε → 0. Since this trivialization of the ΘΩ1/2 diverges at the rate ρ−(2n+3) at ∂X, the Ij(t, ε) converges for
any j ≥ 2n + 3. Applying Taylor’s Theorem to uj(t, p, p) as ρ → 0, we see that there exists constants Cj
such that the limit












exists, which we call the renormalized wave trace. From corollary 2.1, we immediately obtain
Proposition 2.6. The singular support of R TrU(t) is contained in the set of periods of closed geodesics of
(X, g).
Finally, we can begin our analysis of the renormalized wave trace as t → 0 (in fact its inverse Fourier
transform). First we choose a cutoff function χ ∈ C∞c (R), with the appropriate support to study the
transform of the cutoff wave trace. If we denote the first non-zero period of a closed geodesic on (X, g) as
t0, then choose χ such that χ(t) = 1 for |t| > t02 and χ(t) ≡ 0 for |t| >
2t0
3 .
Now, using the arguments of [Hö68], (which are purely local, applying to any paracompact manifold), or
alternatively the proof of [DuGu75, Prop 2.1], we immediately obtain










as µ→ 0 and rapidly decaying as µ→ −∞. The leading term, ω0 = Volg(Xε)
Given this result for the asymtotics of the cutoff wave trace we can then conclude,
Theorem 2.7. There exists {ωk}k∈N0 ⊂ R such that the renormalized trace R TrU(t) satisfies,
∫
R







as µ → 0 and rapidly decaying as µ → −∞. The leading term, ω0 = R Volg(X), is called the renormalized
volume, and can be computed as












and is in general dependent on the choice of defining function ρ.
2.8 Propagation of Singularities for Variable Order Sobolev
Spaces
In this section we prove the relevant propagation theorem for variable order Sobolev spaces. We shall restrict
to the case of semiclassical pseudodifferential operators in this case. The differential operator we consider
in this paper, Pλ as defined in section §2.3, has radial points, and thus is not of real-principal type there.
For our purposes the order function s(x, ζ) ∈ C∞(T ∗X \ o) will be constant in a neighborhood of the radial
points, and as the following statement holds microlocally, we shall assume the operator in this proposition
has real principal type everywhere.
When the Sobolev order varies smoothly on T ∗X \ o, such principal type estimates will only hold given
a restriction on the direction of a bicharacteristic; i.e. only if s(x, ζ) is non-increasing along the Hph -flow we
are propagating estimates. Hsh(X)
Proposition 2.8.
Let P,Q ∈ Ψkh(M) be real principal-type operators, with semiclassical symbols ph, q respectively. Suppose
s ∈ C∞(T ∗X \ o) is non-increasing along the Hph-flow on a neighborhood O of α ∈ Σh(P ) ⊂ T ∗X \ o.
Let A,B,G ∈ Ψ0h(X) such that WFh(B) ⊂ Ellh(G), and assume that if α ∈ WFh(A) then the backward
null-bicharacteristic γ−(α) of ph meets Ellh(B) while remaining in Ellh(G). Then for all N > 0, there exists
C > 0 such that
||Au||Hsh ≤ C(h
−1||GPu||Hs−k+1h + ||Bu||Hsh + ||u||H−N ).
Similarly, the corresponding estimate holds if s(x, ζ) is non-decreasing along the Hph-flow and “backward”/γ−(α)
is replaced with “forward”/γ+(α)
Proof. We shall reduce this estimate to a positive commutator argument. First observe that since P is of
real-principal type, its symbol is real-valued, so writing P = ReP + i ImP where ReP = 12 (P + P
∗) has
semiclassical symbol ph, and the symbol of ImP =
1
2i (P − P
∗) is h · psub.
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Fix |ζ| as a positive, degree 1 homogeneous function on C∞(T ∗X \ o). Writing Lh ∈ Ψ0δ,h(X) for the
pseudodifferential operator with semiclassical symbol
σh(Lh) = s(x, ζ) log(|ζ|)(1− χ(x, ζ)), χ|o∈T∗X ≡ 1,
as constructed in §2.2.1. The exponential of Lh, defines a variable order operator exp(Lh) ∈ Ψsδ,h(X), with
semiclassical symbol,
σh(exp(Lh)) = exp(σh(Lh)) = |ζ|s(x,ζ)(1−χ(x,ζ))
Such an argument proceeds by finding an operator F ∈ Ψs−
k−1
2
δ,h (M) such that we can control the quantity
Im〈Pu, F ∗Fu〉 = i2 (〈Pu, F
∗Fu〉 − 〈F ∗Fu, Pu〉) = 〈( i2 [P, F
∗F ] + (ImP )F ∗F )u, u〉,
and the operators involved in the quadratic form on the right-hand side have symbol,
σh(i[P, F
∗F ] + (ImP )F ∗F ) = hiHphf
2 + h · psubf2 = h(−a2 − |ζ|2s−2k−2f2 + b′) +O(h2), (2.58)
for some symbols a, b′ to be constructed. To see why this implies our desired estimate assume for now that
symbols a, b′ exists making this statement true. Quantizing these symbols we obtain A = Oph(a), B
′ =
Oph(b
′), (and using that F is elliptic on WFh(A)) we write
h−1(i[P, F ∗F ] + (ImP )F ∗F ) = −A∗A− (T F )∗(T F ) +B′ + hR,
where A∗A,B′ ∈ Ψ2sδ,h(M), T ∈ Ψ
k−s−1
δ,h (M) elliptic, and R ∈ Ψ
2s−1
δ,h (M). After pairing with a function u,
we have
||Au||2s + ||T Fu||2 = − 1h Im〈Pu, F
∗Fu〉+ 〈B′u, u〉+ 〈Ru, u〉.
Now, we can bound the first term on the right-hand side by choosing an elliptic operator T ∈ Ψk−s(x,ζ)−1h (M),
with elliptic parametrix T−1 ∈ Ψs−k+1h and smoothing remainder R̃ ∈ Ψ
−∞
h (M), and inserting the quantity
Id = R̃+ T−1T , also using the fact that WFh(F ) ⊂ Ellh(G) to conclude,
| Im〈Pu, F ∗Fu〉| ≤ | Im〈GPu, (R̃+ T−1T )F ∗Fu〉|+ | Im〈Pu, (Id−G∗)F ∗Fu〉|
≤ C||T−1GPu|| · ||T Fu||2 + hN ||u||−N
≤ C||GPu||2s−k+1 + ||T Fu||2 + hN ||u||−N .
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Further, since WFh(R) ⊆WFh(F ), and choosing a B ∈ Ψ0h(M), elliptic on WFh(B′), then the second and
third terms satisfy
〈B′u, u〉+ h〈Ru, u〉 ≤ C(||Bu||2s + h||Gu||2s−1/2 + h
N ||u||−N ).
Combining these inequalities we have
||Au||s ≤ C(h−1||GPu||s−k+1 + ||Bu||s + h1/2||Gu||s−1/2) + hN ||u||−N (2.59)
for all N > 0. From here, a standard iterative argument can be used to remove the Gu term, showing that
the same estimate holds with the Gu term being replaced by h`/2||Gu||s−`/2, for all ` > 0, which implies the
desired estimate in the proposition.
We now show that the dynamical assumptions on the bicharacteristic γ−(α), and the sign of s(x, ζ) under
the Hp imply (2.58). Denote the semiclassical symbols of A,B,G ∈ Ψ0h(X) by a, b, g. Take α ∈ supp(a) ⊂
Σh(P ) ⊂ T ∗X \ o and set γ(t) = exp(tHph)α to be the bicharacteristic originating at α. By assumption
there is a time T > 0 such that γ(−T ) ∈ {b 6= 0} ⊂ Ellh(B), and γ([−T, 0]) ⊂ {g 6= 0} ⊂ Ellh(G). Since
ph is real-principal type, we have dp|{ph=0} 6= 0, so α is a regular point of ph. Thus we can choose local
coordinates (x, ζ) = (t, q2, . . . , q2m) = (t, q
′) in a neighborhood of O of γ([−T, 0]) such that,
(t, q′) ∈ [−T − ε, ε]× {|q′| < ε}, H̃ph = |ζ|−k+1Hph = ∂t
and γ(t) has coordinates (t, 0) in this neighborhood.




where φ ∈ C∞c (R2m−1), supported in {|q′| < ε}; with χ0 = e−F/(ε−t), t < ε, χ0(t) = 0, t ≥ ε; and further
χ1(t) ≡ 1 near [−T,∞), and χ1(t) ≡ 0 near (−∞,−T − ε].
Given this set-up, and writing |ζ|−k+1σh( 12iP − P






1(t) + log(|ζ|)(H̃phs(x, ζ))χ0(t)χ1(t)
+ (s− k−12 + p̃sub)|ζ|
−1(H̃ph |ζ|)χ0(t)χ1(t)],




1 will be the only term of positive sign, and will contribute the b
′ term in (2.58).
First notice that χ′0 ≤ 0, while χ′1 term is supported in [−T −ε,−T ]×{|q′| ≤ ε} ⊂ Ellh(B) where we have
a priori regularity due to ellipticity of B. Further, by its construction the function χ0 satisfies χ0 ≤ c ·χ′0, for
c > 0 arbitrarily small by taking F > 0 sufficiently large; using the fact that psub is bounded on the support
of χ1, this controls the term containing |ζ|−1(H̃ph |ζ|) for c > 0 again chosen sufficiently small. Finally, the




−χ′0(t)− χ0(t)(p̃sub + |ζ|−2s+k−1(H̃ph |ζ|2s−k+1))− (χ0(t)χ1(t)ψ(q′))2
b′ = 2|ζ|2sφ(q′)2χ0(t)χ1(t)χ′1(t),
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