This paper deals with strong structural controllability of linear structured systems in which the system matrices are given by zero/nonzero/arbitrary pattern matrices. Instead of assuming that the nonzero and arbitrary entries of the system matrices can take their values completely independently, this paper allows equality constraints on these entries, in the sense that a priori given entries in the system matrices are restricted to take arbitrary but identical values. To formalize this general class of structured systems, we introduce the concepts of colored pattern matrices and colored structured systems. The main contribution of this paper is that it generalizes both the classical results on strong structural controllability of structured systems as well as recent results on controllability of systems defined on colored graphs. In this paper, we will establish both algebraic and graph-theoretic conditions for strong structural controllability of this more general class of structured systems.
I. INTRODUCTION
Controllability is a fundamental concept in systems and control. For linear time-invariant (LTI) systems of the form x = Ax + Bu, controllability can be verified using the Kalman rank test or the Hautus test [1] . Often, the exact values of the entries in the matrices A and B are not known, but only the underlying interconnection structure between the input and state variables is known exactly. In order to formalize this, Mayeda and Yamada [2] have introduced a framework in which, instead of a fixed pair of real matrices, only the so-called zero/nonzero structure of A and B is given. This means that each entry of these matrices is known to be either a fixed zero or an arbitrary nonzero real number. In addition, to guarantee the controllability of all possible LTI systems with such a given zero/nonzero structure, in [2] they introduced the concept of strong structural controllability. Since then, many contributions have been made on the topic of strong structural controllability. (See [3] - [8] and the references therein.)
Roughly speaking, two basic assumptions prevail in the aforementioned literature: (1) each entry of the system matrices is either a fixed zero or an arbitrary nonzero value, and (2) the nonzero entries take their values independently. Concerning the first of these assumptions, however, in many practical scenarios there might also be entries that can take arbitrary zero or nonzero values. Examples can be found in [9] - [12] and the references therein. In such scenarios, it is impossible to represent the system using a zero/nonzero structure. To deal with this, recently in [12] the notion of zero/nonzero structure has been extended to a more general zero/nonzero/arbitrary structure, and thus a unifying framework for strong structural controllability was established. Regarding the second of the above assumptions, we note that in physical systems it is often not the case that the nonzero entries in the system matrices can take their values independently. Indeed, some of the nonzero entries in the system The authors are with the Bernoulli Institute for Mathematics, Computer Science and Artificial Intelligence, University of Groningen, 9700 Groningen, The Netherlands (e-mail: j.jia@rug.nl, h.l.trentelman@rug.nl, charal.nik@gmail.com, m.k.camlibel@rug.nl).
matrices might have dependencies. (See [13] - [18] and the references therein.) In particular, in [17] and [18] , the situation was considered that prescribed nonzero entries in the system matrices are constrained to take identical (nonzero) values. These constraints can be caused by symmetry properties ( [13] , [14] ) or by physical constraints on the system [16] .
In this paper, we will explore the strong structural controllability of systems in which neither of the above two basic assumptions is satisfied. More explicitly, the present paper will extend the approach taken in [17] and [18] using the newly introduced unifying framework from [12] . That is, we will study strong structural controllability of systems in which the zero/nonzero/arbitrary structure of the system matrices is given, and moreover, in which some of the entries in the system matrices are constrained to take identical values. Following the naming convention in [17] , [18] and [12] , we will call such kind of systems colored structured systems. The main contributions of this paper are the following: 1) We establish sufficient algebraic conditions for the strong structural controllability of a given colored structured system in terms of a full row rank test on two so-called colored pattern matrices. 2) We establish a test for the full row rank property of a given colored pattern matrix in terms of a new color change rule and colorability of the graph associated with the pattern matrix. In order to introduce this color change rule, we also establish a necessary and sufficient condition under which a given square colored pattern matrix is nonsingular. 3) Based on the above results, we establish sufficient graphtheoretic conditions for strong structural controllability of colored structured systems. The outline of the paper is as follows. Section II presents some preliminaries. In Section III, we formulate the problem treated in this paper in terms of colored structured systems. In Section IV, we establish sufficient algebraic conditions for controllability of colored structured systems. We also provide a counterexample to show that these conditions are not necessary. Section V presents a necessary and sufficient graph-theoretic condition under which a given square colored pattern matrix is nonsingular. In Section VI, we introduce a new color change rule and the concept of colorability of the graph associated with a given colored pattern matrix. Based on these concepts, we establish a graph-theoretic condition under which a given colored pattern matrix has full row rank, and thus we obtain sufficient graph-theoretic conditions for strong structural controllability of colored structured systems. Finally, in Section VII, we provide our conclusions.
II. PRELIMINARIES
In this paper, we will use standard notation. We denote by C and R the fields of complex and real numbers, respectively. The spaces of n-dimensional real and complex vectors are denoted by R n and C n , respectively. Likewise, the spaces of n × m real and complex matrices are denoted by R n×m and C n×m . For a given n×m matrix A, the entry in the ith row and jth column is denoted by A ij . For a given square matrix A, we denote its determinant by det(A). In addition, I and 0 will denote identity and zero matrices of appropriate dimensions. For a given finite set S, its number of elements will be denoted by |S|. A finite collection {S 1 , S 2 , . . . , S k } of subsets of S is called a partition of S if S i ∩ S j = ∅ for all i j and S 1 ∪ S 2 ∪ · · · ∪ S k = S.
A. Elements of graph theory
We denote by G = (V, E) a directed graph with vertex set V = {1, 2, . . . , n} and edge set E ⊆ V ×V. We define the graph G = (V, E) to be undirected if (i, j) ∈ E whenever ( j, i) ∈ E. In that case, the order of i and j does not matter, and we interpret the edge set E as the set of unordered pairs {i, j}, where (i, j) ∈ E. Moreover, an undirected graph G = (V, E) is called a bipartite graph if there exist nonempty disjoint subsets X and Y of V such that X ∪ Y = V and {i, j} ∈ E only if i ∈ X and j ∈ Y. Such a bipartite graph is denoted by G = (X, Y, E XY ), where we denote the edge set by E XY to stress that it contains edges {i, j} with i ∈ X and j ∈ Y. In this paper, we will use the symbol G for directed graphs and G for bipartite graphs. A set of t edges m ⊆ E XY is called a t-matching in G, if no two distinct edges in m share the same vertex. In the special case that |X | = |Y | = t, such a t-matching is called a perfect matching.
B. Pattern matrices and structured systems
By a pattern matrix, we mean a matrix with entries in the set of symbols {0, * , ?}. The set of all p× q pattern matrices will be denoted by {0, * , ?} p×q . For a given p × q pattern matrix M, we define the pattern class of M as
This means that for a matrix M ∈ P(M), the entry M ij is either (i)
Let A ∈ {0, * , ?} n×n and B ∈ {0, * , ?} n×m be two pattern matrices. Consider the linear dynamical system
where x ∈ R n is the state, and u ∈ R m is the input. We will call the family of systems (1) with A ∈ P(A) and B ∈ P(B) a structured system. We denote this structured system by the ordered pair of pattern matrices (A, B), and we denote by (A, B) a particular system of the form (1). Thus,
III. PROBLEM FORMULATION
In this section, we will introduce the problem to be considered in this paper. Let (A, B) be the structured system associated with A ∈ {0, * , ?} n×n and B ∈ {0, * , ?} n×m . The structured system (A, B) is called strongly structurally controllable if each (A, B) in this family is controllable. In [12] necessary and sufficient conditions for strong structural controllability were established. Note that in the set-up of [12] , all * and ?-entries in A and B take their values independently. In the present paper we will extend the results of [12] and impose constraints on the * and ?-entries. In particular, instead of considering the entire family (A, B), we will zoom in on a subclass of (A, B) containing those systems (A, B) that satisfy the condition that a prior given entries in A B are equal. We will now formalize this equality constraints on the * and ?-entries.
To do so, consider a pattern matrix M ∈ {0, * , ?} p×q . Define the sets of locations of * and ?-entries in M as
Let π * := {I * 1 , I * 2 , . . . , I * k } and π ? := {I ? 1 , I ? 2 , . . . , I ? l } be partitions of I M ( * ) and I M (?), respectively. We then call π := π * ∪ π ? a coloring of the pattern matrix M and the pair (M, π) a colored pattern matrix. Next, we define the so-called colored pattern class associated with (M, π) as
In order to visualize the coloring π, two * -entries in the same subset I * r are said to have the same color, which will be denoted by the symbol c r . Likewise, two ?-entries in the subset I ? s are said to have the same color, and this color will be denoted by the symbol g s . In this paper, we will always use symbols c r (r = 1, 2, . . . , k) for colors associated with * -entries, and g s (s = 1, 2, . . . , l) for colors associated with ?-entries. With a slight abuse of notation, sometimes we will also use the symbols c i and g i to denote nonzero or arbitrary real variables.
Example 1: Consider the colored pattern matrix (M, π) with
where Thus, (M, π) can be visualized by
The corresponding colored pattern class consists of all real matrices of the form
where the g i are arbitrary real numbers, and the c i are arbitrary nonzero real numbers. A colored pattern matrix (M, π) is said to have full row rank if every matrix M ∈ P(M, π) has full row rank.
Consider now the colored pattern matrix ( A B , π) associated with the pattern matrices A ∈ {0, * , ?} n×n and B ∈ {0, * , ?} n×m and the coloring π = {I * 1 , I * 2 , . . . , I * k , I ? 1 , I ? 2 , . . . , I ? l }. We then define the colored structured system associated with ( A B , π) as
We say that this colored structured system is strongly structurally
We will then simply say that (A, B, π) is controllable. For example, the colored structured system (A, B, π) with A B and π given by (2) is controllable, as will be shown later on in this paper. The problem that we will investigate in this paper can now be stated as follows.
Problem 2: Given a colored structured system (A, B, π), find conditions under which it is controllable.
Remark 3: There is a strong relation between the work in this paper and that in [17] and [18] on controllability of systems on colored graphs. Stated in terms of pattern matrices, the work in [17] and [18] deals with the very special case of colored structured systems (A, B, π) in which 1) all diagonal entries of A are ?, 2) all off-diagonal entries of A are * or 0, 3) in B, each column contains exactly one * and each row contains at most one * , 4) the coloring π ? = {(1, 1), (2, 2), . . . , (n, n)} of the ?-entries is given, i.e., the ?-entries have distinct colors. In [17] and [18] , conditions were obtained for controllability of this special class of systems. In the present paper these results will be generalized to general colored structured systems.
IV. ALGEBRAIC CONDITIONS FOR CONTROLLABILITY
In this section, we will provide a sufficient algebraic condition for controllability. The condition states that a colored structured system is controllable if two particular colored pattern matrices associated with this system have full row rank.
Let (A, B, π) be a colored structured system with A ∈ {0, * , ?} n×n , B ∈ {0, * , ?} n×m , and
In order to state our first result, for the given (A, B, π) we define an associated new colored pattern matrix ( Ā B ,π) as follows.
Definition 4: We defineĀ to be the pattern matrix obtained from A by modifying the diagonal entries of A as follows
The matrix B remains unchanged. Next, for r = 1, 2, . . . , k and s = 1, 2, . . . , l we remove the diagonal locations from I * r and I ? s by definingĪ *
Note that some of theĪ * r orĪ ? s might be empty. Next, we partition the set of diagonal locations into n subsets. More explicitly, if i 1 , i 2 , . . . , i w ∈ {1, 2, . . . , n} are the indices such thatĀ i j i j = * , then for j = 1, 2, . . . , w we definē
. . , n} are the indices such thatĀ t j t j =? for j = 1, 2, . . . , n − w, then we definē
Thus we obtain a partition π := {Ī * 1 ,Ī * 2 , . . . ,Ī * k+w ,Ī ? 1 ,Ī ? 2 , . . . ,Ī ? l+n−w } of the sets I Ā B ( * ) and I Ā B (?) and define this to be the new coloringπ.
We are now ready to state our first result.
Theorem 5: Let (A, B, π) be a colored structured system, and let ( Ā B ,π) be the colored pattern matrix obtained from ( A B , π) as in Definition 4. Then, (A, B, π) is controllable if both ( A B , π) and ( Ā B ,π) have full row rank.
Proof: The proof of this theorem can be given by slightly adapting that of the sufficient condition in [12, Theorem 8] and is hence omitted. We will now illustrate Theorem 5 by an example.
Example 6: Consider (A, B, π) with A B and π given by (2) in Example 1. Using Definition 4, we obtain the colored pattern matrix
whereĪ *
It turns out that both ( A B , π) and ( Ā B ,π) have full row rank. Indeed, let M be a matrix in P( A B , π). Then, M is of the form (3). Let M ′ be the submatrix of M obtained by removing the fourth and fifth column from M. It is easily seen that det(M ′ ) = −c 4 1 c 2 , which is nonzero for c 1 and c 2 . Hence, all matrices M given by (4) have full row rank, so all ( A B , π) has full row rank. Similarly, one can verify that ( Ā B ,π) has full row rank, so, by Theorem 5, we conclude that (A, B, π) is controllable.
Remark 7: In [12] , necessary and sufficient conditions for controllability of structured systems (A, B) without a coloring were established, also in terms of two rank tests. We note that Theorem 5 generalizes this result to colored systems. The conditions obtained in the present paper are however only sufficient. To illustrate that the conditions in Theorem 5 are not necessary for controllability, we will provide a counterexample of a colored structured system that is controllable while one of the conditions does not hold.
The corresponding colored pattern class consists of all matrices of the form
has full row rank for every choice of c 1 and c 2 . By the Kalman rank test, we conclude that (A, B) is controllable for all A B ∈ P( A B , π), i.e., (A, B, π) is controllable. Next, we will show that the second condition in Theorem 5 is not satisfied. Let ( Ā B ,π) be the colored pattern matrix obtained from ( A B , π) as in Definition 4 with
while it does not have full row rank. Hence, we conclude that the second condition in Theorem 5 is not satisfied.
Checking whether a colored pattern matrix has full row rank is in general not an easy task. Therefore, in the sequel we will develop a test for this in terms of a so-called color change rule on the graph associated with the colored pattern matrix. In order to do this, in the next section, we will consider square colored pattern matrices and establish graph-theoretic conditions under which all matrices in the associated pattern class are nonsingular.
V. CONDITIONS FOR NONSINGULARITY OF SQUARE COLORED

PATTERN MATRICES
Let N ∈ {0, * , ?} t×t be a square pattern matrix. We define the pattern class of N as
Note that here and in the sequel, in the context of pattern classes for square pattern matrices, we will allow complex matrices. Let π = {I * 1 , I * 2 , . . . , I * k , I ? 1 , I ? 2 , . . . , I ? l } be a coloring of N . Again, two * -entries in the same subset I * r are said to have the same color, visualized by a symbol c r , and two ?-entries in the same subset I ? s are said to have the same color, visualized by a symbol g s . As before, (N, π) denotes the colored pattern matrix associated with N and π. The corresponding pattern class of (N, π) is given by
is nonsingular if all matrices in P(N, π) are nonsingular. In this section, we will establish necessary and sufficient conditions for nonsingularity in terms of bipartite graphs.
We define the bipartite graph G = (X, Y, E XY ) associated with the t × t pattern matrix N as follows. Take as vertex sets X = {x 1 , x 2 , . . . , x t } and Y = {y 1 , y 2 , . . . , y t }. An edge {x i , y j } belongs to the edge set E XY if N ji = * or ?. To distinguish the edges corresponding to entries equal to ? and * , we introduce the two subsets E * XY := {{x i , y j } ∈ E XY | N ji = * } and E ? XY := {{x i , y j } ∈ E XY | N ji =?}. To visualize these different kinds of edges, we use solid lines to represent the edges in E * XY and dashed lines to represent the edges in E ?
XY . In addition, the coloring π induces a partition of the edge set E XY :
and for s = 1, 2, . . . , l
The partition π XY is a coloring of the edge set E XY . The edges in the same subset E * r XY inherit the color c r corresponding to I * r . Similarly, the edges in the subset E ?s XY inherit the color g s corresponding to I ? s . Thus we define the colored bipartite graph associated with (N, π) as G(N, π) = (X, Y, E XY , π XY ). Fig. 1: Colored bipartite graph G(N, π) .
In order to proceed, we will now review some concepts associated with perfect matchings in bipartite graphs. (See also [17] , [18] .) Let p be a perfect matching in G (N, π) . The spectrum of p is defined as the set of colors of the edges in p. More explicitly, if the perfect matching p is given by
where γ denotes a permutation of (1, 2, . . . , t), and
are the respective colors of the edges in p, then the spectrum of p is defined as
where the same color can appear multiple times. We say that two perfect matchings are equivalent if they have the same spectrum. Obviously, this leads to a partition of the set of all perfect matchings of G(N, π) into equivalence classes. We denote these equivalence classes of perfect matchings by P 1 , P 2 , . . . , P r in which perfect matchings in the same class P i are equivalent. Define the spectrum of the equivalence class P i to be the (common) spectrum of the perfect matchings in this class and denote it by spec(P i ). Clearly, for i j, we have P i ∩ P j = ∅ and spec(P i ) spec(P j ). The sign of the perfect matching p given by (5) is defined as sign(p) = (−1) m , where m is the number of swaps required to permute (1, 2, . . . , t) to (γ(1), γ(2), . . . , γ(t)). Finally, we define the signature of P i as sgn(P i ) := p ∈P i sign(p). In other words, the signature of the equivalence class P i is equal to the sum of the signs of the perfect matchings contained in P i . In order to illustrate the above definitions, we now give an example. Example 10: Consider the colored bipartite graph G(N, π) = (X, Y, E XY , π XY ) depicted in Figure 1 . It has three perfect matchings p 1 , p 2 and p 3 in G (N, π) , which are depicted in Figures 2(a) , 2(b) and 2(c), respectively. Clearly, p 2 and p 3 are equivalent. Thus, the equivalence classes are P 1 = {p 1 } and P 2 = {p 2 , p 3 } with signature sgn(P 2 ) = sign(p 2 ) + sign(p 3 ) = 0 and sgn(P 1 ) = −1. We are now ready to state a necessary and sufficient condition for a square colored pattern matrix to be nonsingular. Theorem 11: Let (N, π) be a square colored pattern matrix and G(N, π) = (X, Y, E XY , π XY ) its associated bipartite graph. Then, (N, π) is nonsingular if and only if in G(N, π) the following three conditions hold: 1) there exists at least one perfect matching, 2) exactly one equivalence class of perfect matchings has a nonzero signature, 3) the spectrum of this equivalence class contains only colors corresponding to edges in E * XY , i.e., solid edges. The proof can be found in the Appendix. Theorem 11 is a generalization of [18, Theorem 8] which provides a necessary and sufficient condition for the special case of square colored pattern matrices only containing 0 and * -entries.
Example 12: Consider the square colored pattern matrix (N, π) given in Example 9 and its associated graph G(N, π) depicted in Figure 1 . In Example 10, it has already been shown that G(N, π) admits exactly one equivalence class, P 1 = {p 1 }, with nonzero signature. Moreover, spec(P 1 ) = {c 1 , c 1 , c 2 }, which only contains colors associated with solid edges. Therefore, by Theorem 11, we conclude that (N, π) is nonsingular.
VI. COLOR CHANGE RULE AND GRAPH-THEORETIC CONDITIONS
In this section, we will establish a graph-theoretic test for checking whether a colored pattern matrix has full row rank. This test will be in terms of a so-called color change rule on the associated graph. Color change rules for checking the rank of a pattern matrix have been studied before, see e.g., [19] , [7] , [8] , [12] , [18] . Here, we will start off with introducing a new color change rule tailored for our purpose.
Let The coloring π gives the following partition of the edge set E:
We call the partition π E a coloring of the edge set E. To visualize the coloring π E , for r = 1, 2, . . . , k we represent the edges in E * r by solid arrows with color c r (inherited from I * r ). For s = 1, 2, . . . , l we represent the edges in E ? s by dashed arrows with color g s (inherited from I ? s ). Thus, we obtain a colored graph G(M, π) = (V, E, π E ) associated with (M, π). Colored graphs were studied before in [18] . In order to illustrate the above, we provide an example.
Example 13: Consider the colored pattern matrix (M, π) of Example 1. The associated graph G(M, π) is depicted in Figure 3 .
We will now introduce a color change rule for G(M, π). In this graph, initially all vertices are colored "white." The color change rule will prescribe under what conditions vertices will change their color to "black." In earlier work, color change rules usually deal with conditions under which a single vertex colors a single white neighboring vertex black. (See [7] , [8] , [12] and the references therein.) In the present paper we will deal with sets of vertices that color sets of vertices black. (See also [18] .) We will now describe this rule. Let X and Y be two nonempty subsets of the vertex set V, containing the same number of vertices, i.e., |X | = |Y |. Define an associated colored bipartite graph G(π) = (X, Y, E XY , π XY ) as follows:
Obviously, the partition π E of E induces a partition
Note that some of these sets might be empty. Removing all the empty sets, we then obtain a partition
The edges in E * i r XY have color c i r , and the edges in E ?j r XY have color g j r . Without loss of generality, we renumber c i 1 , c i 2 , . . . , c i w as c 1 , c 2 , . . . , c w and g j 1 , g j 2 , . . . , g j v as g 1 , g 2 , . . . , g v .
Next, return to the colored graph G(M, π) = (V, E). Suppose that all vertices in V are colored either black or white. Take two nonempty subsets X and Y of the vertex set V. We say that Y is a color-perfect white neighbor of X if: 1) Y and X contain the same number of vertices, i.e., |Y | = |X |.
2) Y is equal to the set of white out-neighbors of X, i.e.,
3) in the associated bipartite graph G(X, Y, E XY , π XY ), there exists a perfect matching, exactly one equivalence class of perfect matchings has a nonzero signature, and the spectrum of this equivalence class only contains colors corresponding to edges in E * XY , i.e., solid edges in G(X, Y, E XY , π XY ). Based on the notion of color-perfect white neighbor, we now introduce a color change rule as follows.
1) Initially, all vertices in V are colored white.
2) If there exist two vertex sets Y ⊆ {1, 2, . . . , p} and X ⊆ {1, 2, . . . , q} such that Y is a color-perfect white neighbor of X, then change the color of all vertices in Y to black. 3) Repeat the second step until no further color changes are possible. We define a derived set D as a set of black vertices in V obtained by following the procedure above. Note that derived sets are not unique but may depend on the subsequent choices of Y and X in the second step above. An illustrative example can be found in [18, Example 26] . The graph G(M, π) is called colorable if there exists a derived set D such that D = {1, 2, . . . , p}. Of course, the remaining vertices {p + 1, p + 2, . . . , q} can never be colored black, since they have no incoming edges.
Example 14: Consider (M, π) given by (2) and its associated graph G(M, π) depicted in Figure 3 . Initially, color all vertices white. First, let X = {6, 7} and Y = {1, 2}. It turns out that Y is a color-perfect white neighbor of X. Indeed, in the associated colored bipartite graph G = (X, Y, E XY , π XY ) depicted in Figure 4 , there exists exactly one equivalence class P 1 = {p 1 } with nonzero signature and spec(P 1 ) = {c 1 , c 1 }. Consequently, we change the color of vertices 1 and 2 to black. Next, let X ′ = {1, 2, 3} and Y ′ = {3, 4, 5}. Then Y ′ is a color-perfect white neighbor of X ′ . Indeed, the associated Figure 1 . In Example 10, we have shown that in the bipartite graph
there exists exactly one equivalence class of perfect matchings with nonzero signature and the spectrum of this equivalence class contains only colors corresponding to solid edges. Therefore, vertices 3, 4, 5 are colored black, and we conclude that G(M, π) is colorable. We now arrive at the main result of this section. Theorem 15: Let (M, π) be the colored pattern matrix associated with M ∈ {0, * , ?} p×q (p q) and π = {I * 1 , I * 2 , . . . , I * k , I ? 1 , I ? 2 , . . . , I ? l }. Then, (M, π) has full row rank if its associated graph G(M, π) is colorable. In order to prove this theorem, we need the following instrumental result.
Lemma 16: Let (M, π) be a colored pattern matrix and G(M, π) its associated colored graph. Suppose that the vertices 1, 2, . . . , p are black or white, and those in p + 1, p + 2, . . . , q are white. Define the diagonal matrix D ∈ R p×p by
Suppose further that Y = {y 1 , y 2 , . . . , y r } ⊆ {1, 2, . . . , p} is a colorperfect white neighbor of X = {x 1 , x 2 , . . . , x r } ⊆ {1, 2, . . . , q}. Define the diagonal matrix ∆ ∈ R p×p by
where e y i denotes the y i th column of the p × p identity matrix I. Then for every M ∈ P(M, π) we have that M D has full row rank if and only if M D + ∆ has full row rank. Proof: The 'only if' part is trivial and is hence omitted. To prove the 'if' part, suppose that, for all M ∈ P(M, π) the matrix M D + ∆ has full row rank. Let z ∈ R p be such that z T M D = 0. In the sequel, for a given vector z ∈ R p and a given index set α = {α 1 , α 2 , . . . , α r } ⊆ {1, 2, . . . , p}, we define the vector z α := (z α 1 , z α 2 , . . . , z α r ) T .
Analogously, for a given matrix M ∈ R p×q and two given index sets α = {α 1 , α 2 , . . . , α r } ⊆ {1, 2, . . . , p} and β = {β 1 , β 2 , . . . , β s } ⊆ {1, 2, . . . , q}, we define the matrix M αβ by (M αβ ) ij := M α i β j . In what follows, we aim to show that z Y = 0. Indeed, if z Y = 0 then z T M D + ∆ = z T M D = 0, which would prove that z = 0. So, M D has full row rank. To show that, indeed, z Y = 0, let α be the set of black vertices. Clearly, it holds that α ⊆ {1, 2, . . . , p} and α ∩ Y = ∅. Since z T M D = 0, we then obtain
Since Y is a color-perfect white neighbor of X, by Theorem 11 we have that M Y X is nonsingular and M βX = 0. This implies that z Y must be equal to 0. This completes the proof. We are now ready to prove Theorem 15.
Proof of Theorem 15: Suppose that G(M, π) is colorable. Let M ∈ P(M, π). By repeatedly applying Lemma 16, it follows that M has full row rank if and only if M I has full row rank, which is obviously true. Therefore, we conclude that M has full row rank, which completes the proof.
To show that the condition in Theorem 15 is not a necessary condition, we provide the following counterexample. Figure 5 is not colorable, while (M, π) has full row rank. Indeed, one can verify that none of the subsets of {1, 2, 3, 4} has a color-perfect white neighbor. Hence, the graph G(M, π) is not colorable. However, all matrices of the form
with c i 0 for i = 1, 2, 3 have full row rank. Indeed, by taking
, which clearly has full row rank for all choices of c i 0. This provides a counterexample as claimed.
Finally, based on the rank tests in Theorem 5 and the result in Theorem 15, we obtain the following sufficient graph-theoretic condition for controllability of colored structured systems. Theorem 18: Consider the colored structured system (A, B, π). Let ( Ā B ,π) be the colored pattern matrix associated with (A, B, π) given by Definition 4. Then, (A, B, π) is controllable if both graphs G( A B , π) and G( Ā B ,π) are colorable. To conclude this section, we illustrate the above theorem by an example. Example 19: Consider the colored structured system (A, B, π) given in Example 6. Denote by G( A B , π) and G( Ā B ,π) the colored graphs associated with ( A B , π) and ( Ā B ,π). In Example 14, we have already shown that G( A B , π) depicted in Figure 3 is colorable. It remains to show that the graph G( Ā B ,π), depicted in Figure 6 , is also colorable. Clearly, the set {1, 2} is a colorperfect white neighbor of {6, 7}. Hence, we color vertices 1 and 2 black. Subsequently, {3, 4, 5} is a color-perfect white neighbor of {1, 2, 3}. This means that the vertices 3, 4 and 5 are also colored black. Therefore, we find that G( Ā B ,π) is colorable. By Theorem 18, we conclude that (A, B, π) is controllable. Remark 20: Theorem 18 can of course be applied to the special case described in Remark 3. Indeed, if the colored system (A, B, π) satisfies the conditions 1 to 4 in Remark 3, then it is easily verified thatĀ = A and the new coloringπ coincides with the original coloring π. Thus we find that (A, B, π) is controllable if the single colored pattern matrix ( A B , π) is colorable.
VII. CONCLUSION
In this paper, we have studied strong structural controllability of linear structured systems in which the structure of the system matrices is assumed to be given by zero/nonzero/arbitrary pattern matrices. In contrast to the work in [12] in which the nonzero and arbitrary entries of the system matrices are completely independent, in the present paper we have studied the general case that certain equality constraints among these entries are given, in the sense that a priori given entries in the system matrices are restricted to take arbitrary but identical values. We have formalized this general class of structured systems by introducing the concepts of colored pattern matrices and colored structured systems. In this setup, we have established sufficient algebraic conditions for strong structural controllability of a given colored structured system. These conditions are in terms of a rank test on two colored pattern matrices associated with this system.
We have shown that these conditions are not necessary by providing an example in which a colored structured system is controllable while the conditions are not satisfied. Next, we have developed a graphtheoretic condition for a given colored pattern matrix to have full row rank. This condition involves a new color change rule and the concept of colorability of the graph associated with this pattern matrix. To do so, a necessary and sufficient graph-theoretic condition for the nonsingularity of a given square colored pattern matrix has been established. Finally, we have established sufficient graph-theoretic conditions under which a given colored structured system is strongly structurally controllable.
In this paper, the conditions that we have provided are not necessary, and hence finding necessary and sufficient conditions is still an open problem. In addition, we have focused only on finding conditions for controllability, but providing suitable algorithms to check these conditions (see, e.g., [20] ) still remains an open problem. Finally, other possible future research directions could address system-theoretic concepts like strong targeted controllability [21] , [22] and identifiability [23] for colored structured systems.
APPENDIX
Proof: Denote the dimension of (N, π) by t. Let N ∈ P(N, π). From the well-known Leibniz formula for the determinant, we have
where the sum ranges over all permutations γ of (1, 2, . . . , t), and sign(γ) = (−1) m with m the number of swaps necessary to permute (1, 2, . . . , t) to (γ(1), γ(2), . . . , γ(t)). Clearly, (N, π) . Therefore, we rewrite the Leibniz formula as
where p ranges over all perfect matchings in G(N, π) and sign(p) is the sign of the perfect matching p (We now identify perfect matchings with their permutations). Suppose that there exist r equivalence classes of perfect matchings P 1 , P 2 , . . . , P r . Then, we have that
where, for ρ = 1, 2, . . . , r, in the product appearing in the ρth term, the p is an arbitrary matching in P ρ . We now move to prove the 'if' part. Suppose that there exists at least one perfect matching, exactly one equivalence class of perfect matchings with a nonzero signature, and the spectrum of this equivalence class contains only colors corresponding to solid edges. Without loss of generality, we denote that equivalence class by P 1 . Clearly, for every N ∈ P(N, π), we then have
where p ∈ P 1 is arbitrary. Since the spectrum of p ∈ P 1 only contains colors associated with solid edges (whose symbols correspond to nonzero values), this implies that (N, π) is nonsingular. Thus, we have proved the 'if' part.
Next, we prove the 'only if' part. To do so, suppose that (N, π) is nonsingular and, for G(N, π), at least one of the following statements holds:
(i) There does not exist any perfect matching in G(N, π).
(ii) There does not exist an equivalence class of perfect matchings with a nonzero signature. (iii) There exist at least two equivalence classes of perfect matchings with nonzero signature. (iv) There exists exactly one equivalence class of perfect matchings with a nonzero signature, but its spectrum contains at least one color corresponding to a dashed edge.
Clearly, both in case (i) and (ii), it is obvious that det N = 0 for all N ∈ P (N, π) . This leads to a contradiction. Consider case (iii). Without loss of generality, suppose P 1 and P 2 have nonzero signature. The signatures of the remaining equivalence classes can be either zero or nonzero. Suppose c 1 , c 2 , . . . , c k , g 1 , g 2 , . . . , g l are the colors associated with the partition π XY . Introduce matrices N ∈ C t×t as follows:
a r if ( j, i) has color c r for some r, a k+r if ( j, i) has color g r for some r, 0 otherwise, where a 1 , a 2 , . . . , a k+l are independent, nonzero, variables that can take values in C. Clearly, for all choices of the complex values a 1 , a 2 , . . . , a k+l , we have N ∈ P(N, π). From formula (6) for the determinant of N, it is clear that the perfect matchings in the equivalence class P ρ give a contribution sgn(P ρ )a j 1 1 a j 2 2 · · · a j k+l k+l , where the degrees corresponding to the multiplicities of the colors of the perfect matchings in P ρ . By construction, we have spec(P 1 ) spec(P 2 ). Without loss of generality, assume that the multiplicity ǫ 1 of c 1 in P 1 is different from that in P 2 , which is denoted by ǫ 2 . Then, det(N) can be expressed as det(N) = sgn(P 1 )φ 1 a ǫ 1 1 + sgn(P 2 )φ 2 a ǫ 2 1 + f (a 1 ),
where φ 1 and φ 2 are determined by a 2 , . . . , a k+l , and the polynomial f (a 1 ) corresponds to the remaining equivalence classes. It may happen that some monomials in f (a 1 ) contain a 1 with multiplicity ǫ 1 or ǫ 2 . By taking common factors in (7), we then have sgn(P 1 )ψ 1 a ǫ 1 1 + sgn(P 2 )ψ 2 a ǫ 2 1 + f ′ (a 1 ) = 0,
where ψ 1 and ψ 2 depend on a 2 , . . . , a k+t . In addition, the polynomial f ′ (a 1 ) does not contain the monomials with a ǫ 1 1 and a ǫ 2 1 . Clearly, the variables a 2 , . . . , a k+l can be chosen such that ψ 1 0 and ψ 2 0. By the fundamental theorem of algebra, we conclude that the polynomial equation (8) has at least one nonzero complex solution. This implies that for some choice of nonzero complex values a 1 , a 2 , . . . , a k+l , we have that det N = 0, and hence we reach a contradiction.
Finally, consider the case (iv). Suppose that exact one equivalence class of perfect matchings has a nonzero signature, and its spectrum contains at least one color corresponding to some dashed edge. Let p = {{1, γ(1)}, {2, γ(2)}, . . . , {t, γ(t)}} be a perfect matching in P 1 , where γ denotes a permutation on (1, 2, . . . , t). Without loss of generality, assume that the edge {1, γ(1)} is a dashed edge with color g r for some r. The remaining edges in p can be either solid or dashed. This implies that det(N) = sgn(P 1 ) t i=1 N γ(i)i = sgn(P 1 ) · g r · t i=2 N γ(i)i , where g r represents an arbitrary complex value. It is obvious that det(N) = 0 if g r is chosen as zero. Again, we reach a contradiction. This completes the proof.
