Modern experimental platforms such as supercoducting-circuit arrays call for the exploration of bosonic tight-binding models in unconventional situations with no counterpart in real materials.
Introduction.-The scope of non-equilibrium physics is immense since the universe as a whole is a nonequilibrium system. A fundamental question in this context is understanding how the observed richness of spatiotemporal patterns spontaneously emerges from nothing [1] . In contrast to pattern formation within thermodynamic equilibrium, rooted in the minimization of (free) energy, patterns emerging in non-equilibrium systems can only be understood within a dynamical framework, even if the patterns of interest are time independent. More often than not, when a system is driven far from equilibrium, spatially-uniform structures become unstable toward the growth of small perturbations, which leads to dynamics that amplify fluctuations and increase complexity. Late-time dynamics is dominated by the fastestgrowing fluctuating modes, whose characteristic length and time scales determine the resulting spatiotemporal patterns, eventually stabilized by nonlinear and dissipative mechanisms [2] . In such a dynamical framework, dynamical instabilities and nonlinear mode coupling mechanisms are crucial for pattern formation [3] .
Nonequilibrium pattern formation has been intensively studied in classical systems ranging from hydrodynamics [4] and cosmology [5] , to biochemistry [6] and optics [7] [8] [9] [10] . A profound question is then how to generalize these ideas to non-equilibrium quantum systems, where the interplay between the intrinsic quantum fluctuations and external non-equilibrium conditions might give rise to richer phenomena than what is expected on the basis of these effects separately. A recent example of this is the dissipative generation of nonclassical states via spontaneous symmetry breaking in quantum optical systems [11] [12] [13] [14] [15] . The situation is further complicated and potentially richer when the quantum system is an interacting many-body system, opening avenues for observ-ing exotic quantum states of matter that are absent in either its equilibrium quantum counterparts or in nonequilibrium classical systems. Recently, significant experimental progress has been made in Bose-Einstein condenstates (BECs), where stripes, squares, hexagons, and other types of patterns have been observed in exciton polaritons [16] and ultracold atoms [17] [18] [19] [20] .
In this work, we study pattern formation and exotic order in the non-equilibrium steady states of a driven-dissipative Bose-Hubbard (BH) model, for which we propose a concrete implementation based on current superconducting-circuit arrays. In contrast to the continuous systems studied previously [20] , here we investigate a tight-binding model defined on a two-dimensional (2D) lattice, where many-body effects are known to play a crucial role in determining equilibrium phase diagrams [21] . To drive the system out of equilibrium, we consider local pair creation/annihilation terms (pair driving), which induce spatially dependent instabilities determined by the fastest growing modes, which we show to lay on the Bosonic analogue of a Fermi surface. We include the nonlinear dissipation that unavoidably accompanies pair driving, and serves to stabilize the system. We consider three distinct situations of increasing complexity, where the Bose surface consists on a finite number of points, a generic closed curve, or a so-called nested surface. It is shown that in the first cases the condensate gives rise to inhomogeneous patterns that spontaneously break translational symmetry, while in the last case they lead to a spatially uniform configuration of bosons condensed on a closed ring instead of discrete points in the Brillouin zone. Similar Bose-liquid states have been extensively discussed as equilibrium states of frustrated spin models [22] , high-T c superconductors [23] , and cold atoms with spin-orbit coupling [24, 25] . We also discuss the relaxation spectrum of fluctuations around the generic condensate, showing that it is dominated by a purely diffusive mode.
Model and method. - We study a 2D BH model with on-site pair creation/annihilation, governed by the Hamiltonian (1) whereb i annihilates a boson at site i andn i =b † ib i is the corresponding number operator. J is the single-particle hopping rate between adjacent lattice sites ij . µ is the chemical potential and ∆ is the pair-driving rate, which we take positive without loss of generality. In a conventional BH model, U is the interaction strength, but in our dissipative model it will adopt a more general meaning that we discuss later.
To get a better understanding of the effect of pair driving, we focus first on the U = 0 case. The Hamiltonian takes a quadratic form with translational invariance, which is written in momentum space as
where the sum extends over momenta in the first Brillouin zone andb k = 1 √ N i e −ik·ib i , with N the total number of sites. For simplicity we adopt a square-lattice single-band notation, still leaving a generic energy spectrum ε k (dispersion relation), but everything is readily generalized to any other lattice geometry, for example the honeycomb lattice that we consider later. Eq. (2) shows that each pair of ±k-modes with opposite momentum evolves independently with a Hamiltonian reminiscent to that of a detuned parametric amplifier [26, 27] . The corresponding physics is easily understood by analyzing the amplitudes ψ k = b k , with equations of motion
where we have assumed ε k = ε −k . Their general solution can be written as ψ k (t) = e iλ k t u k + e −iλ k t v k , where u k and v k are time-independent coefficients determined by the initial conditions and λ 2 k = (ε k − µ) 2 − ∆ 2 . Those k-modes satisfying |ε k − µ| ≥ ∆ evolve in a stable and unitary fashion. In contrast, the modes with |ε k −µ| < ∆ are dynamically unstable and diverge exponentially with time. The divergence rate Im{λ k } is maximized for the k-modes satisfying ε k −µ = 0, which for fermionic models corresponds to the Fermi surface, and we thus dub "Bose surface" here.
The instability at U = 0 indicates that the density of bosons will increase indefinitely. In a real system, however, dissipation and nonlinear effects (interactions) where opposite contours are connected by a G/2 = (π, π) vector, opening up many more scattering channels that radically affect the properties of the system, as explained in the main text. For (b) and (c) we chose a square lattice with µ = 0 and µ = 0, respectively, for which ε k = −2J cos kx − 2J cos ky. make the density saturate, halting the system into a steady state. In particular, the pair driving that we consider here will be accompanied by a nonlinear particleloss mechanism in real implementations, as we highlight in [28] . Mathematically, this has to be treated through a master equation for the mixed state of the system. However, as detailed in [28] , at the mean-field level required to describe the BEC's bulk, such treatment is equivalent to adding an imaginary part on the interaction, that is, U = g − iγ with g and γ real and positive, which makes the Hamiltonian (1) non-Hermitian, becoming then an effective description of the open quantum system.
In order to determine the type of condensate that the bosons relax to, we perform a coherent-state approximation [28] , which is typically the dominant description of the condensate, except when interactions are attractive (g < 0) [29] , case that we exclude here. In practical terms, this is equivalent to replacing the bosonic operators by their expectation values ψ i = b i in their Heisenberg equations. We then obtain the following nonlinear equations, similar to a finite-differences version of the Gross-Pitaevskii (GP) equation [30] :
where the summation is restricted to the sites j adjacent to site i. In the following, we numerically evolve these equations until they settle into a steady state, which we denote by lim t→∞ ψ i (t) ≡ψ i . In momentum space, the nonlinear terms induce scattering between different kmodes, leading to a nonlinear competition that is won by modes located at the Bose surface, where the divergence rates are maximized. The geometry of such Bose surface plays then a crucial role in determining the pattern the bosons condense to. In the following, we study the three most characteristic Bose surfaces, depicted in Fig. 1 .
We focus the numerics on moderate values of the interactions (g < γ, in particular), since otherwise the term g|ψ i | 2 might induce a shift of the chemical potential, and bring us off the Bose-surface geometry we are interested in. This regime is also aligned with realistic experimental conditions [31] in the implementation we propose below.
Dirac points.-We consider first a honeycomb lattice with µ = 0, for which the Bose surface shrinks into two Dirac points ±K with K = ( 2π 3 , 2π 3 √
3 ), as shown in Fig.  1a . For a closed system, BECs at the Dirac points are only metastable ground states described by a nonlinear Dirac equation [32, 33] . In our driven-dissipative case, we expect the majority of bosons to condense on the Dirac points as a true steady state. Moreover, the pair driving couples the ±K-modes, while momentum conservation allows for additional nonlinear coupling through the scattering channel (K, −K) → (K, −K). This processes make the system equilibrate to a balanced superposition of the ±K-modes.
These qualitative analysis is verified by numerically solving Eq. (4). We plot the steady-state density distribution both in real and Fourier space, n i = |ψ i | 2 (Fig. 2d ) and n k = |ψ k | 2 (Fig. 2a ), respectively.
It clearly corresponds to a density-wave pattern with characteristic wave vector K (see the sharp peaks with equal heights at both Dirac points) that spontaneously breaks the translational symmetry. Moreover, in [28] we show that the amplitudes have the fixed-phase relation ψ K = −iψ * −K e −iϕ = e iφ / √ 3α, where ϕ = arg{γ + ig}, α = N ∆/ γ 2 + g 2 , and φ is an arbitrary phase not set by the equations. The latter determines the location of the pattern, which is random ought to the translational invariance of the problem. We show in [28] that the pattern is stable against small-momentum excursions for all paremeter values, supporting the numerical results.
Generic Bose surface.-The second example we consider is a square lattice with µ = 0, for which the Bose surface forms a closed ring with C 4 rotational symmetry. Since the divergence rates of all the modes at the Bose surface are identical, one might expect a uniform density distribution of them. This is additionally supported by the fact that momentum conservation allows now for the so-called "BCS" scattering channel [34] (k 1 , −k 1 ) → (k 2 , −k 2 ), that couples arbitrary momenta ±k 1 and ±k 2 on the Bose surface.
This intuition is however challenged by the numerical results. We show in Fig. 2b the steady-state density n k . In contrast to the expected uniform distribution on the Bose surface, a pair of ±k-modes is spontaneously selected by the random initial conditions as evidenced by the sharp peaks on the plot. In Fig. 2e we show the corresponding real-space density n i , which shows the corresponding striped pattern. In addition to the exhaustive numerical analysis, we have been able to prove analytically [28] that this striped patterns are stable against perturbations with momenta at the Bose surface, and also against small-momentum excursions, see below. In contrast, we prove [28] that even though the expected uniform solution exists, it is unstable.
Bose-surface nesting.-The most interesting situation occurs for the square lattice model with µ = 0, where the Bose surface contours coincide when shifted along a fixed reciprocal lattice vector (π, π), see Fig. 1c . This effect, dubbed "Fermi surface nesting", is known to play an important role in determining the properties of the Fermi-Hubbard model at half-filling [35] . One of the most important consequences of such effect is that the number of scattering channels increases dramatically, e.g., given three momenta on the Bose surface, one can always find a fourth one such that k 1 + k 2 = k 3 + k 4 + G with G = (2π, 2π) (Umklapp scattering), see Fig. 1c . Such scattering channels are allowed in the lattice system since the total momentum is shifted by a reciprocal lattice vector during the scattering process. In the closed fermionic model these new channels are responsible for the gap opening and the divergence of the density wave susceptibility at momentum (π, π) [34] . Here, we show that they can also significantly change the properties of the non-equilibrium steady state of our bosonic model.
The steady-state density distribution n k is plotted in Fig. 3c , where we see that, in contrast to the previous cases where condensation occurs only on two ±kmodes, here all the modes on the Bose surface are occupied. Such a steady state is an unconventional BEC, where the bosons condense in a closed ring, instead of discrete points. In turn, the real-space density distribution n i is completely uniform, as shown in Fig. 2f . We have been able to derive this solution analytically, and check that it is robust against perturbations, see [28] for details. In equilibrium physics, bosons usually prefer to condense into discrete points in order to avoid exchange energy. Only under very specific conditions such as systems with a moatlike band structure with infinitely degenerate minima forming a closed curve, it is possible that the interplay between the degeneracy and quantum correlations leads to a Bose-liquid state of the type we discuss here [22, 23] . In our non-equilibrium case, such unconventional states have a completely different origin: a momentum selection mechanism induced by the interplay between non-equilibrium conditions, nonlinear mode couplings, and lattice effects. Energy minimization is no longer criterion here since the steady state in our model is not related to any ground state. the way in which perturbations relax towards the steadystate condensate. To this aim, and as shown in detail in [28] , we transform Eq. (4) to momentum space, and linearize it with respect to fluctuations around a generic Bose surface where bosons have condensed into a pair of modes with opposite momenta ±k 0 . Specifically, we expand the amplitudes as
and consider only fluctuations with small-momentum excursions p around ±k 0 , that is, |p| |k 0 |. This leads to a closed linear system iḋ p = L p d p for the fluctuations d p = (d k0+p , d −k0+p , d * k0−p , d * −k0−p ) T , with a relaxation matrix L p that we provide in [28] . The eigenvalues of this matrix determine the relaxation spectrum, and are plotted in Fig. 3 for one characteristic example. For all choice of parameters we find that relaxation is dominated by a single eigenvalue, which can be approximated by a purely-imaginary quadratic form −ip T Kp. The curvature matrix K depends on the system parameters, but the result is otherwise universal, indicating a purely diffusive, non-propagating behavior of the elementary excitations of our open system, similarly to what has been shown for exciton-polariton condensates [36, 37] . By exhaustive inspection we have found that the striped patters are stable (i.e., K has positive eigenvalues) for g < γ, but can be destabilized when g > γ, leading to more complicated patterns, which we will study in the future.
Experimental implementation. We propose to implement our model with an array of superconducting circuits known as transmons [38] , which act as weakly-nonlinear quantum oscillators, as we discuss in more depth in [28] . The pair driving and dissipation that we require are well established for these circuits [31] , where we remark that the chemical potential becomes easily tunable through external fields [28] . In addition, current chips allow for 2D lattices with as many as 54 transmons and tunable couplings, as demonstrated in Google's pioneering experiments leading to quantum advantage [39] . This number keeps growing steadily motivated by the goal of practical quantum computing. Moreover, we remark that transmon arrays have already allowed for proof-of-principle experiments exploring the standard BH model in 1D [40] . We emphasize that our work reveals the intriguing possibility that quantum computation platforms are not only of immense practical significance, but also pose their own interest as analog quantum simulators of emergent manybody phenomena far from equilibrium.
Conclusions and outlook.-In this work we have studied the steady states of a pair-driven-dissipative BH model of relevance for current quantum simulators based on superconducting-circuit arrays. We have shown that condensation occurs on modes laying on a "Bose surface", whose shape is determined by the geometry of the lattice and the chemical potential. For a generic shape or one that has shrunk into discrete points, we find condensation into a density wave with well-defined wave vector. In contrast, a nested surface leads to an exotic BEC covering a closed ring in momentum space. Future developments will include the analysis of models with flat bands (i.e., bands with constant ε k ), where bosons can potentially condense into spatially-localized structures such as solitons. We will also study the nonclassical properties (quantum correlations) of this unconventional BECs by considering quantum fluctuations around their coherentstate bulk or more general ansatzes.
Supplemental material
In this supplemental material we provide a more detailed view of the proposed experimental implementation, including the master equation that describes it, and how it leads to the equations that we have used in the main text under the coherent-state approximation for the condensate. Next we study the analytic form of the four types of steady-state condensate solutions that we have mentioned in the text: trivial, density waves, uniform on the Bose surface, and uniform in real space, including their stability.
I. From the master equation in the laboratory frame to our model equations
As mentioned in the main text, for the implementation of our ideas we consider an array of superconducting circuits called "transmons" [38] [39] [40] , which we sketch and describe in Fig. 4 . The Josephson junctions present in the transmon circuits makes them behave as coupled nonlinear oscillators, whose dynamics is described by the Hamiltonian
where ω 0 (g, J) is the bare frequency of the transmons and g is the nonlinear coefficient induced by the junction. In addition, we consider each transmon to be coupled to an external transmission line, which in turn is strongly driven by two coherent tones at frequencies ω 1 < ω 0 and ω 2 > ω 0 such that ω 1 + ω 2 = 2(ω 0 − µ). µ is then the detuning of the four-wave mixing process that takes two excitations from the drives (one from each) and turns them into two excitations of the transmon, or vice versa [31] . As the notation indicates, it will play the role of the chemical potential of our model, which can hence be tuned experimentally at will and at real time, simply by detuning appropriately the coherent tones.
The transmission lines can be treated as an environment, which can be formally integrated, leading to a model for the transmons alone. In particular, the common approach in quantum optics consists on starting from the von Neumann equation idρ total /dt = [Ĥ total ,ρ total ], whereρ total andĤ total are, respectively, the state and Hamiltonian describing the total system (transmons + transmission lines), including their interaction; then, under the usual Born-Markov approximation, the environment is traced out, obtaining a so-called "master equation" [41] for the trasnmon's state aloneρ transmons = tr lines {ρ total }. In our case, this leads to figure) and capacitors, and behave as quantum oscillators with bare frequency ω0 and weak anharmonicity g [38] . The transmons are capacitively coupled, inducing a tunneling rate J (in experiments the coupling can be mediated by an auxiliary biased LC circuit, which makes J tunable [38, 39] ). In addition, each transmon is coupled to a transmission line that allows the propagation of two coherent fields with frequencies ω1 < ω0 and ω2 > ω0 such that ω1 + ω2 ≈ 2ω0, but which doesn't host frequency ω0 (in experiments, auxiliary LC circuits that act as filters are commonly employed for this matter [31] ). The nonlinearity of the junctions induces a four-wave mixing process that allows the transmon excitations to decay in pairs into the line at rate γ, while the external fields exchange coherently pairs of excitations at rate ∆ with the transmons. The effective chemical potential of the model is given by the detuning µ = ω0 − (ω1 + ω2)/2.
where we have defined the Lindblad form D J [ρ] = 2ĴρĴ † −Ĵ †Ĵρ −ρĴ †Ĵ . The parameter γ is proportional to the coupling between the transmission lines and the transmons, while the parameter ∆ is proportional the amplitude of the driving fields, and can therefore be controlled experimentally at real time. Note that this means that all the parameters of the model can be experimentally adjusted independently.
The master equation above is explicitly time dependent. However, moving to picture rotating at the driving frequency (ω 1 + ω 2 )/2, we obtain an autonomous problem. In particular, the stateρ =Û †ρ transmonsÛ , withÛ = exp[−i(ω 1 + ω 2 )t ib † ib i /2], evolves according to the master equation
Note that this master equation can be written in the alternative form
whereĤ
can be interpreted as an effective non-Hermitian Hamiltonian. The last term in Eq. (9) accounts for irreversible "quantum jumps", which are required in order to preserve the normalization of the state. Whenever these jumps are negligible or play no role, the description of the open system based on a non-Hermitian Hamiltonian is reasonable. This is the case, for example, when the bosons form a Bose-Einstein condensate. The reason for this is that the state of the condensate is approximately coherent, |Ψ = i exp(ψ ib † i − ψ * ib i )|0 , which is an eigenstate of the annihilation operators,b i |Ψ = ψ i |Ψ , so that quantum jumps have no effect on it (|0 is the vacuum state). This is the approach that we adopted in the main text. In particular, in order to find the condensate's steadystate configuration we have made a coherent-state ansatz with time-dependent amplitudes ψ i (t), whose evolution equation can be found as follows. First, note that evolution equation of the expectation value of any operatorB can be written as
Applying it to the annihilation operatorsb i , and assuming that the state is coherent at all times, so thatb i |Ψ = ψ i |Ψ and Ψ|b † i = Ψ|ψ * i , we obtain the GP-like evolution equations presented in the main text, which we reproduce here for convenience:
where we have introduced the notation i for the sites adjacent to i
II. GP equations in reciprocal space: steady-state and stability equations
In order to analyze the different kinds of stationary solutions that the equations above have and their stability, it is convenient to transform them to reciprocal space (as in the main text, we adopt a square-lattice notation for simplicity, but everything is trivially adapted to any type of lattice geometry). Using the relations
between the amplitudes in real and reciprocal space, and the identity i e ik·i = N δ k,0 , Eqs. (13) are turned intȯ
We will study the stationary solutions of these equations, lim t→∞ ψ k (t) ≡ψ k . The stability of any such stationary solutionψ k can be studied by analyzing the evolution of fluctuations around it. Expanding the modal amplitudes in Eq. (14) as ψ k (t) =ψ k + d k (t), and keeping terms up to first order in the fluctuations d k (t), we obtain the linear systeṁ
Whenever all fluctuations d k (t) decay in time, the stationary solutionψ k is said to be stable.
III. Trivial solution and its stability
The simplest stationary solution we can consider is the trivial oneψ k = 0. For this solution, the terms under the sum in Eq. (15) vanish, so that the stability is then completely set by the quadratic part of the Hamiltonian, which we have characterized in the main text. In particular, we showed that the trivial solution becomes unstable whenever there exist modes for which ∆ > |ε k − µ|. This is indeed the case for the situations we consider in this work, since we assume that there are modes at the Bose surface (ε k − µ = 0), so that any ∆ = 0 will induce an instability, no matter how small.
III. Striped patterns

III.A. Striped density-wave solutions
As the simplest nontrivial solution, and motivated by our numerical findings, we consider the case in which the nonlinear competition is won by a density wave with underlying wave vectors ±k 0 at the Bose surface, that is,
These are the type of solutions that have emerged numerically in the case of a generic Bose surface or one that shrinks into a pair of Dirac points. In the latter case, k 0 = K corresponds to a Dirac point, while in the former k 0 spontaneously emerges from the available momenta at the Bose surface. Using this ansatz, Eqs. (14) are turned into the following pair of coupled equations for the density-wave amplitudes ψ k0 andψ * −k0 :
Decomposing the parameter (γ + ig)/∆N ≡ αe iϕ in magnitude α = γ 2 + g 2 /∆N and phase ϕ = arg{γ + ig}, and similarly for the density-wave amplitudes,ψ ±k0 = ρ ± e iφ± , the equations are turned into
Taking absolute values, we are left with two coupled equations for the magnitudes ρ ± , with only one nontrivial, real, and positive solution: ρ ± = 1/ √ 3α. On the other hand, the equations above only fix the phase sum φ − + φ + = −ϕ − π/2, with the phase difference remaining arbitrary. This allows us to write the final solution as we did in the main text:ψ
where φ is arbitrary. Note that the corresponding density in real space reads n i ∼ cos 2 (k 0 · i + φ + ϕ/2 + π/4), so that different choices of φ lead to the same pattern of stripes forming an angle arctan(k 0x /k 0y ) with respect to the x axis, but with maxima shifted to different positions. The choice of φ by the random initial fluctuations provides then an example of spontaneous symmetry breaking of spatial translations. and ϕ. Our exhaustive numerical analysis has concluded that for moderate values of the transmon's nonlinearity g < γ (corresponding to ϕ < π/4), the eigenvalues of K are positive, signaling that the stripe patterns are stable. This is no longer true when g > γ (ϕ > π/4), for which even small momentum excursions along certain directions can grow towards other types of patterns. It will be interesting to understand in the future which kind of patterns can be generated this way. We have also analyzed carefully the same type of perturbations with small-momentum excursions for the honeycomb lattice. In this case the lattice is bipartite, leading to more cumbersome expressions that we will not show here. However, the analysis follows the same lines as the one above, and has allowed us to conclude that the density-wave pattern with momenta at the Dirac points is stable against small momentum excursions for all value of the system parameters, including g > γ.
IV. Uniform solutions on a generic Bose surface
Another interesting family of solutions is that in which all the modes of the Bose surface are equally populated. As explained in the text, this seems a natural solution as well, because all of them have the same divergence rate ∆. We then consider stationary solutions of the typē
such that the density n k = |ψ k | 2 = ρ 2 at the Bose surface is uniform. Noting that for such solution we have
where the final sums run only over modes at the Bose surface (as do the ones in what follows), we can plug the ansatz (25) in Eq. (14), obtaining 1 − αρ 2 q =±k e i(φq+φ−q+ϕ+π/2) = αρ 2 (2N BS − 1)e i(φ k +φ −k +ϕ+π/2) ,
where N BS = q ∝ √ N is the number of modes on the Bose surface. While this equation could have solutions with complicated phase profiles φ k , the most natural solution is obtained by assuming φ k + φ −k = −ϕ − π/2 ∀k, as happened with the striped patterns. With that assumption, and using q =±k = −2 + q = N BS − 2, we obtain the density
.
Dividing the Bose surface into the upper and lower halves, denoted by BS ± , respectively, the final solution reads
where the phasesφ k are arbitrary, and we denote by BS the whole Bose surface. This leads to a very complex density in real space
where now the arbitrary phasesφ k play a crucial role in determining not only on the location of the pattern, but also the shape of the pattern itself. Even though this solution seems like a natural one, we have been able to prove analytically that it is unstable. For this, we consider a very specific type of perturbations that we describe next. First, we consider perturbations only along the Bose surface, that is, d k / ∈BS = 0. In addition, we consider perturbations that preserve the phase relations of the stationary solution, that is, d −k = −id * k e −iϕ . Next, we consider only density fluctuations, that is, d k∈BS+ (t) = r k (t)e iφ k , with r k ∈ R andφ k the phase of the stationary solution (29) . Note that this means that the amplitudes of the upper half of the Bose surface read ψ k (t) = [ρ + r k (t)]e iφ k .
Finally, we consider density fluctuations r k (t) that create an imbalance between the population of one specific pair of modes ±k 0 and the rest of the Bose surface, but leaving the total density at the Bose surface invariant. This is accomplished by giving them the form
indeed note that the total Bose-surface density n BS (t) = k∈BS |ψ k (t)| 2 is not affected by the local density fluctuations (up to first order in r):
where we have used k∈BS+ =k0 = −1 + k∈BS+ = N BS /2 − 1. In order to determine the evolution equation of r(t), the fastest route is to go back to the GP equations (14) , particularized to the case in which only modes at the Bose surface are populated, that is, ψ k / ∈BS = 0. Using Eq. (26) and the relation ψ −k = −iψ * k e −iϕ , so that
the GP equation takes the simpler forṁ
which we have already written in terms of modes at the upper half of the Bose surface only. Inserting (31) and (32) in this expression, we finally obtain a simple evolution equation for the density fluctuations r(t):
which provides a growth rate 6αρ 2 ∆ cos ϕ > 0 (remember that ϕ ∈ [0, π/2]), showing that the stationary solution we have considered is unstable.
V. Spatially-uniform solutions for Bose-nested surfaces
In the main text we have shown that the phenomenon of Bose surface nesting appears for a square lattice with µ = 0, opening up a massive amount of scattering channels that end up populating all the modes of the Bose surface. For such case, we have shown how the numerics lead to uniform density in real space, n i =n ∀i. Here we analytically find such solution and prove that it is stable. We also prove that this solution is not available for µ = 0. Let us then start by assuming a solution of the typeψ i = √n e iφ i . Introducing this ansatz into Eq. (12), we get
where we use again the notation i for the sites adjacent to i. As we prove at the end of the section, the condition that only modes at the Bose surface are populated is equivalent to the demand J j∈ i e iφ j = 0. We then assume this to hold, and later check that the solution we find is consistent with it. Under such assumption, we then find two solutions to the equation aboveψ i = ± √n e −i(ϕ/2+π/4) , withn = ∆
where we remind that ϕ = arg{γ +ig}. Note that each site i can choose between the '+' or '−' solutions independently. Hence, the spatially-uniform solution is indeed compatible with the assumption we made above, as long as each lattice site has the same number of + and − neighbors. For example, a simple phase profile with all sites at even (odd) rows choosing the + (−) solution satisfies this. Next let's check the stability of the solution. Expanding the real-space amplitudes around the stationary solution as ψ i (t) =ψ i + d i (t), the GP equation (12) leads to the following equation to first order in the perturbations d i :
which for the solution we are analyzing readṡ
This provides a closed set of linear equations for the perturbations d i , where all have the same decay rate 2∆ cos ϕ > 0 (remember once again that ϕ ∈ [0, π/2]). Therefore, we conclude that the spatially-uniform solution is stable. It is important to remark that this solution is not available for the case of a generic Bose surface, that is, for µ = 0. This is because in such case, the condition that only modes at the Bose surface are populated is equivalent to J j∈ i e iφ j = −µe iφ i , as we prove next, which is at odds with solution (38) . Let us show how this condition comes about. First, we note that Fourier transform relates the first two terms of Eq. (12) (GP equation in real space) with the first term of Eq. (13) (GP equation in momentum space), that is
On the other hand, note that the stationary solution in momentum space and the dispersion relation satisfȳ ψ k = = 0 k ∈ BS = 0 k / ∈ BS , and ε k − µ = = 0 k ∈ BS = 0 k / ∈ BS ,
so that the right-hand-side of Eq. (41) vanishes when particularized to the steady-state solution, leading to
which provides the expression we wanted to prove considering thatψ i = √n e iφ i .
