The study of order patterns of three equally spaced values x t , x t+d , x t+2d in a time series is a powerful tool. The lag d is changed in a wide range so that differences of frequencies of order patterns become autocorrelation functions. Similar to a spectrogram in speech analysis, four ordinal autocorrelation functions are used to visualize big data series, as for instance heart and brain activity over many hours. The method applies to real data without preprocessing, outliers and missing data do not matter. On the theoretical side, we study properties of order correlation functions and show that the four autocorrelation functions are orthogonal in a certain sense. An analysis of variance of a modified permutation entropy can be performed with four variance components associated with the functions.
gives a first example of a typical application. Data come from a cooperation with Achim
41
Beule (University of Münster and University of Greifswald, Department ENT, Head and Neck Surgery).
42
To study respiration in everyday life, two sensors measuring air flow intensity with sampling frequency 43 50 Hz were fitted to the nostrils of a healthy volunteer. This experimental setting was by no means 44 perfect. For example, mouth breathing could not be controlled. As a result, the data contain lots 45 of artefacts, and even the 3000 values of a 'clean minute' shown in Figure 1a look pretty irregular.
46
Traditional analysis takes averages over 30 seconds to obtain a better signal, as shown in Figure 1b .
Much more information is contained in a functionτ(d), defined below. Figure 1c shows the collection The important point is that we vary the lag or delay d -between 1 and 1000, say. Thus p π (d) is 59 a function like the autocorrelation function. Both are obtained by a kind of averaging over a certain 60 time period. Our hope is that such a function will express essential features of the process which generates 61 the data, and suppress unimportant individual properties of the observed series. Thus p π (d) is considered as 62 an estimate of a probability which belongs to the underlying process. To justify this viewpoint, we 63 must make a stationarity assumption for the process: the probability of a pattern does not change 64 during time. This is a weak condition, for instance stationary increments in the usual sense will be 65 sufficient [6] . A stronger condition is already needed when we define an average value x of the x t . In 66 practice, stationarity is not fulfilled for a long series as in Figure 1 . In such biomedical series it can 67 be assumed for small intervals of 1 minute, for which we determined the p π (d). There may be a few 68 minutes where respiration drastically changes, but on the whole the stationarity assumption is natural 69 and appropriate.
70
It turns out that the pattern frequencies themselves are not so informative, but they can be combined to form better descriptions of the underlying process. The permutation entropy is
where the sum is taken over the six patterns in Figure 2 , or all m! permutations of some lengths m.
71
In other words, we have the probability space of order patterns and take its Shannon entropy. The 72 permutation entropy is a measure of complexity of the underlying process [13] and has found lots 73 of applications: distinguishing chaotic and noisy dynamics, classifying sleep stages and detecting 74 epileptic activity from brain signals, etc.
75
A similar complexity measure introduced in [7, 14] is the distance to white noise
White noise is a series of independent random numbers from a fixed distribution, and it is well known 76 that for this process, all pattern probabilities p π (d) are equal to 1/m! for length m, in particular 1/6 77 for length 3. We just take the quadratic Euclidean distance between the vectors of observed pattern 78 frequencies and the frequencies of white noise. There is an even simpler interpretation: the average 79 pattern frequency is always 1/m! , so the variance of pattern frequencies equals ∆ 2 /m! . In [8] it was 80 pointed out that ∆ 2 can be considered as a rescaled Taylor approximation of H, and it has a more 81 convenient scale than H.
82
Now let us come back to our six patterns of length m = 3. It turns out that four differences of pattern frequencies provide meaningful autocorrelation functions [6, 7, 14] .
rotational asymmetry
up-down scaling
The names sound a bit clumsy, and the interpretation of the functions in Section 4 is not straightforward. However, it will be shown that these four functions include all information of the six pattern frequencies, that they are orthogonal in a certain sense, and form a variance decomposition of ∆ 2 given by the Pythagoras type formula
For the equal pattern probabilities of a white noise process all terms of this equation are zero. Thus the definitions were arranged so that white noise is a good null hypothesis for statistical tests. This aspect will not be worked out here. However, the variance components of ∆ 2 are considered as some other ordinal autocorrelation functions and used in some applications, as Figure 1c . 
116
In Figure 3 we have T = 10, and the value x 2 is missing. Since we have only six patterns, the statistics of pattern frequencies is excellent, even for short however, since it is an average over all patterns. Accuracy of estimates is one more reason to restrict 124 ourselves to patterns of length 3.
125
We can also determine frequencies of patterns 12 and 21 of length 2, for x t < x t+d and x t > x t+d .
126
For d = 1, we have n 12 = n 21 = 3, and for d = 2 we get n 12 = 3, n 21 = 4. When we determine
in ( 
The following equation is also accurate for probabilities in a stationary process [6] .
To show equality on the left, divide the probability P(x t < x t+d ) into three terms, depending on 130 whether x t+2d is above, between or below x t and x t+d . For the equality on the right, we consider 131 P(x t+d < x t+2d ) and sum up three cases for x t . obvious day-night rhythm, this need not be so in winter when bright sunshine often comes together 151 with cold temperature. This effect is also visible in the bottom panel with data of almost three years.
152
We now look for correlation functions which describe the underlying weather process. We In winter (November to February) a day-night rhythm is not found, and all correlation functions The upper row corresponds to temperature, the bottom row to relative humidity. Although there is considerable variation over the years, some common structure can be seen.
Is there more structure than day-night rhythm? Figure 7 shows the functions β, γ, and δ for 166 the summer season (July-August). In summer, the air warms up fast and cools down slowly which 167 explains why β is negative for small d. Humidity increases slowly and decreases fast, so β is positive 8 of 19 for small d. In view of equation (11) 
Properties of correlation functions

175
The classical autocorrelation function ρ (see [16, 17] a trend will exclude stationarity, and then, strictly speaking, we cannot estimate autocorrelation.
181
The direction of a trend is always indicated by β, and this can be consistent with the weak stationarity assumptions to estimate order pattern frequencies, for instance in the case of stationary increments with non-zero mean. The main purpose of β, as well as of γ and δ, is the description of certain asymmetries in the process. The up-down balance β is positive for small d if the process spends more time with increase than with decrease. When the process is stationary, this means that values will increase more slowly, and decrease faster. The functions γ and δ are more difficult to interpret, but we can at least say that δ is tightly connected to β since
This follows from 
185
Persistence is the most common and most important of our functions. It says how often a relation x t < x t+d or x t > x t+d will persist in the next comparison of x t+d with x t+2d . Up to the sign, it can replace autocorrelation, and can be interpreted similarly. For small d, persistence measures the degree of smoothness of the time series. When we have a smooth function, then τ(d) tends to the maximal value 2 3 for d → 0. We can also consider the complementary quantity turning rate
which counts the frequencies of turning points (local maxima or minima) in the series. Obviously, TR 186 is a measure of roughness, or variation [18] .
187
In this paper, however, the functions are chosen so that they are all zero for white noise -and for the slightly more general case of an exchangeable process where all patterns of Figure 2 have the same probability 1 6 . In other words, white noise is the origin point of our coordinate system. This viewpoint is especially useful when we deal with noisy signals, for instance EEG brain data. All our functions are differences of pattern frequencies. For τ we have
Both (12) and (13) for what these functions measure.
197
Another viewpoint is symmetry 
216
For an even function
217
That is, an even correlation function is mirror-symmetric with respect to the vertical line d = L as well
. This is the case for ρ and τ. For an odd function
and hence g( there will be some noise which disturbs the monotone branches and changes our conclusion for small 
239
One can ask why among our four correlation functions, only τ is even and the other three are odd. Actually we have six order patterns, so we could have three even and three odd functions. However, the patterns fulfil the sum condition (9) and another condition which directly follows from (10):
Both of these conditions are expressed by even functions of d, since the frequencies of a permutation 240 and its reversal, like 213 and 312, have the same sign in the equation. Thus we are left with four degrees 241 of freedom for our pattern frequencies, and it is natural to obtain three odd correlation functions.
242
The following theorem shows that τ, β, γ, and δ are an optimal choice of correlation functions 243 which explain in some way all the difference between our observed time series and white noise, a series 244 of independent random numbers. The information given by these functions is largely independent, 245 with the exception of dependence between β and δ which cannot be avoided. This will be made precise 246 in a subsequent mathematical paper. Here we argue that certain vectors corresponding to the functions 247 are orthogonal, which can be the basis for ANOVA (analysis of variance) techniques.
248
Theorem 1 (Pythagoras theorem for order patterns of length 3). For a process with stationary increments and an arbitrary lag d, the quadratic distance ∆ 2 of pattern probabilities to white noise uniform pattern frequencies 1 6 defined in (2) has the following representation:
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Proof. For arbitrary numbers q 1 , q 2 , ..., q 6 we have the following identity.
If ∑ q k = 0, the third square on the right is the same as the first. Now let q 1 = p 123 − 
Case study: speech and music
254
One potential field of appplication of our correlation functions is speech and music: speech 
277
The bottom panel of Figure 9 showsτ = 3τ 2 4∆ 2 , the percentage of δ 2 which is due to persistence.
278
Clearly, persistence is the dominating function, with 80% of ∆ 2 at most places. But there also many 279 places with 30% and less where the functions β, γ, δ form the larger part of ∆ 2 . Figure 10 shows some 280 phonemes which may be characterized this way.
281
Figure 10. Detail from Figure 9 . The vowels of 'Jude', 'don't', and the second syllable in 'better' provide stationary parts of the time series lasting for 0.3, 0.1, and 0.3 s. Only 20 ms of each signal are shown in the top panel. Order correlation functions were calculated for six resp. two disjoint windows of length 50ms and drawn for one pitch period, which equals 4.5 ms for all three sounds. 
Case study: tides
282
Tides of the oceans are a well-studied phenomenon, and tidal physics is a science which has 283 developed over centuries. They form a good testbed for our correlation functions for two reasons. On Since Anchorage, Alaska is situated at the end of a narrow bay, the tidal range (difference between 295 high tide and low tide) is 8 metres. In Los Angeles, California it is less than 2 m, and in Honolulu,
296
Hawaii, it is only half a metre. Order patterns cannot distinguish size of waves, we are only interested 297 in their structure! Moreover, it makes no sense to compare zero levels of stations, so they were shifted 298 for better visibility. For sake of completeness, Figure 12 includes Milwaukee at Lake Michigan where 299 there are no tides and differences are only 10 cm, caused by changes of wind and barometric pressure.
300
This series shows what fluctuations arise when data represent random weather change. The functions β given in Figure 13 show that each of the ocran stations has its own profile which 302 did not change much in seven consecutive years. It did depend a bit on the season, however, so it was 303 taken for one month in each year. Since we have 240 values per day, we could afford even shorter 304 periods.
305
Experience shows that water comes fast and goes slowly, so β should be negative for small d. 19 is not smaller than the first minimum at 6. For persistence, the maximum at 25 has a small bump 314 while the maximum at 12.5 has a very large bump since it is a also a minimum corresponding to 25.
no proof that they contain more information than ρ but it is an argument for further study of these 317 functions.
318 Figure 15 . The division of ∆ 2 into components described in Theorem 1, illustrated for the tides at Anchorage in the years 2013 and 2014 in sliding window analysis. From top to bottom, the four panels correspond to the functionτ which takes the largest part of ∆ 2 , toβ,γ andδ.
Finally we check Theorem 1 with the tides data of Anchorage in Figure 15 . Windows of length There are 13% of missing values, some of which can be detected in the upper panel of Figure   345 16. They affect the estimation of autocorrelation much more than estimation of order correlation 346 functions. This can be seen in Figure 17 where all functions where determined for 12 successive years.
347
The variation is of course a bit larger than in the corresponding Figure 14 To perform a sliding windows analysis with these data, we take windows of length 1200, that 
Case study: brain and heart signals 360
The examples in Sections 4,7, and 8 were presented as proof of concept, with the idea to encourage 361 readers to work out the applications in a more careful way. For biomedical data, however, the author 362 has done a careful study [8, 14, 18] In [8] it was found that the function ∆ 2 can distinguish sleep stages from the EEG data without 367 any further processing. In [18] it was noted that it is actually the persistence, or turning rate, the main The plethysmogram is determined by a light sensor, and can be measured without power noise 383 contamination. Nevertheless, it is mostly measured at low frequencies like 30 Hz, because of its smooth 384 appearance. Perhaps there is also a fine structure for higher resolution which can be studied by order
