Abstract-The need for effective capture of multipath energy presents a key challenge to receiver design for pulsed ultrawideband (UWB) systems operating in non-line-of-sight propagation environments. Conventional RAKE receivers can capture only a fraction of the received signal energy under practical implementation constraints, and have to deal with stringent synchronization and channel estimation requirements. Transmitreference and autocorrelation receivers can effectively collect energy from all the received multipath components without explicit channel estimation, but the detection performance is limited by noise enhancement effects and the data rate drops by 50% because of pilot symbol overhead. In this paper, we develop decision-directed autocorrelation (DDA) receivers for effective multipath energy capture at low complexity. Operating in an adaptive decision-directed mode, the proposed DDA methods can considerably lower the noise level in the self-derived template waveform, thus improving overall detection performance. There is little loss in energy efficiency since no reference pilots are required during adaptation. Analytical performance analysis along with corroborating simulations is performed to evaluate the error performance of the proposed receivers in indoor lognormal fading channels.
I. INTRODUCTION
U LTRA-WIDEBAND (UWB) communications has emerged as a promising technology for short-range, high-speed wireless applications [1] , [2] . With its enormous bandwidth, UWB signaling comes with uniquely attractive features that offer the potential for very high data rates over short distances (in the order of 10-20 meters). UWB radios operate at extremely low transmitted power density under FCC spectral regulations, which open up a host of new wireless services capable of overlay with legacy narrowband systems. By conveying information over ultra-short pulses, pulsed UWB radios also provide very fine temporal resolution, which may lead to high-performance detector design when ample multipath diversity can be properly collected.
Energy capture in the presence of multipath propagation is conventionally done by RAKE receivers [3] , [4] . However, in a pulse-based UWB system, the number of resolvable paths could reach tens to over a hundred in typical indoor propagation environments [5] , which imposes technical hurdles as well as implementation difficulties. In order to capture a considerable portion of the signal energy scattered in multipath components, a traditional RAKE-based digital receiver not only has to sample and operate at a minimum of hundreds of MHz to even multi-GHz clock rates, but also requires a very large number of RAKE fingers. Realizing optimal RAKE reception performance requires accurate channel and timing knowledge, which is quite challenging to obtain as the number of resolvable paths grows. Moreover, the received pulse shapes of resolvable multipath might be distorted differently due to diffraction, which makes it suboptimal to use line-ofsight signal waveform as the correlation template in RAKE reception. Because of these issues unique to UWB pulsed radios, the popular RAKE receiver design can be ineffective or impractical.
As a suboptimal, low-complexity alternative, transmitreference (TR) or autocorrelation receivers [6] - [13] have been investigated, which offer better multipath capture capability at much lower hardware complexity than RAKE receivers. In the TR scheme [6] , pulses are transmitted in pairs, where the first pulse of each pair serves as the reference signal and the second pulse is data modulated. In the receiver, the channel-inflicted reference signal is used as the template waveform to correlate with the ensuing waveform for symbol detection. In a slow fading environment, TR collects multipath energy efficiently without requiring multipath tracking or channel estimation. Analog autocorrelation also alleviates the burden on A-D converters, thus lowering the power consumption by interface circuits in the UWB regime. Nevertheless, TR autocorrelators entail several drawbacks: the use of reference pulses increases transmission overhead and reduces data rate, which results in reduced transmission power efficiency; the bit-error-rate (BER) performance is limited by the noise term in the reference signal [6] , [7] . Different methods have been proposed to improve the error performance either by modulation parameter selection [8] , signal set selection [9] , or receiver processing [7] , [10] - [13] .
In this paper, we propose decision-directed autocorrelation (DDA) receivers that not only offer considerable performance improvement but also significantly reduce the signaling overhead (to zero asymptotically) compared with existing TRtype schemes. In DDA, a near-optimal correlation template is constructed directly from information-bearing received waveforms. Specifically, received symbol waveforms preceding the current symbol are delayed, multiplied by symbol decisions 1536-1276/06$20.00 c 2006 IEEE within the corresponding symbol window, and averaged to form the template waveform adaptively. This template is then used to correlate with the received signal to detect the current symbol. Because decision-directed (DD) symbol estimates are used in lieu of pilot symbols, the signaling overhead is reduced to zero asymptotically as the data length increases. Operating at the symbol rate, the DDA scheme does not require multipath tracking or channel estimation as is required in a RAKE receiver, and is still able to capture energy from all received multipath components. It offers considerable performance improvement over TR because noise in the selfderived template waveform is effectively alleviated through the decision-directed waveform averaging process. Provided that past symbol decisions are accurate, the resulting template is asymptotically optimal for correlation detection.
It is appropriate to compare the proposed DDA receiver with some existing schemes. In [7] , [8] , [10] , the template waveform is formed by averaging over multiple previous reference pulses for autocorrelation operations. Unlike our scheme, these reference pulses result in signal power overheads and throughput penalties. In [12] , a differential TR receiver was proposed to avoid reference pulses, but its error performance is limited by the noisy reference signal that is constructed without waveform averaging. The independent work [13] developed almost in parallel with this work [14] presented a decision-directed adaptive differential receiver, which is very similar to one of the recursive DDA detectors we will detail in Section III-B. The focus of this paper is to develop three different algorithms for obtaining the template waveforms based on the DDA principle. We not only establish the optimality of the three algorithms, but also compare their relative advantages and disadvantages. We also provide analytical error performance of these algorithms in practical lognormal fading environments. This paper is organized as follows. In Section II, the signal model for UWB impulse radio is described. The DDA approach is presented in Section III, along with several adaptive design options. Based on practical indoor UWB channel environments, analytical performance evaluation follows in Section IV, which includes results that assess both error performance and convergence rate of DDA. Numerical results for indoor UWB channel environments are provided in Section V. Section VI presents a performance-enhancing strategy via soft decoding, followed by concluding remarks in Section VII. For clarity, this paper focuses on binary pulse amplitude modulation (PAM), while generalizations of the DDA approach to other modulation schemes are straightforward.
II. SYSTEM AND CHANNEL MODEL In binary PAM UWB signaling, information bits b[i] ∈ {1, −1} are transmitted over a train of ultra-short pulses p(t) of pulse width T p . The bit interval T b is much larger than T p , resulting in a low duty cycle transmission form. With energy E b per bit, the transmitted PAM UWB waveform is given by
Pulsed UWB signaling gives rise to frequency selective channels, whose impulse responses can be modeled as tapped delay line filters. The aggregate channel after convolving with the transmitted pulse is given by [5] 
where L is the total number of multipath components, each with path fading gain α l and delay τ l relative to the first path. Perfect timing is assumed by setting τ 0 = 0. The received waveform is thus given by
where n o (t) is the ambient noise typically treated as a zeromean white Gaussian process with power spectral density (PSD) N o /2. To avoid channel-induced inter-symbol interference (ISI), the bit interval T b is selected to be larger than the channel delay spread τ L−1 . In practice, the received signal r(t) is first passed through an ideal bandpass filter with center frequency f 0 and double-sided bandwidth B which is chosen to be wide enough, larger than the signal's 10dB bandwidth, to avoid filter-induced ISI. It is also assumed that B is an integer multiple of 1/(2T b ). The filtered noise n(t) is no longer white, but its autocorrelation in time can be very small due to the ultra-wide filter bandwidth B. The autocorrelation function of
Free of ISI, the received signal waveform can be described by the following one-shot model within each symbol period
where
, is the corresponding T b -long segment of the filtered noise n(t). Although our detector design will not rely on any specific channel model, it is appropriate to examine the channel model measured by the IEEE 802.15.3a working group [5] , which will be used in our performance analysis. In [5] , the channel path gain α l is modeled as α l = λ l β l , where λ l ∈ {±1} with equal probability accounts for random pulse polarity inversion resulted from reflection. The path magnitude β l is real-valued and follows a log-normal distribution for indoor UWB channels. The standard deviation of fading amplitudes across {β l } is typically in the range of 3 − 5 dB. Because multipath components tend to arrive in clusters [5] , τ l in (2) can be expressed as 
III. DECISION DIRECTED AUTOCORRELATION RECEIVERS
For symbol-by-symbol correlation-based detection, the optimal correlation template is given by the aggregate channel waveform h(t). Focusing on the one-shot model in (5), we first examine the optimal channel estimate of h(t)
. When h(t) is treated as deterministic but unknown, the optimal minimum mean square estimator of h(t) (notwithstanding a scaling factor
When it comes to binary PAM, we may equivalently replace
for convenience. This channel estimator makes intuitive sense, because multiplying each received symbol waveform by the corresponding symbol takes out the symbol effect but retains the channel information. The remaining question is: how can we findĥ(t) in the absence of the knowledge of b?
Our approach towards practical realizations of (6) in a slowly fading environment (channel remains static over a large number of bit intervals) is to employ DD operations. To this end, we construct a finite-sample implementation of (6) at the k-th symbol period as follows:
whereb[i] are symbol decisions made in the past, andĥ k (t) is the estimated template for detecting b[k] (as well as for future symbols, if needed). When past decisions are correct,ĥ k (t) approaches the optimalĥ(t) in (6) asymptotically as k → ∞. The estimator in (7) does not require training overhead except during the initialization phase. A receiver usingĥ(t) orĥ k (t) as the correlation template is an autocorrelator, because the template is self-derived from the received signal r(t). An autocorrelation receiver can be viewed as a linear filter system that produces the symbol decision statistic y[k] from the input waveform r(t) via a filter w(t) =ĥ(t). A binary decision can then be made according tob
It is thus natural to make connections with filter theory which may benefit our algorithm development and analysis. Let x · y := 
(t)y(t)dt denote the inner product of two timefunctions x(t) and y(t). Meanwhile, let ||x||
Treating w k (t) =ĥ k (t) as an adaptive filter, the following basic relations arise [15] :
filter output:
we term the overall detector a decision directed autocorrelation (DDA) filter. The problem of estimating the correlation template w(t) boils down to updating the adaptive filter weight w k (t). Implementation of the DDA detector in (7) can be accomplished either in batch operation or in an iterative manner. The former has faster convergence at the expense of
higher complexity, while the latter is simpler to implement with an extra benefit of being capable of adapting to slow time-varying channels. Several implementation options will be presented next.
A. Sliding-Window Based DDA Detector
To implement (7) with a fixed filter memory length, we consider a sliding window approach in which the correlationtemplate filter w k (t) for detecting the k-th symbol is derived from the received symbol waveforms and the corresponding data decisions within a window of N symbol intervals preceding the current symbol. Specifically, w k (t) is constructed as
This sliding-window DDA receiver is illustrated in Fig. 1 . The data-demodulated (using symbol decisions) received signal from bits k − N to k − 1 are delayed and summed in an analog fashion. For initialization, a group of N pilot symbols are used at the beginning of the transmission to generate the initial template waveform and symbol decisions. Afterwards, the receiver is switched to the DD mode without using any pilot symbol. In (8) , the signal component of w k (t) is given by
, which is exactly the ideal channel subject to scaling by √ E b and an estimation efficiency factor
, ∀k, and γ k = 1, which corresponds to maximum estimation efficiency equivalent to the training case. The correlation template can be equivalently written as
is the noise component of the self-derived template. It can be shown that the
is very close to the optimal correlation template when N is large, as long as the channel remains static within the N symbol periods.
B. Recursive DDA Detector
The sliding window DDA detector requires N analog delay units, which can be expensive when N is large. To reduce hardware complexity, next we implement (7) in a recursive manner, where an update yielding the new template w k+1 (t) relies only on the current template w k (t) and the newly received waveform r k (t). Common in adaptive filter designs, an alternative to (7) is given by the weighted time average
, where μ is a positive exponential forgetting factor less than 1. This factor allows the template filter to accommodate possible non-stationarities in the input and gives adaptation capability in the presence of time-varying fading. In an iterative manner, the weightedaverage expression leads to the following template estimate for a recursive DDA detector:
The overall receiver structure is shown in Fig. 2 , which only requires two delay units. Similar to (9), we can express the template estimate as
C. LMS Based DDA Detector
In Sections III-A and III-B, decision direction is adopted to replace training symbols in the process of channel estimation. Alternatively, we may utilize decision direction as indication of the quality of past waveforms, which will in turn determine how these waveforms contribute to the updated correlation template. The goal is to detect b[k] rather than estimating h(t) per se. Next we present a least mean square (LMS) filter that provides a simple implementation of such an approach.
Consider the following least-square formulation for designing the template w k (t):
In the DD mode, the LMS solution to (11) yields the following adaptation steps:
where α is the step size taking on a small value. Considering the fluctuation in the instantaneous received energy ||r k || 2 :=
with constants a > 0 and 0 <α < 2. These choices give rise to the normalized LMS algorithm, which is convergent in the mean square and potentially converges faster than a standard LMS algorithm [15] .
To implement (12c), the same receiver structure in Fig. 2 applies. However, the input r k (t) in (12c) is not demodulated byb[k] before being added to the new filter update w k+1 (t). Instead, it is adjusted byb[k] via the filter estimation error e [k] , which depends on the projected difference betweenb [k] and r k (t) rather than their cross-correlation as in (10) . This operation reflects a different mechanism from that used in (8) and (10) . In fact, LMS-based DDA filter corresponds to an adaptive implementation of the optimal Wiener filter w o (t) = arg min E{|b[i] − w o · r i | 2 }, whereas recursive DDA filter corresponds to an optimal matched filter h(t). The template estimate in the LMS DDA filter can still be subsumed by
, except that the noise term ξ (LMS) k (t) has non-zero mean due to the bias between w o (t) and h(t).
D. Implementations
All these DDA filters rely on decision direction, in which case initialization becomes an imminent issue. Similar to conventional DD methods, initialization is typically accomplished via training or other sub-optimal low-complexity processing. A training based initialization method has been discussed in Section III-A, which can be used for other DDA algorithms as well. The adaptive procedures for all three DDA receivers are summarized in Table I .
Among the three DDA receivers, sliding-window DDA has the highest implementation complexity in terms of the number of delay units required. The other two iterative filters have similar hardware complexity, while LMS-based DDA has slightly higher computational load than recursive DDA.
Compared with other UWB receivers, all of the proposed autocorrelators build upon analog or digital delay-and-average units operating at the symbol rate. Asymptotically optimal correlation templates capable of sufficient energy capture are constructed without explicit channel estimation and multipath tracking of path gains and delays, nor do they require pilot symbol overhead. In contrast, implementing a proper correlation template for a RAKE receiver rely on digital operations at an impractical sub-pulse rate, as well as computationallyinvolved estimation of channel state information.
IV. PERFORMANCE ANALYSIS
In this section, we analyze the proposed adaptive DDA UWB receivers in terms of their steady-state BER performances and algorithm convergence rates. We will first assume that all past decisions are accurate. Such analysis is common for DD methods, and establishes tangible bounds for benchmarking performance in the high SNR region. BER performance in the low SNR region will also be discussed to take into account the effect of incorrect past decisions.
A. Convergence
Under accurate past decisions, both sliding-window and recursive DDA filters can be written in a unifying form after normalization, as follows:
whereξ(t) = ξ k (t)/σ k is the normalized noise term with a fixed PSD N o /2, and
, which is given by
For the adaptive filter in (13), its rate of convergence can be evaluated by σ 2 [k] := E{ 2 k }, which is the mean square value of the filter estimation error k (t) :
Based on (14) , it is apparent that sliding-window DDA has a fixed error variance across k, which is determined by the sliding window size N . In contrast, the error variance of recursive DDA drops as k increases, and has a convergence rate of 1/k when μ = 1. At the steady state, the filter error variance is proportional toσ It is also possible to analyze the rate of convergence of the LMS DDA filter, and possibly its tracking capability in the presence of time-varying channels [15] . Unfortunately, there is no proper time-varying model for UWB propagation channels, which leaves this topic for future exploration.
B. BER Performance
To analyze the steady-state BER performance of the proposed adaptive receivers in UWB fading channels, we will use a practical channel model whose structure and parameters are explained in Section II. To provide a general result, we allow the time-window of the correlator to have a flexible length
Correlating the filtered signal waveform r(t) with the self-derived template waveform w k (t) in (13), the decision variable for the k th bit is obtained as
where the first term b[k]θ in (16) is the desired signal term, while z 1 , z 2 and z 3 are noise terms, given respectively by
In order to determine the analytical BER expression for binary PAM signals, we will derive the conditional BER from (16) depending on a given realization of the random channel coefficients α = {α 0 , · · · , α Lp −1 }. This instantaneous performance will then be integrated over the joint probability density function (pdf) of the random parameters to obtain the average BER.
1) Distribution of z 1 + z 2 + z 3 : Evaluation of the distribution of the composite noise z = z 1 + z 2 + z 3 has been shown to be a complex procedure [7] , [16] , [17] . The DPSK performance analysis in [16] , [17] is not applicable to the new characteristics in this DDA receiver. The performance evaluation in [7] analyzed a very similar scenario as that of this DDA receiver. However, it did not give an easy-to-use solution and its calculation complexity is high. Here we derive a BER expression which can approximately predict the performance reliably while keeping the complexity reasonable.
Because bothξ(t) and n(t) are zero-mean Gaussian random processes independent of h(t), the noise terms z 1 and z 2 can be regarded as zero-mean Gaussian random variables. When BT b is large, the noise product term z 3 can also be well approximated as a Gaussian random variable for SNR regions of practical interest [6] , [7] , [16] , [17] . The mean value of z 3 is zero when the bandwidth B is an integer of 1/(2T b ), as we have assumed in Section II. By using R n (T b ) = 0, it is straightforward to show that all three noise terms are uncorrelated, i.e., E{z 1 z 2 } = E{z 1 z 3 } = E{z 2 z 3 } = 0 [6] , [7] , [16] , [17] .
By using (4) and (17), and employing the assumption B 1/T L , the noise variance can be approximately evaluated as [16] , [17] 
2) Distribution of θ: Let R h (τ ) := τ 0 h 2 (t)dt denote the channel energy as a function of the integration window length τ . From (17a), the effective sample gain θ is given by θ = E b R h (T L ). Focusing on the UWB indoor channel model in [5] , we suppose for analytical clarity that all channel paths arrive separately in time, i.e., there is no pulse overlapping.
Under this assumption, the received sample gain θ can be simplified to θ =
Apparently, it is the sum of squared multipath fading coefficients, which are independent lognormal random variables (RVs). To evaluate the pdf of θ, one needs to find the pdf of a sum of independent lognormal RVs. Although an exact closed-form expression does not exist, there are a number of methods to approximate this pdf. We will apply the Wilkinson's method [18] to approximate the desired pdf of θ.
As mentioned in Section II, the channel coefficient α l can be modeled as α l = λ l β l , where λ l ∈ {1, −1} and 
Putting all together, the pdf of θ is approximated as
3) Error Performance: Conditioned on θ, the BER expression of a binary PAM signal is given by
The average BER can be calculated by averaging the conditional BER P (θ) over the probability density function f (θ) in (21) as
This BER expression applies to any channel type without necessarily incurring the assumption of no pulse overlapping. In a general case, the pdf f (θ) should be replaced by the actual channel statistic and can be evaluated via Monte Carlo simulations. Numerical methods can be used to evaluate the BER in (23), which provides the performance lower bound under the assumption of perfect past decisions.
C. Error Performance in Low SNR Region
Albeit fairly accurate at the high SNR region, the BER expression in (23) cannot precisely describe the receiver error performance for low SNRs, in which case the number of erroneous past decisions becomes non-trivial. Here we examine the low-SNR case to provide some insight on the receiver performance. Our approach relies on counting the probability of erroneous symbol decisions.
Recall the template estimate w k (t) in (8) . When past decisions are in error, the noise term ξ k (t) in the template remains un-affected, but the estimation efficiency factor γ k is lowered. Each wrong symbol decision will cause its corresponding waveform to counteract a correctly demodulated waveform. As a result, γ k should be replaced by γ k = (1 − 2P (θ))γ k to accommodate the effect of wrong decisions. It is reasonable to assume that P (θ) must be less than 50% for a meaningful transmission. Corresponding to (13) , the low-SNR general expression for w k (t) can be written as
The decision statistic y [k] in (16) should be adjusted accordingly. The effective sample amplitude θ should be replaced by θ = (1 − 2P (θ))θ and the second noise term in (17c) replaced by z 2 = (1 − 2P (θ))z 2 , while z 1 and z 3 remain the same. The composite noise variance is now σ (22), we obtain an expression for P (θ) in the low SNR region:
Eq. (25) does not immediately lead to a manageable closedform solution to P (θ). Nevertheless, some one-dimensional numerical methods may be used to find an approximate solution to P (θ) given θ. In next section, we compute the BER performance based on the numerical solution to (25) and compare it with both the analytical result in (22) and simulation results.
V. NUMERICAL RESULTS
In all simulation tests, we use the CM3 model from [5] to generate random UWB channel realizations. The root-meansquare (RMS) channel delay spread is set to 15ns, the average cluster arrival rate is 0.0667/ns, and the average path arrival rate is 2/ns. The cluster and ray decay factors are given by Γ = 14ns and γ = 7.9ns, respectively. The standard deviation of the fading coefficients is set to be 3.4dB. There are a total number of L = 35 resolvable paths, whose total energy is normalized by E{
A carrier-modulated, truncated root-raised-cosine (RRC) pulse with a roll-off factor of 0.25 is applied as the UWB pulse shape p(t) and the pulse width is set to T p = 0.5ns. The transmission rate 1/T b is selected to be such that channel excess delay does not cause ISI. Three different receivers are considered: the RAKE receiver with maximum ratio combining (MRC), the transmit-reference (TR) receiver, and the proposed sliding-window DDA receiver with a pilot symbol block of size N = 16 for initialization. The DDA receiver may use the signal waveform collected from all paths or just collect a part of the received signal energy from the first received L p paths. In the RAKE receiver, the number of fingers is set to be 5, which is a reasonable limit imposed by practical receiver cost constraints.
The BER curves of these receivers are plotted in Figs. 3, 4, and 5, with L p = 35, 20 and 5, respectively. Analytical BER curves of the DDA receiver are also included to compare with the simulated curves. In all test cases, the proposed DDA receiver performs better than the TR receiver. The analytical performance of the DDA receiver matches well with its simulated results in high SNR region, except in Fig. 5 where L p = 5 is not large enough for the Wilkinson's method [18] to achieve an accurate approximation of the pdf f (θ). In the low SNR region, as discussed in Section IV-C, because the analysis did not take into account erroneous symbol decisions, the analytical BER in (22) is lower than the actual value. To accommodate the effect of erroneous symbol decisions in DD, the low-SNR BER expression in (25) is evaluated numerically to solve for P (θ), which is then used in (23) to reach the average BER. This low-SNR analytical BER matches well with simulations, as shown in Fig. 6 .
Due to the noise term in the template waveform, the DDA receiver and the TR receiver perform worse than the RAKE receiver when the same number (L p = 5) of paths are collected, as shown in Fig. 5 . However, the performance gap between the DDA and the RAKE receiver is small in high SNR region, since the noise effect has been mitigated by the averaging operation in the DDA receiver. As more paths are collected by the receiver (Figs. 3-4) , both DDA and TR receivers outperform the 5-finger RAKE receiver. Note that collecting a large number of signal paths in DDA and TR does not raise implementation costs, as one can simply adjust the correlation time-window length T L .
DDA receivers collecting different numbers of received paths are compared via simulations in Fig. 7 . Apparently a receiver collecting more paths offers better BER performance, but the improvement does not increase proportionally because paths arriving earlier typically contain higher energy on average. The memory depth of the DD operation also affects the receiver performance, which is illustrated in Fig. 8 . As expected, a larger N leads to a more noticeable reduction in the noise level of the constructed correlation template, which in turn improves the detection performance. In the high SNR region, it is noted that the BER performance can be effectively improved by increasing the number of collected paths L p , while the improvement diminishes as the memory length N increases. The sliding-window DDA receiver is compared with recursive DDA and LMS DDA receivers in Fig. 9 . The latter two receivers are simpler to implement, yet exhibit BER performances comparable to that of sliding-window DDA. When the forgetting factor μ is selected to be larger than (N −1)/(N +1) (based on the filter error variance factorσ filter memory length longer than N , leading to better BER performance than sliding-window DDA at the steady state. In general, a larger μ leads to better steady state performance, but slower convergence. The LMS DDA receiver has slightly worse performance, because it is an adaptive implementation of Wiener filter, which does not take into account the finitealphabet constraint on symbols b.
The analysis and simulations so far have assumed a singleuser communication scenario. The DDA receivers are expected to outperform TR schemes in multi-user scenarios as well, since the adaptive template-updating process can also mitigate the effect of multiple-access interference (MAI) on the quality of the template waveform. However, the exact performance of the DDA receiver in a multi-user scenario depends on many factors such as the spreading schemes (e.g., time-hopping, direct-sequence) and other system parameters. The analytical performance analysis of the proposed schemes in a multi-user environment is beyond the scope of this paper, and is thus left for further investigation. Instead, we provide simulation results to compare the DDA and the TR schemes in a multi- user scenario. Fig. 10 shows the BER versus the received signal-to-interference ratio (SIR) curves with different number of interferers. The bit rate is chosen to be 20Mbps and all other parameters are same as previous examples. In a multi-user environment, notwithstanding the error floor observed in both the DDA and the TR schemes, the performance advantage of DDA over TR is quite evident.
VI. ALGORITHM ENHANCEMENT VIA SOFT DECODING
The detection performances of DDA receivers depend not only on the noise effect, but also on potential error propagation effect when past decisions are in error. For the latter, we employ a soft decoding strategy to mitigate the destructive effect of wrong decisions on the self-derived templates.
Recall the decision process for a binary PAM symbol. threshold, and is determined by the channel fading and noise experienced. When |y [k] | is closer to 0, the detector is less confident about the decision, indicating a larger chance of making a detection error. However, in a hard-decision scheme, all past decisions affect the template estimate in the same manner, regardless of their different qualities indicated by |y [k] |. This degrades the estimation performance when wrong bit decisions occur.
To take advantage of the error detection capability provided by |y[k]|, we propose a soft decoding DDA scheme that is capable of reducing the impact of error-prone symbol decisions. Depending on the confidence level the detector has on a past decision, the contribution of this past symbol to the template estimate will be weighted. 
Because the hard decisionb[i] is replaced by non-quantized correlator output y[i], a strong and clean symbol waveform will contribute more to the self-derived template waveform than a weak and noisy waveform. Other choices for f (·) are also possible. When f (x) = 1, ∀x, the weighting function is irrespective of the decision quality, and (26) reduces to the hard-decision scheme. Sliding-window based soft-decoding DDA is compared with its hard-decision counterpart in Fig. 11 , where the channel environment and transmission parameters are the same as those in Section V. A SNR advantage of 0.5 ∼ 1 dB is achieved by employing soft decoding.
VII. CONCLUSION
Decision-directed autocorrelation receivers are proposed and analyzed for pulsed UWB systems. The advantages and disadvantages of different implementations of the DDA Performance comparison between the hard decoding and soft decoding DDA schemes.
scheme are analyzed and compared. The DDA schemes are simple to implement using delay and average units, and incur little training overhead for channel estimation. They are more effective in capturing multipath energy than practical RAKE receivers, and effectively improve the power efficiency and suppress the noise enhancement effect in the correlation template compared with TR receivers. The detection performance is further improved by a soft decoding approach that takes advantage of the error quality indicator provided by correlator outputs. Confirmed by both analytical error performances and simulation results, the DDA receivers outperform other alternatives, especially in the high SNR region.
