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Abstract
The popular generalized additive model framework is extended to allow both the mean curves and the response
distribution to be nonparametric. The approach is demonstrated to be a flexible yet parsimonious tool for data analysis
in its own right, as well as being a useful tool for model selection and diagnosis in the classical generalized additive
model framework. Finite-sample performance of the method is examined via various simulation settings and the
method is illustrated on two data analysis examples.
Keywords: Empirical likelihood, Generalized additive models, Penalized regression splines, Probability inverse
transform
1. Introduction
Generalized additive models (GAMs, Hastie and Tibshirani, 1990) are popular nonparametric extensions of gen-
eralized linear models (GLMs, McCullagh and Nelder, 1989) that replace the linear predictor η =
∑d
j=1 β jX j with a
sum of smooth functional predictors η =
∑d
j=1 f j(X j), where { f j, j = 1, 2. . . . , d} is a set of smooth, but otherwise un-
specified, functions and X1, X2, . . . , Xd is a set of covariates. The flexibility of GAMs arise from their ability to model
non-linear relationships between the response and the covariates without pre-specifying its form. The parsimony of
GAMs comes from its additivity assumption, allowing each model component to be easily interpreted in a conditional
manner, much like in classical linear regression and GLMs. For these reasons GAMs have found a wide range of
applications in a variety of fields, including epidemiology (e.g., Schwartz, 1994; Hastie and Tibshirani, 1995) and
ecology (e.g., Yee and Mitchell, 1991; Guisan et al., 2002).
As with GLMs, GAMs assume that the conditional responses come from some exponential family of distributions.
This covers the popular normal, Poisson, binomial and gamma families, as well as many other less popular but equally
useful families such as the inverse Gaussian for skewed continuous data, negative-binomial for over-dispersed counts,
and the generalized Poisson (Famoye, 1993) and Conway-Maxwell-Poisson (Huang, 2017) distributions for both
over- and under-dispersed counts. Thus, the types of responses that can be covered by the GAM framework is very
large. However, a particularly restrictive requirement of GAMs is that the response distribution needs to be correctly
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specified from the outset, with model misspecification typically leading to inefficient estimators and biased inferences
on model parameters. It seems rather paradoxical to consider flexible curves for the mean function yet remain so rigid
with the response distribution. Indeed, it is well-known that even in simple linear regression settings, misspecification
of the response distribution can lead to significantly biased inferences (e.g., Eicker, 1967; White, 1982). This problem
is equally detrimental in nonparametric regression settings.
There are some existing methods that aim to relax the stringent distributional assumptions. For example, quasi-
likelihood (QL, Fan et al., 1995) approaches require only a mean-variance relationship for the data. However, the
first two moments still needs to be correctly specified, and this requirement is often too demanding in practice. An
alternative approach is to model both the mean and variances nonparametrically (e.g., Ruppert et al., 2003, Chapter
14.2), but this requires two levels of smoothing – one level of smoothing for the mean function and another for the
variance function. Rigby and Stasinopoulos (2005) extend this idea further by modelling the mean, scale, shape,
skewness and kurtosis of the response conditional distribution. This is an incredibly flexible approach, but it requires
multi-level smoothing which is somewhat unsuitable for smaller-sized problems. The proposed approach in this paper
strikes a balance between the parsimony and interpretability of classical GAMs and the flexibility of nonparametric
second (and higher) moment models of Ruppert et al. (2003) and Rigby and Stasinopoulos (2005).
More precisely, this paper introduces a novel extension of classical GAMs that allows the response distribution to
be unknown. That is, neither the form of the functional relationship between the response and the predictors, nor the
distributional form of the response, need to correctly pre-specified. The proposed approach is a genuine extension of
GLMs and GAMs, in that the only distributional assumption we make is that the data come from some exponential
family – but, crucially, we do not need to specify which exponential family a priori. The model space is in fact the
class of all GAMs with a given set of additive predictors.
An immediate advantage of the proposed approach is that we always remain in a full probability setting. In
contrast, QL based methods typically do not correspond to actual probability models for the data and thus do not
provide any further insight into the probabilistic mechanism generating the data beyond that of the first two moments.
Having a full probability model is particularly useful for model selection and diagnosis, predictive inferences and
nonparametric bootstrap resampling. Moreover, we also provide an explicit estimate of the underlying distribution,
which we show in Section 3 to be consistent and jointly asymptotically normal in distribution, along with the mean
curves. Our approach can therefore also be used for model selection and diagnosis in the classical GAM framework.
We illustrate how this can be carried out in the data analysis examples in Section 5.
The only aspect of the proposed approach that requires user input is the selection of smoothing parameters. How-
ever, this process too can be automated via a selection method such as cross-validation. Note that smoothing parame-
ters are central to all smoothing methods in statistics, including the classical approach of Hastie and Tibshirani (1990)
which this paper extends. An attractive aspect of our proposed approach is that it only requires specification of the
smoothing parameters, whereas existing methods require specification of both the smoothing parameters and an un-
derlying response distribution or variance and higher order moments for the data. As is evidenced through the various
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simulation examples in Section 4 and the data analysis examples in Section 5, relaxing the distributional assumptions
in GAMs makes the doubly-nonparametric GAM approach a particularly flexible yet parsimonious tool for regression
analyses.
2. Model and method
2.1. Classical nonparametric GAMs
We first review the classical penalized likelihood approach to nonparametric GAMs. The extension to doubly-
nonparametric GAMs is then developed using a novel exponential tilt representation of GLMs introduced in Rathouz
and Gao (2009).
Following Hastie and Tibshirani (1990, Chapter 6), recall that a GAM assumes that the conditional mean µi =
E(Yi|Xi) of a response Yi is related to a corresponding set of predictors Xi = (Xi1, Xi2, . . . , Xid)T via g(µi) = ηi =∑d
j=1 f j(Xi j), where g(·) is a user-specified link function as in classical GLMs. In a slight abuse of notation, it is
often convenient to write µ(·) = g−1(·) for the inverse-link function, so that µi = µ(∑dj=1 f j(Xi j)). It is also assumed
that the conditional distribution of each response Yi, given the predictors Xi, comes from some exponential family of
distributions with densities (with respect to some dominating measure) of the form
dFi(y) = exp
{
yθi − b(θi)
φ
+ c(y; φ)
}
, (1)
where φ is a scale parameter, and b(·) and c(·) are known functions that determine the form of the distributions. Note
that the means µi =
∫
ydFi(y) = b′(θi) are related to the canonical parameter θi via the canonical link b′(·). In turn,
each θi is related to the predictors Xi via g(b′(θi)) =
∑d
j=1 f j(Xi j). If the canonical link is used, then g
−1 = b′ and so
θi =
∑d
j=1 f j(Xi j) directly. However, g needs not be the canonical link in general. For example, for count responses it is
ordinarily sensible to use the log-link, g(·) = log(·), regardless of whether the underlying distribution in (1) is Poisson,
negative-binomial, generalized Poisson or Conway-Maxwell-Poisson. This allows each function f j to be interpreted
directly in terms of a multiplicative effect on the mean response, irrespective of the underlying distribution.
Various computational approaches are available for fitting each individual function and the overall mean curve to
data, including but not limited to back-fitting combined with local scoring (Hastie and Tibshirani, 1990), marginal
integration approach (Linton and Nielsen, 1995) and low-rank smoothers (Marx and Eilers, 1998). Here we focus on
the penalized splines technique in which each smooth function f j can be approximated using regression splines, that
is,
f j(·) =
K∑
k=1
β jkBk(·) ,
where B = (B1, B2, . . . , BK)T is a set of basis functions, such as B-splines or P-splines (see, e.g., Ruppert et al.,
2003; Wood, 2017), and β j = (β j1, β j2, . . . , β jK)T is a corresponding vector of coefficients. For convenience, write β =
(βT1 , . . . ,β
T
d )
T for the full vector of coefficients and extend B to be the multivariate function B(Xi) = (BT (Xi1), BT (Xi2), . . . , BT (Xid))T
so that each functional predictor can be written as ηi =
∑d
j=1 f j(Xi j) = β
TB(Xi).
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Given a set of observations (X1,Y1), (X2,Y2), . . . , (Xn,Yn), the penalized maximum likelihood estimator of β can
then be obtained by maximizing the penalized log-likelihood function,
`nλ(β) = `n(β) − 12
d∑
j=1
λ jβ
T
j Dβ j ,
where `n(β) = 1n
∑n
i=1[Yiθi − b(θi)] is the unscaled log-likelihood with θi ≡ θi(β) given by g(b′(θi)) = βTB(Xi),
λ j ≥ 0 are smoothing parameters, and D is some K × K positive semi-definite symmetric penalty matrix. Writing
P = diag(λ1D, λ2D, . . . , λdD) for the block-diagonal matrix with λ jD on the diagonals, the penalized log-likelihood
can then be written as
`nλ(β) = `n(β) − 12β
TPβ . (2)
The penalty term in (2) controls the roughness of each function to avoid over-fitting. A smaller value of λ j results
in a more wiggly fitted function fˆ j that may capture local fluctuations, whereas increasing the value of λ j leads to an
increasingly linear estimation of function f j. How this translates to the smoothness of the mean curve depends on
the user-specified link function, g. For model identifiability, each smooth function f j can be constrained to sum to 0,
i.e.,
∑n
i=1 f j(Xi j) = 0 for j = 1, . . . , d. For more discussions on the theoretical and practical properties of penalized
regression splines, see Hastie and Tibshirani (1990) and Wood (2017).
2.2. Doubly-nonparametric GAMs
A recent innovation by Rathouz and Gao (2009) showed that any family of distributions with densities of the form
(1) can be rewritten as dFi(y) = exp {θiy − bi}dF(y) for some reference distribution F, where the cumulant generating
function bi ≡ b(Xi;β, F) and canonical parameter θi ≡ θ(Xi;β, F) are given by the joint solution to the normalization
constraint, ∫
Y
exp{θ(Xi;β, F)y − b(Xi;β, F)}dF(y) = 1 , (3)
and the mean constraint, ∫
Y
y exp{θ(Xi;β, F)y − b(Xi;β, F)}dF(y) = µ(βTB(Xi)) . (4)
In other words, each density dFi is an exponential tilt of some reference density dF, with the amount of tilting θi
determined by the mean µi = µ
(
βTB(Xi)
)
. Note that the scale parameter φ has been absorbed into the functions b, θ
and F.
The key advantage of the exponential tilt representation (3)–(4) is that it allows the underlying response distribu-
tion F itself to be considered as a parameter in the model. Indeed, we can now write the penalized log-likelihood (2)
as a function of both β and F,
`nλ(β, F) =
1
n
n∑
i=1
{log dF(Yi) − b(Xi;β, F) + θ(Xi;β, F)Yi} − 12β
TPβ . (5)
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The GAM characterized by the log-likelihood (5) is now doubly-nonparametric, as the parameter space for F is
the infinite-dimensional space of all distributions having a Laplace transform in some neighbourhood of 0. This covers
all discrete and continuous exponential families, including the Poisson, Generalized Poisson and Conway-Maxwell-
Poisson families for discrete data and the normal, gamma and inverse-Gaussian families for continuous data. Note that
the requirement of a Laplace transform is needed so that the cumulant generating function b(·) in (3) is well-defined.
Treating F as a free parameter introduces much flexibility and robustness into the model. For example, over-
dispersed counts can be dealt with simply by F having heavier tails than a Poisson distribution, while under-dispersed
counts can be dealt with simply by F having lighter tails than a Poisson distribution. Similarly, zero-inflated counts
can be dealt with simply by F having excess probability mass at zero. More importantly, perhaps, is that F can be left
completely unspecified and estimated nonparametrically from the data along with the mean curves. In other words,
we can let the data inform us which mean curves and response distribution fit best.
The seemingly intractable problem of working with this infinite-dimensional distributional space can be reduced
to a finite maximization problem via constructing an empirical likelihood by replacing the density dF with a set of
non-negative probability masses p = (p1, p2, . . . , pn)T , so that F(y) =
∑n
i=1 piI(Yi ≤ y), where I is the indicator
function. A doubly-nonparametric penalized maximum likelihood estimator for β and p can then be defined as the
solution to the finite constrained optimization problem:
maximize `nλ =
1
n
n∑
i=1
{
log(pi) − bi + θiYi} − 12βTPβ in β, p, b and θ ,
subject to
n∑
j=1
exp{θiY j − bi}p j = 1 , for i = 1, 2, . . . , n ,
and
n∑
j=1
Y j exp{θiY j − bi}p j = µ(βTB(Xi)) , for i = 1, 2, . . . , n .
Denoting the maximizer by βˆ and pˆ, the penalized maximum likelihood estimator of the underlying distribution
F is then given by Fˆ(y) =
∑n
i=1 pˆiI(Yi ≤ y). In the next section, we show that (βˆ, Fˆ) is consistent and jointly
asymptotically normal in distribution. This allows us to construct asymptotically correct confidence bands for each
function predictor f j and to develop model diagnostics for the distributional component F.
The exponential tilt representation (3)–(4) is also used in Huang (2014) to develop a semiparametric extension of
GLMs in which the mean function is parametric but the response distribution is nonparametric. The key innovation in
this paper is that both the mean function and the response distribution can be modelled nonparametrically, allowing the
data to “speak for themselves” in a doubly-nonparametric way. The close connection between doubly-nonparametric
GAMs and semiparametric GLMs makes the corresponding techniques and arguments in Huang (2014) readily appli-
cable for our proposed method. We use these methods in deriving the asymptotic properties of doubly-nonparametric
estimator in Section 3.
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3. Asymptotic theory
For the joint parameter space, define a distance function by ‖(β1, F1)− (β2, F2)‖ = ‖β1 −β2‖+ ‖F1 −F2‖HL , where
‖β1 − β2‖ is the Euclidean distance and ‖F1 − F2‖HL = suph∈HL
∫
h(dF1 − dF2) with HL := {I(y ≤ r) : r ∈ Y} is the
set of all left indicator functions on Y. We will use this distance function when establishing the asymptotic properties
of the proposed doubly-nonparametirc GAM estimator.
Let (X,Y) be a generic observation pair. Following the derivations in Huang (2014), the penalized score function
for β has the form
S λβ,F(X,Y) =
[
Y − µ(βTB(X))
] µ′(βTB(X))
V(X;β, F)
B(X) − Pβ ,
where V(X;β, F) =
∫
Y
[
Y −µ(βTB(X))]2 exp {θ(X;β, F)y − b(X;β, F)} dF(y) is the conditional variance of Y given X.
Similarly, a score operator Aβ,F : HL → l∞(HL) for the distribution parameter F can be derived as
Aβ,Fh(X,Y) = h(Y) − Bβ,Fh(X) − Y − µ(β
TB(X))√
V(X;β, F)
Cβ,Fh(X) ,
where Bβ,Fh(X) = Eβ,F [h(Y)|X] andCβ,Fh(X) = Eβ,F[h(Y)(Y−µ(βTB(X)))|X]/ √V(X;β, F); see Huang (2014, Section
3) for more details of these calculations.
The doubly-nonparametric maximum penalized likelihood estimator (βˆ, Fˆ) can then be characterized as the joint
solution to the score equations
1
n
n∑
i=1
S λβ,F(Xi,Yi) = 0 and
1
n
n∑
i=1
Aβ,Fh(Xi,Yi) = 0 .
This characterization proves useful for establishing the consistency and joint asymptotic normality of the proposed
estimator. The proof of Proposition 1 below is given in the Online Supplement.
Proposition 1 (Consistency and joint asymptotic normality). Under Assumptions A1–A3 in the Appendix,
(a) if the smoothing parameters satisfy λ j = o(1), then there exists a local maximizer (βˆ, Fˆ) of (5) such that βˆ→ β
in probability and Fˆ → F in probability relative to the weak topology;
(b) if the smoothing parameters satisfy λ j = o(n−1/2), then
√
n
 βˆ − βFˆ − F
→
GβGF

in distribution in RKd × l∞(HL), where Gβ is a mean zero normal random vector with covariance matrix
Wβ =
{
EX
(
µ′(βTB(X))2B(X)TB(X)
V(X;β, F)
)}−1
,
GF is a mean zero Gaussian random process indexed by h ∈ HL with some covariance function WF(h1, h2)
given in the Online Supplement, and Gβ and GF are independent.
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The asymptotic independence of Gβ and GF motivates a simple estimator of the covariance matrix of βˆ for given
Fˆ using a sandwich formula. Let
W(β) =
n∑
i=1
∂
∂βT
S λ
β,Fˆ
(Xi,Yi) and H(β) =
n∑
i=1
S λ
β,Fˆ
(Xi,Yi)S λβ,Fˆ(Xi,Yi)
T .
Then the covariance matrix of βˆ can be estimated by
Wˆβ = W(βˆ)−1H(βˆ)W(βˆ)−T . (6)
This empirical covariance matrix can be used for inferences on each smooth function and the overall mean curve.
More specifically, writing the estimated smooth predictors as fˆ j = βˆTj B, an approximate 95% confidence band for
each smooth function can be obtained by fˆ j ± 1.96se( fˆ j), where se( fˆ j) =
√
BT Wˆβ jB and Wˆβ j is the j-th K × K
block matrix along the diagonal of matrix Wˆβ. Similarly, the additive predictor can be estimated by ηˆ =
∑d
j=1 fˆ j with
estimated standard error se(ηˆ) =
√
BT WˆβB, so that an approximate 95% confidence band for the overall mean curve
can be constructed via g−1(ηˆ ± 1.96se(ηˆ)) .
To assess the goodness-of-fit of the estimated distribution Fˆ, we recommend using a probability inverse transform
(PIT, Smith, 1985). If the fitted model is indeed appropriate, then the PIT should resemble a random sample from a
standard uniform distribution. This can be assessed graphically using either a histogram or a quantile-quantile plot of
the PIT against the uniform distribution. The estimated distribution Fˆ can also be directly plotted, perhaps alongside
a postulated parametric model. These plots can then be used for model selection and diagnosis in the classical GAM
setting. Some examples of these plots can be found in Sections 4 and 5.
Throughout the rest of this paper we treat the smoothing parameters λ j as being given sequences. In practice,
there are a few competing ways to choose the smoothing parameter, with perhaps the most popular approach being
cross-validation. Our recommendation for the doubly-nonparametric GAM framework is to simply plug in the default
smoothing parameters obtained from fitting a preliminary gam from the mgcv R package (Wood, 2016) under some
working distribution model using generalized cross-validation. Although the smoothing parameters chosen in this way
might be different to the “optimal” set of smoothing parameters for any given problem, we find that this simple plug-in
approach still enjoys excellent performance in all our simulations and data analysis examples. In fact, the smoothing
parameters turn out to be rather robust to the working distributional model. This is an advantage of carrying out
smoothing on the mean scale rather than on the canonical scale, as the latter depends critically on the underlying
distribution.
4. Simulation study
The doubly-nonparametric GAM (3)–(5) is an extension of classical GAMs that does not require correct specifica-
tion of the conditional distribution or variance function for the response. Thus, the approach is expected to be flexible
enough to handle a very wide range of response types. Here, we examine the practical performance of the proposed
7
Table 1: Simulation settings – conditional distributions, mean functions and variance functions for Y |X. In all scenarios, the additive predictor is
η = f1(X1) + f2(X2) + f3(X3) + f4(X4) with the smooth functions f1, f2, f3 and f4 specified in (7).
response type conditional distribution mean µ dispersion variance
continuous 1. Gamma exp(η) 0.6 0.6µ2
2. Heteroscedastic Normal exp(η) – µ
count 3. Poisson exp(η) – µ
4. Negative-Binomial (over-dispersed) exp(η) 1 µ + µ2
5. Conway-Maxwell-Poisson (under-dispersed) exp(η) 3 no closed form
6. Conway-Maxwell-Poisson (over-dispersed) exp(η) 0.2 no closed form
binary 7. Binomial (with 3 trials) exp(η)1+exp(η) – µ(1 − µ)
8. Quasi-Binomial (with 6 trials) exp(η)1+exp(η) 4 4µ(1 − µ)
approach using various simulations. We adopt the design from Marra and Wood (2012). Consider the following set
of smooth functions,
f1(x1) = 2 sin(pix1) , f2(x2) = e2x2 , f3(x3) = x113 {10(1 − x3)}6 + 10(10x3)3(1 − x3)10 , f4(x4) = 0 . (7)
The corresponding covariates X1, . . . , X4 are each generated independently from U(0, 1). The additive predictor η =
f1(X1) + f2(X2) + f3(X3) + f4(X4) is then transformed via the inverse-link to generate the true mean curve µ = g−1(η).
To examine the flexibility, robustness and practical performance of the proposed approach in both correctly spec-
ified and misspecified scenarios, we simulated data from a range of distributional settings. These include the normal
and gamma distributions for continuous data, the Poisson, over-dispersed negative-binomial, and both over-dispersed
and under-dispersed mean-parametrized Conway-Maxwell-Poisson distributions (Huang, 2017) for discrete data, and
the binomial and quasi-binomial distributions for binary data. Table 1 summarizes the simulation settings considered
in this paper.
Settings 1, 3, 4 and 7 correspond to “standard” GAM scenarios, and the correct model can be fit using existing
software such as the gam function in the mgcv R package (Wood, 2016). In contrast, settings 2, 5, 6 and 8 are non-
standard models, and the correct model cannot be easily fit using any existing software. Although setting 2 has the
form of a quasi-Poisson model with the log-link, the observations themselves can be negative and software such as
gam cannot fit quasi-Poisson models when there are negative observations. Moreover, setting 2 cannot be written in
the exponential family form (1), so it is outside our model space and is therefore misspecified. Note that Settings 4, 5
and 6 are also not of the exponential family form (1) unless the dispersion parameter is known a priori – these settings
can also be considered as being misspecified. It is precisely these non-standard and misspecified settings that make
the doubly-nonparametric approach invaluable as it removes the need to correctly specify the response distribution
from the outset.
Furthermore, for generalized additive models it is not at all easy to identify or postulate appropriate working
distributions a priori. Marginal plots of the response against each covariate are incapable of showing the joint effect
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of the smooth additive predictors on the conditional mean and variance of the response. It is again in such scenarios
that the doubly non-parametric approach proves invaluable, as a correct specification of the conditional variance is no
longer needed.
For each set of simulations we consider sample sizes of n = 200 and 500 with N = 1, 000 replications. For
continuous data settings, we consider a set of three popular working variance models, namely, V(µ) = σ2 (constant
variance), V(µ) = µ (linear variance) and V(µ) = µ2 (quadratic variance). For count data settings, we consider the
set V(µ) = σ2, V(µ) = µ and V(µ) = µ + φµ2 (negative-binomial variance). For binary data settings, we consider
the set V(µ) = σ2, V(µ) = µ and V(µ) = µ(1 − µ) (Bernoulli variance). These all correspond to “classical” GAM
settings and can be fit to data using the gam function from the mgcv R package (Wood, 2016). We also model each
simulated dataset using the proposed doubly-nonparametric (DNP) GAM. All methods used cubic truncated P-splines
(Ruppert et al., 2003) with 10 knots placed at the deciles of the covariates. MATLAB code for fitting DNP GAM can
be obtained by emailing the authors.
The values of the smoothing parameters used in each of the classical GAM approaches were automatically chosen
by generalized cross-validation in the gam function in R. For the doubly-nonparametric approach, we used the default
smoothing parameters obtained from fitting a preliminary working gam model to the data. For continuous data, this
preliminary model was the normal gam model. For count data, this preliminary model was the Poisson gam. For
binary data, this preliminary model used was the Bernoulli gam. We again note that an advantage of carrying out the
smoothing on the mean scale, rather than the canonical scale, is that the smoothing parameters become rather robust
to the working distributional model. Although these smoothing parameters might not be “optimal” for the doubly-
nonparametric approach, this simple plug-in method emulates how one might actually approach each type of problem
in practice. Moreover, simply using the default smoothing parameters given by a preliminary gam fit to each dataset,
rather than fine-tuning our method using knowledge of the true model, makes this a more-than-honest comparison
with existing methods, and can also demonstrate the robustness of the proposed approach. In practice, researchers
can directly cross-validating the doubly-nonparametric approach to get the “optimal” smoothing parameters for each
problem at hand.
Table 2 displays the average 95% pointwise coverage rates of each smooth function and the overall mean curve
across all observations, for simulations with sample size n = 200. The results for sample size n = 500 can be found
in the Online Supplement – these essentially confirm that the proposed method indeed approaches nominal coverage
rates for the mean curve as sample size increases.
We see from Table 2 that the doubly-nonparametric approach can perform as well as correctly-specified models,
even with suboptimal smoothing parameters. For misspecified models, its performance can be much better than
classical approaches with incorrectly-specified response working variance functions. In particular, coverage rates for
classical GAMs can be quite biased under model misspecification. The increased accuracy in inferences is due to
the model flexibility induced by treating the error distribution as an infinite-dimensional parameter in the doubly-
nonparametric framework. This reinforces the versatility and flexibility of exponential families for modelling data, as
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Table 2: Average coverage rates (%) for pointwise 95% confidence bands for each smooth function and overall mean function, using GAMs with
specified variance functions and doubly-nonparametric (DNP) GAMs. N = 1, 000 simulations in each setting. Sample size n = 200 for each
simulation.
variance 1. Gamma variance 2. Heteroscedastic Normal
method function f1 f2 f3 f4 µ function f1 f2 f3 f4 µ
GAM σ2 79.5 78.0 69.8 70.2 77.7 σ2 87.0 85.5 79.9 76.0 84.4
µ 68.7 67.8 65.9 65.2 67.8 µ Not Applicable
φµ2 92.2 92.6 68.1 93.0 86.9 φµ2 Not Applicable
DNP — 96.5 95.6 82.8 96.4 93.3 — 86.3 86.0 83.0 83.5 85.3
variance 3. Poisson variance 4. Negative-Binomial
method function f1 f2 f3 f4 µ function f1 f2 f3 f4 µ
GAM σ2 85.8 85.2 74.0 76.7 82.9 σ2 59.6 61.9 55.2 58.1 50.6
µ 94.3 94.5 78.7 93.5 90.6 µ 82.6 81.2 73.8 80.1 80.2
µ + φµ2 95.0 95.2 75.3 94.1 90.6 µ + φµ2 94.4 93.9 84.2 93.8 92.3
DNP — 91.8 91.6 80.2 89.6 89.0 — 94.1 93.5 89.8 93.4 92.6
variance 5. COMPoisson (under-dispersed) variance 6. COMPoisson (over-dispersed)
method function f1 f2 f3 f4 µ function f1 f2 f3 f4 µ
GAM σ2 91.2 90.5 76.8 85.5 87.5 σ2 69.2 71.2 61.4 65.2 68.1
µ 99.1 99.2 82.3 99.0 97.0 µ 86.5 86.2 75.3 85.3 84.0
µ + φµ2 Not Applicable µ + φµ2 94.8 94.4 82.9 94.6 92.5
DNP — 91.3 91.5 76.0 89.5 88.0 — 93.4 92.7 87.1 92.6 91.7
variance 7. Binomial variance 8. Quasi-Binomial
method function f1 f2 f3 f4 µ function f1 f2 f3 f4 µ
GAM σ2 90.0 90.5 83.8 89.9 88.3 σ2 89.8 90.5 83.8 89.8 88.5
µ 28.7 20.5 32.4 99.8 89.1 µ 20.7 14.3 30.4 96.5 79.8
µ(1 − µ) 93.5 94.0 85.7 93.9 91.3 µ(1 − µ) 78.3 79.0 77.8 80.0 79.1
DNP — 92.4 92.4 86.6 92.8 90.5 — 92.6 92.8 83.1 92.8 89.6
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Figure 1: Estimated (grey, solid) and true (black, dashed) distributions for each simulation setting. Sample size n = 200.
argued for in Hiejima (1997).
As mentioned in Section 3, one of the key advantages of the doubly-nonparametric approach is that it also provides
a consistent estimate of the underlying data-generating distribution. This estimated distribution can be plotted against
parametric distributions for model selection and diagnostics in the classical GAM framework. To illustrate this, the
estimated distributions Fˆ (or probability mass functions dFˆ for discrete distributions) are plotted below against the true
data-generating distribution from each of our parametric simulation settings. In each case, the estimated distribution
closely matches the true underlying distribution.
5. Data analysis example
5.1. Divorce data
We apply the proposed approach to model divorce rates in the US between 1920 and 1996 as a function of
unemployment rate, female participation rate in labour force, births rate, military personnel rate and marriages rate.
The rates are all measured in terms of number of cases per 1000 females. The dataset consists of 77 samples and
comes from faraway R package (Faraway, 2016).
As divorce rates vary between 6 and 23 cases per thousand, a gamma GAM coupled with the log-link would be a
reasonable model from a classical GAM point of view. For comparisons, we also fit the data using the DNP approach
with a log link. Both approaches used 10-knot quadratic truncated P-splines to approximate each smooth functional
predictor.
Figure 2 (a)-(e) displays the estimates of each curve along with their corresponding confidence bands using the
DNP approach. We find that unemployment rates and birth rates have an overall negative association with divorce
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Figure 2: Divorce rates data: (a)-(e) fitted curves (solid) and 95% confidence bands (light grey, shaded); (f) PIT-uniform quantile plots for fitted
DNP (light grey) and gamma (dark grey) GAMs.
rates, while military, labour and marriage rates are generally positively associated with divorce rates. Also plotted
in Figure 2 (f) is the PIT plot for the fitted model (light grey) as well as the PIT plot for the corresponding gamma
GAM (dark grey). We see that the doubly-nonparametric approach is a much better fit to the data than the gamma
model, with the PIT of the former being very close to the uniform distribution. Moreover, the Kolmogorov-Smirnov
test statistic for testing the gamma distribution is 0.694 with a p-value less than 0.001, confirming that the gamma
model is indeed not a good fit for the data. Thus, model estimates and inferences based on the gamma distribution
may well be biased, with the proposed doubly-nonparametric approach being a better fit for these data.
5.2. Science scores data
We apply the proposed framework to model science scores as a function of income index, education index and
health index across 52 countries. The science scores were obtained from the Programme for International Student As-
sessment, where students were assessed in science, mathematics, reading, collaborative problem solving and financial
literacy1. The income index is measured by gross national income per capita, the education index is determined by the
mean of years of schooling for adults aged 25 years and more and expected years of schooling for children of school
entering age, and the health index is assessed by life expectancy at birth.2
1http://www.oecd.org/pisa
2http://hdr.undp.org/en/content/human-development-index-hdi
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Figure 3: Science scores data: (a)-(c) fitted curves (solid) and 95% confidence bands (shaded); (d) PIT-uniform quantile plots for fitted DNP GAM.
Residual plots from a preliminary Gaussian additive model analysis of the data3 indicate fairly strong heteroscedas-
ticity in the data. This renders the fitted model invalid, leading potentially to biased inferences on model components.
In fact, it is rather difficult to determine an appropriate conditional variance function in this scenario, as it is not clear
how the predictors jointly affect the conditional variability of the data. This is precisely when the proposed DNP ap-
proach proves invaluable, as it can relax such distributional assumptions and offers a certain flexibility and robustness
to the underlying data-generating mechanism.
To this end, we modelled the data with a DNP GAM using the identity link and 10-knot quadratic truncated
P-splines. Figure 3 (a)-(c) displays the fitted curves for each covariate, along with their corresponding confidence
bands. We see that while education and health have an overall monotonic relationship with science scores, the effect
of income does not appear to be monotonic. Indeed, the relationship between the scientific performance of students
from different countries and their national wealth seems to be rather complex. If we fix both the education and health
index, it is not surprising that students get considerably lower scores from impoverished countries as these countries
may do not have sufficient money for the national education. However, wealthy countries in terms of their gross
national income also do not guarantee higher science scores. The proportion of investment in education and many
other neglected factors may need to be introduced into the model to provide a better understanding of these results.
Finally, the PIT plot in Figure 3 (d) confirms that the fitted model is indeed appropriate for these data. The DNP
approach has adequately accounted for the heteroscedasticity in the data in a completely nonparametric way.
6. Discussion
The confidence bands in this paper are constructed from a frequentist approach. The finite-sample performance
of the proposed method, although a marked improvement over misspecified models, may still be biased due to the
penalty-induced bias problem as noted in Wood (2006). This may be improved by considering a corresponding
3https://m-clark.github.io/docs/GAM.html
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Bayesian approach, similar to that in Marra and Wood (2012). In addition, constructing simultaneous confidence
bands for each unknown function and for the overall mean curve would be topics for future research.
Appendix
The results in Section 3 hold under the regularity conditions below.
A1. The response space Y is (contained in) a closed, finite interval [L,U] in R and the covariate space X is (con-
tained in) a closed, finite hyperrectangle in Rd.
A2. There exists δ1 > 0 such that µ(x) maps intoY and µ′(X) and µ′′(X) exist and are continuous on X× {β ∈ RKd :
||β − β∗|| ≤ δ1}.
A3. There exists δ2 > 0 such that V(X;β, F) ≥ V2 on X × {(β, F) ∈ RKd × Fµ : ||β − β∗, F − F∗|| ≤ δ2}.
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