This paper reviews the status of forecasting convective precipitation for time periods less than a few hours (nowcasting). Techniques for nowcasting thunderstorm location were developed in the 1960s and 1970s by extrapolating radar echoes. The accuracy of these forecasts generally decreases very rapidly during the first 30 min because of the very short lifetime of individual convective cells. Fortunately more organized features like squall lines and supercells can be successfully extrapolated for longer time periods. Physical processes that dictate the initiation and dissipation of convective storms are not necessarily observable in the past history of a particular echo development; rather, they are often controlled by boundary layer convergence features, environmental vertical wind shear, and buoyancy. Thus, successful forecasts of storm initiation depend on accurate specification of the initial thermodynamic and kinematic fields with particular attention to convergence lines. For these reasons the ability to improve on simple extrapolation techniques had stagnated until the present national observational network modernization program. The ability to observe small-scale boundary layer convergence lines is now possible with operational Doppler radars and satellite imagery. In addition, it has been demonstrated that high-resolution wind retrievals can be obtained from single Doppler radar. Two methods are presently under development for using these modern datasets to forecast thunderstorm evolution: knowledgebased expert systems and numerical forecasting models that are initialized with radar data. Both these methods are very promising and progressing rapidly. Operational tests of expert systems are presently taking place in the United Kingdom and in the United States.
Introduction
This paper will review the history and status of forecasting thunderstorms for very short time periods (nowcasting). The term nowcasting is used to emphasize that the forecasts are time and space specific for periods less than a few hours. Forecasts of this type are particularly important to commercial and general aviation, outdoor sporting events, the construction industry, power utilities, and ground transportation.
The primary tools for detecting convective storms are weather radar, lightning detectors, and satellite imagery. Very short period forecasting of the future location of convective storms has historically been based primarily on the extrapolation of radar reflectivity echoes. As will be discussed later the majority of individual thunderstorms have lifetimes less than ~20 min, thus forecast techniques based on the extrapolation of existing conditions are limited. For forecast periods beyond ~20 min, techniques for forecasting the initiation, growth, and dissipation of convective storms are essential. Numerical simulation studies have contributed significantly to our understanding of storm organization and lifetime. This understanding is just beginning to be used in modern nowcasting systems. Two methods are presently under development for forecasting storm evolution: knowledge-based expert systems and explicit numerical forecast models that are initialized with radar data. Section 2 discusses the Nowcasting Thunderstorms:
A Status Report lifetime, organization, and motion of convective storms from both a numerical and observational viewpoint. Section 3 discusses forecasting techniques that include extrapolation of existing storms, forecasting storm initiation and dissipation, and numerical prediction. Operational forecasting systems are described in section 4 and the accuracy of the various techniques is discussed in section 5. Possible future directions are contained in section 6.
Lifetime, organization, and motion of convective storms
Prior to describing nowcasting techniques and systems it is useful to review what is known from numerical and observational studies about the organization, lifetime, and motion of convective storms.
A number of observational studies have shown that individual convective cells have mean lifetimes of about 20 min. Battan (1953) and Foote and Mohr (1979) found mean durations of 23 and 21 min, respectively. However, Battan reported that cells that merged with one another had longer durations. This agrees with Henry's (1993) results from the High Plains regions near Denver, Colorado. The left panel of Fig. 1 shows that 83% of the individual storm cells lived < 30 min. However, if storms merged or split during their lifetime (i.e., were multicellular) only 12% of the storm complexes existed for < 30 min and 47% lived longer than 1 h (see the right panel of Fig. 1) . Battan (1959) discussed how the individual echoes in a squall line generally moved to the left of the movement of the squall line itself. While the individual echoes had lifetimes of tens of minutes, the squall line itself might have a lifetime of many hours. Newton and Fankhauser (1964) showed that echo motion varied with storm size. In agreement with the above observational studies Wilson (1966) showed that lifetime and echo motion was dependent on the scale of the convective phenomena. Figure 2 from this study shows that well-organized systems (supercells and cyclones) have long lifetimes compared to unorganized thunderstorms and weak showers. Figure 3 shows that lifetime is highly related to scale size and that different scales have different motions. In this study small-scale features tended to move with the mean wind and larger scales tended to move slower and to the right of the mean wind. Thus when extrapolating echoes it is essential to consider the scale of the convective feature and the length of the forecast period. For forecast periods greater than 20 min, extrapolation of individual cells within a multicellular system or alone is generally not reliable. However, large thunderstorms, supercells, storm complexes (mesoscale convective systems), and large frontal rainbands (Hill et al. 1977) can often be extrapolated for much longer time periods.
There is a significant body of knowledge based on numerical simulations that have a direct bearing on our physical understanding of storm type, organization, and lifetime. The group of papers of Thorpe et al. (1982) , Weisman and Klemp (1986) , Weisman et al. (1988) , and Rotunno et al. (1988) discusses how wind shear profiles and buoyancy considerations can be used to estimate storm type (single cell, multicell, and supercell), storm initiation, and storm longevity. Weisman and Klemp (1986) show the bulk Richardson number, which combines convective available potential energy (CAPE) and the surface to 6 km wind shear, can be used to differentiate storm type, organization, and lifetime. Values of the bulk Richardson number between 10 and 40 favor supercells, while increasingly higher numbers favor unsteady multicellular storms. CAPE and low-level shear have gained wide acceptance by the forecaster com-
Histogram showing the lifetime of simple and complex storms observed during the summer of 1991 near Denver, CO, based on data from an automated cell tracking system called TITAN. A simple storm is one that does not merge or split during its lifetime and a complex storm is one that does (from Henry 1993) . munity as a means to identify days with potential for severe weather. Thorpe et al. (1982) and Rotunno et al. (1988) show that the low-level vertical wind shear profile (surface to 2.5 km) directed normal to the gust front (∆u) is related to the extent and longevity of thunderstorms. They find that long-lived, intense convection results when an optimal shear occurs. The Rotunno et al. (1988) simulations show this optimal condition occurs when the import of positive vorticity associated with the low-level shear just balances the net buoyant generation of negative vorticity by the cold pool. This allows deep, vertical updrafts at the gust front. The depth of the updrafts are shown to increase considerably as ∆u increases from 0 to 20 m s −1 . Weisman and Klemp (1986) indicate that both simulations and observational studies show that when ∆u is > 25 m s and directed obliquely to the convergence line, longlived cells with supercell characteristics result. In low wind shear situations the gust front tends to move away from the storms, resulting in the demise of the storm updraft as it moves away from the near-surface convergence resulting in the storm's rapid decay. Numerical simulations by Moncrieff and Miller (1976) find that a steady long-lived squall line requires the propagation speeds of the density current and the cumulonimbus to be equal.
Direct utilization of the above stability and vertical wind shear concepts for nowcasting requires measuring them with sufficient time and space resolution to define variations that are significant to nowcasting storm evolution. As discussed in section 3b(2) the typical radiosonde and surface network is not sufficient for this purpose. However, there have been some recent advances utilizing radar, satellite, and special mesonetworks that will help to alleviate this measurement problem and are now being integrated into the most recent nowcasting systems.
Nowcasting techniques
Discussion of thunderstorm nowcasting techniques is divided into three sections. The first (extrapolation) is a historical treatment of thunderstorm extrapolation techniques first assuming no change in motion, size, and intensity (steady-state assumption) and second allowing for changes in size and intensity based on past trends. The second section (convection initiation/ dissipation) discusses recent research results that have provided hope that the initiation and dissipation of thunderstorms can be forecast. The third section (numerical prediction) discusses the explicit numerical prediction of thunderstorms with and without the use of radar to initialize the model.
a. Extrapolation 1) STEADY-STATE ASSUMPTION
The notion of extrapolating radar echoes for the purpose of forecasting precipitation was started by Ligda (1953) before the availability of computers. Noel and Fleisher (1960) and Hilst and Russo (1960) were the first to use computers to obtain echo motion. They correlated two digitized radar images taken at different times and used the location of the maximum cross-correlation value as a best estimate of the echo pattern's average motion. The echo field was then extrapolated with this vector without change in size or intensity (steady-state assumption). Following these pioneering efforts a series of papers from the Travelers Research Center (Kessler and Russo 1963; Kessler 1966; Wilson 1966 ) examined the predictability of precipitation fields based on statistics of the echo pattern. The very perishable nature of small-scale features was documented and predictability and echo motion were related to scale size. Rinehart (1981) was the first to use cross-correlation techniques to obtain differential motions within reflectivity fields instead of using a single average vector for the entire precipitation pattern. This techniques was later used by nowcasting systems to be discussed in section 3a(2).
The tracking of individual cells began in the early 1970s by scientists at the National Severe Storms Laboratory (NSSL). They developed techniques for identifying convective cells from radar reflectivity data and tracked and extrapolated the cell centroid (Wilk and Gray 1970; Barclay and Wilk 1970; Zittel 1976) . Scientists at the Stanford Research Institute refined these techniques in an attempt to handle the splitting and merging of echoes (Duda and Blackmer 1972; Blackmer et al. 1973) . Wolf et al. (1977) and Endlich and Wolf (1981) used the Stanford Research Institute techniques to extrapolate clouds observed by satellite. Dixon and Wiener (1993) added geometric algorithms to handle the splitting and merging of storms and developed a robust real-time cell tracking and analysis system with the ability to grow or dissipate detected cells based on their past trends. An example of the output from this algorithm called TITAN (Thunderstorm Identification, Tracking, Analysis and Nowcasting) is shown in Fig. 4 .
A centroid-type tracker developed and tested by Bjerkaas and Forsyth (1979) was the original Next Generation Radar (NEXRAD) algorithm used to show echo motion. This algorithm has been replaced by another centroid-type tracker, called Storm Cell Identification and Tracking (SCIT) that shows the motion of multiple reflectivity maxima in a cell complex (Witt and Johnson 1993) . Goodman (1990) presents a methodology for clustering and extrapolating lightning data based on a centroid tracker. He found that lightning data, when fused with radar, provided improved thunderstorm identification and continuity. The relationship between lightning and storm characteristics and life cycle has been explored by numerous investigators (Shackford 1960; Livingston and Krider 1978; Williams 1985; Cherna and Stansbery 1986; Goodman et al. 1988; Williams et al. 1989) .
2) INTENSITY AND SIZE TRENDING Tsonis and Austin (1981) investigated the use of trends in echo size and intensity to improve forecasts of cells that had already lived at least 30 min but found negligible improvement of skill even in elaborate nonlinear time-trending schemes. We have examined this further by using the TITAN echo extrapolation algorithm to compare forecasts with and without the inclusion of echo size and intensity trending for forecast periods ranging between 6 and 36 min. These forecasts were made for 13 thunderstorm days from Colorado during the summer of 1995. The results are shown in Fig. 5 . As expected the forecast accuracy decreases with forecast length. However, while the trending technique provides slightly higher probability of detection (POD), the false alarm ratio (FAR) values are also higher, resulting in nearly identical critical success index (CSI) values for each technique (Donaldson et al. 1975) . Tests were made using a variety of parabolic curves to extrapolate the echo size (e.g., increase echo size for 15 min then decrease); however, all these gave essentially identical results regardless of the curve shape. This leads us to conclude, as Tsonis and Austin (1981) did, that essential physical processes that dictate the change in rainfall with time are not necessarily observable in the past history of a particular echo development. In the case of convective storms these physical processes are often events occurring in the boundary layer, such as convergence (Garstang and Cooper 1981) .
b. Convection initiation/dissipation
Meteorological understanding of thunderstorm initiation has previously been insufficient to make possible short-period detailed forecasts of thunderstorm initiation (Carbone et al. 1990 ). However, in recent years there have been significant breakthroughs for those instances where boundary layer forcing is a "missing link" between an environment that seems ripe for convection and the actual development of a thunderstorm at a specific location. Some aspects of this new insight had their origin in the pioneering sat- FIG. 4 . Sample output from the TITAN algorithm. The blue ellipses represent the 3D detection of the storms and the yellow ellipses represent successive 6-min forecasts of position and size. Based on trend history the cell to the north is forecast to increase in size and the cell to the south to decrease. The displays on the right side represent time histories for operator-selected storms of volume size, maximum reflectivity height profile, and histogram of reflectivity.
ellite analyses of Purdom (1976) and collaborators. The development of Doppler weather radars and their ability to observe the clear-air boundary layer extended this insight.
Prior to these observational advances, Byers and Braham (1949) found low-level mesoscale convergence at the surface up to 30 min before the appearance of a radar precipitation echo. Ulanski and Garstang (1978) , Garstang and Cooper (1981) , Achtemeier (1983) , and Watson and Blanchard (1984) showed that a correlation existed between surface convergence, as measured by mesonetworks of anemometers, and the development of thunderstorms. They found lead times of 15-90 min between the onset of convergence and the onset of convective rainfall at the surface. Purdom (1973 Purdom ( , 1976 Purdom ( , 1982 showed that convergence lines were often visible on satellite imagery as lines of cumulus that could be observed to interact with one another and produce thunderstorms. Wilson and Carbone (1984) proposed the use of sensitive Doppler radars to monitor convergence lines even in the absence of clouds. Wilson and Schreiber (1986) showed that 80% of the thunderstorms in the Denver area formed along radar-detected convergence lines. Figure 6 shows two figures from their study. The first indicates that the geographical location of storm initiation appears random; however, the second shows that when these same data are plotted relative to convergence lines the location of initiation is very deterministic. These findings have lead to optimism that very short-range forecasts of thunderstorm initiation and evolution are possible.
It has been demonstrated (Mueller and Wilson 1989; Wilson and Mueller 1993 ) that forecasters could often anticipate thunderstorm initiation by monitoring Doppler radar-detected boundary layer convergence lines (boundaries) together with visual monitoring of cloud development in the vicinity of the convergence line. Forecast experiments described in the above studies showed that human forecasters could do better than persistence or extrapolation forecasts because of the ability to nowcast storm initiation and dissipation (see Table 1 ). However, forecasters often had difficulty in precisely timing and placing the location of storm initiation and nowcasting the evolution of existing storms. In addition, not all convergence lines initiated storms, even when they collided in apparently conditionally unstable environments (e.g., Stensrud and Maddox 1988) . Three reasons were advanced for these difficulties: 1) there is a basic deficiency in our knowledge of the details of storm initiation and evolution, 2) there is a need for detailed observation of boundary layer thermodynamics and more detailed observation of cumulus cloud location and growth, and 3) many of the forecaster activities were manually intensive and prone to error. Considerable progress has recently been made in all three of these areas. Each is discussed separately in the following sections.
1) IMPROVING BASIC UNDERSTANDING
Some new understanding has recently emerged from the Convection Initiation and Downburst Experiment, which took place in Colorado in 1987 (Wilson et al. 1988) , and the Convection and PrecipitationElectrification Experiment, which took place in 1991 in Florida (Wakimoto and Lew 1993) . Several studies have shown that cloud and storm initiation is favored at locations where horizontal convective rolls intersect convergence lines or preexisting cumulus clouds (Kessinger and Mueller 1991; Crook et al. 1991; Wilson et al. 1992; Wakimoto and Atkins 1994; Atkins et al. 1995; Kingsmill 1995) . Figure 7 shows a schematic example of this phenomenon from Atkins et al. (1995) . For very short period forecasting purposes it is necessary to know how fast a thunderstorm can develop. Knight et al. (1983) have shown from visual observations and model simulations that a cloud can grow, by the ice process, from first cloud to 30-dBZ echo in roughly 15 min. Henry and Wilson (1993) found that it took between 8 and 16 min for echoes to grow from 10 to 40 dBZ in the presence of convergence lines. However in nearly every instance there was cloud present 30 min prior to the rapid intensification. This agrees with the impressions of forecasters involved in the experiments described by Wilson and Mueller (1993) that a thunderstorm would not initiate in 30 min unless cumulus clouds were already present near the convergence line (in front or behind). An exception is likely when deep, intense convergence is present.
As discussed in section 2, numerical simulations Atkins et al. 1995). show that storm initiation, organization, and lifetime is related to a balance between the horizontal vorticity on either side of convergence lines. The parameter ∆u (low-level shear directed normal to the convergence line) is used to estimate this balance; values near 20 m s −1 are considered optimum. Moncrieff and Miller (1976) , Weisman and Klemp (1986) , and Wilson and Megenhardt (1997) also show that initiation, organization, and lifetime is dependent on the relative motion between the cumulus clouds and convergence line. The boundary relative cell speed and ∆u are highly correlated. Figure 8 contrasts favorable and unfavorable conditions for initiation and sustenance of convection. In the favorable situation the wind directed normal to the gust front will increase with height resulting in a large ∆u and deep vertical updrafts. Also the storms would move at a speed similar to the gust front since the storm steering level winds (~3-km wind) are similar to the gust front motion. In the unfavorable situation the storms will move in a direction opposite to the gust front and the wind directed normal to the gust front will increase with height giving a negative ∆u and shallow tilted updrafts. Both Wilson and Megenhardt (1997) and Mueller et al. (1997a) show examples of storm dissipation as the cells move away from the convergence line (see Fig. 9 ).
2) NEED TO IMPROVE STABILITY OBSERVATIONS Crook (1996) showed from numerical simulations that variations of 1 g kg −1 in boundary layer moisture or 1°C in temperature were critical to whether storms formed or not. Weckwerth et al. (1996) showed that at least this magnitude of variability occurred routinely in the convective mixed boundary layer over a distance of only a few kilometers. This variability was a result of horizontal convective rolls transporting dry air downward in the downdraft portion of the roll and bringing up moist air in the updraft portion (see Fig. 10 ). These studies showed that unless a sounding happened to be taken in the updraft portion of a convective roll the potential for convection could be significantly underestimated. Since observing moisture fields with this sort of horizontal resolution is not yet practical, Mueller et al. (1993) reasoned that monitoring cumulus cloud location and growth could often provide a rough estimate of stability. Roberts (1996) is developing automated techniques that utilize both satellite imagery and Doppler radar data to detect the location of cumulus and monitor their growth from the cumulus humilis stage to the cumulus congestus stage.
3) NEED TO AUTOMATE PARTS OF THE NOWCASTING

PROCESS
Considerable progress has been made in automating parts of the nowcasting process by Lincoln Laboratory, NSSL, and the National Center for Atmospheric Research (NCAR) partially under the support of the Federal Aviation Administration (FAA). For terminal and enroute aviation nowcasts the entire procedure is being automated. These automated forecast systems are discussed in the following section. When a forecaster is part of the nowcasting effort, such as at National Weather Service Forecast Offices or the Kennedy Space Center, it is expected that the human adds to the quality of the nowcast. The rationale for a human-computer nowcasting system was advanced by Browning (1980) and Wilson and Carbone (1984) . Activities that are routine and/or prone to human error are best done by computers. In addition, the computers are needed to drive interactive displays where forecasters can easily overlay and animate data on a common grid. Examples of such display systems are given by Corbet et al. (1994) , Johnson et al. (1995) , and Roberts et al. (1996) . This allows the forecaster more time to use his/her physical reasoning and pattern recognition capabilities to assess data quality, evaluate automated forecast material, and apply broad meteorological understanding to the nowcasts.
FAVORABLE FOR STORMS UNFAVORABLE FOR STORMS HEIGHT ( km AGL )
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c. Numerical prediction
In this section we will briefly describe the current status of explicit numerical prediction of thunderstorms. Numerical models have the ability to simulate all the phases of thunderstorm evolution described in the previous two sections; however, a significant amount of progress is required before explicit numerical predictions show consistent skill. For the sake of brevity, and unless otherwise stated, we do not include forecasts of larger-scale precipitation events in which convection is generally parameterized. The current field of numerical thunderstorm prediction can essentially be divided into two categories, depending on whether or not explicit information about the convection is used in the initial conditions.
1) MODEL INITIALIZATION WITHOUT RADAR DATA
This category can be considered as the extension of current NWP models down to resolutions of a few kilometers. Since these models currently do not include storm data in the initial conditions, if storms are to be predicted by the model, they must be generated during the forecast period.
A number of simulations in this category have been performed over the last decade, primarily in a research mode. Although the following list should not in anyway be considered exhaustive, some examples in this category include the forecast of a squall line during SESAME using the Geophysical Fluid Dynamics Laboratory nonhydrostatic cloud model (Hemler et al. 1991) ; predictions of thunderstorms and tornadoes along the dryline using RAMS (Cotton and Grasso 1996) , MM5 forecasts of a squall line during TAMEX (Kuo and Wang, 1996) and PreSTORM (Zhang et al. 1989) , and forecasts of the 7 May 1995 squall line using the Advanced Regional Prediction System (ARPS) at the Center for Analysis and Prediction of Storms (CAPS) . Figure  11 shows a 9-h forecast of the 7 May event along with the verifying reflectivity. In realtime, CAPS has performed explicit thunderstorm predictions at horizon- tal resolutions down to 3 km over the last few years starting with the VORTEX field program in 1995 (Droegemeier 1997) .
On the positive side, these simulations are fairly easy to perform since they only require an increase in the resolution of current NWP models. However, the main problems are associated with the fact that storm data are not included in the initial conditions. Lowlevel convergence in these simulations takes some time to spin up from the large-scale circulation and hence the models are not generally reliable for the first 6 h or so. When storms do develop, there are often significant errors in timing and location that cannot be corrected unless new storm data are incorporated.
The cases where simulations in this category have shown some success are primarily convective events, which are strongly forced by the large-scale environment. This suggests that there is some reason for optimism that skillful thunderstorm predictions will be possible in cases where the large-scale forcing is strong. The outlook, however, is less clear in cases of weak forcing. Recent results have suggested that forecasts of convective initiation in weak forcing can be very sensitive to variations in low-level temperature and moisture (Brooks et al. 1993; Crook 1996 ). This in turn suggests that accurate forecasts of convection initiation will require initial conditions for the dynamical, thermodynamical, and microphysical fields, which in some cases are beyond our present observing capabilities. These sensitivities also place strong requirements on the lateral boundary conditions and the lower boundary specification of land use, soil moisture, evapotranspiration, and terrain.
Clearly, if the initiation phase is not forecast, because of the sensitivities discussed above, predictions will be limited to the propagation and decay phases of the convection. Forecasting these stages will require the utilization of radar data, which is discussed in the next section.
2) MODEL INITIALIZATION WITH RADAR DATA
As a first step toward including explicit storm data, a number of researchers have examined methods to assimilate surface rainfall observations into numerical models. In most of these simulations the convection has been parameterized and the hydrostatic assumption made. These studies include (although again are not limited to) those by Fiorino and Warner (1981) , Molinari (1982) , Wang and Warner (1988) , Krishnamurti et al. (1988) , Puri and Miller (1990) , and Carr and Baldwin (1991) . In general terms, these studies either adjust the initial conditions of moisture, divergence, heating rates, etc., to match the observed rainfall or nudge the latent heating and moisture fields in a preforecast period. Recently, four-dimensional variational techniques have been used to assimilate rainfall data into numerical models (Zupanski and Mesinger 1995; Zou and Kuo 1996) . Operational centers are now starting to include rainfall data in the assimilation cycles of mesoscale forecast models (Lin et al. 1996; Jones and Macpherson 1997) . In all of these simulations, the twodimensional field of rainfall data is converted into three-dimensional fields of moisture, divergence, latent heating, etc., by making a number of implicit assumptions about the structure of convection.
Simulations in which the explicit structure of thunderstorms is initialized have only been attempted in the last few years. The first published experiment was a 15-min prediction of the Del City storm by Lin et al. (1993) . Other experiments include a 30-min prediction of the Arcadia, Oklahoma, supercell (Weygandt et al. 1998 ) and predictions of a Florida multicell storm by Lazarus (1996) . We have recently performed a 60-min forecast of the Buffalo Creek, Colorado, flash flood FIG. 11 . Reflectivity from an ARPS 9-h forecast on a 6-km grid (left) and corresponding radar observations at 0000 UTC on 8 May 1995. Simulation performed at CAPS; for further details see Wang et al. (1996) . case of 13 July 1996. Figure 12 is a plot of the reflectivity field for 24-and 48-min forecast periods and the verifying reflectivity for this case. The initial conditions for wind, thermodynamics, and microphysics was derived from the Denver, Colorado, WSR-88D using the retrieval technique of Sun and Crook (1997) that utilizes a cloud model and its adjoint. Verification analysis indicates that the numerical forecasts significantly improve over persistence and extrapolation in the 60-min time frame.
Although these first experiments have shown some promise, there are a number of problems, both scientific and technical, that must be addressed before such forecasts show consistent skill. One of the main scientific problems is how to initialize the full dynamical, thermodynamical, and microphysical structure of the storm based on limited observations (generally just radar reflectivity and single Doppler velocity). This has prompted researchers to examine methods to retrieve the unobserved fields (cross-beam velocity, temperature, and microphysical variables) from the available data. Retrieval techniques were first developed to estimate the buoyancy from velocity fields obtained by dualDoppler analysis (Gal-Chen 1978; Hane and Scott 1978) . Since operationally, observations from two Doppler radars are usually not available, a number of researchers have developed techniques to retrieve the cross-beam velocity components from single Doppler observations (see, e.g., Shapiro et al. 1995; Qiu and Xu 1992; Sun and Crook 1994) . Finally, methods have been developed to convert reflectivity observations into the microphysical fields carried by the model (see, e.g., Rutledge and Hobbs 1983; Ziegler 1985; Sun and Crook 1997) .
Another difficulty in explicit storm predictions is maintaining the storm's strength. Our early results from these explicit storm forecasts have suggested that it is difficult to maintain a storm once the initial precipitation has fallen out. If the storm is forced from the boundary layer, then to maintain the storm it is necessary to accurately observe and assimilate the boundary layer wind structure. Furthermore, because of the sensitivities described above it is also necessary to accurately represent low-level temperature and moisture structure. The persistence of a long-lived storm clearly depends on the continual initiation of convection, thus raising the same questions about sensitivities discussed in the previous section. Some of the main technical issues include the computer resources needed for data assimilation and prediction at resolutions of around 1 km and the gathering and storage of wideband data from multiple radars across the country.
Finally, it should be noted that the future of stormscale NWP lies in the successful combination of ap- proaches 1) and 2) described above. In other words, skillful numerical storm prediction will require that NWP models are run over large enough domains to capture the large-scale forcing and high enough resolution that the storm structure can be initialized from radar data. Because of the timescale of most convective cells (less than 20 min as shown in section 2) this will require that the models be run with very rapid update cycles. Experiments to test different data insertion strategies for the 7 May 1995 squall line case have recently been performed by Xue et al. (1998) .
Operational nowcasting systems
In this section we discuss two types of operational nowcasting systems. The first are those based primarily on the extrapolation of radar echoes while the second also includes forecasts of thunderstorm initiation and dissipation. The use of expert systems is included in this second section. All the systems discussed handle convective storms, although the Canadian and U.K. systems discussed in section 4a frequently handle nonconvective systems.
a. Extrapolation
The first automated operational nowcasting system was implemented in 1976 utilizing the McGill Weather Radar; products were sent to the Atmospheric Environment Service Forecast Centre, Quebec Region. McGill University scientists (Austin and Bellon 1974; Bellon and Austin 1978; Bellon et al. 1980 ) adopted a version of the cross-correlation technique to forecast precipitation amounts called Short-term Automatic Radar Prediction. A later version of this system called RAINSAT (Austin and Bellon 1982; Austin et al. 1990 ) was developed by McGill and implemented in both Canada and Spain (Nevado 1990 ). It used satellite and radar data and a cross-correlation scheme to make 1-6-h forecasts of rainfall.
The U.K. Meteorological Office implemented Forecasting Rain Optimized using New Techniques of Interactively Enhanced Radar and Satellite data FRONTIERS in the early 1980s. This highly interactive system provides 1-6-h forecasts of precipitation. Interactive capabilities allow the forecaster to a) edit spurious radar echoes, b) add orographic rain not detected by radar, c) modify precipitation rates based on rain gauges, d) reregister satellite data, e) invoke algorithms to calculate precipitation amounts, and f) prepare forecasts using one of several techniques for estimating radar echo motion (Collier 1991) . Currently the Nowcasting and Initialization for Modeling using Regional Observation Data system is being developed and implemented to replace FRONTIERS. This system automates many of the labor-intensive operations in FRONTIERS such as data editing, extrapolation, and forecast preparation. This allows fully automated 30-min forecast cycles as well as forecaster input on hourly and three-hourly forecasts (Collier 1991) .
The U.S. National Weather Service is moving toward interactive tools that allow display and editing of a variety of data using the Weather Forecast OfficeAdvanced System (WFO Advanced) developed by the Forecast Systems Laboratory . In addition, the WDSS (Warning Decision Support System) developed by the NSSL is currently being tested at a few WFOs. The WDSS provides display and a suite of algorithms for calculating storm tracks, detecting hail, detecting mesocyclones, tornadoes, damaging winds, estimating precipitation accumulation, and evaluating near-storm environment . In France the Approach Synthétique de la Prevision Immediate au SMIRIC Project provides display capabilities for lightning, radar, and satellite data along with automated linear extrapolation techniques for lightning and radar data (Juvanon du Vachat and Cheze 1993). The METEOTREND project at the Slovak Hydrometeorological Institute in Czechoslovakia allows interactive analysis of satellite features and algorithm parameters used to produce a 2-h extrapolation forecast (Podhorsky 1987) . The Japan Meteorological Agency produces hourly forecast precipitation accumulation maps for up to 3 h in advance based on radar, rain gauge, and satellite data (Hirasawa 1991) .
There is at least one fully automated system where the product goes directly to the user without forecaster intervention. That is the Integrated Terminal Weather System (ITWS) developed and tested by Massachusetts Institute of Technology (MIT)-Lincoln Laboratory for the FAA. It provides several aviation-specific products including a 10-and 20-min forecast of the leading edge of thunderstorm activity based on crosscorrelation analysis (Evans and Ducot 1994) . A more thorough explanation and review of most of the operational system discussed here as well as other systems can be found in Conway (1992) .
b. Convection/dissipation
In the U.K. Meteorological Office a fully automated precipitation forecasting system is being devel-oped that includes the forecasting of storm growth (Hand and Conway 1995; Hand 1996) . The system, called Generating Advanced Nowcasts for Deployment in Operational Land Surface Flood Forecast (GANDOLF), uses object-oriented convective storm nowcasting procedures. Radar data and Meteosat IR satellite data are used to analyze convective cells in all stages of growth; subsequent movement and development up to 3 h ahead are predicted using a conceptual life cycle model combined with mesoscale NWP data. Case study analyses show encouraging results.
Utilizing the recent advances in forecasting convective precipitation discussed in section 3b, several operational forecasting systems are under development and testing. The largest effort in the United States is a collaborative effort involving MIT-Lincoln Laboratory, NSSL, and NCAR under the sponsorship of the FAA. An automated convective storm nowcasting system is being developed for use in the airport terminal area that forecasts storm growth and decay, as well as extrapolation (Mueller et al. 1997b ). The following three paragraphs briefly describe the contribution of each group.
MIT-Lincoln Laboratory is utilizing components of their ITWS Microburst Prediction algorithm with new capabilities to test the feasibility of short-term predictions of convection. Their prototype involves machine-intelligent image processing and data fusion techniques to determine cell growth and decay (Wolfson et al. 1994) , storm tracking to determine both cell and storm envelope motion, probabilistic estimates of cell lifetime based on short-term trends, and estimates of the cumulus cloud amounts based on Geostationary Operational Environmental Satellite data. The algorithm produces a continuous forecast out to 30 min by simultaneously solving five 6-min forecast problems. Lincoln Laboratory is also exploring the use of elliptical filters to separate radar echo features by scale size, with the purpose of extrapolating only those scales that can be expected to live for the length of the forecast period.
NCAR has been developing techniques for precise, short-period forecasts of thunderstorms initiation, movement, and dissipation. This knowledge-based expert system is called the Auto-nowcaster. The system utilizes radar, satellite, surface, and upperair weather observations. Algorithms identify and extrapolate thunderstorms (centroid and crosscorrelation extrapolators), detect and extrapolate convergence lines, retrieve boundary layer winds from single Doppler data, and use a numerical model, initialized with Doppler radar data, to forecast the movement and characteristics of boundary layer convergence lines. The rules used in the Auto-nowcaster are based primarily on the research findings discussed in section 3b.
NSSL has been utilizing the NEXRAD SCIT algorithm, which is a centroid-type extrapolator. They are examining the predictive value of storm cell information, particularly storm rotation, for forecasting thunderstorm lifetime.
In another recent collaborative effort NCAR, NSSL, and the National Weather Service (NWS) are involved in an operational experimental program at National Weather Service Forecast Offices called System for Convection Analysis and Nowcasting. The purpose is to automatically detect and analyze current weather, and generate short-term forecasts and warning guidance for NWS forecasters within the Advanced Weather Interactive and Processing System (AWIPS) environment. This effort involves the NCAR Auto-nowcaster discussed above, the NSSL WDSS discussed in section 4a, and the NWS AWIPS Thunderstorm Product discussed in Kitzmiller (1996) and Smith and Churma (1996) .
The NCAR Auto-nowcaster is also being tested under U.S. Army Test and Evaluation Command support at the White Sands Missile Range in New Mexico. Many of the operations on a range are sensitive to lightning and winds; therefore forecasts of convection are important both for the safety of personnel and the efficiency of operations. A complete meteorological dataset is available at the range. Observations include high-density surface observations, WSR-88D radar, boundary layer profilers, lightning network, and soundings. Extensions to other ranges are expected in the near future.
Accuracy of nowcasting techniques a. Extrapolation
Evaluation and comparison of the accuracy of nowcasts is very difficult. Statistics such as POD and FAR do not adequately represent performance. For example, no credit is given for correctly forecasting a nonevent or slightly missing a forecast in either time or space. However, these statistics are useful for comparing techniques that are evaluated precisely in the same manner. Significantly different numbers can be obtained by just using different grid spacings and giving credit to forecasts that are near misses. It is with reluctance that we show statistics since they are often incorrectly interpreted by the casual user. Statistical measures should never be taken at face value unless one understands precisely how the verification was done. We use them here to compare techniques that are verified in precisely the same manner; no attempt should be made to compare statistics between experiments. Elvander (1976) was one of the first to do a comprehensive evaluation of different extrapolation techniques. He compared 1) the cross correlation, 2) echo centroid tracking, and 3) a combined individual echo and area motion tracking technique developed by Duda and Blackmer (1972) . He examined accuracies for forecast periods between 10 and 60 min for convective precipitation systems and found a sharp fall off in accuracy with increasing time period. The simple cross-correlation technique gave slightly better results. Dixon and Wiener (1993) , who evaluated the TITAN technique for forecast periods between 6 and 30 min, also showed a sharp decrease in accuracy with increasing forecast period. Henry et al. (1996) compared extrapolation and persistence forecasts for convective weather events from Denver and Atlanta for time periods between 6 and 30 min. They grouped days into two categories depending on area of echo coverage. The forecasts for days with the larger echo coverage had considerably better results. For Denver, extrapolation forecasts were better than persistence forecasts for all time periods. However, for Atlanta there was little difference between the two techniques for all forecast periods. Brown and Brandes (1997) have made comparisons between the Forecast Systems Laboratory crosscorrelation extrapolator (Jackson 1993; Jackson and Jesuroga 1995) and the TITAN storm motion type extrapolator (Dixon and Wiener 1993) . The evaluation was on a national scale including observations from 11 days in 1994 and 1996. Cases were selected to represent all seasons except winter with a heavy emphasis on convective-type weather situations. The Kavouras mosaic of WSR-88D data was used as input data. The mosaic provided 2 km × 2 km grids of five reflectivity levels at 5-min intervals. Thirtyminute forecasts were made for reflectivity levels > 40 dBZ. The verification was carried out on a 2 km × 2 km grid, a very demanding test, thus the scores are low. Forecasts of persistence were also included for comparison. Several verification measures were used to compare skills and are shown in Table 2 . The familiar measures POD, FAR, and CSI are shown together with the Heidke Skill Score (HSS; see Doswell et al. 1990 ) and the Gilbert Skill Score (GSS; see Schaefer 1990) . The extrapolation techniques were clearly better than persistence; however, all the skill scores showed there was little difference between the two extrapolation techniques. It should be noted that the TITAN technique did extrapolate echo size and intensity. However, as noted previously in section 3a(2) trending of echo size and intensity does not improve results.
A review of forecast quality from the above, coupled with comprehensive reviews by Bellon and Austin (1978) , Browning et al. (1982) , and Collier (1989) indicate that the major cause of poor extrapolation forecasts is not due to errors in forecast displacement, but to decay and growth occurring during the forecast period. For individual convective storms, extrapolation forecasts deteriorate very rapidly, becoming of little value for periods beyond 20-30 min. However, for supercell type storms and the general location of squall lines or storm complexes, extrapolation forecasts may be useful for periods up to several hours. For large-scale precipitation systems that are primarily stratiform in nature, Browning et al. (1982) showed skill with echo extrapolation techniques out to 6 h.
b. Initiation/dissipation
Favorable results are just beginning to emerge with techniques that attempt to forecast storm initiation and dissipation. As previously shown in Table 1 and found for 30-min periods that human forecasts that included predictions of storm initiation were better than persistence and extrapolation forecasts. The initiation forecasts increased the POD considerably over simple extrapolation while FAR remained nearly the same. Statistics are now being obtained from the NCAR Auto-nowcaster and the Lincoln Laboratory growth and decay systems described in section 3b(2). Experiments with the Auto-nowcaster have been made for 12 storm days in Colorado from 1995. A variety of forecast rules were tested for forecast periods between 6 and 30 min. Comparison of POD and FAR values are shown in Table 3 for 30-min forecasts. Rule 1 has the lowest FAR and trending has the highest POD. It was judged that the rule 1 technique provided the best results. This was because in comparison to extrapolation there was a 9% decrease in the area of detection but a decrease of 42% in the area of false alarm. Rule 1 differed from the extrapolation forecast only in that it dissipated TITAN extrapolated cells that were < 400 km 3 and were located outside of a zone extending from 5 km in front of the convergence line to 20 km behind. There are no statistics presented for convection initiation forecasts because of difficulties detecting cumulus with the radar. Recalling from section 3c, storm initiation is not forecast unless cumulus clouds are detected near the convergence line. In Colorado midlevel stratiform cloud is often generated by anvils from mountain storms; the automated techniques for detecting cumulus cloud near convergence lines were frequently misinterpreting this cloud as cumulus cloud and led to high false alarm rates. Thus effort is under way to develop radar-satellite techniques to identify cumulus (Roberts 1996) .
Recent experiments suggest that the difficulties in Colorado of misinterpreting stratiform echo for cumulus echo may not be as serious in Memphis. For example, statistics are presented in Fig. 13 for a Memphis case that occurred on 24 July 1996. The results were obtained completely in an automated manner with the Auto-nowcaster. They are for a 1.5-h time period as two convergence lines collide near the Memphis airport. Figure 13a shows that the Auto-nowcaster rule 2 technique, which includes storm initiation, has a considerably higher POD than either persistence or extrapolation forecasts. At the same time, the FAR (Fig. 13b ) for this technique (rule 2) is only slightly higher than for extrapolation forecast. Figure 14 shows an example forecast for one time period for this case. Figure 14a shows the initial reflectivity field at a height of 1 km at 2030 UTC and the overlaid 30-min forecast for echo greater than 35 dBZ. The forecast and verification reflectivity field is shown in Fig. 14b . For ease of discussion the forecast is divided into three regions labeled A, B, and C in Fig. 14. Although this is only one case it nicely illustrates some of the present strengths and weaknesses of the system. Region A at issue time indicates a southwest-northeast-oriented line of strong storms. By valid time, the southwestern half of the line has dissipated and the northeastern half has maintained itself and grown. The dissipation is the result of the convergence line moving away from the line of storms, which is handled well by the Auto-nowcaster. The northeastern half of the line is not handled as well because the automated convergence line detection systems did not detect the convergence line that is critical for maintaining small storms and initiating new storms. Region B is an area of strong growth and little movement because of the collision of the two convergence lines, which is handled fairly well by the convection initiation rules. Region C is an area of stratiform echo well behind the convergence lines. However, because of its large area it is classified as a large storm with a long lifetime. Techniques are presently under development to dissipate relatively large stratiform echoes that are well behind convergence lines.
The accuracy of convective storm forecasting is summarized qualitatively in Fig. 15 . It is assumed that the forecasts are being made on a spatial scale accurate to a few kilometers. Figure 15 is adapted from similar figures by Browning (1980) , Doswell (1986) , and Austin et al. (1987) . Extrapolation refers to linear extrapolation techniques, the skill of which rapidly decreases to very low values after 30 min. Explicit storm models refer to small-scale (~1 km) nonhydrostatic numerical models initialized with radar data as discussed in section 3c(2). Expert systems refer to automated or manual techniques that depend heavily on current observations, particularly from remote sensors, and rules generated by humans based on meteorological research and experience. The Autonowcaster and GANDOLF represent such systems. Expert systems may also make use of numerical model output and utilize fuzzy logic techniques and neural networks. These techniques are shown to outperform all other techniques for the short period. Large-scale models are those typically run at meteorological centers like the National Centers for Environmental Prediction. Since these models do not initially contain information on storm locations, they have very little accuracy in the first few hours. These models are likely only to be able to forecast the large-scale thunderstorms systems that are strongly forced by large-scale events.
The very rapid fall off in accuracy in Fig. 15 during the first 3 h represents the decreasing capability of extrapolation techniques and our inadequate scientific knowledge and lack of suitable observations to precisely forecast the initiation and dissipation of convection. The relatively low accuracy at time periods beyond a few tens of minutes is a general acknowledgment that precisely forecasting the time and location of convective storms is extremely difficult. Expert systems are shown to outperform other techniques since they would incorporate forecasts from extrapolation techniques, large-scale models, mesoscale models, explicit numerical models, statistical techniques, and the latest scientific knowledge on physical processes that may not be adequately capture by the mod- els but are observable in the datasets. As discussed in this paper the modernization of the national observational network coupled with rapid progress in modeling and observational research of thunderstorm evolution makes it possible now to implement very short period nowcasting systems that should provide a real economic benefit.
Future
It is apparent that both expert system and numerical modeling techniques will continue to be developed for nowcasting convective storm evolution. Because of the great need to improve flash flood warnings and to provide stream flow estimates for hydrologic planning purposes it is natural that both techniques will evolve to include the nowcasting of quantitative precipitation amounts. It can be expected that these two techniques will be combined so that the output from the explicit numerical model forecasts of convective storms will become one of the data fields used by the expert system.
The primary difficulties with present expert systems are the automated detection and monitoring of convergence lines and cumulus clouds from radar and satellite data. To capitalize on the strengths of each system it is expected that efforts will increase to combine the datasets and to develop very robust techniques to monitor convergence lines and cumulus clouds. Efforts to ingest radar, satellite, and high-density mesonet data into numerical models that can run in real time are just beginning but can be expected to accelerate rapidly during the next few years.
Both numerical modeling and expert system techniques would benefit substantially from improved high-resolution wind and buoyancy fields. As discussed in section 3, techniques that assimilate radar and mesonet data into numerical models (using, e.g., the adjoint method) are very promising and are expected to progress rapidly in the next few years.
Because of the above efforts it can now be expected that significant advances in the ability to nowcast convective storms and possibly precipitation amounts will materialize during the next five years. Browning et al. (1980) , Doswell (1986) , and Austin et al. (1987) .
