Abstract. In 1960, Sierpiński proved that there exist infinitely many odd positive integers k such that k ·2 n +1 is composite for all positive integers n. In this paper, we prove some generalizations of Sierpiński's theorem with 2 n replaced by expressions involving certain Lucas sequences U n (α, β). In particular, we show the existence of infinitely many Lucas pairs (α, β), for which there exist infinitely many positive integers k, such that k U n (α, β) + (α − β) 2 + 1 is composite for all integers n ≥ 1. Sierpiński's theorem is the special case of α = 2 and β = 1. Finally, we establish a nonlinear version of this result by showing that there exist infinitely many rational integers α > 1, for which there exist infinitely many positive integers k, such that k 2 U n (α, 1) + (α − 1) 2 + 1 is composite for all integers n ≥ 1.
Introduction
The following concept, originally due to Erdös [11] , is crucial to all results in this article. Definition 1.1. A covering of the integers is a system of congruences x ≡ r i (mod m i ) such that every integer satisfies at least one of the congruences. A covering is said to be a finite covering if the covering contains only finitely many congruences. Remark 1.2. Since all coverings in this paper are finite coverings, we omit the word "finite".
In 1960, using a particular covering, Sierpiński [26] published a proof of the fact that there exist infinitely many odd positive integers k such that k ·2 n +1 is composite for all natural numbers n. Any such value of k is called a Sierpiński number. Since then, several authors [5, 7, 6, 8, 9, 14, 16, 13, 15, 17, 18, 19] have investigated generalizations and variations of this result. We should also mention a paper of Riesel [24] , which actually predates the paper of Sierpiński, in which Riesel proves a similar result for the sequence of integers k · 2 n − 1. We give a proof of Sierpiński's original theorem since it provides an easy introduction to the techniques used in this paper. Theorem 1.3 (Sierpiński [26] ). There exist infinitely many odd positive integers k such that k · 2 n + 1 is composite for all integers n ≥ 1.
Proof. Consider the following covering n ≡ r i (mod m i ): it is easy to check that k · 2 n + 1 is divisible by p i . Now, apply the Chinese Remainder Theorem to the system k ≡ b i (mod p i ). Then, for any integer n ≥ 0, and any such solution k, we have that k · 2 n + 1 is divisible by at least one prime from the set {3, 5, 17, 257, 641, 65537, 6700417}.
This paper is concerned with generalizations of Theorem 1.3 which involve Lucas sequences. A pair (α, β) of algebraic integers, where α + β and αβ are nonzero relatively prime rational integers, and α/β is not a root of unity, is called a Lucas pair. For n ≥ 0, we can then define a sequence of rational integers
When the values of α and β are general, or they are clear from the context of the discussion, we simply write U n . Such a sequence is known as a Lucas sequence of the first kind. Unless otherwise stated, we assume throughout this paper, without loss of generality, that α > β. The observation that
provides the motivation for the results in this paper. We replace 2 n with U n (α, β) + (α − β) 2 , and investigate when there exist infinitely many values of k such that the sequence
is composite for all integers n ≥ 1. This paper is organized as follows. In Section 2, our focus is on the Lucas pairs (α, β), where α is a rational integer and β = 1. In Section 3, we consider Lucas pairs (α, β), where α and β are not necessarily rational. The rational Lucas pairs (α, β) covered in Section 3 have the property that α − β = 1. Although the Lucas pair (2, 1) from Theorem 1.3 falls into this category, the actual method used in the proof of Theorem 3.1 in Section 3 does not "capture" this particular Lucas pair. However, the technique can be modified to achieve this goal. In Section 4, we develop a more general approach. Theoretically, the techniques there can be used for any Lucas pair. However, it is difficult to categorize the Lucas pairs for which the methods will actually be successful.
A key idea in the proof of Theorem 1.3 is the availability of enough useful primes: a unique prime p corresponding to each congruence in the covering that allows us to reduce the power 2 n modulo p to an unambiguous value.
In all main theorems in this article, we need such a set of primes. However, the way these primes are "manufactured" is quite different in each section. Our approach in Section 2 is more typical of theorems of this nature. We use the concept of a primitive divisor; see Section 2 for a full explanation. But in Sections 3 and 4, the methods used to produce the desired primes appear to be new. In fact, it seems unlikely that traditional applications of primitive divisors could be used to prove the results in Sections 3 and 4.
Generalization I
In this section, we present a generalization of Theorem 1.3, whose proof utilizes the concept of a primitive divisor. As previously mentioned, primitive divisors are often useful in proving theorems similar to Theorem 1.3, and various related applications [6, 8, 9, 10, 18, 19, 29, 30] . Definition 2.1. For any Lucas pair (α, β), we define a primitive (prime) divisor of U n to be a prime p such that both of the following conditions hold:
• U n ≡ 0 (mod p),
We say that the Lucas pair (α, β) is n-defective if U n has no primitive divisor.
The following result, originally due to Zsigmondy [31] , provides us with conditions in certain situations under which these primitive divisors exist. • α = 2, β = 1 and n = 6
• α + β is a power of 2 and n = 2. The situation when α and β are not rational integers is much more difficult. Early work was done by Carmichael [4], Ward [28] and Voutier [27] . More recently, using deep ideas from transcendence theory, Bilu, Hanrot and Voutier [2] have shown, for any Lucas pair (α, β), that U n has a primitive divisor for all n ≥ 30, and they have determined all n-defective Lucas pairs.
In this section, our focus is on Lucas pairs (α, 1), where α is a rational integer. The approach is somewhat conventional, in that we use a covering that is constructed by means of primitive divisors. However, complications arise in the proof, and we are forced to show the existence of a second primitive divisor in certain situations. In general, it is still a mystery as to exactly when U n possesses a second primitive divisor. The best known results in this direction, when α and β are rational, are due to Schinzel [25] , but unfortunately, they are not applicable in all of our situations. We state below, without proof, some well-known results that relate these particular Lucas sequences to values of certain cyclotomic polynomials. These facts are useful here to help establish the existence of a second primitive divisor. We let Φ n (x) denote the n-th cyclotomic polynomial, and U n denote U n (α, 1), where α ≥ 2 is an integer.
The following theorem is due to Legendre [23] .
Theorem 2.4. Let q be a prime divisor of Φ n (α), and let ord q (α) denote the order of α modulo q. If ord q (α) < n, then q divides n.
the following corollary is immediate from Theorem 2.4.
The main result of this section is the following:
Theorem 2.6. Let α ≥ 2 be a rational integer. Then there exist infinitely many positive integers k such that
is composite for all integers n ≥ 1.
Proof. Since α = 2 corresponds to Sierpiński's original theorem, we assume that α ≥ 3. Note that, by Corollary 2.3, the only n-defective pairs that are of concern to us here are (α, β) = (2 c − 1, 1), which are 2-defective. So, the proof is broken into two main cases: α = 2 c − 1 and α = 2 c − 1. A different covering {n ≡ r i (mod m i )} is used in each of these cases. We use a covering with minimum modulus 3 in the case when α = 2 c − 1, to circumvent the fact that these sequences are 2-defective. In both cases, we let p i denote a primitive divisor of U m i . Then, when n ≡ r i (mod m i ), we have
For brevity of notation, we define
It is crucial for our arguments that A i be invertible modulo p i . In other words, we need A i ≡ 0 (mod p i ) for all i.
Assume first that α = 2 c − 1, and use the covering: Next, we verify for each i = 3, that A i ≡ 0 (mod p i ). This is clear when
Since p 4 is a primitive divisor of U 6 , part (2) of Corollary 2.5 tells us that
which contradicts the fact that p 4 is primitive. Now consider i = 5. Since p 5 is a primitive divisor of U 12 , we have, by part (2) of Corollary 2.5, that α 6 ≡ −1 (mod p 5 ). Using this fact, it is easy to show that
Hence, p 5 = 5, since α − 1 ≡ 0 (mod p 5 ). Thus,
from part (2) of Corollary 2.5. But then, since α ≡ 0 (mod p 5 ), we arrive at the contradiction that 2 is a square modulo 5. Finally, to finish the proof when α = 2 c − 1, we examine the case of i = 3. Suppose that A 3 ≡ 0 (mod p 3 ). Since p 3 is a primitive divisor of U 4 , we have, from part (2) of Corollary 2.5, that α 2 ≡ −1 (mod p 3 ). Then
Clearly, p 3 = 2, and so α ≡ 1/2 (mod p 3 ). Substituting this quantity back into α 2 ≡ −1 (mod p 3 ) implies that p 3 = 5, and therefore α ≡ 3 (mod 5). Unfortunately, no contradiction is achieved here. We use part (3) of Corollary 2.5 to show in this situation that there is a second odd primitive divisor q = 5 of U 4 . Then we can conclude that A 3 ≡ 0 (mod q). We consider two cases: α ≡ 3 (mod 10) and α ≡ 8 (mod 10).
First suppose that α ≡ 3 (mod 10). Then α 2 + 1 ≡ 2 (mod 4). Le [20] proved that there are at most two pairs (α, n) of natural numbers such that (2.1)
Thus, the pairs (3, 1) and (7, 2) are the only solutions to equation (2.1). The solution (7, 2) is of no concern to us here, since 7 ≡ 3 (mod 10). Hence, when α > 3, there exists an odd prime q = 5 such that α 2 + 1 ≡ 0 (mod q). To show that q is indeed a primitive divisor of U 4 , it is enough, by part (1) of Corollary 2.5, to show that q does not divide either Φ 1 (α) or Φ 2 (α). But the only prime q that can divide either Φ 1 (α) or Φ 2 (α), and also divide α 2 +1, is q = 2. Recall that the case α = 3 is not an issue here since we are assuming that α = 2 c − 1. Next, suppose that α ≡ 8 (mod 10). Then α 2 + 1 is odd, and we need to examine the equation
Lebesgue [21] proved that there exists at most one pair of natural numbers (α, n) that satisfies (2.2). Thus (2, 1) is the only solution to (2.2), and as above, α 2 + 1 has a second odd primitive divisor q = 5. Then, choosing p 3 to be the appropriate primitive divisor of U 4 so that A 3 ≡ 0 (mod p 3 ), we can apply the Chinese Remainder Theorem to the system of congruences k ≡ −1/A i (mod p i ), to complete the proof in this case.
Now we turn our attention to the case when α = 2 c − 1. The Lucas pair (2 c − 1, 1) is 2-defective, and so we cannot use the previous covering since m 1 
It is easy to check that this is indeed a covering. First note that α − 1 = 2 c − 2 ≡ 0 (mod 2), so that 2 is not a primitive divisor of U m i for any i.
To ensure that A i ≡ 0 (mod p i ), it is enough, by Corollary 2.5 part (2) , to show that
Tedious, but straightforward, arguments similar to the previous case show that (2. 3) is satisfied for all i in this covering. Fortunately, no Diophantine equations must be considered here to show the existence of additional primitive divisors. Coverings with fewer congruences can be chosen with minimum modulus 3, but they all seem to incur the Diophantine considerations. Since the arguments in this case are similar to the previous case, we omit the details.
Remark 2.7. In the proof of Theorem 2.6 we showed that if α ≡ 3 (mod 5) and α = 2 c −1, then U 4 (α, 1) has at least two distinct odd primitive divisors. This fact overlaps with a result of Schinzel [25] when α is twice a square.
Generalization II
In this section, we generalize Theorem 1.3 using an approach different from the one used in Section 2. The main theorem here is: 
The only rational Lucas pairs (α, β) that can be generated using the techniques in the proof of Theorem 3.1 are such that α − β = 1, and thus the only conceivable overlap with Theorem 2.6 is the Lucas pair (2, 1) . Unfortunately, the algorithm, as described in the proof, does not directly capture this pair. However, a slight modification to the algorithm does the job (see Example (3.4)), and so Theorem 3.1 can, in some sense, be viewed as a generalization of Theorem 1.3. Although primitive divisors were used successfully in the proof of Theorem 2.6, they are more difficult to harness when α and β are not rational. For this reason, we abandon the use of primitive divisors in the proof of Theorem 3.1, in favor of a strategy that is somewhat opposite in nature. In the primitive-divisor situation, the primes we use (the primitive divisors themselves) depend on the particular values of α and β, while in the new approach, we start with a set of primes, and then construct the values of α and β. Although these methods produce rational, irrational, and nonreal Lucas pairs, depending on the covering used, there is an inherent weakness in the algorithm. Even allowing modifications to the algorithm, it seems that, in general, there is no way of determining ahead of time whether a particular Lucas pair can be captured by this procedure. In fact, there seem to be certain Lucas pairs that cannot be produced by these techniques (see Section 4).
The proof of Theorem 3.1 is straightforward. Simply choose a particular covering, and use the algorithm to generate an explicit Lucas pair (α, β) that satisfies the conditions of the theorem. The algorithm is such that there are infinitely many choices from an arithmetic progression for values of a and b, where α = (a + √ b)/2, so that the algorithm automatically produces infinitely many values of α and β. Then there are infinitely many values of k from an arithmetic progression that satisfy the conditions of the theorem for all values of α and β. In the proof of Theorem 3.1, we give a very specific version of the algorithm which can be used to generate irrational Lucas pairs. However, slight modifications will produce rational or nonreal Lucas pairs. We indicate these versions after the proof, and we provide examples in Section 3.1.
Proof of Theorem 3.1. We describe a version of the algorithm that will generate a Lucas pair; then we justify the steps; and finally, we use the algorithm with a particular covering to illustrate the process. Let {n ≡ r i (mod m i )} be a covering with distinct moduli m i , such that p i := m i + 1 is prime for all i. For each i, we choose integers a i and b i according to the following prescription: Then, use the Chinese remainder theorem to solve the two systems of congruences x ≡ a i (mod p i ), x ≡ 1 (mod 2), and (3.2) y ≡ b i (mod p i ), y ≡ 1 (mod 4). Let a and b be respective solutions to the systems in (3.2), and let α = (a + √ b)/2 and β = (a − √ b)/2. At this juncture, we must verify that (α, β) is a legitimate Lucas pair. Clearly, α + β = a ∈ Z. Observe that αβ = (a 2 − b)/4. Since a ≡ 1 (mod 2) and b ≡ 1 (mod 4), we have that αβ ∈ Z. Next, since gcd(α + β, αβ) = 1 if and only if gcd(a, b) = 1, we need to be able to select solutions a and b of (3.2) that are relatively prime. To accomplish this task, fist solve for a in the first system of (3.2), and then add additional congruences, if necessary, to the second system in (3.2) to guarantee that gcd(a, b) = 1. Then we must check that α/β is not a root of unity. Finally, use the Chinese remainder theorem to solve the system of congruences k ≡ −1/A i (mod p i ), where
Then we claim that k(U n (α, β) + (α − β) 2 ) + 1 is composite for all n ≥ 1. In fact, we have that
To prove that (3.3) is true, we verify the validity of the steps of the algorithm, and show that A i ≡ 0 (mod p i ) for all i. First note that the conditions in (3.1) guarantee that
and
Since b i is a square modulo p i , and m i = p i − 1 for all i, it follows from Fermat's little theorem (even if α ≡ 0 (mod p i ) or β ≡ 0 (mod p i ), which could happen if n ≡ 3 (mod 4) is a congruence in the covering) that
when n ≡ r i (mod m i ). First assume that a i = 0. Then straightforward calculations give
We refer to the menu (3. Applying the algorithm to this situation gives:
, and k = 37170467875892126822.
The first three terms of the sequence k(U n (α, β) + (α − β) 2 ) + 1, in factored form, with p i in bold, are given in Table 1 .
In general, the algorithm given in the proof of Theorem 3.1 will produce an irrational Lucas pair. However, if all residues in the covering are even, or if the only odd residues that appear in the covering are r i = 1, then b i = 1 for all i, and we can take b = 1. The algorithm generates a rational Lucas pair in this situation (see Example 3.2). Also, it is easy to see that there is room for modification of the algorithm. For example, we chose a i = 0, for most values of i, since it is easier to prove that A i is invertible modulo p i in that situation. But to produce the Lucas pair (2, 1), we can choose all a i = 3 and all b i = 1, with an appropriate covering (see Example 3.4). To generate a nonreal Lucas pair, we can let b be a negative value in the arithmetic progression produced by solving the second system in (3.2) (see Example 3.3). Other modifications to the algorithm are possible, depending on the chosen covering, but these modifications could result in a more complicated set of conditions forĀ i to be invertible modulo p i .
3.1. Additional Examples. This section contains some more examples illustrating the algorithm used in the proof of Theorem 3.1, and some modified versions of it. To keep the numbers reasonably small, we have chosen coverings in which the maximum modulus is 180 and the greatest common divisor of the moduli is 360. Observe that the only odd residue is r 1 = 1. Applying the algorithm gives α = 5406640414743068, β = 5406640414743067 and k = 3604426943162044.
The first three terms of the sequence k(U n (α, β) + (α − β) 2 ) + 1, in factored form, with p i in bold, are given in Table 2 . Table 2 . Factored Terms of k(U n (α, β) + (α − β)
2 ) + 1
Example 3.3. This example shows how to produce a nonreal Lucas pair. We start with the covering: The first three terms of the sequence k(U n (α, β) + (α − β) 2 ) + 1, in factored form, with p i in bold, are given in Table 3 .
Example 3.4. This example shows how the algorithm in Theorem 3.1 can be modified to capture the Lucas pair (α, β) = (2, 1) and give an alternate proof of Theorem 1.3. We start with the covering: i 1 2 3 4 5 6 7 8 9 10 11 12 r i 0 1 1 5 11 15 9 3 23 51 27 27 m i 2 4 6 10 12 18 30 36 40 60 72 180. We modify the algorithm by choosing a i = 3 and b i = 1 for all i, and in addition, we replace the congruence x ≡ 1 (mod 2) in (3.2) with the congruence x ≡ 3 (mod 4). The algorithm then produces α = 2, β = 1, and k = 9579495527398457. The first three terms of the sequence k(U n (α, β) + (α − β)
2 ) + 1, in factored form, with p i in bold, are given in Table 4 .
Remark 3.5. The Sierpiński number k produced by this procedure in Example (3.4) is considerably smaller than the smallest Sierpiński number generated in Sierpiński's original proof.
Another Approach
The algorithm used to prove Theorem 3.1 (and any modification) appears to be too restrictive to produce certain Lucas pairs. For example, it seems unlikely that the famous Lucas pair (1 + √ 5)/2, (1 − √ 5)/2 , which generates the Fibonacci sequence {F n }, can be captured using this algorithm. One reason for this is that Fermat's little theorem does not apply if 5 is not a square modulo p i = m i + 1. However, constructing a covering by replacing such "bad" moduli with distinct moduli m i , such that m i + 1 is prime, and for which 5 is a square modulo m i + 1, is most certainly a difficult task at best, and it is quite plausible that it is impossible. We have been unsuccessful in our attempts to construct such a covering.
The approach used in this section is quite different from the methods used in the previous sections. Instead of directly using primitive divisors, or a covering where each modulus is one less than a prime, we exploit the wellknown fact that Lucas sequences U n are periodic modulo any prime [12] . The idea is to construct a covering where each modulus is a period of U n modulo some prime. If U n has period m modulo the prime p, then U m ≡ 0 (mod p), but p might or might not be a primitive divisor of U m . However, there is always a least positive integer a(p), called the restricted period [12] of U n modulo p, such that p is a primitive divisor of U a(p) . So, we are using primitive divisors in some sense, but certainly not in the traditional way. Just as U n may have more than one primitive divisor, U n can have the same period modulo more than one prime. Thus, our covering can have repeated moduli, and we make use of this phenomenon to establish Theorem 4.1. However, constructing the covering is still somewhat tricky, since, depending on the particular sequence U n , there can be many positive integers m for which there is no prime p such that U n has period m modulo p. For example, the only odd period for {F n } is m = 3. Although we are unable to determine, in general, when this process will be successful, we illustrate that the method does work in certain situations by establishing that the procedure is successful in the case of the Fibonacci sequence {F n }. Helpful in the construction of the covering here is the fact, which follows from a result of Lengyel [22] , that given any even number m ∈ {2, 4, 6, 12, 24}, there exists at least one prime p such that the period of {F n } modulo p is m. The main result of this section is:
Theorem 4.1. Let {F n } denote the Fibonacci sequence, defined recursively by F 0 = 0, F 1 = 1, and F n = F n−1 + F n−2 , for n ≥ 2. Then there exist infinitely many positive integers k such that the sequence k(F n + 5) + 1 is composite for all integers n ≥ 1. is composite for all integers n ≥ 1.
Proof. The covering {n ≡ r i (mod m i )} we use here is given in Table 5 . The covering with the primitive divisors p i of U mi prime p i is a primitive divisor of U m i . For each i, let A i = U r i + (α − 1)
2 , so that U n + (α − 1)
2 ≡ A i (mod p i ) when n ≡ r i (mod m i ). It is then easy to verify that A i ≡ 0 (mod p i ), and that −1/A i is a square modulo p i for all i. We solve each of the congruences k 2 ≡ −1/A i (mod p i ), and choose a solution s i . This gives a system of congruences k ≡ s i (mod p i ), and we can apply the Chinese remainder theorem to this system to find infinitely values of k. The smallest positive value of k produced by this process is k = 117050073288612071969896. The first three terms of the sequence k 2 (U n (5, 1) + 16) + 1, in factored form, with p i in bold, are given in Table 6 . Remark 5.2. The computer calculations and verifications needed in this paper were done using either MAGMA or Maple.
