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ABSTRACT
Stable estimation of system parameters for infectious disease outbreaks is of paramount
importance to the design of adequate forecasting algorithms. Oftentimes parameter estima-
tion procedures are cast as ODE-constrained nonlinear least squares problems, where infinite
dimensional time dependent disease parameters need to be recovered from finite dimensional
data sets. As the result, the Jacobian of the corresponding parameter-to-data operator is
generally illconditioned and may be numerically singular. When such an operator is fitted to
noise-contaminated epidemiological data, the estimated parameters tend to be entirely un-
reliable due to severe error propagation into the approximate solution. The sources of noise
in the reported incidence data vary for different types of diseases and can be attributed to
possible under or over reporting owing to, for instance, a large proportion of asymptomatic
cases or false diagnostics. In our study we use the Levenberg-Marquardt algorithm to recon-
struct a variable transmission rate. The regularization provided by this optimization scheme,
which is a penalized version of the Gauss-Newton procedure, is enforced by the appropri-
ate problem-oriented discretization tools. Specifically, we compare what we call parametric
and non-parametric discretization routines. By parametric discretization we mean that the
transmission rate is modeled by a pre-defined expression that involves only few parameters
such as, for example, a declining transmission rate defined by a hyperbolic, harmonic, or
exponential function. In a nonparametric discretization scheme the transmission rate is pro-
jected onto a subspace spanned by a finite set of orthogonal polynomials, or spline functions.
Depending on the nature of the transmission, one may use Legendre or Chebyshev polyno-
mials, B-splines, wavelets, or other base elements. The main goal of our project is to see
how parametric and non-parametric discretization schemes compare in terms of accuracy
of parameter estimation and in terms of their ability to provide a reliable forecasting tool.
Numerical experiments with both synthetic and real data will be presented.
INDEX WORDS: Inverse Problems, Epidemiology, Regularization, Parameter Estima-
tion, Forecasting.
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1PART 1
INTRODUCTION
1.1 Inverse and ill posed problems
An inverse problem can be described as the process of calculating, from a set of ob-
servations, the causal factors that produced them. In general, to solve an inverse problem,
one starts with a mathematical model for the phenomenon studied, which is governed by
parameters that translate to observable effects. This model is called the forward or direct
problem. Then, given measurements from the real phenomenon, the task is to approximate
parameters that caused the measurements.
The major difficulty with solving inverse problems is that they tend to be ill-posed.
This means that additional constraints and a priori information need to be incorporated
in the formulation of the problem in order to obtain a unique and stable solution. Inverse
problems are found in many scientific disciplines, especially those involving the study of
complex systems for which only a small number of measurements are available, such as
medical imaging, tomography, oceanography, and hydrology [1–4].
The notion of well-posedness was first introduced by Hadamard, who stated that math-
ematical models of physical phenomena must satisfy the following properties: a solution
exists (existence), the solution is unique (uniqueness), and it depends continuously on the
data (stability) [5]. Given data y and parameter x, many inverse problems can be expressed
as operator equations of the form
Kx = y,
where K is a compact operator between normed spaces X and Y . Then, one can formally
define well-posedness as follows [6].
Definition 1 Let X and Y be normed spaces, K : X → Y a (linear or nonlinear) mapping.
2The equation Kx = y is called properly-posed or well-posed if the following holds:
Existence: For every y ∈ Y there is (at least one) x ∈ X such that Kx = y.
Uniqueness: For every y ∈ Y there is at most one x ∈ X with Kx = y.
Stability: The solution x depends continuously on y; that is, for every sequence (xn) ⊂ X
with Kxn → Kx, (n→∞), it follows that xn → x, (n→∞).
Equations for which (at least) one of these properties does not hold are called improperly-
posed or ill-posed.
Given an ill-posed problem, the existence and uniqueness requirements can be addressed,
respectively, by enlarging the solution space and adding constraints on the solution. The
stability requirement, however, is a more significant concern. Indeed, if the solution x does
not depend continuously on the observations y, any error in the right-hand side can lead to
an arbitrarily large error in the computed solution.
In practice, the exact data y is only known up to an error δ > 0. Hence, to minimize
noise propagation to the computed solution, one needs to employ regularization strategies.
Regularization amounts to solving some ”nearby” auxiliary problem in place of the initial one.
The auxiliary problem has to be formulated in such a way that its solution is less sensitive to
noise propagation as opposed to the solution of the original problem. Several mathematicians
such as A. Tikhonov, M. Lavrentiev, V. Ivanov, and others developed methods for solving
ill-posed problems. Tikhonov’s work provides the basis for conditional well-posed problems
and constructing a variety of effective numerical algorithms for solving them. V. Ivanov
introduced the notion of quasi-solution, which generalizes the concept of a solution, restores
the condition of well-posedness, and yields algorithms for the approximate solution of ill-
posed problems. The Lavrentiev method allows the construction of numerical algorithms
for solving a large class of algebraic equations, linear and nonlinear integral and operator
equations of the first kind [4].
Important regularization methods and various procedures for solving inverse problems
can be found in [2, 6–11].
31.2 Parameter Estimation in Epidemiology
Parameter estimation in differential equations makes up an important class of ill-posed
inverse problems. They consist of approximating the values of coefficients or system param-
eters of a differential equation or a system of differential equations given observations about
the solutions to the equation or system of equations. The field of mathematical epidemiology
provides a fair amount of parameter estimation problems. The stable estimation of system
parameters for infectious disease outbreaks is of great importance to the design of adequate
forecasting algorithms. Public health officials rely on accurate estimation of parameters to
draw useful conclusions about emerging outbreaks and, in turn, generate helpful forecasts
that policymakers could use to guide investments in particular control strategies [12].
There are several approaches to the reconstruction of epidemic parameters from epi-
demic data. On the one hand, simple epidemic models relying on a small number of parame-
ters can be used to estimate critical features of an infectious disease outbreak. For instance,
phenomenological models can be used to characterize epidemic growth patterns and provide
short-term epidemic forecasts [13]. On the other hand, when provided reliable information
about the transmission mechanisms of an emerging infectious disease, one can use com-
partmental models that involve several system parameters to describe the development and
transmission pathways of an infectious disease outbreak. Both approaches rely on case data.
Other procedures utilize contact tracing data to estimate epidemiological parameters such
as, for example, reproduction numbers [14,15]. Genetic sequencing data from pathogens can
also provide information about infectious disease dynamics and key parameters therein [16].
Oftentimes, parameter estimation procedures are cast as ODE-constrained nonlinear
least-squares problems, where infinite-dimensional time-dependent disease parameters need
to be recovered from finite-dimensional data sets. As a result, the Jacobian of the corre-
sponding parameter-to-data operator is generally ill-conditioned and may be numerically
singular. When such an operator is fitted to noise-contaminated epidemiological data, the
estimated parameters tend to be entirely unreliable due to severe error propagation into the
4approximate solution. The sources of noise in the reported incidence data vary for different
types of diseases and can be attributed to possible under or over reporting owing to, for
instance, a large proportion of asymptomatic cases or false diagnostics. Noisy data coupled
with modeling, discretization, and computational errors necessitate the use of special reg-
ularization techniques. A time-dependent transmission rate of an infectious disease is an
important parameter, which can be defined as the effective contact rate, that is, the proba-
bility of infection given contact between an infectious and susceptible individual multiplied
by the average rate of contacts between these groups. Generally, the transmission rate can-
not be pre-estimated since it depends on multiple environmental, genetic, social, and other
factors. Hence, one has to recover cause from effect using epidemiological data for an emerg-
ing outbreak together with a suitable compartmental model governing the disease. Once
recovered and extrapolated, the transmission rate can be used to project future incidence
cases.
An ODE-constrained least squares problem can be solved with an appropriate opti-
mization algorithm such as Gauss-Newton, BFGS, Levenberg-Marquardt and others. The
regularization provided by these optimization schemes, can be enforced by the appropriate
problem-oriented discretization tools.
The primary goal of our research is to study discretization methods for the stable esti-
mation of infectious disease parameters in epidemiology and its implications on forecasting of
the number of new incidence cases. To that end, we look at parametric and non-parametric
discretization schemes. In parametric discretization strategies, the transmission rate is mod-
eled by a pre-defined functional form that involves a few parameters whose choice is guided by
additional knowledge about the disease outbreak. In non-parametric discretization schemes,
the transmission rate is projected onto a subspace spanned by a finite set of orthogonal
polynomials or spline functions. Depending on the nature of the transmission, one may use
Legendre, Chebyshev, or Fourier base functions. In Chapter 2, we examine the performance
of parametric discretization algorithms for the stable solution of the nonlinear optimization
problem in epidemiology in terms of accuracy of the approximation of the disease trans-
5mission rate, its sensitivity to noise in the input data, and the ability to provide reliable
short-term forecasts. In Chapter 3, we introduce a non-parametric discretization scheme
and compare its performance to that of a parametric discretization method. In both chap-




The estimation of disease parameters and the design of adequate disease-forecasting
systems are thematic issues in epidemiology [17–19]. Public health and government officials
need reliable quantification of various transmission pathways in order to accurately pre-
dict, and effectively respond to epidemic and pandemic outbreaks as well as to evaluate the
efficiency of their responses. When dealing with the spread of infectious diseases, compart-
mental models are used to describe the dynamic progression of individuals between different
epidemiological classes. Within SEIR (Suceptible-Exposed-Infectious-Removed) models, a
time-dependent transmission coefficient is an essential parameter [20]. It can be defined as
the effective contact rate, which is the probability of infection given contact between an
infectious and susceptible individual multiplied by the average rate of contact between these
groups. Unlike other parameters dictated by the biology of the outbreak, the transmission
rate also depends on the state of the population and various environmental factors. Hence,
generally, the transmission rate must be recovered as cause from effect using epidemiological
data together with a suitable compartmental model governing the disease. Once recovered
and extrapolated, the transmission rate can be used to project future incidence cases.
The transmission rate estimation, in that case, is cast as a nonlinear least-squares prob-
lem where infinite-dimensional time-dependent disease parameters need to be recovered from
a finite-dimensional data set. As a result, the Jacobian of the corresponding parameter-to-
data operator is generally ill-conditioned and may be numerically singular. When such an
operator is fitted to noise-contaminated epidemiological data, the estimated parameters tend
to be entirely unreliable due to severe error propagation into the approximate solution. The
sources of noise in the reported incidence data vary for different types of diseases and can
7be attributed to possible under or over reporting owing to, for instance, a large proportion
of asymptomatic cases or false diagnostics. Noisy data coupled with modeling, discretiza-
tion, and computational errors, necessitate the use of special mathematical tools known as
regularization [21, 22]. It amounts to solving some ”nearby” auxiliary problem in place of
the initial one. The auxiliary problem has to be formulated in such a way that its solution
is less sensitive to noise propagation as opposed to the solution of the original problem.
In what follows, we use Matlab built-in implementation of the Levenberg-Marquardt
algorithm [23] to reconstruct a variable transmission rate. The regularization provided by
this optimization scheme, which is a penalized version of the Gauss-Newton procedure [24],
is enforced by the appropriate problem-oriented discretization tools. In this chapter, we
focus on parametric discretization routines. By parametric discretization, we mean that the
transmission rate is modeled by a pre-defined function that involves only a few parameters.
The rationale behind this approach is simple: if one is given some a priori information
about the outbreak, one can reasonably choose an appropriate expression to describe changes
in the transmission coefficient. For example, in case of a single cycle outbreak with the
incorporation of control measures at the beginning stages, it is reasonable to assume a
declining transmission rate defined, say, by a hyperbolic, harmonic, or exponential function.
While parametric discretization may not capture all aspects of the actual transmission rate,
it may capture enough crucial information to provide a useful forecasting tool. Our main
expectation is that recovering fewer parameters helps mitigate instability caused by noise
and the lack of data without, we hope, a significant loss in accuracy.
The objective of this chapter is to see how parametric discretization performs in terms
of the accuracy of parameter estimation, fit to full data sets, and ability to provide a reliable
forecasting tool. Specifically, we study single cycle outbreaks where the incorporation of
control measures warrant a declining transmission rate assumption, compare three decreasing
functions (harmonic, hyperbolic, and exponential), and determine which of these gives the
best data fit and provides the closest short to medium term incidence forecast. This chapter
is organized as follows. In Section 2.2, we first describe the SEIR system used to model
8infectious disease outbreaks and formulate the inverse problem for the estimation of a time-
dependent transmission rate. Then, we discuss parametric discretization and introduce three
pre-defined functions chosen for this project. In Section 2.3, numerical results with synthetic
data are presented for all pre-defined functions. In Section 2.4, results with real data are
shown. Observations and conclusions on the comparison are given in Section 2.5.
2.2 Problem Formulation
Consider a well-mixed population of size N , where individuals have the same probability
of being in contact with each other. The population is sorted into four classes: susceptible
(S), exposed (E), infectious (I) and removed (R) [25] as shown in Figure 2.1. It is assumed
that susceptible humans (category S) infected with a virus enter the latent period (category
E) at the rate β(t)I(t)/N , where β(t) is the mean transmission rate per day (week). Latent
humans progress to the infectious class (category I) at the rate κ (1/κ is the mean latent
period). Infected individuals are assumed to recover and acquire protective immunity for
the duration of the entire epidemic period at rate γ, where 1/γ is the average time from
symptoms onset to recovery. For simplicity, we let the host birth and death rates have the
same value, which means that the total population size remains constant for the duration of
the outbreak. The overall transmission dynamics can be mathematically described by the



















S(a) = N − C1 − C1/κ, E(a) = C1/κ, I(a) = C1, R(a) = 0, (2.5)
where C1 is the inital number of cases, and epidemiological parameters as listed in Table 2.1.
Table (2.1) Epidemiological parameters
Variable Parameter
N Total effective population size
β(t) Transmission rate
1/κ Average incubation period
1/γ Average time from the onset of symptoms to recovery
In our numerical experiments all parameters of the model, except for the transmission
rate β(t), are pre-estimated for each particular disease, while β(t) is fitted to the incidence




where C(t) and dC
dt
are the cumulative and incidence data, respectively. A primary limitation
of (2.1)-(2.5) is that we assume a completely susceptible population at the beginning of the
epidemic, and let the transmission rate capture the baseline susceptibility of the population.
A more detailed model could also account for age-specific transmission rates because for
diseases like measles, for example, there are significant differences in transmission rates







Figure (2.1) Schematic representation of SEIR system
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2.2.1 Pre-defined Functions
In the presence of a priori information about an outbreak, enforcing relevant model
transmission rates with a relatively small number of parameters should not only restrict the
size of the solution space but also reduce instability, hopefully without significant loss of
precision. We consider three parametric models suggested by Dr. Gerardo Chowell. Our
objective is to determine which of these models allows for the best data fit, and which
provides the best short to medium term incidence case forecast.
The first model is a four-parametric hyperbolic decline function with initial transmission












where 0 ≤ q ≤ 1, 0 ≤ ν ≤ 1, and φ ≥ 0. Then, we study a three-parametric harmonic
decline model with initial rate β0, rate of decline q and shift φ,
β(t) = β0 ((1− φ) (1/(1 + qt)) + φ) , (2.8)
where 0 ≤ q ≤ 1, and φ ≥ 0. Finally, we consider a three-parametric exponential decline
function with initial rate β0, rate of decline q, and shift φ,
β(t) = β0
(
(1− φ)e−qt + φ) , (2.9)
with 0 ≤ q ≤ 1, and φ ≥ 0. Note that the last two functions are nested in the sense that
the exponential model is obtained from the hyperbolic by letting ν approach zero, and the
harmonic model is obtained from the hyperbolic by setting ν = 1.
These monotonically decreasing transmission rates are assumed based on a priori in-
formation that appropriate intervention and control measures have been introduced at the
early stages of the outbreak, and they continue to remain effective for the entire duration of
the epidemic.
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2.2.2 The Inverse Problem
Our goal is to recover β(t) by solving a nonlinear ODE-constrained least-squares min-
imization problem with limited data for an emerging outbreak and then to forecast future
disease incidence cases. Given finite incident data at each point in time, D = [D1, D2, ..., Dm],
the reconstruction of β(t) can be formulated as follows:
min
p
‖D − κE‖2 with F (p, u) = 0. (2.10)
Here u stands for [S,E, I, R], p denotes the unknown parameter vector, and the operator
equation F (p, u) = 0 is given by (2.1)-(2.5). Let u = u(p) be a (numerical) solution to the
SEIR system (2.1)-(2.5). Introduce a parameter-to-observation map
ψi(p) := κEi[p, u(p)], i = 1, 2, ...,m. (2.11)
One then obtains the unconstrained least squares problem:
min
p




(Di − ψi(p))2, ψ : Rn → Rm, (2.12)
where m is the number of data points and n the number of unknowns for each particular
discretization algorithm. The least squares problem is solved with the Levenberg-Marquardt
numerical optimization procedure (Matlab’s built in implementation), where ψ′(pk) is the
Frec´het derivative of the nonlinear operator ψ evaluated at the point pk, ψ
′∗(pk) is the adjoint
of ψ′(pk) , and I is the identity operator,
pk+1 = pk − [ψ′∗(pk)ψ′(pk) + τkI]−1ψ′∗(pk)ψ(pk). (2.13)
At each step of the iterative process, the ODE system is solved with Matlab’s ode23s stiff
routine. In this approach, discretization serves as an important regularization tool comple-
menting the regularization introduced by the damping parameter, τk, used in the Levenberg-
Marquardt procedure. To study these non-parametric approaches, we start by considering
12
numerical examples with synthetic data.
2.3 Numerical Experiments with Synthetic Data
For our first experiment, we choose a model transmission rate in such a way that it
could be approximated by our decline functions (2.7)-(2.9) with a reasonable accuracy. To
that end, we introduce the following function for t ∈ [0, 60]


























shown in the left picture of Figure 2.2. By solving the corresponding forward problem, i.e.,
the SEIR system with given β(t) and given values of κ and γ presented in Table 2.2, we
generate synthetic incidence data (the right picture in Figure 2.2).





To quantify uncertainty in the recovered transmission rate, β(t), and in our estimates of
future incidence cases, we use the bootstrapping strategy proposed in [26,27]. For the selected
model function, βm(t), the corresponding incidence data is perturbed 10 times by adding a
simulated error structure with Poisson mean for the number of new case notifications between
week j − 1 and week j being equal to the ”true” incidence, Dj, j = 2, ...,m. As a result, a
different noisy incidence curve is generated for each parameter estimation step, which enables
us to use the mean value forecasts as our best estimates for the short-term projections of
future incidence cases and the mean value of β(t) as the most accurate approximation of the
disease transmission rate. To start the iterative process (3.1), we take initial guesses of β(t)
to be constants that are uniformly distributed in the interval [0.5, 7]. Since there would be
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no prior knowledge of the transmission rate in case of real epidemiological data, we randomly
select 10 initial values of β0 for every partial noise contaminated incidence data set to avoid
any bias towards any particular starting point and to confirm that there is a broad range of
initial guesses for which convergence can be expected.


























Figure (2.2) Model transmission rate and corresponding synthetic data with added poisson noise
structure.
2.3.1 Experiments with Full Synthetic Data
For our first experiment utilizing synthetic data, we examine and compare the perfor-
mance of our model transmission functions in estimating the time dependent transmission
rate β(t) and fitting the incidence cases from Poisson noise contaminated data.
As one can see in Figures 2.3-2.5 (left), for the full data set, parametric discretization
provides a stable estimation of the time dependent transmission rate with small variation
among the individual recovery curves. The reduction in the size of the solution space limits
the ability to closely recover the transmission rate although the general decline is captured.
The recovered transmission rate curves generate an incidence bundle with mean value that
fits the incidence data to varying degrees (Figures 2.3-2.5, right). The exponential and
hyperbolic functions produce mean incidence curves that fit available data the best, although
both models slightly overestimate the number of cases between weeks 1 to 25 and weeks 32 to
60 and slightly underestimate the number of cases at the turning point of the outbreak. All
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three models produce mean incidence curves that properly identify the onset of the turning
point. The bundle of individual incidence curves recovered is narrow in comparison with the
noisy data provided. The exponential and hyperbolic functions give the most stable results.




























Figure (2.3) Estimation of the transmission rate, β(t), using harmonic parametric model (left).
Incidence fit from recovered β(t) for full synthetic data (right)




























Figure (2.4) Estimation of the transmission rate, β(t), using exponential parametric model (left).
Incidence fit from recovered β(t) for full synthetic data (right)
Overall, the inversion with harmonic, exponential and hyperbolic discretization methods
from noisy incidence data generated by the original transmission rate (2.14) give similar
results in terms of stability and accuracy of the recovered transmission rate and incidence
data. All methods capture the general shape and the turning point of the incidence and
the general declining pattern of the original transmission rate when the entire data set is
available. Next, we consider parameter estimation from partial data and examine short term
forecasts by extrapolating values of the recovered β(t).
15




























Figure (2.5) Estimation of the transmission rate, β(t), using hyperbolic parametric model (left).
Incidence fit from recovered β(t) for full synthetic data (right)
2.3.2 Experiments with Partial Synthetic Data
For our second experiment with synthetic data, we examine the potential use of para-
metric discretization of the transmission rate for short term forecasting given partial data.
Given limited incidence data mimicking an emerging outbreak, we employ the procedure
described above to obtain parameters for the time dependent transmission rate β(t). Then,
we extrapolate the recovered transmission rate beyond the available data and use that new
estimate to forecast future incidence data by solving the SEIR system.
Figures 2.6-2.8 show the results of this procedure for the respective models given 10
weeks of available data and projecting beyond that point. This represents the early stages of
the corresponding simulated outbreak. Across different models, one can see that the average
recovered transmission rate is very close to the ”actual” transmission rate for the available
period up to the 20 weeks mark. That is especially true for the exponential and hyperbolic
functions. The harmonic function deviates past the available data.
16































Figure (2.6) Estimation of the transmission rate, β(t), using harmonic parametric model (left)
and corresponding incidence forecast (right). The transmission rate is recovered from 10 weeks of
incidence data and projected for 12, 14 and 16 weeks. Synthetic incidence data for 10 weeks is
available and forecast is provided for 12, 14, and 16 weeks.






























Figure (2.7) Estimation of the transmission rate, β(t), using exponential parametric model (left)
and corresponding incidence forecast (right). The transmission rate is recovered from 10 weeks of
incidence data and projected for 12, 14 and 16 weeks. Synthetic incidence data for 10 weeks is
available and forecast is provided for 12, 14, and 16 weeks.
The individual recovered transmission curves show a lot more variation as compared to the
full data case when the forecasting window expands further and further. The hyperbolic
model shows the most variation, while the harmonic model shows the least. In terms of in-
cidence fit and incidence forecast, we obtain decent results on average. The mean recovered
incidence fit to the available data is very good across different models, and so is the forecast.
We note that the exponential and hyperbolic functions both overestimate the number of
future cases with a lot of variation as opposed to the harmonic case, which slightly under-
estimates the number of cases. Overall with 10 weeks of data, our reconstruction algorithm
gives stable, reliable results and decent forecasting curves, which are very consistent across
17
different models.





























Figure (2.8) Estimation of the transmission rate, β(t), using hyperbolic parametric model (left)
and corresponding incidence forecast (right). The transmission rate is recovered from 10 weeks
of incidence data and projected for 12,14 and 16 weeks. Synthetic incidence data for 10 weeks is
available and forecast is provided for 12, 14, and 16 weeks.
Now, we consider experiments with 20 weeks of available data. This is midway through the
epidemic right before the turning point (Figures 2.9-2.11). We observe a trend similar to the
10 weeks case in that the average fit for both the transmission rate and the incidence are
very close for the available data. The difference is that past the 22 to 24 weeks mark, the
incidence is noticeably overestimated, although we observe less variation in the individual
recovered curves (for transmission rate and incidence curves). At this stage, it is too early
to say whether or not the turning point is correctly identified. Moreover, the projected
incidence curves seem to suggest that the number of new cases will continue to grow until
the population runs out of susceptibles. Overall results are quite stable. The transmission
curves recovered from 30 weeks of available data (Figure 2.12-2.14) begin to look more
and more like the curves recovered from full incidence set, capturing the general downward
motion, but missing the local details which are not possible to reconstruct considering the
nature of the discretization algorithm. The incidence fit is decent for the available data but
overestimates the incidence of 32, 34, 36 weeks. The turning point of the disease is shown
further than it actually is, but the projected incidence curve does indicate that the number
of new cases is going down after weeks 32 or 33.
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Figure (2.9) Estimation of the transmission rate, β(t), using harmonic parametric model (left)
and corresponding incidence forecast (right). The transmission rate is recovered from 20 weeks of
incidence data and projected for 22, 24 and 26 weeks. Synthetic incidence data for 20 weeks is
available and forecast is provided for 22, 24, and 26 weeks.






























Figure (2.10) Estimation of the transmission rate, β(t), using exponential parametric model (left)
and corresponding incidence forecast (right). The transmission rate is recovered from 20 weeks of
incidence data and projected for 22, 24 and 26 weeks. Synthetic incidence data for 20 weeks is
available and forecast is provided for 22, 24, and 26 weeks.
All in all, our results on partial data are very stable and fairly accurate, especially for the
earlier forecast. The hyperbolic, exponential and harmonic models show very similar results
with the latter two being virtually indistinguishable. In terms of fit, the exponential and
harmonic models seem to do slightly better than the hyperbolic one. In terms of stability
and variation in the recovered curves, the trend is reversed. Next, we conduct numerical
experiments on several real data sets and further compare our models.
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2.4 Numerical Experiments with Real Full Data: Ebola
In this section, we study data sets from the 2014-2016 Ebola Virus Disease (EVD)
outbreak in West Africa. EVD is a viral hemorrhagic fever that affects primates. The
disease is spread through direct contact with bodily fluids of infected humans. EVD was
first identified in 1976 and named after the Ebola river nearby one of the first epidemic sites
discovered, Yambuku in the Democratic Republic of Congo (DRC). EVD outbreaks occur
intermittently in tropical regions of sub-Saharan Africa. The World Health Organization
(WHO) reports a total of 24 outbreaks involving 1,716 cases between 1976 and 2013. The
epidemic which occurred in West Africa from December 2013 to January 2016 with 28, 616
cases and 11,310 deaths was the largest epidemic to date and was declared by the WHO an
international public health emergency. The countries affected were Sierra Leone, Guinea,
and Liberia [28].






























Figure (2.11) Estimation of the transmission rate, β(t), using hyperbolic parametric model (left)
and corresponding incidence forecast (right). The transmission rate is recovered from 20 weeks of
incidence data and projected for 22, 24 and 26 weeks. Synthetic incidence data for 20 weeks is
available and forecast is provided for 22, 24, and 26 weeks.
Recently, the Ministry of Health of the Democratic Republic of the Congo reported an
outbreak of the disease in North Kivu province on August 1st 2018. The current epidemic
is already the largest outbreak in the DRC and is on course to become the second-largest
Ebola outbreak ever [29].
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Figure (2.12) Estimation of the transmission rate, β(t), using harmonic parametric model (left)
and corresponding incidence forecast (right). The transmission rate is recovered from 30 weeks of
incidence data and projected for 32, 34 and 36 weeks. Synthetic incidence data for 30 weeks is
available and forecast is provided for 32, 34, and 36 weeks.






























Figure (2.13) Estimation of the transmission rate, β(t), using exponential parametric model (left)
and corresponding incidence forecast (right). The transmission rate is recovered from 30 weeks of
incidence data and projected for 32, 34 and 36 weeks. Synthetic incidence data for 30 weeks is
available and forecast is provided for 32, 34, and 36 weeks.






























Figure (2.14) Estimation of the transmission rate, β(t), using hyperbolic parametric model (left)
and corresponding incidence forecast (right). The transmission rate is recovered from 30 weeks
of incidence data and projected for 32,34 and 36 weeks. Synthetic incidence data for 30 weeks is
available and forecast is provided for 32, 34, and 36 weeks.
21
Table (2.3) Ebola 2014 pre-estimated parameters
Parameter West Africa Sierra Leone National Sierra Leone Western Region
Duration 89 weeks 56 weeks 45 weeks
N 23000000 6500000 1000000
1/κ 1/1.4 1/1.4 1/1.4
1/γ 1 1 1
We study three data sets for the EVD outbreak, 89 weeks of data for the entire West Africa
region, 50 weeks of data for Sierra Leone national region and 48 weeks of data for western
urban region in Sierra Leone. We model the disease with the SEIR system described in
the begining of this chapter. Pre-estimated epidemiological parameters are summarized in
Table 2.3. Figures 2.15-2.17 show the estimation of the transmission rate and corresponding
incidence fit to the data for the Sierra Leone Ebola outbreak. One can see that there
is no significant difference between the results produced by three different discretization
algorithms. We obtain a close fit to the data without over-fitting. This suggests that
the declining transmission rate assumption is appropriate in this case. Next, we examine
forecasting results for each Ebola data set.
2.5 Numerical Experiments with Real Partial Data: Ebola
2.5.1 Partial Data for Sierra Leone
We first examine the results produced with each model transmission rate for the Sierra
Leone national data set. With 10 weeks of available data, on average, the incidence is fitted
correctly. However, past available data, the forecast suggests a decrease in the incidence,
which is not observed on the actual data. This seems to be caused by the temporary
downward trend around the 10 weeks mark. The individual forecasting curves form bundles
with different trends: some suggest a continued increase past available data, while others
suggest the ending of the epidemic towards the end of the forecasting window. This grouping
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is most pronounced in the harmonic and exponential cases. The hyperbolic case shows a more
even spread in the recovered and forecasted curves for both the transmission rate and the
incidence data. Additionally, the results show a fair amount of instability across the models.
Figures 2.21-2.23 show forecast results with 20 weeks of data. The harmonic, exponential,
and hyperbolic models produce very similar results. We observe a very stable reconstruction
of the transmission rates with close individually recovered curves. The corresponding average
forecast of incidence data follows the actual data closely with bundles of recovered incidence
curves consistent with the level of noise in the available data. The results are especially good
in the harmonic case. They show the most stability and the narrowest recovery bundles. The
exponential and hyperbolic methods both slightly over-estimate the number of cases from
weeks 23 onward. The results produced by the exponential model show some outliers: a few
recovered transmission curves appear to be decreasing straight lines, and a few forecasting
curves suggest a decrease in the number of new cases around week 25. For the Sierra Leone
data set, 20 weeks of available data end right before the turning point of the epidemic (at week
25). All of the models, however, suggest a continued increase in the number of cases and miss
the turning point, since there is not enough information to recover the turning point given
20 weeks of data and our model transmission functions. Overall, with 20 weeks of incidence
data, we obtain a nice fit to available data and an overestimation in the forecasting results,
on average. The bundle of forecasting curves is comparable to the bundle of noisy data
curves. The transmission rate recovery is also stable.
For 30 weeks of data (Figures 2.24-2.26), harmonic, exponential, and hyperbolic models
show similar trends. We find that the transmission rate is recovered in a stable manner,
and the forecasted number of new cases is, on average, a good fit for the real data. The
bundle of forecasting curves is consistent with the level of noise in the available data. The
fit obtained is close to the fit for the full data case. For this particular data set, 30 weeks
of data is past the turning point of the epidemic. Therefore there is enough information to
predict the remainder of the outbreak accurately. There is no significant difference between
three different model functions used: the results are near identical, although the exponential
23
and hyperbolic functions show slightly less stability.





































Figure (2.15) Estimation of the transmission rate, β(t), using harmonic parametric model (left).
Incidence fit from recovered β(t) for Full Ebola Sierra Leone data (right)




































Figure (2.16) Estimation of the transmission rate, β(t), using exponential parametric model (left).
Incidence fit from recovered β(t) for Full Ebola Sierra Leone data (right)



































Figure (2.17) Estimation of the transmission rate, β(t), using hyperbolic parametric model (left).
Incidence fit from recovered β(t) for Full Ebola Sierra Leone data (right)
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Figure (2.18) Estimation of the transmission rate, β(t), using harmonic parametric model (left)
and corresponding incidence forecast (right). The transmission rate is recovered from 10 weeks of
incidence data and projected for 12, 14 and 16 weeks. Ebola Sierra Leone incidence data for 10
weeks is available and forecast is provided for 12, 14, and 16 weeks.




































Figure (2.19) Estimation of the transmission rate, β(t), using exponential parametric model (left)
and corresponding incidence forecast (right). The transmission rate is recovered from 10 weeks of
incidence data and projected for 12, 14 and 16 weeks. Ebola Sierra Leone incidence data for 10
weeks is available and forecast is provided for 12, 14, and 16 weeks.




































Figure (2.20) Estimation of the transmission rate, β(t), using hyperbolic parametric model (left)
and corresponding incidence forecast (right). The transmission rate is recovered from 10 weeks of
incidence data and projected for 12, 14 and 16 weeks. Ebola Sierra Leone incidence data for 10
weeks is available and forecast is provided for 12, 14, and 16 weeks.
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Figure (2.21) Estimation of the transmission rate, β(t), using harmonic parametric model (left)
and corresponding incidence forecast (right). The transmission rate is recovered from 20 weeks of
incidence data and projected for 22, 24 and 26 weeks. Ebola Sierra Leone incidence data for 20
weeks is available and forecast is provided for 22, 24, and 26 weeks.
































Figure (2.22) Estimation of the transmission rate, β(t), using exponential parametric model (left)
and corresponding incidence forecast (right). The transmission rate is recovered from 20 weeks of
incidence data and projected for 22, 24 and 26 weeks. Ebola Sierra Leone incidence data for 20
weeks is available and forecast is provided for 22, 24, and 26 weeks.
































Figure (2.23) Estimation of the transmission rate, β(t), using hyperbolic parametric model (left)
and corresponding incidence forecast (right). The transmission rate is recovered from 20 weeks of
incidence data and projected for 22, 24 and 26 weeks. Ebola Sierra Leone incidence data for 20
weeks is available and forecast is provided for 22, 24, and 26 weeks.
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2.5.2 Partial Data for Sierra Leone Western Region
Now we examine the forecasting results for the Sierra Leone Western region data (Fig-
ures 2.27-2.35). The forecasts based on 10 weeks of data show stable results for the para-
metric method. The mean case forecasts are fairly accurate for all three model transmission
rates. The individual projected incidence curves show a wide spread with several grouped
bundles. Most curves lie around the real data and a few overestimate the number of cases
by up to 1000 cases for the exponential and hyperbolic models. Results with the western
region Sierra Leone set are consistent with what we observed previously. Namely, available
data fit is good and the actual data falls within the bundle of forecasted incidence curves,
with mean incidence fitting available data well for 10 weeks.
For 20 weeks of data, results remain stable and consistent across model transmission
functions. The projected mean for the incidence cases is reasonable for the first three fore-
casting checkpoints, while the rest is overestimated. Although the downward motion for the
number of new cases is captured, the turning point is not accurately recovered, even though
for this data set the 20 weeks of data include the turning point itself.
For 30 weeks, the reconstructed curves are close to the full data ones with forecasts
closely following the real data in all cases, and the accuracy being consistent with the noise
level. Overall, although this data set is highly noise contaminated, the results for the Sierra
Leone Western region are in line with our previous results for real and synthetic data.
2.5.3 Partial Data for West Africa
We now take a look at our last Ebola data set, i.e., the data set for the entire West
Africa region. For 10 weeks of data (Figures 2.36-2.38), even for the available data, the fit
overestimates the number of cases with a widespread set of individual recovered incidence
curves. These individual curves form several close groupings. The individual transmission
curves are also widespread, and the results are consistent across model transmission func-
tions. The hyperbolic case shows the most variation, and the exponential model shows the
27
least spread out.






































Figure (2.24) Estimation of the transmission rate, β(t), using harmonic parametric model (left)
and corresponding incidence forecast (right). The transmission rate is recovered from 30 weeks of
incidence data and projected for 32, 34 and 36 weeks. Ebola Sierra Leone incidence data for 30
weeks is available and forecast is provided for 32, 34, and 36 weeks.






































Figure (2.25) Estimation of the transmission rate, β(t), using exponential parametric model (left)
and corresponding incidence forecast (right). The transmission rate is recovered from 30 weeks of
incidence data and projected for 32, 34 and 36 weeks. Ebola Sierra Leone incidence data for 30
weeks is available and forecast is provided for 32, 34, and 36 weeks.






































Figure (2.26) Estimation of the transmission rate, β(t), using hyperbolic parametric model (left)
and corresponding incidence forecast (right). The transmission rate is recovered from 30 weeks of
incidence data and projected for 32, 34 and 36 weeks. Ebola Sierra Leone incidence data for 30
weeks is available and forecast is provided for 32, 34, and 36 weeks.
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For the 20 week case (Firgures 2.39-2.41), the forecast is slightly more stable as compared to
the one for the 10 weeks case. On average, the incidence fit is better. However, the forecasts
suggest a continued decrease in the number of new cases after week 21 for the hyperbolic
and harmonic cases and a stagnation in the exponential case. This seems to be suggested
by the trend in the available data. For this data set, 20 weeks represent the very beginning
stages of the entire 89 week outbreak, which explains the results we obtained.
For 30 weeks of available data (Figures 2.42-2.44), the results show more stability in
the recovered transmission rate and in the number of new cases recovered and forecasted for
all three parametric models. The fit to the available data is accurate, and the variation in
individual recovered incidence curves is consistent with the level of noise in the real data.
All models produce forecasts that slightly underestimate the actual number of cases. For
this data set, 30 weeks occur before the turning point of the epidemic. The West Africa data
set is larger, spans over a longer period of time, and may contain several sub-outbreaks.
Overall, numerical simulations with these data sets show huge promise in their ability to
accurately forecast future incidence cases with similar results for all pre-defined model trans-
mission functions. Next, we move on to a real data set, where the decreasing assumption,
incorporated in our discretization of the unknown transmission rate, may not be entirely
justified.
29



































Figure (2.27) Estimation of the transmission rate, β(t), using harmonic parametric model (left)
and corresponding incidence forecast (right). The transmission rate is recovered from 10 weeks of
incidence data and projected for 12, 14 and 16 weeks. Ebola Sierra Leone western region incidence
data for 10 weeks is available and forecast is provided for 12, 14, and 16 weeks.



































Figure (2.28) Estimation of the transmission rate, β(t), using exponential parametric model (left)
and corresponding incidence forecast (right). The transmission rate is recovered from 10 weeks of
incidence data and projected for 12, 14 and 16 weeks. Ebola Sierra Leone western region incidence
data for 10 weeks is available and forecast is provided for 12, 14, and 16 weeks.



































Figure (2.29) Estimation of the transmission rate, β(t), using hyperbolic parametric model (left)
and corresponding incidence forecast (right). The transmission rate is recovered from 10 weeks of
incidence data and projected for 12, 14 and 16 weeks. Ebola Sierra Leone western region incidence
data for 10 weeks is available and forecast is provided for 12, 14, and 16 weeks.
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Figure (2.30) Estimation of the transmission rate, β(t), using harmonic parametric model (left)
and corresponding incidence forecast (right). The transmission rate is recovered from 20 weeks of
incidence data and projected for 22, 24 and 26 weeks. Ebola Sierra Leone western region incidence
data for 20 weeks is available and forecast is provided for 22, 24, and 26 weeks.






































Figure (2.31) Estimation of the transmission rate, β(t), using exponential parametric model (left)
and corresponding incidence forecast (right). The transmission rate is recovered from 20 weeks of
incidence data and projected for 22, 24 and 26 weeks. Ebola Sierra Leone western region incidence
data for 20 weeks is available and forecast is provided for 22, 24, and 26 weeks.






































Figure (2.32) Estimation of the transmission rate, β(t), using hyperbolic parametric model (left)
and corresponding incidence forecast (right). The transmission rate is recovered from 20 weeks of
incidence data and projected for 22, 24 and 26 weeks. Ebola Sierra Leone western region incidence
data for 20 weeks is available and forecast is provided for 22, 24, and 26 weeks.
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Figure (2.33) Estimation of the transmission rate, β(t), using harmonic parametric model (left)
and corresponding incidence forecast (right). The transmission rate is recovered from 30 weeks of
incidence data and projected for 32, 34 and 36 weeks. Ebola Sierra Leone western region incidence
data for 30 weeks is available and forecast is provided for 32, 34, and 36 weeks.






































Figure (2.34) Estimation of the transmission rate, β(t), using exponential parametric model (left)
and corresponding incidence forecast (right). The transmission rate is recovered from 30 weeks of
incidence data and projected for 32, 34 and 36 weeks. Ebola Sierra Leone western region incidence
data for 30 weeks is available and forecast is provided for 32, 34, and 36 weeks.






































Figure (2.35) Estimation of the transmission rate, β(t), using hyperbolic parametric model (left)
and corresponding incidence forecast (right). The transmission rate is recovered from 30 weeks of
incidence data and projected for 32, 34 and 36 weeks. Ebola Sierra Leone western region incidence
data for 30 weeks is available and forecast is provided for 32, 34, and 36 weeks.
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Figure (2.36) Estimation of the transmission rate, β(t), using harmonic parametric model (left)
and corresponding incidence forecast (right). The transmission rate is recovered from 10 weeks of
incidence data and projected for 12, 14 and 16 weeks. Ebola West Africa incidence data for 10
weeks is available and forecast is provided for 12, 14, and 16 weeks.




































Figure (2.37) Estimation of the transmission rate, β(t), using exponential parametric model (left)
and corresponding incidence forecast (right). The transmission rate is recovered from 10 weeks of
incidence data and projected for 12, 14 and 16 weeks. Ebola West Africa incidence data for 10
weeks is available and forecast is provided for 12, 14, and 16 weeks.




































Figure (2.38) Estimation of the transmission rate, β(t), using hyperbolic parametric model (left)
and corresponding incidence forecast (right). The transmission rate is recovered from 10 weeks of
incidence data and projected for 12, 14 and 16 weeks. Ebola West Africa incidence data for 10
weeks is available and forecast is provided for 12, 14, and 16 weeks.
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Figure (2.39) Estimation of the transmission rate, β(t), using harmonic parametric model (left)
and corresponding incidence forecast (right). The transmission rate is recovered from 20 weeks of
incidence data and projected for 22, 24, and 26 weeks. Ebola West Africa incidence data for 20
weeks is available and forecast is provided for 22, 24, and 26 weeks.




































Figure (2.40) Estimation of the transmission rate, β(t), using exponential parametric model (left)
and corresponding incidence forecast (right). The transmission rate is recovered from 20 weeks of
incidence data and projected for 22, 24 and 26 weeks. Ebola West Africa incidence data for 20
weeks is available and forecast is provided for 22, 24, and 26 weeks.




































Figure (2.41) Estimation of the transmission rate, β(t), using hyperbolic parametric model (left)
and corresponding incidence forecast (right). The transmission rate is recovered from 20 weeks of
incidence data and projected for 22, 24 and 26 weeks. Ebola West Africa incidence data for 20
weeks is available and forecast is provided for 22, 24, and 26 weeks.
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Figure (2.42) Estimation of the transmission rate, β(t), using harmonic parametric model (left)
and corresponding incidence forecast (right). The transmission rate is recovered from 30 weeks of
incidence data and projected for 32, 34 and 36 weeks. Ebola West Africa incidence data for 30
weeks is available and forecast is provided for 32, 34, and 36 weeks.































Figure (2.43) Estimation of the transmission rate, β(t), using exponential parametric model (left)
and corresponding incidence forecast (right). The transmission rate is recovered from 30 weeks of
incidence data and projected for 32, 34 and 36 weeks. Ebola West Africa incidence data for 30
weeks is available and forecast is provided for 32, 34, and 36 weeks.






























Figure (2.44) Estimation of the transmission rate, β(t), using hyperbolic parametric model (left)
and corresponding incidence forecast (right). The transmission rate is recovered from 30 weeks of
incidence data and projected for 32, 34 and 36 weeks. Ebola West Africa incidence data for 30
weeks is available and forecast is provided for 32, 34, and 36 weeks.
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2.6 Numerical Experiments with Real Data: Influenza 1918 San Francisco
Our next real data set consists of daily incidence cases of influenza in San Francisco
during the 1918 ”Spanish Flu” pandemic. The data was provided by Dr. Gerardo Chowell.
The influenza pandemic of 1918-19 was a major public health challenge. It was caused by an
H1N1 virus, with genes of avian origin. Although there is no universal consensus regarding
where the virus originated, it spread worldwide. The virus was extremely contagious and
virulent and killed an estimated 20 to 50 million people worldwide according to the CDC
[30]. The data we consider includes 63 days of this epidemic in San Francisco, one of the
most affected cities in the US. We assume a population of 550, 000 individuals with infectious
rate κ = 1/2 and recovery rate γ = 1/3.

































Figure (2.45) Estimation of the transmission rate, β(t), using harmonic parametric model (left).
Incidence fit from recovered β(t) for full influenza 1918 data (right).
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Full data results (Figure 2.45-2.46) show that neither model is ideal to fit the incidence
data for this outbreak. Indeed, while results are stable, they are not accurate. The onset of
the turning point to the outbreak is somewhat identified, but the number of cases is overes-
timated in the intervals from 1 to 20 weeks, and from 40 to 60 weeks, and underestimated
between 20 and 40 weeks. This suggests that the transmission rate for this real outbreak
is not overall declining. There is no notable difference between results given by the three
pre-defined functions. Although this parametrization is far from ideal for full data, there is
still a chance we may be able to use this method for short term forecasting at the beginning
stages of the outbreak.





























Figure (2.46) Estimation of the transmission rate, β(t), using exponential parametric model (left).
Incidence fit from recovered β(t) for full influenza 1918 data (right).
Indeed, Figures 2.48-2.50 show promising results for the 10 weeks experiment. All models
provide a good fit to the incidence data available and a decent forecast with little variation.
The average recovered transmission rates are similar across models. Since we do not have
access to the actual transmission rate we can only judge our results by the incidence fit and
variation for both recovered incidence curves and recovered transmission rate curves. At
this stage the exponential model shows the least variation. The results for 20 weeks and
30 weeks show even less variation in both recovered incidence and transmission rate. On
average, the fit to available data is quite good, and the forecast is decent. In the 20 weeks
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case, all models underestimate future cases while staying close. Whereas, in the 30 weeks
case, the number of future cases is underestimated for the most part. All in all, although
the models don’t seem suitable for studying the entire outbreak, they still provide a good
short term forecasting tool at the beginning stages of the epidemic outbreak. No model gives
significantly better results than the others.





























Figure (2.47) Estimation of the transmission rate, β(t), using hyperbolic parametric model (left).
Incidence fit from recovered β(t) for full influenza 1918 data (right).
2.7 Discussion and Conclusions
For both synthetic and real data sets, we obtain a very stable estimation of the trans-
mission rate in all three pre-defined functional forms. Despite a projection error, we are
able to provide satisfactory short term forecasts on the number of incidence cases at the
beginning stages of an epidemic for all numerical experiments conducted. The results are
very similar among all models. For the data sets we tried, the additional parameter in the
hyperbolic model does not provide any advantage.
The method described is suitable for the outbreaks, where it is reasonable to assume
that the transmission rate is declining and the disease comes to an end in a single cycle.
On the other hand, when intervention and control measures do not remain effective for the
entire duration of the outbreak, the use of a pre-set parametrization results in a significant
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loss of accuracy in the reconstructed transmission rate as well as in the incidence fit. Multi-
phase outbreaks such as malaria, pneumonia, influenza, and others, cannot be investigated
with the above parametric models either. Furthermore, any unexpected shifts in the trans-
mission dynamics together with new, unexpected challenges in the disease roll out, caused
by environmental, social, and other factors, cannot be predicted with pre-parametrized de-
creasing transmission functions. Hence, in order to tackle these issues, we have to consider
non-parametric discretization for the transmission rate. This type of discretization will give
us a chance to closely capture the shape of the transmission rate, and the method would be
expandable to multi-cycle outbreaks. However, the use of non-parametric discretization may
result in a loss of stability the previous method provided. So, we need to develop reliable
tools to remedy instability in order to take full advantage of the improved accuracy that
non-parametric discretization has to offer.
39





























Figure (2.48) Estimation of the transmission rate, β(t), using harmonic parametric model (left)
and corresponding incidence forecast (right). The transmission rate is recovered from 10 weeks of
incidence data and projected for 12, 14 and 16 weeks. Influenza 1918 incidence data for 10 weeks
is available and forecast is provided for 12, 14, and 16 weeks.





























Figure (2.49) Estimation of the transmission rate, β(t), using exponential parametric model (left)
and corresponding incidence forecast (right). The transmission rate is recovered from 10 weeks of
incidence data and projected for 12, 14 and 16 weeks. Influenza 1918 incidence data for 10 weeks
is available and forecast is provided for 12, 14, and 16 weeks.





























Figure (2.50) Estimation of the transmission rate, β(t), using hyperbolic parametric model (left)
and corresponding incidence forecast (right). The transmission rate is recovered from 10 weeks of
incidence data and projected for 12, 14 and 16 weeks. Influenza 1918 incidence data for 10 weeks
is available and forecast is provided for 12, 14, and 16 weeks.
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Figure (2.51) Estimation of the transmission rate, β(t), using harmonic parametric model (left)
and corresponding incidence forecast (right). The transmission rate is recovered from 20 weeks of
incidence data and projected for 22, 24, and 26 weeks. Influenza 1918 incidence data for 20 weeks
is available, and the forecast is provided for 22, 24, and 26 weeks.





























Figure (2.52) Estimation of the transmission rate, β(t), using exponential parametric model (left)
and corresponding incidence forecast (right). The transmission rate is recovered from 20 weeks of
incidence data and projected for 22, 24 and 26 weeks. Influenza 1918 incidence data for 20 weeks
is available and forecast is provided for 22, 24, and 26 weeks.





























Figure (2.53) Estimation of the transmission rate, β(t), using hyperbolic parametric model (left)
and corresponding incidence forecast (right). The transmission rate is recovered from 20 weeks of
incidence data and projected for 22, 24 and 26 weeks. Influenza 1918 incidence data for 20 weeks
is available and forecast is provided for 22, 24 and 26 weeks.
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Figure (2.54) Estimation of the transmission rate, β(t), using harmonic parametric model (left)
and corresponding incidence forecast (right). The transmission rate is recovered from 30 weeks of
incidence data and projected for 32, 34 and 36 weeks. Influenza 1918 incidence data for 30 weeks
is available and forecast is provided for 32, 34, and 36 weeks.




























Figure (2.55) Estimation of the transmission rate, β(t), using exponential parametric model (left)
and corresponding incidence forecast (right). The transmission rate is recovered from 30 weeks of
incidence data and projected for 32, 34 and 36 weeks. Influenza 1918 incidence data for 30 weeks
is available and forecast is provided for 32, 34, and 36 weeks.




























Figure (2.56) Estimation of the transmission rate, β(t), using hyperbolic parametric model (left)
and corresponding incidence forecast (right). The transmission rate is recovered from 30 weeks of
incidence data and projected for 32, 34 and 36 weeks. Influenza 1918 incidence data for 30 weeks
is available and forecast is provided for 32, 34, and 36 weeks.
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PART 3
COMPARISON OF NON PARAMETRIC AND PARAMETRIC
DISCRETIZATION
3.1 Introduction
A time-dependent transmission rate is an important parameter which, generally, can-
not be pre-estimated since it depends on multiple environmental, genetic, social, and other
factors. The shape of the transmission rate for an infectious disease may vary depending
on the type of disease, population group, characteristics of a region, and efficiency of con-
trol measures. Hence, we cannot realistically expect transmission rates to always exhibit a
simple decline pattern. For diseases such as influenza, where multiple epidemic cycles occur,
monotonicity assumption no longer holds. Even for single-cycle outbreaks, the transmission
rate may not decrease monotonically for the entire duration of the outbreak. For example,
with a vector-borne disease such as malaria, the efficacy of control measures may diminish
over time as the vector develops resistance.
Therefore, parametric discretization schemes inevitably lead to the loss of information
and other limitations. In order to better capture the shape of the time-dependent trans-
mission rate, one can use non-parametric discretization schemes. In these schemes, the
transmission rate is projected onto a subspace spanned by a finite set of orthogonal poly-
nomials or spline functions. Depending on the nature of the transmission rate and a priori
information, one may customize the choice of base functions. This way, the shape of the
transmission function is not restricted to a simple decline or other trivial behavior pattern.
In what follows, we investigate non-parametric discretization methods. Like in the
previous chapter, we use Matlab’s built-in implementation of the Levenberg-Marquardt al-
gorithm together with a suitable compartmental model to reconstruct a variable transmission
rate from epidemiological data. As compared to the parametric method, the solution space
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is increased in non-parametric discretization. A larger solution space, coupled with noisy
data, modeling, and computational errors requires a more problem specific regularization
strategy. Regularization is provided by the Levenberg-Marquardt optimization scheme and
is customized by changing the value of the initial damping parameter. Discretization is an-
other source of regularization in the numerical algorithm. Here, we are able to customize
it by choosing the number of base functions used. Once the transmission rate is recovered
and extrapolated, it is used to project future incidence cases. Our goal is to determine how
parametric and non-parametric discretization schemes compare in terms of the accuracy of
parameter estimation, and in terms of their ability to provide a reliable forecasting tool.
This chapter is organized as follows. In Section 3.2, we outline the regularized inversion
procedure and discuss non-parametric discretization. In Section3.3, numerical experiments
with synthetic data are presented. Simulation results with various real data sets are given
in Section 3.4. Finally, Section 3.5 presents some conclusions and discussion.
3.2 Non Parametric Discretization
We recall that the estimation of a variable transmission rate can be formulated as a
nonlinear least-squares problem constrained by SEIR system (2.1)-(2.4). The least squares
problem is solved with the Levenberg-Marquardt numerical optimization procedure (Mat-
lab’s built in implementation), where ψ′(xk) is the Frec´het derivative of the nonlinear oper-
ator ψ evaluated at the point pk and I is the identity operator,
pk+1 = pk − [ψ′(pk)∗ψ′(pk) + τkI]−1ψ′(pk)∗ψ(pk). (3.1)
At each step of the iterative process, the ODE system (2.1)-(2.4) is solved with Matlab’s
ode23s stiff solver.
Within that setting, the transmission rate is discretized by projection onto a space
spanned by finitely many base functions. One may choose base functions consistent with the
nature of the disease and/or the transmission. For instance, one may incorporate seasonality
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by choosing periodic Fourier base functions. In what follows, we conduct our experiments
with cubic B-splines, since they prove to achieve the best balance between accuracy and
stability in our reconstruction algorithm.

















Figure (3.1) B-spline base functions used for 10 weeks of data and h = 4
Let [a, b] and (b, b+ c] be the regions where the incident cases are given and where they
are forecasted, respectively. In case of B-spline discretization, the transmission rate β(t) is







Here B(t) is the cubic B-spline [31, 32], h = tj − tj−1, j = 0, 1, ..., l + 1, and the vertices of
the splines are located at the grid points
t−1 < t0 = a < t1 < · · · < tl−1 < tl = T < tl+1,
for some T > a such that T + 3h ≥ b + c. Thus the base functions, Bj(t), are defined on
the overlapping subintervals, whose union covers the entire region, [a, b+ c], as illustrated in
Figures 3.1-3.3. The domains for B-splines are selected in such a way that they all intersect
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with the interval [a, b], and at least some of the domains also intersect with (b, b+ c]. Once
the least squares problem is solved on [a, b] for the set of unknown expansion parameters, Aj,





and extrapolates it to the interval [a, b + c] in order to solve the forward problem and to
obtain the forecasting incidence values [33].

















Figure (3.2) B-spline base functions used for 30 weeks of data and h = 12
For the sake of comparison with a parametric discretization method, the transmission
rate is modeled as a predefined function with few parameters to enforce stability. We choose a
four parametric hyperbolic decline with initial transmission rate β0, decline rate q, curvature












where 0 ≤ q ≤ 1, 0 ≤ ν ≤ 1, and φ ≥ 0. As mentioned in the previous chapter, this
monotonically decreasing transmission rate can be assumed if it is known that appropriate
intervention and control measures have been introduced at the early stages of the outbreak,
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and they continue to remain effective for the entire duration of the epidemic.
To compare the two discretization approaches, which also serve as an important regu-
larization tool complementing the regularization introduced by the damping parameter, τk,
in the Levenberg-Marquardt procedure, we start by considering numerical examples with
synthetic data.
















Figure (3.3) B-spline base functions used for 50 weeks of data and h = 20
3.3 Numerical Experiments with Synthetic Data
For our first experiment, we choose a model transmission rate in such a way that it
could be approximated by a four parametric hyperbolic decline function (3.2) with reasonable
accuracy. To that end, we introduce the following piece-wise defined function
βm(t) =
 1.46, t ≤ 21.77,0.65 + 0.81 exp (−0.11t+ 2.3947), t > 21.77, (3.1)
shown in the left picture of Figure 3.4. By solving the corresponding forward problem, i.e.,
the SEIR system with given β(t) and given values of κ and γ presented in Table 3.1, we
generate synthetic incidence data (the right picture in Figure 3.4).
To quantify uncertainty in the recovered transmission rate, β(t), and in our estimates of
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future incidence cases, we use the bootstrapping strategy proposed in [26,27]. For the selected
model function, βm(t), the corresponding incidence data is perturbed 10 times by adding a
simulated error structure with Poisson mean for the number of new case notifications between
week j − 1 and week j being equal to the ”true” incidence, Dj, j = 2, ...,m. As a result, a
different noisy incidence curve is generated for each parameter estimation step, which enables
us to use the mean value forecasts as our best estimates for the short-term projections of
future incidence cases and the mean value of β(t) as the most accurate approximation of the
disease transmission rate.

























Figure (3.4) Transmission rate and the corresponding incidence data for the first experiment
To start the iterative process, (3.1), we take initial guesses of β(t) to be constants that
are uniformly distributed in the interval [0.5, 2], though in case of parametric discretization
for some data sets this interval has to be slightly reduced. Since there would be no prior
knowledge of the transmission rate in case of real epidemiological data, we randomly select
10 initial values of β0 for every partial noise contaminated incidence data set to avoid any
bias towards any particular starting point and to confirm that there is a broad range of
initial guesses for which convergence can be expected.
48
Table (3.1) Parameter values for synthetic data
Variable Experiment 1 Experiment 2
N 6,000,000 55,000
1/κ 8/7 weeks 2 days
1/γ 6/7 weeks 3 days
In case of non-parametric discretization the two regularization parameters, the initial
damping factor, τ0, in (3.1) and the step size, h, for the base spline functions, are selected
to provide the best possible fit for the ”given” partial data set (close but without over-
fitting) and to ensure the most aggressive convergence rate for the Levenberg-Marquardt
iterative scheme, which is terminated at p-tolerance and ψ-tolerance equal to 10−5 or when
the maximum number of function evaluations is exhausted. In the course of our numerical
simulations, we have tried multiple values of h for B-spline discretization in order to analyze
how it affects parameter estimation and forecasting. The values h = 4, h = 12, and h = 20
have emerged as near optimal for 10, 30, and 50 data points, respectively. These choices of
h give the same size of the solution space for the above three data sets, see Figures 3.1-3.3.
For parametric discretization, the size of the solution space is fixed, and one has no
control as to how much regularization it provides. Thus the initial damping coefficient, τ0,
in (3.1) is the only regularization parameter one can vary to balance accuracy and stability.
For parametric and non-parametric discretization routines, we used τ0 between 10
5 and 1013.
The over-damping at the start of the iterative process promotes stability. As iterations
progress, {τk} goes down, which guarantees convergence of {pk} as long as the stopping rule
does not result in over-fitting.
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Figure (3.5) Estimation of the transmission rate, β(t), using B-splines (right) and hyperbolic para-
metric model (left): β(t) is recovered from 10 weeks of incidence data and projected for 12, 14 and
16 weeks. The vertical dashed line separates the calibration and forecasting periods.






















































Figure (3.6) Forecast on incidence data using B-splines (right) and hyperbolic parametric model
(left). Incidence for 10 weeks is available and forecast is provided for 12, 14 and 16 weeks. The
vertical dashed line separates the calibration and forecasting periods.
As one can see in Figures 3.5 and 3.6, for the highly unstable scenario when only 10
weeks of data are available, parametric discretization provides the amount of regularization
that is ”just right”. Despite a drastic reduction in the size of the solution space, the re-
construction process does not seem to be over-regularized. It generates a forecasting bundle
with mean value that slightly under-estimates the actual incidence curve. All forecasts are
close together, which points to the stability of the inversion algorithm. On the other hand,
the non-parametric discretization, while much harder to implement due to the need to adjust
two regularization parameters τ and h, generates less stable (and less accurate) results. Its
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mean value shows almost twice the actual number of cases at the end of week 16. Individual
forecasting curves for B-spline discretization deviate from the model data by quite a lot,
some under-estimating and some considerably over-estimating the actual case count. This
indicates that the reconstruction with B-spline functions is less stable as compared to para-
metric discretization for early stages of an emerging outbreak, when the transmission rate is
constant and, therefore, close in its structure to a four-parametric hyperbolic function (3.2)
in the interval [a, b+ c].




































Figure (3.7) Estimation of the transmission rate, β(t), using B-splines (right) and hyperbolic para-
metric model (left): β(t) is recovered from 30 weeks of incidence data and projected for 32, 34 and
36 weeks. The vertical dashed line separates the calibration and forecasting periods.






















































Figure (3.8) Forecast on incidence data using B-splines (right) and hyperbolic parametric model
(left). Incidence for 30 weeks is available and forecast is provided for 32, 34 and 36 weeks. The
vertical dashed line separates the calibration and forecasting periods.
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Figure (3.9) Estimation of the transmission rate, β(t), using B-splines (right) and hyperbolic
parametric model (left): β(t) is recovered from 50 weeks of incidence data and projected for 52, 54
and 56 weeks. The vertical dashed line separates the calibration and forecasting periods.






















































Figure (3.10) Forecast on incidence data using B-splines (right) and hyperbolic parametric model
(left). Incidence for 50 weeks is available and forecast is provided for 52, 54 and 56 weeks. The
vertical dashed line separates the calibration and forecasting periods.
For 30 weeks of data (halfway through the outbreak, Figures 3.7 and 3.8) forecasting
with the parametric discretization method is much less accurate. It over-estimates future
incidence cases showing more than double the actual number at the end of week 36. It cuts
through the ”real” incidence curve between weeks 19 and 28 showing the wrong inflection
point around week 33 for the cumulative data as illustrated in Figure 3.8. That happens
because even though the reconstructed hyperbolic transmission rate (see Figure 3.7) is close
to the model β(t), it does not capture the steep exponential decline that begins at week 22.
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The recovered β(t) shows a much less aggressive decent hence resulting in an over-estimate
of future incidence cases. None of that happens when the transmission rate is approximated
with B-spline functions. For a non-parametric discretization scheme, β(t) is no longer tied
to any particular shape and, though erratically, is capable of mimicking the actual model
β(t). As a result, the mean forecasting curve follows the model incidence data remarkably
well, with only two (out of 100) individual forecasting curves being slightly ”off” and the
rest of the curves being close together in the forecasting bundle. Thus, even though the B-
spline discretization is less stable, for 30 weeks of data, it does a much better job forecasting
future incidence cases and recovering the model transmission rate as compared to parametric
discretization with hyperbolic function.
Finally, for 50 weeks of data what we see in Figures 3.9 and 3.10 is essentially the
reconstruction from the full data set, since the outbreak practically comes to an end between
weeks 50 and 60. While the parametric method correctly shows the conclusion of the epidemic
at this stage, the B-spline approximation erroneously hints at the beginning of a new cycle
with the recovered β(t) unexpectedly exhibiting an uphill behavior after 40 weeks of the
outbreak. Thus, due to instability and the lack of data between weeks 40 and 50, the B-spline
discretization does not succeed in making accurate future projections. On the other hand,
the parametric discretization, where hyperbolic decline is built-in, gives rise to more accurate
forecasting curves. There is also a major difference in how the true incidence data is followed
for the first 50 weeks by the incidence curves recovered with two competing discretization
algorithms. The incidence curve recovered with B-splines is very accurate and follows the
”real” data in a very stable manner. At the same time, the incidence curve recovered with
hyperbolic parametrization once again cuts through the ”real” data over-estimating the
number of cases for the first 20 weeks and from week 33 on, while under-estimating between
weeks 20 and 33 and shifting the cumulative turning point to the left.
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Figure (3.11) Transmission rate and the corresponding incidence data for the second experiment
This is the exact consequence of the transmission rate being over-estimated at the
beginning of the outbreak as well as in its second phase and under-estimated in the middle
due to the special nature of the discretization method. For spline base functions the recovered
transmission rate is accurate though, again, unstable. So, in fitting data that is available,
the non-parametric discretization is the winner.
We now turn our attention to the second experiment with synthetic data. This time the
model transmission rate takes the form that is entirely different from a hyperbolic decline as
seen in Figure 3.11 and equation (3.2). We set βm(t) to be exponentially increasing for the
first 20 weeks before it stabilizes at a constant level and then goes down with some minor
oscillations after week 40:
βm(t) =

0.1 + 1.4 exp
(
0.5(t− 20)), t ≤ 20,
1.5, 20 < t < 40,
0.65 + 0.85 exp
(
0.1(40− t))+ 0.05 sin (1.2(t− 40)), t ≥ 40.
(3.2)
It is worth mentioning that the corresponding incidence data has very similar shape as
compared to the first example, but it peaks at almost 6, 000 as opposed to 49 in case of
the previous model. Thus, the shape of the incidence curve is not always indicative of the
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behavior of the disease transmission rate, and any a priori assumption regarding the nature
of β(t) based on the shape of the incidence curve may easily turn out to be wrong. We also
assume that the disease is different in case of the second experiment, which is reflected in
the new values of the parameters κ and γ as shown in Table 3.1.




































Figure (3.12) Estimation of the transmission rate, β(t), using B-splines (right) and hyperbolic
parametric model (left): β(t) is recovered from 10 weeks of incidence data and projected for 12, 14
and 16 weeks. The vertical dashed line separates the calibration and forecasting periods.













































Figure (3.13) Forecast on incidence data using B-splines (right) and hyperbolic parametric model
(left). Incidence for 10 weeks is available and forecast is provided for 12, 14 and 16 weeks. The
vertical dashed line separates the calibration and forecasting periods.
As one can see from the incidence curve, the effect of the increasing transmission rate
at the early stage of the outbreak is delayed and in the first 18 days the number of new
cases is very low, until the incidence curve goes up almost vertically and reaches its peak in
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the next 10 days. The hyperbolic model is not designed to capture this kind of increase in
β(t), and even the B-spline discretization does not succeed in recovering the right shape of
the transmission rate from the limited data set (see Figures 3.12 and 3.13). From 10 days of
data, parametric discretization projects steady near-horizontal pattern for days 11 through
16. The B-spline discretization over-estimates the true β(t) and, as the results, forecasts the
future uphill behavior too early.




































Figure (3.14) Estimation of the transmission rate, β(t), using B-splines (right) and hyperbolic
parametric model (left): β(t) is recovered from 30 weeks of incidence data and projected for 32, 34
and 36 weeks. The vertical dashed line separates the calibration and forecasting periods.














































Figure (3.15) Forecast on incidence data using B-splines (right) and hyperbolic parametric model
(left). Incidence for 30 weeks is available and forecast is provided for 32, 34 and 36 weeks. The
vertical dashed line separates the calibration and forecasting periods.
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Thus, even though parametric discretization recovers a less accurate β(t), it gives a
better short-term projection. The B-spline discretization succeeds in predicting a steep rise
in new incidence cases, but it shows it sooner than it actually happens.
To summarize, in the case of the second experiment, from the first 10 days of data one
simply does not have enough information to ascertain the true structure of β(t) that would
enable us to generate an accurate forecasting curve.




































Figure (3.16) Estimation of the transmission rate, β(t), using B-splines (right) and hyperbolic
parametric model (left): β(t) is recovered from 50 weeks of incidence data and projected for 52, 54
and 56 weeks. The vertical dashed line separates the calibration and forecasting periods.














































Figure (3.17) Forecast on incidence data using B-splines (right) and hyperbolic parametric model
(left). Incidence for 50 weeks is available and forecast is provided for 52, 54 and 56 weeks. The
vertical dashed line separates the calibration and forecasting periods.
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For 30 and 50 days of data (see Figures 3.14, 3.15 and Figures 3.16, 3.17, respectively),
the B-spline discretization method provides very stable and accurate forecasting information
with little to no deviations from the model incidence curve. It captures the right shape of
β(t) in the middle of the outbreak and shows the right peak for the incidence curve with
the right inflection point for the cumulative number of cases. The B-spline discretization
fails, however, to recover the right shape of the transmission rate at the early and late stages
of the epidemic. Interestingly, that does not makes the recovered incidence curves any less
accurate. The parametric discretization does the best it possibly can: approximates true
β(t) by a constant. This kind of approximation suggests that the outbreak peaks with 4, 000
incidence cases rather than 6, 000. It also results in a slight over-estimate of the actual
number of cases between days 10 and 22 as well as days 33 and 45.
Table (3.2) Regularization parameters for numerical simulations
10 Data points 20 Data points 30 Data points 50 Data points
Experiment 1 τ0 = 10
10 τ0 = 10
8 τ0 = 10
8 τ0 = 10
8
h = 4 h = 8 h = 12 h = 20
Experiment 2 τ0 = 10
12 τ0 = 10
12 τ0 = 10
12 τ0 = 10
12
h = 4 h = 8 h = 12 h = 20
Experiment 3 τ0 = 10
11 τ0 = 10
11 τ0 = 10
11 τ0 = 10
13
h = 4 h = 8 h = 12 h = 20
Overall, the two discretization methods both have their pros and cons. The comparison
highlights the importance of using a priori information about the structure of the solution
in the regularization algorithm. When this information is relevant, it helps to reinforce
stability without considerable loss in accuracy. At the bottom of ill-posedness is always the
lack of information. Thus, when the structure of the true solution is incorporated in the
numerical algorithm, the algorithm becomes much more efficient. At the same time, the
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similarity of the incidence curves in the two experiments shows that it is hard to draw a
reliable conclusion about the structure of the solution from the shape of the incidence data.
And when the wrong structure is incorporated, the forecasting curve based on that structure
may turn out to be misleading.
3.4 Simulations with Real Data


































Figure (3.18) Estimation of the transmission rate, β(t), using B-splines (right) and hyperbolic
parametric model (left): β(t) is recovered from 10 weeks of influenza data and projected for 12, 14
and 16 weeks. The vertical dashed line separates the calibration and forecasting periods.










































Figure (3.19) Forecast on incidence data using B-splines (right) and hyperbolic parametric model
(left). Influenza data for 10 weeks is available and forecast is provided for 12, 14 and 16 weeks.
The vertical dashed line separates the calibration and forecasting periods.
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We now move to recover the disease transmission rate from real data. The real data set
illustrates daily incidence cases of influenza in San Francisco during the 1918 ”Spanish Flu”
pandemic. The influenza pandemic of 1918-19 was a significant public health challenge. The
virus was extremely contagious and virulent. According to the CDC, it killed an estimated
20 to 50 million people worldwide. The data we consider includes 63 days of this epidemic
in San Francisco, one of the most affected cities in the United States [30]. We assume a
population of 550,000 individuals with infectious rate κ = 1/2 (days−1) and recovery rate
γ = 1/3 (days−1).
For the case of limited data with just 10 points available (see Figures 3.18 and 3.19), the
parametric discretization generates a perfect forecasting bundle, and its mean value passes
through all real data points. For the B-spline discretization, all transmission rates are stuck
at their initial values. The corresponding forecasting curves (for the most part) grossly
over-estimate the actual number of future incidence cases.
Halfway through the outbreak, for 30 data points, the situation is very different, as
illustrated in Figures 3.20 and 3.21. The B-spline discretization does an excellent job by
showing the right turning point for the cumulative number of cases and the future downhill
behavior of the incidence curve. It fails, however, in predicting the right number of new cases
between weeks 30 and 36. The method seems to recover the right shape of β(t), which reflects
the dynamics of the outbreak without being over-regularized. At the same time, the epidemic
curve obtained with parametric discretization algorithm mistakenly shows an exponential
increase in new incidence cases, suggesting that the number of cases will continue to grow
until the city runs out of susceptible population. Nevertheless, the parametric discretization
covers the real data between weeks 30 and 36 much better as compared to the non-parametric
one.
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Figure (3.20) Estimation of the transmission rate, β(t), using B-splines (right) and hyperbolic
parametric model (left): β(t) is recovered from 30 weeks of influenza data and projected for 32, 34
and 36 weeks. The vertical dashed line separates the calibration and forecasting periods.










































Figure (3.21) Forecast on incidence data using B-splines (right) and hyperbolic parametric model
(left). Influenza data for 30 weeks is available and forecast is provided for 32, 34 and 36 weeks.
The vertical dashed line separates the calibration and forecasting periods.
With 50 data points (see Figures 3.22 and 3.23), the parametric incidence curve cuts
through the real data right in the middle showing less than half the actual number of cases at
the peak of the epidemic and over-estimating the actual number of cases for the first 27 days
and from day 39 on. It does, however, correctly predict that the outbreak will come to an
end not long after day 56 (the last day of forecasting). Contrary to that, the non-parametric
incidence curve follows the real data very closely for the entire 50 day time period, leaving
out only 3 data points at the top of the epidemic. The non-parametric incidence curve
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hints at the beginning of the new cycle after day 50 considerably over-estimating the actual
number of cases reported between day 52 and 56. It is essential to mention that, unlike
the case of the first experiment, where the same kind of erroneous forecasting can only be
attributed to noise and instability, in case of real data this false alarm is entirely justified by
the uphill behavior of the actual data between days 48 and 51.


































Figure (3.22) Estimation of the transmission rate, β(t), using B-splines (right) and hyperbolic
parametric model (left): β(t) is recovered from 50 weeks of influenza data and projected for 52, 54
and 56 weeks. The vertical dashed line separates the calibration and forecasting periods.












































Figure (3.23) Forecast on incidence data using B-splines (right) and hyperbolic parametric model
(left). Influenza data for 50 weeks is available and forecast is provided for 52, 54 and 56 weeks.
The vertical dashed line separates the calibration and forecasting periods.
The data for this time period does suggest that a new cycle is about to begin, but
the data afterward shows that this is a ”false positive”. The reconstruction of β(t) for the
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non-parametric case looks very stable and very reasonable.
Overall, we tend to declare the B-spline discretization the winner in case of the real
influenza outbreak, since it correctly predicts the turning point of the epidemic based on 30
days of data. This kind of reliable estimate is crucial for optimal resource allocation and for
an adequate design of control measures in the affected area.


































Figure (3.24) Estimation of the transmission rate, β(t), using B-splines (right) and hyperbolic
parametric model (left): β(t) is recovered from 10 weeks of Ebola data and projected for 12, 14
and 16 weeks. The vertical dashed line separates the calibration and forecasting periods.








































Figure (3.25) Forecast on incidence data using B-splines (right) and hyperbolic parametric model
(left). Ebola data for 10 weeks is available and forecast is provided for 12, 14 and 16 weeks. The
vertical dashed line separates the calibration and forecasting periods.
Our next real data set illustrates weekly incidence cases of Ebola Virus Disease in Sierra
Leone during the 2014 outbreak in West Africa over a period of 45 weeks. We assume a pop-
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ulation of 1, 000, 000 individuals with an infectious rate κ = 1.4 (week −1) and recovery
rate γ = 1 (week −1) . We attempt to forecast future incidence cases using 10, 30, and 40
data points which is reasonable considering the duration of the epidemic. For the emerging
outbreak given 10 data points (Figures 3.24 and 3.25), the parametric discretization algo-
rithm generates an accurate fit to the available data and slightly over-estimates the number
of future cases from week 12 to week 16. For the B-spline discretization, the transmis-
sion rates recovered are essentially the initial guesses. The corresponding forecasting curves
under-estimate the number of cases for both available data and projected incidence.


































Figure (3.26) Estimation of the transmission rate, β(t), using B-splines (right) and hyperbolic
parametric model (left): β(t) is recovered from 30 weeks of Ebola data and projected for 32, 34
and 36 weeks. The vertical dashed line separates the calibration and forecasting periods.








































Figure (3.27) Forecast on incidence data using B-splines (right) and hyperbolic parametric model
(left). Ebola data for 30 weeks is available and forecast is provided for 32, 34 and 36 weeks. The
vertical dashed line separates the calibration and forecasting periods.
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For 30 data points (past the turning point of the outbreak), the parametric discretization
is no longer better as compared to the B-spline algorithm. One can see from Figures 3.26
and 3.27 that both recovered and forecasted incident values cut through the actual data
under-estimating the number of cases at first, and then over-estimating from week 26 on.
Although the turning point is given, the parametric method fails to capture the shape of the
outbreak.


































Figure (3.28) Estimation of the transmission rate, β(t), using B-splines (right) and hyperbolic
parametric model (left): β(t) is recovered from 40 weeks of Ebola data and projected for 42, 44
and 46 weeks. The vertical dashed line separates the calibration and forecasting periods.








































Figure (3.29) Forecast on incidence data using B-splines (right) and hyperbolic parametric model
(left). Ebola data for 40 weeks is available and forecast is provided for 42, 44 and 46 weeks. The
vertical dashed line separates the calibration and forecasting periods.
On the other hand, the B-spline discretization results closely follow the data and provide
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an accurate mean forecast. The individual incidence forecasting curves form a wide bundle
with some curves following the shape of the data and few suggesting an increase in the
number of new cases.
Finally, for 40 data points (Figures 3.28 and 3.29), results are similar to the 30 point
case. The incidence forecast provided by the parametric method cuts through the actual data
and suggests an exponential increase in the number of new cases. The B-spline discretization
closely fits all available data points and provides the shape of the outbreak. Regarding the
forecast, the non-parametric method indicates a resurgence in the number of new cases which
is not supported by the actual data.
Table (3.3) Regularization parameters for numerical simulations
10 Data points 20 Data points 30 Data points 40 Data points
Experiment 4 τ0 = 10
10 τ0 = 10
8 τ0 = 10
8 τ0 = 10
8
h = 4 h = 8 h = 12 h = 20
3.5 Discussion and Conclusions
In this chapter, we have explored the role of parametric and non-parametric discretiza-
tion methods for both calibration and forecasting of epidemics that are shaped by time-
dependent variation in the transmission rate using a simple SEIR compartmental model. In
our simulation study of parametric and non-parametric discretization algorithms using syn-
thetic and real data we have observed that at the early stage (the first 10 weeks/days of the
outbreak), parametric discretization consistently provides more accurate (and stable) fore-
casting results as compared to B-spline approximation. At the same time, half way through
the outbreak the non-parametric discretization is superior, while parametric discretization
happens to be less reliable and often misses the turning point. This can be explained by the
fact that even if the transmission rate is on the rise at the early stage, its impact on the
dynamics of the incidence data is delayed. Therefore, the restrictions on the shape of β(t),
66
incorporated in the parametric discretization scheme, are not hurting the forecasting results,
which greatly benefit from the stability imposed by a priori information enforced through
the parametric approach. With more data, however, the restrictions on the shape of β(t)
become a liability keeping the algorithm from recovering a more accurate transmission rate




Forecasting the trajectory of naturally occurring processes involving social dynamics in
real-time requires a sensible combination of mathematical and statistical methods together
with reliable data sets at different spatial and temporal scales. Their importance can be
investigated in different contexts using numerical simulation studies, such as the type that
we carried out in this research. In Chapter 2, we examined the performance of parametric
discretization algorithms for the stable estimation of variable transmission rate and forecast-
ing of the number of new incidence cases for emerging infectious disease outbreak, where
the incorporation of control measures warrant the assumption that the transmission rate
decreases monotonically over time. We found that relevant a priori assumptions about the
transmission rate provided a considerable advantage in the design of effective forecasting
methods. In Chapter 3, we introduced a non-parametric discretization scheme and com-
pared its performance to that of a parametric discretization method. In both chapters, we
conducted experiments with synthetic and real clinical case data. Our findings highlight the
limitations imposed by an insufficient amount of information in time-series data about the
spread of infectious diseases. However, such limitations can often be handled or remedied
through an appropriate balance of model complexity and state-of-the-art numerical methods,
particularly regularization methods [22,23,34].
To summarize, one of the most challenging aspects in the applications of inverse prob-
lems is the need to develop techniques that handle parameter identifiability issues, which
often arise owing to over-parameterized models or lack of information in available data.
Fortunately, regularization techniques are one way in which scientists can still draw useful
conclusions about model parameters and in turn, generate a potentially helpful forecast that
policymakers could use to guide investments in particular control strategies [12]. In our
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study, we found that a lack of information in limited time series data is often the main
challenge in generating useful parameter estimates and forecasts. This suggests that the
incorporation of additional data about the epidemic dynamics in the regularization algo-
rithm could prove useful for better constraining parameters and generating more accurate
short-term forecasts of epidemic outbreaks. One such additional data could include social
media streams that are being generated by Google Search Trends, Twitter, and Facebook.
The hope is that capturing the right signals from these data sources could rapidly inform
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A.1 Matlab code 1 : Estimation of β(t) and forecast with B-splines discretiza-
tion
f u n c t i o n B e t a l s q B s p l i n e p a r t i a l D 2
%Au r e l i e Ako s s i
c l e a r a l l
c l o s e a l l
c l c
t i c
fo rmat l ong







Av a i l a b l e d a t a= 50;% Av a i l a b l e Data




be ta samp l e s =10; % number o f t imes to sample beta0
max i t e r =10; % number o f t imes to g en e r a t e n o i s y data
n o i s e i n t e r v a l r a d i u s = 2 ; % po i s s o n paramete r
lam=1e10 ;%1e8 f o r 10 pw1;%lam=1e11 ;%1e10 40
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K=1;d=.5 ;
% K=7;d=.6;%K=.9; d=.5 ;
% K=1;d=.8;
%=========================
% Data and Data Parameter s
%=========================
%−−−
N = 55000 ;
kappa = 1/2 ;
gamma = 1/3 ;
s0 = N;
i 0 = 4 ;






% i 0 =3;




y0 = [ s0 e0 i 0 ] ;
%−−−
M=60;
t d a t a f u l l =(1 :1 :M) ;
x = l i n s p a c e ( t d a t a f u l l ( 1 ) , t d a t a f u l l (M) , 100) ;
Cda ta i n c = fo rwa rd ( t d a t a f u l l , y0 ,N, kappa , gamma , a lpha ,mu, s igma ) ;
MB=beta m ( x ) ;
% % %
% % %Checkpo in t f o r Data
% % %
% % f i g u r e 1=f i g u r e
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% % subp l o t ( 1 , 2 , 2 )
% % p l o t ( t d a t a f u l l , Cdata inc , ’ r ∗ ’ , ’ l i n ew i d t h ’ , 2 ) ;
% % legend ( ’ I n c i d en c e ’ )
% % ho ld on
% % % f i g u r e ( f i g u r e 1 )
% % % f i g u r e 1=f i g u r e
% % subp l o t ( 1 , 2 , 1 )
% % p l o t ( x ,MB, ’ b ’ , ’ l i n ew i d t h ’ , 2 )
% % legend ( ’ Model \ beta ( t ) ’ )
% % f i g u r e ( f i g u r e 1 )
% % %
c s vw r i t e ( ’ Synthe t i c TData . csv ’ , t d a t a f u l l ) ;
c s vw r i t e ( ’ S yn th e t i c Da t a . csv ’ , Cda t a i n c ) ;
c s vw r i t e ( ’ S yn t h e t i c B e t a . csv ’ ,MB) ;
c s vw r i t e ( ’ xx . csv ’ , x ) ;
% Av a i l a b l e d a t a= 50;% Av a i l a b l e Data
tda ta = ( 1 : 1 : A v a i l a b l e d a t a ) ’ ;
%fo rwa rd problem f o r s y n t h e t i c data
s e i r f w 2 = fo rward ( tdata , y0 ,N, kappa , gamma , a lpha ,mu, s igma ) ;
% p l o t ( tdata , s e i r f w 2 )
% % %
% % %Checkpo in t f o r P a r t i a l Data
% % %
% % f i g u r e 1=f i g u r e
% % p l o t ( tdata , s e i r f w 2 , ’ r ∗ ’ , ’ l i n ew i d t h ’ , 2 ) ;
% % legend ( ’ I n c i d en c e ’ )
% % f i g u r e ( f i g u r e 1 )
% % %
mm=Av a i l a b l e d a t a ;
p l u s=6;%Fo r c a s t
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f o r j=mm;
m=j+p l u s ;% Des i r e d F r o ca s t
tdata m =(1 :1 :m) ;
a=tda ta (1 ) ; b=m;%mm+h;% h=abs ( a−b ) /n ;
f l r= f l o o r ( abs (b−a ) /h ) ;
b=a+h∗ f l r ;
p a r t x=(a : h : b ) ’;% a=tda ta (1 ) ; b=tda ta ( l e n g t h ( tda ta ) ) ; h=abs ( a−b ) /n ; p a r t x=(a : h :
b ) ’ ;
n=l e ng t h ( p a r t x )−1;
% Sto rage
p l o t e s t s t o = z e r o s (m, max i te r , be ta samp l e s ) ;
Anow sto = z e r o s ( n+3,max i te r , b e ta samp l e s ) ;
s e i r bw 2 s t o = z e r o s (m, be ta samp l e s ) ;
b e t a 0 s t o = z e r o s (m, be ta samp l e s ) ;
y d a t a l s q s t o = z e r o s (mm, max i te r , b e ta samp l e s ) ;
s e i r bw 2 s t o 2 = z e r o s (m, max i te r , b e ta samp l e s ) ;





% I n i t i a l Gues se s
%=========================
f o r t t =1: be ta samp l e s
% Sample con s t an t v a l u e s o f beta0 from i n t e r v a l [ d K]
p o i s s s c a l e = rand ; b e t a 0 d i s c r e t i z e d = z e r o s (m, 1 ) ;Kp = K∗ p o i s s s c a l e + d;%Kp
=1.6;
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f o r i = 1 :m
b e t a 0 d i s c r e t i z e d ( i ) = be ta 0 ( i , Kp) ;
end
b e t a 0 s t o ( : , t t ) = b e t a 0 d i s c r e t i z e d ;
% p l o t ( tdata , b e t a 0 d i s c r e t i z e d ) ;
% Compute i n i t i a l v a l u e s f o r the B s p l i n e app rox imat i on c o e f f i c i e n t s
b e t a 0 p a r t= be ta 0 ( pa r t x , Kp) ;
Aold=c o e f B s p l i n e ( b e t a 0 p a r t ) ;
l l=l e n g t h ( p a r t x ) ;
l=l e n g t h ( Aold ) ;
T = a r r a y 2 t a b l e ( Aold ’ )
% % %
% % %Checkpo in t f o r I n i t i a l Guess
% % %
% % f i g u r e 1=f i g u r e ;
% % a p p r o x i n i t i a l= beta sum ( tdata , Aold , a , b , h ) ;
% % p l o t ( tdata , a p p r o x i n i t i a l ) ; %p l o t o f w i th i n i t i a l c o e f f i c i e n t s
% % % RD= abs ( ( b e t a 0 d i s c r e t i z e d −a p p r o x i n i t i a l ’ ) . / ( a p p r o x i n i t i a l ) ) ;
% % % p l o t ( tdata ,RD, ’ g ’ ) ; %r e l a t i v e e r r o r
% % f i g u r e ( f i g u r e 1 )
% % %
%=========================
% Po i s son No i se
%=========================
pa r f o r j j = 1 : max i t e r
% f o r j j = 1 : max i t e r
% s s=randn ( s i z e ( s e i r f w 2 ) ) ;
% n i r=s e i r f w 2 .∗(1− .05∗ s s ) ;
% n i r=s e i r f w 2 ;
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n i r=s e i r f w 2 ;
y d a t a l s q =po i s s r n d ( n i r ,mm, 1 ) ;% no i s y
% y d a t a l s q=s e i r f w 2 ; %no i s e f r e e
y d a t a l s q s t o ( : , j j , t t ) = y d a t a l s q ;
% %
% %Checkpo in t f o r No i se Data
% %
% f i g u r e 1=f i g u r e
% % subp l o t ( 1 , 2 , 2 )
% p l o t ( tdata , y d a t a l s q , ’ y ’ , ’ l i n ew i d t h ’ , 2 ) ;
% ho ld on
% p l o t ( tdata , s e i r f w 2 , ’ r ∗ ’ , ’ l i n ew i d t h ’ , 2 ) ;
% f i g u r e ( f i g u r e 1 )
% m
% %
op t i o n s = op t imop t i on s ( ’ l s q c u r v e f i t ’ , ’ U s eP a r a l l e l ’ , t rue , . . .
’ A lgor i thm ’ , ’ l e v enbe rg−marquardt ’ , ’ In i tDamping ’ , lam , ’ Disp ’ , ’ i t e r ’ , ’ TolX
’ ,10ˆ(−5) , ’ TolFun ’ ,10ˆ(−5) ) ;
Anow = l s q c u r v e f i t (@(A, tda ta ) l s q f u n c (A, tdata , a , b , y0 ,N, kappa , gamma , a lpha ,mu,
sigma , h ) , Aold , tdata , y d a t a l s q , [ ] , [ ] , o p t i o n s ) ;
T = a r r a y 2 t a b l e (Anow ’ )
p l o t e s t=z e r o s (m, 1 ) ;
f o r i i =1:m
p l o t e s t ( i i ) = max( beta sum ( i i , Anow , a , b , h ) , 0 ) ;
end
p l o t e s t s t o ( : , j j , t t ) = p l o t e s t ;
Anow sto ( : , j j , t t ) = Anow ;
s e i r bw 2 s t o 2 ( : , j j , t t )=l s q f u n c ( Anow sto ( : , j j , t t ) , tdata m , a , b , y0 ,N, kappa ,





% % %Checkpo in t f o r R e s u l t s f o r one i n i t i a l gue s s
% % %
% f i g u r e 1=f i g u r e
% subp l o t ( 1 , 2 , 2 )
% f o r t t =1: be ta samp l e s
% f o r j j =1: max i t e r
% % p l o t ( pa r t x , p l o t e s t s t o ( : , j j , t t ) )
% p l o t ( 1 :m, p l o t e s t s t o ( : , j j , t t ) )
% ho ld on
% end
% end
% subp l o t ( 1 , 2 , 1 )
% f o r t t =1: be ta samp l e s
% f o r j j =1: max i t e r
% p l o t ( tdata m , s e i r bw 2 s t o 2 ( : , j j , t t ) )
% ho ld on
% end
% end
% f i g u r e ( f i g u r e 1 )
%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Anow avg = mean ( Anow sto ( : , : , t t ) , 2 ) ;
% So l v e fo rwa rd problem ( wi th e s t ima t ed beta )
s e i r bw 2 s t o ( : , t t ) = l s q f u n c ( Anow avg , tdata m , a , b , y0 ,N, kappa , gamma , a lpha ,mu
, sigma , h ) ;
% s e i r bw 2 s t o 2 ( : , j j , t t )=l s q f u n c ( Anow sto ( : , j j , t t ) , tdata m , a , b , y0 ,N, kappa ,




% %Checkpo in t f o r No i se Data
% %
% f i g u r e 1=f i g u r e
% % subp l o t ( 1 , 2 , 2 )
% f o r t t =1: be ta samp l e s
% f o r j j =1: max i t e r
% p l o t ( tdata , y d a t a l s q s t o ( : , j j , t t ) , ’ y ’ , ’ l i n ew i d t h ’ , 2 ) ;
% ho ld on
% end
% end
% p l o t ( tdata , s e i r f w 2 , ’ r ∗ ’ , ’ l i n ew i d t h ’ , 2 ) ;
% f i g u r e ( f i g u r e 1 )
%
% s i z e ( s e i r bw 2 s t o )
% s i z e ( s e i r bw 2 s t o 2 )
% s e i r bw 2 s t o
% s e i r bw 2 s t o 2
% Anow sto
% s i z e ( Anow sto )
% m
% s e i r bw2 s t o 2
% s i z e ( s e i r bw 2 s t o 2 )
% m
% p l o t e s t s t o
% s i z e ( p l o t e s t s t o )
% m
% s i z e ( Anow sto )
% Anow sto
% s e i r bw 2 s t o ( : , t t ) ;
% s e i r bw 2 s t o
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% s e i r bw 2 s t o ;
% s i z e ( Anow sto )
% c s vw r i t e ( ’ Coe f I nv . csv ’ , Anow sto ) ;
%==========================================================================




% I n i t i a l Guesses−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
I n i t i a l=b e t a 0 s t o ;
% Betas−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Betas = [ ] ;
% Anow sto ( : , j j , t t )
f o r t t =1: be ta samp l e s
f o r j j =1: max i t e r
% Y=beta sum ( x , Anow sto ( : , j j , t t ) , a , b , h ) ;
Y=max( beta sum ( x , Anow sto ( : , j j , t t ) , a , b , h ) ,0 ) ;
% max( beta sum ( i i , Anow , a , b , h ) , 0 ) ;
Betas=[Betas Y ’ ] ;
end
end
% p l o t e s t=z e r o s (m, 1 ) ;
% f o r i i =1:m
% p l o t e s t ( i i ) = max( beta sum ( i i , Anow , a , b , h ) , 0 ) ;
% end
% p l o t e s t s t o ( : , j j , t t ) = p l o t e s t ;
%
% f o r t t =1: be ta samp l e s
% f o r j j =1: max i t e r
% Y=p l o t e s t s t o ( : , j j , t t ) ;
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% Betas=[Betas Y ] ;
% end
% end
% s i z e ( Betas )
% Betas ;
%data −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
% f o r t t =1: be ta samp l e s
% Betas=[Betas p l o t e s t s t o ( : , : , t t ) ] ;
% end
%Data
% data12=s e i r bw 2 s t o ;
% s e i r bw 2 s t o 2 ;
data12 = [ ] ;
f o r t t =1: be ta samp l e s
f o r j j =1: max i t e r
% data12=[ data12 p l o t e s t s t o ( : , j j , t t ) ] ;
data12=[ data12 s e i r bw 2 s t o 2 ( : , j j , t t ) ]
end
end
% f i g u r e 1=f i g u r e
% p l o t ( 1 :m, data12 ) ;
% f i g u r e ( f i g u r e 1 )
% s i z e ( data12 )
% data12
%Noisy Curves−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Noisy = [ ] ;
f o r t t =1: be ta samp l e s
No i sy=[No i sy y d a t a l s q s t o ( : , : , t t ) ] ;
end
c s vw r i t e ( ’ I n i t i a l g u e s s e s p . csv ’ , I n i t i a l ) ;
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c s vw r i t e ( ’ No i s y Cu r v e s p . csv ’ , No i sy ) ;
c s vw r i t e ( ’ Be ta Recove r ed p . csv ’ , Betas ) ;
c s vw r i t e ( ’ I n c i d e n c e 10 . csv ’ , data12 ) ;
c s vw r i t e ( ’ I n c i d e n c e 12 . csv ’ , data12 ) ;
c s vw r i t e ( ’ I n c i d e n c e 14 . csv ’ , data12 ) ;
c s vw r i t e ( ’ I n c i d e n c e 16 . csv ’ , data12 ) ;
% c s vw r i t e ( ’ I n c i d e n c e 12 . csv ’ , data12 ) ;
% c s vw r i t e ( ’ I n c i d e n c e 14 . csv ’ , data14 ) ;
% c s vw r i t e ( ’ I n c i d e n c e 16 . csv ’ , data16 ) ;
end
% %−−−−−−−−−−−−−−−−−−−−−−−−−−−−−FULL DATA−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
% i f j==M
% [T, F ] = ope r a t o r ( t d a t a f u l l ( 1 : j , 1 ) , k l s ( j , : ) ) ;
% x = l i n s p a c e ( t d a t a f u l l ( 1 ) , t d a t a f u l l (M) , 100) ;
% Y=Beta vec ( x , k l s ( j , : ) ) ;
% cu r v e s 2=[ cu r v e s 2 (Y ’ ) ] ;
% s i z e ( cu r v e s 2 ) ;
% cu r v e s 3=[ cu r v e s 3 (F) ] ;
% s i z e ( cu r v e s 3 ) ;
% kk=k l s ( j , : ) ;
% i n i t i a l g u e s s=Beta vec ( x , k0 ) ;
% c u r v e s i n =[ c u r v e s i n ( i n i t i a l g u e s s ’ ) ] ;
%
% c s vw r i t e ( ’ I n i t i a l g u e s s e s . csv ’ , c u r v e s i n ) ;
% c s vw r i t e ( ’ No i s y Cu r v e s . csv ’ , c u r v e s ) ;
% c s vw r i t e ( ’ Beta Recove red . csv ’ , c u r v e s 2 ) ;
% c s vw r i t e ( ’ I n c i d e n c e Re c o v e r e d . csv ’ , c u r v e s 3 ) ;
%
% end %i f f o r j=M
end % end f o r j=m
n
Y=beta sum ( x , Anow avg , a , b , h ) ;
l l l =l e n g t h ( Anow avg ) ;
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x g r i d=(a−h : h : b+h )
’;%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% xg r i d=(a−h−2:h : b+h−2) ’
nn=l e ng t h ( x g r i d )
x = l i n s p a c e ( t d a t a f u l l ( 1 ) , t d a t a f u l l (m+2) , 100) ;
x = l i n s p a c e ( a−3∗h , b+3∗h , 100)
;%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% x = l i n s p a c e ( a−4∗h , b+3∗h , 100) ;
i f l l l==nn
f i g u r e 1=f i g u r e ;
patch ( [ 1 mm mm 1 ] , [ 0 0 5 5 ] , ’ y ’ )
ho ld on
patch ( [mm mm+6 mm+6 mm] , [ 0 0 5 5 ] , ’ c ’ )
f o r j =1:nn %2:n−1 %1 to n
p l o t ( x ,B( ( x−x g r i d ( j ) ) /h ) ) ;
ho ld on
bb=(0:5) ;
aa=x g r i d ( j ) ∗ ones ( l e n g t h ( bb ) ) ;
p l o t ( aa , bb , ’ k−−’) ;
ho ld on
end
l egend ( ’ A v a i l a b l e Data ’ , ’ F o r e c a s t Region ’ )
f i g u r e ( f i g u r e 1 )
e l s e
g=s p r i n t f ( ’ Les d imens i on s d i f f e r e n t . ’ )
end
Bsp l PartGraphsD2 (mm) ;
%==========================================================================




f u n c t i o n F = fo rwa rd ( tdata , y0 ,N, kappa , gamma , a lpha ,mu, s igma )
op t i o n s = ode s e t ( ’ Re lTol ’ , 1 e−4 , ’ AbsTol ’ , 1 e−6) ;
% [ ˜ ,Y ] = ode23s (@( x , y ) sstm m ( x , y ,N, kappa , gamma , a lpha ,mu, s igma ) , tdata , y0 ,
o p t i o n s ) ;
[ ˜ ,Y ] = ode23s (@( x , y ) sstm m ( x , y ,N, kappa , gamma , a lpha ,mu, s igma ) , tdata , y0 , o p t i o n s
) ;
F = kappa∗Y( : , 2 ) ;
%%%
fun c t i o n dy = sstm m ( x , y ,N, kappa , gamma , a lpha ,mu, s igma )
dy = z e r o s (3 , 1 ) ;
dy (1 ) = −beta m ( x ) .∗ y (1 ) .∗ y (3 ) /N;
dy (2 ) = beta m ( x ) .∗ y (1 ) .∗ y (3 ) /N−kappa∗y (2 ) ;
dy (3 ) = kappa∗y (2 )−gamma∗y (3 ) ;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
fun c t i o n F = l s q f u n c (A, tdata , a , b , y0 ,N, kappa , gamma , a lpha ,mu, sigma , n )
o p t i o n s = ode s e t ( ’ Re lTol ’ , 1 e−4 , ’ AbsTol ’ , 1 e−6) ;
% [ ˜ ,Y ] = ode23s (@( x , y ) sstm sum ( x , y ,A, a , b ,N, kappa , gamma , a lpha ,mu, sigma , n ) ,
tdata , y0 , o p t i o n s ) ;
[ ˜ ,Y ] = ode15s (@( x , y ) sstm sum ( x , y ,A, a , b ,N, kappa , gamma , a lpha ,mu, sigma , n ) , tdata ,
y0 , o p t i o n s ) ;
F = kappa∗Y( : , 2 ) ;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
fun c t i o n dy = sstm sum ( x , y ,A, a , b ,N, kappa , gamma , a lpha ,mu, sigma , n )
dy = z e r o s (3 , 1 ) ;
dy (1 ) = −beta sum ( x ,A, a , b , n ) .∗ y (1 ) .∗ y (3 ) /N;
dy (2 ) = beta sum ( x ,A, a , b , n ) .∗ y (1 ) .∗ y (3 ) /N−kappa∗y (2 ) ;
dy (3 ) = kappa∗y (2 )−gamma∗y (3 ) ;
%%%
% fun c t i o n y = beta m ( x )
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% %Computation o f the model beta
% y=( s i n (2∗ ( x ./10− p i ) )+s i n ( x . /10 )+s i n (3∗ ( x ./10− p i )−2)+1)+2; %nonmonotonic1
%%%%
% fun c t i o n B = beta m ( x ) %p i e c e w i s e
%
% B = ze r o s ( l e n g t h ( x ) ,1 ) ;
%
% b0 = 1 . 4 6 ;
% b1 = 0 . 6 5 ;
% q = 0 . 1 1 ;
% tau = 21 . 7 7 ;
%
% f o r i = 1 : l e n g t h ( x )
% i f x ( i ) < tau
% B( i ) = b0 ;
% e l s e







f u n c t i o n B = beta m ( x ) %p i e c e w i s e Retenue ! ! !/>\
B = ze r o s ( l e n g t h ( x ) ,1 ) ;
b0 = 1 . 4 6 ;
b1 = 0 . 6 5 ;
q = . 1 ;
tau =40;% 35 ;
tau0=20;%25;%25;
b0 = 1 . 5 ;%1 . 46 ;
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b1o = 0 .1 ;%1 ;
qo = .05 ;% .05 ;% .07 ;
f o r i = 1 : l e n g t h ( x )
i f x ( i )<tau0
B( i ) = b1o + ( b0 − b1o ) ∗ exp ( qo ∗( x ( i ) − tau0 ) ) ;
% ( b0−b1o ) /( tau0 )
% B( i )=((b0−b1o ) /( tau0 ) ) ∗x ( i )+b1o ;
% B( i ) = b1 ;
e l s e i f x ( i ) <tau
B( i ) = b0 ;
e l s e
% B( i ) =b1+(b0 − b1 ) ∗( exp(−q∗( x ( i ) − tau ) ) ) ;




fun c t i o n y = be ta 0 ( x , con s t )
% Computation o f the i n i t i a l be ta
y = cons t + 0 .∗ x ;
f u n c t i o n y=c o e f B s p l i n e ( f )
k=l e ng t h ( f ) ;
%s e t up system to be s o l v e d Natu r a l s p l i n e c o n d i t i o n on 2nd d e r i v a t i v e s
A= d iag (4 ∗ ones ( k−2 ,1) , 0)+ d i ag ( ones ( k−3 ,1) , −1)+ d i ag ( ones ( k−3 ,1) , 1) ;
f o r i i =1:k−2
f f ( i i )=f ( i i +1) ;
end
f f ( 1 )=f (2 )−f ( 1 ) /6 ;
f f ( k−2)=f ( k−2)−( f ( k−1) ) /6 ;
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f f=f f ’ ;
%c o e f f i c i e n t s from s o l v i n g t r i d i a g o n a l system Natu ra l s p l i n e c o n d i t i o n on
%second d e r i v a t i v e s
cc=A\ f f ;
c0=f (1 ) /6 ;
cn=f ( k ) /6 ;
c =2∗c0−cc (1 ) ;
c p l u s=2∗cn−cc ( k−2) ;




% fun c t i o n y=beta sum ( x , c , a , b , h )
% y=0;
% n=l e ng t h ( c ) ;
% f o r j =1:n %2:n−1 %1 to n
% y=y+c ( j ) .∗ Bi ( x , j , h , a , b ) ;
% end
f u n c t i o n y=beta sum ( x , c , a , b , h )
y=0;
n=l e ng t h ( c ) ;
x g r i d=(a−h : h : b+h ) ; nn=l e ng t h ( x g r i d ) ;
% x g r i d=(a−h−2:h : b+h−2) ; nn=l e ng t h ( x g r i d )
;%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
i f n==nn
f o r j =1:n %2:n−1 %1 to n
y=y+c ( j ) .∗B( ( x−x g r i d ( j ) ) /h ) ;
end
e l s e




% fun c t i o n Bi=Bi ( t , j , h , a , b )
% x g r i d=(a−2∗h : h : b+2∗h ) ;%N+1 case
% xg r i d ( j +2) ;
% Bi=B( ( t−x g r i d ( j +1) ) /h ) ;
%−−−−−−−−−−−−−−−−−−−−−−−−
f u n c t i o n Bi=B( x )
f o r i i =1: l e n g t h ( x )
Bi ( i i )=B o ( x ( i i ) ) ;
end
%−−−−−−−−−−−−−−−−−−−−−−−−
f u n c t i o n Bi=B o ( x )
i f x <= −2 | x>=2
Bi=0;
end
i f x>−2 && x<=−1
Bi=(x+2) ˆ3 ;
end




Bi=1+3∗(1−x )+3∗(1−x )ˆ2−3∗(1−x ) ˆ3 ;
end
i f x>1&&x<=2




A.2 Matlab code 2: Estimation of β(t) and forecast with parametric discretiza-
tion
f u n c t i o n B e t a l s q f i n a l
%Au r e l i e Ako s s i
%Tran sm i s s i on Rate E s t ima t i on
%D i r e c t f o rmu l a t i o n
% REAL DATA/ % P a r t i a l Data
%Hype r bo l i c / e x p o n e n t i a l / harmonic d e c l i n e r e cove r y −4 pa ramete r s
%Matlab imp l ementa t i on o f t r u s t r e g i o n
% S t o c h a s t i c Imp l imen t a t i o n
%L s q c u r v e f i t
%DISSERTATION
c l o s e a l l
c l e a r a l l
c l c
fo rmat l ong
warn ing ( ’ o f f ’ , ’ a l l ’ )
g l o b a l N kappa gamma j E0 I 0 S0 C0 R0 model data
prompt = ’ Choose Data Set :\ n 1 . Ebola S i e r r a Leone n a t i o n a l \n 2 . Ebola S i e r r a
Leone wes t e rn a r ea \n 3 . Ebola West A f r i c a \n 4 . I n f l u e n z a San F r a n c i s c o
\n 5 . S y n t h e t i c S ine comb inat ion \n 6 . S y n t h e t i c p i e c ew i s e d e f i n e d \n 7 .Non
Monotonic \ beta \n ’ ;
data = inpu t ( prompt ) ;
% data=5;
% 1 . Ebola S i e r r a Leone n a t i o n a l 2 . Ebo la S i e r r a Leone wes t e rn a r ea
%3. Ebola West A f r i c a 4 . I n f l u e n z a San F r a n c i s c o 5 . S y n t h e t i c S ine
%comb inat ion 6 . S y n t h e t i c p i e c ew i s e d e f i n e d
prompt = ’ Choose t r a nm i s s i o n r a t e d i s c r e t i z a t i o n : \n 1 . Hyp \n 2 . Exp \n 3 .Harm
\n ’ ;
model = i npu t ( prompt ) ;
91
% model=1;
%1. Hyp 2 . Exp 3 . Harm
prompt = ’ Choose n o i s e l e v e l : ’ ;
n o i s e i n t e r v a l r a d i u s = i npu t ( prompt ) ;
% model=1;




sw i t c h data
%=========================================================================
case 1
% Curve−Ebola−na t i o n a l−count ry−SL
%Weekly data
l oad EbolaSL . t x t
t d a t a f u l l = EbolaSL ( : , 1 ) ;
C d a t a i n c f u l l = EbolaSL ( : , 2 ) ;
N = 6500000;
S0 = N;
I 0 = C d a t a i n c f u l l ( 1 , 1 ) ;
kappa = 1.4 ;%( week ly )
gamma = 1;%( week ly )
E0 = I0 /kappa ;
R0=0;
C0 = C d a t a i n c f u l l ( 1 , 1 ) ;
%==========================================================================
case 2
% curve−SIERRALEONE−WESTERN AREA URBAN
load EbSLW. t x t
t d a t a f u l l = EbSLW( : , 1 ) ;
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C d a t a i n c f u l l = EbSLW( : , 2 ) ;
N = 1000000;
S0 = N;
I 0 = C d a t a i n c f u l l ( 1 , 1 ) ;
kappa = 1.4 ;%( week ly )
gamma = 1;%( week ly )
E0 = I0 /kappa ;
R0=0;
C0 = C d a t a i n c f u l l ( 1 , 1 ) ;
%==========================================================================
case 3
% curve−ebo la−we s tA f r i c a
l oad EbWA. t x t
t d a t a f u l l = EbWA( : , 1 ) ;
C d a t a i n c f u l l = EbWA( : , 2 ) ;
N = 23000000;
S0 = N;
I 0 = C d a t a i n c f u l l ( 1 , 1 ) ;
kappa = 1.4 ;%( week ly )
gamma = 1;%( week ly )
E0 = I0 /kappa ;
R0=0;
C0 = C d a t a i n c f u l l ( 1 , 1 ) ;
%==========================================================================
case 4
% curve−pandemic i n f l u e n z a−SF 1918
% load FluSF18 . t x t
% t d a t a f u l l = FluSF18 ( : , 1 ) ;
% C d a t a i n c f u l l = FluSF18 ( : , 2 ) ;
l o ad f l uSF1 . t x t
t d a t a f u l l = f l uSF1 ( : , 1 ) ;




I 0 = C d a t a i n c f u l l ( 1 , 1 ) ;
kappa = 0.5 ;%( d a i l y )
gamma = 1/3;%( d a i l y )
E0 = I0 /kappa ;
R0=0;






N = 6e6 ;
kappa = 7/8 ;
gamma = 7/6 ;
S0 = N;
I 0 = 3 ;
E0 = I0 /kappa ;
t d a t a f u l l = ( 1 : 6 0 ) ’ ;
[ ˜ , C d a t a i n c f u l l ] = fo rwa rd ( t d a t a f u l l ) ;
C d a t a f u l l = cumsum( C d a t a i n c f u l l ) ;
C0 = C d a t a i n c f u l l ( 1 , 1 ) ;
%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
ca se 6 %p i e c ew i s e
N = 6e6 ;
kappa = 7/8 ;
gamma = 7/6 ;
S0 = N;
I 0 = 3 ;
E0 = I0 /kappa ;
t d a t a f u l l = ( 1 : 6 0 ) ’ ;
[ ˜ , C d a t a i n c f u l l ] = fo rwa rd ( t d a t a f u l l ) ;
C d a t a f u l l = cumsum( C d a t a i n c f u l l ) ;
C0 = C d a t a i n c f u l l ( 1 , 1 ) ;
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ca se 7 %non−monotonic
N = 6e6 ;
kappa = 7/8 ;
gamma = 7/6 ;
S0 = N;
I 0 = 3 ;
E0 = I0 /kappa ;
t d a t a f u l l = ( 1 : 6 0 ) ’ ;
[ ˜ , C d a t a i n c f u l l ] = fo rwa rd ( t d a t a f u l l ) ;
C d a t a f u l l = cumsum( C d a t a i n c f u l l ) ;
C0 = C d a t a i n c f u l l ( 1 , 1 ) ;
end %endsw i t ch
t d a t a f u l l= ( 1 : l e n g t h ( t d a t a f u l l ) ) ’ ;
M=l e ng t h ( t d a t a f u l l ) ;
mub=10;
m=M;
S=’Data s i z e ’
M
prompt = ’ P a r t i a l ? , F u l l ? ’ ;
p f= i npu t ( prompt ) ;
i f p f ==M
m=10;











y i = C d a t a i n c f u l l ;
t imev e c t = t d a t a f u l l ;
c u r v e s = [ ] ;
f o r i t e r = 1 : NumCurves
y i rDa t a = z e r o s ( l e n g t h ( y i ) , 1 ) ;
y i rDa t a (1 ) = y i (1 ) ;
n i r = n o i s e i n t e r v a l r a d i u s ;
i f data>=5
% f o r t = 2 : l e n g t h ( y i )
% s i g n e = −.1∗ randn (1 , 1 ) + . 0 5 ;
% tau =abs ( y i ( t ) ∗(1+ s i g n e ) ) ;
% y i rDa t a ( t , 1 ) =po i s s r n d ( tau , 1 , 1 ) ;
% end
y d a t a n o i s e = po i s s r n d ( n i r , l e n g t h ( y i ) , 1 ) − p o i s s r n d ( n i r , l e n g t h ( y i ) , 1 ) ;
y d a t a l s q = max( y i +10∗ yda t a no i s e , 0 ) ;
y i rDa t a = y d a t a l s q ;
end
i f data<5
f o r t = 2 : l e n g t h ( y i )
% lambda = abs ( y i ( t ) − y i ( t−1) ) ; %no i s e r e l a t i v e
% lambda=abs ( y i ( t ) ) ;
% y i rDa t a ( t , 1 )= po i s s r n d ( lambda , 1 , 1 ) ;
y d a t a n o i s e = po i s s r n d ( n i r , l e n g t h ( y i ) , 1 ) − p o i s s r n d ( n i r , l e n g t h ( y i ) , 1 ) ;
y d a t a l s q = max( y i +10∗ yda t a no i s e , 0 ) ;




cu r v e s = [ c u r v e s ( y i rDa t a ) ] ;% Noisy
% cu r v e s = [ cu r v e s ( y i ) ] ; %c l e a n
end
% end
% f i g u r e 5= f i g u r e ;
% h1 = p l o t ( t imevec t , c u r v e s ( : , 1 ) , ’ c ’ ) ;
% f i g u r e ( f i g u r e 5 )
f i g u r e 5 = f i g u r e ;
s i z e ( c u r v e s )
axes2 = axes ( ’ Parent ’ , f i g u r e 5 , . . .
’ AmbientL ightCo lo r ’ , [ 0 . 941176470588235 0.941176470588235
0 .941176470588235 ] ) ;
box ( axes2 , ’ on ’ ) ;
ho ld ( axes2 , ’ a l l ’ ) ;
p l o t ( t imevec t , cu rve s , ’ c ’ ) ;
% h1 = p l o t ( t imevec t , c u r v e s ( 1 :mub , 1 ) , ’ c ’ ) ;
h1 = p l o t ( t imevec t , c u r v e s ( : , 1 ) , ’ c ’ ) ;
h2 = p l o t ( t imevec t , mean ( cu rve s , 2 ) , ’−k ’ , ’ LineWidth ’ , 2 ) ;
h3 = p l o t ( t d a t a f u l l , C d a t a i n c f u l l , ’∗ r ’ , ’ L ineWidth ’ , 2 ) ;
l e g end ( [ h1 h2 h3 ] , { ’ Po i s son Noise ’ , ’Mean Value ’ , ’ Rea l Data ’ } , . . .
’ FontS ize ’ , 1 2 , ’ Locat ion ’ , ’ bes t ’ ) % SL
x l a b e l ({ ’ Number o f Weeks ’ } , ’ L ineWidth ’ , 2 , ’ FontS ize ’ , 1 2 , ’ FontName ’ , ’ A r i a l ’ ) ;
y l a b e l ({ ’\ beta ( t ) ’} , ’ L ineWidth ’ , 2 , ’ FontS ize ’ , 1 2 , ’ FontName ’ , ’ Computer Modern ’ ) ;
t i t l e ({ ’ I n c i d e n c e Data Generated by Recovered \beta ’} , ’ FontS ize ’ , 1 2 )
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f i g u r e ( f i g u r e 5 )
% %−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
% % INVERSE PROBLEM
% %−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
%
% %−−−−−−−−−−−−−−−−Parameter s o f the Numer i ca l A lgo r i thm%−−−−−−−−−−−−−−−−−−−−
data10 = [ ] ; data12 = [ ] ; data14 = [ ] ; data16 = [ ] ;
f o r j=p f ;%m; %M %SLW% j= m: 1 0 :mub ; %SL
cu r v e s 2 = [ ] ; c u r v e s 3 = [ ] ; c u r v e s i n = [ ] ;
f o r gu e s s c oun t e r =1:Numguess
a = . 1 ;% . 1 ;
b = 7;%7;
b0= (b−a ) .∗ rand (1 , 1 ) + a ;
k0=[b0 0 0 1];% k0=[4 0 .05 0 . 0 5 ] ’ ; %i n i t i a l pa ramete r v e c t o r k=[\ be ta 0 , q , ch i ,
v ]
k = k0 ;
k l s=k0 ;




tda ta = t d a t a f u l l ( 1 : j , 1 ) ;
Cda ta i n c = cu r v e s ( 1 : j , i t e r ) ;% C d a t a i n c f u l l ( 1 : j , 1 ) ;
Cdata = cumsum( Cda ta i n c ) ; %Cd a t a f u l l ( 1 : j , 1 ) ;
%−−−−−−−−−−−−−−−−−−−−−−−− l e a s t s qua r e s s tep−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
l b = [0 0 0 0 ] ; ub = [10 1 1 1 ] ;
[ k l s , resnorm , r e s i d u a l a , e x i t f l a g , output , ˜ , j a c o b i a n ] = l s q c u r v e f i t (@( k l s ,
t da ta ) op ( tdata , k l s ) , k l s , tdata , Cdata inc , lb , ub , op t imse t ( ’ A lgor i thm ’ ,
’ l e v enbe r g−marquardt ’ ) ) ;
k l s ( j , : ) = k l s ( : ) ;
RD ls ( j )=norm ( r e s i d u a l a ) ;
Cond l s ( j )= cond ( j a cob i an ’∗ j a c o b i a n ) ;
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%−−−−−−−−−−−P r i n t i n g S imu l a t i o n R e s u l t s
% d i s p ( ’ INITIAL GUESS ’ )
% d i s p ( ’
’ )
% d i s p ( ’ Beta 0 . . . . . . . . . . . . . . . . q 0 . . . . . . . . . . . . . . . . . p h i 0 . . . . . . . . . . . . . . . . v 0
. ’ )
% d i s p ( ’
’ )
% f p r i n t f ( ’%2.1 f . . . %16.5 f . . . %16.5 f . . . %16.5 f . . . %16.5 f \n ’ , . . .
% 0 , k0 (1 ) , k0 (2 ) , k0 (3 ) , k0 (4 ) ) ;
% d i s p ( ’RECOVERED PARAMETERS FROM LSQCURVEFIT METHOD − ’)
% d i s p ( ’
’ )
% d i s p ( ’ j . . . . . . . . . . . . . . . . . Beta 0 . . . . . . . . . . . . . . . . q . . . . . . . . . . . . . . . . . ph i
. . . . . . . . . . . . . . . . v . . . . . . . . . . . . . . . RD . . . . . . . CN ’ )
% d i s p ( ’
’ )
% %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% f p r i n t f ( ’%2.1 f . . . %16.5 f . . . %16.5 f . . . %16.5 f . . . %16.5 f . . . %16.5 f \n
’ , . . .
% j , k l s ( j , 1 ) , k l s ( j , 2 ) , k l s ( j , 3 ) , k l s ( j , 4 ) , RD ls ( j ) , Cond l s ( j ) ) ;
%Output f o r g raphs
[T, y l s ] = f p l o t (@( x ) Beta vec ( x , k l s ( j , : ) ) , [ t da ta (1 ) tda ta ( j ) ] , ’− y ’ ) ;
[ Tls , F l s ] = op e r a t o r ( tdata , k l s ( j , : ) ) ;
x = l i n s p a c e ( t d a t a f u l l ( 1 ) , t d a t a f u l l (M) , 100) ;
Y=Beta vec ( x , k l s ( j , : ) ) ;
i n i t i a l g u e s s=Beta vec ( x , k0 ) ;














[T, F ] = ope r a t o r ( t d a t a f u l l ( 1 : j , 1 ) , k l s ( j , : ) ) ;
Y=Beta vec ( x , k l s ( j , : ) ) ;
c u r v e s 2=[ cu r v e s 2 (Y) ] ;
c u r v e s 3=[ cu r v e s 3 (F) ] ;
kk=k l s ( j , : ) ;
% i n i t i a l g u e s s=Beta vec ( x , k0 ) ;
% c u r v e s i n =[ c u r v e s i n ( i n i t i a l g u e s s ) ] ;
sw i t c h data
ca se 1
% ===================EbSL=====================
% c s vw r i t e ( ’ Hyp in fu l lN EBSL . csv ’ , c u r v e s i n ) ;
% c s vw r i t e ( ’ Hyp no i s e f u l lN EBSL . csv ’ , c u r v e s ) ;
% c s vw r i t e ( ’ Hyp beta fu l lN EBSL . csv ’ , c u r v e s 2 ) ;
% c s vw r i t e ( ’ Hyp data fu l lN EBSL . csv ’ , c u r v e s 3 ) ;
% c s vw r i t e ( ’ Hypcstdata1060Tcsv ’ , data60 ) ;
% s i z e ( cu r v e s 2 )
sw i t ch model
ca s e 1
c s vw r i t e ( ’ Hyp in fu l lN EBSL . csv ’ , c u r v e s i n ) ;
c s vw r i t e ( ’ Hyp no i s e f u l lN EBSL . csv ’ , c u r v e s ) ;
c s vw r i t e ( ’ Hyp beta fu l lN EBSL . csv ’ , c u r v e s 2 ) ;
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c s vw r i t e ( ’ Hyp data fu l lN EBSL . csv ’ , c u r v e s 3 ) ;
ca s e 2
c s vw r i t e ( ’ Exp i n f u l lN EBSL . csv ’ , c u r v e s i n ) ;
c s vw r i t e ( ’ Exp no i s e f u l lN EBSL . csv ’ , c u r v e s ) ;
c s vw r i t e ( ’ Exp be ta fu l lN EBSL . csv ’ , c u r v e s 2 ) ;
c s vw r i t e ( ’ Exp data fu l lN EBSL . csv ’ , c u r v e s 3 ) ;
ca s e 3
c s vw r i t e ( ’ Harm in fu l lN EBSL . csv ’ , c u r v e s i n ) ;
c s vw r i t e ( ’ Harm no i s e fu l lN EBSL . csv ’ , c u r v e s ) ;
c s vw r i t e ( ’ Harm beta fu l lN EBSL . csv ’ , c u r v e s 2 ) ;





% c s vw r i t e ( ’ Hyp in fu l l EBSLW . csv ’ , c u r v e s i n ) ;
% c s vw r i t e ( ’ Hyp no i se fu l l EBSLW . csv ’ , c u r v e s ) ;
% c s vw r i t e ( ’ Hyp beta fu l l EBSLW . csv ’ , c u r v e s 2 ) ;
% c s vw r i t e ( ’ Hyp data fu l l EBSLW . csv ’ , c u r v e s 3 ) ;
% c s vw r i t e ( ’ Hypcstdata1060Tcsv ’ , data60 ) ;
sw i t c h model
ca s e 1
c s vw r i t e ( ’ Hyp in fu l lN EBSLW . csv ’ , c u r v e s i n ) ;
c s vw r i t e ( ’ Hyp noise fu l lN EBSLW . csv ’ , c u r v e s ) ;
c s vw r i t e ( ’ Hyp beta ful lN EBSLW . csv ’ , c u r v e s 2 ) ;
c s vw r i t e ( ’ Hyp data ful lN EBSLW . csv ’ , c u r v e s 3 ) ;
ca s e 2
c s vw r i t e ( ’ Exp in fu l lN EBSLW . csv ’ , c u r v e s i n ) ;
c s vw r i t e ( ’ Exp no i se fu l lN EBSLW . csv ’ , c u r v e s ) ;
c s vw r i t e ( ’ Exp beta fu l lN EBSLW . csv ’ , c u r v e s 2 ) ;
c s vw r i t e ( ’ Exp data fu l lN EBSLW . csv ’ , c u r v e s 3 ) ;
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ca se 3
c s vw r i t e ( ’ Harm in ful lN EBSLW . csv ’ , c u r v e s i n ) ;
c s vw r i t e ( ’ Harm noise fu l lN EBSLW . csv ’ , c u r v e s ) ;
c s vw r i t e ( ’ Harm beta ful lN EBSLW . csv ’ , c u r v e s 2 ) ;





% c s vw r i t e ( ’ Hyp in fu l l EbWA . csv ’ , c u r v e s i n ) ;
% c s vw r i t e ( ’ Hyp no i s e fu l l EbWA . csv ’ , c u r v e s ) ;
% c s vw r i t e ( ’ Hyp beta fu l l EbWA . csv ’ , c u r v e s 2 ) ;
% c s vw r i t e ( ’ Hyp data fu l l EbWA . csv ’ , c u r v e s 3 ) ;
% c s vw r i t e ( ’ Hypcstdata1060Tcsv ’ , data60 ) ;
% c s vw r i t e ( ’ Hyp in fu l lN EbWA . csv ’ , c u r v e s i n ) ;
% c s vw r i t e ( ’ Hyp no i se fu l lN EbWA . csv ’ , c u r v e s ) ;
% c s vw r i t e ( ’ Hyp beta fu l lN EbWA . csv ’ , c u r v e s 2 ) ;
% c s vw r i t e ( ’ Hyp data ful lN EbWA . csv ’ , c u r v e s 3 ) ;
sw i t c h model
ca s e 1
c s vw r i t e ( ’ Hyp in fu l lN EbWA . csv ’ , c u r v e s i n ) ;
c s vw r i t e ( ’ Hyp no i se fu l lN EbWA . csv ’ , c u r v e s ) ;
c s vw r i t e ( ’ Hyp beta fu l lN EbWA . csv ’ , c u r v e s 2 ) ;
c s vw r i t e ( ’ Hyp data ful lN EbWA . csv ’ , c u r v e s 3 ) ;
ca s e 2
c s vw r i t e ( ’ Exp in fu l lN EbWA . csv ’ , c u r v e s i n ) ;
c s vw r i t e ( ’ Exp no i se fu l lN EbWA . csv ’ , c u r v e s ) ;
c s vw r i t e ( ’ Exp beta fu l lN EbWA . csv ’ , c u r v e s 2 ) ;
c s vw r i t e ( ’ Exp data fu l lN EbWA . csv ’ , c u r v e s 3 ) ;
ca s e 3
c s vw r i t e ( ’ Harm in ful lN EbWA . csv ’ , c u r v e s i n ) ;
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c s vw r i t e ( ’ Harm noise fu l lN EbWA . csv ’ , c u r v e s ) ;
c s vw r i t e ( ’ Harm beta ful lN EbWA . csv ’ , c u r v e s 2 ) ;





% c s vw r i t e ( ’ H yp i n f u l l F LU . csv ’ , c u r v e s i n ) ;
% c s vw r i t e ( ’ H yp no i s e f u l l F LU . csv ’ , c u r v e s ) ;
% c s vw r i t e ( ’ Hyp be t a f u l l FLU . csv ’ , c u r v e s 2 ) ;
% c s vw r i t e ( ’ Hyp da t a f u l l FLU . csv ’ , c u r v e s 3 ) ;
% c s vw r i t e ( ’ Harmcstdata1060Tcsv ’ , data60 ) ;
% c s vw r i t e ( ’ Hyp i n f u l lN FLU . csv ’ , c u r v e s i n ) ;
% c s vw r i t e ( ’ Hyp no i s e f u l lN FLU . csv ’ , c u r v e s ) ;
% c s vw r i t e ( ’ Hyp be ta fu l lN FLU . csv ’ , c u r v e s 2 ) ;
% c s vw r i t e ( ’ Hyp data fu l lN FLU . csv ’ , c u r v e s 3 ) ;
sw i t c h model
ca s e 1
c s vw r i t e ( ’ Hyp i n f u l lN FLU . csv ’ , c u r v e s i n ) ;
c s vw r i t e ( ’ Hyp no i s e f u l lN FLU . csv ’ , c u r v e s ) ;
c s vw r i t e ( ’ Hyp be ta fu l lN FLU . csv ’ , c u r v e s 2 ) ;
c s vw r i t e ( ’ Hyp data fu l lN FLU . csv ’ , c u r v e s 3 ) ;
ca s e 2
c s vw r i t e ( ’ E xp i n f u l lN FLU . csv ’ , c u r v e s i n ) ;
c s vw r i t e ( ’ E xp no i s e f u l lN FLU . csv ’ , c u r v e s ) ;
c s vw r i t e ( ’ Exp be ta fu l lN FLU . csv ’ , c u r v e s 2 ) ;
c s vw r i t e ( ’ Exp da ta fu l lN FLU . csv ’ , c u r v e s 3 ) ;
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ca se 3
c s vw r i t e ( ’ Harm in fu l lN FLU . csv ’ , c u r v e s i n ) ;
c s vw r i t e ( ’ Ha rm no i s e fu l lN FLU . csv ’ , c u r v e s ) ;
c s vw r i t e ( ’ Harm beta fu l lN FLU . csv ’ , c u r v e s 2 ) ;





sw i t ch model
ca s e 1
c s vw r i t e ( ’ H y p i n f u l l N S . csv ’ , c u r v e s i n ) ;
c s vw r i t e ( ’ H y p n o i s e f u l l N S . csv ’ , c u r v e s ) ;
c s vw r i t e ( ’ Hyp b e t a f u l lN S . csv ’ , c u r v e s 2 ) ;
c s vw r i t e ( ’ Hyp da t a f u l lN S . csv ’ , c u r v e s 3 ) ;
ca s e 2
c s vw r i t e ( ’ E x p i n f u l l N S . csv ’ , c u r v e s i n ) ;
c s vw r i t e ( ’ E x p n o i s e f u l l N S . csv ’ , c u r v e s ) ;
c s vw r i t e ( ’ E x p b e t a f u l l N S . csv ’ , c u r v e s 2 ) ;
c s vw r i t e ( ’ E x p d a t a f u l lN S . csv ’ , c u r v e s 3 ) ;
ca s e 3
c s vw r i t e ( ’ Ha rm i n f u l lN S . csv ’ , c u r v e s i n ) ;
c s vw r i t e ( ’ Ha rm no i s e f u l lN S . csv ’ , c u r v e s ) ;
c s vw r i t e ( ’ Ha rm be ta f u l lN S . csv ’ , c u r v e s 2 ) ;





sw i t ch model
ca s e 1
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c s vw r i t e ( ’ H y p i n f u l l N S . csv ’ , c u r v e s i n ) ;
c s vw r i t e ( ’ H y p n o i s e f u l l N S . csv ’ , c u r v e s ) ;
c s vw r i t e ( ’ Hyp b e t a f u l lN S . csv ’ , c u r v e s 2 ) ;
c s vw r i t e ( ’ Hyp da t a f u l lN S . csv ’ , c u r v e s 3 ) ;
ca s e 2
c s vw r i t e ( ’ E x p i n f u l l N S . csv ’ , c u r v e s i n ) ;
c s vw r i t e ( ’ E x p n o i s e f u l l N S . csv ’ , c u r v e s ) ;
c s vw r i t e ( ’ E x p b e t a f u l l N S . csv ’ , c u r v e s 2 ) ;
c s vw r i t e ( ’ E x p d a t a f u l lN S . csv ’ , c u r v e s 3 ) ;
ca s e 3
c s vw r i t e ( ’ Ha rm i n f u l lN S . csv ’ , c u r v e s i n ) ;
c s vw r i t e ( ’ Ha rm no i s e f u l lN S . csv ’ , c u r v e s ) ;
c s vw r i t e ( ’ Ha rm be ta f u l lN S . csv ’ , c u r v e s 2 ) ;





sw i t ch model
ca s e 1
c s vw r i t e ( ’ H y p i n f u l l N S . csv ’ , c u r v e s i n ) ;
c s vw r i t e ( ’ H y p n o i s e f u l l N S . csv ’ , c u r v e s ) ;
c s vw r i t e ( ’ Hyp b e t a f u l lN S . csv ’ , c u r v e s 2 ) ;
c s vw r i t e ( ’ Hyp da t a f u l lN S . csv ’ , c u r v e s 3 ) ;
ca s e 2
c s vw r i t e ( ’ E x p i n f u l l N S . csv ’ , c u r v e s i n ) ;
c s vw r i t e ( ’ E x p n o i s e f u l l N S . csv ’ , c u r v e s ) ;
c s vw r i t e ( ’ E x p b e t a f u l l N S . csv ’ , c u r v e s 2 ) ;
c s vw r i t e ( ’ E x p d a t a f u l lN S . csv ’ , c u r v e s 3 ) ;
ca s e 3
c s vw r i t e ( ’ Ha rm i n f u l lN S . csv ’ , c u r v e s i n ) ;
c s vw r i t e ( ’ Ha rm no i s e f u l lN S . csv ’ , c u r v e s ) ;
c s vw r i t e ( ’ Ha rm be ta f u l lN S . csv ’ , c u r v e s 2 ) ;
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c s vw r i t e ( ’ Ha rm da ta fu l lN S . csv ’ , c u r v e s 3 ) ;
end
% %============================================
end %endsw i t ch
end %end i f
%========================10 WEEK DATA FORECAST=============================
i f j==m;%6; %SLW % j==10; %SL
i n i t i a l g u e s s=Beta vec ( x , k0 ) ;
% c u r v e s i n =[ c u r v e s i n ( i n i t i a l g u e s s ) ] ;
Y=Beta vec ( x , k l s ( j , : ) ) ;
c u r v e s 2=[ cu r v e s 2 (Y) ] ;
[ T10 , F10 ] = ope r a t o r ( t d a t a f u l l ( 1 : j , 1 ) , k l s ( j , : ) ) ;
[ T12 , F12 ] = ope r a t o r ( t d a t a f u l l ( 1 : j +2 ,1) , k l s ( j , : ) ) ;
[ T14 , F14 ] = ope r a t o r ( t d a t a f u l l ( 1 : j +4 ,1) , k l s ( j , : ) ) ;
[ T16 , F16 ] = ope r a t o r ( t d a t a f u l l ( 1 : j +6 ,1) , k l s ( j , : ) ) ;
data10=[ data10 ( F10 ) ] ;
data12=[ data12 ( F12 ) ] ;
data14=[ data14 ( F14 ) ] ;
data16=[ data16 ( F16 ) ] ;
sw i t c h data
ca se 1
%===================EbSL=====================
c s vw r i t e ( ’ Hyp i n f u l l EBSL10 . csv ’ , c u r v e s i n ) ;
c s vw r i t e ( ’ Hyp noise EBSL10 . csv ’ , c u r v e s ) ;
c s vw r i t e ( ’ Hyp beta EBSL10 . csv ’ , c u r v e s 2 ) ;
% c s vw r i t e ( ’ Hyp dataEBSL10 . csv ’ , c u r v e s 3 ) ;
c s vw r i t e ( ’ Hyp dataEBSL10 . csv ’ , data10 ) ;
c s vw r i t e ( ’ Hyp dataEBSL12 . csv ’ , data12 ) ;
c s vw r i t e ( ’ Hyp dataEBSL14 . csv ’ , data14 ) ;
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c s vw r i t e ( ’ Hyp dataEBSL16 . csv ’ , data16 ) ;




c s vw r i t e ( ’ Hyp in fu l l EBSLW10 . csv ’ , c u r v e s i n ) ;
c s vw r i t e ( ’ Hyp noise EBSLW10 . csv ’ , c u r v e s ) ;
c s vw r i t e ( ’ Hyp beta EBSLW10 . csv ’ , c u r v e s 2 ) ;
c s vw r i t e ( ’ Hyp dataEBSLW10 . csv ’ , data10 ) ;
c s vw r i t e ( ’ Hyp dataEBSLW12 . csv ’ , data12 ) ;
c s vw r i t e ( ’ Hyp dataEBSLW14 . csv ’ , data14 ) ;




c s vw r i t e ( ’ Hyp in fu l l EbWA10 . csv ’ , c u r v e s i n ) ;
c s vw r i t e ( ’ Hyp noise EbWA10 . csv ’ , c u r v e s ) ;
c s vw r i t e ( ’ Hyp beta EbWA10 . csv ’ , c u r v e s 2 ) ;
c s vw r i t e ( ’ Hyp dataEbWA10 . csv ’ , data10 ) ;
c s vw r i t e ( ’ Hyp dataEbWA12 . csv ’ , data12 ) ;
c s vw r i t e ( ’ Hyp dataEbWA14 . csv ’ , data14 ) ;




c s vw r i t e ( ’ Hyp i n f u l l FLU10 . csv ’ , c u r v e s i n ) ;
c s vw r i t e ( ’ Hyp noise FLU10 . csv ’ , c u r v e s ) ;
c s vw r i t e ( ’ Hyp beta FLU10 . csv ’ , c u r v e s 2 ) ;
c s vw r i t e ( ’ Hyp dataFLU10 . csv ’ , data10 ) ;
c s vw r i t e ( ’ Hyp dataFLU12 . csv ’ , data12 ) ;
c s vw r i t e ( ’ Hyp dataFLU14 . csv ’ , data14 ) ;




%===================Syn t h e t i c=====================
c s vw r i t e ( ’ H y p i n f u l l S 1 0 . csv ’ , c u r v e s i n ) ;
c s vw r i t e ( ’ Hyp no i s e S10 . csv ’ , c u r v e s ) ;
c s vw r i t e ( ’ Hyp beta S10 . csv ’ , c u r v e s 2 ) ;
c s vw r i t e ( ’ Hyp dataS10 . csv ’ , data10 ) ;
c s vw r i t e ( ’ Hyp dataS12 . csv ’ , data12 ) ;
c s vw r i t e ( ’ Hyp dataS14 . csv ’ , data14 ) ;
c s vw r i t e ( ’ Hyp dataS16 . csv ’ , data16 ) ;
%===========================================
case 6
%===================Syn t h e t i c=====================
c s vw r i t e ( ’ H y p i n f u l l S 1 0 . csv ’ , c u r v e s i n ) ;
c s vw r i t e ( ’ Hyp no i s e S10 . csv ’ , c u r v e s ) ;
c s vw r i t e ( ’ Hyp beta S10 . csv ’ , c u r v e s 2 ) ;
c s vw r i t e ( ’ Hyp dataS10 . csv ’ , data10 ) ;
c s vw r i t e ( ’ Hyp dataS12 . csv ’ , data12 ) ;
c s vw r i t e ( ’ Hyp dataS14 . csv ’ , data14 ) ;
c s vw r i t e ( ’ Hyp dataS16 . csv ’ , data16 ) ;
%===========================================
case 7
%===================Syn t h e t i c=====================
c s vw r i t e ( ’ H y p i n f u l l S 1 0 . csv ’ , c u r v e s i n ) ;
c s vw r i t e ( ’ Hyp no i s e S10 . csv ’ , c u r v e s ) ;
c s vw r i t e ( ’ Hyp beta S10 . csv ’ , c u r v e s 2 ) ;
c s vw r i t e ( ’ Hyp dataS10 . csv ’ , data10 ) ;
c s vw r i t e ( ’ Hyp dataS12 . csv ’ , data12 ) ;
c s vw r i t e ( ’ Hyp dataS14 . csv ’ , data14 ) ;
c s vw r i t e ( ’ Hyp dataS16 . csv ’ , data16 ) ;
%===========================================
end %end sw i t ch
end %end i f
i t e r
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gue s s c oun t e r
end
% i t e r
% gue s s c oun t e r
end%end Numcurve
end %end j
% PartGraphs ( j , data )
% Pre t t y Graph s2 3218
sw i t ch j
ca s e M
Fu l lG r aph s ( data , model )
ca s e m




fun c t i o n B = Beta vec ( x , k )
%h y p e r b o l i c d e c l i n e \
%k=[b0 q ph i v ]
g l o b a l model
B = z e r o s ( l e n g t h ( x ) ,1 ) ;
f o r i = 1 : l e n g t h ( x )
sw i t ch model
ca s e 1 %h y p e r b o l i c
B( i ) = k (1 ) ∗((1−k (3 ) ) /(1+k (2) ∗k (4 ) ∗x ( i ) ) ˆ(1/ k (4 ) ) +k (3) ) ;
ca s e 2
B( i ) = k (1 ) ∗((1−k (3 ) ) ∗ exp(−k (2 ) . ∗ ( x ( i ) ) ) +k (3 ) ) ; %Expon en t i a l
ca s e 3






fun c t i o n [T, F ] = ope r a t o r ( tdata , k )
g l o b a l j S0 E0 I 0 kappa
op t i o n s = ode s e t ( ’ Re lTol ’ , 1 e−4 , ’ AbsTol ’ , 1 e−6) ;
[T,Y] = ode23s (@( x , y ) sstm ( x , y , k ) , tdata , [ S0 E0 I 0 ] , o p t i o n s ) ;
F = kappa∗Y( : , 2 ) ;
end
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
fun c t i o n F = op ( tdata , k )
g l o b a l j S0 E0 I 0 kappa
op t i o n s = ode s e t ( ’ Re lTol ’ , 1 e−4 , ’ AbsTol ’ , 1 e−6) ;
[T,Y] = ode23s (@( x , y ) sstm ( x , y , k ) , tdata , [ S0 E0 I 0 ] , o p t i o n s ) ;
F = kappa∗Y( : , 2 ) ;
end
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
fun c t i o n dy = s s tm fo rwa rd ( x , y )
g l o b a l N kappa gamma
dy = z e r o s (3 , 1 ) ;
dy (1 ) = −modelbeta ( x ) .∗ y (1 ) .∗ y (3 ) /N;
dy (2 ) = modelbeta ( x ) .∗ y (1 ) .∗ y (3 ) /N − kappa∗y (2 ) ;
dy (3 ) = kappa∗y (2 ) − gamma∗y (3 ) ;
end
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
fun c t i o n dy = sstm ( x , y , k )
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g l o b a l N kappa gamma j
dy = z e r o s (3 , 1 ) ;
dy (1 ) = −Beta vec ( x , k ) .∗ y (1 ) .∗ y (3 ) /N;
dy (2 ) = Beta vec ( x , k ) .∗ y (1 ) .∗ y (3 ) /N − kappa∗y (2 ) ;
dy (3 ) = kappa∗y (2 ) − gamma∗y (3 ) ;
end
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
fun c t i o n [T, F ] = fo rwa rd ( t d a t a f u l l )
g l o b a l S0 E0 I 0 kappa
op t i o n s = ode s e t ( ’ Re lTol ’ , 1 e−4 , ’ AbsTol ’ , 1 e−6) ;
[T,Y] = ode23s (@( x , y ) s s tm fo rwa rd ( x , y ) , t d a t a f u l l , [ S0 E0 I 0 ] , o p t i o n s ) ;




% 5 SINE DECLINE/ 7 PIECEWISE
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
fun c t i o n B = modelbeta ( x )
g l o b a l data
B = ze r o s ( l e n g t h ( x ) ,1 ) ;
sw i t c h data
ca se 5
f o r i = 1 : l e n g t h ( x )
B( i ) =(5∗ s i n ( p i /60∗( x ( i )+30) )+s i n ( p i /60∗( x ( i )+20) )+.5∗ s i n ( x ( i ) ∗ p i /20)




b0 = 1 . 4 6 ;
b1 = 0 . 6 5 ;
q = 0 . 1 1 ;
tau = 21 . 7 7 ;
f o r i = 1 : l e n g t h ( x )
i f x ( i ) < tau
B( i ) = b0 ;
e l s e





% Non monotonic p a t t e r n
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
f o r i = 1 : l e n g t h ( x )
% B( i ) =5∗ s i n ( p i /60∗( x ( i )+30) )+s i n ( p i /60∗( x ( i )+20) )+.5∗ s i n ( x ( i ) ∗ p i /20)
+.5∗ s i n ( p i /10∗( x ( i )−15) ) ;









B.1 San Francisco Influenza 1918


































































B.2 Sierra Leone - EVD
Number of new weekly cases
0.0000000 e+00 3.0000000 e+00
1.0000000 e+00 1.9000000 e+01
2.0000000 e+00 3.6000000 e+01
3.0000000 e+00 7.3000000 e+01
4.0000000 e+00 6.1000000 e+01
5.0000000 e+00 5.4000000 e+01
6.0000000 e+00 9.3000000 e+01
7.0000000 e+00 1.1200000 e+02
8.0000000 e+00 7.6000000 e+01
9.0000000 e+00 1.0500000 e+02
1.0000000 e+01 1.5100000 e+02
1.1000000 e+01 1.4500000 e+02
1.2000000 e+01 1.3300000 e+02
1.3000000 e+01 1.8300000 e+02
1.4000000 e+01 2.0200000 e+02
1.5000000 e+01 2.2900000 e+02
1.6000000 e+01 2.4500000 e+02
1.7000000 e+01 4.2100000 e+02
1.8000000 e+01 4.1100000 e+02
1.9000000 e+01 4.1200000 e+02
2.0000000 e+01 4.3300000 e+02
2.1000000 e+01 5.4500000 e+02
2.2000000 e+01 5.6300000 e+02
2.3000000 e+01 6.2800000 e+02
2.4000000 e+01 6.3600000 e+02
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2.5000000 e+01 5.3900000 e+02
2.6000000 e+01 5.3700000 e+02
2.7000000 e+01 6.5000000 e+02
2.8000000 e+01 4.5700000 e+02
2.9000000 e+01 4.6000000 e+02
3.0000000 e+01 4.1400000 e+02
3.1000000 e+01 5.2800000 e+02
3.2000000 e+01 3.9500000 e+02
3.3000000 e+01 3.3200000 e+02
3.4000000 e+01 1.7100000 e+02
3.5000000 e+01 1.3500000 e+02
3.6000000 e+01 1.1900000 e+02
3.7000000 e+01 1.1200000 e+02
3.8000000 e+01 1.2300000 e+02
3.9000000 e+01 1.0200000 e+02
4.0000000 e+01 8.3000000 e+01
4.1000000 e+01 1.1400000 e+02
4.2000000 e+01 6.0000000 e+01
4.3000000 e+01 4.8000000 e+01
4.4000000 e+01 4.4000000 e+01
4.5000000 e+01 3.4000000 e+01
4.6000000 e+01 2.9000000 e+01
4.7000000 e+01 2.1000000 e+01
4.8000000 e+01 1.4000000 e+01
4.9000000 e+01 1.7000000 e+01
5.0000000 e+01 8.0000000 e+00
B.3 West Africa - EVD
Number of new weekly cases.
0.0000000 e+00 2.0000000 e+00
1.0000000 e+00 0.0000000 e+00
2.0000000 e+00 0.0000000 e+00
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3.0000000 e+00 5.0000000 e+00
4.0000000 e+00 3.0000000 e+00
5.0000000 e+00 5.0000000 e+00
6.0000000 e+00 3.0000000 e+00
7.0000000 e+00 5.0000000 e+00
8.0000000 e+00 9.0000000 e+00
9.0000000 e+00 8.0000000 e+00
1.0000000 e+01 2.6000000 e+01
1.1000000 e+01 1.8000000 e+01
1.2000000 e+01 3.1000000 e+01
1.3000000 e+01 2.9000000 e+01
1.4000000 e+01 2.8000000 e+01
1.5000000 e+01 1.7000000 e+01
1.6000000 e+01 1.1000000 e+01
1.7000000 e+01 1.3000000 e+01
1.8000000 e+01 1.5000000 e+01
1.9000000 e+01 8.0000000 e+00
2.0000000 e+01 3.1000000 e+01
2.1000000 e+01 6.9000000 e+01
2.2000000 e+01 6.7000000 e+01
2.3000000 e+01 1.2500000 e+02
2.4000000 e+01 1.0700000 e+02
2.5000000 e+01 1.0500000 e+02
2.6000000 e+01 1.2300000 e+02
2.7000000 e+01 1.5600000 e+02
2.8000000 e+01 1.2000000 e+02
2.9000000 e+01 2.3400000 e+02
3.0000000 e+01 2.8400000 e+02
3.1000000 e+01 3.7400000 e+02
3.2000000 e+01 4.6600000 e+02
3.3000000 e+01 6.5400000 e+02
3.4000000 e+01 6.6800000 e+02
3.5000000 e+01 7.6500000 e+02
3.6000000 e+01 7.9300000 e+02
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3.7000000 e+01 9.8300000 e+02
3.8000000 e+01 9.4600000 e+02
3.9000000 e+01 8.0600000 e+02
4.0000000 e+01 8.4900000 e+02
4.1000000 e+01 8.5200000 e+02
4.2000000 e+01 7.7700000 e+02
4.3000000 e+01 8.4700000 e+02
4.4000000 e+01 9.2800000 e+02
4.5000000 e+01 7.3900000 e+02
4.6000000 e+01 7.8900000 e+02
4.7000000 e+01 8.1600000 e+02
4.8000000 e+01 6.4400000 e+02
4.9000000 e+01 5.8300000 e+02
5.0000000 e+01 6.4500000 e+02
5.1000000 e+01 6.6300000 e+02
5.2000000 e+01 4.8200000 e+02
5.3000000 e+01 3.9400000 e+02
5.4000000 e+01 2.0700000 e+02
5.5000000 e+01 1.9000000 e+02
5.6000000 e+01 1.7900000 e+02
5.7000000 e+01 1.8700000 e+02
5.8000000 e+01 1.9400000 e+02
5.9000000 e+01 1.4500000 e+02
6.0000000 e+01 1.3700000 e+02
6.1000000 e+01 1.7400000 e+02
6.2000000 e+01 1.5500000 e+02
6.3000000 e+01 9.6000000 e+01
6.4000000 e+01 1.0100000 e+02
6.5000000 e+01 5.7000000 e+01
6.6000000 e+01 6.1000000 e+01
6.7000000 e+01 3.8000000 e+01
6.8000000 e+01 3.6000000 e+01
6.9000000 e+01 2.7000000 e+01
7.0000000 e+01 1.5000000 e+01
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7.1000000 e+01 5.6000000 e+01
7.2000000 e+01 4.3000000 e+01
7.3000000 e+01 3.7000000 e+01
7.4000000 e+01 3.7000000 e+01
7.5000000 e+01 4.3000000 e+01
7.6000000 e+01 1.0000000 e+02
7.7000000 e+01 8.0000000 e+01
7.8000000 e+01 3.8000000 e+01
7.9000000 e+01 2.1000000 e+01
8.0000000 e+01 3.1000000 e+01
8.1000000 e+01 1.0000000 e+01
8.2000000 e+01 5.0000000 e+00
8.3000000 e+01 4.0000000 e+00
8.4000000 e+01 1.1000000 e+01
8.5000000 e+01 5.0000000 e+00
8.6000000 e+01 2.0000000 e+00
8.7000000 e+01 1.0000000 e+00
8.8000000 e+01 0.0000000 e+00
B.4 Sierra Leone Western Region - EVD
Number of new weekly cases.
0.0000000 e+00 4.0000000 e+00
1.0000000 e+00 1.2000000 e+01
2.0000000 e+00 1.7000000 e+01
3.0000000 e+00 2.9000000 e+01
4.0000000 e+00 3.3000000 e+01
5.0000000 e+00 3.7000000 e+01
6.0000000 e+00 6.7000000 e+01
7.0000000 e+00 4.8000000 e+01
8.0000000 e+00 5.6000000 e+01
9.0000000 e+00 8.8000000 e+01
1.0000000 e+01 9.0000000 e+01
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1.1000000 e+01 1.2100000 e+02
1.2000000 e+01 1.5000000 e+02
1.3000000 e+01 1.2700000 e+02
1.4000000 e+01 1.5700000 e+02
1.5000000 e+01 1.5300000 e+02
1.6000000 e+01 2.4400000 e+02
1.7000000 e+01 1.6900000 e+02
1.8000000 e+01 1.6400000 e+02
1.9000000 e+01 2.0200000 e+02
2.0000000 e+01 2.1600000 e+02
2.1000000 e+01 1.4500000 e+02
2.2000000 e+01 1.2900000 e+02
2.3000000 e+01 6.8000000 e+01
2.4000000 e+01 5.6000000 e+01
2.5000000 e+01 3.4000000 e+01
2.6000000 e+01 3.0000000 e+01
2.7000000 e+01 6.9000000 e+01
2.8000000 e+01 3.4000000 e+01
2.9000000 e+01 3.6000000 e+01
3.0000000 e+01 5.6000000 e+01
3.1000000 e+01 2.6000000 e+01
3.2000000 e+01 1.4000000 e+01
3.3000000 e+01 1.9000000 e+01
3.4000000 e+01 2.2000000 e+01
3.5000000 e+01 1.6000000 e+01
3.6000000 e+01 1.0000000 e+01
3.7000000 e+01 5.0000000 e+00
3.8000000 e+01 8.0000000 e+00
3.9000000 e+01 5.0000000 e+00
4.0000000 e+01 1.9000000 e+01
4.1000000 e+01 2.1000000 e+01
4.2000000 e+01 1.2000000 e+01
4.3000000 e+01 7.0000000 e+00
