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ABSTRACT
Noncommutative geometry is the study of noncommutative algebras, especially
C∗-algebras, and their geometric interpretation as topological spaces. One C∗-
algebra particularly important in physics is the noncommutative n-torus, the irra-
tional rotation C∗-algebra AΘ with n unitary generators U1, . . . ,Un which satisfy
UkU j = e2piiθ j ,kU jUk and U∗j = U
−1
j , where Θ ∈ Mn(R) is skew-symmetric with
upper triangular entries that are irrational and linearly independent over Q. We
focus on two projects: an analytically detailed derivation of the pseudodifferential
calculus on noncommutative tori, and a proof of an index theorem for vector bundles
over the noncommutative two torus. We use Raymond’s definition of an oscillatory
integral with Connes’ construction of pseudodifferential operators to rederive the
calculus in more detail, following the strategy of the derivations in Wong’s book on
pseudodifferential operators. We then define the corresponding analog of Sobolev
spaces on noncommutative tori, for which we prove analogs of the Sobolev and Rel-
lich lemmas, and extend all of these results to vector bundles over noncommutative
tori. We extend Connes and Tretkoff’s analog of the Gauss–Bonnet theorem for the
noncommutative two torus to an analog of the McKean–Singer index theorem for
vector bundles over the noncommutative two torus, proving a rearrangement lemma
where a self-adjoint idempotent e appears in the denominator but does not commute
with the k2 already there from the rearrangement lemma proven by Connes and
Tretkoff.
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1.1 Introduction
The methods of spectral geometry are useful for investigating the metric aspects of
noncommutative geometry [11, 14, 16, 20] and in these contexts require extensive
use of pseudo-differential operators. In the foundational paper [13], Connes showed
that, by direct analogy with the theory [38, 61, 69] of pseudo-differential operators
on Rn, one may derive a similar pseudo-differential calculus on noncommutative n
tori Tnθ . With the development of this calculus came many results concerning the
local differential geometry of noncommutative tori for n = 2,4, as shown in the
groundbreaking paper [23] in which the Gauss–Bonnet theorem on T2θ is proved and
later papers [22, 30–33]. In these papers, the flat geometry of Tnθ , which was studied
in [13], is conformally perturbed using a Weyl factor given by a positive invertible
smooth element inC∞(Tnθ). Connes’ pseudo-differential calculus is critically used to
apply heat kernel techniques to geometric operators on Tnθ to derive small time heat
kernel expansions that encode local geometric information such as scalar curvature.
As discovered in [22, 32, 33], a purely noncommutative feature that appears in the
computations and in the final formula for the curvature is the modular automorphism
2of the state implementing the conformal perturbation of the metric.
Certain details of the proofs in the derivation of the calculus in [13] were omitted,
such as the evaluation of oscillatory integrals, sowemake it the objective of this paper
to fill in all the details. After reproving in more detail the formula for the symbol
of the adjoint of a pseudo-differential operator and the formula for the symbol of a
product of two pseudo-differential operators, we define the corresponding analog of
Sobolev spaces for which we prove the Sobolev and Rellich lemmas. We then extend
these results to finitely generated projective right modules over the noncommutative
n torus.
We list these results below.
Theorem 1.1.1. Suppose P is a pseudo-differential operator with symbol σ(P) =
ρ = ρ(ξ) of order M . Then the symbol of the adjoint P∗ is of order M and satisfies
σ(P∗) ∼ ∑`∈Zn≥0 ∂`δ`[(ρ(ξ))∗]`1!···`n! .
Theorem 1.1.2. Suppose that P is a pseudo-differential operator with symbol
σ(P) = ρ = ρ(ξ) of order M1, and Q is a pseudo-differential operator with symbol
σ(Q) = φ = φ(ξ) of order M2. Then the symbol of the product QP is of order
M1 + M2 and satisfies σ(QP) ∼ ∑`∈Zn≥0 1`1!···`n!∂`φ(ξ)δ`ρ(ξ), where ∂` := ∏ j ∂`jj
and δ` :=
∏
j δ
`j
j .
Theorem 1.1.3. For s > k + 1, Hs ⊆ Akθ .
Theorem 1.1.4. Let {aN } ∈ A∞θ be a sequence. Suppose that there is a constant C
so that | |aN | |s ≤ C for all N . Let s > t. Then there is a subsequence {aNj } that
3converges in Ht .
Theorem 1.1.5. (a) For a pseudo-differential operator P with r×r matrix valued
symbol σ(P) = ρ = ρ(ξ), the symbol of the adjoint P∗ satisfies
σ(P∗) ∼
∑
(`1,...,` n)∈(Z≥0)n
∂`11 · · · ∂`nn δ`11 · · · δ`nn (ρ(ξ))∗
`1! · · · `n! .
(b) IfQ is a pseudo-differential operator with r × r matrix valued symbol σ(Q) =
ρ′ = ρ′(ξ), then the product PQ is also a pseudo-differential operator and
has symbol
σ(PQ) ∼
∑
(`1,...,` n)∈(Z≥0)n
∂`11 · · · ∂`nn (ρ(ξ))δ`11 · · · δ`nn (ρ′(ξ))
`1! · · · `n! .
Theorem 1.1.6. For s > k + 1, Hs ⊆ e(Akθ )r .
Theorem 1.1.7. Let { ®aN } ∈ e(A∞θ )r be a sequence. Suppose that there is a constant
C so that | | ®aN | |s ≤ C for all N . Let s > t. Then there is a subsequence { ®aNj } that
converges in Ht .
1.2 Preliminaries
Fix some skew symmetric n×nmatrix θ with upper triangular entries inR\Q that are
linearly independent over Q. Consider the irrational rotation C∗-algebra Aθ with n
unitary generatorsU1, . . . ,Un which satisfyUkU j = e2piiθ j ,kU jUk andU∗j = U
−1
j (Aθ
is the universal suchC∗-algebra with these generators and relations, so we opt not to
use a GNS construction). Let {αs}s∈Rn be a n-parameter group of automorphisms
given by
∏
j U
mj
j 7→ eis·m
∏
j U
mj
j . We define the subalgebra A
k
θ of C
k elements of
Aθ to be those a ∈ Aθ such that the mapping Rn → Aθ given by s 7→ αs(a) is Ck ,
4and we define the subalgebra A∞θ of smooth elements of Aθ to be those a ∈ Aθ such
that the mapping Rn → Aθ given by s 7→ αs(a) is smooth. An alternative definition
of the subalgebra A∞θ of smooth elements is the elements in Aθ that can be expressed
by an expansion of the form
∑
m∈Zn am
∏
j U
mj
j , where the sequence {am}m∈Zn is in
the Schwartz space S(Zn) in the sense that, for all α ∈ Zn,
sup
m∈Zn
(
∏
j
|m j |αj |am |) < ∞.
Define the trace τ : Aθ → C by τ(∏ j Umjj ) = 0 for m j not all zero and τ(1) = 1
and define an inner product 〈·, ·〉 : Aθ × Aθ → C by 〈a, b〉 = τ(b∗a) with induced
norm | | · | | : Aθ → R≥0. Let D j = −i∂j and define derivations δ j by the relations
δ j(U j) = U j and δ j(Uk) = 0 for j , k. For convenience, denote ∂` := ∏ j ∂`jj ,
δ` :=
∏
j δ
`j
j , and D
` :=
∏
j D
`j
j . We define a map ψ : ρ 7→ Pρ assigning a
pseudo-differential operator on A∞θ to a symbol ρ ∈ C∞(Rn, A∞θ ).
Definition 1.2.1. For ρ ∈ C∞(Rn, A∞θ ), let Pρ be the pseudo-differential operator
sending arbitrary a ∈ A∞θ to
Pρ(a) := 1(2pi)n
∫
Rn
∫
Rn
e−is·ξ ρ(ξ)αs(a) ds dξ.
The integral above does not converge absolutely; it is an oscillatory integral. We
define oscillatory integrals below as in [61].
Definition 1.2.2. Let q be a nondegenerate real quadratic form on Rn, a be a C∞
complex-valued function defined on Rn such that the functions (1+ |x |2)−m/2∂αa(x)
are bounded on Rn for all α ∈ Zn≥0, and ϕ be a Schwartz function, i.e. the functions
5xα∂βϕ(x) are bounded on Rn for all pairs α, β ∈ Zn≥0. Suppose further that ϕ(0) = 1.
Then the limit
lim
→0
∫
eiq(x)a(x)ϕ( x) dx
exists, is independent of ϕ (as long as ϕ(0) = 1), and is equal to ∫ eiq(x)a(x) dx when
a ∈ L1. When a < L1, we continue to denote this limit by ∫ eiq(x)a(x) dx, and have
an estimate∫ eiq(x)a(x) dx ≤ Cq,m max|α |≤m+n+1 inf{U ∈ R : |(1 + |x |2)−m/2∂αa| ≤ U a.e.}
where Cq,m depends only on the quadratic form q and the order m.
As shown in [61], oscillatory integrals behave essentially like absolutely convergent
integrals in that one can still make changes of variables, integrate by parts, differen-
tiate under the integral sign, and interverse integral signs. Given certain conditions
on ρ, Pρ(a) satisfies the conditions of the oscillatory integral, and we can evaluate
Pρ(a).
Definition 1.2.3. An element ρ = ρ(ξ) = ρ(ξ1, . . . , ξn) of C∞(Rn, A∞θ ) is a symbol
of order m if and only if for all non-negative integers i1, . . . , in, j1, . . . , jn
| |δi11 · · · δinn (∂ j11 · · · ∂ jnn ρ)(ξ)| | ≤ Cρ(1 + |ξ |)m−| j | .
Example 2.6(i) of [61] gives a convenient formula for evaluating the oscillatory
integrals that appear in our calculation of Pρ(a).
Proposition 1.2.4. Suppose that, for some m, a is a C∞ complex-valued function
defined on Rn such that the functions (1 + |x |2)−m/2∂αa(x) are bounded on Rn for
6all α ∈ Zn≥0. Then
1
(2pi)n
∫
Rn
∫
Rn
e−iy·ηa(y) dy dη = 1(2pi)n
∫
Rn
∫
Rn
e−iy·ηa(η) dy dη = a(0).
We apply Proposition 1.2.4 to get a basic result.
Lemma 1.2.5. Let a = ∑m∈Zn am ∏ j Umjj be an arbitrary element of A∞θ and let
ρ ∈ C∞(Rn, A∞θ ) be a symbol of order M . Then
Pρ(a) =
∑
m∈Zn
ρ(m)am
n∏
j=1
Umjj .
Proof. First consider the case a =
∏
j U
mj
j . We get
Pρ
©­«
n∏
j=1
Umjj
ª®¬ = 1(2pi)n
∫
Rn
∫
Rn
e−is·ξ ρ(ξ)αs ©­«
n∏
j=1
Umjj
ª®¬ ds dξ
=
1
(2pi)n
∫
Rn
∫
Rn
e−is·ξ ρ(ξ)eis·m
n∏
j=1
Umjj ds dξ
=
1
(2pi)n
∫
Rn
∫
Rn
e−is·(ξ−m)ρ(ξ) ds dξ
n∏
j=1
Umjj
=
1
(2pi)n
∫
Rn
∫
Rn
e−is·ηρ(η + m) ds dη
n∏
j=1
Umjj
= ρ(m)
n∏
j=1
Umjj ,
as desired, having substituted η = ξ −m and applied the result of Proposition 1.2.4.
Now consider the general case a =
∑
m∈Zn am
∏
j U
mj
j . Since αs is an automorphism
on Aθ , we get
Pρ(a) =
∑
m∈Zn
ρ(m)am
n∏
j=1
Umjj ,
and we are done.
71.3 Asymptotic formula for the symbol of the adjoint of a pseudo-differential
operator
Here we prove the formula for the symbol of the adjoint for the noncommutative n
torus, adapting the proof of Lemma 1.2.3 of [38] to the noncommutative n torus.
Theorem 1.3.1. Suppose P is a pseudo-differential operator with symbol σ(P) =
ρ = ρ(ξ) of order M . Then the symbol of the adjoint P∗ is of order M and satisfies
σ(P∗) ∼
∑
`∈Zn≥0
∂`δ`[(ρ(ξ))∗]
`1! · · · `n! .
Proof. Let a, b ∈ A∞θ . We have
〈Pρ(a), b〉 = τ
(
b∗
1
(2pi)n
∫
Rn
∫
Rn
e−is·ξ ρ(ξ)αs(a) ds dξ
)
=
1
(2pi)n
∫
Rn
∫
Rn
e−is·ξτ(b∗ρ(ξ)αs(a)) ds dξ
=
1
(2pi)n
∫
Rn
∫
Rn
e−is·ξτ(α−s(ρ(ξ)∗b)∗a) ds dξ
= τ
((
1
(2pi)n
∫
Rn
∫
Rn
e+is·ξα−s(ρ(ξ)∗b) ds dξ
)∗
a
)
= 〈a,P∗ρ(b)〉,
where
P∗ρ(b) =
1
(2pi)n
∫
Rn
∫
Rn
e+is·ξα−s(ρ(ξ)∗b) ds dξ
=
1
(2pi)n
∫
Rn
∫
Rn
e+is·ξα−s(ρ(ξ)∗)α−s(b) ds dξ
=
∑
m,k
1
(2pi)n
∫
Rn
∫
Rn
e+is·ξe+is·mρm(ξ)∗e−is·kbk ds dξU−mnn · · ·U−m11 Uk11 · · ·Uknn
=
∑
m,k
1
(2pi)n
∫
Rn
∫
Rn
e−is·ηρm((k − m) − η)∗bk ds dηU−mnn · · ·U−m11 Uk11 · · ·Uknn
8=
∑
m,k
ρm(k − m)∗bkU−mnn · · ·U−m11 Uk11 · · ·Uknn
=
∑
m,k
(ρm(k − m)Um11 · · ·Umnn )∗(bkUk11 · · ·Uknn ),
so
σ(P∗ρ)(ξ) =

∑
m
ρm(ξ − m)
n∏
j=1
Umjj

∗
=

1
(2pi)n
∫
Rn
∫
Rn
e−ix·y
∑
m
ρm(ξ − y)αx ©­«
n∏
j=1
Umjj
ª®¬ dx dy

∗
=
[
1
(2pi)n
∫
Rn
∫
Rn
e−ix·yαx(ρ(ξ − y)) dx dy
]∗
.
We have
ρ(ξ − y) =
∑
|` |<N1
(−y)`
`!
(∂`ρ)(ξ) + RN1(ξ, y)
αx(ρ(ξ − y)) =
∑
|` |<N1
∑
m
(−y)`
`!
(∂`ρm)(ξ)eix·m ©­«
n∏
j=1
Umjj
ª®¬ + αx(RN1(ξ, y)),
where
RN1(ξ, y) = N1
∑
|` |=N1
(−y)`
`!
∫ 1
0
(1 − γ)N1−1(∂`ρ)(ξ − yγ) dγ
so the corresponding symbol is
σ(P∗ρ)(ξ) =

∑
|` |<N1
∑
m
(−m)`
`!
(∂`ρm)(ξ)
m∏
j=1
Umjj + TN1(ξ, y)

∗
=
∑
|` |<N1
∂`δ`[(ρ(ξ))∗]
`!
+ TN1(ξ, y)∗,
where
TN1(ξ, y) =
1
(2pi)n
∫
Rn
∫
Rn
e−ix·yαx(RN1(ξ, y)) dx dy.
9It remains to show that this symbol is of order M . Obviously,∑
N≤`<N1
∂`δ`[(ρ(ξ))∗]
`!
∈ SM−N,
so we need to show that the remainder is of order M − N1. Note that
σ(P∗ρ)(ξ) −
∑
|` |<N1
∂`δ`[(ρ(ξ))∗]
`!
= TN1(ξ, y)∗.
Integrating by parts, we get∫
Rn
∫
Rn
e−ix·y
(−y)`
`!
αx
(∫ 1
0
(1 − γ)N1−1(∂`ρ)(ξ − yγ) dγ
)
dx dy
=
1
`!
∫
Rn
∫
Rn
e−ix·y(−Dx)`αx
(∫ 1
0
(1 − γ)N1−1(∂`ρ)(ξ − yγ) dγ
)
dx dy
=
1
`!
∫
Rn
∫
Rn
e−ix·y(−δ)`αx
(∫ 1
0
(1 − γ)N1−1(∂`ρ)(ξ − yγ) dγ
)
dx dy
=
1
`!
∫
Rn
∫
Rn
e−ix·y
∫ 1
0
(1 − γ)N1−1(−δ)`αx((∂`ρ)(ξ − yγ)) dγ dx dy
=
1
`!
∫
Rn
∫
Rn
e−ix·y(−1)`
∫ 1
0
(1 − γ)N1−1αx((δ`∂`ρ)(ξ − yγ)) dγ dx dy,
where, for arbitrary a =
∑
m am
∏
j U
mj
j ,
(−Dx)`αx(a) = (−Dx)`αx ©­«
∑
m
am
n∏
j=1
Umjj
ª®¬
= (−Dx)`
∑
m
ameix·m
n∏
j=1
Umjj
=
∑
m
am(−m)`eix·m
n∏
j=1
Umjj
= (−δ)`αx(a).
Since ρ ∈ SM and |` | = N1 we have δ`∂`ρ ∈ SM−N1 . We get the boundedness of
`N1−M(ξ)
∫
Rn
∫
Rn
e−ix·yαx(RN1(ξ, y)) dx dy
because ∂`RN1(y, ξ) is the rest of index N1 in the Taylor expansion of ∂`(ξ − yγ) for
which one has ∂`ρ ∈ SM−N1 .
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1.4 Asymptotic formula for the symbol of a product of two pseudo-differential
operators
Next we prove the formula for the product or composition of symbols for the
noncommutative n torus, adapting the proof of Theorem 7.1 of [69].
Theorem 1.4.1. Suppose that P is a pseudo-differential operator with symbol
σ(P) = ρ = ρ(ξ) of order M1, and Q is a pseudo-differential operator with symbol
σ(Q) = φ = φ(ξ) of order M2. Then the symbol of the product QP is of order
M1 + M2 and satisfies
σ(QP) ∼
∑
`∈Zn≥0
1
`1! · · · `n!∂
`φ(ξ)δ`ρ(ξ),
where ∂` :=
∏
j ∂
`j
j and δ
` :=
∏
j δ
`j
j .
Proof. We want to show that if ρ : Rn → A∞θ is of order M1 and φ : Rn → A∞θ is of
order M2, Pφ ◦ Pρ = Pµ, where µ is of order M1 +M2 and has asymptotic expansion
µ ∼
∑` 1
`!
∂`φ(ξ)δ`ρ(ξ).
Let {ϕk} be the partition of unity constructed in Theorem 6.1 of [69] and define
φk(ξ) := φ(ξ)ϕk(ξ). We have
Pφk (a) =
1
(2pi)n
∫
Rn
∫
Rn
eis·ξφk(ξ)αs(a) ds dξ.
Summing over k from zero to infinity and applying Fubini’s Theorem, we get
∞∑
k=0
Pφk (a) =
1
(2pi)n
∫
Rn
∫
Rn
e−is·ξ
∞∑
k=0
φk(ξ)αs(a) ds dξ
=
1
(2pi)n
∫
Rn
∫
Rn
e−is·ξφ(ξ)αs(a) ds dξ,
11
so
Pφ(a) =
∞∑
k=0
Pφk (a)
and the convergence of the series is absolute and uniform for all a ∈ A∞θ . We want
to compute the symbol of Pφ ◦ Pρ, but issues with convergence of integrals make it
so we need to compute the symbol of Pφk ◦ Pρ. Let a ∈ A∞θ be arbitrary. Applying
Pφk ◦ Pρ we get
Pφk (Pρ(a)) =
1
(2pi)n
∫
Rn
∫
Rn
e−is·ξφk(ξ)αs(Pρ(a)) ds dξ
=
1
(2pi)n
∫
Rn
∫
Rn
e−is·ξφk(ξ)αs
(
1
(2pi)n
∫
Rn
∫
Rn
e−it·ηρ(η)αt(a) dt dη
)
ds dξ
=
1
(2pi)2n
∫
Rn
∫
Rn
{∫
Rn
∫
Rn
e−is·ξ−it·ηφk(ξ)αs(ρ(η))αs+t(a) dt dη
}
ds dξ
=
1
(2pi)2n
∫
Rn
∫
Rn
{∫
Rn
∫
Rn
e−ix·ξ−i(y−x)·ηφk(ξ)αx(ρ(η))αy(a) dy dη
}
dx dξ
=
1
(2pi)2n
∫
Rn
∫
Rn
{∫
Rn
∫
Rn
e−ix·(ξ−η)−iy·ηφk(ξ)αx(ρ(η))αy(a) dy dη
}
dx dξ
=
1
(2pi)2n
∫
Rn
∫
Rn
{∫
Rn
∫
Rn
e−ix·σ−iy·τφk(σ + τ)αx(ρ(τ))αy(a) dy dτ
}
dx dσ
=
1
(2pi)n
∫
Rn
∫
Rn
e−iy·τ
{
1
(2pi)n
∫
Rn
∫
Rn
e−ix·σφk(σ + τ)αx(ρ(τ)) dx dσ
}
αy(a) dy dτ
=
1
(2pi)n
∫
Rn
∫
Rn
e−iy·τµk(τ)αy(a) dy dτ,
where
µk(τ) = 1(2pi)n
∫
Rn
∫
Rn
e−ix·σφk(σ + τ)αx(ρ(τ))) dx dσ,
having done the changes of variables (x, y) = (s, s + t) and (σ,τ) = (ξ − η,η) and
applied Proposition 1.2.4. This suggests that
Pφ(Pρ(a)) = 1(2pi)n
∫
Rn
∫
Rn
e−iy·τµ(τ)αy(a) dy dτ,
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where µ(τ) = ∑∞k=0 µk(τ). We need to show that µ is a symbol in SM1+M2 and has
our desired asymptotic expression. Define µk by
µk(ξ) = 1(2pi)2
∫
Rn
∫
Rn
e−ix·yφk(ξ + y)αx(ρ(ξ)) dx dy
for all ξ ∈ Rn. By Taylor’s formula with integral remainder given in Theorem 6.3
of [69], we get
φk(ξ + y) =
∑
|` |<N1
y`
`!
(∂`φk)(ξ) + RN1(y, ξ),
where
RN1(y, ξ) = N1
∑
|` |=N1
y`
`!
∫ 1
0
(1 − γ)N1−1(∂`φk)(ξ + γy) dγ (1.1)
for all y, ξ ∈ R2. Substituting back into our expression for µk(ξ) we get
µk(ξ) = 1(2pi)n
∫
Rn
∫
Rn
e−ix·y
∑
|` |<N1
y`
`!
(∂`φk)(ξ)αx(ρ(ξ)) dx dy + T (k)N1 (ξ),
where
T (k)N1 (ξ) =
1
(2pi)n
∫
Rn
∫
Rn
e−ix·yRN1(y, ξ)αx(ρ(ξ)) dx dy.
Expressing ρ(ξ) as ρ(ξ) = ∑m ρm(ξ)∏nj=1 Umjj , we see that
αx(ρ(ξ)) =
∑
m
ρm(ξ)eix·m
n∏
j=1
Umjj
so
µk(ξ) − T (k)N1 (ξ) =
∑
|` |<N1
∑
m
1
(2pi)n
∫
Rn
∫
Rn
e−ix·y
y`
`!
(∂`φk)(ξ)ρm(ξ)eix·m
n∏
j=1
Umjj dx dy
=
∑
|` |<N1
1
`!
(∂`φk)(ξ)
∑
m
ρm(ξ)
n∏
j=1
Umjj
1
(2pi)n
∫
Rn
∫
Rn
e−ix·(y−m)y` dx dy
=
∑
|` |<N1
1
`!
(∂`φk)(ξ)
∑
m
ρm(ξ)
n∏
j=1
Umjj m
`
=
∑
|` |<N1
1
`!
(∂`φk)(ξ)(δ`ρ)(ξ).
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Let µ(ξ) = ∑∞k=0 µk(ξ). It remains to show that µ is of order M1 + M2. Obviously,∑
N≤|` |<N1
y`
`!
(∂`φ)(ξ)(δ`ρ)(ξ) ∈ SM1+M2−N,
so we just need to show that the remainder is of order M1 + M2 − N1. Note that
µ(ξ) −
∑
|` |<N1
y`
`!
(∂`φ)(ξ)(δ`ρ)(ξ) =
∞∑
k=0
T (k)N1 (ξ),
where
T (k)N1 (ξ) =
1
(2pi)n
∫
Rn
∫
Rn
e−ix·yRN1(y, ξ)αx(ρ(ξ)) dx dy
and
RN1(y, ξ) = N1
∑
|` |=N1
y`
`!
∫ 1
0
(1 − γ)N1−1(∂`φk)(ξ + γy) dγ.
Integrating by parts, we get∫
Rn
∫
Rn
e−ix·y
y`
`!
∫ 1
0
(1 − γ)N1−1(∂`φk)(ξ + γy) dγαx(ρ(ξ)) dx dy
=
1
`!
∫
Rn
∫
Rn
e−ix·yy`
∫ 1
0
(1 − γ)N1−1(∂`(φk)(ξ + γy) dγαx(ρ(ξ)) dx dy
=
1
`!
∫
Rn
∫
Rn
e−ix·y
∫ 1
0
(1 − γ)N1−1(∂`(φk)(ξ + γy) dγD`xαx(ρ(ξ)) dx dy
=
1
`!
∫
Rn
∫
Rn
e−ix·y
∫ 1
0
(1 − γ)N1−1(∂`(φk)(ξ + γy) dγδ`αx(ρ(ξ)) dx dy
=
1
`!
∫
Rn
∫
Rn
e−ix·y
∫ 1
0
(1 − γ)N1−1(∂`(φk)(ξ + γy) dγαx((δ`ρ)(ξ)) dx dy,
where for arbitrary a =
∑
m am
∏
j U
mj
j we have
(Dx)`αx(a) = (Dx)`αx ©­«
∑
m
am
n∏
j=1
Umjj
ª®¬
= (Dx)`
∑
m
ameix·m
n∏
j=1
Umjj
=
∑
m
amm`eix·m
n∏
j=1
Umjj
= δ`αx(a).
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Since |` | = N1, we have ∂`(φk) ∈ SM2−N1 and δ`ρ ∈ SM1 . We get the boundedness
of
µN1−M1−M2(ξ)
∫
Rn
∫
Rn
e−ix·yRN1(y, ξ)αx(ρ(ξ)) dx dy
since δ`ρ ∈ SM1 and ∂`RN1(y, ξ) is the rest of index N1 in Taylor’s expansion of
∂`φk(ξ + γy) for which on has ∂`φk ∈ SM2−N1 .
1.5 Sobolev spaces on the noncommutative n torus
We develop a theory of Sobolev spaces on the noncommutative n-torus. Sobolev
spaces on noncommutative tori were originally introduced by Spera [66], but have
also been written about by various other researchers [40, 52, 57, 58, 65, 70]. We
construct Hs, the Sobolev spaces, in terms of the Hilbert inner product, and Ck , the
analog of k times continuously differentiable functions, in terms of the C∗ norm.
Let λ(ξ) = (1 + ξ21 + · · · + ξ2n )1/2. Consider the following inner product on A∞θ .
Definition 1.5.1. Define the Sobolev inner product 〈·, ·〉s : A∞θ × A∞θ → C by
〈a, b〉s := 〈Pλs (a),Pλs (b)〉 =
∑
m
(1 + |m1 |2 + · · · + |mn |2)sbmam.
Note that for s = 0 this agrees with 〈·, ·〉. This inner product induces the following
norm.
Definition 1.5.2. Define the Sobolev norm | | · | |s : A∞θ → R≥0 by
| |a| |2s := 〈Pλs (a),Pλs (a)〉 =
∑
m
(1 + |m1 |2 + · · · + |mn |2)s |am |2.
Using this norm, we can define the analog of Sobolev spaces on the noncommutative
n torus.
15
Definition 1.5.3. Define the Sobolev space Hs to be the completion of A∞θ with
respect to | | · | |s.
We can prove that a pseudo-differential operator of order d ∈ R continuously maps
Hs into Hs−d . However, we must first prove the case where s = d.
Theorem 1.5.4. Suppose ρ ∈ Sd . Then | |Pρ(a)| |0 ≤ C | |a| |d for some constant
C > 0 and Pρ defines a bounded operator Pρ : Hd → H0.
Proof. Note that {∏ j Umjj : m ∈ Zn} is an orthogonal basis with respect to
〈·, ·〉s, which is orthonormal in the case s = 0. We have | |∏ j Umjj | |20 = 1,
| |ρm(ξ)∏ j Umjj | |20 = |ρm(ξ)|2, and | |ρ(ξ)| |20 = ∑m |ρm(ξ)|2. Since ρ is of order d, we
have | |ρ(ξ)| |0 ≤ Cρ(1+ |ξ |)d , and since (1− |ξ |)2 ≥ 0 gives us (1+ |ξ |)2 ≤ 2(1+ |ξ |2),
we have
| |ρ(ξ)| |20 ≤ C2ρ(1 + |ξ |)2d ≤ C2ρ2d(1 + |ξ |2)d .
Let kρ := C2ρ2d . Then we have∑
m
|ρm(ξ)|2 ≤ kρ(1 + |ξ |2)d .
Let es,m := (1 + |m1 |2 + · · · + |mn |2)−s/2 ∏ j Umjj and Es := {es,m | m ∈ Zn}. By
definition we have Es orthonormal with respect to 〈·, ·〉s. It suffices to prove this
theorem for the case a = ed,m by the orthonormality of Ed since
| |Pρ(a)| |20 =
∑
m
|am |2 | |Pρ(ed,m)| |20
and
| |a| |2d =
∑
m
|am |2 | |ed,m | |2d .
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Since | |ed,m | |2d = 1, it suffices to show that
| |Pρ(ed,m)| |20 ≤ K
for some constant K > 0. We have
| |Pρ(ed,m)| |20 = | |ρ(m)ed,m | |20
= | |ρ(m)(1 + |m1 |2 + · · · + |mn |2)−d/2
n∏
j=1
Umjj | |20
=

∑k ρk(m)
n∏
j=1
Uk jj (1 + |m1 |2 + · · · + |mn |2)−d/2
n∏
j=1
Umjj


2
0
= (1 + |m1 |2 + · · · + |mn |2)−d

∑k ρk(m)
n∏
j=1
Uk jj
n∏
j=1
Umjj


2
0
= (1 + |m1 |2 + · · · + |mn |2)−d

∑k ρk(m)w(m, k)
n∏
j
Umj+k jj


2
0
= (1 + |m1 |2 + · · · + |mn |2)−d

∑k,` ρk−m(m)w(m, k − m)
n∏
j=1
Uk jj


2
0
= (1 + |m1 |2 + · · · + |mn |2)−d
∑
k
|ρk−m(m)|2
= (1 + |m1 |2 + · · · + |mn |2)−d
∑
k,`
|ρk(m)|2
≤ (1 + |m1 |2 + · · · + |mn |2)−dkρ(1 + |m1 |2 + · · · + |mn |2)d = kρ,
where
w(k,m) :=
n∏
j=1
Umjj
n∏
j=1
Uk jj
©­«
n∏
j=1
Umj+k jj
ª®¬ ∈ S1 ⊂ C
so our desired constant is K = kρ = C2ρ2d and we are done.
For the general case s , d we need to prove a lemma saying that | | · | |s = | | · | |s−t ◦Pλt .
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Lemma 1.5.5. For any a ∈ A∞θ and s, t ∈ R, a ∈ Hs if and only if Pλt (a) ∈ Hs−t
with | |a| |s = | |Pλt (a)| |s−t .
Proof. Suppose that a ∈ Hs or Pλt (a) ∈ Hs−t . Then
| |Pλt (a)| |2s−t =
∑
m
(1 + |m1 |2 + · · · + |mn |2)s−tλ2t(m)|am |2
=
∑
m
(1 + |m1 |2 + · · · + |mn |2)s−t(1 + |m1 |2 + · · · + |mn |2)t |am |2
=
∑
m
(1 + |m1 |2 + · · · + |mn |2)s |am |2
= | |a| |s
so we know that a ∈ Hs and Pλt (a) ∈ Hs−t .
Then the general case follows quite easily.
Corollary 1.5.6. Suppose ρ ∈ Sd . Then | |Pρ(a)| |s−d ≤ C | |a| |s for some constant
C > 0 and Pρ defines a bounded operator Pρ : Hs → Hs−d .
Proof. By Lemma 1.5.5, we have | |Pρ(a)| |s−d = | |Pλs−d (Pρ(a))| |0. By Theorem
1.4.1, the symbol σ(Pλs−d ◦ Pρ) is of order d + (s − d) = s, so Theorem 1.5.4 gives
us | |Pλs−d (Pρ(a))| |0 ≤ C | |a| |s for some constant C > 0.
We can also define an analog of the Ck norm for the noncommutative n torus.
Definition 1.5.7. Define the Ck norm | | · | |∞,k : A∞θ → R≥0 as follows:
| |a| |∞,k :=
∑
|` |≤k
| |δ`(a)| |C∗,
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where the C∗ norm | | · | |C∗ is given by
| |a| |2C∗ := sup{|λ | : a∗a − λ · 1 not invertible}.
Since, for arbitrary a =
∑
m am
∏
j U
mj
j ,
D`sαs(a) = (−i∂s)`
∑
m
eis·mam
n∏
j=1
Umjj
=
∑
m
m`eis·mam
n∏
j=1
Umjj
=
∑
m
δ`eis·mam
n∏
j=1
Umjj
= δ`αs(a)
we have Akθ = C
k .
We can easily prove an analog of the Sobolev lemma as follows.
Theorem 1.5.8. For s > k + 1, Hs ⊆ Akθ .
Proof. First consider the case k = 0. Note that | | · | |∞,0 = | | · | |C∗ so for arbitrary
am
∏
j U
mj
j we have
| |am
n∏
j=1
Umjj | |2∞,0 = sup{|λ | : |am |2 − λ · 1 not invertible} = |am |2
and for arbitrary a =
∑
m am
∏
j U
mj
j we have
| |a| |2∞,0 ≤
∑
m
| |am
n∏
j=1
Umjj | |2∞,0 =
∑
m
|am |2 = | |a| |20
by the triangle inequality. We have
a =
∑
m
amλs(m)λ−s(m)
n∏
j=1
Umjj
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so by the Cauchy-Schwarz inequality we get
| |a| |20 ≤ ||a| |2s
∑
m
(1 + |m1 |2 + · · · + |mn |2)−s .
Since 2s > 2, (1+ |m1 |2+· · ·+ |mn |2)−s is summable overm ∈ Zn and | |a| |20 ≤ C | |a| |s.
Thus we get | |a| |∞,0 ≤ ||a| |0 ≤ C | |a| |s and Hs ⊆ A0θ .
Now suppose k > 0. Using what we’ve proven for the previous case, we have
| |δ`(a)| |∞,0 ≤ C | |δ`(a)| |s−|` |
= C | |
∑
m
m`am
n∏
j=1
Umjj | |s−|` |
< C | |
∑
m
(1 + |m1 |2 + · · · + |mn |2)|` |am
n∏
j=1
Umjj | |s−|` |
= C | |Pλ |` | (a)| |s−|` |
= C | |a| |s
for |` | ≤ k since s − |` | ≥ s − k > 1. Therefore,
| |a| |∞,k =
∑
|` |≤k
| |δ`(a)| |∞,0 ≤
∑
|` |≤k
C | |a| |s ≤ C | |a| |s(k + 1)(k + 2)/2
and we get Hs ⊆ Akθ .
We get the following corollary.
Corollary 1.5.9.
⋂
s∈R
Hs = A∞θ .
Proof. Suppose a ∈ ⋂s∈R Hs. Then for any k ∈ Z≥0, a ∈ Hk+2, so by the theorem
we just proved, a ∈ Akθ . Consequently a ∈ A∞θ , so
⋂
s∈R Hs ⊆ A∞θ .
Suppose a ∈ A∞θ . Then since Hs is the completion of A∞θ with respect to | | · | |s,
A∞θ ⊆ Hs for all s ∈ R, and A∞θ ⊆
⋂
s∈R Hs.
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We can also prove an analog of the Rellich lemma for the noncommutative n torus.
Theorem 1.5.10. Let {aN } ∈ A∞θ be a sequence. Suppose that there is a constant
C so that | |aN | |s ≤ C for all N . Let s > t. Then there is a subsequence {aNj } that
converges in Ht .
Proof. Let es,m := (1+ |m1 |2+ · · ·+ |mn |2)−s/2 ∏nj=1 Umjj and Es := {es,m | m ∈ Zn}.
Es is an orthonormal basis with respect to 〈·, ·〉s, so we can write aN := ∑k aN,kes,k .
Then
|aN,k |2 ≤
∑
k
|aN,k |2 ≤ C2
and |aN,k | ≤ C. Applying the Arzela-Ascoli theorem to {aN,k} for some fixed k,
we can get a subsequence {aNj,k} of {aN,k} such that for any  > 0 there exists
M() ∈ N such that |aNi,k − aNj,k | <  whenever i, j ≥ M(). Do this for all
|k1 |2 + · · · + |kn |2 ≤ r , replacing {aN } with {aNj } each time. Then we get a
subsequence {aNj } of {aN } such that for any  > 0 there exists M() ∈ N such that,
for all |k1 |2+ · · ·+ |kn |2 ≤ r , |aNi,k −aNj,k | <  whenever i, j ≥ M(). Now consider
the sum
| |aNi − aNj | |2t =
∑
k
|aNi,k − aNj,k |2(1 + |k1 |2 + · · · + |kn |2)t−s .
Decompose it into two parts: one where |k1 |2 + · · · + |kn |2 > r2 and one where
|k1 |2 + · · · + |kn |2 ≤ r . On |k1 |2 + · · · + |kn |2 > r2 we estimate
(1 + |k1 |2 + · · · + |kn |2)t−s < (1 + r2)t−s
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so that
∑
|k1 |2+···+|kn |2≥r2
|aNi,k − aNj,k |2(1 + |k1 |2 + · · · + |kn |2)t−s
< (1 + r2)t−s
∑
k
|aNi,k − aNj,k |2 ≤ 2C2(1 + r2)t−s .
If  > 0 is given, we choose r so that 2C2(1 + r2)t−s <  . The remaining part of the
sum is over |k1 |2+· · ·+|kn |2 ≤ r2 and can be bounded above by ′ := −2C2(1+r2)t−s
if i, j ≥ M( n√′/(2r+1)) because a ball of radius r centered at the origin is contained
in a cube of side length 2r that has (2r + 1)n lattice points. Then the total sum is
bounded above by  , and we are done.
1.6 The pseudo-differential calculus on f.g. projective modules over the non-
commutative n torus
We can generalize these results to arbitrary finitely generated projective right mod-
ules over the noncommutative n torus following p. 553 of [16], which considers
finitely generated projective modules over an arbitrary unital ∗-algebra. Let E be
a finitely generated projective right A∞θ -module. Since E is a finitely generated
projective right A∞θ -module, we can write E as a direct summand E = e(A∞θ )r of a
free module (A∞θ )r with direct complement F = (id−e)(A∞θ )r , where the idempotent
e ∈ Mr(A∞θ ) is self-adjoint. We make frequent use of the lift ι : E → (A∞θ )r sending
®a ∈ E to ®a ∈ E ⊆ (A∞θ )r . Consider an r × r matrix valued symbol ρ = (ρ j,k) where
ρ j,k : Rn → A∞θ are scalar symbols and ρ j,k ∈ Sd . Define the operator Pρ : E → E
as follows: Pρ(®a) := (2pi)−n
∫
Rn
∫
Rn
e−is·ξ ρ(ξ)αs(®a) ds dξ. Define the inner product
〈®a, ®b〉 : E × E → C sending (®a, ®b) 7→ τ(®b∗ ®a). Since 〈·, ·〉E = 〈·, ·〉(A∞θ )r |E×E , it’s
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actually easier to work with 〈·, ·〉 := 〈·, ·〉(A∞θ )r , applying ι when necessary. Since
Pρ(®a) j = (2pi)−n
∫
Rn
∫
Rn
e−is·ξ
∑r
k=1 ρ j,k(ξ)αs(ak) ds dξ, Lemma 1.2.5 generalizes to
E as follows after applying it to each component: Pρ(®a) = ∑m ρ(m)®am ∏nj=1 Umjj .
Theorems 1.3.1 and 1.4.1 generalize as follows.
Theorem 1.6.1. (a) For a pseudo-differential operator P with r×r matrix valued
symbol σ(P) = ρ = ρ(ξ), the symbol of the adjoint P∗ satisfies
σ(P∗) ∼
∑
(`1,...,` n)∈(Z≥0)n
∂`11 · · · ∂`nn δ`11 · · · δ`nn (ρ(ξ))∗
`1! · · · `n! .
(b) IfQ is a pseudo-differential operator with r × r matrix valued symbol σ(Q) =
ρ′ = ρ′(ξ), then the product PQ is also a pseudo-differential operator and
has symbol
σ(PQ) ∼
∑
(`1,...,` n)∈(Z≥0)n
∂`11 · · · ∂`nn (ρ(ξ))δ`11 · · · δ`nn (ρ′(ξ))
`1! · · · `n! .
Proof. First let’s prove part (a). Let ρ be an r × r matrix valued symbol of order M
and ®a, ®b ∈ E . We have
〈Pρ(®a), ®b〉 = τ
(
®b∗ 1(2pi)n
∫
Rn
∫
Rn
e−is·ξ ρ(ξ)αs(®a) ds dξ
)
= τ
((
1
(2pi)n
∫
Rn
∫
Rn
e+is·ξα−s(ρ(ξ)∗®b) ds dξ
)∗
®a
)
= 〈®a,P∗ρ(®b)〉,
where
P∗ρ(®b) j =
1
(2pi)n
∫
Rn
∫
Rn
e+is·ξ
r∑
k=1
α−s(ρ(ξ)∗j,kbk) ds dξ
=
1
(2pi)n
∫
Rn
∫
Rn
e+is·ξ
r∑
k=1
α−s(ρ(ξ)∗j,k)α−s(bk) ds dξ
=
∑
m,p
[
ρm(p − m)
n∏
h=1
Umhh
]∗ (
bp
n∏
h=1
Uphh
)
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so
σ(P∗ρ)(ξ) =
[∑
m
ρm(ξ − m)
n∏
h=1
Umhh
]∗
=
[
1
(2pi)n
∫
Rn
∫
Rn
e−ix·y
∑
m
ρm(ξ − y)αx
(
n∏
h=1
Umhh
)
dx dy
]∗
=
[
1
(2pi)n
∫
Rn
∫
Rn
e−ix·yαx(ρ(ξ − y)) dx dy
]∗
.
The rest of the proof reduces to the r = 1 case, applying it to each entry in ρ = (ρ j,k).
We proceed to part (b). Let ρ be an r × r matrix valued symbol of order m1 and φ
be an r × r matrix valued symbol of order m2. Let {ϕk} be a partition of unity and
define φk(ξ) := φ(ξ)ϕk(ξ). Let ®a ∈ E . We have
Pφk (Pρ(®a)) =
1
(2pi)n
∫
Rn
∫
Rn
e−is·ξφk(ξ)αs(Pρ(®a)) ds dξ
=
1
(2pi)n
∫
Rn
∫
Rn
e−is·ξφk(ξ)αs
(
1
(2pi)n
∫
Rn
∫
Rn
e−it·ηρ(η)αt(®a) dt dη
)
ds dξ
=
1
(2pi)2n
∫
Rn
∫
Rn
{∫
Rn
∫
Rn
e−is·ξ−it·ηφk(ξ)αs(ρ(η))αs+t(®a) dt dη
}
ds dξ
=
1
(2pi)2n
∫
Rn
∫
Rn
{∫
Rn
∫
Rn
e−ix·ξ−i(y−x)·ηφk(ξ)αx(ρ(η))αy(®a) dy dη
}
dx dξ
=
1
(2pi)2n
∫
Rn
∫
Rn
{∫
Rn
∫
Rn
e−ix·(ξ−η)−iy·ηφk(ξ)αx(ρ(η))αy(®a) dy dη
}
dx dξ
=
1
(2pi)2n
∫
Rn
∫
Rn
{∫
Rn
∫
Rn
e−ix·σ−iy·ηφk(σ + τ)αx(ρ(τ))αy(®a) dy dτ
}
dx dσ
=
1
(2pi)2n
∫
Rn
∫
Rn
e−iy·τ
{∫
Rn
∫
Rn
e−ix·σφk(σ + τ)αx(ρ(τ)) dx dσ
}
αy(®a) dy dτ
=
1
(2pi)n
∫
Rn
∫
Rn
e−iy·τλk(τ)αy(®a) dy dτ,
where λk(τ) = 1(2pi)n
∫
Rn
∫
Rn
e−ix·σφk(σ + τ)αx(ρ(τ)) dx dσ so
Pφ(Pρ(®a)) = 1(2pi)n
∫
Rn
∫
Rn
e−iy·τλ(τ)αy(®a) dy dτ,
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where λ(τ) = ∑∞k=0 λk(τ). Let λk(ξ) := 1(2pi)n ∫Rn∫Rne−ix·yφk(ξ + y)αx(ρ(ξ)) dx dy.
Since
λk(ξ)α,γ = 1(2pi)n
∫
Rn
∫
Rn
e−ix·y
r∑
β=1
φk(ξ + y)α,βαx(ρ(ξ)β,γ) dx dy
=
r∑
β=1
1
(2pi)n
∫
Rn
∫
Rn
e−ix·yφk(ξ + y)α,βαx(ρ(ξ)β,γ) dx dy,
the rest of the proof reduces to the r = 1 case, applying it to each summand in the
above sum.
Let λ(ξ) = (1 + ξ21 + · · · + ξ2n )1/2idE . Consider the following inner product on E .
Definition 1.6.2. Define the Sobolev inner product 〈·, ·〉s : E × E → C by 〈®a, ®b〉s :=
〈Pλs (®a),Pλs (®b)〉 = ∑ j,m(1 + |m1 |2 + · · · + |mn |2)sb j,ma j,m.
Note that for s = 0 this agrees with 〈·, ·〉E . Since 〈·, ·〉s,E = 〈·, ·〉s,(A∞θ )r |E×E , it’s
actually easier to work with 〈·, ·〉s := 〈·, ·〉s,(A∞θ )r , applying ι when necessary. This
inner product induces the following norm.
Definition 1.6.3. Define the Sobolev norm | | · | |s,E : E → R≥0 by
| | ®a| |2s,E := 〈Pλs (®a),Pλs (®a)〉 =
∑
j,m
(1 + |m1 |2 + · · · + |mn |2)s |a j,m |2.
Since | | · | |s,E = | | · | |s,(A∞θ )r |E , it’s actually easier to work with | | · | |s := | | · | |s,(A∞θ )r ,
applying ι when necessary. Using this norm, we can define the analog of Sobolev
spaces on E .
Definition 1.6.4. Define the Sobolev space Hs to be the completion of E with
respect to | | · | |s.
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We can prove that a pseudo-differential operator of order d ∈ R continuously maps
Hs into Hs−d . However we must first prove the case where s = d.
Theorem 1.6.5. Suppose ρ is a matrix valued symbol of order d. Then, for any
®a ∈ E , | |Pρ(®a)| |0 ≤ C | | ®a| |d for some constant C > 0 and Pρ defines a bounded
operator Pρ : Hd → H0.
Proof. Let {v j : j ∈ {1, . . . ,r}} be the standard basis of (A∞θ )r considered as a
finitely generated free right A∞θ -module. Let { f j = ev j : j ∈ {1, . . . ,r}} be a
generating set of the eigenvalue 1 eigenspace of e considered as an endomorphism of
(A∞θ )r . Note that { f j
∏
gU
mg
g : m ∈ Zn, j ∈ {1, . . . ,r}} spans E as a C-vector space,
and f j
∏
gU
mg
g and fk
∏
gU
ng
g are orthogonal. Consider the C-vector subspace
spanned by { f j ∏gUmgg ,m ∈ Zn} for fixed j. It has countable dimension. Let
{ f ja j,m : m ∈ I} be a basis of this subspace with index set I ⊆ Zn, where a j,m ∈
A∞θ . We can apply Gram–Schmidt with respect to 〈·, ·〉 and get an orthonormal
basis Fj := { f j,m : m ∈ I}. The subspaces for different j are still orthogonal,
so F := { f j,m : m ∈ I, j ∈ {1, . . . ,r}} is an orthogonal basis of E considered
as a C-vector space, normalized with respect to 〈·, ·〉. We have | | f j,m | |20 = 1,
| |ρ(ξ)h,j f j,m | |20 = | |ρ(ξ)h,j | |2, and | |ρ(ξ)h,j f j | |20 =
∑
h | |ρ(ξ)h,j | |20 . Since ρh,j is of
order d, we have | |ρ(ξ)h,j | |0 ≤ Cρ(1 + |ξ |)d , and since (1 − |ξ |)2 ≥ 0 gives us
(1 + |ξ |)2 ≤ 2(1 + |ξ |2), we have | |ρ(ξ)h,j | |20 ≤ C2ρ(1 + |ξ |)2d ≤ C2ρ2d(1 + |ξ |2)d . Let
kρ := C2ρ2d . Then we have | |ρ(ξ)h,j | |20 ≤ kρ(1 + |ξ |2)d . Let fs,j,m := f j,m/| | f j,m | |s
and
Fs := { fs,j,m | m ∈ I, j ∈ {1, . . . ,r}}.
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By definition, Fs is an orthonormal basis with respect to 〈·, ·〉s. It suffices to prove
this theorem for the case ®a = fd,j,m by the orthogonality of Fd since | |Pρ(®a)| |20 =∑
j,m |a j,m |2 | |Pρ( fd,j,m)| |20 and | | ®a| |2d =
∑
j,m |a j,m |2 | | fd,j,m | |2d . Since | | fd,j,m | |2d = 1, it
suffices to show that | |Pρ( fd,j,m)| |20 ≤ K for some constant K > 0. We have
| |Pρ( fd,j,m)| |20 = | |ρ(m) fd,j,m | |20 =
ρ(m) f j,m/| | f j,m | |d 20
=

∑
h
ρ(m)h,j f j,m/| | f j,m | |d

2
0
=
1
| | f j,m | |2d

∑
h
ρ(m)h,j f j,m

2
0
≤ 1| | f j,m | |2d
∑
h
| |ρ(m)h,j | |20
≤ 1| | f j,m | |2d
rkρ | | f j,m | |2d = rkρ
so our desired constant is K = rkρ = rC2ρ2d and we are done.
For the general case s , d we need to prove a lemma saying that | | · | |s = | | · | |s−t ◦Pλt .
Lemma 1.6.6. For any ®a ∈ E and s, t ∈ R, ®a ∈ Hs if and only if Pλt (®a) ∈ Hs−t with
| | ®a| |s = | |Pλt (®a)| |s−t .
Proof. Let {v j : j ∈ {1, . . . ,r}} be the standard basis of (A∞θ )r considered as a
finitely generated free right A∞θ -module. Let {v j,m = v j
∏
gU
mg
g : m ∈ Zn, j ∈
{1, . . . ,r}} be an orthonormal basis of (A∞θ )r considered as a C-vector space. Sup-
pose that ®a ∈ Hs or Pλt (®a) ∈ Hs−t . Then
| |Pλt (®a)| |2s−t =
∑
j,m
| |v j,m | |2s−tλ2t(m)|a j,m |2 =
∑
j,m
| |v j,m | |2s |a j,m |2 = | | ®a| |2s
so we know that ®a ∈ Hs and Pλt (®a) ∈ Hs−t .
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Then the general case follows quite easily.
Corollary 1.6.7. Suppose ρ is a matrix valued symbol of order d. Then
| |Pρ(®a)| |s−d ≤ C | | ®a| |s
for some constant C > 0 and Pρ defines a bounded operator Pρ : Hs → Hs−d .
Proof. By Lemma 1.6.6, we have | |Pρ(®a)| |s−d = | |Pλs−d (Pρ(®a))| |0. By Proposition
1.6.1(b), the matrix valued symbol σ(Pλs−d ◦ Pρ) is of order d + (s − d) = s, so
Theorem 1.6.5 gives us | |Pλs−d (Pρ(®a))| |0 ≤ C | | ®a| |s for some constant C > 0.
We can also define an analog of the Ck norm on E .
Definition 1.6.8. Define the Ck norm | | · | |∞,k : E → R≥0 as follows: | | ®a| |∞,k :=∑
|` |≤k | |δ`(®a)| |C∗ where the C∗ norm | | · | |C∗ is given by | | ®a| |2C∗ := sup{|λ | : ®a∗ ®a− λ ·
1 not invertible}.
Since, for arbitrary ®a = ∑ j,m f j ∏gUmgg a j,m,
D`sαs(®a) = (−i∂s)`
∑
j,m
eis·m f j
n∏
g=1
Umgg a j,m =
∑
j,m
m`eis·m f j
n∏
g=1
Umgg a j,m
=
∑
j,m
δ`eis·m f j
n∏
g=1
Umgg a j,m = δ
`αs(®a)
we have e(Akθ )r = Ck . We can easily prove an analog of the Sobolev lemma on E as
follows.
Theorem 1.6.9. For s > k + 1, Hs ⊆ e(Akθ )r .
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Proof. First consider the case k = 0. Note that | | · | |∞,0 = | | · | |C∗ so for ar-
bitrary f j
∏n
g=1 U
mg
g a j,m we have | | f j
∏n
g=1 U
mg
g a j,m | |2∞,0 = sup{|λ | : |a j,m |2 − λ ·
1 not invertible} = |a j,m |2 and for arbitrary ®a = ∑ j,m f j ∏ng=1 Umgg a j,m we have
| | ®a| |2∞,0 ≤
∑
j,m | | f j
∏n
g=1 U
mg
g a j,m | |2∞,0 ≤
∑
j,m |a j,m |2 = | | ®a| |20 by the triangle in-
equality. We have ®a = ∑ j,m λs(m) f j ∏ng=1 Umgg a j,mλ−s(m) so by the Cauchy-
Schwarz inequality we get | | ®a| |20 ≤ || ®a| |2s
∑
m(1 + |m1 |2 + · · · + |mn |2)−s. Since
2s > 2, (1 + |m1 |2 + · · · + |mn |2)−s is summable over m ∈ I and j ∈ {1, . . . ,r} so
| | ®a| |20 ≤ C | | ®a| |s. Thus we get | | ®a| |∞,0 ≤ || ®a| |0 ≤ C | | ®a| |s and Hs ⊆ e(A0θ)r .
Now suppose k > 0. Using what we’ve proven for the previous case, we have
| |δ`(®a)| |∞,0 ≤ C | |δ`(®a)| |s−|` | = C

∑j,m m` f j
n∏
g=1
Umgg a j,m


s−|` |
< C

∑j,m (1 + |m1 |2 + · · · + |mn |2)|` | f j
n∏
g=1
Umgg a j,m


s−|` |
= C | |Pλ |` | (®a)| |s−|` | = C | | ®a| |s
for |` | ≤ k since s − |` | ≥ s − k > 1. Therefore, | | ®a| |∞,k = ∑|` |≤k | |δ`(®a)| |∞,0 ≤∑
|` |≤k C | | ®a| |s ≤ C | | ®a| |s(k + 1)(k + 2)/2 and we get Hs ⊆ e(Akθ )r .
We get the following corollary.
Corollary 1.6.10. ⋂s∈R Hs = e(A∞θ )r .
Proof. Suppose a ∈ ⋂s∈R Hs. Then for any k ∈ Z≥0, ®a ∈ Hk+2, so by the theorem
we just proved, ®a ∈ e(Akθ )r . Consequently ®a ∈ e(A∞θ )r , so
⋂
s∈R Hs ⊆ e(A∞θ )r .
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Suppose a ∈ e(A∞θ )r . Then since Hs is the completion of e(A∞θ )r with respect to
| | · | |s, e(A∞θ )r ⊆ Hs for all s ∈ R, and e(A∞θ )r ⊆
⋂
s∈R Hs.
We can also prove an analog of the Rellich lemma on E .
Theorem 1.6.11. Let { ®aN } ∈ e(A∞θ )r be a sequence. Suppose that there is a constant
C so that | | ®aN | |s ≤ C for all N . Let s > t. Then there is a subsequence { ®aNj } that
converges in Ht .
Proof. Let {v j : j ∈ {1, . . . ,r}} be the standard basis of (A∞θ )r considered as a free
A∞θ -module. Let { f j = ev j : j ∈ {1, . . . ,r}} be a generating set of the eigenvalue 1
eigenspace of e considered as an endomorphism of (A∞θ )r . Note that { f j
∏
gU
mg
g :
m ∈ Zn, j ∈ {1, . . . ,r}} spans E as a C-vector space, and f j ∏gUmgg and fk ∏gUngg
are orthogonal. Consider the C-vector subspace spanned by { f j ∏gUmgg ,m ∈ Zn}
for fixed j. It has countable dimension. Let { f ja j,m : m ∈ I} be a basis of this
subspace with index set I ⊆ Zn where a j,m ∈ A∞θ . We can apply Gram–Schmidt with
respect to 〈·, ·〉 and get an orthonormal basis Fj := { f j,m : m ∈ I}. The subspaces
for different j are still orthogonal, so F := { f j,m : m ∈ I, j ∈ {1, . . . ,r}} is an
orthogonal basis of E considered as a C-vector space, normalized with respect to
〈·, ·〉. Let es,j,m := (1 + |m1 |2 + · · · + |mn |2)−s/2 f j,m and
Es := {es,j,m : m ∈ I, j ∈ {1, . . . ,r}}.
By definition, Es is an orthogonal basis with respect to 〈·, ·〉s, so we can write
®aN := ∑h,k es,h,kaN,h,k . Then |aN,h,k |2 ≤ ∑h,k |aN,h,k |2 ≤ C2 and |aN,h,k | ≤ C.
Applying the Arzela-Ascoli theorem to {aN,h,k} for some fixed (h, k), we can get
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a subsequence {aNj,h,k} of {aN,h,k} such that for any  > 0 there exists M() ∈
N such that |aNi,h,k − aNj,h,k | <  whenever i, j ≥ M(). Do this for all g ∈
{0,1}, 1 ≤ h ≤ r , and |k1 |2 + · · · + |kn |2 ≤ R2, replacing {aN } with {aNj } each
time. Then we get a subsequence {aNj } of {aN } such that for any  > 0 there
exists M() ∈ N such that, for all 1 ≤ h ≤ r and |k1 |2 + · · · + |kn |2 ≤ R2,
|aNi,h,k − aNj,h,k | <  whenever i, j ≥ M(). Now consider the sum | |aNi − aNj | |2t =∑
h,k |aNi,h,k − aNj,h,k |2(1 + |k1 |2 + · · · + |kn |2)t−s . Decompose it into two parts: one
where |k1 |2 + · · · + |kn |2 > R2 and one where |k1 |2 + · · · + |kn |2 ≤ R2. On
|k1 |2 + · · · + |kn |2 > R2 we estimate (1 + |k1 |2 + · · · + |kn |2)t−s < (1 + R2)t−s
so that
∑
h
∑
|k1 |2+···+|kn |2≥R2 |aNi,h,k − aNj,h,k |2(1 + |k1 |2 + · · · + |kn |2)t−s < (1 +
R2)t−s ∑h,k |aNi,h,k − aNj,h,k |2 ≤ 2rC2(1 + R2)t−s. If  > 0 is given, we choose R so
that 2rC2(1+R2)t−s <  . The remaining part of the sum is over |k1 |2+· · ·+|kn |2 ≤ R2
and can be bounded above by ′ :=  − 2rC2(1 + R2)t−s if i, j ≥ M( n√′/(2R + 1))
because an n-ball of radius R centered at the origin is contained in an n-cube of side
length 2R that has (2R + 1)n lattice points. Then the total sum is bounded above by
 , and we are done.
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C h a p t e r 2
A TWISTED LOCAL INDEX FORMULA FOR CURVED
NONCOMMUTATIVE TWO TORI
Available on arXiv under http://arxiv.org/licenses/nonexclusive-distrib/1.0/
2.1 Introduction
The celebrated Atiyah-Singer index theorem provides a local formula that calculates
the analytical (Fredholm) index of the Dirac operator on a compact spin manifold,
with coefficients in a vector bundle, in terms of topological invariants, namely
characteristic classes [1–4]. The theorem has deep applications in mathematics and
theoretical physics. For instance, it implies important theorems such as the Gauss-
Bonnet theorem and the Riemann-Roch theorem, and it is used in physics to count
linearly the number of solutions of fundamental partial differential equations.
In noncommutative differential geometry [15, 16], an analog of the Dirac operator
is used to encode the metric information and to use ideas from spectral geometry
and Riemannian geometry in studying a noncommutative algebra, viewed as the
algebra of functions on a space with noncommuting coordinates. That is, the data
(C∞(M), L2(S),D) of smooth functions on a spin manifold, the Hilbert space of
L2-spinors, and the Dirac operator is extended to the notion of a spectral triple
(A,H,D) where A is a noncommutative algebra acting on a Hilbert sapceH , and D
plays the role of the Dirac operator while acting inH . The idempotents and thereby
K-theory of the algebra are also used to consider the analog of vector bundles on an
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ordinary manifold.
The identity of the analytical index and the topological index defined by the Connes-
Chern character was established in the noncommutative setting in [15]. Moreover,
a local formula for the Connes-Chern character, which is suitable for explicit cal-
culations, was derived in [11]. However, as we shall elaborate further in §2.3, the
notion of a spectral triple is suitable for type II algebras in Murray-von Neumann
classification of algebras, and not for type III cases. The remedy brought forth in
[21] for studying the latter is the notion of a twisted spectral triple: they have shown
that a twisted version of spectral triples can incorporate type III cases and examples
that arise in noncommutative conformal geometry, and that the index pairing and the
coincidence of the analytic and the topological index continues to hold in the twisted
case. However, a general local formula for the index in the twisted case has not yet
been found, except for the special case of twists afforded by scaling automorphism
in [55]. In fact, the difficulty of the problem of finding a general local index formula
for twisted spectral triples raises the need for treating more examples.
The main result of the present article is a local formula for the index of the Dirac
operator D+e,σ of a twisted spectral triple on the opposite algebra of the noncommu-
tative two torus T2θ , which is twisted by a general noncommutative vector bundle
represented by an idempotent e. The Dirac operator that we consider is associated
with a general metric in the canonical conformal class on T2θ . Our approach is
based on using the McKean-Singer index formula [54] and performing explicit heat
kernel calculations by employing Connes’ pseudodifferential calculus developed in
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[13] forC∗-dynamical systems. It should be noted that, following the Gauss-Bonnet
theorem proved in [23] for the canonical conformal class on T2θ and its extension
in [30] to general conformal classes, study of local geometric invariants of curved
metrics on noncommutative tori has received remarkable attention in recent years
[19, 22, 25, 32, 33, 49, 51]. For an overview of these developments one can refer to
[34, 48].
This article is organized as follows. In §2.2 we provide background material about
the noncommutative two torus, its pseudodifferential calculus, and heat kernel meth-
ods. In §2.3 we explain our construction of a vector bundle over the noncommutative
two torus using a twisted spectral triple with σ-connections and derive the symbols
of the operators necessary for the index calculation. In §2.4 we calculate the explicit
local terms that give the index. The appendix contains proofs of new rearrangement
lemmas, which overcome the new challenges posed in our calculations due to the
presence of an idempotent as well as a conformal factor in our calculations in the
noncommutative setting.
2.2 Preliminaries
In this section we provide some background material about the noncommutative
two torus T2θ , and explain how one can use a noncommutative pseudodifferential
calculus to derive the heat kernel expansion for an elliptic operator on T2θ .
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Noncommutative two torus
For a fixed irrational number θ, the noncommutative two torus T2θ is a noncommuta-
tive manifold whose algebra of continuous functions C(T2θ) is the universal (unital)
C∗-algebra generated by two unitary elementsU and V that satisfy the commutation
relation
VU = e2piiθUV .
The ordinary two torus T2 = (R/2piZ)2 acts on C(T2θ) by
αs (UmVn) = eis·(m,n)UmVn, s ∈ T2, m,n ∈ Z. (2.1)
Since this action, in principle, comes from translation by s ∈ T2 written in the Fourier
mode, its infinitesimal generators δ1, δ2 : C∞(T2θ) → C∞(T2θ) are the derivations that
are analogs of partial differentiations on the ordinary two torus and are given by the
defining relations
δ1(U) = U, δ1(V) = 0, δ2(U) = 0, δ2(V) = V .
The space C∞(T2θ) of the smooth elements consists of all elements in C(T2θ) that are
smooth with respect to the action α given by (2.1), which turns out to be a dense
subalgebra of C(T2θ) that can alternatively be described as the space of all elements
of the form
∑
m,n∈Z am,nUmVn with rapidly decaying complex coefficients am,n. The
analog of integration is provided by the linear functional τ : C(T2θ) → C which is
the bounded extension of the linear functional that sends any smooth element with
the noncommutative Fourier expansion
∑
m,n am,nUmVn to its constant term a0,0. The
functional τ turns out to be a positive trace on C(T2θ) and we shall view it as the
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volume form of a flat canonical metric on T2θ . In §2.3, we will explain how one can
consider a general metric in the conformal class of the flat canonical metric on T2θ
by means of a positive invertible element e−h, where h is a self-adjoint element in
C∞(T2θ).
Heat kernel expansion
We will explain in §2.3 that our method of calculation of a noncommutative local
index formula, which is themain result of this article, is based on theMcKean-Singer
index formula [54] and calculation of the relevant terms in small time heat kernel
expansions. Here we elaborate on the derivation of the small heat kernel expansion
for an elliptic differential operator of order 2 on C(T2θ). The main tool that will be
used is the pseudodifferential calculus developed in [13] for C∗-dynamical systems
(see also [41, 67]). This calculus, in the case of T2θ , associates to a pseudodifferential
symbol ρ : R2 → C∞(T2θ) a pseudodifferential operator Pρ : C∞(T2θ) → C∞(T2θ) by
the formula
Pρ(a) = 1(2pi)2
∫
R2
∫
R2
e−is·ξ ρ(ξ)αs(a) ds dξ, a ∈ C∞(T2θ).
For example, any differential operator given by a finite sum of the form
∑
a j1,j2δ
j1
1 δ
j2
2
with a j1,j2 ∈ C∞(T2θ) is associated with the polynomial
∑
a j1,j2ξ
j1
1 ξ
j2
2 . In general a
smooth map ρ : R2 → C∞(T2θ) is a pseudodifferential symbol of order m ∈ Z if for
any non-negative integers i1, i2, j1, j2 there is a constant C such that
| |∂ j11 ∂ j22 δi11 δi22 ρ(ξ)| | ≤ C(1 + |ξ |)m− j1− j2,
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where ∂1 and ∂2 are respectively the partial differentiations with respect to the
coordinates ξ1 and ξ2 of ξ ∈ R2. We denote the space of symbols of order m by Sm.
A symbol ρ of order m is elliptic if ρ(ξ) is invertible for larger enough ξ and there
is a constant c such that
| |ρ(ξ)−1 | | ≤ c(1 + |ξ |)−m.
In the case of differential operators, one can see that the symbol is elliptic if its
leading part is invertible away from the origin.
An important feature of an elliptic operator is that it admits a parametrix, namely an
inverse in the algebra of pseudodifferential operators modulo infinitely smoothing
operators. The latter are the operators whose symbols belong to the intersection of
all symbols S−∞ = ∩m∈ZSm. This illuminates the importance of pseudodifferential
calculus for solving elliptic differential equations.
For our purposes in this article, it is crucial to illustrate that given a positive elliptic
differential operator 4 of order 2 on C∞(T2θ), one can use the pseudodifferential
calculus to derive a small time asymptotic expansion for the trace of the heat kernel
exp(−t4). Note that the pseudodifferential symbol of 4 is of the form
σ4(ξ) = p2(ξ) + p1(ξ) + p0(ξ),
where each pk is homogeneous of order k in ξ. Since the eigenvalues of 4 are real
and non-negative, using the Cauchy integral formula and a clockwise contour γ that
goes around the non-negative real line, one can write
exp(−t4) = 1
2pii
∫
γ
e−tλ(4 − λ)−1 dλ. (2.2)
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Since 4 − λ is an elliptic operator, its parametrix Rλ will approximate (4 − λ)−1
appearing above in the integrand. Since 4 − λ is of order 2, one can write for the
symbol of Rλ:
σRλ(ξ, λ,4) = b0(ξ, λ,4) + b1(ξ, λ,4) + b2(ξ, λ,4) + · · · ,
where each r j is of order −2 − j.
Then, by considering the ellipticity of 4 − λ and the following composition rule,
which gives an asymptotic expansion for the symbol of the composition of two
pseudodifferential operators,
σP1P2 ∼
∑
i1,i2∈Z≥0
1
i1!i2!
∂i11 ∂
i2
2 σP1 δ
i1
1 δ
i2
2 σP2,
one can find a recursive formula for the r j . That is, it turns out that
b0(ξ, λ,4) = (p2(ξ) − λ)−1, (2.3)
and for any n ∈ Z≥1,
bn(ξ, λ,4) = −
©­­­«
∑
i1+i2+ j+2−k=n
0≤ j<n,0≤k≤2
1
i1!i2!
∂i11 ∂
i2
2 b j(ξ, λ,4) δi11 δi22 (pk(ξ))
ª®®®¬ b0(ξ, λ,4). (2.4)
By calculating these terms, one can replace (4 − λ)−1 in (2.2) by Rλ and find an
approximation of exp(−t4).
Then, calculating the trace of this approximation, one can derive a small time
asymptotic expansion for Tr(exp(−t4)). That is, one finds that there are elements
a2n(4) = 12pii
∫
R2
∫
γ
e−λb2n(ξ, λ,4) dλ dξ ∈ C∞(T2θ) (2.5)
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such that as t → 0+, for any a ∈ C∞(T2θ):
Tr(a exp(−t4)) ∼ t−1
∞∑
n=0
τ (a a2n(4)) tn. (2.6)
The terms a2n(4) are local geometric invariants associated with the operator 4when
it is a natural geometric operator such as a Laplacian, or the square of a twisted
Dirac operator as in this article.
2.3 Noncommutative geometric spaces and index theory
Spectral triples
Geometric spaces are defined in terms of spectral data in noncommutative geometry
[16]. A noncommutative geometric space is a spectral triple (A,H,D), where A
is an involutive algebra represented by bounded operators on a Hilbert space H ,
and D is the analog of the Dirac operator. That is, D is an unbounded self-adjoint
operator on its domain which is dense in the Hilbert space H , and the spectrum
of D has similar properties to the spectrum of the Dirac operator on a compact
Riemannian spinc manifold, or even more generally, that of an elliptic self-adjoint
differential operator of order 1 on a compact manifold. The spectral dimension of
such a triple is the smallest positive real number d such that |D |−d is in the domain
of theDixmier trace Trω [26] (or one can say that for any  > 0, the operator |D |−d−
is a trace-class operator which means that its eigenvalues are summable). Moreover,
an important assumption is that the commutator of D and the action of any a ∈ A
on H , [D,a] := Da − aD, extends to a bounded operator on H . In this paradigm,
the algebra A is allowed to be noncommutative, viewed as the algebra of functions
on a space with noncommuting coordinates, and the metric information is encoded
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in the operator D.
The main classical example of this setup is the triple
(
C∞(M), L2(S),Dg
)
, where
C∞(M) is the algebra of smooth complex-valued functions on a compact Riemannian
manifold with a spinc structure S, L2(S) is the Hilbert space of the L2-spinors, and
Dg is the Dirac operator associated with the metric, which acts on its domain in
L2(S) and squares to a Laplace-type operator, see for example [5] for details about the
Dirac operator. Since S is a vector bundle over M , the algebraC∞(M) acts naturally
by bounded operators on the Hilbert space L2(S), namely: ( f ·s)(x) := f (x)s(x), f ∈
C∞(M), s ∈ L2(S), x ∈ M . More importantly, the latter action interacts in a bounded
manner with the Dirac operator Dg in the sense that the commutator of Dg with the
action of each f ∈ C∞(M) is a bounded operator as [Dg, f ] = Dg f − f Dg = c(df ),
where c(df ) denotes the Clifford multiplication on S by the de Rham differential
of f . By construction, the Dirac operator Dg depends heavily on the Riemannian
metric g on M . It is known from classical facts in spectral geometry that the spectral
dimension of the spectral triple
(
C∞(M), L2(S),Dg
)
is equal to the dimension of
the manifold M , and that the important local curvature related information can be
detected in the small time asymptotic expansions of the form
Tr
(
f exp(−tD2g)
)
∼t→0+ t−dimM/2
∞∑
j=0
t j
∫
M
f (x) a2 j(x) dx, f ∈ C∞(M),
(2.7)
where the densities a2 j(x) dx are uniquely determined by the Riemann curvature
tensor and its contractions and covariant derivatives, cf. [20].
The importance of the Dirac operator, for using the tools of Riemannian geometry
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in studying noncommutative algebras, is fully illustrated in [18] by showing that the
Dirac operator Dg contains the full metric information. That is, it is shown that any
spectral triple (A,H,D)whose algebra A is commutative, and satisfies suitable con-
ditions, is equivalent to the spectral triple
(
C∞(M), L2(S),Dg
)
of a Riemannian spinc
manifold. In fact, following the Gauss-Bonnet theorem for the noncommutative two
torus proved in [23] and its extension in [30], the calculation and conceptual un-
derstanding of the local curvature terms in noncommutative geometry has attained
remarkable attention in recent years [6, 19, 22, 25, 27, 32, 33, 49–51]. In these
studies, the noncommutative local geometric invariants are detected in the analogs
of the small time asymptotic expansion (2.7) written for spectral triples.
Twisted spectral triples
It turns out that the notion of a spectral triple (A,H,D) is suitable for studying
algebras that possess a non-trivial trace, and a twisted notion of spectral triples is
proposed in [21] to incorporate algebras that do not have this property. The reason is
that if (A,H,D) is a spectral triple with spectral dimension d, then using the Dixmier
trace Trω, one can define the linear function φ : A → C by φ(a) = Trω(a|D |−d),
which turns out to be a trace, under the minimal regularity assumption that the
commutators [|D|,a] are also bounded for any a ∈ A. The main reason for the
trace property φ(ab) = φ(ba),a, b ∈ A, is that for any a ∈ A, the commutator
[|D |−d,a] = |D |−da − a|D |−d belongs to the ideal of compact operators on which
the Dixmier trace Trω vanishes. Therefore, in order to incorporate algebras coming
from type III examples in theMurray-von Neumann classification of algebras, which
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do not possess a non-trivial trace functional, the notion of a twisted spectral triple
was introduced in [21]. The difference is that they change the definition of a spectral
triple (A,H,D) by introducing a twist by an algebra automorphism σ : A → A,
and by requiring that instead of the ordinary commutators, the twisted commutators
of the form [D,a]σ := Da − σ(a)D, a ∈ A, extend to bounded operators on
the Hilbert space H . We note that it is natural to assume the mild regularity
condition that the twisted commutators with |D | are also bounded operators and to
consider a grading: a bounded selfadjoint operator γ onH that squares to identity,
commutes with the action of A and anti-commutes with D. The boundedness of
the twisted commutators is then used to observe that for any a ∈ A, the operator
|D |−da − σ−d(a)|D |−d is in the kernel of the Dixmier trace (which is an ideal),
hence, the linear functional a 7→ Trω(a|D |−d), a ∈ A is a twisted trace. That is,
Trω(a b|D |−d) = Trω(bσ−d(a)|D |−d), for any a, b ∈ A.
It is emphasized in [21] on the important issue about twisted spectral triples that their
Connes-Chern character lands in the ordinary cyclic cohomologywhose pairingwith
the K-theory of the algebra can be realized as the index of a Fredholm operator.
That is, let (A,H,D, σ ∈ Aut(A)) be a twisted spectral triple of spectral dimension
d. Then by passing to the phase F = D/|D | one arrives at an ordinary Fredholm
module (A,H,F) with the Connes-Chern character [14],
Φ(a0,a1, . . . ,ad) = Tr (γF[F,a0][F,a1] · · · [F,ad]) , a0,a1, . . . ad ∈ A. (2.8)
This multilinear functional is a cyclic cocycle, it pairs with the K-theory of A as
the Fredholm index of an operator, and the result of the pairing depends only on
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the cyclic cohomology class of Φ and the K-theory class of any chosen idempotent
[14, 21]. However, for the purpose of explicit calculations, one needs to have a
local formula that is cohomologous to Φ in cyclic cohomology or equivalently in
the (b,B)-bicomplex. For ordinary spectral triples (when the automorphism σ is the
identity), the local formula of Connes and Moscovici provides the desired formula
in the (b,B)-bicomplex [11], see also [17]. As a first step towards a local formula for
twisted spectral triples, in [21] they have shown that there is a Hochschild cocycle
associated with twisted spectral triples, which is defined by
Ψ(a0,a1, . . . ,ad) = Trω
(
γa0[D, σ−1(a1)]σ[D, σ−2(a2)]σ · · · [D, σ−d(ad)]σ |D |−d
)
,
(2.9)
for a0,a1, . . . ad ∈ A.
Explicit calculations are often possible with this multi-linear map Ψ, as for example
one can use the trace theorem of [10] and its extension to noncommutative tori [31] to
write it in terms of local formulas. However, the issue is that Ψ is only a Hochschild
coccyle and in general it is not cyclic, therefore it does not pair with the K-theory
(see [29, 39] for the relation between the Hochschild cocycle and Connes-Chern
character in Hochschild cohomology). Finding a twisted version of the local index
formula of [11] has so far proved to be a challenging problem, and it has only been
done for the special examples of scaling automorphisms in [55]. For the treatment
of the problem in twisted cyclic cohomology one can refer to [9, 44, 45, 53, 62].
We elaborate further on index theoretic aspects of the present paper and its relation
with classical results and results in noncommutative geometry in §2.3.
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Noncommutative conformal geometry
As amotivating example it is shown in [21] that the twisted notion of a spectral triple
arises naturally in noncommutative conformal geometry. They consider the fact that
on a Riemannian spin manifold, the Dirac operator of the conformal perturbation
g′ = e−4hg of a metric g is unitarily equivalent to ehDeh, where D is the Dirac
operator of g. Thus, starting from a spectral triple (A,H,D) they use a selfadjoint
element h ∈ A to encode the conformal perturbation of the metric in the operator
D′ = ehDeh. However, when A is noncommutative, (A,H,D′) is not a spectral
triple any more, and one needs the twist σ(a) = e2hae−2h, a ∈ A, to have bounded
twisted commutators [D′,a]σ .
In fact, twisted spectral triples of this nature can be constructed in a more intrinsic
manner as in [23] for the noncommutative two torus with a conformally flat metric,
and as in the extension of this construction in [28] to ergodicC∗-dynamical systems,
see also [59]. Because of its intimate relevance to the present work, we review here
the construction in [23].
Viewing the canonical normalized trace τ : C(T2θ) → C on the noncommutative two
torus as the volume form of the flat metric, an element h = h∗ ∈ C∞(T2θ) is fixed
and the positive invertible element e−h ∈ C∞(T2θ) is used as a conformal factor to
perturb the flat metric conformally. The volume form of the curved metric is given
by the linear functional ϕ : C(T2θ) → C defined by ϕ(a) = τ(ae−h),a ∈ C(T2θ).
This linear functional turns out to be a KMS state with a 1-parameter group of
automorphisms. The Dirac operator of the curved metric is constructed by using
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the following analogs of the Dolbeault operators:
∂ = δ1 + iδ2, ∂¯ = δ1 − iδ2.
For conceptual details of the notion of complex structure in noncommutative geom-
etry we refer the reader to [16], see also [46]. LetH+ be the Hilbert space obtained
by the GNS construction from (C(T2θ), ϕ) and consider
∂ϕ = ∂ : H+ →H−,
where H−, the analogue of (1,0)-forms, is the Hilbert space completion of finite
sums
∑
a∂(b),a, b ∈ C∞(T2θ), with respect to the inner product
〈a∂b, c∂d〉 = τ(c∗a(∂b)(∂d)∗).
In this setting the Dirac operator is defined on the Hilbert spaceH = H+ ⊕ H− as
D =
©­­­«
0 ∂∗ϕ
∂ϕ 0
ª®®®¬ : H → H,
where the adjoint ∂∗ϕ of ∂ϕ is seen to be given by [23]
∂∗ϕ(a) = ∂¯(a)k2, ∂∗ϕ = Rk2 ∂¯,
where k = exp(h/2), and Rk2 denotes the right multiplication by k2. The crucial
point is that the action of C(T2θ) onH gives rise to an ordinary spectral triple while
the action of the opposite algebra C(T2θ)op of C(T2θ) leads to a twisted spectral triple
triple [23]. The main reason for this phenomena is that the action of C(T2θ) on
H+ induced by left multiplication is a ∗-representation of the algebra; however, the
action of C(T2θ)op on H+ induced by right multiplication is not a ∗-representation
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and requires a modification which can be provided by an algebra automorphism.
That is for a ∈ C(T2θ)op and ξ+ ∈ H+, one has to define
aop · ξ+ = a+(ξ+) = ξ+k−1ak,
hence the appearance of the automorphism of C(T2θ)op given by
σ(aop) = k−1ak, a ∈ C(T2θ).
Note that for any ξ− ∈ H− one stays with aop · ξ− = ξ−a since the inner product
on (1,0)-forms is not affected by the conformal perturbation. This provides the
ingredients of a twisted spectral triple, namely for any a ∈ C(T2θ)op the twisted
commutator Daop − σ(aop)D is a bounded operator on H = H+ ⊕ H− (while the
ordinary commutators are not necessarily bounded).
We also consider the grading γ : H = H+ ⊕ H− →H = H+ ⊕ H− given by
γ =
©­­­«
1 0
0 −1
ª®®®¬ ,
and for convenience write the action of any a ∈ C∞(T2θ)op onH = H+ ⊕ H− as
pi(a) =
©­­­«
a+ 0
0 a−
ª®®®¬ ,
where, clearly, the operators a± : H± →H± are induced by
a+(ξ+) = ξ+k−1ak, a+ = Rk−1ak = Rσ(a),
a−(ξ−) = ξ−a, a− = Ra.
We also mention that the automorphism σ satisfies the natural condition
σ(a)∗ = σ−1(a∗), σ−1 ◦ ∗ = ∗ ◦ σ.
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Dirac operator twisted by a module (vector bundle)
Twisting the Dirac operator with a hermitian vector bundle by means of a hermitian
connection is a standard technique in differential geometry. In the noncommutative
setting, this can be carried out by compressing the operator F = D/|D | of the
Fredholmmodule of a twisted spectral triple (A,H,D, σ ∈ Aut(A)) by an idempotent
e as in [21]. However, in order to implement the twisting with the operator D, one
has to consider a twisted compression [60]. That is, the index of the operator
σ(e)De is important to be calculated. Note that in general e is an idempotent matrix
in Mq(A) for some positive integer q, but for our purposes for the noncommutative
two torus, we can consider e ∈ C∞(T2θ), see [56, 63]. Thus, we need to consider the
operator
σ(e)De =
©­­­«
0 σ(e+)∂∗ϕe−
σ(e−)∂ϕe+ 0
ª®®®¬ : eH → σ(e)H,
and calculate a local formula for the index of the operator
D+e,σ := σ(e−)∂ϕe+ : e+H+ → σ(e−)H−. (2.10)
Wewill shortly explain in §2.3 that this can be done, using theMcKean-Singer index
formula, by calculating the constant terms in the small time heat kernel expansions
of the form (2.6) for the operators (D+e,σ)∗D+e,σ and D+e,σ(D+e,σ)∗. We calculate the
relevant terms in the heat expansions by employing the pseudodifferential calculus
and the method illustrated in §2.2. Therefore, the first step is to calculate the
pseudodifferential symbols of these operators. It will be convenient for us to use the
inclusions
ι+ : e+H+ →H+, ι− : σ(e−)H− →H−,
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and the fact that ι∗+ = e+, σ(e−)∗ = ι−.
We have:
D+e,σ = σ(e−) ∂ϕ ι+ : e+H+
ι+−→ H+ ∂ϕ−→ H− σ(e−)−−−−→ σ(e−)H−.
The operator
(D+e,σ)∗D+e,σ = ι∗+∂∗ϕσ(e−)∗σ(e−)∂ϕι+ = e+∂∗ϕι−σ(e−)∂ϕι+ : e+H+ → e+H+
is the restriction of the operator
L+1 = e+∂
∗
ϕσ(e−)∂ϕ : H+ →H+
to the subspace e+H+, which means that we can write
L+1 =
©­­­«
(D+e,σ)∗D+e,σ ∗
0 0
ª®®®¬ ,
which yields
exp(−tL+1 ) =
©­­­«
exp
(−t (D+e,σ )∗ D+e,σ ) ∗
0 0
ª®®®¬ ,
and
Tr
(
exp(−tL+1 )
)
= Tr
(
exp
(−t (D+e,σ )∗ D+e,σ ) ) .
We have a unitary mapW : H0 →H+ defined by
W(a) = ak, W = Rk,
and use it to work with the anti-unitarily equivalent operator
L+ = JW∗L+1WJ : H0 →H0,
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where the operator J is induced by the involution of C(T2θ). We have
L+1 = Rσ(e) Rk2 ∂¯ Rσ(e) ∂,
W∗L+1W = Rk−1 Rσ(e) Rk2 ∂¯ Rσ(e) ∂ Rk,
and
L+ = JW∗L+1WJ
= JRk−1 Rσ(e) Rk2 ∂¯ Rσ(e) ∂ Rk J
= (JRk−1 J) (JRσ(e)J) (JRk2 J) (J ∂¯J) (JRσ(e)J) (J∂J) (JRk J)
= k−1 σ(e) k2 (−∂)σ(e) (−∂¯) k
= k−1 σ(e) k2 ∂ σ(e) ∂¯ k .
We can now calculate the pseudodifferential symbol of the operator L+.
Lemma 2.3.1. We have σL+(ξ) = p+2 (ξ) + p+1 (ξ) + p+0 (ξ), where
p+2 (ξ) = k−1 σ(e) k2 σ(e) k
(
ξ21 + ξ
2
2
)
= k−2ek2ek2
(
ξ21 + ξ
2
2
)
,
p+1 (ξ) = k−1 σ(e) k2
( (
2σ(e) δ1(k) + δ1(σ(e))k + iδ2(σ(e))k
)
ξ1
+
(
2σ(e) δ2(k) + δ2(σ(e))k − iδ1(σ(e))k
)
ξ2
)
,
p+0 (ξ) = k−1 σ(e) k2
(
δ1(σ(e)) δ1(k) + σ(e) δ21(k) + δ2(σ(e)) δ2(k) + σ(e) δ22(k)
+i
(
δ2(σ(e)) δ1(k) − δ1(σ(e)) δ2(k)
) )
.
Proof. It follows from the fact that
L+ = k−1 σ(e) k2 ∂ σ(e) ∂¯ k : H0 →H0,
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and for any a ∈ C∞(T2θ) ⊂ H0 we have
(
∂ σ(e) ∂¯ k ) (a)
= σ(e)k δ21(a) + σ(e)k δ22(a)
+σ(e)δ1(k)δ1(a) + δ1(σ(e)k)δ1(a) + σ(e)δ2(k)δ2(a) + δ2(σ(e)k)δ2(a)
+i
(
σ(e)δ1(k)δ2(a) − σ(e)δ2(k)δ1(a) + δ2(σ(e)k)δ1(a) − δ1(σ(e)k)δ2(a)
)
+δ1(σ(e)δ1(k))a + δ2(σ(e)δ2(k))a + i
(
δ2(σ(e)δ1(k))a − δ1(σ(e)δ2(k))a
)
.
Similarly, the operator
D+e,σ(D+e,σ)∗ = σ(e−)∂ϕι+ι∗+∂∗ϕσ(e−)∗ = σ(e−)∂ϕe+∂∗ϕι− : σ(e−)H− → σ(e−)H−
is equal to the restriction of the operator
L−1 = σ(e−)∂ϕe+∂∗ϕ : H− →H−
to the subspace σ(e−)H−. Therefore
L−1 =
©­­­«
D+e,σ(D+e,σ)∗ ∗
0 0
ª®®®¬ ,
which yields
exp(−tL−1 ) =
©­­­«
exp
(−tD+e,σ (D+e,σ )∗) ∗
0 0
ª®®®¬ ,
and
Tr
(
exp(−tL−1 )
)
= Tr
(
exp
(−tD+e,σ (D+e,σ )∗) ) .
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The operator L−1 : H− →H− is anti-unitarily equivalent to the operator
L− = JL−1 J : H0 →H0.
We have
L−1 = Rσ(e) ∂ Rσ(e) Rk2 ∂¯,
and
L− = JL−1 J
= J Rσ(e) ∂ Rσ(e) Rk2 ∂¯ J
= (J Rσ(e)J) (J∂J) (JRσ(e)J) (JRk2 J) (J ∂¯ J)
= σ(e) (−∂¯)σ(e) k2(−∂)
= σ(e) ∂¯ σ(e) k2 ∂.
We can now present the pseudodifferential symbol of L−.
Lemma 2.3.2. We have σL−(ξ) = p−2 (ξ) + p−1 (ξ), where
p−2 (ξ) = σ(e)2k2(ξ21 + ξ22 ) = k−1ek3(ξ21 + ξ22 ),
p−1 (ξ) = σ(e)
(
δ1(σ(e)k2)ξ1 + δ2(σ(e)k2)ξ2
+i
(
δ1(σ(e)k2)ξ2 − δ2(σ(e)k2)ξ1
) )
.
Proof. It follows from the fact that
L− = σ(e) ∂¯ σ(e) k2∂ : H− →H−,
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and for any a ∈ C∞(T2θ) we have(
∂¯ σ(e) k2∂
)
(a) = σ(e)k2δ21(a) + σ(e)k2δ22(a)
+δ1(σ(e)k2)δ1(a) + δ2(σ(e)k2)δ2(a)
−iδ2(σ(e)k2)δ1(a) + iδ1(σ(e)k2)δ2(a).
Index theorems
We dedicate this subsection to review some fundamental techniques and results
about the heat equation proof of the index theorem, which play an important role in
our approach in the noncommutative setting in the present paper. For a complete
account of the details one can refer to [37, 47, 64] and references therein.
Wefirst explain theMcKean-Singer index theorem [54]. Assume thatM is a compact
manifold of even dimension m and that V andW are hermitian vector bundles over
M . Also let P : C∞(V) → C∞(W) be an elliptic differential operator from the
smooth sections of V to those ofW , and for simplicity assume that P is of order 1.
By constructing suitable Sobolev spaces out of V andW , it is known that P extends
to a bounded operator between Sobolev spaces, which is a Fredholm operator as
well. However, in order to deal with the Fredholm index of P, one can safely only
consider the smooth sections, since the regularity stemming from the ellipticity of
P ensures that all the sections in the kernel of (the extension of) P are smooth, see
for example [37]. Then, in order to calculate the index,
Ind(P) = Dim Ker(P) − Dim Ker(P∗),
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where P∗ is the adjoint of P, one can use the heat expansion as follows. The
McKean-Singer index theorem states that for any t > 0 :
Ind(P) = Trace (exp(−tP∗P)) − Trace (exp(−tPP∗)) . (2.11)
On the other hand there are small time asymptotic expansions of the form (2.7),
which depend on the local symbols. That is, there are densities a2 j(x,P∗P) dx and
a2 j(x,PP∗) dx on M obtained locally from the pseudodifferenital symbols of P∗P
and PP∗ such that
Trace (exp(−tP∗P)) ∼t→0+ t−m/2
∞∑
j=0
t j
∫
M
a2 j(x,P∗P) dx, (2.12)
and
Trace (exp(−tPP∗)) ∼t→0+ t−m/2
∞∑
j=0
t j
∫
M
a2 j(x,PP∗) dx. (2.13)
Since the index of P in (2.11) is independent of t, after writing the expansions in
the right hand side using (2.12), (2.13), the only term that is independent of t turns
out to match with the index, hence
Ind(P) =
∫
M
(am(x,P∗P) − am(x,PP∗)) dx. (2.14)
This shows that there is a local formula for the index, and the celebrated Atiyah-
Sinder index theorem identifies the density that integrates to the index in terms of
characteristic classes when P is an important geometric operator. For example when
P is the de Rham operator d + d∗ mapping the even differential forms to the odd
ones, the index is the Euler characteristic of the manifold, which is equal to the
integral of the pfaffian of the matrix of curvature 2-forms. In general, the index
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theorem states that if DE is the Dirac operator of a spin structure D with coefficients
in a vector bundle E , then the Aˆ-class of the tangent bundle TM and the Chern
character of E give the index by the formula
Ind(DE ) =
∫
M
Aˆ(TM) ch(E). (2.15)
For various proofs of the index theorem one can refer to [1–4, 7, 8, 16, 36, 43], and
references therein.
The elliptic theory of differential operators and pseudodifferential calculus operate
perfectly in noncommutative settings as developed in [12], and analyzed in further
detail for noncommutative tori in [41, 42, 67]. Moreover, there is a crucial need for
local index formulas for twisted spectral triples as we explained in §2.3. Therefore,
in the present paper we take the heat expansion approach to find a local formula
for the index of the Dirac operator of the twisted spectral triple described in §2.3
with coefficients (or twisted by) an auxiliary finitely generated projective module
on the noncommutative two torus, playing the role of a general vector bundle, cf.
[56, 63]. We follow closely the setup provided in [21, 60], and the work has intimate
connections with [49].
2.4 Calculation of a noncommutative local formula for the index
In this section we apply the method explained in §2.3, for the calculation of a local
formula for the index of a twisted Dirac operator, to the twisted Dirac operator,
D+e,σ = σ(e−)∂ϕe+ : e+H+ → σ(e−)H−,
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of a conformally flat metric on noncommutative two torus T2θ . Based on the dis-
cussion following the McKean-Singer formula (2.11), our treatment in §2.3 of the
operators (D+e,σ)∗D+e,σ and D+e,σ(D+e,σ)∗ to derive their anti-unitarily equivalents L+
and L−, and the formula (2.6) for the terms in the heat expansion, we have:
Ind(D+e,σ) = τ
(
a2
(
L+
) − a2 (L−)) . (2.16)
Thus, our task is now to perform individually for L+ and L− the recursive procedure
that leads to the explicit formula (2.5) and to derive explicit formulas for a2 (L+)
and a2 (L−).
Using the homogeneous components of the pseudodifferential symbols of L± pre-
sented in Lemmas 2.3.1 and 2.3.2, we perform symbolic calculations and use formula
(2.4) to calculate b2(ξ, λ, L±). This leads to lengthy expressions which we calculate
with computer assistance. The next task is to use (2.5) to derive a2(L±), namely
a2(L±) = 12pii
∫
R2
∫
γ
e−λb2(ξ, λ, L±) dλ dξ.
Using a homogeneity argument, see [22, 23], one can avoid the contour integration
in the latter formula by setting λ = −1 and multiplying the final result result by −1.
More precisely, one has
a2(L±) = −
∫
R2
b2(ξ,−1, L±) dξ. (2.17)
Using the trace property of τ appearing in the formula for the index (2.16), after cal-
culating b2(ξ,−1, L±), we will rotate cyclically the multiplicative term b0(ξ,−1, L±)
appearing at the very right side of our terms and bring it to the very left side. We then
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carry out the integration over R2 by passing to the polar coordinates ξ1 = r cos θ,
ξ2 = r sin θ. The angular integration with respect to θ, from 0 to 2pi, can be done in a
straight forward manner. However, the radial integration with respect to r , from 0 to
∞, poses a challenge coming from the noncommutativity. This challenge appeared
in [6, 22, 23, 32] as well and was overcome by the rearrangement lemma and led
to the appearance of the modular automorphism in final formulas. In this article
we need an even more elaborate version of the rearrangement lemma due to the
presence of an idempotent in addition to a conformal factor, as we shall see shortly.
Computation of τ (a2 (L−))
Considering the symbol of L− written in Lemma 2.3.2 and using the recursive
formulas (2.3) and (2.4), we have
b0(ξ,−1, L−) = (σ(e)k2 |ξ |2 + 1)−1,
and up to a right multiplication by −b0(ξ,−1, L−), b2(ξ,−1, L−) is the following sum
of 395 terms [68]:
b2(ξ,−1, L−) = −2ξ21
(
b20σ(e)k2
)
σ(e)kδ21(k) + 2iξ21
(
b20σ(e)k2
)
σ(e)k (δ1δ2(k)) −
4ξ21
(
b20σ(e)k2
)
σ(e)δ1(k)δ1(k) + 2iξ21
(
b20σ(e)k2
)
σ(e)δ1(k)δ2(k) −
2ξ21
(
b20σ(e)k2
)
σ(e)δ21(k)k + 2iξ21
(
b20σ(e)k2
)
σ(e)δ2(k)δ1(k) +
2iξ21
(
b20σ(e)k2
)
σ(e) (δ1δ2(k)) k − ξ21
(
b20σ(e)k2
)
δ21(σ(e)k2) − · · ·
Passing to polar coordinates and integrating the angular variable, up to a right
multiplication by −2pib0(ξ,−1, L−), we get the following sum of 82 terms [68]:
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−2
(
σ(e)k2b20
)
δ1(σ(e)k2)
(
σ(e)k2b20
)
δ1(σ(e)k2)r6 −
2
(
σ(e)k2b20
)
δ2(σ(e)k2)
(
σ(e)k2b20
)
δ2(σ(e)k2)r6 −
4
(
(σ(e)k2)2b30
)
δ1(σ(e)k2)b0δ1(σ(e)k2)r6 −
4
(
(σ(e)k2)2b30
)
δ2(σ(e)k2)b0δ2(σ(e)k2)r6 + · · · ,
The next step is to perform the integration against r dr over 0 to∞.
An important integration formula we later prove requires that the leftmost powers
of b0 have a factor of σ(e) to their right. Leftmost b0’s raised only to the power 1
already have this factor σ(e) immediately to their right, and leftmost b0’s raised to
powers 2 or 3 have a power of σ(e)k2 to the left which we can move to the right,
again giving us σ(e) immediately to the right. As we explained earlier, it is also
useful to use the trace property of τ to permute the multiplicative factors cyclically.
Thus, instead of multiplying the above sum by −2pib0(ξ,−1, L−).
Terms with all b0 on the left
As it turns out, it is difficult to evaluate improper integrals when nontrivial idempo-
tents are involved. For instance, consider the integral
∫ ∞
0 e/(1+ ex)2 dx. One would
expect that ∫ ∞
0
e dx
(1 + ex)2 =
[ −1
1 + ex
]∞
0
= 1,
but that implies that
e = e · 1 = e ·
∫ ∞
0
e dx
(1 + ex)2 =
∫ ∞
0
e dx
(1 + ex)2 = 1,
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giving us a contradiction. Since
e(1 − ez + (ez)2 − · · · )2 = e(1 − z + z2 − · · · )2
for |z | < 1, we have
e
(1 + ez)2 =
e
(1 + z)2 ,
so we can properly evaluate the aforementioned improper integral as follows:∫ ∞
0
e dx
(1 + ex)2 = e
∫ ∞
0
dx
(1 + x)2 = e
[ −1
1 + x
]∞
0
= e.
To calculate the contribution of terms with all b0 on the left to the trace, we need a
formula for ∫ ∞
0
(σ(e)k2u + 1)m+2\umσ(e) du.
Since σ(e) and k do not necessarily commute, we cannot do the trick we did above.
We need to reduce to the case of terms with b0 in the middle. The trace property
allows us to write
τ
(∫ ∞
0
(σ(e)k2u + 1)m+2\umσ(e)ρ du
)
= τ
(∫ ∞
0
(σ(e)k2u + 1)m+1\(umσ(e)ρ)/(σ(e)k2u + 1) du
)
.
Even though we get what looks like a more difficult integral, we can use techniques
from combinatorics, Fourier analysis, and complex analysis to evaluate it, inspired
by a proof given in [23] for the case e = 1.
Terms with b20 in the middle
As in [23], we use integration by parts so that we can write terms with b20 as terms
with b0 in the middle. The main difference is that this time, b0 = (σ(e)k2u + 1)−1,
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so ∂r(b0) = −2σ(e)k2rb20 and instead of a term like∫ ∞
0
r6(k2b30)δ1(k)k(k2b20)δ1(k)kr dr,
we would have something like∫ ∞
0
r6(σ(e)k2b30)δ1(k)k(σ(e)k2b20)δ1(k)kr dr,
which we would replace by
σ(e)k2
2
∫ ∞
0
∂r(r6b30)δ1(k)kb0δ1(k)k dr .
Again, we are able to reduce to the case of terms with b0 in the middle.
Terms with b0 in the middle
For integrals involving elements of C∞(T2θ) squeezed between powers of b0 =
b0(ξ,−1, L−), we need to prove a rearrangement lemma. In the most basic case,
which suffices for our needs, the idempotent appears with k2 in the denominator of
the b0, and we need the following generalized version of the rearragement lemma
[23, Lemma 6.2]:
Lemma 2.4.1. For every element ρ ∈ A∞θ and every non-negative integerm we have∫ ∞
0
(σ(ek2)u+ 1)m+1\(umσ(e)ρ)/(σ(ek2)u+ 1) du = σ(e)Dm(k−(2m+2)σ(e)ρσ(e)),
where
Dm = Lm(∆),
Lm(u) =
∫ ∞
0
xm
(x + 1)m+1
1
xu + 1
dx
= (−1)m(u − 1)−(m+1) ©­«log u −
m∑
j=1
(−1) j+1 (u − 1)
j
j
ª®¬ ,
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∆(a) = k−2ak2, a ∈ C(T2θ), is the modular automorphism, and σ(a) = k−1ak is its
square root.
Proof. The proof is provided in Appendix A.1.
The following corollary will be useful in our calculations:
Corollary 2.4.2.∫ ∞
0
(∆(ek2e)u + 1)m+1\(um∆(e)ρ)/(∆(ek2e)u + 1) du
= ∆(e)Dm(k−(2m+2)∆(e)ρ∆(e))∆(e)
Proof. The proof is provided in Appendix A.1.
Applying Lemma 2.4.1 and using the Leibniz rule to simplify, we find that
1
−2pi τ (a2 (L−)) = τ
(
1
2σ(e)D1
(
k−4σ(e)kδ1(k)σ(e)
)
δ1(σ(e)k2) +
1
2iσ(e)D1
(
k−4σ(e)kδ1(k)σ(e)
)
δ2(σ(e)k2) −
1
2iσ(e)D1
(
k−4σ(e)kδ2(k)σ(e)
)
δ1(σ(e)k2) +
1
2σ(e)D1
(
k−4σ(e)kδ2(k)σ(e)
)
δ2(σ(e)k2) + · · ·
)
,
a total of 82 terms [68].
Computation of τ (a2 (L+))
In a very similar manner, starting from the symbol of the operator L+ written in
Lemma 2.3.1, we calculate a local formula for τ (a2 (L+)). We find that b2(ξ,−1, L+),
up to right multiplication by −b0(ξ,−1, L+), is the following sum of 232 terms [68]:
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(b′0)∆(e)
)
k−1σ(e)k2σ(e)δ21(k) +
(
(b′0)∆(e)
)
k−1σ(e)k2σ(e)δ22(k) +(
(b′0)∆(e)
)
k−1σ(e)k2δ1(σ(e))δ1(k) − i
(
(b′0)∆(e)
)
k−1σ(e)k2δ1(σ(e))δ2(k) +
i
(
(b′0)∆(e)
)
k−1σ(e)k2δ2(σ(e))δ1(k) +
(
(b′0)∆(e)
)
k−1σ(e)k2δ2(σ(e))δ2(k) −
4ξ21
(
(b′0)2∆(e)k2
)
k−1σ(e)k2σ(e)δ21(k) − · · · .
After passing to the polar coordinates and performing the angular integration, up to
right multiplication by −2pib0(ξ,−1, L+), we get the following sum of 82 terms [68]:
−2
(
∆(e)k2(b′0)2∆(e)
)
δ1(∆(e)k2∆(e))
(
∆(e)k2(b′0)2∆(e)
)
δ1(∆(e)k2∆(e))r6 −
2
(
∆(e)k2(b′0)2∆(e)
)
δ2(∆(e)k2∆(e))
(
∆(e)k2(b′0)2∆(e)
)
δ2(∆(e)k2∆(e))r6 −
4
(
(∆(e)k2)2(b′0)3∆(e)
)
δ1(∆(e)k2∆(e))
(
(b′0)∆(e)
)
δ1(∆(e)k2∆(e))r6 −
4
(
(∆(e)k2)2(b′0)3∆(e)
)
δ2(∆(e)k2∆(e))
(
(b′0)∆(e)
)
δ2(∆(e)k2∆(e))r6 + · · ·
Applying Corollary 2.4.2, which allows replacing b0 = b0(ξ,−1, L+) with b0∆(e),
we find that
1
−2pi τ (a2 (L+)) = τ
(
∆(e)D1
(
k−4∆(e)kσ(e)δ1(k)∆(e)
)
∆(e)δ1(∆(e)k2∆(e)) +
∆(e)D1
(
k−4∆(e)kσ(e)δ2(k)∆(e)
)
∆(e)δ2(∆(e)k2∆(e)) +
1
2∆(e)D1
(
k−4∆(e)kδ1(σ(e))k∆(e)
)
∆(e)δ1(∆(e)k2∆(e)) −
1
2i∆(e)D1
(
k−4∆(e)kδ1(σ(e))k∆(e)
)
∆(e)δ2(∆(e)k2∆(e)) + · · ·
)
,
a total of 82 terms [68].
Reduction to the flat metric and the Connes-Chern number
Having calculated explicit local formulas for τ (a2(L±)), based on (2.16), we have
found a local formula for the index of the twisted Dirac operator D+e,σ on T2θ given
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by (2.10), where the Dirac operator is associated with a conformally flat metric
and the twisting is carried out by an idempotent playing the role of a general
vector bundle. In forthcoming work, we will present a simplification of the local
formula and will elaborate on the relation between properties of the functions of
the modular automorphism in the simplified form and stability of the index under
perturbations that leave the Dirac operator in the same connected component of
Fredholm operators. We end this article by considering the case of the canonical
flat metric on T2θ , which corresponds to the trivial conformal factor k = 1 whose
corresponding modular automorphism ∆ is the identity. Therefore, our formula for
the index, in this case, reduces to a much simpler form, as one can replace the
functions of the modular automorphism with the values of the functions at 1. This
yields, for k = 1 [68]:
Ind D+e,σ = 2pii τ (eδ1(e)δ2(e) − eδ2(e)δ1(e)) .
Note that
c1(e) := 2pii τ(eδ1(e)δ2(e) − eδ2(e)δ1(e))
is the Connes-Chern number of our projection e, and that, as proven in [24], one can
construct e as a self-dual or anti-self dual projection with c1(e) = n for any n ∈ Z.
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C h a p t e r 3
SUMMARY CONCLUSION
The goal of my first project was to rederive Connes’ pseudodifferential calculus
on noncommutative tori with more analytic rigor, taking into account convergence
issues with oscillatory integrals, expanding on the Sobolev space theory, and ex-
tending the calculus to vector bundles over noncommutative tori. This objective was
achieved, and the result was a self-contained but rigorous introduction to the subject.
Hyunsu Ha and Gihyun Lee, recent PhD students of Raphaël Ponge, wrote their en-
tire theses on this pseudo-differential calculus, so their treatment is very detailed
and thorough [41, 42]. They go through the Gelfand–Naimark–Segal construction,
an approach not considered here.
The goal of my second project was to prove an index theorem for vector bundles
over the noncommutative two torus. This objective was achieved, and it was made
tractable to a large extent thanks to my familiarity with Hadamard products from
analytic combinatorics, a subject I studied as an undergrad. Previous results in the
literature only work for trivial vector bundles, so this is the first nontrivial result.
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A p p e n d i x A
REARRANGEMENT LEMMAS
A.1 Proof of Lemma 2.4.1 and Corollary 2.4.2
The Hadamard product of two power series f (z) = ∑∞n=0 fnzn and g(z) = ∑∞n=0 gnzn
is defined by
( f  g)(z) =
∞∑
n=0
fngnzn.
Proposition A.1.1. [35, p. 424] Suppose f and g are analytic functions on a domain
D ⊂ C, and let γ ⊂ D ∩ (zD−1) be a closed contour. Then the Hadamard product
of f and g obeys the following identity:
( f  g)(z) = 1
2pii
∫
γ
f (w) g(z/w) dw/w.
Lemma A.1.2. Let N be an integer. For every element ρ ∈ C∞(T2θ) and every
non-negative integer m we have∫ ∞
0
(σN (ek2)u + 1)m+1\(umσN (e)ρ)/(σN (ek2)u + 1) du
= σN (e)Dm(k−(2m+2)σN (e)ρσN (e)),
where the modified logarithm Dm = Lm(∆) of the modular automorphism ∆(a) =
k−2ak2, a ∈ C(T2θ), with the square root σ(a) = k−1ak, is defined via the function
Lm(u) =
∫ ∞
0
xm
(x + 1)m+1
1
xu + 1
dx
= (−1)m(u − 1)−(m+1) ©­«log u −
m∑
j=1
(−1) j+1 (u − 1)
j
j
ª®¬ .
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Proof. First we look at the N = 0 case. We express the integrand as two Hadamard
products [35, p. 424] of generating functions multiplied together, and then we make
the change of variables u = exp(s). We will substitute an improper integral using
exp[(h + s)/2]
1 + exp(h + s − a − iφ) = exp[i(φ − ia)/2]
∫ ∞
−∞
exp[it(h + s − a − iφ)]
exp(pit) + exp(−pit) dt
for the closed form of the Fourier transform of the hyperbolic secant, andwill express
an inner integral as the Fourier transform of another function. Let a be a positive
real number. We get∫ ∞
0
(ek2u + 1)m+1\(umeρ)/(ek2u + 1) du
=
∫ ∞
0
(ek2u + 1)m+1\(k2m+2um(k−(2m+2)eρ))/(ek2u + 1) du
=
∫ ∞
0
(k2u)m+1/2
[
1
(1 + k2u)m+1  ∆
m+1/2
((
1
1 − u∆Re (1)
))]
∆−1/2(k−(2m+2)eρ)(k2u)1/2
[
1
1 + k2u
 1
1 − u∆Re (1)
]
du
u
=
∫ ∞
−∞
( [
1
2pi
∫ 2pi
0
exp[(m + 1/2)(s + h)]
[1 + exp(h + s − a − iθ)]m+1
∆m+1/2
((
1
1 − ∆Re exp(iθ + a) (1)
))
dθ
]
· ∆−1/2(k−(2m+2)eρ)[
1
2pi
∫ 2pi
0
exp[(s + h)/2]
1 + exp(h + s − a − iφ)
1
1 − ∆Re exp(iφ + a) (1) dφ
] )
ds
=
1
(2pi)2
∫ ∞
−∞
exp(ith)
exp(pit) + exp(−pit)
(∫ ∞
−∞
[∫ 2pi
0
exp[(m + 1/2)(s + h)]
[1 + exp(h + s − a − iθ)]m+1
∆m+
1
2+it
((
1
1 − ∆Re exp(iθ + a) (1)
))
dθ
]
∆−
1
2+it(k−(2m+2)eρ)[∫ 2pi
0
exp[ iφ+a2 + its + t(φ − ia)]
1 − ∆Re exp(iφ + a) (1) dφ
]
ds
)
dt
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=
1
(2pi)2
∫ ∞
−∞
exp(ith)
exp(pit) + exp(−pit)
[∫ 2pi
0
∫ ∞
−∞
exp[(m + 1/2)(s + h)] exp(its)
[1 + exp(h + s − a − iθ)]m+1 ds
∆m+
1
2+it
((
1
1 − ∆Re exp(iθ + a) (1)
))
dθ
]
∆−
1
2+it(k−(2m+2)eρ)[∫ 2pi
0
exp[(iφ + a)/2 + t(φ − ia)]
1 − ∆Re exp(iφ + a) (1) dφ
]
dt.
For the second equality, agreement of the integrands within the radii of convergence
of the geometric series implies agreement of the integrands throughout their analytic
continuations: [ ∞∑
n=0
(−ek2u)n
]m+1
k2m+2um(k−(2m+2)eρ)
[ ∞∑
n=0
(−ek2u)n
]
=

∞∑
n1=0
· · ·
∞∑
nm+1=0
m+1∏
q=1
(−k2u)nq ©­«
nq∏
p=1
∆peª®¬
∗
·k2m+2um(k−(2m+2)eρ)

∞∑
n=0
(−k2u)n ©­«
n∏
p=1
∆peª®¬
∗
=

∞∑
n1=0
· · ·
∞∑
nm+1=0
(−k2u)
∑m+1
q=1 nq
©­­«
∑m+1
q=1 nq∏
p=1
∆pe
ª®®¬
∗
·k2m+2um(k−(2m+2)eρ)

∞∑
n=0
(−k2u)n ©­«
n∏
p=1
∆peª®¬
∗ .
Since ∫ ∞
−∞
exp[(m + 12 )(s + h)] exp(its)
[1 + exp(h + s − a − iθ)]m+1 ds
= exp[i(m + 1
2
)(θ − ai)]
∫ ∞
−∞
exp[(m + 12 )(h + s − a − iθ)] exp(its)
[1 + exp(h + s − a − iθ)]m+1 ds
= exp[i(m + 1
2
)(θ − ai)] exp[−it(h − a − iθ)] fˆm(t),
where fˆm(t) is the Fourier transform of the function
fm(s) = exp[(m + 1/2)s][exp(s) + 1]m+1 ,
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we have ∫ ∞
0
(ek2u + 1)m+1\(umeρ)/(ek2u + 1) du
=
1
(2pi)2
∫ ∞
−∞
fˆm(t)
exp(pit) + exp(−pit)
∆m+
1
2+it
[((∫ 2pi
0
exp[i(m + 1/2 + it)(θ − ai)]
1 − ∆Re exp(iθ + a) dθ
)
(1)
)]
∆−
1
2+it(k−(2m+2)eρ)
[(∫ 2pi
0
exp[i(1/2 − it)(φ − ia)]
1 − ∆Re exp(iφ + a) dφ
)
(1)
]
dt
=
1
(2pi)2
∫ ∞
−∞
fˆm(t)
exp(pit) + exp(−pit)[((∫ 2pi
0
exp[i(m + 1/2 + it)(∇ + θ − ai)]
1 − ∆Re exp(iθ + a) dθ
)
(1)
)]
∆−
1
2+it
(
k−(2m+2)eρ
[(∫ 2pi
0
exp[i(1/2 − it)(∇ + φ − ia)]
1 − ∆Re exp(iφ + a) dφ
)
(1)
] )
dt.
For e = 1, the inner integrals evaluate to 2pi, so what we get agrees with the previous
result. For 0 , w ∈ C\(−∞,0] and a > − ln |w |, we integrate over a Hankel contour
H,R with branch cut along the negative x-axis and get∫ 2pi
0
exp[i(m + 1/2 + it)(∇ + θ − ai)]
1 − w exp(iθ + a) dθ
=
∫
Cexp a
(∆z)m+1/2+it
1 − zw
1
i
dz
z
=
1
i
lim
R→∞ lim→0
∫
H ,R
(exp[(m − 1/2 + it)(log z + ∇)])
1 − zw dz ∆
= 2pi(exp[(m − 1/2 + it) log(w−1∆)])∆
= 2pi((∆−1w) 12−m−it)∆,
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and ∫ 2pi
0
exp[i(1/2 − it)(∇ + φ − ai)]
1 − w exp(iφ + a) dφ
=
∫
Cexp a
(∆z)1/2−it
1 − zw
1
i
dz
z
=
1
i
lim
R→∞ lim→0
∫
H ,R
(exp[(−1/2 − it)(log z + ∇)])
1 − zw dz ∆
= 2pi(exp[(−1/2 − it) log(w−1∆)])∆
= 2pi(∆−1w) 12+it∆.
Since Re is an idempotent operator, we can reduce to the previous result as follows:∫ ∞
0
(ek2u + 1)m+1\(umeρ)/(ek2u + 1) du
=
∫ ∞
−∞
fˆm(t)(∆−1∆Re) 12−m−it∆(1)∆− 12+it(k−(2m+2)eρ(∆−1∆Re) 12+it∆(1)) dt
exp(pit) + exp(−pit)
=
∫ ∞
−∞
fˆm(t)
exp(pit) + exp(−pit)Re(1)∆
− 12+it(k−(2m+2)eρRe(1)) dt
=
∫ ∞
−∞
fˆm(t)
exp(pit) + exp(−pit)e∆
− 12+it(k−(2m+2)eρe) dt
= e
∫ ∞
−∞
fˆm(t)
exp(pit) + exp(−pit)∆
− 12+it(k−(2m+2)eρe) dt
= eDm(k−(2m+2)eρe).
Now that we have proven the lemma for N = 0, we may replace ρ with σ−N (ρ) and
apply σN to both sides, which proves the lemma for any integer N .
Corollary A.1.3. Let N be an integer. Then∫ ∞
0
(σN (ek2e)u + 1)m+1\(umσN (e)ρ)/(σN (ek2e)u + 1) du
= σN (e)Dm(k−(2m+2)σN (e)ρσN (e))σN (e)
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Proof. The N = 0 case of lemma we just proved implies that, for any ρ ∈ A∞θ and
every non-negative integer m, we have∫ ∞
0
(ek2u + 1)m+1\(umeρ)/(ek2u + 1) du = eDm(k−(2m+2)eρe)
and ∫ ∞
0
(ek2u + 1)m+1\(umeρe)/(ek2u + 1) du = eDm(k−(2m+2)eρe).
Since 1/(ek2u+1)−e/(ek2u+1) = 1−e, subtracting the two equations immediately
above gives us ∫ ∞
0
(ek2u + 1)m+1\(umeρ(1 − e)) du = 0.
Also, ∫ ∞
0
(ek2u + 1)−(m+1)umeρ(ek2u + 1)−1e du = eDm(k−(2m+2)eρe)e.
Since 1/(ek2eu + 1) = 1 − e + (ek2u + 1)\e, adding the two equations immediately
above gives us∫ ∞
0
(ek2u + 1)m+1\(umeρ)/(ek2eu + 1) du = eDm(k−(2m+2)eρe)e.
Since (ek2u + 1)m+1\e = (ek2eu + 1)m+1\e, we get∫ ∞
0
(ek2eu + 1)m+1\(umeρ)/(ek2eu + 1) du = eDm(k−(2m+2)eρe)e.
After replacing ρ with σ−N (ρ) and applying σN to both sides, we are done.
We also state a corollary of our rearrangement lemma regarding orthogonal projec-
tions. Suppose e1, e2 ∈ A∞θ are orthogonal self-adjoint idempotents, i.e. e21 = e1 =
e∗1, e
2
2 = e2 = e
∗
2, and e1e2 = e2e1 = 0. Then (e1+e2)2 = e21+e22 = e1+e2 = (e1+e2)∗,
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so e1 + e2 is a self-adjoint idempotent and the following corollary follows from our
rearrangement lemma:
Corollary A.1.4. For every element ρ ∈ A∞θ and every non-negative integer m we
have∫ ∞
0
(σN (e1 + e2)k2u + 1)m+1\(umσN (e1 + e2)ρ)/(σN (e1 + e2)k2u + 1) du
= σN (e1 + e2)Dm(k−(2m+2)σN (e1 + e2)ρσN (e1 + e2)).
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