In this paper, the quality of the estimation of the convection velocity in jet shear layers using schlieren pictures is investigated. The aim is to discuss whether the convection velocity is likely to be biased if determined from schlieren images obtained at a high frame rate, as in previous experiments using the phase shift method. For this, a numerical procedure is developed in order to generate schlieren-like images on the basis of simulation data, and applied to the results provided by the large-eddy simulation (LES) of an underexpanded round jet at an ideally expanded Mach number of 1.56. The results obtained from the schlieren pictures are compared with those obtained directly from the LES density fields. It is notably found that the location of the maximum of gray level fluctuations in the schlieren pictures corresponds well to that of the maximum of density fluctuations, and that the convection velocity estimated for low frequencies using schlieren pictures is underestimated for small separation distances between the two points used for the phase shift calculation.
I. Introduction
In aeroacoustics models for supersonic jet noise, 1, 2 one input parameter related to the flow itself is the convection velocity of the turbulence in the jet shear layer. In recent years, different experimental methods [3] [4] [5] [6] [7] [8] were applied to measure the convection velocity in high-speed jets, and when possible, its dependency on the frequency. In several studies, a schlieren system is set up together with imaging optics so that the light intensity in the image plane of the jet is measured by use of two combined photodiodes 6, 9, 10 or of a high speed camera. 7, 8 The data analysis seeks for instance at determining the phase difference between two signals from a couple of sensors. This phase shift is related (at least partly) to convection and hence, an estimate of the convection velocity is obtained as soon as the distance between the two sensors is known. Conventional schlieren imaging is known to provide pictures whose contrast results from the integration of all the light beam perturbations from the light source to the sensor. Sharp-focusing systems 11, 12 can provide two-dimensional slices of a flow, with a focus depth depending on the experimental apparatus chosen. In practical, 11 the focus depth is of the order of the diameter of the Lab-scale round supersonic jets. This paper is an attempt to determine if the characteristics of conventional schlieren imaging (space integration over the light path, sensitivity to gradients of density rather than the density itself) can affect the convection velocity estimation.
In this purpose, experimental schlieren images of an underexpanded jet at M j = 1.50 are first exploited. To estimate the convection velocity, the phase shift method is applied by using two time signals extracted from the time-series of schlieren pictures acquired at a high frame rate. The distance between the two points is varied and its influence on the convection velocity estimation is highlighted. To go further, a study based on synthetic schlieren pictures processed from 3-D data obtained by Large Eddy Simulation (les) of a round underexpanded M j = 1.56 jet is presented. These pictures, obtained by using a specific numerical procedure, are validated against reference quasi-analytic solutions. The convection velocity is estimated again using the phase shift method, as for the experiments. The results are compared with those derived from the same methodology applied to the density field -the raw data provided by the numerical simulations. The analysis aims to show that the spacing between the two points affects the convection velocity estimation from the schlieren pictures. Before presenting these results, the parameters and methods used in the experiments and in the simulation are first given.
II. Jets parameters and methods used

A. Experimental set-up
The experiments were done in the 10 m×8 m×8 m anechoic room of the Centre Acoustique, Laboratoire de Mécanique des Fluides et d'Acoustique atÉcole Centrale de Lyon. A contoured convergent nozzle of diameter D = 38 mm, is continuously supplied by a centrifugal compressor in unheated dry air. The wall static pressure is measured 15 nozzle diameters upstream of the exit. Stagnation pressure is then retrieved from the wall static pressure value through the estimate of the local Mach number in the measurement section. The supersonic jet studied here is associated to an ideally expanded Mach number M j = 1.50 and a total temperature around 30
• C. The associated Reynolds number based on the fully expanded velocity and the nozzle diameter D is Re D = 2 × 10 6 . A representative view of the choked jet is provided in Figure 1 using a conventional Z-type schlieren system. The imaging system used in the following consists of a continuous Cree XHP LED light source, a knife edge set perpendicular to the jet axis, and two f /8, 203.2-mm-diam parabolic mirrors arranged so that the off-axis setting is limited to 10 deg. The schlieren images are recorded by a high-speed Phantom V12 CMOS camera whose frame rate is set to 430 769 Hz, with an exposure time of 1.87 µs. The total length of one recording is 1.21 s which corresponds to 521472 successive images. To ensure the high acquisition frame rate, the recorded image area is limited to a 640 px×16 px region centered on the upper jet shear layer. Using appropriate collimating optics, the image resolution is set to 0.261 mm/px. With these settings, the field of view corresponds to 4.4D in the longitudinal direction and to 0.11D in the radial direction, as can be observed in the typical image depicted in Figure 1 . In this Figure the location of the couple points used for the estimations of convection velocity, arbitrary placed on the nozzle lipline and in the middle of the third shock cell, is also represented. This position is noted x 0 in the following. Similar results as those presented in section III were also obtained for other locations at various distances to the nozzle exit along the lipline.
B. Numerical simulation of a round underexpanded M j =1.56 jet A supersonic round jet has been computed by solving the unsteady compressible Navier-Stokes equations using low-dispersion and low-dissipation schemes [13] [14] [15] . Further details on the simulation are provided in a previous paper. 16 The jet is underexpanded, and is characterized by a Nozzle Pressure Ratio of NPR = P r /P amb = 4.03, where P r is the stagnation pressure and P amb is the ambient pressure. The fully expanded Mach number is M j = 1.56, the exit Mach number M e = 1, and the Reynolds number is Re D = 5 × 10 4 . The mesh contains 400 million points, with mesh spacings allowing acoustic waves with Strouhal numbers up to St D = 5.6 to be well propagated. The 3-D flow density of the simulation is recorded at a sampling frequency of St D = 6.4, over a volume defined in cylindrical coordinates by 200 points in the radial direction with a maximum radial position of r = 1.5D, 512 points in the azimuthal direction covering 2π and 491 points along the jet axis ranging up to z = 5.15D. In the following, a light beam along the Cartesian x axis is supposed to go through the underexpanded jet, as represented in the figure 2. The equations governing refractions of the light beam due to the variations in the flow density, derived from Fermat's principle, are provided in the next section. 
C. Two-point method for convection velocity estimation
The convection velocity may be estimated from the phase lag between two signals representative of the flow, recorded at two different points in the jet shear layer. These could be density signals, 3 velocity signals 4, 5 or optical signals depending on density gradients. 6, 7, 9, 10 For one physical position x within the flow, let g(x,t) be the signal measured by the sensor used at the time t. Calling G(x,f) the Fourier transform of g(x,t) and taking the x location as a reference point, the cross-spectrum G δz (x, f ) between the signal coming from x + δz z and the one coming from x -δz z is computed using :
where the ⋆ denotes complex conjugate. The estimation of the convection velocity U c is derived from the phase Φ δz (x, f ) of the cross-spectrum G δx (x, f ) using : High-speed schlieren cinematography has previously been proposed using the Cranz-Schardin principle, 17 which allowed for up to 4 consecutive schlieren images with a minimum time separation of 1 µs. The idea proposed here is to use the tremendous capacities of high-speed digital cameras to construct time signals extracted from a sequence of several hundreds of thousands consecutive images. Grayscale time signals from the schlieren images would then be used as the input signals for cross-spectrum computation as in (1) . Because of the knife-edge orientation, orthogonal to the jet axis in this experimental study, the signal will be denoted as g z , where the subscript z is used to indicate that the contrast in these experimental schlieren images is due to density gradients along the z axis.
In this study, the experimental signals were segmented into 9997 blocks of 104 points, obtained using a 50% overlap, to compute the mean cross-spectrum of which the phase is extracted. Considering in Figure  3 (a) the evolution of the phase Φ δz (x 0 ) as a function of the Strouhal number St D = f D/U j based on the nozzle diameter and the perfectly expanded jet velocity U j , one notices that the phase delay monotonically increases with St D for the tested values of δz. For the two largest values of δz, the phase shift is limited to approximately 20 radians because noise limits the estimation accuracy for larger values. The convection velocity, estimated using (2) and given in Figure 3 (b), follows the behavior obtained in previous studies, by globally increasing monotonically with St D and reaching values around 0.7U j or 0.8U j . Nevertheless, as pointed out earlier, 3, 6, 7 the distance δz between the probes affects the estimation of the convection velocity over the whole range of St D .
This influence must be taken into account also because the differences in U c are noticeable (around 10%) for the smallest separations 2δz= 8 px and 16 px (respectively 2δz/D= 0.055 and 0.110, which corresponds to 2δz= 2.1 mm and 4.2 mm), that are of the order of the local shear layer momentum thickness (δ θ ≈3.3 mm for x 0 =(3.8D,0.5D) as mentioned in Fig 3. 42 of a previous study 7 ) and thus small with respect to the jet diameter D. Panda 3 reminds us that the distortion of the eddies that occurs over the separation distance also influences in the phase, thus there should be at least one part of the error in the estimation of the convection velocity that comes from the phase lag method itself. This effect is noticeable in Panda 3 for the case of a round M j = 0.95 jet; for a separation between the two probes of around one jet diameter D at St D = 1.6, the lack of coherence between the two experimental signals induces errors in the phase estimate. For smaller probes separations, the linear dependency of the cross-spectral phase with the probes separation is remarkable, which indicates that the separation between the probes induces only a small, if any, bias in the convection velocity estimate.
To summarize, probes separation in high-speed conventional schlieren imaging affects the convection velocity estimation, as it is also the case in previous studies 3, 6 where it is proposed to calculate this quantity by averaging over multiple separation points. Considering the large difference between these estimations for high-speed conventional schlieren imaging, such an averaging could lead here to significant errors in the convection velocity calculation. Thus, the approach proposed hereafter consists in determining whether there is a range of appropriate probe separations for which the error in the convection velocity can be minimized. This approach is based on numerical simulations and treatments of these data that are described in the following sections.
IV. Synthetic schlieren images generation and analysis
In this section, the aim is to determine the similarities between flow characteristics and those derived from schlieren imaging. For this, synthetic schlieren images are generated from a reference 3-D density field obtained by the simulation described in section II.B. Results obtained the quantitative analysis of these schlieren images are compared to the real characteristics of the flow field. A brief description of the basics of schlieren imaging is first given, and the numerical procedure used to generate the schlieren images on the basis on numerical data is presented. The main results of the comparisons are finally provided.
A. Schlieren imaging
A light beam is supposed here to propagate along the x axis when the medium is homogeneous. In the presence of perturbations in the medium making it optically inhomogeneous, the light path is given by the following system of differential equations
The deflection of the light beam is usually considered sufficiently small to allow the terms dy/dx and dz/dx to be negligible with respect to unity. The light path is thus governed by the simplified differential system :
The difference between the solutions of the two differential equation systems (3) and (1) was evaluated in the case of time-averaged data. The difference was found to be so small with respect to the spatial resolution of the generated images that the system (1) is considered in the following to provide a good representation of the real perturbation of the light path by the density variations inside the jet.
Schlieren imaging consists in focusing the light beam perturbed by the density field tested, on an image plane corresponding to, for example, a CMOS or CCD sensor. Before the sensor, one part of the light beam is cut off by a knife-edge whose orientation determines the link between the image contrast and the physical quantity visualized. Hence, if the knife-edge is aligned with the y axis, in other terms orthogonal to the jet axis, the relative intensity change in the recording plane is given by:
in which the refractive index of the tested field is supposed to remain close to unity, and K ′ a constant depending on the optical set-up and the Gladstone-Dale constant linking the refractive index and the gas density.
Similarly, if the knife-edge is aligned with the z axis, the relative intensity change in the recording plane thus follows:
Thus, for a given optical set-up and a given gas, the schlieren images are entirely determined by the integral term in the equations (1) and (2) . In the following, the general notation f is chosen for the function to be integrated along x, which depends on the orientation of the schlieren knife-edge to be reproduced.
B. Numerical procedure for the computation of synthetic schlieren images
In the following, f is considered as a function depending on four variables : the time t and three space variables. Moreover, the associated time-averaged function f is a function of two space variables only, because in addition to the vanishing of the dependency with t, the property of axisymmetry of the jet flow field induces also that f does not depend on the azimuthal coordinate.
Thus, the intensity distribution of the schlieren image at the point (z 0 ,y 0 ) and a given time t, assuming a magnification factor equal to unity, is proportional to ǫ f (z 0 , y 0 ) defined as:
Moreover, for f ,
The approach followed here is to reproduce, from density field provided by the simulation described in section B, a set of schlieren images as could be obtained experimentally and to apply the analyses developed for experimental data 3, 6, 7 to these 'synthetic' images. There is a need to verify that the 'synthetic' images are correctly generated from the simulation. Moreover there is also a need to develop an efficient method to compute the integral terms in (1) and (2). Thus two different methods to compute these synthetic schlieren images are presented below, from the time-averaged flow field from the simulation.
Reference solution for the time-averaged axisymmetric jet
Recalling the relation obtained using the axisymmetry property for f , integrated over a light path parallel to the x axis and distant from y 0 to this axis, as denoted in Figure 4 :
with r = x 2 + y 2 0 . With the variable change in the calculation of ǫ f , as also noticed previously, 20 one obtains:
As a consequence, the knowledge of the function f (r, z 0 ) for r ∈ [0 : ∞] is sufficient to determine the light intensity distribution over the schlieren image by computing the integral defined in equation (5). This procedure provides a reference solution to which the results of the direct integration of the volume domain are compared. 
Direct integration over light path
The direct evaluation of integrals (3) or (4) relies on the data available along the light path, supposed here to be oriented along the x axis, as described in Figure 4 . On the other hand, the data from the simulation, and thus the values for f (or f ), are available over a cylindrical mesh; data interpolation thus needs to be done. A strategy consists in interpolating on a Cartesian mesh the data contained in a ( x, y) plane for a given value of z, then computing the requested integrals and stepping to the next ( x, y) plane. This strategy turns out to be costly because of the 2-D interpolation from polar to Cartesian meshes. Thus, a second strategy consists in performing 1-D data interpolation along the datasets at a given θ. It appears to be around 20 times faster than the first strategy. As illustrated in Figure 5 , the data are first interpolated along their radial distribution at the points (in red in Figure 5 ) located on the light path considered. Then, the distance between two consecutive samples is evaluated, so that the integral given in (3) is approximated by :
with the increment in x, noted ∆x k , being computed as : Some synthetic schlieren pictures obtained using the procedure described above are now presented. In Figure 6 a schlieren picture obtained experimentally 7 and a synthetic picture based on an instantaneous 3-D density field from the simulation are provided. For the experimental result, the knife-edge was oriented along the jet axis, which is reproduced in the numerical approach by choosing f ≡ ∂ρ ∂y . There is a good agreement between the two pictures, both capturing the peculiarities of the underexpanded jet flow. The shock-cell structure as well as coherent structures developing upstream of the nozzle exit and turbulence are clearly visible, similarly to experimental results for underexpanded jets. 21, 22 Differences are noticed in the size of the structures developing in the jet shear layer next to the nozzle exit which can be attributed to differences between the Reynolds numbers in the simulation and the experiment as well as probable differences in the jet exit conditions.
In Figure 7 the synthetic images built from an instantaneous density field obtained by the simulation and from time-averaged data are compared. In particular, the images for the time-averaged 3-D density field, determined as described in section 2, are compared with those obtained by applying equation (5) to the time-averaged density profiles determined by density averaging in the azimuthal direction. The very good match between the two sets of results confirms the ability of the numerical procedure implemented to provide schlieren-like images. Depending on the expression of f in equation (6) , and/or equivalently the orientation of the knife-edge in a corresponding experiment, some features of the jet flow are more easily discernible. For example, the azimuthal correlation of the coherent structures in the first part of the first shock cell is clearly noticeable if the axial density gradient is considered.
Finally, spurious noise very close to the jet axis (bottom of the image in the two upper lines of Figure  7 ) can be observed, which corresponds to the fact that the approximation proposed in equation (6) is less appropriate for small values of y 0 . Nevertheless, as the aim is to focus hereafter in the region centered around the top shear layer, these limitations are not critical. Figure 7 . Synthetic schlieren pictures computed using one 3-D flow density field at a given time t (top), the time-averaged 3-D density field (middle) and the mean density profile combined with equation (5) (bottom). Pictures in the left column correspond to f ≡ ∂ρ/∂y, i.e. (virtual) knife-edge oriented along the jet axis, and pictures in the right column correspond to f ≡ ∂ρ/∂z, i.e. knife-edge normal to the jet axis. Only the top-half of the jet is considered C. Comparisons of density and schlieren data
Standard deviation of quantities related to the flow
On the basis of the density field from the simulation, from which one snapshot is presented in Figure 8 , the standard deviation of density is calculated and reported in Figure 9 (a). The density fluctuations are clearly maximum in the jet shear layer, and tend to be modulated along the shock-cell structure with a period of a shock-cell, which is consistent with previous experimental observations. 23 The axial profile of the density fluctuations along a line located at the constant radius r/D=0.63 is given in Fig. 10(a) . This profile presents maxima located between two consecutive shocks, which compares well with a similar profile presented in the figure 8 of reference 23. In the Figure 10 (a) the axial profile of the maximum values of density fluctuations is presented. These are maximum upstream a shock-tip in the shear-layer and their level just downstream the shock is significantly lower than just upstream. Thus, the interactions of the turbulence in the jet shear layer with the shock-tip result in an inhibition of the growth of the level of density fluctuations, which is consistent with previous studies on velocity fluctuations.
7, 24
The standard deviation of the gray levels in the synthetic schlieren images are now considered. These images were obtained in the case where the (virtual) knife-edge is placed along the jet axis, and the gray levels are then noted g y , and also in the case of a knife-edge placed orthogonal to the jet axis, the gray levels (ii) the inner part of the jet, and in particular near the shocks contained in the jet plume. This is the consequence of the integration of the optical disturbances over the light path. Thus, the fluctuations of g y and g z in this area can be viewed as a consequence of shock oscillations, especially encountered in screeching jets.
21, 25
Of interest here is to compare in the jet shear layer the results obtained with the flow density fluctuations. In Figure 10 (b) the axial evolutions of the maximum value of the standard deviations for g y and g z are given. These evolutions are marked with the periodicity of the shock-cell structure, but the trend exhibited differs significantly from that of the maximum density fluctuations. For instance, the fluctuations in g y decrease between two consecutive shocks, and that of g z remain nearly constant, which is contrary to the axial evolution of σ ρ .
On the other hand, the radial profiles of the fluctuations can be considered. They are illustrated in Figure 11 for the axial position z 0 /D = 3.8. The direct results from the simulation are the fluctuations of density, and of axial and radial velocity. Their profiles present a maximum value located in the inner part of the jet shear layer for the density fluctuations, and in its outer part for the velocity fluctuations. The radial profiles of the fluctuations of g y and g z are also shown and reach their maximum at a radial position close to that of maximum density fluctuations, in particular for g y . As a conclusion for this point, even if the axial evolution of the maximum of density fluctuations is not comparable with the quantities extracted from schlieren images, the radial location of the maximum of density fluctuations in the jet shear layer seems to be found next to the position of the maximum of g y fluctuations.
Convection velocity estimation
The convection velocity is estimated using the phase of the cross-spectrum between two signals, as presented in section II.C. Two sets of data are considered here: density and schlieren images. In each case, pairs of time signals are extracted from either side of a reference point located at the axial position z 0 /D = 3.8. When using the density data, the radial position of the reference point is r 0 /D = 0.45, and when using the schlieren images, the position along the y axis is equivalently y 0 /D = 0.45. The signals include 1920 consecutive time-steps at the sampling frequency of St D = 6.4 (see section II.B).
The phase of the cross-spectrum is computed between the signals extracted from the axial locations z 0 − δz and z 0 + δz. An average of the results is obtained thanks to the jet axisymmetry: when using the density data, 512 cross-spectra are calculated around the jet axis by using the resolution in the azimuthal direction. Thus, the phase of the cross-spectrum is obtained using 512 blocks of 1760 time-steps. For the schlieren images, for a given time-step of the input density field, series of images are generated by rotating the ( x, y, z) frame depicted in Figure 2 around the z axis. The number of rotations used to generate different schlieren images of the same flow could be 512, which would allow us to use the input density data without spatial interpolation. Nevertheless, because of spatial integration along the x axis, there is no obvious interest in choosing such a small angular difference between the schlieren images generated for a single time-step. Therefore, the number of rotations is limited here to 32. Thus, the phase of the cross-spectrum between schlieren data is obtained using 32 blocks of 1920 time-steps. It has been checked that this number of blocks, smaller than that used for the analysis of the density field, has a negligible influence on the results given below.
The phase of the cross-spectrum using both datasets is presented in Figure 12 as a function of St D . With the density signals, as presented in Figure 12 (a), the phase evolution depends, as expected, on the separation between the two points where the data are extracted: the higher the separation, the faster the phase evolves. Considering the limited scatter of the results for one separation value, a second order polynomial fit of the data is used to represent for the dependency of Φ δz with St D . These fits are superimposed on the Figure 12 . The phases computed with schlieren data for different separation points are also represented in Figure 12 (b), together with their polynomial fits. The trend is similar to that observed for density signals, with more scatter in particular for the large values of the separation δz. This scattering is attributed to the reduced coherence of the schlieren data with respect to the density data.
The convection velocity at the reference point is now estimated from the computed phase Φ δz . The results obtained with the density signals are presented in Figure 13 (a). The normalized convection velocity U c /U j reaches values slightly above 0.75 in the high-frequency range. Furthermore, this value is almost independent of the separations δz, be it 0.241D, 0.362D or 0.482D, which is consistent with previous experimental results based on density measurements.
3 For the smallest separation 2δz = 0.121 D, U c differs, in the low frequency domain, from the other estimations probably because of the difficulty in capturing low frequency phenomena by monitoring two sensor points close one of each other. It can be noticed that the different estimations of the phase were obtained using the same methodology (same number of points, same polynomial-fit procedure) to avoid bias effects in data treatment.
The estimation of the convection velocity via the schlieren data is now considered. First, U c /U j is calculated using the g z gray levels, which are those extracted from the synthetic schlieren images with f ≡ ∂ρ/∂z (knife-edge orthogonal to the jet axis), and the results are presented in Figure 13 (b). This case is interesting regarding the experimental results commented in section III, which corresponds to the same knife-edge setting. The general trend of U c /U j increasing with St D is well reproduced. By considering the results obtained for different probe spacings, one can point out a high-pass filtering behavior of the estimation of the convection velocity, with a cutoff frequency that decreases when the probe separation increases. The same effect is observed experimentally, as indicated by Figure 3 , which indicates that this is inherent to the use of schlieren data, with the knife-edge orthogonal to the jet axis. This effect is less pronounced when considering the results obtained with the knife-edge along the jet axis, as visible in Figure 13 and the influence of the separation δz appears less clear than in the other schlieren set-up. Using these data, averaging the results over the different separation points would lead to a reasonable estimation of the convection velocity.
V. Conclusion
A series of experimental schlieren images of an underexpanded M j = 1.50 jet are recorded at an acquisition frequency above 430 kHz and with a knife-edge orthogonal to the jet axis. From the quantitative analyses of these data, the estimated convection velocity is found to be clearly affected by the axial distance between the two locations where the signals are extracted for the application of the phase shift method.
Thus, on the basis of the density field of an underexpanded jet determined numerically, the same kind of analysis is performed by comparing results inferred from the jet density field with the estimations from the processing of the schlieren images. These images are generated to mimic different knife-edge setups, oriented either along the jet axis or normal to it. The location of the maximum density fluctuations is found in a fair agreement with the location of the maximum of gray levels fluctuations in the schlieren images, in particular if the (virtual) knife-edge is set orthogonal to the jet axis. For the convection velocity estimation, it confirms the bias error due to separation between the two probes, which leads an underestimation of the convection velocity for low-frequencies in particular when the sensitivity of the schlieren images relies on axial density gradients. This trend is consistent with the conclusion drawn from the experimental study. It is of interest to determine, by further analyses, whether such a trend comes from the effects of space integration along the light beam or from the effects of examining the density gradients rather than the density itself.
