Context. With new astronomical infrared spectrographs the demands of accurate atomic data in the infrared have increased. In this region there is a large amount of parity-forbidden lines, which are of importance in diagnostics of low-density astrophysical plasmas. Aims. We present improved, experimentally determined, energy levels for the lowest even LS terms of Fe , Ti  and Cr , along with accurate Ritz wavelengths for parity-forbidden transitions between and within these terms. Methods. Spectra of Fe , Ti  and Cr  have been produced in a hollow cathode discharge lamp and acquired using high-resolution Fourier Transform (FT) spectrometry. The energy levels have been determined by using observed allowed ultraviolet transitions connecting the even terms with upper odd terms. Ritz wavelengths of parity-forbidden lines have then been determined. Results. Energy levels of the four lowest Fe  terms (a 6 D, a 4 F, a 4 D and a 4 P) have been determined, resulting in 97 different parityforbidden transitions with wavelengths between 0.74 and 87 µm. For Ti  the energy levels of the two lowest terms (a 4 F and b 4 F) have been determined, resulting in 24 different parity-forbidden transitions with wavelengths between 8.9 and 130 µm. Also for Cr  the energy levels of the two lowest terms (a 6 S and a 6 D) have been determined, in this case resulting in 12 different parity-forbidden transitions with wavelengths between 0.80 and 140 µm.
Introduction
The interaction between laboratory and stellar spectroscopy has a long history, and still the availability of experimental atomic data is a necessity in analyses of stellar spectra. The development in astronomical instrumentation has also increased the demands on the accuracy of the data in the optical (e.g. the VLT/UVES spectrograph) and ultraviolet (e.g. the HST/STIS instrument) wavelength regions. The next step will be to improve the atomic database in the near-infrared region to match the needs defined by high-resolution spectra recorded with the newly installed CRIRES spectrograph at VLT and the spaceborne SPITZER observatory.
The situation in nebular spectroscopy is quite different from the status of stellar spectroscopy. Nebular spectra show emission lines, and they are associated with various excitation mechanisms, general as well as selective. Very special features in nebular spectra are the "forbidden lines", i.e. transitions between metastable (long-lived) energy levels, which are only observable in spectra of very low-density plasmas. The forbidden lines are important for diagnostics of various parts of planetary nebulae (e.g. Smith et al. 2005 ) and nebular clouds around extended objects, such as active galactic nuclei, (see e.g. Kaufman et al. 2006; Meijerink et al. 2007 ). The diagnostics are often performed using standard pairs of forbidden lines, and the information embedded in numerous other forbidden lines is seldom exploited. This is partly due to the lack of reliable atomic data for forbidden lines.
Forbidden lines are not observed in light sources used for atomic spectroscopy, simply because collisions deexcite the metastable levels due to the high electron density. The wavelengths can be calculated from the energy level values, but it is not until recently lifetime measurements of metastable levels in complex spectra have been performed using storage rings (Hartman et al. 2005) . Astrophysical spectra have been used for converting the lifetimes into Einstein A-coefficients. Great efforts were early made by Garstang (e.g Garstang 1962) to calculate the A-coefficients, and they have later been followed up by work by Nussbaumer (Nussbaumer & Swings 1970; Nussbaumer & Storey 1988) , Quinet (Quinet et al. 1996; Quinet 1997) and others. The theoretical data are certainly of high quality but they are not accompanied with any estimate of the uncertainty. However, accurate wavelengths can only be derived from experimental data.
In the present paper we present new and accurate wavelengths of forbidden lines in the infrared region for three spectra, Fe , Ti  and Cr , of high astrophysical relevance. Many of these lines have already been identified in astrophysical spectra, see e.g. Temim et al. (2006) ; Riffel et al. (2006) ; Hartman et al. (2004) . Other second spectra of the iron group elements produce few forbidden lines in the infrared either because of the atomic structure or the low abundance. The energy level values of the lowest terms in Fe , Ti  and Cr  have been improved by using observed UV-visible transitions measured with high-resolution Fourier Transform spectrometry. Accurate Ritz wavelengths have been determined for parity-forbidden transitions between and within these terms.
Experimental method
Spectra of Fe , Ti  and Cr  were produced in a water cooled hollow cathode discharge lamp (HCL). Four different cathode compositions were used, see Table 1 . In one spectral acquisi- tion the cathode consisted of pure titanium, spectrum I, and for the others a cathode of pure iron was used. The cathodes had a cylindrical bore with an inner diameter of 6-7 mm and a length of about 50 mm. For four of the spectral acquisitions pieces of complementary metals were inserted in the cathode bore to produce spectra from several different ions simultaneously. Spectra II-IX were previously acquired for measurements of accurate relative wavelengths of different ions, see Aldenius et al. (2006) . These spectra were complemented with spectrum I to improve the signal-to-noise ratios (S/N) and accuracy of the Ti  lines in this investigation. For the spectral acquisition with pure Ti or Fe cathodes argon or neon was used as a carrier gas, creating the initial plasma in the cathode. This provided Ar lines for wavelength calibration and Fe lines which were used as secondary calibration lines, see Sect. 3.1. For the spectral acquisitions with composite cathodes either a mixture of argon and neon or pure neon was chosen as the carrier gas. This was done because Ne produced higher S/N for lines that were too weak in pure Ar recordings. A continuous HCL mainly produces spectra from neutral and singly ionized species. To increase the amount of singly ionized species, and the S/N for the lines of interest, a large amount of spectra were recorded to achieve the best light source parameters. Finally, the light source was run with a current between 0.4 and 1.2 A and a pressure between 0.6 and 1.2 torr.
The spectra were acquired with the Chelsea Instruments FT500 UV Fourier Transform (FT) spectrometer (Thorne et al. 1987) in Lund. This is optimized to measure high-resolution spectra in the region 2000-7000 Å. Spectra for essentially two overlapping wavenumber regions, 20000-40000 cm −1 (5000-2500 Å), region A, and 26000-50000 cm −1 (3800-2000 Å), region B, were acquired using three different Hamamatsu photomultiplier tubes, R928 or 1P28 for region A and R166 for region B. Photon noise in the interferogram is transferred into the spectral region as white noise. All spectral lines seen by the detector contribute to this noise level. It is therefore an advantage to limit the light seen by the detector to the wavelength region of interest. The R166 detector used in region B is so-called solar-blind and has a long-wavelength cut-off at about 3000 Å. The short-wavelength cut-off for this region is at about 2000 Å, where air absorbs most light. For region A the R928 detector has a wide sensitivity range, between 2000 and 8000 Å, and an external 2 mm UG-5 optical glass filter was used to cut out light above 4000 Å, significantly reducing the noise. The two regions, including detectors and filter, overlap, giving a small region for transfer of calibration between them (see Sect. 3.1).
The light source was carefully aligned with a focusing lens at two different distances to the spectrometer. For spectra VII-IX (in region B) the light source was placed close to the aperture of 
the spectrometer, in order to decrease the light path length in air and thereby increase the S/N for the lines close to 2000 Å, where air absorbs most light. For the region at longer wavelengths (A) the light source was placed at a larger distance. In this wavelength region the absorption from air is less prominent. The resolution of the spectra was between 0.04 and 0.06 cm −1 , which was sufficient to completely resolve the lines. For each spectrum about 20 scans were co-added to achieve higher S/N for the lines. To further improve the accuracy the allowed E1 transitions were measured in several spectral recordings with different light-source parameters.
Analysis
For each of the three species the lowest LS terms of the low even configurations, including the ground term, were chosen to be included in the investigation. The upper levels of the parityforbidden transitions should be meta-stable, having no level of opposite parity located at lower energy. It was also essential that the terms could be easily connected with UV-visible transitions through higher lying levels of opposite parity. To improve the accuracy of the lower levels, as many transitions to upper levels of odd parity as possible were chosen to be included in the measurements. Since the transition rules for allowed E1 transitions are ∆J = 0, ±1, see Table 2 , there was a maximum of three transitions to each upper level within one multiplet. To further improve the accuracy, lines were measured in at least three different spectral acquisitions.
Fe  has a complex energy level structure, with many low terms within a small energy interval. Observed Fe  transitions, belonging to the a 4 D-z 4 P multiplet, from spectrum III. The wavelength span in the figure is about 6.6 Å and the weaker line at 39019 cm −1 is an Ar  line from the carrier gas in the HCL. played in Fig. 1 , including the even and odd terms considered in this investigation. Because of rather poor LS-coupling in Fe , transitions between quartets and sextets have high probabilities and such intercombination lines were in general clearly visible in the laboratory spectra. This made it possible to connect the two spin systems. Fig. 2 shows a small part of an observed spectrum (III) including three of the Fe  lines used in this investigation. The spectrum is from a pure iron cathode and contains iron and argon lines.
Also Ti  has a complex energy level structure with many low terms of even parity. Fig. 3 .
For Cr  the ground state is 3d 5 a 6 S 5/2 and the lowest terms belong to the 3d 5 and 3d 4 ( 5 D)4s configurations. The lower, even parity, energy levels of two different terms (a 6 S and a 6 D), with in total 6 energy levels between 0 and 12500 cm −1 , were included in the investigation. The ground term has zero orbital angular momentum, L = 0, and therefore only one energy level (J = 5 2 ). This means that the total number of possible transitions within, and between, these two lower terms are less than for e.g. Ti . The lowest odd parity term in Cr  is z 6 F at 47000 cm −1 , but transitions to the ground state from this term have very low transition probabilities (Nilsson et al. 2006) . The second lowest odd term, z 6 P, is at 48000 cm −1 , which results in transitions close to the 2000 Å limit were air absorbs most light, making the observed transitions with low probabilities too weak. This made it possible to measure transitions only to (z 6 P), belonging to the 3d 4 ( 5 D)4p configuration. To try and compensate for this lack off useable transitions and improve the accuracies, the Cr  lines were measured in four different spectra.
Wavenumber calibration
FT spectrometry generates spectra with a linear wavenumber scale, whose accuracy derives from the control of the sampling of the interferogram by a single-mode helium-neon laser. The frequency of this control laser is stabilized to five parts in 10 9 . The accuracy is, however, limited by the effects of using a finitesize aperture and by imperfect alignment of the light from the light source and the control laser (Learner & Thorne 1988) . To obtain a wavenumber scale, which is accurate to better than one part in 10 7 , a multiplicative correction is applied, such that
where σ corr is the corrected wavenumber and σ obs is the observed, uncorrected wavenumber. The correction factor, k eff , is accurately determined by measuring the positions of well-known internal wavenumber standard lines. With FT spectra it is not necessary that the reference lines are evenly distributed throughout the spectrum. In principle, it is possible to use only one calibration line (Salit et al. 2004 ), but to reduce the uncertainty of the calibration, several calibration lines have been used for each spectrum. The use of internal calibration lines, in this case Ar  lines from the carrier gas in the HCL, helps to ensure, to as high degree as possible, that the light from the species being used for calibration illuminates the entrance aperture of the FT spectrometer in the same way as that of the species being investigated. Ar  lines are commonly used for wavelength calibration and there are in principle two sets of standard lines available. In this investigation wavenumbers from Whaling et al. (1995) have been used for calibration, rather than the work by Norlén (1973) . For discussions on the difference between these two sets of lines see e.g. Whaling et al. (2002) ; Nave & Sansonetti (2004) ; Aldenius et al. (2006) . The wavenumbers of Whaling were measured using FT spectrometry with molecular CO lines as wavenumber standards. For spectral region A Ar  4s-4p calibration lines with S/N>100 were selected for the spectra with Ar as the carrier gas in the HCL (spectrum I, II and VI). Using only 4s-4p transitions decreases the risk of the lines being pressure shifted, since the pressure shift generally increases with excitation. 14 Ar  lines were used for each spectrum and the corresponding correction factor was derived by calculating the weighted mean of the 14 individual correction factors, where the weights were scaled with the inverse variance of each correction factor.
In spectral region B (spectrum III, VII, VIII and IX), covering higher wavenumbers, there are an insufficient number of reliable Ar  4s-4p calibration lines available in our spectra. A transfer of calibration between the two spectral regions was therefore used. In spectrum VI, which includes the 14 Ar  calibration lines, a number of Fe  and Fe  lines were measured and calibrated. These lines are located in the overlap of the two spectral regions and are observed in all spectra containing iron. They could therefore be used, together with three Ar  lines when present, for calibration in region B. These Fe lines were also used for calibration in the spectra in region A with pure Ne as the carrier gas (spectrum IV and V). The uncertainty of the calibration in these spectra is slightly larger due to this two-step calibration, see Table 1 .
Line profiles and blends
The observed lines were fitted with Voigt profiles using a least-square procedure included in the FT spectrometry analysis program X (Nave et al. 1997b) , which is based on the G code (Brault & Abrams 1989) . This program was also used for transforming and phase correcting the measured interferograms. The fitted Voigt profiles showed low damping constants, implying that the observed lines were close to pure Gaussians. This was expected, since Doppler broadening is the dominant broadening effect in the HCL.
All lines, including calibration lines, had an apparently symmetric peak profile and showed no form of isotope or hyperfine structure. The metals all consisted of terrestrial relative abundances of the different isotopes. For Cr and Fe any isotope or hyperfine structure should be negligible compared to the Doppler width (∼0.1-0.2 cm −1 ) and they both have one dominating even isotope ( 52 Cr: 84 % and 56 Fe: 92 %). Ti consists of one even isotope with large relative abundance ( 48 Ti: 74 %) and four other isotopes with relative abundances between 5 and 8 %. Unresolved isotope structure itself should not pose a problem in wavenumber measurements, but if the observed lines are self-absorbed the different isotopes will be affected by varying amount of self-absorption and a small shift in the observed wavenumber could be introduced. If self-absorption was detected or suspected in a line this was investigated more thoroughly. By changing the discharge current in the HCL, and thereby producing different plasma densities, spectra were acquired with different amount of self-absorption. No tendency of wavenumber shift or asymmetric profiles were detected. All lines in the investigation were also measured in at least three different spectra with different plasma densities, and the possible effects should be negligible compared to the uncertainties from calibration and line fitting, see Sect. 4. Furthermore, all energy levels were derived by using several different transitions and observed lines which clearly gave different energy levels were removed from the fitting of energy levels, see Sect. 3.3.
All lines used in this work were carefully checked for possible blends from both the same species and other species present in the HCL. By using different HCL conditions with different carrier gas, cathode material and inserted metals the risk of not detecting unresolved blends was minimized.
Pressure shifts affect higher levels the most. In this investigation the highest levels included is at 48000 cm −1 , which is relatively low. Nave et al. (1997a) estimated a shift of less than 0.005 cm −1 for levels at 100000 cm −1 in Fe  when using a carrier gas pressure of at least 4 times higher than in this investigation. The spectra in this work were also tested for pressure shifts, see Aldenius et al. (2006) , but no shifts were noted within 0.8 to 1.2 torr. In this investigation the difference in wavenumber between allowed transitions is used to determine the energy of the metastable levels and thus possible effects of pressure shifts on the higher odd levels become negligible.
Fitting of energy levels
For each species an energy level system was simultaneously fitted to all observed transitions, using a weighted least-square method. The weight of the wavenumber of an observed transition was based on the inverse variance and the ground state was considered fixed at zero energy with zero uncertainty. The procedure is described in detail inÖberg (2007) and is based on the method proposed by Radziemski et al. (1972) . Ritz wavenumbers could then be derived from the fitted energy levels and the difference between these and the observed wavenumbers could be studied, see Fig. 4 for Fe . Observed transitions which clearly deviated from the Ritz wavenumber (|σ Ritz − σ obs | > 1.5s obs ) where investigated more thoroughly. If they showed any asymmetry in the observed profile or had a signal-to-noise ratio below 10 they were removed from the fitting procedure and the energy system was re-analyzed. This was done to avoid the influence from possible unknown unresolved blends, which could shift the wavenumber of the observed transition. Since all transitions were observed in several spectra, with different light source parameters, there were enough transitions to accurately determine the energy levels. For the cases of a transition being measured in several spectral acquisitions all of the observed wavenumbers were included in the fit of energy levels instead of first calculating a weighted mean.
For Fe  96 different allowed transitions were used for determining the energy levels. The majority of the transitions were observed in at least two spectral recordings, and therefore in total 223 observed spectral lines, ranging from 31000 to 44400 cm −1 , were used in the analysis of Fe . The transitions to the a 4 P term have comparably low transition probabilities (see e.g. Kurucz & Bell 1995) and therefore appear as weak (S/N≈5-50), or not detectable, lines in the spectra acquired with Ar as the carrier gas in the HCL. To compensate for this recordings with pure Ne as the carrier gas were used, to increase the S/N of the observed lines. The values of the a 4 P levels are therefore only slightly less accurate than the energies belonging to the lowest terms (a 6 D, a 4 F and a 4 D). In Fig. 4 the difference between the calculated Ritz wavenumbers and the measured wavenumbers for the 223 observed lines is shown. The figure is divided into four parts showing transitions to the four different lower terms. The transitions to the three lowest terms show mostly small error bars and are closely placed around zero difference, while the transitions to a 4 P show a larger variance and a higher relative number of transitions with larger error bars. This is due to the weaker observed transitions to this term. The final values of the Fe  energy levels are presented in Table 3 , together with the uncertainties and the number of observed spectral features used for determining each energy level.
For Ti  65 different allowed transitions were used for determining the energy levels. The majority of these transitions were observed in at least two spectral recordings, and therefore in total 110 observed spectral lines, ranging from 28500 to 39600 cm −1 , were used in the analysis of Ti . The two lowest terms in Ti  (a 4 F and b 4 F) are close in energy, within 1200 cm −1 , but they belong to different configurations (3d 2 ( 3 F)4s and 3d 3 respectively). This means that the corresponding transitions to the two terms are close in wavenumbers and the intensity response in the spectra should be similar. Thus, the difference in observed line strength depend mainly on the difference in transition probabilities to the different terms. The transitions (within the stated wavenumber interval) to the ground term have in general higher branching fractions (and thus higher transition probabilities) (Pickering et al. 2001 ), but in most cases both kinds of transitions were clearly visible with high S/N (>100). This resulted in energy levels with similar uncertainties for both lower terms. In Fig. 5 the differences between the calculated Ritz wavenumbers and the observed wavenumbers for the 110 measured lines are shown. The figure is divided into two parts showing transitions to the two different lower terms. The transitions to both lower terms show mostly small error bars and are closely placed around zero difference. For the lowest term (a 4 F) there are slightly more transitions and the relative number of observed wavenumbers with low uncertainty is also slightly higher. This difference has, however, a small impact on the uncertainties of the energy levels. The final values of the Ti  energy levels are presented in Table 4 , together with the uncertainties and the number of observed spectral features used for determining each energy level.
For Cr  12 different allowed transitions were used for determining the energy levels. The majority of these transitions were observed in at least two spectral recordings, and therefore in total 46 observed spectral lines, ranging from 36100 to 48600 cm −1 , were used in the analysis of Cr . As discussed in the introduction to Sect. 3 only transitions from one upper term was used for the determination of the energy levels of the two lowest terms in Cr , but since four different acquired spectra were used the minimum number of observed lines used to determine an energy level was four. However, the uncertainties for the Cr  energy levels are somewhat higher than for most lower levels in Fe  and Ti , due to the lack of transitions. In Fig. 6 the difference between the calculated Ritz wavenumbers and the observed wavenumbers for the 46 measured lines is shown. The figure is divided into two parts showing transitions to the two different lower terms. As the number of different transitions is much lower in this figure than in Fig. 4 and 5 the separate transitions can be distinguished. There is a clear pattern with groups of four observed lines (since four different spectra was used for most transitions). The decrease in σ Ritz − σ obs within a group is evident and is a consequence to the way the x-axis is ordered (with increasing lower level and increasing observed wavenumber). It can also be noted that the scatter between the observed wavenumber, measured in different spectra, for the same transition is small and depend mostly on the wavenumber calibration of the different spectra. The final values of the Cr  energy levels Table 5 , together with the uncertainties and the number of observed spectral features used for determining each energy level.
Ritz wavelengths
Ritz wavelengths are wavelengths derived from experimentally established energy levels. For Fe , Ti  and Cr  the energy levels of the lowest even LS terms have been accurately determined in this work. Within and between these terms M1 and E2 transitions can occur following the transition rules in Table 2 . For all possible M1 and E2 transitions the vacuum Ritz wavelength was calculated using the energy levels in Table 3 , 4 and 5. For Fe  this resulted in a total number of 97 different parityforbidden transitions within a wavelength range of 0.74-87 µm. For most of these transitions the transition probability has been calculated by Quinet et al. (1996) , who included only transitions for which A ki was greater than 0.001 s −1 . In addition to these Quinet et al. (1996) also included transition probabilities for a couple of weaker infrared transitions for comparison with the values by Nussbaumer & Storey (1988) . The published transition probabilities are the sum of both M1 and E2 transitions (if both contributed) and to be included the different types of radiation for a given transition had to be at least 1 % of the sum of M1 and E2 contributions. Quinet et al. (1996) published both Superstructure and relativistic Hartree-Fock calculations for comparison, but states that the Superstructure calculations should be more accurate. Therefore, we have chosen to only present these. The new Fe  Ritz wavelengths together with the transition probabilities and radiation types from Quinet et al. (1996) are presented in Table 6 , sorted by multiplet.
For Ti  a total number of 24 different parity-forbidden transitions are presented. The wavelength range of the transitions is 8.9-130 µm. Unfortunately, to our knowledge, no transition probabilities for these transitions have been published. The new Ti  Ritz wavelengths are presented in Table 7 , sorted by multiplet.
For Cr  a total number of 12 different parity-forbidden transitions, within a wavelength range of 0.80-140 µm, are presented. Calculated transition probabilities for the a 6 S-a 6 D transitions have been published by Quinet (1997) , using a pseudo relativistic Hartree-Fock method. As for the Fe  transitions Quinet (1997) only included transitions for which A ki was greater than 0.001 s −1 , and the published transition probabilities are the sum of both M1 and E2 transitions (if both contributed). The new Cr  Ritz wavelengths together with the transition probabilities and radiation types from Quinet (1997) are presented in Table 8 , sorted by multiplet.
Wavelengths in air
Deriving the vacuum Ritz wavelengths from the experimentally determined energy levels is straight forward, since
where λ vac is in Å and σ is in cm −1 . The air wavelengths are, on the other hand, depending on the refractive index of air, n, so that
The refractive index of air has been investigated at length (see e.g. Edlén (1966) ; Birch & Downs (1993); Ciddor (1996) ; Bönsch & Potulski (1998) ) and is accurately determined for the Visible to UV wavelength range, where the correction from vacuum to air is small. However for the infrared region the corrections become larger and the refractive index is not known to as good accuracy, due to the effects of water vapor and carbon dioxide. Ciddor (1996) focused on the visible to near infrared region, but states that the results agreed with the modified Edlén equations by Birch & Downs (1994) . We have chosen to present the vacuum wavelengths together with air wavelengths derived by the Birch & Downs (1994) formula (based on the formula by Edlén (1966) ) for dry air (0.045 % by volume of carbon dioxide) at 15
• C and atmospheric pressure, as recommended by the CRC handbook of Chemistry & Physics (Lide 2006) . Note however that the accuracy for wavelengths longer than 2 µm is decreasing. The refractive index of air is depending on e.g. the temperature, pressure and humidity so for accurate use of air wavelengths the correct value should be calculated from the wavenumbers or the vacuum wavelengths.
Uncertainties
The Ritz wavelengths presented in this work are derived from experimentally determined energy levels, which in turn are determined by the measured wavenumbers of observed spectral lines. The uncertainties in the derived Ritz wavelengths for the M1 and E2 transitions depend thus on the uncertainties in the measured wavenumbers of the observed E1 transitions.
Observed wavenumbers
The uncertainties in the measured wavenumbers of the observed E1 transitions depend on both the uncertainty of the wavenumber calibration and on the uncertainty of the determination of the line position. The standard deviation s(σ) of the line position σ of a fitted line profile can be written as (Brault 1987; Sikström et al. 2002) 
where S is the signal-to-noise ratio for the line, dx is the resolution interval and w is the FWHM of the line. The number of points across the width of the line is given by n = w/dx. α σ is a numerical constant depending on the shape of the line, see Sikström et al. (2002) . The uncertainty from the calibration is derived from the uncertainties of the standard wavenumbers by Whaling et al. (1995) and from the uncertainties in the determinations of the line positions of the calibration lines in the spectra. With all possible systematic effects and uncertainties we used a conservative lower limit of 0.0010 cm −1 for the total uncertainties of the absolute wavenumbers of the observed lines, see e.g Learner & Thorne (1988) .
The relative wavenumbers can be determined more accurately, since the uncertainty in the calibration and other systematic uncertainties have less significance, see Aldenius et al. (2006) . This leads to the fact that the energy levels, and Ritz wavelengths, can be more accurately determined than the observed wavenumbers.
Energy Levels
The uncertainties in the fitted energy levels are given by the square root of the covariance in the fitting procedure, seeÖberg (2007). In the least-square fitting routine an additional option of modifying the uncertainties of the observed wavenumbers is available. Two factors representing global corrections for underestimated uncertainties are included. This option was not used in this investigation, since the uncertainties of the observed wavenumbers were conservatively estimated and the calculated χ 2 values from the least-square fit were clearly smaller than the degrees of freedom of the system.
The uncertainties of the energy levels range from 0.0006 to 0.0016 cm −1 , where the lowest energies generally were determined more accurately due to the larger number of transitions connecting them to the ground state.
Ritz wavelengths
Ritz wavenumbers were calculated between energy levels included in the fit and the uncertainty for this wavenumber was given by the square root of the variance. The uncertainty of the corresponding vacuum wavelength is related to the uncertainty of the wavenumber as
and the wavelength uncertainties therefore increase for lower wavenumbers. The uncertainties in the Ritz wavenumbers range from 0.0005 to 0.0017 cm −1 , while the uncertainties in the vacuum wavelengths range from 0.00056 to 23 Å, depending greatly on the wavelength of the transition.
Results
For Fe  the experimentally determined energy levels are presented in Table 3 together with the estimated uncertainties. The energies range from 0 to 13900 cm −1 and include the four lowest terms (a 6 D, a 4 F, a 4 D and a 4 P). The number of observed spectral lines used to determine each energy is also stated. Note that this number includes one or more observed lines of the same transition, since the spectral lines were in general observed in several of the acquired spectra. The derived Ritz wavenumbers, wavelengths and uncertainties for the parity-forbidden lines are presented in Table 6 , together with calculated transition probabilities by Quinet et al. (1996) . An extensive list containing wavelengths of parity-forbidden Fe  transitions has previously been published by Johansson (1977) , who used a combination of grating spectroscopy and interferometric measurements. The study included wavelengths between 3000 and 12000 Å and consisted of 281 parity-forbidden transitions. For lines included in both our work and the work of Johansson (1977) , the uncertainties in our wavelengths are almost an order of magnitude lower. For Ti  the energy levels are presented in Table 4 together with the estimated uncertainties. The energies range from 0 to 1200 cm −1 and include the two lowest terms (a 4 F and b 4 F). The derived Ritz wavenumbers, wavelengths and uncertainties for the parity-forbidden lines are presented in Table 7 . No published experimental or calculated transition probabilities were available for these transitions.
For Cr  the energy levels are presented in Table 5 together with the estimated uncertainties. The energies range from 0 to 12500 cm −1 and include the two lowest terms (a 6 S and a 6 D). The derived Ritz wavenumbers, wavelengths and uncertainties for the parity-forbidden lines are presented in Table 8 , together with calculated transition probabilities by Quinet (1997) .
The predicted strongest lines have been collected into a separate finding list arranged by wavelength in Table 9 . These transitions have been chosen within the 0.76-15 µm region, which covers both the CRIRES region and part of the SPITZER region. Fe  and Cr  lines, which have calculated transition probabilities larger than 0.002 s −1 (Quinet et al. 1996; Quinet 1997 ) are included. Since no transition probabilities are available for the Ti  transitions we have chosen to include the a 4 F-b 4 F transitions with ∆J = 0, ±1 in Table 9 .
Conclusions
Data for forbidden lines in astrophysics are not easy accessible, in general, and for the infrared region, in particular. As forbidden lines by definition are associated with parity-forbidden transitions between low levels, many of the strongest lines appear in the near-infrared (transitions between LS-terms) and in the farinfrared (fine-structure transitions) in complex spectra. They are of great importance in nebular spectroscopy for studies of chemistry, temperature, density and dynamics of nebular clouds and regions.
To meet the requirements of accurate atomic data in the infrared region set by current and future high-resolution spectroscopy we have presented new wavelength measurements for forbidden lines of [Fe ], [Cr ] and [Fe ] . The data are based on revised energy level values obtained from very accurate wavelengths of allowed transitions in the three spectra studied.
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