ABSTRACT Choice of network topology for gene regulation has been a question of interest for a long time. How do simple and more complex topologies arise? In this work, we analyze the topology of the marRAB operon in Escherichia coli, which is associated with control of expression of genes associated with conferring resistance to low-level antibiotics to the bacterium. Among the 2102 promoters in E. coli, the marRAB promoter is the only one that encodes for an autoactivator and an autorepressor. What advantages does this topology confer to the bacterium? In this work, we demonstrate that, compared to control by a single regulator, the marRAB regulatory arrangement has the least control cost associated with modulating gene expression in response to environmental stimuli. In addition, the presence of dual regulators allows the regulon to exhibit a diverse range of dynamics, a feature that is not observed in genes controlled by a single regulator.
INTRODUCTION
Network topology influences gene regulation dynamics (1, 2) . For example, a single negative feedback in a network is known to introduce oscillations, reduce noise, and linearize response, whereas a single positive feedback is capable of exhibiting switchlike response and memory storage (3) (4) (5) (6) (7) (8) . However, what benefit can an interlinked negative and positive feedback confer to a cell? Studies have reported that interlinked positive and negative feedback in a system may act as a tunable motif when exposed to a varying environment (9) (10) (11) (12) (13) (14) . One such system operating under both a positive and a negative feedback loop is the multiple antibiotic resistance (marRAB) operon in Escherichia coli.
The locus was discovered during studies of mechanisms leading to increased resistance to antibiotic tetracycline in E. coli, and is used as a template for understanding the mechanisms of intrinsic resistance in enteric bacteria (15) (16) (17) . The mar system consists of two divergently positioned transcriptional units: marC, which encodes for a putative integral membrane protein with no known function in antibiotic resistance; and the marRAB operon, which encodes genes for three proteins (MarR, MarA, and MarB) (18, 19) . While MarA and MarR are transcription factors, the role of MarB was not characterized until 2013, when it was reported to repress expression from the marRAB operon by reducing the rate of marA transcription via an unknown mechanism (20) .
MarR and MarA are DNA-binding transcriptional regulatory proteins (18, 21) . In absence of stress signals (inducers, like weak organic acids and other phenolic compounds, present in the surrounding cellular environment, or intracellular metabolic intermediates/products), MarR binds the marRAB promoter and negatively regulates gene expression (22) . In presence of inducers, MarR binds these inducers and is then unable to bind DNA (23, 24) . In such a situation, MarA binds the marRAB promoter and acts as an activator of the system (25) .
MarR belongs to the MarR family of transcriptional regulators (26) . It contains a conserved helix-turn-helix DNA binding motif and directly binds to palindromic sequences (TTGCC and GGCAA) as a homodimer on two sites in the marRAB promoter resulting in repression of the marRAB operon (22, 27) . In the presence of small molecules like salicylate and other phenolic compounds, MarR binds these compounds resulting in the loss of DNA-binding ability, leading to increased transcription of the marRAB operon via MarA activation (23, 25) . MarA belongs to AraC/XylS family of transcriptional regulators and contains two helix-turn-helix DNA binding domains (28, 29) . MarA is also regulated at protein level via rapid degradation by ATP-dependent Lon protease (30) . This rapid degradation of MarA helps the bacterium rapidly minimize the cytotoxicity caused due to MarA-dependent activation of downstream target genes involved in stress response, as soon as the stress is removed.
The target genes are regulated positively or negatively by MarA. This control is exhibited by MarA binding a degenerate 19-basepair sequence known as ''marbox'' (AYNGCACNNWNNRYYAAAY) in the promoter regions of the target genes (31) . The resultant target proteins control cellular physiology in a number of ways, including upregulating expression of efflux pumps (e.g., acrAB and tolC); downregulating expression of porin ompF via control of transcription of small RNA micF; pH response genes like inaA; and genes involved in metabolism (like zwf and purA) (32) (33) (34) (35) (36) (37) . Interestingly, cellular response to stress in E. coli is controlled by two more homologous transcriptional regulators, SoxS and Rob (36, 38, 39) . Together, the three (MarA, SoxS, and Rob) control expression of >80 genes in E. coli (40) (41) (42) (43) . While the three systems have their independent inducers and targets, considerable cross talk is known to exist between the Mar, Sox, and Rob systems; however, the precise mechanistic details and physiological significance of these interactions is yet to be fully understood (44) (45) (46) .
The marRAB operon has a unique topology. The operon encodes for an autoactivator and an autorepressor-something that is unique among all operons in E. coli (25, 47) . In this work, we analyze the potential benefits conferred to the cell by this unique topological design. Our work highlights the richness in the qualitative responses that the wild-type marRAB system is able to offer, and we demonstrate that the wild-type design is also able to dynamically respond to the changing inducer concentration via a lower control cost.
MATERIALS AND METHODS
The wild-type mar system produces two autoregulators, the MarR and MarA proteins. MarA positively, and MarR negatively, regulate the system (22, 25, 48) . MarA regulates expression of various downstream genes in turn to perform cellular functions. Along with wild-type mar design, two alternative designs (activator-only and repressor-only) having a single feedback loop were studied and compared in terms of various performance factors, described below. Target expression in the activator-only design is regulated by an induced activator (A.I), and the repressor-only design is regulated by an uninduced repressor (R). In our work, we assume that the target expression is solely dependent on MarA, or A.I, or the absence of R in the three designs. Hence, we ignore the basal (or expression via other mechanisms) expression of the target protein. This assumption, however, does not change our results in any manner. The three designs are as shown in Fig. 1 .
We setup a computational framework where we formulated ordinary differential equations to deterministically model these three different designs, and simulated them using ODE45 in the software MATLAB (The MathWorks, Natick, MA).
Mathematical formulation

Model equations for wild-type design
In this design, it was assumed that MarR binds the marRAB promoter and represses expression. MarR bound to inducers is unable to bind DNA. MarA activates transcription from the marRAB promoter as well as the target promoter. The degradation constant for free MarR was kept the same as that for MarR bound to inducers. MarA degraded 10 times faster compared to MarR, as reported previously in the literature (22) (23) (24) (25) 27, 30, (49) (50) (51) :
Model equations for activator-only design
In this design, it was assumed that A, activator, is unable to activate transcription. However, in the presence of inducers (I), A bound to I can bind DNA and trigger transcription. A bound to I is also able to control target expression (T):
Model equations for repressor-only design R is a repressor, and in the absence of inducers, it binds DNA and prevents transcription. On addition of inducers, R binds I, and the complex R.I is unable to bind DNA, resulting in R and target expression (T):
The description and values of parameters have been listed in Table 1 . The values of parameters in alternative designs were kept same as the corresponding parameters in the wild-type design.
Evolving activator-only and repressor-only designs using a genetic algorithm to mimic wild-type response
Our genetic algorithm evolves activator-only and repressor-only networks to mimic wild-type response, and we then compute and compare various performance indicators associated with the evolved networks. In our genetic algorithm, all parameters of the activator-and the repressor-only designs were allowed to acquire a mutation except the one associated with the degradation of the target protein as we assumed that all three designs regulate expression of same target gene. Upon mutation, a parameter is allowed to acquire a new value from the given range with a uniform probability. Only one parameter can acquire mutation in single step. Activator-and repressor-only designs were evolved and a response curve to inducers was computed. Deviation from the wild-type dose-response curve to inducers was calculated for each evolved network. Networks with the minimum average deviations (error) from the wild-type curve were selected for the next generation in the algorithm. The mutation and selection steps were repeated until the mutant network did not evolve any further toward lower deviation from the wild-type curve. More than 500 parallel evolutions were done independent of each other to ensure that the results were not biased by the initial mutations selected for. The error between the evolved variant and wild-type design was calculated by Eq. 11 (where n is number of inducer concentrations at which the system response was tested):
Factors that affect performance
Steady-state response
Steady-state expression of regulators and targets in all three designs was captured against varying inducers in environment.
Response time
Time required for reaching half of the total difference between the two steady states of target expression when a system transitioned from one dose of inducers to another. A number of switches from one state to another state were simulated in this study.
Control cost
The control cost was determined by the total number of regulators required to 1) maintain a response at a particular inducer level and 2) switch the response when system moves from one inducer level to another. All three designs were simulated in randomly fluctuating environment in terms of stress level and time. A time profile of all regulatory molecules in response to the inducer profile was generated. The area under this curve was taken as a proxy of the control cost of a particular network. A realistic environment for E. coli is unlikely to see constant inducer concentrations over long periods. Therefore, we simulate all three network designs in an environment where the inducer concentration is changing from one level to another in a discrete fashion. Our results remain independent of frequency of change or magnitude of inducer levels.
Heterogeneity in the population
To study heterogeneity, we simulated all three designs stochastically using Gillespie's algorithm (52) . The model for each design was simultaneously simulated in 1000 cells and dynamics was captured when cells move from OFF to ON and ON to OFF.
Hysteresis in the system
To study whether and how long a system keeps memory against inducer level, we experimentally and computationally exposed systems to a range There is insufficient experimental data to uniquely determine all the parameter values. Therefore, the relative sense of some parameter values have been estimated from previous studies (22) (23) (24) (25) 27, 30, (49) (50) (51) and the rest are estimated to fit the kinetic data of expression from our group.
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Stochastic simulation of wild-type design
We formulated a kinetic model by writing an ordinary differential equation for each interaction individually in the wild-type design (listed below). Gillespie's algorithm has been adopted to account for stochasticity (52, 53) . The simulation starts with initial concentrations of all species (MarA, MarR, MarR.I, and T) at zero time step. All concentrations were represented as the number of molecules of a species divided by the cellular volume. Relative probabilities of each reaction were estimated at each time step. One interaction can only take place at each time step based on the relative probabilities. The concentrations of all species are then updated accordingly, leading to new set of relative probabilities for the next time step. This is repeated until the system reaches equilibrium (54) . All simulations were done for 1000 cells.
Production of MarR and MarA proteins
Degradation of MarR
Binding of inducers to MarR
Unbinding of inducers to MarR
Degradation of MarR.I
Degradation of MarA
Production of target
Degradation of target
Experimental methods
Strains and plasmids
The strain used was E. coli K12 MG1655 and the promoter fusion plasmid was pMS201 (55, 56) .
Growth condition
The experiments were performed in Luria Bertani (LB) broth at 37 C. Kanamycin and chloramphenicol antibiotics were used at concentrations 25 and 34 mg/mL, respectively. Sodium salicylate (Sigma Aldrich, St. Louis, MO) was used as an inducer (23, 24 ) and 1 M stock was prepared and filtered with a 0.22-mm membrane filter and stored at À20 C.
Fluorescence assay at single-cell resolution
Escherichia coli containing Pmar promoter fusion (MG1655: 1,618,818-1,619,243 bps) with green fluorescent protein (GFP) and PinaA promoter fusion (MG1655: 2,349,723-2,349,441 bps) with GFP were grown in separate tubes containing LB media with kanamycin at 37 C with shaking. E. coli with no GFP was used as negative control. Both cultures were subcultured in separate tubes in 1:500 dilution in LB media with kanamycin and grown at 37 C with shaking. When the cultures had OD at~0.2, sodium salicylate was added in each tube, except one with no inducer (control tube), at different concentrations of 1, 2.5, 5, and 7.5 mM, respectively, and incubated at 37 C with shaking for 10 h. Samples were collected from all the tubes, stored in phosphate-buffered saline (containing 34 mg/mL chloramphenicol) and kept on ice in a dark condition. The endpoint fluorescence values were plotted against respective salicylate concentrations to understand the response of Pmar and target PinaA with a varying dosage of inducers.
To study transition of cells from high to low inducer levels, the tube with inducer concentration 7.5 mM culture was centrifuged, the cell pellet was resuspended in fresh LB media containing kanamycin, and distributed in five new tubes for each promoter. Sodium salicylate was added in each tube at different concentrations 1, 2.5, 5, and 7.5 mM, except one with no inducer (control tube). After 10 h of growth, samples were prepared and stored in phosphate-buffered saline (containing 34 mg/mL chloramphenicol). The previous samples and new samples were then analyzed with a BD SORP FACSAria (BD Biosciences, San Jose, CA) to get expression values at a single-cell resolution. The same exercise was repeated for highest sodium salicylate concentration at 15 mM.
RESULTS AND DISCUSSION
The dynamic range of wild-type design is larger as compared to an activator-only or a repressoronly design Among the 2102 promoters in E. coli, the marRAB promoter is unique in its design (25, 47, 57, 58) . It is the only promoter in the organism that encodes for an autoactivator (MarA), and an autorepressor (MarR). While dual control by a single regulator has been well characterized in a number of systems in E. coli and other organisms (10, 59, 60) , no other operon in E. coli is known to encode an autoactivator and an autorepressor. In this work, we use experiments and simulations to explore the advantages that the wild-type mar-RAB design confers to the organism.
To begin, we simulate expression of a target protein T (which is activated by MarA) in the presence of a range of inducers. MarRAB system is known to control expression of a number of downstream genes, and in our simulations, Biophysical Journal 109(7) 1497-1508 protein T is a representative from among these targets. As shown in Fig. 2 A, we note that the wild-type design is able to exhibit a graded target response to the presence of inducers in the environment. While the wild-type design starts to respond to an inducer concentration of 0.1 A.U., its response saturates at a concentration of 10 A.U. To compare the sensitivity and the dynamic range of wildtype response with alternate designs, we compared the wild-type simulation results with two alternate designs. For the first, an activator-only design, the target expression was assumed to be controlled by a positive regulator that acts as a transcription factor when bound with an inducer (Fig. 1 B) . For the second, a repressor-only design, a repressor was included that shuts off gene expression in the absence of inducers. Repression in this design is relieved in the presence of inducers, when a repressor bound to inducers is no longer able to control gene expression (Fig. 1  C) . Essentially, these designs equate to rewiring MarR or MarA from the wild-type design, and thus, reducing the regulatory design to a more widely observed arrangement for gene expression control. All biochemical parameters associated with the three proteins (MarR, MarA, and Target T) were kept the same for all three designs.
On comparing the two alternate designs with the wildtype steady-state data at different inducer concentrations, we noted two important differences. First, for both alternate systems, the dynamic range of response to inducers was far smaller than in the wild-type ( Fig. 2 A) ; and second, the activator-only design exhibits a switchlike induction, where it transitions from a fully OFF to a fully ON state over a very small range of inducer values-hence, seemingly unable to exhibit a graded response. Systems with positive feedback have previously been reported to exhibit such dynamic behavior (10, 61, 62) . Experimentally, the graded induction of gene expression in the wild-type regulatory arrangement can be seen for regulator PmarA and target PinaA in Fig. 2 B. The repressor-only and activator-only designs can be evolved to mimic the wild-type doseresponse to inducers However, comparisons between wild-type design and the two alternate designs (generated by just deleting one of the two regulators) were seemingly unfair. In the alternate designs, we kept the biochemical parameters associated with all the interactions equal to those in the wild-type design. Presumably, the response (in terms of expression of target, T) of wild-type E. coli to the inducers is optimal in the actual environment in which E. coli has evolved. Hence, any alternate design will, over time, tune its interactions, and evolve toward a state that enables it to mimic the target T response comparable to that in the wild-type (63) (64) (65) (66) (67) (68) (69) (70) (71) . Hence, for a more realistic comparison between designs, we let the two alternate designs evolve to tune their biochemical interactions, which enable them to mimic the wild-type response shown in Fig. 3 .
A genetic algorithm was used for this purpose (see Materials and Methods for more details), and the topologies were evolved to minimize the area between curves of the target expression at different inducer concentrations in wild-type and the alternate designs. More than 500 evolved networks were generated for the activator-only and repressor-only regulatory designs. Of these, the best three parameter sets (in terms of minimum error) were selected from each design (activator-only and repressor-only, as shown in the Fig. 3 ) and chosen for further analysis and comparison with the wild-type design. We note that in our attempts using the genetic algorithm, we were able to generate networks that closely matched the wild-type behavior in the repressoronly design. However, in the activator-only design, despite repeated attempts, we were unable to generate networks in that topology that matched the wild-type behavior more closely than shown in Fig. 3 . In all designs with the activator as the sole regulator, positive feedback leads to a switchlike FIGURE 3 Dose response curves for (the three best) evolved activatoronly and repressor-only network designs. Activator-only and repressoronly designs were evolved using a genetic algorithm and selected for to match the wild-type response. The x axis represents Inducer concentration in logarithmic terms and the y axis represents steady-state expression of Target.
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Given the evolved networks, which closely match the wild-type target response to inducers, we compared performance of the wild-type design with the evolved networks. The performance of a network was characterized by the indicators, as mentioned in Materials and Methods.
Repressor-only design is able to match the dynamics of wild-type response (population average) but the activator-only design is much slower (especially from ON to OFF cases)
We quantify response time as the time it takes for the network to reach 50% of the total change in the target value as the network moves from one steady state to another. We note that in wild-type and the evolved networks in repressoronly design, the time of response exhibits a similar characteristic pattern. In general, the response times are much faster in these two designs compared to the evolved networks in an activator-only design. In the wild-type and the evolved networks in a repressor-only design, the time of response increases as the cells move to higher inducer concentrations. However, this increase is marginal, and does not qualitatively change the response time of the system (Fig. S1 in the Supporting Material).
In contrast, the evolved activator-only networks exhibit a qualitatively longer response time when shifted from a higher to a lower inducer concentration (Fig. 4) . Thus, the time to switch OFF the evolved activator-only networks was much longer compared to the wild-type and evolved repressor-only networks. This likely has a detrimental effect on cellular growth, as the cell is producing target T for a time longer than necessary/optimal. When moving to lower inducer concentrations, all three evolved networks in the activator-only design have long response times. The longer response times when switching the system OFF in the activator-only design is likely due to the positive feedback (73, 74) . Active production of activator A (by itself) results in only a gradual decrease of intracellular levels of A with time, resulting in a longer response time and consequently, a higher cytotoxic effect on the cell.
Cost of response for varying inducer concentrations in the environment; cost of control of target gene expression is lower in the wild-type design compared to the evolved networks Next, we quantified and compared the cost of response among networks in the three different designs. We define the cost of response as the number of regulator molecules that need to be produced to launch an optimal (or wildtype) target response to inducers, as shown in Fig. 2 A. Synthesis of unwanted proteins is known to retard the cellular growth rate (75) (76) (77) , and here we wanted to study the cost of response to a time-varying inducer signal to the cell. In this regard, we generated three different inducer concentration profiles in time-where both the inducer levels and the time for which the level was sustained were randomly varied (Fig. 5 A) . More than 500 networks (in terms of minimum error) were selected for each of the activator-only and (E-G) Best three evolved repressor-only designs. The x and z axes represent the start and end Inducer concentration, respectively, in a logarithm where a network moves from start to end during a switch. The y axis captures the response time required to switch (the scale for the y axis was kept same in all graphs to make comparisons between them easy).
Biophysical Journal 109 (7) 1497-1508 repressor-only designs. Simulations were then carried out to generate the target response to each inducer-time profile in wild-type and all networks in the two alternate topologies (evolved activator-only and evolved repressor-only designs). Similarly, a time-profile of all regulatory molecules in response to the inducer profile was generated. The area under this curve was taken as a proxy of the control cost of a particular network. Cost of each evolved network in three different inducer time-profiles, and the average cost of both activator-only (solid dots) and repressor-only designs (shaded dots) (in multiples of cost of wild-type design) against percent error, is shown in Figs. S2 B and S5 
B.
Because the wild-type design has two regulators (MarR and MarA), whereas the evolved repressor-only and evolved activator-only have a single regulator (repressor R and activator A respectively), we had, before these simulations, intuitively assumed that the control cost of the wild-type design would be higher than that in the activator-only and repressor-only designs. The results from our evolved strains demonstrate that this is not the case. On comparing the average costs of the wild-type and the evolved repressoronly designs, we note that in the three inducer time-profiles tested, a few evolved repressor-only networks (shaded dots) that are capable of closely mimicking the wild-type response with~20% error, but are expensive compared to wild-type design.
Similar simulations were done with the networks in an activator-only design. However, as shown in Fig. 3 , the evolved networks in an activator-only design poorly matched wild-type in terms of the amount of target produced in response to inducers. As shown in Figs. 5 B and S2 B, networks in the activator-only design (solid dots), although closely mimicking the wild-type, were more expensive than the wild-type. Some of the evolved networks in an activator-only design could show the same or even lower cost than the wild-type, but were found to have a higher percentage of deviation from the wild-type response.
The genetic algorithm failed to evolve into an activatoronly or a repressor-only topology that exhibited target response similar to that of the wild-type and a control cost lower than that of the wild-type. Thus, we conclude that despite encoding for an additional regulator, the wild-type design is able to launch a cheaper response (target production) to inducers.
Hence, our simulations suggest that for a particular response (target expression versus inducer concentration), the wild-type design could be optimal in terms of control cost, when compared against designs with a single regulator (activator-or repressor-only). This suggests that for a given response curve, the choice of topology with the minimal control cost is a nontrivial result-a result likely to dictate a choice of topology in cells.
Having interlinked positive and negative feedback loops confers many advantages to the cell, but what could be the possible disadvantages? For example, will a wild-type cell still be able to exhibit optimal cost if it has to mimic the response of a design having a single regulator? To understand this, we independently evolved the wild-type design 200 times toward mimicking the dose-response of a randomly selected set of activator-only and repressor-only designs. As shown in Fig. 6 A, when wild-type cells were evolved to mimic activator-only design, most of the evolved wild-type networks either failed to mimic or they instead exhibited higher cost than the activator-only design. On the other hand, the wild-type design could be evolved to mimic the response of a repressor-only design but is more expensive than a repressor-only design (Fig. 6 B) . Hence, optimality of a topology in terms of response might be dictated by the dose response associated with its inducer. In terms of control cost, Garcia-Bernardo and Dunlop (48) has shown that, in an uninduced state, the interlocked FIGURE 5 Comparison of control cost of response between wild-type, evolved activator-only, and evolved repressor-only designs. (A) Inducer concentration profiles generated where both the Inducer levels and the time for which the level was sustained were randomly varied. (B) Average control cost (across the three profiles) in the evolved activator-only (solid) and evolved repressor-only (shaded) designs was computed (in multiples of control cost of the wild-type design) and plotted against % error in mimicking response of wild-type design. The time of these simulations is assumed to be much smaller than the cell cycle time of the bacteria.
FIGURE 6
Comparison of control cost of response among activator-only, repressor-only, and evolved wild-type designs. Wild-type design was evolved to mimic response of activator-only and repressor-only design. Control cost in each evolved wild-type design was computed (in multiples of control cost of the activator-only and repressor-only designs) and plotted against % error in mimicking response of (A) activator-only and (B) repressor-only design.
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Wild-type design stores memory over a range of inducer concentrations
Positive feedback is known to impart memory to the system (8, 10, 78) . In addition, at a single-cell resolution, positive feedback can cause a switchlike induction of gene expression in cells (10, 61, 62) . On the other hand, negative feedback is known to speed-up response dynamically (74) . Because the wild-type design of the MarRAB system in E. coli is composed of both a positive and a negative feedback loop, we were interested in exploring the dynamics of gene expression in these regards.
To study this, we simulated transition of cells from an initial inducer level equal to zero, to a range of final inducer levels. To study transition from the ON to OFF state, simulations were carried out with initial conditions corresponding to cells at steady state in the presence of the highest inducer level. The simulations covered the transition of these cells to a range of lower inducer concentrations. The steady-state target expressions at various inducer concentrations, when moved from the OFF (inducer concentration equal to zero) to ON state, are as shown in Fig. S3 . As expected, the steady-state target expression levels increase with inducer concentration before exhibiting a plateau. When the cells at the highest inducer concentration were transitioned to lower inducer concentration (ON to OFF transition), the steady state of target molecules was noted at all intermediate concentrations. The two curves thus generated (OFF to ON, and ON to OFF) did not overlap, exhibiting the ability of the network to store memory.
As expected, in the repressor-only design, no evolved network is able to exhibit memory, while in the activatoronly design, all evolved networks exhibited memory. However, all activator-only networks exhibited memory over a narrow range at very low inducer concentration. The range of inducer concentration over which the evolved networks exhibited memory was larger, compared to the original activator-only network (Fig. S3 ), but still much lower than the wild-type range (Fig. 7 A) . This ability to store memory for a range of inducer values was observed for both marRAB and the target promoters in wild-type as well as activatoronly networks.
This prediction from the model was confirmed experimentally with the marRAB promoter and the inaA promoter (a representative target promoter) with a highest inducer (sodium salicylate) concentration of 7.5 mM (Fig. 7 , B and C) and 15 mM (Fig. S4) . Depending on the initial state of the cells, both promoters exhibited different steady-state expression levels for the marRAB and the target promoter. The presence of memory in the cell indicates that the cells are reluctant to move from the state that they are in at a particular moment. This is likely to ensure the cells 1) do not respond to any signal that is transient in nature (cellular topologies have been previously shown to exhibit this property (79)); and 2) changes in overall cellular physiology are minimized (as MarA is known to control >50 genes in E. coli (43)).
Wild-type design is capable of exhibiting a wide range of dynamic behavior Overall, the MarRAB control offers intriguing possibilities of dynamics of gene expression. To explore the full range of these dynamics, we simulated the system for a large number of conditions while varying two parameters: 1) the fraction of expression that is expressed as basal transcription rate from the marRAB promoter, and 2) ratio of the degradation rates of the activator (MarA) and repressor (MarR). The wild-type topology was simulated under various values of these parameters for a variety of inducer concentrations. The results are as shown in Fig. 8 .
Under the range of parameter values covered, the topology exhibits three distinct types of behavior in terms of target expression. As shown in Fig. 8 , the solid region highlights the region where the end-point target expression is almost zero (<1), i.e., the system is switched OFF. The shaded region, on the other hand, highlights the area where the Biophysical Journal 109 (7) 1497-1508 steady-state target expression is equal to or more than one. In addition, the system is also able to exhibit oscillations (open region). This is observed for a narrow range of the two parameters-although the range of the parameter changes with the changing inducer concentration. The oscillations could either be damped or sustained, depending on their precise location on the parameter space. In addition, the damped oscillations were observed to settle at either a zero or nonzero value (>1) of the target steady-state expression.
What is critical is that this diversity in the qualitative nature of response to inducers in the wild-type is exhibited for the same set of parameters. For instance, the small shaded square in Fig. 8 represents a single point in the parameter space that lies in qualitatively different response types, depending on the inducers in the surrounding environment. In our simulations, the wild-type design is represented by the small solid square in Fig. 8 .
Target gene expression at single-cell resolution
The wild-type design responds with a rheostatlike response at a single-cell resolution (experimentally and computationally; see Fig. S5 ) during activation. This effectively means that the MarR-enforced negative feedback is strong enough to prevent a switchlike activation. When simulations were performed with a network where the MarR protein degradation was made infinitely stronger than that taken in the wild-type model, this behavior still persists. This is likely because the MarA-dependent activation is independent of the inducer, and the system always operates at a steady-state ON condition. None of the evolved activator-only designs exhibited a switchlike transition from the OFF to the ON state-likely because, to match the wild-type response, the positive feedback in the evolved networks is insufficiently strong to induce a switchlike transition from OFF to ON. Negative feedback is known to lead to a more homogeneous population (4, 80) , and hence, none of the evolved repressoronly topologies exhibited a switchlike dynamic response in either the OFF-to-ON or the ON-to-OFF switch. The dynamic transition of the wild-type from the OFF to ON state was also captured experimentally at a single-cell resolution, and found to be consistent with the model.
As the cells transitioned from the ON to the OFF state, the wild-type design exhibited a switchlike transition with two clear populations at intermediate times. However, the negative feedback in the network slows the separation of the two peaks and hence, they are only distinct for a small window of time during the transition (Fig. S5 ). All evolved networks based on activator-only topology exhibited a switchlike transition from the ON to the OFF state. However, the separation in the two peaks was much greater in the evolved networks compared to the wild-type. Additionally, one of the two peaks in the population histogram was the OFF state, where cells did not have any target protein molecules. Eventually, all cells move toward this state. The physiological significance of heterogeneity when switching the Mar-RAB system OFF is not known.
CONCLUSION
This study was motivated by the unique topology of the marRAB promoter in E. coli. This promoter is the only one in the organism that encodes for an autoactivator as well as an autorepressor. What benefits does this topology confer to the organism? Our analysis shows that mixing a positive and a negative feedback loop in the system enables the bacterium to exhibit dynamic features associated with both positive-and negative-feedback loops.
Cellular response to stress signals in E. coli is controlled by two more homologous transcriptional regulators, SoxS and Rob (36, 38, 39) . Together, the three (MarA, SoxS, and Rob) control expression of >80 genes in E. coli, many of which are controlled by more than one regulator (40) (41) (42) (43) . How these three integrate the signals (inducers) and then translate them into the accurate and timely expression of a large number of target genes remains unknown.
A key and rather surprising finding from our study was that the control cost (defined by the number of regulator molecules required by the system to generate an optimum target profile) was lower in the wild-type design compared to the activator-and the repressor-only design. Our naive assumption was that because the wild-type design involved two regulators instead of one in the other two designs, its control cost would likely be significantly higher compared FIGURE 8 Dynamic behavior of wild-type design in three-dimensional parameter space. The x axis represents ratio of degradation constants of MarA and MarR, the y axis represents inducer concentration, and z axis represents basal fraction of total production of regulators. (Solid and shaded) Region where the end-point target expression is almost zero (<1) and the region where the steady-state target expression is R1, respectively. (Open) Region in the figure represents area with a sustained oscillatory target response. (Small solid square) Wild-type design; (small shaded square) a single point in the parameter space that lies in qualitatively different response types.
Biophysical Journal 109(7) 1497-1508 to the other designs. However, using a genetic algorithm, we demonstrate that if a cell were to generate a particular (wildtype) target expression profile (in response to particular dose of inducers), the wild-type design is less expensive. This result likely has implications on how a cell chooses regulatory topologies for particular functions. On the other hand, evolving the wild-type design to match the activator-only or the repressor-only dose-response curve resulted in expensive wild-type topology networks. These results suggest links among the optimum dose-response curve, a regulatory topology, and the associated control cost.
The wild-type design exhibits oscillations and heterogeneity (but only during transition from the ON to OFF state).
We were unable to demonstrate these features of dynamics experimentally. However, we speculate that because all target proteins act at a single-cell level (rather than being exported as shared goods), the transition from OFF to ON is homogeneous. However, as the signal is removed, heterogeneity is likely to create two subpopulations where one quickly turns off gene expression, and the other is maintained at higher target values (which might be useful in an instance where the stress were only switched OFF for a short time). On the other hand, we speculate that oscillations might be useful for the cell when expression of the target protein is highly detrimental to cellular growth but is necessary for countering the inducer stress. Exhibition of different states in an isogenic population is well known to be a strategy employed by bacteria to aid chances of survival in fluctuating environment (81) (82) (83) . These probabilities remain to be tested experimentally in the framework of the marRAB operon in E. coli.
SUPPORTING MATERIAL
Five figures are available at http://www.biophysj.org/biophysj/ supplemental/S0006-3495(15)00828-0.
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