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Mezi nejčastější příčiny úmrtí v dnešní době patří komplikace spojené s  
kardiovaskulárními onemocněními. Elektrokardiografie je vyšetřovací metoda, pomocí 
které získáme informace o elektrické aktivitě srdce. Charakteristické vlny a kmity v EKG 
křivce jsou pak hlavním předmětem analýzy pro diagnostiku srdečních onemocnění. [1] 
Analýzu EKG provádí specializovaný lékař. V několika posledních letech je však 
snaha  vytvářet programy pro automatickou segmentaci a analýzu EKG křivek. 
Automatická analýza EKG křivek není jednoduchým úkolem. Například detekce P vlny 
pro její malou amplitudu v EKG křivce, která navíc obsahuje artefakty a rušení vzniklá 
při snímání, může být velmi obtížná.  
Tato diplomová práce se zabývá detekcí P vln v EKG signálech. V úvodu teoretické 
části je popsána eletrofyziologie srdce a EKG křivka. V druhé části se práce zaobírá 
základními principy hlubokého učení. V praktické části jsou v programovacím jazyku 
Python EKG záznamy předzpracovány. K příslušným EKG křivkám byly pomocí 
dostupných anotací vytvořeny binární reprezantace P vln. Neuronová síť U-Net byla 
implementována a vhodně modifikována pro zpracování EKG záznamů. Následně byla 
provedena optimalizace architektury za účelem snížení komplexity modelu. V závěru 
práce byla úspěšnost implementovaného modelu otestována pomocí několika metrik. 
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1. SRDCE A EKG  
Srdce je svalový orgán, který má za úkol pohánět krev cévami a umožnit tak výměnu 
látek a výživu tkání v lidském těle. Má tvar kužele a podélnou přepážkou je rozděleno na 
dvě poloviny. Každá polovina se skládá ze síně a komory. Nejmohutnější vrstvu 
svaloviny zaujímá levá komora, která vypuzuje krev do aortálního oběhu. Otvor mezi 
pravou síní a komorou je opatřen trojcípou chlopní. Do pravé síně krev přitéká horní a 
dolní dutou žílou, plicní kmen pak krev z pravé komory odvádí do plicní tepny. Otvor 
mezi pravou komorou a plicním kmenem je zaopatřen poloměsíčítou chlopní. Okysličená 
krev vstupuje do levé síně plicními žílami. Mezi levou síní a levou komorou se nachází 
dvojcípá chlopeň. Z levé komory je pak krev odváděna do velkého oběhu pomocí 
nejmohutnější tepny aorty. Toto vyústění je opatřeno poloměsíčitou chlopní.[1][2][8]  
Srdeční stěnu tvoří endokard, myokard a epikard. Endokard vystýlá dutiny srdce, 
myokard je srdeční svalovina a epikard je vazivová vrstva, která kryje myokard. Na 
epikard pak navazuje osrdečník. Prostor mezi těmito dvěma vrtvy je vyplněn tekutinou 
pro snížení tření při stahování a roztahování srdečního svalu.[1][8]  
Elektrická aktiva srdce je zajišťována srdečními buňkami neboli kardiomyocyty. 
Kardiomyocyty jsou krátké, rozvětvené buňky, které mají schopnost vytvářet vzruch. 
Kardiomyocyty jsou navzájem propojeny vodivými spoji, což umožňuje rychlé přenášení 
vzruchu z jedné buňky na druhou. Pomocí převodního systému srdečního se elektrické 
vzruchy šíří po srdeční svalovině a dochází tak ke kontrakci myokardu. [1][8] 
 
1.1 Převodní systém srdeční 
Převodní systém srdeční je soubor specializovaných buněk, které vytvářejí a vedou 
elektrické vzruchy. Skládá se z SA uzlu, AV uzlu, Hisova svazku, levého a pravého 
Tawarova raménka a Purkyňových vláken. SA uzel je tzv. primární pacemaker. Místo, 
kde při fyziologických podmínkách vzniká vzruch. SA uzel má totiž schopnost spontánní 
depolarizace, kdy díky toku iontů skrz plazmatickou membránu buněk dochází ke změně 
napětí na membráně. Při překročení prahové hodnoty vzniká akční potenciál, který se šíří 
po myokardu síní až k AV uzlu. [1][2][8] 
AV uzel se označuje jako sekundární pacemaker. Za fyziologických podmínek je 
aktivita AV uzlu zastiňována, neboť frekvence SA uzlu je rychlejší. Pokud však funkce 
SA uzlu není správná (např. generované impulzy jsou podprahové nebo mají 
nedostatečnou frekvenci), pak AV uzel přebírá roli pacemakeru. V AV uzlu dochází k 
zpomalení vedení akčního potenciálu za účelem správného plnění komor. Následně se 
vzruch šíří Hisovým svazkem, což je jediné vodivé propojení mezi síněmi a komorami. 
Na Hisův svazek navazuje pravé a levé Tawarovo raménko, které se dále dělí na 
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Purkyňova vlákna, jež jsou elektricky napojena na myokard komor. Srdce je tak 
elektricky drážděno od jeho hrotu směrem k jeho bázi. [1][2][3] 
1.2 Elektrokardiogram 
Elektrokardiografie je vyšetřovací metoda, která umožňuje měřit elektrickou aktivitu 
srdce. Přiloženými sadami elektrod na lidskou kůži se zaznamenávají změny elektrického 
napětí, které jsou projevem srdeční aktivity. Výsledkem je elektrokardiogram (EKG), 
jenž graficky znázorňuje činnost srdce. Umožňuje tak získat informace o tepové 
frekvenci, srdečním rytmu a původu vzruchů. Svody EKG můžeme rozdělit na unipolární 
a bipolární. U unipolárních svodů měříme napětí mezi měřící a referenční elektrodou, 
která má téměř nulový potenciál. U bipolárních svodů se měří napětí mezi dvěma 
měřícími elektrodami. Podle konvence platí, že v případě proudu, který směřuje od 
elektrody, je výchylka negativní, a v případě, že proud směřuje k elektrodě, je výchylka 
pozitivní. [4][5] 
Nejčastěji je využíváno 12svodové EKG, které se skládá z tří typů svodů. Bipolární 
končetinové svody (I, II, III) tvořící tzv. Eithovenův trojúhelník, měří napětí mezi pravou 
a levou rukou a levou nohou, tedy rozdíl potenciálů mezi vrcholy Eithovenova 
trojúhelníku. Goldbergerovy  unipolární svody (aVR, aVL, aVF) měří rozdíl potenciálu 
jednoho svodu vůči průměru zbývajícíh dvou. Unipolární hrudní svody (V1 až V6) měří 
potenciály na různých místech hrudníku. Napětí se měří vůči Wilsonově svorce, která 
vznikne zprůměrováním napětí končetinových svodů.[4][5]  
Intrakardiální EKG zaznamenává srdeční elektrickou aktivitu pomocí katétrů 
zavedených přímo do srdce. Elektrody jsou zavedeny do srdce prostřednictním žil. Na 
základě přesné lokalizace zdroje signálu pak tyto záznamy nesou vysokou diagnostickou 
informaci. Tento typ záznamů byl využit jako zdroj referenčního značení P vln v datech 
použitých v programu této práce. [7] 
1.3 EKG křivka 
V rámci jednoho srdečního cyklu lze pomocí EKG křivky pozorovat vlny, kmity  a úseky 
mezi nimi, které nesou významnou informaci při diagnostice srdečních onemocnění. 
Sleduje se především amplituda a doba trvání jednotlivých vln. Fyziologický průběh 





Obrázek 1 - Normální průběh EKG s uvedou délkou jednotlivých intervalů [ms] 
(převzato z [6]) 
Depolarizaci síní, která vzniká na základě vzruchu v SA uzlu odpovídá vlna P. Vlna 
P má v EKG křivce malou amplitudu, neboť svalová stěna síní je poměrně tenká. Po vlně 
P následuje PQ interval, který představuje převod vzruchu AV uzlem ze síní na komory. 
Depolarizaci komor pak na EKG křivce odpovídá QRS komplex, který nese značnou 
amplitudu, neboť svalovina komor je mohutná. Po depolarizaci komor jsou srdeční vlákna 
v tzv. fázi plató, během které je prodloužena refrakterita buněk Tomu v EKG křivce 
odpovídá ST úsek. Repolarizaci komor odpovídá T vlna. QT úsek představuje  dobu 
trvání depolarizace a repolarizace komor. Po vlně T někdy následuje vlna U o malé 
amplitudě, která zatím nemá objasněný význam.[1][4][5]  
Vzhledem k tomu, že tato práce se zabývá detekcí vlny P, v tomto odstavci je popsán 
průběh právě této vlny při fyziologických podmínkách a při různých patologií. Amplituda 
fyziologické vlny P dosahuje maximálně 0,25 mV a trvá maximálně 0,10 s. Nejlépe je 
vlna P identifikovatelná ve svodech II a V1. Ve svodu aVR je vždy negativní a ve svodech 
III a V1 je negativní často. Ve svodu V1 často vlna P zaujímá bifazický průběh. Pokud je 
vlna P pozitivní ve všech svodech mimo III a V1 a je v pravidelných intervalech a pokud 
se za ní nachízí QRS komplex, pak se jedná o sinusový rytmus. Pokud je vlna P ve 
svodech II, III, aVF nebo v hrudních svodech negativní, pak se pravděpodobně jedná o 
junkční rytmus. Vlna P chybí v případě fibrilace síní (Obrázek 2), flutteru síní, SA bloku, 









2. NEURONOVÉ SÍTĚ 
Vzhledem k tomu, že tato práce si klade za cíl naimplementovat neuronovou síť pro 
segmentaci P vln, v této kapitole budou zmíněny obecné principy hlubokého učení a 
popsány jednotlivé typy vrstev neuronových sítí. 
V současné době je neuronovým sítím věnována velká pozornost a jejich využití lze  
nalézt v několika oborech. Uplatnění nachází například v počítačovém vidění či 
zpracování signálů, kde se neuronové sítě využívají pro klasifikaci dat, regresní analýzu 
či shlukovou analýzu. [13] 
2.1 Neuron 
Základní koncept neuronových sítí je založen na analogii s nervovým systémem. 
Neuron, základní funkční jednota nervové tkáně, se skládá z těla, dendritů a axonu. 
Dendrity šíří vzruch směrem do těla neuronu. Tělo neuronu zpracovává vstupní signály. 
Na základě velikosti stanoveného vnitřního potenciálu pak může dojít k excitaci neuronu. 
Axon pak vede výstupní signál k synapsím, které nasedají na ostatní neurony nebo jiné 
buňky. Obrázek 3 představuje stavbu neuronu. [10][12] 
 
 
Obrázek 3 - Biologicý neuron (převzato z [12]) 
Analogicky lze uvést, že umělá neuronová síť je tvořená matematickými neuronami, 
které zpracovávají vstupní signály a generují výstup. Model neuronu je znázorněn na 
Obrázek 4 - Model neuronu (převzato z [11]) Písmeno x na obrázku představuje vstupní 
signál. Sílu synapsí představují váhy w. Vnitřní potencál neuronu je označen ξ, práh h, 




Obrázek 4 - Model neuronu (převzato z [11]) 
Vnitřní potenciál neuronu lze vypočítat pomocí rovnice 
 
 







kde proměnné mají stejný význam jako v Obrázek 4 - Model neuronu (převzato z [11]). 
Každý vstupní prvek je tedy násoben příslušnou váhou. V těle neuronu jsou tyto hodnoty 
sečteny pro všechny prvky vektoru a od výsledku je odečtený práh. Výstupní hodnota je 
argumentem aktivační funkce. V praxi se ale práh často definuje jako váha na nulté pozici 











kde x0 = 1 a w0 = -h. [11] 
Jednotlivé neurony jsou stavebními kameny neuronových sítí. Klasické dopředné sítě 
lze rozdělit na jednovrstvé a vícevrstvé neuronové sítě. Kromě nich existuje několik 
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dalších typů, příkladem mohou být rekurentní neuronové sítě, konvoluční neuronové sítě, 
sítě s radiální bází a Kohenovy samoorganizující se mapy. V této práci bude pozornost 
věnována především konvolučním neuronovým sítím.[10][11][14]  
2.2 Jednoduchá neuronová síť 
Neuronovou síť lze chápat jako váhovaný orientovaný graf, kde uzly zastupují 
matematické neurony. Existuje velké množství architektur neuronových sítí. Pro 
jednoduchost bude v této kapitole popsána jedna ze základních architektur a to dopředná 
neuronová síť, kde jsou neurony orientovány do vrstev. Pokud jsou jednotlivé neurony 
propejeny s neurony z předešlé vrstvy, mluvíme o plně propojené dopředné síti. První 
vrstva neuronové sítě se nazývá jako vstupní vrstva. Pomocí poslední vrstvy získáváme 
výstupy celé neuronové sítě, a proto se tato vrstva nazývá výstupní. Mezi těmito vrstvy 
se nachází skryté vrstvy. Pokud neuronové sítě obsahují velké množství skrytých vrstev, 
jedná se o tzv. hluboké neuronové sítě. Počet neuronů vstupní a výstupní vrstvy závisí na 
aplikaci řešené úlohy, počet skrytých vrstev pak na složitosti řešené úlohy.  Obrázek 5 
představuje plně propojenou dopřednou neuronovou síť. [10][11] 
 
 
Obrázek 5 - Plně propojená dopředná neuronová síť (převzato a upraveno z [10]) 
2.3 Hyperparametry sítě 
Hyperparametry neuronové sítě jsou takové parametry, které se během učení až na 
výjimky  nemění. Správné nastavení těchto hyperparametrů má zásadní vliv na konečnou 
úspěšnost neuronové sítě. Mezi hyperparametry řadíme počet epoch, tedy kolikrát dojde 
k předložení všech vzorků z trénovací množiny neuronové síti. V případě, že počet epoch 
bude příliš nízký, neuronová síť se nestihne dostatečně naučit. Naopak, pokud bude počet 
epoch příliš vysoký, u neuronové sítě hrozí přeučení a síť ztratí schopnost generalizace 
(neuronová síť bude mít malou úspěšnost při nových testovacích datech). Často se proto 
volí předčasné ukončení učení při dostatečně dobrých výsledcích za účelem předejití 
přeučení neuronové sitě. [10][11] 
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Mezi další hyperparametry patří krok učení (LR = learning rate). Tento 
hyperparametr má zásadní vliv na rychlost konvergence a na proces adaptace vah. Při 
použití příliš malého kroku učení je konvergence velmi pomalá. Tento případ znázorňuje 
Obrázek 6, kde f(x) je kriteriální funkce, jejíž minimum má být nalezeno.  
 
 
Obrázek 6 – Nalezení globálního minima při příliš malém kroku učení (převzato z [10]) 
Naopak při použití příliš velkého kroku učení hrozí ,,přeskočení“ globálního minima, jak 
znázorňuje Obrázek 7 -    Přiliš velký krok učení, vlevo: u konvexní účelové funkce, 




Obrázek 7 -    Přiliš velký krok učení, vlevo: u konvexní účelové funkce, vpravo: u 
složitější účelové funkce (převzato z [10]) 
Dalším hyperparametrem je tzv. BatchSize (velikost dávky), který stanovuje, po 
kolika vzorcích se neurová síť paralelně učí, tedy pro kolik vzorků se bude počítat 
hodnota kriteriální funkce. Výhodou je především zrychlení učení a možnost paralelizace 
výpočtu. Při příliš malé dávce hrozí, že při klasifikačním problému nebudou obsaženy 
všechny třídy dat, při příliš velké dávce se zvyšuje výpočetní náročnost. [10][14] 
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2.4 Přenosová aktivační funkce 
Existuje několik typů aktivačních přenosových funkcí. Použití jednotlivých typů 
závisí na řešeném problému. Obvykle je ale žádoucí, aby aktivační funkce byla 
diferencovatelná z důvodu využití učících algoritmů založených na gradientních 
metodách. Průběhy různých aktivačních funkcí znázorňují obrázky Obrázek 8 a Obrázek 
9. [10][11][15] 
 
Obrázek 8 - Přenosová aktivační funkce. Shora skoková funkce, po částech lineární 
funkce, logistická sigmoida (převzato a upraveno z [11]) 
 
Obrázek 9 - Přenosová aktivační funkce. Shora hyperbolický tangent, ReLU, leaky 
ReLU (převzato a upraveno z [15]) 
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2.5 Princip učení 
Jednotlivé neurony transformují vstupní vektor na hodnotu výstupní. Parametry, které 
nese neuron, musí být během učení vhodně  modifikovány tak, aby neuron provedl 
požadovanou transformaci. Těmito parametry myslíme váhy a prahy, které představují 
jakousi pameť neuronu. Parametry jsou uprávovány většinou iterativně. Obecně lze učení 
neuronových sítí rozdělit na učení s učitelem a učení bez učitele. Při učení bez učitele 
nemáme k dispozici správnost požadované transformace vstupních dat. Algoritmus tak 
hledá vnitřní souvislosti ve vstupních datech. V případě učení s učitelem máme 
k dispozici vždy dvojice prvků x a yd, kde x je vstup a yd požadovaný výstup řešené úlohy. 
Obvykle se data rozdělí na tři množiny – trénovací, validační a testovací množinu. 
Poměr rozdělení dat není pevně dán, je potřeba ho zvolit s ohledem na řešenou úlohu. 
Trénovací data jsou předkládány dopředné neuronové síti a po zjištění odchylky od 
požadovaného výstupu se provádí úprava parametrů neuronů. Chyba je v průběhu učení 
vyhodnocována i na validační množině za účelem zabránění přeučení sítě. Testovací 
množina pak slouží k vyhodnocení úspěšnosti sítě. Parametry neuronů jsou modifikovány 
na základě zvolených pravidel. Příkladem může být Hebbovou pravidlo, Delta pravidlo 
nebo gradientní optimalizace. [10][11] 
2.6 Kriteriální funkce 
Kriteriální funkce ohodnocuje kvalitu modelu, která se využívá při úpravě vah neuronů. 
Stanovuje, jak moc se predikovaný výsledek liší od požadovaného. Při učení modelu je 
cílem výstup kriteriální funkce minimalizovat. Na základě hodnoty kriteriální funkce se 
parametry sítě upravují pomocí algoritmu zpětného šíření chyby (viz kapitola 2.7). Tento 
algoritmus počítá parciální derivace kriteriální funkce individuálně pro každou váhu 
zvlášť. Na základě tohoto výpočtu se upraví velikost váhy proti směru gradientu. 
Iterativně se neuronové síti předkládají data z trénovací množiny a váhy sítě jsou 
postupně upravovány tak, aby hodnota kriteriální funkce byla minimalizována. Existuje 
několik typů kriteriálních funkcí. Pro regresní analýzu se využívá kriteriální funkce L1 a 
L2, které definujeme jako 
 
 


















kde 𝑦𝑖 je i-tý požadovaný výstup z celkového počtu n, ?̂?𝑖 je odhad i-tého vstupu. 
[11][16] 
Při řešení klasifikačních úloh se často jako kriteriální funkce volí vzájemná entropie.  
Pokud je zastoupení vzorků z jednotlivých tříd významně rozdílné, využívá se tzv. 
váhované vzájemné entropie, kterou lze vyjádřit vzorcem 









kde 𝛽𝑐 je váha třídy c, 𝑦𝑖,𝑐 je požadovaná hodnota třídy c pro i-tý vzorek, ?̂?𝑖,𝑐 je 
predikovaná hodnota třídy se softmax aktivační funkcí pro i-tý vzorek a C je počet 
tříd.[16]  
Další kriteriální funkce, která se využívá v oblasti segmentace obrazů, je tzv. Dice 
kriteriální funkce, která vychází z Dice koeficientu, jehož rovnici lze vyjádřit jako 








Úspěšnost segmentace je tak dána dvojnásobným počtem společných vysegmentovaných 
pixelů anotovaného obrazu X a výstupu sítě Y vydělený počtem všech vysegmentovaných 
pixelů v těchto obrazech. Rovnici Dice kriteriální funkce lze pak zapsat jako 
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𝐷𝐿 = 1 −  
2|𝑋 ∩ 𝑌| + 1 






kde číslo 1 se do čitatele a jmenovatele zlomku přidává pro případ, kdy |𝑋| = |𝑌| = 0. 
[29] 
2.7 Optimalizace 
Učení neuronové sítě můžeme chápat jako optimalizační proces, kdy parametry sítě (váhy 
a prahy) upravujeme tak, abychom minimalizovali hodnotu kriteriální funkce. Mezi 
základní optimalizační metody patří metoda gradientního sestupu (GD = Gradient 
Descent). Při optimalizaci pomocí této metody se parametry sítě mění proti směru 
gradientu kriteriální funkce. Zásadní vliv na výsledek má parametr LR (krok učení).  
Hlavní nevýhodou této metody je problém s uvíznutím v lokálním minimu. Parametry 
neuronové sítě jsou vždy upravovány až na konci epochy, tedy až po průchodu všech 
trénovacích dat. Princip této metody je znázorněn na Obrázek 10, kde J(θ1) je účelová 
funkce, u které je cílem nalézt globální minimum, θ1 jsou parametry sítě. [10][14][15] 
  
Obrázek 10 – Princip metody gradientního sestupu (převzato a upraveno z [18]) 
Exituje několik modifikací této základní gradientní metody. Mezi ně patří metoda 
stochastického gradientního sestupu (SGD = Stochastic Gradient Descent), která 
nevyužívá přímý výpočet gradientu, ale gradient aproximuje pomocí náhodně vybraného 
prvku z učební množiny. Výhodou tohoto algoritmu oproti metodě GD je efektivnější 
učení z hlediska výpočetní náročnosti. Obdoba tohoto algoritmu je Mini-Batch Gradient 
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Descent. Ten k aproximaci gradientu využívá sadu několika náhodně vybraných vzorků 
z učební množiny dat. [10][15] 
SGD s hybností (SGD with Momentum) je metoda, která algoritmus rozšiřuje o nové 
parametry hybnosti a rychlosti. Tato metoda při výpočtu bere v potaz gradienty 
z předešlých iterací. Pomocí těchto parametrů se posilují úpravy ,,směřující“ stejným 
směrem jako v předešlých krocích. [10][15][18] 
Obdobou SGD s hybností je Nesterovův adaptivní gradient (NAG = Nesterov 
Accelerated Gradient), který při výpočtu nejdříve využije koeficient hybnosti a až poté 
koeficient rychlosti ve vypočteném bodě. [20] 
 Adagrad je metoda, která určuje učební krok pro každý parametr vah zvlášť. Obecně 
platí, že pro váhy s nízkým gradientem je učební krok zvýšen a naopak. [19] 
Metoda Adam patří mezi jednu z nejpoužívanějších optimalizačních technik, neboť 
kombinuje již zmíněné optimalizační techniky, a tak přináší řadu výhod. Adam upravuje 
učební krok parametrů sítě na základě gradientů z předešlých kroků učení. U této metody 
je rychlost učení vůči každému parametu sítě adaptivní. K výpočtu se využívá průměrná 
hodnota exponenciálně zapomínaných gradientů z předchozích kroků a hyperparametry 
β1 a β2. [19][20] 
2.8 Regularizace vah 
Váhová regularizace je jedna z metod, jak zamezit přeučení neuronové sítě. Přičtením 
regularizačního prvku k chybové funkci se zajistí pravidelnější distribuce vah. U L1 
regularizace je přírustek úměrný absolutní hodnotě váhových koeficientů a u L2 
regularizace pak čtverci hodnot váhových koeficientů. [33] 
2.9 Konvoluční neuronové sítě 
V současné době konvoluční neuronové sítě dosahují velmi dobrých výsledků v oblastech 
zpracování obrazů, signálů, bioinformatice ale i v několika dalších oblastech. Existuje 
nespočet architektur konvolučích neuronových sítí. Základní stavební kameny těchto 
architektur však tvoří konvoluční, poolingové a plně propojené vrstvy.   
2.9.1 Konvoluční vrstva 
Konvoluční vrstva provádí operaci konvoluce, kde je výstupní vzorek dán váhovanou 
sumou vstupních vzorků, které jsou vymezeny konvoluční maskou (filtrem).  Operace 












kde  * značí konvoluci,  f  je hodnota vzorku na pozici i a g je váha na této pozici. Hodnoty 
vah v konvoluční masce jsou předmětem učení sítě. Výstup konvoluční vrtvy se nazývá 
příznaková mapa. Obrázek 11 znázorňuje princip konvoluční vrstvy. [10][21]  
 
Obrázek 11 – Konvoluční vrstva (převzato a upraveno z [21]) 
Na výstup této vrsty je pak aplikována aktivační funkce (popsána v kapitole 2.4). 
Využívá se například sigmoida, hyperbolický tangent, ReLU a Leaky Relu.[22]  
U konvolučních vrstev jsou důležité parametry stride a zero-padding. Parametr 
stride určuje, o kolik prvků se konvoluční maska bude posouvat po vstupní matici. Zero-
padding pak říká, o kolik řádků a sloupců má být vstupní matice rozšířena nulami za 
účelem korigování velikosti výstupu.[10]  
2.9.2 Poolingová vrsta 
Za aktivační funkcí konvoluční vrstvy se většinou nachází poolingová vrstva. V určitých 
místech příznakové mapy dojde pomocí poolingové vrstvy k nahrazení těchto prvků 
jedním. Výstupem může být průměr prvků v daném okně (avarage pooling) nebo 
nalezené maximum (max pooling). Hlavní výhodou použití poolingových vrstev je 
snížení výpočetní náročnosti a zajištění prostorové invariance při malých posunech ve 
vstupní matici. Princip max-poolingu znázorňuje Obrázek 12 – Max pooling s oknem 2x2 





Obrázek 12 – Max pooling s oknem 2x2 a krokem 2 (převzato z [21]) 
2.9.3 BatchNorm vrstva 
BatchNorm vrstva je vrstva, která normalizuje data před vstupem do další vrstvy 
neuronové sítě, čímž se předchází přeučení sítě a urychluje konvergenci algoritmu. 
Princip této vrstvy spočívá v normalizaci vstupních hodnot v rámci jednotlivých dávek. 
Nejčastěji se tato vrstva přidává mezi konvoluční vrstvu a vrstvu aktivační. Použití této 
vrstvy s sebou nese řadu výhod. Jde například o možnost nastavení vyšší hodnoty 
učebního kroku, nižší citlivost sítě k nastavení počátečních parametrů a již zmíněná 
rychlejší konvergence.[10][23]  
2.9.4 DropOut vrstva 
DropOut vrstva je regularizační vrstva, jejíž podstata spočívá v náhodném vypínání 
určitého procenta neuronů, čímž se zabraňuje přeučení sítě (viz Obrázek 13).[10]  
 
 
Obrázek 13 - Princip DroupOut vrstvy. Vlevo: před, vpravo: po vypnutí části neuronů 
(převzato a upravno z [10]) 
 
2.10 Rekurentní neuronové sítě 
Neuronové sítě doposud zmiňované tvořily vždy tzv. acyklický graf, kdy předchozí 
vstupy nijak neovlivňují vstupy následující. Existují však i takové neuronové sítě, které 
kopírují výstup skrytých neuronů vypočtených pro předcházející vstup. Tyto sítě 
se zpětnými vazbami nazývame rekurentními neuronovými sítěmi. Rekurentní neuronové 
sítě se využívají například ve strojových překladech nebo pro generování textu. Mezi 
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hlavní výhodu těchto sítí patří možnost pracovat s vstupními posloupnostmi o různých 
délkách. [35][36] 
Nejjednodušší rekurentní neuronovou síť by mohla být popsána pomocí jednoho 
vstupu a výstupu a jednoho neuronu ve skryté vrstvě. Rekurentní spojení bude tak neuron 
vykazovat sám do sebe. Během předložení nového vstupu neuron zkopíruje i aktivaci 
z předcházejícího vstupu. U složitějších rekurentních sítí pak váhy kopírují stav 
z předešlého časového kroku. Při trénování rekurentních neuronových sítí hrozí 
z principu způsobu učení dva problémy – explodující gradienty nebo mizející gradienty. 
Tyto problémy částečně řeší Echo state sítě a LSTM sítě (Long short term memory).[36] 
 
LSTM 
LSTM sítě jsou tvořeny tzv. buňkami. Každá buňka pracuje se svou pamětí. Rekurentní 
vazby se nachází mezi jednotlivými buňkami. Vstup každé buňky tvoří její stav ct-1 
z předchozího kroku a spojení výstupů z předchozího kroku a nových vstupů [ht-1,xt]. 




𝑓𝑡 = 𝛼(𝑊𝑓[ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓), 
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kde 𝑊𝑓, 𝑊𝑖, 𝑏𝑓, 𝑏𝑖 představují váhy a prahy a 𝛼 je aktivační funkce. Kandidát na nový 
vnitřní stav se vypočítá jako  
















Výstup buňky ht se vypočítá z aktuálního stavu a vstupu pomocí tzv. výstupní brány 
(viz rovnice (13), (14)). Informace se tak přenáší mezi časovými kroky pomocí stavu, 
který není přímo spjat s žádnou váhou. Díky tomu LSTM sítě předchází problémům 
s mizejícími či explodujícími gradienty. [36][37] 
𝑜𝑡 = 𝛼(𝑊𝑜[ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜), 

















3. METRIKY HODNOCENÍ KVALITY MODELU 
Mezi základní metriky, které se využívají pro hodnocení kvality modelu patří 
Accuracy (přesnost). Tato metrika udává poměr správně zařazených vzorků vůči  
celkovému počtu vzroků, jak uvádí rovnice 
 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁





kde TP značí počet vzorků, které byly správně zařazeny jako vlna P. TN značí počet 
vzorků, které byly správně zařazeny do skupiny, kde se nejedná o P vlnu. FP značí 
nesprávně klasifikovanou P vlnu a FN značí počet vzorků, které byly nesprávně zařazeny 
do skupiny, ve které se nejedná o P vlnu. Tuto metriku však není vhodné používat na 
nevybalancovaných datech, kdy i při velmi špatné klasifikaci méně zastoupené třídy by 
metrika Accuracy dosáhla vysokých hodnot. Vzhledem k tomu, že v našem případě se 
jedná o nevybalancovaná data, bylo větší měrou přihlíženo k metrice F1 skóre. [28] 
Pro výpočet F1 skóre je zapotřebí znát senzitivitu a pozitivní prediktivní hodnotu 
(PPH). Hodnota senzitivity značí schopnost modelu správně detekovat vlnu P, pokud je 
daný vzorek vlnou P ve skutečnosti. PPH vyjadřuje pravděpodobnost, že daný vzorek je 
vzorkem vlny P ve skutečnosti, pokud byl takto modelem zaklasifikován. Rovnice (16), 
(17) a (18) uvádějí výpočet těchto metrik, symboly v nich nesou stejný význam jako v 
předešlém odstavci. [27] [28] 
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𝐹1 𝑠𝑘ó𝑟𝑒 =  









4. POUŽITÁ DATA 
K návrhu a testování programu bylo k dispozici celkem 100 záznámů ve formátu json. 
Jednotlivé záznamy obsahovaly 19svodové EKG o různých délkách o vzorkovací 
frekvenci 2000 Hz. Signály v záznamech již byly předzpracovány pomocí filtrů typu 
dolní a horní propust a Notch filtr za účelem potlačení nežádoucích frekvencí v signálech. 
Součástí záznamů byly i informace o lokalizaci jednotlivých P vln, přesněji tzv. P-onset 
(tedy začátek P vlny) a P-offset (konec P vlny) a informace o stanovené diagnóze. 
Zdrojem anotací P vln byla intrakardiální data. Cílem této práce byla detekce P vln na 
povrchovém 12svodovém EKG, intrakardiální EKG nebylo využito za účelem 
znesnadnění trénování neuronové sítě, neboť aktivitu síní na intrakardiálních datech lze 
velmi snadno pozorovat (viz Obrázek 15, kde aktivita síní je v intrakardiálním svodu CS5 















































Zastoupení stanovených diagnóz v záznamech shrnuje následující tabulka. Jednotlivé 





Obrázek 15 – Srovnání povrchového a intrakardiálního záznamu EKG. Nahoře: EKG 
záznamy, dole: anotované P vlny. 
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diagnóza počet diagnóza počet 
Sinusový rytmus 15 Sinusový rytmus , PAC  2 
AVNRT   10 Sinusový rytmus , AVNRT, PAC  2 
AVRT   8 FiS, WPW  2 
Sinusový rytmus , 
WPW syndrom 
7 Typický flutter síní, WPW  2 
Sinusový rytmus , PVC  6 Sinusový rytmus , AVRT, PVC  2 
Sinusový rytmus , 
junkční rytmus 
4 Pace rytmus 2 
Sinusový rytmus , FiS, 
WPW  syndrom 
4 fokální síňová tachykardie 2 
Sinusový rytmus , 
WPW  syndrom , PVC  
3 FiS  1 
AVNRT, LBBB  3 
Sinusový rytmus , AVNRT, LBBB, 
PAC  
1 
Sinusový rytmus , AVRT  2 Pace rytmus, PAC, AVB3  1 
FiS,  fokální síňová 
tachykardie 
1 
Sinusový rytmus ,  junkční rytmus , 
PAC  
1 
Sinusový rytmus , 
AVNRT, PVC  
1 Sinusový rytmus , PAC, PVC  1 
Sinusový rytmus , 
AVRT,  junkční rytmus 
1 Sinusový rytmus , PVC, AVB1  1 
Sinusový rytmus , FiS, 
PVC  
1 Sinusový rytmus , LBBB  1 
Sinusový rytmus ,  
junkční rytmus , PVC  
1 
Sinusový rytmus , AVRT, WPW 
syndrom  
1 




Sinusový rytmus , AVRT, FiS, WPW 
syndrom 
1 
Sinusový rytmus , 
AVRT, WPW  syndrom , 
PVC  
1 AVRT, FiS, WPW syndrom 1 
Sinusový rytmus , FiS,  
Typický flutter síní 
1 
Sinusový rytmus ,  fokální síňová 
tachykardie 
1 
Sinusový rytmus , 
AVRT, WPW  syndrom , 
PAC  
1 AVRT, RBBB  1 
Sinusový rytmus , 
AVNRT, LBBB  
1 Sinusový rytmus , AVRT, PAC, PVC 1 
Sinusový rytmus , RBBB  1   
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5. NAVRŽENÝ PROGRAM 
Program pro segmentaci P vln byl navržen v programovacím jazyce Python (verze 3.8.7 
64-bit). V práci bylo využito několik knihoven. Následující tabulka shrnuje všechny 
využité knihovny a jejich verze. 
Tabulka 2 - Použité knihovny. 
název knihovny verze 










V rámci praktické části byly vytvořeny celkem tři moduly. Modul s názvem 
data_preprocessing.py, ve kterém jsou naimplementovány funkce pro předzpracování 
dat. Modul models.py, ve kterém je naimplementovaná architektura neuronové sítě (viz 
kapitola 5.2.1) a hlavní spouštěcí skript s názvem main.py. 
5.1 Předzpracování dat 
Počet dostupných vstupních dat ovliňuje výslednou kvalitu modelu. Pokud totiž máme k 
dispozici malý dataset vzorků a implementovaný model obsahuje velký počet vstupních 
parametrů, pak hrozí tzv. overfiting, kdy model nemá žádnou schopnost generalizace 
(neuronová síť má velmi dobré výsledky na trénovací množině, ale výstupy pro validační 
a testovací množinu jsou slabé). [10][11] 
Jedním ze způsobů, jak snížit riziko přeučení neuronové sítě při malém počtu 
vstupních dat, je umělé zvětšení datasetu neboli augmentace. V případě zpracování 
obrazů mezi základní augmentační transformace patří například posunutí, rotace, 
přiblížení nebo oddálení, rozmazání, zostření, přidání šumu nebo změna hodnot jasu, 
kontrastu a saturace. Pro 1D signály se využívá například zašumění, oříznutí signálu a 
roztažení signálu v x-ové nebo y-ové ose. Obecně je ale vždy nutné při výběru 
augmentačních technik brát ohled na datovou sadu, s kterou pracujeme.  
Většina klasifikačních datasetů nemá pro jednotlivé třídy stejné zastoupení vzorků. Pokud 
je zastoupení tříd značně nerovnoměrné, je nutné na tento fakt brát ohled při 
vyhodnocování úspěšnosti sítě. Pokud bychom totiž využili jako vyhodonocovací 
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metriku přesnost, úspěšnost modelu by mohla být velmi vysoká i přes to, že neuronová 
síť predikuje pouze tu třídu, která má největší zastoupení. Proto je vhodnější pro 
vyhodnocení kvality modelu na nevyváženém datasetu využít metriky, jako je f1 skóre. 
[30][31] 
Kompenzaci imbalance dat lze provést pomocí technik jako jsou Random 
oversampling, Random undersampling a SMOTE. Random oversampling je jednoduchá 
metoda, která vyváženosti datasetu docílí pomocí kopírování vzorků, jejichž třída je méně 
zastoupena. Naopak metoda Random undersampling dosáhne rovnoměrného zastoupení 
díky mazání vzorků, jejichž třída je nejpočetnější. Metoda SMOTE je oproti předchozím 
technikám o něco složitější. SMOTE metoda generuje nové syntetické vzorky na základě 
vlastností vzorků méně početné třídy. [30][31] 
 
Data bylo nutné před vstupem do neuronové sítě vhodně předzpracovat. Pro každý 
signál z 12svodového EKG byl vytvořen binární signál na základě hodnot P-onset a P-
offset, kde nuly představují vzorky, kde není přítomna P vlna a jedničky, kde vlna P 
přítomna je. Z dostupných záznamů bylo tedy získáno celkem 100  2D signálů 
z 12svodového EKG s příslušnými binárními reprezentacemi P vln. Celý proces 
předzpracování znázorňuje následující blokové schéma. Popis jednotlivých kroků je pak 
popsán v následujících podkapitolách.  
 
5.1.1 Podvzorkování 
Za účelem snížení velikosti použitých dat při zachování maximálního množství informace 
byl každý signál společně s jeho příslušnou binární reprezentací přítomnosti P vln 
podvzorkován s faktorem 4. Vzorkovací frekvence signálů se tak změnila na 500 Hz. K 
tomu bylo využito funkce decimate z knihovny Scipy, která mimo samotného 
podvzorkování využívá i antialiasingový IIR Chebyshevův filtr. Vzhledem k tomu, že 
EKG signál má užitečné kmitočtové pásmo přibližně do 125Hz, decimací by nemělo dojít 
ke ztrátě užitečné informace. Příklad takto zpracovaných signálů znázorňuje Obrázek 17. 
Vizuální kontrolou nebyl zaznamenán žádný markantní rozdíl mezi signály, předpokládá 
se tak, že nedošlo ke ztrátě užitečné informace. [38] 




Obrázek 17 - Původní EKG signál a signál po decimaci 
5.1.2 Rozdělení dat do trénovací, validační a testovací množiny 
Výhodou rozdělení dat do tří množin je především možnost v průběhu učení neuronové 
sítě vyhodnocovat kvalitu segmentace nejen na trénovací množině ale i na množině 
validační. Můžeme tak učení předčasně ukončit například při dosažení požadované 
kvality modelu nebo pro předejití přeučení neuronové sítě.  
Data byla nejdříve náhodně rozděla na trénovací a testovací množinu. Data byla 
rozdělena v poměru 8:2, kde trénovací množina obsahovala celkem 80 záznamů 
obsahující 12svodové EKG signály, testovací množina pak 20 záznamů. Tento poměr byl 
zvolen s ohledem na fakt, že k dipozici bylo pouze 100 záznámů. V literárních pramenech 
([24][26]), ze kterých byla převzata navržená architektura neuronové sítě však autoři 
využili datasety, které obsahovaly několik stovek záznamů EKG. Cílem tak bylo získat 
co největší trénovací množinu dat. Poměr 9:1 nebyl vybrán z důvodu přiliš malého počtu 
záznamů v testovací a validační množině pro otestování kvality segmentace. Testovací 
množina byla následně rozdělena v poměru 1:1 na testovací (10 záznamů) a validační 
množinu (10 záznamů). K rozdělení záznamu do množin se využila funkce 
train_test_split z knihovny sklearn.model_selection. 
5.1.3 Augmentace trénovací množiny 
Vzhledem k poměrně malé velikosti trénovací množiny byla provedena augmentace dat. 
Vliv augmentace dat na učení neuronové sítě ukazuje obrázek v následující kapitole. Za 
tímto účelem byly vytvořeny dvě funkce. První funkce s názvem add_noise 
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implementovaná v modulu data_preprocessing.py generuje Gaussovský šum, který se 
přičítá k původnímu signálu, jak ukazuje Obrázek 18. Vstupem funkce je 12svodové 
EKG, a hodnoty průměru a rozpylu Gaussovského šumu. Defaultně jsou tyto hodnoty 
nastaveny na 0 a 0,01. 
 
Obrázek 18 - Signál před a po zašumění. 
Druhá funkce s názvem crop_and_scale implementovaná ve stejném modulu jako 
funkce předchozí signál ořezává v x-ové ose a provádí roztažení signálu v y-ové ose. 
Vstupem funkce je 12svodové EKG. Pro roztaženísignálu v y-ové se vygeneruje náhodné 
číslo v rozsahu od 0,8 po 1,2 a hodnoty signálu se s tímto číslem vynásobí. Pro oříznutí 
signálu v časové oblasti se generují dvě náhodná čísla. První číslo v rozsahu od 0 do 0,5 
a druhé v rozsahu od 0,5 do 1. Po vynásobení původní délky signálu s čísly 




Obrázek 19 - Signál před a po oříznutí a roztažení v y-ové ose. Červené okno 
znázorňuje vybraný úsek. 
Na každý signál z trénovací množiny byly postupně aplikovány tyto dvě funkce a 
následně kombinace obou dvou, čímž se trénovací sada zvětšila čtyřikrát (původní signál, 
zašuměný signál, oříznutý a roztažený signál v y-ové ose, zašuměný + oříznutý a 
roztažený signál v y-ové ose). Trenovací sada pak obsahovala 320 záznamů. 
5.1.4 Vytvoření datasetů a dataloaderů 
Za účelem snadné manipulace s množinami signálů byly vytvořeny příslušné datasety a 
dataloadery. Dataset uchovává jednotlivé vzory a jejich příslušné výstupy. Dataloader 
k nim pak umožňuje snadný přístup a vytvoření tzv. batchů (dávek).  Implementace 
vlastní třídy pro vytvoření datasetů se nachází v modulu data_preprocessing. Tato třída 
dědí z torch.utils.data.Dataset a obsahuje metody s názvem __len__ (pro získání velikosti 
datasetu) a __getitem__ (pro získání vzoru a výstupu na daném indexu v datasetu). 
K vytvoření dataloadorů se využilo iterátoru torch.utils.data.DataLoader. Tento iterátor 
umožňuje promíchání pořadí dat při každé započaté epoše. Při tvorbě dataloaderů se též 
využilo parametru collate_fn, který přesně definuje, jakým způsobem se vytvoří batche.  
Definice tvorby batchů  je implementovaná pomocí třídy Sequences_padd, která se též 
nachází v modulu data_preprocessing. Pro každou dávku signálů (batch) bylo nutné 
jednotlivé signály v této dávce doplnit na stejnou délku. V dávce se proto signály doplnily 
hodnotami -1 na délku nejdelšího signálu v dané dávce, jak představuje Obrázek 20. K 
tomuto účelu se využila již zmíněná třída Sequences_padd. Jednotlivé dávky obsahovaly 
12svodové EKG signály doplněné na hodnotu nejdelšího signálu v dávce, příslušné 




Obrázek 20 – EKG signál a jeho anotace doplněny hodnotami -1 na délku nejdelšího 

















5.2 Architektura navržené neuronové sítě 
Za účelem segmentace P vln byla na základě literatury [24], [25] a [26] implementována 
síť U-Net s vhodnými modifikacemi. Mezi hlavní výhody této neuronové sítě patří 
především malý počet parametrů neuronové sítě. Dle autorů odborného článku [24] tato 
neuronová síť dosahuje srovnatelných výsledků z hlediska kvality segmentace jako 
ostatní nejmodernější segmentační metody. Dokáže provést segmentaci EKG rychle a 
efektivně. Kvalita segmentace EKG dosahovala nejlepších výsledků ve srovnání 
s algoritmy využívající vlkovou transformaci [39] či konvoluční neuronovou síť o 12 
vrstvách [40].  
U-Net je neuronová síť, která se hojně využívá v oblasti segmentace obrazů. Její 
název je odvozen od uspořádání vrstev, které připomíná písmeno U. Základní 
architekturu U-Net sítě představuje Obrázek 21. Tato síť se skládá ze dvou částí, první 
pro downsampling zastupující roli enkodéru, druhou pro upsampling zastupující roli 
dekodéru. Downsamplingová část přijímá vstupní obraz. Skládá se z několika 
konvolučních vrstev s Relu ativační fukncí a maxpoolingovými vrstvami. 
Maxpoolingové vrstvy zmenšují velikost obrazu na polovinu. Počet filtrů se s rostoucí 
hloubkou sítě zvyšuje. Upsamplingová část obsahuje upsamplingové vrstvy, které 
postupně zvyšují rozlišení obrazu pomocí transponované konvoluce. Upsamplingová část 
využívá i zřetězení oříznutých map z downsamplingové části na odpovídající úrovni sítě 
za účelem zdokonalení převzorkování.  Mezi nevýhody této architektury patří zejména 
požadavek na velikost vstupního obrazu, která musí být násobkem 16, neboť se využívá 
čtyř maxpoolingových vrstev s velikostí okna 2x2, takže dochází k postupnému 





Obrázek 21 - Základní zapojení sítě U-Net (převzato z [27]) 
5.2.1 Modifikace sítě U-Net 
Za účelem segmentace P vln v EKG záznamech byla zákládní architektura U-Net 
modifikována pomocí pramenů [24], [25] a [26], kde autoři tuto architekturu využívájí 
právě k segmentaci EKG. Obrázek 22 představuje neuronovou síť, která vedla 
k implementaci sítě pro segmentaci P vln.  
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Obrázek 22 - U-net pro segmentaci EKG, převzato z [24]. 
Mezi hlavní změny oproti původní implementaci sítě U-Net patří: 
- využití 1D konvoluce místo 2D konvoluce 
- snížení počtu kanálů v konvolučních vrstvách (viz Obrázek 21 a Obrázek 22) 
- použítí jiných parametrů vrstvev (viz Tabulka 3) 
- místo oříznutí map z downsamplingové části se využilo funkce zero-padding 
za účelem stejné velikosti výstupu a vstupu 
 
Naimplementovaná neuronová síť pro segmentaci P vln 
Parametry vrstev a počet použitých kanálů v konvolučních vrstvách byly stanoveny 
na základě článku [24]. Bohužel autoři neuvádění žádné faktické odůvodnění volby takto 
zvolených parametrů. Parametry shrnuje Tabulka 3. Krok u maxpoolingových vrstev byl 
nastaven na hodnotu 2. Vzhledem k tomu, že díky maxpoolingovým vrstvám se délka 
signálu vždy zmenší na polovinu, bylo nutné délku signálu ověřovat. Pokud totiž délka 
nebyla dělitelná dvěma beze zbytku, pak nebylo možné provést zřetězení map na daných 
urovních sítě pro nestejnou velikost, neboť došlo díky zaokrouhlení k zkrácení signálu o 
jeden vzorek. Vzhledem k tomu, že v síti se využívají celkem 4 maxpoolingové vrstvy, 
se před samotným vstupem signálů do sítě ověřovala dělitelnost délky signálů číslem 16. 
V případě potřeby pak byly délky doplněny na požadovanou velikost pomocí 
implementované funkce s názvem divisible_by_16 v modulu data_preprocessing.py.  
V článku [24] byly předkládány pouze 1D EKG signály z jednotlivých svodů. V 
našem případě se neuronové síti předkládaly signály z 12svodového EKG. Kanály EKG 
tak tvořily příznaky vstupního tensoru. 1D operátor pak počítal konvoluci přes všechny 
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příznaky a lokálně přes časovou osu v závislosti na velikosti okna filtru. Architekturu 
navržené neuronové sítě zobrazuje Obrázek 23. Kriteriální funkci předcházela aktivační 
funce typu sigmoida.  






konvoluční vrstvy 9 4 1 
vrstvy pro transponovanou konvoluci 8 2 3 












K implementaci neuronové sítě byla využita knihovna Pytorch. Naimplementovaný 
model s názvem Unet v modulu models.py dědí ze základní třídy torch.nn.module. 
Pomocí parametrizovaného kontruktoru této třídy se nastavují hodnoty dvou atributů. 
První atribut je pro nastavení počtu tříd v rámci segmentace (v našem případě nastaven 
na hodnotu 1). Druhý atribut pro zadání počtu příznaků vstupního tensoru (v našem 
případě 12). V konstruktoru jsou následně definovány jednotlivé vrstvy neuronové sítě 
s využitím hodnot atributů. Metoda třídy Unet s názvem forward přijímá vstupní tensor a 
definuje průchod neuronovou sítí vrstavami definovanými v konstruktoru. Počet a 
velikost filtrů pro jednotlivé vrstvy jsou znázorněny v Tabulka 3 a Obrázek 23. Za účelem 
minimalizování komplexity modelu byla vytvořena nová třída s názvem Unet_optim. 
V této třídě byly počty a velikost filtrů různě modifikovány (viz dále). Konstruktor této 
Obrázek 23-Naimplementovaná neuronová síť. 
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třídy oproti první třídě navíc obsahuje několik dalších atributů pro snadnější definování 
modelu pro různá nastavení. Atribut config, ve kterém jsou uloženy počty filtrů pro 
jednotlivé bloky sítě, kernel_size definující velikost filtrů a padding, tedy o kolik sloupců 
má být tensor rozšířen nulami.  
5.3 Trénování modelu 
V této podkapitole jsou zobrazeny průběhy učení neuronové sítě pro různá nastavení 
hyperparametrů. Neuronová síť byla natrénována na trénovací množině. Současně 
s trénováním byla úspěšnost modelu ověřována na validační množině.  
5.3.1 Výsledky pro intrakardiální signály 
Za účelem ověření kvality segmentace byly neuronové síti nejdříve předloženy 
intrakradiální EKG záznamy, kde je aktivita síní velmi dobře pozorovatelná (viz Obrázek 
15). 
Pro první otestování sítě byly experimentálně zvoleny následující parametry. Učební 
krok byl nastaven na hodnotu 0,001. K optimalizaci byla vybrána metoda Adam. Jako 
kriteriální funkce byla zvolena Dice kriteriální funkce. Počet epoch byl experimentálně 
nastaven na hodnotu 30, parameter batch size na 10. Následující obrázky shrnují 
úspěšnost modelu na trénovacích a validačních datech.  
 





Obrázek 25 - Přesnost segmentace během učení na trénovací a validační množině pro 
intrakardiální data. 
 





Po dvacáté epoše přesnost na trénovacích a validačních datech přesahovala 96 %. F1 
skóre dosahovalo pro trénovací množinu 93 %, pro validační pak 90 %. Po ověření dobré 
kvality segmentace na intrakardiálních datech byla neuronové síti předložena data z 
povrchového 12svodového EKG. 
5.3.2 Výsledky pro 12svodové EKG 
V této podkapitole jsou prezentovány výsledky neuronové sítě pro 12svodové EKG pro 
různá nastavení hyperparametrů neuronové sítě. 
 
Vliv augmentace trénovací množiny 
Vzhledem k tomu, že trénovací množina obsahovala poměrně malé množství dat, bylo 
vhodné množinu augmentovat. Způsob, jakým signály byly augmentovány popisuje 
kapitola 5.1.3. Z původních 80 signálů se tak trénovací množina zvětšila na 320 signálů. 
Zobrazení průběhu f1 skóre na validační množině znázorňuje následující obrázek. 
 
Obrázek 27 - Průběh f1 skóre pro validační množinu před a po augmentaci. 
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Z grafu je zřejmé, že f1 skóre po augmentaci dosahovalo lepších hodnot. Maximální 
hodnota f1 skóre před augmentací byla 62 %, po augmentaci 70 %. Při zvětšení trénovací 
množiny na 640 signálů nedošlo k výraznému zlepšení průběhu f1 skóre, proto se 
pozůstalo u prvního způsobu augmentace.   
 
Nastavení parametrů neuronové sítě 
Jako kriteriální funkce byla zvolena Dice kriteriální funkce. [31] K optimalizaci byla 
zvolena metoda Adam. Za účelem předejití přeučení byla trénovací množina 
augmentována a byla využita L2 regularizace. 
Krok učení 
Krok učení byl experimentálně nastaven na hodnoty 0,1 a 0,001 a 0,00001. Následující 
obrázky zobrazují průběh kriteriální funkce na trénovací a validační množině pro různá 
nastavení kroku učení.   
                        a) LR = 0,1 b) LR = 0,001 
c) LR = 0,00001 





Z obrazků je zřejmé, že nejlepší průběh kriteriální funkce byl pro LR=0,001. Pro toto 
nastavení vycházely i nejvyšší hodnoty přesnoti a f1 skóre. Pro LR=0,1 nedocházelo 
k žádnému učení, neboť krok učení byl příliš velký a neprobíhala tak konvergence do 
lokálního či globálního minima.  
 
Batch size 
Hyperparametr Batch size byl experimentálně nastaven na hodnoty 3, 10 a 30. Větší 
hodnoty Batch size nemohly být vyzkoušeny z důvodu nedostatečné paměti počítače. 
Následující obrázky představují průběh přesnosti pro různá nastavení tohoto parametru. 
 
 
a) BS = 3 
 
b) BS = 10 
 
c) BS = 30 







Nejvyšší přesnost na validační množině byla pro Batch size=3, kdy hodnota 
dosahovala až 95 %. Pro toto nastavení vycházelo i nejvyšší f1 skóre, které bylo po 30 
epoše 75 %, pro ostatní nastavení se pohybovalo okolo okolo 70 %. Výhodou malé 
hodnoty Batch size je regularizační efekt, neboť zavádí šum, který napomůže ,,vyskočení” 





V této kapitole jsou zobrazen průběhy učení neuronové sítě pro finální nastavení 
hyperparametrů a pro optimalizovaný model. V závěru kapitoly jsou pak představeny 
EKG signály s anotovanými P vlnami v porovnání s výstupy neuronové sítě. 
Pro nastavení BS=3 a LR=0,001, který se po 50. epoše snížil o 1/10 dosahovala 
přesnost po 60. epoše 93 % pro trénovací i validační množinu a vykazovala celkem hladký 
průběh (viz Obrázek 30). F1 skóre bylo pro trénovací množinu 90% a pro validační se po 
60. bylo 77 %. Dále hodnota již výrazně nestoupala, jak zobrazuje Obrázek 31. Pro 
testovací množinu byla přesnost 87 % a f1 skóre 63 %. F1 skóre pro testovací množinu 
vyšlo mnohem nižší jak pro množinu validační. Tento fakt byl způsoben zařazením 








Obrázek 31 - Průběh f1 skóre pro trénovací a validační množinu. 
Následující tabulky zobrazují matice záměn pro trénovací, validační množinu a testovací 
množinu. 
Tabulka 4 - Matice záměn pro trénovací, validační a tstovací množinu. 
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Výsledné hodnoty f1 skóre a přesnosti se odvíjí od typů diagnóz rozdělených do 
trénovací, validační a testovací množiny. Výsledek kvality segmentace pro testovací 
množinu při spuštění programu s jiným rozdělením signálů v množinách znázorňuje 
následující obrázek. Výsledné f1 skóre pro testovací množinu bylo 85 %, přesnost 96 %. 
Značný rozdíl oproti původnímu f1 skóre (63 %) byl právě způsobený zařazením 
obtížnějších signálů do testovací množiny v původním případě.  
 
Snížení komplexnosti neuronové sítě 
Za účelem snížení komplexity modelu byly optimalizovány počet a velikost  
konvolučních filtrů. Původní model U-net v [24] se skládá z 5 bloků. Každý blok obsahuje 
2 konvoluční vrtsvy a počet filtrů v rámci bloků je dán následovně: 4-8-16-32-64 pro 
downsamplingovou část. Pro upsamplingovou část je dán počet filtrů stejnou řadou avšak 
sestupně seřazenou. Velikost filtrů pro všechny konvoluční vrstvy (s výjimkou poslední 
konvoluční vrstvy) je 9.   
Cílem bylo snížit komplexitu modelu. Počet a velikost filtrů se tak různě modifikoval. 
Následující tabulka představuje vyzkoušené parametry. Při výběru počtu použitých filtrů 
se vždy bral ohled na skutečnost, že počet filtrů se s rostoucí hloubkou sítě zvyšuje. 
V následující tabulce sloupec Počet filtrů odpovídá hodnotám pro downsamplingovou 
část. Pro upsamplingová část byly počty definovány stejnou řadou sestupně. 
Tabulka 5 – Optimalizace architektury 
Počet filtrů poznámka 
4-8-16-32-64 původní architektura 
2-4-8-16-32 počet filtrů v rámci bloku snížen na polovinu 
4-8-16-20-32 pozměněn počet u posledních dvou bloků 
2-4-8-32-64 pozměněn počet u prvních třech bloků 
2-4-12-16-56 počty pozměněny u všech bloků 
2-12-24-30-50 počty pozměněny u všech bloků 
2-4-8-26-56 počty pozměněny u všech bloků 
 
Obrázek 32 - Výsledek pro jiné rozdělení signálů do množin. Shora: diagnózy signálů v 
testovací množině, matice záměn, f1 skóre, přesnost pro testovací množinu. 
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Celkem tak bylo definováno 6 modifikací architektury neuronové sítě. Pro každou 
modifikaci se navíc testovala kvalita segmentace pro dvě různá nastavení velikosti filtrů. 
Velikost filtrů (s výjimkou poslední konvoluční vrstvy) byla testována pro hodnoty 7 a 9, 
čímž vzniklo celkem 12 modifikací modelu. Trénovaní sítě probíhalo po dobu 20 epoch 
a sledovala se kvalita segmentace. Pokud křivka f1 skóre a přesnosti během učení 
vykazovala podobný průběh pro různé modifikace, upřednostnila se modifikace s 
celkovým menším počtem filtrů. 
Velmi dobrý průběh f1 skóre a přesnosti vykazovalo nastavení počtu filtrů 2-4-12-16-
56 a velikost filtrů 9. Pro tuto modifikaci byla neuronová síť natrénovana po dobu 100 
epoch. Následující obrázek představuje průběh f1 skóre pro trénovací a validaní množinu. 
F1 skóre v poslední epoše dosahovalo 89 % pro trénovací a 79 % pro validační množinu. 
Pro testovací množinu pak 64 %. 
 
Obrázek 33 - Průběh f1 skóre pro trénovací a validační množinu. 
Obdobně dobrých výsledků vykazovalo nastavení počtu filtrů 4-8-16-20-32 a velikost 
filtru 7. Průběh f1 skóre zobrazuje Obrázek 34 - Průběh f1 skóre pro trénovací a validační 
množinu. F1 skóre v poslední epoše dosahovalo 91% pro trénovací a 75% pro validační 
množinu. Pro testovací množinu bylo f1 skóre   60 %. Přesnost dosahovala obdobných 




Obrázek 34 - Průběh f1 skóre pro trénovací a validační množinu. 
Původní architektura při vstupním tensoru o 12 příznacích obsahovala 23954017 
parametrů, s využitím první modikace popsané výše byl počet parametrů 12772225. Počet 
parametrů se tak snížil přibližně 2x. S využitím druhé modifikace byl počet parametrů 
7053073 a snížil se tak přibližně 3x. Kvalita segmentace v obou případech byla 
zachována. 
6.1.1 Zhodnocení kvality segmentace 
V této podkapitole je zobrazeno několik EKG signálů s anotacemi P vln ve srovnání s 
výstupy navržené neuronové sítě s původním počtem a velikostí filtrů (viz Obrázek 23). 
V závěru jsou zobrazeny výstupy i pro optimalizovanou architekturu modelu. 
Pro EKG signály obsahujicí sinusový rytmus bez jakékoliv patologie byla 
segmentace P vln velmi dobrá (viz Obrázek 36). Pro detailnější porovnání byla zobrazena 
segementace pro jednu vlnu P. Výstup neuronové sítě se od anotace liší jen o několik 





Obrázek 35 - Porovnání anotace a výstupu neuronové sítě pro jednu P vlnu. 
 
Obrázek 36 - Porovnání anotace a výstupu neuronové sítě. Shora: EKG signál, anotace 




 Pro EKG signál obsahující sinusový rytmus a WPW syndrom projevující se 
především zkrácením PQ intervalu byly výsledky také velmi dobré. Všechny detekované 
P vlny se s anotacemi překrývaly z velké části. Výsledky ukazuje Obrázek 37. 
 
Obrázek 37 - Porovnání anotace a výstupu neuronové sítě.  
 
Pro signál s diagnózou sinusový rytmus, junkční rytmus a PAC byly výsledky též 
uspokojivé. U junkčního rytmu může P vlna být před QRS komplexem, za QRS 
komplexem nebo skryta v QRS komplexu. I v části, kde EKG signál obsahoval junkční 
rytmus proběhla segmentace P vln dobře. Výsledky zobrazuje Obrázek 38. Šířka predikcí 
jednotlivých P vln byla o něco větší než anotace, avšak překryv mezi predikcí a anotací 




Obrázek 38 - Porovnání anotace a výstupu neuronové sítě. 
U signálu s diagnózou sinusový rytmus, WPW syndrom a předčasná komorová 
kontrakce (PVC) neuronová síť nedokázala přesně detekovat P vlnu v oblasti PVC. 









Atrioventrikulární nodální reentry tachykardie (AVNRT) je porucha srdečního 
rytmu, jejíž projevem v EKG záznamech jsou pravidelné QRS komplexy, P vlny jsou 
skryty v QRS komplexu nebo jsou těsně za ním. I v případě takto skrytých P vln byla 
segmentace neuronovou sítí na poměrně vysoké úrovni, jak znázorňuje následující 
obrázek. Predikované P vlny se z velké části překrývaly s anotacemi. V signálu však 
vznikly 3 úzké predikce P vln, které ale žádné P vlně neodpovídaly. V obrázcích jsou 
opět označeny červenými šipkami. Tyto falešně pozitivní vzorky by však šlo lehce 
odstranit kontrolou šířky jednotlivých predikcí se správně zvoleným prahem. 
 
 




Fokální síňová tachykardie se vyznačuje abnormálním tvarem P vln. I pro tuto 
diagnózu neuronová síť detekovala P vlny správně. Výsledky shrnuje Obrázek 41. 
 
 




Pro signál obsahující diagnózu fibrilace síní, sinusový rytmus a WPW syndrom 
neuronová síť selhala. V oblasti fibrilace predikovala nesmyslené pozice P vln. V druhé 
polovině signálu byla predikce již správná, jak ukazuje Obrázek 42. 
 
 




Mezi další záznamy, u kterých neuronová síť selhala, patří signál s diagnózou 
AVNRT, LBBB a PAC. V podstatě po celé délce signálu neuronová síť predikovala 
nesmyslně, viz Obrázek 43.  
 
 
Obrázek 43 - Porovnání anotace a výstupu neuronové sítě. 
 
Pro dosažení lepších výsledků by nejspíše bylo vhodné rozšířit trénovací dataset o 
nové EKG signály. Jak ukazuje Tabulka 1, dostupný dataset obsahuje několik různých 
diagnóz, jejíchž jednotlivá zastopení v celém datasetu jsou poměrně malá.  Při náhodném 
rozdělování signálů do datasetů se tak může stát, že testovací množina obsahuje signály 
s diagnózou, která není přítomna v trénovací množině, detekce P vlny na takovýchto 
signálech pak může být obtížná.  
 
Ukázka výsledků pro optimalizovaný model: 
V této podkapitole je zobrazeno několik výsledků pro optimalizovaný model s 
nastavením počtu filtrů 2-4-12-16-56 a velikost filtrů 9. 
Segmentace u signálu s diagnózou sinusový rytmus, WPW syndrom byla na dobré 




Obrázek 44 - Porovnání anotace a výstupu optimalizované neuronové sítě. 
Stejně obstojná byla segmentace u signálu s diagnózou fokální síňová tachykardie (viz 
Obrázek 45). 
 
Obrázek 45 - Porovnání anotace a výstupu optimalizované neuronové sítě. 
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Příklad, kde optimalizovaná neuronová síť selhala, zobrazují následující obrázky. U 
první signálu s diagnózou sinusový rytmus, FIS, WPW syndrom byla segmetace 
nesmyslná v první polovině signálu. 
 
Obrázek 46 - Porovnání anotace a výstupu optimalizované neuronové sítě. 
Pro signál se stanovenou diagnózou sinusový rytmus, AVNRT, LBBB, PAC 









Diplomová práce si kladla za cíl naimplementovat neuronovou síť za účelem segmentace 
P vln v EKG záznamech.  V prvním segmentu teoretické části byla popsána fyziologie 
srdce a EKG. Poté byly popsány základní principy hlubokého učení. Pozornost byla 
věnována především konvolučním neuronovým sítím. Praktická část diplomové práce se 
věnovala implementaci neuronové sítě pro segmentaci P vln v programovém jazyce 
Python.   
K dispozici bylo celkem 100 záznamů 19svodového EKG s příslušnými pozicemi 
začátku a konce jednotlivých P vln (tzv. P onset a P offset). Záznamy obsahovaly i 
informace o stanovené diagnóze a byly již předzpracovány pomocí filtrů typu dolní a 
horní propust a Notch filtr za účelem potlačení nežádoucích frekvencí v signálech. EKG 
záznamy nabývaly různých délek. Intrakardiální záznamy byly zdrojem anotací pozic P 
vln. Na základě těchto pozic byly vytvořeny binární reprezantace P vln, kde hodnoty 1 
značí P vlnu, hodnoty 0 nepřítomnost P vlny. EKG signály společně s příslušnými 
binárními reprezentacemi P vln byly podvzorkovány z původní vzorkovací frekvence 
2000Hz na 500Hz za účelem snížení velikosti použitých dat při zachování maximálního 
množství informace. Data následně byla náhodně rozděla na trénovací a testovací 
množinu v poměru 8:2. Testovací data se poté rozdělila v poměru 1:1 na testovací a 
validační množinu. Trénovací množina tak obsahovala 80 signálů, validační 10 signálů a 
testovací též 10 signálů. Vzhledem k poměrně nízkému počtu signálů v trénovací 
množině byla data augmentována. K tomu byly vytvořeny dvě funkce, které jsou popsany 
v kapitole 5.1.3. Trénovací množina se tak zvětšila na 320 signálů.  Za účelem snadnější 
manipulace s množinami signálů byly vytvořeny příslušné dataloadery, kde pro každou 
dávku signálů bylo nutné jednotlivé signály doplnit na délku nejdelšího signálu v dané 
dávce.  
Následně byla naimplementovana neuronová síť U-Net. Zákládní architektura sítě U-
Net byla modifikována za účelem segmentace P vln v EKG záznamech pomocí pramenů 
[24], [25] a [26]. K optimalizaci učení sítě byla využita metoda Adam. Jako kriteriální 
funkce byla zvolena Dice kriteriání funkce. Funkčnost implementované sítě byla nejdříve 
ověřena na intrakardiálních datech, kde je aktivita síní velmi dobře pozorovatelná. Po 
dvacáté epoše přesnost na trénovacích datech a validačních datech přesahovala 96 %. F1 
skóre dosahovalo pro trénovací množinu 93 %, pro validační pak 90 %. Po ověření dobré 
kvality segmentace se testovala úspěšnost sítě na 12svodovém EKG. Pro nejlepší 
výsledky segmentace bylo otestováno několik různých hodnot hyperparametrů 
neuronové sítě. Výsledná přesnost pro trénovací množinu byla 93 %, f1 skóre pak 90%. 
Pro validační množinu 93 %, respektive 77 %. Pro testovací množinu 87 %, respektive 
63 %. Následně za účelem snížení complexity modelu byly modifikovány počty a velikost 
konvolučních filtrů. Pro modifikovanou architekturu výsledná přesnost a f1 skóre pro 
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trénovací množinu byla 95 % a 89 %, pro validační množinu 94 % a 79 % a pro testovací 
množinu 87 % a 64 %. 
 Následně byly zobrazeny výstupy jak původní neuronové sítě tak i optimalizované 
sítě v porovnání s příslušnými EKG záznamy a anotacemi P vln. Pro EKG signály 
obsahujicí sinusový rytmus byla kvalita segmentace na velmi dobré úrovni, stejně tak pro 
několik dalších patologií. Například pro atrioventrikulární nodální reentry tachykardii, 
kde je P vlna často skrytá v QRS komplexu, byla segmentace uspokojivá. V této kapitole 
je také zobrazeno několik signálu, u kterých neuronová síť nedokázala detekovat P vlny 
správně. Pravděpodobný důvod selhání neuronové sítě na těchto signálech je popsán 
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SEZNAM SYMBOLŮ A ZKRATEK 
Zkratky: 
EKG   elektrokardiogram 
GD   Gradient Descent  
SGD   Stochastic Gradient Descent 
NAG   Nesterov Accelerated Gradient 
LR    Learning rate 
PPH   pozitivní prediktivní hodnota 
AVRT   atrioventrikulární reentry tachykardie 
AVNRT   atrioventrikulární nodální reentry tachykardie 
WPW syndrom  Wolffův-Parkinsonův-Whiteův syndrom 
PVC   premature ventricular complex (komorové extrasystoly) 
FiS   fibrilace síní 
LBBB left bundle branch block (blokáda levého Tawarova 
raménka) 
RBBB right bundle branch block (blokáda pravého Tawarova 
raménka) 
PAC   premature atrial complex (síňové extrasystoly) 
AVB   atriventrikulární blokáda 
 
