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Introduction
Le cadre ge´ne´ral de cette the`se est la physique de la matie`re condense´e. Plus pre´cise´-
ment, la physique me´soscopique qui e´tudie les proprie´te´s d’un solide de petite dimen-
sion. De nombreux outils e´manants de nombreuses the´ories, ont tente´ de comprendre et
de de´crire les phe´nome`nes qui caracte´risent cette e´chelle me´soscopique. De nombreuses
expe´riences ont e´te´ re´alise´es pour les meˆmes buts. Une des caracte´ristiques importante
d’un e´chantillon me´soscopique, est le fait que sa taille doit eˆtre infe´rieure a` la longueur de
cohe´rence de phase des e´lectrons. Elle correspond a` la longueur moyenne sur laquelle la
phase de la fonction d’onde e´lectronique est inchange´e.
La fabrication des conducteurs de petite taille a permis d’observer un certain nombre
de phe´nome`nes nouveaux. Le phe´nome`ne de blocage de Coulomb nous a inte´resse´ en par-
ticulier. Il caracte´rise des dispositifs construits a` base de jonctions. Ce phe´nome`ne est
engendre´ par la quantification des niveaux d’e´nergie [1]. Son e´tude permet de comprendre
la conduction dans de nombreux dispositifs. Ceci peut se faire en mesurant le courant
en fonction de la tension applique´e. Cependant, certaines conditions peuvent affecter le
profil du courant. A noter, les charges parasites et l’environnement exte´rieur. L’e´tude de
ce dernier point se fait par la the´orie P (E) qui permet de calculer le courant en fonction
de la tension applique´e en tenant compte de l’influence de l’environnement exte´rieur [2].
Le phe´nome`ne de conduction n’est pas restreint aux jonctions. D’une manie`re plus
ge´ne´rale, la conduction a fait l’objet de nombreux travaux the´oriques et expe´rimentaux
sur divers syste`mes depuis le de´but du sie`cle dernier. Au de´but, on s’inte´ressait a` l’e´tude
du courant moyen. Plusieurs approches the´oriques ont tente´ d’expliquer le comportement
collectif des porteurs de charge, allant des mode`les classiques, semi-classiques jusqu’aux
mode`les quantiques. L’un des mode`les qui de´crit bien le transport dans les syste`mes
me´soscopiques est celui de Landauer. Il permet en effet de calculer le courant moyen
et la conductance en se basant sur une approche de diffusion pour un fil connecte´ a` des
re´servoirs [3, 4]. Les pre´dictions the´oriques de ce mode`le ont e´te´ ve´rifie´es expe´rimentalement.
A noter l’observation de la quantification de la conductance qui augmente par palier de
2e2/h [5].
Un autre aspect tre`s important du transport est le bruit. Celui-ci repre´sente les fluc-
tuations temporelles du courant autour de sa valeur moyenne. Dans le passe´ on cherchait
a` e´radiquer le bruit, qui des anne´es apre`s s’ave`re tre`s utile. En effet, l’analyse de son com-
portement permet d’acce´der a` des informations sur la physique du syste`me. Un des plus
importants re´sultat est la de´termination de la charge des porteurs pour diffe´rents syste`mes
a` travers la relation de Schottky [6]. Cette formule a e´te´ de´rive´e initialement pour un me´tal.
Elle montre que le bruit qui re´sulte d’une source de particules est proportionnel au cou-
rant moyen et a` la charge des porteurs de courant. Cette expression peut eˆtre e´tendue a`
d’autres syste`mes en e´crivant : S = 2e∗〈I〉, ou` e∗ est la charge effective. Elle varie suivant
les syste`mes e´tudie´s. Par exemple, pour une jonction me´tal-supraconducteur e∗ = 2e, cor-
respondant aux paires de Cooper [7]. Plusieurs travaux the´oriques et expe´rimentaux ont
1
e´tudie´ le bruit pour divers syste`mes. La mesure du bruit a` fre´quence finie diffe`re du point
de vue du protocole de mesure [8, 9]. Il en est de meˆme pour les pre´dictions the´oriques
qui diffe`rent du point de vue de la de´finition du bruit [10, 11].
Une autre grandeur importante a` citer est l’admittance quantique. Etant directe-
ment relie´e a` la conductance ac, elle peut donc de´crire le transport dans les syste`mes
me´soscopiques. Plusieurs travaux the´oriques ont e´tudie´ l’admittance, a` citer l’article fon-
damental de Bu¨ttiker et coll. [12]. Du point de vue expe´rimental, les travaux pionniers
de Gabelli et coll. ont permis de mesurer l’admittance quantique pour plusieurs syste`mes
[13, 14, 15].
Dans cette the`se, l’ensemble des syste`mes e´tudie´s sont des conducteurs unidimen-
sionnels et en interaction. L’interaction est introduite d’une fac¸on phe´nome´nologique
par Landau dans sa the´orie des liquides de Fermi, en de´finissant le concept de quasi-
particules [16]. Cette the´orie est tre`s efficace a` deux et a` trois dimensions. Cependant,
pour les syste`mes unidimensionnels, elle est incapable de de´crire des phe´nome`nes nou-
veaux duˆs a` la re´duction des dimensions du syste`me. L’introduction de la the´orie des
liquides de Tomonaga-Luttinger permet de de´crire ces phe´nome`nes [17, 18]. Cette the´orie
s’appuie sur deux bases : la line´arisation de la relation de dispersion, et la bosonisation.
En effet, pour un syste`me e´lectronique fortement corre´le´, elle de´crit les excitations comme
des bosons. Les liquides de Tomonaga-Luttinger sont caracte´rise´s par un parame`tre d’in-
teraction K. Quand ce parame`tre prend la valeur 1/2, il permet de re´e´crire les excitations
bosonique sous une forme fermionique. C’est ce que l’on appelle la proce´dure de refermio-
nisation [19, 20].
Suivant le syste`me, le liquide de Tomonaga-Luttinger peut eˆtre chiral ou non-chiral.
La the´orie des liquides de Luttinger non-chiraux s’applique sur des syste`mes comme les fils
quantiques ou les nanotubes de carbone. Pour ces deux syste`mes, des expe´riences ont mis
en e´vidence la physique de Tomonaga-Luttinger [21]. La the´orie des liquides de Luttinger
chiraux de´veloppe´e par Wen [22, 23], est applique´e a` des syste`mes tels que les e´tats de
bord dans le re´gime de l’effet Hall quantique fractionnaire [24, 25]. Pour un fluide de Hall
incompressible simple ou complexe cette the´orie s’applique en tenant compte d’un certain
nombre de modification suivant le syste`me. Pour un fluide de Hall compressible, le mode`le
des fermions composites est utilise´ [26].
Nous nous sommes inte´resse´s a` l’e´tude des fluctuations de courant, de l’admittance
quantique et de la densite´ d’e´tats pour les nano-syste`mes en interaction. Dans une premie`re
partie, nous avons e´tudie´ les fluctuations de courant ainsi que l’admittance quantique
pour les e´tats de bord dans le re´gime de l’effet Hall quantique fractionnaire. Le syste`me
est constitue´ de deux e´tats de bord interagissant a` travers une constriction. L’objectif
du travail est de calculer les auto-corre´lations, les corre´lations croise´es ainsi que l’admit-
tance quantique, et d’essayer de trouver un lien entre ces quantite´s. Pour cela, nous avons
conside´re´ un facteur de remplissage ν = 1/2, qui permet d’utiliser la proce´dure de refer-
mionisation et d’obtenir des re´sultats permettant ainsi d’avoir une ide´e sur le syste`me,
en de´pit du fait que cette valeur de ν ne soit pas observe´e expe´rimentalement. Le fait
que les fluctuations de courant et l’admittance de´pendent de l’amplitude de transmission
nous a permis d’e´tablir un lien direct entre ces grandeurs. En effet, les auto-corre´lations
et les corre´lations croise´es s’e´crivent en termes de l’admittance. De plus, dans les limites
de basse et de haute tempe´rature les corre´lations de courant de´pendent exclusivement de
l’admittance.
Dans une deuxie`me partie, nous avons e´tudie´ le transport dans un conducteur cohe´rent
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couple´ avec l’environnement. Nous avons conside´re´ un conducteur a` un canal en se´rie avec
une re´sistance de valeur e´gale au quantum de re´sistance. Par le mapping, ce syste`me est
e´quivalent a` un liquide de Tomonaga-Luttinger en pre´sence d’une impurete´. La valeur de
la re´sistance de l’environnement implique que le parame`tre d’interaction du liquide de
Tomonaga-Luttinger est K = 1/2. Cette valeur nous permet d’utiliser la proce´dure de
refermionisation. Nous avons ainsi obtenu des re´sultats exacts pour le calcul du courant
moyen, du bruit non-syme´trise´ a` fre´quence finie ainsi que pour la conductance a` fre´quence
finie, et cela pour tous les re´gimes de tempe´rature, toutes les valeurs de la tension ap-
plique´e et toutes les gammes de fre´quence. Les expressions obtenues du courant moyen et
du bruit a` fre´quence nulle sont e´quivalentes a` celles de la the´orie de la diffusion. Ce n’est
pas le cas pour le bruit non-syme´trise´ a` fre´quence finie et de la conductance a` fre´quence
finie qui s’e´crivent d’une manie`re diffe´rente que celle de la the´orie de la diffusion. Le profil
obtenu pour la conductance est en bon accord avec les re´sultats de mesure pour un circuit
comportant un conducteur cohe´rent en se´rie avec une re´sistance.
Dans une troisie`me partie, nous avons e´tudie´ un fil quantique connecte´ a` deux re´servoirs.
L’objectif est d’e´tablir le profil de la densite´ d’e´tats. Le fil est de´crit par un liquide de
Tomonaga-Luttinger et les points de contact avec les re´servoirs sont de´crits par deux im-
purete´s. Afin de calculer la densite´ d’e´tats, nous avons de´rive´ et re´solu l’e´quation de Dyson
pour la fonction de Green retarde´e en espace et en fre´quence. Cette fonction de Green re-
tarde´e s’e´crit au moyen de fonctions de Green retarde´es nues. Nous avons ensuite conside´re´
deux cas, le premier cas correspond a` un fil quantique homoge`ne. A faible re´trodiffusion
et dans la limite des faibles interactions, on retrouve le comportement d’un fil quantique
sans interaction. Pour des positions loin des impurete´s, on retrouve le comportement d’un
fil quantique sans impurete´s. Dans le deuxie`me cas, le fil quantique est inhomoge`ne. Il faut
calculer les fonctions de Green retarde´es nues en espace et en temps, les incorporer dans
la fonction de Green avec impurete´s et effectuer une transforme´e de Fourier qui permet
d’avoir la densite´ d’e´tats.
Cette the`se est organise´e comme suit. Dans le premier chapitre, nous exposons quelques
concepts fondamentaux de la physique me´soscopique. Dans le deuxie`me chapitre, apre`s un
bref rappel sur l’effet Hall quantique fractionnaire, nous exposons la the´orie des liquides de
Luttinger chiraux qui de´crit les e´tats de bord d’un fluide de Hall quantique. Nous donnons
la caracte´ristique courant-tension pour diffe´rents types de fluides de Hall. Nous abordons
ensuite la proce´dure de refermionisation, qui constitue un outil fondamental pour notre
travail. Nous finissons le chapitre par exposer quelques re´sultats expe´rimentaux sur les
e´tats de bord. Dans le troisie`me chapitre, apre`s un rappel sur l’admittance quantique,
nous pre´sentons les re´sultats relatifs au calcul des corre´lations de courant et de l’admit-
tance dans le re´gime de l’effet Hall quantique fractionnaire. Le quatrie`me chapitre est
de´die´ au travail qui porte sur l’e´tude d’un conducteur cohe´rent a` un canal couple´ a` un
quantum de re´sistance. Nous exposons les outils principaux qui ont permis le calcul du
bruit non-syme´trise´ a` fre´quence finie ainsi que la conductance. Dans le cinquie`me chapitre,
nous de´crivons la the´orie des liquides de Luttinger non-chiraux, indispensable pour e´tudier
les fils quantiques. Ces derniers constituent l’objet de notre travail expose´ dans le sixie`me
chapitre. Apre`s une introduction aux fonctions de Green et au formalisme de Kelysh [27],
nous pre´sentons quelque re´sultats ante´rieurs relatifs a` l’e´tude des fils quantiques sans im-
purete´, avec une seule impurete´ ou en pre´sence de deux impurete´s. Nous donnons ensuite
le mode`le et les re´sultats de calcul de la fonction de Green retarde´e. Nous finissons le
chapitre par l’application au cas d’un fil quantique homoge`ne et au cas d’un fil quantique
inhomoge`ne.
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Chapitre 1
Conduction dans les syste`mes
me´soscopiques
L’un des aspects de cette the`se est l’e´tude des proprie´te´s de transport dans les
nano-syste`mes en interaction. En effet, nous nous sommes inte´resse´s au calcul de cou-
rant moyen, de conductance ainsi qu’aux fluctuations de courant. Ce chapitre est consacre´
aux ge´ne´ralite´s sur le phe´nome`ne de transport, ou` nous allons exposer un ensemble de
concepts et d’outils que nous avons utilise´s dans cette the`se.
Dans la section 1.1, nous pre´sentons les mode`les de base de la the´orie de la conduc-
tion dans les me´taux. Apre`s, dans une suite logique, nous exposons dans la section 1.2, la
the´orie de Landau des liquides de Fermi qui introduit le concept de quasi-particule indis-
pensable dans notre e´tude. Nous nous inte´ressons ensuite dans la section 1.3 au phe´nome`ne
de blocage de Coulomb. Ce phe´nome`ne tre`s important que nous allons rencontrer dans
le chapitre 4 lors de notre e´tude du conducteur cohe´rent couple´ a` une re´sistance. Dans
la section 1.4, nous pre´sentons la the´orie P (E) applique´e au cas d’une jonction tunnel.
L’importance de cette the´orie, re´side dans le fait qu’elle constitue une bonne comparaison
par rapport a` nos re´sultats relatifs au calcul de courant moyen et de conductance dans
un conducteur cohe´rent dans un environnement ohmique. Dans la section 1.5 nous expo-
sons la the´orie de la diffusion qui traite le courant et la conductance dans un syste`me
me´soscopique. Nous finissons le chapitre par la section 1.6 dans laquelle nous parlons du
bruit et des corre´lations de courant.
4
1.1 Conduction dans les me´taux
Les me´taux repre´sentent les conducteurs les plus re´pendus et les premiers a` avoir
e´te´ e´tudie´s. Plusieurs mode`les ont tente´ d’expliquer le phe´nome`ne de conduction dans les
me´taux. Nous allons en exposer quelques uns.
1.1.1 The´orie des e´lectrons de conduction
Le mode`le de Drude [28] est le premier e´labore´ dans cette the´orie. Dans ce mode`le
les e´lectrons sont conside´re´s comme un gaz. Ce gaz d’e´lectrons est de´crit par la the´orie
cine´tique des gaz sous deux hypothe`ses : la premie`re hypothe`se est celle des e´lectrons
inde´pendants, apre`s deux collisions l’e´lectron n’interagit pas avec les autres e´lectrons.
La seconde hypothe`se est celle des e´lectrons libres, donc aucune interaction avec les ions
composant le re´seau n’est prise en compte. Les collisions provoquent un changement brutal
de la vitesse d’un e´lectron, la nouvelle direction de la vitesse est ale´atoire. La distribution
de vitesse a` l’e´quilibre et a` tempe´rature T est donne´e par la statistique de Maxwell-
Boltzmann :
fMB(v) ∝ n exp
(−mv2
kBT
)
, (1.1)
ou` n repre´sente la densite´ e´lectronique et v la norme du vecteur vitesse. Cette conside´ration
est fausse. En effet, il est indispensable d’introduire le principe d’exclusion de Pauli afin de
tenir compte de la nature quantique des e´lectrons. Ce proble`me est re´solu dans le mode`le
de Sommerfeld qui conside`re que le gaz d’e´lectrons libres est re´gi par la statistique de
Fermi-Dirac [29] :
fFD ∝ 1
1 + exp[(12mv
2 − kBT0)/kBT ]
, (1.2)
ou` T0 est une tempe´rature caracte´ristique. Cette correction permet de comprendre d’une
meilleur manie`re la conduction dans les me´taux. Notons que le mode`le de Drude explique
bien certains re´sultats expe´rimentaux en rapport avec des mate´riaux massifs.
Une autre approximation du mode`le de Drude, est celle du temps de relaxation.
En effet, les e´ve´nements de collisions ne sont pas corre´le´s. D’autre part, la fonction de
distribution des e´lectrons est suppose´e ne pas avoir d’effet sur la vitesse des e´lectrons
qui entrent en collision. Le temps de relaxation est donc inde´pendant de la position et
de la vitesse des e´lectrons. De plus, la fonction de distribution hors e´quilibre correspond
a` la fonction de distribution a` l’e´quilibre. Cependant, le principe d’exclusion de Pauli
impose aux e´lectrons diffuse´s apre`s collision d’occuper des niveaux d’e´nergie vides. Afin
de contourner cette approximation qui ne respecte pas la nature quantique des e´lectrons,
il faut de´finir une fonction de distribution hors e´quilibre. Celle-ci s’obtient en re´solvant
l’e´quation de Boltzmann ([30]) :
∂n
∂t
+ v.
∂
∂r
n+ F.
∂
~∂k
n =
(∂n
∂t
)
coll
, (1.3)
ou` F repre´sente une force au sens me´canique. L’e´quation de Boltzmann permet donc de re-
lier l’e´volution des e´lectrons de conduction de´crite par les membres de gauche de l’e´quation,
au terme de collision. On comprend donc que le transport des e´lectrons dans un me´tal se
fait par diffusion.
Il existe bien d’autres the´ories qui traitent de la conduction. La the´orie de la re´ponse
line´aire de´veloppe´e par Kubo est l’une des premie`re the´ories a` caracte`re purement quan-
tique [31, 32]. En effet, dans sa formulation elle fait intervenir des probabilite´s moyennes
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d’occupation de niveaux d’e´nergie. Pour un gaz d’e´lectrons, les coefficients des lois line´aires
du transport sont de´termine´s au moyen de fonctions de corre´lations a` l’e´quilibre de cou-
rant.
1.1.2 The´orie du champ moyen : Approximation de Hartree-Fock
Parmi les limitations du mode`le de Drude, est le fait que les interactions ne sont pas
prises en compte. En effet, l’e´lectron dans un me´tal interagit avec les autres e´lectrons ainsi
qu’avec les ions du re´seau a` travers un potentiel d’interaction U(r) = Uel(r) +Uion(r). Ce
potentiel est pre´sent dans l’e´quation de Schro¨dinger pour l’e´lectron. Dans les e´quations
de Hartree [33], l’introduction d’un champ moyen entre les e´lectrons permet de prendre
en compte leur interaction. Pour un niveau occupe´ a` un e´lectron l’e´quation de Hartree
s’e´crit :
− ~
2
2m
∇2ψi(r) + Uion(r)ψi(r) +
[
e2
∑
j
∫
dr′
|ψj(r′)|2
|r− r′|
]
ψi(r) = Eiψi(r) , (1.4)
ou` ψi est la fonction d’onde de´crivant un niveau occupe´ i. Chaque orbital posse`de un
potentiel U diffe´rent. Le handicap de cette approximation est lie´ au fait qu’elle ne prend
pas en compte le reste des e´lectrons qui interagissent avec l’e´lectron de la i-e`me orbitale.
Les e´quations de Hartree-Fock prennent en compte l’effet de cet e´lectron en introdui-
sant un nouveau terme d’e´change [34]. En effet, le principe d’exclusion de Pauli oblige a`
prendre des fonctions d’onde antisyme´triques Ψ(−→r1 ,−→r2 , ...,−→rn) = ψ1(−→r1)ψ2(−→r2 )...ψn(−→rn).
Cette conside´ration permet de ge´ne´raliser l’e´quation (1.4) pour un e´tat occupe´ a` un
e´lectron :
− ~
2
2m
∇2ψi(r) + Uion(r)ψi(r) + Uel(r)ψi(r)−
[
e2
∑
j
∫
dr′
ψj(r
′)ψi(r′)
|r− r′|
]
ψj(r) = Eiψi(r) .
(1.5)
Le potentiel Uel correspond au potentiel d’interaction e´lectronique des e´quations de Har-
tree. Le terme d’e´change correspond au dernier terme du membre de gauche de l’e´quation.
Cette approximation permet de traiter les interactions e´lectroniques en terme de
champ moyen. Ceci ne permet pas de de´crire avec pre´cision les interactions e´lectroniques.
De plus, elle ne prend pas en compte l’effet des ions sur les e´lectrons de conduction, ni
l’effet des charges parasites.
1.1.3 Le phe´nome`ne d’e´crantage
Le phe´nome`ne d’e´crantage se produit lorsqu’une charge attire les e´lectrons voisins.
Dans les me´taux, les ions du re´seau suppose´s fixes attirent les e´lectrons dans leurs voisi-
nages. Les e´lectrons regroupe´s autour de l’ion jouent le roˆle d’un e´cran qui limite l’action
du champ de l’ion. La pre´sence d’un ion ge´ne`re un potentiel e´lectrostatique φext, qui se re-
trouve transforme´ en un champ total φ sous l’action du nuage e´lectronique entourant l’ion.
Le lien entre ces deux potentiels est donne´ par la transforme´e de Fourier de la constante
die´lectrique :
φ(q) =
1
ǫ(q)
φext(q) , (1.6)
ou` φ(q) et φext(q) sont respectivement les transforme´es de Fourier du champ total et du
champ externe. La constante die´lectrique peut s’exprimer aussi en fonction de la densite´
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de charge induite par le potentiel total ρ et de la fonction de re´ponse a` la pre´sence d’un
champ exte´rieur χ :
ǫ(q) = 1− 4π
Q2
χ(q) , (1.7)
avec χ(q) = ρ(q)/φ(q).
Le calcul de la constante die´lectrique repose donc sur la forme du potentiel total φ.
Dans la the´orie de Thomas-Fermi, le potentiel externe varie lentement en fonction de la
distance [35, 36]. La relation de dispersion dans ce cas a la forme suivante :
E(k) =
~
2k2
2m
− eφ(r) . (1.8)
La constante die´lectrique dans ce cas est :
ǫ(q) = 1 +
k20
Q2
, (1.9)
ou` k0 est le vecteur d’onde de Thomas-Fermi, qui repre´sente la distance caracte´ristique
d’e´crantage des e´lectrons sur le champ externe φext. Pour une charge ponctuelle Q, le
potentiel externe est φext(r) = Q/r, le potentiel total est alors du type Yukawa φ(r) =
Qe−k0r/r. Le comportement du potentiel a` grande distance change. En effet, ce dernier
de´croˆıt lentement en oscillant :
φ(r) ∝ r−3 cos(2kF r) , (1.10)
ou` kF est le vecteur d’onde de Fermi. Ces oscillations sont appele´es oscillations de Friedel.
Il existe d’autres the´ories qui traitent le phe´nome`ne d’e´crantage d’une manie`re diffe´rente
que celle de la the´orie de Thomas-Fermi. A citer par exemple la the´orie de Lindhard qui
s’appuie sur un de´veloppement perturbatif de la fonction de re´ponse χ au premier ordre
en φ [37].
1.2 The´orie des liquides de Fermi
La the´orie de Landau des liquides de Fermi [16, 38, 39] a pour objectif la description
d’un syste`me de fermions en interaction. L’ide´e principale est de traiter un gaz de Fermi en
interaction par une the´orie de champ moyen. En effet, dans l’hypothe`se que les interactions
ne provoquent pas de transition de phase et pour des basses tempe´ratures (kBT ≪ EF ), les
excitations de faible e´nergie devant l’e´nergie de Fermi posse`dent une dure´e de vie infinie.
Ceci est duˆ au principe d’exclusion de Pauli qui limite le processus de diffusion e´lectron-
e´lectron. Ces excitations sont conside´re´es alors comme des quasi-particules faiblement
couple´es. Une the´orie de champ moyen est alors applicable sur un tel syste`me.
1.2.1 Notion de quasi-particules
Dans un syste`me a` plusieurs fermions invariant par translation et sans interaction,
les e´tats propres d’une particule sont de´crits par des ondes planes. L’e´nergie du dernier
e´tat occupe´ correspond a` l’e´nergie de Fermi EF = ~
2k2F /2m. Les excitations e´le´mentaires
pour un tel syste`me sont sous deux formes : la premie`re forme correspond a` l’addition
d’une particule de moment |k| > kF , la seconde forme correspond a` la destruction d’une
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particule de moment |k| < kF et donc a` la cre´ation d’un trou. Ces excitations ont une
e´nergie positive et sont des e´tats propres du Hamiltonien du syste`me [40] :
H =
∑
k
εknk , (1.11)
ou` nk est l’ope´rateur nombre de particules et εk = Ek − µ avec µ le potentiel chimique.
Les excitations particule-trou changent le nombre total de particules.
Dans la figure 1.1.(a), la relation de dispersion d’une particule e´le´mentaire et d’un trou
est trace´e. La figure 1.1.(b) repre´sente le continuum particule-trou forme´ par la construc-
tion d’e´tats a` partir d’un e´tat donne´ k avec |k| < kF ramene´ a` un e´tat k′ avec |k| > kF sous
l’hypothe`se d’un nombre de particules constant. Les excitations particule-trou sont alors
repre´sente´es par les nombres quantiques k et k′ [40]. La seule restriction sur les valeurs
que peuvent prendre k et k′ est impose´e par le principe de Pauli.
Figure 1.1 – (a) : Relation de dispersion pour une particule et un trou. (b) : Continuum particule-trou.
L’ide´e de la the´orie de Landau est la correspondance continue entre les e´tats propres
d’un syste`me en absence et en pre´sence d’interaction. Ces interactions ne doivent pas
conduire a` des transitions de phases ou a` une brisure de syme´trie dans l’e´tat fondamental.
L’interaction d’une particule avec la mer de Fermi conserve le moment total du syste`me
en de´pit des changements dans la surface de Fermi par cette meˆme interaction, le volume
contenu dans cette surface e´tant inchange´ [41]. En meˆme temps, cette interaction modifie
la distribution des particules dans l’espace des nombres d’onde et modifie aussi l’e´nergie de
l’e´tat auquel on rajoute ou on enle`ve une particule. L’ensemble forme´ par cette particule
et les perturbations de la distribution des particules est appele´ quasi-particule. Autrement
dit, les quasi-particules sont des e´lectrons habille´s par des fluctuations. Ce sont donc des
fermions e´voluant au voisinage du niveau de Fermi.
Les quasi-particules repre´sentent des excitations presque libres. Par conse´quent, leur
temps de vie τ est fini. Pour des excitations de moment proche de kF nous avons 1/τ ∝ (E−
EF )
2, ce qui repre´sente un temps de vie plus grand que l’inverse de l’e´nergie d’excitation.
Les quasi-particules sont donc bien de´finies. Pour des e´nergies faibles devant l’e´nergie de
Fermi, la the´orie de Landau est donc applicable.
La the´orie de Landau est phe´nome´nologique. En effet, les parame`tres de cette the´orie
sont ajuste´s par rapport aux quantite´s mesure´es expe´rimentalement. Elle permet un certain
nombre de pre´dictions qualitatives et quantitatives.
1.2.2 Fonction de distribution, e´nergie et temps de vie des quasi-particules
Dans cette partie nous allons exposer quelques proprie´te´s des liquides de Fermi. Dans
un premier temps nous allons e´crire la fonction de distribution des quasi-particules ainsi
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que leur e´nergie. Ensuite nous donnerons plus de de´tails sur le temps de vie des quasi-
particules.
Fonction de distribution et e´nergie des quasi-particules
La distribution des quasi-particules a` l’e´tat fondamental n0(k) vaut 1 si |k| < kF et elle
vaut 0 si |k| > kF . Les excitations induisent des de´viations de la fonction de distribution
par rapport a` l’e´tat fondamental :
n(k) = n0(k) + δn(k) , (1.12)
ou` δn(k) = +1 repre´sente une quasi-particule excite´e et δn(k) = −1 repre´sente un quasi-
trou excite´. La fonction n(k) = 1/(eE(k)/kBT +1) est la fonction de distribution de Fermi-
Dirac. La de´viation par rapport a` l’e´tat fondamental engendre un changement d’e´nergie
[40] :
δE =
∑
k
E0(k)δn(k) +
1
2
∑
k,k′
f(k, k′)δn(k)δn(k′) . (1.13)
Le premier terme repre´sente l’e´nergie d’une quasi-particule, le second terme repre´sente
l’interaction entre quasi-particules. La fonction E0(k) est le terme de plus bas ordre du
de´veloppement du Hamiltonien donne´ par la relation (1.11) au voisinage de |k| = kF . On
peut conside´rer que c’est l’e´nergie d’une quasi-particule seule :
E0(k) =
kF
m∗
(|k| − kF ) , (1.14)
ou` m∗ est la masse effective, qui en absence d’interaction est e´gale a` la masse d’une
particule m. La fonction f(k, k′) dans l’e´quation (1.13) de´termine les interactions entre
quasi-particules. Il est commode de l’e´crire au moyen de fonctions de spin syme´triques et
anti-syme´triques, qui s’e´crivent a` leur tour au moyen de polynoˆmes de Legendre [40]. Cette
de´composition permet de calculer certaines quantite´s a` l’e´quilibre telles que la chaleur
spe´cifique, la susceptibilite´ magne´tique et la compressibilite´.
L’e´nergie d’une quasi-particule ajoute´e au syste`me est donne´e par la relation suivante :
E(k) = E0(k) +
∑
k′
f(k, k′)δn(k′) . (1.15)
Cette expression repre´sente l’e´nergie d’une quasi particule entoure´e d’un gaz compose´
d’autres quasi-particules de densite´ δn(k′).
Temps de vie des quasi-particules
Le calcul du temps de vie des quasi-particules se fait par le traitement de l’e´quation de
Boltzmann. Cette e´quation est ne´cessaire afin d’e´tudier les proprie´te´s hors e´quilibre d’un
liquide de Fermi. Afin d’e´tudier ces proprie´te´s il faut prendre en compte certaines hy-
pothe`ses [42], a` savoir : la de´viation par rapport a` l’e´quilibre est re´gie par l’e´quation de
Boltzmann de la fonction de distribution des quasi-particules qui de´pend de l’espace et du
temps n(k, r, t), qui de´crit la densite´ des quasi-particules de moment k au point r et en
temps t. Les interactions ont un effet moyen sur l’e´nergie donne´e par l’expression (1.15) en
prenant en conside´ration la variation spatiale et temporelle. La variation spatiale et tem-
porelle de la fonction de distribution doivent eˆtre lente par rapport a` la longueur d’onde et
a` la fre´quence typique des quasi-particules. Chaque quasi-particule est conside´re´e comme
une entite´ isole´e, par analogie a` une mole´cule dans un gaz dilue´. Chaque quasi-particule
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a une vitesse v de composante vα(k) = ~
−1(∂E(k, r)/∂kα), et subit une force de diffusion
F de composante Fα = −∂E(k, r)/∂rα. Cette force pousse les quasi-particules vers les
re´gions ou` l’e´nergie est minimale.
L’e´tude du re´gime sans collisions conduit aux modes d’oscillations collectives. Ces
modes sont solutions de l’e´quation de Boltzmann line´arise´e et correspondent aux oscil-
lations de la surface de Fermi [42]. Le mode le plus important est le mode longitudinal
syme´trique, qui est un effet purement quantique impliquant des fluctuations dans la den-
site´ des quasi-particules. Cependant, pour calculer la dure´e de vie des quasi-particules, il
est crucial d’introduire le terme de collision dans l’e´quation de Boltzmann. Pour une quasi
particule d’e´nergie E, la dure´e de vie est donne´e par la relation suivante [40] :
τ−1 ∝ m∗3 (πT )
2 + E2
1 + e
− E
kBT
. (1.16)
Pour des faibles e´nergies et des tempe´ratures basses, le temps de vie diverge. Ce qui montre
qu’une quasi-particule est bien de´finie pour des excitations de basse e´nergie devant l’e´nergie
de Fermi.
1.2.3 Fonction de Green d’une quasi-particule
La fonction de Green d’une quasi-particuleG(k, t), est de´finie au moyen des ope´rateurs
de cre´ation a†k et d’annihilation ak par la relation :
G(k, t) = −i〈T{ak(t), a†k(0)}〉 , (1.17)
ou` T repre´nte l’ope´rateur d’ordre temporel. La fonction de Green G(k, ω) est la transforme´e
de Fourier de la fonction de Green G(k, t), en l’absence d’interaction elle vaut :
G(k, ω) =
1
iω − E00(k) , (1.18)
ou` la fonction E00(k) est l’e´nergie d’une particule sans les effets de la masse effective m
∗.
Les effets de l’interaction apparaissent via la correction en terme de self-e´nergie Σ(k, ω).
La fonction de Green G(k, ω) prend alors la forme suivante :
G(k, ω) =
1
iω − E00(k)− Σ(k, ω) . (1.19)
Les e´nergies d’excitations sont donne´es par les poˆles de cette fonction [40, 42]. La self-
e´nergie doit eˆtre re´gulie`re au voisinage de la surface de Fermi afin que les quasi-particules
soient bien de´finies. De plus, les interactions doivent eˆtre de courte porte´e pour pouvoir
faire un de´veloppement de la fonction Σ(k, ω). Le de´veloppement au premier ordre de la
self-e´nergie permet d’avoir le re´sultat suivant :
G(k, ω) =
z
iω − E0(k) , (1.20)
ou` z est le parame`tre de renormalisation des quasi-particules :
z =
(
1− ∂Σ
∂ω
)−1
. (1.21)
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L’e´nergie d’une quasi-particule sous l’effet de la masse effective E0(k) est donne´e par la
relation (1.14). La masse effective vaut [40] :
m∗ = mz−1
(
1− m
kF
∂Σ
∂k
)−1
. (1.22)
Le de´veloppement de la self-e´nergie au second ordre fait apparaˆıtre le temps de vie τ , la
fonction de Green G(k, ω) devient :
G(k, ω) =
z
iω − E0(k) + i sign(ω)τ(ω)−1 . (1.23)
La fonction spectrale A(k, ω) permet de caracte´riser les excitations. Dans le cas des
e´lectrons inde´pendants elle est donne´e par un pic de Dirac A(k, ω) = δ(~ω − E(k)),
montrant que les excitations sont bien de´finies. Dans le cas d’un liquide de Fermi, la
fonction spectrale est donne´e par une lorentzienne [42, 43] :
A(k, ω) ∝ Γ(k)
(ω − E(k))2 + Γ(k)2 , (1.24)
ou` Γ = 1/τ repre´sente la largeur du pic de la lorentzienne. Au voisinage de kF , la fonction
spectrale A(k, ω) contient deux contributions : une fonction continue de faible variation
qui correspond au fond d’excitations mal de´finies, et un pic correspondant aux excitations
e´le´mentaires centre´ autour de E(k) et de largeur Γ de l’ordre de (k − kF )2 (voir figure
1.2).
Figure 1.2 – Forme de la fonction spectrale A(k, ω). Le trait plein repre´sente le cas sans interaction,
les traits en pointille´ repre´sentent les deux contributions de la fonction spectrale en pre´sence d’interaction
comme de´crit dans le texte.
La fonction de Green G(k, ω) se trouve aussi de´compose´e en deux contributions,
une contribution cohe´rente donne´e par la relation (1.23) et une contribution incohe´rente.
Notons enfin que la fonction de distribution n(k) est renormalise´e par le parame`tre z tout
en conservant sa discontinuite´ en kF . Cependant, une contribution continue en kF s’ajoute
a` cause du fond d’excitation incohe´rent.
1.3 Blocage de Coulomb
Le blocage de Coulomb est un phe´nome`ne quantique observe´ dans des syste`mes
me´soscopiques quasi-isole´s appele´s ıˆles ou ıˆlots. Ce phe´nome`ne est engendre´ par la quan-
tification des niveaux d’e´nergie, la charge des porteurs de courant e´tant quantifie´e. Les
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ıˆlots sont pre´sents dans les dispositifs a` un e´lectron, tels que les condensateurs quantiques,
les boites a` un e´lectron ou les transistors a` un e´lectron. Ces dispositifs sont constitue´s de
jonctions tunnel mises dans un circuit cre´ant des ıˆlots e´lectriquement isole´s. Les premiers
travaux ont e´te´ mene´s pour de petites jonctions tunnel mises dans des circuits macrosco-
piques line´aires. Par la suite, la the´orie de blocage de coulomb a e´te´ e´tendue a` d’autres
syste`mes, y compris les conducteurs cohe´rents [44, 45].
1.3.1 Echelle d’e´nergie
Si on prend l’exemple d’un condensateur quantique, posse´dant une jonction tunnel, le
transfert des e´lectrons a` travers cette jonction se fait un par un. Chaque e´lectron rapporte
une e´nergie Ec = e
2/2C ou` C est la capacite´ du condensateur. Ce phe´nome`ne ne peut
avoir lieu que si la condition suivante sur l’e´nergie est re´alise´e :
Ec ≫ kBT . (1.25)
Si le quantum d’e´nergie e´lectrostatique e2/2C est proche de kBT , le transfert des e´lectrons
sera gouverne´ par l’e´nergie thermique.
Experimentalement, la surface d’une jonction est S = 100nm2, la capacite´ du conduc-
teur ayant cette jonction est de l’ordre de 10−15F [1]. L’e´nergie de charge est Ec ≈ 10−4,
ce qui correspond a` une tempe´rature Ec/kB ≈ 1K. Ce qui montre que le transport dans
ce re´gime de tempe´rature est gouverne´ par les effets de charge.
1.3.2 Exemple de dispositif : transistor a` un e´lectron
Le transistor a` un e´lectron ”single electron transistor” ou (SET), est un dispositif
compose´ de deux jonctions tunnel mises en se´rie et de´finissant un ıˆlot. Les deux jonctions
ont une faible conductance (≪ e2/h), et ont les capacite´s C1 et C2 et les re´sistances tunnel
Rt1 et Rt2 respectivement (voir figure 1.3). L’ˆılot est couple´ a` une tension de grille VG a`
travers une capacite´ CG. L’ajout d’une tension de grille permet la variation du potentiel
chimique du syste`me. Le nombre total d’e´lectrons dans l’ˆılot est un entier n.
Figure 1.3 – Sche´ma d’un transistor a` un e´lectron en pre´sence de tension de grille.
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Comportement statique
Le syste`me est soumis a` une tension V = V1− V2, la capacite´ totale de l’ˆılot est la somme
des trois capacite´s pre´sentes dans le circuit C = C1 + C2 + CG. L’e´nergie potentielle
e´lectrique ou e´nergie de charge de´pend de la charge de la grille QG [1] :
Ec(n,QG) =
(ne−QG)2
2C
, (1.26)
avec QG = CGVG + C1V1 + C2V2. La variation de l’e´nergie de charge lorsqu’un processus
tunnel se produit tel que le nombre d’e´lectrons dans l’ˆılot passe de n a` n + 1 est donne´e
par la relation suivante :
∆Ec(n −→ n+ 1) =
(
n+
1
2
− QG
e
)e2
C
. (1.27)
Ce transfert de charge a` lieu lorsque l’e´nergie libre tend a` diminuer. La variation de
l’e´nergie libre vaut :
∆F = ∆Ec −∆W , (1.28)
ou` ∆W est la variation du travail fourni par la source de tension pour compenser l’e´lectron
transfe´re´ vers l’ˆılot. En ge´ne´ral nous avons :
∆W = ±eV + Epol , (1.29)
ou` Epol repre´sente l’e´nergie e´lectrostatique cre´e par les charges de polarisation. Lorsque la
tension V 6= 0, le nombre d’e´lectrons dans l’ˆılot varie discre`tement par transfert tunnel,
chaque e´lectron contribue par une e´nergie e2/2C. Par conse´quent, l’e´nergie de charge varie
discre`tement.
En l’absence de tension de grille (absence du couplage par CG) (voir figure 1.3),
l’e´nergie de charge prend la forme suivante [46] :
Ec =
1
2C
[C1C2V
2 + (ne)2] , (1.30)
ou` C = C1 + C2. Un transfert tunnel n’est possible que si la tension V satisfait a` la
condition suivante :
V > Vseuil =
e
2C
. (1.31)
Si V < Vseuil, le transfert d’e´lectrons n’est pas possible et on se retrouve dans une situation
de blocage de Coulomb. Si la tension de grille est pre´sente, une condition supple´mentaire
s’ajoute. Si la premie`re condition sur la tension V n’est pas re´alise´e, V < Vseuil, l’action
de la tension de grille permet alternativement le transfert puis le blocage des e´lectrons,
nous avons alors la condition sur la tension de grille [46] :
VG = VGseuil =
(2k + 1)e
2C
, (1.32)
ou` k est un entier. Pour ces valeurs de VG, le blocage de Coulomb disparaˆıt.
Comportement dynamique
Dans cette partie nous allons introduire le concept de taux de diffusion du transfert d’un
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e´lectron a` travers une jonction tunnel. Cette the´orie dite “orthodoxe“ a e´te´ de´veloppe´e par
Arvin et Likharev [47]. L’Hamiltonien total du syste`me est donne´ par la relation suivante :
H = H1 +H2 +HI +Hint +Ht , (1.33)
ou` H1 et H2 repre´sentent les Hamiltoniens des re´servoirs 1 et 2 respectivement, HI
repre´sente l’Hamiltonien de l’ˆılot et Ht est l’Hamiltonien qui de´crit l’ensemble des proces-
sus tunnel. L’Hamiltonien d’interaction est suppose´ de´pendre uniquement de la charge de
l’ˆılot [1] :
Hint =
(nˆe−QG)2
2C
, (1.34)
ou` nˆ repre´sente l’ope´rateur du nombre d’e´lectrons en exce`s sur l’ˆılot. Conside´rons mainte-
nant le transfert de charge de la jonction 1 vers l’ˆılot, ce transfert est de´crit par l’Hamil-
tonien tunnel :
Ht,1 =
∑
k,q,σ
Tk,qc
†
k,σcq,σ + h.c . (1.35)
Cet Hamiltonien de´crit l’annihilation d’un e´lectron de vecteur d’onde q et de spin σ dans
le re´servoir 1 et la cre´ation d’un e´lectron de meˆme spin et de vecteur d’onde k dans l’ˆılot.
Ce transfert change le nombre d’e´lectrons dans l’ˆılot de n a` n+ 1, le taux de diffusion est
donne´ par la re`gle d’or de Fermi [1] :
Γ1I(n) =
1
e2Rt1
∫ ∞
−∞
dEk
∫ ∞
−∞
dEqf1(Ek)[1 − fI(Eq)]δ(δEc +Eq − Ek) , (1.36)
ou` Eq et Ek correspondent aux e´nergies des e´tats e´lectroniques q et k respectivement et f
est la fonction de distribution de Fermi-Dirac, δEc correspond a` la variation de l’e´nergie
de charge et elle est donne´e par la relation suivante :
δEc = Ec(n+ 1, QG)− Ec(n,QG)− eV1 . (1.37)
Le taux de diffusion s’obtient apre`s inte´gration de la relation (1.36). Donc pour un tran-
sistor a` un e´lectron, le taux de diffusion pour un processus tunnel a` un e´lectron vaut
[47] :
Γ1I(n) =
1
e2Rt1
δEc
eδEc/kBT − 1 . (1.38)
A basses tempe´ratures kBT ≪ |δEc|, si l’e´nergie de charge tend a` croˆıtre, le transfert
d’e´lectron n’aura plus lieu et on se retrouve dans une situation de blocage de Coulomb.
Ce re´sultat correspond a` la diffusion d’un e´lectron a` travers une jonction. Le courant dans
ce cas est line´aire It = V/Rt.
Prenons maintenant l’exemple d’un transistor avec V1 = −V2 = V/2. Il existe quatre
transitions possibles : Γ1I(n) et Γ2I(n) qui augmentent le nombre total d’e´lectrons dans
l’ˆılot de n a` n + 1, et les transitions inverses ΓI1(n + 1) et ΓI2(n + 1). La variation de
l’e´nergie de charge qui de´termine les taux de diffusions pour Γ1I(n) et ΓI1(n + 1) est :
δEc = ±
[(
n+
1
2
− QG
e
)e2
C
− eV
2
]
. (1.39)
La variation d’e´nergie de charge pour les deux autres transitions s’obtient en changeant
eV par −eV . La probabilite´ de trouver l’ˆılot dans un e´tat a` n e´lectrons est donne´e par la
relation suivante [1] :
p(n) =
ΓI1(n+ 1) + ΓI2(n+ 1)
ΓΣ
, (1.40)
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ou` ΓΣ = ΓI1(n+ 1) + ΓI2(n+ 1) + Γ1I(n) + Γ2I(n). Le courant total dans ce cas vaut :
I = −eΓ1I(n)ΓI2(n+ 1)− Γ2I(n)ΓI1(n+ 1)
ΓΣ
. (1.41)
A basse tempe´rature et pour −V C/2e ≤ (QG − n − 1/2 ≤ V C/2e le courant se re´duit a`
[1] :
I ∝ V − 4e
2
C2V
(QG
e
− n− 1
2
)2
. (1.42)
Le courant s’annule en dehors de l’intervalle de´finit plus haut. La conductance line´aire
s’obtient a` partir du courant, elle vaut :
G(T,QG) =
1
2R
δEc
sinh(δEc/kBT )
. (1.43)
Figure 1.4 – Courant d’un transistor symme´trique en fonction de la tension et de la charge de grille.
A basse tempe´rature et basse tension V C/e < 1, les oscillations de Coulomb se manifestent et deux e´tats
de charge jouent un roˆle uniquement. D’apre`s [1].
Dans la figure 1.4, le courant est trace´ en fonction de la tension V et la charge de
grille QG. Pour des valeurs entie`res de la charge QG, le courant s’annule en dessous d’une
tension seuil V = Vseuil = e/C, ce qui traduit une manifestation du phe´nome`ne de blocage
de Coulomb. Pour des valeurs quelconques de la charge de grille, une se´ries de pics centre´s
autour des valeurs demi-entie`res de la charge de grille se manifeste, ce qui repre´sente les
oscillations de Coulomb.
Si la diffusion e´lectronique est supprime´e a` cause du blocage de Coulomb a` basse
tempe´rature, un nouveau phe´nome`ne apparaˆıt lors de l’application d’une tension. Ce
phe´nome`ne est nomme´ ”cotunneling“. Il consiste en un transfert des e´lectrons a` travers
tout le syste`me. Durant ce processus l’e´tat avec un exce`s d’un e´lectron sur l’ˆılot est virtuel
[1]. Si cette diffusion d’un e´lectron a` travers tout le syste`me ne laisse pas d’excitations
dans l’ˆılot, elle est alors e´lastique, ge´ne´rant un faible courant proportionnel a` la tension
applique´e. Dans le cas d’une diffusion ine´lastique, le taux de diffusion est proportionnel a`
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une puissance de la tension applique´e Γcot ∝ V 3. Le courant de fuite est donne´ alors par
l’expression suivante :
Ifuite(V ) ∝ ~
12πe2Rt1Rt2
[(eV )2 + (2πkBT )
2]V . (1.44)
Pour de faibles tensions et de faibles tempe´ratures, le courant de fuite e´lastique devient
important, dans le cas contraire le courant ine´lastique est dominant.
1.4 The´orie P (E) de la diffusion d’un e´lectron dans un en-
vironnement dissipatif
Dans cette partie nous allons montrer l’influence de l’environnement sur le comporte-
ment d’une jonction tunnel mise dans un circuit e´lectrique. La jonction tunnel est mise en
se´rie avec une impe´dance Z(ω) = V (ω)/I(ω), ou` V est la tension alternative applique´e et
I est le courant qui circule dans le circuit. Il faut noter que dans les expe´riences on utilise
des sources de courant mais l’utilisation d’une source de tension dans les calculs reste
raisonable [48]. La jonction tunnel a une capacite´ C, et une charge moyenne Qe = CV
(voir figure 1.5). D’un point de vu classique, le circuit est donc constitue´ d’une jonction
tunnel de capacite´ C et d’une impe´dance Z. L’impe´dance effective totale du circuit vue
par la jonction est donne´e par la relation suivante :
Zt(ω) = [iωC + Z
−1(ω)]−1 . (1.45)
Figure 1.5 – Sche´ma d’une jonction tunnel en se´rie avec une impe´dance Z(ω).
Ce qui va suivre donne un aperc¸u de l’influence de l’impe´dance sur la taux de diffusion
des e´lectrons et ainsi sur le courant qui traverse la jonction tunnel.
1.4.1 Taux de diffusion d’un e´lectron
Le syste`me e´tudie´ est semblable au transistor a` un e´lectron, sauf qu’ici il s’agit d’une
seule jonction tunnel. L’Hamiltonien total du syste`me est la somme des Hamiltoniens des
re´servoirs H1 et H2, de l’Hamiltonien tunnel Ht et de l’Hamiltonien de l’environnement
Henv. L’Hamiltonien des re´servoirs de´crit les quasi-particules pre´sentes dans les e´lectrodes :
H1,2 =
∑
k,σ
Ekc
†
k,σck,σ . (1.46)
16
L’Hamiltonien tunnel Ht vaut [48, 49] :
Ht =
∑
k,q,σ
tk,qc
†
q,σck,σe
−iϕ˜(t) + h.c . (1.47)
Cet Hamiltonien correspond a` celui de l’e´quation (1.35) multiplie´ par un facteur de phase,
avec ϕ˜(t) = ϕ(t)− eV t/~ ou` la fonction ϕ est de´finie par la relation [50] :
ϕ(t) =
e
~
∫ t
−∞
dt′U(t′) , (1.48)
ou` U = Q/C correspond a` la tension entre les bornes de la jonction. Le facteur de phase
agit comme un ope´rateur qui change la charge de la jonction par la charge e´le´mentaire e. Le
dernier terme de l’Hamiltonien total correspond a` l’Hamiltonien de l’environnement. Celui-
ci traduit le couplage du syste`me avec l’environnement, cet environnement est repre´sente´
par un ensemble d’oscillateurs harmoniques couple´s a` ϕ(t). Ces oscillateurs harmoniques
peuvent eˆtre vus comme des circuits LC. L’Hamiltonien de l’environnement est donc la
somme des Hamiltoniens de ces oscillateurs harmoniques [1, 2] :
Henv =
∑
j
( p2j
2mj
+
mj
2
Ω2jx
2
j
)
, (1.49)
ou` Ωj repre´sente la fre´quence d’un oscillateur et xj sa coordonne´e.
Le taux de diffusion est de´termine´ par la re`gle d’or de Fermi :
Γi→f =
2π
~
|〈f |Ht|i〉|2δ(Ei − Ef ) , (1.50)
qui donne le taux de transition entre un e´tat initial |i〉 et un e´tat final |f〉. Ces e´tats sont
le produit des e´tats de quasi-particules |E〉 d’e´nergie E, et des e´tats de charge note´s |X〉
d’e´nergie EX , ces e´tats de charge de´crivent le couplage entre les re´servoirs et l’environ-
nement. L’application de la re`gle d’or permet d’avoir l’expression du taux de diffusion
[1, 2] :
−→
Γ (V ) =
1
e2Rt
∫ ∞
−∞
dE
∫ ∞
−∞
dE′f(E)[1 − f(E′)]
×
∑
X,X′
Penv(X)|〈X ′|e−iϕ˜|X〉|2δ(E + eV + EX − E′ − E′X) , (1.51)
ou` Penv(X) repre´sente la probabilite´ de trouver le couplage re´servoirs-environnement dans
un e´tat X. La seconde ligne de l’expression du taux de diffusion repre´sente la fonction de
corre´lation phase-phase 〈e−iϕ˜(t)e−iϕ˜(0)〉 = eJ(t). La fonction de corre´lation re´sultante J(t)
vaut :
J(t) =
∫ ∞
−∞
dω
ω
Re[Zt(ω)]
RK
[
coth
(
~ω
2kBT
)
[cos(ωt)− 1]− i sin(ωt)
]
. (1.52)
La transforme´e de Fourier de cette fonction de corre´lation de´finie la fonction P (E) [1, 2] :
P (E) =
1
2π~
∫ ∞
−∞
dt exp
[
J(t) +
i
~
Et
]
. (1.53)
Le taux de diffusion peut eˆtre e´crit sous la forme :
−→
Γ (V ) =
1
e2Rt
∫ ∞
−∞
dE
∫ ∞
−∞
dE′f(E)[1 − f(E′)]P (E + eV − E′) . (1.54)
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L’utilisation des proprie´te´s de la fonction de distribution de Fermi-Dirac, permet de sim-
plifier la forme de l’expression du taux de diffusion pour une jonction tunnel :
−→
Γ (V ) =
1
e2Rt
∫ ∞
−∞
dE
E
1− e−E/kBT P (eV −E) . (1.55)
Le taux de re´trodiffusion pour une jonction tunnel s’obtient directement a` partir du taux
de diffusion par la formule : ←−
Γ (V ) =
−→
Γ (−V ) . (1.56)
1.4.2 Proprie´te´s de la fonction P (E)
La fonction P (E) repre´sente la probabilite´ d’e´change d’e´nergie entre l’e´lectron diffuse´
et l’environnement. La fonction P (E) est de´termine´e analytiquement uniquement dans les
cas ou` l’impe´dance prend une forme spe´cifique. L’inte´grale de le fonction P (E) sur toutes
les e´nergies vaut 1 : ∫ ∞
−∞
dEP (E) = eJ(0) = 1 . (1.57)
Le lien avec l’e´nergie de charge Ec, est e´tabli en prenant la de´rive´e par rapport au temps
de eJ(t) [2] : ∫ ∞
−∞
EdEP (E) = i~J ′(0) = Ec . (1.58)
La fonction P (E) ve´rifie aussi la relation du bilan de´taille´ :
P (−E) = e−E/kBTP (E) , (1.59)
qui traduit le fait que la probabilite´ d’exciter les modes composants l’environnement est
e´gale a` la probabilite´ d’absorber l’e´nergie de l’environnement multiplie´e par le facteur de
Boltzmann. A tempe´rature nulle et pour des valeurs e´leve´es de l’e´nergie, la fonction P (E)
vaut [51] :
P (E) =
2
E
Re[Zt(E/~)]
RK
. (1.60)
1.4.3 Caracte´ristiques courant-tension
Le courant total qui passe a` travers la jonction est donne´ par le produit de la charge
e´le´mentaire e par la diffe´rence entre taux de diffusion et taux de re´trodifussion :
I(V ) = e[
−→
Γ (V )−←−Γ (V )] . (1.61)
L’utilisation de l’e´quation (1.55) permet d’avoir l’expression du courant a` tempe´rature
finie :
I(V ) =
1
Rt
(1− e−eV/kBT )
∫ ∞
−∞
dE
E
1− e−E/kBT P (eV − E) , (1.62)
ou` le terme (1 − e−eV/kBT ) provient de la proprie´te´ du bilan de´taille´ de la fonction P (E)
donne´e par l’e´quation (1.59). A noter que le courant est antisyme´trique en V . Dans la limite
de T = 0 et pour une tension positive, le courant de´pend uniquement de la probabilite´
d’exciter les modes de l’environnement pour une e´nergie infe´rieure a` eV , du moment ou`
celle-ci est l’e´nergie maximale que peut acque´rir un e´lectron diffuse´. La formule de courant
se simplifie dans le cas d’une tempe´rature nulle :
I(V ) =
1
RT
∫ eV
0
dE E(eV − E) P (E) . (1.63)
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Pour la valeur de la tension V = e/2C qui correspond a` la tension seuil du blocage
de Coulomb, le courant de´pend de P (E) pour toutes les e´nergies jusqu’a` l’e´nergie de
charge Ec. Pour de tre`s grandes tensions, La borne supe´rieure d’inte´gration de l’e´quation
(1.63) peut eˆtre e´tendue a` +∞. Le calcul de l’inte´grale donne l’expression du courant a`
tempe´rature nulle et pour de tre`s grandes tensions [1, 2] :
I(V ) =
V − e/2C
Rt
. (1.64)
Dans la limite d’une impe´dance nulle Z(ω) = 0, la probabilite´ P (E) se re´duit a` un
pic de Dirac et donc seuls les processus de diffusions e´lastiques se produisent. Le taux de
diffusion se re´duit a` l’expression suivante :
−→
Γ (V ) =
1
e2Rt
eV
1− exp(−eV/kBT ) . (1.65)
La tension entre les bornes de la jonction est constante. L’e´lectron diffuse´ doit eˆtre transfe´re´
dans le circuit afin de restaurer la charge dans la jonction. La seule e´nergie figurant dans
l’expression du taux de diffusion est alors le travail fourni par la source de tension. De
l’autre cote´, dans la limite ou` l’impe´dance est tre`s grande Z(ω) ≫ RK , l’e´lectron diffuse´
peut facilement exciter les modes de l’environnement. Si la tempe´rature est tre`s faible
(kBT ≪ Ec) la probabilite´ P (E) se re´duit a` un pic de Dirac de´cale´ par l’e´nergie de charge
Ec :
P (E) = δ(E − Ec) . (1.66)
L’e´nergie que transfert l’e´lectron correspond a` l’e´nergie de charge Ec. La diffusion est alors
permise si l’e´nergie fournie par la source de tension eV est supe´rieure a` l’e´nergie de charge,
et on se retrouve dans une situation de blocage de Coulomb.
1.4.4 Cas d’un environnement Ohmique
L’exemple d’un environnement Ohmique est l’un des plus important. Dans ce cas,
la jonction tunnel est mise en se´rie avec une re´sistance Z(ω) = R. Pour des valeurs
asymptotiques de la re´sistance, les effets re´sultants sont les meˆmes que ceux dans le cas
d’une impe´dance quelconque. En effet, pour une faible re´sistance la probabilite´ P (E) se
re´duit a` un pic de Dirac et la caracte´ristique courant-tension est celle d’une jonction en
l’absence de l’environnement. Si la re´sistance est tre`s grande, on se retrouve dans un cas de
”damping“ Ohmique, et le phe´nome`ne de blocage de Coulomb se manifeste. Ceci apparaˆıt
clairement dans l’expression de P (E) qui montre un gap de Coulomb Ec [1, 2] :
P (E) = (4πEckBT )
−1/2 exp
[
− (E − Ec)
2
4EckBT
]
. (1.67)
A tempe´rature nulle, il est possible de de´river des relations analytiques pour la pro-
babilite´ P (E) ainsi que pour la caracte´ristique courant-tension. L’impe´dance totale est
donne´e par la relation suivante :
Re{Zt(ω)} = R
1 + i(ω/ωR)
, (1.68)
ou` ωR = 1/RC est une fre´quence de coupure. Dans la limite des faibles e´nergies, la
probabilite´ P (E) se re´duite a` la loi de puissance [48] :
P (E) =
exp(−2γ/g)
Γ(2/g)
1
E
( πE
gEc
)2/g
, (1.69)
19
ou` g = RK/R et γ ≃ 0.577 est la constante d’Euler. La caracte´ristique courant-tension a`
tempe´rature nulle vaut :
I(V ) =
exp(−2γ/g
Γ(2 + 2/g)
V
Rt
(πe|V |
gEc
)2/g
. (1.70)
Cette expression du courant conduit a` l’anomalie du point ze´ro ”zero bias anomaly“ qui
apparaˆıt dans l’expression de la conductance diffe´rentielle [52, 48, 53, 49, 54]. Dans la limite
des grandes e´nergies (E −→∞), la probabilite´ P (E) est donne´e par la loi de puissance :
P (E) =
2gE2c
π2E3
. (1.71)
Cette expression conduit a` la caracte´ristique courant-tension suivante :
I(V ) =
1
Rt
[
V − 2
2C
+
ge2
4π2C2V
]
. (1.72)
Figure 1.6 – La fonction P (E) a` tempe´rature nulle en fonction de l’e´nergie pour diffe´rentes valeurs de
la re´sistance. De (a) a` (f) le rapport g = Rk/R = 20, 3.2, 2, 1.6, 0.4, 0.04. D’apre`s [1].
Dans la figure 1.6, la probabilite´ P (E) est trace´e en fonction de l’e´nergie a` tempe´rature
nulle et pour diffe´rentes valeurs de la re´sistance de l’environnement. Si la valeur de la
re´sistance augmente, le pic de P (E) effectue une translation vers des valeurs croissantes
de l’e´nergie jusqu’a` la valeur e2/2C qui correspond a` une re´sistance R = RK .
1.5 The´orie de la diffusion
Dans les pre´ce´dentes sections nous avons expose´ diffe´rentes the´ories lie´es de pre`s ou de
loin au phe´nome`ne de conduction dans les syste`mes me´soscopiques. Allant des premiers
mode`les pour les me´taux, jusqu’aux jonctions tunnel dans un environnement dissipatif.
Dans cette section, nous allons exposer la the´orie de la diffusion qui de´crit le phe´nome`ne
de transport dans un syste`me me´soscopique a` travers la de´termination du courant et de la
conductance. Cette the´orie se base seulement sur les proprie´te´s de diffusion du conducteur.
De´veloppe´e par Landauer [3, 4], elle prend en compte le caracte`re quantique des e´lectrons
en conside´rant leur nature ondulatoire.
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1.5.1 Description du syste`me
Il s’agit d’un conducteur me´soscopique connecte´ a` des re´servoirs, ces re´servoirs sont
des conducteurs macroscopiques a` l’e´quilibre thermique caracte´rise´s par un potentiel chi-
mique µ. Dans la figure 1.7, le premier sche´ma de´crit un conducteur me´soscopique connecte´
a` plusieurs re´servoirs. Le second sche´ma montre un conducteur connecte´ a` deux re´servoirs,
gauche et droit a` tempe´rature T et de potentiels chimiques µL et µR respectivement. Le
conducteur est connecte´ aux re´servoirs au moyen de fils parfaits, dont les contactes avec les
re´servoirs sont transparents. Les e´lectrons circulant dans ces fils ne doivent subir aucune
re´trodiffusion et sont de´crits par des ondes planes longitudinales. Ces fils sont en ge´ne´ral
des fils quantiques sans impurete´s ou des syste`mes quasi-unidimensionnels multi-canaux.
L’ensemble canaux et fils peut eˆtre conside´re´ comme un syste`me quasi-unidimensionnel.
Les e´lectrons traversent ce syste`me dans la direction longitudinale x et sont confine´s dans
la direction orthogonale note´e r⊥. L’e´nergie totale d’un e´lectron est donne´e par la relation
suivante :
E = En +
~
2k2
2m
, (1.73)
ou` En repre´sente l’e´nergie d’un e´tat propre induit par le confinement dans la direction
longitudinale. L’indice n qui apparaˆıt dans l’e´nergie de´termine le canal dans lequel les
e´lectrons se propagent. Ces e´lectrons obe´issent a` la fonction de distribution de Fermi-
Dirac fα(E) =
(
exp(E − µα/kBT ) + 1
)−1
qui de´pend de la tempe´rature et du potentiel
chimique.
Figure 1.7 – (a) : Sche´ma d’un conducteur me´soscopique connecte´ a` plusieurs terminaux. (b) : Sche´ma
d’un conducteur me´soscopique connecte´ a` deux re´servoirs L et R, aα sont les amplitudes entrantes dans
le conducteur et bα sont les amplitudes sortantes.
La description du transport est lie´e uniquement aux propri´ete´s de diffusion du conduc-
teur. Celui-ci est de´crit par une matrice de diffusion S qui relie les e´tats incidents aux e´tats
transmis et re´fle´chis. L’ope´rateur d’annihilation d’un e´lectron de spin σ dans le re´servoir
α est donne´ dans le cas d’un conducteur connecte´ a` deux terminaux par l’expression
suivante :
ψα,σ(r⊥) =
∑
σ
∫
dEeEt/~
Nα(E)∑
n=1
χα,n(r⊥)
2π~vα,n(E)
(
aα,n,σe
ikα,nxα + bα,n,σe
−ikα,nxα
)
. (1.74)
Cet ope´rateur est la somme d’un e´tat incident se propageant vers le conducteur dont
l’amplitude d’onde est aα,n,σ, et d’un e´tat diffuse´ par l’autre terminal dont l’amplitude
d’onde est bα,n,σ. Ces amplitudes sont connecte´es par la matrice S. La fonction χα,n
repre´sente l’e´tat propre normalise´ des e´lectrons confine´s dans la direction orthogonale, Nα
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est le nombre de canaux de conduction du terminal α et vα,n(E) = ~kα,n/m est la vitesse
de propagation des e´lectrons. Dans le cas de plusieurs terminaux, il faut tenir compte de
leur nombre afin de pouvoir ge´ne´raliser l’e´quation (1.74).
1.5.2 Courant moyen et conductance
Dans cette partie nous allons exposer les e´le´ments essentiels du calcul du courant
moyen et de la conductance. Par simplicite´, nous avons choisi le cas ou` le conducteur
me´soscopique est connecte´ a` deux terminaux et les e´lectrons peuvent se propager sur plu-
sieurs canaux de conduction. Il est possible de calculer le courant et la conductance dans le
cas ou` le conducteur est connecte´ a` plusieurs terminaux. Ceci a e´te´ fait dans les re´fe´rences
[55, 56] pour le cas de quatre terminaux.
Le calcul s’appuie sur la me´thode de diffusion base´e sur la seconde quantification.
Cette me´thode ne prend en compte que les processus de diffusion e´lastiques. Les ef-
fets ine´lastiques tels que les collisions avec de´placement collectif d’atomes, les collisions
e´lectron-e´lectron et les impurete´s magne´tiques ne sont pas pris en compte. En effet, les pro-
cessus ine´lastiques de´truisent la cohe´rence de phase. Les re´sultats que nous allons exposer
ont e´te´ obtenus dans les re´fe´rences [57, 58].
Figure 1.8 – Sche´ma repre´sentant un conducteur multi-canaux connecte´ a` deux re´servoirs. Un e´lectron
incident peut eˆtre transmis ou re´fle´chi.
Nous conside´rons donc un conducteur me´soscopique relie´ a` deux re´servoirs. Les e´lectrons
peuvent se propager dans plusieurs canaux de conduction (voir figure 1.8). Un e´lectron est
de´crit par la fonction d’onde ψα,σ donne´e par l’e´quation (1.74), en remplac¸ant les ampli-
tudes d’onde aα,n,σ et bα,n,σ par des ope´rateurs de cre´ation et d’annihilation aˆ
(†)
α,n,σ et bˆ
(†)
α,n,σ
afin de respecter le fait de travailler en seconde quantification. Ces ope´rateurs de cre´ation
et d’annihilation obe´issent aux relations d’anti-commutation usuelles des fermions :
{aˆα,n,σ(E), aˆ†α,n,σ(E′)} = δα,α′δn,n′δσ,σ′δ(E − E′) , (1.75)
{aˆα,n,σ(E), aˆα,n,σ(E′)} = 0 , (1.76)
{aˆ†α,n,σ(E), aˆ†α,n,σ(E′)} = 0 . (1.77)
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L’ope´rateur courant pour le terminal α est de´fini de la manie`re standard :
Iα(x, t) =
e~
2im
∑
σ
∫
dr⊥
(
ψ†α,σ(r, t)
∂ψα,σ(r, t)
∂xα
− ∂ψ
†
α,σ(r, t)
∂xα
ψα,σ(r, t)
)
, (1.78)
avec r = (x, r⊥). Il faut maintenant remplacer dans l’e´quation (1.78) les ope´rateurs de
cre´ation et d’annihilation ψ†α,σ et ψα,σ par leurs expressions en fonction des ope´rateurs
aˆ
(†)
α,n,σ et bˆ
(†)
α,n,σ. Ces derniers ope´rateurs sont lie´s a` travers la matrice de diffusion :
S =
(
r(E) t′(E)
t(E) r′(E)
)
, (1.79)
qui est une matrice unitaire SS† = 1, e´crite par blocs. Les blocs diagonaux correspondent
aux amplitudes de re´flexion des e´lectrons issus des re´servoirs. Les blocs non-diagonaux
correspondent aux amplitudes de transmission de ces e´lectrons. L’unitarite´ de la matrice
de diffusion est conforme a` l’hypothe`se de ne conside´rer que les processus de diffusion
e´lastique. En utilisant l’ensemble de ces proprie´te´s, on peut re´crire l’ope´rateur de courant
en terme des ope´rateurs aˆ
(†)
α,n,σ et aˆα,n,σ uniquement :
Iα(x, t) =
e
22π~
∑
β,γ
∑
m,n,σ
∫
dE
∫
dE′ei(E−E
′)t/~Mmnβ,γ (α;E,E
′)aˆ(†)α,n,σ(E)aˆα,n,σ(E) , (1.80)
ou` Mmnβ,γ (α;E,E
′) est l’e´le´ment de matrice de courant qui contient deux contributions :
Mmnβ,γ (α;E,E
′) =Mmn;∆kβ,γ (α;E,E
′) +Mmn;Σkβ,γ (α;E,E
′) . (1.81)
Le terme Mmn;Σkβ,γ (α;E,E
′) est un terme qui oscille rapidement avec une longueur d’onde
π/kF . Du fait que l’on ne conside`re que les processus e´lastiques, ce terme est nul. Le
terme Mmn;∆kβ,γ (α;E,E
′) est un terme non oscillant et non nul. Les e´nergies E et E′ sont
tre`s proches ce qui signifie que k ∼ k′. De plus, les vitesses vα,n varient tre`s lentement et
peuvent eˆtre ne´glige´es. Ces conside´rations permettent l’e´criture de l’e´le´ment de matrice
de courant sous la forme suivante :
Mmnβ,γ (α;E,E
′) = δmnδβ,αδγ,α −
∑
k
s∗α,β,mk(E)sα,γ,kn(E
′) , (1.82)
ou` sα,γ,kn est l’e´le´ment de la matrice diffusion. Il reste maintenant l’e´valuation de la valeur
moyenne du courant. Pour cela, il faut estimer la valeur moyenne sur les ope´rateurs de
cre´ation et annihilation de l’e´quation (1.80). Cette moyenne vaut :
〈aˆ(†)α,n,σ(E)aˆα,n,σ(E′)〉 = fα(E)δα,βδmnδ(E − E′) . (1.83)
Ceci permet d’e´crire le courant moyen :
〈Iα(x, t)〉 = e
h
∑
α,β,n
∫
dE[fα(E)−
∑
mn
s∗α,β,mn(E)sα,β,mn(E)fβ(E)] . (1.84)
L’unitarite´ de la matrice S permet d’utiliser la proprie´te´ suivante :
∑
mn
s∗α,β,mn(E)sα,β,mn(E) = Tr
[
s∗α,β,mn(E)sα,β,mn(E)
]
. (1.85)
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En re´sultat final, le courant moyen pour un conducteur me´soscopique connecte´ a` deux
re´servoirs a` multiples canaux de conductions est :
〈Iα(x, t)〉 = e
h
∑
α,β,n
∫
dETαβmn[fα(E)− fβ(E)] , (1.86)
ou` Tαβmn = |sα,β,mn|2 est le coefficient de transmission. A tempe´rature nulle et pour une
tension V = (µα − µβ)/e basse, le coefficient de transmission ne de´pend pas de l’e´nergie.
Le courant moyen s’e´crit alors [58] :
〈Iα(x, t)〉 = e
2V
h
∑
mn
Tαβmn , (1.87)
qui est la formule de Landauer pour le courant moyen. La conductance s’obtient directe-
ment a` partir du courant moyen :
Gα,β =
e2
h
∑
mn
Tαβmn . (1.88)
La conductance de´pend uniquement du coefficient de transmission. Cette de´pendance a e´te´
ve´rife´e expe´rimentalement pour un e´chantillon dont le nombre de canaux de conduction
peut eˆtre controˆle´ par une tension de grille [5]. L’addition de chaque canal augmente la
conductance d’une marche e´quivalente au quantum de conductance 2e2/~.
Il faut noter que la formule de la conductance n’est pas unique. En effet, elle de´pend
du protocole expe´rimental de mesure. Si on prend l’exemple de mesure de courant par des
sondes place´es de part et d’autre de l’e´chantillon, la conductance s’e´crit [59] :
G =
e2
2π~
∑
mn
Tmn
1− Tmn . (1.89)
Cette expression de´coule d’un calcul base´ sur une me´thode de the´orie de localisation
”scaling theory of localization“.
En observant l’e´quation (1.87), il apparaˆıt que pour une transmission parfaite T = 1
il existe une re´sistance non ne´gligeable e´gale a` 2e2/h. L’origine de cette re´sistance vient
des contactes, du moment qu’aucune re´trodiffusion n’est permise dans le conducteur
me´soscopique. Cette re´sistance se de´compose en deux parties, une re´sistance aux contacts
et une re´sistance intrinse`que de l’e´chantillon qui est nulle pour une transmission parfaite.
Dans la re´fe´rence [60], ces deux re´sistance ont e´te´ mesure´es pour un conducteur balistique
unidimensionnel.
1.6 Bruit et corre´lations de courant
Nous avons vu dans la section pre´ce´dente que la re´ponse d’un conducteur me´soscopique
a` une tension applique´e constante est un courant stationnaire. Le courant moyen et la
conductance ne de´crivent que l’aspect moyen du transport. En effet, une analyse plus
de´taille´e du courant montre qu’il pre´sente des fluctuations autour de la valeur moyenne.
Ces fluctuations e´taient longtemps conside´re´es comme un phe´nome`ne parasite qu’il faut
supprimer. Plus tard, les fluctuations de courant ont acquis un grand inte´reˆt. De nom-
breux travaux the´oriques et expe´rimentaux se sont inte´resse´s aux fluctuations de courant.
Celles-ci contiennent des informations indispensables permettant de mieux comprendre le
phe´nome`ne de transport. L’une des manie`res de caracte´riser ces fluctuations est de calculer
la transforme´e de Fourier de la fonction de corre´lations de courant. C’est ce qu’on appelle
le bruit.
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1.6.1 Origine du bruit
Le bruit re´sulte de la nature stochastique du transport. On peut distinguer trois
origines physiques du bruit : le bruit en 1/f , qui est un bruit hors e´quilibre re´sultant de la
re´sistance du syste`me au mouvement des impurete´s dans le re´seau cristallin [61, 62, 63].
Ce bruit se mesure a` basses fre´quences et il est proportionnel a` l’inverse de la fre´quence.
Pour des fre´quences plus e´leve´es, sa contribution au bruit total devient indissociable des
contributions des autres types de bruit. Le second type du bruit est le bruit thermique.
Celui-ci apparaˆıt suite a` l’agitation thermique des e´lectrons et aux vibrations du re´seau
cause´es par l’augmentation de la tempe´rature. C’est un bruit d’e´quilibre pre´sent e´galement
en l’absence d’une tension applique´e [64, 65]. Le dernier type du bruit est le bruit de
grenaille ”shot noise”. Ce bruit hors e´quilibre est une conse´quence de la granularite´ du
courant. Nous nous sommes inte´resse´s dans nos travaux a` ce dernier type de bruit.
Afin de calculer le bruit, il faut introduire la fonction de corre´lation de courant-
courant :
C(t) = lim
T→∞
1
T
∫ T
0
dt′〈I(t′)I(t+ t′)〉 . (1.90)
La densite´ spectrale de la fonction de corre´lation repre´sente le bruit. Elle est obtenue en
calculant sa transforme´e de Fourier :
S(ω) =
∫
dtC(t)e−iωt . (1.91)
Notons que cette de´finition est fonde´e sur l’hypothe`se d’ergodicite´. Celle-ci stipule que
les moyennes d’ensemble d’un processus stochastique I sont e´quivalentes aux moyennes
temporelles de chaque re´alisation I(t).
1.6.2 Bruit poissonien : formule de Schottky
Walter Schottky a pre´dit qu’il y avait deux sortes de fluctuations dans un tube a`
vide [6] : le bruit thermique et le bruit de grenaille qui est duˆ aux fluctuations statistiques
des porteurs de charge. Dans cette situation, plusieurs particules traversent le syste`me et
voyagent d’une e´lectrode vers une autre. La probabilite´ d’avoir N e´ve´nements tunnel dans
un temps t est donne´e par la loi poissonienne :
PN (t) =
tN
τNN !
e−t/τ , (1.92)
ou` τ repre´sente le temps entre deux e´ve´nements. La fonction caracte´ristique de la distri-
bution poisonnienne s’e´crit :
φ = e(t/τ)(e
iλ−1) , (1.93)
ou` λ est un parame`tre. Cette fonction caracte´ristique permet de re´crire la probabilite´
PN (t) sous la forme suivante :
PN (t) =
〈N〉N
N !
e−〈N〉 . (1.94)
Elle permet aussi de calculer le nombre moyen de particules transmises :
〈N〉 = t/τ , (1.95)
ainsi que la variance :
〈N2〉 − 〈N〉2 = 〈N〉 . (1.96)
25
Le courant moyen est donne´ par le produit du nombre moyen des particules transmises
par la charge e´le´mentaire divise´ par le temps :
〈I〉 = e〈N〉
t
. (1.97)
Le bruit est proportionnel a` la variance, qui dans ce cas est e´gale au nombre moyen de
particules transmise. La formule de Schottky s’e´crit :
S = 2e〈I〉 . (1.98)
Cette formule est d’une importance capitale. D’abord elle s’applique a` n’importe quelle
syste`me ou` une diffusion tunnel se produit. De plus, elle permet de faire la comparaison
avec le bruit quantique. Enfin, elle permet d’avoir des informations sur la charge effective
des porteurs. Dans le cas d’un me´tal cette charge est e´gale a` e. Dans le cas des supra-
conducteurs cette charge correspond a` 2e, qui repre´sente la charge d’une paire de Cooper
[7, 60, 66]. Dans le re´gime de l’effet Hall quantique fractionnaire, la charge effective cor-
respond a` la charge des quasi-particules de Laughlin [67, 68].
1.6.3 Bruit dans la limite quantique
Nous nous inte´ressons dans cette section au bruit de grenaille dans la limite quantique.
La densite´ spectrale de la fonction de corre´lations courant-courant est donne´e dans ce cas
par l’expression suivante :
S(ω) = lim
T→∞
1
T
∫ T
0
dt
∫ +∞
−∞
dt′eiωt
′[〈I(t)I(t+ t′)〉 − 〈I(t)〉〈I(t + t′)〉] . (1.99)
Dans le cas classique, le bruit est syme´trique S(ω) = S(−ω), ceci est duˆ au fait que
I(t) et I(t + t′) sont des fonctions et donc commutent. Cependant, la nature quantique
des porteurs de charge impose que le courant soit un ope´rateur. Le fait que le courant
doit eˆtre une quantite´ mesurable expe´rimentalement, impose que l’ope´rateur courant soit
hermitien. Par contre, le produit de deux ope´rateurs courant n’est pas hermitien. Ce que
pensait Landau [69], est que pour avoir une quantite´ re´elle et mesurable, il faut syme´triser
le bruit :
Ssym(ω) =
1
2
(
S+(ω) + S−(ω)
)
, (1.100)
ou` S+ et S− repre´sentent les densite´s spectrales non-syme´trise´es. Cette conside´ration de
Landau s’ave`rent pas ne´cessaire. Sous l’hypothe`se de la connaissance de l’e´tat initial |i〉 et
de l’e´tat final |f〉, ces densite´s spectrales s’e´crivent :
S+(ω) = 4π
∑
if
|〈f |I(0)|i〉|2P (i)δ(ω +Ef − Ei) , (1.101)
S−(ω) = 4π
∑
if
|〈f |I(0)|i〉|2P (i)δ(ω +Ei − Ef ) , (1.102)
ici P (i) repre´sente la distribution de probabilite´ des e´tats initiaux. Les densite´s spectrales
S+ et S− s’interpre`tent physiquement en fonction du signe de la fre´quence. A fre´quence po-
sitive (resp. ne´gative), S+ (resp. S−) correspond au taux d’e´mission de photon du conduc-
teur me´soscopique couple´ avec l’environnement. A fre´quence ne´gative (resp. positive) S+
(resp. S−) correspond au taux d’absorption des photons par le conducteur me´soscopique.
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1.6.4 Bruit a` fre´quence nulle
Dans cette partie, nous allons conside´rer un conducteur me´soscopique couple´ a` deux
re´servoirs contenant de multiples canaux de conduction (voir figure 1.8). L’expression du
bruit a` fre´quence nulle dans l’un des re´servoirs (L ou R) s’e´crit [70] :
SLL(RR)(0) =
2e2
h
∑
n
∫
dE
[
Tn(E)
(
fL(E)(1 − fL(E)) + fR(E)(1 − fR(E))
)
+Tn(E)(1 − Tn(E))
(
fL(E)− fR(E)
)2]
. (1.103)
Cette expression de´crit aussi bien les fermions que les bosons, en substituant les signes
(+) par des signes (-) et les signes (-) par les signes (+). Une expression e´quivalente
est obtenue dans l’approche du paquet d’onde. Dans cette approche les fre´quences sont
conside´re´es assez basses par rapport a` l’inverse du temps ne´cessaire pour qu’un e´lectron
traverse le syste`me [71]. Cette me´thode se base sur l’hypothe`se que le courant est une
superposition de pulses [72] :
I(t) =
∑
n
j(t− nτ)gn , (1.104)
ou` j est le courant associe´ a` une pulse et gn un facteur d’occupation. Ce facteur prend la
valeur 1 si l’e´lectron passe de la gauche vers la droite du syste`me et prend la valeur -1 si
l’e´lectron passe de la droite vers la gauche.
An l’absence d’une tension applique´e, et dans la limite des hautes tempe´ratures (~ω ≪
kBT ), la contribution du bruit thermique dans l’expression (1.103) domine. L’utilisation
de la relation fi(1 − fi) = −kBT∂fi/∂E permet de retrouver l’expression standard du
bruit thermique [57] :
S(0) = 4GkBT , (1.105)
ou` G est la conductance de Landauer. Le the´ore`me de fluctuation-dissipation permet
aussi de retrouver ce re´sultat. Dans l’autre limite, et pour une tension applique´e V et
une tempe´rature nulle, c’est la contribution du bruit hors-e´quilibre qui domine. Ce qui
correspond a` une re´duction du bruit, qui devient dans ce cas le bruit de grenaille quantique
[73, 74] :
SLL(RR)(0) =
4e2
h
eV
∑
n
Tn(1− Tn) . (1.106)
Dans la limite d’une transmission parfaite, le bruit s’annule. Ce qui conduit a` un compor-
tement de la conductance en marche d’amplitude 2e2/h [75, 76, 77]. Pour une transmission
faible on retrouve la formule de Schottky du bruit. La re´duction du bruit dans le cas d’un
conducteur a` un canal corre´spond a` la formule de Schottky multiplie´ par un facteur 1−T :
SLL(RR)(0) = 2e〈I〉(1 − T ) . (1.107)
Notons enfin que dans le re´gime interme´diaire ~ω ≈ kBT , il n’est pas possible de
dissocier les deux contributions du bruit.
Transition entre deux re´gimes de bruit
Dans l’hypothe`se ou` le coefficient de transmission n’a pas de de´pendance significative en
e´nergie, il est possible de calculer les inte´grales de l’e´quation (1.103) analytiquement. Cette
27
Figure 1.9 – Bruit de grenaille en fonction de la conductance dans un point contact. D’apre`s [77].
hypothe`se est justifie´e si T (dTn/dE)−1 ≫ eV . Donc il faut choisir une basse tension et
des potentiels chimiques qui ne permettent pas une transmission re´sonnante. Ceci permet
d’e´crire une expression du bruit a` fre´quence nulle valable pour toutes les valeurs de la
tension et tous les re´gimes de tempe´rature [72] :
SLL(RR)(0) =
4e2
h
[
2kBT
∑
n
T 2n + eV coth
( eV
2kBT
)∑
n
Tn(1− Tn)
]
. (1.108)
Dans la limite des faibles transmissions, cette expression se re´duit au bruit de grenaille
quantique :
SLL(RR)(0) = 2e〈I〉 coth
( eV
2kBT
)
. (1.109)
Figure 1.10 – Bruit en fonction du courant pour deux diffe´rents re´gimes de tempe´rature. La courbe (a)
correspond au cas haute tempe´rature et faible tension, et la courbe (b) correspond a` une tension applique´e
non nulle et une basse tempe´rature. D’apre`s [78].
Dans la figure 1.10 le bruit est mesure´ par une pointe STM sur la surface d’un me´tal.
Deux courbes sont trace´es, a` haute et a` basse tempe´rature. A haute tempe´rature, le facteur
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de Fano qui est le rapport entre le bruit a` fre´quence nulle et le courant, n’est significatif
que pour un courant important. A basse tempe´rature la formule de Schottky s’illustre a`
travers la line´arite´ du bruit en fonction du courant.
Corre´lations croise´es a` fre´quence nulle
Il s’agit des corre´lations de courants mesure´es dans des terminaux diffe´rents. Pour deux
terminaux gauche (L) et droite (R), le sce´nario de mesure est d’imaginer un nouveau
re´servoir L + R pour lequel on mesure l’auto-corre´lation S(L+R)(L+R). Les corre´lations
croise´es sont alors obtenues par la relation suivante :
SLR(0) =
(
S(L+R)(0)− SL(0)− SR(0)
)
/2 . (1.110)
Dans les expe´riences de Hanbury-Brown et Twiss [79, 80], les corre´lations croise´es ont per-
mis de caracte´riser la statistique des excitations. Dans ces expe´riences, des filtres ont e´te´
utilise´s sur une source de lumie`re. Le faisceau monochromatique obtenu est divise´e en deux
composantes par une lame semi-re´fle´chissante. Les deux faisceaux re´sultants sont oriente´s
vers deux de´tecteurs de photons. Les corre´lations croise´es entre les deux de´tecteurs ont e´te´
mesure´es en fonction de la distance qui les se´pare. Le re´sultat trouve´ est toujours positif.
L’explication est lie´e a` la nature bosonique des photons qui sont des particules indiscer-
nables obe´issant a` la statistique de Bose-Einstein. Ainsi plusieurs photons en moyenne
occupaient le meˆme e´tat transversal dans le faisceau initial. Apre`s la se´paration en deux
composantes, la de´tection d’un ensemble de photons dans l’un des capteurs implique la
de´tection de photons dans l’autre capteur.
Plusieurs auteurs ont sugge´re´ la mise en place de ce type d’expe´rience pour les fer-
mions. La nature fermionique des e´lectrons impose qu’ils ne peuvent pas occuper un meˆme
e´tat. Les corre´lations croise´es devraient eˆtre ne´gatives. Dans la re´fe´rence [72], a` cause de
la difficulte´ de produire un faisceau d’e´lectrons dense, une suggestion d’expe´rience est pro-
pose´e en conside´rant un conducteur a` trois terminaux, commune´ment appele´ jonction en
”Y“. Les e´lectrons sont alors injecte´s dans le terminal 3 et de´tecte´s au niveau des termi-
naux 1 et 2. Le potentiel chimique du terminal 3 et plus e´leve´ que celui des deux autres
terminaux. Les corre´lations croise´es entre les terminaux 1 et 2 normalise´es par la racine
carre´e du produit des auto-corre´lations s’e´crivent :
S12√
S11S22
= −
√T13T23√
(1− T13)(1− T23)
, (1.111)
ou` T13 et T23 repre´sentent les coefficients de transmission des e´lectrons du terminal 3
vers le terminal 1 et 2 respectivement. En accord avec ce re´sultat, plusieurs expe´riences
ont montre´ que le signe des corre´lations croise´es permet de caracte´riser la statistique des
porteurs de charge. Dans la re´fe´rence [81], en utilisant une grille me´tallique mince un
faisceau e´lectronique est scinde´ en deux. Cette expe´rience est analogue a` l’expe´rience de
Hanbury-Brown et Twiss. Une autre expe´rience est re´alise´e dans le re´gime de l’effet Hall
quantique [82]. Un point de contact est place´ au milieux de l’e´chantillon jouant le roˆle d’un
se´parateur de faisceau de particules. L’e´tat de bord incident se trouve ainsi divise´ en deux
e´tats de bords transmis. Dans la re´fe´rence [83], des corre´lations croise´es ne´gatives ont e´te´
observe´es dans des expe´riences d’e´mission de champ e´lectronique.
1.6.5 Bruit a` fre´quence finie
L’importance de la conside´ration de la de´pendance en fre´quence du bruit re´side dans
la possibilite´ d’e´largir la gamme de bruits e´tudie´s. Le courant total dans ce cas est conserve´.
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Il est compose´ du courant de particules et du courant de de´placement ǫ0∂E/∂t. Contrai-
rement au cas du bruit a` fre´quence nulle ou` le courant total se compose uniquement du
courant de particules qui est conserve´. Dans le cas dynamique la conside´ration des in-
teractions e´lectroniques conduit a` la non-conservation du courant de particules [84]. Ce
qui montre que l’e´quation (1.103) calcule´e pour une fre´quence nulle n’est pas valable a`
fre´quence finie. Une restriction est possible lorsque la matrice de diffusion ne de´pend pas
de l’e´nergie. Dans ce cas l’expression du bruit s’e´crit :
SLL(RR)(ω) =
2e2
h
[∑
n
T 2n
∫
dE
(
fLL(E,ω)(1 − fLL(E,ω)) + fRR(E,ω)(1 − fRR(E,ω))
)
+
∑
n
Tn(1− Tn)
∫
dE
(
fLR(E,ω) + fRL(E,ω)
)]
,
(1.112)
Avec :
fα,β(E,ω) = fα(E)(1 − fβ(E + ~ω)) + (1− fα(E))fβ(E + ~ω) , (1.113)
ou` α, β = R,L. Apre`s inte´gration, l’expression devient :
SLL(RR)(ω) =
2e2
h
[∑
n
T 2n
2~ω
e~ω/kBT − 1 +
∑
n
Tn(1− Tn)
[
~ω + eV
e~ω/kBT − 1 +
~ω − eV
e~ω/kBT − 1
]]
.
(1.114)
Le comportement dans les deux limites de tempe´rature est semblable au cas du bruit a`
fre´quence nulle. En effet, pour une tension nulle et dans la limite des hautes tempe´ratures
le bruit s’e´crit :
S
(V=0)
LL(RR)(ω) =
2~ωG
e~ω/kBT − 1 , (1.115)
qui se re´duit a` l’e´quation (1.105) si ω → 0. Dans la limite oppose´e, le bruit a` fre´quence
finie contient deux contributions : une contribution a` l’e´quilibre (4e2~ω/h)
∑
n T 2n , et une
contribution hors-e´quilibre qui diffe´rent suivent le re´gime choisi. Si ~|ω| > eV elle est nulle.
Si par contre ~|ω| < eV cette contribution vaut :
SheqLL(RR)(ω) =
4e2
(
eV − ~|ω|)
h
∑
n
Tn(1− Tn) . (1.116)
Introduire le bruit en exce`s :
Sexces(ω) = S(ω)− SV=0(ω) , (1.117)
permet de ne garder que la contribution hors e´quilibre du bruit.
Dans les expe´riences c’est le bruit en exce`s qui est mesure´. Celui-ci est syme´trique en
l’absence d’interaction, il est donc difficile de distinguer entre le bruit en exce`s correspon-
dant au spectre d’absorption et celui qui correspond au spectre d’e´mission. Autrement dit,
il n’est pas possible de se´parer les deux contributions non syme´trise´es du bruit syme´trise´.
Il faut rajouter a` cela l’influence du mode de de´tection. Dans la re´fe´rence [9], l’utilisation
d’un amplificateur ne permet de de´tecter qu’un corre´lateur syme´trise´. Dans le cas d’une
jonction de Josephson, ou` il est possible de mesurer se´pare´ment les deux contributions non
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syme´trise´ du bruit [85].
Dans la re´fe´rence [86], G.B. Lesovik et R. Loosen ont propose´ un sce´nario de mesure
qui permet de de´terminer quel corre´lateur est obtenu. Le syste`me est couple´ d’une manie`re
inductive avec le de´tecteur et le bruit est mesure´ a` travers les fluctuations de charge dans
le circuit LC. L’expression du bruit mesure´ s’e´crit [10] :
Smes(ω) = KRe
[
Smn+ (ω)(N(ω) + 1)− Smn− (ω)N(ω)
]
, (1.118)
ou` N(ω) =
(
e~ω/kBT − 1)−1 est la fonction de Bose-Einstein, ω = 1/√LC est la fre´quence
du circuit re´sonnant et K est une constante qui de´pend du couplage du circuit avec le
syste`me. Cette expression du bruit diffe`re de celle du bruit syme´trise´, c’est un me´lange
des deux contributions non-syme´trise´es du bruit . Dans la re´fe´rence [11], le couplage entre
le de´tecteur et le syste`me est capacitif. L’utilisation des processus ine´lastiques qui agissent
dans un double point quantique permet en utilisant ce couplage de se´parer les contribu-
tions d’e´mission et d’absorption.
L’e´tude du bruit a` fre´quence finie permet d’acce´der a` certaines proprie´te´s du syste`me.
Dans la re´fe´rence [87], les auteurs ont calcule´ les corre´lations de bruit a` fre´quence finie
pour un nanotube de carbone connecte´ a` deux re´servoirs dans lequel on injecte un e´lectron.
Les corre´lations de bruit a` fre´quence finie permettent de calculer la charge transmise aux
re´servoirs. En effet, l’injection d’un e´lectron dans le syste`me engendre la cre´ation de deux
excitations anormalement charge´es se propageant dans deux directions oppose´es. Dans la
re´fe´rence [88], les auteurs ont calcule´ la conductance ainsi que le bruit non-syme´trise´ a`
fre´quence finie pour un nontube de carbone ainsi que pour un fil quantique. Le profil en
fre´quence du bruit exhibe une forte asyme´trie, qui est proportionnelle a` la conductance en
exce`s. Dans la re´fe´rence [89], l’auteur a` applique´ la formulation du bruit en bruit d’absorp-
tion et bruit d’emission au cas d’un conducteur cohe´rent ainsi qu’a` la ge´ne´ralisation de
la formule de Kubo. Une analyse the´orique a permis de proposer un protocole de mesure
du bruit et de dire quel bruit est mesure´ dans des expe´rience de hautes fre´quences. Le
re´sultat montre que le bruit mesure´ est le bruit d’e´mission et un bruit lie´ au de´tecteur
qui est comple`tement inde´pendant des proprie´te´s hors e´quilibre du syste`me e´tudie´. Par
conse´quent, mesurer le bruit en exce`s permet de de´tecter directement le bruit d’e´mission.
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Conclusion
Nous avons pre´sente´ dans ce premier chapitre une vue globale sur le phe´nome`ne
de conduction dans les syste`mes me´soscopiques, partant des premie`res the´ories pour les
me´taux jusqu’a` la the´orie de la diffusion qui s’appuie sur le caracte`re quantique des por-
teurs de charge. Au passage, nous avons donne´ un aperc¸u de la the´orie des liquides de
Fermi. Cette the´orie qui tente de de´crire les interactions dans les syste`mes fermioniques.
Nous avons de´crit le phe´nome`ne de blocage de Coulomb sous ses deux aspects, sta-
tique et dynamique. Ce phe´nome`ne caracte´rise de nombreux dispositifs construits graˆce
aux jonctions tunnel. Ces jonctions se comportent diffe´remment une fois couple´es avec un
environnement e´lectromagne´tique.
Dans les deux dernie`res sections nous avons monte´ l’inte´reˆt de l’e´tude du courant
moyen et de la conductance. Nous avons de´crit la the´orie de la diffusion qui sert de support
pour calculer ces grandeurs pour un syste`me couple´ a` deux re´servoirs a` multi-canaux de
conduction. L’insuffisance des informations contenues dans le courant moyen et la conduc-
tance impose l’e´tude des fluctuations de courant. Cet outil puissant qui permet de fournir
d’avantage d’informations sur le syste`me me´soscopique, notamment la charge des porteurs
de courant ou encore la statistique de ces porteurs de´termine´s a` fre´quence nulle.
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Chapitre 2
The´orie des liquides de Luttinger
chiraux
L’effet Hall quantique fractionnaire est l’une des manifestations importantes de la
matie`re, caracte´rise´e par le comportement en plateaux de la re´sistivite´ de Hall pour des
facteurs de remplissage fractionnaires. Ce qui nous inte´resse en particulier dans un tel
re´gime sont les e´tats de bord. L’e´tude de ces syste`mes ainsi que leur interaction permet
de de´terminer des caracte´ristiques du re´gime de l’effet Hall quantique fractionnaire, telles
que le comportement en loi de puissance de la densite´ d’e´tats, la charge fractionnaire des
porteurs de courant ou encore leur statistique.
Apre`s un bref rappel sur l’effet Hall quantique fractionnaire dans la section 2.1, nous
de´crivons la the´orie des liquides de Luttinger chiraux dans la section 2.2. Cette the´orie
de´crit les e´tats de bords qui sont conside´re´s comme des syste`mes quasi unidimensionnels.
Dans cette section nous pre´sentons le mode`le hydrodynamique de Wen qui est indispen-
sable pour de´crire des e´tats de bord a` un seul mode. C’est ce type d’e´tats de bord que
nous avons e´tudie´ dans le chapitre 3. Dans la meˆme section nous avons expose´ quelques
notions et rappels de diffe´rents re´sultats the´oriques relatifs a` l’e´tude des e´tats de bords
multimodes.
Dans la section 2.3, nous avons de´crit l’un des outils principaux que nous avons utilise´
dans cette the`se, la proce´dure de refermionisation. Cette me´thode qui nous a permis de
calculer le courant et le bruit pour un conducteur cohe´rent couple´ a` l’environnement ainsi
que pour les e´tats de bord dans le re´gime de l’effet Hall quantique fractionnaire. Nous
terminons le chapitre par la section 2.4, dans laquelle nous reppelons quelques re´sultats
expe´rimentaux importants, obtenus dans le cadre de l’effet Hall quantique fractionnaire.
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2.1 Effet Hall quantique fractionnaire
L’effet Hall quantique est un phe´nome`ne tre`s important en physique. C’est l’un des
phe´nome`nes ou` la me´canique quantique se manifeste a` des e´chelles macroscopiques. L’effet
Hall quantique entier a e´te´ de´couvert par Von Klinzing et coll. en 1980 [90]. L’expe´rience de
base a e´te´ re´alise´e pour un gaz d’e´lectrons bidimensionnel soumis a` un champ magne´tique
perpendiculaire. Des bandes d’e´nergies nomme´es niveaux de Landau se forment alors,
et sont se´pare´es par ~ωC , ωC e´tant la fre´quence cyclotron. Les niveaux de Landau sont
hautement de´ge´ne´re´s, pour un e´chantillon de taille A et un champ magne´tique B, le nombre
d’e´tats de chaque niveau est donne´ par la relation suivante [91] :
N = Anφ , (2.1)
ou` nφ = Be/h repre´sente la densite´ de quanta de flux. Le facteur de remplissage d’un
niveau de Landau est donne´ par le rapport entre la densite´ e´lectronique et la densite´ de
quanta de flux
ν =
ns
nφ
, (2.2)
dans ce cas ν prend des valeurs entie`res. Pour ces valeurs, la re´sistivite´ de Hall ρxy pre´sente
une se´rie de plateaux. A chacun de ces plateaux est associe´e une forte de´croissance de la
re´sistivite´ dissipative ρxx −→ 0. La re´sistivite´ de Hall est donne´e par l’expression suivante :
ρxy = −1
ν
h
e2
. (2.3)
L’effet Hall quantique entier est inde´pendant de tout de´tail microscopique, il s’agit d’une
manifestation des proprie´te´s du transport pour un syste`me de particules charge´es sans
interaction soumis a` un champ magne´tique intense et perpendiculaire [91].
En 1982, Tsui, Sto¨mer et Gossard [24] ont re´alise´ la meˆme expe´rience sur un e´chantillon
GaAs/AlGaAs de meilleur qualite´, pour un champ magne´tique intense et pour des tem-
pe´ratures plus basses. En plus des conditions sur le champ magne´tique et la tempe´rature,
trois autres conditions sont indispensables : (i) la conside´ration d’un temps de diffusion
τ0 caracte´risant le de´sordre et qui satisfait τ0ωC ≫ 0, (ii) la tempe´rature kBT ≤ ∆, ou` ∆
est un gap provenant des interactions re´pulsives, (iii) l’interaction doit dominer l’effet du
de´sordre, cela peut se voir en prenant un gap ∆ plus grand que le potentiel de de´sordre.
Les plateaux de la re´sistivite´ de Hall dans ce cas apparaissent meˆme pour des valeurs frac-
tionnaires de ν, ces valeurs sont du type ν = n/m, ou` m est un entier impair (voir figure
2.1). L’effet Hall quantique fractionnaire est en fait duˆ a` des interactions coulombiennes
fortes et a` des corre´lations entre e´lectrons. Les e´lectrons condensent dans des e´tats de´crits
par des nombres quantiques fractionnaires. On observe alors des quasi-particules de charge
fractionnaire, et ayant une statistique fractionnaire interme´diaire entre la statistique de
Bose-Einstein et la statistique de Fermi-Dirac [92, 93]. L’observation de la charge frac-
tionnaire a e´te´ confirme´e par des expe´riences de type Aharonov-Bohm [94, 95], et par des
expe´riences de mesure de bruit de grenaille [96, 67].
L’un des phe´nome`nes importants engendre´s par l’effet Hall quantique fractionnaire est
l’apparition des e´tats de bord. Dans un e´chantillon donne´, des champs e´lectriques de re´tro-
action confinent les e´lectrons dans les bords. Ces champs e´lectriques causent un mouvement
de de´rive line´aire des centres des orbites circulaires du mouvement cyclotronique cause´
par le champ magne´tique. Ce comportement collectif duˆ a` l’interaction coulombienne [25]
impose donc aux e´lectrons de se propager aux bords de l’e´chantillon (voir figure 2.2) . Les
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Figure 2.1 – Re´sistivite´ de Hall en fonction du champ magne´tique : des plateaux se forment pour des
valeurs entie`res et fractionnaires du facteur de remplissage ν. D’apre`s Willet et coll. [97]
e´tats de bords constituent des syste`mes unidimensionnels inte´ressants dans la mesure ou`
ils peuvent eˆtre e´quivalents a` un liquide de Tomonaga-Luttinger chiral.
Figure 2.2 – Echantillon d’un syste`me dans le re´gime de l’effet Hall quantique fractionnaire dans lequel
les e´lectrons se propagent sur les bords. Dans le sche´ma, les deux fle`ches repre´sentent deux modes se
propageant dans le meˆme sens.
Nous pouvons classifier les fluides de Hall en deux cate´gories : des fluides incom-
pressibles et des fluides compressibles. Les fluides de Hall incompressibles se divisent eux
aussi en deux groupes : fluides incompressibles simple ou de type Laughlin [25], et des
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fluides incompressibles complexes invoquant des se´quences hie´rarchiques tels que les se´ries
de Jain [98, 99, 100, 101]. Les fluides incompressibles de type Laughlin sont caracte´rise´s
par le facteur de remplissage suivant :
νL =
1
2p+ 1
, (2.4)
ou` p est un entier. Cette formule du facteur de remplissage est universelle. Dans le cas
des fluides incompressibles complexes, un e´tat de bord est compose´ de plusieurs branches,
donnant naissance a` des modes multi-branches. Le facteur de remplissage n’a pas de forme
universelle et de´pend des interactions inter-modes, qui sont des interactions qui mixent les
modes. Ne´anmoins, pour des se´quences spe´cifiques telles que les se´ries de Jain, le facteur
de remplissage est donne´ par la relation suivante :
νJ =
n
np+ 1
, (2.5)
avec n un entier non nul et p un entier pair.
Dans la prochaine section nous allons voir comment on peut e´tudier ces e´tats de bord
en les conside´rant comme des liquides de Luttinger chiraux. Nous introduisons ensuite les
mode`les the´oriques qui de´crivent ces e´tats de bord.
2.2 Liquide de Luttinger chiral
La the´orie des liquides de Luttinger chiraux initialement introduite par Wen [22, 23,
102, 103] offre un moyen d’e´tudier la dynamique a` basse e´nergie des e´tats de bord des
syste`mes bi-dimensionnels de gaz d’e´lectrons fortement corre´le´s, tel que les e´tats de bord
dans le re´gime de l’effet Hall quantique fractionnaire. L’existence d’un profil de Tomonaga-
Luttinger au niveau des bords caracte´rise´ par une loi de puissance dans les corre´lations
et des excitations bosoniques sans gap, justifie l’application de la the´orie des liquides de
Luttinger a` ce genre de syste`me. De plus, dans le cas des fluides incompressibles, les bords
sont ve´ritablement unidimensionnels. La chiralite´ est due a` la re´tro-action du syste`me en
conse´quence a` l’application du champ magne´tique. En effet, le champ magne´tique introduit
un sens de rotation dans la propagation des modes des e´tats de bord, dans une direction
donne´e par
−→
E ×−→B ou` −→E et −→B sont respectivement le champ e´lectrique de re´tro-action et
le champ magne´tique applique´. Par conse´quent, le liquide de Luttinger doit eˆtre chiral.
Pour un fluide de Hall incompressible de type Laughlin, la caracte´ristique courant-
tension du transfert tunnel des quasi-particules est une loi de puissance, similaire a` la
caracte´ristique d’un liquide de Luttinger. Par conse´quent, les e´tats de bord d’un syste`me
de type Laughlin posse`dent un profil du type liquide de Luttinger “Luttinger-liquid-like
profile”, ceci permet de dire que les deux syste`me sont e´quivalents. Ainsi, nous pouvons
de´crire les e´tats de bord d’un fluide de Hall de type Laughlin par un liquide de Luttinger.
Concernant les fluides incompressibles complexes, les caracte´ristiques du transfert
tunnel sont considere´es comme un moyen efficace permettant la classification des diffe´rents
e´tats base´e sur l’ordre topologique des e´tats. Cet ordre topologique est incarne´ par le for-
malisme de la matrice K [104, 103, 105]. Dans ce cas, l’exposant de l’e´ventuelle loi de
puissance n’est pas universel, ceci est duˆ a` la non-universalite´ du facteur de remplissage ν.
Cependant, Kane et coll. [106] ont montre´ qu’un fort de´sordre re´siduel permet de re´tablir
l’exposant a` des valeurs universelles. Concernant des se´quences spe´cifiques telles que les
se´quences de Jain ou` nous connaissons la forme du facteur de remplissage νJ , le me´lange
de n modes permet d’avoir un mode charge´ et n−1 modes neutres. L’ensemble des modes
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re´sultants obe´it a` une syme´trie du type SU(n) et se propage a` une vitesse identique. Le
mode charge´ et les modes neutres se comportent ainsi d’une manie`re analogue aux modes
de charge et de spin d’un liquide de Luttinger.
Les fluides de Hall compressibles sont un peu particuliers. L’observation expe´ri-
mentale d’un comportement des e´tats de bord du type Luttinger e´tait conside´re´ comme
une surprise [107]. La description the´orique la plus consistante du comportement des e´tats
de bord d’un fluide de Hall compressible se base sur une formulation du type Chern-Simon
[108, 109] d’une the´orie des champs effective pour des fermions composites. Ces travaux
ont e´te´ fait par Shytov et coll. [26] et Levitov coll. [110]. La dynamique re´sultante est
du type liquide de Luttinger. Contrairement au cas des fluides de Hall compressibles, la
description d’un fluide de Hall de type Laughlin ou d’un fluide de Hall avec des se´quences
hie´rarchiques demeure plus rigoureuse. En effet, pour tous les cas incompressibles une
description standard de la the´orie des e´tats de bord existe. Cette description standard est
faite dans un cas parfait, pour passer aux cas plus re´alistes incorporant par exemple des
effets d’e´crantage ou des interactions de longue porte´e, la description est alors faite d’une
manie`re approximative [111, 112, 113, 110].
2.2.1 The´orie hydrodynamique de Wen
Nous allons nous inte´resser dans cette partie a` un fluide de Hall incompressible de
type Laughlin. Le facteur de remplissage dans ce cas est du type ν = 1/m ou` m est un
entier impair. Ce mode`le se compose de deux parties importantes [22] : la premie`re partie
consiste a` de´crire le syste`me par la the´orie hydrodynamique classique d’une onde de surface
se propageant dans une seule direction, en s’appuyant sur le fait qu’un tel syste`me est un
fluide irrotationel et incompressible, la seconde partie est la quantification canonique des
coordonne´es et des impulsions. Nous supposons au de´but que la densite´ totale du fluide est
constante, et que seules les excitations aux bords sont permises (voir figure 2.3). La densite´
e´lectronique unidimensionnelle au niveau des bords est donne´e par la relation suivante :
ρ (x) = nh(x) , (2.6)
ou` n est la densite´ e´lectronique totale, et h(x) est la hauteur de de´formation du bord.
Cette densite´ obe´it a` l’e´quation d’onde
∂tρ(x)− v∂xρ(x) = 0 . (2.7)
Dans un tel syste`me ou` la conductance dissipative σxx −→ 0 et la conductance de Hall
σxy est non nulle, un courant sera cre´e´ au niveau des bords par le champ e´lectrique lie´ a`
la densite´ e´lectronique ρ(x) −→
J = σxy
−→e z ×−→E . (2.8)
avec
−→
E = −−→∇V (x), ou` V est le potentiel e´lectrique. La vitesse de de´rive des e´lectrons au
niveau des bords est v = E/B, et le champ e´lectrique est lie´ au potentiel e´lectrique par la
relation V (x) = h(x)E. L’Hamiltonien du syste`me est donne´ par la relation suivante :
H =
1
2
∫ L
0
dxV (x)eρ(x) . (2.9)
En exploitant les e´quations (2.2) et (2.6) nous pouvons re´crire l’Hamiltonien sous la forme
suivante :
H = π~
v
ν
∫ L
0
dx [ρ(x)]2 . (2.10)
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Dans la repre´sentation configuration, la densite´ ρ(x) est la transforme´e de Fourier de la
densite´ ρq de la repre´sentation des moments
ρ(x) =
1√
L
∑
q
ρqe
−iqx . (2.11)
Nous pouvons alors re´crire l’Hamiltonien en repre´sentation des moments
H = 2π~
v
ν
∑
q>0
ρqρ−q . (2.12)
Ceci nous rame`ne a` re´crire l’e´quation de continuite´ (2.7) dans la repre´sentation des mo-
ments
ρ˙q = −ivqρq . (2.13)
Figure 2.3 – Densite´ des e´lectrons sur le bord d’un fluide de Hall quantique fractionnaire en pre´sence
de perturbations. La propagation de l’onde de surface de vecteur d’onde k = 2π/L ou` L est la longueur
du bord, provoque des de´formations des bords ainsi qu’une accumulation de charge dans certaines re´gions
et un de´ficit de charge dans d’autres re´gions.
Nous pouvons maintenant construire un syste`me Hamiltonien en conside´rant la den-
site´ ρq comme coordonne´e ge´ne´ralise´e et comme moment conjugue´ pq qui s’obtient par la
relation suivante :
pq = −∂H
∂ρq
. (2.14)
Proce´dant maintenant a` la quantification canonique de ce syste`me Hamiltonien. D’abord
il faut quantifier la coordonne´e et le moment conjugue´
qq = ρq , pq =
ih
νq
ρ−q . (2.15)
Ces deux grandeurs nous permettent d’e´crire les e´quations de Hamilton :
q˙q =
∂H
∂pq
, p˙q = −∂H
∂qq
. (2.16)
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La proce´dure de quantification canonique ne´cessite la de´finition des relations de commu-
tation suivantes : [
pq, ρq′
]
= i~δq,q′ , (2.17)[
ρq, ρq′
]
=
νq
2π
δq,−q′ , (2.18)
[H, ρq] = −qvρq . (2.19)
Nous introduisons un champ bosonique ϕ :
ϕ(x) =
√
π√
L
∑
q>0
e−aq/2
q
i
[
e−iqxρq − eiqxρ−q
]
, (2.20)
ou` le a est le “cut-off” de distance impe´ratif dans une the´orie de liquide de Luttin-
ger. Les champs bosoniques ainsi de´finis doivent satisfaire a` la relation de commutation
[φ(x), φ(x′)] = −iπν4 sign(x− x′). Ces champs satisfont aussi a` la relation importante :
∂xϕ(x) =
2π~√
ν
ρ , (2.21)
et donc a` la relation de commutation [φ(x), ρ(x′)] = − i√
4π
νδ (x− x′). Le but maintenant
est de construire un champ fermionique ψ en fonction du champs bosonique ϕ satisfaisant
la de´finition de la densite´ e´lectronique ρ(x) = ψ†(x)ψ(x). Nous posons alors :
ψ(x) =
1√
2πa
eikF xei
√
4π
ν
φ(x) . (2.22)
Le calcul de l’anti-commutateur {ψ(x), ψ(x′)} permet en utilisant l’identite´ de Becker-
Campbell-Hausdroff, eAeB = eBeAe[A,B], d’aboutir au re´sultat suivant :
ψ(x)ψ(x′) = e±i
π
ν ψ(x′)ψ(x) . (2.23)
Cette relation impose a` 1/ν d’eˆtre un entier impair, ce qui co¨ıncide avec la condition sur
un fluide de Hall incompressible simple de type Laughlin.
Pour un tel type de fluide de Hall, la fonction de Green bosonique est donne´e alors
par la relation suivante [114, 102, 103] :
〈ϕ(x, t)ϕ(0, 0)〉 = −ν ln(x− vt) + cste . (2.24)
La fonction de Green fermionique en fonction du nombre d’onde k et de l’e´nergie ω est
donne´e par la relation suivante :
G(k, ω) ∝ (vk + ω)
m−1
vk − ω . (2.25)
Nous pouvons alors e´crire la densite´ d’e´tats
D(ω) ∝ |ω|m−1 , (2.26)
qui s’exprime comme une loi de puissance avec un exposant universelm−1. En particulier,
pour le fluide de Hall le plus robuste, ν = 1/3, l’exposant m est e´gale a` 3.
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2.2.2 The´orie des champs effective pour un liquide de Luttinger chiral
incompressible complexe
Toute l’approche faite ci-dessus peut eˆtre ge´ne´ralise´e pour les fluides de Hall incom-
pressibles complexes. On distingue deux cas : le premier cas correspond aux fluides a`
se´quences hie´rarchiques simples, tels que le fluide a` spin polarise´ de facteur de remplissage
ν = 2/5 et ν = 2/3. Ces types de fluides de Hall contiennent deux modes dans l’e´tat de
bord. Dans le cas ou` ν = 2/5, l’e´tat de bord est compose´ d’un mode externe ν1 = 1/3 de
charge e/3 et d’un mode interne de condensat de quasi-particules de facteur de remplissage
ν2 = 1/15 et de charge e/5. Les deux modes se propagent dans le meˆme direction. Dans
le cas ν = 2/3, le mode externe est entier ν1 = 1 et le mode interne repre´sente un conden-
sat de quasi-trous de facteur de remplissage νh = 1/3 et de charge |e|/3. Ce condensat
de quasi-trous correspond a` un condensat de quasi-particules de facteur de remplissage
ν2 = −1/3 et de charge e/3. Dans ce cas, le mode interne et le mode externe se propagent
dans deux directions diffe´rentes [115, 106, 102, 103].
L’Hamiltonien des e´tats de bord s’e´crit cette fois sous la forme suivante :
H = 2π~
∑
I
vI
νI
∑
q>0
ρI,qρI,−q , (2.27)
ou` l’indice I = 1, 2 fait re´fe´rence au premier ou au deuxie`me mode de l’e´tat de bord, qui
sont les modes externe et interne avec
∑
I νI = ν. Les densite´s obe´issent a` la relation de
commutation [ρI,q, ρJ,q′ ] = (νI/2π)qδI,Jδq,q′ . D’une manie`re similaire au cas d’un fluide de
Hall de type Laughlin, on peut e´crire l’ope´rateur fermionique
ΨI(x) ∝ ei
1
νI
ϕI(x) , (2.28)
ou` le champ bosonique ϕI satisfait a` la relation caracte´risant un liquide de Luttinger
ρI(x) = (1/2π)∂xϕI(x). Cette description n’est pas comple`te. En effet, le fait que les deux
modes soient charge´s implique l’existence d’une interaction coulombienne entre eux. La
mise en e´vidence de cette interaction se fait en introduisant deux matrices : une matrice
diagonale U et une matrice anti-diagonale V . Ceci nous permet de renormaliser la densite´
ρ˜I =
1√|νI |ρI . (2.29)
La relation de commutation pour ces ope´rateurs devient [ρ˜I,q, ρ˜J,q′ ] = (sgn(νI)/2π)qδI,Jδq,q′ .
Ainsi nous pouvons re´crire l’Hamiltonien sous la forme suivante :
H = 2π~
(∑
I
uII
∑
q>0
˜ρI,q ˜ρI,−q +
∑
I 6=J
vIJ
∑
q>0
˜ρI,q ˜ρJ,−q
)
, (2.30)
avec les nouvelles matrices u et v d’e´le´ments uII = UII |νI | et vIJ = VIJ
√|νIνJ | res-
pectivement. Afin de mieux percevoir l’interaction entre les modes et les e´changes de
quasi-particules, il faut diagonaliser l’Hamiltonien en introduisant des transformations sur
la densite´ ρ˜, tout en conservant ses proprie´te´s qui permettent d’e´crire la fonction d’onde
fermionique. Les transformations sont les suivantes :
ˆρ1,q = cos(
√
ηθ)ρ˜1,q +
1√
η
sin(
√
ηθ)ρ˜2,q , (2.31)
ˆρ2,q = −√η sin(√ηθ)ρ˜1,q + cos(√ηθ)ρ˜2,q , (2.32)
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avec η = sgn(ν1ν2) et tan(2
√
ηθ) = 2
√|η|v12/(u11−ηu22). Ces nouvelles densite´s obe´issent
a` la meˆme relation de commutation
[ρˆI,q, ρˆJ,q′ ] =
sgn(νI)
2π
qδI,Jδq,q′ . (2.33)
L’Hamiltonien dans ce cas prend la forme suivante :
H = 2π~
∑
I
sgn(νI)VI
∑
q>0
ρˆI,qρˆI,−q . (2.34)
Le transfert de quasi-particules entre les modes interne et externe peut eˆtre main-
tenant exprime´ par un ope´rateur qui met en jeu les champs fermioniques donne´s par la
relation (2.28). Si on conside`re par exemple un e´tat de bord a` deux modes, le transfert de
quasi-particules du mode interne vers le mode externe est donne´ par l’ope´rateur suivant :
Tν1 = [Ψ1Ψ
†
2]
ν1 . (2.35)
Inte´ressons nous maintenant aux fluides de Hall incompressibles complexes multi-
modes. L’e´tude de ce cas base´e sur une extension des ope´rateurs bosoniques ϕ de´finis dans
le cas bi-modes a` des ope´rateur bosoniques chiraux ge´ne´ralise´s, a e´te´ introduite par Wen
[102]. L’action pour les e´tats de bord dans ce cas est de´rive´e dans le cadre du formalisme
de la matrice K [103, 104]
S = − ~
2π
∫
dtdxdy
(1
2
KIJaIµ∂νaJλǫ
ννλ + etIAµ∂νaIλǫ
µνλ) , (2.36)
ou` aIµ est un champ de gauge, Aµ est un potentiel externe, tI est le vecteur de charge
a` n composantes et K est une matrice n × n a` e´le´ments entiers. La matrice K contient
les informations sur la topologie du syste`me de n modes correspondants aux n types de
quasi-particules. Le facteur de remplissage dans ce cas s’e´crit sous la forme suivante :
ν = tJI [K
−1]IJ tJ . (2.37)
Dans le cas ou` les excitations obe´issent a` une statistique abe´lienne, les e´le´ments du vecteur
de charge seront e´gaux a` l’unite´ et le facteur de remplissage prend la forme suivante :
ν =
∑
IJ
[K−1]IJ . (2.38)
Dans le cas particulier des se´ries de Jain, le facteur de remplissage ν = n/(np + 1)
peut eˆtre repre´sente´ sous forme de fraction continue a` n− 1 niveaux [116]. Un e´le´ment de
matrice K est alors donne´ par la relation suivante :
KIJ = δIJ + p . (2.39)
Notons que n ici repre´sente le nombre de mode. Si nous prenons l’exemple de ν = 2/5,
nous avons deux modes et la matrice K alors est 2× 2 et elle vaut :
K =
[
3 2
2 3
]
. (2.40)
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Les signes des valeurs propres de la matrice K nous informe sur les directions de propa-
gation relatives des excitations dans chaque mode.
Le Hamiltonien d’un tel syste`me de´crit la dynamique a` basse e´nergie des n modes
composant l’e´tat de bord, il est donne´e par l’expression suivante :
H =
~
4π
∫
dxWIJ∂xϕI∂xϕJ , (2.41)
ou` WIJ = UIIδIJ + VIJ est un e´le´ment de la matrice W syme´trique et a` valeurs propres
positives. Le champ bosonique ϕI est lie´ a` la densite´ par la relation suivante :
ρI =
1
2π
∂xϕI , (2.42)
cette densite´ satisfait a` la relation de commutation de type Kac-Moody [ρI,q, ρJ,q′ ] =
[K−1]IJ q2π δq,q′ . L’ope´rateur fermionique dans ce cas s’e´crit sous la forme suivante :
ΨI ∝ eiϕI lI , (2.43)
ou` lI est une composante du vecteur l, qui est un vecteur a` n composantes entie`res et
arbitraires. Notons enfin qu’une diagonalisation de ce syste`me est possible en introduisant
une transformation aux matrices K et W .
2.2.3 Caracte´ristique courant-tension et transmission e´lectronique entre
deux e´tats de bord dans le re´gime de l’effet Hall quantique frac-
tionnaire
Dans cette partie nous allons nous inte´resser aux travaux the´oriques qui concern-
ent la transmission e´lectronique entre deux e´tats de bord d’un fluide de Hall quantique.
Ces travaux sont lie´s aux expe´riences de mesure de courant tunnel ou de conductance
diffe´rentielle dans un fluide de Hall, sur lequel on applique une tension V au niveau des
points de contact place´s syme´triquement de part et d’autre d’une barrie`re tunnel. Cette
barrie`re peut eˆtre re´alise´e en appliquant une constriction pour rapprocher deux e´tats de
bord. D’un point de vue the´orique, on peut sche´matiser cette barrie`re par une impurete´
localise´e. Afin de simplifier les choses, cette impurete´ est place´e en x = 0 et conside´re´e
ponctuelle. En ge´ne´ral, une barrie`re tunnel posse`de une largeur donne´e, cette largeur est
prise en compte dans l’amplitude tunnel. L’objectif est donc de calculer le courant ainsi
que la conductance diffe´rentielle dans le re´gime de l’effet Hall quantique fractionnaire. La
densite´ d’e´tats donne´e dans l’e´quation (2.26) impose que la loi re´gissant la caracte´ristique
courant-tension doit eˆtre une loi de puissance. L’exposant de cette loi doit eˆtre le meˆme
que celui de la densite´ d’e´tats. Dans ce qui suit nous allons exposer un certain nombre de
re´sultats the´oriques obtenus pour les diffe´rents types de fluides de Hall quantiques.
Transmission e´lectronique entre deux e´tats de bord a` un mode
Dans le cas le plus simple, c’est-a`-dire un fluide de Hall quantique de type Laughlin
pour un facteur de remplissage ν = 1/m ou` m est un entier impair, l’exposant de la loi de
puissance que l’on note α est donne´ par la re´sistance de Hall :
α =
ρxy
(h/e2)
. (2.44)
L’exposant dans un tel syste`me est exactement α = m et il est universel. La pre´diction
the´orique a e´te´ faite dans le cas ou` ν = 1/3 et donc α = 3 dans le cas ou` les interactions
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e´lectron-e´lectron ne sont pas prises en compte [104]. Conside´rons donc un syste`me de type
Laughlin avec un Hamiltonien tunnel qui traduit la transmission e´lectronique entre deux
e´tats de bord donne´ par la relation suivante :
Htun = Γψ
†
2(0)ψ1(0) +H.c , (2.45)
ou` Γ est l’amplitude tunnel. L’expression de la re´ponse a` une tension applique´e V en terme
de courant tunnel est donne´e par Nozie`res a` tempe´rature nulle dans le cadre d’une the´orie
perturbative [42] :
Itun(t) = eΓ
2
∫ +∞
−∞
dt′Θ(t)
(
ei
∫ t′
t
eV (t′′)dt′′〈[A(t), A†(0)]〉
−e−i
∫ t′
t
eV (t′′)dt′′〈[A(t)A†(t), A(0)]〉) , (2.46)
avec A(t) = c1(0, t)c
†
2(0, t) ou` c1 et c2 sont les ope´rateurs d’e´lectrons sur les bords 1 et 2
respectivement. Le calcul donne le re´sultat suivant :
Itun(V ) ∝ −2eΓ2V α . (2.47)
A tempe´rature finie on distingue deux re´gimes. Le premier re´gime correspond a` la limite
eV ≪ kBT . Dans ce re´gime le courant est line´aire en V et posse`de une loi de puissance en
T :
Itun ∝ (eV )Tα−1 . (2.48)
Le second re´gime correspond a` la limite eV ≫ kBT . Dans ce cas le courant exhibe une loi
de puissance en V aussi :
Itun ∝ Tα−1(eV )α . (2.49)
La conductance diffe´rentielle est de´finie comme la de´rive´e du courant par rapport a` la
tension Gdiff = dItun/dV , elle vaut dans la limite eV ≪ kBT :
Gdiff ∝ Tα−1 , (2.50)
et dans la limite eV ≫ kBT elle vaut :
Gdiff ∝ eαTα−2(eV )α−1 . (2.51)
Une expression alternative a e´te´ propose´e par Kane et Fisher faisant intervenir la variable
sans dimensions x = eV/kBT [117, 118]. L’e´tude est base´e sur une analyse par le groupe
de renormalisation pour la re´trodiffusion par une impurete´ des e´lectrons issus des deux
branches droite et gauche d’un liquide de Luttinger. La variable x permet de retrouver les
limites cite´es ci-dessus. En effet, pour x ≪ 1 le courant est line´aire en V et pour x ≫ 1
le courant est en loi de puissance en V et on retrouve donc le meˆme comportement que
celui des e´quations (2.48) et (2.49) respectivement. La valeur x = 1 repre´sente la frontie`re
entre les deux limites. Le courant est alors donne´e par la relation suivante :
I ∝
[
Γ
(α+ 1
2
)]2
x+ xα , (2.52)
ou` Γ est la fonction gamma d’Euler.
Dans les travaux de Fendley, Ludwig et Saleur, une e´tude comple`te a e´te´ re´alise´e
dans le cas de diffusion par une impurete´ entre deux e´tats de bord a` un mode pour un
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facteur de remplissage 1/4 < ν < 1 [119, 120]. De plus, ils ont montre´ l’existence d’une
dualite´ entre le re´gime de faible transmission et le re´gime de forte transmission. Cette
dualite´ correspond a` la diffusion d’e´lectrons dans la limite faible et la transmission de
quasi-particules dans la limite forte. Un tel proble`me est e´quivalent a` un mode`le du type
Sine-Gordon [121] qui est lie´ en fait a` un proble`me de Kondo qui est soluble par Bethe
ansatz. Par conse´quent, la conductance diffe´rentielle varie exclusivement en fonction des
deux variables sans dimension eV/kBT et TK/T , ou` TK est la tempe´rature Kondo. Dans
la limite eV, kBT ≪ TK l’expression du courant est donne´e par la relation suivante :
Itun = ν
e2
h
TK
2
[
Γ(α+12 )
]2
(
2πT
TK
)α([
Γ
(α+ 1
2
)]2
x+ xα
)
. (2.53)
Dans le cas particulier ou` ν = 1/2, la solution du proble`me est exacte et le courant est
donne´ par la relation suivante [120] :
Itun =
∫ +∞
−∞
dω
2π
ω2
ω2 + (TK/2)2
[f(ω − ω0)− f(ω)] , (2.54)
ou` ω0 = eV/2 et f est la fonction de distribution de Fermi-Dirac. Le courant dans cette
expression s’exprime comme l’inte´grale d’un coefficient de transmission de´pendant de
l’e´nergie. Dans la re´fe´rence [122] on retrouve une expression similaire pour un cas ou` on
e´tudie un conducteur a` un canal en se´rie avec un quantum de re´sistance. A tempe´rature
nulle, le courant vaut [120, 123] :
Itun =
e2V
2h
− eTK
h
arctan
( eV
2TK
)
. (2.55)
Dans d’autres travaux les auteurs se sont inte´resse´s a` l’e´tude de la diffusion entre un
me´tal et un e´tat de bord d’un fluide quantique [124, 125], et aussi a` l’e´tude de diffusions
multiples par des impurete´s entre deux e´tats de bord a` un mode.
Cas des se´ries de Jain
Pour n modes de ce fluide de Hall quantique incompressible, il y a un mode qui
correspond a` un mode de charge et n − 1 modes neutres. Le facteur de remplissage ν =
n/(np+1) ou` p est un entier pair. Pour p > 0, tous les modes se propagent dans la meˆme
direction. La conductance est donne´e dans ce cas par l’expression suivante [106] :
G(T ) ∝ Tα , (2.56)
avec l’exposant α = 2p. Dans le cas ou` p < 0, les n − 1 modes neutres se propagent dans
une direction oppose´e a` la direction du mode de charge. Les n − 1 modes obe´issent a` la
syme´trie SU(n), l’existence de la diffusion par une impurete´ brise cette syme´trie. Afin de
restituer cette syme´trie et ainsi e´quilibrer les n modes, Kane et Fisher [106] ont pris en
conside´ration le de´sordre re´siduel. En effet, ils rajoutent un terme supple´mentaire dans
l’action et se´parent les termes d’interaction contenus dans la matrice W en deux matrices,
l’une ne contient que les contributions diagonales et l’autre ne contient que les contri-
butions non-diagonales. L’introduction du de´sordre re´siduel permet ainsi de re´cuperer la
syme´trie des n modes U(1) × SU(n) et de garder le mode de charge et les modes neutres
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de´couple´s. Le de´sordre conduit aussi a` une relation de la conductance pour p < 0 avec un
exposant universel :
G(T ) ∝ T 2|p|− 4n , (2.57)
l’exposant est alors α = 2|p| − 4n [106].
Cas d’un fluide de Hall compressible
L’e´tude the´orique des fluides de Hall compressibles est base´e sur le mode`le des fer-
mions composites [26, 110]. Dans l’hypothe`se de l’interaction e´lectron-e´lectron a` courte
porte´e U(r) = Uδ(r), l’interaction des fermions composites est donne´e par la relation
suivante :
Ucf (r) =
(
U +
1
κ0
δ(r)
)
, (2.58)
ou` κ0 = 2πm
∗/~2 est la compressibilite´ des fermions composites libres avec m∗ la masse
effective. L’action dans ce mode`le est de´finie sur la base de l’action effective des fermions
composites. La diffusion par l’impurete´ s’appuie sur la fonction de Green a` temps imagi-
naire des fermions composites e´crite sous sa forme semi-classique [26] :
Gcf (τ, aµ) = e
iφ[aµ]G0(τ) , (2.59)
ou` la phase φ vaut :
φ[aµ] =
∫
aµ(r, t)jcfµ (r, t)d
2rdt , (2.60)
avec aµ un champ de gauge de faibles fluctuations et j
cf
µ est le courant de´crivant la diffusion
de la densite´ des fermions composites libres. La fonction G0(τ) dans l’e´quation (2.59) est
la fonction de Green des fermions composites en absence de fluctuations du champ de
gauge. En assumant que les fermions composites sont des quasi-particules bien de´finies
G0(τ) ∼ τ−1, ce qui conduit a` une fonction de Green des fermions composites Gcf (τ) ∼ τα.
La fonction de Green des fermions composites est importante dans la de´finition du courant.
Celui-ci est donne´ par l’expression suivante [30] :
I(V ) ∼ Im
[ ∫ ∞
0
Gcf (τ)
eieV τ
τ
dτ
]
. (2.61)
Dans la limite eV ≫ kBT , nous retrouvons la loi de puissance I(V ) ∝ V α. Dans la limite
oppose´e, eV ≪ kBT , le courant devient line´aire en fonction de la tension I(V ) ∝ V Tα−1.
Ces re´sultats ont une forme semblables a` ceux d’un fluide du type Laughlin. La diffe´rence
est dans l’exposant. En effet, dans le cas d’un fluide de Hall compressible l’exposant α
vaut [26] :
α = 1 +
2e2
πh
[θHρxy − θ(0)H ρ(0)xy ] +
e2ρxx
πh
ln
(
κ0σxx
κσ
(0)
xx
)
, (2.62)
avec θH = tan
−1(ρxy/ρxx) qui est l’angle de Hall, θ
(0)
H est l’angle de Hall pour des fer-
mions composites libres, σxx est la conductivite´ dissipative et κ est la compressibilite´ des
fermions composites. La re´sistivite´ de Hall des fermions composites est donne´e par la
relation suivante :
ρxy =
ph
e2
+ ρ(0)xy , (2.63)
avec ρ
(0)
xy = h/ne2, nous avons aussi ρxx = ρ
(0)
xx . Le parame`tre p ici repre´sente le nombre de
quanta de flux acquis par les fermions composites, il correspond a` p = 2 pour 1/3 < ν < 1
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et a` p = 4 pour 1/5 < ν < 1/3. Dans la figure 2.4, l’exposant α est trace´ en fonction de la
re´sistivite´ de Hall ρxy pour les deux valeurs que peut prendre p, on remarque que si ρxx = 0
alors α est universel. Dans le cas ou` ρxx est non nulle, l’exposant peut eˆtre supe´rieur ou
infe´rieur a` la valeur universelle. Si on prend θH = θ
(0)
H = π/2, ρxy = (p + 1/n)h/e
2 et
ρxx = ρ
(0)
xx = 0 on retrouve une valeur de l’exposant pre´dite dans le cadre d’un fluide de
Hall incompressible avec un facteur de remplissage correspondant a` des se´ries de Jain avec
α = 1 + |p + 1/n| − 1/|n|, ce qui est en accord avec l’exposant calcule´ dans la re´fe´rence
[106].
Figure 2.4 – L’exposant α en fonction de la re´sistivite´ de Hall pour diffe´rentes valeurs de la re´sistivite´
dissipative ρxx et du parame`tre d’interaction κ0U . Le nombre de quanta de flux prend ses deux valeurs 2
et 4. De Shytov et coll.[26].
2.3 Refermionisation
La proce´dure de refermionisation est une me´thode d’analyse des champs bosonise´s
issus du Hamiltonien d’un liquide de Luttinger. Cette me´thode consiste a` introduire de nou-
veaux champs fermioniques qui s’e´crivent en fonction des champs bosoniques. La construc-
tion est purement mathe´matique, et elle n’est applicable que si le parame`tre d’interaction
K e´gal a` 1/2. En effet, c’est la seule valeur qui permet d’e´crire la transformation des
champs bosoniques initiaux en nouveaux champs bosoniques chiraux. Ces champs boso-
niques re´sultants permettent de de´finir les nouveaux fermions qui posse`dent un coefficient
de transmission qui de´pend de l’e´nergie, et permettent de re´soudre un certain nombre de
proble`me d’une manie`re exacte. Dans le chapitre 3 et le chapitre 4, nous exploiterons cette
me´thode afin de calculer les diffe´rentes grandeurs lie´es au transport dans un liquide de
Luttinger, telles que le courant, le bruit et l’admittance. Dans ce paragraphe, nous allons
exposer la proce´dure de refermionisation suivant deux me´thodes. La premie`re consiste a`
re´soudre les e´quations du mouvement pour les nouveaux fermions, et la seconde consiste
a` diagonaliser l’Hamiltonien des nouveaux fermions en introduisant les fermions de Majo-
rana [126].
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Afin de mieux illustrer la proce´dure de refermionisation, nous allons conside´rer un syste`me
unidimensionnel avec une impurete´ localise´e de´crit par un liquide de Luttinger.
2.3.1 Refermionisation par re´solution des e´quations du mouvement
L’approche par la re´solution des e´quations du mouvement a e´te´ utilise´e dans la
re´fe´rence [19] pour calculer les corre´lations de courant dans les e´tats de bord dans le
re´gime de l’effet Hall quantique fractionnaire. Elle a e´te´ utilise´e e´galement dans la re´fe´rence
[127] pour calculer le courant dans un fil quantique de longueur finie L connecte´ a` deux
re´servoirs. D’autres auteurs tels que Kane et Fisher [128] ont expose´ cette me´thode. Il faut
signaler que les notations et les conventions changent parfois d’un auteur a` un autre.
Dans cette me´thode, on s’appuie sur une expression bosonise´e du Hamiltonien d’un li-
quide de Luttinger en pre´sence d’une impurete´. Cette pre´sence est traduite par un terme
de re´trodiffusion dans l’Hamiltonien. Pour alle´ger les notations, nous n’allons conside´rer
que le secteur de charge. Ainsi, l’Hamiltonien du syste`me s’e´crit :
H = H0L +H
0
R + ΓBF
†
LFRe
−iω0tei
√
K[ϕR(0,t)+ϕL(0,t)] + h.c. , (2.64)
ou` ΓB est l’amplitude de re´trodiffusion due a` l’impurete´ situe´e en x = 0, et ω0 = eV/~.
Les Hamiltoniens H0L et H
0
R correspondent aux Hamiltoniens de liquide de Luttinger en
interaction pour les champs se de´plac¸ant vers la gauche et vers la droite du fil quantique
respectivement. Introduisons maintenant les nouveaux champs chiraux φp=±, qui sont
de´finis comme :
φ±(x, t) =
1√
2
[ϕR(x, t)∓ ϕL(x, t)] . (2.65)
Ces champs obe´issent a` la relation de commutation suivante :
[φp(x), φp′(x
′)] = −iπδp,p′sgn(x− x′) . (2.66)
Nous pouvons aussi de´finir la densite´ e´lectronique en fonction de ces nouveaux champs
ρ±(x) =
1
2π
∂xφ±(x) . (2.67)
La transformation (2.65) est a` la base de la proce´dure de refermionisation. En effet, pour
un parame`tre d’interaction K = 1/2 nous pouvons remplacer directement cette trans-
formation dans l’expression du Hamiltonien donne´ par l’e´quation (2.64). En fonction des
nouveaux champs bosoniques, l’Hamiltonien prend la forme suivante :
H = H0+ +H
0
− + ΓBF+e
−iω0teiφ+(0,t) + h.c. , (2.68)
ou` les Hamiltoniens H0+ et H
0− sont des Hamiltoniens de liquide de Luttinger s’exprimant
en fonction des nouveaux champs φ±, F+ est un facteur de Klein. La remarque la plus
importante ici est la fait que l’Hamiltonien se de´compose en deux parties comple`tement
inde´pendantes. La premie`re partie est H0− qui est sans re´trodiffusion, et la seconde partie
H+ qui s’exprime en fonction du champ φ+ qui subit la re´trodiffusion. Nous pouvons
maintenant de´finir les nouveaux champs fermioniques :
ψ+(x) =
F+√
2πa
eiφ+(x) . (2.69)
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La pre´sence du facteur de Klein F+ justifie le caracte`re fermionique de la fonction ψ+. En
re´alite´, d’apre`s la re´fe´rence [129] F+ = C +C
† ou` l’ope´rateur C est un fermion auxiliaire.
Ces fermions ve´rifient la relation d’anticommutation {C,C†} = 1. Une telle expression peut
eˆtre construite en manipulant les modes ze´ro des champs bosoniques φ± [130], et on peut
alors identifier le facteur de Klein F+ a` l’ope´rateur de comptage fermionique utilise´ pour
basculer des conditions aux limites pe´riodiques aux conditions aux limites anti-pe´riodiques
dans les the´ories des champs conformes. Ces nouveaux champs fermionique obe´issent aux
relations d’anti-commutation suivantes :
{ψ+(x), ψ†+(x′)} = δ(x− x′) , (2.70)
{ψ+(x), F+} = 0 . (2.71)
Une fois la fonction d’onde de´finie, on e´crit la partie H+ du Hamiltonien en fonction
de ψ+ :
H+ =
∫
dxψ†+(x)
(
− i∂x−ω0
)
ψ+(x)+
∫
dx
√
2πδ(x)[ΓBψ+(x)F++Γ
∗
BF+ψ
†
+(x)] . (2.72)
Les e´quations du mouvement peuvent eˆtre obtenues en calculant les diffe´rents commuta-
teurs entre les ope´rateurs ψ+, ψ
†
+ et F+ et l’Hamiltonien H+ [19]. L’e´quation du mouve-
ment a` re´soudre est de´finie pour toutes positions x 6= 0 pour un champ ψ+ en mouvement
d’e´nergie de´cale´e par ω0 :
(i∂t + i∂x + ω0)ψ+ = 0 . (2.73)
En x = 0 la pre´sence de l’impurete´ impose une discontinuite´. Du fait des conditions aux
limites nous de´finissons le champ fermionique ψ+(0) = (1/2)[ψ+(0
+)+ψ+(0
−)]. La solution
de l’e´quation (2.73) est donne´e par :
ψ+(x, t) =
∫
dω
2π
Aωe
i(ω+ω0)x/ve−iωt , pour x < 0 , (2.74)
ψ+(x, t) =
∫
dω
2π
Bωe
i(ω+ω0)x/ve−iωt , pour x > 0 , (2.75)
avec Aω (et A
†
ω) l’ope´rateur d’annihilation et (de cre´ation) pour les nouveaux fermions
dans la re´gion des x < 0 obe´issant a` la relation d’anti-commutation {Aω1 , A†ω2} = δω1,ω2.
L’ope´rateur Bω (et B
†
ω) correspond a` l’ope´rateur d’annihilation (et de cre´ation) des nou-
veaux fermions dans la re´gion des x > 0. L’ope´rateur Bω s’e´crit en fonction des ope´rateurs
Aω et A
†
ω :
Bω =
1
2
[
t(ω)Aω + r(ω)A
†
−ω
]
, (2.76)
avec l’amplitude de transmission :
t(ω) =
iω
iω − 4π |ΓB |2
, (2.77)
et l’amplitude de re´flexion :
r(ω) =
4π |ΓB |2
iω − 4π |ΓB |2
. (2.78)
Cette e´criture traduit le fait qu’un nouveau fermion qui atteint la position x = 0 subit
une re´trodiffusion qui le divise en une particule d’e´nergie ω et un trou d’e´nergie −ω [19].
Avec de telles de´finitions, nous pouvons conclure que les nouveaux fermions posse`dent un
coefficient de transmission T (ω) = t(ω)t∗(ω) qui de´pend de l’e´nergie.
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2.3.2 Refermionisation par diagonalisation du Hamiltonien
L’objectif de cette me´thode est d’e´crire l’Hamiltonien refermionise´ en terme quadra-
tique, en diagonalisant les nouveaux fermions sur une base de fermions de type Majorana.
Dans la re´fe´rence [20], cette me´thode a e´te´ expose´e puis utilise´e pour calculer la densite´
d’e´tats d’un fil quantique avec une impurete´. Dans un autre travail Furusaki [131] a utilise´
cette me´thode pour calculer la densite´ d’e´tats dans un liquide de Tomonaga-Luttinger.
Egger et Gogolin ont aussi utilise´ cette approche dans la re´fe´rence [132] afin de de´crire les
proprie´te´s de transport dans un nanotube de carbone.
Le point de de´part est l’expression du Hamiltonien H = H+ +H−, les deux parties
de cet Hamiltonien sont comple`tement de´couple´es. Rappelons que H− ≈ H0− (le symbole
≈ traduit le fait que l’on a ne´glige´ la partie diffusion HF dans l’Hamiltonien) est une
fonction des champs φ−, les champs qui ne subissent pas de re´trodiffusion. La diagonali-
sation de cette partie de l’Hamiltonien se fait en introduisant la transformation unitaire
U− = eic−Φ− avec c− = (ΓF /2π)(2K)1/2 ou` ΓF traduit la diffusion. Nous obtenons alors
l’Hamiltonien H ′− = U−H−U
−1
− :
H− ≈ v
∫
dx(∂xφ−(x))2 . (2.79)
Il n’est pas ne´cessaire ici d’introduire de nouveaux fermions, car ils ne subissent pas de
re´trodiffusion. Par conse´quent, aucun changement ne s’ope`re sur eux.
La seconde partie du Hamiltonien est la partie re´trodiffuse´e H+ = H
0
++HB contenant
un terme du type liquide de Luttigner et un terme de re´trodiffusion. La diagonalisation
de cette partie se fait en trois e´tapes :
1) La premie`re e´tape consiste a` re´crire l’Hamiltonien en fonction des ope´rateurs de
cre´ation et d’annihilation des nouveaux fermions. Pour un fil de longueur L nous intro-
duisons l’ope´rateur suivant :
ck =
∫ L/2
−L/2
dx
(2πL)1/2
eikxψ+(x) , (2.80)
ou` ψ+(x) est donne´e par l’e´quation (2.69). Il est possible de re´crire maintenant l’Hamil-
tonien en fonction de ces nouveaux ope´rateurs :
H+ =
∑
k
[
εkc
†
kck +
√
∆LΓB
∑
k
(
c†ke
iθB + cek
−iθB)] , (2.81)
ou` ∆L = 2πv/L et θB est une phase.
2) La deuxie`me e´tape est d’absorber cette phase afin d’obtenir un Hamiltonien qua-
dratique. Cela se fait en introduisant la transformation unitaire H ′+ = U+H+U
−1
+ avec
U+ = e
iπ
2
Nˆ2−θBNˆ ou` Nˆ repre´sente l’ope´rateur de nombre de particules. L’application de
cette transformation sur un facteur de Klein multiplie´ par une phase donne naissance a`
un fermion de type Majorana d’apre`s la relation suivante :
U+
(
F †+e
iθB
)
U−1+ = F
†
+(i
√
2αd) . (2.82)
Le fermion de Majorana αd posse`de les proprie´te´s d’un fermion de Dirac en matie`re de
relation d’anticommutation. L’application de cette transformation sur l’Hamiltonien H+
nous donne alors le re´sultat suivant :
H ′+ =
∑
k
[
εkc
†
kck +
√
∆LΓB(c
†
k + ck)(i
√
2αd)
]
. (2.83)
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3) La troisie`me et dernie`re e´tape consiste a` e´crire l’Hamiltonien exclusivement en
fonction de fermions de Majorana sous forme quadratique. Donc pour un fil de longueur
L, il faut re´crire l’ope´rateur ck en fonction de fermions de Majorana d’apre`s la relation :
ck(t) =
1√
2
(αk(t) + iβk(t)) , (2.84)
ou` les ope´rateurs αk et βk sont deux fermions de Majorana. Graˆce a` cette e´criture l’Ha-
miltonien se met sous la forme :
H ′+ =
∑
ε>0
ε(α†kαk − 1/2) +
∑
k>0
εk(β
†
kβk + 1/2) . (2.85)
Cette me´thode permet de calculer la densite´ d’e´tats dans une limite asymptotique.
2.4 Expe´riences importantes sur les liquides de Luttinger
chiraux
Dans cette section nous allons pre´senter quelques expe´riences importantes qui traitent
de la manifestation des caracte´ristiques d’un liquide de Luttinger chiral dans les proprie´te´s
de bord d’un fluide de Hall quantique fractionnaire. Trois approches ont e´te´ entreprises par
diffe´rents auteurs : la premie`re approche est lie´e a` la mesure du courant tunnel lors de la
diffusion e´lectronique d’un e´tat de bord a` un autre a` travers une impurete´. Ces expe´riences
permettent de de´duire par la mesure la valeur de l’exposant α. La deuxie`me approche est
l’e´tude du transport a` travers des “anti-dots”, ceux-ci sont encercle´s par des e´tats de bord
qui servent a` cre´er une re´trodiffusion. Le but de ces expe´riences e´tait de de´terminer la
charge fractionnaire en analysant l’effet Aharonov-Bohm. La troisie`me approche consiste
a` mesurer directement le bruit de grenaille dans le re´gime tunnel des quasi-particules entre
deux modes d’e´tats de bord se propageant dans des directions oppose´es, rapproche´s par
une constriction.
Une des proprie´te´s importantes d’un liquide de Luttinger, est le comportement a`
basses e´nergies lorsque l’on rajoute ou enle`ve un e´lectron au voisinage de l’e´nergie de Fermi.
En effet, la catastrophe d’orthogonalite´ entre l’e´tat fondamental deN e´lectrons et le nouvel
e´tat des N ±1 e´lectrons impose une annulation du courant tunnel par une loi de puissance
quand l’e´nergie est proche de l’e´nergie de Fermi E−EF −→ 0. Des expe´riences de diffusion
e´lectronique par une impurete´ sont alors ade´quates. Afin de re´aliser ce type d’expe´riences
dans lesquelles l’objectif est de mesurer le courant tunnel, un certain nombre de conditions
doivent eˆtre satisfaites [133] : (i) la non-line´arite´ observe´e dans la caracte´ristique courant-
tension doit provenir de la densite´ d’e´tat et non pas de l’e´nergie re´siduelle qui provient
des e´le´ments de la matrice de diffusion a` travers la barrie`re tunnel. (ii) La mesure doit
eˆtre pre´cise afin de distinguer le comportement du courant en loi de puissance d’autres
comportements. (iii) Afin d’e´tablir un bon comportement non-line´aire avec un bon rang
dynamique il serait de´sirable d’avoir un exposant α ∼ 1.5 − 4.
Au milieu des anne´es 1990, des expe´riences de diffusion e´lectronique entre des e´tats
de bord dans le re´gime de l’effet Hall quantique fractionnaire ont e´te´ re´alise´es. Des auteurs
comme Milliken et coll. [134] ont e´tudie´ la diffusion entre deux fluides de Hall quan-
tique de type Laughlin avec ν = 1/3 a` travers une barrie`re de potentiel cre´e par une grille
e´lectrostatique. Une loi de puissance a e´te´ trouve´e dans la conductance ainsi qu’une anoma-
lie dans la de´pendance en tempe´rature. Le fait de ne pas avoir un bon rang de tempe´rature,
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n’a pas permis d’avoir des mesures pre´cises. Ainsi, la distinction entre le comportement
en loi de puissance et d’autres comportements fonctionnels n’e´tait pas possible. Les ca-
racte´ristiques courant-tension ainsi obtenues n’avaient pas trop de sens. De telles difficulte´s
avaient pour origine la ge´ome´trie de l’e´chantillon. L’utilisation d’une nouvelle ge´ome´trie
re´alise´e a` l’aide de la technique CEO “Cleaved-Edge Overgrowth” [135, 138], a permis la
re´alisation d’expe´riences qui ont donne´ lieu a` des re´sultats satisfaisants. Dans les travaux
de Chang et coll. [136], plusieurs expe´riences de diffusion tunnel entre un e´chantillon de
GaAs dope´ n+ et un e´tat de bord de plusieurs types de fluides de Hall fractionnaires
incompressibles ont e´te´ re´alise´es. Dans la cas ou` le fluide de Hall est le plus robuste, c’est
a` dire ν = 1/3 les re´sultats sont tre`s proches des pre´dictions the´oriques. Comme le montre
la figure 2.5, dans laquelle la caracte´ristique courant-tension est trace´e en e´chelle loga-
rithmique, pour deux e´chantillons mis dans deux champs magne´tiques diffe´rents 13, 4T et
10, 8T respectivement, on remarque l’existence de deux re´gimes : un re´gime ou` le compor-
tement du courant est line´aire en V correspondant a` des faibles valeurs de la tension en
comparaison avec la tempe´rature, et un re´gime ou` le courant exhibe une loi de puissance en
I ∝ V α correspondant a` une tension e´leve´e par rapport a` la tempe´rature. La limite entre
les deux re´gimes correspond a` 6kBT/e ∼ 12µV . La valeur de l’exposant est α = 2, 7±0.06
et α = 2, 65 ± 0.06 respectivement. Ce re´sultat est proches des pre´dictions the´oriques qui
est α = 3 obtenu dans le cadre d’un mode`le de liquide de Luttinger chiral [102, 117]. Les
re´sultats obtenus pour la conductance diffe´rentielle sont aussi satisfaisants. Pour d’autres
facteurs de remplissage, par exemple ν = 1, le courant prend une forme quasi-line´aire en
V avec un exposant α = 1, 2 et α = 1, 14 respectivement. L’e´tat de bord dans ce cas se
comporte comme un liquide de Fermi chiral, ce qui repre´sente l’un des rares exemples d’un
syste`me unidimensionnel fortement corre´le´ qui se comporte comme un liquide de Fermi et
non pas comme un liquide de Luttinger. Dans le cas d’un facteur de remplissage ν = 2/3,
la loi de puissance est non-universelle avec un exposant non-universel 1, 2 ≤ α ≤ 1, 42.
Figure 2.5 – Courant mesure´ en fonction de la tension applique´e pour un facteur de remplissage ν = 1/3
en e´chelle log − log. Les croix de´signent l’e´chantillon avec un champ magne´tique B = 13, 4T , les points
de´signent l’e´chantillon avec B = 10, 8T . Les lignes solides repre´sentent un “fit“ par la formule universelle
donne´e par l’e´quation (2.52) pour α = 2, 7 et α = 2, 65. D’apre`s Chang et coll. [136].
Concernant les fluides de Hall quantiques compressibles, nous avons vu dans la section
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2.2.3 que le mode`le des fermions composites sert a` les de´crire. Dans les travaux de Chang
et coll. [107], la caracte´ristique courant-tension pour un e´chantillon de fermions composites
au facteur de remplissage ν = 1/2 re´ve`le un comportement comparable au comportement
d’un liquide de Luttinger chiral avec un exposant α proche de 2. Dans d’autres travaux,
des auteurs tels que Chang et coll. [137] et Grayson coll. [138] se sont inte´resse´s au compor-
tement du courant pour un facteur ν quelconque englobant a` la fois les fluides quantiques
compressibles et incompressibles. Pour cela, ils ont effectue´ une caracte´risation du compor-
tement en loi de puissance pour un continuum du facteur de remplissage. Ils ont remarque´
qu’il existe un continuum dans le comportement en loi de puissance et que l’exposant est
donne´ approximativement par 1/ν en trac¸ant la courbe de variation de α en fonction de
1/ν.
Figure 2.6 – Bruit de grenaille en fonction du courant de re´trodiffusion pour un facteur de remplissage
ν = 1/3, pour deux valeurs du coefficient de transmission. Les lignes solides correspondent a` une charge
de e/3. La ligne en pointille´ correspond a` une charge e´gale a` e. D’apre`s de Picciotto et coll. [68].
Il existe d’autres manifestations des caracte´ristiques d’un liquide de Luttinger dans
les proprie´te´s des e´tats de bord dans les fluides de Hall quantiques fractionnaires. Parmi
ces proprie´te´s, la de´termination de la charge fractionnaire des quasi-particules. Dans les
travaux de Goldman et Su [95], l’introduction d’un antidot entre deux e´tats de bord se pro-
pageant dans des directions oppose´es a permis, en combinant la pe´riode Aharonov-Bohm
dans la conductance tunnel et la pe´riode de la tension de modulation, de de´terminer
la charge fractionnaire pour des facteurs de remplissage ν = 1/3, 2/5. Dans d’autres
expe´riences, De Picciotto et coll. [68] et Seminadayar coll. [67], la charge fractionnaire
a e´te´ de´termine´e directement par la mesure du bruit de grenaille. Dans la re´fe´rence [67],
un syste`me e´lectronique bidimensionnel a e´te´ utilise´ en pre´sence d’un champ magne´tique
perpendiculaire intense. La mesure du bruit de grenaille associe´e a` la diffusion pour un
facteur de remplissage ν = 1/3 permet de de´terminer directement la charge des quasi-
particules. Dans la figure 2.6 le bruit est trace´ en fonction du courant de re´trodiffusion
IB = (e
2/3h)V − I ou` I est le courant total. La relation entre le bruit et le courant de
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re´trodiffusion est donne´e par la relation suivante [67] :
SI = 2
(
e
3
IBcoth
( e∗V
2kBT
)
− 2kBT dIB
dV
)
+ 4kBT
dI
dV
. (2.86)
La deuxie`me partie du membre de droite s’identifie au bruit de Johnson-Nyquist au point
ze´ro. Dans la figure 2.6, cette expression est trace´e pour une charge e et une charge
e∗ = e/3, pour cette dernie`re valeur de la charge l’expression co¨ıncide avec les points
expe´rimentaux. Des mesures de charge fractionnaire de e/5 ont e´te´ e´tablies dans d’autres
expe´riences [139, 140].
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Conclusion
Dans ce chapitre nous avons expose´ l’effet Hall quantique fractionnaire. Ce phe´nome`ne
est caracte´rise´ par un facteur de remplissage fractionnaire. Dans notre travail nous nous
sommes inte´resse´s aux e´tats de bord, qui sont conside´re´s comme des syste`mes unidimen-
sionnels. Ces e´tats de bord sont de´crits par la the´orie des liquides de Luttinger chiraux
que nous avons expose´ dans la section 2.2. Les porteurs de charge dans les e´tats de bord
sont ainsi de´crits par des fonctions d’onde bosonise´es. Nous nous sommes pas restreints a`
la description du fluide de Hall de type Laughlin, nous avons aussi de´crit des fluides de
Hall incompressibles plus complexes.
Nous avons discute´ e´galement de la diffusion d’e´lectrons entre un e´tat de bord et un
autre en montrant l’importance de ce phe´nome`ne pour la caracte´risation de l’interaction
entre e´tats de bord. La formule du courant de re´trodiffusion diffe`re suivant le fluide du
Hall e´tudie´, ainsi que l’expression de la conductance. L’exploration des diffe´rents re´gimes
de tension et de tempe´rature permet e´galement de discuter les re´sultats obtenus.
Dans la section 2.3, nous avons expose´ la me´thode de refermionisation. Cette me´thode
que nous utiliserons dans le chapitre 3 pour calculer les fluctuations de courant et l’ad-
mittance dans le re´gime de l’effet Hall quantique fractionnaire, et que nous utiliserons afin
de calculer la bruit non syme´trise´ a` fre´quence finie et la conductance pour un conducteur
cohe´rent couple´ avec une re´sistance. Deux sche´mas e´quivalents expliquant cette me´thode
ont e´te´ e´voque´s. L’objectif e´tant de transformer les fonctions bosoniques et de de´finir des
nouveaux fermions dont le coefficient de transmission de´pend de l’e´nergie.
Dans une dernie`re section, nous avons re´sume´ quelques expe´riences re´alise´es sur des
fluide de Hall fractionnaire. Certaines avaient pour objectif d’e´tablir la caracte´ristique
courant-tension, d’autres e´taient des expe´riences de mesure de bruit. L’objectif est de
mettre en e´vidence la physique qui re´git les syste`mes dans le re´gime de l’effet Hall quan-
tique fractionnaire. Parmi les parame`tres importants caracte´risant cette physique, il y a
l’exposant universel apparaissant dans les lois de puissance de la densite´ d’e´tats. Notons
aussi la charge fractionnaire de´termine´e dans les expe´riences de mesure de bruit.
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Chapitre 3
Fluctuations de courant et
admittance dans le re´gime de
l’effet Hall quantique fractionnaire
L’admittance quantique et les corre´lations de courant sont deux grandeurs qui donnent
des informations sur le transport dans les syste`mes me´soscopiques. De nombreux e´tudes
the´oriques et expe´rimentales ont e´te´ effectue´es sur les corre´lations de courant. Ce n’est
pas le cas de l’admittance qui reste peu e´tudie´e dans les syste`mes corre´le´s. Dans ce cha-
pitre nous allons exposer quelques travaux the´oriques et expe´rimentaux lie´s a` l’admittance
quantique. Ensuite nous exposerons notre travail lie´ au calcul des corre´lations de courant
et de l’admittance dans le re´gime de l’effet Hall quantique fractionnaire. Nous avons choisi
un facteur de remplissage ν = 1/2 qui permet d’utiliser la proce´dure de refermionisation.
Nous avons ainsi obtenu des re´sultats exacts valables pour tous les re´gimes de tempe´rature,
de tension et pour toutes les fre´quences. Notons que la valeur ν = 1/2 ne correspond pas
a` une situation observe´e expe´rimentalement. Ne´anmoins, il est important de faire ce genre
d’e´tudes pour comprendre l’effet des interactions.
L’objectif principal de notre travail est d’e´tablir un lien direct entre corre´lations de
courant S et admittance Y pour ce syste`me. En sachant que ses deux grandeurs ve´rifient
la relation : 2~ωRe[Y (ω)] = S(−ω)− S(ω).
Dans la section 3.1, nous rappellerons brie`vement les principaux re´sultats the´oriques et
expe´rimentaux relatifs a` l’admittance. Dans la section 3.2, nous pre´sentons le syste`me que
nous avons e´tudie´. Nous exposons ensuite dans la section 3.3 les expressions que nous avons
obtenu des corre´lations de courant et de l’admittance. Toutes ces expressions de´pendent de
l’amplitude de transmission. Ce qui constitue une motivation supple´mentaire pour notre
travail. Nous pre´sentons le re´sultat principal dans la section 3.4, et nous le discuterons
dans diffe´rentes limites dans la section 3.5.
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3.1 Admittance quantique
3.1.1 Description the´orique
Au de´but des anne´es 90, Bu¨ttiker et coll. ont e´tudie´ la conductance dynamique pour
les petits conducteurs en s’appuyant sur le formalisme de la matrice de diffusion S [12].
Pour un conducteur relie´ a` plusieurs terminaux, il existe une matrice d’admittance gαβ qui
relie le courant et la tension aux points de contact entre le conducteur et les terminaux.
Un des objectifs du travail est de voir la re´ponse du syste`me face a` des perturbations
e´lectriques et magne´tiques. L’e´le´ment de la matrice admittance s’e´crit comme le rapport
du courant moyen Iα en re´ponse a` un potentiel externe Uβ :
gαβ(ω) =
〈δIα(ω)〉
δUβ(ω)
=
e2
h
∫
dE Tr
[
1αδαβ−s∗αβ(E)sαβ(E+~ω)
]f(E)− f(E + ~ω)
~ω
, (3.1)
ou` s est un e´le´ment de la matrice de diffusion. Cette e´quation obe´it a` la condition gαβ(ω) =
g∗αβ(−ω). La partie re´elle est lie´e aux corre´lations de courant a` l’e´quilibre au moyen de
l’e´nergie ǫ d’un oscillateur harmonique :
sαβ(ω) = 2ǫ(ω, kBT )Re[gαβ(ω)] . (3.2)
Une autre expression de l’admittance (note´e ici g(ω) a e´te´ obtenue en tenant compte de
l’effet d’un potentiel self-consistant sur un syste`me en interaction :
gIαβ(ω) = gαβ(ω)−
(
(i/ωC)
∑
γ gγα(ω)
∑
δ gδβ(ω)
1 + (i/ωC)
∑
γδ gγδ(ω)
)
, (3.3)
ou` C est la capacite´ du conducteur. Si ce conducteur est relie´ a` un seul terminal, l’e´quation
(3.3) se re´duit a` :
gI =
g
1 + (i/ωC)g
, (3.4)
qui se re´duit a` l’expression suivante dans le cas des faibles fre´quences :
gI =
−iωC
1 + (τRC/τ)
, (3.5)
ou` τRC est le temps de re´ponse du circuit RC. L’une des pre´dictions importante de la
re´fe´rence [12] est la valeur de la re´sistance de relaxation. En fait, elle est e´gale a` la moitie´ du
quantum de re´sistance Rq = h/(2e
2). L’admittance permet donc d’avoir des informations
sur la re´sistance de relaxation. Rappelons que dans cette the`se nous nous inte´ressons qu’a`
l’admittance.
Dans le papier de Hamamoto et coll. [141], la re´ponse dynamique d’un point quantique
couple´ par une capacite´ a` une grille et relie´ a` un re´servoir a e´te´ e´tudie´e. Le re´servoir est
de´crit par la physique de Luttinger, et le syste`me est conside´re´ en pre´sence d’interactions
e´lectroniques fortes. Les auteurs ont utilise´ une combinaison d’outils comme la the´orie de
la perturbation et le groupe de renormalisation pour e´tudier ce proble`me. L’admittance
est donne´e par la relation suivante :
G(iωn) =
e2
h
|ωn|
π
∫ β
0
dτ〈φ(τ)φ(0)〉eiωnt . (3.6)
La conductance dynamique est obtenue par continuation analytique de l’admittanceG(ω) =
G(iωn → ω+iδ). L’admittance, la capacite´ du conducteur Cµ et la re´sistance de relaxation
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Rq sont de´veloppe´ en se´rie de la tension V . La re´sistance de relaxation reste universelle
malgre´ la pre´sence d’un puissant blocage de Coulomb. Ne´anmoins, une transition de phase
quantique vers un re´gime incohe´rent est observe´e pourK < 1/2. Cette transition de phase
peut eˆtre teste´e en couplant le point quantique a` un e´tat de bord de l’effet Hall quantique
fractionnaire. La re´sistance de relaxation prend alors la valeur Rq = h/(2e
2)(1/K).
D’autres travaux ont e´te´ mene´s sur d’autres syste`mes. A citer par exemple la re´fe´rence
[142], ou` l’admittance quantique est calcule´e pour un double point quantique. Dans la
re´fe´rence [143], l’admittance est calcule´e pour un circuit RC, de´crit dans le mode`le d’An-
derson dans les syme´tries SU(2) et SU(4). Citons enfin la re´fe´rence [144], ou` le de´velop-
pement en se´ries de l’admittance quantique pour un syste`me me´soscopique est traite´.
Nous utilisons la de´finition l’admittance dans le cas du re´gime de l’effet Hall quantique
fractionnaire donne´ dans cette re´fe´rence.
3.1.2 Description expe´rimentale
Dans cette partie nous donnerons quelques re´sultats expe´rimentaux de mesures de
l’admittance quantique dans diffe´rents syste`mes. Les expe´riences pionnie`res ont e´te´ re´alise´es
par Gabelli et coll.. Dans la re´fe´rence [13], le transport dynamique d’un conducteur
cohe´rent est e´tudie´. Le syste`me en question est un circuit RC quantique. La capacite´
est forme´e d’une e´lectrode me´tallique en or, au-dessus d’une seconde e´lectrode compose´
d’un gaz d’e´lectron bidimensionnel de taille infe´rieure au micron. La re´sistance est faite
par un point de contact quantique, connecte´ a` un large re´servoir. La capacite´ totale du
syste`me Cµ a deux contributions : la capacite´ ge´ome´trique note´e C et la capacite´ quan-
tique Cq. La re´sistance est controˆle´e par une tension de grille. L’objectif de l’expe´rience est
de mesurer la conductance du circuit RC. Dans la figure 3.1, la partie re´elle et la partie
imaginaire de l’admittance mesure´e sont trace´es en fonction de la tension de grille pour
une fre´quence ω/(2π) = 1.2GHz. La partie imaginaire oscille plus que la partie re´elle.
Ces oscillations ont pour origine la modulation de la densite´ d’e´tats du point quantique.
Notons enfin que ces expe´riences confirment la pre´diction the´orique de la re´fe´rence [12] sur
la valeur de la re´sistance de relaxation. En effet, elle est inde´pendante du coefficient de
transmission, contrairement a` la capacite´ qui oscille lorsque la transmission diminue. Dans
un autre papier [14], d’autres expe´riences re´alise´es sur le meˆme syste`me ont montre´ que
les lois de Kirchhoff d’additions d’impe´dances dans un circuit RC quantique sont viole´es.
La valeur de la re´sistance n’est plus donne´e par la formule de Landauer (voir chapitre 1),
mais donne´e par la re´sistance de relaxation Rq = h/2e
2.
La violation des lois classiques des circuits e´lectriques re´sulte du caracte`re quantique
du transport dans les syste`mes me´soscopiques. Dans la meˆme perspective, Gabelli et coll.
ont re´alise´ une expe´rience de mesure de l’admittance d’un circuit RL quantique chiral [15].
Le syste`me se compose d’une large barre de Hall avec N e´tats de bord jouant le roˆle de
l’inductance L, en se´rie avec une re´sistance variable R compose´e d’un point de contact
quantique, couple´ a` une grille. Le couplage entre les e´tats de bord est conside´re´ comme
faible. Dans la figure 3.2, la partie re´elle de l’admittance Re[G] et la partie imaginaire de
l’admittance Im[G] sont trace´es en fonction de la tension du point de contact quantique
VQPC dans le cas ou` N = 14. La contribution Im[G] < 0 repre´sente la contribution induc-
tive. Le deux courbes exhibent un profil en marches re´gulie`res. L’amplitude de l’inductance
pour chaque marche est de l’ordre de 1µH. Les deux contributions de l’admittance ont
une phase inde´pendante de la transmission, conforme´ment a` la relation suivante :
G(ω) = G0
(
1− iω h
e2
cµg
N
)
, (3.7)
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Figure 3.1 – Partie re´elle de l’admittance Re[G] et partie imaginaire de l’admittance Im[G] en fonction
de la tension de grilleVg , mesure´es a` la fre´quence ω/2π = 1.2GHz. D’apre`s Gabelli et coll. [13].
ou` G0 est la conductance diffe´rentielle de Landauer et cµg est la capacite´ e´lectrochimique
entre un e´tat de bord et son cote´ lie´e a` la grille (side gate). Pour un couplage fort avec
la grille, les mesures sont bien de´crites par la the´orie de la diffusion. Notons enfin que des
quantite´s importante telles que les analogues me´soscopiques des temps caracte´ristiques
d’un circuit RC et d’un circuit RL deviennent accessibles pour des fre´quence dans la
gamme du GHz.
Figure 3.2 – Partie re´elle et partie imaginaire de l’admittance en fonction de la tension VQPC a`
tempe´rature T = 50mK. D’apre`s Gabelli et coll. [14].
Il existe d’autres expe´riences de mesure de l’admittance quantiques pour d’autres
syste`mes. Hashisaka et coll. ont mesure´ l’admittance en haute fre´quence pour un point
contact dans le re´gime de l’effet Hall quantique [145]. Dans la re´fe´rence [146], la mesure
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de l’admittance pour un nanotube de carbone est re´alise´e. Basset et coll. ont mesure´ l’ad-
mittance a` haute fre´quence pour une jonction supraconducteur/isolant/supraconducteur
[147]. Enfin, dans la re´fe´rence [148], l’admittance dynamique est e´tudie´e pour un point
quantique couple´ a` un gaz d’e´lectrons bidimensionnel.
3.2 Description du syste`me et mode`le
Nous conside´rons un syste`me dans le re´gime de l’effet Hall quantique fractionnaire
avec un facteur de remplissage ν = 1/2. Les quasi-particules posse`dent une charge e∗ =
e/2. Dans ce syste`me, deux e´tats de bord droit (R) et gauche (L) se propagent dans
deux directions oppose´es. Les deux e´tats de bord interagissent a` travers une constriction
re´alise´e par un grille de tension VG (voir figure 3.3.a). L’interaction se fait par la diffusion
des e´lectrons d’un e´tat de bord a` un autre. Ce syste`me est e´quivalent a` un liquide de
Luttinger chiral de parame`tre d’interactionK = 1/2, avec une impurete´ ponctuelle que l’on
suppose localise´e en x = 0 jouant le roˆle d’un centre diffuseur. Le syste`me peut alors eˆtre
sche´matise´ par une ge´ome´trie a` quatre branches, deux branches entrantes indexe´es par 1, 2
et deux branches sortantes indexe´es par 3, 4 (voir figure 3.3.b). L’Hamiltonien du syste`me
Figure 3.3 – (a) Sche´ma du syste`me repre´sentant deux e´tats de bord se propageant dans deux directions
oppose´es. La constriction permet le passage d’un courant tunnel entre les deux e´tats de bord. (b) Sche´ma
de la ge´ome´trie a` quatre terminaux, on distingue les deux branches entrantes (1, 2) et les deux branches
sortantes (3, 4).
est celui d’un liquide de Luttinger chiral a` qui on ajoute un terme de re´trodiffusion :
H = H0L +H
0
R +HB , (3.8)
ou` H0L H
0
R sont les Hamiltonien des deux e´tats de bords. L’Hamiltonien de re´trodiffusion
est donne´ par l’expression suivante :
HB = ΓBe
−iω0tψ†L(0)ψR(0) + Γ
∗
Be
+iω0tψ†R(0)ψL(0) , (3.9)
ou` ΓB est l’amplitude de re´trodiffusion, et ψR et ψL sont les champs fermioniques chiraux.
Apre`s bosonisation et refermionisation (voir chapitre 2), l’Hamiltonien se de´compose en
deux parties comple`tement de´couple´es :
H = H+ +H− , (3.10)
ou` H− est l’Hamiltonien des nouveaux fermions ψ− qui ne subissent pas de re´tro-diffusion,
et H+ est un Hamiltonien correspondant aux nouveaux fermions ψ+ qui subissent la
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re´trodiffusion, et qui est donne´e par l’e´quation (2.72). Les expressions des nouveaux fer-
mions sont donne´es par les e´quations (2.74) et (2.75). Graˆce a` ces nouveaux fermions, nous
pouvons de´finir les densite´s e´lectroniques des fermions ψ+ et ψ− :
ρ±(x) =: ψ
†
±(x)ψ±(x) : , (3.11)
ou` :: repre´sente l’ordre normal. Le courant total, ou le courant de Hall dans ce cas, est
e´gal a` la densite´ e´lectronique prise dans l’ordre normal :
I(x) = eρ(x) = evFψ
†(x)ψ(x) − evF 〈0|ψ†(x)ψ(x) |0〉 , (3.12)
ou` |0〉 est l’e´tat du vide dans l’espace de Fock apre`s refermionisation. Cet e´tat correspond
a` la re´fe´rence pour laquelle la tension applique´e V est nulle et il n’existe pas d’impurete´
susceptible de diffuser les charges. Dans cette ge´ome´trie a` quatre terminaux, nous disposons
de deux re´gions : une re´gion des x > 0 et une re´gion des x < 0. Ce qui permet d’avoir
deux courant chiraux IL et IR correspondants aux charges qui se de´placent vers la gauche
et vers la droite respectivement. Dans chaque re´gion le courant total est conserve´ quelque
soit la position x, il est donne´ par la relation suivante [127] :
I(x) = evF (ρR(x)− ρL(x)) , (3.13)
ou` ρR et ρL sont les densite´s chirales qui s’e´crivent en fonction des nouvelles densite´s ρ+
et ρ− :
ρR(x) =
1
2
(ρ+(x) + ρ−(x)) , (3.14)
et
ρL(x) =
1
2
(ρ+(−x)− ρ−(−x)) . (3.15)
Apre`s calcul (voir annexe A.1 pour le de´tail), on retrouve l’expression du courant moyen
total en fonction de la tension a` tempe´rature finie :
I(V ) =
e
4π
∫ ∞
−∞
dωT (ω) [f (~ω − eV/2) − f (~ω + eV/2)] , (3.16)
ou` T (ω) = 4~2ω2/(4~2ω2 + Γ2B) est le coefficient de transmission des nouveaux fermions.
Cette expression est la meˆme que celle obtenue dans la re´fe´rence [122] ou` on e´tudie un
conducteur couple´ a` un quantum de re´sistance (voir chapitre 4), et elle correspond a` la
formulation de Landauer du courant. A tempe´rature nulle, l’expression devient :
I(V ) =
GqΓB
2
[
V
ΓB
− arctan
(
V
ΓB
)]
, (3.17)
ou` Gq le quantum de conductance.
Inte´ressons nous maintenant au courant de re´trodiffusion, celui-ci est de´fini par la
relation suivante :
IB(t) = evF (ρR(x)− ρR(−x)) . (3.18)
Apre`s calcul, on obtient la variation du courant moyen de re´trodiffusion en fonction de la
tension V a` tempe´rature finie :
IB(V ) =
e
4π
∫ ∞
−∞
dω(T (ω)− 1) [f (~ω − eV/2) − f (~ω + eV/2)] . (3.19)
Notons que ce re´sultat peut eˆtre retrouve´ a` partir de l’e´quation (3.16) en appliquant la
conservation de courant total. A tempe´rature nulle, le courant de re´trodiffusion s’e´crit :
IB(V ) =
GqΓB
2
arctan
(
V
ΓB
)
. (3.20)
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3.3 Expression des corre´lations de courant et de l’admit-
tance en terme d’amplitude de transmission
3.3.1 Auto-corre´lations et corre´lations croise´es
Dans cette partie nous allons nous inte´resser aux auto-corre´lations et aux corre´l-
ations croise´es non-syme´trise´es a` fre´quence finie entre les diffe´rentes branches entrantes
et sortantes du syste`me, ainsi qu’au bruit non-syme´trise´ a` fre´quence finie et au bruit de
re´trodiffusion. D’une manie`re ge´ne´rale, le bruit non-syme´trise´ a` fre´quence finie calcule´ par
rapport a` un courant donne´ I est donne´ par la transforme´e de Fourier suivante :
S(ω, V ) =
∫ +∞
−∞
dteiωt〈δIˆ(0)δIˆ(t)〉 , (3.21)
ou` δIˆ(t) = Iˆ(t)−〈Iˆ〉 est le corre´lateur de l’ope´rateur courant. L’ensemble de ces corre´lateurs
s’e´crivent en fonction des quatre contributions C1, C2, C3 et C4 calcule´es dans l’an-
nexe A.2. Ces corre´lateurs sont des interme´diaires de calcul, il ne sont pas mesurables
expe´rimentalement.
Bruit du courant total et bruit de re´trodiffusion
Le bruit non-syme´trise´ du courant total a` fre´quence finie a` tempe´rature finie est donne´
par l’expression S(V, ω) = e2v2F [C1 + C2 + C3 + C4]/4. Apre`s calcul on obtient :
S(V, ω) =
e2
4π
∑
±
∫ ∞
−∞
dω′
([
T (ω′)T (ω + ω′) + |t(ω′)− t(ω + ω′)|2/4
]
×[1− f(~ω′ ± eV/2)]f(~ω′ + ~ω ± eV/2)
+
[
T (ω′)− T (ω′)T (ω + ω′)− |t(ω′)− t(ω + ω′)|2/4
]
×[1− f(~ω′ ± eV/2)]f(~ω′ + ~ω ∓ eV/2)
)
, (3.22)
ou` t(ω) est l’amplitude de re´trodiffusion donne´e par l’e´quation (2.77). On remarque que
cette expression diffe`re de celle obtenue dans la the´orie de la diffusion. Le bruit de
re´trodiffusion est donne´ par une expression similaire SB(V, ω) = e
2v2F [C1−C2−C3+C4]/4,
apre`s calcul, on obtient le re´sultat suivant :
SB(V, ω) =
e2
4π
∑
±
∫ ∞
−∞
dω′
([
1 + T (ω′)T (ω + ω′)− [T (ω′) + T (ω + ω′)]
+|t(ω′)− t(ω + ω′)|2/4
]
× [1 − f(~ω′ ± eV/2)]f(~ω′ + ~ω ± eV/2)
+
[
T (ω′)− T (ω′)T (ω + ω′)− |t(ω′)− t(ω + ω′)|2/4
]
×[1− f(~ω′ ± eV/2)]f(~ω′ + ~ω ∓ eV/2)
)
. (3.23)
Auto-corre´lations
On distingue deux types d’auto-corre´lations, les auto-corre´lations entre deux branches
entrantes Sii(in) = e2v2F [C1 + Cfree]/4 pour lesquelles les nouveaux fermions ψ+ ne sont
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pas encore affecte´s par l’effet de l’impurete´, avec i = 1, 2 . On a aussi les auto-corre´lations
entre deux branches sortantes Sii(out) = e2v2F [C4 + Cfree]/4 ou` les nouveaux fermions ψ+
sont re´trodiffuse´s, avec i = 3, 4. Le corre´lateur Cfree est celui des fermions ψ− qui ne
voient pas la re´trodiffusion, il est donne´ par :
Cfree =
1
2πv2F
∫ +∞
−∞
dω′[1 − f(~ω′ − eV/2)]f(~ω′ + ~ω − eV/2) . (3.24)
Apre`s calcul, les auto-corre´lations entre les deux branches entrantes sont donne´es par la
relation suivante :
Sii(in)(V, ω) =
e2
2π
∫ +∞
−∞
dω′[1− f(~ω′ − eV/2)]f(~ω′ + ~ω − eV/2) . (3.25)
L’auto-corre´lateur des branches sortantes est donne´ par la relation suivante :
Sii(out)(V, ω) =
e2
4π
∑
±
∫ ∞
−∞
dω′
([
T (ω′)T (ω + ω′)− [T (ω′) + T (ω + ω′)]/2
+(1 + |t(ω′)− t(ω + ω′)|2)/4
]
× [1 − f(~ω′ ± eV/2)]f(~ω′ + ~ω ± eV/2)
+
[
T (ω′)− T (ω′)T (ω + ω′)− |t(ω′)− t(ω + ω′)|2/4
]
×[1− f(~ω′ ± eV/2)]f(~ω′ + ~ω ∓ eV/2)
)
. (3.26)
Corre´lations croise´es
Les corre´lations croise´es sont calcule´es par rapport a` deux branches distinctes. Elles se
divisent en deux types : corre´lations croise´es entre deux branches de meˆme nature, qui
correspondent a` deux branches entrantes ou deux branches sortantes. Dans ce cas, il suffit
de prendre l’auto-corre´lation et multiplier par une phase eiω(x−x′) ou eiω(x′−x)qui indique
la de´pendance de la position des corre´lation croise´es, du moment que la mesure se fait en
deux points distincts. Nous obtenons ainsi l’expression pour les corre´lations croise´es entre
deux branches entrantes :
SLR(in)(V, ω;x, x′) = Sii(in)eiω(x−x
′) , (3.27)
et les corre´lations croise´es entre deux branches sortantes :
SLR(out)(V, ω;x, x′) = Sii(out)eiω(x
′−x) . (3.28)
Le second type de corre´lations croise´es est celui qui relie deux branches de type
diffe´rent. On distingue alors deux corre´lations Sij = e2v2F [C2+Cfree]/4 et S
ji = e2v2F [C3+
Cfree]/4 avec i = 1, 2 et j = 3, 4. Comme les corre´lateurs C2 et C3 sont complexes
conjugue´s, alors Sij = (Sji)∗. La partie re´elle de Sji dans la limite (x − x′) −→ 0 est
donne´e par l’expression suivante :
Re[Sij ](V, ω) =
e2
8π
∫ ∞
−∞
dω′(T (ω′) + T (ω + ω′))[1 − f(~ω′ − eV/2)]f(~ω′ + ~ω − eV/2) ,
(3.29)
et la partie imaginaire vaut dans la meˆme limite :
Im[Sij ](V, ω) =
e2
8π
∫ ∞
−∞
dω′|Γ|2ω[1−t∗(ω′)−t(ω′+ω)][1−f(~ω′−eV/2)]f(~ω′+~ω−eV/2) .
(3.30)
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3.3.2 Admittance
Afin de calculer l’admittance Y (ω) nous conside´rons une modulation de la tension
V (t) = V0 + Vω cos(ωt). L’admittance est de´finie comme la de´rive´e par rapport a` Vω du
premier ordre du de´veloppement en harmoniques du courant photo-assiste´ :
Y (ω) =
∂I(1)(ω)
ν∂Vω
, (3.31)
ou` ν est le facteur de remplissage. L’expression du courant photo-assiste´ a e´te´ de´rive´e dans
la re´fe´rence [149]. Dans le cas d’une constriction dans un fluide de Hall quantique fraction-
naire ou` le facteur de remplissage est ν = 1/2, en utilisant la proce´dure de refermionisation
l’admittance vaut [144] :
Y (ω) =
e2
2hω
∫ ∞
−∞
dω′[f(~ω′ + eV0/2) − f(−~ω′ + eV0/2)][t(ω′)− t(ω′ − ω)] . (3.32)
A tempe´rature nulle nous pouvons calculer l’inte´grale analytiquement. Nous obtenons alors
l’expression suivante :
YT=0(ω) =
e2
4ih
ΓB
~ω
∑
±
ln
(
1 +
i~ω
ΓB/2± ieV0/2
)
, (3.33)
avec ΓB l’e´nergie qui caracte´rise notre syste`me (ici l’amplitude de re´trodiffusion). Ce
re´sultat est en accord avec celui obtenu par la the´orie de la diffusion pour une jonction
me´ta/point quantique/me´tal [150]. La partie re´elle de l’admittance a` tempe´rature nulle
est donne´e par la relation suivante [144] :
Re[YT=0(ω)] =
e2
4h
ΓB
~ω
∑
±
arctan
(
~ω ± eV0/2
ΓB/2
)
. (3.34)
Une expression alternative est donne´e par Re[YT=0(ω)] = e
∑
± Idc(V0 ± ~ω/e∗)/(2~ω)
[122, 151, 152]. La partie imaginaire de l’admittance est e´gale a` [144] :
Im[YT=0(ω)] =
e2
8h
ΓB
~ω
∑
±
ln
(
(ΓB/2)
2 + (eV0/2)
2
(ΓB/2)2 + (~ω ± eV0/2)2
)
. (3.35)
Dans la figure 3.4.(a), la partie re´elle de l’admittance a` tempe´rature nulle est trace´e en
fonction de la tension. Les marches sont observe´es a` eV0/2 = ±~ω et disparaissent quand
~ωM augmente. Dans la figure 3.4.(b), la partie imaginaire de l’admittance est trace´e en
fonction de la tension. La distance entre les deux pics pour des petites valeurs de ~ωM est
e´gale a` 2~ω, ce qui est en accord avec les donne´es expe´rimentales [147]
3.4 Relations entre les fluctuations du courant et l’admit-
tance
Dans cette section nous allons exposer les expressions des auto-corre´lations et des
corre´lations croise´es en fonction de l’admittance. Le fait que l’ensemble de ces grandeurs
s’e´crit en terme d’amplitude de transmission nous permet d’effectuer ce calcul. Le de´tail
des calculs est expose´ dans l’annexe B. Commenc¸ons d’abord par e´crire une expression
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Figure 3.4 – (a) : Partie re´elle de l’admittance Re[YT=0] en unite´ de Gq = e2/h en fonction de e∗V0/~ω
a` tempe´rature nulle. (b) : Partie imaginaire de l’admittance Im[YT=0] en unite´ de Gq = e
2/h en fonction
de e∗V0/~ω a` tempe´rature nulle, pour ~ωM = 0.02e∗V0 (ligne continue noire), ΓB = 0.2e∗V0 (ligne en
pointille´ violet), ΓB = e
∗V0 (ligne en pointille´ bleu), ΓB = 2e∗V0 (ligne hachure´e rouge), ΓB = 4e∗V0 (ligne
hachure´e verte). D’apre`s Cre´pieux [144].
ge´ne´rale qui englobe tous les corre´lateurs courant-courant entre les deux e´tats de bord
chiraux L et R couple´s par une constriction :
Sij(x, x
′, ω) =
e2v2Frirj
4
∫ ∞
−∞
dτeiωτ
[
〈δρ+(rix, 0)δρ+(rjx′, τ)〉
+rirj〈δρ−(rix, 0)δρ−(rjx′, τ)〉
]
, (3.36)
ou` δρ±(x, τ) = ρ±(x, τ)−〈ρ±(x, τ)〉, et rij = ± est la chiralite´. Comme le montre la figure
3.5, le nombre total de possibilite´ est de seize, du moment qu’il y a quatre branches.
Figure 3.5 – Sche´ma de tous les corre´lateurs courant-courant entre les diffe´rentes branches. Les dia-
grammes 1, 2, 4 et 5 repre´sentent les auto-corre´lations. Le reste des diagrammes repre´sente les corre´lations
croise´es. Les valeurs 0 et τ indiquent les argument temporels de l’ope´rateur courant.
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3.4.1 Auto-corre´lations
Les auto-corre´lations correspondent aux indices i = j dans l’e´quation (3.36). Les
auto-corre´lateurs sont e´gaux deux a` deux. Pour les branches entrantes, donc avant la
constriction, les diagrammes correspondant sont les diagrammes 1 et 2 de la figure 3.5. Le
calcul donne :
S1(ω) = S2(ω) =
Gq~ωN(~ω)
2
, (3.37)
ou` N(~ω) = [exp(~ω/(kBT )) − 1]−1 (correspond a` la fonction de distribution de Bose-
Einstein a` fre´quence positive). Les deux autres auto-corre´lateurs correspondent aux dia-
grammes 5 et 6 de la figure 3.5, pour les deux branches sortantes, les charges corres-
pondantes sont alors re´fle´chies ou transmises a` travers la constriction. Apre`s calcul nous
avons :
S5(ω) = S6(ω) = S0(ω) +
Gq~ωN(~ω)
2
− ~ω[2N(~ω) + 1]Re{Y (ω)} , (3.38)
ou` :
S0(ω) =
e
4
∑
σ=±
∑
σ˜=±
{
N(σ˜~ω + σeVdc)
[
I(σ˜~ω/e+ σVdc) + I(σVdc)
]
− e
4π
[
N(σ˜~ω + σeVdc)−N(σ˜~ω)
] ∫ ∞
−∞
dΩf(~Ω− σeVdc)
∣∣t(Ω + σ˜ω) + t∗(Ω)∣∣2
}
,
(3.39)
est une fonction paire en fre´quence et en tension, et I est le courant donne´e par l’e´quation
(3.16).
3.4.2 Corre´lations croise´es
Pour les corre´lations croise´es les indices dans l’e´quation (3.36) sont diffe´rents i 6= j.
La mesure des corre´lations croise´es se fait en deux points distincts. Nous avons choisi de
travailler dans la limite x et x′ proches de ze´ro pour se focaliser sur ce qui se passe au
voisinage de la constriction. Les corre´lateurs correspondants aux diagrammes 3 et 4 de la
figure 3.5 sont nuls :
S3(ω) = S4(ω) = 0 . (3.40)
Cela s’explique par le fait que les charges n’ont pas encore atteint la constriction, et donc
ne sont pas corre´le´es. Les deux diagrammes 7 et 8 de la figure 3.5 correspondent aux
corre´lateurs entre les deux branches sortantes :
S7(ω) = S0(ω)− ~ω
[
2N(~ω) + 1
]
Re{Y (ω)} . (3.41)
Les corre´lateurs correspondants aux diagrammes 9, 10, 13 et 14 de la figure 3.5 sont relie´s
entre eux par la relation :
S9(ω) = S10(ω) = S
∗
13(ω) = S
∗
14(ω) , (3.42)
avec :
S9(ω) = ~ωN(~ω)
[
Y (ω)− Gq
4
]
. (3.43)
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Le reste des diagrammes sont relie´s par :
S11(ω) = S12(ω) = S
∗
15(ω) = S
∗
16(ω) , (3.44)
avec :
S11(ω) = ~ωN(~ω)
[
Y (ω) +
Gq
4
]
. (3.45)
Tous les corre´lateurs obtenus de´pendent exclusivement de la fonction S0 et de l’admittance
quantique Y . Les auto-corre´lations tout comme les corre´lations croise´es sont mesurables
expe´rimentalement. Cela de´pend en fait de dispositif de mesure (voir chapitre 1).
3.5 Discussion
Nous avons trace´ les diffe´rentes courbes relatives aux corre´lateurs en exce`s en fonction
de la fre´quence qui sont de´finis par leurs valeurs a` tension non nulle a` qui on retranche leurs
valeurs a` tension nulle ∆Sn(ω) = Sn(ω)− Sn(ω)|Vdc=0. Les corre´lateurs en exce`s obtenus
sont e´gaux quatre par quatre. Pour les quatre premiers diagrammes, le corre´lateur en exce`s
est nul. En effet, les charges n’ayant pas atteint la constriction ne ressentent pas encore la
tension :
∆Sn∈[1,4](ω) = 0 . (3.46)
Le corre´lateur en exce`s pour les diagrammes 5, 6, 7 et 8 de la figure 3.5 de´pend de la
fonction S0 et de la partie re´elle de l’admittance :
∆Sn∈[5,8](ω) = ∆S0(ω)− ~ω
[
2N(~ω) + 1
]
Re{∆Y (ω)} . (3.47)
Pour les diagrammes 9, 10, 11 et 12 le corre´lateur en exce`s est :
∆Sn∈[9,12](ω) = ~ωN(~ω)∆Y (ω) , (3.48)
et enfin pour le reste des diagrammes le corre´lateur en exce`s vaut :
∆Sn∈[13,16](ω) = ~ωN(~ω)∆Y ∗(ω) . (3.49)
Il est possible aussi d’e´crire le bruit total en exce`s ∆ST ainsi que le bruit de re´trodiffusion
en exce`s ∆SB. En effet, le bruit total et le bruit de re´trodiffusion s’e´crivent respectivement
ST = S1 + S5 + S9 + S13 et SB = S1 + S6 − S11 − S15 (D’apre`s la figure 3.3). Le re´sultat
de´pend de la fonction S0 et de la partie re´elle de l’admittance :
∆ST(ω) = ∆S0(ω)− ~ωRe{∆Y (ω)} , (3.50)
∆SB(ω) = ∆ST (ω)− 4~ωN(~ω)Re{∆Y (ω)} . (3.51)
La parite´ de la fonction S0 implique que l’asyme´trie du bruit total est duˆ au fait que la
partie re´elle ∆Y est non nulle. Ce qui constitue une ve´rification de la relation ∆ST(−ω)−
∆ST(ω) = 2~ωRe{∆Y (ω)} [88, 153].
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Figure 3.6 – Corre´lateur en exce`s ∆S5(ω) en unite´ de e¯VdcGq, en fonction de la fre´quence en unite´
de e¯Vdc/~ pour diffe´rentes valeurs de l’amplitude de re´trodiffusion ΓB a` tempe´rature kBT = 0.001e¯Vdc.
Les amplitudes de re´trodiffusion sont : ΓB = 0.01e¯Vdc (ligne solide rouge), ΓB = 0.05e¯Vdc (ligne verte
hachure´e), ΓB = 0.1e¯Vdc (ligne violet en pointille´) et ΓB = 0.2e¯Vdc (ligne hachure´e et en pointille´ noire).
3.5.1 Limite de faible tempe´rature
Afin de connaitre l’effet de l’amplitude de re´trodiffusion, nous avons trace´ les corre´lateurs
en exce`s en fonction de la fre´quence a` tempe´rature faible. Dans la figure 3.6, nous avons
trace´ le corre´lateur ∆S5. Le corre´lateur trace´ est syme´trique en fre´quence. En effet, les
diagrammes 5, 6, 7 et 8 correspondants a` ces corre´lteurs sont syme´triques sous inversion de
temps dans la de´finition : 〈δIi(x, 0)δIj(x′, τ)〉 = 〈δIi(x, τ)δIj(x′, 0)〉, ce qui implique que
∆S5(ω) = ∆S5(−ω). La partie re´elle et la partie imaginaire de ∆S9(ω) sont trace´es dans
les figures 3.7.(a) et figure 3.7.(b) respectivement. Pour ces deux courbes, la contribution
pour les fre´quences positives est nulle. En comparant les figures 3.6 et 3.7 on remarque
que ∆S5(ω) ≈ −Re{∆S9(ω)}. On comprend donc que dans ce re´gime la contribution du
terme S0 est ne´gligeable. On peut justifier ceci par le fait qu’a` tempe´rature nulle nous
avons N(~ω) = −Θ(−ω), ou` Θ est la fonction de Heaviside. Par conse´quent, il est possible
d’approximer l’ensemble des corre´lateurs comme suit :
∆S5(ω) ≈ −~|ω|Re{∆Y (ω)} , (3.52)
∆S9(ω) ≈ −~ωΘ(−ω)∆Y (ω) , (3.53)
∆ST(ω) ≈ −~ωRe{∆Y (ω)} , (3.54)
∆SB(ω) ≈ ~ω
[
4Θ(−ω)− 1]Re{∆Y (ω)} . (3.55)
Dans le re´gime de faible tempe´rature, l’ensemble des corre´lateurs en exce`s est entie`rement
de´termine´ par l’admittance en exce`s. Les singularite´s observe´es dans les figures 3.6, 3.7.(a)
et 3.7.(b), pour ~ω = ±e¯Vdc, sont celle de l’admittance observe´es dans les figures 3.4.(a)
et 3.4.(b).
3.5.2 Limite de faible re´trodiffusion
Cette limite correspond a` une amplitude de re´trodiffusion tre`s petite par rapport a`
la tension applique´e ΓB ≪ eVdc. Dans les figures 3.8, 3.9.(a) et 3.9.(b) nous avons trace´ le
corre´lateur en exce`s ∆S5(ω) ainsi que la partie re´elle et la partie imaginaire du corre´lateur
en exce`s ∆S9(ω) pour diffe´rentes valeurs de la tempe´rature et pour ΓB = 0.01e¯Vdc. Sur la
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Figure 3.7 – (a) : Partie re´elle, (b) : partie imaginaire du corre´lateur en exce`s ∆S9(ω) en unite´ de e¯VdcGq,
en fonction de la fre´quence en unite´ de e¯Vdc/~ pour diffe´rentes valeurs de l’amplitude de re´trodiffusion ΓB
(les meˆmes que sur la figure 3.6) a` tempe´rature kBT = 0.001e¯Vdc.
figure 3.8, le corre´lateur ∆S5(ω) s’annule pour |~ω| > e¯Vdc sous la condition que l’ampli-
tude de re´trodiffusion et la tempe´rature soient faibles. Concernant les courbes 3.9.(a) et
3.9.(b), nous remarquons que la contribution a` fre´quence positive est non nulle. En effet,
pour ~ω < −e¯Vdc les effets de la tempe´rature et de la re´trodiffusion donnent une contribu-
tion non nulle. Ce qui n’est pas le cas pour ~ω > 0 ou` seuls les effets thermiques donnent
cette contribution non nulle, qui est assez petite pour la partie imaginaire de ∆S9(ω).
Figure 3.8 – Corre´lateur en exce`s ∆S5(ω) en unite´ de e¯VdcGq, en fonction de la fre´quence en unite´ de
e¯Vdc/~ pour une faible amplitude de re´trodiffusion ΓB = 0.01e¯Vdc. Les tempe´ratures sont : kBT = 0.001e¯Vdc
(ligne solide rouge), kBT = 0.2e¯Vdc (ligne verte hachure´e), kBT = 0.5e¯Vdc (ligne violet en pointille´) et
kBT = e¯Vdc (ligne hachure´e et en pointille´ noire).
3.5.3 Limite de haute tempe´rature
A l’e´quilibre (kBT ≫ e¯Vdc), la fonction S0 de´pend uniquement de la partie re´elle de
l’admittance :
S0(ω) ≈ ~ω
[
2N(~ω) + 1
]
Re{Y (ω)} , (3.56)
Ce re´sultat conduit a` une annulation de ∆S9(ω) qui est duˆ au fait que la contribution
majeure dans ce re´gime est d’origine thermique et ne de´pend pas de la tension. Le bruit
total et le bruit de re´trodiffusion en exce`s valent :
∆ST(ω) ≈ −∆SB(ω) ≈ 2~ωN(~ω)Re{∆Y (ω)} , (3.57)
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Figure 3.9 – (a) : Partie re´elle, (b) : partie imaginaire du corre´lateur en exce`s ∆S9(ω) en unite´ de e¯VdcGq,
en fonction de la fre´quence en unite´ de e¯Vdc/~ pour une faible amplitude de re´trodiffusion ΓB = 0.01e¯Vdc
et pour diffe´rentes tempe´ratures (les meˆmes que celles de la figure 3.8).
en accord avec le the´ore`me de fluctuation-dissipation dans la mesure ou` la partie re´elle de
l’admittance correspond a` la conductance. Dans ce re´gime l’ensemble des corre´lateurs est
de´termine´ par l’admittance.
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Conclusion
Nous avons expose´ dans ce chapitre quelques re´sultats the´oriques et expe´rimentaux
ante´rieurs, relatifs a` l’admittance quantique. Nous avons vu l’inte´reˆt que porte le calcul
ou la mesure de cette grandeur, qui contient des informations sur le transport dans les
syste`mes me´soscopiques.
Dans les parties qui ont suivi nous avons expose´ notre travail sur le calcul exact des
corre´lations de courant et l’admittance dans le re´gime de l’effet Hall quantique fraction-
naire. Ces deux grandeurs sont relie´es entre elles et s’expriment toutes deux en termes
d’amplitude et de transmission. Ce qui a permis l’obtention de relations directes entre
elles. Les singularite´s observe´es dans le profil des corre´lations de courant en re´gime de
faible re´trodiffusion ou de faible tempe´rature pour des fre´quences e´gales a` ±e¯Vdc/~ ont
pour origine l’admittance. Nous avons vu aussi que dans les deux re´gimes de tempe´ratures,
les corre´lations de courant s’expriment exclusivement en fonction de l’admittance. Ce qui
implique que dans ces limites, mesurer l’admittance suffit pour avoir toutes les informa-
tions sur les corre´lations de courant.
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Chapitre 4
Conducteur a` un canal dans un
environnement Ohmique
Dans ce chapitre nous allons pre´senter l’e´tude d’un conducteur cohe´rent a` un canal en
se´rie avec un quantum de re´sistance. Nous avons calcule´ le bruit non syme´trise´ a` fre´quence
finie ainsi que la conductance. Dans la premie`re partie nous allons exposer l’outil principal
qui nous permet de traiter le syste`me conside´re´. Cet outil est le mapping, il permet de
rendre e´quivalent notre syste`me a` un liquide de Tomonaga-Luttinger avec une impurete´.
Le choix particulier de la re´sistance du circuit e´gale au quantum de re´sistance fixe la
valeur du parame`tre d’interaction du liquide de Tomonaga-Luttinger a` 1/2. Cette valeur
particulie`re nous permet d’utiliser la proce´dure de refermionisation. Nous pouvons ainsi
avoir un re´sultat exact valable pour tous les re´gimes de tempe´rature, de tension et pour
toutes les gammes de fre´quences.
Dans la section 4.1 nous introduisons quelques outils the´oriques importants pour
notre calcul. Dans la section 4.2 nous pre´sentons le mode`le. Nous pre´sentons ensuite dans
la section 4.3 les re´sultats du calcul de courant, du bruit et de la conductance. Nous
discutons pour finir les re´sultats obtenus dans diffe´rentes limites dans la section 4.4.
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4.1 Concepts importants
4.1.1 Anomalie de point ze´ro
L’introduction d’un conducteur me´soscopique dans un circuit e´lectrique modifie consi-
de´rablement les lois qui re´gissent ce circuit. La nature me´soscopique de ce conducteur fa-
vorise l’e´mergence de certains phe´nome`nes tels que le blocage de Coulomb dynamique qui
repre´sente l’e´change de photons entre le conducteur et l’environnement e´lectromagne´tique
dans lequel il est mis. De nombreux travaux the´oriques et expe´rimentaux se sont inte´resse´s
a` ce phe´nome`ne [154]. Dans le cadre de ce phe´nome`ne, le transfert d’e´lectrons est ine´lastique,
ainsi le courant sera affecte´ par une importante non-line´arite´ que l’on appelle l’anomalie
de point ze´ro (zero bias anomaly). Cette non-line´arite´ est bien visible dans la figure 4.1, ou`
la caracte´ristique courant-tension est trace´e a` tempe´rature nulle pour diffe´rentes valeurs
du rapport R/Rq ou` R est la re´sistance du circuit et Rq = h/e
2 le quantum de re´sistance.
Figure 4.1 – Caracte´ristique courant-tension a` T = 0 pour diffe´rentes valeurs de R/Rq. De Devoret et
coll. [154].
Certains travaux ont e´te´ mene´s dans le cadre du re´gime tunnel [155]. D’autres travaux
ont e´te´ mene´s dans le cas des conducteurs a` bonne transmission ou` l’effet de l’environ-
nement peut eˆtre plus apparent si on re´duit le nombre de canaux. Ce qui est important
a` citer est le fait que dans le cas d’un conducteur avec une bonne transmission, certains
travaux the´oriques et expe´rimentaux [45, 156, 157] ont e´te´ mene´s dans le but d’e´tudier
la re´duction du courant et les fluctuations de charges ainsi que le lien avec le bruit. Le
calcul e´tait fait perturbativement dans le cas d’une impe´dance faible. La condition sur les
e´nergies, qui dans ce cas e´taient e´leve´es, a impose´ une divergence logarithmique. Afin de
re´soudre ce proble`me, il faut conside´rer une impe´dance Z(ω) = R aux fre´quences ω < ωRC
ou` C est la capacite´. En utilisant le groupe de renormalisation, Kindermann et Nazarov
[158] ont re´ussi a` e´liminer la divergence logarithmique pour une re´sistance R≪ Rq, et ont
montre´ que le coefficient de transmission de´pend de l’e´nergie :
∂T (E)
∂ lnE
= 2
R
Rq
T (E)[1 − T (E)] . (4.1)
72
4.1.2 Le mapping
Dans la re´fe´rence [159], Safi et Saleur ont montre´ que le proble`me d’un conducteur
cohe´rent mis en se´rie avec une re´sistance est e´quivalent a` un liquide de Tomonaga-Luttinger
[17, 18] avec une impurete´ ou` la parame`tre d’interaction est :
K = (1 +R/Rq)
−1 . (4.2)
Ce mapping est valable pour toutes les valeurs de R. Ce re´sultat permet de dire que le
blocage de Coulomb dynamique existe meˆme a` bonne transmission. La contribution du
blocage de Coulomb dynamique a` la conductance diffe´rentielle est lie´e au bruit en pre´sence
de l’environnement et non pas au bruit d’un conducteur isole´, ce qui est traduit par la
formule suivante [159] :
∂Gn−1
∂ ln V
= 2
R
Rq
Gn . (4.3)
Pour n = 2, Gn−1 repre´sente la conductance diffe´rentielle dI/dV et Gn ∝ dS/dV ou` S
est le bruit. Notons que ce mapping peut eˆtre e´tendu a` un conducteur a` multi-canaux en
incluant les re´sistances des canaux. Ceci permet de renormaliser le parame`tre d’interaction
K.
Dans la re´fe´rence [160] Parmentier et coll. ont e´tudie´ la forte re´tro-action d’un conduc-
teur a` un canal de transmission ajustable introduit dans un circuit line´aire d’impe´dance
comparable au quantum de re´sistance Rq = h/e
2. La mesure de la conductance montre une
de´viation par rapport au re´gime de faible re´tro-action et un bon accord avec les pre´dictions
the´oriques des re´fe´rences [158, 159]. Les re´sultats expe´rimentaux on permit de de´river une
formule phe´nome´nologique de la conductance :
G(V, T ) =
τ∞
Rq
1 + EB(Z, V, T )
1 + τ∞EB(Z, V, T )
, (4.4)
ou` τ∞ est la transmission en absence de la re´tro-action, EB est la re´tro-action relative
d’une petite jonction tunnel mise dans un circuit, et Z est l’impe´dance du circuit. Dans
des expe´riences plus re´centes du meˆme groupe [161], la conductance des circuits mesosco-
piques constitue´s d’un conducteur a` un canal en se´rie avec une re´sistance a e´te´ e´tudie´e.
En comparant les re´sultats expe´rimentaux et la formule phe´nome´nologique avec la courbe
universelle d’un liquide de Luttinger, ils ont montre´ expe´rimentalement l’existence du map-
ping entre le syste`me e´tudie´ constitue´ du conducteur a` un canal dans un environnement
e´lectromagne´tique et un liquide de Luttinger avec une impurete´, ce mapping pre´dit dans
la re´fe´rence [159]. Dans la figure 4.2, la conductance est trace´e en fonction de la tension
normalise´e par la tension de re´fe´rence VB . On remarque que la courbe the´orique obtenue
dans le cadre d’une solution Bethe-ansatz de la the´orie des liquides de Luttinger a` T = 0,
la courbe obtenue par la formule phe´nome´nologique a` T = 0 et les courbes expe´rimentales
co¨ıncident.
4.2 Mode`le
Soit un conducteur a` un canal, cohe´rent et de transmission τ0 place´ en se´rie avec
un environnement dissipatif d’impe´dance Z(ω) = R/(1 + iωRC) ou` C ici repre´sente la
capacite´ effective qui inclut celle du conducteur (voir figure 4.3). Une premie`re condition
sur l’e´nergie impose que Z(ω) ≈ R. Ce qui nous permet de prendre l’approximation
suivante :
ω < ωRC = 1/(RC) . (4.5)
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Figure 4.2 – Conductance G en unite´ de e2/h en fonction de la tension V en unite´ de VB. La ligne
solide noire correspond a` la courbe pre´dite par la formule phe´nome´nologique. La ligne rouge hachure´e est
celle obtenue dans le cadre de la the´orie des liquides de Luttinger. Les courbes expe´rimentales sont trace´es
pour une tempr´ature T = 0.17mK, les courbes the´oriques sont trace´es a` tempe´rature nulle. De Jezouin et
coll. [161].
Figure 4.3 – En haut : Sche´ma repre´sentant un conducteur a` un canal de transmission τ0 en se´rie
avec une re´sistance. En bas : Profil du coefficient de transmission en fonction de la fre´quence ω/ωC et la
transmission effective τ .
Dans la figure 4.3, sur la partie supe´rieure on voit un sche´ma repre´sentant le syste`me
qu’on veut e´tudier. On note V la tension impose´e par le ge´ne´rateur et I le courant qui tra-
verse le circuit. Il faut noter que V est diffe´rente de la tension aux bornes du conducteur.
Celle-ci est e´gale a` KV dans la limite τ0 ≃ 1, comme c’est le cas dans le re´gime perturbatif.
74
Pour τ0 < 1 l’expression de la tension aux bornes du conducteur est plus complique´e.
Afin d’e´tudier ce syste`me, nous utilisons le mapping avec un liquide de Tomonaga-
Luttinger de parame`tre d’interaction K donne´ dans l’e´quation (4.2). Une telle expression
du parame`tre K permet de le controˆler en changeant la valeur de R. Ce qui permet
de mieux tester expe´rimentalement les pre´dictions the´oriques. Le liquide de Tomonaga-
Luttinger dont il est question est de´fini en pre´sence d’impurete´ d’amplitude de re´trodiffusion
vB de´finie ici comme une quantite´ sans dimension. L’Hamiltonien d’un tel syste`me est
donne´ par l’expression suivante :
H = H0 +
~ωF vB
4π
√
π
eiφ(0,t)−ieKV t/~ + h.c. , (4.6)
ou` H0 est l’Hamiltonien cine´matique. Les degre´s de liberte´ de spin n’ont pas e´te´ inclus. Le
champ bosonique φ co¨ıncide avec la charge e´lectrique transfe´re´e a` travers le conducteur
eφ(t) = Q(t). Il faut noter que cet Hamiltonien est valable pour des e´nergies infe´rieures a`
l’e´nergie de Fermi ~ωF , qui impose une seconde condition sur l’e´nergie. Par conse´quent, on
de´finit une fre´quence de coupure “cut-off” ωC = min{ωRC , ωF }. La partie re´trodiffusion
de l’Hamiltonien de l’e´quation (4.6) est caracte´rise´e par l’amplitude de re´trodiffusion vB.
Celle-ci n’est pas lie´e a` la transmission τ0, car en ge´ne´ral on ne peut pas lier parame`tre
d’un syste`me fortement corre´le´ a` un autre appartenant a` un syste`me sans interaction.
C’est pour cette raison que nous introduisons la transmission effective τ = 1/(1 + v2B)
qui ne co¨ıncide pas avec τ0. Cette transmission effective doit eˆtre assez proche de 1, ce
qui correspond a` un vB faible, permettant ainsi l’e´criture de l’Hamiltonien sous sa forme
bosonise´e dans l’e´quation (4.6). Il est cependant possible de de´passer cette restriction sur
vB [127].
Nous introduisons aussi un autre parame`tre non-universel VB [119]. Ce parame`tre repre´sente
la tension de re´fe´rence pour le mode`le, l’e´nergie de re´fe´rence correspondante est eVB ,
et repre´sente la frontie`re entre le re´gime de faible re´trodiffusion et le re´gime de forte
re´trodiffusion. Cette e´nergie est lie´e a` l’amplitude de re´trodiffusion par la relation eVB ≃
~ωCv
1/(1−K)
B . Pour des e´nergies suffisamment plus e´leve´es que eVB , il est possible d’uti-
liser une analyse perturbative du groupe de renormalisation dans la limite d’une faible
re´trodiffusion [128]. Dans le cas ou` les e´nergies sont tre`s faibles par rapport a` eVB , l’ef-
fet de l’impurete´ devient important et un faible effet tunnel se manifestera. Dans ce cas,
le blocage de Coulomb dynamique est toujours pre´sent pour τ < 1 et pour une e´nergie
infe´rieure a` eVB .
Une conse´quence tre`s importante du mapping, est une relation exacte et cruciale entre
la conductance diffe´rentielle G(V, ω = 0) = dI(V )/dV et la bruit a` fre´quence nulle
S(V, ω = 0) a` tempe´rature nulle :
Rq|eV | dG(V, ω = 0) = 2R dS(V, ω = 0) . (4.7)
Ce qui est en accord avec l’e´quation (4.3). Dans la limite R≪ Rq, l’e´quation (4.7) s’accorde
avec l’e´quation du groupe de renormalisation (4.2) obtenue par Kindermann et Nazarov.
Dans le cadre d’une solution Bethe-Ansatz, la statistique comple`te de bruit (Full Counting
statistics) est calcule´e d’une manie`re exacte. De plus, dans un travail de Golubev et coll.
[162] ils ont e´tudie´ un conducteur multi-canaux connecte´ a` un environnement ohmique. Le
calcul effectue´ dans un re´gime perturbatif est en accord avec le re´sultat de la re´fe´rence [159].
Le mapping e´tant expose´, nous nous inte´ressons maintenant au cas ou` la valeur de la
re´sistance de l’environnement correspond a` R = Rq. Le parame`tre d’interaction devient
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alors K = 1/2. Par conse´quent, le proble`me du liquide de Tomonaga-Luttinger a` une
impurete´ peut eˆtre re´solu d’une manie`re exacte [119] en utilisant la proce´dure de refer-
mionisation [19, 20, 131] comme expose´ dans le chapitre 2. Cette me´thode d’analyse non-
perturbative s’appuie sur l’introduction de nouveaux fermions a` partir d’une construction
purement mathe´matique. Ces nouveaux fermions posse`dent l’amplitude de transmission
suivante :
t(ω) =
ω
ω + ieVB/2~
, (4.8)
et par conse´quent un coefficient de transmission :
T (ω) = 4~
2ω2
4~2ω2 + e2V 2B
=
τ2ω2
τ2ω2 + (1− τ)2ω2C
. (4.9)
Dans le cas ou` K = 1/2, le lien entre l’amplitude de re´trodiffusion et l’e´nergie de re´fe´rence
devient : eVB ≃ ~ωCv2B . Dans la partie infe´rieure de la figure 4.3, nous exposons le profil
de T (ω). On remarque que pour τ = 1 la transmission est parfaite quelque soit la valeur
de ω. De`s que la valeur de τ s’e´carte de 1, T (ω) de´croit rapidement et tend vers ze´ro a`
faibles fre´quences.
4.3 Re´sultats
Exposons maintenant les re´sultats que nous avons obtenus. Ces re´sultats de´pendent
de la fre´quence de coupure ωC , de la transmission effective τ et de l’e´nergie de re´fe´rence
eVB . Les quantite´s calcule´es comme le courant, la conductance et le bruit a` fre´quence
nulle et a` fre´quence finie de´pendent exclusivement de V/VB , kBT/eVB et ~ω/eVB , et sont
valables pour tous les re´gimes de tempe´rature, toutes les tensions et toute la gamme de
fre´quences infe´rieures a` ωC .
4.3.1 Courant
Nous avons d’abord calcule´ le courant moyen correspondant a` la de´rive´e par rapport
au temps de la charge moyenne transfe´re´e a` travers le conducteur I(V ) = 〈Iˆ(t)〉 = 〈Q˙(t)〉,
Iˆ correspondant a` l’ope´rateur courant. Le de´tail du calcul est expose´ dans l’annexe A.1.
Le re´sultat est le suivant :
I(V ) =
e
4π
∫ ∞
−∞
dωT (ω) [f (~ω − eV/2) − f (~ω + eV/2)] , (4.10)
ou` f
(
~ω) = [1 + exp(~ω/kBT )]
−1 est la fonction de distribution de Fermi-Dirac. L’effet
non trivial de l’amplitude de transmission est ressenti a` travers le terme T (ω). Le re´sultat
de l’e´quation (4.10) correspond a` la formule de Landauer du courant [72]. Ce re´sultat de´crit
le profil de courant du re´gime de faible re´trodiffusion au re´gime de forte re´trodiffusion
pour toutes les tensions et tous les re´gimes de tempe´rature. Il faut noter que les bornes
d’inte´grations ont e´te´ e´tendues a` ±∞ au lieu de ±ωC . Le fait que les termes correctifs
sont ne´gligeables nous a permis de faire cette simplification.
4.3.2 Le bruit non-syme´trise´ a` fre´quence finie
Le bruit non-syme´trise´ a` fre´quence finie est donne´ par la transforme´e de Fourier du
corre´lateur de courant δIˆ(t) = Iˆ(t)− 〈Iˆ〉 :
S(V, ω) =
∫ ∞
−∞
dteiωt〈δIˆ(0)δIˆ(t)〉 . (4.11)
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Les de´tails du calcul sont expose´s dans l’annexe A.2. On obtient alors le re´sultat suivant :
S(V, ω) =
e2
4π
∑
±
∫ ∞
−∞
dω′
([
T (ω′)T (ω + ω′) + |t(ω′)− t(ω + ω′)|2/4
]
×[1− f(~ω′ ± eV/2)]f(~ω′ + ~ω ± eV/2)
+
[
T (ω′)− T (ω′)T (ω + ω′)− |t(ω′)− t(ω + ω′)|2/4
]
×[1− f(~ω′ ± eV/2)]f(~ω′ + ~ω ∓ eV/2)
)
. (4.12)
La remarque la plus importante est le fait que l’e´quation (4.12) est diffe´rente de celle
obtenue par l’approche de la diffusion pour un conducteur a` un canal a` transmission
de´pendante de l’e´nergie [72, 84, 163](voir les de´tails de la comparaison dans l’annexe A.3),
meˆme dans le cas des fermions chiraux [164]. Ceci se comprend par le fait que l’approche
par la the´orie de la diffusion n’introduit pas l’effet de l’environnement.
L’e´quation (4.12) peut eˆtre re´e´crite sous la forme suivante :
S(V, ω) =
e
2
∑
±
N(~ω ± eV )[I(±V ) + I(2~ω/e ± V )] + e
2
4π
∑
±
[N(~ω ± eV )−N(~ω)]
×
∫ ∞
−∞
dω′
[
T (ω′)T (ω + ω′) + |t(ω
′)− t(ω + ω′)|2
4
]
×[f(~ω + ~ω′ ± eV/2) − f(~ω′ ∓ eV/2)] , (4.13)
ou` N(~ω) = [exp(~ω/kBT ) − 1]−1 repre´sente a` ω > 0 la fonction de distribution de
Bose-Einstein. Dans cette formulation du bruit figurent f la fonction de distribution de
Fermi-Dirac pour les e´lectrons et N la fonction de distribution de Bose-Einstein pour les
excitations e´lectron-trou de l’environnement e´lectromagne´tique. Ces fonctions de distri-
bution ne posse`dent pas les meˆmes arguments, cela apparaˆıt dans la tension effective qui
n’est pas la meˆme : ~ω ± eV/2 pour f et ~ω ± eV pour N . Un cas limite inte´ressant est
celui ou` τ = 1, le bruit dans ce cas se re´duit a` l’expression simple S(V, ω) = ~ωN(~ω)Gq
pour toutes les valeurs de la tempe´rature T , ici Gq = e
2/h correspond au quantum de
conductance.
4.3.3 Le bruit a` fre´quence nulle
Un autre cas limite important est celui du bruit a` fre´quence nulle. On le de´duit
directement de l’e´quation (4.12) :
S(V, 0) =
e2
4π
∑
±
∫ ∞
−∞
dω′
(
T 2(ω′)[1 − f(~ω′ ± eV/2)]f(~ω′ ± eV/2)
+T (ω′) (1− T (ω′)) [1− f(~ω′ ± eV/2)]f(~ω′ ∓ eV/2)) . (4.14)
On obtient une expression identique a` celle obtenue dans le cadre de la the´orie de la
diffusion [70].
4.3.4 La conductance a` fre´quence finie
La conductance a` fre´quence finie est de´finie par la re´ponse a` l’application d’une tension
module´e [88, 144]. La conductance a` fre´quence finie et le bruit non syme´trise´ a` fre´quence
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finie satisfont a` une relation de type Kubo hors e´qulibre ge´ne´ralise´e, quelque soit l’ampli-
tude de re´trodiffusion de l’impurete´, et pour des tension, des fre´quences et de tempe´ratures
arbitriares [88, 165] :
Re[G(V, ω)] =
S(V,−ω)− S(V, ω)
2~ω
. (4.15)
C’est cette relation qu’on a choisi pour calculer la conductance a` fre´quence finie. Apre`s
calcul, nous obtenons le re´sultat suivant :
Re[G(V, ω)] =
e2
4hω
∑
±
∫ ∞
−∞
dω′T (ω′)
[
f(~ω′ ± eV/2) − f(~ω + ~ω′ ± eV/2)
]
, (4.16)
qui peut eˆtre re´e´crite sous la forme de diffe´rence de courants :
Re[G(V, ω)] =
e
4~ω
[I (V + 2~ω/e)− I (V − 2~ω/e)] . (4.17)
Ce re´sultat crucial et tre`s important est le meˆme que celui obtenu dans le cadre de la
the´orie perturbative de Tien-Gordon avec une charge renormalise´ de e/2 [166, 151]. Cette
expression est valable quelque soit la tension et la tempe´rature. Dans la re´fe´rence [167] il
a e´te´ montre´ que la relation (4.17) peut eˆtre universelle pour une ou plusieurs impurete´s
a` faible re´trodiffusion. Il est utile de savoir que dans le cas ou` V ≪ ~ω/e, la conductance
prend la forme suivante :
Re[G(V ≪ ~ω/e, ω)] ≈ eI(2~ω/e)
~ω
, (4.18)
qui montre que dans ce cas limite il n’y a plus de de´pendance en V .
4.4 Discussion
Dans cette partie nous allons de´tailler d’avantage les re´sultats obtenus dans la section
pre´ce´dente, en allant du re´gime a` faible tempe´rature (kBT ≪ eV ) au re´gime de haute
tempe´rature (kBT ≫ eV ).
4.4.1 Conductance diffe´rentielle et bruit a` fre´quence nulle
Commenc¸ons d’abord par le re´gime stationnaire ou`, rappelons-le, les re´sultats que
nous allons obtenir sont connus, ce qui nous permet de ve´rifier la validite´ de notre approche.
Comportement a` faible tempe´rature
A tempe´rature nulle, l’inte´grale de l’e´quation (4.10) peut eˆtre calcule´ analytiquement,
le courant total s’e´crit alors sous la forme suivante :
I(V ) =
GqVB
2
[
V
VB
− arctan
(
V
VB
)]
. (4.19)
On remarque que pour τ = 1, c’est-a`-dire VB = 0, on retrouve la loi d’Ohm I(V ) =
V/(2Rq). A τ < 1 on observe une re´duction du courant du type loi de puissance. Ceci
s’explique par le fait que le blocage de Coulomb dynamique persiste. Il faut noter aussi
que dans le re´gime de forte re´trodiffusion pour une tension V ≪ VB l’exposant de la loi de
puissance s’e´crit en fonction de la re´sistance 1 + 2R/Rq = 3, comme il est le cas dans la
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the´orie P (E) [154] pour un conducteur a` faible transmission. Dans notre cas, le courant
devient
I(V ≪ VB) = GqV
3
6V 2B
. (4.20)
Dans le re´gime de faible re´trodiffusion a` V ≫ VB, on de´duit le courant de re´trodiffusion
donne´ par la relation suivante :
IB(V ) =
GqV
2
− I(V ) , (4.21)
qui peut eˆtre exprime´ sous la forme suivante quand V ≫ VB :
IB(V ≫ VB) ≃ GqV
2
(π
2
− VB
V
)
. (4.22)
Le second terme correspond a` celui obtenu dans un cadre perturbatif [117] IB(V ) ∼ V 2K−1,
qui ne de´pend pas de la tension lorsque K = 1/2.
Regardons maintenant le comportement de la conductance diffe´rentielle. Celle-ci est
obtenue en de´rivant le courant par rapport a` la tension. A tempe´rature nulle on trouve :
G(V, ω = 0) =
dI
dV
=
Gq
2
[
1− V
2
B
V 2 + V 2B
]
, (4.23)
qui peut eˆtre re´e´crite en fonction du coefficient de transmission sous la forme suivante :
G(V, ω = 0) =
Gq
2
T
(
eV
2~
)
. (4.24)
Pour une transmission parfaite τ = 1, la conductance diffe´rentielle sera e´gale a` Gq/2 car
le conducteur est en se´rie avec une re´sistance R = Rq. Pour τ < 1, G(V, ω = 0) sera
infe´rieure a` Gq/2 dans le sens ou` eV est limite´ par ~ωC .
Figure 4.4 – Cote´ gauche : Conductance diffe´rentielle en unite´ de e2/h, en fonction de eV/~ωC pour
diffe´rentes valeurs de τ , a` kBT/~ωC = 0.001. Les valeurs correspondantes de VB sont les suivantes :
eVB/~ωC = 0.02 (ligne continue rouge), eVB/~ωC = 0.1 (ligne verte hachure´e), eVB/~ωC = 0.22 (ligne
bleu hachure´e) et eVB/~ωC = 0.5 (ligne noire en pointille´). Cote´ droit : Toutes les courbes du cote´ gauche
se superposent en une seule courbe en conside´rant la variation en V/VB.
Sur la figure 4.4 nous avons trace´ la conductance diffe´rentielle a` faible tempe´rature. On
remarque d’abord que l’anomalie de point ze´ro est plus visible quand τ de´croˆıt. L’autre
remarque importante, est la sensibilite´ aux faibles variations de τ . Ceci est duˆ au fait de
la variation rapide de T (ω′) a` faibles fre´quences. En effet, la contribution majeure dans
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l’e´quation (4.10) est donne´e par T (ω′) pour les fre´quences faibles. Vue ces remarques, on
conclut donc que le re´gime de forte re´trodiffusion est atteint rapidement pour les meˆmes
valeurs de τ . Il faut noter aussi que dans la partie droite de la figure 4.4 toutes les courbes
se superposent en une seule courbe si on normalise la tension par VB .
Regardons maintenant le bruit a` fre´quence nulle. A tempe´rature nulle, il est obtenu a`
partir de l’e´quation (4.14) en inte´grant a` T = 0
S(V, ω = 0) =
GqeVB
4
∣∣∣∣∣arctan
(
V
VB
)
− V VB
V 2 + V 2B
∣∣∣∣∣ . (4.25)
On peut montrer que le bruit a` fre´quence nulle obe´it a` l’e´quation (4.7) pour R = Rq. Ceci
confirme que l’anomalie de point ze´ro est lie´e au bruit a` fre´quence nulle en pre´sence d’un
environnement e´lectromagne´tique.
Figure 4.5 – Le courant et le bruit a` fre´quence nulle en fonction de la transmission effective τ pour
eV/~ωC = 0.2 et a` kBT/~ωC = 0.001 Les fle`ches indiquent les valeurs correspondantes de eVB/~ωC .
Nous avons trace´ dans la figure 4.5 le bruit a` fre´quence nulle et le courant en fonction
de la transmission effective τ a` basses tempe´ratures. On remarque que les deux courbes
posse`dent un comportement diffe´rent. En effet, le fait que l’inte´grale de´finissant le courant
contient T (ω′) nous donne une courbe re´gulie`rement croissante. Par contre, dans l’expres-
sion du bruit a` fre´quence nulle la quantite´ a` inte´grer contient le terme T (ω′)[1−T (ω′)] qui
rend le comportement non-monotone. Pour τ < 0.9 qui correspond a` une tension VB > V ,
les deux courbes convergent vers la meˆme valeur. En utilisant ces grandeurs, nous pou-
vons de´finir le facteur de Fano par le rapport S(V, ω = 0)/I(V ). Le re´sultat est identique
a` celui obtenu dans un re´gime poissonien avec transfert de charge e inde´pendant a` travers
le conducteur. Dans le cas ou` VB ≪ V , le transfert de charge n’est plus inde´pendant.Le
facteur de Fano est de´fini par le rapport S(V, ω = 0)/IB(V ), ou` IB(V ) est le courant de
re´trodiffusion, ce facteur prend la valeur e∗ = e/2. Cette valeur est lie´e a` la conductance
diffe´rentielle en l’absence de re´trodiffusion.
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Comportement a` tempe´rature interme´diaire
Figure 4.6 – Cote´ gauche : Conductance diffe´rentielle en unite´ de e2/h, en fonction de la tempe´rature
T en unite´ de ~ωC/kB pour diffe´rentes valeurs de τ , a` kBT/~ωC = 0.001. Cote´ droit : Toutes les courbes
du cote´ gauche se superposent en une seule courbe en conside´rant la variation en kBT/eVB.
Ce re´gime correspond a` des tempe´ratures proches de eV/kB . Sur la figure 4.6 nous
avons trace´ la conductance diffe´rentielle en fonction de la tempe´rature pour diffe´rentes
valeurs de τ . L’augmentation de la tempe´rature e´limine l’anomalie de point ze´ro, le com-
portement est similaire a` celui obtenu dans la the´orie P (E) [154, 53]. Du cote´ droit de la
figure 4.6, on voit de nouveau que toutes les courbes se superposent en une seule courbe
si on conside`re la variation en kBT/eVB .
Figure 4.7 – Le courant et le bruit a` fre´quence nulle en fonction de la transmission effective τ pour
eV/~ωC = 0.2 et a` kBT/~ωC = 0.2. Les fle`ches indiquent les valeurs correspondantes de eVB/~ωC .
Sur la figure 4.7 nous avons trace´ le courant et le bruit a` fre´quence nulle en fonction
de τ . On remarque cette fois que les deux courbes sont re´gulie`rement croissantes avec des
valeurs plus e´leve´es du cote´ du bruit a` fre´quence nulle a` cause de la contribution du bruit
thermique.
Comportement a` haute tempe´rature
Ce cas correspond a` kBT ≫ eV , on se retrouve a` l’e´quilibre, le courant devient alors
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line´aire en V ainsi que la conductance qui vaut [168, 120] :
G(V ≃ 0, ω = 0) = Gq
2
[
1− eVB
4πkBT
Ψ′
(
1
2
+
eVB
4πkBT
)]
, (4.26)
avec Ψ(x) = Γ′(x)/Γ(x), ou` Γ est la fonction d’Euler. Dans le cas de forte re´trodiffusion
et kBT ≫ eVB nous retrouvons la loi de puissance en T :
G =
2π2Gqk
2
BT
2
3e2V 2B
. (4.27)
Ce re´sultat est en accord avec le comportement d’un liquide de Tomonaga-Luttinger dans
le re´gime de forte re´trodiffusion [117, 128] ou` on a G ∼ T 2/K−2. Il est aussi en accord avec
ce que pre´dit la the´orie P (E) dans le re´gime tunnel.
La conductance diffe´rentielle a` tempe´rature et a` tension finies obe´it a` la loi G ∼ TαF (V/T )
ou` F (x ≫ 1) −→ constante. Ce qui implique que la tempe´rature et la tension ne jouent
pas des roˆles syme´triques. Dans le cas des faibles re´trodiffusions ce comportement est viole´.
En effet, si on conside`re la conductance diffe´rentielle de´finie par rapport au courant de
re´trodiffusion GB = Gq/2−G, on obtient dans la limite kBT ≫ eVB le re´sultat suivant :
GB =
πGqeVB
16kBT
, (4.28)
qui diffe`re de celui que l’on obtient si on de´veloppe l’e´quation (4.23) dans la limite V ≫ VB :
GB =
GqV
2
B
2V 2
. (4.29)
4.4.2 Conductance a` fre´quence finie et bruit non-syme´trise´ a` fre´quence
finie
Dans cette partie nous allons expliciter les re´sultats obtenus pour les grandeurs lie´es
au transport de´pendant du temps. Nous nous inte´ressons alors a` la conductance a` fre´quence
finie et au bruit non-syme´trise´ a` fre´quence finie. Comme il a e´te´ dit auparavant, ces
grandeurs de´pendent de la fre´quence, de la tension et de la tempe´rature en respectant
la fre´quence de coupure ~ωC et l’e´nergie de re´fe´rence eVB .
Comportement a` basse tempe´rature
Commenc¸ons d’abord par la conductance a` fre´quence finie. A tempe´rature nulle, elle est
donne´e par la relation suivante :
Re[G(V, ω)] =
Gq
2
[
1− eVB
4~ω
∑
±
arctan
(
2~ω ± eV
eVB
)]
. (4.30)
Nous avons trace´ dans la figure 4.8 la conductance a` fre´quence finie en fonction de la
fre´quence. Pour une transmission parfaite, on retrouve une conductance parfaite Gq/2. Il
faut noter que Re[G(V, ω)] est une fonction paire de ω. Par conse´quent, nous avons trace´
que les fre´quences positives. On remarque que les courbes pre´sentent un minimum fixe´
par la de´rive´e ∂ωRe[G(V, ω)] a` une fre´quence qui de´pend de V et de VB . Ce minimum
disparaˆıt lorsque τ de´croˆıt, et la conductance devient alors croissante. Toutes les courbes
a` gauche dans la figure 4.8 basculent vers celle de droite si on conside`re la variation en
~ω/eVB . Il faut noter que la conductance ne s’annule pas a` ω = 0 a` cause de la valeur finie
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Figure 4.8 – Cote´ gauche : Conductance a` fre´quence finie en unite´ de e2/h, en fonction de ω/ωC pour
diffe´rentes valeurs de τ , a` kBT/~ωC = 0.001 et eV/~ωC = 0.2. Cote´ droit : Toutes les courbes du cote´
gauche se superposent en une seule courbe en conside´rant la variation en ~ω/eVB avec V/VB = 0.2 et
kBT/eVB = 0.001.
de la tension. Concernant le bruit non-syme´trise´, a` tempe´rature nulle il est donne´ par la
relation suivante :
S(V, ω) = GqeVBF
(
V
VB
,
~ω
eVB
)
, (4.31)
avec la fonction sans dimension F qui vaut :
F(V˜ , ω˜) = −ω˜Θ(−ω˜) + 1
8
∑
±
[
±Θ(−ω˜ ± V˜ )arctan(V˜ )
+
[
3Θ(−ω˜)−Θ(−ω˜ ∓ V˜ )]arctan (2ω˜ ± V˜ )
]
+
1
8ω˜
∑
±
[−Θ(−ω˜) + Θ(−ω˜ ± V˜ )]
[
ln
(
1 + V˜ 2
)
− ln
(
1 + (2ω˜ ∓ V˜ )2
) ]
,
(4.32)
avec V˜ = V/VB , ω˜ = ~ω/eVB . La fonction S(V, ω) est paire en V . Par conse´quent, nous
nous limitons a` des valeurs positives de la tension. Cette parite´ n’e´tant pas ve´rifie´e par
rapport a` ω, nous tracerons donc les fre´quences positives et les fre´quences ne´gatives qui
correspondent au bruit d’e´mission et au bruit d’absorption respectivement [85].
Le bruit d’e´mission dans ce cas s’annule au-dela` de eV contrairement au cas per-
turbatif [169] ou` on pre´voit une annulation au-dela` de KeV . Cette annulation est duˆe a`
la fonction de Bose-Einstein de l’e´quation (4.13) qui devient une fonction de Heaviside
a` T = 0, et qui correspond a` l’e´change de photons entre les e´lectrons et les excitations
e´lectron-trou. Deux interpre´tations sont possibles : La premie`re consiste a` conside´rer que
les nouveaux fermions sont inde´pendants et donc par la the´orie de la diffusion le bruit
d’e´mission s’annule au-dela` de eV , malgre´ que le bruit ici n’obe´it pas a` la meˆme relation.
La seconde interpre´tation consiste a` conside´rer que le syste`me ne peut plus e´mettre aux
fre´quences supe´rieures a` celle de la tension du ge´ne´rateur. On peut aussi voir d’une manie`re
e´quivalente que si ~ω < −eV alors S(V,−ω) = 0, et donc l’e´quation (4.15) devient [165] :
S(V, ω < −eV/~) = −2~ωRe[G(V, ω)] . (4.33)
Donc pour ω < −eV/~ et a` tempe´rature nulle, le bruit d’absorption est controˆle´ par la
conductance.
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Figure 4.9 – Cote´ gauche : Bruit en exce`s non-syme´trise´ pour des fre´quences ne´gatives en unite´ de
e2ωC , en fonction de ω/ωC pour diffe´rentes valeurs de τ , a` kBT/~ωC = 0.001 et eV/~ωC = 0.2. Cote´ droit :
Bruit en exce`s non-syme´trise´ pour des fre´quences ne´gatives en unite´ de e2VB/~ en fonction de ~ω/eVB en
prenant V/VB = 0.2 et kBT/eVB = 0.001.
Dans la figure 4.9 et la figure 4.10 nous avons trace´ le bruit en exce`s pour des
fre´quences ne´gatives et des fre´quences positives respectivement. Le bruit en exce`s est
donne´ par la relation suivante :
∆S(V, ω) = S(V, ω) − S(V = 0, ω) , (4.34)
qui, a` tempe´rature nulle donne :
∆S(V, ω) = GqeVB [F(V˜ , ω˜)−F(0, ω˜)] . (4.35)
Figure 4.10 – Cote´ gauche : Bruit en exce`s non-syme´trise´ pour des fre´quences positives en unite´ de
e2ωC , en fonction de ω/ωC pour diffe´rentes valeurs de τ , a` kBT/~ωC = 0.001 et eV/~ωC = 0.2. Cote´ droit :
Bruit en exce`s non-syme´trise´ pour des fre´quences positives en unite´ de e2VB/~ en fonction de ~ω/eVB en
prenant V/VB = 0.2 et kBT/eVB = 0.001.
Les figures 4.9 et 4.10 sont trace´es a` basse tempe´rature. On remarque que pour τ tre`s
proche de 1, sur les deux figures pour des valeurs de ~ω = ±e∗V = ±eV/2, il existe un
saut, qui a` tempe´rature nulle est duˆ a` la fonction arctan (voir e´quation (4.32)). Le saut
disparaˆıt quand τ de´croˆıt. Notons que pour toutes les valeurs de τ , il existe une asyme´trie
entre le bruit d’absorption et le bruit d’e´mission. Cette asyme´trie est la conse´quence de la
non-line´arite´ induite par l’environnement e´lectromagne´tique. Les courbes des deux figures
4.9 et 4.10 basculent vers les deux courbes montre´es du cote´ droit de ces figures, si on
conside`re une variation en ~ω/eVB .
Comportement a` tempe´rature interme´diaire
Dans ce re´gime qui correspond a` KBT ≈ eV , nous avons trace´ la conductance a`
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fre´quence finie dans la figure 4.11. Nous remarquons que pour toutes les valeurs de τ la
conductance croˆıt re´gulie`rement.
Figure 4.11 – Cote´ gauche : Conductance a` fre´quence finie en unite´ de e2/h, en fonction de kBT/~ωC
pour diffe´rentes valeurs de τ , a` V = 0 et ω/ωC = 0.1. Cote´ droit : Toutes les courbes du cote´ gauche se
superposent en une seule courbe en conside´rant la variation en kBT/eVB en prenant V = 0 et ~ω/eVB = 0.1.
Dans la figure 4.12 nous avons trace´ le bruit en exce`s non-syme´trise´. Quand τ diminue,
le bruit augmente en conservant l’asyme´trie.
Figure 4.12 – Cote´ gauche : Bruit en exce`s non-syme´trise´ en unite´ de e2ωC , en fonction de ω/ωC pour
diffe´rentes valeurs de τ , a` kBT/~ωC = 0.2 et eV/~ωC = 0.2. Cote´ droit : Bruit en exce`s non-syme´trise´ en
unite´ de e2VB/~ en fonction de ~ω/eVB en prenant V/VB = 0.2 et kBT/eVB = 0.2.
Comportement a` haute tempe´rature
Dans ce re´gime ou` kBT ≫ eV (c’est a` dire a` l’e´quilibre), nous avons ve´rifie´ que le
bruit non-syme´trise´ et la conductance deviennent inde´pendants de la tension, en accord
avec le the´ore`me de fluctuation-dissipation. En effet, en exploitant les e´quations (4.13) et
(4.17) nous obtenons :
S(V ≪ kBT/e, ω) = 2~ωN(~ω)Re[G(V ≪ kBT/e, ω)] . (4.36)
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Conclusion
Dans ce chapitre nous avons e´tudie´ un conducteur cohe´rent a` un canal place´ en se´rie
avec une re´sistance. Nous nous sommes inte´resse´s au calcul des grandeurs qui de´terminent
les proprie´te´s stationnaires et dynamiques du transport. Nous avons choisi une valeur
particulie`re de la re´sistance R = Rq. Afin d’e´tudier ce proble`me nous avons pris l’avantage
du mapping en un proble`me de liquide de Tomonaga-Luttinger avec impurete´ de parame`tre
d’interaction K = 1/2. Ceci nous a permis d’avoir des re´sultats non-perturbatifs, valables
pour tous les re´gimes de tempe´ratures, toutes les tensions et toutes les fre´quences infe´rieurs
a` la fre´quence de coupure ωC . A tempe´rature nulle, les re´sultats que nous avons obtenus
sont analytiques. L’ensemble de ces re´sultats est controˆle´ par un parame`tre non-universel
VB , qui de´pend a` la fois des proprie´te´s du conducteur ainsi que de l’environnement. Le
choix de la re´sistance R = Rq et par conse´quent la valeur que doit prendre le parame`tre
d’interaction K = 1/2, nous a permis d’appliquer la proce´dure de refermionisation, cette
me´thode puissante qui s’appuie sur l’introduction des nouveaux fermions caracte´rise´s par
le coefficient de transmission T (ω).
Dans un premier temps, nous nous sommes inte´resse´s aux proprie´te´s stationnaires
de transport. L’expression du courant calcule´e correspond a` celle de la the´orie de la dif-
fusion. Du re´gime de faible re´trodiffusion jusqu’au re´gime de forte re´tro-diffusion nous
avons remarque´ que le blocage de Coulomb dynamique persiste. Dans les cas limites, qui
correspondent a` des valeurs de la tension V infe´rieures ou supe´rieures a` la tension VB,
nous retrouvons les lois de puissances correspondantes aux re´gimes de faible re´trodiffusion
et forte re´trodiffusion respectivement. Nous avons trouve´ que le bruit a` fre´quence nulle
lui aussi obe´it a` la meˆme loi que celle de la the´orie de la diffusion. De plus, dans les cas
limites correspondants aux re´gimes de faible et de forte re´trodiffusion il devient poisson-
nien. Concernant le transport de´pendant du temps, le bruit a` fre´quence finie n’a pas la
forme pre´vue par la the´orie de la diffusion. De plus, pour une tempe´rature nulle, le bruit
d’e´mission s’annule au-dela` de eV , ce qui est une proprie´te´ des e´lectrons sans interaction.
D’un autre cote´, la conductance a` fre´quence finie n’obe´it pas a` la the´orie de la diffusion.
Elle s’e´crit en fonction du courant dans une relation similaire a` celle de la the´orie de Tien-
Gordon. Notons que dans le meˆme contexte de notre e´tude, des travaux the´oriques tre`s
re´cents ont e´tudie´s le transport a` fre´quence finie a` travers une barrie`re tunnel couple´e a`
un environnement e´lectromagne´tique arbitraire [170].
D’un point de vue expe´rimental, ce syste`me permet la re´alisation d’un liquide de
Tomonaga-Luttinger de parame`tre d’interaction K = 1/2. Notre travail pre´sente une
contribution en matie`re de transport dans certains proble`mes tel que le blocage de Cou-
lomb dynamique et d’autres syste`me fortement corre´le´ pour une valeur de K = 1/2. Dans
la re´fe´rence [160], un tel syste`me a e´te´ re´alise´ en incorporant un conducteur a` un canal dans
un circuit d’impe´dance comparable a` Rq. Dans des travaux ulte´rieures du meˆme groupe
[161], la physique des liquides de Tomonaga-Luttinger a e´te´ e´tudie´e pour un syste`me
constitue´ d’un conducteur a` un canal en se´rie avec une re´sistance qui peut prendre plu-
sieurs valeurs, y compris Rq. Cette expe´rience constitue la ve´rification expe´rimentale du
mapping entre un tel syste`me et un liquide de Tomonaga-Luttinger avec une impurete´.
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Chapitre 5
The´orie des liquides de Luttinger
non chiraux
La the´orie des liquides de Luttinger a e´te´ e´labore´e afin de de´crire des syste`mes uni-
dimensionnels en interaction. La the´orie de Landau des liquides de Fermi n’e´tant pas
approprie´e. En effet, pour de tels syste`mes la structure de l’espace des phases est a` une
dimension, la surface de Fermi se re´sume donc a` deux points correspondant a` ±kF . De
ce fait, un certain nombre de conse´quences impose la non-validite´ de la description par la
the´orie des liquides de Fermi pour ce type de syste`mes. Parmi ces conse´quences la mau-
vaise de´finition du concept des quasi-particules. En effet, l’image de la self e´nergie Im[Σ],
identifie´e comme le taux de diffusion des quasi-particules et qui sert a` bien de´finir ces
derniers, n’a plus le meˆme profil. Pour des syste`mes unidimensionnels Im[Σ(k, ω)] ∝ ω au
lieu de ω2 en 2-d ou en 3-d. Notons aussi la pre´sence des divergences logarithmiques dans
l’ope´rateur d’interaction de deux particules dans le cadre d’un de´veloppement perturbatif
a` l’ordre 2. Pour une e´nergie E = EF , la renormalisation des quasi-particules s’annule. Par
conse´quent, la correspondance entre un e´tat non perturbe´ k et les excitations e´le´mentaires
est perdue. Par ailleurs de nouveaux phe´nome`nes e´mergent a` une dimension, ne´cessitant
alors d’autres outils pour les de´crire. A citer par exemple la distortion de Peierls ou la
se´paration spin-charge des excitations bosoniques, ou` les modes de spin et de charge se
propagent a` vitesses diffe´rentes a` cause du caracte`re fini de la densite´ de spin et de charge
a` basse e´nergie.
Les premiers mode`les introduits e´taient ceux de Tomonaga [17] et Luttinger [18] sur
une approche base´e sur la bosonisation. Des re´solutions pour ce mode`le ont e´te´ propose´es
par Matthis et Lieb [171], Luther et Peschel [114] et finalement Haldane [172, 173] qui
e´tend le mode`le aux fermions en interaction. Une autre approche appele´e “g-ology” qui a
e´te´ introduite par Menyhard et Solyom [174], et par Metzner et al. [175], qui s’appuie sur
une analyse par le groupe de renormalisation.
La the´orie des liquides de Tomonaga-Luttinger est un mode`le unidimensionnel ide´alise´
de fermions en interaction. Il s’appuie sur deux caracte´ristiques principales qui sont : (i)
la line´arisation du spectre au niveau des deux points de Fermi ±kF (i.e. l’e´nergie de Fermi
EF ), (ii) la bosonisation ou` on profite de la nature bosonique des excitations e´le´mentaires.
Il est important de noter que dans la version originale des mode`les de Tomonaga et de
Luttinger le spin n’e´tait pas inclus.
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5.1 Line´arisation du spectre
Dans cette partie nous allons nous inte´resser aux deux points fondamentaux qui
composent la the´orie des liquides de Luttinger qui sont la line´arisation du spectre et
la bosonisation. Nous conside´rons pour ceci un syste`me unidimensionnel de fermions en
interaction repre´sente´ par un fil quantique de longueur L. L’Hamiltonien pour ce syste`me
est donne´ par la somme d’un Hamiltonien cine´tique et d’un Hamiltonien d’interaction :
H = H0 +HI . (5.1)
La relation de dispersion des e´lectrons pre´sente une bande d’e´nergie au voisinage de
l’e´nergie de Fermi EF ou` le spectre est line´airement stable. Nous supposons que ce spectre
est sans gap et syme´trique (voir figure 5.1).
Dans le mode`le de Tomonaga [17], on line´arise la relation de dispersion au voisinage des
points correspondants aux surfaces de Fermi ±kF . Par conse´quent, en ces points l’e´nergie
sera :
E±(k) = EF ± ~vF (k ± kF ) . (5.2)
Tomonaga a donc de´montre´ que ce type de syste`me en interaction correspond a` des excita-
tions bosoniques identifie´es a` des oscillations de plasmons avec une relation de dispersion
line´aire. Le spectre se re´duit donc a` deux branches correspondantes a` des e´lectrons qui se
de´placent vers la droite (chiralite´ r = +, k > 0) et a` des e´lectrons qui se de´placent vers la
gauche (chiralite´ r = −, k < 0). L’e´nergie des excitations devient dans ce cas inde´pendante
de k :
Er(k + q)− Er(k) = ~vF rq . (5.3)
Figure 5.1 – Line´arisation de la relation de dispersion au niveau de l’e´nergie de Fermi EF .
Luttinger quand a` lui, a e´tendu cette line´arisation a` toutes les valeurs de k positives et
ne´gatives. Il faut noter que cette extension rajoute une infinite´ d’e´tats d’e´nergie ne´gative
qui n’ont aucun sens physique mais qui n’ont aucune incidence sur l’e´nergie du syste`me.
Un autre fait important de cette extension, est la solvabilite´ exacte de ce mode`le par la
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me´thode de bosonisation que nous introduirons apre`s. Chacune des branches apre`s cette
extension devient inde´pendante. Les e´lectrons se de´plac¸ant sur les branches sont indexe´s
par l’indice de chiralite´ r, l’ope´rateur de cre´ation e´lectronique s’e´crit alors sous la forme
suivante :
a†σ(k) = a
†
+,σ(k)Θ(k) + a
†
−,σ(k)Θ(−k) , (5.4)
ou` Θ est la fonction de Heaviside. Les ope´rateurs de cre´ation et d’annihilation obe´issent aux
relations d’anti-commutation {a†rσ(k), ar′σ′(k′)} = δr,r′δσσ′δk,k′ . L’Hamiltonien cine´tique
s’e´crit en fonction des nouveaux ope´rateurs :
H0 = ~vF
∑
r,k,σ
rka†rσ(k)arσ(k) . (5.5)
L’expression de l’ope´rateur de cre´ation nous permet aussi de de´duire l’expression de la
fonction d’onde fermionique. Celle-ci repre´sente la transforme´e de Fourier de l’ope´rateur
de cre´ation :
ψr,σ(x) =
1√
L
∑
k
e−ikxa†rσ(k) . (5.6)
Ces fonctions d’onde obe´issent a` la relation d’anti-commutation suivante
{ψ†r,σ(x), ψr′,σ′(x′)} = δr,r′δσσ′δ(x− x′). Nous de´finissons maintenant l’ope´rateur densite´ :
ρr,σ(k) =
1√
L
∑
k′
a†rσ(k + k
′)arσ(k′) . (5.7)
Le commutateur de deux ope´rateurs densite´ est donne´ par la relation :
[ρr,σ(k), ρr′,σ′(k
′)] = − rk
2π
δr,r′δσσ′δk,−k′ . (5.8)
Le commutateur de l’ope´rateur densite´ avec l’Hamiltonien cine´tique est donne´ par la re-
lation suivante :
[H0, ρr,σ(k)] = ~vF rkρr,σ(k) . (5.9)
Ce re´sultat signifie que l’ope´rateur ρr,σ met le syste`me sur un e´tat propre de l’Hamiltonien
avec la valeur propre ~vF rk. Comme conse´quence on peut re´e´crire l’Hamiltonien cine´tique
sous la forme [30] :
H0 = π~vF
∑
r,σ
∫ +L/2
−L/2
ρ2r,σ(x) , (5.10)
avec ρr,σ(x) = ψ
†
r,σ(x)ψr,σ(x) l’ope´rateur densite´ de´fini en position. Le commutateur de
cet ope´rateur avec le champ fermionique est donne´ par :
[ψr,σ(x), ρr,σ′(x
′)] = δσσ′δ(x − x′)ψr,σ(x) . (5.11)
Ce qui montre que si on ajoute un e´lectron au point x, un pic de Dirac se manifestera au
meˆme point dans la densite´. L’ope´rateur densite´ joue un roˆle central dans la the´orie des
liquides de Luttinger. En effet, l’e´quation (5.8) ve´rifie l’alge`bre U(1) de Kac-Moody [102],
et donc il est crucial dans l’e´laboration de la bosonisation.
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5.2 Bosonisation
La bosonisation est une proce´dure mathe´matique permettant l’e´criture des e´tats fer-
mioniques d’un syste`me unidimensionnel en termes d’excitations e´lectron-trou qui ont les
proprie´te´s de bosons sans interaction a` basses e´nergies [20, 176, 177]. Cela peut se faire
par la construction d’e´tats excite´s a` partir de l’e´tat fondamental correspondant a` une mer
de Fermi comple`tement remplie (voir figure 5.2). Le roˆle important que joue l’ope´rateur
densite´ dans la technique de la bosonisation est le fait qu’il obe´it a` une relation similaire
a` celle d’un ope´rateur de Bose dans le cadre d’une alge`bre U(1) de Kac-Moody. Les fluc-
tuations de densite´ se comportent alors comme des ope´rateurs bosoniques de cre´ation et
d’annihilation. Agissant sur un e´tat fondamental |0〉, ils cre´ent ou de´truisent une excitation
e´lectron-trou.
Figure 5.2 – Excitations e´lectron-trou. A gauche : l’e´tat fondamental d’une mer de Fermi remplie. A
droite : e´tat excite´, les points repre´sentent les e´tats occupe´s, les croix repre´sentent les e´tats inoccupe´s.
5.2.1 Champs bosoniques
Nous commenc¸ons d’abord par de´finir les ope´rateurs de cre´ation et d’annihilation
bosoniques. Ces ope´rateurs posse`dent la proprie´te´ de ne pas de´pendre des branches. Il est
important de noter que les ope´rateurs de cre´ation et d’annihilation bosoniques sont de´finis
sur la base d’un ordre normal par rapport a` l’e´tat du vide bosonique. Ces ope´rateurs
s’e´crivent alors sous les formes suivantes :
b†σ(k) = i
2π
|k| [Θ(k)ρ+,σ(−k) + Θ(−k)ρ−,σ(−k)] , (5.12)
bσ(k) = −i2π|k| [Θ(k)ρ+,σ(k) + Θ(−k)ρ−,σ(k)] . (5.13)
Ces ope´rateurs obe´issent a` la relation de commutation [bσ(k), b
†
σ′ (k
′)] = δσ,σ′δk,k′. Graˆce a`
ces nouveaux ope´rateurs on peut maintenant rc´rire l’ope´rateur bosonique :
ϕr,σ(x) =
i√
L
∑
rk>0
(2π
k
)
(ρr,σ(k)e
−ikx − ρr,σ(−k)eikx)e−a|k|/2 ,
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sous la forme :
ϕr,σ(x) =
1√
L
∑
rk>0
r
(2π
k
)1/2
(bσ(k)e
−ikx + b†σ(k)e
ikx)e−a|k|/2 . (5.14)
Le parame`tre a est un cut-off de distance indispensable dans la the´orie des liquides de
Luttinger. Il permet en effet d’e´liminer les divergences dans les inte´grales. Il a e´te´ introduit
afin de contrer l’ajout des e´tats d’e´nergies ne´gatives dans le mode`le de Luttinger. Les
nouveaux ope´rateurs bosoniques obe´issent a` la relation de commutation suivante :
[ϕr,σ(x), ϕr,σ′(x
′)] = irπδσ,σ′δ(x − x′) . (5.15)
Le calcul du commutateur du champ bosonique ϕ et de la densite´ ρ nous permet de de´duire
que les deux greteurs sont canoniquement conjugue´es. En effet, le commutateur vaut :
[ϕr,σ(x), ρr,σ′(x
′)] = −irδσ,σ′δ(x− x′) . (5.16)
Si deux champs p et q sont canoniquement conjugue´s, et si on de´finit une fonction ex-
ponentielle eiq du champ q, alors les deux champs ve´rifient la proprie´te´ [p(x), eiq(x
′)] =
δ(x−x′)eiq(x). L’application de cette proprie´te´ aux deux champs ϕ et ρ permet d’e´crire la
relation :
ψr,σ(x) = fr,σ(x)e
iϕr,σ(x) , (5.17)
avec fr,σ une fonction d’ope´rateurs qui s’obtient en calculant la valeur moyenne de l’ope´rateur
densite´ dans la limite a −→ 0. Le champ fermionique initial s’e´crit finalement en fonction
de l’ope´rateur bosonique ϕ sous la forme :
ψr,σ(x) =
Fr,σ√
2πa
eikF x+irϕr,σ(x) . (5.18)
Le terme kF ici est important pour de´crire correctement la bande d’e´nergie. Les ope´rateurs
Fr,σ sont des ope´rateurs fermioniques dits facteurs de Klein. Leur introduction est tre`s im-
portante du fait de leur caracte`re fermionique. Ils permettent ainsi d’obtenir des relations
d’anti-commutations bien de´finies. Ils commutent aussi avec les ope´rateurs bosoniques as-
surant ainsi la pre´servation des excitations e´lectron-trou. Les facteurs de Klein obe´issent
aux relations d’anti-commutation [20] :
{Fr,σ, F †r′,σ′} = 2δr,r′δσ,σ′ , (5.19)
{F †r,σ, F †r′,σ′} = 0 , (5.20)
{Fr,σ, Fr′,σ′} = 0 . (5.21)
Il existe aussi une autre e´quation qui lie le champ bosonique ϕ a` l’ope´rateur densite´.
Celle-ci s’exprime :
∂xϕr,σ(x) = 2πρr,σ(x) . (5.22)
Introduisons maintenant deux nouveaux champs bosoniques φ et θ. Ces deux champs
sont donne´s par les relations suivantes :
φ(x) = ϕR(x) + ϕL(x) , (5.23)
θ(x) = ϕR(x)− ϕL(x) . (5.24)
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Il est important de noter qu’a` cause de la se´paration spin-charge, les nouveaux champs
bosoniques seront de´finis par secteur de spin ou par secteur de charge, et il est donc
ne´cessaire d’indexer les champs φ et θ par l’indice j = c, s de´signant le secteur de charge
ou le secteur de spin respectivement. La relation entre le champ ϕ et les champs φj et θj
est :
ϕr,σ(x) =
√
π
2
∑
j
hσ(j)(φj(x) + rθj(x)) , (5.25)
avec hσ(c) = 1 et hσ(s) = σ. La fonction hσ(j) posse`de les proprie´te´s suivantes :
h2σ(j) = 1 , (5.26)
hσ(−j) = σhσ(j) . (5.27)
Les nouveaux champs bosoniques obe´issent a` la relation de commutation suivante :
[φj(x), θj′(x
′)] =
i
2
δj,j′sgn(x− x′) . (5.28)
Nous re´e´crivons maintenant le champ fermionique en fonction des deux nouveaux champs
bosoniques φ et θ :
ψr,σ(x) =
Fr,σ√
2πa
e
ikF x+i
√
π
2
∑
j
hσ(j)(φj(x)+rθj(x)) . (5.29)
La conside´ration de cette expression, qui repre´sente une bonne de´finition d’un fermion
a` travers les champs bosoniques φ et θ lie´s au champ initial ϕ. Ce champ est lie´ a` la
densite´ e´lectronique par la relation (5.22), et sachant que la densite´ obe´it a` une alge`bre
U(1) de Kac-Moody, alors les excitations seront du type “sound-like”. A basses e´nergies les
corre´lations e´lectroniques seront sous forme de loi de puissance dans le secteur de charge
si l’on rajoute ou on enle`ve un e´lectron.
5.2.2 Expression du Hamiltonien
Commenc¸ons d’abord par l’Hamiltonien cine´tique. A partir de l’e´quation (5.10), en
exploitant l’e´quation (5.14) nous obtenons l’expression du Hamiltonien cine´tique :
H0 =
~vF
4π
∑
r,σ
∫ +L/2
−L/2
dx(∂xϕr,σ(x))
2 . (5.30)
Si nous utilisons maintenant la transformation (5.25) nous aboutissons a` l’expression sui-
vante du Hamiltonien cine´tique :
H0 =
~vF
8π
∑
j
∫ +L/2
−L/2
dx
(
(∂xφj(x))
2 + (∂xθj(x))
2) . (5.31)
Inte´ressons nous maintenant a` l’Hamiltonien d’interaction. Celui-ci s’e´crit sous la forme
suivante :
Hint =
∫ +L/2
−L/2
dx
∫ +L/2
−L/2
dx′ρ(x)U(x − x′)ρ(x′) , (5.32)
ou` ρ(x) =
∑
r,σ ρr,σ(x) est la densite´ e´lectronique totale et U est le potentiel d’interaction
coulombien. Dans le cadre de l’hypothe`se des interactions a` courte porte´e U(x − x′) =
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U0δ(x − x′) et en exploitant la de´finition de la densite´ totale et les e´quations (5.22) et
(5.25), la densite´ e´lectronique totale devient alors :
ρ(x) ≈
√
2
π
∂xθc(x) . (5.33)
Par conse´quent l’Hamiltonien d’interaction prend la forme :
Hint =
~U0
π
∫ −L/2
−L/2
dx(∂xθc(x))
2 . (5.34)
Ceci nous permet d’e´crire l’Hamiltonien total :
H =
∑
j
∫ −L/2
−L/2
dx
~vj
2
[Kj(∂xφj(x))
2 +K−1j (∂xθj(x))
2] , (5.35)
avec vj = vF/Kj la vitesse des excitations collectives dans le fil, et Kj le parame`tre
d’interaction coulombienne de´fini comme :
Kj =
(
1 +
2U0δcj
vFπ
)−1/2
, (5.36)
ce qui conduit a` deux valeurs distinctes propres a` chaque secteur : Ks = 1 pour le secteur
de spin, et Kc = (1 +
2U0
vF π
)−1/2 pour le secteur de charge.
Dans le cas d’un fil quantique inhomoge`ne, la parame`tre d’interaction de´pend de la
position Kj(x). La vitesse des excitations collectives devient vj(x) = vF /Kj(x) [178, 179,
180]. L’Hamiltonien dans ce cas vaut :
H =
~
2
∑
j
∫ −L/2
−L/2
dx
(
vj(x)Kj(x)(∂xφj(x))
2 + vj(x)K
−1
j (∂xθj(x))
2
)
. (5.37)
5.2.3 Expression du Lagrangien et de l’action
Il est inte´ressant de connaˆıtre l’expression de l’action euclidienne. Celle-ci est a` l’ori-
gine des fonctions de Green qui re´gissent la dynamique des excitations du syste`me. Afin
de de´terminer l’action, il faut d’abord e´crire le Lagrangien L. De´finissons alors l’ope´rateur
bosonique Πj(x, t) = −∂xθj(x, t). Le calcul du commutateur de ce champ bosonique avec
le champ φj donne :
[φj(x, t),Πj′(x
′, t)] = iδj,j′δ(x− x′) . (5.38)
Ce qui montre que Πj et φj sont canoniquement conjugue´s. De ce fait, il est possible
d’appliquer une transformation de Legendre a` l’Hamiltonien en utilisant le champ Πj(x, t)
et la de´rive´e temporelle de son conjugue´ canonique ∂tφj . Cette transformation donne le
Lagrangien :
L =
∑
j
∫ −L/2
−L/2
dx(−∂tφj(x, t)∂xθj(x, t)) −H . (5.39)
En utilisant les e´quations d’e´volution ∂tθj = i[H, θj ] et ∂tφj = i[H,φj ], nous obtenons les
deux relations suivantes :
∂tθj(x, t) = −vj(x)Kj(x)∂xφj(x, t) , (5.40)
∂tφj(x, t) = − vj(x)
Kj(x)
∂xθj(x, t) . (5.41)
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En reportant ces deux relations dans l’e´quation (5.39) et en remplac¸ant l’Hamiltonien par
son expression donne´e par l’e´quation (5.37), nous obtenons l’expression du Lagrangien :
L =
~
2
∑
j
∫ −L/2
−L/2
dx
( 1
vj(x)Kj(x)
(∂tθj(x, t))
2 − vj(x)
Kj(x)
(∂xθj(x, t))
2
)
. (5.42)
Comme l’action S =
∫
dtL, on obtient alors :
S =
~
2
∑
j
∫
dt
∫ −L/2
−L/2
dx
( 1
vj(x)Kj(x)
(∂tθj(x, t))
2 − vj(x)
Kj(x)
(∂xθj(x, t))
2
)
. (5.43)
Cette expression repre´sente l’action d’un oscillateur harmonique ou` θj est un champ de
de´placement et la vitesse de phase vj est renormalise´e par le parame`tre d’interaction Kj.
5.3 Expe´riences sur des liquides de Luttinger
Dans cette partie nous allons exposer quelques re´sultats d’expe´riences sur des syste`mes
unidimensionnels en interaction, l’objectif e´tant d’observer le profil d’un liquide de Lut-
tinger. La me´thode de caracte´risation de ce profil diffe`re d’un syste`me a` un autre. Parmi
ces syste`mes on peut citer les chaˆınes d’atomes a` une dimension, les nanotubes de car-
bone, et les circuits mesoscopiques constitue´s d’un conducteur a` un canal en se´rie avec
une re´sistance.
La largeur d’une chaˆıne d’atomes est de l’ordre d’un seul atome. Par conse´quent elle
peut eˆtre conside´re´e comme un syste`me quasi-unidimensionnel. Elle sont construite par
de´poˆt d’atomes en ge´ne´ral un me´tal, sur un substrat de silicium. Dans les travaux de Sego-
via et coll. [181], les chaˆınes sont constitue´es d’atomes d’or. Des mesures de photoemission
a` basses tempe´ratures ont e´te´ effectue´es afin de de´terminer la densite´ spectrale. L’analyse
des donne´es expe´rimentales montre l’existence de la se´paration spin-charge dans les modes
d’excitations.
5.3.1 Les nanotubes de carbone
Un autre syste`me inte´ressant est le nanotube de carbone. Un nanotube de carbone a`
paroi simple (single-walled nanotube), a un diame`tre de 0.5− 2.0nm (voir figure 5.3), les
excitations circonfe´rentielles sont alors bloque´es et le syste`me peut eˆtre conside´re´ comme
un gaz e´lectronique a` une dimension. La ve´rification d’un comportement de liquide de
Luttinger dans un tel syste`me se fait par la mesure de l’exposant α pre´sent dans la loi de
puissance re´gissant la densite´ d’e´tats.
Dans la re´fe´rence [183], le spectre de photoemission a e´te´ mesure´ a` partir d’une source
synchrotron de nanotubes de carbone de meˆme diame`tre augmente´ par ablation laser.
L’analyse des re´sultats du spectre de photoemission et de la densite´ d’e´tats ont permis de
de´terminer expe´rimentalement l’exposant α. Dans une autre expe´rience, Bockrath et coll.
[21] ont e´tudie´ les proprie´te´s de transport pour des nanotubes de carbone connecte´s a` des
e´lectrodes me´talliques soit aux extre´mite´s du nanotube soit par le centre (bulk). Pour ces
deux ge´ome´tries, un transport tunnel se passe aux points de contact assimile´s a` des points
quantiques. Les mesures de la conductance et de la conductance diffe´rentielle en fonction
de la tempe´rature et de la tension permettent de de´duire la valeur de l’exposant α. A
titre d’illustration, dans la figure 5.4 est trace´e la conductance diffe´rentielle en fonction de
la tension. Les re´sultats obtenus sont en accord avec les pre´dictions the´oriques. En effet,
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Figure 5.3 – A gauche : sche´ma d’un nanotube de carbone a` paroi simple. A droite : un faisceau de
nanotubes de carbone a` paroi simple observe´s par microscopie a` effet tunnel. D’apre`s Ishii et coll. [183].
pour une tension eV ≪ kBT la conductance pre´sente une variation en loi de puissance
en fonction de la tempe´rature G ∝ Tα, et pour une tension eV ≫ kBT la conductance
diffe´rentielle est en loi de puissance en fonction de la tension dI/dV ∝ V α. L’exposant est
donne´ pour les deux ge´ome´tries [184], pour un contact avec le “bulk” :
α =
1
8
(Kc +K
−1
c − 2) , (5.44)
et pour un contact avec les extre´mite´s :
α =
1
4
(K−1c − 1) . (5.45)
Figure 5.4 – Conductance diffe´rentielle en fonction de la tension pour diffe´rentes valeurs de la
tempe´rature. (a) Lorsque le nanotube a un point contact par le ”bulk”, la valeur de l’exposant est α = 0.46.
(b) Lorsque le nanotube a un point contact par les extre´mite´s, la valeur de l’exposant est α = 0.63. Les
lignes solides repre´sentent les courbes the´oriques. D’apre`s Bockrath et coll. [21].
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5.3.2 Fractionalisation de la charge dans les liquides de Luttinger non-
chiraux
Dans les syste`mes unidimensionnels tels que les fils quantiques ou les nanotubes de
carbone, la charge des porteurs de courant peut eˆtre plus grande ou plus petite que la
charge unitaire e. Ces syste`mes sont de´crits par la the´orie des liquides de Luttinger non
chiraux. Cependant, l’injection d’un e´lectron au centre d’un fil quantique ou d’un nanotube
de carbone produit une se´paration de la charge de cet e´lectron en deux pulses de charge
se propageant dans deux directions diffe´rentes. La charge dans chacun de ces pulses est
fe et (1− f)e. Le facteur f de´pend du parame`tre d’interaction du liquide de Luttinger :
f =
1 +K
2
. (5.46)
Comme l’indique sa de´finition f ≤ 1 car K ≤ 1 dans ce cas. La fractionalisation de la
charge e´mane de la renormalisation de la vitesse de charge dans les liquides de Luttinger.
De plus, les re´sultats the´oriques acquis sortent du contexte de calcul de valeurs moyennes.
La description the´orique de ce phe´nome`ne est faite dans la re´fe´rence [185]. Ce mode`le
s’appuie sur l’introduction de champs chiraux dans un liquide de Luttinger non chiral
[186, 187, 188].
La fractionalisation de la charge peut eˆtre mise en e´vidence en mesurant la quantite´ :
I−s − I+s
Is
= 2f − 1 = K , (5.47)
ou` Is est le courant tunnel, et I
−
s et I
−
s sont deux courants qui se propagent dans deux
directions oppose´es. Dans une ge´ome´trie a` trois terminaux, un autre parame`tre identifie
la fractionalisation de la charge. Il s’agit de rapport universel de fractionalisation qui doit
eˆtre e´gale a` 1 [185] :
As(2e
2/~)
G2
=
1
K
(I−s − I+s
Is
)
, (5.48)
ou` As est la facteur d’asyme´trie et G2 est la conductance de deux terminaux.
Figure 5.5 – Parame`tre d’interaction en fonction de la densite´ nL. D’apre`s Steinberg et coll. [189].
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Dans la re´fe´rence [189], une expe´rience a e´te´ re´alise´e dans la cadre d’une ge´ome´trie a`
trois terminaux. Des e´lectrons ont e´te´ injecte´s au centre d’un fil quantique et les courants
re´sultants ont e´te´ mesure´s aux extre´mite´s du fil. Dans la figure 5.5, le parame`tre d’inter-
action K est trace´ en fonction de la densite´ nL. Les re´sultats de cette expe´rience sont en
accord avec les pre´dictions the´oriques. Le rapport universel de fractionalisation est e´gale
a` 1.
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5.4 Conclusion
Nous avons vu dans cette partie que la the´orie des liquides de Tomonaga-Luttinger
a e´te´ e´labore´ afin de de´crire les phe´nome`nes se passant dans des syste`mes a` basses di-
mensions. Cette the´orie s’appuie sur deux bases importantes qui sont la line´arisation de
la relation de dispersion et la bosonisation. Cette dernie`re constitue une solution exacte
du mode`le line´arise´ de Luttinger. Elle se base sur le fait que les excitations e´lectron-trou
ont un caracte`re bosonique. Elle permet donc de donner une nouvelle forme aux fermions
initiaux en fonction des champs bosoniques construits. L’Hamiltonien bosonise´ est qua-
dratique.
Dans la dernie`re section nous avons expose´ quelques re´sultats des expe´riences sur des
syste`mes unidimensionnels. Ces syste`mes constituent des exemples parfaits pour de´montrer
expe´rimentalement la physique des liquides de Luttinger.
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Chapitre 6
Densite´ d’e´tats dans un fil
quantique connecte´ a` deux
e´lectrodes
Dans ce chapitre nous nous sommes inte´resse´s a` l’e´tude d’un fil quantique connecte´
a` deux e´lectrodes. Le syste`me unidimensionnel est de´crit par un liquide de Luttinger
non-chiral en pre´sence de deux impurete´s localise´es. Dans un premier cas le fil quantique
est homoge`ne, le parame`tre d’interaction ne de´pend pas de la position. Le deuxie`me cas
correspond a` un fil quantique non homoge`ne, et le parame`tre d’interaction de´pend de la
position.
Dans la section 6.1, nous allons exposer le concept de fonctions de Green. L’impor-
tance des fonctions de Green re´side dans leur implication directe dans la de´finition des
proprie´te´s spectrales d’un syste`me, comme la densite´ d’e´tats. Nous exposons aussi quelques
outils relatifs aux fonctions de Green tels que le formalisme de Keldysh et l’e´quation de
Dyson, et pour e´tablir un lien direct avec notre e´tude, nous de´crivons dans la section 6.2
quelques proprie´te´s de fil quantique sans interaction. Pour s’approcher de notre sujet, nous
exposons dans la section 6.3 quelques re´sultats de la litte´rature qui traitent de la densite´
d’e´tats pour un fil quantique en interaction avec une seule impurete´ ainsi que pour un fil
quantique sans interaction en pre´sence de deux impurete´s.
A partir de la section 6.4 nous traitons notre approche d’un fil quantique en inter-
action en pre´sence de deux impurete´s. Nous explicitons les calculs relatifs a` e´quation de
Dyson ainsi qu’a` sa re´solution. Dans la section 6.5, nous montrons les re´sultats que nous
avons obtenu. Ces re´sultats de´crivent la densite´ d’e´tats d’abord pour un fil quantique ho-
moge`ne, puis pour un fil quantique inhomoge`ne. Nous donnons l’expression des fonctions
de Green inhomoge`nes.
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6.1 Fonctions de Green
Comme nous l’avons de´ja` cite´, les fonctions de Green ont leur importance capitale en
matie`re condense´e. Dans cette section, nous allons pre´senter diffe´rents types de fonctions
de Green dans diffe´rents cadres the´oriques. Allant de la the´orie de la re´ponse line´aire, en
passant par la description de syste`mes ou` la perturbation est introduite adiabatiquement
et enfin pour des syste`mes fortement perturbe´s.
6.1.1 Cadre de la the´orie de la re´ponse line´aire
Dans la the´orie de la re´ponse line´aire, un syste`me donne´ est perturbe´ par une source
exte´rieure qui de´pend du temps. Cette source exte´rieure peut eˆtre un champ e´lectrique, un
champ magne´tique, une force ou n’importe quelle grandeur pouvant apporter un change-
ment au syste`me. L’Hamiltonien total du syste`me s’exprime en terme d’un Hamiltonien a`
l’e´quilibre note´ H0, et d’un Hamiltonien de perturbation qui de´pend de la source exte´rieur
Vk(t) et d’une observable qui lui est couple´e O
1
k(t) :
Hext =
∑
k
Vk(t)O
(1)
k (t) . (6.1)
L’objectif est de calculer la valeur moyenne d’un ope´rateur O
(2)
k (t) dans l’e´tat perturbe´.
La valeur moyenne est donne´e par la formule de Kubo [31, 32] :
〈O(2)k (t)〉 =
∫ +∞
−∞
dt′
∑
l
GRkl(t− t′)Vl(t′) , (6.2)
ou` GRkl est la fonction de re´ponse retarde´e, ou fonction de Green retarde´e :
GRkl(t− t′) =
−i
~
Θ(t− t′)〈[O(2)k (t− t′), O(1)l (0)]〉 . (6.3)
La fonction de Heaviside Θ exprime le fait qu’une mesure a` un temps t ne de´pend que de
la perturbation aux temps ante´rieurs. C’est ce que l’on appelle le principe de causalite´.
Dans la re´alite´, l’ope´rateur O
(2)
k (t) correspond a` une fonction de corre´lation retarde´e telles
que la conductivite´ ou la susceptibilite´. La fonction de re´ponse retarde´e de´crit ainsi la
dissipation. Afin de de´crire les fluctuations, donc des grandeurs telles que le courant ou la
charge, il faut introduire la fonction de re´ponse ordonne´e dans le temps :
GTkl(t− t′) = −i〈T
(
O
(2)
k (t− t′)O(1)l (0)
)〉 . (6.4)
Si on prend l’exemple deux ope´rateurs A(t) et B(t), l’action de T pour t > t′ est donne´e
par :
T (A(t)B(t′)) = A(t)B(t′) , (6.5)
et pour t < t′ :
T (A(t)B(t′)) = ±B(t′)A(t) , (6.6)
ou` le signe (±) est relatif a` la nature bosonique ou fermionique des ope´rateurs. L’utilisation
du the´ore`me de Wick permet le calcul des valeurs moyennes dans les expressions des
fonctions de re´ponse retarde´es et ordonne´es dans le temps.
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6.1.2 Cadre de la the´orie de perturbation
Le syste`me est de´crit par un Hamiltonien total H = H0 + Hint compose´ d’une
partie cine´tique et d’une partie interaction. Le syste`me est suppose´ re´versible, c’est-a`-
dire qu’apre`s un temps t le syste`me retrouve son e´tat d’e´quilibre. Le de´part se fait de
l’e´tat fondamental a` t = 0 correspondant a` une situation ou` aucun couplage avec un
champs exte´rieur n’existe. Par la suite, l’interaction est introduite adiabatiquement. Dans
la repre´sentation d’Heisenberg, la fonction de Green pour une particule a` tempe´rature
nulle est [30] :
G(x, t;x′, t′) = −i〈Ψ0|T
(
ψ(x, t)ψ†(x′, t′)
)|Ψ0〉
〈Ψ0|Ψ0〉 , (6.7)
ou` |Ψ0〉 est l’e´tat fondamental correspondant a` l’Hamiltonien H, et ψ est l’ope´rateur
d’annihilation dans la repre´sentation d’Heisenberg. L’objectif e´tant de calculer la valeur
moyenne d’un ope´rateur A(t) de´fini par :
A(t) = eiHtAe−iHt . (6.8)
Cependant, il est ne´cessaire de re´duire le proble`me a` une se´rie de perturbations. Pour cela,
il faut introduire la repre´sentation interaction [190]
A˜(t) = eiH0tA(0)e−iH0t , (6.9)
avec la correspondance entre la repre´sentation interaction et la repre´sentation d’Heisen-
berg :
A(t) = S−1(t,−∞)A˜(t)S(t,−∞) , (6.10)
ou` S(t, t′) = U(t)U †(t′) est une matrice s’exprimant en terme d’ope´rateur d’e´volution
U(t) = eiH0te−iH0t, qui est un produit ordonne´ dans le temps [30, 191]. Cette matrice
obe´it a` la proprie´te´ S(t, t′′) = S(t, t′)S(t′, t′′), et est re´gie par l’e´quation diffe´rentielle :
∂tS(t, t
′) = ∂tU(t)U †(t′) = −iHint(t)S(t, t′) . (6.11)
Re´soudre cette e´quation permet d’obtenir l’expression de la matrice S en fonction de
l’Hamiltonien H˜int :
S(t, t′) = T
(
exp
(− i ∫ t
t′
H˜int(t1)dt1
))
. (6.12)
Il est important maintenant de rede´finir l’e´tat fondamental. En effet, |Ψ0〉 l’e´tat fondamen-
tal relatif a` l’Hamiltonien H n’est pas connu. Cependant, l’e´tat fondamental |Φ0〉 relatif
a` l’Hamiltonien H0 est connu, et il est possible d’exprimer |Ψ0〉 en fonction de |Φ0〉 au
moyen du the´ore`me de Gell-Mann Low [192] :
|Ψ0〉 = S(0,−∞)|Φ0〉 , (6.13)
〈Ψ0| = 〈Φ0|S(∞, 0) . (6.14)
Ce qui permet de re´crire la fonction de Green de´finie dans l’´equation (6.7) :
G(x, t;x′, t′) = −i〈Φ0|T
(
S(∞,−∞)ψ(x, t)ψ†(x′, t′))|Φ0〉
〈Φ0|S(∞,−∞)|Φ0〉 . (6.15)
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Lorsque le syste`me revient a` l’e´quilibre, l’e´tat final est exprime´ en fonction de de l’e´tat
initial :
|Φf 〉 = S(∞,−∞)|Φ0〉 , (6.16)
avec :
〈Φ0|S(∞,−∞)|Φ0〉 = eiα . (6.17)
L’e´tat final est unique, il est inde´pendant de la manie`re dont les perturbations sont intro-
duites et est e´gale a` une phase pre`s a` l’e´tat initial.
La fonction de Green de´finie par l’e´quation (6.15), permet d’exprimer certaines quan-
tite´s physiques telle que la densite´ e´lectronique :
ρ(x) = −Im
[
lim
x′→x,t′→t+ε
G(x, t;x′, t′)
]
, (6.18)
et le courant :
j(x) = ± ~
m
lim
x′→x,t′→t+ε
(∇x −∇x′)G(x, t;x′, t′) . (6.19)
Notons enfin que cette description se limite au cas d’une perturbation adiabatique dans
un syste`me re´versible. Afin d’e´tudier des syste`mes irre´versibles ou des syste`me fortement
perturbe´s d’autres outils sont indispensables. Le calcul explicite de la fonction de Green se
fait par plusieurs me´thodes, a` citer par exemple le prolongement analytique de la fonction
de Matsubara calcule´e en fre´quence imaginaire, ou la the´orie de perturbation en temps
re´elle.
6.1.3 Formalisme de Keldysh
Il s’agit de de´crire un syste`me irre´versible fortement perturbe´. En effet, meˆme pour
un temps asymptotiquement grand le syste`me ne revient pas a` son e´tat d’e´quilibre. Ty-
piquement, un tel syste`me est transfe´re´ d’un e´tat d’e´quilibre a` t = −∞, de´crit par un
Hamiltonien H0, vers un e´tat hors e´quilibre pour lequel un Hamiltonien Hint intervient.
L’e´tat final hors e´quilibre n’est pas un e´tat propre de l’Hamiltonien H0. Un syste`me de
deux re´servoirs porte´s a` diffe´rents potentiels chimiques constitue un bon exemple. Un
autre exemple est le transport dans un syste`me unidimensionnel (fil quantique, nonotube
de carbone) engendre´ par l’application d’une diffe´rence de potentiel entre les bornes du
conducteur. Ces situations illustrent bien l’irre´versibilite´ dans l’e´volution du syste`me.
Le formalisme de Schwinger-Keldysh est une me´thode de the´orie des champs conc¸ue pour
calculer les fonctions de corre´lations d’un syste`me hors e´quilibre [27]. S’appuyant sur la
transcription de la the´orie de perturbation a` l’e´quilibre pour des syste`mes hors e´quilibre,
elle constitue une extension de celle-ci. Cette approche est utile pour traiter divers cas de
syste`mes hors e´quilibres, a` citer par exemple le phe´nome`ne de transport ou le traitement
des syste`mes hors e´quilibre thermique.
Dans le formalisme de Keldysh, le syste`me e´volue de t → −∞ a` t → +∞ puis cette
e´volution est renverse´e, de t→ −∞ a` t→ +∞. Ceci est traduit par un contour temporel
dans le plan complexe [27] (voir figure 6.1). Plusieurs changements affectent l’expression
de la fonction de Green de´crite dans le cadre de la the´orie de perturbation. A noter,
l’ope´rateur e´volution devient un ope´rateur identite´ UK = 1, et la matrice SK s’e´crit au
moyen de produit de matrices S :
SK = S(−∞,∞)S(∞,−∞) . (6.20)
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Figure 6.1 – Contour temporel de Keldysh, l’indice des branches est η = ±1.
Par conse´quent, elle posse`de une nouvelle expression en fonction de l’inte´grale de l’Hamil-
tonien H˜int sur le contour K de Keldysh :
SK = TK
(
exp
(− i ∫
K
H˜int(t1)dt1
))
, (6.21)
ou` TK est le nouvel ope´rateur d’ordre temporel, qui ordonne les ope´rateurs sur le contour
Keldysh. Ces ope´rateurs peuvent se trouver sur la branche supe´rieure indexe´e par η = +
ou sur la branche infe´rieure η = −. Pour deux ope´rateurs A(t) et B(t) l’ope´rateur TK
s’e´crit, si t >K t
′ :
TK
(
A(t)B(t′)
)
= A(t)B(t′) , (6.22)
et si t <K t
′ :
TK
(
A(t)B(t′)
)
= ±B(t′)A(t) , (6.23)
ou` t >K t
′ et t <K t′ expriment la relations d’ordre entre deux temps sur le contour
Keldysh. Ces nouveaux ope´rateurs permettent de de´finir la fonction de Green dans le
cadre du formalisme de Keldysh :
G(x, t;x′, t′) = −i〈Φ0|TK
(
SKψ(x, t)ψ
†(x′, t′)
)|Φ0〉
〈Φ0|SK |Φ0〉 . (6.24)
L’ope´rateur TK de´finit en fait quatre fonctions de Green suivant la position des temps
de chaque ope´rateur. On peut donc re´crire la fonction de Green en mettant en e´vidence
l’ordre temporel par l’indice η = ± :
Gηη
′
(x, t;x′, t′) = −i〈Φ0|TK
(
SKψ(x, t)ψ
†(x′, t′)
)|Φ0〉 . (6.25)
Cette e´criture de la fonction de Green nous permet d’expliciter les quatre fonctions suivant
l’ordre des temps sur le contour Keldysh [30, 193, 194]. Les deux premie`res fonctions de
Green correspondent au cas ou` les deux temps se trouvent dans des branches diffe´rentes :
G+−(<)(x, t;x′, t′) = i〈Φ0|ψ†(x′, t′)ψ(x, t)|Φ0〉 , (6.26)
et :
G−+(>)(x, t;x′, t′) = −i〈Φ0|ψ(x, t)ψ†(x′, t′)|Φ0〉 . (6.27)
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Dans le cas ou` les deux temps se trouvent sur la branche supe´rieure du contour, on de´finit
la fonction de Green ordonne´e dans le temps :
G++(t)(x, t;x′, t′) = −i〈Φ0|T
(
ψ(x, t)ψ†(x′, t′)
)|Φ0〉 . (6.28)
Si les deux temps se trouvent sur la branche infe´rieure, on de´finit alors la fonction de
Green anti-ordonne´e dans le temps :
G−−(t¯)(x, t;x′, t′) = −i〈Φ0|T¯
(
ψ(x, t)ψ†(x′, t′)
)|Φ0〉 , (6.29)
ou` T¯ est l’ope´rateur de´finit sur le contour Keldysh qui anti-ordonne le temps. Les fonctions
de Green ordonne´e et anti-ordonne´e peuvent eˆtre exprime´es en fonction de G+− et G−+,
nous avons donc [30] :
G++(t)(x, t;x′, t′) = Θ(t− t′)G−+(>)(x, t;x′, t′) + Θ(t′ − t)G+−(<)(x, t;x′, t′) , (6.30)
G−−(t¯)(x, t;x′, t′) = Θ(t′ − t)G−+(>)(x, t;x′, t′) + Θ(t− t′)G+−(<)(x, t;x′, t′) . (6.31)
Les indices entre parenthe`ses <, >, t et t¯ repre´sentent les autres notations de ces meˆmes
fonctions de Green qu’on peut trouver dans la litte´rature. L’ensemble de ces quatre fonc-
tions ve´rifient la relation [30]
G++ +G−− = G+− +G−+ , (6.32)
et permettent de de´finir une matrice 2× 2 :
G =
(
G++ G+−
G−+ G−−
)
. (6.33)
L’application d’une transformation unitaire sur cette matrice permet de de´finir trois fonc-
tions de Green supple´mentaires :(
0 GA
GR GK
)
=
1− iσy
2
(
G++ G+−
G−+ G−−
)
, (6.34)
ou` GA, GR et GK sont les fonctions de Green avance´e, retarde´e et la fonction de Green
Keldysh respectivement. La fonction de Green avance´e est de´finie par :
GA(x, t;x′, t′) = G++(x, t;x′, t′)−G+−(x, t;x′, t′) = iΘ(t−t′)〈Φ0|
[
ψ(x, t), ψ†(x′, t′)
]
∓|Φ0〉 ,
(6.35)
ou` l’indice ∓ dans le crochet [, ]∓ fais re´fe´rence au commutateur des champs bosoniques
et fermioniques respectivement. La fonction de Green retarde´e est donne´e par la relation :
GR(x, t;x′, t′) = G++(x, t;x′, t′)−G−+(x, t;x′, t′) = −iΘ(t−t′)〈Φ0|
[
ψ(x, t), ψ†(x′, t′)
]
∓|Φ0〉 .
(6.36)
La dernie`re fonction est la fonction de Green Keldysh, spe´cifiques aux syste`mes hors
e´quilibre, elle s’e´crit :
GK(x, t;x′, t′) = −i〈Φ0|
[
ψ(x, t), ψ†(x′, t′)
]
∓|Φ0〉 . (6.37)
En utilisant les relations (6.35) et (6.36) on peut re´crire la relation (6.32) :
GA −GR = G+− −G−+ . (6.38)
Graˆce au formalisme de Keldysh on peut de´finir plusieurs quantite´s physiques au moyen
des fonctions de Green. De plus, quelque soit la dimension du syste`me le formalisme est
applicable car il ne de´pend que de l’intensite´ de la perturbation.
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6.1.4 Equation de Dyson
L’ensemble des fonctions de Green de´finies dans la partie pre´ce´dente peut eˆtre e´value´
pour un syste`me en interaction. Cette e´valuation s’appuie sur le de´veloppement en se´ries
de la matrice SK . En d’autres termes, il s’agit de de´velopper le potentiel d’interaction H˜
contenu dans la matrice SK puis inte´grer sur le contour Keldysh. L’Hamiltonien d’inter-
action H˜ peut repre´senter n’importe quel type d’interaction, e´lectron-e´lectron, e´lectron-
phonon ou e´lectron-photon. Le the´ore`me de Wick permet d’apparier les ope´rateurs. Dans
ce de´veloppement de la matrice SK , chaque e´le´ment produit un ensemble de termes lie´ a`
une des deux branches suivant laquelle le temps est ordonne´. L’ensemble de ces terme peut
eˆtre organise´ sous une formulation matricielle (voir la re´fe´rence [30] pour plus de de´tails).
Si on conside`re une interaction quelconque, le de´veloppement d’une fonction de Green
G s’e´crit :
G = G0 +G0Σ
(1)G0 +G0Σ
(1)G0Σ
(1) +G0Σ
(2)G0 +G0Σ
(1)G0Σ
(2)G0
+G0Σ
(2)G0Σ
(1)G0 +G0Σ
(3)G0 + ... , (6.39)
chacun de ces termes correspond a` un diagramme de Feynman (voir figure 6.2 ou` G0 est
dite fonction de Green nue, repre´sente´e par une ligne solide. On remarque par exemple que
le diagramme (3) s’obtient en composant le diagramme (2) avec lui meˆme. Les diagrammes
(5) et (6) s’obtiennent en composant les diagrammes (2) et (4). Les diagrammes (2), (4)
et (7) sont des diagrammes irre´ductibles. En ge´ne´ral, le de´veloppement a` l’ordre 1 ou 2
suffit a` comprendre certains e´le´ments de la physique du proble`me. Par conse´quent, on
tient compte de certain diagramme que l’on sait calculer, et on ne´glige les autres. Un
certain nombre de proble`me ont e´te´ re´solus dans cette approche, a` citer par exemple :
l’approximation de phase ale´atoire ou la localisation faible, ou` les e´lectrons interagissent
avec un potentiel d’impurete´.
Figure 6.2 – Diagrammes de Feynman pour le de´veloppement en se´ries de la fonction de Green G,
chaque terme du membre de droite de l’e´quation (6.39) est repre´sente´ par un diagramme.
A partir de l’e´quation (6.39) on peut e´crire l’e´quation de Dyson qui repre´sente la
somme de tous les diagrammes irre´ductibles :
G = G0 +G0ΣG , (6.40)
ou` Σ = Σ(1)+Σ(4)+Σ(3)+ ... est la self e´nergie. Cette e´quation peut eˆtre e´crite sous forme
matricielle [30] :
G = G0 +G0ΣG , (6.41)
en conside´rant la repre´sentation matricielle de la fonction de Green donne´e par l’e´quation
(6.33) ou (6.34). A son tour, la matrice Σ s’e´crit :
Σ =
(
Σ++ Σ+−
Σ−+ Σ−−
)
. (6.42)
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D’une manie`re moins condense´e, l’e´quation (6.41) s’e´crit :
G(x, x′; t, t′) = G0(x, x′; t, t′) +
∫
dt1
∫
dt2
∫
dx1
∫
dx2G0(x, x1; t, t1)
×Σ(x1, x2; t1, t2)G(x2, x′; t2, t′) . (6.43)
Les e´quations de Dyson pour l’ensemble des six fonctions de Green, avance´e, retarde´e,
ordonne´e dans le temps, anti-ordonne´e, G+− et G+− s’e´crivent sous une forme e´quivalente,
en tenant compte de la nature de la fonction de Green nue et de la self e´nergie qui suivent
la nature de la fonction de Green G choisie [30]. Par exemple, pour les fonctions de Green
retarde´e et avance´e, l’e´quation de Dyson s’e´crit :
GA = GA0 +G
A
0 Σ
AGA , (6.44)
GR = GR0 +G
R
0 Σ
RGR . (6.45)
La transforme´e de Fourier de l’ensemble des e´quations de Dyson pour les diffe´rentes fonc-
tions de Green, permet de mieux les exploiter afin de calculer diffe´rentes quantite´s phy-
siques.
Il est possible de de´river l’e´quation de Dyson a` partir de l’e´quation du mouvement,
ce que nous verrons plus tard quand nous aborderons la proble`matique d’un fil quantique
connecte´ a` deux re´servoirs.
6.2 Proprie´te´s d’un fil quantique
Dans cette section nous allons pre´senter a` titre d’illustration le calcul de la densite´
d’e´tats pour un fil quantique de´crit par un liquide de Luttinger de parame`tre d’interaction
K. Ceci nous permet de comprendre les diffe´rentes approches de calcul qui diffe´rent du
cas simple, au cas d’une impurete´ jusqu’au cas qui nous inte´resse, c’est-a`-dire un fil avec
deux impurete´s.
6.2.1 Expression de la fonction de Green retarde´e fermionique
Nous conside´rons donc un fil quantique de´crit par un liquide de Luttinger. L’Hamil-
tonien de´crivant le syste`me est donne´ par l’e´quation (5.35). Nous voulons de´terminer la
fonction de Green retarde´e fermionique GR, elle s’e´crit en fonction des fonctions de Green
G+− et G−+ :
GR(x, x′; t, t′) = Θ(t− t′)
(
G−+(x, x′; t, t′)− G+−(x, x′; t, t′)
)
. (6.46)
Afin de calculer cette quantite´, il est utile d’utiliser l’identite´ bosonique donne´e par
l’e´quation (5.29). La fonction de Green G−+ s’exprime donc au moyen des champs bo-
soniques φj et θj :
G−+rσ (x, x′; t, t′) = −
ieirkF (x−x′)
2πa
×
〈
Fr,σF
†
r,σe
i
√
π
2
∑
j
h(j)[φj(x
′,t′)+rθj(x′,t′)]e
−i
√
π
2
∑
j
h(j)[φj(x,t)+rθj(x,t)]
〉
.
(6.47)
La moyenne se fait par rapport a` l’e´tat propre |φ0〉 de l’Hamiltonien H0. Cette moyenne
se divise en moyenne d’exponentielles de champs bosonique multiplie´e par la moyenne
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des facteurs de Klein qui sont des ope´rateurs fermioniques. Les proprie´te´s des facteurs de
Klein impliquent 〈Fr,σF †r,σ〉 = 1. A l’aide du the´ore`me de Beker-Campbell-Hausdorff, qui
exprime le produit des exponentielles de deux ope´rateurs A et B lie´s par la relation de
commutation [A,B] :
eAeB = eA+Be[a,B]/2 , (6.48)
il est possible de de´velopper le produit des exponentielles des champs bosoniques. Afin de
calculer la moyenne, il faut utiliser la relation 〈eA〉 = e〈A2〉/2 [195]. La fonction de Green
dans l’e´quation (6.47) s’exprime en termes de fonctions de Green bosoniques :
G−+rσ (x, x′; t, t′) = −
ieirkF (x−x
′)
2πa
× exp
[
π
2
∑
j
Gφφ,−+j (x, x
′; t, t′) +
π
2
∑
j
Gθθ,−+j (x, x
′; t, t′)
+
π
2
∑
j
rGφθ,−+j (x, x
′; t, t′) +
π
2
∑
j
rGθφ,−+j (x, x
′; t, t′)
]
. (6.49)
Ces fonctions de Green bosoniques sont de´finies graˆce aux champs bosoniques θ et φ. Par
exemple la fonction de Green Gφφ,−+j s’e´crit :
Gφφ,−+j (x, x
′; t, t′) = 〈φj(x, t)φj(x′, t′)〉 − 1
2
〈φ2j (x, t)〉 −
1
2
〈φ2j (x′, t′)〉 . (6.50)
Les expressions des fonctions de Green bosoniques pour un syste`me d’e´crit par l’Hamilto-
nien de liquide de Luttinger, invariant par translation et a` tempe´rature nulle dans l’espace
(x, t) sont de´crits dans la litte´rature [176, 177].
La fonction de Green fermionique G−+rσ s’e´crit :
G−+rσ (x, x′; t, t′) = −
ieirkF (x−x′)
2πa
∏
j
[
1(
1 + i (t−t
′)vF
a + i
Kj(x−x′)
a
)γj(
1 + i (t−t
′)vF
a − i
Kj(x−x′)
a
)γj
× 1(
1 + i (t−t
′)vF
a − i
Kj(x−x′)
a
)(1+r)/4(
1 + i (t−t
′)vF
a + i
Kj(x−x′)
a
)(1−r)/4
]
, (6.51)
ou` γj =
1
8(K
−1
j +Kj − 2) est un parame`tre non universel. Rappelons que l’indice j = c, s
fait re´fe´rence aux secteurs de charge et de spin respectivement. La fonction de Green G+−
se de´duit de la fonction G−+ par la proprie´te´ :
G+−(x, x′; t, t′) = G−+(x′, x; t′, t) . (6.52)
La de´termination de ces deux fonctions permet d’e´crire la fonction de Green retarde´e fer-
mionique. Dans l’e´quation (6.51) la fonction de Green a` une loi de puissance de´croissante
d’exposant non universel γj . Ce qui engendre des singularite´s en le moment q et l’e´nergie
ω.
Afin de calculer la densite´ d’e´tats, il est inte´ressant d’exprimer la fonction de Green
retarde´e selon les valeurs du moment q et de l’e´nergie ω. Pour cela l’utilisation de l’inva-
riance par translation spatiale et temporelle donne G(x, x′; t, t′) = G(x, x; τ = t− t′). Dans
la papier de Braunecker et coll., la fonction de Green retarde´e dans l’espace (x, ω) est
calcule´e pour diffe´rents types de liquides de Luttinger [196]. Dans le cas d’un liquide de
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Luttinger sans spin, les auteurs se sont base´s sur le calcul de la transforme´e de Fourier de
la fonction G(x; τ) a` partir de son expression en fonction du temps imaginaire et sur des
me´thodes de calcul d’inte´grale de contours, dans la mesure ou` une continuation analytique
par rotation de Wick n’est pas bien de´finie dans ce cas. La fonction de Green retarde´e
GRrr(x, ω) s’e´crit :
GRr,r(x, ω) =
−eirkFx
2
√
πΓ(γ + 1)
ω+a
v2F
(2i|x|vF
ω+a2
) 1
2
−γ
×[Kγ− 1
2
(|x|ω+/ivF )− sgn(rx)Kγ+ 1
2
(|x|ω+/ivF )
]
, (6.53)
ou` Γ est la fonction d’Euler, Kα est la fonction de Bessel modife´e de second type, a est le
cutoff de distance, ω+ = ω + i0 et γ est donne´ par la relation suivante :
γ =
K +K−1 − 2
4
. (6.54)
Il faut noter que 0 < γ < 1 correspond a` une constante d’interaction 0.17 < K ≤ 1 qui
assurera la convergence des inte´grales et ainsi re´gulariser les divergences ultraviolettes.
Notons aussi que ce re´sultat est valable dans la limite |x| ≫ a dans laquelle la bosonozation
est applicable. Dans l’e´quation (6.53), l’indice r, r fait re´fe´rence aux auto-corre´lations. Les
corre´lations croise´es Gr,r′ sont nulles dans le mesure ou` elles ne pre´servent pas le nombre
des porteurs de charge chiraux.
6.2.2 Densite´ d’e´tats d’un fil quantique
La densite´ d’e´tats est de´finie dans ce cas par la relation suivante :
ρ(ω) =
−1
π
∑
r
Im[GRr,r(x→ 0, ω)] . (6.55)
L’homoge´ne´ite´ du syste`me impose la non-de´pendance de la densite´ d’e´tats du fil quantique
en fonction de la position. Pour calculer la densite´ d’e´tats il faut de´velopper d’abord la
fonction de Bessel modifie´e de second type Kα(z) au voisinage de x = 0. La fonction de
Green retarde´e s’e´crit dans cette limite [196] :
GRr,r(x→ 0, ω) ∼
−Γ(12 − γ)
4
√
πΓ(1 + γ)
ω+a
v2F
( ω+a
2ivF
)2γ−1
. (6.56)
L’utilisation des proprie´te´s de la fonction Γ permet d’e´crire la densite´ d’e´tats sous la forme :
ρ0(ω) =
|ω/ωF |2γ
πvFΓ(1 + 2γ)
. (6.57)
Dans la figure 6.3, nous avons trace´ la densite´ d’e´tats en fonction de l’e´nergie ω pour
diffe´rentes valeurs du parame`tre d’interaction K. Lorsque le parame`tre d’interaction aug-
mente, la valeur de la densite´ d’e´tats diminue. De plus, au fur et a` mesure que le parame`tre
d’interaction augmente, le profil de la densite´ d’e´tats change, allant d’un comportement en
loi de puissance pour des faibles valeurs de K a` une valeur constante pour K = 1 sur toute
la gamme de fre´quences. Ceci est duˆ a` l’exposant 2γ qui tend vers 0 lorsque K tend vers
1. Cette remarque montre qu’aucune excitation individuelle ne survit dans un liquide de
Luttinger. Ce type de comportement met en e´vidence la dimension anormale des fermions
[197].
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Figure 6.3 – Densite´ d’e´tats ρ0(ω) en unite´ de vF en fonction de ω/ωF pour diffe´rentes valeurs de K.
Ligne rouge K = 1, ligne hachure´e verte K = 3/4, ligne pointille´e bleu K = 2/3, ligne pointille´e noire
K = 1/2 et ligne hachure´e jaune K = 1/3.
6.3 Fil quantique en pre´sence d’impurete´s
Dans cette section nous allons exposer quelques proprie´te´s des fils quantiques en
pre´sence d’une ou de deux impurete´s. Dans une premie`re partie nous allons de´crire le
comportement de la densite´ d’e´tats pour un fil quantique de´crit par un liquide de Luttinger
en pre´sence d’une seule impurete´. Dans une deuxie`me partie, nous exposerons le re´sultat
relatif au calcul de la fonction de Green retarde´e dans le cas d’un fil quantique en pre´sence
de deux impurete´s. Le fil quantique en question est de´crit par un liquide de Luttinger sans
interaction. Ce que nous allons introduire sert comme comparaison aux re´sultats obtenus
dans le cas d’un fil quantique connecte´ a` deux re´servoirs.
6.3.1 Cas d’une seule impurete´ en interaction
Plusieurs auteurs ont e´tudie´ le proble`me d’une impurete´ dans un liquide de Luttinger.
Dans le papier d’Oreg et Finkel’stein, la densite´ d’e´tats pour un fil quantique ou un e´tat de
bord dans le re´gime de l’effet Hall quantique fractionnaire a e´te´ e´tudie´e [198]. Ces syste`mes
unidimensionnels sont de´crits par un liquide de Luttinger. La densite´ d’e´tats est calcule´e
au niveau de la position de l’impurete´ a` tempe´rature finie. L’Hamiltonien du syste`me est
compose´ d’un terme de type liquide de Luttinger donne´ par l’e´quation (35 chapitre 5) et
d’un terme de re´trodiffusion duˆ a` la pre´sence de l’impurete´. Le terme de re´trodiffusion
peut s’exprimer sous la forme [198] :
HB = ΓF
†
LFRe
i[ϕR(0,t)+ϕL(0,t)] + h.c. . (6.58)
La densite´ d’e´tats est obtenue par la continuation analytique de la transforme´e de Fourier
de la fonction de Green Matsubara G(x, x; τ) :
ρ(ω, x) = − 1
π
Im
[ ∫ ∞
0
G(x, x; τ)eiωnτdτ
]
iωn→ω+iδ
. (6.59)
Le re´sultat du calcul donne une densite´ d’e´tat au voisinage de l’impurete´ qui s’e´crit :
ρ(ω) ∼ ω1/2K−1 , (6.60)
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qui en comparant avec l’expression de la densite´ d’e´tat d’un liquide de Luttinger sans
impurete´s ρ0(ω) ∼ ω(K+1/K)/2−1, est non seulement augmente´e, mais aussi diverge pour
K > 1/2. Dans la re´fe´rence [199], Fabrizio et Gogolin ont recalcule´ la densite´ d’e´tats pour le
meˆme syste`me en tenant compte d’une subtilite´ importante. En effet, la non conside´ration
du facteur de phase qui apparaˆıt a` cause de la non-commutativite´ des champs fermionique
implique la surestimation de la densite´ d’e´tats tel qu’il a e´te´ montre´ dans la re´fe´rence
[198]. La densite´ d’e´tat dans ce cas s’e´crit :
ρ(ω) ∼ ω1/K−1 , (6.61)
qui ne s’annule que si ω −→ 0, ce qui conduit donc a` la suppression de la densite´ d’e´tats
ainsi que la conductance au voisinage de l’impurete´. Notons que Kane et Fisher ont obtenu
auparavant la meˆme expression de la densite´ d’e´tats [128].
Dans les re´fe´rences [20, 131], la densite´ d’e´tats est calcule´e pour le meˆme syste`me
mais dans le cas particulier ou` le parame`tre d’interaction est K = 1/2. Rappelons que
cette valeur du parame`tre d’interaction permet d’utiliser la proce´dure de refermionisation
et ainsi obtenir des re´sultats non perturbatifs. La densite´ d’e´tat est obtenue dans une
limite asymptotique (limite qui permet de calculer les inte´grales qui mettent en jeu des
ope´rateurs de vertex) (Γt≫ 1) :
ρ(ω) =
2ω
π2vΓ
. (6.62)
Dans un travail plus re´cent, Grishin et coll. [200], ont calcule´ la densite´ d’e´tats pour un
liquide de Luttinger en pre´sence d’une seule impurete´ en s’appuyant sur un formalisme de
bosonisation fonctionnelle [201, 202, 203]. Deux e´le´ments sont importants dans ce forma-
lisme : d’abord le de´couplage de l’Hamiltonien d’interaction contenant quatre ope´rateurs
fermioniques par la transformation de Hubbard-Stratonovich. Ensuite, l’e´limination des
termes mixtes bosoniques-fermioniques dans l’action par une transformation de jauge.
Dans ce mode`le, l’Hamiltonien de re´trodiffusion s’e´crit [200] :
HB = vF
∫
dxΓ(x)
[
ψ†+(x)ψ−(x) + ψ
†
−(x)ψ+(x)
]
, (6.63)
l’indice + (−) fait re´fe´rence aux porteurs se de´plac¸ant vers la droite (vers la gauche).
Notons que cette expression de l’Hamiltonien mixe les chiralite´s. Elle repre´sente la version
fermionique de l’Hamiltonien donne´ dans l’e´quation (6.58). La densite´ d’e´tats est obtenue
en e´tablissant une continuation analytique de la transforme´e de Fourier de la fonction de
Green fermionique G pour une position arbitraire par rapport a` l’impurete´. Cette impu-
rete´ est prise ponctuelle Γ(x) = Γδ(x) ou` l’amplitude de re´trodiffusion est Γ ≪ 1 afin de
garantir la line´arisation du spectre en pre´sence de l’impurete´. Les e´chelles d’e´nergies sont
infe´rieures a` l’e´nergie de Fermi. Notons que les auteurs ont inclus des quantite´s renorma-
lise´es telles que : la position x˜ ∝ K|x|, l’e´nergie ω˜ = ω/ωF , la tempe´rature α = πT/ωF et
l’amplitude de re´trodiffusion Γ′ = Γ1/(1−K) [204]. La densite´ d’e´tats est obtenue explicite-
ment pour K ≥ 1/2 dans les limite asymptotique suivantes : la premie`re limite correspond
a` une position au voisinage de l’impurete´ x˜≪ Γ′−1 ≪ ω˜−1, la densite´ d’e´tats s’e´crit :
ρ(ω) ∼ ω˜1/K−1Γ′−(1/2)(1/K−K) . (6.64)
La deuxie`me limite correspond au cas ou` la densite´ d’e´tats de´pend a` la fois de la position
et de l’e´nergie Γ′−1 ≪ x˜≪ ω˜−1 :
ρ(ω) ∼ ω˜1/K−1x˜(1/2)(1/K−K) . (6.65)
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Enfin, la dernie`re limite correspond a` la densite´ d’e´tats obtenue tre`s loin de l’impurete´,
min(x˜,Γ′−1)≫ ω˜−1 :
ρ(ω) ∼ ω˜(1/2)(1/K+K)−1. (6.66)
La figure 6.4 montre un sche´ma qui de´crit les trois re´gions correspondantes aux trois
pre´ce´dentes e´quations. La re´gion hachure´e diagonalement correspond a` l’e´quation (6.64),
le re´sultat est en accord avec l’expression originale de la densite´ d’e´tats [128] (voir e´quation
(6.61)). De plus, la de´pendance de l’amplitude de re´trodiffusion est e´tablie. La re´gion ha-
chure´e verticalement correspond a` l’e´quation (6.65). L’effet de l’impurete´ est toujours
ressenti dans cette re´gion. Cependant la domination de l’impurete´ diminue, et le compor-
tement d’un liquide de Luttinger pur commence a` se manifester. Enfin la re´gion hachure´e
horizontalement correspond a` l’e´quation (6.66). Dans cette limite l’effet de l’impurete´ n’est
plus ressenti, et on retrouve le profil d’un liquide de Luttinger ordinaire.
Figure 6.4 – Repre´sentation des diffe´rentes re´gions qui montre le comportement de la densite´ d’e´tats.
D’apre`s Grishin et coll. [200].
La pre´sence d’une impurete´ dans un me´tal engendre des oscillations nomme´e oscilla-
tions de Friedel. Dans un liquide de Fermi, l’impurete´ cause des oscillations dans le profil
de la densite´ [205, 206] :
ρ ∼ cos(2kF r + δ)/rd , (6.67)
ou` d est la dimensionnalite´, r est la distance par rapport a` l’impurete´ et δ est un facteur
de phase. Dans un syste`me unidimensionnel, la question est comment les interactions
e´lectroniques peuvent affecter ces oscillations. Dans la re´fe´rence [207], les auteurs ont
e´tudie´ les oscillations de Friedel dans un syste`me e´lectronique unidimensionnel pour une
interaction e´lectronique arbitraire, et un potentiel d’impurete´ arbitraire. Les re´sultats ont
e´te´ obtenus pour les cas sans spin ainsi que pour un spin 1/2. Les calculs ont e´te´ fait dans
le cadre de la bosonisation. Les oscillations de Friedel peuvent s’obtenir de la fonction
ge´ne´ratrice Z. Pour le cas sans spin, elle s’e´crivent :
〈ρˆ(x)〉/ρ0 = P (|x|,K,Γ)W (|x|,K)cos(2kF x) , (6.68)
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ou` ρ0 = kF /π, P est la fonction de pinning, Γ est le potentiel de l’impurete´ et W est une
fonction de poids qui s’e´crit :
W (x,K) = (1 + x/α)−K , (6.69)
ou` α ∝ vF /2K est une longueur caracte´ristique. Le comportement asymptotique a` tre`s
large distance de l’impurete´ montre que les oscillations de Friedel de´croissent en une loi de
puissance x−K . L’e´valuation de la fonction de penning montre qu’elle est essentiellement
constante. Pour le cas d’un spin 1/2, la densite´ s’e´crit :
〈ρˆ〉 ∼ cos(2kFx)x−2K . (6.70)
Le comportement asymptotique montre une de´croissance plus rapide des oscillations. En
effet, la loi de puissance s’exprime comme ∼ x(1+K)/2. Ce comportement est duˆ a` l’addition
du canal de spin.
Dans la re´fe´rence [208], les auteurs ont e´tudie´ les oscillations de Friedel pour le cas
K = 1/2. Cette valeur du parame`tre d’interaction permet d’effectuer un calcul exact. Pour
une tempe´rature nulle, et dans la limite ou` on se trouve tre`s proche de l’impurete´ x→ 0,
les oscillations de Friedel s’e´crivent :
〈ρˆ− ρ0〉/ρ0 ∝ −ln(x) cos(2kFx+ ηF ) , (6.71)
dans l’autre limite (x→∞), nous avons :
〈ρˆ− ρ0〉/ρ0 ∝ x−1/2 cos(2kFx+ ηF ) , (6.72)
ou` ηF = KπΓ/kF .
6.3.2 Cas de deux impurete´s sans interaction
Dans la re´fe´rence [209], Song et coll. ont e´tudie´ la transmission e´lectronique a` travers
deux impurete´s dans un fil quantique. Ce qui nous inte´resse le plus dans ce travail est
l’e´tablissement et la re´solution de l’e´quation de Dyson. Les auteurs ont conside´re´ un fil
quantique quasi-unidimensionnel dans lequel un e´lectron d’e´nergie E est soumis a` un
potentiel de confinement Uc dans la direction y, et aux potentiels des deux impurete´s U(i),
ou` l’indice i = 1, 2 fait re´fe´rence a` la premie`re impurete´ et a` la deuxie`me impurete´, qui
sont se´pare´es par une distance L. La fonction de Green note´e GR est solution de l’e´quation
du mouvement d’un e´lectron. L’e´quation de Dyson de la fonction de Green GR s’e´crit (la
de´pendance temporelle n’est pas indique´e afin d’alle´ger les notations) :
GRS (x, x
′) = GR0 (x, x
′) +
∫
dx1G
R
0 (x, x1)
2∑
i=1
U(i)(x1)G
R
S (x1, x
′) , (6.73)
ou` GR0 est la fonction de Green sans impurete´s. Le potentiel des impurete´s est conside´re´
comme ponctuel :
U(1)(x) = Γ1δ(x + L/2) , (6.74)
U(2)(x) = Γ2δ(x − L/2) , (6.75)
ou` Γ1 et Γ2 sont les amplitudes de re´trodiffusion. En utilisant ces expressions du poten-
tiel des impurete´s il est possible de re´soudre l’e´quation de Dyson (6.73). La me´thode de
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re´solution est expose´e dans l’annexe C. La fonction de Green GR s’e´crit :
GRS (x, x
′) = GR0 (x, x
′) +
[
GR0
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R
0
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0
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2
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2
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T1G
R
0
(−L
2
, x′
)]
/D , (6.76)
avec T1 = Γ1(1 − g11Γ1)−1, T1 = Γ2(1 − g22Γ2)−1 et D = 1 − T1g12T2g21. Les gij sont
les e´le´ments d’une matrice 2 × 2 qui regroupe les fonctions de Green nues calcule´es aux
positions des impurete´s (voire l’annexe C).
Figure 6.5 – Densite´ d’e´tats calcule´e a` partir de l’expression de la fonction de Green solution de
l’e´quation de Dyson de Song et coll. en fonction de la position x/a et de l’e´nergie ω/ωC pour L/a = 1000
et Γ1 = Γ2 = 0.1.
Pour connaˆıtre le comportement de la densite´ d’e´tats de´finie au moyen de la fonction
de Green de l’e´quation (6.76), nous avons choisie une expression de la fonction de Green
nues dans l’espace (x, ω) qui correspond a` celle d’un liquide de Luttinger non chiral :
GR0 (x, x
′;ω) = −ieiω|x−x′|/vF+ikF (x−x′) . (6.77)
Nous avons calcule´ ensuite la densite´ d’e´tats note´e ρS :
ρS(x, ω) = − 1
π
Im
[
GRS (x, x;ω)
]
. (6.78)
Dans la limite de faible re´trodiffusion, un calcul perturbatif par rapport aux Γi (i = 1, 2)
est applique´. Nous avons alors Ti ≈ Γi et D ≈ 1. La densite´ d’e´tats se re´duit alors a`
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Figure 6.6 – Densite´ d’e´tats calcule´e a` partir de l’expression de la fonction de Green solution de
l’e´quation de Dyson de Song et coll. :A Gauche En fonction de l’e´nergie ω/ωC a` x = 0, pour L/a = 1000,
a` droite en fonction de la position x/a pour ω/ωC = 0.01. Ligne rouge hachure´e Γ1 = Γ2 = 0.1~ωC , ligne
bleue hachure´e en pointille´s Γ1 = Γ2 = ~ωC et ligne solide noire Γ1 = Γ2 = 10~ωC .
l’expression :
ρS(x, ω) ≈ ρ0 + 1
π
[
Γ1 sin(2ω|x+ L/2|) + Γ2 sin(2ω|x− L/2|)
]
, (6.79)
avec ρ0 = 1/π la densite´ d’e´tats de la fonction de Green nue sans interaction. A forte
re´trodiffusion, la fonction de Green calcule´e dans cette approche devient re´elle :
GRS (x, x;ω) ≈
cos(ωL)− cos(2ωx)
sin(ωL)
. (6.80)
Nous avons repre´sente´ la densite´ d’e´tats en fonction de x et ω. Puis en fonction de
ω et en fonction de x se´pare´ment. Dans la figure 6.5 la densite´ d’e´tats est repre´sente´e
en fonction de (x, ω). Dans la figures 6.6(gauche), la densite´ d’e´tats calcule´e a` partir de
la fonction de Green (6.76) est repre´sente´e en fonction de ω/ωC pour diffe´rentes valeurs
des amplitudes de re´trodiffusion prises e´gales Γ1 = Γ2. La densite´ d’e´tats ρS change de
comportement en fonction de la valeur des amplitudes de re´trodiffusion. En effet, pour
une faible re´trodiffusion la parite´ est brise´e. Quand la re´trodiffusion devient forte la parite´
est restaure´e. On se retrouve dans une situation ou` le fil est coupe´ au niveau des impu-
rete´s, le syste`me est donc isole´. Les pics indiquent la quantification des niveaux d’e´nergie.
Sur la figure 6.6(droite), la densite´ d’e´tats est trace´e en fonction de la position. Le com-
portement oscillatoire a` faible re´trodiffusion diffe`re suivant la re´gion (dans l’intervalle
]−L/2,+L/2[ ou en dehors). Quand la re´trodiffusion augmente jusqu’a` atteindre le rg´ime
de forte re´trodiffusion, la densite´ d’e´tats s’annule dans la re´gion ]− L/2,+L/2[. Un com-
portement typique d’un syste`me isole´.
6.4 Fil quantique connecte´ a` deux e´lectrodes
Nous conside´rons dans cette partie un fil quantique connecte´ a` deux re´servoirs. Nous
avons pu e´tablir et re´soudre l’e´quation de Dyson pour ce syste`me. La solution de l’e´quation
de Dyson est la fonction de Green retarde´e, qui apparaˆıt dans la de´finition de la densite´
d’e´tats. Comme perspective, l’application du re´sultats obtenu a` partir de l’e´quation de
Dyson e´tablie de´pend du choix de la fonction de Green retarde´e sans impurete´s. Ce choix
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est lie´ a` la nature meˆme du fil quantique. Dans une premie`re application le fil quan-
tique est conside´re´ uniforme, de´crit par un liquide de Luttinger homoge`ne. Les profils
obtenus pour la densite´ d’e´tats sont expose´s dans la section 6.5. La deuxie`me applica-
tion consiste a` conside´rer un fil quantique inhomoge`ne, de´crit par un liquide de Luttinger
dont la parame`tre d’interaction de´pend de la position. Le calcul de la fonction de Green
nue fermionique est beaucoup plus difficile. En effet, il n’est pas possible de calculer la
transforme´e de Fourier de la fonction de Green retarde´e analytiquement. Cependant, la
fonction de Green retarde´e fermionique dans l’espace (x, t) est obtenue analytiquement en
termes des fonctions de Green bosoniques. L’application au nanotube de carbone est aussi
possible.
6.4.1 Mode`le
Le syste`me est donc compose´ d’un fil quantique connecte´ a` deux e´lectrodes. Il est
de´crit par un liquide de Luttinger en interaction. Les points de contact avec les re´servoirs de
gauche et de droite sont repre´sente´s par deux impurete´s localise´es aux positions x = ±L/2.
Les impurete´s sont caracte´rise´s par leurs amplitudes de re´trodiffusion Γ1 et Γ2 (voir figure
6.7).
L’objectif est de calculer la densite´ d’e´tats en de´terminant la fonction de Green re-
tarde´e solution de l’e´quation de Dyson, que l’on construira dans le cadre de l’approximation
suivante :
1. Conside´rer un Hamiltonien total H = H0 + Hb + Hint ou` H0 est un Hamiltonien
fermionique sans interaction, Hb est un Hamiltonien de re´trodiffusion et Hint est
l’Hamiltonien d’interaction.
2. Etablir et re´soudre l’e´quation de Dyson en ne conside´rant que H0 +Hb.
3. Remplacer les fonctions de Green associe´es a` H0 pre´sentes dans la fonction de Green
retarde´e par des fonctions de Green calcule´es dans le cadre de la the´orie des liquides
de Luttinger en interaction et sans impurete´s.
Afin de justifier cette approximation, e´crivons d’abord l’Hamiltonien d’interaction cou-
lombienne en fonction des ope´rateurs fermioniques ψr(x), ou` r = ± de´signe les porteurs
de charge se de´plac¸ant vers la droite et vers la gauche :
Hint =
1
2
∑
r,r′
∫ ∞
−∞
∫ ∞
−∞
ψ†r(x)ψr′(x)V (x, y)ψ
†
r(y)ψr′(y)dxdy , (6.81)
Le potentiel d’interaction V (x, y) est de nature de´croissante. Il atteint sa valeur maximale
pour x = y. Dans le cas ou` on ne garde que cette contribution maximale, ce qui revient a`
conside´rer la forme V (x, y) = V0δ(x − y), la correction qu’apporte le terme d’interaction
dans l’e´quation de Dyson repre´sente un simple de´calage dans l’e´nergie. Ce de´calage peut
eˆtre conside´re´ comme une renormalisation de l’e´nergie cine´tique (voir annexe D pour le
de´tail du calcul). Par conse´quent, ne pas conside´rer le terme d’interaction dans l’Hamilto-
nien total n’affecte pas la validite´ de notre me´thode.
L’Hamiltonien total du syste`me est la somme d’un Hamiltonien cine´tique sans inter-
action et d’un Hamiltonien de re´trodiffusion. L’Hamiltonien cine´tique s’e´crit [200]
H0 = −ivF
∑
r,σ
r
∫
dxψ†r,σ(x, t)∂xψr,σ(x, t) , (6.82)
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Figure 6.7 – Sche´ma d’un fil unidimensionnel en pre´sence de deux impurete´s.
ou` σ est l’indice du spin. L’Hamiltonien de re´trodiffusion mixe les chiralite´s, il s’e´crit [200] :
Hbi =
∑
σ
∫
dxλi(x)
[
ψ†+,σ(x, t)ψ−,σ(x, t) + ψ
†
−,σ(x, t)ψ+,σ(x, t)
]
; i = 1, 2 , (6.83)
ou` λi(x) = ΓiUi(x) est le potentiel des impurete´s, qui est produit d’une amplitude de
re´trodiffusion Γi ≪ 1 par un facteur de forme Ui(x).
6.4.2 Equation de Dyson
L’e´quation de Dyson est de´rive´e a` partir de l’e´quation du mouvement d’un e´lectron
(voir annexe E.1). Le calcul du commutateur ∂tψr,σ(x, t) =
i
~
[H,ψr,σ(x, t)] donne lieu a`
deux contributions : une contribution cine´tique et une contribution de re´trodiffusion qui
se traduisent par les deux termes du membre de droite de l’e´quation suivante :
∂ψr,σ(x, t)
∂t
= ivF r∂xψr,σ(x, t)− i
~
2∑
i=1
∫
dx′λi(x′)ψ−r,σ(x′, t)δ(x − x′) . (6.84)
On de´finit maintenant la fonction de Green retarde´e GR = Gt −G< [30] :
GRr,r′;σ,σ′(x, x
′; t, t′) = −iΘ(t− t′)〈{ψr,σ(x, t), ψ†r′,σ′(x′, t′)}〉 . (6.85)
L’utilisation de l’e´quation (6.84) et un certain nombre de manipulation permet d’obtenir
une e´quation de type Schro¨dinger pour la fonction de Green retarde´e :
(i~∂t − ivF r∂x)GRr,r′;σ,σ′(x, x′; t, t′) = δr,r′δσ,σ′δ(x− x′)δ(t − t′)
+
2∑
i=1
∫
dxλi(x)G
R
−r,r′;σ,σ′(x, x
′; t, t′)δ(x − x′) .
(6.86)
L’introduction de la fonction de Green nue gRr,r′;σ,σ′(x, x
′; t, t′), et l’inte´gration par rapport
par rapport au temps et par rapport a` la position permettent d’avoir l’e´quation de Dyson
pour la fonction de Green retarde´e :
GRr,r′;σ,σ′;m,m′(x, x
′; t, t′) = gRr,r′;σ,σ′;m,m′(x, x
′; t, t′)
+
2∑
i=1
∑
r1,σ1
∑
m1
∫
dt1
∫
dx1g
R
r,r1;σ,σ1;m,m1(x, x1; t, t1)λi(x1)
×GR−r1,r′;σ1,σ′;m1,m′(x1, x′; t1, t′) , (6.87)
ou` m est l’indice qui repre´sente les diffe´rents modes ou canaux que l’on a rajoute´ dans
ce re´sultat. Cette e´quation n’est pas e´quivalente a` l’e´quation (8) de la re´fe´rence [209]. La
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raison est que nous avons pris un Hamiltonien de re´trodiffusion diffe´rent. En effet, dans
un liquide de Luttinger il faut tenir compte de la chiralite´.
Exprimons maintenant le potentiel des impurete´s localise´es en x = ±L/2. Les deux
composantes du potentiel λi s’e´crivent :
λ1(x = −L/2) = δ(x+ L/2)Γ1 , (6.88)
λ2(x = +L/2) = δ(x− L/2)Γ2 . (6.89)
La proprie´te´ d’invariance par translation dans le temps des fonctions de Green :
GR(t, t′) = GR(t− t′, 0) , (6.90)
gR(t, t′) = gR(t− t′, 0) , (6.91)
permet de calculer la transforme´e de Fourier en (t− t′) de l’e´quation de Dyson (6.87) :
GRr,r′;σ,σ′;m,m′(x, x
′;ω) = gRr,r′;σ,σ′;m,m′(x, x
′;ω)
+
∑
r1,σ1,m1
Γ1g
R
r,r1;σ,σ1;m,m1(x,−L/2;ω)GR−r1 ,r′;σ1,σ′;m1,m′(−L/2, x′;ω)
+
∑
r1,σ1,m1
Γ2g
R
r,r1;σ,σ1;m,m1(x,+L/2;ω)G
R
−r1 ,r′;σ1,σ′;m1,m′(+L/2, x
′;ω) .
(6.92)
C’est cette e´quation qu’il faut re´soudre afin d’obtenir l’expression de la fonction de Green
retarde´e qui permet de calculer la densite´ d’e´tats.
6.4.3 Solution de l’e´quation de Dyson
Avant d’exposer la solution de l’e´quation de Dyson, il est important d’e´claircir certains
points. D’abord il faut noter que l’e´quation (6.92) est line´aire. Ce qui permet d’avoir
une solution analytique. Dans notre solution, nous avons suppose´ que le fil quantique ne
contient qu’un seul mode. De plus, nous avons conside´re´ qu’il y a qu’une seule contribution
au niveau de la sommation sur l’indice du spin, et deux contributions au niveau de la
sommation sur l’indice de chiralite´ r1. Afin de re´soudre cette e´quation, il faut la re´crire
pour toutes les valeurs que peuvent prendre les indices r et r′. Les e´quations se regroupent
ensuite en deux groupes, un groupe donc l’indice de chiralite´ de la fonction de Green est
r, r, et un autre groupe dont l’indice est −r, r. Autrement dit, une solution qui conserve la
chiralite´ et une autre solution qui la me´lange. Dans l’annexe E.2 la me´thode de re´solution
est expose´e inte´gralement. La fonction de Green retarde´e GR correspond a` la somme des
deux solutions GRr,r et G
R−r,r qui s’e´crivent :
GRr,r(x, x
′) = gRr,r(x, x
′) + gRr,r(x,−L/2)Γ1GR−r,r(−L/2, x′)
+gRr,r(x,+L/2)Γ2G
R
−r,r(+L/2, x
′) , (6.93)
GR−r,r(x, x
′) = gRr,r(x,−L/2)Γ1GRr,r(−L/2, x′) + gRr,r(x,+L/2)Γ2GRr,r(+L/2, x′) , (6.94)
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avec les fonctions :
GRr,r(−L/2, x′) =
T1(g
R
1 + γ12T2g
R
2 )
Γ1(1− T1γ12T2γ21) , (6.95)
GRr,r(+L/2, x
′) =
T2(g
R
2 + γ21T1g
R
1 )
Γ2(1− T1γ12T2γ21) , (6.96)
et :
GR−r,r(−L/2, x′) = gR−r,−r(−L/2,−L/2)
T1(g
R
1 + γ12T2g
R
2 )
(1− T1γ12T2γ21)
+gR−r,−r(+L/2,−L/2)
T2(g
R
2 + γ21T1g
R
1 )
(1− T1γ12T2γ21) , (6.97)
GR−r,r(+L/2, x
′) = gR−r,−r(−L/2,+L/2)
T1(g
R
1 + γ12T2g
R
2 )
(1− T1γ12T2γ21)
+gR−r,−r(+L/2,+L/2)
T2(g
t
R + γ21T1g
R
1 )
(1− T1γ12T2γ21) . (6.98)
Ces fonctions s’e´crivent en terme des fonctions de Green gRr,r(−L/2, x′) = gR1 et gRr,r(+L/2, x′) =
gR2 , des coefficients T1 = Γ1(1 − γ11Γ1)−1 et T1 = Γ2(1 − γ22Γ2)−1 et des e´le´ments de la
matrice :
γ =
(
γ11 γ12
γ21 γ22
)
, (6.99)
dont l’expression est donne´e dans l’annexe E.2.
Cette solution est utilise´e par la suite pour la calcul de la densite´ d’e´tats. La diffe´rence
entre les diffe´rents types de syste`mes se fait par le choix de la fonction de Green retarde´e
sans impurete´s. Celle-ci une fois remplace´e dans les e´quations (6.93) et (6.93) permet
d’estimer la fonction de Green totale ainsi que la densite´ d’e´tats.
6.5 Re´sultats : densite´ d’e´tats
Dans cette partie nous allons appliquer les re´sultats obtenus pour la fonction de Green
retarde´e pour le cas d’un fil quantique homoge`ne, et calculer la densite´ d’e´tats. Dans le cas
d’un fil quantique inhomoge`ne, nous e´crirons la fonction de Green retarde´e fermionique en
(x, t), la transforme´e de Fourier ne pouvant eˆtre e´value´e analytiquement.
6.5.1 Parame`tre d’interaction uniforme
Pour un fil quantique homoge`ne la constante d’interaction ne de´pend pas de la po-
sition. Dans un tel syste`me, les fonctions de Green nues sont invariantes par translation
spatiale :
g(x, x′; t, t′) = g(x− x′; t− t′) . (6.100)
La densite´ d’e´tats s’e´crit sous la forme suivante :
ρ(x, ω) =
∑
r,r′
ρr,r′(x, ω) , (6.101)
avec :
ρr,r(x, ω) =
−2
π
Im
[
GRr,r(x, x, ω)
]
, (6.102)
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et :
ρ−r,r(x, ω) =
−2
π
Im
[
GR−r,r(x, x, ω)
]
. (6.103)
L’application est faite pour deux cas. D’abord, une authentification des re´sultats pour
K = 1 avec ceux obtenus dans l’approche de Song et coll. Ensuite, une application pour
un parame`tre d’interaction homoge`ne quelconque.
Application a` K = 1
Pour ce cas on conside`re la fonction de Green nue sans interaction :
gR,(0.0)r,r (x, x
′;ω) = −ieiω|x−x′|/vF+irkF (x−x′)Θ(r(x− x′)) . (6.104)
Nous avons calcule´ la densite´ d’e´tats. Puis nous l’avons trace´e par rapport a` la position
et par rapport a` l’e´nergie. Dans la limite des faibles re´trodiffusion, un de´veloppement
perturbatif en Γi permet d’e´crire :
ρ(x, ω) ≈ ρ0 + 1
π
[
Γ1 sin(2ω|x+ L/2|) + Γ2 sin(2ω|x− L/2|)
]
, (6.105)
qui est identique a` la relation (6.79) obtenue dans l’approche de Song et coll. Dans la
figure 6.8(a), nous avons trace´ la densite´ d’e´tat ρ en fonction de ω/ωC a` x = −L/4 pour
diffe´rentes valeurs de l’amplitude de re´trodiffusion Γ = Γ1 = Γ2. La densite´ d’e´tats ρ ex-
hibe un profil oscillant a` faible re´trodiffusion. Ce comportement change quand l’amplitude
de re´trodiffusion augmente. A forte re´trodiffusion, des pics apparaissent, ce qui traduit le
fait que le syste`me devient isole´ et les niveaux d’e´nergie sont quantifie´s. Dans la figure
6.8(b), la densite´ d’e´tat ρ est trace´e en fonction de la position pour diffe´rentes valeurs de
l’amplitude de re´trodiffusion et pour une e´nergie ω/ωC = 0.01. Le comportement oscilla-
toire domine a` faible re´trodiffusion. A forte re´trodiffusion, la densite´ d’e´tats s’annule pour
une position comprise entre −L/2 et +L/2, un comportement typique d’un syste`me isole´.
Il important de citer deux diffe´rences avec les re´sultats de Song et coll. dans cette limite.
Premie`rement, le re´gime de forte re´trodiffusion est atteint plus rapidement dans notre ap-
proche (Γ ≈ 1.9~ωC). Deuxie`mement, les pics n’ont pas la meˆme position. Ce de´calage des
pics est dus a priori a` cause de la non conside´ration de la diffusion vers l’avant dans notre
approche. La justification vient du fait que ces termes sont absorbe´s dans l’Hamiltonien
cine´tique [20]. Dans le mode`le de Song, tout les types de diffusion sont incluses. Notons
que dans le re´gime de faible re´trodiffusion les termes de diffusion vers l’avant n’ont pas
une contribution importante ce qui permet de retrouver les re´sultats de Song et coll.
Parame`tre d’interaction K 6= 1
Le second cas correspond au choix de la fonction de Green en interaction de la
re´fe´rence [196] donne´e par l’e´quation (6.53). Nous avons trace´ la densite´ d’e´tats en fonction
de l’e´nergie et de la position. Dans la figure 6.9, la densite´ d’e´tats ρ est trace´e en fonction
de ω/ωC pour diffe´rentes valeurs du parame`tre d’interaction K. La figure de gauche corres-
pond au re´gime de faible re´trodiffusion. Pour K = 1, on retrouve le profil impair comme
celui obtenu pour le cas sans interaction (voir figure 6.6). Quand l’interaction devient
plus importante, l’effet des impurete´s diminue et on retrouve un profil en loi de puissance
e´quivalent au cas d’un liquide de Luttinger sans impurete´s. Pour K petit, la valeur de la
densite´ d’e´tats diminue. La figure de droite est trace´e pour une amplitude de re´trodiffusion
plus e´leve´e, il apparaˆıt que les oscillations lie´es aux impurete´s se manifeste meˆme pour des
interactions plus importantes. Sur la figure 6.10 de gauche, le re´gime de forte re´trodiffusion
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Figure 6.8 – A gauche (a) : Densite´ d’e´tats ρ en fonction de ω/ωC pour x = −L/4 et L/a = 1000. A
droite (b) : Densite´ d’e´tats ρ en fonction de la position x/a, pour ω/ωC = 0.01. Ligne rouge hachure´e Γ1 =
Γ2 = 0.1~ωC , ligne bleue hachure´e en pointille´s Γ1 = Γ2 = 1~ωC et ligne solide noire Γ1 = Γ2 = 1.9~ωC .
est atteint. Les pics qui apparaissent ont une large diffe´rence au niveau des amplitudes qui
sont tre`s grandes pour K proche de 1. Ces pics traduisent la quantification des niveaux
d’e´nergie du syste`me isole´ se trouvant dans l’intervalle ]− L/2,+L/2[.
Figure 6.9 – Densite´ d’e´tats ρ en fonction de ω/ωC pour x = 0 et L/a = 1000. La figure a` gauche
correspond a` Γ1 = Γ2 = 0.01~ωC et celle de droite a` Γ1 = Γ2 = 0.1~ωC . Les valeurs du parame`tre
d’interaction sont : K = 1 (ligne solide noir), K = 0.8 (ligne hachure´e bleue), K = 0.5 (ligne hachure´e
pointille´e violet) et K = 0.3 (ligne en pointille´e verte).
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Figure 6.10 – Densite´ d’e´tats ρ en fonction de ω/ωC pour x = 0 et L/a = 1000 dans la limite des fortes
re´trodiffusion. Les courbes : K = 0.8 (ligne hachure´e bleue), K = 0.5 (ligne hachure´e pointille´e violet) et
K = 0.3 (ligne en pointille´e verte).
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6.5.2 Parame`tre d’interaction de´pendant de la position
Dans cette partie nous conside´rons un liquide de Luttinger inhomoge`ne. Le parame`tre
d’interaction de´pend de la position comme le montre le sche´ma de la figure 6.11. Nous
re´e´crivons l’Hamiltonien qui de´crit le syste`me dans le cas ou` que la contribution du secteur
charge est conside´re´e :
H inhomo0 =
∫ +∞
−∞
dx
v(x)
2
[K(x)(∂xφ(x))
2 +K−1(x)(∂xθ(x))2] . (6.106)
Figure 6.11 – Sche´ma repre´sentant un fil quantique inhomoge`ne en pre´sence de deux impurete´s loca-
lise´es en x = ±L/2. D’apre`s les re´fe´rences [180, 178, 179].
La de´termination de la densite´ d’e´tats dans ce cas passe par deux e´tapes. La premie`re
e´tape consiste a` e´valuer la fonction de Green retarde´e fermionique au moyen des fonctions
de Green bosoniques :
gRr (x, x
′; t, t′) = − iΘ(t− t
′)
πa
×Re{eirkF (x−x′)eπg+−θθ (x,x′;t,t′)+πrg+−θφ (x,x′;t,t′)
×eπrg+−φθ (x,x′;t,t′)+πg+−φφ (x,x′;t,t′)} , (6.107)
ou` g+−θθ , g
+−
θφ , g
+−
φθ , and g
+−
φφ sont les fonctions de Green Keldysh associe´es aux champs
bosoniques θ et φ. L’ensemble des fonctions de Green bosnoniques et fermioniques sont
donne´es dans l’annexe F. La deuxie`me e´tape consiste a` e´valuer nume´riquement la trans-
forme´e de Fourier de la fonction de Green fermionique (voir annexe F). Cette dernie`re e´tape
est en cours, une fois acheve´e elle permet d’avoir la densite´ d’e´tat pour un fil quantique
inhomoge`ne connecte´ a` deux re´servoirs.
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Conclusion
Dans ce chapitre nous avons vu l’importance de l’e´valuation des fonctions de Green
en physique me´soscopique. En effet, ces fonctions rentrent dans la de´finition d’un certain
nombre de grandeurs physiques importantes. Nous avons vu l’´evolution du formalisme qui
de´finit ces fonctions de Green. Allant de la the´orie de la re´ponse line´aire, et arrivant au
formalisme de Keldysh. Ce formalisme constitue un outil puissant valable au dela` de la
the´orie de perturbation. Les fonctions de Green Keldysh sont solutions des e´quations de
Dyson. Ces e´quations de Dyson peuvent eˆtre de´rive´es a` partir de l’e´quation du mouvement.
Un exemple de syste`me ou` une des fonctions de Green joue un roˆle important, est celui
du fil quantique. Le profil de la densite´ d’e´tats change suivant la nature du fil quantique.
La conside´ration d’un fil quantique en interaction, sans interaction, sans impurete´s ou`
en pre´sence d’une ou plusieurs impurete´s change le comportement de la densite´ d’e´tats.
Plusieurs travaux ont e´te´ fait dans le cadre d’un fil quantique en pre´sence d’une seule
impurete´. Le re´sultat le plus important est la suppression de la densite´ d’e´tats au voisinage
de l’impurete´ qui conduit a` la suppression de la conductance.
Dans notre travail, nous avons e´tabli et re´solu l’e´quation de Dyson pour un fil quan-
tique connecte´ a` deux re´servoirs. Le re´sultat obtenu permet de de´terminer la forme de la
fonction de Green retarde´e. Cette solution est inde´pendante du type du syste`me. En effet,
le choix du syste`me est lie´ au choix de la fonction de Green retarde´e sans impurete´s figu-
rant dans l’expression de la fonction de Green retarde´e solution de l’e´quation de Dyson.
Deux cas sont examine´s, le premier cas correspond a` un fil quantique homoge`ne, pour
lequel la densite´ d’e´tats est en bon accord avec les re´sultats standards dans la limite d’une
position tre`s loin des impurete´s ou dans la limite sans interaction. Le deuxie`me cas est
tre`s inte´ressant, il correspond au cas d’un fil quantique inhomoge`ne. La finition du travail
est en cours. Des perspectives pour le nanotube de carbone sont e´galement envisage´es.
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Perspectives
Dans cette the`se nous avons e´tudie´ les corre´lations de courant, l’admittance quantique
ainsi que la densite´ d’e´tats pour les nano-syste`mes en interaction. La premie`re partie de la
the`se est consacre´e au phe´nome`ne de transport, ou` nous avons e´tudie´ les corre´lations de
courant et l’admittance dans le cas des e´tats de bord dans l’effet Hall quantique fraction-
naire. La deuxie`me partie est consacre´e a` l’e´tude d’un conducteur cohe´rent couple´ avec
l’environnement, ou` nous avons calcule´ le bruit non-syme´trise´ a` fre´quence finie ainsi que
la conductance a` fre´quence finie. Dans la troisie`me partie nous avons calcule´ la densite´
d’e´tats pour un fil quantique connecte´ a` deux e´lectrodes.
Dans une premie`re partie (chapitre trois), nous avons conside´re´ un syste`me constitue´
de deux e´tats de bord dans le re´gime de l’effet Hall quantique fractionnaire. Ces e´tats de
bord se propagent dans deux directions oppose´es. L’interaction entre ces deux e´tats de
bord se fait au moyen d’une constriction re´alise´e graˆce a` une tension de grille, permettant
ainsi le passage des quasi-particules par effet tunnel entre les e´tats de bord. Les quasi par-
ticules ont une charge fractionnaire e¯ = e/2, ce qui correspond a` un facteur de remplissage
ν = 1/2. Cette situation ne correspond pas a` un cas observe´ dans l’expe´rience, mais elle
permet ne´anmoins d’avoir une ide´e sur le comportement des e´tats de bord dans de telles
conditions. Le syste`me conside´re´ est e´quivalent a` un liquide de Tomonaga-Luttinger de
parame`tre d’interaction K = 1/2 en pre´sence d’une impurete´ localise´e. L’utilisation de la
proce´dure de refermionisation nous a permis d’avoir des re´sultats exacts pour l’admittance
quantique et les fluctuations de courant.
Les corre´lations de courant et l’admittance s’expriment en terme d’amplitude de
transmission. Ce qui nous a permis d’obtenir des expressions alternatives des auto-corre´lations
et des corre´lations croise´es en terme de l’admittance. De plus, dans les deux limites de
tempe´rature (faible et forte), les corre´lations de courant s’expriment exclusivement en
terme de l’admittance. Dans le re´gime de faible tempe´rature et de faible re´trodiffusion,
nous avons observe´ des singularite´s dans le profil des corre´lations de courant pour des
fre´quences e´gales a` ±e¯Vdc/~. Ces singularite´s sont celles de l’admittance.
Dans une seconde partie (chapitre quatre), nous avons e´tudie´ un conducteur cohe´rent
couple´ avec l’environnement. Le syste`me est constitue´ d’un conducteur a` un canal en se´rie
avec une re´sistance de valeur e´gale au quantum de re´sistance R = Rq. Nous avons pu
e´tudier ce syste`me en le ramenant par le mapping a` un liquide de Tomonaga-Luttinger de
parame`tre d’interaction K = 1/2 en pre´sence d’une impurete´. L’utilisation de la proce´dure
de refermionisation nous a permis d’avoir des re´sultats non-perturbatifs des quantite´s
calcule´es qui de´terminent les proprie´te´s stationnaires et dynamiques du transport pour
tous les re´gimes de tempe´ratures, toutes les tensions applique´es et toutes les fre´quences
infe´rieures a` la fre´quence de coupure ωC . A tempe´rature nulle les re´sultats sont analytiques.
Les re´sultats de´pendent d’un parame`tre non-universel VB , de´termine´ a` la fois par les
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proprie´te´s du conducteur et de l’environnement.
Dans le re´gime stationnaire, nous avons remarque´ que le blocage de Coulomb per-
siste quelque soit la re´trodiffusion. Par ailleurs, les expressions du courant et du bruit a`
fre´quence nulle obtenues sont e´quivalentes a` celles de la the´orie de la diffusion. Dans les
limites correspondantes a` une tension V tre`s infe´rieure ou tre`s supe´rieure au parame`tre
VB , on retrouve les lois de puissances pour le courant moyen correspondantes aux re´gimes
de faible re´trodiffusion et de forte re´trodiffusion. Pour ces meˆmes cas limites, le bruit a`
fre´quence nulle devient poissonnien. D’autre part, le bruit a` fre´quence finie ne correspond
pas a` celui obtenu dans le cadre de la the´orie de la diffusion, exhibant une contribution
d’e´mission nulle au-dela` de eV pour une tempe´rature nulle. Concernant la conductance a`
fre´quence finie, elle aussi ne s’e´crit pas de la meˆme fac¸on que dans le cas de la the´orie de
la diffusion. Elle s’exprime au moyen du courant moyen sous une forme e´quivalente a` celle
de la the´orie de Tien-Gordon. Le profil obtenu pour la conductance est en bon accord avec
les re´sultats expe´rimentaux de mesure de la conductance pour un conducteur cohe´rent en
se´rie avec une re´sistance. Ce meˆme type d’expe´rience constitue une bonne ve´rification du
mapping.
Une ge´ne´ralisation est possible a` un conducteur a` plusieurs canaux. Le mapping reste
valable, et la proce´dure de refermionisation s’applique aussi. Cependant, il est possible
que les re´sultats ne seront pas analytiques meˆme a` tempe´rature nulle. Il serait inte´ressant
d’effectuer le calcul pour une re´sistance quelconque, ce qui exclu l’utilisation de la refer-
mionisation et impose plutoˆt des me´thodes perturbatives.
Dans une troisie`me partie (chapitre six), nous avons e´tudie´ un fil quantique connecte´ a`
deux e´lectrodes. Le fil est de´crit par un liquide de Tomonaga-Luttinger de parame`tre d’in-
teraction K. Les points de contact sont de´crits par deux impurete´s ponctuelles. Nous avons
e´tabli l’e´quation de Dyson pour la fonction de Green retarde´e en ne´gligeant la contribu-
tion de l’Hamiltonien d’interaction, qui ne rajoute qu’un de´calage dans l’e´nergie cine´tique.
L’e´quation de Dyson obtenue est line´aire, sa re´solution permet d’obtenir la fonction de
Green retarde´e en pre´sence d’impurete´s en terme de fonctions de Green retarde´es nues.
La fonction de Green retarde´e permet de calculer la densite´ d’e´tats dans diffe´rents cas.
Le choix des fonctions de Green nues permet de distinguer deux cas. Le premier cas
correspond a` un fil quantique homoge`ne, ou` le parame`tre d’interaction est uniforme. Le
profil de la densite´ d’e´tat exhibe une compe´tition entre la re´trodiffusion et la force de
l’interaction. A faible re´trodiffusion, on retrouve le comportement impaire en fre´quence
pour une faible interaction. Le choix d’une position loin des impurete´s rame`ne le profil
de la densite´ d’e´tats a` celui du cas sans impurete´s. Dans le profil de la densite´ d’e´tats
en fonction de la position pour des faibles re´trodiffusions, on remarque l’apparition d’un
comportement en loi de puissance lorsque la valeur du parame`tre d’interaction diminue.
Le second cas correspond a` un fil quantique inhomoge`ne. le parame`tre d’interaction dans
ce cas de´pend de la position. La diffe´rence avec le premier cas re´side dans les fonctions
de Green nues. Ces fonctions de Green fermioniques se calculent a` partir des fonctions
de Green bosoniques. L’e´tape suivante consiste a` calculer la transforme´e de Fourier des
fonctions de Green fermioniques afin de pouvoir les inse´rer dans l’e´quation de Dyson et
ainsi obtenir la densite´ d’e´tats.
Une ge´ne´ralisation de l’e´quation de Dyson obtenue peut eˆtre re´alise´e en incluant la
contribution du spin, ou on conside´rant plusieurs modes. Dans ce cas la difficulte´ re´side
dans la taille du syste`me d’e´quations a` re´soudre, notons toute fois qu’il reste line´aire. Il
est aussi possible de conside´rer des impurete´s non ponctuelles. La forme ge´ome´trique peut
se manifester dans un facteur de forme qui impose le calcul de l’inte´grale du second terme
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du membre de droite de l’e´quation de Dyson. Meˆme dans le cas ou` l’inte´grale se calcule
analytiquement, la line´arite´ de l’e´quation de Dyson sera a priori brise´e. Notons enfin que
l’application des re´sultats obtenus est possible pour un nanotube de carbone. La physique
du syste`me dans ce cas impose des termes supple´mentaires a` l’e´quation de Dyson. Ces
termes sont issus des diffe´rents type d’interaction dans le nanotube.
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Annexe A
Calcul de courant, bruit
non-syme´trise´ a` fre´quence finie et
conductance
Cette annexe est consacre´e au calcul du courant, des corre´lations non syme´trise´es de
courant ainsi que de la conductance.
A.1 Courant moyen
Le courant est de´fini par la relation I = evF (ρR − ρL) [127], ou` ρR et ρL sont les
densite´s des porteurs de charge se de´plac¸ant vers la droite et vers la gauche respectivement :
ρR(x) =
〈ψ˜†(x, t)ψ˜(x, t)〉 + 〈ψ†(x, t)ψ(x, t)〉
2
, (A.1)
ρL(x) =
〈ψ˜†(−x, t)ψ˜(−x, t)〉 − 〈ψ†(−x, t)ψ(−x, t)〉
2
, (A.2)
ou` ψ(−x, t) ∝ eiφ(x,t) est le champ fermionique associe´ au champ bosonique φ qui subit
la re´trodiffusion et ressent la tension applique´e. Le champ ψ˜(x, t) ∝ eiφ˜(x,t) est le champ
fermionique associe´ au champ bosonique libre φ˜ qui n’est ni affecte´ par la re´trodiffuson ni
par la tenson applique´e. Les valeurs moyennes figurant dans ces e´quations sont de´finies par
rapport a` l’e´tat fondamental a` qui on retranche un e´tat d’e´quilibre. Ce qui implique que
〈ψ˜†(x, t)ψ˜(x, t)〉 = 0. Dans les e´quations (A.1) et (A.2), les densite´s ρR et ρL de´pendent
de la position x. Cependant, la diffe´rence ρR−ρL ne de´pend pas de x, a` partir du moment
ou` le courant est une quantite´ conserve´e.
Re´e´crivons d’abord l’expression du champ fermionique ψ issu de la re´solution de
l’e´quation du mouvement dans la proce´dure de refermionisation [19], on prend x > 0 :
ψ(−x, t) = 1√
2πaωF
∫ ∞
−∞
aωe
i(ω+ eV
2~
) x
vF
−iωt
dω , (A.3)
ψ(x, t) =
1√
2πaωF
∫ ∞
−∞
bωe
i(ω+ eV
2~
) x
vF
−iωt
dω , (A.4)
ou` bω = t(ω)aω + r(ω)a
†
−ω est un ope´rateur de´pendant a` la fois de l’ope´rateur de cre´ation
a†ω et de l’ope´rateur d’annihilation aω. Ces ope´rateurs obe´issent a` la relation d’anti-
commutation {aω, a†ω′} = δω,ω′ . Les fonctions t(ω) = ω/(ω+ iωFv2B) et r(ω) = iωF v2B/(ω+
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2
B) sont respectivement les amplitudes de transmission et de re´flexion qui composent
les parties non-diagonales et diagonales de la matrice de diffusion :
S(ω) =
(
r(ω) t∗(ω)
t(ω) r∗(ω)
)
. (A.5)
Les e´quations (A.3) et (A.4) permettent d’estimer les moyennes figurant dans l’expression
des ope´rateurs densite´s ρR et ρL. La moyenne du produit de deux champs fermioniques
s’e´crit :
〈ψ†(−x, t)ψ(−x, t)〉 = 1
2πvF
∫ ∞
−∞
dω
[
f(~ω − eV/2) − f(~ω)
]
, (A.6)
et :
〈ψ†(x, t)ψ(x, t)〉 = 1
2πvF
∫ ∞
−∞
dω
(
2T (ω)− 1
)[
f(~ω − eV/2) − f(~ω)
]
, (A.7)
avec T = t∗t, le coefficient de transmission. La fonction de distribution de Fermi-Dirac
f s’obtient a` partir des moyennes des ope´rateurs de cre´ation et d’annihilation 〈a†ωaω′〉 =
f(~ω − eV/2)δω,ω′ . En reportant les e´quations (A.6) et (A.7) dans les e´quation (A.1) et
(A.2), on peut e´crire l’expression du courant moyen :
I(V ) =
e
2π
∫ ∞
−∞
T (ω)
[
f(~ω − eV/2) − f(~ω)
]
dω . (A.8)
On montre que le courant moyen est pair en la tension applique´e V en tenant compte du
fait que T (−ω) = T (ω), et f(−~ω) = 1− f(~ω) :
I(−V ) = e
2π
∫ ∞
−∞
T (ω)
[
f(~ω + eV/2) − f(~ω)
]
dω =
e
2π
∫ ∞
−∞
T (−ω)
×
[
f(−~ω + eV/2) − f(−~ω)
]
dω
=
e
2π
∫ ∞
−∞
T (ω)
[
1− f(~ω − eV/2) − 1 + f(~ω)
]
dω = −I(V ) . (A.9)
Ce qui permet de re´e´crire le courant moyen sous la forme :
I(V ) =
e
4π
∫ ∞
−∞
T (ω)
[
f
(
~ω − eV
2
)
− f
(
~ω +
eV
2
)]
dω , (A.10)
qui est une expression du type Landauer, comme on l’a de´ja` explicite´ dans le chapitre 4.
A.2 Bruit non-syme´trise´
Le calcul du bruit non-syme´trise´, et en ge´ne´ral de toutes les fluctuations de courant,
passe par la de´termination des quatre corre´lateurs suivants :
C1 =
∫ ∞
−∞
dteiωt〈ψ†(−x, 0)ψ(−x, 0)ψ†(−x, t)ψ(−x, t)〉 , (A.11)
C2 =
∫ ∞
−∞
dteiωt〈ψ†(x, 0)ψ(x, 0)ψ†(−x, t)ψ(−x, t)〉 , (A.12)
C3 =
∫ ∞
−∞
dteiωt〈ψ†(−x, 0)ψ(−x, 0)ψ†(x, t)ψ(x, t)〉 , (A.13)
C4 =
∫ ∞
−∞
dteiωt〈ψ†(x, 0)ψ(x, 0)ψ†(x, t)ψ(x, t)〉 . (A.14)
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De´terminons ces corre´lateurs un par un. Commenc¸ons d’abord parC1. Celui-ci est de´termine´
a` partir de la moyenne des ope´rateurs ψ avant d’arriver a` l’impurete´. Ces ope´rateurs ne
subissent pas encore de re´trodiffusion. La moyenne sur les quatre ope´rateurs s’e´crit :
〈ψ†(−x, 0)ψ(−x, 0)ψ†(−x, t)ψ(−x, t)〉 = 1
4π2a2ω4F
∫
dω1dω2dω3dω4〈a†ω1aω2a†ω3aω4〉
×ei(−ω1+ω2−ω3+ω4)
x
vF
+i(ω3−ω4)t . (A.15)
L’utilisation du the´ore`me deWick permet de calculer la moyenne 〈a†ω1aω2a†ω3aω4〉. L’inte´gration
par rapport aux fre´quences et par rapport au temps permet d’avoir le re´sultat final pour
le corre´lateur C1 :
C1 =
1
2πv2F
∫ ∞
−∞
dω′f(~ω + ~ω′ − eV/2)[1 − f(~ω′ − eV/2)] . (A.16)
Les corre´lateurs C2 et C3 sont de´termine´s respectivement a` partir des moyennes :
〈ψ†(x, 0)ψ(x, 0)ψ†(−x, t)ψ(−x, t)〉 = 1
4π2a2ω4F
∫
dω1dω2dω3dω4〈b†ω1bω2a†ω3aω4〉
×ei(−ω1+ω2−ω3+ω4)
x
vF
+i(ω3−ω4)t , (A.17)
et :
〈ψ†(−x, 0)ψ(−x, 0)ψ†(x, t)ψ(x, t)〉 = 1
4π2a2ω4F
∫
dω1
∫
dω2
∫
dω3
∫
dω4〈a†ω1aω2b†ω3bω4〉
×ei(−ω1+ω2−ω3+ω4)
x
vF
+i(ω3−ω4)t . (A.18)
Le calcul montre que C2 = C
∗
3 . Du moment que ces corre´lateurs sont complexes, on e´crit
alors leurs parties re´elle et imaginaire. La partie re´elle de C2 s’e´crit :
Re[C2] =
1
2πv2F
∫ ∞
−∞
dω′f(~ω + ~ω′ − eV/2)(1 − f(~ω′ − eV/2))
×
[
t(ω′)t∗(ω′)t(ω + ω′)t∗(ω + ω′)− r(ω′)r∗(ω′)r(ω + ω′)r∗(ω + ω′)
]
,
(A.19)
et la partie imaginaire de C2 s’e´crit :
Im[Sij ](V, ω) ∝ e
2
8π
∫ ∞
−∞
dω′ω[1− t∗(ω′)− t(ω′+ω)][1−f(~ω′−eV/2)]f(~ω′+~ω−eV/2) .
(A.20)
Calculons maintenant le corre´lateur C4, qui de´pend exclusivement des ope´rateurs bω
et b†ω, il s’e´crit :
〈ψ†(x, 0)ψ(x, 0)ψ†(x, t)ψ(x, t)〉 = 1
4π2a2ω4F
∫
dω1
∫
dω2
∫
dω3
∫
dω4〈b†ω1bω2b†ω3bω4〉
×ei(−ω1+ω2−ω3+ω4)
x
vF
+i(ω3−ω4)t . (A.21)
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L’application du the´ore`me de Wick permet d’avoir le re´sultat suivant :
C4 =
1
2πv2F
∫ ∞
−∞
dω′
(
f(~ω + ~ω′ − eV/2)[1 − f(~ω′ − eV/2)]
×
[
|t(ω′)|2|t(ω + ω′)|2 + |r(ω′)|2|r(ω + ω′)|2 − 2t(ω′)t∗(ω + ω′)r∗(ω′)r(ω + ω′)
]
+
[
f(~ω + ~ω′ − eV/2)(1 − f(~ω′ + eV/2)) + f(~ω + ~ω′ + eV/2)(1 − f(~ω′ − eV/2))
]
×
[
|t(ω′)|2|r(ω + ω′)|2 + t(ω′)t∗(ω + ω′)r∗(ω′)r(ω + ω′)
])
. (A.22)
Le bruit non syme´trise´ s’obtient par la moyenne des quatre corre´lateurs S(V, ω) = e2v2F [C1+
C2 + C3 +C4]/4 :
S(V, ω) =
e2
8π
∫ ∞
−∞
dω′
(
f(~ω + ~ω′ − eV/2)[1 − f(~ω′ − eV/2)]
×
[
1 + 3|t(ω′)|2|t(ω + ω′)|2 − |r(ω′)|2|r(ω + ω′)|2 − 2t(ω′)t∗(ω + ω′)r∗(ω′)r(ω + ω′)
]
+
[
f(~ω + ~ω′ − eV/2)(1 − f(~ω′ + eV/2)) + f(~ω + ~ω′ + eV/2)(1 − f(~ω′ − eV/2))
]
×
[
|t(ω′)|2|r(ω + ω′)|2 + t(ω′)t∗(ω + ω′)r∗(ω′)r(ω + ω′)
])
. (A.23)
La substitution de r par 1− t et l’utilisation des proprie´te´s t+ t∗ = 2T et tt∗ = T permet
d’obtenir la relation suivante :
t(ω′)t∗(ω + ω′)r∗(ω′)r(ω + ω′) =
1
2
[T (ω + ω′) + T (ω′)− 2T (ω′)T (ω + ω′)− |t(ω′)− t(ω + ω′)|2] ,
(A.24)
ce qui permet de re´e´crire le bruit sous la forme :
S(V, ω) =
e2
8π
∫ ∞
−∞
dω′
(
f(~ω + ~ω′ − eV/2)[1 − f(~ω′ − eV/2)]
×
[
4T (ω′)T (ω + ω′) + |t(ω′)− t(ω + ω′)|2
]
+
[
f(~ω + ~ω′ − eV/2)(1 − f(~ω′ + eV/2)) + f(~ω + ~ω′ + eV/2)(1 − f(~ω′ − eV/2))
]
×1
2
[
3T (ω′) + T (ω + ω′)− 4T (ω′)T (ω + ω′)− |t(ω′)− t(ω + ω′)|2
])
. (A.25)
Regardons maintenant la parite´ du bruit par rapport a` la tension applique´e V . Pour
cela, e´crivons :
S(−V, ω) = e
2
8π
∫ ∞
−∞
dω′
(
f(~ω + ~ω′ + eV/2)[1 − f(~ω′ + eV/2)]
×
[
4T (ω′)T (ω + ω′) + |t(ω′)− t(ω + ω′)|2
]
+
[
f(~ω + ~ω′ + eV/2)(1 − f(~ω′ − eV/2)) + f(~ω + ~ω′ − eV/2)(1 − f(~ω′ + eV/2))
]
×1
2
[
3T (ω′) + T (ω + ω′)− 4T (ω′)T (ω + ω′)− |t(ω′)− t(ω + ω′)|2
])
. (A.26)
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Dans l’expression pre´ce´dente il y a deux contributions, la seconde est identique a` celle qui
figure dans l’expression de S(V, ω). En revanche, la premie`re contribution est diffe´rente :
e2
8π
∫ ∞
−∞
dω′
(
f(~ω + ~ω′ + eV/2)[1 − f(~ω′ + eV/2)]
[
4T (ω′)T (ω + ω′) + |t(ω′)− t(ω + ω′)|2
]
.
(A.27)
L’utilisation du changement de variables ω′ + ω = −ω′′ permet de re´e´crire cette contribu-
tion :
e2
8π
∫ ∞
−∞
dω′′f(−~ω′′ + eV/2)[1 − f(−~ω′′ − ~ω + eV/2)]
×
[
4T (−ω′′ − ω)T (−ω′) + |t(−ω′′ − ω)− t(−ω′′)|2
]
=
e2
8π
∫ ∞
−∞
dω′′[1− f(~ω′′ − eV/2)]f(~ω′′ + ~ω − eV/2)[
4T (ω′′ + ω)T (ω′) + |t(ω′′ + ω)− t(ω′′)|2
]
, (A.28)
qui permet de dire finalement que le bruit est bien pair en la tension applique´e S(−V, ω) =
S(V, ω). Ce fait nous permet d’e´crire le bruit sous une nouvelle forme :
S(V, ω) =
e2
16π
∫ ∞
−∞
dω′
([
f(~ω + ~ω′ − eV/2)[1 − f(~ω′ − eV/2)]
+f(~ω + ~ω′ + eV/2)[1 − f(~ω′ + eV/2)]
][
4T (ω′)T (ω + ω′) + |t(ω′)− t(ω + ω′)|2
]
+
[
f(~ω + ~ω′ − eV/2)(1 − f(~ω′ + eV/2)) + f(~ω + ~ω′ + eV/2)(1 − f(~ω′ − eV/2))
]
×
[
3T (ω′) + T (ω + ω′)− 4T (ω′)T (ω + ω′)− |t(ω′)− t(ω + ω′)|2
])
. (A.29)
Apre`s simplification, on obtient :
S(V, ω) =
e2
4π
∫ ∞
−∞
dω′
(
−
[
T (ω′)T (ω + ω′) + |t(ω
′)− t(ω + ω′)|2
4
]
×(f(~ω + ~ω′ + eV/2) − f(~ω + ~ω′ − eV/2))(f(~ω′ + eV/2) − f(~ω′ − eV/2))
+T (ω′)
[
f(~ω + ~ω′ − eV/2)(1 − f(~ω′ + eV/2))
+f(~ω + ~ω′ + eV/2)(1 − f(~ω′ − eV/2))
])
. (A.30)
Tentons maintenant de re´e´crire le bruit non syme´trise´ sous une forme qui met en jeu
a` la fois les fermions et les bosons qui de´crivent les excitations e´le´mentaires. Pour cela
nous utilisons la proprie´te´ de la fonction de distribution de Fermi-Dirac :
f(ω1)f(ω2) =
1
2
[
1 + coth
(
ω1 − ω2
2kBT
)]
f(ω1) +
1
2
[
1 + coth
(
ω2 − ω1
2kBT
)]
f(ω2) . (A.31)
Qui conduit a` l’expression :
(f(~ω + ~ω′ + eV/2) − f(~ω + ~ω′ − eV/2))(f(~ω′ + eV/2)− f(~ω′ − eV/2))
=
∑
±
[N(~ω)−N(~ω ± eV )][f(~ω + ~ω′ ± eV/2) − f(~ω′ ∓ eV/2)] , (A.32)
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ou` N(~ω) = [coth(~ω/2kBT )− 1]/2, et :
f(~ω + ~ω′ − eV/2)[1 − f(~ω′ + eV/2)] + f(~ω + ~ω′ + eV/2)[1 − f(~ω′ − eV/2)]
=
1
2
[
1− coth
(
~ω − eV
2kBT
)] [
f(~ω + ~ω′ − eV/2) − f(~ω′ + eV/2)]
+
1
2
[
1− coth
(
~ω + eV
2kBT
)] [
f(~ω + ~ω′ + eV/2) − f(~ω′ − eV/2)]
=
∑
±
N(~ω ± eV ) [f(~ω′ ∓ eV/2)− f(~ω + ~ω′ ± eV/2)] . (A.33)
Par conse´quent, le bruit devient :
S(V, ω) =
e2
4π
∑
±
[N(~ω ± eV )−N(~ω)]
×
∫ ∞
−∞
dω′
[
T (ω′)T (ω + ω′) + |t(ω
′)− t(ω + ω′)|2
4
]
[f(~ω + ~ω′ ± eV/2) − f(~ω′ ∓ eV/2)]
+
e2
4π
∑
±
N(~ω ± eV )
∫ ∞
−∞
dω′T (ω′) [f(~ω′ ∓ eV/2) − f(~ω + ~ω′ ± eV/2)] . (A.34)
Certains termes peuvent eˆtre remplace´s par l’expression du courant moyen, ainsi on ob-
tient :
S(V, ω) =
e
2
∑
±
N(~ω ± eV )[I(±V ) + I(2~ω/e ± V )] + e
2
4π
∑
±
[N(~ω ± eV )−N(~ω)]
×
∫ ∞
−∞
dω′
[
T (ω′)T (ω + ω′) + |t(ω
′)− t(ω + ω′)|2
4
]
[f(~ω + ~ω′ ± eV/2) − f(~ω′ ∓ eV/2)] .
(A.35)
A partir de ce re´sultat, il est imme´diat d’obtenir le bruit a` fre´quence nulle :
S(V, 0) =
e2
4π
∫ ∞
−∞
dω′
(
− T 2(ω′)(f(~ω′ + eV/2) − f(~ω′ − eV/2))2
+T (ω′)
[
f(~ω′ − eV/2)(1 − f(~ω′ + eV/2)) + f(~ω′ + eV/2)(1 − f(~ω′ − eV/2))
])
,
(A.36)
qui s’ave`re identique a` l’expression du bruit a` fre´quence nulle obtenue dans le cadre de la
the´orie de la diffusion.
A.3 Conductance
Reprenons d’abord la de´finition [169] :
Re[G(V, ω)] =
S(V,−ω)− S(V, ω)
2~ω
. (A.37)
A partir de l’e´quation (A.30) nous avons :
S(V,−ω)− S(V, ω) = e
2
4π
∫ ∞
−∞
dω′T (ω′)
[
− f(~ω + ~ω′ + eV/2) + f(~ω′ + eV/2)
−f(~ω + ~ω′ − eV/2) + f(~ω′ − eV/2)
]
,
(A.38)
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qui permet d’e´crire la conductance sous la forme :
Re[G(V, ω)] =
e2
4hω
∑
±
∫ ∞
−∞
dω′T (ω′)
[
f(~ω′ ± eV/2) − f(~ω + ~ω′ ± eV/2)
]
.
(A.39)
En utilisant l’expression du courant donne´e par l’e´quation (A.10) on obtient :
Re[G(V, ω)] =
e
4~ω
[
− I(−V − 2~ω/e) + I(−V )− I(V − 2~ω/2) + I(V )
]
=
e
4~ω
[
I(V + 2~ω/e) − I(V − 2~ω/e)
]
. (A.40)
Il est maintenant possible de calculer la conductance a` ω = 0 et V = 0. A partir de
l’e´quation (A.39) nous avons :
Re[G(V = 0, ω = 0)] =
e2
2h
∫ ∞
−∞
dω′T (ω′) lim
ω→0
[
f(~ω′)− f(~ω + ~ω′)
ω
]
= − e
2
2h
∫ ∞
−∞
dω′T (ω′) lim
ω→0
[
∂f
∂ω
]
ω=ω′
. (A.41)
L’utilisation du fait que ∂f/∂ω|ω=ω′ = −~/4kBT cosh2(~ω′/2kBT ), conduit a` :
Re[G(V = 0, ω = 0)] =
e2
16πkBT
∫ ∞
−∞
dω′
T (ω′)
cosh2(~ω′/2kBT )
=
e2
16πkBT
∫ ∞
−∞
dω′
1−R(ω′)
cosh2(~ω′/2kBT )
=
e2
16πkBT
∫ ∞
−∞
dω′
cosh2(~ω′/2kBT )
− e
2V 2B
64πkBT
∫ ∞
−∞
dω′
(~2ω′2 + e2V 2B/4) cosh
2(~ω′/2kBT )
≈ g0
2
− e
2
16πkBT
∫ ∞
−∞
dω′
1 + ω′2(4~2/e2V 2B + ~2/4k
2
BT
2)
≈ g0
2
(
1− π
2
√
e2V 2B
16k2BT
2 + e2V 2B
)
. (A.42)
La comparaison aux re´sultats nume´riques permet de conclure que l’expression suivante
donne un meilleur fit des courbes :
Re[G(V = 0, ω = 0)] ≈ g0
2
(
1−
√
e2V 2B
8k2BT
2 + e2V 2B
)
. (A.43)
A.4 Bruit a` fre´quence finie : comparaison avec la the´orie de
la diffusion
Dans cette partie nous comparons l’expression du bruit a` fre´quence finie obtenue avec
celle de la the´orie de la diffusion. Les expressions du courant et du bruit a` fre´quence nulle
s’e´crivent en terme du coefficient de transmission, les effets non triviaux de l’interaction
a` plusieurs nombre de particules sont encode´s dans ce coefficient. Ce fait n’empeˆche pas
que le courant et le bruit a` fre´quence nulle sont compatibles avec la the´orie de la diffusion.
Cependant, le bruit non syme´trise´ a` fre´quence finie qu’on a obtenu ne s’e´crit pas sous une
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forme compatible avec la the´orie de la diffusion.
Afin de comparer notre re´sultat avec celui de la the´orie de la diffusion [72, 163, 210, 84],
nous allons syme´trise´ le bruit obtenu. La syme´trisation se fait par :
Ssym(V, ω) =
S(V, ω) + S(V,−ω)
2
. (A.44)
Ce qui permet d’e´crire le bruit syme´trise´ :
S(V, ω) + S(V,−ω) = e
2
4π
∫ ∞
−∞
dω′
([
T (ω′)T (ω + ω′)
+|t(ω′)− t(ω + ω′)|2/4
][
F++(ω, ω
′) + F−−(ω, ω′)
]
+
[
T (ω′)− T (ω′)T (ω + ω′)− |t(ω′)− t(ω + ω′)|2/4
]
×
[
F+−(ω, ω′) + F−+(ω, ω′)
])
, (A.45)
ou` Fss′(ω, ω
′) =
∑
± f(~ω′± ~ω± seV/2)[1− f(~ω′± s′eV/2)]. En utilisant nos notations,
et un coefficient de transmission T de´pendant de l’e´nergie, on obtient le bruit syme´trise´
dans l’approche de la the´orie de la diffusion [122] :
Sscat(V, ω) + Sscat(V,−ω) = e
2
4π
∫ ∞
−∞
dω′
([T (ω′)T (ω + ω′) + |t(ω′)− t(ω + ω′)|2]F++(ω, ω′)
+T (ω′)T (ω + ω′)F−−(ω, ω′) + T (ω′)(1− T (ω + ω′))F+−(ω, ω′)
+T (ω + ω′)(1− T (ω′))F−+(ω, ω′)
)
. (A.46)
La diffe´rence entre les e´quations (A.45) et (A.46) re´side dans le fait que les facteurs
qui pre´ce´dent F++ et F−− sont les meˆmes dans l’e´quation (A.45) mais diffe´rents dans
l’e´quation (A.46). La meˆme remarque s’applique pour F+− et F−+. Si le coefficient de
transmission est inde´pendant de l’e´nergie, les deux expressions co¨ıncident.
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Annexe B
Relation entre corre´lations de
courant et admittance calcule´es
par re´trodiffusion dans le re´gime
de l’effet Hall quantique
fractionnaire
Dans cette annexe nous e´tablissons une relation directe entre les diffe´rents corre´lateurs
C1, C2, C3 et C4 vus dans l’annexe A, et l’admittance quantique Y (ω). Ce qui nous
permet d’e´crire les auto-corre´lations et les corre´lations croise´es du chapitre 3, en termes
de l’admittance quantique. Commenc¸ons d’abord par le corre´lateur C1 qui s’e´crit :
C1 =
1
2πv2F
∫
dΩf(~Ω+ ~ω − eV/2)[1 − f(~Ω− eV/2)] . (B.1)
En utilisant la proprie´te´ de la fonction de distribution de Fermi-Dirac on obtient :
f(~Ω+ ~ω − eV/2)f(~Ω − eV/2) = 1
2
[
1 + coth
(
~ω
2kBT
)]
f(~Ω+ ~ω − eV/2)
+
1
2
[
1− coth
(
~ω
2kBT
)]
f(~Ω− eV/2) . (B.2)
Ce qui permet d’avoir :
f(~Ω+ ~ω − eV/2)[1 − f(~Ω− eV/2)] = 1
2
[
1− coth
(
~ω
2kBT
)]
×[f(~Ω+ ~ω − eV/2) − f(~Ω− eV/2)] .
(B.3)
Par conse´quent, le corre´lateur C1 devient :
C1 =
1
4πv2F
[
1− coth
(
~ω
2kBT
)]
︸ ︷︷ ︸
=−2N(~ω)
∫
dΩ[f(~Ω + ~ω − eV/2) − f(~Ω− eV/2)]︸ ︷︷ ︸
=ω
, (B.4)
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ou` N est la fonction de distribution de Bose-Einstein. Enfin, nous obtenons :
C1 = −ωN(~ω)
2πv2F
. (B.5)
Le corre´lateur C2 s’e´crit :
C2 =
1
2πv2F
∫
dΩf(~Ω+ ~ω − eV/2)[1 − f(~Ω− eV/2)][t∗(Ω)t(Ω + ω)− r∗(Ω)r(Ω + ω)] ,
(B.6)
en utilisant le fait que r = 1− t on obtient :
C2 =
1
2πv2F
∫
dΩf(~Ω+ ~ω − eV/2)[1 − f(~Ω− eV/2)][t∗(Ω) + t(Ω + ω)− 1] , (B.7)
en utilisant l’e´quation (B.2) nous obtenons :
C2 =
N(~ω)
4πv2F
∫
dΩ[f(~Ω+ ~ω − eV/2) − f(~Ω− eV/2)][1− t∗(Ω)− t(Ω + ω)]
=
N(~ω)
4πv2F
∫
dΩf(~Ω− eV/2)[t∗(Ω) + t(Ω + ω)− t∗(Ω− ω)− t(Ω)] . (B.8)
En identifiant a` la de´finition de l’admittance quantique [144], le corre´lateur C2 devient :
C2 =
2~ωN(~ω)
e2v2F
Y ∗(ω) . (B.9)
Le corre´lateur C3 = C
∗
2 , par conse´quent on obtient :
C3 =
2~ωN(~ω)
e2v2F
Y (ω) . (B.10)
Passons maintenant au corre´lateur C4, celui-ci s’e´crit :
C4 =
1
2πv2F
∫ ∞
−∞
dΩf(~ω + ~Ω− eV/2)[1 − f(~Ω− eV/2)]
×
[
|t(Ω)|2|t(ω +Ω)|2 + |r(Ω)|2|r(ω +Ω)|2 − 2t(Ω)t∗(ω +Ω)r∗(Ω)r(ω +Ω)
]
+
1
2πv2F
∫ ∞
−∞
dΩ
[
f(~ω + ~Ω− eV/2)(1 − f(~Ω+ eV/2))
+f(~ω + ~Ω+ eV/2)(1 − f(~Ω− eV/2))
]
×
[
|t(Ω)|2|r(ω +Ω)|2 + t(Ω)t∗(ω +Ω)r∗(ω′)r(ω +Ω)
]
. (B.11)
En utilisant la relation :
t(Ω)t∗(ω +Ω)r∗(Ω)r(ω +Ω) =
1
2
[T (ω +Ω) + T (Ω)− 2T (Ω)T (ω +Ω)− |t(Ω)− t(ω +Ω)|2] ,
(B.12)
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le corre´lateur C4 devient :
C4 =
1
2πv2F
∫ ∞
−∞
dΩf(~ω + ~Ω− eV/2)[1 − f(~Ω− eV/2)]
×
[
1− 2T (Ω)− 2T (ω +Ω) + 4T (Ω)T (ω +Ω) + |t(Ω)− t(ω +Ω)|2
]
+
1
4πv2F
∫ ∞
−∞
dΩ
[
f(~ω + ~Ω− eV/2)(1 − f(~Ω+ eV/2))
+f(~ω + ~Ω+ eV/2)(1 − f(~Ω− eV/2))
]
×
[
3T (Ω) + T (ω +Ω)− 4T (Ω)T (ω +Ω)− |t(Ω)− t(ω +Ω)|2
]
. (B.13)
Nous voulons maintenant ve´rifier la parite´ de ce corre´lateur en la tension applique´e V .
Pour cela, on utilise la changement de variables Ω′ = −Ω− ω :∫ ∞
−∞
dΩf(~ω + ~Ω− eV/2)[1 − f(~Ω− eV/2)]
×
[
1− 2T (Ω)− 2T (ω +Ω) + 4T (Ω)T (ω +Ω) + |t(Ω)− t(ω +Ω)|2
]
=
∫ ∞
−∞
dΩf(−~Ω′ − eV/2)[1 − f(−~Ω′ − ~ω − eV/2)]
×
[
1− 2T (−Ω′ − ω)− 2T (−Ω′) + 4T (−Ω′ − ω)T (−Ω′) + |t(−Ω′ − ω)− t(−Ω′)|2
]
=
∫ ∞
−∞
dΩ[1− f(~Ω′ + eV/2)]f(~Ω′ + ~ω + eV/2)
×
[
1− 2T (Ω′ + ω)− 2T (Ω′) + 4T (Ω′ + ω)T (Ω′) + |t(Ω′ + ω)− t(Ω′)|2
]
, (B.14)
ce qui permet d’e´crire le corre´lateur C4 sous la forme :
C4 =
1
4πv2F
∫ ∞
−∞
dΩ
∑
±
f(~ω + ~Ω± eV/2)[1 − f(~Ω± eV/2)]
×
[
1− 2T (Ω)− 2T (ω +Ω) + 4T (Ω)T (ω +Ω) + |t(Ω)− t(ω +Ω)|2
]
+
1
4πv2F
∫ ∞
−∞
dΩ
∑
±
f(~ω + ~Ω± eV/2)[1 − f(~Ω∓ eV/2)]
×
[
3T (Ω) + T (ω +Ω)− 4T (Ω)T (ω +Ω)− |t(Ω)− t(ω +Ω)|2
]
. (B.15)
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Ce corre´lateur peut eˆtre e´crit comme une somme de deux termes. Le premier terme C
(1)
4
correspond a` la partie contenant le facteur T (Ω)T (ω+Ω)+ |t(Ω)− t(ω+Ω)|2/4, il s’e´crit :
C
(1)
4 =
1
πv2F
∫ ∞
−∞
dΩ
∑
±
f(~ω + ~Ω± eV/2)[f(~Ω ∓ eV/2) − f(~Ω± eV/2)]
×
[
T (Ω)T (ω +Ω) + |t(Ω)− t(ω +Ω)|
2
4
]
=
1
πv2F
∑
±
[N(~ω ± eV )−N(~ω)]
∫ ∞
−∞
dΩ[f(~Ω + ~ω ± eV/2)− f(~Ω∓ eV/2)]
×
[
T (Ω)T (ω +Ω) + |t(Ω)− t(ω +Ω)|
2
4
]
=
1
πv2F
∑
±
[N(~ω ± eV )−N(~ω)]︸ ︷︷ ︸
=−N(−~ω∓eV )+N(−~ω)
∫ ∞
−∞
dΩf(~Ω± eV/2)
[
T (Ω− ω)T (Ω) + |t(Ω− ω)− t(Ω)|
2
4
]
− 1
πv2F
∑
±
[N(~ω ± eV )−N(~ω)]
∫ ∞
−∞
dΩf(~Ω∓ eV/2)
[
T (Ω)T (ω +Ω) + |t(Ω)− t(ω +Ω)|
2
4
]
,
(B.16)
qui peut se re´e´crire sous la forme :
C
(1)
4 = −
1
πv2F
∑
σ=±
∑
σ˜=±
[N(σ˜~ω + σeV )−N(σ˜~ω)]
∫ ∞
−∞
dΩf(~Ω− σeV/2)
×
[
T (Ω + σ˜ω)T (Ω) + |t(Ω + σ˜ω)− t(Ω)|
2
4
]
. (B.17)
Le reste des termes dans le corre´lateurs C4 s’e´crivent :
C
(2)
4 =
1
4πv2F
∫ ∞
−∞
dΩ
∑
±
f(~ω + ~Ω± eV/2)[1 − f(~Ω± eV/2)]
[
1− 2T (Ω)− 2T (ω +Ω)
]
+
1
4πv2F
∫ ∞
−∞
dΩ
∑
±
f(~ω + ~Ω± eV/2)[1 − f(~Ω∓ eV/2)]
[
3T (Ω) + T (ω +Ω)
]
.
(B.18)
En s’appuyant sur la relation :∑
±
f(~ω + ~Ω± eV/2)[1 − f(~Ω± eV/2)] = −
∑
±
N(~ω)
×[f(~ω + ~Ω± eV/2) − f(~Ω± eV/2)]
(B.19)
∑
±
f(~ω + ~Ω± eV/2)[1 − f(~Ω∓ eV/2)] =
∑
±
N(~ω ± eV )
× [f(~Ω∓ eV/2) − f(~ω + ~Ω± eV/2)] ,
(B.20)
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on obtient :
C
(2)
4 = −
1
4πv2F
∑
±
N(~ω)
∫ ∞
−∞
dΩ[f(~ω + ~Ω± eV/2) − f(~Ω± eV/2)]
[
1− 2T (Ω)− 2T (ω +Ω)
]
+
1
4πv2F
∑
±
N(~ω ± eV )
∫ ∞
−∞
dΩ
∑
±
[f(~Ω∓ eV/2) − f(~ω + ~Ω± eV/2)]
×
[
3T (Ω) + T (ω +Ω)
]
. (B.21)
Introduisons maintenant le courant :
I(V ) =
e
2π
∫ ∞
−∞
T (Ω)
[
f(~Ω− eV/2) − f(~Ω)
]
dΩ , (B.22)
Ce qui permet de re´e´crire C
(2)
4 sous la forme :
C
(2)
4 =
1
2ev2F
∑
±
N(~ω)
[eω
2π
+ 2I(−2~ω/e ∓ V ) + 2I(∓V )− 2I(∓V )− 2I(2~ω/e ∓ V )
]
+
1
2ev2F
∑
±
N(~ω ± eV )
[
3I(±V )− 3I(−2~ω/e ∓ V ) + I(2~ω/e ± V )− I(∓V )
]
,(B.23)
qui peut se simplifier comme :
C
(2)
4 =
ωN(~ω)
2πv2F
+
1
ev2F
∑
±
N(~ω)
[
I(−2~ω/e ∓ V )− I(2~ω/e ∓ V )
]
+
2
ev2F
∑
σ=±
N(~ω + σeV )
[
I(2~ω/e + σV ) + I(σV )
]
,
=
ωN(~ω)
2πv2F
− 2
ev2F
∑
σ˜=±
N(~ω)I(2~ω/e + σV ) +
1
ev2F
∑
σ=±
I(−2~ω + σV )
+
1
ev2F
∑
σ=±
∑
σ˜=±
N(σ˜~ω + σeV )
[
I(2σ˜~ω/e+ σV ) + I(σV )
]
. (B.24)
En regroupant les deux parties du corre´lateur C4, on obtient :
C4 =
ωN(~ω)
2πv2F
− 2
ev2F
∑
σ˜=±
N(~ω)I(2~ω/e + σV ) +
1
ev2F
∑
σ=±
I(−2~ω + σV )
+
1
ev2F
∑
σ=±
∑
σ˜=±
N(σ˜~ω + σeV )
[
I(2σ˜~ω/e+ σV ) + I(σV )
]
− 1
πv2F
∑
σ=±
∑
σ˜=±
[N(σ˜~ω + σeV )−N(σ˜~ω)]
∫ ∞
−∞
dΩf(~Ω− σeV/2)
×
[
T (Ω + σ˜ω)T (Ω) + |t(Ω + σ˜ω)− t(Ω)|
2
4
]
. (B.25)
L’utilisation de la relation entre admittance et courant :
Re[Y (ω)] =
e2
4hω
∫ ∞
−∞
dΩf(~Ω− eV/2)[T (Ω + ω)− T (Ω− ω)] = 2hω
πe
∑
σ=±
I(2~ω/e + σV ) ,
(B.26)
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et en notant :
C0 = +
1
ev2F
∑
σ=±
∑
σ˜=±
N(σ˜~ω + σeV )
[
I(2σ˜~ω/e+ σV ) + I(σV )
]
− 1
πv2F
∑
σ=±
∑
σ˜=±
[N(σ˜~ω + σeV )−N(σ˜~ω)]
∫ ∞
−∞
dΩf(~Ω− σeV/2)
×
[
T (Ω + σ˜ω)T (Ω) + |t(Ω + σ˜ω)− t(Ω)|
2
4
]
, (B.27)
nous obtenons le corre´lateur C4 en fonction de la partie re´elle de l’admittance et du terme
syme´trique C0 :
C4 =
ωN(~ω)
2πv2F
− 2hω
πe2v2F
[2N(~ω) + 1]Re[Y (ω)] + C0 . (B.28)
Afin de de´terminer les quatre auto-corre´lations et les 12 corre´lations croise´es (voir figure
3.5), il faut rajouter a` chacun des corre´lateurs calcule´s dans cette annexe les corre´lateurs C˜i
(i = 1, 4). Ces corre´lateurs sont associe´s aux champs fermioniques libres ψ˜. L’obtention des
corre´lations de courant dans chaque branche se fait par la relation Sii(ω) = e
2v2F [Ci+C˜i]/4.
Les corre´lateurs associe´s aux champs fermioniques libres s’e´crivent :
C˜i = −ωN(~ω)
2πv2F
. (B.29)
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Annexe C
Solution de l’e´quation de Dyson
de l’article de Song et coll.
Dans cette annexe nous allons exposer la solution de l’e´quation de Dyson pour un
fil quantique sans interaction en pre´sence de deux impurete´s [209]. L’e´quation de Dyson
est donne´e par la relation (6.73). Afin de la re´soudre, introduisons d’abord la matrice
suivante : (
g11 g12
g21 g22
)
=
(
g(−L2 ,
−L
2 ) g(
−L
2 ,
+L
2 )
g(+L2 ,
−L
2 ) g(
+L
2 ,
+L
2 )
)
, (C.1)
et les notations : G1 = G(
−L
2 , x
′), G2 = G(+L2 , x
′), g1 = g(−L2 , x
′) et g2 = g(+L2 , x
′). Ce
qui nous permet d’avoir le syste`me de deux e´quations suivant :
G1 = g1 + g11Γ1G1 + g12Γ2G2 , (C.2)
et :
G2 = g2 + g21Γ1G1 + g22Γ2G2 . (C.3)
A partir de l’e´quation (C.3), on extrait la fonction de Green G2 :
G2 = (1− g22Γ2)−1(g2 + g21Γ1G1). (C.4)
On injecte ensuite le re´sultat dans l’e´quation (C.2). Apre`s un certain nombre de manipu-
lations, on retrouve l’expression de G1 :
G1 =
T1(g1 + g12T2g2)
Γ1D
, (C.5)
ou` T1 = Γ1(1−g11Γ1)−1, T1 = Γ2(1−g22Γ2)−1 et D = 1−T1g12T2g21. De la meˆme manie`re,
on obtient la fonction de Green G2, il suffit d’intervertir les indices 1 et 2 :
G2 =
T2(g2 + g21T1g1)
Γ2D
. (C.6)
En remplac¸ant ces deux solutions dans l’e´quation de Dyson nous obtenons la fonction de
Green du papier de Song et coll. [209] :
GR(x, x′) = GR0 (x, x
′) +
[
GR0 (x,
−L
2
)T1G
R
0 (
−L
2
, x′) +GR0 (x,
+L
2
)T2G
R
0 (
+L
2
, x′)
+GR0 (x,
−L
2
)T1G
R
0 (
−L
2
,
+L
2
)T2G
R
0 (
+L
2
, x′)
+GR0 (x,
+L
2
)T2G
R
0 (
+L
2
,
−L
2
)T1G
R
0 (
−L
2
, x′)
]
/D . (C.7)
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Annexe D
Validite´ de l’e´quation de Dyson
pour un fil quantique connecte´ a`
deux e´lectrodes
Cette annexe est consacre´e au calcul de la contribution de l’Hamiltonien d’interaction
a` l’e´quation de Dyson (6.87). L’objectif e´tant de justifier notre approximation qui consiste
a` ne´gliger cette contribution dans l’e´quation de Dyson. Rappelons que l’Hamiltonien du
syste`me est la somme de trois contributions : H = H0 + HI + Hb. Les contributions de
l’Hamiltonien cine´tique et de l’Hamiltonien de re´trodiffusion dans l’e´quation de Dyson
seront calcule´es dans le prochain annexe. L’Hamiltonien d’interaction est donne´ par la
relation :
HI =
1
2
∫
dx
∫
dx′ρ(x)V (x, x′)ρ(x′), (D.1)
ou` x = (x, t), V (x, x′) est le potentiel d’interaction coulombienne et ρ(x) est l’ope´rateur
densite´. L’e´quation de Dyson est obtenue a` partir de l’e´quation du mouvement en calculant
le commutateur du Hamiltonien total avec le champ fermionique ψr,m,σ ou` r est l’indice
de chiralite´, m fait re´fe´rence au modes dans le fil quantique et σ est l’indice de spin :
−i~∂tψr,α,σ(x) = [H0 +Hb +HI ;ψr,α,σ(x)]. (D.2)
Afin de de´terminer la contribution de l’Hamiltonien d’interaction, e´crivons d’abord
l’expression de son commutateur avec le champ fermionique ψr,m,σ :
[HI ;ψr,m,σ(x)] =
1
2
∫
dy
∫
dzV (y, z)
∑
r1,m1,σ1
∑
r2,m2,σ2
∑
r3,m3,σ3
∑
r4,m4,σ4
× {ψ†r1,m1,σ1(y)ψr2,m2,σ2(y)ψ†r3,m3,σ3(z)ψr4,m4,σ4(z)ψr,m,σ(x)
− ψr,m,σ(x)ψ†r1,m1,σ1(y)ψr2,m2,σ2(y)ψ†r3,m3,σ3(z)ψr4,m4,σ4(z)}. (D.3)
Il est plus inte´ressant d’utiliser les indices contracte´s r = {r,m, σ} et p = {r1,m1, σ1}. Ce
changement d’indice nous permet de reformuler le second membre de l’e´quation (D.2) qui
devient :
ψr(x)ψ
†
p(y)ψp′(y)ψ
†
q(z)ψq′(z) = δr,pδ(x − z)ψu(y)ψ†q(z)ψq′(z) + δr,qδ(x − y)ψ†p(y)ψp′(y)ψu(z)
+ ψ†p(y)ψp′(y)ψ
†
q(z)ψq′(z)ψr(x). (D.4)
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En remplac¸ant le re´sultat dans l’e´quation (D.3), on trouve :
[HI ;ψr,α,σ(x)] =
−1
2
∑
u
{∑
q,q′
∫
dzV (x, z)ψu(x)ψ
†
q(z)ψq′(z)
+
∑
p,p′
∫
dyV (x, y)ψ†p(y)ψp′(y)ψu(x)
}
. (D.5)
La prochaine e´tape est l’imple´mentation du re´sultat obtenu dans l’expression de la
de´rive´e temporelle de la fonction de Green retarde´e de´finie par :
∂tG
R
r,r′(x,x
′) = iδr,r′δ(x − x′) (D.6)
− iΘ(t− t′) 〈∂tψr(x)ψ†r′(x′)〉︸ ︷︷ ︸
=I
+iΘ(t− t′) 〈ψ†r′(x′)∂tψr(x)〉︸ ︷︷ ︸
=II
.
Cette expression se compose de deux termes. Chacun des termes est la somme de deux
inte´grales. Explicitons le terme I (sachant que le calcul du terme II est similaire) :
∂tψr(x)ψ
†
r′(x
′) =
i
~
[HI ;ψr,α,σ(x)]ψ
†
r′(x
′) (D.7)
=
−i
2~
∑
u
{∑
q,q′
∫
dzV (x, z)ψu(x)ψ
†
q(z)ψq′(z)ψ
†
r′(x
′)
︸ ︷︷ ︸
a
+
∑
p,p′
∫
dyV (x, y)ψ†p(y)ψp′(y)ψu(x)ψ
†
r′(x
′)
︸ ︷︷ ︸
b
}
. (D.8)
En remplac¸ant q′ par ±q on calcul le terme Ia :
Ia =
∑
q
∫
dzV (x, z)
[
δu,qδ(x − z)ψq(z)ψ†r′(x′) + δu,qδ(x− z)ψ−q(z)ψ†r′(x′ (D.9)
+ ψ†q(z)ψq(z)ψu(x)ψ
†
r′(x
′) + ψ†q(z)ψ−q(z)ψu(x)ψ
†
r′(x
′)
]
= V (x, x)
∑
q
[
ψq(x)ψ
†
r′(x
′) + ψ−q(x)ψ
†
r′(x
′)
+
∫
dzV (x, z)
[
ψ†q(z)ψq(z)ψu(x)ψ
†
r′(x
′) + ψ†q(z)ψ−q(z)ψu(x)ψ
†
r′(x
′)
]
. (D.10)
Le terme Ib s’obtient de la meˆme manie`re. En combinant les deux termes on obtient :
− i
2
∑
u
(
Ia+ Ib
)
= ∂tψr(x)ψ
†
r′(x
′)
= − i
2
∑
u,q
[
V (x, x)
(
ψq(x)ψ
†
r′(x
′) + ψ−q(x)ψ
†
r′(x
′)
)
(D.11)
+ 2
∫
dzV (x, z)
(
ψ†q(z)ψq(z)ψu(x)ψ
†
r′(x
′) + ψ†q(z)ψ−q(z)ψu(x)ψ
†
r′(x
′)
)]
,
= − i
2
∑
u,q
[
V (x, x)
(
ψq(x)ψ
†
r′(x
′) + ψ−q(x)ψ
†
r′(x
′)
)
(D.12)
+
∫
dzV (x, z)
(
ψ†q(z)ψq(z)ψu(x)ψ
†
r′(x
′) + ψ†q(z)ψ−q(z)ψu(x)ψ
†
r′(x
′)
− ψ†q(z)ψu(x)ψq(z)ψ†r′(x′)− ψ†q(z)ψu(x)ψ−q(z)ψ†r′(x′)
)]
.
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Le potentiel d’interaction est de´croissant, il atteint sa valeur maximale pour x = y. Dans le
cas ou` on garde que cette contribution maximale le potentiel d’interaction prend la forme
VSR(a, b) = V0δ(a, b) :
∂tψr(x)ψ
†
r′(x
′) = −iV0
∑
u
[
ψu(x)ψ
†
r′(x
′) (D.13)
+
∑
q
[
ψ†q(x)ψq(x)ψu(x)ψ
†
r′(x
′) + ψ†q(x)ψ−q(x)ψu(x)ψ
†
r′(x
′)
− ψ†q(x)ψu(x)ψq(x)ψ†r′(x′)− ψ†q(x)ψu(x)ψ−q(x)ψ†r′(x′)
]]
.
L’application de la somme sur les indices u et q donne ze´ro sauf pour le premier terme.
En prenant la moyenne de I on trouve :
〈∂tψr(x)ψ†r′(x′)〉 = −iV0
∑
u
〈ψu(x)ψ†r′(x′)〉. (D.14)
La partie II se calcule de la meˆme manie`re :
〈ψ†r′(x′)∂tψr(x)〉 = −iV0
∑
u
〈ψ†r′(x′)ψu(x)〉. (D.15)
Regardons maintenant ce qu’apporte ces deux contributions qui de´coulent de l’Ha-
miltonien d’interaction dans l’e´quation de Dyson. Ces deux contributions s’e´crivent dans
la de´finition de la fonction de Green retarde´e :
〈∂tψr(x)ψ†r′(x′)〉 = irvF∂x〈ψr(x)ψ†r′(x′)〉 − iV0
∑
u
〈ψu(x)ψ†r′(x′)〉
− i
∫
dyδ(x, y)
∑
i
λi(y)〈ψ−r(y)ψ†r′(x′)〉, (D.16)
〈ψ†r′(x′)∂tψr(x)〉 = irvF∂x〈ψ†r′(x′)ψr(x)〉 − iV0
∑
u
〈ψ†r′(x′)ψu(x)〉
− i
∫
dyδ(x, y)
∑
i
λi(y)〈ψ†r′(x′)ψ−r(y)〉. (D.17)
L’e´quation de Dyson devient :
(
i∂t − irvF∂x
)
Gr,r′(x,x
′) = δr,r′δ(x − x′) + V0
∑
u
Gu,r′(x,x
′) +
∫
dyδ(x, y)
∑
i
λi(y)G−r,r′(y,x′).
(D.18)
Afin de mieux comprendre le roˆle des termes engendre´s par l’Hamiltonien d’interaction,
e´crivons l’e´quation de Dyson (sans impurete´s) en faisant la distinction entre les chiralite´s :(
i∂t − irvF∂x
)
G0+,r′(x,x
′) = δ+,r′δ(x − x′) + V0
∑
u
G0u,r′(x,x
′), (D.19)
(
i∂t − irvF∂x
)
G0−,r′(x,x
′) = δ−,r′δ(x‘− x′) + V0
∑
u
G0u,r′(x,x
′). (D.20)
La somme donne :∑
r
(
i∂t − irvF∂x − 2V0
)
G0r,r′(x,x
′) = δr,r′δ(x − x′) + V0
∑
u
G0u,r′(x,x
′). (D.21)
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Une e´quation similaire s’e´crit dans le cas ou` les impurete´s sont pre´sentes :∑
r
(
i∂t − irvF∂x − 2V0
)
Gr,r′(x,x
′) = δr,r′δ(x − x′) + V0
∑
u
Gu,r′(x,x
′)
+
∫
dyδ(x, y)
∑
i
λi(y)G−r,r′(y,x′), (D.22)
en multipliant par G0r,r′ et en inte´grant par rapport a` x1 et t1 et en effectuant la somme
sur l’indice p, ont trouve :∫
dx1
∑
p
(
i∂t1 − irvF∂x1 − 2V0
)
Gp,r′(x1,x
′)G0r,p(x,x1) (D.23)
=
∫
dx1
∑
p
δp,r′δ(x1 − x′)G0r,p(x,x1) +
∫
dx1
∑
p
∫
dy
∑
i
δ(x1 − y)λi(y)G0r,p(x,x1)G−r,p(y,x′)
Ce qui conduit au final a` l’e´quation de Dyson :
Gr,r′(x,x
′) = G0r,r′(x,x
′) +
∫
dx1
∑
p
∑
i
λi(x1)G
0
r,p(x,x1)G−r,p(x1,x
′) (D.24)
Qui co¨ıncide avec l’e´quation (6.87).
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Annexe E
De´rivation et re´solution de
l’e´quation de Dyson
Dans cette annexe nous allons montrer en de´tail la de´rivation ainsi que la re´solution
de l’e´quation de Dyson (6.87) du chapitre 6. Nous commenc¸ons d’abord par l’e´tablir.
Ensuite, nous effectuons une transforme´e de Fourier sur cette e´quation. La transforme´e de
Fourier est ne´cessaire pour obtenir des fonctions de Green dans l’espace (x, ω). Le syste`me
d’e´quation re´sultant est line´aire, ce qui permet d’avoir un re´sultat exact pour la fonction
de Green retarde´e GR.
E.1 Equation de Dyson
Dans le cadre de l’approximation cite´e dans le chapitre 6, nous conside´rons un Ha-
miltonien compose´ de deux termes H = H0 + Hb, un terme cine´tique et un terme de
re´trodiffusion donne´s par les e´quations (6.82) et (6.83). Pour e´tablir l’e´quation de Dyson
il faut calculer le commutateur :
−i~∂tψr,σ(x, t) = [H,ψr,σ(x, t)] . (E.1)
Il y a deux contributions, la premie`re est celle de l’Hamiltonien cine´tique :
[H0, ψr,σ(x, t)] = −ivF
∑
r′,σ′
r′
∫
dx′[ψ†r′,σ′(x
′, t)∂x′ψr′,σ′(x′, t), ψr,σ(x, t)] . (E.2)
On remarque que [ψ†r′,σ′(x
′, t)∂xψr′,σ′(x′, t), ψr,σ(x, t)] = ∂xψr′,σ′(x′, t){ψ†r′,σ′(x′, t), ψr,σ(x, t)}.
Il en re´sulte :
[H0, ψr,σ(x, t)] = irvF∂xψr,σ(x, t) . (E.3)
La deuxie`me contribution est celle de l’Hamiltonien de re´trodiffusion :
[Hbi , ψr,σ(x, t)] =
∑
r′,σ′
∫
dx′λi(x′)[ψ
†
r′,σ′(x
′, t)ψ−r′,σ′(x′, t), ψr,σ(x, t)] , (E.4)
le commutateur donne le re´sultat suivant :
[ψ†r′,σ′(x
′, t)ψ−r′,σ′(x′, t), ψr,σ(x, t)] = −ψ−r′,σ′(x′, t)δr,r′δσ,σ′δ(x− x′) . (E.5)
Le re´sultat global est donne´ par la relation :
[Hb, ψr,σ(x, t)] = −
2∑
i=1
∫
dx′λi(x′)ψ−r,σ(x′, t)δ(x− x′) . (E.6)
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En regroupant les deux termes on obtient :
∂tψr,σ(x, t) = −rvF
~
∂xψr,σ(x, t)− i
~
2∑
i=1
∫
dx′λi(x′)ψ−r,σ(x′, t)δ(x − x′) . (E.7)
On de´finit maintenant la fonction de Green retarde´e :
GRr,r′;σ,σ′(x, x
′; t, t′) = −iΘ(t− t′)〈{ψr,σ(x, t), ψ†r′,σ′(x′, t′)}〉 . (E.8)
De´rivons cette fonction par rapport au temps :
∂tG
R
r,r′;σ,σ′(x, x
′; t, t′) = −iδ(t− t′)〈ψr,σ(x, t)ψ†r′,σ′(x′, t′) + ψ†r′,σ′(x′, t′)ψr,σ(x, t)〉
−iΘ(t− t′)
〈∂ψr,σ(x, t)
∂t
ψ†r′,σ′(x
′, t′)
〉
− iΘ(t′ − t)
〈
ψ†r′,σ′(x
′, t′)
∂ψr,σ(x, t)
∂t
〉
,
(E.9)
il en re´sulte :
i∂tG
R
r,r′;σ,σ′(x, x
′; t, t′) = δr,r′δσ,σ′δ(x − x′)δ(t− t′)− iΘ(t− t′)〈{∂tψr,σ(x, t), ψ†r′,σ′(x′, t′)}〉.
(E.10)
On prend l’e´quation (E.7), et en multipliant a` gauche et a` droite par ψ†r′,σ′(x
′, t′). Ensuite,
on regroupe les deux termes re´sultants en multipliant par iΘ(t− t′), on obtient :
−iθ(t− t′)
~
〈{∂tψr,σ(x, t), ψ†r′,σ′(x′, t′)}〉 =
ivF r
~
∂x
[
iΘ(t− t′){ψr,σ(x, t), ψ†r′,σ′(x′, t′)}
]
− i
~
2∑
i=1
∫
dxλi(x)
×[iΘ(t− t′){ψ−r,σ(x, t), ψ†r′,σ′(x′, t′)}]δ(x − x′) .
(E.11)
Par conse´quent, on peut extraire la de´rive´e par rapport au temps de la fonction de Green :
i~∂tG
R
r,r′;σ,σ′(x, x
′; t, t′) = δr,r′δσ,σ′δ(t− t′)δ(x − x′)
+(rvF∂x)G
R
r,r′;σ,σ′(x, x
′; t, t′)
+
2∑
i=1
∫
dxλi(x)G
R
−r,r′;σ,σ′(x, x
′; t, t′)δ(x − x′) , (E.12)
en re´arrangeant les termes on obtient :
(i~∂t − rvF∂x)GRr,r′;σ,σ′(x, x′; t, t′) = δr,r′δσ,σ′δ(x − x′)δ(t− t′)
+
2∑
i=1
∫
dxλi(x)G
R
−r,r′;σ,σ′(x, x
′; t, t′)δ(x − x′).
(E.13)
On de´finit maintenant la fonction de Green ”libre” associe´e a` H0 qui obe´it a` l’e´quation
suivante :
(i~∂t − rvF∂x)gRr,r′;σ,σ′(x, x′; t, t′) = δr,r′δσ,σ′δ(x− x′)δ(t − t′) , (E.14)
148
puis, on multiplie l’e´quation (E.13) par la fonction gR ensuite on effectue l’inte´grale dans
l’espace et le temps et on somme sur les indices de chiralite´ et de spin. On obtient finale-
ment :∑
r1,σ1
∫ ∫
(i~∂t1 − r1vF∂x)GRr1,r′;σ1,σ(x1, x′; t1, t′)gRr,r1;σ,σ1(x, x1; t, t1)dt1dx1 =
∑
r1,σ1
∫ ∫
δr,r1δσ,σ1δ(x − x1) δ(t1 − t′)gRr,r1;σ,σ1(x, x1; t, t1)dt1dx1
+
2∑
i=1
∑
r1,σ1
∫ ∫ ∫
λi(x)g
R
r,r1;σ,σ1(x, x1; t, t1)G
R
−r1,r′;σ1,σ′(x1, x
′; t1, t′)δ(x − x1)dx′dt1dx1 .
(E.15)
En exploitant la relation (E.14), et en effectuant les inte´grales par rapport a` t1 et x1 on
trouve l’e´quation de Dyson recherche´e :
GRr,r′;σ,σ′;m,m′(x, x
′; t, t′) = gRr,r′;σ,σ′;m,m′(x, x
′; t, t′)
+
2∑
i=1
∑
r1,σ1
∑
m1
∫
dt1
∫
dx1g
R
r,r1;σ,σ1;m,m1(x, x1; t, t1)λi(x1)
×GR−r1,r′;σ1,σ′;m1,m′(x1, x′; t1, t′). (E.16)
L’indicem repre´sente les diffe´rents modes ou canaux, nous l’avons rajoute´ dans ce re´sultat.
E.2 Transforme´e de Fourier de l’e´quation de Dyson
Supposons que les impurete´s sont ponctuelles en X = ±L/2. On peut exprimer les
fonctions λi par :
λ1(x = −L/2) = δ(x+ L/2)Γ1 , (E.17)
λ2(x = +L/2) = δ(x− L/2)Γ2 . (E.18)
On peut ainsi re´e´crire l’e´quation (E.16) et inte´grer par rapport a` x1. On trouve :
GRr,r′;σ,σ′(x, x
′; t, t′) = gRr,r′;σ,σ′(x, x
′; t, t′) +
∑
r1,σ1
∫
dt1g
R
r,r1;σ,σ1(x,−L/2; t, t1)Γ1
×GR−r1,r′;σ1,σ′(−L/2, x′; t1, t′)
+
∑
r1,σ1
∫
dt1g
R
r,r1;σ,σ1(x,+L/2; t, t1)Γ2G
R
−r1,r′;σ1,σ′(+L/2, x
′; t1, t′)
(E.19)
Les fonctions de Green sont invariantes par translation dans le temps :
GR(t, t′) = GR(t− t′, 0) , (E.20)
gR(t, t′) = gR(t− t′, 0) . (E.21)
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L’utilisation de ces proprie´te´s sur l’e´quation (E.19) permet d’e´crire :
GRr,r′;σ,σ′(x, x
′; t− t′, 0) = gRr,r′;σ,σ′(x, x′; t− t′, 0)
+
∑
r1,σ1
∫
dt1g
R
r,r1;σ,σ1(x,−L/2; t − t′, t1)Γ1GR−r1,r′;σ1,σ′(+L/2, x′; t1, 0)
+
∑
r1,σ1
∫
dt1g
R
r,r1;σ,σ1(x,+L/2; t − t′, t1)Γ2GR−r1,r′;σ1,σ′(+L/2, x′; t1, 0) .
(E.22)
Effectuons maintenant la transforme´e de Fourier par rapport a` t− t′ :∫
d(t− t′)eiω(t−t′)GRr,r′;σ,σ′(x, x′; t− t′, 0) =
∫
d(t− t′)eiω(t−t′)gRr,r′;σ,σ′(x, x′; t− t, 0)
+
∑
r1,σ1
∫
d(t− t′)eiω(t−t′)
∫
dt1g
R
r,r1;σ,σ1(x,−L/2; t − t′, t1)Γ1GR−r1,r′;σ1,σ′(−L/2, x′; t1, 0)
+
∑
r1,σ1
∫
d(t− t′)eiω(t−t′)
∫
dt1g
R
r,r1;σ,σ1(x,+L/2; t− t′, t1)Γ2GR−r1,r′;σ1,σ′(+L/2, x′; t1, 0) .
(E.23)
En rajoutant et retranchant t1 dans l’exponentielle des deux derniers termes de l’e´quation
(E.23) et en utilisant le fait que gRr,r1;σ,σ1(x,±L/2; t−t′, t1) = gRr,r1;σ,σ1(x,±L/2; t−t′−t1, 0),
on trouve :
GRr,r′;σ,σ′(x, x
′;ω) = gRr,r′;σ,σ′(x, x
′;ω)
+
∑
r1,σ1
Γ1
∫
dt1G
R
−r1,r′;σ1,σ′(−L/2, x′; t1, 0)eiωt1
∫
d(t− t′)eiω(t−t′−t1)gRr,r1;σ,σ1(x,−L/2; t − t′ − t1, 0)
+
∑
r1,σ1
Γ2
∫
dt1G
R
−r1,r′;σ1,σ′(+L/2, x
′; t1, 0)eiωt1
∫
d(t− t′)eiω(t−t′−t1)gRr,r1;σ,σ1(x,+L/2; t − t′ − t1, 0).
(E.24)
A la fin on aboutit au re´sultat suivant :
GRr,r′;σ,σ′;m,m′(x, x
′;ω) = gRr,r′;σ,σ′;m,m′(x, x
′;ω)
+
∑
r1,σ1,m1
Γ1g
R
r,r1;σ,σ1;m,m1(x,−L/2;ω)GR−r1 ,r′;σ1,σ′;m1,m′(−L/2, x′;ω)
+
∑
r1,σ1,m1
Γ2g
R
r,r1;σ,σ1;m,m1(x,+L/2;ω)G
R
−r1 ,r′;σ1,σ′;m1,m′(+L/2, x
′;ω) .
(E.25)
E.3 Solution de l’e´quation de Dyson
On remarque que la relation (E.25) est line´aire. Afin de re´soudre cette e´quation il faut
la re´e´crire pour toutes les valeurs possibles de r et de r′ pour x′ = −L/2 et x′ = +L/2.
Nous supposons qu’il n’y a qu’une seule contribution sur la sommation sur les spins et deux
contributions par rapport a` la sommation sur r1. Nous supposons aussi qu’il y a qu’un seul
mode. Nous allons d’abord e´crire les huit e´quations correspondantes aux diffe´rentes valeurs
de r et r′. On va exploiter le fait que gtr,−r(x, x′) = 0. En effet, ces corre´lations croise´es ne
conservent pas la chiralite´ [196]. Nous avons choisi de ne pas e´crire la de´pendance en ω
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pour alle´ger les notations.
Huit e´quations re´sultent de l’e´criture de toutes les fonctions de Green correspondantes
aux valeurs possibles de r et de r′ pour x′ = −L/2 et x′ = +L/2. Ces huit e´quations
peuvent se regrouper en deux syste`mes e´quations. Le premier syste`me correspnd a` r = r′ :
GRr,r(−L/2, x′) = gtr,r(−L/2, x′)
+Γ1g
R
r,r(−L/2,−L/2)GR−r,r(−L/2, x′) + Γ2gRr,r(−L/2,+L/2)GR−r,r(+L/2, x′),
(E.26)
GRr,r(+L/2, x
′) = gRr,r(+L/2, x
′)
+Γ1g
R
r,r(+L/2,−L/2)GR−r,r(−L/2, x′) + Γ2gRr,r(+L/2,+L/2)GR−r,r(+L/2, x′) .
(E.27)
Le second syste`me correspond a` r = −r′ :
GR−r,r(−L/2, x′) = Γ1gR−r,−r(−L/2,−L/2)GRr,r(−L/2, x′)+Γ2gR−r,−r(−L/2,+L/2)GRr,r(+L/2, x′) ,
(E.28)
GR−r,r(+L/2, x
′) = Γ1gR−r,−r(+L/2,−L/2)GRr,r(−L/2, x′)+Γ2gR−r,−r(+L/2,+L/2)GRr,r(+L/2, x′) .
(E.29)
L’ide´e est de remplacer les e´quations (E.28) et (E.29) dans (E.26) puis dans (E.27).
Afin d’obtenir un syste`me de deux e´quations line´aires :
GRr,r(−L/2, x′) = gRr,r(−L/2, x′)
+
[
Γ1g
R
r,r(−L/2,−L/2)gR−r,−r(−L/2,−L/2) + Γ2gR−r,−r(+L/2,−L/2)gRr,r(−L/2,+L/2)
]
×Γ1GRr,r(−L/2, x′)
+
[
Γ1g
R
r,r(−L/2,−L/2)gR−r,−r(−L/2,+L/2) + Γ2gRr,r(−L/2,+L/2)gR−r,−r(+L/2,+L/2)
]
×Γ2GRr,r(+L/2, x′) , (E.30)
GRr,r(+L/2, x
′) = gRr,r(+L/2, x
′)
+
[
Γ1g
R
−r,−r(−L/2,−L/2)gRr,r(+L/2,−L/2) + Γ2gR−r,−r(+L/2,−L/2)gRr,r(+L/2,+L/2)
]
×Γ1GRr,r(−L/2, x′)
+
[
Γ1g
R
−r,−r(−L/2,+L/2)gRr,r(+L/2,−L/2) + Γ2gR−r,−r(+L/2,+L/2)gRr,r(+L/2,+L/2)
]
×Γ2GRr,r(+L/2, x′). (E.31)
On pose maintenant GRr,r(−L/2, x′) = GR1 , GRr,r(+L/2, x′) = GR2 , gRr,r(−L/2, x′) = gR1 et
gRr,r(+L/2, x
′) = gR2 . On de´finit aussi la matrice :
γ =
(
γ11 γ12
γ21 γ22
)
, (E.32)
avec :
γ11 = Γ1g
R
r,r(−L/2,−L/2)gR−r,−r(−L/2,−L/2)+Γ2gRr,r(−L/2,+L/2)gR−r,−r(+L/2,−L/2) ,
(E.33)
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γ12 = Γ1g
R
r,r(−L/2,−L/2)gR−r,−r(−L/2,+L/2) + Γ2gRr,r(−L/2,+L/2)gR−r,−r(+L/2,+L/2),
(E.34)
γ21 = Γ1g
R
r,r(+L/2,−L/2)gR−r,−r(−L/2,−L/2) + Γ2gRr,r(+L/2,+L/2)gR−r,−r(+L/2,−L/2),
(E.35)
γ22 = Γ1g
R
r,r(+L/2,−L/2)gR−r,−r(−L/2,+L/2) + Γ2gRr,r(+L/2,+L/2)gR−r,−r(+L/2,+L/2).
(E.36)
En posant T1 = Γ1(1−γ11Γ1)−1 et T1 = Γ2(1−γ22Γ2)−1, on aboutit aux re´sultats suivants :
GRr,r(−L/2, x′) =
T1(g
R
1 + γ12T2g
R
2 )
Γ1(1− T1γ12T2γ21) , (E.37)
GRr,r(+L/2, x
′) =
T2(g
R
2 + γ21T1g
R
1 )
Γ2(1− T1γ12T2γ21) . (E.38)
Les deux autres solutions sont obtenues en remplac¸ant les solutions (E.37) et (E.38) dans
les e´quations (E.28) et (E.29) :
GR−r,r(−L/2, x′) = gR−r,−r(−L/2,−L/2)
T1(g
R
1 + γ12T2g
R
2 )
(1− T1γ12T2γ21)
+gR−r,−r(−L/2,+L/2)
T2(g
R
2 + γ21T1g
R
1 )
(1− T1γ12T2γ21) , (E.39)
GR−r,r(+L/2, x
′) = gR−r,−r(+L/2,−L/2)
T1(g
R
1 + γ12T2g
t
2)
(1 − T1γ12T2γ21)
+gR−r,−r(+L/2,+L/2)
T2(g
R
2 + γ21T1g
R
1 )
(1− T1γ12T2γ21) . (E.40)
Il suffit maintenant de prendre l’e´quation (E.25) la de´tailler et obtenir ainsi les deux
solutions suivantes qui correspondent aux deux fonctions de Green recherche´es :
GRr,r(x, x
′) = gRr,r(x, x
′) + Γ1gRr,r(x,−L/2)GR−r,r(−L/2, x′)
+Γ2g
R
r,r(x,+L/2)G
R
−r,r(+L/2, x
′) , (E.41)
GR−r,r(x, x
′) = Γ1gRr,r(x,−L/2)GRr,r(−L/2, x′) + Γ2gRr,r(x,+L/2)GRr,r(+L/2, x′) . (E.42)
La fonction de Green retarde´e totale correspond a` la somme de ces deux contributions :
GR(x, x′) =
∑
r
[
GRr,r(x, x
′) +GR−r,r(x, x
′)
]
. (E.43)
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Annexe F
Fonctions de Green bosoniques et
fermioniques pour un fil quantique
inhomoge`ne
Cette annexe est consacre´e au calcul des fonctions de Green bosoniques et fermio-
niques pour un fil quantique inhomoge`ne de´crit par un liquide de Luttinger de parame`tre
d’interaction non uniforme. Rappelons l’expression du Hamiltonien :
H =
1
2
∑
j
∫
dxvj(x)
[
Kj(x)
(
∂xφj(x, t)
)2
+K−1j
(
∂xθj(x, t)
)2]
, (F.1)
ou` :
Kj(x) = K
L
j
(
Θ(x− L
2
) + Θ(−x− L
2
)
)
+KNj
(
Θ(x+
L
2
) + Θ(−x+ L
2
)
)
, (F.2)
vj(x) = v
L
j
(
Θ(x− L
2
) + Θ(−x− L
2
)
)
+ vNj
(
Θ(x+
L
2
) + Θ(−x+ L
2
)
)
. (F.3)
La fonction de Heaviside est de´finie sous la forme :
Θ(x) =


1 ∀x > 0
0 ∀x < 0
1
2 , x = 0.
F.1 Fonctions de Green bosoniques
La premie`re e´tape est d’e´crire l’action en utilisant les e´quations du mouvement :
∂tφj(x, t) = − vj(x)
Kj(x)
∂xθj(x, t), (F.4)
∂tθj(x, ) = −vj(x)Kj(x)∂xφj(x, t), (F.5)
ce qui conduit a` l’expression de l’action :
S =
1
2
∑
j
∫
dt
∫
dxvj(x)
[
K−1j
(
∂tθj(x, t)
)−Kj(∂xθj(x, t))]. (F.6)
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L’inte´gration par parties et l’utilisation de la proprie´te´ t = iτ nous permet d’e´crire :
S = −
∑
j
∫ β
0
dτ
∫
dxθj(x, τ)
[ 1
vj(x)Kj(x)
∂2τ − ∂x
vj(x)
Kj(x)
∂x
]
︸ ︷︷ ︸
(Gθθ
j
)−1
θj(x, τ), (F.7)
avec Gθθj (x, τ ;x
′, τ ′) la fonction de Green bosonique qui satisfait :
−
[ 1
vj(x)Kj(x)
∂2τ − ∂x
vj(x)
Kj(x)
∂x
]
Gθθj (x, τ ;x
′, τ ′) = δ(x − x′)δ(τ − τ ′). (F.8)
En effectuant une transforme´e de Fourier on obtient l’e´quation diffe´rentielle :
[ ω2
vj(x)Kj(x)
− ∂x vj(x)
Kj(x)
∂x
]
Gθθj (x, x
′, ω) = δ(x − x′). (F.9)
Les solutions de cette e´quation diffe´rentielle sont de la forme :
Gθθj (x, x
′, ω) =


A(x′)e
|ω|x
vL
j x < −L/2
B(x′)e
|ω|x
vN
j + C(x′)e
−|ω|x
vN
j x < x′
D(x′)e
|ω|x
vN
j + E(x′)e
−|ω|x
vN
j x > x′
F (x′)e
−|ω|x
vL
j x > L/2
Les fonctions de´finies en x′ sont de´termine´es en utilisant leur continuite´ ainsi que celle de
leurs de´rive´es aux bords situe´s a` ±L/2.
– Si x ∈]− L/2;L/2[ et x = x′ :
L’e´quation de continuite´ pour la de´rive´e de la fonction de Green G s’e´crit :
∂xG
θθ
j (x→ x′ + 0+;ω) = ∂xGθθj (x→ x′ + 0−;ω)−
KNj
vNj
. (F.10)
– Si x′ = −L/2 et x 6= x′ :
∂x
( vj(x)
Kj(x)
)
=
( vNj
KNj
− v
L
j
KLj
)
δ
(
x+
L
2
)
(F.11)
⇒ v
N
j
KNj
∂xG
θθ
j (x→ −L/2 + 0+,−L/2;ω) =
vLj
KLj
∂xG
θθ
j (x→ −L/2 + 0−,−L/2;ω) .
(F.12)
– Si x′ = L/2 et x 6= x′ :
∂x
( vj(x)
Kj(x)
)
=
( vLj
KLj
− v
N
j
KNj
)
δ
(
x− L
2
)
(F.13)
⇒ v
L
j
KLj
∂xG
θθ
j (x→ L/2 + 0+, L/2;ω) =
vNj
KNj
∂xG
θθ
j (x→ L/2 + 0−, L/2;ω) .
(F.14)
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– Si x′ = −L/2 et x = x′ :
∂x
( vj(x)
Kj(x)
)
=
( vNj
KNj
− v
L
j
KLj
)
δ
(
x+
L
2
)
(F.15)
⇒ v
N
j
KNj
∂xG
θθ
j (x→ −L/2 + 0+,−L/2;ω) =
vLj
KLj
∂xG
θθ
j (x→ −L/2 + 0−,−L/2;ω) − 1 .
(F.16)
– Si x′ = L/2 et x = x′ :
∂x
( vj(x)
Kj(x)
)
=
( vLj
KLj
− v
N
j
KNj
)
δ
(
x− L
2
)
(F.17)
⇒ v
L
j
KLj
∂xG
θθ
j (x→ L/2 + 0+, L/2;ω) =
vNj
KNj
∂xG
θθ
j (x→ L/2 + 0−, L/2;ω) − 1 .
(F.18)
Les fonctions de Green en (x, t) peuvent eˆtre de´termine´es en effectuant une trans-
forme´e de Fourier. Pour x ∈ R et x′ ∈]− L/2;L/2[, nous avons :
– Pour x ≤ −L/2 :
Gθθj (x, x
′; t) = − K
N
j K
L
j
KLj +K
N
j
∑
r
∞∑
n=0
b2nj
(
ln
(
1 + i
vF t
a
+ irKLj
x+ L/2
a
− irKNj
x′ + L/2 + 2nL
a
)
+bj ln
(
1 + i
vF t
a
+ irKLj
x+ L/2
a
+ irKNj
x′ − 3L/2− 2nL
a
))
.
(F.19)
– Pour −L/2 < x ≤ x′ :
Gθθj (x, x
′; t) = −K
N
j
2
∑
r
∞∑
n=0
b2nj
(
ln
(
1 + i
vF t
a
+ irKNj
x− x′ − 2nL
a
)
+bj ln
(
1 + i
vF t
a
+ irKNj
x+ x′ − L− 2nL
a
)
+bj ln
(
1 + i
vF t
a
+ irKNj
x+ x′ + L+ 2nL
a
)
+ b2j ln
(
1 + i
vF t
a
+ irKNj
x− x′ + 2L+ 2nL
a
))
(F.20)
que l’on peut e´crire :
Gθθj (x, x
′; t) = −K
N
j
2
∑
r
ln
(
1 + i
vF t
a
+ irKNj
x− x′
a
)
−K
N
j
2
∑
rp
∞∑
n=1
bnj ln
(
1 + i
vF t
a
+ irKNj
x− (−1)nx′ + npL
a
)
(F.21)
– Pour x′ < x ≤ L/2 :
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Gθθj (x, x
′; t) = −K
N
j
2
∑
r
∞∑
n=0
b2nj
(
ln
(
1 + i
vF t
a
+ irKNj
x− x′ + 2nL
a
)
+bj ln
(
1 + i
vF t
a
+ irKNj
x+ x′ + L+ 2nL
a
)
+bj ln
(
1 + i
vF t
a
+ irKNj
x+ x′ − L− 2nL
a
)
+ b2j ln
(
1 + i
vF t
a
+ irKNj
x− x′ − 2L− 2nL
a
))
(F.22)
que l’on peut e´crire :
Gθθj (x, x
′; t) = −K
N
j
2
∑
r
ln
(
1 + i
vF t
a
+ irKNj
x− x′
a
)
−K
N
j
2
∑
rp
∞∑
n=1
bnj ln
(
1 + i
vF t
a
+ irKNj
x− (−1)nx′ + npL
a
)
(F.23)
Cette expression est identique a` celle obtenue pour −L/2 < x ≤ x′.
– Pour x > L/2 :
Gθθj (x, x
′; t) = − K
N
j K
L
j
KLj +K
N
j
∑
r
∞∑
n=0
b2nj
(
ln
(
1 + i
vF t
a
+ irKLj
x− L/2
a
− irKNj
x′ − L/2− 2nL
a
)
+bj ln
(
1 + i
vF t
a
+ irKLj
x− L/2
a
+ irKNj
x′ + 3L/2 + 2nL
a
))
(F.24)
Ces fonctions de Green sont continues en x = x′. Cependant, il est plus de´licat de traiter la
continuite´ en x′ = ±L/2. Il est donc plus judicieux de de´terminer directement ces fonctions
de Green en x′ = ±L/2.
F.1.1 Fonctions de Green bosoniques quand x′ = −L/2
Pour alle´ger les notations nous allons omettre l’indice (j). De´terminer les fonctions
de Green dans ce cas revient a` re´soudre le syste`me d’e´quations :
Ae
− |ω|L
2vL = Be
− |ω|L
2vN + Ce
|ω|L
2vN , (F.25)
KN
KL
Ae
− |ω|L
2vL − K
N
|ω| = Be
− |ω|L
2vN − Ce
|ω|L
2vN , (F.26)
Be
|ω|L
2vN + Ce
−|ω|L
2vN = Fe
− |ω|L
2vL , (F.27)
Be
|ω|L
2vN − Ce
−|ω|L
2vN = −K
N
KL
Fe
− |ω|L
2vL . (F.28)
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Les solutions s’e´crivent :
A =
KNKL
(KN +KL)|ω|
∞∑
n=0
b2ne
−2nL|ω|
vN
(
e
L|ω|
2vL + be
|ω|L
(
1
2vL
− 2
vN
))
, (F.29)
B =
KNKL
(KN +KL)|ω|
∞∑
n=0
b2ne
−2nL|ω|
vN be
− 3L|ω|
2vN , (F.30)
C =
KNKL
(KN +KL)|ω|
∞∑
n=0
b2ne
−2nL|ω|
vN e
−L|ω|
2vN , (F.31)
F =
2KN (KL)2
(KN +KL)|ω|
∞∑
n=0
b2ne
−2nL|ω|
vN e
|ω|L
(
1
2vL
− 2
vN
)
, (F.32)
ou` b = K
L−KN
KL+KN
. De la meˆme manie`re, les fonctions de Green bosoniques en (x, τ) sont
obtenues en effectuant une transforme´e de Fourier :
– Si x ≤ −L/2 :
La fonctions de Green bosonique vaut :
Gθθ(x,−L/2; τ) = − K
NKL
(KN +KL)
∞∑
n=0
b2n
[
2(1 + b)γ (F.33)
+ ln
(
− iτ − x+ L/2
vL
+
2nL
vN
)
+ ln
(
iτ − x+ L/2
vL
+
2nL
vN
)
+ b ln
(
− iτ − x+ L/2
vL
+
2L(n + 1)
vN
)
+ b ln
(
− iτ − x+ L/2
vL
+
2L(n+ 1)
vN
)]
,
ou` γ est la constante d’Euler. En appliquant une continuation analytique τ = it+a/vF , et
en introduisant l’indice r = ±1 et en remplac¸ant vL = vF et vN = vF/KN , nous obtenons :
Gθθ(x,−L/2; t) = − K
NKL
(KN +KL)
∑
r
∞∑
n=0
b2n
[
2(1 + b)(γ + ln(a/vF )) (F.34)
+ ln
(
1 +
itvF
a
+ ir
x+ L/2
a
− irKN 2nL
a
)
+ b ln
(
1 +
itvF
a
+ ir
x+ L/2
a
− irKN 2L(n + 1)
a
)]
.
– Si x ∈ [−L/2;L/2] :
En effectuant les meˆmes de´marches nous obtenons :
Gθθ(x,−L/2; t) = − K
NKL
(KN +KL)
∑
r
∞∑
n=0
b2n
[
2(1 + b)(γ + ln(a/vF )) (F.35)
+ ln
(
1 +
itvF
a
+ irKN
x+ L/2 + 2nL
a
)
+ b ln
(
1 +
itvF
a
+ irKN
x− 3L/2− 2nL
a
)]
.
– x ≥ L/2 :
Nous obtenons :
Gθθ(x,−L/2; t) = − 2K
N (KL)2
(KN +KL)2
∑
r
∞∑
n=0
b2n
[
2(γ + ln(a/vF )) (F.36)
+ ln
(
1 +
itvF
a
+ ir
x− L/2
a
+ irKN
L+ 2nL
a
)]
.
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F.1.2 Fonctions de Green bosoniques quand x′ = +L/2
Pour commencer, il faut re´soudre le syste`me d’e´quations :
Ae
− |ω|L
2vL = Be
− |ω|L
2vN + Ce
|ω|L
2vN , (F.37)
KN
KL
Ae
− |ω|L
2vL = Be
− |ω|L
2vN − Ce
|ω|L
2vN , (F.38)
Be
|ω|L
2vN + Ce
−|ω|L
2vN = Fe
− |ω|L
2vL , (F.39)
Be
|ω|L
2vN − Ce
−|ω|L
2vN = −K
N
KL
Fe
− |ω|L
2vL +
KN
|ω| , (F.40)
ou` les solutions s’e´crivent :
A =
2KN (KL)2
(KN +KL)|ω|
∞∑
n=0
b2ne
−2nL|ω|
vN e
|ω|L
(
1
2vL
− 2
vN
)
, (F.41)
B =
KNKL
(KN +KL)|ω|
∞∑
n=0
b2ne
−2nL|ω|
vN e
−L|ω|
2vN , (F.42)
C =
KNKL
(KN +KL)|ω|
∞∑
n=0
b2ne
−2nL|ω|
vN be
− 3L|ω|
2vN , (F.43)
F =
KNKL
(KN +KL)|ω|
∞∑
n=0
b2ne
−2nL|ω|
vN
(
e
L|ω|
2vL + be
|ω|L
(
1
2vL
− 2
vN
))
. (F.44)
– Si x ≤ −L/2 :
On e´crit la fonction de Green bosonique :
Gθθ(x,L/2; t) = − 2K
N (KL)2
(KN +KL)
∑
r
∞∑
n=0
b2n
[
2(γ + ln(a/vF )) (F.45)
+ ln
(
1 +
itvF
a
− irx+ L/2
a
+ irKN
L+ 2nL
a
)]
.
– Si x ∈ [−L/2;L/2] :
Nous avons :
Gθθ(x,L/2; t) = − K
NKL
(KN +KL)
∑
r
∞∑
n=0
b2n
[
2(1 + b)(γ + ln(a/vF )) (F.46)
+ ln
(
1 +
itvF
a
− irKN x− L/2− 2nL
a
)
+ b ln
(
1 +
itvF
a
− irKN x+ 3L/2 + 2nL
a
)]
.
– Si x ≥ L/2 :
Nous avons :
Gθθ(x,L/2; t) = − K
NKL
(KN +KL)
∑
r
∞∑
n=0
b2n
[
2(1 + b)(γ + ln(a/vF )) (F.47)
+ ln
(
1 +
itvF
a
+ ir
x− L/2
a
+ irKN
2nL
a
)
+ b ln
(
1 +
itvF
a
+ ir
x− L/2
a
+ irKN
2L(n + 1)
a
)]
.
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F.1.3 Les autres fonctions de Green bosoniques
Les autres fonctions de Green bosoniques s’obtiennent exactement de la meˆme manie`re
que la fonction de Green Gθθ. Il est possible d’e´tablir une relations entre elles et la fonction
de Green Gθθ.
Commenc¸ons par la fonction de Green Gφφ(x, x′, t) = 〈φ(x, t)φ(x, 0)〉. Celle-ci s’ob-
tient a` partir de l’action S[φ, φ] e´quivalente a` l’action S[θ, θ] a` un facteur pre`s. La fonction
de Green Gφφ s’obtient de la fonction de Green Gθθ :
– Si x′ ∈ [−L/2;L/2] et x ∈ [−L/2;L/2] :
nous avons :
Gφφ(x, x′; t) → (KN)−2Gθθ(x, x′, t), (F.48)
b → (−b).
– Si x′ ∈ [−L/2;L/2] et x /∈ [−L/2;L/2] :
nous avons :
Gφφ(x, x′; t) → (KN)−1Gθθ(x, x′, t), (F.49)
b → (−b).
Pour la fonction de Green Gφθ(x, x′, t) = 〈φ(x, t)θ(x, 0)〉 nous avons :
– x′ ∈ [−L/2;L/2] et x ∈ [−L/2;L/2] :
Gφθ(x, x′; t) → (− rKN)−1Gθθ(x, x′, t). (F.50)
– Si x′ ∈ [−L/2;L/2] et x /∈ [−L/2;L/2] :
Gφθ(x, x′; t) → −rGθθ(x, x′, t). (F.51)
Finalement, pour la fonction de Green Gθφ(x, x′, t) = 〈θ(x, t)φ(x, 0)〉 on a :
– Si x′ ∈ [−L/2;L/2] et x ∈ [−L/2;L/2] :
Gθφ(x, x′; t) → (− rKN)−1Gθθ(x, x′, t), (F.52)
b → (−b).
– Si x′ ∈ [−L/2;L/2] et x /∈ [−L/2;L/2] :
Gθφ(x, x′; t) → (− rKN)−1Gθθ(x, x′, t), (F.53)
b → (−b).
F.2 Fonction de Green retarde´e fermionique
La fonction de Green retarde´e fermionique s’exprime au moyen des fonctions de Green
bosoniques sous la forme :
gRr,r(x, t;x
′, t′) =
−iΘ(t− t′)
2πa
[
eirkF (x−x
′)e
π
∑
j
[
G˜θθ
j
(x,t;x′,t′)+G˜φφ
j
(x,t;x′,t′)+rG˜φθ
j
(x,t;x′,t′)+rG˜θφ
j
(x,t;x′,t′)
]
+ eirkF (x
′−x)eπ
∑
j
[
G˜θθ
j
(x′,t′;x,t)+G˜φφ
j
(x′,t′;x,t)+rG˜φθ
j
(x′,t′;x,t)+rG˜θφ
j
(x′,t′;x,t)
]]
(F.54)
L’e´quation de Dyson (6.87) met en jeu un ensemble de neuf fonctions de Green a` de´terminer.
Ces neuf fonctions diffe´rent dans leurs arguments, suivant que l’on se place a` −L/2 ou
+L/2.
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F.2.1 Fonction de Green gRr,r(±L/2,±L/2;ω)
Commenc¸ons par calculer les fonctions de Green normalise´es. En s’appuyant sur
l’e´quation (F.46) nous obtenons :
G˜θθj (L/2, L/2, t) = G
θθ
j (L/2, L/2, t) −
1
2
Gθθj (L/2, L/2, t) −
1
2
Gθθj (L/2, L/2, 0),
=
−KNj KLj
2(KNj +K
L
j )
∑
r′
∞∑
n=0
b2nj
×
[
ln
(
1 +
itvF
a+ ir′KNj 2Ln
)
+ bj ln
(
1 +
itvF
a+ ir′KNj 2L(n + 1)
)]
.
(F.55)
L’e´quation (F.34) me`ne a` un re´sultat identique pour les positions x = x′ = −L2 :
G˜θθj (−L/2,−L/2, t) =
−KNj KLj
2(KNj +K
L
j )
∑
r′
∞∑
n=0
b2nj
×
[
ln
(
1 +
itvF
a+ ir′KNj 2Ln
)
+ bj ln
(
1 +
itvF
a+ ir′KNj 2L(n+ 1)
)]
.
(F.56)
Dans la suite nous allons conside´rer que le cas x = x′ = L2 afin de simplifier les notations.
Les autres fonctions de Green bosoniques s’e´crivent :
G˜φφj (L/2, L/2, t) =
−KLj
2KNj (K
N
j +K
L
j )
∑
r′
∞∑
n=0
(−bj)2n
×
[
ln
(
1 +
itvF
a+ ir′KNj 2Ln
)
− bj ln
(
1 +
itvF
a+ ir′KNj 2L(n + 1)
)]
.
(F.57)
G˜φθj (L/2, L/2, t) =
r′KLj
2(KNj +K
L
j )
∑
r′
∞∑
n=0
b2nj
×
[
ln
(
1 +
itvF
a+ ir′KNj 2Ln
)
+ bj ln
(
1 +
itvF
a+ ir′KNj 2L(n+ 1)
)]
.
(F.58)
G˜θφj (L/2, L/2, t) =
r′KLj
2(KNj +K
L
j )
∑
r′
∞∑
n=0
(−bj)2n
×
[
ln
(
1 +
itvF
a+ ir′KNj 2Ln
)
− bj ln
(
1 +
itvF
a+ ir′KNj 2L(n+ 1)
)]
.
(F.59)
De´finissions la fonction F repre´sentant la somme de toutes les fonctions de Green
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bosoniques dans la premie`re exponentielle dans l’e´quation(F.54). Nous obtenons :
F = π
∑
j
[
G˜θθj (L/2, L/2, t) + G˜
φφ
j (L/2, L/2, t) + rG˜
φθ
j (L/2, L/2, t) + rG˜
θφ
j (L/2, L/2, t)
]
= −
∑
j
∞∑
n=0
∑
r′
[ KLj b2nj
2(KNj +K
L
j )
(
KNj +
(−1)2n
KNj
− rr′ − rr′(−1)2n
)
ln
(
1 +
itvF
a+ ir′KNj 2Ln
)
+
KLj b
2n+1
j
2(KNj +K
L
j )
(
KNj +
(−1)2n+1
KNj
− rr′ − rr′(−1)2n+1
)
ln
(
1 +
itvF
a+ ir′KNj 2L(n + 1)
)]
.
(F.60)
Pour toutes les valeurs de n, (−1)2n = 1 et (−1)2n+1 = −1. Ce qui permet de simplifier
l’expression ci-dessus :
F = −
∑
j
∞∑
n=0
∑
r′
[ KLj b2nj
2(KNj +K
L
j )
(
KNj +
1
KNj
− 2rr′
)
ln
(
1 +
itvF
a+ ir′KNj 2Ln
)
+
KLj b
2n+1
j
2(KNj +K
L
j )
(
KNj −
1
KNj
)
ln
(
1 +
itvF
a+ ir′KNj 2L(n + 1)
)]
,
= −
∑
j
∑
r′
[ KLj
2(KNj +K
L
j )
(
KNj +
1
KNj
− 2rr′
)
ln
(
1 +
itvF
a
)
+
KLj bj
2(KNj +K
L
j )
(
KNj −
1
KNj
)
ln
(
1 +
itvF
a+ ir′KNj 2L
)]
−
∑
j
∞∑
n=1
∑
r′
[ KLj b2nj
2(KNj +K
L
j )
(
KNj +
1
KNj
− 2rr′
)
ln
(
1 +
itvF
a+ ir′KNj 2Ln
)
+
KLj b
2n+1
j
2(KNj +K
L
j )
(
KNj −
1
KNj
)
ln
(
1 +
itvF
a+ ir′KNj 2L(n + 1)
)]
. (F.61)
Nous supposons que seul le secteur de charge totale est affecte´ par les interactions
KNc+ < 1. On obtient :
F = −
∑
r′
[(Kc +K−1c − 2rr′)
2(1 +Kc)
ln
(
1 +
itvF
a
)
+
(1− rr′)
2
ln
(
1 +
itvF
a
)
+
bc(Kc −K−1c )
2(1 +Kc)
ln
(
1 +
itvF
a+ ir′Kc2L
)
−
∞∑
n=1
{b2nc (Kc +K−1c − 2rr′)
2(1 +Kc)
) ln
(
1 +
itvF
a+ ir′Kc2Ln
)
+
b2n+1c (Kc −K−1c )
2(1 +Kc)
ln
(
1 +
itvF
a+ ir′Kc2L(n+ 1)
)}]
. (F.62)
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En utilisant la proprie´te´ ln(x+ iy) = 12 ln(x
2 + y2) + i arctan(y/x), on a :
ln
(
1 +
itvF
a
)
=
1
2
ln
(
1 +
t2v2F
a2
)
+ i arctan
(tvF
a
)
,
ln
(
1 +
itvF
a+ ir′Kc2L
)
=
1
2
ln
((a2 + 4L2K2c + tvF r′2LKc)2 + (atvF )2
(a2 + 4L2K2c )
2
)
+ i arctan
( atvF
a2 + 4L2K2c + 2Lr
′tvFKc
)
,
ln
(
1 +
itvF
a+ ir′Kc2Ln
)
=
1
2
ln
((a2 + 4n2L2K2c + tvF r′2LnKc)2 + (atvF )2
(a2 + 4L2n2K2c )
2
)
+ i arctan
( atvF
a2 + 4n2L2K2c + 2Lnr
′tvFKc
)
,
ln
(
1 +
itvF
a+ ir′Kc2L(n + 1)
)
=
1
2
ln
((a2 + 4(n + 1)2L2K2c + tvF r′2L(n+ 1)Kc)2 + (atvF )2
(a2 + 4L2(n+ 1)2K2c )
2
)
+ i arctan
( atvF
a2 + 4(n + 1)2L2K2c + 2L(n + 1)r
′tvFKc
)
.
Injectant maintenant l’expression obtenue dans l’exponentielle :
eF =
exp
(
2i
∞∑
n=1
b2nc
[
A+ arctan
(
atvF
a2+4n2L2K2c+2LntvFKc
)
+A− arctan
(
atvF
a2+4n2L2K2c−2LntvFKc
)]
∞∏
n=1
(
(a2+4n2L2K2c+tvF 2LnKc)
2+(atvF )2
(a2+4L2n2K2c )
2
)b2nc A+( (a2+4n2L2K2c−tvF 2LnKc)2+(atvF )2
(a2+4L2n2K2c )
2
)b2nc A−
×
exp
(
2i
∞∑
n=1
b2nc
[
B arctan
(
atvF
a2+4(n+1)2L2K2c+2L(n+1)tvFKc
)
+ B arctan
(
atvF
a2+4(n+1)2L2K2c−2L(n+1)tvFKc
)]
∞∏
n=1
(
(a2+4(n+1)2L2K2c+tvF 2L(n+1)Kc)
2+(atvF )2
(a2+4L2(n+1)2K2c )
2
)b2nc B( (a2+4(n+1)2L2K2c−tvF 2L(n+1)Kc)2+(atvF )2
(a2+4L2(n+1)2K2c )
2
)b2nc B
×
exp
(
i
[
(2Kc+K
−1
c +1)
(1+Kc)
arctan
(
tvF
a
)
+ 2B arctan
(
atvF
a2+4L2K2c+2LtvFKc
)
+ 2B arctan
(
atvF
a2+4L2K2c−2LtvFKc
)])
(
1 +
t2v2
F
a2
) (2Kc+K−1c +1)
2(1+Kc)
(
(a2+4L2K2c+tvF 2LKc)
2+(atvF )2
(a2+4L2K2c )
2
)B(
(a2+4L2K2c−tvF 2LKc)2+(atvF )2
(a2+4L2K2c )
2
)B ,
(F.63)
ou`
Ar′ = (Kc +K
−1
c − 2rr′)
4(1 +Kc)
,
B = bc(Kc −K
−1
c )
4(1 +Kc)
.
La deuxie`me exponentielle dans l’e´quation (F.54) est obtenue a` partir de la premie`re en
effectuant le changement t→ −t. Ce qui nous permet d’obtenir l’expression de la fonction
de Green fermionique retarde´e :
gRr,r(±L/2,±L/2, t) =
−iΘ(t)
πa
N
D
, (F.64)
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avec :
N = cos
[
2B arctan
( atvF
a2 + 4L2K2c − 2LtvFKc
)
+ 2B arctan
( atvF
a2 + 4L2K2c + 2LtvFKc
)
+
(2Kc +K
−1
c + 1)
(1 +Kc)
arctan
(tvF
a
)
+ 2
∞∑
n=1
b2nc
[
B arctan
( atvF
a2 + 4(n + 1)2L2K2c + 2L(n + 1)tvFKc
)
+ B arctan
( atvF
a2 + 4(n+ 1)2L2K2c − 2L(n+ 1)tvFKc
)
+A+ arctan
( atvF
a2 + 4n2L2K2c + 2LntvFKc
)
+ A− arctan
( atvF
a2 + 4n2L2K2c − 2LntvFKc
)]]
, (F.65)
et
D =
((a2 + 4L2K2c + tvF 2LKc)2 + (atvF )2
(a2 + 4L2K2c )
2
)B((a2 + 4L2K2c − tvF2LKc)2 + (atvF )2
(a2 + 4L2K2c )
2
)B
×
(
1 +
t2v2F
a2
) (2Kc+K−1c +1)
2(1+Kc)
∞∏
n=1
((a2 + 4(n + 1)2L2K2c + tvF2L(n + 1)Kc)2 + (atvF )2
(a2 + 4L2(n+ 1)2K2c )
2
)b2nc B
×
((a2 + 4(n + 1)2L2K2c − tvF 2L(n+ 1)Kc)2 + (atvF )2
(a2 + 4L2(n+ 1)2K2c )
2
)b2nc B
(F.66)
×
((a2 + 4n2L2K2c + tvF 2LnKc)2 + (atvF )2
(a2 + 4L2n2K2c )
2
)b2nc A+((a2 + 4n2L2K2c − tvF2LnKc)2 + (atvF )2
(a2 + 4L2n2K2c )
2
)b2nc A−
F.2.2 Fonction de Green gRr,r(±L/2,∓L/2;ω)
En utilisant les e´quations (F.35)et (F.46), la fonction de Green normalise´e dans
l’e´quation (F.54) s’e´crit :
G˜θθj (±L/2,∓L/2, t) =
−KNj
2(KNj + 1)
∑
r′
∞∑
n=0
b2nj
[
ln
(
1 +
ir′LKNj
a+ itvF + ir′KNj 2Ln
)
+ ln
(
1 +
ir′LKNj + itvF
a+ ir′KNj 2Ln
)
+ bj ln
(
1− ir
′LKNj
a+ itvF + ir′KNj 2L(n + 1)
)
+ bj ln
(
1 +
itvF − ir′LKNj
a+ ir′KNj 2L(n+ 1)
)]
,
(F.67)
G˜φφj (±L/2,∓L/2, t) =
−(KNj )−1
2(KNj + 1)
∑
r′
∞∑
n=0
(−bj)2n
[
ln
(
1 +
ir′LKNj
a+ itvF + ir′KNj 2Ln
)
+ ln
(
1 +
ir′LKNj + itvF
a+ ir′KNj 2Ln
)
−bj ln
(
1− ir
′LKNj
a+ itvF + ir′KNj 2L(n+ 1)
)
− bj ln
(
1 +
itvF − ir′LKNj
a+ ir′KNj 2L(n+ 1)
)]
, (F.68)
G˜φθj (±L/2,∓L/2, t) =
r′
2(KNj + 1)
∑
r′
∞∑
n=0
b2nj
[
ln
(
1 +
ir′LKNj
a+ itvF + ir′KNj 2Ln
)
+ ln
(
1 +
ir′LKNj + itvF
a+ ir′KNj 2Ln
)
+ bj ln
(
1− ir
′LKNj
a+ itvF + ir′KNj 2L(n+ 1)
)
+ bj ln
(
1 +
itvF − ir′LKNj
a+ ir′KNj 2L(n+ 1)
)]
,
(F.69)
163
G˜θφj (±L/2,∓L/2, t) =
r′
2(KNj + 1)
∑
r′
∞∑
n=0
(−bj)2n
[
ln
(
1 +
ir′LKNj
a+ itvF + ir′KNj 2Ln
)
+ ln
(
1 +
ir′LKNj + itvF
a+ ir′KNj 2Ln
)
−bj ln
(
1− ir
′LKNj
a+ itvF + ir′KNj 2L(n+ 1)
)
− bj ln
(
1 +
itvF − ir′LKNj
a+ ir′KNj 2L(n + 1)
)]
.(F.70)
Notons par G l’argument de la premie`re exponentielle dans l’e´quation (F.54) :
G = −
∑
r′
[
2Ar′
(
ln
(
1 +
ir′KcL
a+ itvF
)
+ ln
(
1 +
itvF + ir
′KcL
a
))
+
(1− rr′)
2
(
ln
(
1 +
ir′L
a+ itvF
)
+ ln
(
1 +
itvF + ir
′L
a
))
+
∞∑
n=1
b2nc
[
2Ar′
(
ln
(
1 +
ir′KcL
a+ itvF + ir′Kc2nL
)
+ ln
(
1 +
itvF + ir
′KcL
a+ ir′Kc2nL
))
+ 2B
(
ln
(
1− ir
′KcL
a+ itvF + ir′Kc2L(n+ 1)
)
+ ln
(
1 +
itvF − ir′KcL
a+ ir′Kc2L(n+ 1)
))]]
.
(F.71)
En se´parant les parties re´elles et imaginaires des logarithmes, on obtient :
ln
(
1 +
ir′KcL
a+ itvF
)
=
1
2
ln
((a2 + t2v2F − tvF r′KcL)2 + a2K2cL2
a2 + t2v2F
)
+ i arctan
( ar′KcL
a2 + t2v2F − tvF r′KcL
)
,
ln
(
1 +
itvF + ir
′KcL
a
)
=
1
2
ln
(
1 +
(tvF + r
′KcL)2
a2
)
+ i arctan
( tvF + r′KcL
a
)
,
ln
(
1 +
ir′L
a+ itvF
)
=
1
2
ln
((a2 + t2v2F − tvF r′L)2 − a2L2
(a2 + t2v2F )
2
)
+ i arctan
( ar′L
a2 + t2v2F − tvF r′L
)
,
ln
(
1 +
itvF + ir
′L
a
)
=
1
2
ln
(
1 +
(tvF + r
′L)2
a2
)
+ i arctan
( tvF + r′L
a
)
,
ln
(
1 +
ir′KcL
a+ itvF + ir′Kc2nL
)
=
1
2
ln
((a2 + (tvF + r′Kc2nL)2 + r′KcL(tvF + r′Kc2nL))2 + a2K2cL2
(a2 + (tvF + r′Kc2nL)2)2
)
+ i arctan
( ar′KcL
a2 + (tvF + r′Kc2nl)2 + r′KcL(tvF + r′Kc2nL)
)
,
ln
(
1 +
ir′KcL+ itvF
a+ ir′Kc2nL
)
=
1
2
ln
((a2 + 4K2cn2L2 + r′Kc2nL(tvF + r′KcL))2 + a2(tvF +Kcr′L)2
(a2 + 4K2cn
2L2)2
)
+ i arctan
( a(r′KcL+ tvF )
a2 + 4K2c n
2L2 + r′Kc2nL(tvF + r′KcL)
)
,
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ln
(
1− ir
′KcL
a+ itvF + ir′Kc2(n+ 1)L
)
=
1
2
ln
((a2 + (tvF + r′Kc2(n + 1)L)2 − r′KcL(tvF − r′Kc2(n+ 1)L))2 + a2K2cL2
(a2 + (tvF + r′Kc2(n + 1)L)2)2
)
−i arctan
( ar′KcL
a2 + (tvF + r′Kc2(n + 1)L)2 − r′KcL(tvF + r′Kc2(n+ 1)L)
)
,
ln
(
1 +
itvF − ir′KcL
a+ ir′Kc2(n + 1)L
)
=
1
2
ln
((a2 + 4K2c (n+ 1)2L2 + r′Kc2(n+ 1)L(tvF − r′KcL))2 + a2(tvF −Kcr′L)2
(a2 + 4K2c (n+ 1)
2L2)2
)
+i arctan
( a(−r′KcL+ tvF )
a2 + 4K2c (n+ 1)
2L2 + r′Kc2(n + 1)L(tvF − r′KcL)
)
.
Injectons les re´sultats obtenus dans l’expression de G. En utilisant le fait que les deux
exponentielles dans l’e´quation (F.54) sont complexes conjugue´es, nous obtenons :
gRr,r(±L/2,∓L/2, t) =
−iΘ(t)
πa
N
D
, (F.72)
ou` :
N = cos
[
∓ LrkF +
∑
r′
(
2Ar′
(
arctan
( ar′KcL
a2 + t2v2F − tvF r′KcL
)
+ arctan
( tvF + r′KcL
a
))
+
(1− rr′)
2
(
arctan
( ar′L
a2 + t2v2F − tvF r′L
)
+ arctan
(tvF + r′L
a
))
+
∞∑
n=1
b2nc
(
2Ar′ arctan
( ar′KcL
a2 + (tvF + r′Kc2nl)2 + r′KcL(tvF + r′Kc2nL)
)
+ 2Ar′ arctan
( a(r′KcL+ tvF )
a2 + 4K2cn
2L2 + r′Kc2nL(tvF + r′KcL)
)
− 2B arctan
( ar′KcL
a2 + (tvF + r′Kc2(n+ 1)L)2 − r′KcL(tvF + r′Kc2(n + 1)L)
)
+ 2B arctan
( a(−r′KcL+ tvF )
a2 + 4K2c (n+ 1)
2L2 + r′Kc2(n + 1)L(tvF − r′KcL)
)))]
, (F.73)
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et :
D =
∏
r′
((a2 + t2v2F − tvF r′KcL)2 + a2K2cL2
(a2 + t2v2F )
2
)Ar′(
1 +
(tvF + r
′KcL)2
a2
)Ar′
(F.74)
×
((a2 + t2v2F − tvF r′L)2 + a2L2
(a2 + t2v2F )
2
) (1−rr′)
4
(
1 +
(tvF + r
′L)2
a2
) (1−rr′)
4
×
∞∏
n=1
((a2 + (tvF + r′Kc2nL)2 + r′KcL(tvF + r′Kc2nL))2 + a2K2cL2
(a2 + (tvF + r′Kc2nL)2)2
)b2nc Ar′
×
((a2 + 4K2c n2L2 + r′Kc2nL(tvF + r′KcL))2 + a2(tvF +Kcr′L)2
(a2 + 4K2c n
2L2)2
)b2nc Ar′
×
((a2 + (tvF + r′Kc2(n + 1)L)2 − r′KcL(tvF − r′Kc2(n+ 1)L))2 + a2K2cL2
(a2 + (tvF + r′Kc2(n + 1)L)2)2
)b2nc B
×
((a2 + 4K2c (n+ 1)2L2 + r′Kc2(n+ 1)L(tvF − r′KcL))2 + a2(tvF −Kcr′L)2
(a2 + 4K2c (n+ 1)
2L2)2
)b2nc B
.
F.2.3 Fonction de Green gRr,r(x,±L/2;ω)
L’expression gRr,r(x,L/2; t) se calcul dans le cas ou` x ∈] − L2 ; L2 [. En s’appuyant sur
les e´quations (F.21) et (F.46) on peut e´crire la fonction de Green normalise´e G˜θθj :
G˜θθj (x,L/2, t) =
−KNj
2(KNj + 1)
∑
r′
∞∑
n=0
b2nj
[
ln
(
1 +
itvF + ir
′KNj (x− L/2)
a− ir′KNj 2nL
)
+ ln
(
1 +
itvF
a
+ ir′KNj
(x− L/2)− 2nL
a
)
− (1 +K
N
j )
2
ln
(
1 +
itvF
a
− ir′KNj
2nL
a
)
− b
2
j (1 +K
N
j )
2
ln
(
1 +
itvF
a
+ ir′KNj
2(n+ 1)L
a
)
+ bj
[
ln
(
1 +
itvF + ir
′KNj (x− L/2)
a+ ir′KNj 2(n+ 1)L
)
+ ln
(
1 +
itvF
a
+ ir′KNj
(x− L/2) + 2(n + 1)L
a
)
− (1 +K
N
j )
2
ln
(
1 +
itvF
a
+ ir′KNj
2nL+ L+ 2x
a
)
− (1 +K
N
j )
2
ln
(
1 +
itvF
a
+ ir′KNj
2x− 2nL− L
a
)]]
. (F.75)
On de´finit la fonction H, repre´sentant l’argument de la premie`re exponentielle dans
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l’e´quation (F.54) :
H = −
∑
r′
[
4Ar′ ln
(
1 +
itvF + ir
′Kc(x− L/2)
a
)
+ (1− rr′) ln
(
1 +
itvF + ir
′(x− L/2)
a
)
− (2Cr′ + (1− rr
′)
4
) ln
(
1 +
itvF
a
)
− 2Cr′b2c ln
(
1 +
itvF
a
+ ir′Kc
2L
a
)
+ 2B
(
ln
(
1 +
itvF + ir
′Kc(x− L/2)
a+ ir′Kc2L
)
+ ln
(
1 +
itvF + ir
′Kc(x− L/2 + 2L)
a
))
− 2D ln
(
1 +
itvF + ir
′Kc(2x− L)
a
)
− 2D ln
(
1 +
itvF + ir
′Kc(L+ 2x)
a
)
+
∞∑
n=1
b2nc
[
2Ar′
(
ln
(
1 +
itvF + ir
′Kc(x− L/2)
a− ir′Kc2nL
)
+ ln
(
1 +
itvF
a
+ ir′Kc
(x− L/2)− 2nL
a
))
− 2Cr′ ln
(
1 +
itvF
a
− ir′Kc 2nL
a
)
− 2Cr′b2c ln
(
1 +
itvF
a
+ ir′Kc
2(n+ 1)L
a
)
+ 2B
(
ln
(
1 +
itvF + ir
′Kc(x− L/2)
a+ ir′Kc2(n+ 1)L
)
+ ln
(
1 +
itvF
a
+ ir′Kc
(x− L/2) + 2(n+ 1)L
a
))
− 2D ln
(
1 +
itvF
a
+ ir′Kc
2nL+ L+ 2x
a
)
− 2D ln
(
1 +
itvF
a
+ ir′Kc
2x− 2nL− L
a
)]]
,
(F.76)
ou` l’on introduit :
Cr′ = (Kc +K
−1
c − 2rr′)
8
,
D = bc(Kc −K
−1
c )
8
. (F.77)
En se´parant la partie re´elle de la partie imaginaire dans les logarithmes on obtient :
ln
(
1 +
itvF
a
+ ir′Kc
2nL+ L+ 2x
a
)
=
1
2
ln
(
1 +
(tvF + r
′Kc(2nL+ L+ 2x))2
a2
)
+ i arctan
( tvF + r′Kc(2nL+ L+ 2x)
a
)
,
ln
(
1 +
itvF
a
+ ir′Kc
2x− L− 2nL
a
)
=
1
2
ln
(
1 +
(tvF + r
′Kc(2x− L− 2nL))2
a2
)
+ i arctan
( tvF + r′Kc(2x− L− 2nL)
a
)
,
ln
(
1 +
itvF
a
+ ir′Kc
L+ 2x
a
)
=
1
2
ln
(
1 +
(tvF + r
′Kc(L+ 2x))2
a2
)
+ i arctan
( tvF + r′Kc(L+ 2x)
a
)
,
ln
(
1 +
itvF
a
+ ir′Kc
2x− L
a
)
=
1
2
ln
(
1 +
(tvF + r
′Kc(2x− L))2
a2
)
+ i arctan
( tvF + r′Kc(2x− L)
a
)
,
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a
)
=
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2
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t2v2F
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)
+ i arctan
( tvF
a
)
,
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itvF
a
+ ir′Kc
2L
a
)
=
1
2
ln
(
1 +
(tvF + r
′Kc2L)2
a2
)
+ i arctan
( tvF + r′Kc2L
a
)
,
ln
(
1 +
itvF
a
+ ir′Kc
2nL
a
)
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1
2
ln
(
1 +
(tvF + r
′Kc2nL)2
a2
)
+ i arctan
( tvF + r′Kc2nL
a
)
,
ln
(
1 +
itvF
a
+ ir′Kc
2(n + 1)L
a
)
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1
2
ln
(
1 +
(tvF + r
′Kc2(n + 1)L)2
a2
)
+ i arctan
( tvF + r′Kc2(n + 1)L
a
)
,
ln
(
1 +
itvF + ir
′Kc(x− L/2)
a
)
=
1
2
ln
(
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′Kc(x− L/2))2
a2
)
+ i arctan
((tvF + r′Kc(x− L/2))
a
)
,
ln
(
1 +
itvF + ir
′(x− L/2)
a
)
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1
2
ln
(
1 +
(tvF + r
′(x− L/2))2
a2
)
+ i arctan
((tvF + r′(x− L/2))
a
)
,
ln
(
1 +
itvF + ir
′Kc(x− L/2 + 2L)
a
)
=
1
2
ln
(
1 +
(tvF + r
′Kc(x− L/2 + 2L))2
a2
)
+ i arctan
((tvF + r′Kc(x− L/2 + 2L))
a
)
,
ln
(
1 +
itvF
a
+ ir′Kc
(x− L/2)− 2nL
a
)
=
1
2
ln
(
1 +
(tvF + r
′Kc(x− L/2− 2nL))2
a2
)
+ i arctan
( tvF + r′Kc(x− L/2− 2nL)
a
)
,
ln
(
1 +
itvF
a
+ ir′Kc
(x− L/2) + 2(n+ 1)L
a
)
=
1
2
ln
(
1 +
(tvF + r
′Kc(x− L/2 + 2(n + 1)L))2
a2
)
+ i arctan
((tvF + r′Kc(x− L/2 + 2(n+ 1)L))
a
)
,
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(
1 +
itvF + ir
′Kc(x− L/2)
a+ ir′Kc2L
)
=
1
2
ln
((a2 + 4K2cL2 + r′Kc2L(tvF + r′Kc(x− L/2)))2 + a2(tvF + r′Kc(x− L/2))2
(a2 + 4K2cL
2)2
)
+i arctan
( a(tvF + r′Kc(x− L/2))
a2 + 4K2cL
2 + r′Kc2L(tvF + r′Kc(x− L/2))
)
,
ln
(
1 +
itvF + ir
′Kc(x− L/2)
a− ir′Kc2nL
)
=
1
2
ln
((a2 + 4K2c n2L2 + r′Kc2nL(tvF + r′Kc(x− L/2)))2 + a2(tvF + r′Kc(x− L/2))2
(a2 + 4K2cn
2L2)2
)
+i arctan
( a(tvF + r′Kc(x− L/2))
a2 + 4K2c n
2L2 + r′Kc2nL(tvF + r′Kc(x− L/2))
)
,
ln
(
1 +
itvF + ir
′Kc(x− L/2)
a+ ir′Kc2(n + 1)L
)
=
1
2
ln
((a2 + 4K2c (n+ 1)2L2 + r′Kc2nL(tvF + r′Kc(x− L/2)))2 + a2(tvF + r′Kc(x− L/2))2
(a2 + 4K2c (n+ 1)
2L2)2
)
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( a(tvF + r′Kc(x− L/2))
a2 + 4K2c (n+ 1)
2L2 + r′Kc2nL(tvF + r′Kc(x− L/2))
)
.
En remplac¸ant dans l’e´quation (F.54), on arrive au re´sultat suivant :
gRr,r(x,L/2, t) =
−iΘ(t)
πa
ℜ
[
eirkF (x−L/2)eH
]
,
=
−iΘ(t)
πa
N
D
, (F.78)
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ou` :
N = cos
[
rkF (x− L/2) (F.79)
−
∑
r′
(
4Ar′ arctan
((tvF + r′Kc(x− L/2))
a
)
+ (1− rr′) arctan
((tvF + r′(x− L/2))
a
)
− (2Cr′ + (1− rr
′)
2
) arctan
( tvF
a
)
− 2Cr′b2c arctan
(tvF + r′Kc2L
a
)
+ 2B arctan
( a(tvF + r′Kc(x− L/2))
a2 + 4K2cL
2 + r′Kc2L(tvF + r′Kc(x− L/2))
)
+ 2B arctan
((tvF + r′Kc(x− L/2 + 2L))
a
)
− 2D arctan
( tvF + r′Kc(2x− L)
a
)
− 2D arctan
(tvF + r′Kc(L+ 2x)
a
)
+
∞∑
n=1
b2nc
[
2Ar′ arctan
( a(tvF + r′Kc(x− L/2))
a2 + 4K2c n
2L2 + r′Kc2nL(tvF + r′Kc(x− L/2))
)
+ 2Ar′ arctan
( tvF + r′Kc(x− L/2− 2nL)
a
)
− 2Cr′ arctan
(tvF + r′Kc2nL
a
)
− 2Cr′b2c arctan
( tvF + r′Kc2(n + 1)L
a
)
+ 2B arctan
( a(tvF + r′Kc(x− L/2))
a2 + 4K2c (n+ 1)
2L2 + r′Kc2nL(tvF + r′Kc(x− L/2))
)
+ 2B arctan
((tvF + r′Kc(x− L/2 + 2(n+ 1)L))
a
)
− 2D arctan
( tvF + r′Kc(2nL+ L+ 2x)
a
)
− 2D arctan
(tvF + r′Kc(2x− L− 2nL)
a
)])]
,
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et :
D =
∏
r′
(
1 + (tvF+r
′Kc(x−L/2))2
a2
)2Ar′(
1 + (tvF+r
′(x−L/2))2
a2
) (1−rr′)
2
(
1 +
t2v2
F
a2
)(Cr′+ (1−rr′)4 )(
1 + (tvF+r
′Kc2L)2
a2
)Cr′b2c (F.80)
×
(
1 + (tvF+r
′Kc(x−L/2+2L))2
a2
)B(
(a2+4K2cL
2+r′Kc2L(tvF+r′Kc(x−L/2)))2+a2(tvF+r′Kc(x−L/2))2
(a2+4K2cL
2)2
)B
(
1 + (tvF+r
′Kc(L+2x))2
a2
)D(
1 + (tvF+r
′Kc(2x−L))2
a2
)D
×
∞∏
n=1
(
1 + (tvF+r
′Kc(x−L/2−2nL))2
a2
)Ar′b2nc
(
1 + (tvF+r
′Kc2(n+1)L)2
a2
)Cr′b2n+2c (
1 + (tvF−r
′Kc2nL)2
a2
)Cr′b2nc
×
((a2 + 4K2c n2L2 + r′Kc2nL(tvF + r′Kc(x− L/2)))2 + a2(tvF + r′Kc(x− L/2))2
(a2 + 4K2cn
2L2)2
)Ar′b2nc
×
(
1 + (tvF+r
′Kc(x−L/2+2(n+1)L))2
a2
)Bb2nc
(
1 + (tvF+r
′Kc(2nL+L+2x))2
a2
)Db2nc (
1 + (tvF+r
′Kc(2x−L−2nL))2
a2
)Db2nc
×
((a2 + 4K2c (n+ 1)2L2 + r′Kc2nL(tvF + r′Kc(x− L/2)))2 + a2(tvF + r′Kc(x− L/2))2
(a2 + 4K2c (n+ 1)
2L2)2
)Bb2nc
.
L’expression de gRr,r(x,−L/2; t) s’obtient de l’expression ci-dessus en effectuant la
substitution L→ −L.
F.2.4 Fonction de Green gRr,r(±L/2, x, ω)
Cette fonction de Green s’obtient en effectuant les meˆmes de´marches que celles en-
treprises pour les autres fonctions de Green. Le re´sultat s’e´crit :
gRr,r(L/2, x, t) =
−iΘ(t)
πa
N
D
, (F.81)
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ou` :
N = cos
[
(rkF )(x− L/2)
+
∑
r′
(
(1− rr′) arctan
(vF t+ r′(L/2− x)
a
)
− (1− rr
′)
2
arctan
(vF t
a
)
− 2Ar′ arctan
(vF t
a
)
− 2B arctan
(vF t+ r′Kc2L
a
)
+ 2Cr′
{
2 arctan
(vF t+ r′Kc(L/2 − x)
a
)
+ b2c arctan
(vF t+ r′Kc(3L/2 − x)
a
)
+ b2c arctan
( a(vF t+ r′Kc(L/2− x))
a2 + 4K2cL
2 − r′Kc2L(vF t+ r′Kc(L/2− x))
)}
+ 2D
{
arctan
( a(vF t+ r′Kc(L/2 − x))
a2 +K2c (x+ 3L/2)
2 + r′Kc(x+ 3L/2)(vF t+ r′Kc(L/2− x))
)
+ arctan
( a(vF t+ r′Kc(L/2 − x))
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+ arctan
(vF t+ r′Kc(x− L/2)
a
)
+ arctan
(vF t+ r′Kc(3L/2 + x)
a
)}
+
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n=1
b2nc
[
2Cr′
{
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( a(vF t+ r′Kc(L/2− x))
a2 + 4K2cn
2L2 + r′Kc2Ln(vF t+ r′Kc(L/2 − x))
)
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(vF t+ r′Kc(L/2− x+ 2nL)
a
)
+ b2c arctan
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)}
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a
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a
)
− 2B arctan
(vF t+ r′Kc2L(n+ 1)
a
)])]
, (F.82)
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et :
D =
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r′
(
1 + (vF t+r
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a2
) (1−rr′)
2
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1 + (vF t+Kcr
′(L/2−x))
a2
)2Cr′(
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a2
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a2
)Ar′+ (1−rr′)4
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(a2 + 4K2cL
2)2
)b2cCr′
×
(
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′Kc(x−L/2)2
a2
)D(
1 + (vF t+r
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a2
)D
(
1 + (vF t+r
′Kc2L)2
a2
)B
×
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2)2
)
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×
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a2
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×
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(a2 + 4K2cn
2L2)2
)b2nc Cr′
×
((a2 + 4K2c (n+ 1)2L2 − r′Kc2L(n + 1)(vF t+ r′Kc(L/2− x)))2
(a2 + 4K2c (n+ 1)
2L2)2
+
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′Kc(L/2− x))2
(a2 + 4K2c (n+ 1)
2L2)2
)b2n+2c Cr′
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((a2 +K2c (3L/2 + x+ 2nL)2 + r′Kc(3L/2 + x+ 2nL)(vF t+ r′Kc(L/2 − x)))2
(a2 +K2c (3L/2 + x+ 2nL)
2)2
+
a2(vF t+ r
′Kc(L/2 − x))2
(a2 +K2c (3L/2 + x+ 2nL)
2)2
)b2nc D
×
((a2 +K2c (x− L/2− 2nL)2 + r′Kc(x− L/2− 2nL)(vF t+ r′Kc(L/2 − x)))2
(a2 +K2c (x− L/2− 2nL)2)2
+
a2(vF t+ r
′Kc(L/2 − x))2
(a2 +K2c (x− L/2− 2nL)2)2
)b2nc D
. (F.83)
Le changemant L→ −L permet d’obtenir l’expression de la fonction de Green gRr,r(x,−L/2; t).
F.2.5 Fonction de Green gRr,r(x, x;ω)
De la meˆme fac¸on, on peut e´crire l’expression de la fonction de Green gRr,r(x, x;ω) :
gRr,r(x, x, t) =
−iΘ(t)
πa
N
D
, (F.84)
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[
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∑
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+ Cr′b2c arctan
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.(F.86)
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