Abstract Air-water gas-exchange is studied in direct numerical simulations (DNS) of free-surface flows driven by natural convection and weak winds. The wind is modeled as a constant surface-shear-stress and the gas-transfer is modeled via a passive scalar. The simulations are characterized via a Richardson number Ri5Bm=u 4 Ã where B, m, and u Ã are the buoyancy flux, kinematic viscosity, and friction velocity respectively. The simulations comprise 0 < Ri < 1 ranging from convection-dominated to shear-dominated cases. The results are used to: (i) evaluate parameterizations of the air-water gas-exchange, (ii) determine, for a given buoyancy flux, the wind speed at which gas transfer becomes primarily shear driven, and (iii) find an expression for the gas-transfer velocity for flows driven by both convection and shear. The evaluated gas transfer-velocity parametrizations are based on either the rate of turbulent kinetic energy dissipation, the surface flow-divergence, the surface heat-flux, or the wind-speed. The parametrizations based on dissipation or divergence show an unfavorable Ri dependence for flows with combined forcing whereas the parametrization based on heat-flux only shows a limited Ri dependence. The two parametrizations based on wind speed give reasonable estimates for the transfer-velocity, depending however on the surface heat-flux. The transition from convection-to shear-dominated gas-transfer-velocity is shown to be at Ri % 0:004. Furthermore, the gas-transfer is shown to be well represented by two different approaches: (i) additive forcing expressed as k g;sum 5A Shear u Ã Ri=Ri c 11 ð Þ 1=4 Sc 2n where Ri c 5 A Shear =A Buoy À Á 4 , and (ii) either buoyancy or shear dominated expressed as, k g 5A Buoy Bm ð Þ 1=4 Sc 2n ; Ri > Ri c or k g 5A shear u Ã Sc 2n ; Ri < Ri c . Here A Buoy 50:4 and A Shear 50:1 are constants, and n is an exponent that depends on the water surface-characteristics.
Introduction
''There is little doubt that the neutral pipe hypothesis [meaning that gas-exchange in freshwater is negligible] is untenable, and that freshwater ecosystems represent an active component of the global carbon cycle that deserve attention.'' [Cole et al., 2007] . These freshwater ecosystems (rivers, streams and lakes) are in recent global-model estimates found to be sources of atmospheric greenhouse gases of the same magnitude as the ocean net sink [Ciais et al., 2013] . This increased interest in air-water gas exchange in low-wind environments, as freshwater systems often are, is the main motivation for this work. This work is a continuation of the work presented by Fredriksson et al. [2016] . It is naturally relevant for the gas flux in the ocean during low wind conditions as well.
Direct numerical simulations (DNS) and large eddy simulations (LES) have been used with success to study the air-sea gas exchange dependence on the rate of turbulent kinetic energy dissipation via a turbulent Reynolds number Re T [Calmet and Magnaudet, 1998 ] and as a function of the horizontal flow divergence [Banerjee et al., 2004; Calmet and Magnaudet, 1998; Magnaudet and Calmet, 2006] . In addition, the Schmidt number dependency on the gas transfer velocity [Hasegawa and Kasagi, 2008; Herlina and Wissink, 2014; Kubrak et al., 2013; Na et al., 1999; Nagaosa and Handler, 2012; Nagaosa, 2014; Wissink and Herlina, 2016] and the influence of surfactants on the gas exchange [Hasegawa and Kasagi, 2008; Zhang et al., 2013] have been studied. Beside the numerical approach many field studies have been performed in order to estimate the gas exchange [e.g., Gålfalk et al., 2013; Rantakari et al., 2015] . different methods of parameterizing the gas transfer velocity. Furthermore, the appropriate mesh resolution and domain aspect-ratio were found via an extensive mesh resolution and domain aspect-ratio sensibility study. It was found that the gas transfer velocity could be expressed by k s 5A Bm ð Þ 1=4 Sc 2n , where A is a constant, B is the buoyancy flux, m is the kinematic viscosity, Sc5m=D is the Schmidt number, D is the molecular diffusivity, and the exponent n depends on the characteristics of the water surface (i.e., abundance of surfactant). The results suggested that A50:39 and that n % 1=2 for slip and n % 2=3 for no-slip boundary conditions at the surface, respectively. These boundary conditions were found to resemble a clean surface and a surface with a large abundance of surfactants (saturated conditions). All the evaluated parameterizations including two standard wind parameterizations, as well as parameterizations in terms of the rate of turbulent kinetic energy dissipation, the surface flow divergence, and the surface heat flux gave reasonable results. However, one wind parameterization overestimated and the other underestimated the gas transfer velocity compared to the DNS results. The present paper follows the same structure as Fredriksson et al. [2016] . All necessary equations are given in both papers but the background and origin of the equations are more thoroughly given by Fredriksson et al. [2016] . They also give a more thorough literature review.
The main objective of the present work is to extend the work by Fredriksson et al. [2016] in order to quantify the interaction between buoyancy flux and wind shear-stress, and how this interaction influences air-water gas exchange and, more specifically, the gas transfer velocity. The second objective is to evaluate different gas-transfer-velocity parameterizations for three different low-wind flow conditions which are relevant for small sheltered lakes and low wind conditions in the ocean. These conditions comprise natural convection only, wind shear stress only and finally a combination of these. The evaluated parameterizations include two standard wind parameterizations, as well as parameterizations in terms of the rate of turbulent kinetic energy dissipation, the surface flow divergence, and the surface heat flux. The evaluation is performed via highly resolved DNS. This is, to the best knowledge of the authors, the first time these gas transfer velocity parameterizations have been evaluated altogether using DNS for flows driven by both natural convection and surface shear stress, thus enabling a systematic and consistent comparison of the parameterizations.
Gas Transfer Parameterizations
Emissions of diffusive CO 2 and CH 4 from aquatic ecosystems are generally estimated using 
where F is a water-side controlled gas flux, k g is the gas transfer velocity, c w and c a are the gas concentrations in the surface water under the diffusive sublayer and in the air respectively and # is the dimensionless Ostwald solubility coefficient of the gas in water. Note that ebullition must be added in order to get the total emission of CH 4 . The most common method to estimate k g is through a parameterization via the wind speed 10 meters above the surface, referred to as U 10 . The two parameterizations studied here are given by Cole and Caraco [1998] as k g;CC1998; 600 50:215U ½ since they are dimensionally inconsistent. Furthermore, they are given for gases with Schmidt number Sc5600 and Sc5660 representing CO 2 in fresh and salt water, respectively. The relation between two transfer velocities with different gas-water properties are generally expressed via their different Sc numbers as
The exponent, n, depends on the water surface characteristics and should be in the range of 1=2 < n < 2=3. It was confirmed by Fredriksson et al. [2016] to be approximately 1=2 for a clean surface modeled with a slip condition, and 2=3 for a surface with saturated surfactant conditions modeled with a no-slip surface boundary conditions. We don't expect n to be different in the present case and therefore only investigate clean surfaces (with a slip condition).
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The following parameterizations, using either the rate of turbulent kinetic energy dissipation, e, the surface flow divergence, c rms , or the heat transfer velocity, j heat , are derived theoretically. These contain, however, nondimensional constants that need to be determined numerically or empirically. The parameterization using the turbulent kinetic energy dissipation, e, defined and discussed in section 3.1, is given by
where A diss is a transfer velocity constant. The parameterization using the horizontal flow divergence at the surface is given by
where c rms is the root-mean-square (RMS) of the surface flow divergence, defined and discussed in section 3.3.2, and A div is a transfer velocity constant. The parameterization using heat flux uses the heat transfer velocity, j heat , as
Here Pr5m=a is the Prandtl number, a is the thermal diffusivity, and A heat is a transfer velocity constant. In addition, Q 0 is the vertical heat flux at the air-water interface due to latent and sensible heat fluxes as well as longwave radiation, DT is the surface skin-bulk temperature difference across the thermal boundary layer, q is the density, and c p is the specific heat capacity. Fredriksson et al. [2016] found the constants to be A diss 50:45, A div 50:57, and A heat 50:90 for pure natural convection. CO 2 and CH 4 are in the present DNS study treated as inert gases [Broecker and Peng, 1974] .
Scaling
In the present study we investigate the functional relationships w between the gas transfer velocity and the dependent variables for cases in which the fluid forcing is due to (I) pure natural convection where k g 5w I D; m; a; B; H ð Þ , (II) surface shear stress where k g 5w II D; m; u Ã ; H ð Þ , and (III) a combination of natural convection and surface shear-stress where k g 5w III D; m; a; B; u Ã ; H ð Þ . Here a is the thermal diffusivity, B5bgQ 0 =qc p is the buoyancy flux just below the surface where b is the coefficient of thermal expansion, g is the gravitational acceleration, u Ã 5 s 0 =q ð Þ 1=2 is the friction velocity where s 0 is the surface shear stress, and H is the surface mixed-layer thickness. A dimensional analysis of these three cases leads to the nondimensional relations u I 2u III for the gas transfer velocity as:
for natural convection,
for surface shear stress, and
for the combined case. In the above equations,
is the Rayleigh number,
is the surface shear-based Reynolds number, and There are many other alternatives to equation (10), e.g., one could use the Rayleigh number instead of the Richardson number, but since the Richardson number expresses the relative importance of buoyancy and shear forcing, it is in the present study used to define the transition between the two types of forcing.
Here, as discussed by Fredriksson et al. [2016] , inner scaling denoted h i 1 is used for diffuse boundary layer phenomena and outer scaling denoted h i Ã is used for mixed-layer phenomena. The time scales,
to represent the mixed-layer thickness in equations (11) and (12).
For a shear driven flow, the typical velocity and length scales are the friction velocity u Ã and L Ã 5m=u Ã . It can be noted that this shear length-scale (L * ) is frequently used in the fluid-mechanics literature to define the nondimensional distance from the wall y 1 5z=L Ã . In the figures in the present study, however, z=L Ã will be used instead of y 1 in order to minimize the risk of misinterpretations between y 1 and the inner scales driven by convection. The corresponding time scales for shear driven flows are t Ã;inner 5m=u 2 Ã and t Ã;outer 5L z =u Ã .
Problem Formulation and Numerical Method
A passive scalar is used to model the transport of a dissolved inert gas in a DNS of a fully developed turbulent flow driven by natural convection and/or surface shear stress. The gas transfer-velocity parameterizations are evaluated by comparing them to the scalar transfer velocity
where F s0;Sc is the mean scalar flux across the surface for a scalar with a Schmidt number Sc. Ds Sc is the scalar-concentration difference across the diffusive boundary layer. The gas transfer-velocity parameterizations in equations (2)-(7) are studied by evaluating e; c; Q 0 =DT, and k s;Sc . The rectangular computational domain is shown in Figure 1 where the streamwise, spanwise and surface-normal directions are denoted x, y, and z respectively. The surface boundary is located at z 5 0 and the bottom boundary at z52L z . The lateral dimensions are L x 53pL z and L y 5pL z respectively. A summary of the parameters used in each simulation is given in Table 1 . The first case, although originally presented by Fredriksson et al. [2016] , is given for completeness since it will be discussed in the results and section 3. The cases are labeled with a number for Re Ã and B or NB describing whether there is buoyancy forcing (B) or no buoyancy forcing (NB). In the no buoyancy cases (the cases in which there is no natural convection) the temperature field acts as a passive scalar.
Mathematical Formulation
The equations to be solved are the incompressible Navier-Stokes equations
where the standard Boussinesq approximation has been used, the thermal energy equation
and the transport equation for the passive scalar
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which is used to model dissolved gases. Here the equations are presented in dimensional form following Fredriksson et al. [2016] in order to be able to apply different normalization at the results. U5 U; V; W ð Þis the fluid velocity and t is time. f is a pressure gradient in the x-direction only, balancing the applied surface shear stress in order to prevent the mean flow from accelerating. The background hydrostatic pressure for a constant density is subtracted and is included in the modified pressure P, m is the kinematic viscosity, k is a unit vector in the vertical direction, and g is the gravitational acceleration (equal to zero in the NB cases). The density q is assumed to be a linear function of the temperature T where b52 1 q 0 @q @T j 0 is the coefficient of thermal expansion, q 0 is the reference density, and T 0 is a reference fluid temperature. / T and / s 5F s0 =L z are spatially and temporally constant source terms added to maintain a constant mean temperature and a constant mean scalar flux F s0 through the surface boundary, respectively. The mean scalar flux F s0 is used in equation (14) to calculate the scalar transfer velocity.
The surface boundary is assumed to be flat, meaning that the surface deflection is negligible. The surface velocity boundary conditions are given in Table 1 . The x-component of the velocity is given a constant shear-stress condition l@U=@z5s 0 at the surface where l is the dynamic viscosity. This can be written as @U =@z5m Re Ã =L z ð Þ 2 (Table 1) . The boundary conditions in the y (spanwise) and z (surface-normal) directions are @V=@z5W50 at the surface. The bottom boundary is assumed to be stress-free and is thus given a slip boundary condition via @U=@z5@V=@z5W50.
During natural convection conditions with no or low wind, the surface heat flux is dominated by long-wave radiation and latent heat flux, both assumed to be constant in the simulations. This allows the use of a Computational domain with the temperature field for 240NB. The domain size is given by L z , L x 53pL z and L y 5pL z in the depth, streamwise, and spanwise direction respectively. The surface is subject to a constant outward going heat flux, Q 0 , and a constant scalar concentration, F s0 , while the bottom is subject to an insulation and a zero scalar-flux boundary conditions. The velocity boundary conditions are either slip or constant shear stress, s 0 , at the surface boundary and slip at the bottom boundary. 
Journal of Geophysical Research: Oceans
10.1002/2016JC011852
constant heat flux boundary condition @T=@z5Q 0 =k [Soloviev and Schlussel, 1994] where Q 0 > 0 and k is the thermal conductivity. The surface boundary condition for the scalar is a constant scalar concentration S5S 0 , derived from the assumptions that (i) the air-water gas exchange is controlled by the waterside [Jahne and Haussecker, 1998 ] and (ii) the horizontal concentration gradients in the vicinity of the airwater interface are much smaller in the air than in the water, which is reasonable since the gas diffusivity coefficient is much larger in air than in water for CO 2 and CH 4 [Don and Robert, 2008] . The bottom boundary conditions for the temperature and the scalar are @T=@z5@S=@z50 which represent no heat or gas exchange through that boundary.
Finally, the flow is subject to periodic (cyclic) boundary conditions in the horizontal (x and y) directions. We use u; v; w ð Þ; h, and s to represent the fluctuating parts of U; V; W ð Þ ; T, and S respectively.
Solver and Discretization
The simulations are carried out using OpenFOAM which is an open-source parallelized computational fluid dynamics tool that uses a collocated finite volume approach, as described in more detail by Fredriksson et al. [2016] . It was chosen in order to eventually increase the problem complexity by introducing ripples and wind waves in future work.
The computational time step, Dt, is chosen with criteria associated with both the Kolmogorov time scale t K 5 m=e ð Þ 1=2 [Kundu et al., 2012] and the Courant-Friedrichs-Lewy (CFL) number
where jUj is the magnitude of the velocity through a cell where the length Dl is in the direction of the velocity component. The constraint CFL < 0.5 in all cells results in Dt ( t K and is therefore the limiting criteria for the time step.
The space discretization (mesh resolution) is thoroughly discussed by Fredriksson et al. [2016] for the cases driven by natural convection only. The same mesh resolution is used in the present work. The inclusion of surface shear causes larger structures at the surface such as elongated streaks (e.g., seen in Figures 1 and 2 ) that make a larger domain necessary. The surface shear, however, also increases the rate of turbulent kinetic energy dissipation resulting in smaller turbulence structures. Although the Kolmogorov, L K 5 m 3 =e ð Þ 1=4 , and
Batchelor, L B 5Sc 21=2 L K , length scales are derived under the assumption of isotropic turbulence, and therefore must be used with caution for a flow driven by surface shear stress where the turbulence is far from isotropic, they can qualitatively be used to evaluate the mesh resolution. The results in Fredriksson et al. [2016] indicate that the scalar transport seems to be well captured, even for the case with Sc5600, as long as the cell size is close to the size of the Batchelor length scale. This indicates that the scalar transport for a case with smaller Kolmogorov scale (case 240B) can be accurately captured as long as the Batchelor length scale is of the same magnitude (Sc57 in 240B). The mesh resolution can also be evaluated using the mesh resolution limits for DNS presented in Gr€ otzbach [2013] as h=L K 6:26 and h Pr 3=4 =L K 3:45 for the velocity and the temperature fields respectively. Here h5 DxDyDz ð Þ 1=3 where Dx, Dy, and Dz are the cell sizes in the x-, y-, and z-directions respectively. In the present study the average values of h=L K are 0.4, 0.5, 0.6, and 0.8 and h Pr 3=4 =L K are 2.0, 2.2, 2.7, and 3.3 for case 0B, 120B, 180B, and 240B respectively which are below these limits. Case 240B has the highest surface shear stress and Re Ã and is therefore also as seen the most demanding case regarding the mesh resolution. Even this case has h Pr 3=4 =L K below the limit for most of the depth with a local maximum of 3.5 well below the surface and a minimum of 2.2 in the vicinity of the surface respectively. The above analysis, and the fact that Sc5Pr, give reason to believe that the mesh resolution in the present study is appropriate to capture the physics of interest in this study.
We used the same mesh resolution for all the cases and the same domain size for all cases with surface shear stress in order not to impose the results. It is seen in the normalized results for RMS of the velocity and vorticity, the dissipation and the scalar concentration presented below that the results for case 120NB (largest elongated structures) and 180NB coincide very well. The exceptions are v rms and X x;rms which have larger differences. The same trend in different v rms (transvers direction) can however be seen in the results in Handler and Zhang [2013] for a larger domain for comparable Re Ã . This gives reason to believe that the domain is large enough to capture the processes of interest in this study.
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The increased domain size results in approximately seven times more cells than for the case 0B in Fredriksson et al. [2016] . The results for RMS of the velocity and vorticity for the present case with no buoyancy and Re Ã 5180 and the results from Handler and Zhang [2013] agree well as discussed below. These results imply that the present code and numerical set-up give comparable results with their pseudo-spectral code and set-up.
Sampling Time
Sampling of the results is done under fully developed conditions, defined by steady mean and RMS values for all the sampled variables. Mean and RMS values are obtained by a combination of ensemble averaging and averaging over horizontal planes. The sampling is carried out for more than 20 large eddy time scales, t* and t Ã;outer , for natural convection and shear driven flows, respectively, where t Ã;outer for the case 120B is the most conservative. This corresponds to more than 500 inner time scales t 1 or t Ã;inner ; for natural convection and shear driven flows respectively. The cases in the present study are summarized in Table 1 . The cases are named with a number indicating the Re Ã number and the letters B or NB indicating Buoyancy or No Buoyancy. Case 0B has previously been presented by Fredriksson et al. [2016] but is presented here as well in order to have flow cases ranging from buoyancy dominated to shear-stress dominated:
Results and Discussion
3.1. General Description of the Flow Snapshots of the surface temperature and scalar surface flux are shown in Figure 2 . The temperature fields show evidence of coherent structures characterized by thin streaks of descending cold water (dark in the figure) and larger areas or warmer ascending water between the streaks of cold water. It has previously [Kim and Moin, 1989; Kim et al., 1987] been shown that wall-bounded flows typically give streaky structures in the vicinity of the wall with a spanwise spacing of about k Ã 5100L Ã . This spacing, sometimes referred to as the streak spacing, is shown by, e.g., Handler et al. [2001] using DNS and laboratory experiments to be present also for slip boundary conditions, and is therefore schematically shown in Figure 2a for reference. It is seen for the cases with no buoyancy (e.g., case 120NB and 180NB) that the streak-spacing in the temperature fields are decreasing with increasing friction velocity. An increasing friction velocity implies increasing Re Ã which in turn implies smaller turbulent scales and smaller streak spacing. This spacing-decrease scales well with k Ã . The temperature fields for the cases with buoyancy (e.g., 120B and 180B) are more complex with both finer and larger structures compared to the no-buoyancy cases. Furthermore, it can be seen that the streaks with cold water (dark in the figure) are much thinner for the cases with than without buoyancy indicating larger horizontal gradients of the temperature. These differences between cases with and without buoyancy appear to decrease for increasing Re Ã , and they indicate a transition from a flow dominated by natural convection to one that is dominated by surface shear-stress. This transition can be understood by observing that for constant B; m, and H, an increasing Re Ã results in a decreasing Ri and, in turn, a decreasing Ri implies that the flow is less affected by buoyancy flux (or surface heat flux). Figures 2a and 2b that the warm spots (light colors in Figure 2a ) coincide with areas of high surface-normal scalar-flux across the surface (yellow in Figure 2b ). The intermediate case 180B is chosen to represent this phenomenon seen in all cases. Figure 3 shows snapshots of the flow fields for the cases 120B and 240B. It can be seen that the areas with high surface-normal scalar flux coincide with thin diffusive boundary layers (i.e., areas with high scalar concentration close to the surface). High surface-normal scalar flux and thin diffusive boundary layers can also be seen to coincide with areas where the streamwise vorticity X x is changing from a positive to a negative magnitude in the positive y-direction (spanwise diagonally from right to left in Figure 3 ). These areas are characterized by upwelling and divergence at the surface. Similarly it can be seen that areas of low scalar concentration and small surface-normal flux coincide with regions where X x changes from a negative to a positive magnitude in the positive y-direction. These areas are characterized by downwelling and convergence at the surface. It is also shown that the scalar flux is more evenly spread out for 120B with smaller normalized scalar-flux variations than for 240B. The normalized scalar concentration variation is more pronounced in 240B compared to 120B (note the different scales in Figure 3 ). Since F s0 =u Ã is two times higher for 240B than for 120B, it can, however, also be concluded that the variation in the dimensional scalar concentration s is higher for 120B compared to 240B. 
It is seen in
Dimensional results are given in Figure 4 whereas shear scales have been used for the non-dimensional results for the cases with surface shear shown in Figure 5 .
The RMS velocity and vorticity for the case 180NB are in Figures 4a-4f volume code closely follow the results from the pseudo-spectral code, which gives us confidence in the validity of our results for w rms , c rms and X rms which are of high importance for air-water gas exchange [e.g., Fredriksson et al., 2016; Handler and Zhang, 2013; Ledwell, 1984] .
Furthermore, Figures 4a-4f show that the RMS of the velocity and vorticity increase with increasing surface shear stress. The influence of buoyancy forcing is seen to decrease the streamwise RMS velocity and spanwise RMS vorticity, and increase the spanwise RMS velocity near the surface, thus causing a more horizontally isotropic field with buoyancy forcing than without. Figure 4g shows the rate of turbulent energy dissipation. It is seen that the maximum dissipation for each case increases dramatically with increasing surface stress, and that the values with and without buoyancy forcing are of similar magnitude. The figure 
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and the pseudo-dissipation,ẽ, defined as the first term in equation (21). Equation (21) is written in tensor notation where the subscripts h:i i and h:i k mean summations over the three velocity components (u) and coordinate directions (x). The pseudo-dissipation is sometimes referred to as the isotropic dissipation which is somewhat misleading in these simulations since the dissipation is far from isotropic close to the surface even whenẽ equals e. This is especially true for the shear-only cases and the combined driven flow cases where the components m À @u @z Á 2 and m À @u @y Á 2 dominate. Furthermore, bothẽ and e increase dramatically close to the surface and reach maximum values and then decreases with increasing depth.
The mean scalar concentrations are shown in Figure 4h . The profiles are similar both in magnitude and in shape for the three cases with buoyancy forcing and the weakest wind forcing (case 0B, 120B, and 180B). These cases, with Ri > 0:01, all have well-defined bulk scalar-concentration with a zero vertical gradient below the diffusive boundary layer. The two cases without buoyancy (120NB and 180NB) and the case with buoyancy forcing and the strongest shear-stress forcing (240B) are similar in shape but not in magnitude. It can be seen that the scalar concentration difference needed to maintain the surface scalar-flux is decreasing with increasing surface shear stress for these cases. Hence the transfer velocity increases with increasing friction velocity (increasing wind speed).
The scalar diffusive boundary-layer thickness, d s;7 5% ð Þ (d s;7 1% ð Þ ), is defined as where the diffusive transport accounts for 5% (1%) of the total scalar transport, where the 5% definition follows the work of Leighton et al. [2003] . In Figure 4h , d s;7 5% ð Þ are indicated with 1 and d s;7 1% ð Þ are indicated with *. The diffusive boundary layer thickness is often [e.g., Jahne and Haussecker, 1998 ] defined on the basis of where the gas concentration gradient close to the surface intersect the vertical line of a bulk value (with zero vertical gradient). It is, however, hard to meet this definition when the bulk magnitude is not clearly defined. We argue that the definition using 5% gives a diffusive boundary-layer thickness more indicative of where the diffusive boundary layer actually ends, whereas the definition with 1% gives thicknesses below the typical diffusive boundary layer thickness. Hence, d s;7 5d s;7 5% ð Þ if not further specified. This diffusive boundary layer thickness is then used to estimate the concentration difference needed to maintain the scalar flux and used to calculate the gas transfer velocity. The largest transfer velocity differences for the two definitions of d s;7 are found for the cases with no buoyancy forcing. The differences between k s using the diffusive layer definition of 5% and 1% are however less than 10%. Figure 5c shows that the scaling with friction velocity collapses the RMS of the vertical velocity, w rms , well for the cases without buoyancy. The friction velocity scaling collapses u rms and v rms fairly well although v rms =u Ã decreases for decreasing Re Ã . This decrease is consistent with the results presented by Handler and Zhang [2013] . For the cases with buoyancy, u rms =u Ã is lower whereas v rms =u Ã is higher than the cases with no buoyancy. w rms =u Ã is higher for Re Ã 5120 but almost the same for Re Ã 5180 for cases with buoyancy forcing. The differences in the normalized RMS velocities for the buoyancy cases compared to no-buoyancy cases are thus more pronounced for lower than higher Re Ã (and thus more pronounced for higher Ri). The higher w rms =u Ã for 120B is a result of the RMS of the vertical velocity still being influenced by the natural convection, so that a scaling with only the friction velocity fails to collapse the results. This can also be seen in Figure 4c where the dimensional values of w rms close to the surface can be seen to coincide for 0B and 120B. Figures 5d-5f . The scale used for normalization is the inverse shear time scale as X Ã 51=t Ã 5u 2 Ã =m. It is seen that X Ã collapses the RMS vorticity well in all directions for the no buoyancy cases (120NB and 180NB) and fairly well for case 240B. Furthermore, it is seen that X Ã collapses X z;rms and to some extent X x;rms for the combined-driven cases 120B and 180B. This is not the case for X y;rms which decreases with decreasing shear stress. Once again the results for case 240B are more similar to the pure-shear driven cases than the flow cases with higher Ri.
The normalized RMS vorticity is shown in
Also for the dissipation rate (Figure 5g ), the cases without buoyancy forcing are collapsed by shear-based scaling. Surprisingly, the cases with buoyancy forcing give smaller normalized dissipation rates although the total forcing increases. An intuitive expectation might be that the dissipation due to buoyancy forcing adds to the dissipation due to shear forcing, but the results show that the buoyancy forcing actually decreases the dissipation caused by pure shear forcing. However, it is seen that the normalized dissipation for the case with lower Ri (240B) approaches the normalized dissipation for the NB cases. Very near the
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surface, within the viscous boundary layer, the differences between the B and NB cases are not as pronounced as below the viscous boundary layer. Figure 4i is a zoom of Figure 4h . Here it can be seen that the boundary thicknesses, d s;7 , are similar for the cases 0B-240B. It can, however, additionally be seen that d s;7 for 240B follows the trend for the NB cases with decreasing d s;7 for increasing Re Ã . It can thus be concluded for 240B that d s;7 follows the trends for both the B and NB cases, indicating that this case is in a transition between buoyancy driven and shear driven forcing. Furthermore, it can be seen that D s d s;7 À Á ,used for the calculation of transfer velocity, follows these trends as well. It is shown in Figure 5h that the shear scales collapse the diffusive boundary thicknesses and scalar concentrations very well for the no-buoyancy cases 120NB and 180NB and to some extent also 240B. Our interpretation is here that the transition from buoyancy-dominated to shear-stressdominated scalar-transfer starts between case 180B and 240B.
Scalar Transfer Velocity as a Function of the Friction Velocity
The scalar transfer velocity k s;7 is shown in Figure 6 . The concentration difference needed to calculate the transfer velocity is defined as the concentration difference over the diffusive boundary thickness d s;7 (Figure 4h ). Figure 6 shows for the shear-only driven cases (120NB and 180NB) that the transfer velocity are in a reasonable agreement with, being proportional to the friction velocity according to the expression
from the experimental work of Jahne et al. [1987] , which is given in Figure 6 for reference. This expression was found for friction velocities ranging from the highest friction velocity in present study and upward. Buoyancy effects, if any, are here therefore assumed to be limited. Equations (2) and (3) are presented in Figure 6 referenced to Sc57 with n51=2 since the use of n51=2 is common practice and therefor of interest in this study. The value of n can, however, vary especially during low wind conditions shown in numerous studies [e.g., Fredriksson et al., 2016] .
The transfer velocity for the cases with combined forcing is roughly constant up to a friction velocity u Ã % 1:5 mm s
21
for the surface heat flux Q 0 5100 Wm 22 . It can, however, be seen that the transfer velocity is slightly smaller for 120B than for 0B. This is interesting since the total forcing and the dissipation are increasing. The flow dynamics and consequently the scalar transfer are here, however, in transition from being driven by natural convection (plumes) to shear stress (mainly streamwise vorticity). We hypothesize that the shear in this intermediate flow situation inhibits the efficiency of the scalar transfer from the plumes but still is not sufficiently strong to fully initiate the scalar transport from streamwise vorticity. This process is however not fully understood at this stage. For the same cases there is a large increase in dissipation rates with increasing friction velocity (Figure 4g ). This increase in dissipation rates without an associated increase in transfer velocity is problematic for the dissipation parameterization (equation (5)), since this parameterization predicts increasing transfer velocities with increasing dissipation rates, and will be discussed further in section 3.3. For higher friction Figure 6 . The scalar transfer velocity k s;Sc 5F s;Sc =Ds Sc where Ds Sc is defined as the scalar concentration difference between the surface and at the diffusive boundary layer thickness. Round markers denote cases with combined forcing and squares denote cases with pure shear stress forcing. The dashed and dash-dotted lines denote the wind parameterizations according to equations (2) and (3), referenced to Sc57 with n51=2. The solid line denotes a linear increase of the transfer velocity as a function of the friction velocity [Jahne et al., 1987] .
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velocities (u Ã > 1:5mm s 21 ) the transfer velocity for the combined cases is seen to approach the linear increase associated with the purely shear driven cases, which is an indication that these cases are increasingly dominated by the surface shear stress.
The difference in the coherent structures in the temperature field at the surface, between cases with and without buoyancy forcing is larger for Re Ã 5120 (cases 120B and 120NB) than for Re Ã 5180 (cases 180B and 180NB), see Figure 2 . Furthermore, Figure 5 shows that the normalized RMS velocity and vorticity, dissipation and mean scalar concentration for case 240B is closer to the results for the pure shear cases than 180B is. This indicates a corresponding transition in the transfer velocity characteristics as also seen in Figure 6 . We will now use the non-dimensional transfer velocity k s;7 =u Ã as a function of both Re Ã and Ri in order to further study this transition. Figure 7a shows the dependency of Re Ã for all the cases that are driven by surface shear stress and Figure 7b shows the dependency of Ri for all the cases that are driven by both surface shear stress and buoyancy flux. It is seen in Figure 7a that the two cases without buoyancy have k s;7 =u Ã values of similar magnitude, and that these values also are similar to the values for the cases with buoyancy forcing for large Re Ã , i.e. the cases where we expect the least influence of buoyancy. The cases without buoyancy can also be seen as limiting cases for infinitesimal small Ri numbers and therefore set a minimum magnitude of k s;7 =u Ã , here drawn as a straight line in Figure 7b . It can be seen that k s;7 =u Ã is decreasing toward this minimum magnitude of k s;7 =u Ã for decreasing Ri. We therefore conclude that the variation in k s;7 =u Ã for the cases with buoyancy is a Ri number effect. Furthermore, it is seen that the buoyancy does influence k s;7 =u Ã at least down to Ri % 0:003 (240B) but to a continuously smaller degree.
Parameterizations of Mass Transfer Velocity
The scalar transfer velocity, k s , is used to study the parameterization methods by expressing the transfer velocity coefficients in equations (5)- (7) as with n51=2. This exponent was found to work well for a slip boundary condition during natural convection by Fredriksson et al. [2016] . The coefficients A diss , A div , and A heat are discussed in the sections 3.3.1-3.3.3 and plotted in Figure 8 .
Rate of Turbulent Kinetic Energy Dissipation
The turbulent kinetic energy dissipation used in equation (5) is, as in Fredriksson et al. [2016] , the pseudodissipation at the thickness of the viscous sublayer. This thickness is defined as the smallest depth where the non-isotropic part of the dissipation is zero which also means that e equalsẽ. This value is close to the maximum dissipation for all the cases with surface shear.
It can be seen in Figure 8a that A diss increases with increasing Ri, and that the variation is large, with the pure shear case (180NB) having a value less than half of that for pure buoyancy forcing (0B). This is a reflection of what we have seen above (section 3.1 and 3.2) that the cases with combined forcing (5)- (7) as a function of Ri for (a) A diss , (b) A div , and (c) A heat . The solid and dash-dotted lines denote the transfer velocity for 180 NB and 0B respectively. These cases represent the limiting cases for Ri ! 0 and Ri ! 1, respectively.
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tend to have higher k s and smaller dissipation rates than their corresponding cases without buoyancy forcing. This implies in turn that the transfer parameterization based on dissipation must be used with caution. 3.3.2. Surface Flow Divergence A div shown in Figure 8b is computed using c rms at the surface. It can be seen that A div and A diss show a similar functional relationships to Ri with a decreasing magnitude of the transfer-velocity coefficient for decreasing Ri. The relative variation A div;max 2A div;min À Á =A div;mean is though much smaller than A diss;max 2A diss;min À Á =A diss;mean which implies that the parameterization method based on surface flow divergence is more robust for different kinds of flow forcing than the one based on rate of turbulent kinetic energy dissipation. Equation (7) with A div 50:5 estimates the transfer velocity k s;7 for the whole range of Ri numbers with a deviation % 15%.
Heat Transfer Velocity
The temperature difference DT used in equation (7) is in the present study defined as the difference between the temperature at the surface and at the thermal boundary layer thickness. The thermal boundary layer thickness is defined similarly to the diffusive boundary layer thickness. It is shown in Figure 8c that the heat transfer velocity is a better proxy for the scalar transfer velocity compared to the dissipation and the divergence. The relative variation of A heat for 0B to 240B is approximately 10% where the variation for the parameterizations based on divergence approximately 15% and dissipation is more than 35%.
Wind Parameterizations
The parameterizations based on wind speed are using the wind speed at 10 m height, U 10 . This wind speed needs to be converted into u Ã in order to be able to compare these parameterizations with the results shown in Figure 6 . U 10 is here converted [e.g., Csanady, 2001] into air-side friction velocity u Ãa using
which is assumed valid for neutral conditions. Here, the subscript a denotes the air-side. The waterside friction velocity is then found by u Ã 5 u Ãa q a =q ð Þ 1=2 . The transfer velocities for the different Sc numbers in equations (2) and (3) are converted using equation (4) with n51=2.
It is shown that both wind parameterizations in equations (2) and (3) give results similar to the results for the combined driven cases where k g;W2009 [Wanninkhof et al., 2009] overestimates and k g;CC1998 [Cole and Caraco, 1998 ] underestimates the transfer velocity compared to the present results. The disagreement between present results and the estimates according to k g;W2009 and k g;CC1998 can however also be seen as if k g;W2009 is adopted for higher heat fluxes and k g;CC1998 for lower heat fluxes than used in the present study. Both these empirical parameterizations predict that there is a scalar transfer also for low-wind conditions which, as in the present DNS, may be caused by natural convection. This disagrees with some other wind parameterizations [Bade, 2009] with a zero transfer velocity for no-wind conditions. For higher wind speeds and Sc57, at least k g;CC1998 underpredicts the influence of wind stress compared with the present results and those of Jahne et al. [1987] .
Gas Transfer Resistance Below the Diffusive Boundary Layer
The transfer velocity has so far in sections 3.2 and 3.3 been limited to the resistance to transfer due to the diffusive boundary layer. The scalar concentration difference has been defined as the concentration difference, D s; BL , between the surface and the diffusive boundary thickness. In practice, the gas transfer velocity is based on the gas concentration difference from the surface to a bulk value (or the mixed layer concentration) assuming a zero vertical concentration gradient in the mixed layer. An actual bulk value is, however, not present for a flow situation dominated by shear as can be seen in Figures 4h and 5h . On the other hand, this effect is small for typical greenhouse gases such as CO 2 and CH 4 with the Sc-numbers approximately two magnitude higher than in the present study [Jahne and Haussecker, 1998 ]. For these gases, the resistance over the diffusive boundary layer dominates the gas-exchange resistance, and the $10% concentration increase we see outside the diffusive boundary layer for Sc 5 7 will decrease to $1% for Sc5600.
The buoyancy flux is in the present study specified via the surface heat flux Q 0 . For natural conditions, this heat flux includes latent, sensible, and net long-wave radiative heat fluxes that all originate from the uppermost molecular layers of the water. The short-wave solar radiation, however, penetrates the air-water interface where the penetration depth is a function of e.g., absorption coefficient and radiative power [Fairall et al., 1996; Garbe, 2001; Jerlov, 1976] . The varying absorption gives that the buoyancy flux can be negative in some layers of the water column (usually in the surface water) for certain conditions. Typical conditions
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can be weak winds and high solar short-wave radiation or cloudy conditions with warm air above cold water. A negative buoyancy-flux is stabilizing the stratification and the concentration gradients will in this layer be larger than for a positive buoyancy flux (unstable conditions). In turn, this results in a decrease of the transfer velocity based on the bulk concentration. These stratification processes is though beyond the scope of the present study where we focus on the processes that influence the gas transfer velocity in the near-surface layer. The spatially and temporally constant source term / T used in the thermal energy equation (17) can be seen to represent a case where the short-wave absorption is evenly distributed in the vertical direction including night time conditions with very limited short-wave radiation.
3.4. Parameterizations of the Gas Transfer Velocity as a Function of Sc, B, and u Ã It is shown in Figures 2-8 that there is a transition from buoyancy to surface-shear-stress dominated airwater exchange. Our first hypothesis is that the forcings that control the gas flux are additive whereas our second hypothesis is that it is either the forcing from buoyancy or from shear-stress that controls the gas flux. The assumption that the dissipation from the two types of forcing is additive was shown in Figure 4g to be problematic. However, from a pure dimensional argument it still seems reasonable and the transfer velocity can then be modeled as
where the coefficients A 1 5 A Buoy À Á 4 and A 2 5 A Shear ð Þ 4 , respectively. Here A Buoy 50:4 is the transfer velocity coefficient for buoyancy driven flows [Fredriksson et al., 2016] and A Shear 50:1 is the transfer velocity coefficient for shear-stress driven flows in the expression k s;shear 5A shear u Ã Sc 2n using origin and k s;7 for 120NB and 180NB. Equation (27) originates from the dissipation parameterization (equation (5)) and uses that the forcing from buoyancy and shear scale as B and u 4 Ã =m, respectively. Equation (27) can be rearranged to give
where the critical Richardson number Ri c % 4 Á 10 23 . We have here extrapolated the results from Fredriksson et al. [2016] that A Buoy is the same for both no-slip and slip surface boundary condition to be valid also for the sheared cases. This extrapolation needs to be verified in future DNS since it is contradictory to some experimental results [Jahne et al., 1987] , who find that the shear constant depends on the surface contamination for shear driven gas flux.
The simplest parameterization according to our second hypothesis is to use the expression for the buoyancy forced gas flux down to a critical Richardson number and then switch to the expression for the gas flux forced by shear-stress. This can be expressed as
Another way to model the transfer velocity under the second hypothesis is to assume that transition from buoyancy to shear-stress controlled gas flux can be modeled with an error function
often used to model step functions from one state to another. The total scalar transfer velocity can then be expressed by
Here Ri c;erf 50:01 is a critical Ri number which defines the Ri number at which the transition takes place. The advantages with equations (28) and (31) compared to equation (29) are that they are defined in a single expression. presented by Fredriksson et al. [2016] . It can be seen that equation (28) overestimates and (29) underestimates the transfer velocity. The error-function parameterization in equation (31) gives a maximum error of 20% while the other two parameterizations have estimation errors of less than 10%.
The additive gas transfer velocity k g;sum is in Figure 10 presented as a function of U10 for Sc5600 for n51=2 and 2=3 representing a clean surface and a surface with surfactants. k g;W2009 is calculated for Sc5600 using equation (4) with n51=2. The friction velocity, u Ã , has been converted into the wind speed, U 10 , using equation (26). The friction velocities for the cases in this paper correspond to wind speeds up to U 10 % 2 m s 21 coinciding with the wind speed where microscale breaking waves start to develop, whereas Figure 10 covers 0 < U 10 < 5 m s 21 . The transfer velocities using k g;sum have thus been extrapolated outside the area that covers the forcing conditions for the cases performed in this study. The extrapolation is done in order to study how the proposed parameterizations compare with parameterizations based on the wind speed. It is shown that the results of J€ ahne et al (1987) that includes the effect of microscale breakers does not predict much larger gas transfer velocities than we predict for a pure shear forced surface which is relevant to notice for future work. The buoyancy effect is seen to be small for wind velocities larger than 3 ms 21 . This means that these results do not support buoyancy-enhanced gas fluxes reported at higher wind speeds [e.g., Rutgersson and Smedman, 2010] .
Summary and Conclusions
Air-water gas-and heat-exchange enhanced by natural convection and wind are studied using DNS. The gas transfer is modeled with a passive scalar (Sc57) with a constant concentration boundary condition at the surface. The wind forcing is modeled using a constant shear stress boundary condition at the surface. The present finite-volume method is shown to agree well with a pseudo-spectral method for comparable cases, which implies that the results are robust for these two codes. The present DNS work is a continuation of the work presented by Fredriksson et al. [2016] . The mesh resolution is the same, given the extensive mesh sensitivity analysis performed in that work. The computational domain is however extended in the streamwise and spanwise directions in order to enable accurate modeling of the wind shear-stress effects.
The surface, which is subject to constant shear stress which together with the results from the case with slip boundary condition presented by Fredriksson et al. [2016] give flow configurations 0 < Re Ã < 240. The heat flux is constant but the buoyancy forcing is switched off for two cases which give a buoyancy to shear set-up ranging from 0 < Ri < 1 with our main emphasis being for 3 Á 10 23 < Ri < 5 Á 10 22 . Table 1 are marked with circles, and for pure buoyancy forcing with Q 0 5 50 and 200 Wm 2 are marked with filled circles. The latter cases were presented by Fredriksson et al. [2016] . The transfer velocities according to equation (29) for the pure buoyancy (shear) forcing are indicated in yellow.
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The temperature visualizations for the cases with pure shear forcing show the typical elongated streaks of warm and cold water with a streak spacing on the order of 100m=u Ã . The cases driven by both convection and shear show a more intriguing pattern, since when shear is ''added'' to the case with convection only, it is shown that the flow structures start to be elongated in the shear direction. By increasing the shear further, the surfacetemperature field shows more similarity with the pure shear driven case and eventually the flow structures (surface-temperature field) have similar appearance regardless of the buoyancy forcing.
The averaged statistics for all the quantities studied (i.e., RMS velocity and vorticity, mean temperature and scalar concentration, surface flow divergence, and dissipation) indicate a transition from naturalconvection (buoyancy) to sheardominated flow at Ri % 4 Á 10 23 , which implies U 10 approximately 3 ms 21 for natural conditions.
A parameterization of the gas transfer velocity using dissipation shows an unfavorable Ri dependence for combined driven flow cases whereas the parameterizations using divergence and heat flux show smaller Ri dependencies. This indicates that the dissipation rate near the surface is not as tightly connected to the gas transfer as theoretically predicted. That parameterization should therefore be used with caution. The two evaluated empirical parameterizations using wind speed give reasonable estimates of the transfer-velocity, depending however on the surface heat-flux. One such parameterization [Wanninkhof et al., 2009] Furthermore, the gas-transfer is shown to be well represented by two different approaches. Both approaches use an assumption of a constant A Shear for both clean and contaminated surfaces. The first originates from the dissipation parameterization and sums the two dissipation scales for buoyancy and sheardriven flows which results in k g;sum 5A Shear u Ã Ri=Ri c 11 ð Þ 1=4 Sc 2n , whereas the second approach uses the hypothesis that there is a transition from buoyancy-driven to shear-driven gas flux. Here the transfer velocity can either be modeled with a continuous error-function or a piecewise linear function. [Cole and Caraco, 1998; Wanninkhof et al., 2009] . k g;W2009 is referenced from a Sc5660 to Sc5600 using equation (4) and n51=2 whereas k CC1998 is expressed for Sc5600 in original.
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