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Abstract
Signals of bimodality have been investigated in experimental data of quasi-projectile
decay produced in Au+Au collisions at 35 AMeV. This same data set was already
shown to provide several signals characteristic of a first order, liquid-gas-like phase
transition. Different event sortings proposed in the recent literature are analyzed.
A sudden change in the fragmentation pattern is revealed by the distribution of the
charge of the largest fragment, compatible with a bimodal behavior.
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1 Introduction
The existence of different phases for infinite nuclear matter is predicted by
theoretical calculations since the early 80’s [1,2,3,4]. Then, the possibility of
observing a nuclear liquid-gas phase transition in the laboratory has been de-
duced from several experimental observations associated to the multi-fragmentation
of finite nuclei. These observations indicate the occurrence of a change of state
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in finite nuclei, which is interpreted to be the finite system counterpart of a
phase transition [5].
Many of these signals are qualitative, and therefore cannot give information on
the detailed path (in terms of pressure, volume, temperature, isospin) followed
by the system from one phase to the other. Other signals give in principle
quantitative information, but can be distorted. Indeed the products of the
reactions are detected asymptotically and not at the production time, and
therefore they need to be corrected for secondary decay. These corrections
are, at least partially, model dependent and induce systematic errors which
are difficult to estimate quantitatively [6].
To overcome these difficulties, it is important to perform a systematic study
of different phase transition signals. The best would be to exploit new genera-
tion 4pi apparatuses, in order to be able to investigate simultaneously several
signals at the same time, with the same experimental data samples, and with
a complete or quasi-complete detection. Waiting for these new apparatuses,
some of the signals indicating a phase transition have been obtained with mea-
surements performed by the Multics + Miniball multi-detectors [7]. In the last
few years we have investigated in detail the properties of quasi-projectiles de-
tected in Au + Au reactions at 35 AMeV, with a fixed source charge, and at
different excitation energies [8]. The following signals have been obtained:
(1) the average size of the heaviest fragment (tentatively associated to the
order parameter) decreases for increasing excitation energy of the nuclear
system [9] with a power law distribution of exponent β ≈ 0.31;
(2) temperature measurements result compatible [6,10] with a ”plateau” in
the caloric curve [11];
(3) critical exponents have been extracted [9], close to the values expected
within the liquid-gas universality class;
(4) the size distribution presents a scaling ”a` la Fisher” [12];
(5) interaction energy fluctuations, corrected for side-feeding, were shown
to overcome the statistical expectation in the canonical ensemble, corre-
sponding to a negative branch of the microcanonical heat capacity for a
system in thermodynamical equilibrium [13,14].
Several of these signals are consistent with the findings of other experimental
collaborations with different data sets [15,16]. In particular, the last two sig-
nals have been confirmed in central reaction measurements [6,17,18,19]. Some
of these behaviors were also observed in other finite physical systems under-
going a transformation interpreted as a first order phase transition, namely
in the melting of atomic clusters [20] and in the fragmentation of hydrogen
clusters [21].
Recently [22], a new topological observable has been proposed to recognize first
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order phase transitions. When a finite system undergoes such a transition, the
most probable value of the order parameter changes discontinuously, while the
associated distribution is bimodal close to the transition point, i.e. it shows
two separate peaks, corresponding to the two different phases [23,24]. In the
case of transitions with a finite latent heat, this behavior is in agreement with
the Yang-Lee theorem for the distribution of zeroes of the canonical partition
sum in the complex temperature plane [25], and equivalent to the presence of
a curvature anomaly in the microcanonical entropy S(E) [3,26].
Since many different correlated observables can act as order parameters in a
finite system, the task is to choose an order parameter which can be accessible
to experiments [27]. This is the case for observables related to the measured
charges. The Indra collaboration [28] has proposed as order parameter the
variable Zsym =
Z1−Z2
Z1+Z2
, where Z1 and Z2 are the charge of the largest and
the second largest fragments detected, in each event, in the decay of an ex-
cited source. An indication of a bimodal distribution was obtained for this
quantity. Signals of bimodality in different observables have been obtained in
experiments with different projectile-target combinations, and in different en-
ergy ranges [15,27,29]. Also experimental results of Aladin group [30] show a
bimodal distribution of the 3-fragments difference (Z1 − Z2 − Z3) = ∆Z.
In Refs. [27,30] it has been pointed out that the variables Zsym and ∆Z can
present a spurious bimodality in small three-dimensional percolation lattices
close to the percolation threshold. This behavior is due to finite size, and
makes the bimodality in asymmetry variables an ambiguous signature of the
transition. On the other side, the size A1 or charge Z1 of the largest fragment
have distributions which for any lattice size are consistent with the critical per-
colation behavior [31,32]. These observables were then suggested as more apt
to discriminate between a first order phase transition, a critical phenomenon,
and a smooth cross-over, even if some ambiguities in the interpretation of this
signal still exist [33,34].
In this paper we investigate whether signals of bimodality for the charge of
the largest fragment can emerge from our data.
2 The experiment
The measurements and the analysis have been extensively described else-
where [9]. Here we recall that the measurements were performed at the K1200-
NSCL Cyclotron of the Michigan State University. The Multics and Miniball
arrays [7] were coupled to measure light charged particles (Z≤ 2) and frag-
ments (Z≥ 3) with a geometrical acceptance of the order of 87% of 4pi. The
events have been recorded if at least two different modules have been fired.
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The selection of the quasi-projectile (QP), made in Refs. [6,8,9,12,13,17,18],
required the velocity of the largest fragment in each event to be at least 75% of
the beam velocity. After a shape analysis [35], events with a total forward de-
tected charge larger than 70% of the Au charge were considered. The complete
source was obtained by doubling the forward emitted light particles, in order
to minimize the contamination of particles emitted by a possible mid-velocity
source. At the end of this procedure, only events with total charge within 10%
of the Au charge were considered for the analysis, in order to study the decay
of a well detected constant size source, in a wide range of excitation energies.
Fig. 1. Left panel: Charge density distribution of QP Au+Au events, as a function
of the fragment velocity, along an axis parallel to the QP velocity. The continuous
line (full points) represents the charge density for fragments accepted for the QP,
the dashed line (open squares) for fragments rejected, the dotted line (open circles)
is a filtered simulation of a QT source symmetric to the experimentally detected
QP. Right panel: Factor of Merit (FoM) and maximal contamination of QT into
QP source as a function of the excitation energy per nucleon ε*. The dashed line is
drawn to guide the eye. For more details see text. When not visible, error bars are
smaller than the size of the points.
In order to visualize the source characteristics in the selected events, the frag-
ment (Z≥ 3) charge density distribution [36] is shown in Fig. 1 as a function
of the fragment velocity in the QP reference frame. The ensemble averaged
charge density 〈ρZ(vpar)〉 is defined as
〈ρZ(vpar)〉 =
〈∑Z(vpar)∑
Z
〉
where Z(vpar) is the event-by-event distribution in the velocity vpar for the
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fraction of collected charge and the sum extends over all the fragments. This
observable represents the distribution of the collected charge of fragments
along the direction of the QP velocity. In the left panel of Fig. 1 the continuous
line (full points) represents the charge density for fragments accepted for the
QP, the dashed line (open squares) for fragments backward emitted in the
ellipsoid reference frame. The open circles show a filtered simulation of a QT
source symmetric to the QP. The consistency between these two latter curves
demonstrates that a purely binary dynamics exhausts, in first approximation,
the totality of the emitted fragment charge for the set of selected events. QP
and QT can be easily recognized, showing that the imposed conditions are
effective in selecting events where the contamination of a mid-velocity source
is negligible (for more details see Refs. [6,9]). It also appears clearly from
the left panel of Fig. 1 that the velocity distance between the two sources
is large enough to insure a negligeable contamination of QT decays in the
reconstructed QP source.
To have a quantitative insight on this contamination we have considered the
charge density distributions in different bins of excitation energy, as in Fig. 1
of [9]. For these distributions we have calculated a quantity similar to the one
used to give a measurement of the discrimination in particle identification [37],
the Factor of Merit (FoM). The FoM used here is FoM = dQP−QT/(σQP+σQT ),
i.e. the ratio between the distance of the QP and QT average velocities over the
sum of their standard deviations (assuming a gaussian behavior). In the right
panel of Fig. 1 the FoM is shown, together with the evaluated contaminations
of QT into the QP source (right scale). The contamination has been calculated
in the hypothesis of two distributions of equal height and standard deviation,
as it would be the case of an ideal detection of QP and QT for a symmetric
reaction. It appears well below a few percent.
Since, however, the apparatus efficiency is lower for QT with respect to QP
heavy products the height of the distribution of the QT is much lower than
the one of the QP, as it is clear from the left panel of Fig. 1. If one therefore
calculates the contamination with the real QP and QT distributions in all
the bins of excitation energy one obtains values well below the values shown
in Fig. 1. The maximal contamination, obtained for the highest excitation
energy, results of the order of 0.6%.
The characteristics of the QP events have been examined by analyzing the
isotropy of the fragment angular distribution in the quasi-projectile reference
frame [13,17], and by comparing the data to predictions of a statistical multi-
fragmentation model [2]. The general conclusion is that an important degree of
equilibration appears to be reached by the excited quasi-projectile sources in
the whole range of excitation energies. For more details, see Refs. [6,8,9,13,17].
One of the conditions used to characterize the QP, i.e. that the velocity of the
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Fig. 2. Left panel: charge of the largest fragment Z1 as a function of the QP calori-
metric excitation energy. The symbols refer to event selected with (full points) and
without (open circles) the constraint on the velocity of the largest fragment. The
dashed line is a power law with exponent β = 0.31. The total charge of the source,
as a function of the excitation energy, is also shown for the two analyses. The right
panel shows the normalized partial energy fluctuations for QP events selected with
(full points) and without (open points) the constraint on the velocity of the largest
fragment. The estimation for the canonical heat capacity Ck is also shown [13].
heaviest fragment is larger than 75% of the projectile velocity, in the analysis
here presented has been released, in order to minimize the correlation to the
variables we want to study and to allow a better comparison to the results of
Ref. [28], where this condition was not imposed. In this paper we have also
restricted the condition on the total forward detected charge to 80% of the
Au charge, again for consistency with the choice taken in Ref. [28]. These
modifications do not affect the distribution shown in Fig. 1 nor significally
change the signals of phase transition. To quantify this statement, we present
in Fig. 2 the power-law behavior of the average charge of the largest fragment,
as a function of the excitation energy, and the normalized partial-energy fluc-
tuations, leading to the estimate of a negative branch for the microcanonical
heat capacity [13]. The power law in the Z1 distribution and the partial energy
fluctuations are very little affected by the different selection conditions.
As a final remark we should stress that only a fraction of well detected periph-
eral collisions can be interpreted as the independent statistical decay of two
isotropic sources. For instance within the Indra apparatus it has been pointed
out that for 80 AMeV Au+Au collisions, these events represent about the
20% of the total number of complete events [19], and this number depends on
the selection criteria adopted [38]. In our case the statistical events represent
about 30% of the measured events [9]. The difference in the percentage of
statistical events could also be due to the different trigger conditions of four
(respectively: two) modules fired, used in Indra and in our measurements.
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3 Signals of bimodality
In the liquid-gas phase transition, the largest fragment detected in each event
is a natural order parameter, because of its correlation with the particle density
in the grancanonical ensemble [22,32]. The asymmetry variable Zsym proposed
in Ref. [28,39] in turn is correlated to the largest cluster size, and should
bring further information on the global fragmentation pattern. This means
that it should be possible to observe a bimodal distribution for the charge of
the largest fragment or the asymmetry, if one considers a system close to the
transition temperature.
To perform a meaningful analysis of a possible bimodal pattern in the Zsym
observable, one needs to properly treat fission events. Indeed for a quasi-gold
nucleus the binary fission, recognized for Z1 and Z2 values around 40 charge
units, would lead to small values of Zsym, as multifragmentation events.
Fission fragments can be recognized by looking at the product of their charges,
exceeding 900, and they can be either rejected as in our analyses (see Ref.[9])
or re-clusterized (as in Ref.[28]). The main effect of both choices is to eliminate
a spurious peak at (Zsym ≈ 0, Z1 ≈ 40).
The global distributions of Z1 and Zsym are shown in Fig. 3, for all QP events
selected as explained in section 2. Because of the impact parameter geometry,
this distribution is clearly dominated by peripheral collisions at low deposited
energy, leading to a heavy Z1 ≈ 75 residue with a large asymmetry Zsym ≈ 0.9.
Fig. 3. Distribution of the largest fragment charge Z1, (left panel) and of the asym-
metry between the two largest fragments Zsym (right panel) for the whole set of QP
events. When not visible, error bars are smaller than the size of the points.
We can however also notice the presence of another bump, corresponding to
much lighter residues and much more symmetric fragmentation patterns. For
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this bump to be interpreted as an indication of bimodality, we should show
that:
• the two different decay patterns can be obtained in the de-excitation of the
same source,
• they correspond to the same temperature.
These points are discussed in the next subsections.
3.1 Size of the QP source
Let us first concentrate on the first point about the source definition. As we
have already stressed in the last section and shown in Fig. 2, we are considering
only events with a detected charge in the forward QP hemisphere close to the
original Au charge. This guarantees a good detection, but does not constrain
the reaction mechanism or the number of sources, since the system is symmet-
ric. Fig. 1 shows that the selected events are consistent with a purely binary
kinematics. This in principle already implies that the bump at low charge
shown by Fig. 3 cannot be ascribed to a reduced size of the excited source.
Furthermore Fig. 1 and the calculated values in § 2 show that the the contam-
ination of the QT source is everywhere negligible, indicating that the bump at
low charge in Fig. 3, corresponding to the most dissipative events, cannot be
responsible of a decrease of the QP source size. To check this point, in Fig. 4
we plot the velocity in the laboratory frame of the QP source as a function
of the excitation energy (grey contour). Open circles and squares correspond
to cuts of Z1 > 50 and Z1 < 50, that is to the two bumps in the left panel
of Fig. 3. The source velocity expected for a two body (QP-QT) kinematics,
obtained via energy and momentum conservation in the hypothesis of an equal
sharing of the excitation energy by the two equal mass collision partners, is
indicated by the thick line [9]. We can see that both decay modes correspond
to a source velocity compatible with a binary mechanism. In particular in the
ε* region where the two modes are simultaneously present, their velocities are
close, meaning that they can be attributed to a same source.
A further check is given in the lower part of Fig. 4, which displays the re-
constructed average QP velocity as a function of the measured Z1 velocity.
In this figure the dashed line gives the result of a simulation where all the
forward collected fragments except Z1 are supposed to be emitted from an
isotropic neck-like source located at the center of mass, with the constraints
of energy and momentum conservation. We can see that even for the low-
est velocities, corresponding to the highest kinetic energy loss, the measured
correlation is very close to the diagonal (full line) corresponding to a per-
fect emission isotropy respect to Z1, while the measured kinematics is never
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Fig. 4. Upper panel: Average velocity of the QP source, in the laboratory reference
frame, as a function of the excitation energy (grey contour). Open circles and squares
refer to Z1 > 50 and < 50, respectively. The continuous line is obtained by energy
and momentum conservation in a two body QP and QT kinematics [9]. Beam and
center of mass velocities are indicated by the dashed lines. Lower panel: Average
QP velocity as a function of the average velocity of the largest fragment at the same
ε*. The dashed line is calculated in a neck-like hypothesis (see text). The values of
the average charge of the largest fragment 〈Z1〉 are shown in the right scale.
compatible with the emission from a neck. Therefore the lower part of Fig. 4
shows that the more fragmented decay pattern is not due to the presence in
the data set of a different reaction mechanism dominated by matter stopped
in the center of mass.
As a conclusion we can safely consider the data of Fig. 3 as characteristic of
the de-excitation of constant size source in a wide range of excitation energies.
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3.2 Data sorting
Let us now come to the second central question of data sorting. The global
distributions of Fig. 3 reflect the excitation energy deposit imposed by the
dynamics of the entrance channel, and cannot be considered as belonging to a
single statistical ensemble. If a sorting cannot be avoided, it is also clear that
the shape of the distributions will depend on the sorting choice.
The two de-excitation modes visible in Fig. 3 are associated to different exci-
tation energies (see Fig. 4). If they represent two different phases, this means
that the associated phase transition should have a non zero latent heat, as
is the case for standard liquid-gas. Therefore, the sorting variable should not
impose a too strong constraint on the deposited energy, such that the two
phases can be accessed in the same bin. In particular, in the liquid-gas phase
transition, Z1 is known to be bimodal in the canonical ensemble which allows
huge energy fluctuations, while no bimodality is observed in the microcanon-
ical ensemble with fixed energy [22].
To search for a possible bimodal behavior, we should then in principle sort
the data in temperature bins, i.e. in canonical ensembles. This is not possible
experimentally, but we can choose a sorting variable allowing for relatively
large energy fluctuations, as it is needed to explore two phases separated by
a non zero latent heat. Moreover, as suggested by previous papers [28,39],
the sorting observable should better not be auto-correlated with fragments
and light particles emitted by the QP source. To fulfill these requirements,
in [28], the transverse energy Et12 =
∑
iEisin
2(θi) of the light particles (Zi ≤ 2)
emitted by the quasi-target source has been proposed, such particles being very
efficiently detected even in the backward direction. The QT had been much
larger than the QP, this sorting could be considered as a canonical one. In
the present case, however, this sorting can be rather assimilated to an impact
parameter sorting.
In our data the transverse energy extends up to ≈ 400 MeV, but the statistics
for the higher values is poor. Therefore, after having divided the total range in
nine equally spaced bins (width 45 MeV) we have considered for the analysis
only the first six bins which have sufficient statistics.
The excitation energy constraint implied by this sorting is explored in Fig. 5,
which shows the distribution of the calorimetric ε* in the six transverse energy
bins. We can notice from this figure that the variables Et12 and ε* are loosely
correlated, and a relatively wide distribution of ε* is obtained in most of the
bins of transverse energy. It is well known [6] that the calorimetric measure-
ment is not perfect, and the incomplete detection induces an uncertainty of
the order 10% on ε*. However from Fig. 5 it is clear that this uncertainty does
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Fig. 5. Calorimetric ε* distribution in the six bins of transverse energy Et12, indicated
in the panels as intervals.
not affect the width of the distributions. The sorting in Et12 bins cannot be
therefore considered as a microcanonical selection, where no bimodality would
be expected a priori.
The charge of the heaviest fragment Z1 is plotted in Fig. 6 for the six different
transverse energy bins. We can note some indication of bimodality since the
largest fragment size, peaked around Z1 ≈ 70 up to the fourth bin, shows a
maximum around Z1 ≈ 30 in the sixth bin, passing through a configuration
(fifth bin) where a minimum in the probability appears to be associated to the
intermediate patterns, even if admittedly the statistics should be improved.
Such a behavior agrees with previous findings for peripheral Xe + Sn and Au
+ Au collisions [28], and with the expectations from a phase transition. We
have already mentioned that the considered sorting corresponds to an impact
parameter selection. Fig. 6 then shows that the two different decay patterns
are associated to the same initial condition for the collision [34].
In Fig. 7 the most probable value of Z1 is shown, together with the variance
and the skewness γ1 of Z1 distribution, as a function of the transverse energy.
The skewness is defined as γ1 = µ3/σ
3
1 where µ3 is the third moment about
the mean and σ1 is the standard deviation. The jump in the most probable
value of Z1 corresponds to a maximum in the variance and a change of sign in
the skewness (dashed line in Fig. 7). The detailed shape of the distributions
shown in Figs. 5 and 6 obviously depends on the (largely arbitrary) width of
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Fig. 6. Distribution of the Z1 variable in the different transverse energy bins. The
intervals of the transverse energy are indicated in the panels. When not visible,
error bars are smaller than the size of the points.
the transverse energy bins, as well as on the choice of the sorting variable.
The sudden change of the skewness of the distribution, passing through a
configuration of maximal fluctuations, is however independent of these choices.
3.3 Towards a canonical sorting
The use of a transverse energy sorting has allowed us to directly compare to
the previously analyses presented in the literature [28]. However, as already
discussed, such a sorting cannot be interpreted as a canonical sorting. In-
deed the absence of an explicit microcanonical constraint as shown in Fig. 5
does not guarantee that the energy fluctuations are large enough to allow an
unbiased exploration of the two phases. To cope with this problem, it has
recently been proposed in Ref. [40] to consider the whole set of experimental
events reweighting them by the excitation energy distribution. This reweight-
ing procedure produces a statistical ensemble which is intermediate between
the microcanonical and the canonical ensemble. It is shown in Ref. [40] that,
within simple models, the convexity of the order parameter distribution in
this experimentally accessible statistical ensemble can be associated to the
convexity of the underlying entropy.
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Fig. 7. Evolution with Et12 of the most probable value of Z1 (upper panel), the
variance σ21 (middle panel) and the skewness γ1 of the distribution (lower panel).
The full lines are drawn to guide the eye. In this figure also the seventh bin of the
transverse energy is shown, despite of the low statistics. When not visible, error
bars are smaller than the size of the points.
This simple procedure allows to get rid of the trivial entrance channel impact
parameter geometry that naturally favors the lower part of the excitation
energy distribution. To produce a flat excitation energy distribution we have
therefore reweighted the Z1 yields in each ε* bin with a factor proportional to
the inverse of the bin statistics. The results are given in Fig 8, which shows
the distribution of the largest cluster charge and a bi-dimensional plot of the
largest cluster charge vs. the excitation energy for the reweighted distribution.
A bimodal behavior of the largest charge clearly emerges. As we have already
mentioned, a first order phase transition should imply a non zero latent heat,
meaning that the two ”phases” observed at the same ”temperature” should
be associated to different excitation energies. We can see in the right panel
of Fig. 8 that indeed the two decay modes observed in the Z1 distribution
correspond to different values of the calorimetric excitation energy: the cut
Z1 ≈ 50 that roughly identifies the two bumps (see Fig. 3) succeeds in splitting
the energy distributions into two separate components. The lower (higher)
Z1 component roughly corresponds to a deposited energy higher (lower) than
∼ 3.5 AMeV. Also shown in Fig. 8 is the effect of the condition on the velocity
of the largest fragment on the bimodal distribution. Clearly this condition
cuts the events on the high energy side, but does not affect at all the bimodal
distribution.
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If we interpret the two Z1 bumps as two coexisting phases, it would be tempt-
ing to estimate the latent heat of the transition from the energy distance
between the two peaks. The ”liquid” peak points to an excitation energy
ε1*≈ 2 AMeV which nicely agrees with the indication of the fluctuation mea-
surement shown in the right part of the Fig. 2. The ”vapor” contribution
peaks at ε2*≈ 5.5 AMeV, a slightly lower value compared to the location of
the second divergence in the fluctuation analysis. This discrepancy may be
due to the intrinsic limitations of the reweighting procedure, that does not
allow sufficient energy fluctuations as compared to a physical heat bath [40];
it may also point to an incomplete exploration of the high energy phase space
in our data sample, that cuts the distributions on the high energy side. From
the temperature estimations obtained for this data set [12], the ”liquid” peak
is associated to Tℓ = 4 ± 0.5 MeV, while the vapor contribution corresponds
to Tv = 4.7 ± 0.5 MeV. This result is consistent with the expectations from
a first order phase transition smoothed by finite size effects.
To summarize, the results of Fig. 8 suggest that the observed sudden change
from evaporation to multifragmentation is the finite size precursor of a first
order phase transition. Higher statistics samples obtained with collisions at
higher beam energy could allow to be quantitatively more conclusive about
the compatibility between fluctuations and bimodality [38]. In addition a de-
tailed study of the convexity properties of the distributions would be very
welcome [40,41].
Fig. 8. (Color online) Left panel: distribution of Z1 for a reweighted excitation
energy distribution (open circles). The full points are obtained in the case of con-
straint on the velocity of the largest fragment. The lines are drawn to guide the eye.
Right panel: bi-dimensional plot of Z1 vs. the excitation energy distribution for the
re-weighted distribution
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4 Conclusions
In this paper we have presented a new analysis of the 35 AMeV quasi-projectile
Au+Au data collected with the Multics-Miniball apparatus, studying the dis-
tributions of the largest cluster charge emitted in the de-excitation of a con-
stant size quasi-projectile source within a large range of dissipated energy. An
evident transition from an evaporative to a multifragmentation pattern has
been observed. Once the trivial entrance channel effect of the impact parame-
ter has been removed by reweighting the Z1 distribution by the statistics of the
excitation energy distribution, a bimodal behavior emerges. Such a behavior
supports the interpretation of this ”discontinuity” of the de-excitation mode
as the finite system counterpart of a first order phase transition.
As already pointed out, the bimodality signal per se cannot be considered a
clear signal of first order phase transition [33,34]. More data are needed in
order to study this signal also in central collisions [28]. Nevertheless our data
have shown a variety of different signals that are coherently pointing to a first
order liquid-gas-like phase transition. We recall the determination of thermo-
dynamically consistent critical exponents, both in a moment analysis [9] and
in an analysis ”a` la Fisher” [12], and the fluctuation peak in the partial energy
distribution, with a strength of fluctuations consistent with the existence of a
negative branch for the microcanonical heat capacity [6,13].
Finally we would like to stress that, besides some small differences due to the
different energy range, the trend of our data are consistent with the recent
findings [28,38] for a system of similar size at higher incident energies. More
quantitatively, the value of the higher Z1 bump found in Refs.[28,38] is fully
compatible with the one of this work. Conversely, the lower Z1 peak is found
in Ref.[28] at Z1 ≈ 15, which is a lower value than the one presented in
Fig.8. This is most probably an effect of the decreasing quasi-projectile average
source size with increasing dissipation, with a non negligible contribution of
matter stopped close to midrapidity [28]. Indeed if in this same Indra data-set
a constant source size is explicitly imposed in the data selection [38] (similarly
to our analysis, see Fig.2), a higher value Z1 ≈ 25 compatible with Fig.8 is
found.
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