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Abstract 
We give examples of measures admitting Chebyshev quadrature that have a singular behavior near one end point. In our 
main result we present such a measure on [0, 1] whose density behaves like t- l( logt) 2 as t --~ 0. These examples are 
derived from results of He and Saff (1994) on the zeros of Faber polynomials associated with an m-cusped hypocycloid. 
We also give a formula for the asymptotic distribution of these zeros. 
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1. In t roduct ion  
A probabil i ty measure # on [0, 1] admits Chebyshev quadrature if  for every n, there exist nodes 
t l , t2, . . . , tn in [0, 1] such that the equality 
f - l~p( t ; )  p(t) d/~(t) --- n j=l 
holds for every polynomial  p o f  degree ~<n. The main example o f  such a measure is the arcsin 
distribution on [0, 1]: 
d/t0(t) = rc-l(t(1 - t))-l/2dt. 
The first other examples were given by Ul lman [9] 
1 - b + 2bt 1 1 d~0(t), -~  < b < ~. 
(1 --  b)  2 + 4bt  
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Later more examples were found, see the survey article [3] and the references given them. These 
examples are mainly of the form w(t)d#o(t) where w is a positive analytic function on [0, 1] and 
d/~0 is the arcsin distribution; however see also [2]. 
In this paper we show that certain measures with a very singular behavior at t=0 admit Chebyshev 
quadrature. We present a sequence of measures #m, m = 2, 3,... that are absolutely continuous with 
respect o Lebesgue measure on [0, 1] with 
u' ( t )  = Cmt-'+'/"(1 +O(1)),  (t --+ 0), (1.1) 
where Cm is a positive constant. Each of these measures admits Chebyshev quadrature. Furthermore, 
these measures have a weak-star limit /.t that also admits Chebyshev quadrature. This measure is 
also absolutely continuous and 
#'(t) = t- ' ( logt)-2(1 +o(1)) ,  (t ---+ 0). (1.2) 
To obtain these measures we use the connection between Chebyshev quadrature and zeros of Faber 
polynomials, see Lemma 3, and a recent result of He and Saff [4] on the zeros of Faber polynomials 
associated with an m-cusped hypocycloid. We refer to [8] for the theory of Faber polynomials. 
In Section 2 we determine the asymptotic distribution of the zeros of the Faber polynomials 
associated with an m-cusped hypocycloid. The measure #m will be taken as a suitable transformation 
of this asymptotic zero distribution. In Section 3 we prove that it admits Chebyshev quadrature 
and that it satisfies (1.1). Then it easily follows that the limit measure /~ also admits Chebyshev 
quadrature. We prove in Section 4 that it satisfies (1.2). 
2. Faber polynomials associated with an m-cusped hypocycloid 
Let m~>2, write 7m := (m - 1 )m-1 /mm and let 
g(W) := W + ])m W-m+l, IW[ > 0, (2.1) 
A regular m-cusped hypocyloid is the image of the circle Iwl = (m-  1)/m under the mapping 9. 
This curve has m cusps located at the mth roots of unity. Note that our definition differs slightly 
from the definition in [4]. We found it more convenient to have the cusps exactly at the mth roots 
of unity. 
Let Hm be the closed region bounded by the m-cusped hypocycloid and let Zm be the regular 
m-star 
~-~m := { xO,)k [ O~x~ 1, k = 0, 1,. . . ,m -- 1}, (2.2) 
where co = exp(2rfi/m) is the primitive mth root of unity. Thus z~ m consists of the m segments 
joining the cusps with the origin. 
Let Fn be the Faber polynomial of degree n associated with Hm. The following result on the zeros 
of Fn was proved by He and Saff [4], see also [1]. 
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Theorem 1. For every n, the zeros of  Fn are situated on Sin. 
Denote by ~,n,~Z,n,.-. ,ft,,, the zeros of Fn, counted according to multiplicity. We say that the 
measure v" is the asymptotic zero distribution of the Faber polynomials if for every continuous 
function f on Sm, we have 
lim 1 j~ l f (~  j -  / ,~  n ,,) = f(~)dvm(~). 
From results of Kuijlaars and Saff [6] it follows that Vm exists and its support is equal to Sin. In 
addition, v,, is absolutely continuous with respect o Lebesgue measure on every line segment of z~ m 
and Vm has no point masses. In this section we determine the density of Vm on (0, 1). 
To that end we note that for z E C \ Sm, there is among the solutions of the equation 9(w) = z 
a unique w = f ( z )  having largest absolute value. In this way an analytic function f is defined on 
C \ 2;m which is an inverse of 9- For x C (0, 1), the equation w + ym w-m+l = X has two complex 
conjugated solutions having largest absolute value. We denote by Wo(X) the solution with positive 
imaginary part. Then it is easily seen that Wo(X) is analytic on (0, 1) and 
lim Wo(X) = 7~ m exp(~i/m). (2.3) 
x----~0 
We are now ready to formulate our result on the asymptotic zero distribution Vm. 
Theorem 2. The measure v,, is absolutely continuous on (0, 1) and 
v,(x) = l im ( 1_ ) ,  x E (0, 1), (2.4) 
x(m - 1) mwo(x) 
where Wo(X) is the solution of  9(w) = x havin9 largest absolute value and positive imaginary part. 
Proof. The Stieltjes transform of v" has the expression 
S(z) ~ f dvm(~) __ f'(z___)) (2.5) 
z - ~ f ( z ) "  
We apply the Stieltjes inversion formula (see e.g. [10, p. 250]) to obtain the density of Vm from 
S(z), 
V~m(X) = ___1 lim Im S(x + ie), x E (0, 1). (2.6) 
7~ e---+0 
From the relation f ( z )  m - z f ( z )  m-1 + 7,. = 0 it is easy to obtain 
f ' ( z )  1 
f(z----ff- mf (z ) - z (m-1) '  zCC\Sm.  
Combining this with (2.5), (2.6) and the definition of Wo(X) we get (2.4). [] 
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Remark 1. From (2.3) and (2.4) we see that 
sin(n/m) sin(him)( m 
• t __  __  - -  1 ) -1+1/m.  hmvm(X ) = __  .1/m 
x----~O tt't l~ y m n 
(2.7) 
Hence Vm has a finite positive density at x = 0. 
' For m 2, we Remark 2. For m = 2 and m = 3 one can find more explicit expressions for Ym" 
have $2 = [ -1 ,  1] and v'2(x ) = n-l(1 -x2)  -1/2, the arcsin distribution on [ -1 ,  1]. 
For m = 3 one can use Cardano's formulas to solve the equation w + 73w -2 = x explicitly• The 
resulting density from (2.4) is 
v~(x) = X/~(1 - -  x3) -1 /2 ( (1  -~- (1 - -  x3)1/2) 1/3 q- (1 -- (1 - -  x3)1/2)1/3). 
4n 
Remark 3. For future use we note that He and Saff [4, Theorem 4.1 ] gave the power series expansion 
of S(z) around oo, 
S(z) k - -  , Izl > 1. 
k=0 
This implies that the moments of  Vm are given by 
fz tdvm(Z)  k 7m if l = kin, (2 .8 )  
0 i f l~0  (modm).  
3. The measures #m 
From the symmetry of Hm it follows that mVm is a probability measure on [0, 1] and that, see 
(2.8), 
/0 m x kmdvm(x)= k ~m, k=O,  1,2, . . . .  
We make the substitution x m = t to obtain 
for some probability measure #m on [0, 1]. Clearly, /~m is absolutely continuous on (0, 1 ) and 
= t - '+ ' /mv ' ( t ' /m) .  
(3.1) 
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Because of (2.7) it is clear that #m satisfies (1.1) with 
Cm - sin(rc/m) (m - 1) -l+l/m. 
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For m = 3, we have the following explicit expression (cf. Remark 2): 
12;(t) ~- -~3 t-2/3(1 -- t ) - ' /2((1 -'}- ~)1 /3  _~_ (1 -- lX/J-'~t~ t)l/3). 
In order to prove that the measures #m admit Chebyshev quadrature we need the following lemma, 
whose proof can be found in [5]. 
Lemma 3. Let K be a compact set in C whose complement in C is simply connected Let vx be 
the equilibrium measure of  K. Let n E ~ and let ~i, (2 . . . . .  (n be the zeros of  the Faber polynomial 
of  deyree n associated with K. Then 
p( ( )dvx( ( )  = n j=l 
for every polynomial p of degree <~n. 
Proposition 4. For every m, the measure 12 m admits Chebyshev quadrature. 
Proof. We first note that the balayage of Ym onto the boundary of Hm is equal to vn,,,, the equilibrium 
distribution of Hm, see [4, Theorem 4.1]. Thus for every N, we have in view of Lemma 3, 
p(()  dvm(() = p(()  dVH,,,(() = ~ Z P((j,N) (3.2) 
j=l 
for every polynomial p of degree ~<N. Here (l,U, (2,U,..., (N,N are the zeros of FN. 
Let n E N and N = nm. Note that FN(O) ¢ 0 and FN(1) ¢ 0 [4, Propositions 2.2 and 2.4]. From 
the symmetry of Hm it follows that Fx(coz) = Fu(z) where co = exp(27ti/m) is the primitive mth root 
of unity [4, Proposition 2.1]. Thus together with a zero ( we also have the zeros co(, co2(,..., corn-l(. 
It then follows from Theorem 1 that FN has n zeros in (0, 1), say (1, (2,-.., (, and that all zeros of 
FN are given by e/(k, j = 0, . . . ,m - 1, k = 1,...,n. 
Then it follows from (3.2) that for l = 0, 1,...,n, 
1 t l d]~m(t) = (Ira dvm(~) = ~ ~ ~-~(coj~k)/m = _1 V" (lm 
nZ. . . ,k"  j=O k-1 k=l 
Let tk := (~', k = 1,.. 
/o ' ~ tt d/~m(t) = n 
for every l = O,...,n. 
., n. Then the tk are in (0, 1) and 
n 
k=l 
Hence ~m admits Chebyshev quadrature. [] 
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4. The measure # 
It is easy to compute (recall 7m = (m-  1)m--l/mm) 
Jim 
Then it follows from (3.1) that the measures #m have a weak-star limit # with moments 
fo kke-k it kd#( t ) -  k! (4.1) 
Proposition 5. The measure p admits Chebyshev quadrature. 
Proof. This follows from Proposition 4 and a straightforward limiting argument. [] 
Theorem 6. The measure # has no point masses. It is absolutely continuous with respect to 
Lebesgue measure on (0, 1) and 
p'(t) = t - l ( logt) -2(1 +o(1) ) ,  (t ---* 0). (4.2) 
Proof. From (4.1) we see that the Stieltjes transform of  # is 
fo' - -~k%--~.kz k " S(z) = d#(t) - -  Izl > 1. (4.3) 
z - t k=0 
To be able to apply the Stieltjes inversion formula we need to determine the analytic continuation 
of  the last series to C \ [0, 1]. 
We will need the function z = ye 1-y on the set 
f2 :={y~Cl [argy[  > [ Imyl}tA[0,1),  
with argy E ( -n ,  rt]. It is easy to see that f2 is an open set in the complex y-plane and that 
z = ye I-y is a one-to-one mapping from f2 onto C \ [1,oo). Let ~(z), z E C \ [1,cx~) de- 
note the inverse mapping. A formula of Euler gives the power series of  ~p(z) around z = 0, see 
[7, p. 348], 
kk-~e-k 
~/(z) = ~ k! Zk' [z[ < 1. (4.4) 
k=l  
Thus from (4.3) and (4.4) it follows that 
1 d S(z) - z c \ [0 ,1 ] .  
z dz 
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Then the Stieltjes inversion formula, see [10, p. 250] gives for 0 < a < b < 1, 
#([a, b]) -- - -n lim~0jal tmS(x + ie)dx = -n~li~mn0ja f Im dx ~1 dx 
1 
= - l im Jim ~9(a -1 + ie) - Im ~9(b-' + ie)]. 
7~ e---~0 
We will write x+ for x > 1 on the upper side of the cut [1, ~) .  Then 
#([a, b])---- nl Jim ~b(a-' +)  - am ~(b- '  +)] . (4.5) 
Since Imp(a - l+)  ~ n as a ~ 0 and Imp(b- l+)  ~ 0 as b ~ 1, we see from (4.5) that 
lira #([a,b])---- 1 
a---*O,b--+l 
and therefore # has no point masses in 0 and 1. It also follows from (4.5) that # is absolutely 
continuous with respect to Lebesgue measure on (0, 1 ) with 
#'(t) = n~Im~' ( t - l+) ,  t C (0,1). (4.6) 
Next we introduce a parametrization of the boundary of ~2 as follows. A point y on the boundary 
of (2 satisfies arg y = Im y with -n  < arg y < n. We write arg y = n - ~, 0 < ~ < 2n, so that 
Y=Y(~) - -  sin~ exp(- i~) ,  0 < ~ < 2n. 
Here it is understood that y(n)  -- 1. We also write 
x(~) - -y (~)e  1-y~, 0 < ~ < n. 
(4.7) 
(4.8) 
As ~ increases from 0 to n then x(~) decreases from +~ to 1. Let x ~-+ A(x), (1,cx~) --~ (0,n) 
denote the inverse mapping. 
Now it is clear that ~9(x(~)+) = y(~) and therefore Im ~(x(~)+)  =- Im y(~) = n -~.  Differentiation 
with respect o ~ gives 
1 
Im~' (x (~)+) - -  - A'(x(ct)), 0 < ~ < n. 
x'(~) 
Comparing this with (4.6) we obtain 
# ' ( t ) -  12A'( t -1 ), t E (0,1). (4.9) 
So we need to determine the asymptotic behavior of A'(x) as x --~ ~.  
To that end we observe that (4.7) implies 
Rey(~)  = - (n -  ~)cot~ ---- n(1 + O(~)), (~ --~ 0), (4.10) 
Rey ' (~)  ---- cot~ + -- ~(1  + O(~)), (~ --~ 0) (4.11) 
sin 2 
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and 
- -  - - - -  ( l+O(c0) ,  (~--+0). [Y(~)[ sin a 
Thus by (4.8), (4.10) and (4.12) 
x(~) = ,y(~)[ exp(1 - Rey(~)) = rt exp(1 + ~  ~) (1+ O(~)). 
Inverting (4.13) we get 
A(x)  = x (1 +o(1)),  (x---* cx~). 
logx 
Differentiating (4.8) we obtain 
x ' (~)  : y ' (cQ(y(~)  -1 - 1)x(~). 
From (4.7) it easily follows that y(~)-~ - 
Im y'(~) : -1 )  
y'(a) = ~2(1 + O(~)). 
Thus 
7~ 
= + 0) .  
Finally, we use (4.14) and (4.15) to obtain 
1 A2(x) 
A' (x )  . . . .  (1 +o(1)),  (x ~ c~) 
x ' (A(x ) )  xx  
TC 
=-x( logx)2(1 + o(1)), (x ~ e~). 
Combining this with (4.9) we arrive at (4.2). This completes the proof. 
(4.12) 
(cz --~ 0). (4.13) 
(4.]4) 
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