Our visual memory percepts of whether we have encountered specific objects or scenes before 8 are hypothesized to manifest as decrements in neural responses in inferotemporal cortex (IT) 9 with stimulus repetition. To evaluate this proposal, we recorded IT neural responses as two 10 monkeys performed a single-exposure visual memory task designed to measure the rates of 11 forgetting with time. We found that a weighted linear read-out of IT was a better predictor of the 12 monkeys' forgetting rates and reaction time patterns than a strict instantiation of the repetition 13 suppression hypothesis, expressed as a total spike count scheme. Behavioral predictions could 14 be attributed to visual memory signals that were reflected as repetition suppression and were 15 intermingled with visual selectivity, but only when combined across the most sensitive neurons. 16 17
Introduction

19
The everyday act of viewing the things around us leaves us with memories of the things that we 20 have encountered. Under the right conditions, this type of "visual recognition memory" can be 21 quite remarkable. For example, after viewing thousands of images, each only once and only for 22 a few seconds, we can determine with high accuracy the specific images that we have viewed 23 (Brady et al., 2008; Standing, 1973) . Additionally, we can remember not just the objects that 24
we've seen, but also the specific configurations and contexts we saw them in (Brady et al., 25 2008), suggesting that our brains store these memories with considerable visual detail. Where 26 and how are visual memories stored and where and how is the percept of visual memory 27 signaled? 28 29
One candidate mechanism for signaling visual memory percepts is the adaptation-like response 30 reduction that occurs in high-level visual brain areas with stimulus repetition, known as 31 "repetition suppression" (Fahy et al., 1993; Li et al., 1993; Miller and Desimone, 1994; Riches et 32 al., 1991; Xiang and Brown, 1998) . Consistent with that proposal, individual viewings of a novel 33 image produce response reductions in inferotemporal cortex (IT) that can last tens of minutes to 34 hours (Fahy et al., 1993; Xiang and Brown, 1998 representation in which visual information is reflected by the population vector angle (Fig 1) . If it 40
were the case that visual recognition memories were reflected by changes in the total numbers 41 of spikes or equivalently population response vector length, this could minimize interference 42 when superimposing visual memories and visual identity representations within the same 43 network (Fig 1) . 44 45 While attractive, there are also reasons to question whether visual memory percepts manifest 46 purely as repetition suppression in IT cortex. For example, following many repeated image 47 exposures (e.g. hundreds to thousands), IT neurons exhibit tuning sharpening (Anderson et al., 48 2008; Freedman et al., 2006) , and a subset of neurons reflect tuning peak enhancement (Lim et 49 al., 2015; Woloszyn and Sheinberg, 2012) , and these changes could happen during single-50 exposure memory as well. Similarly, in the case of highly familiar images, neurons in a brain 51 area that lie beyond IT, perirhinal cortex, are reported to signal familiarity with increases (as 52 opposed to decreases) in firing rate (Tamura et al., 2017) and highly familiar faces produce 53 larger perirhinal fMRI BOLD responses as compared to faces that are unfamiliar (Landi and 54 Freiwald, 2017 To evaluate the hypothesis that repetition suppression in IT accounts for familiarity judgments 68 during a visual memory task, we trained two monkeys to view images and report whether they 69 were novel (had never been seen before) or were familiar (had been seen exactly once), across 70 a range of delays between novel and familiar presentations. To explore the IT representation of 71 visual memory on both correct and error trials, we parameterized the task such that visual 72 memories were remembered over a timescale of minutes within experimental sessions that 73 lasted approximately one hour. We found that while both monkeys displayed characteristic 74 forgetting functions and reaction time patterns, these behavioral patterns were not well-75 predicted by a spike count decoder that embodied the strictest interpretation of the repetition 76 suppression hypothesis. These behavioral patterns were better accounted for by a linear read-77 out that weighted each neuron proportional to the amount of visual memory information reflected 78 in its responses. 79 80
Results
82
The single-exposure visual memory task: 83 84
While compelling, the robustness with which visual memories are stored also presents a 85 challenge to investigating their underlying neural correlates. Ideally, investigations of the neural 86 signals supporting a behavior are made in a context where a task is parametrically varied from 87 easy-to-challenging, and one can evaluate the degree to which behavioral sensitivities and 88 behavioral confusions are reflected in neural responses (Parker and Newsome, 1998) . 89 Following on visual recognition memory studies that demonstrate a relationship between the 90 time that images are viewed and how well they are remembered (Brady et al., 2009; Potter and 91 Levy, 1969), we increased task difficulty by reducing image viewing time from the 2-3 seconds 92 used in the classic human visual recognition memory studies to 400 ms. To titrate task difficulty 93 within this regime, we explored a range of delays between novel and repeated presentations. 94 95
In these experiments, two monkeys performed a task in which they viewed images and 96 indicated whether they were novel or familiar with an eye movement response. Monkeys 97 initiated each trial by fixating a point at the center of the screen, and this was followed by a brief 98 delay and then the presentation of an image (Fig 2a) . After 400 ms of fixating the image, a go 99 cue appeared, indicating that the monkeys were free to make their selection via a saccade to 100 one of two response targets (Fig 2a) . Correct responses were rewarded with juice. While the 101 first image presented in each session was always novel, the probability of subsequent images 102 being novel versus familiar quickly converged to 50%. Novel images were defined as those that 103 the monkeys had never viewed before (in the entire history of training and testing) whereas 104 familiar images were those that had been presented only once, and earlier in the same session. 105
A representative set of images can be found in between novel and familiar presentations (Fig 2b) were pseudorandomly selected from a 107 uniform distribution, in powers of two (n-back = 1, 2, 4, 8, 16, 32 and 64 trials corresponding to 108 mean delays of 4.5s, 9s, 18s, 36s, 1.2 min, 2.4 min, and 4.8 min, respectively). To prevent 109 confusion, we emphasize that our usage of the term "n-back" refers to the numbers of trials 110 between novel and familiar presentations, in contrast to the usage of this term in other studies 111 that required a same/different comparison between the current stimulus and a stimulus 112 presented a fixed number of trials back (e.g. 2-back) in a block design (e.g. Cornette et al., 113 2001). 114 115
The monkeys' performance on this task was systematic, as illustrated by smoothly declining 116 "forgetting functions", plotted as the proportion of trials that images were reported familiar as a 117 function of n-back (i.e. the number of trials between novel and familiar presentations; Fig 3a,c) . 118
When familiar images were immediately repeated (n-back = 1), both monkeys most often called 119 them familiar (proportion chose familiar = 0.98 and 0.94; Fig 3a,c) . Similarly, when images were 120 novel, monkeys were unlikely to call them familiar (proportion chose familiar = 0.13 and 0.07; 121
Fig 3a,c). Between these two extremes, the proportion of familiar reports systematically 122 decreased as a function of n-back (Fig 3a,c) . In monkey 1, performance at 32 and 64 back fell 123 below chance (32-back = 0.46, 64-back = 0.27, chance = 0.50), indicating that this animal most 124 often reported that familiar images repeated after these longer delays were novel (Fig 3a) . In 125 monkey 2, performance at 32 and 64 back remained above chance (32-back = 0.76, 64-back = 126 0.54), indicating higher performance in this animal as compared to monkey 1 (Fig 3c) . 127 128
We also analyzed reaction times for novel and familiar trials, parsed by correct and error trial 129 outcomes. Reaction times were measured relative to the onset of the go cue (which appeared 130 400 ms after stimulus onset). We found that mean reaction times on correctly reported familiar 131 trials systematically increased as a function of n-back, or equivalently, reaction times on correct 132 trials increased with increasing difficulty (Fig 3b,d red) . Conversely, reaction times on error trials 133 decreased as a function of n-back, or equivalently, reaction times on error trials decreased with 134 increasing difficulty (Fig 3b,d, cyan) . In both animals, this led to an x-shaped pattern in the mean 135 reaction times on familiar trials when plotted as a function of n-back. On novel trials, reaction 136 times mimicked the pattern observed for the low n-back familiar cases in that reaction times 137 were faster on correct as compared to error trials (Fig 3b,d) .
From what underlying process might these x-shaped reaction time patterns arise? As is the 140 case for nearly any task, behavioral performance can be thought of as the outcome of passing a 141 signal (in this case a memory signal) through a decision process. The x-shaped patterns that we 142 observed differ from the patterns reported for tasks that are well-accounted for by the standard 143 drift diffusion model (DDM) of decision making, such as the dot-motion-direction task (Gold and 144 Shadlen, 2007) . In agreement with standard DDM predictions, reaction times on correct trials 145 increased as task performance decreased (i.e. with n-back). However, reaction times on error 146 trials decreased with n-back whereas the standard DDM predicts that reaction times will be 147 matched on correct and error trials (and thus reaction times on error trials should increase with 148 n-back as well). While it is the case that extensions to this framework can predict reaction time 149
asymmetries (Ratcliff and McKoon, 2008) , additional parameters are required for it to do so, and 150 these additions make it less well-suited for the purposes of this study (focused on evaluating the 151 plausibility that IT visual memory signals can quantitatively account for visual memory behavior). 152
We have, however, determined that these x-shaped reaction time patterns can be captured by a 153 very simple, low-parameter extension to the signal detection theory framework, as proposed by 154 "strength theory" (Murdock, 1985; Norman and Wickelgren, 1969) . Like signal detection theory, 155 strength theory proposes that a noisy internal variable ("memory strength") is compared to a 156 criterion to determine whether an image is novel or familiar (Fig 4, left) . Strength theory also 157 predicts that during a visual memory task, reaction times will be inversely related to the distance 158 of this variable from the criterion, loosely analogous to a process in which increased certainty 159 produces faster responses (Fig 4, middle) . This leads to the qualitative prediction that when 160 images are repeated with short n-back, memories are strong, and this will produce reaction 161 times that are faster on correct as compared to error trials (Fig 4, red procedure for the best sized population (n=799 units). As expected, we found that the weighted 246 population response strengths were largest for novel images (Fig 6b, black) and were weakest 247 for familiar images presented as immediate repeats (Fig 6b, red) . Between these two extremes, 248
we observed a continuum of strengths loosely organized according by n-back (Fig 6b, rainbow) . 249
Finally, a neural prediction for the forgetting function was computed as the fraction of each 250 distribution that fell on the "familiar" side of the criterion differentiating novel versus familiar 251 predictions (Fig 6c) . This analysis revealed a high degree of alignment between the neural 252 prediction at each n-back and behavior, including high performance for familiar images 253 presented at low n-back, performance at mid-range n-back that fell off with a similar sensitivity, 254 and performance at the longest n-back (64) that fell below chance (Fig 6c) . Similarly, neural 255 predictions for novel images were well-aligned with the monkeys' behavioral reports (Fig 6c,  256 "N"). 257 258
To produce neural predictions for reaction times, we turned to strength theory (Fig 4) . degree to which these qualitative relationships quantitatively predict the monkeys' reaction 266 times, we examined the relationship between the proportions plotted in Fig 6d and the monkeys' 267 mean reaction times, and found it to be approximately linear (Fig 6e) . We thus fit a two 268 parameter linear function to convert the neural predictions of these proportions into reaction 269 times (Fig 6e, black line) . The resulting neural predictions were largely aligned with the 270 monkeys' mean reaction times (Fig 6f) , including increasing reaction times as a function of n-271 back on correctly reported familiar trials, decreasing reaction times as a function of n-back on 272 familiar trials in which the monkeys' made errors, and the characteristic x-shaped pattern. 273
Additionally, shorter mean reaction times for novel images on correct versus error trials were 274 largely well-predicted by the neural data. 275 276
One important step in the procedure, not detailed above, involved determining the appropriate 277 IT population size for making neural and behavioral comparisons. Because there really wasn't a 278 way to do this a priori, we applied a fitting approach in which we computed the mean squared 279 error (MSE) between the actual forgetting functions and their neural predictions at a range of 280 population sizes, including simulated extensions of our population up to sizes 50% larger than 281 the maximal size we recorded ( Fig. 6 -Supplementary Fig. 1 ). The existence of a minimum in 282 these plots follows from the fact that they depict the error between the neural prediction and the 283 behavioral forgetting function (as opposed to overall neural population d' for this task, which 284 continued to increase with increasing population size; Fig 6h) . When too few units were included 285 in the population, neural d' was too low and high performance at low n-back was 286 underestimated (Fig 6g, left inset) . In contrast, when too many units were included in the 287 population, neural population d' was too high and performance at low n-back was over-saturated 288 (Fig 6g, right inset) . Additionally, for populations that were too large, performance fell off with n-289 back with a slope that was too steep. Of interest was the question of whether a global alignment 290 of behavioral and neural sensitivity produced an accurate neural prediction of the shape for 291 forgetting function with n-back. In the case of the FLD applied to the pooled data, the best 292 population size fell near the maximal size of the total number of units that we recorded (n=799, 293 Fig 6g, red dot) . The analyses presented thus far were computed based on spike count windows 294 150-400 ms following stimulus onset. A complementary plot illustrates how the position of the 295 spike count window relative to stimulus onset impacted the best MSE (across all population 296 sizes) for spike count windows 150 ms wide (Fig 6i) . Consistent with the arrival of a visual 297 memory signal that is delayed relative to onset but remains relatively constant thereafter, error 298 was high for windows that began earlier than 150 ms following stimulus onset and then 299 saturated. This suggests that the 150-400 ms position of the spike count window used to 300 analyze the data throughout this report was a reasonable selection. 301 302
As a final step for our procedure, we determined a measure of prediction quality for both the 303 forgetting function and reaction time patterns. Our measure benchmarked the MSE between the 304 behavioral patterns and neural predictions by the worst-possible fit given that our procedure 305 involves a global alignment of behavioral and neural data (Fig 6g) . The upper bound of our 306 measure, 100% 'prediction quality' (PQ), reflects a neural prediction that perfectly replicates the 307 behavioral data. The lower bound (0% PQ) was computed as the MSE between the actual 308 behavioral function and a predicted forgetting function that took the shape of a step, matched for 309 global performance (percent correct across all conditions; Fig 6c, f, dotted). The rationale behind 310 the step is that under a reasonable set of assumptions (i.e. that performance as a function of n-311 back should be continuous, have non-positive slope, and be centered around chance), a step 312 reflects the worst possible fit of the data. Finally, PQ was calculated as the fractional distance of 313 the MSE between these two benchmarks. In the case of the FLD applied to the pooled data, PQ 314 was 94% for the forgetting function and 86% for the reaction time data (Fig 6c,f) . We emphasize 315 that these numbers reflect the quality of generalized neural predictions to the behavioral reports, 316 as these neural predictions were not fit directly to the behavioral data in a manner not already 317 accounted for by the PQ measure. 318 319
A weighted linear read-out of IT more accurately predicted behavior than a total spike 320 count decoding scheme: 321 322
Our methods for determining predictions of the SCC decoder differed only in the algorithm used 323 to combine the spike counts across the population into a measure of memory strength (Fig 6b) . 324
In the case of the SCC, the weight applied to each unit was 1, and the training procedure 325 determined a single criterion value to parse the total population spike counts into novel versus 326 familiar predictions. The same cross-validated procedure used for the FLD was applied to the 327 SCC to determine distributions analogous to those depicted in Fig 6b. When applied to the data 328 pooled across the two monkeys, the best sized SCC decoded population was 559 units (Fig 7a) . 329
Additionally, we found that while the SCC was a better predictor of behavior than the FLD for 330 smaller sized populations (less than 400 neurons), the FLD was a better predictor of behavior 331 overall (Fig 7a) . Examination of a plot of overall population d' as a function of population size 332 (Fig 7b) reveals that the minimal error fell at the same population d' for both decoding schemes, 333 consistent with the notion that our procedure involved a global matching of overall performance 334 between the behavioral and neural data. The fact that the lowest MSE differed between the two 335 decoding schemes reflects differences in the shapes of the neural predictions following global 336 performance matching. decoder predicted that the monkey would report 64-back familiar images as familiar at a rate 352 lower than the false alarm rate for novel images, whereas the actual forgetting function reflected 353 a small amount of remembering after a 64-back delay (Fig 7e) . Similarly, in monkey 2, the SCC 354 predicted rate of remembering at 64-back under-predicted the actual rate reflected in the 355 behavior (Fig 7e) . In contrast, the FLD better predicted the behavior across all n-back in both 356 animals (Fig 7e) . Lower MSE for the FLD as compared to SCC translated into higher neural PQ 357 in each monkey ( was lower in monkey 2 as compared to monkey 1 (monkey 1 FLD PQ = 92%, monkey 2 FLD 361 PQ = 70%), this was not due to a lower MSE of the fits in monkey 2 (Fig 7c-d ) but rather due to 362 the fact that the forgetting function for monkey 2 better resembled the step benchmark for 363 computing PQ, thus reducing the PQ dynamic range (Fig 7 Supplementary Fig 1 a-b) . 364 365
Together, these results suggest that a weighted linear read-out was a better description of the 366 transformation between IT neural signals and single-exposure visual memory behavior than a 367 total spike count decoding scheme. 368 369 370
The single-unit correlates of the weighted linear decoding scheme:
The results presented above suggest that the SCC under-predicted memory strength as a 373 function of n-back whereas the FLD prediction was more accurate. At least two different 374 scenarios might lead to this result. First, it could be the case that visual memory may be 375 reflected as net repetition suppression in some units and net repetition enhancement in others 376
(across all n-back). In this scenario, the FLD would preserve both types of memory information 377 (by assigning positive and negative weights for enhancement and suppression, respectively), 378 whereas these two types of effects would cancel in a SCC decoding scheme, resulting in 379 information loss. Alternatively, it might be the case that the repetition suppression hypothesis is 380 approximately correct insofar as the IT units that carry visual memory signals systematically 381 reflect visual memory with net repetition suppression, however, repetition suppression may be 382 stronger at longer n-back for some units than others. In this scenario, better FLD behavioral 383 predictions would result from preferentially weighting the neurons with the strongest (by way of 384 longest lasting) visual memory signals. As described below, our results suggest that the latter 385 scenario is a better description of our data. 386 387
To distinguish between these two scenarios, we began by examining the distributions of unit d' 388 as a proxy for the FLD decoding weights. In both monkeys, the unit d' means were significantly 389 shifted toward positive values (Fig 8a-b Why did the FLD produce better behavioral predictions than the SCC (Fig 7a) ? To address this 420 question, we repeated the top-ranked analysis for the SCC. Specifically, we performed a cross-421 validated procedure in which units were ranked by their signed d' as described above for the 422 ranked FLD, but within the top-ranked units, spikes were summed to produce behavioral 423 predictions (Fig 8d) . One can envision this as a binary classifier where the top-ranked units 424 each receive a weight of 1 whereas the remaining units each receive a weight of 0. Surprisingly, 425 the ranked-SCC decoder also peaked at 400 units and performed nearly as well as the ranked-426 FLD (ranked SCC PQ for 400 units = 91%, Fig 8d; ranked FLD PQ for 400 units = 94%, Fig 8d) . 427 This suggests that within the subset of 50% top-ranked IT units, spikes could largely be 428 summed to make behavioral predictions. 429 430
What happens when the 50% bottom-ranked units are added to each type of decoder? Addition 431 of bottom-ranked units had no impact on the ranked-FLD (Fig 8c right, " All units"). This suggests 432 that the FLD largely disregards the lower 50% ranked units when making behavioral predictions. 433
In contrast, the introduction of the lower 50% ranked units detrimentally impacted ranked-SCC 434 behavioral predictions (ranked SCC PQ for best 50% of units = 91%; for all units = 76%; Fig 8d,  435 right). This is presumably because the SCC does not have a weighting scheme and was thus 436 forced to incorporate them. When parsed by the sign of d' for the lower-ranked units, addition of 437 lower-ranked, positive d' units reduced ranked-SCC behavioral predictions from 91% to 81%, 438 and further addition of negative d' units reduced behavioral predictions to 76% (Fig 8d, right) The general idea behind this analysis is to compare the best population size for our intact data 464 with a simulated version of our data in which visual memory signals have been kept intact but 465 visual selectivity has been removed. To perform this analysis, we began by creating a simulated 466
'replication' population designed to match the image selectivity, memory signal strength, and 467 grand mean spike count response for each unit we recorded, followed by the introduction of 468
Poisson trial variability (see Methods). This simulated population produced FLD behavioral 469 prediction error trajectories that were highly similar to the intact population, both when computed 470 with the regular FLD (Fig 9a, gray versus black) , as well as with the ranked-FLD (Fig 9b, gray  471 versus black), suggesting that the simulation was effective at capturing relevant aspects of the 472 raw data. Next, we created a simulated 'visual-modulation-removed' version of each unit in 473 which the memory signal strength (as a function of n-back) and the grand mean spike count 474 response (across all conditions) were preserved, but visual selectivity was removed (see 475 Methods). Conceptually, one can think about this simulation as creating a version of each unit 476 with pure selectivity for visual memory in the absence of visual modulation. The FLD behavioral 477 prediction error trajectory of the visual-modulation-removed population fell faster than the 478 replication population and took on approximately the same MSE as the intact population with 479 only 479 (as compared to 800) units for the regular FLD (Fig 9a, red) and only 159 (as 480 compared to 400) units for the ranked-FLD (Fig 9b, red) . These results suggest that visual 481 selectivity resulted in a substantial increase in the number of units required to account for 482 behavioral performance within the FLD decoding scheme. 483 484
In sum, at least two factors combined to determine that a large number of FLD decoded IT units 485 (~800) were required to accurately predict single-exposure behavioral performance. First, the 486 visual memory signals that combined to produce largely accurate behavioral predictions were 487 limited to ~50% of the IT population. Second, as a consequence of visual selectivity, the 488 presentation of an image only activated a subset of units, thus increasing the population size 489 required for robust neural performance that was capable of generalizing to new images. 490 491
Individual behavioral patterns were reflected in the IT neural data: 492 493
As a final, complementary set of analyses, we focused on the neural correlates of the 494 differences in behavioral patterns reflected between the two animals. From the results 495 presented above, we can infer that this is not a straightforward relationship: while the animal 496 that was better at the task (monkey 2 , Fig 3a,c) had stronger average repetition suppression 497 (Fig 5c-d) , fewer units were also required to account that animal's behavior (500 versus 800, Fig  498  7c-d) . This suggests that differences in behavioral performance between the two monkeys does 499 not simply reflect two populations that are matched in size but contain neurons whose visual 500 memory signals differ in average strength. For deeper insights into the differences between 501 animals, we performed an analysis in which we attempted to predict each monkey's behavioral 502 forgetting functions from the other monkey's neural data using the FLD decoder (Fig 10a-b) . For 503 both monkeys, the minimal error (as a function of population size) was lower when behavioral 504 and neural data came from the same monkey as compared to when they were mixed between 505 monkeys (Fig 10a-b , red versus black dots) and this translated to better PQ when behavioral 506 and neural data came from the same animal versus when they came from different animals (Fig  507  10c ). 508 509 Fig 10c illustrates the alignment of the behavioral forgetting functions and their neural 510 predictions, after subtracting the false alarm rate for novel images (similar to 7e), shown for the 511 cases in which behavioral and neural data came from the same animal and when they were 512 crossed. In the case of monkey 1, the neural prediction from the same animal largely captured 513 the pattern of forgetting with n-back, whereas the neural data from monkey 2 predict a shape 514 that was too flat. In other words, FLD applied to the neural data from monkey 2 predicted a 515 similar amount of forgetting across a wide range of n-back and this pattern was inconsistent with 516 the steeper fall-off in that same range reflected in the behavior of monkey 1 (Fig 10c, monkey 1  517 "Cross"). Similarly, the neural data collected from monkey 1 reflected a considerable amount of 518 forgetting at higher n-back, whereas the behavioral data from monkey 2 were more flat in this 519 range. This led to a discrepancy between the behavioral data and neural predictions when 520 aligned around the novel image prediction (Fig 10c, monkey 2 "Cross"). 521 522
While our study was limited to only two subjects and thus lacked the power to establish 523 individual differences, the better alignment of behavioral and neural data within subjects versus 524 across subjects is an effective demonstration that signal strength and population size cannot 525 simply be traded off to fit any possible behavioral function. and was largely untested at the resolution of individual neurons. We found that a strict 544 interpretation of the repetition suppression hypothesis in the form of counting the total numbers 545 of spikes across the IT population provided an incomplete account of single-exposure visual 546 memory behavior (Fig 7) , whereas a weighted linear read-out of IT provided reasonably 547 accurate predictions of the rates of forgetting as a function of time (Fig 6c, Fig 7e) , as well as 548 mean reaction time patterns (Fig 6f; Fig 7 Supp Fig 1) . Additionally, behavioral predictions could 549 be attributed to IT visual memory signals that were reflected as repetition suppression (Fig 8)  550 and were intermingled with visual selectivity (Fig 9) , but only when combined across the most 551 sensitive 50% of IT units (Fig 8c-d responses across large numbers of neurons result in an information loss that cannot fully be 594 recovered (e.g. via a multi-voxel pattern analysis). Another factor that may contribute to 595 differences between our results and those studies is a distinct difference in experimental design: 596 our study correlates repetition suppression and behavioral reports on the same trial, whereas 597 these studies correlate repetition suppression to a second viewing of an image with the 598 behavioral report about remembering during a third viewing. The rationale behind the fMRI 599 design is a desire to dissociate memory processes from the processes involved in decision 600 making and response execution. In our study, we were focused on evaluating the plausibility 601 that the signal supporting visual memory behavioral reports is reflected in IT cortex, as opposed 602 to the plausibility that memory signals are reflected in IT in the absence of a subject being 603 engaged in a memory task. The consistent (positive) sign of the linear weights recovered across 604 IT units suggests that our results cannot be accounted for by motor responses, as the task 605 required the monkeys to saccade to two different targets to report novel versus familiar 606 predictions and a motor account would require that all the IT neurons were tuned for the same 607 target (e.g. "upward" for monkey 1 and "downward" for monkey 2). Finally, differences between 608 our study and those reports could also arise from differences between species, analogous to the 609 differences reported between monkey IT and human LOC for changes in the representations of Our results suggest that visual memory signals are reflected as repetition suppression in the 614 majority of IT units and that reports of whether an image has been seen before can be predicted 615 by counting the numbers of spikes across the top half of the repetition suppressed IT 616 subpopulation (Fig 8e) . One question not addressed in our experiments is how this type of 617 decoding scheme could tease apart changes in total numbers of spikes due to stimulus 618 repetition from changes in spike numbers due to other variables, such as contrast, luminance, 619 object size, and potentially object identity (Chang and Tsao, 2017) . In principle, the brain could 620 address this by relying on neurons that are sensitive to visual memory but insensitive to these 621 other types of variables. Future work will be required to investigate these issues. 622 623 Analysis of our reaction time patterns parsed by trial outcome (correct/error) revealed a 624 characteristic x-shaped pattern (Fig 3) The single-exposure visual memory task: 679 680
All behavioral training and testing was performed using standard operant conditioning (juice 681 reward), head stabilization, and high-accuracy, infrared video eye tracking. Stimuli were 682 presented on an LCD monitor with an 85 Hz refresh rate using customized software 683 (http://mworks-project.org). 684 685
As an overview of the monkeys' task, each trial involved viewing one image for at least 400 ms 686 and indicating whether it was novel, (never seen before) or familiar (seen exactly once prior) 687
with an eye movement to one of two response targets. Images were never presented more than 688 twice (once as novel and then as familiar) during the entire training and testing period of the 689 experiment. Trials were initiated by the monkey fixating on a red square (0.25°) on the center of 690 a gray screen, within a square window of ±1.5°, followed by a 200 ms delay before a 4° stimulus 691 appeared. The monkeys had to maintain fixation of the stimulus for 400 ms, at which time the 692 red square turned green (go cue) and the monkey made a saccade to the target indicating that 693 the stimulus was novel or familiar. In monkey 1, response targets appeared at stimulus onset; in 694 monkey 2, response targets appeared at the time of the go cue. In both cases, targets were 695 positioned 8° above or below the stimulus. The association between the target (up vs. down) 696 and the report (novel vs. familiar) was swapped between the two animals. The image remained 697 on the screen until a fixation break was detected. 698 699
The images used in these experiments were collected via an automated procedure that 700 explored and downloaded images from the internet, and then scrubbed their metadata. The specific random sequence of images presented during each session was generated offline 708 before the start of the session. The primary goal in generating the sequence was to select trial 709 locations for novel images and their repeats with a uniform distribution of n-back (where n-back 710 = 1, 2, 4, 8, 16, 32 and 64). This was achieved by constructing a sequence slightly longer than 711 what was anticipated to be needed for the day, and by iteratively populating the sequence with 712 novel images and their repeats at positions selected from all the possibilities that remained 713 unfilled. Because the longest n-back locations (64) were the most difficult to fill, a fixed number 714 of those were inserted first, followed by systematically working through the insertion of the same 715 fixed number at each consecutively shorter n-back (32, 16 …). In the relatively rare cases that 716 the algorithm could not produce that fixed number at each n-back, it was restarted. The result 717 was a partially populated sequence in which 83% of the trials were occupied. Next, the 718 remaining 17% of trials were examined to determine whether they could be filled with 719 novel/familiar pairs from the list of n-back options (64, 32, 16-back …). For the very small 720 number of trials that remained after all possibilities had been extinguished (e.g. a 3-back 721 scenario), these were filled with 'off n-back' novel/familiar image pairs and these trials were 722 disregarded from later analyses. 723 724 "Forgetting functions" (Fig 3a,c and Fig 6c) were computed as the mean proportion of trials each 725 monkey selected the familiar target, across all trials and all sessions. Because behavioral 726 outcome is a binary variable, error was estimated by computing the mean performance trace for 727 each session, and then computing the 97.5% confidence interval as 2.2*standard error of those 728 traces. Mean reaction times (Fig 3b,d and Fig 6f) The activity of neurons in IT was recorded via a single recording chamber in each monkey. 735
Chamber placement was guided by anatomical magnetic resonance images in both monkeys. 736
The region of IT recorded was located on the ventral surface of the brain, over an area that 737 spanned 5 mm lateral to the anterior middle temporal sulcus and 14-17 mm anterior to the ear 738 canals. Recording sessions began after the monkeys were fully trained on the task and after the 739 depth and extent of IT was mapped within the recording chamber. Combined recording and 740 behavioral training sessions happened 4-5 times per week across a span of 5 weeks (monkey 741 1) and 4 weeks (monkey 2). Neural activity was recorded with 24-channel U-probes (Plexon,  742 Inc) with linearly arranged recording sites spaced with 100 µm intervals. Continuous, wideband 743 neural signals were amplified, digitized at 40 kHz and stored using the Grapevine Data 744
Acquisition System (Ripple, Inc.). Spike sorting was done manually offline (Plexon Offline 745 Sorter). At least one candidate unit was identified on each recording channel, and 2-3 units were 746 occasionally identified on the same channel. Spike sorting was performed blind to any 747 experimental conditions to avoid bias. A multi-channel recording session was included in the 748 analysis if: (1) the recording session was stable, quantified as the grand mean firing rate across 749 channels changing less than 2-fold across the session; (2) over 50% of neurons were visually 750 responsive (a loose criterion based on our previous experience in IT), assessed by a visual 751 inspection of rasters; and (3) the number of successfully completed novel/familiar pairs of trials 752 exceeded 100. In monkey 1, 21 sessions were recorded and 6 were removed (2 from each of 753 the 3 criterion). In monkey 2, 16 sessions were recorded and 4 were removed (1, 2 and 1 due to 754 criterion 1, 2 and 3, respectively). The sample size (number of successful sessions recorded) 755 was chosen to approximately match our previous work (Pagan et al., 2013 
Here ! ! are the means of the two classes (novel and familiar, respectively) and the mean 793 covariance matrix is calculated as: 794 795
where Σ ! and Σ ! are the covariance matrices of the two classes with the off-diagonal entries set 798 to zero. We set these terms to zero (as opposed to regularization) because we found that the 799 off-diagonal terms were very poorly estimated for our data set. Calculating FLD weights in this 800 manner is thus equivalent to weighting each unit by its d' alone (while ignoring any optimization 801 that considers correlated activity between units). 802 803
In the case of the regular FLD (e.g. Fig 6) , units were randomly selected for populations smaller 804 than the full population size recorded. In the case of the ranked-FLD (Fig 8c, 9b ), weights were 805 computed for each unit as described by Equation 2 and then ranked by sign (such that positive 806 weights were ranked higher than negative weights), and the top N units with the largest 807 magnitude weights were selected for different population size N. 808 809
Spike count classifier variants (SCC, ranked SCC): 810 811
For the SCC, the weight applied to each neuron was 1/N where N corresponded to the 812 population size under consideration. The criterion was then computed as described above for 813 the FLD. In the case of the regular SCC, units were randomly selected for populations smaller 814 than the full population size recorded. In the case of the ranked-SCC (Fig 9d) , weights were 815 computed for each unit and ranked as described for the ranked FLD, and the top N units with 816 the largest magnitude weights were selected for different population size N. 817 818
Cross-validated training and testing: 819 820
We applied the same, iterative cross-validated linear decoding procedure for each decoder. On 821 each iteration of the resampling procedure, the responses for each unit were randomly shuffled 822 within the set of matched n-back to ensure that artificial correlations (e.g. between the neurons 823 recorded in different sessions) were removed. Each iteration also involved setting aside the 824 responses to 2 randomly selected images at each n-back (presented as both novel and familiar, 825 for 4 trials in total) for testing classifier performance. The remaining trials were used to train one 826 of the four linear decoders to distinguish novel versus familiar images, where the novel and 827 familiar classes included the data corresponding to all n-backs and all trial outcomes. Memory 828 strength was measured as the dot product of the test data vectors and the weights w, 829 adjusted by b (Eq. 1). Histograms of these distributions for the FLD decoder are shown in Fig 6b  830 across 1000 resampling iterations. A neural prediction of the proportion of trials on which 831
"familiar" would be reported was computed as the proportion of each distribution that took on a 832 value less than the criterion (Fig 6c) . This process was repeated for a broad range of population 833 sizes and for each size, the mean squared error between the actual and predicted forgetting 834 functions were computed to determine the best sized population (e.g. Fig 6g) . 835 836
To compute predictions of reaction times on correct and error trials, we began by considering 837 the proportion of the distributions shown in Fig 6b predicted to be reported "correct" versus 838 "wrong", as a function of n-back, for both novel and familiar presentations (Fig 6d) . Examination 839 of these proportions plotted against the monkeys' reaction times that they map onto revealed a 840 linear relationship (Fig 6e) , which we fit with a line by minimizing mean squared error. The final 841 neural predictions for reaction times were produced by passing the predicted proportions for 842 correct and error trials through the resulting linear equation (Fig 6f) . 843 844 845
Estimating performance for larger-sized populations: 846 847
To estimate performance for larger sized populations than those we recorded, we computed 848 quantified how the mean and standard deviation of the distributions depicted in Fig 6b, Figure 1 a-b, right) . We modeled the 853 population response distributions at each n-back (Fig 6b) as Gaussian, and we estimated the 854 means and standard deviations of each distribution at different population sizes by extending 855 the trajectories computed from our data to estimates at larger population sizes ( 
where x corresponds to population size and the parameters a and b were fit to the data. 869 870
In the case of the FLD, the population mean was computed as a weighted sum and grew 871 linearly with population size (Figure 6 Supplementary Figure 1b, left) . We extended these 872 trajectories with a linear fit to the values computed from the data. In contrast, the trajectories 873 corresponding to the population standard deviations for each n-back grew in a nonlinear manner 874 ( Figure 6 Supplementary Figure 1b, right) , and we extend them by fitting the 2-parameter 875 function: 876 877
where x corresponds to population size and the parameters a and b were fit to the data. 880 881
For both the SCC and FLD decoders and their threshold variants, we computed behavioral 882 predictions for larger sized populations by replacing the histograms in Fig 6b with To measure the prediction quality of the neural predictions for both the forgetting function and 889 reaction time patterns, we developed a measure that benchmarked the MSE between the 890 behavioral patterns and neural predictions by the worst-possible fit given that our procedure 891 involves a global alignment of behavioral and neural data (Fig 6g) . The worst-possible fit was 892 computed as a step function, under the assumptions that performance as a function of n-back 893 should be continuous, have non-positive slope, and be centered around chance. For example, 894 the average proportion correct for the monkey's pooled behavioral forgetting function (Fig 6g)  895 was 84%, and the benchmark was thus assigned as 84% proportion chose familiar for every n-896 back, and 16% for the novel images. Prediction quality was computed as: 897 898
where !"#$%& and !"#$!!"#$ correspond to the MSE between the actual behavioral 901 forgetting function and the neural prediction or the benchmark, respectively. 902 903
To produce prediction quality estimates for reaction times (Fig 6f) , the benchmark forgetting 904 function was passed through the same procedure as the neural prediction to produce 905 benchmarked reaction time predictions (Fig 6f, dotted) . PQ was then computed as described in 906 equation 7. 907 908 909
910
Simulation to estimate the impact of visual selectivity on population size: 911 912
To estimate the impact of visual selectivity on population size (Fig 9c) , we compared FLD and 913 ranked-FLD behavioral prediction error trajectories (as a function of population size) for two 914 simulated versions of our data: one that 'replicated' each unit and another that corresponded to 915 'visual modulation removed' (Fig 9) . For these simulations, the strength of the visual memory 916 signal for each unit was measured at each n-back as the mean proportional change in the spike 917 count response for the same images presented as novel versus as familiar across all image 918 pairs, and visual memory modulation was modeled as multiplicative. In the case of the 919 'replicated' simulation, the novel and familiar responses to each image were determined by 920 considering the average response to that image when it was novel versus familiar, and adjusting 921 that quantity based on the proportional decrement computed for each n-back. For example, if 922 the proportional decrement at 1-back for a unit was 10% and the unit responded to one image 923 with an average (across the novel/familiar presentations) of 6 spikes, the replicated prediction 924
for the novel and familiar presentation would be 6.32 spikes and 5.69 spikes, respectively (for a 925 total difference of 0.63 spikes). If the same unit responded to a different image at 1-back with an 926 average of 3 spikes, the replicated prediction would be 3.16 spikes and 2.84 spikes for novel 927 and familiar images, respectively (for a total difference of 0.32 spikes). The process was 928 repeated for each image by applying the proportional decrement determined for the n-back at 929 which it was presented. These predictions were then converted into spike counts by applying 930
Poisson trial variability. As a verification that this simulation captured the relevant aspects of the 931 data, we compared its FLD behavioral prediction error trajectory to the error trajectory of the 932 intact data (Fig 9c, gray versus black) . 933 934
In the case of the 'visual modulation removed' simulation, the process was similar but instead of 935 considering the actual response of the unit to a particular image, visual memory modulation was 936 applied to the grand mean spike count across all images for that unit. A response prediction for 937 each image was determined by applying the proportional decrement determined for the n-back 938 at which it was presented around the grand mean spike count. These predictions were then 939 converted into spike counts by applying Poisson trial variability. 940 941 Unit d': 942 943
Unit d' was calculated, for each unit, as the difference in the mean responses to the set of 944 images presented as novel versus the set presented as familiar, divided by the average 945 standard deviation across the two sets (Fig 8a-b) . 946 947
Bootstrap statistical testing:
To determine the fraction of units that produced responses that differed between novel versus 950 familiar images or between the pre-stimulus and stimulus-evoked period, we computed p-values 951 to evaluate the statistical significance of the observed differences in the mean values via a 952 bootstrap procedure. On each iteration of the bootstrap, we randomly sampled the true values 953 from each population, with replacement, and we computed the difference between the means of 954 the two newly created populations. We computed the p value as the fraction of 1,000 iterations 955 on which the difference was flipped in sign relative to the actual difference between the means 956 of the full data set (Efron and Tibshirani, 1998) . 957 (A and B) , each presented as both novel and familiar, plotted as the spike count response of neuron 1 versus neuron 2. In this scenario, visual information (e.g. image or object identity) is reflected by the population response pattern, or equivalently, the angle that each population response vector points. In contrast, visual memory information is reflected by changes in population vector length (e.g. a multiplicative rescaling with stimulus repetition). Because visual memory does not impact vector angle in this hypothetical scenario, superimposing visual memories in this way would mitigate the impact of single-exposure plasticity on the underlying perceptual representation. In the case of short n-back, memory strength is high, the proportion correct is high, and the proportion wrong is low. In the case of long n-back, memory strength is low, the proportion correct is low and the proportion wrong is high. Middle: strength theory proposes an inverted relationship between proportion and mean reaction times, depicted here as linear. Right: passing the distributions on the left through the linear function in the middle produces an x-shaped reaction time pattern. To extrapolate neural predictions beyond the population sizes that we had recorded, we modeled the population response distributions at each n-back (Fig 6b) as Gaussian, and we estimated the means and standard deviations of each distribution at different population sizes by extending the trajectories computed from our data (solid lines) to estimates at larger population sizes (dotted lines). a) In the case of the SCC, the mean population response was computed as the grand mean spike count across the population, and consequently did not grow with population size. We thus extended these trajectories with a simple linear fit to the values computed from the data. Shown are the population means computed for the novel images (black), the familiar images parsed by n-back (cyan) and the mean that corresponds to the criterion placement (red). In contrast, the standard deviations of these trajectories decreased as a function of population size and to extend these trajectories, we fit a two-parameter function (see Methods). b) In the case of the FLD, the population mean was computed as a weighted sum and grew linearly with population size. We extended these trajectories with a simple linear fit to the values computed from the data. In contrast, the FLD population standard deviation trajectories grew in a nonlinear manner, and to extend these trajectories, we fit a two-parameter function (see Methods). Predictions of the forgetting functions, computed as described for Fig 6c, but for both the SCC and FLD decoders and applied to the data from each monkey. c-d) Predictions of reaction time patterns, computed as described for Fig 6f but for both the SCC and FLD decoders and applied to data from each monkey individually. To avoid clutter, the benchmark used to compute PQ is not shown. PQ: prediction quality. In both monkeys, the FLD predictions were generally well-aligned with reaction time patterns, including a x-shaped crossing point that corresponded to a higher n-back in the monkey that performed better at the task (monkey 2). 
