Abstract -This paper describes a method of routing in mobile ad hoc networks. The problem is exacerbated by the fact that the radio links between the nodes of the network are continually being made and broken. The method consists of using the known connections to construct a "map" of the network which is intended to reproduce the geographical layout of the network at any time. An algorithm is described which finds a route from one node to another by always anempting to move geographically closer to the destination at every hop. This produces nearly optimal performance with very short computation time. The signaling load on the system is quite low. The scaling properties of the system are investigated and it is found that the system is viable with nodes numbering in the hundreds.
INTRODUCTION
Mobile ad hoc networks consist of a collection of mobile nodes and the radio links between them. Each node acts as both a sourceldestination for messages and as a switching or routing node. There are no large scale switches or routers involved. In this paper. it will also be assumed that the network is flat, that is, there is no hierarchical structure: all nodes arc essentially equal.
The mobile nature of the nodes ensures that radio links will he continually made and broken. as nodes move into and out of each other's radio range. This places a significant challenge on the network, since routes are always being disrupted. even after a call has been set up. The faster the nodes are moving, and the more calls are in progress, the more this is a problem. However. the routing problem itself. may he much less demanding than it is in a fixed network. At any time. a route must be found from one node to only one other node. unlike the case o f a fixed network. where routes must be found from every edge node to every other edge node. This paper will address the problem of routing in a mobile ad hoc network. The approaches that have been explored in the literature may be classified in different ways. One classification is based on whether the routing scheme is "proactive" or "reactive".
In proactive schemes, the network is always precomputing the hest routes for every sourceidestination pair. This is standard in fixed networks. where such algorithms as Dijkstra's and Bcllman-Ford may be used to compute the optimal routes from a source node to all other nodes in the network. In a mobile ad hoc network, there are a number of serious difficulties with this approach. Firstly. it supplies the network with more information than it needs, since a route will be required from a source node to only one destination node at any time. So memory resources may he used for no good purpose. Secondly, the number of nodes is likely to run into the hundreds, and the time taken to run the Dijkstra algorithm becomes prohibitive with such numbers. And thirdly, links are always being made and broken in a mobile ad hoc network, necessitating continual updating of the configuration information to all nodes involved in route computation, and rendering the existing information out-ofdate and possibly misleading. These disadvantages have weighed heavily against proactivc schemes, cxcept in cases where there are few nodes. These schemes tend to require signiticant computation resources, but relatively little signaling bandwidth.
In reactive schemes. routes are generated, as they are needed. Since no preexisting route is available. there may be a signiticant response time to a request for a connection. The simplest of these consists of tlooding the network with search packets, which remember the route they have taken until finally. one or more search packets reach the destination. The route is then established and follows the best of the paths taken by the successful search packets. This requires very little computing power or memory, hut uses a great dsal of bandwidth.
Much recent work studies various hybrids of the two methods above. Schemes have hem advanced which USK some stored knowledge of the network, hut not the complete configuration, and using search packets. but directing them in a more efficient manner. A selection of approaches is briefly described below. hut more detail can be found in [I] .
Zone routing is a method that requires each node to have a detailed knowledge of the connections to nodes in its immediate vicinity. which is called its zone. For a node to set up a connection to another node. it tirst searches its own zone. If it fiddils to find the destination node. it must then send search packets out to the zones on the edge o f its own zone. A search then follows within each o f these zones. and the process continues until the destination i s found. This method is proactive within each zone, hut reactive between zones. Zone routing is discussed in 12. 3, 4.51. In 161 the authors propose two routing procedures which have similarities to zone routing. In hierarchical state routing. the members o f a tlat network are assigned to clusters. each of which has an elected node as its head. Among the cluster heads. the same procedure is carried out, until a virtual hierarchy has been formed. Routing proceeds by each cluster head examining the membership of its cluster for the required destination node. If it cannot tind it, it refers the matter to the cluster head above it. This proceeds until the destination node i s found, after which we go down the hierarchy of clusters to the destination. By the time this process i s over. the route has been generated.
The so-called "tisheye" state routing [6] is inspired by the image produced by the eye of a fish, which provides tine detail close to the focal point but less detail as we move away from it. Because each node only requires detailed information o f the region immediately adjacent to it, the amount of updating information i s much less than the requirements o f a fully proactive system.
In [7]
the authors use a subset of the network nodes, called the "core", to perform all routing calculations. Every node in the network is connected to at least one core node. and membership of the core changes as the configuration changes. Routes are generated by a broadcast which i s intended only for members of the core. Thus this method is a reactive method with a reduced number of nodes being used to tind destination nodes.
Similar in their approach are [SI which uses a "backbone" subnetwork for a11 signaling and 191 which uses a "spine" to propagate topology changes. This paper will approach the problem with the intention o f computing the routes with global knowledge of the network. A map of the network will be maintained. and to this extent. the method is proactive. However. a route will be computed only on demand, and this is typicdl o f reactive methods.
II. PROPOSED ROUTING PROCEDURE
It is proposed that all routing calculations be carried out with a11 the current available information on the configuration o f the network. In principle. there would be a single node that performed all these calculations. instantaneously, as required.
In practice, the computation burden will prove to be so great that it has to be shared among a number o f nodes that are designated for the task. Each o f these route-calculating nodes has a list o f every node in the network and all the nodes to which it is connected (via a radio link).
From this information. the calculation follows two distinct steps. The tirst step is to generate a map o f the area covered by the nodcs. The intention is for this map to resemble the actual geographical layout of the nodes as closely as possible. The second step i s to generate a path from the calling node to the receiving node. This step i s facilitated by the information, contained in the map; on the geographical positions ofthe two nodes concerned. and all the intermediate nodes.
CONSTRUCTION OF THE MAP
It is necessary to start with three nodes which all have radio contact with each other. In the new map. they will form an equilateral triangle with sides o f unit length. We will build the map out from this triangle by adding the other nodes in rings of steadily increasing radius. The radius o f each ring will be one unit greater than the radius o f the previous ring.
The map is constructed as follows.
1. Start with an arbitrary node, (say node I ) and look for a set of three nodes, which are connected to each other.
2.
Place these three nodes at,points (l/d3, 0). (-1Dd3, 0.5) and (-11243, -0.5) on a plane. These three points are the apexes o f an equilateral triangle with sides of unit length. These three nodes form the inner ring. 3. Each node, connected to all points on the previous ring, i s allocated a position at the origin. 4. We form a new ring as follows. Each new ring has a radius greater than the previous ring by one. Each node, connected to one point only on the previous ring. is allocated a position on the ncw ring. on the same radius (ray) as thr point to which it is connected. on the old ring.
5. Each node. connected to two points on the previous ring. is allocated a position on the new ring, halfway between the radii passing through the points to which it is connected. on the old ring.
6.
And so on for nodes connected to more nodes on the old ring.
7.
Return to 4. and continue until all nodes are located.
This produces a map in which all nodes are placed near to those to which they are connected. The orientation o f the map is arbitrary. Also. it placcs nodes at the same point if they have a radio connection to the same node(s) on the ring immediately inside them. Figure I (above) shows a set of 100 nodes distributed through a square of dimension 1000x1000 m2 and the radio links are shown for a range of 150 m. Two nodes are assumed to be in range if the distance between them is less than 150 m.
Figure I (below) shows the map produced by the procedure described above. Where nodes have been placed at the same point in the map, they have been moved a small distance in Figure I (below) so that there is more than one node visible at such points. It i s clear that the map produced by this procedure does not look a great deal like the original geographical map. However, it will be found to allow reasonably economical routing.
IV. ROUTING ALGORITHM
The routing procedure may begin once the map has been produced. The algorithm is designed so that at each step, it moves as close as possible to the destination node. After every hop. it looks at the positions o f all the unused nodes connected to the latest node in the path. It chooses the node closest to the destination. I f it becomes "cliff-hound", it backtracks and starts looking again. It does not consider nodes, which it has already tried and rejected. The algorithm proceeds as follows. I. A starting and a finishing node are specified. The path is started from the starting node. The "current node" is the starting node to begin. 2. All the nodes connected to the current node are tested for closeness to the finishing node, and the closest one is chosen to be the new "current node". It is added to the route. The new "current node" i s also flagged as having been used. and i s ineligible for consideration at a later stage of the routing process.
3.
If no node is eligible, then the currcnt node is removed from the route and the algorithm backtracks by going back to the previous node in the route, and this becomes the new "current node". 4. Return to 2. until we reach the destination. or there arc no more eligible nodes connected to the "current node"
This algorithm is not guaranteed to find the route with the smallrst number o f hops, but it will always find a route if one exists. It is, o f course. possible that a mobile ad hoc network may not have a route between two particular nodes. In this case. the algorithm finishes on the staning node. having exhausted all possibilities. 
V. PERFORMANCE OF ALGORITHM
The most important factors atkcting the performance o f the routing algorithm are the number of nodes in the network. the arra covered by the netw~ork and the radio range. In general. it is more difficult to find a route through a network if the area covered is large. and if the radio range i s small. If the area is densely populated with nodes, then this makes it easier to find routes through the network. As the area increases, and the range decreases. we may expect the number o f hops to increase.
Figure I. Radio Connections and Routes Spatial Distribution o f Nodes (abuvc) Reconstructed Map (below)
If this is taken too far, then the network may break up into separate "islands". and then it is not possible to tind routes between nodes kICdted in different islands. If the area is relatively small and the range relatively large. then it becomes a much easier task to find a route, and the number of hops becomes much smaller. and the route may frequently consist of a single hop.
Our interest will lie between these two extremes. where the network is more or less free of islands. hut several hops are necessary to connect most pairs of nodes.
The performance of the algorithm will be measured by the number of hops required to connect two nodes. compared to the minimum possible number of hops. as computed by Dijbtra's algorithm. It will also be measured by the number of floating point operations (FLOPs), and the computation time required to generate the map and to compute the route.
Since the routing algorithm is not guaranteed to find the route with the lowest number of hops. it is worthwhile to inquire whether the same algorithm might find a better route by starting from the other end. This has the advantage of offering two routes, one of which will quite likely involve a lower number of hops than the other. However. it has the disadvantage that it will double the computation time, on the average.
The tables below show the results of running a series of simulations for an ad hoc network with the number of nodes increasing geometrically from ten to one thousand. In all cases, the radio range was set to 150 m and the area covered by the network was set to the number of nodes times 10,000 square metres. The area was made up of a square of appropriate dimensions. and the nodes were scattered through the area with uniform probability of occurring at any particular location. Every simulation consisted of (a) generation of the map as used by the route computing nodes, (b) generation of a route between two randomly selected nodes, in both directions, using the map from (a). (c) generation of a route between the same two nodes, in both directions, using the accurately known position of all nodes, and (d) generation of the routr with the fewest hops, using the Dijkstra algorithm.
The tests were run 50 times and the averages were taken. Table I gives the average number of hops found in the various paths. Table 2 gives the computation time as reported by the Matlab program suite. using a desk-top computer with a Pentium processor running at a clo peed of350 MHr. Table  3 gives the corresponding number of FLOPs. 
__
Two conclusions can he drawn from these results. Firstly. whether the new algorithm is applied using the map generated internally or an accurate map, there is a significant improvement when it is used in both directions. Secondly, there is very little difference between the number of hops generated using the new algorithm in both directions and an accurate map. and the number of hops in an optimum path. So the new algorithm produces paths which are close to optimum. if it has an accurate map. However, the performance deteriorates significantly when the map used is the one generated internally from the information available on the connections. This suggests that there is more improvement to be gained by improving the map. rather than by improving the route finding algorithm.
The computation time. required to generate the map, is proportional to NI", and the number of FLOPs is proportional to N'". The computation time. required to find a route using the internally generated map. is proportional to NO9'. and the number of FLOPs is proportional to N"' . And to kind a route using an accurate map. the corresponding functions are No'' and N"' . Again, there is a significant advantage available if it is possible to use an accurate map.
Although it is not intended to propose the use of the Dijkstra algorithm here, it is interesting to note that the computation time is proportional to and the number of FLOPs is proportional to N " ' . The Dijkstra algorithm is much more powerful than what is needed here, computing the optimal route from the source node to all other nodes. whereas we only need to find a route to one other node. It also requires much more computation time. to N"'. Under these conditions. the scaling improves. so that the computation time to find a route using the internally generated map now scales with NO8, and the number o f FLOPs is also proportional to NO8. To kind a route using an accurate map; the scaling functions are NO6' and NO". The scaling is similar, but where there is a ditTerence. it i s found that the scaling properties are improved when the network is distributed over the smaller area. The time taken to compute the routes depends on the length of the route, but also the likelihood of backtracking. This is clearly greater when the area is more sparsely populated with active nodes. Using the internal map, the computation time is equal to 0.00022*N0 '' when the large area is used, and it is equal to 0.000Z5*NoBo when the area is halved. Using the accurate map, the computation times are 0.00025*N O m and 0.00036*N 06'. respectively. The number of FLOPs follows the computation times fairly closely. This is reasonably good scaling behaviour. The computation time required for generating the map docs not scale so well, and is approximately 0.00031*N'L6 for both cases.
However. the aspect of the scheme. which fares worst, in terms ofscaling, concerns the C route calculating nodes. For a complete update of the connection tables. C(C-I) packets have to bc transmitted. Rough calculations suggest that C is proportional to N raised to a power between 2.5 and 3. (It is this aspect which limits the practical size to about 400 nodes. using the parameters of this study. When N = 690, C = 690.)
While this has the benefit of reducing the payload of these packets. it suggests that the control traffic generated by this activity scales with something like N' or N '.
VI1. COMMENTS AND CONCLUSIONS
This paper has described a method for routing in a mobile ad hoc network. It describes a routing algorithm, based on the knowledge of the geographical location of the two nodes to be connected. Under normal circumstances. it will respond quickly to requests. and will provide fairly good routes. If an accurate map can be generated, for example, using a GPS system, then the behaviour of the system improves. Routes and route computation times are shorter. and no time need be devoted to the computation of a map. This will noticeably raise the number of nodes that could be accommodated in the network.
The levels of signaling and control traffc produced are quite low because all routes are calculated rather than found by search packets passing around the physical network. The low rrsponse time and control traflic are the main attractions ofthe system.
The burden of routing falls on computing resources rather than bandwidth, and it is here that the system runs into its limits. As computing speed and available memory continue to increase, these limits will be pushed back. For example, if the computing speed doubles, the necessluy number of route computing nodes will halve, but the scaling properties attached to the number of necessary computing nodes do not offer easy increase in the size of the network.
The system looks to be very efficient with something like 100-200 nodes, requiring only 2 route computing nodes when N = 100 and a maximum of 12 route computing nodes when N = 200. It may be productive to limit the size of a flat network to these levels. and to design larger network on a hierarchical principle. using the system described here as the lowest level.
