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A PRIORI ERROR ANALYSIS OF THE hp-MORTAR FEM FOR
PARABOLIC PROBLEMS
SANJIB KUMAR ACHARYA, AJIT PATEL, AND TALAL RAHMAN
Abstract. In this article we derive a priori error estimates for the hp-version
of the mortar finite element method for parabolic initial-boundary value prob-
lems. Both semidiscrete and fully discrete methods are analysed in L2- and
H1-norms. The superconvergence results for the solution of the semidiscrete
problem are studied in an eqivalent negative norm, with an extra regularity
assumption. Numerical experiments are conducted to validate the theoretical
findings.
1. Introduction
Over the last two decades, mortar finite element methods have attracted plenty
of attentions due to its intriguing features like, flexibility in handling different types
of nonconformities and various complex or even unsteady geometries. It is a domain
decomposition method which allows to divide the domain of definition into several
overlapping or nonoverlapping subdomains and to choose independent discretiza-
tion scheme in different subdomains. The grids are glued together by a mortar
projection without disturbing the local discretization. This method is very suc-
cessful in approximating the solution in nonhomogeneous mediums, cf. [17]. It
needs the local behavior of the exact solution of the partial differential equation
which must be approximated. Nonconformity in the method is either caused by the
choice of the matching conditions of the discrete solution on the interfaces or by
the geometrical features of the partition of the domain. In standard mortar finite
element method, the variational formulation leads to positive definite system on
the constrained mortar space, cf. [16]. On the other hand, a Lagrange multiplier is
used to alleviate the mortaring condition and the variational formulation gives rise
to an indefinite system, cf. [12].
Convergence of the finite element methods can be achieved in three ways, by
decreasing the discretization parameter h (the h-version) or by increasing the poly-
nomial degree p (the p-version) or by combining the both (the hp-version). For
the standard h-, p- and hp-version of the finite element methods for elliptic and
parabolic problems, we refer to [7, 9, 10, 11, 21, 33]. For a general discussion on p-
and hp-version of the finite element method we refer to [8].
Optimal error estimates for the h-version of the mortar finite element method
with and without Lagrange multiplier for elliptic problems are established in [12,
16]. For a general discussion on mortar element methods and its application we
refer to [17] and the references therein. The h-version of the mortar finite element
method with and without Lagrange multiplier for the parabolic initial boundary
Key words and phrases. hp-mortar FEM, parabolic initial boundary value problem, semidis-
crete method, superconvergence, fully discrete method.
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value problems is introduced by Patel et al. [27] in which optimal error estimates
are established. We refer to [1, 18] for mortar element method with overlapping
partition.
The hp-version of the mortar finite element methods with and without Lagrange
multiplier (with meshes satisfying a generalized condition) for elliptic problems are
introduced by Seshaiyer and Suri (cf. [29]). Wherein, suboptimal error estimate
with a pollution term p3/4 has been obtained for quasiuniform meshes. However,
significant deterioration of the accuracy is not seen in the computational results
compared to the optimal rate (cf. [30]). Pollution in the error estimate is caused
due to the continuity constant of the non-quasiuniform mortar projection operator
and it can not be improved as it is observed and computationally verified by the
eigenvalue technique (see [28, 29, 31]). Some variants of the mortar finite element
method (M1, M2 methods) are introduced by Seshaiyer and Suri in [30] in which
suboptimal error estimates are established. A new variant (MP method) is intro-
duced by Belgacem et al. in [14] where they derived suboptimal error estimates.
We refer to [14, 20] for hp-version of the mortar finite element method for fluid flow
problems.
In [14], improved estimates are derived using an interpolating argument, which
are suboptimal with a pollution term O(pǫ). This technique may fail in some
interesting situations (cf. [13]). The loss term is reduced to O(
√
log p) by Belgacem
et al. in [28], and quasi optimal results are established for mixed elasticity and
Stokes problems.
For problems with singularities, the finite element solution with quasiuniform
mesh behaves very harshly near the singular points (cf. [7, 9]). By employing
geometric meshes it is seen that the error decays exponentially even in the presence
of those singularities. For the standard hp estimates with non-quasiuniform meshes,
we refer to [8, 24]. Suitable meshing in the vicinity of singular points gives an
exponential decay of the error in hp version of the the mortar finite element method
irrespective of the pollution term (cf. [29, 30]).
In the last decade, a number of articles were published concerning the error esti-
mates for the hp-version of the mortar finite element methods for elliptic problems.
But till date there is hardly any article available for the parabolic problems. In
this article our aim is to establish a priori error estimates for the parabolic prob-
lems (with quasiuniform mesh over subdomains) in L2- and H1-norms. There are
situations where it is essential to use negative norm estimates of the solution to get
superconvergence. We derive the estimates of the mortar solution in an equivalent
negative norm which give superconvergence of the method with an extra regular-
ity assumption. To make it concise we are not dealing with the results for the
nonquasiuniform mesh which can be derived similarly using the results in [29].
The rest of the paper as follows. In Section 2, we briefly recall function spaces
to be used in this manuscript. We formulate a parabolic initial boundary value
problem in the context of mortar finite element method in Section 3. In section
4, we state and develop some approximation properties which plays a vital role
in proving the convergence results. Error estimates for semidiscrete scheme are
discussed in Section 5. We discuss the superconvergence of the method in Section
6. Fully discrete scheme is discussed in Section 7 in which quasioptimal results are
obtained. Finally in Section 8, we give concluding remarks.
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2. Preliminaries
We define the space L2(0, T ;Y ) (cf. [26]) as
L2(0, T ;Y ) =
{
v : [0, T ]→ Y :
∫ T
0
||v||2Y dt <∞
}
equipped with the following norm
||v||L2(0,T ;Y ) =
(∫ T
0
||v||2Y dt
)1/2
,
where Y is a Banach space and 0 < T <∞.
Let Ω be an open bounded polygonal domain in R2 with boundary ∂Ω. We
denote α¯ = (α1, α2) as a 2-tuple of non-negative integers αi, i = 1, 2, with |α¯| =
α1 + α2, and set
Dα¯ =
∂|α¯|
∂xα11 ∂x
α2
2
·
The Sobolev space of integer order m, over the domain Ω, cf. [23], is defined as
follows,
Hm(Ω) =
{
v ∈ L2(Ω) : Dα¯v ∈ L2(Ω), |α¯| ≤ m} ,
and is equipped with the norm and semi-norm defined as follows,
||v||Hm(Ω) =

 ∑
|α¯|≤m
∫
Ω
|Dα¯v|2dx

1/2 and |v|Hm(Ω) =

 ∑
|α¯|=m
∫
Ω
|Dα¯v|2dx

1/2 ,
respectively. We define a negative norm || · ||H−m(Ω) by
||v||H−m(Ω) = sup
06=φ∈Hm(Ω)
(v, φ)
||φ||Hm(Ω)
,
where v ∈ L2(Ω) and (·, ·) denotes the usual inner product in L2(Ω).
Let ν = m + σ be a positive real number, where m and σ ∈ (0, 1) are the
integral part and fractional part of ν, respectively. The fractional order Sobolev
space Hν(Ω) is defined as
Hν(Ω) =
{
v ∈ Hm(Ω) :
∫
Ω
∫
Ω
(
Dα¯v(x) −Dα¯v(y))2
|x− y|2+2σ dxdy <∞, |α¯| = m
}
with the norm
||v||Hν (Ω) =
(
||v||2Hm(Ω) +
∑
|α¯|=m
∫
Ω
∫
Ω
(
Dα¯v(x) −Dα¯v(y))2
|x− y|2+2σ dxdy
)1/2
.
We shall denote by Hν−1/2(∂Ω) the space of traces v|∂Ω over ∂Ω of the functions
v ∈ Hν(Ω) equipped with the norm
||g||Hν−1/2(∂Ω) = inf
v∈Hν (Ω),v|∂Ω=g
||v||Hν (Ω)
and
H10 (Ω) = {v ∈ H1(Ω) : v|∂Ω = 0}.
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For σ ∈ (0, 1) let H−σ(∂Ω) be the dual space of Hσ(∂Ω), equipped with the
norm
||µ||H−σ(∂Ω) = sup
g∈Hσ(∂Ω), g 6=0
〈µ, g〉σ,∂Ω
||g||Hσ(∂Ω)
,
where 〈·, ·〉σ,∂Ω is the duality pairing between H−σ(∂Ω) and Hσ(∂Ω).
Let γ be a part of ∂Ω and we define H
1/2
00 (γ) as an interpolation space (cf. [15])
in between L2(γ) and H10 (γ) that is,
(2.1) H
1/2
00 (γ) = [L
2(γ), H10 (γ)]1/2
endowed with the norm
(2.2) ||g||
H
1/2
00 (γ)
= inf
v∈H10 (γ), v|γ=g
||v||H1(Ω).
We denote the dual space of H
1/2
00 (γ) by H
−1/2
00 (γ) together with the norm
||µ||
H
−1/2
00 (γ)
= sup
g∈H
1/2
00 (γ), g 6=0
〈µ, g〉00,γ
||g||
H
1/2
00 (γ)
,
where 〈·, ·〉00,γ denotes the duality paring between H−1/200 (γ) and H1/200 (γ).
3. Problem formulation and mortar finite element method
Consider a second order parabolic initial-boundary value problem:
u˙(x, t)−∇ · (α(x)∇u(x, t)) = f(x, t) in Ω× (0, T ],(3.1)
u(x, t) = 0 on ∂Ω× (0, T ],(3.2)
u(x, 0) = u0(x) in Ω,(3.3)
where T is the fixed final time, u˙ = ∂u∂t , ∇ ≡ ( ∂∂x1 , ∂∂x2 ), f and u0 are appropriate
smooth functions. Assume that α(x) is smooth and satisfies 0 < ml ≤ α(x) ≤ mu,
for some positive constants ml and mu and for all x ∈ Ω.
The weak formulation of problem (3.1)-(3.3) is to find u : [0, T ] → H10 (Ω) such
that
(u˙, v)+a(u, v) = f(v) ∀v ∈ H10 (Ω),(3.4)
u(0) = u0,(3.5)
where
a(u, v) =
n0∑
i=1
∫
Ωi
α∇u · ∇v dx and f(v) =
∫
Ω
fv dx.
We note that, (3.4)-(3.5) has a unique solution (cf. [22]) and the standard finite
element methods with above formulation are extensively studied, cf. [33].
Let Ω be partitioned into non-overlapping polygonal subdomains {Ωi}n01 and
Ω =
n0⋃
i=1
Ωi.
This partition is said to be geometrically conforming if ∂Ωi∩∂Ωj (i 6= j) is a vertex
or a whole edge of both subdomains Ωi and Ωj or is empty. Otherwise it is called
geometrically nonconforming. Here, we discuss both the cases.
Now we define
(3.6) X = {v ∈ L2(Ω) : vi = v|Ωi ∈ H1D(Ωi), 1 ≤ i ≤ n0},
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with the norm
(3.7) ||v||2X =
n0∑
i=1
||v||2H1(Ωi),
where
(3.8) H1D(Ωi) = {v ∈ H1(Ωi) : v|∂Ω∩∂Ωi = 0}.
Let the interface Γ be defined as the union of the interfaces Γi,j (= ∂Ωi ∩ ∂Ωj)
i.e., Γ =
⋃
i,j Γi,j , and be further partitioned into a set of disjoint line segments
γj , j = 1, 2, · · · , L. We denote Z = {γ1, · · · , γL}. Also denote A to be the set of all
vertices of Ωi for 1 ≤ i ≤ n0.
Let Thi be a family of triangulation (in the sense of Ciarlet [21]) of Ωi, with
triangles and parallelograms K having the diameter hK . Here hi is the mesh
parameter defined as hi = max
K∈Thi
hK . We assume the following quasiuniformity and
shape regularity conditions: for each K ∈ Thi there exist positive constants κ and
̺ independent of hi such that
(3.9)
hi
hK
≤ κ
and
(3.10)
hK
σK
≤ ̺,
where σK = sup{diam(B) : B a ball in K}.
We set P1k(K) to be the space of all polynomials having degree ≤ k and P2k(K)
be the space of all polynomials having degree ≤ k in each variables. Also assume
Pk(K) denotes P1k(K) if K is a triangle and P2k(K) if K is a square. For simplicity
we assume k to be uniform in each subdomains although we can take polynomials
of different degree in different subdomains as well as in different elements.
We define finite dimensional subspace on each subdomain Ωi as
(3.11) Xhi,k = {v ∈ H1(Ωi) : v|K ∈ Pk(K) for K ∈ Thi , v = 0 on ∂Ωi ∩ ∂Ω}.
Here, Xhi,k are conforming spaces over Ωi i.e., they contain continuous functions
in H1(Ωi) that vanishes on ∂Ω. Now we define the global space Xh,k ⊂ X as
(3.12) Xh,k = {v ∈ L2(Ω) : vi ∈ Xhi,k}.
Note that, functions in Xh,k do not satisfy any continuity condition across the
interface. Let γ ∈ Z such that γ ⊂ Γi,j . We define two types of index associated
with γ, i = M(γ) to be mortar index and j = NM(γ) to be nonmortar index.
Since independent discretization is possible in different subdomains, we assume
two separate meshes T hM(γ) and T hNM(γ), defined on γ, being inherited from Ωi and
Ωj), respectively. We define W
M (γ) to be the mortar trace space by
(3.13) WM (γ) = {vi|γ : vi ∈ Xhi,k}.
Similarly, we can define WNM (γ) for nonmortar trace. For given v ∈ Xh,k, we
denote the mortar and nonmortar traces of v on γ by vMγ and v
NM
γ respectively. In
order to impose the weak continuity across the common interface, we confine the
space Xh,k by making the jump [[v]] = v
M
γ −vNMγ orthogonal to a suitable multiplier
space. This is called gluing technique or mortaring technique and is accomplished
6 SANJIB KUMAR ACHARYA, AJIT PATEL, AND TALAL RAHMAN
with the help of multiplier spaces SNMh,k (γ) defined on the nonmortar trace mesh
T hNM(γ).
Let the subintervals of the cited mesh on γ be given by Ii = [xi, xi+1], 0 ≤ i ≤ l.
We define
SNMh,k (γ) = {χ ∈ C(γ) : χ|Ii ∈ Pk(Ii),i = 1, · · · , l − 1,
χ|Ij ∈ Pk−1(Ij), j = 0, l}.(3.14)
Now we define the constrained space Vh,k ⊂ Xh,k as the following,
(3.15) Vh,k =
{
v ∈ Xh,k :
∫
γ
(vMγ − vNMγ )χ dτ = 0 ∀χ ∈ SNMh,k (γ) ∀γ ∈ Z
}
.
Mortar formulation of the problem (3.1)-(3.3) is to find uh,k : [0, T ] → Vh,k such
that
(u˙h,k, vh,k) + a(uh,k, vh,k) = f(vh,k) ∀vh,k ∈ Vh,k,(3.16)
uh,k(0) = u0,h,k,(3.17)
where u0,h,k is a suitable approximation of u0 in Vh,k. We note that, from the
properties of the coefficient α(x), it is evident that, the bilinear form a(·, ·) satisfy
boundedness property: for v, w ∈ X , there exist a constant M > 0 such that
(3.18) a(v, w) ≤M ||v||X ||w||X .
Also, a(·, ·) satisfies the coercivity property (cf. [16, 30]) for the functions in Vh,k:
for vh,k ∈ Vh,k, there exists a constant c > 0 independent of h such that
(3.19) a(vh,k, vh,k) ≥ c||vh,k||2X .
We note that (3.16) is equivalent to a linear system of ordinary differential equations
and the corresponding matrix is positive definite. Therefore the existence and
uniqueness of the solution to (3.16) on [0, T ] follows from the Picard’s theorem.
We let C denote a generic positive constant throughout the paper.
4. Approximation properties
For all γ ∈ Z, let WNM0 (γ) ⊂ WNM (γ) denote the space of functions vanishing
at the end points of γ. Consider the operator Πh,kγ : L
2(γ) → WNM0 (γ) defined as
the following, that is, for v ∈ L2(γ) and γ ∈ Z, Πh,kγ v ∈WNM0 (γ) satisfies
(4.1)
∫
γ
(Πh,kγ v)χ ds =
∫
γ
vχ ds ∀χ ∈ SNMh,k (γ).
The proof of the following lemma can be found in [13].
Lemma 4.1. For any ν ≥ 0 and γ ∈ Z the following estimate holds for all ϕ ∈
H1/2+ν(γ):
(4.2) ||ϕ−Πh,kγ ϕ||H1/200 (γ) ≤ C h
η k−ν(log k)1/2||ϕ||H1/2+ν (γ),
where η = min(ν, k) and C a positive constant independent of h and k.
Now we recall the following two lemmas, the proofs of which can be found in [7].
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Lemma 4.2. For each γ ∈ Z and index i, such that γ ⊂ ∂Ωi and i = NM(γ),
there exists an extension operator Rγhi,k : W
NM
0 (γ) → Xhi,k satisfying, for all
z ∈WNM0 (γ),
Rγhi,kz = z on γ, R
γ
hi,k
z = 0 on ∂Ωi\γ,
(4.3) ||Rγhi,kz||H1(Ωi) ≤ C ||z||H1/200 (γ),
where C is a positive constant independent of h, k, z.
Lemma 4.3. Let K be a triangle or parallelogram with vertices {Ai} satisfying
(3.9) and (3.10). Also assume v ∈ Hν(K). Then there exists a positive constant
C independent of v, k and hK , but depends upon ν, κ and ̺, and a sequence
IhKk v ∈ Pk(K), such that for any 0 ≤ ν1 ≤ ν
(4.4) ||v − IhKk v||Hν1 (K) ≤ C hη−ν1K k−(ν−ν1)||v||Hν (K),
where η = min(ν, k + 1). If ν > 3/2 then we can assume that IhKk v(Ai) = v(Ai).
Further, for σ ∈ [0, 1]
(4.5) ||v − IhKk v||σ,γK ≤ C h
η−1/2−σ
K k
−(ν−1/2−σ)||v||Hν(K),
where γK is a side of K, while || · ||σ,γK is the norm defined on the interpolation
space [L2(γK), H
1
0 (γK)]σ and || · ||0,γK the norm defined on L2(γK).
For v ∈ X , we choose Ihk v ∈ Xh,k such that Ihk v equals IhKk vi on each K ∈
Thi , 1 ≤ i ≤ n0 and define the operator Qh,k as
(4.6) Qh,kv = I
h
k v +
∑
γ∈Z
wγ ,
where wγ = 0 when γ is a mortar segment otherwise wγ = R
γ
hi,k
(Πh,kγ (I
h
k v
M
γ −
Ihk v
NM
γ )), i = NM(γ). Clearly Qh,kv belongs to Vh,k, and the following result
holds.
Lemma 4.4. Let v ∈ H10 (Ω) such that vi ∈ Hν(Ωi), ν > 3/2. Then there exists a
positive constant C independent of h and k such that
(4.7) ||v −Qh,kv||X ≤ C hη−1 k−(ν−1)(log k)1/2
n0∑
i=1
||v||Hν(Ωi),
where η = min(ν, k + 1).
Proof. Since for i = NM(γ), wγ ∈ Xhi,k, from lemmas 4.1, 4.2, 4.3 and triangle
inequality we find
||wγ ||H1(Ωi) ≤ ||(Ihk vMγ − Ihk vNMγ )−Πh,kγ (Ihk vMγ − Ihk vNMγ )||H1/200 (γ)
+ ||Ihk vMγ − Ihk vNMγ ||H1/200 (γ)
≤ C hη−1 k−(ν−1)(log k)1/2
n0∑
i=1
||v||Hν(Ωi).
Hence (4.7) follows from (4.6) and Lemma 4.3. 
The lemma below is used to compute the consistency error of the approximation.
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Lemma 4.5. Assume that for t ∈ [0, T ], u(t) ∈ H10 (Ω) and ui(t), u˙i(t) ∈ Hν(Ωi),
ν > 3/2. Then for a geometrically nonconforming partition of Ω, the following
estimates hold for any wh,k ∈ Vh,k:
(4.8)
∫
Γ
α∇u · n[[wh,k]]dτ
||wh,k||X
≤ C hη−1 k−(ν−1)
∣∣∣∣ log kh
∣∣∣∣1/2 n0∑
i=1
||u||Hν (Ωi)
and
(4.9)
∫
Γ
α∇u˙ · n[[wh,k]]dτ
||wh,k||X
≤ C hη−1 k−(ν−1)
∣∣∣∣ log kh
∣∣∣∣1/2 n0∑
i=1
||u˙||Hν(Ωi),
where η = min(ν, k + 1), and C is a positive constant independent of h and k.
Proof. Since the partition of Ω is geometrically nonconforming, the jump [[wh,k]]
belong to H1/2−ǫ(γ), 0 < ǫ ≤ 1/2. On each γ ∈ Z, from the definition of Vh,k and
Πh,kγ , we can write∫
γ
α∇u · n[[wh,k]]dτ =
∫
γ
(
α∇u · n− ψ)[[wh,k]]dτ, ∀ψ ∈ SNMh,k (γ)
≤ inf
ψ∈SNMh,k (γ)
||α∇u · n− ψ||H−1/2+ǫ(γ)||[[wh,k]]||H1/2−ǫ(γ).(4.10)
Now the best approximation property gives
(4.11) inf
ψ∈SNMh,k (γ)
||α∇u · n− ψ||H−1/2+ǫ(γ) ≤ C hη−1−ǫk−(ν−1−ǫ)
n0∑
i=1
||u||Hν(Ωi),
and as in [17] we observe that
(4.12) ||[[wh,k]]||H1/2−ǫ(γ) ≤ C ǫ−1/2||wh,k||X .
From (4.10), we obtain∫
γ
α∇u · n[[wh,k]]dτ ≤ C hη−1−ǫk−(ν−1−ǫ)ǫ−1/2
n0∑
i=1
||u||Hν(Ωi)||wh,k||X .
Taking ǫ =
(
log kh
)−1
, we see that h−ǫkǫ is a constant (≈ 2.7183 if h < 1). Summing
over all γ ∈ Z, we find∫
Γ
α∇u · n[[wh,k]]dτ ≤ C hη−1k−(ν−1)
∣∣∣∣ log kh
∣∣∣∣1/2 n0∑
i=1
||u||Hν(Ωi)||wh,k||X .
Hence, (4.8) follows. Replacing u by u˙ and proceeding in the same way as above,
(4.9) follows. 
We define a modified elliptic projection Ph,k from
n0∏
i=1
H3/2(Ωi) onto Vh,k (cf.
[27]) as follows, i.e., for a given u ∈
n0∏
i=1
H3/2(Ωi), find Ph,ku ∈ Vh,k such that
(4.13) a(u− Ph,ku, χ) =
∑
γ∈Z
∫
γ
α∇u · n[[χ]] dτ ∀χ ∈ Vh,k.
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Note that, since the bilinear form a(·, ·) satisfies the coercivity property (3.19), for a
given u ∈ X , the problem (4.13) has a unique solution Ph,ku ∈ Vh,k. The following
lemma is on the estimate of the above intermediate finite element approximation
Ph,ku ∈ Vh,k of the exact solution u of (5.1)-(5.2).
Lemma 4.6. Assume that for t ∈ [0, T ], u(t) ∈ H10 (Ω) and ui(t), u˙i(t) ∈ Hν(Ωi),
ν > 3/2. Then for a geometrically nonconforming partition of Ω, there exists a
positive constant C independent of h, k such that
(log k)−1/2||u− Ph,ku||L2(Ω) + h k−1||u− Ph,ku||X
≤ C hη k−ν
∣∣∣∣ log kh
∣∣∣∣1/2(log k)1/2 n0∑
i=1
||u||Hν (Ωi)(4.14)
and
(log k)−1/2||u˙− Ph,ku˙||L2(Ω) + h k−1||u˙ − Ph,ku˙||X
≤ C hη k−ν
∣∣∣∣ log kh
∣∣∣∣1/2(log k)1/2 n0∑
i=1
||u˙||Hν(Ωi),(4.15)
where η = min(ν, k + 1).
Proof. Using lemmas 4.3, 4.4 and 4.5, and proceeding as in the proof of the Lemma
3.5 of [27], the (4.14) and (4.15) follows. 
Remark 4.7. We may rewrite (4.14) for a geometrically conforming partition of Ω
as
(log k)−1/2||u− Ph,ku||L2(Ω) + h k−1||u− Ph,ku||X
≤ C hη k−ν(log k)1/2
n0∑
i=1
||u||Hν(Ωi).
Similarly, (4.15) can be written for the geometrically conforming case.
5. Error estimates for the semidiscrete method
For v ∈ X and for t ∈ (0, T ], from equation (3.1)-(3.3), we find
(u˙, v) + a(u, v) = f(v) +
∑
γ∈Z
∫
γ
α∇u · n[[v]]dτ,(5.1)
u(0) = u0.(5.2)
Theorem 5.1. Let u and uh,k be the solutions of (5.1)-(5.2) and (3.16)-(3.17),
respectively. Further, let u0,h,k = I
h
k u0 or Ph,ku0. Then for a geometrically non-
conforming partition of Ω there exists a positive constant C independent of h, k
and u such that for t ∈ (0, T ],
(5.3)
||(u− uh,k)(t)||L2(Ω) ≤ Chη k−ν log k
∣∣∣∣ log kh
∣∣∣∣
1
2
n0∑
i=1
(
||u0||Hν(Ωi)+||u˙||L2(0,T ;Hν(Ωi))
)
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and
||(u − uh,k)(t)||X ≤ Chη−1 k−(ν−1)(log k)
1
2
∣∣∣∣ log kh
∣∣∣∣
1
2
n0∑
i=1
(
||u0||Hν(Ωi)
+ ||u˙||L2(0,T ;Hν(Ωi))
)
(5.4)
where η = min(ν, k + 1).
Proof. Writing u − uh,k = u− Ph,ku︸ ︷︷ ︸+Ph,ku− uh,k︸ ︷︷ ︸ = ρ + θ. From lemma 4.6,
estimates for ρ are known. So it is enough to estimate θ. From (3.16), (4.13) and
(5.1), we obtain
(5.5) (θ˙, χ) + a(θ, χ) = −(ρ˙, χ), ∀χ ∈ Vh,k.
Replacing χ with θ in (5.5), applying coercivity (3.19) of a(·, ·) and using Young’s
inequality ab ≤ ǫ2a2 + 12ǫb2, a, b, ǫ > 0, we arrive at
1
2
d
dt
||θ||2L2(Ω) + c||θ||2X ≤ ||ρ˙||L2(Ω)||θ||L2(Ω)
≤ ||ρ˙||L2(Ω)||θ||X
≤ 1
2c
||ρ˙||2L2(Ω) +
c
2
||θ||2X .
Hence
d
dt
||θ||2L2(Ω) + c||θ||2X ≤
1
c
||ρ˙||2L2(Ω).
Integrating from 0 to t, we find
(5.6) ||θ(t)||2L2(Ω) ≤ ||θ(0)||2L2(Ω) +
1
c
∫ t
0
||ρ˙||2L2(Ω)ds.
If u0,h,k = Ph,ku0, then θ(0) = 0, otherwise with u0,h,k = I
h
k u0,
||θ(0)||L2(Ω) = ||Ph,ku0 − u0,h,k||L2(Ω)
≤ ||u0 − Ihk u0||L2(Ω) + ||Ph,ku0 − u0||L2(Ω)
≤ C hη k−ν log k
∣∣∣∣ log kh
∣∣∣∣1/2 n0∑
i=1
||u0||Hν(Ωi).(5.7)
For the second term on the right hand side of (5.6), we apply Lemma 4.6 to obtain
(5.8) ||ρ˙||L2(Ω) = ||u˙− Ph,ku˙||L2(Ω) ≤ C hη k−ν log k
∣∣∣∣ log kh
∣∣∣∣1/2 n0∑
i=1
||u˙||Hν(Ωi).
Substituting (5.7) and (5.8) in (5.6), we find that
||θ(t)||2L2(Ω)
≤ C h2ηk−2ν(log k)2
∣∣∣∣ log kh
∣∣∣∣ n0∑
i=1
(
||u0||2Hν (Ωi) +
∫ t
0
||u˙||2Hν(Ωi)ds
)
.(5.9)
Since for a function ϕ,
(5.10) ϕ(t) = ϕ(0) +
∫ t
0
ϕ˙(s)ds,
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we have
(5.11) ||ρ(t)||L2(Ω) ≤ C
(
||ρ(0)||L2(Ω) +
∫ t
0
||ρ˙(s)||L2(Ω)ds
)
.
Using (5.8), (5.9), (5.11), Lemma 4.6 and triangle inequality, (5.3) follows. For a
bound in X-norm, substitute χ = θ˙ in (5.5) and applying Cauchy-Schwarz inequal-
ity, we obtain
(5.12) ||θ˙||2L2(Ω) +
1
2
d
dt
a(θ, θ) ≤ ||ρ˙||L2(Ω)||θ˙||L2(Ω) ≤
1
2
||ρ˙||2L2(Ω) +
1
2
||θ˙||2L2(Ω)
and hence
(5.13) ||θ˙||2L2(Ω) +
d
dt
a(θ, θ) ≤ ||ρ˙||2L2(Ω).
Integrating both side of (5.13) from 0 to t, using boundedness (3.18) and coercivity
(3.19) of a(·, ·), we arrive at
(5.14) ||θ(t)||2X ≤ C(c)
(
||θ(0)||2X +
∫ t
0
||ρ˙||2L2(Ω)ds
)
.
Similarly, with u0,h,k = I
h
k u0
||θ(0)||X = ||u0 − Ihk u0||X + ||Ph,ku0 − u0||X(5.15)
≤ C hη−1 k−(ν−1)(log k)1/2
∣∣∣∣ log kh
∣∣∣∣1/2 n0∑
i=1
||u0||Hν(Ωi).(5.16)
Finally, using (5.16) and Lemma 4.6, from (5.14), we find
||θ(t)||2X ≤ C
n0∑
i=1
(
h2(η−1) k−2(ν−1) log k
∣∣∣∣ log kh
∣∣∣∣1/2||u0||2Hν(Ωi)
+ h2ηk−2ν(log k)2
∣∣∣∣ log kh
∣∣∣∣
∫ t
0
||u˙||2Hν(Ωi)ds
)
.(5.17)
Hence, (5.4) follows. 
Remark 5.2. Taking u0,h,k = Ph,ku0, we have θ(0) = 0, and from (5.17), we have
the following superconvergence property of θ:
||θ(t)||2X ≤ C h2η k−2ν(log k)2
∣∣∣∣ log kh
∣∣∣∣ n0∑
i=1
∫ t
0
||u˙||2Hν(Ωi)ds.
Remark 5.3. Note that for a geometrically conforming partition of the domain,
(5.4) becomes
||(u− uh,k)(t)||X ≤ C hη−1 k−(ν−1)(log k)1/2
n0∑
i=1
(||u0||Hν (Ωi) + ||u˙||L2(0,T ;Hν (Ωi))).
Remark 5.4. A right combination of nonquasiuniform meshes and the polynomial
degree may lead to exponential decay in the spatial error even in the presence of
singularity in the domain (cf. [29]).
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6. Superconvergence estimates in negative norms
In the next lemma we derive a negative norm estimate for ν > 2 which is analo-
gous to theorem 5.1 of [33].
Lemma 6.1. Assume u satisfies the hypothesis of Lemma 4.6. Then the following
negative estimate holds:
||u − Phku||H−s(Ω) ≤ C hη+sk−(q+s) log k
∣∣∣∣ log kh
∣∣∣∣1/2||u||Hq(Ω),
for 0 ≤ s ≤ ν − 2, 3/2 < q ≤ ν, where η = min{q, k + 1}.
Proof. Consider for i = 1, · · · , n0, zi ∈ Hs+2(Ωi) ∩H1D(Ωi) such that
−∇ · (αi(x)∇zi) = φi in Ωi,(6.1)
zi = 0 on ∂Ωi ∩ ∂Ω,
[[z]] = 0, [[α∇z · n]] = 0 along Γ,
with the regularity condition
(6.2)
n0∑
i=1
||z||Hs+2(Ωi) ≤ C||φ||Hs(Ω).
Multiplying (6.1) with u− Phku and using Green’s formula, we find
(u− Phku, φ) = −
n0∑
i=1
∫
Ωi
(u − Phku)∇ · (αi(x)∇zi)dx
= a(u− Phku, z −Qhkz) + a(u− Phku,Qhkz)
−
∑
γ∈Z
∫
γ
(α∇z · n− ψ)[[u− Phku]]dτ, ψ ∈ SNMh,k (γ).
Proceeding as in Lemma 4.6 and using the condition (6.2), the lemma follows. 
Let the solution operator of a self-adjoint elliptic problem
−∇ · (α(x)∇u(x)) = f(x) in Ω,(6.3)
u(x) = 0 on ∂Ω,(6.4)
be A : L2(Ω) → H10 (Ω) such that u = Af is the solution of (6.3)-(6.4). We note
that, A is a self-adjoint operator with respect to (·, ·) by the self-adjoint property
of the bilinear form a(·, ·), that is
(f,Ag) = a(Af,Ag) = (Af, g).
AlsoA is positive definite on L2(Ω): For, since (f,Af) = a(Af,Af) ≥ c||Af ||2H1(Ω) ≥
0, for c > 0, (f,Af) = 0 implies f = −∇ · (α(x)∇Af) = 0. Now we can define an
alternative negative norm by
(6.5) |v|−s = ||As/2v||L2(Ω) = (Asv, v)1/2, for s ≥ 0,
which is equivalent to the negative norm introduced earlier and is more convenient
to use for the analysis of parabolic problems. The following lemma can be found
in [33, page 71].
Lemma 6.2. For a non-negative integer s, the norms | · |−s and || · ||H−s(Ω) are
equivalent.
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Let Ahk : L
2(Ω) → Vh,k such that uh,k = Ahkf is the mortar approximate
solution to the problem (6.3)-(6.4) which is also a self-adjoint operator with respect
to (·, ·): i.e.,
(f,Ahkg) = a(Ahkf,Ahkg) = (Ahkf, g) ∀ f, g ∈ L2(Ω).
We define a discrete negative semi-norm on L2(Ω) as
(6.6) |v|−s,hk = ||As/2hk v||L2(Ω) = (Ashkv, v)1/2, for s ≥ 0,
which correspond to discrete semi-inner product (v, w)−s,hk = (A
s
hkv, w). Note
that Ahk is positive semidefinite on L
2(Ω), i.e., from (3.19),
(6.7) (Ahkf, f) = a(Ahkf,Ahkf) ≥ c||Ahkf ||2X ≥ 0.
In fact Ahk is positive definite on Vh,k: For, assume fh,k ∈ Vh,k such that
(Ahkfh,k, fh,k) = 0.
Then from (6.7), Ahkfh,k = 0 implies ||fh,k||2L2(Ω) = a(Ahkfh,k, fh,k) = 0 and
fh,k = 0. Hence |v|−s,hk and (v, w)−s,hk defines a norm and an inner product on
Vh,k respectively.
The following lemma is an immediate consequence of Lemma 6.1 and Lemma
6.2.
Lemma 6.3. For 0 ≤ s ≤ ν − 2, 2 ≤ q ≤ ν, there exists a positive constant C
independent of h and k such that
|Af −Ahkf |−s = |Af − PhkAf |−s
= |u− Phku|−s
≤ C hη+sk−(q+s) log k
∣∣∣∣ log kh
∣∣∣∣1/2||u||Hq(Ω),
≤ C hη+sk−(q+s) log k
∣∣∣∣ log kh
∣∣∣∣1/2||f ||Hq−2(Ω),(6.8)
where η = min{q, k + 1}.
Let {λj}∞j=1 and {φj}∞j=1 be the eigenvalues and orthonormal eigenfunctions of
A−1 respectively. We define another norm on H˙s(Ω) = {v ∈ Hs(Ω) : (A−1)jv =
0, j < s/2} which is equivalent to the standard Sobolev norm ||φ||Hs(Ω) (see lemma
3.1 of [33]) defined as: for s ≥ 0
(6.9) |φ|s =
(
(A−1)sφ, φ
)1/2
=

 ∞∑
j=1
λsj(ψ, φj)
2

1/2 .
The eigenvalues and eigenfunctions of the compact operator A are {λ−1j }∞j=1 and
{φj}∞j=1 respectively, and we have
(6.10) |v|−s = (Asv, v)1/2 =

 ∞∑
j=1
λ−sj (v, φj)
2

1/2 .
In the next lemma it is shown that the discrete negative semi-norm is equivalent
to the corresponding continuous negative norm, with a mild error.
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Lemma 6.4. For a non-negative integer s with 0 ≤ s ≤ ν, there exist positive
constants C independent of h and k such that
|v|−s,hk ≤ C
(
|v|−s + hsks log k
∣∣∣∣ log kh
∣∣∣∣1/2||v||L2(Ω)
)
,(6.11)
|v|−s ≤ C
(
|v|−s,hk + hsks log k
∣∣∣∣ log kh
∣∣∣∣1/2||v||L2(Ω)
)
.(6.12)
Proof. For s = 0 the results are trivial. For the case s = 1, from the definitions
(6.5) and (6.6), and the lemma 6.3, we find
|v|2−1,hk = (Ahkv, v) = (Av, v) + ((Ahk −A)v, v)
≤ |v|2−1 + ||Ahkv −Av||L2(Ω)||v||L2(Ω)
≤ |v|2−1 + C h2k2 log k
∣∣∣∣ log kh
∣∣∣∣||v||2L2(Ω).
Let 1 ≤ s ≤ ν − 1 and assume the result is true up to s.
Now from the definition (6.6) of the discrete negative semi-norm | · |−s,hk,
(6.13) |v|−(s+1),hk = |Ahkv|−(s−1),hk ≤ |Av|−(s−1),hk + |(Ahk −A)v|−(s−1),hk.
By induction hypothesis
|Av|−(s−1),hk ≤ C
(
|Av|−(s−1) + hs−1k−(s−1) log k
∣∣∣∣ log kh
∣∣∣∣1/2||Av||L2(Ω)
)
= C
(
|v|−(s+1),hk + hs−1k−(s−1) log k
∣∣∣∣ log kh
∣∣∣∣1/2|v|−2
)
.(6.14)
Since, for all j, λjhk
−1 > 0 and
(λjhk
−1)2 + (λjhk
−1)−(s−1) ≥ c > 0,
which implies
c1(λjhk
−1)2 + c2(λjhk
−1)−(s−1) ≥ 1
for some positive constants c1 and c2. This further implies
(6.15) λj
−2 ≤ c1(hk−1)2 + c2λ−(s+1)j (hk−1)−(s−1).
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Now, using the definition (6.9) of spectral norm and (6.15), we get
|v|−2
=

 ∞∑
j=1
λ−2j (v, φj)
2


1
2
≤

 ∞∑
j=1
(
c1(hk
−1)2 + c2λ
−(s+1)
j (hk
−1)−(s−1)
)
(v, φj)
2


1
2
≤

c1(hk−1)2 ∞∑
j=1
(v, φj)
2


1
2
+

c2(hk−1)−(s−1) ∞∑
j=1
λ
−(s+1)
j (v, φj)
2


1
2
= C
(
h2k−2||v||L2(Ω) + h−(s−1)ks−1|v|−(s+1)
)
.
Then from (6.14),
(6.16) |Av|−(s−1),hk ≤ C
(
|v|−(s+1) + hs+1k−(s+1) log k
∣∣∣∣ log kh
∣∣∣∣1/2||v||L2(Ω)
)
.
From induction hypothesis and Lemma 6.3, we have
|(A−Ahk)v|−(s−1),hk ≤ C
(
|(A−Ahk)v|−(s−1)
+ hs−1k−(s−1) log k
∣∣∣∣ log kh
∣∣∣∣1/2||(A−Ahk)v||L2(Ω)
)
≤ C hs+1k−(s+1) log k
∣∣∣∣ log kh
∣∣∣∣1/2||v||L2(Ω).(6.17)
The first inequality (6.11), follows from (6.16), (6.17) and (6.13). Interchanging the
role of A and Ahk, second inequality follows similarly. 
Let us define the discrete operator ∆h,k : Vh,k → Vh,k as follows,
(∆h,kuh,k, vh,k) = −a(uh,k, vh,k) ∀ vh,k ∈ Vh,k.
We note that, Ahk = (−∆h,k)−1: For
(fh,k, vh,k) = a(Ahkfh,k, vh,k) = −(∆h,k(Ahkfh,k), vh,k) ∀ fh,k ∈ Vh,k,
which implies −∆h,k(Ahkfh,k) = fh,k for fh,k ∈ Vh,k.
Let R¯h,kf be the orthogonal projection of f onto Vh,k with respect to (·, ·). Note
that AhkR¯hk = Ahk: that is for all vh,k ∈ Vh,k
a((AhkR¯hk)f, vh,k) = (R¯hkf, vh,k) = (f, vh,k) = a(Ahkf, vh,k).
With above notations, the mortar semidiscrete problem can be written as:
(u˙h,k, vh,k)− (∆h,kuh,k, vh,k) = (R¯hkf, vh,k) ∀ vh,k ∈ Vh,k,
uh,k(0) = u0,h,k
that is,
u˙h,k −∆h,kuh,k = R¯hkf with uh,k(0) = u0,h,k.
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Since Ahk = (−∆h,k)−1, the above semidiscrete problem can further be written as
(6.18) Ahku˙h,k + uh,k = AhkR¯hkf = Ahkf with uh,k(0) = u0,h,k.
Further, the continuous problem (3.1)-(3.3) can similarly be written as (cf. [33],
page 31)
(6.19) Au˙ + u = Af with u(0) = u0.
Using the above discussions we have the following negative norm estimate for the
mortar solution uh,k.
Theorem 6.5. Let u and uh,k be the solutions of (3.1)-(3.3) and (3.16)-(3.17)
respectively. Assume u0 and u0,h,k are such that
(6.20)
|u0 − u0,h,k|−s + ||u0 − u0,h,k||L2(Ω) ≤ C hs+ηk−(s+ν) log k
∣∣∣∣ log kh
∣∣∣∣1/2||u0||Hν (Ω),
where η = min{ν, k + 1} and 0 ≤ s ≤ ν − 2.
Then for a geometrically nonconforming partition of Ω there exists a positive
constant C independent of h, k and u, such that the following superconvergence
estimate holds for ν > 2 and 0 ≤ s ≤ ν − 2:
|u(t)− uh,k(t)|−s ≤ C hη+sk−(ν+s) log k
∣∣∣∣ log kh
∣∣∣∣1/2 (||u0||Hν(Ω) + ||u˙||L2(0,T ;Hν(Ω))) .
Proof. Let e = u− uh,k. From (6.19) and (6.18), we find
Ahke˙ + e = (Ahku˙h,k + uh,k)− (Ahku˙+ u)
= Ahkf − (Au˙+ u) + (A−Ahk)u˙
= (A−Ahk)(u˙− f)
= (A−Ahk)A−1u.
Now, since Ahk = PhkA, we have
Ahke˙+ e = (A−Ahk)A−1u = u− Phku = ρ,
and
(6.21) As+1hk e˙+A
s
hke = A
s
hkρ.
Multiplying (6.21) with 2e˙, integrating over Ω and using definition (6.6), we obtain
2(As+1hk e˙, e˙) +
d
dt
|e|2−s,hk = 2(Ashkρ, e˙) = 2
d
dt
(Ashkρ, e)− 2(Ashkρ˙, e).
Further, integrating with respect to t and using the fact that As+1hk is positive
semidefinite in L2(Ω), that is (As+1hk v, v) ≥ 0, we find
|e(t)|2−s,hk ≤ |e(0)|2−s,hk + 2|ρ(t)|−s,hk|e(t)|−s,hk + 2|ρ(0)|−s,hk|e(0)|−s,hk
+ 2
∫ t
0
|ρ(s)|−s,hk|e(s)|−s,hkds
≤ sup
s≤t
|e(s)|−s,hk
(
|e(0)|−s,hk + 4 sup
s≤t
|ρ(s)|−s,hk + 2
∫ t
0
|ρ˙(s)|−s,hkds
)
.
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Assume τ such that |e(τ)|−s,hk = sups≤t |e(s)|−s,hk. Then we get
|e(t)|−s,hk ≤ |e(τ)|−s,hk
≤ |e(0)|−s,hk + 4 sup
s≤t
|ρ(s)|−s,hk + 2
∫ t
0
|ρ˙(s)|−s,hkds
≤ |e(0)|−s,hk + C
(
|ρ(0)|−s,hk +
∫ t
0
|ρ˙(s)|−s,hkds
)
.(6.22)
From the assumption (6.20) and Lemma 6.4, we arrive at
(6.23) |e(0)|−s,hk ≤ C hs+ηk−(s+ν) log k
∣∣∣∣ log kh
∣∣∣∣1/2||u0||Hν(Ω).
Now, from Lemma 6.3 and Lemma 6.4, we obtain
(6.24) |ρ(s)|−s,hk ≤ C hs+ηk−(s+ν) log k
∣∣∣∣ log kh
∣∣∣∣1/2||u||Hν(Ω).
In particular
(6.25) |ρ(0)|−s,hk ≤ C hs+ηk−(s+ν) log k
∣∣∣∣ log kh
∣∣∣∣1/2||u||Hν (Ω).
Similarly, as in (6.24), we have
(6.26) |ρ˙(s)|−s,hk ≤ C hs+ηk−(s+ν) log k
∣∣∣∣ log kh
∣∣∣∣1/2||u˙||Hν(Ω).
Substituting (6.23), (6.25) and (6.26) in (6.22), we get
|e(t)|−s,hk ≤ C hs+ηk−(s+ν) log k
∣∣∣∣ log kh
∣∣∣∣1/2
(
||u0||Hν(Ω) +
∫ t
0
||u˙||Hν(Ω)ds
)
.
Finally, from theorem 5.1 and Lemma 6.4
|e(t)|−s ≤ C
(
|e(t)|−s,hk + hsk−s log k
∣∣∣∣ log kh
∣∣∣∣1/2||e(t)||L2(Ω)
)
≤ C hs+ηk−(s+ν) log k
∣∣∣∣ log kh
∣∣∣∣1/2
(
||u0||Hν(Ω) +
∫ t
0
||u˙||Hν (Ω)ds
)
.
Hence the theorem follows. 
Remark 6.6. There are situations where we actually need these negative norm
estimates, for instance: approximation of the integral F (u) =
∫
Ω
uvdx, where v ∈
Hν−2(Ω) by F (uh,k) =
∫
Ω
uh,kv dx, where u and uh,k are the solution of (3.4)-(3.5)
and (3.16)-(3.17) respectively, that is
|F (u)− F (uh,k)| = |(u− uh,k, v)|
≤ |u− uh,k|−(ν−2)|v|ν−2
≤ C h2η−2k−(2ν−2) log k
∣∣∣∣ log kh
∣∣∣∣ (||u0||Hν(Ω) + ||u˙||L2(0,T ;Hν(Ω)))
which gives a superconvergent error bound.
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7. Error estimates for a fully discrete scheme
Let r be the time step parameter such that N = T/r and tn = nr. For a
continuous function υ over [0, T ], set the backward difference quotient as: ∂¯υn =
υn−υn−1
r . The backward Euler approximation is to find a function U
n ∈ Vh,k such
that
(∂¯Un, χ) + a(Un, χ) = fn(χ), n ≥ 1 ∀χ ∈ Vh,k,(7.1)
U0 = u0,h,k,
where u0,h,k is I
h
k u0 or Ph,ku0 and f
n(χ) =
∫
Ω
f(tn)χ dx. The above problem can
be written in a vector-matrix form
(A˜+ kB)αn = A˜αn−1 + kF (tn), n ≥ 1,
where A˜+kB is positive definite. Since the matrix A˜+kB is invertible, the problem
(7.1) has a unique solution.
Theorem 7.1. Let u(tn) be the solution of (5.1)-(5.2) and U
n ∈ Vh,k be an ap-
proximation of u(t) at t = tn given by (7.1). Then with u0,h,k = I
h
k u0 or Ph,ku0
and for a geometrically nonconforming partition of Ω, there exist positive constants
C, independent of h, k and r such that
||u(tn)− Un||2L2(Ω)
≤ C
[
h2ηk−2ν(log k)2
∣∣∣∣ log kh
∣∣∣∣ n0∑
i=1
(
||u0||2Hν (Ωi) +
∫ tn
0
||u˙||2Hν(Ωi)ds
)
+ r2
∫ tn
0
||u¨||2L2(Ω)ds
]
(7.2)
and
||u(tn)− Un||2X
≤ C
[
h2(η−1)k−2(ν−1) log k
∣∣∣∣ log kh
∣∣∣∣ n0∑
i=1
(
||u0||2Hν (Ωi) +
∫ tn
0
||u˙||2Hν(Ωi)ds
)
+ r2
∫ tn
0
||u¨||2L2(Ω)ds
]
.(7.3)
Proof. Setting
u(tn)− Un = u(tn)− Ph,ku(tn)︸ ︷︷ ︸+Ph,ku(tn)− Un︸ ︷︷ ︸ = ρn + θn.
We already know the estimates of ρn from Lemma 4.6, it is enough to estimate θn
to deduce the final results. Using (5.1) and (7.1), we obtain
(7.4) (∂¯θn, χ) + a(θn, χ) = (wn, χ) ∀χ ∈ Vh,k,
where
wn = ∂¯Ph,ku(tn)− u˙(tn) = −∂¯ρn + (∂¯u(tn)− u˙(tn)) = wn1 + wn2 .
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Choosing χ = θn in (7.4), using coercivity (3.19) of a(·, ·), Cauchy-Schwarz inequal-
ity and Young’s inequality, we obtain
1
2
∂¯||θn||2L2(Ω) + c||θn||2X ≤ ||wn||L2(Ω)||θn||X
≤ 1
2c
||wn||2L2(Ω) +
c
2
||θn||2X
since
(∂¯θn, θn) =
1
2
∂¯||θn||2L2(Ω) +
r
2
||∂¯θn||2L2(Ω)
≥ 1
2
∂¯||θn||2L2(Ω).
Hence
∂¯||θn||2L2(Ω) + ||θn||2X ≤ C||wn||2L2(Ω).
From the definition of ∂¯, we get
||θn||2L2(Ω) ≤ ||θn−1||
2
L2(Ω) + C r||wn||2L2(Ω).
Repeating this, we arrive at
(7.5) ||θn||2L2(Ω) ≤ ||θ0||
2
L2(Ω) + C r

 n∑
j=1
||wj1||
2
L2(Ω) +
n∑
j=1
||wj2||
2
L2(Ω)

 .
Again with u0,h,k = Ph,ku0, θ
0 = 0, otherwise we have u0,h,k = I
h
k u0 and
(7.6) ||θ0||L2(Ω) ≤ C hηk−ν log k
∣∣∣∣ log kh
∣∣∣∣1/2 n0∑
i=1
||u0||Hν (Ωi).
Since
wj1 = −
(ρ(tj)− ρ(tj−1))
r
= −r−1
∫ tj
tj−1
ρ˙(s)ds,
from Lemma 4.6, we arrive at
r
n∑
j=1
||wj1||
2
L2(Ω) ≤
n∑
j=1
∫ tj
tj−1
||ρ˙(s)||2L2(Ω)ds
≤ C h2ηk−2ν(log k)2
∣∣∣∣ log kh
∣∣∣∣ n0∑
i=1
∫ tn
0
||u˙||2Hν(Ωi)ds.(7.7)
In order to estimate wj2, apply Taylors series expansion to get
wj2 = ∂¯u(tj)− u˙(tj) = r−1(u(tj)− u(tj−1))− u˙(tj)
= −r−1
∫ tj
tj−1
(s− tj−1)u¨(s)ds,
and hence
r
n∑
j=1
||wj2||
2
L2(Ω) ≤
n∑
j=1
(∫ tj
tj−1
|s− tj−1| ||u¨||L2(Ω)ds
)2
≤ C r2
∫ tn
0
||u¨||2L2(Ω)ds.(7.8)
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Substituting (7.6), (7.7) and (7.8) in (7.5), we find
||θn||2L2(Ω) ≤ C
[
h2ηk−2ν(log k)2
∣∣∣∣ log kh
∣∣∣∣ n0∑
i=1
(
||u0||2Hν(Ωi) +
∫ tn
0
||u˙||2Hν (Ωi)ds
)
+ r2
∫ tn
0
||u¨||2L2(Ω)ds
]
.
Finally, with the help of triangle inequality, lemmas 4.6 and (5.10), we get (7.2).
In order to find an estimate in X-norm, substitute χ = ∂¯θn in (7.4) and proceed
in a similar way to derive (7.3). 
Remark 7.2. Similarly, for the geometrically conforming partition of the domain,
(7.3) becomes
||u(tn)− Un||2X ≤ C
[
h2(η−1)k−2(ν−1) log k
n0∑
i=1
(
||u0||2Hν (Ωi) +
∫ tn
0
||u˙||2Hν(Ωi)ds
)
+ r2
∫ tn
0
||u¨||2L2(Ω)ds
]
.
8. Numerical experiment
Consider the problem (3.1)-(3.3), with exact solution u = xy(1 − x2)(1 − y2)et
and initial value u0 = xy(1 − x2)(1 − y2) and the coefficient α = (1, 10, 10). We
consider the L-shaped domain [−1, 1] × [−1, 1] \ [0, 1] × [0, 1] (see Figure 1). We
conducted the experiment by taking time step parameter k = O(h2) corresponding
to space discretization parameters h = 1/6, 1/8, 1/10, 1/12, 1/14. We plot the order
of convergence ‘p’ of ||u− uh,1||L2(Ω) with respect to space parameter h in the log-log
scale, see Figure 2. The order of convergence ‘q’ with respect to time step parameter
r depicted in Figure 3. Since the exact solution is smooth, the convergence rates
of the error in L2-norm are obtained as expected, i.e., O(h2) (with the linear finite
elements) and O(r), respectively. We show all computed values in Table 1 below:
Table 1. Order of convergence of ||u− uh,1||L2(Ω).
h r ‖u− uh,1‖L2(Ω) p q
1/6 1/36 0.026451
1/8 1/64 0.016035 1.739837756875778 0.869918878437889
1/10 1/100 0.010766 1.785311789922130 0.892655894961065
1/12 1/144 0.0077316 1.815897138057364 0.907948569028682
1/14 1/196 0.0058236 1.838442749983338 0.919221374991669
9. Conclusion
We discussed the hp version of the mortar finite element method for a parabolic
initial-boundary value problem. Quasioptimal convergence results with a small pol-
lution term O(log k) are obtained for both semidiscrete and fully discrete methods
in both H1- and L2-norms. With a more regularity assumption superconvergence
estimates for the semidiscrete method has been derived in the negative norm. The
fully discrete scheme is derived using a finite difference method in the temporal
direction. However, we may derive the fully discrete scheme using finite element
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Figure 1. L-shaped domain used with nonmatching grid (left)
and a mortar solution (right).
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Figure 2. Order of convergence with respect to mesh size h.
methods in temporal direction (cf. [10]). Here we considered a problem with ho-
mogeneous Dirichlet boundary condition. For nonhomogeneous Dirichlet boundary
condition, we refer to [5]. Although we assumed our domain to be polygonal, one
22 SANJIB KUMAR ACHARYA, AJIT PATEL, AND TALAL RAHMAN
-5.4 -5.2 -5 -4.8 -4.6 -4.4 -4.2 -4 -3.8 -3.6 -3.4
log r 
-5.2
-5
-4.8
-4.6
-4.4
-4.2
-4
-3.8
-3.6
 
lo
g
 
||
u
-u
h
,1
||
L
2
(
Ω
)
q = 1
Figure 3. Order of convergence with respect to time step r.
can extend the problem to a domain with curved boundary as in [6]. All the esti-
mates are derived with the help of Sobolev space. Same results can be expressed
using Besov and Jacobi-weighted Besov spaces (cf. [25]).
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