Contrast energy was proposed by Watson, Barlow, & Robson (Science, 1983) as a useful metric for representing luminance contrast target stimuli because it represents the detectability of the stimulus in photon noise for an ideal observer. We propose here the use of visible contrast energy metrics for detection and discrimination among static luminance patterns. The visibility is approximated with spatial frequency sensitivity weighting and eccentricity sensitivity weighting. The suggested weighting functions revise the Standard Spatial Observer (Watson & Ahumada, J. Vision, 2005) for luminance contrast detection , extend it into the near periphery, and provide compensation for duration. Under the assumption that the detection is limited only by internal noise, both detection and discrimination performance can be predicted by metrics based on the visible energy of the difference images.
INTRODUCTION
The goal of this paper is to provide methods for predicting detection and discrimination performance for static luminance contrast images based on a single channel model that we have previously developed for detection 1 and discrimination. 2 The energy version of the Standard Spatial Observer metric 1 is updated to allow for its extension into the near periphery, variations in the CSF with duration, and an explicit model that allows different performance levels to be used to define the threshold. The ideal observer discrimination model used to predict acuity 2 is related to a corresponding contrast discrimination metric and simple examples are provided to illustrate its use. Matlab programs are also provided.
Contrast Energy
Contrast energy was proposed by Watson, Barlow, & Robson 3 as a useful metric for representing luminance contrast target stimuli because it represents the detectability of the stimulus in photon noise for an ideal observer. Contrast energy is computed from the digital contrast image C(x,y) using the pixel area dx dy, and the energy equivalent duration dt, E = dx dy dt Σx,y C(x,y) 2 (1) If the signal has been windowed by a temporal function, 0 ≤ T(t) ≤ 1, the energy equivalent duration dt is dt = df Σt T(t) 2 , (2) where df is the frame duration. Contrast energy is conveniently represented on a decibel scale relative to the best performance of observer HB. 3 dBB = 10 log 10 (E / 10 -6 deg 2 sec).
VISIBLE ENERGY METRIC FOR DETECTION
The inputs for the detection metric are a digital luminance image, L(x,y), the pixel area, dx dy, in deg 2 , and the duration, dt, in sec.
Visible contrast image
Watson and Ahumada 1 computed the contrast image C(x,y) from a luminance image L(x,y) by subtracting and then dividing by the background luminance level L0.
C
The contrast image C(x,y) is filtered by a frequency domain contrast sensitivity filter, CSF(fx,fy), and then multiplied by the space domain eccentricity function S(x,y) to obtain the visible contrast image, Cv(x,y). Cv(x,y) = S(x,y) DFT -1 (DFT(C(x,y)) CSF(fx,fy)), (5) where DFT is the digital Fourier transform and DFT -1 is its inverse.
An alternative approach is to base the contrast on a local luminance function. The luminance image is first filtered by an optical blur filter, O(x,y), to obtain the optically blurred luminance image, Lo(x,y), Lo(x,y) = L(x,y) * O(x,y) = DFT -1 (DFT(L(x,y)) DFT(O(x,y))) (6) where the * indicates convolution. Next, a background luminance image, Lb(x,y) is computed as a weighted average of the optically blurred image further blurred by a background blur function, B(x,y), and the also doubly blurred previous background, B0(x,y).
Lb(x,y) = a(dt) Lo(x,y) * B(x,y) + (1-a(dt)) B0(x,y),
where the weight a(dt) is a function of the duration, taking values between 0 and 1. The contrast image, C(x,y), is then computed from the optically blurred image by subtracting and dividing (point by point) the background image, C(x,y) = ( Lo(x,y) -Lb(x,y)) / Lb(x,y). (8) Finally, the visible contrast image, Cv(x,y), is computed by multiplying (point by point) the contrast image by an eccentricity sensitivity function, S(x,y),
Cv(x,y) = C(x,y) S(x,y) . (9) Although slightly more complex, the latter formulation allows the signal to be added to a non-uniform background as demonstrated by Bowen and Wilson. 4 It separates the neural surround component of the CSF from the usually primarily optical center component and emphasizes that the zeroing function of the background may be separated from the gainsetting function. Since both the background during the signal and the preceding background contribute to the local luminance, the dependence of the relative weighting of the center and surround is naturally associated with the signal duration.
Visible Contrast Energy
The visible contrast energy metric for detection is then computed using the standard contrast energy formula 3 , Ev = dx dy dt Σx,y Cv(x,y) 2 .
(10) This is conveniently represented on a decibel scale relative to the best performance of observer HB. 3 dBV = 10 log 10 (Ev / 10 -6 deg 2 sec).
Convenient Functions and Parameters
When the visible contrast image is computed using Equation 5 , the contrast sensitivity function may be computed as
where f is the radial spatial frequency, f=√(fx 2 +fy 2 ).
When the local luminance approach is used, corresponding functions are O(fx,fy) = exp(-f / 12 cpd) ,
The suggested background weight function is a(dt) = 1 -exp(-dt/ 0.13 sec).
Finally, a suggested sensitivity function is, S(x,y) = 1/(1+4.4(1-exp(-r / 6.42 deg))), (16) where r = √(x 2 +y 2 ).
Appendix A contains Matlab code implementing the above calculations.
Parameter estimation
The sensitivity function (Equation 16 ) is the inverse of a function that has been fit to human cone spacing data. 5 If each cone contributes a constant amount of independent noise to a pixel, the noise standard deviation will be proportional to the square root of the density, and the signal will be proportional to the density, so the resulting sensitivity (signal-tonoise ratio) will be proportional to the square root of the density, i. e. the inverse of the cone spacing. We fit the spacing function in degrees for eccentricities out to 20 deg by s(r) = 0.592 + 2.605 (1 -exp(-r / 6.424 deg).
(17) The square root of the density normalized to be 1 when r = 0, will be S(x,y) = S(r) = 1/s(r) = 1/(1+ 4.4 (1-exp(-r /6.42 deg))).
The 41 Modelfest 6 mean thresholds (omitting the noise and San Francisco images) were then used to find the CSF parameters, giving a center frequency cutoff of 7.31 cpd, a surround cutoff of 1.889 cpd, and a surround weight of 0.849. The equivalent energy duration in the Modelfest experiment was 0.23 sec, so the corresponding surround weight time constant is 0.122 sec. When the local luminance approach was used, the estimated parameters were optical cutoff , 7.33 cpd; background blur cutoff, 2.14 cpd; and time constant 0.141 sec.
The recommended time constant is just the average of the two estimates.
If the filters were Gaussian, the simple CSF surround cutoff fs should be the combination of the optical filter cutoff fo and the background filter fb, fs = 1/(1/fo 2 +1/fb 2 ) 0.5 = 1/(1/7.31 2 + 1/2.14 2 ) 0.5 = 2.0538.
(19) The suggested value, fs = 2, looks like an average of the two estimates, but it really is just a rounding off of the background cutoff fb. When the optical cutoff is increased to 12 cpd, its effect on the background cutoff becomes negligible.
Watson and Ahumada 2 found that the Modelfest-derived center frequency cutoff was much too low to model acuity. Deely and Drasdo 7 have modeled the optical transfer function as an exponential to a power, where both the cutoff and the power are a function of the pupil size P in mm.
O(f) = exp(-f/(20.9-2.1 P)
1.3 -0.07 P (20) The pupil size giving an exponent of 1 is 4.3 mm and the corresponding cutoff is 11.9 cpd, which rounds to 12.
A METRIC-VALIDATING MODEL
A simple model for detection is to assume that internal white noise is added to the visible contrast image and that detection or recognition is then performed by an ideal observer. If the individual pixels of the noise are independently normally distributed with mean zero and standard deviation σ, it is convenient to represent the noise by its expected contrast energy per pixel, N = dx dy dt σ 2 .
(21) N is usually referred to as the two sided noise spectral density.
Yes-No Performance
Signal detection theory 8 shows that the ideal observer in a Yes-No detection task in white noise cross multiplies the noisy possible signal with the potential signal Cv(x,y), forming a normalized decision variable Z which has unit variance and whose mean 
Two-Interval Forced Choice Performance
In the two-interval forced-choice (2IFC) procedure with a signal in either the first or second interval with equal likelihood, the ideal observer cross multiplies as above to obtain a normalized Z1 for the first interval and a value Z2 for the second, takes the difference Z1 -Z2, and responds interval 1 if the variance normalized variable Z = (Z1 -Z2) / √2 is greater than zero. We can define the 2IFC detectability index d' as
(25) The 2IFC can be regarded as a Yes-No experiment where the signal alternatives are signal in interval 1 or 2 (S1 or S2) and the response bias has been set so that Pr(R1|S1) = 1 -Pr(R2|S1). Using Equation (20) 
DISCRIMINATION
To simplify the notation for discriminating among M equally likely visible contrast images, we will drop the space indices x and y and regard the visible contrast images as vectors, Cv(x,y,j) = Cv(j), j=1, M.
(31) In the presence of a white noise image vector W with power spectral density N, the unbiased ideal observer picks the image k with the smallest distance to the noisy image. If image j is presented, the squared distance to the kth image is || Cv(j) +W -Cv(k) || 2 = ||Cv(j) + W|| 2 (43) They introduced the 4 so that when M = 2, the formula would reduce to the usual Yes/No d' formula. When M=2, the mean of any two points is halfway between them, ||Cv1-Av|| = ||Cv1-Av||= ||Cv1-Cv2||/2, so d' 2 = (4/(σ 2 2)) 2 ||Cv1-Cv2|| 2 /4 = ||Cv1-Cv2|| 2 / σ 2 .
As shown in Appendix B, the total of the squared distances among all M 2 pairs is 2 M times the total of the squared distances from the patterns to the mean pattern, Σj,k ||Cvj -Cvk|| 2 = 2 M Σj ||Cvj -Av|| 2 .
(45) If we do not count the distances from each point to itself the actual number of distances among points is M 2 -M, the average distance among the points is
(46) That is, the average distance among the points is twice the average distance of each point to the mean when M-1, the number of linearly independent distances, is used in the denominator.
If Dalimier and Dainty 9 had started with the average distance among the points, the formula would have needed no correction factor
(47) which needs no correction for M=2.
Another metric which has been used 10 for comparing alphabets is the average correlation among the patterns. If we define the average of vector Cvk to be Avk, and Dvk to be Cvk -Avk, the average correlation ρ is (50) Again, the natural divisor for the average squared distance to the mean is M-1.
In the general orthogonal case, as shown in Appendix B,
(51) If the lengths are also equal,
Corresponding to Equation 8 for detection, a resolution-independent metric for discrimination is given by Ev = dx dy dt (1/(M-1)) Σj ||Cv(j) -Cv|| 2 .
(53) When used with Equations 38 and 39 (Figure 1 ) it correctly predicts discrimination performance for equally likely alternatives when M =2 and should be useful both for finding starting values for N in model simulations and providing a way of equating results from studies using different values for the Pr(Correct). Example 2: Tumbling E Figure 3 . Tumbling E patterns. Figure 3 shows four Tumbling E patterns. Each pattern has 17 pixels, so they have equal energy. The pixel distances between the reflected versions are 4 and the rotated versions are 8. These patterns are not orthogonal, but do have equal energy. Equation (24) evaluated at M=4 and d'=1 results in the prediction Pc = 0.552 Model simulation for 10,000 trials led to the 95% confidence interval for Pc = 0.538 ± 0.098, which is statistically significantly lower, but usefully close. Appendix A shows the Matlab code for the simulation and the code for computing Pc.
Estimating N from discrimination
Watson and Ahumada 2 used simulation to fit the model (their model ID) to Sloan letter acuity data (M=10) and generated estimated values of σ in decibels of contrast for four observers (-0.5, -1, -2.2, -4.7). Their pixel resolution was 313.91 pixels/deg. Assuming a fixation duration of 0.25 sec gives an additive constant for estimating N as 60 -20log 10 313.91 + 10log 0.25 = 10.1 dB. The median of the four estimates is 8.5 dBB. Less ideal observer models gave smaller 10 estimates for N. Model XA allowed for spatial uncertain and ignored energy (used cross correlation alone) and gave an N estimate of 5.8 dBB. Model XL with spatial uncertainty and templates based on the unfiltered letters gave an estimate of -1.3 dBB, closer to the estimate from detection. 
