Abstract Traditional Global Sensitivity Analysis (GSA) focuses on ranking inputs according to their contributions to the output uncertainty. However, information about how the specific regions inside an input affect the output is beyond the traditional GSA techniques. To fully address this issue, in this work, two regional moment-independent importance measures, Regional Importance Measure based on Probability Density Function (RIMPDF) and Regional Importance Measure based on Cumulative Distribution Function (RIMCDF), are introduced to find out the contributions of specific regions of an input to the whole output distribution. The two regional importance measures prove to be reasonable supplements of the traditional GSA techniques. The ideas of RIMPDF and RIMCDF are applied in two engineering examples to demonstrate that the regional moment-independent importance analysis can add more information concerning the contributions of model inputs.
Introduction
Sensitivity Analysis (SA) is to study ''how uncertainty in the output of a model (numerical or otherwise) can be apportioned to different sources of uncertainty in the model input factors". 1 Generally, SA can be classified into two main categories 1-3 : Local Sensitivity Analysis (LSA), which is often carried out in the form of derivative of the model output with respect to the input parameters, and Global Sensitivity Analysis (GSA), which focuses on the output uncertainty over the entire range of the inputs. The limitation of LSA, as a derivative-based approach, lies in that derivatives are only informative at the base points where they are calculated and cannot provide an exploration of the rest of the input space. GSA, on the other hand, explores the whole space of the input factors, and thus is more informative and robust than estimating derivatives at a single point of the input space. Obviously, GSA has a greater potential for engineering applications.
Global sensitivity indices are also known as importance measures, and a rapid development in this field has been witnessed in the last several decades. 16 It has been found that nonparametric techniques are insufficient to capture the influences of inputs on the output variability for nonlinear models and also when interactions among inputs emerge.
10 As Saltelli underlined, 1 an importance measure should satisfy the requirement of being ''global, quantitative, and model free", and he advocated that the variance-based importance measure was a preferred way of measuring uncertainty importance. However, the use of variance as an uncertainty measure relies on the assumption that ''this moment is sufficient to describe output variability". 13 Borgonovo 13 showed that relying on the sole variance as an indicator of uncertainty would sometimes lead a decision maker to noninformative conclusions, since the inputs that influence the variance the most are not necessarily the ones that influence the output uncertainty distribution the most. Borgonovo extended Saltelli's three requirements by adding ''moment independent", 13,14 and proposed a new importance measure which looks at the influence of the input uncertainty on the entire output distribution without reference to a specific moment of the output. In a similar manner, Liu and Homma 15 proposed another moment-independent importance measure, which describes the contribution of the input uncertainty on the Cumulative Distribution Function (CDF) of the model output, while Borgonovo's importance measure studies the contribution on the Probability Density Function (PDF) of the model output.
However, traditional GSA techniques only provide information showing the relative importance of input variables, with no knowledge of which part of a variable is important such as the left or right tail, center region, near center, etc. Such information will be useful for decision makers to identify the important areas inside an input variable, and take corresponding measures. For this purpose, Millwater et al. 17 proposed a localized probabilistic sensitivity method to determine the random variable regional importance; however, this method is based on derivatives and suffers the same constraints as those of LSA. In 1993, Sinclair 18 introduced the idea of Contribution to Sample Mean (CSM) plot which was further developed by Bolado-Lavin et al. 19 As an extension of CSM, Tarantola et al. 20 proposed the Contribution to Sample Variance (CSV) plot. The principle behind CSM and CSV is to use a given random sample of input variables, which is generally used for uncertainty analysis, to measure the effects of specific regions of an input variable on the mean and variance of the output. However, the information provided by CSM and CSV will become limited when the mean and variance are insufficient to describe the output distribution, which is possible in both theoretical and real applications.
In this work, the idea of CSM and CSV is extended to the domain of moment-independent GSA techniques. Based on the importance measures proposed by Borgonovo 13 and Liu and Homma 15 respectively, regional moment-independent importance analysis considering the output PDF and CDF is introduced, to find out the contributions of specific regions of an input variable to the whole output distribution. Besides, the regional importance analysis can be performed with the same sample points for computing the traditional momentindependent importance measures, and thus no additional model evaluation is needed. In other words, the regional moment-independent importance analysis can be viewed as a byproduct, offering much more information than that provided by the standard importance analysis.
The remainder of this paper is organized as follows. The CSM and CSV theories are briefly reviewed in Section 2. Then the regional moment-independent importance analysis and computational strategies are discussed in Section 3. In tion 4, two engineering examples are presented to demonstrate the applicability of the newly proposed concept. Finally, conclusions of this work are highlighted in Section 5.
Review of CSM and CSV plots
Suppose that the input-output model is denoted by Y ¼ gðXÞ, where Y is the model output and X ¼ ½X 1 ; X 2 ; . . . ; X n T (n is the input dimension) is the set of input variables. The uncertainties of the input variables are represented by probability distributions. The joint probability density function PDF of X is denoted as f X ðxÞ, and the marginal PDF of X i can be formulated as
Let us recall the definition of CSM for a given input X i , 18, 19 CSM Xi ðqÞ ¼ 1 EðYÞ
where q 2 ½0; 1,
gðxÞf X ðxÞdx is the mean of the model output, and F
À1
Xi ðqÞ is the inverse CDF of X i at quantile q. The multiple integral in Eq. (2) is taken in the range ðÀ1; þ1Þ for all the input variables except X i , for which the range is ðÀ1; F
Xi ðqÞ. In a similar manner, CSV for X i is defined as 20 CSV Xi ðqÞ ¼ 1 VðYÞ
where
ðgðxÞ À EðYÞÞ 2 f X ðxÞdx is the variance of the model output, and the other notations have the same meaning as in the definition of CSM. It is important to note that CSV is defined as a contribution to the output variance with respect to a constant mean EðYÞ over the full range. Both CSM and CSV are plotted in the ½0; 1 2 space, with q as a point on x-axis representing a fraction of the distribution range of X i , and CSM Xi ðqÞ or CSV Xi ðqÞ as a fraction of the output mean or variance corresponding to the values of X i smaller than or equal to itsuantile.
CSM and CSV are meaningful to estimate the contributions of specific ranges of an input variable to the mean and variance of the output. Considering X i and a specific range of q, say ½0; 0:1 for example, if the CSM or CSV plot is close to the diagonal, it indicates that the contribution to the output mean or variance is almost equal throughout this range of X i . In addition, the contribution of X i in the range to the output mean or variance is lower than the average if the CSM and CSV plots are convex downwards; otherwise, the contribution is higher than the average if the plots are convex upwards.
