Abstract. In this paper, we obtain a positivity result of a quasilocal mass integral as proposed by Shi and Tam in general dimensions. The main argument is based on the monotonicity of a mass integral in a foliation of quasi-spherical metrics and a positive mass type theorem which was proved by Wang and Yau in the three dimensional case, and is shown here in higher dimensions using spinor methods.
Theorem 0.1. ( [14] Theorem 3.1) Let (Ω, g) be a compact 3-dimensional orientable manifold with smooth boundary Σ = ∂Ω, homeomorphic to a 2-sphere. Assuming the following conditions:
(1) The scalar curvature R of (Ω, g) satisfies R ≥ −6k 2 for some k > 0, (2) Σ is a topological sphere with Gaussian curvature K > −k 2 and mean curvature H > 0, so that Σ can be isometrically embedded into H 3 −k 2 (the hyperbolic space with curvature −k 2 ) with mean curvature H 0 .
Then there is a future time-like vector-valued function W on Σ such that the vector
is future non-spacelike. Here W = (x 1 , x 2 , x 3 , αt) for some α > 1 depending only on the intrinsic geometry of Σ, where X = (x 1 , x 2 , x 3 , t) ∈ H 3 −k 2 ⊂ R 3,1 is the position vector of the embedding of Σ.
In this paper, we will prove the analogous result in higher dimensions for spin manifolds (note that three dimensional orientable manifolds are spin). More precisely we will prove the following Theorem 0.2. (cf. Theorem 3.1) Let n ≥ 3 and (Ω, g) be a compact spin n-manifold with smooth boundary Σ. Assuming the following conditions:
(1) The scalar curvature R of (Ω, g) satisfies R ≥ −n(n − 1)k 2 for some k > 0, (2) Σ is topologically a (n − 1)-sphere with sectional curvature K > −k 2 , mean curvature H > 0 and Σ can be isometrically embedded uniquely into H n −k 2 with mean curvature H 0 . Then there is a future time-like vector-valued function W on Σ such that the vector
is future non-spacelike. Here W = (x 1 , x 2 , · · · , x n , αt) for some α > 1 depending only on the intrinsic geometry of Σ, where X = (x 1 , x 2 , · · · , x n , t) ∈ H n −k 2 ⊂ R n,1 is the position vector of the embedding of Σ.
The value of α in Theorem 0.1 and 0.2 will be given in Theorem 3.1. To prove Theorem 0.2, there are two main ingredients. One is the monotonicity of the mass integral under certain flow of the embedded Let us also mention that it was conjectured (cf. [14] ) that the value of α in Theorem 0.1 can be taken to be 1. Indeed, it was proved by Tam and the author [7] that in the three-dimensional case, if we define the quasilocal mass integral of Σ to be Σ (H 0 − H)X, then it has the desired limiting behavior, in the sense that this mass integral, when evaluated on coordinate spheres, will tend to the mass (cf. [16] ) of an asymptotically hyperbolic manifold (under suitable assumptions and normalization). It is also natural to ask if α in Theroem 0.2 can be taken to be 1. This paper is organized as follows. In Section 1, we will first state and prove some preliminary results, most of which are similar to those in [14] and [15] . In Section 2, we will state and prove a positive mass type theorem in general dimension. In particular, we will derive some results about Kiling spinors and the Dirac operator in this section for later use. In Section 3, we will give the proof of our main result.
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Preliminaries
In this section, we will state and prove some preliminary results which are similar to those in [14] and [15] . The setup is as follows.
Let (Ω, g) be a compact n-dimensional manifold with smooth boundary Σ = ∂Ω, homeomorphic to a (n − 1)-sphere. Suppose the scalar curvature R of Ω satisfies R ≥ −n(n − 1)k 2 for some k > 0. Let H be the mean curvature of Σ with respect to the outward normal. We assume H is positive, the sectional curvature of Σ is greater than −k 2 and Σ can be isometrically embedded uniquely into H n −k 2 , the hyperbolic space of constant sectional curvature −k 2 . We use the following hyperboloid model for H n −k 2 :
where R n,1 is the Minkowski space with Lorentz metric
The position vector of H n −k 2 in R n,1 can be parametrized by
where Y ∈ S n−1 , the unit sphere in R n . Note that r is the geodesic distance of a point from o = (0, · · · , 0, 1/k) ∈ H n −k 2 . Without loss of generality we can assume that Σ 0 , the embedded image of Σ, encloses a region Ω 0 which contains o.
Here for simplicity, (p, ρ) denotes a point Σ ρ which lies on the geodesic perpendicular to Σ 0 starting from the point p ∈ Σ 0 and X(p, 0) = X(F (p)).
On H n −k 2 \ Ω 0 , the hyperbolic metric can be written as
where g ρ is the induced metric on Σ ρ . As in [15] , we can perturb the metric to form a new metric on
(note that the induced metrics from g ′ and g ′′ on Σ ρ are the same) with prescribed scalar curvature −n(n − 1)k 2 , where u satisfies (
Here ∆ ρ is the Laplacian on Σ ρ , R ρ is the scalar curvature of Σ ρ , H 0 (p, ρ) is the mean curvature of Σ ρ in (H n −k 2 , g ′ ) and H(p) is the mean curvature of ∂Ω in (Ω, g). The mean curvature of Σ ρ with respect to the new metric g ′′ is then
We have the following estimates:
Lemma 1.1 (cf. [15] p. 255-257).
(1) For all ρ, e −2kρ g ρ is uniformly equivalent to the standard metric on S n−1 . Indeed, we can choose a coordinates around any p ∈ Σ such that g ab (p, ρ) = f δ ab , where f =
, e 2kρ or
and λ a (p, 0) = k coth(kµ a ), k or k tanh(kµ a ) is the initial principal curvature with respect to g ′ . (2) Let dΣ ρ denotes the volume element of Σ ρ , then e −(n−1)kρ dΣ ρ is uniformly equivalent to the volume element dS n−1 of S n−1 .
We also have the following long time existence result:
The solution u of (1.6) exists for all time and v = lim ρ→∞ e nkρ (u − 1) exists as a smooth
Since the proofs of the above two results are exactly the same as in [15] except some obvious modification, we omit them here.
Proof. First of all it is easy to see that ∆ H n −k 2 X = nk 2 X. On the other hand, under the foliation by Σ ρ , the
Clearly we also have
Proof. By (1.6) and the divergence theorem,
where we have used (1.6) in line 4 and divergence theorem in line 5. The Gauss equation gives
where A is the second fundamental form of Σ ρ with respect to the hyperbolic metric g ′ . By the evolution equation of H 0 ([15] Equation (2.4)) and the Gauss equation (1.9),
So we have
. Therefore
This together with (1.8) gives the result.
A positive mass theorem
We will need the following positive mass type theorem (cf. [15] Theorem 6.1 and Corollary 6.3) which was proved by Wang and Yau when n = 3. Theorem 2.1 (Wang-Yau). Let n ≥ 3 and (Ω, g) is a n-dimensional compact spin manifold with nonempty smooth boundary which is a topological sphere. Suppose the scalar curvature R of Ω satisfies R ≥ −n(n − 1)k 2 , the sectional curvature of its boundary Σ satisfies K > −k 2 , the mean curvature of the boundary with respect to outward unit normal is positive, and Σ can be isometrically embedded uniquely into
for any future-directed null vector ζ in R n,1 . Here H 0 , H are functions in (p, ρ) as in (1.7) and X ∈ H n −k 2 ⊂ R n,1 is the position vector of the isometric embedding of Σ.
In other words, lim ρ→∞ Σρ (H 0 −H)X dΣ ρ is a future non-spacelike vector.
As a corollary, Corollary 2.1. With the same assumptions as in Theorem 2.1,
where r is defined in (1.2). 
Killing spinors on (H
where c ′ (V ) is the Clifford multiplication by V and ∇ ′ is the spin connection (with respect to the hyperbolic metric g ′ ). The Killing spinors on hyperbolic spaces were studied by Baum [3] , who proved that on H n −k 2 , the set of all Killing spinors is parametrized by a ∈ C 2 m , m = ⌊ n 2 ⌋ (integer part). The following two propositions are crucial.
where · denotes the Lorentz inner product in R n,1 and
Here ·, · is the inner product in C 2 m , c(e j ) denotes the Clifford multiplication by the Clifford matrices (as defined in [3] p.206) for the orthonormal basis
, where I is the identity matrix.
) proved that in the ball model for H n , the Killing spinor can be expressed as (note that the spinor bundle is trivial)
The change of coordinates from the ball model to the hyperboloid model is given by
Proposition 2.2. For every null vector ζ ∈ R n,1 (n ≥ 2), ζ = ζ a for some a ∈ C 2 m , where m = ⌊ n 2 ⌋ and ζ a is defined in (2.2).
Proof. Define η a = n j=1 √ −1c(e j )a, a e j . As ζ a = n j=1 √ −1c(e j )a, a e j + |a| 2 e 0 , it suffices to prove that for any X ∈ S n−1 ⊂ R n , there exists a ∈ C 2 m with |a| = 1 such that η a = X. This can be proved in a similar way as in [16] p.285-286. Here we use a different proof which is more explicit. We divide into two cases: (i) n is odd and (ii) n is even.
(i) For the odd case where n = 2m + 1, we apply induction on m. When 2m + 1 = 3, this is done in [15] (p.17). We state it here for later use. The three Clifford matrices for n = 3 are g 1 , g 2 and √ −1T (see [3, p. 206] ), where
So for any z ∈ S 2 , there exists a ∈ C 2 with |a| = 1 such that
Assume the result is true for n = 2m − 1, and denote the Clifford matrices in dimension 2m − 1 simply by {c j } 
Now let X ∈ S 2m , then X = (y 1 , y 2 , · · · , y 2m−1 z) for some y = (y 1 , · · · , y 2m−1 ) ∈ S 2m−2 and z ∈ S 2 . By induction assumption, there exists b ∈ C 2 m−1
with |b| = 1 such that
and by (2.3), there exists a ∈ C 2 with |a| = 1 such that
Combining these with (2.4), it is easily seen that η a⊗b = X.
(ii) For the even case, we also apply induction on m. When n = 2, the two Clifford matrices are g 1 and g 2 and η a = (−|a 1
Assume the result is true for n = 2m and denote {c j } 2m j=1 to be the corresponding Clifford matrices as defined in [3, p. 206 Equation (1)]. Let {d j } 2m+2 j=1 be the Clifford matrices for n = 2m + 2. Then it is easily seen that
and y ∈ S 2m−1 . By (2.3), there exists b ∈ C 2 with |b| = 1 such that
and by induction assumption, there exists a ∈ C 2 m−1 with |a| = 1 such that
Combining these with (2.5), it is easily seen that η a⊗b = X.
The hypersurface Dirac operator.
In this subsection, we will give some general results for the hypersurface Dirac operator. Most of the materials in this section can be found, for example, in [6] .
Recall that on the spinor bundle S(M n ) over a spin manifold (M, g), the Dirac operator D is defined to be Now, for a spin manifold M, if Σ ⊂ M is an oriented smooth hypersurface, then M induces a natural spin structure on Σ, compatible with the induced orientation from M.
We let S := S(M n )| Σ , the restriction of the spinor bundle of M to Σ. Then it can be shown that S = S(Σ) when n is odd and S = S(Σ) ⊕ S(Σ) when n is even. We will work on S (instead of S(Σ)). Definition 2.1. We define the hypersurface spin connection ∇ S , the hypersurface Clifford multiplication c S and the hypersurface Dirac operator D S on S by
where ν is a fixed unit normal (outward if this makes sense) and B is the shape operator on Σ, i.e. B(X) = −∇ X ν.
In local formula, for {e a } n−1 a=1 orthonormal on Σ and e n = ν be the unit outward normal, 
c(e i ) ∇ e i ψ,
Actually B is the boundary operator for the Lichnerowicz type formula ([15] Equation 3.2): for any bounded region U with smooth boundary, we have
(2.8) where R is the scalar curvature.
From now on until the end of this section, the indices a, b, c run from 1 to n − 1 and i, j, k run from 1 to n. Repeated indices will be summed over. Proposition 2.3. Let ψ be a spinor on M and H is the mean curvature of Σ ⊂ M. Then on Σ,
Proof. We have Bψ = c(e n )c(e a ) ∇ ea ψ. Using (2.6),
We have c S (e a ) = c(e a )c(e n ), so c(e n )c(e a )∇ (u as defined in (1.6)) and AV = V for any vector V tangential to Σ ρ . A can be lifted to the spinor bundles as an isometry [1] 
where c ′ (resp. c ′′ ) denotes the Clifford multiplication associated to g ′ (resp. g ′′ ). We will also denote by e ′′ n (resp. e ′ n ) to denote the unit outward normal of Σ ρ with respect to g ′′ (resp. g ′ ). 
Note that by definition of D S and c S , 
kv as given by Lemma 1.1 and Proposition 1.1. By Lemma 1.1 again, e −(n−1)kρ dΣ ρ tends to a measure dµ on Σ, induced by the metric g ∞ = lim ρ→∞ e −2ρ g ρ . All the above limits are uniform in ρ. Thus we have Proof of Theorem 2.1. (1.5) , with u satisfying (1.6). Let g be the metric defined on M = M ∪ F Ω such that g = g on Ω and g = g ′′ on M, where F is the embedding of Ω into H n −k 2 . Note thatg is Lipschitz near ∂Ω, i.e. there is a smooth coordinates around ∂Ω such that the coefficients g ij are Lipschitz. where ρ m → ∞ and B is the boundary operator with respect tog as in (2.7).
Since we are only interested in the asymptotic behavior, by cutting off, we can assume that φ 0 can be extended smoothly on the whole M. Then outside a compact set, for ∇ = A∇A −1 , we have
By the estimates in Lemma 2.1 of [1] , we have
)kρ ). By Lemma 1.1, the volume element of ( M , g) is of order e (n−1)kρ . We then have ∇φ 0 , and therefore Dφ 0 , are both in L 2 ( M, g).
We now find φ 1 ∈ W 1,2 such that Dφ 1 = Dφ 0 as follows. Define a linear map on 
To be precise, H in the two equations above are the mean curvatures of ∂Ω with respect to g ′′ and g respectively, but since they agree ((1.6), (1.7)), so adding them up gives
As R = −n(n − 1) outside Ω, so
So B is bounded on W 1,2 . On the other hand, as R ≥ −n(n − 1), for
So B is also coercive. Then by Lax-Milgram theorem, there exists
loc . Note also that in the weak sense,
In other words, lim ρ→∞ Σρ (H 0 −H)XdΣ ρ is a future-directed non-spacelike vector.
Positivity of the quasi-local mass of Shi-Tam
Now assume n ≥ 3 and let (Ω, g) be as described in section 1. Recall that B 0 (R 1 ) and B 0 (R 2 ) are geodesic balls in
. Our main result is the following (1) The scalar curvature R of (Ω, g) satisfies R ≥ −n(n − 1)k 2 for some k > 0, (2) Σ is topologically a (n − 1)-sphere with sectional curvature K > −k 2 , mean curvature H > 0 and Σ can be isometrically embedded uniquely into H n −k 2 with mean curvature H 0 . Then for any future directed null vector ζ in R n,1 ,
where W = (x 1 , x 2 , · · · , x n , αt) with
is the position vector in R n,1 and the inner product is given by the Lorentz metric.
Let (φ 1 , · · · , φ n ) denote the position vectors of points of S n−1 in R n . Let {Σ ρ } be the foliation of H n −k 2 \ Ω 0 described in section 1. We need the following: Proof. The position vectors in R n,1 can be parametrized by
where z ∈ S n−2 ⊂ R n−1 . Then the hyperbolic metric (outside Ω 0 ) is
where dσ is the standard metric on S n−2 . Since φ = cos θ, (3.1) follows by multiplying sin 2 θ to the above.
Recall that o ∈ Ω 0 and r is the geodesic distance from o. Let p ∈ Σ and let γ be the (arc-length parametrized) outward pointing geodesic through p which is orthogonal to Σ. Let q be the point on γ such that a = d(o, q) = d(o, γ). We will simple denote by yz to be the distance d(y, z) between two points y and z. Then for x = γ(ρ), ρ > 0, cosine law gives cosh(k r) = cosh(k a) cosh(k · qx), where r = ox. By [5] , the region bounded by Σ 0 is geodesically convex, so we have qx = qp + ρ. Thus along γ we have is non-decreasing along γ for ρ > 0, which is also true if o = q. We now estimate ∂r ∂ρ
(p). To show (3.2), we can assume o = q, for otherwise Let β be the geodesic on the hyperbolic plane containing the triangle △oqp such that it is perpendicular to γ at p. Suppose β meets ∂B 0 (R 2 ) at y and z. Then ∂r ∂ρ
= sin(∠opy). By sine law, ∂r ∂ρ
= sin(∠opy) = sinh kR 2 sinh(k · op) sin(∠oyp) ≥ sin(∠oyp) ≥ sinh kR 1 sinh kR 2 .
This proves (3.2). The inequality (3.3) follows from (3.1) and (3.2), together with |φ| ≤ 1.
We are now ready to prove our main result.
Proof of Theorem 3.1. X can be expressed as (2) Σ is isometric to a standard sphere and H is orthogonal to the first eigenfunctions of S n−1 (i.e. restriction of the position functions of S n−1 ⊂ R n ). Here we assume that 0 = (0, · · · , 0, 1/k) is the center of the geodesic ball in H n −k 2 enclosed by Σ 0 .
