Algebraic Core and Convex Calculus without Topology by Van Cuong, Dang et al.
ar
X
iv
:2
00
1.
00
27
6v
2 
 [m
ath
.O
C]
  6
 Fe
b 2
02
0
ALGEBRAIC CORE AND CONVEX CALCULUS WITHOUT TOPOLOGY
Dang Van Cuong1, Boris S. Mordukhovich2, Nguyen Mau Nam3, Addison Cartmell4
Dedicated to Alfredo Iusem on the occasion of his 70th birthday
Abstract. In this paper we study the concept of algebraic core for convex sets in general vector
spaces without any topological structure and then present its applications to problems of convex
analysis and optimization. Deriving the equivalence between the Hahn-Banach theorem and and
a simple version of the separation theorem of convex sets in vector spaces allows us to develop a
geometric approach to generalized differential calculus for convex sets, set-valued mappings, and
extended-real-valued functions with qualification conditions formulated in terms of algebraic cores
for such objects. We also obtain a precise formula for computing the subdifferential of optimal value
functions associated with convex problems of parametric optimization in vector spaces. Functions
of this type play a crucial role in many aspects of convex optimization and its applications.
Key words. Algebraic core, vector spaces, convex separation, normals, coderivatives, subgradients,
optimal value functions.
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1 Introduction
Convex analysis and its numerous applications in infinite-dimensional spaces have been
largely developed under certain interiority assumptions on convex sets and related objects
in topological spaces; see, e.g., the books [2, 5, 6, 7, 12, 13, 20, 23] and the references therein.
Various notions of convergence of sets and functions play a prominent role in developing
important results of convex analysis and applications.
Since conventional interiority conditions (involving nonempty interiors of convex sets) fail to
fulfill for important classes of infinite-dimensional problems in optimization and economic
modeling, more relaxed notions have been studied and applied in infinite dimensions. Con-
cerning convex sets, these notions include various relative interior and core constructions;
see [1, 3, 4, 6, 9, 10, 12, 13, 23] among other publications. Most of them employ advantages
of a topological structure on the space in question, while pure algebraic constructions have
been also partly investigated and applied.
In this paper we concentrate on the concept of algebraic core for convex sets defined in an
arbitrary (real) vector space without any topology. Algebraic cores and related nontopo-
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logical notions have modestly used in the literature on nonlinear analysis and optimization,
particularly in applications to vector and set-valued optimization; see, e.g., [11, 12, 13, 23].
However, broader applications require developing generalized differential calculus for con-
vex sets, set-valued mappings, and extended-real-valued functions in vector spaces under
qualification conditions expressed in terms of algebraic cores. The main goal of this paper
is to develop such a calculus, together with other useful results involving algebraic cores.
Note that it has been realized in convex analysis (starting with the finite-dimensional frame-
work of [21]) that the closedness of the sets in question is not needed for deriving basic cal-
culus rules, although is it required for other important results. This is a striking difference
from general variational analysis, where the closedness of sets and lower semicontinuity of
functions is needed everywhere; see, e.g., [5, 14, 15, 22]. It is due to fact that variational
techniques are based on perturbation and approximation procedures with the subsequent
passage to the limit, while convex analysis does not require this on a regular basis. How-
ever, a certain topological structure is an essential framework for known results and proofs
in generalized differential calculus of convex analysis in infinite dimensions; see, e.g., the
books [2, 5, 6, 20, 23] among many other publications.
To reach our goal on developing convex generalized differential calculus without topology,
we employ a dual-space geometric approach to deal first with normals to set intersections
and then apply it to deriving basic calculus rules for coderivatives of set-valued mappings
and subgradients of nonsmooth functions. This approach is borrowed from variational
analysis [14, 15], where it is based on the extremal principle for systems of closed sets. An
appropriate version of the extremal principle for convex sets [18] does not require closedness,
but the topological structure is essential. Furthermore, it is shown in [18] and [19] that the
convex extremal principle is equivalent to convex separation of sets under certain interiority
conditions in normed and linear convex topological vector spaces, respectively.
In this paper we rely on a proper version of convex separation theorem, which holds in
any vector space and is formulated via algebraic core conditions instead of the conventional
interiority assumptions in topological settings. We show also that a simple “extreme”
version of this result is equivalent the (analytic) Hahn-Banach theorem in vector spaces.
Furthermore, to proceed with deriving major convex calculus rules, we need a vector space
counterpart of Rockafellar’s finite-dimensional result on relative interiors of convex graphs,
which is obtained here in terms of algebraic cores.
The rest of the paper is organized as follows. After presenting basic definitions, we collect in
Section 2 those properties of algebraic cores that are used below. Section 3 revolves around
separation of convex sets without topology. We provide several versions of convex separation
in terms of the algebraic core and show that one of them, which constitutes an extreme case
of separation, implies the Hahn-Banach extension theorem in vector spaces. This section
also presents an algebraic vector space counterpart, in terms of algebraic cores and algebraic
closures, of a fundamental result of finite-dimensional geometry involving relative interiors
and topological closures of convex sets. The subsequent Section 4 establishes, with the
usage of convex separation, a precise core representation for graphs of convex set-valued
mappings between vector spaces.
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In Section 5 we use the separation technique and core properties to derive the basic in-
tersection formula for normals to convex sets in vector spaces under the core qualification
condition. This result is employed in Section 6 and Section 7 to obtain sum and chain rules,
respectively, for coderivatives of convex-graph set-valued mappings between vector spaces.
The obtained results for coderivatives yield the corresponding calculus rules for subgradients
of extended-real-valued convex functions under appropriate qualification conditions in terms
of algebraic cores. Finally, in Section 8 we use algebraic cores to give a precise calculation
of subgradients for optimal value/marginal functions in vector spaces, which play a crucial
role in many aspects of constrained optimization and applications.
Note that a similar approach would allow us to derive generalized differential calculus rules
for convex objects in locally convex topological vector spaces by using interior qualification
conditions and their modifications instead of those established in this paper via algebraic
cores. On the other hand, it is possible to develop a converse approach by using the
strongest locally convex topology on the vector spaces in question. We prefer here a direct
core algebraic approach, which does not rely on any topology.
Throughout this paper we employ the conventional notation of convex and variational anal-
ysis; see, e.g., [14, 22, 23]. All the spaces under consideration are real vector spaces. Given
such a space X, its algebraic dual space is defined by
X ′ :=
{
f : X → R
∣∣ f is a linear function}.
2 Basic Definitions and Some Algebraic Properties
Let us start with the basic constructions used in this paper for arbitrary vector spaces X.
Given a nonempty set Ω ⊂ X, define the algebraic core of Ω by
core(Ω) :=
{
x ∈ Ω
∣∣ ∀v ∈ X, ∃δ > 0, ∀t with |t| < δ : x+ tv ∈ Ω}. (2.1)
Algebraic cores are also known in the literature as “algebraic interiors” of convex sets. A
complementary notion is called the algebraic closure of Ω and is defined by
lin(Ω) :=
{
x ∈ X
∣∣ ∃w ∈ Ω : [w, x) ⊂ Ω}. (2.2)
Note that [w,w) = {w}. When X is a topological vector space, it is easy to check the
validity of the following inclusions, which all may be strict:
int(Ω) ⊂ core(Ω) ⊂ Ω ⊂ lin(Ω) ⊂ Ω,
where int(Ω) and Ω signify the (topological) interior and closure of Ω, respectively. Recall
that a subset Ω of a vector space X is absorbing if for any v ∈ X there exists δ > 0 such
that tv ∈ Ω whenever |t| < δ. It follows directly from these definitions that x¯ ∈ core(Ω) if
and only if the shifted set Ω− x¯ is absorbing. Observe also the following useful formula for
representing algebraic cores of set products in vector spaces:
core(Ω× Ω2) = core(Ω1)× core(Ω2). (2.3)
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For the reader’s convenience, we further collect in this section some elementary properties
of algebraic cores and closures of sets in vector spaces that are used in what follows.
Proposition 2.1 Let Ω be a convex subset of X. Then the sets core(Ω) and lin(Ω) are also
convex in this space.
Proof. Fix any a, b ∈ core(Ω) and 0 < λ < 1. It follows from definition (2.1) that for any
v ∈ X there exists δ > 0 such that
a+ tv ∈ Ω and b+ tv ∈ Ω whenever |t| < δ.
Using the convexity of Ω, for each such number t we have
λa+ (1− λ)b+ tv = λ(a+ tv) + (1− λ)(b+ tv) ∈ λΩ+ (1− λ)Ω ⊂ Ω.
It implies that λa+ (1− λ)b ∈ core(Ω), and hence core(Ω) is convex.
To proceed with the verification of convexity for the algebraic closure, pick any vectors
a, b ∈ lin(Ω) and 0 < λ < 1. Then there exist vectors u, v ∈ Ω such that
[u, a) ⊂ Ω and [v, b) ⊂ Ω.
Denoting xλ := λa+ (1 − λ)b and wλ := λu+ (1 − λ)v ∈ Ω, we see that [wλ, xλ) ⊂ Ω, and
so xλ ∈ lin(Ω). This verifies the convexity of lin(Ω). 
Proposition 2.2 Let Ω ⊂ X be convex. If a ∈ core(Ω) and b ∈ Ω, then [a, b) ⊂ core(Ω).
Proof. Fix λ ∈ (0, 1), define xλ := λa+ (1− λ)b, and then verify that xλ ∈ core(Ω). Since
a ∈ core(Ω), for any v ∈ X there exists δ > 0 such that
a+ tv ∈ Ω whenever |t| < δ.
Now taking such t and using the convexity of Ω readily imply that
xλ + tλv = λa+ (1− λ)b+ tλv = λ(a+ tv) + (1− λ)b ∈ Ω,
which amount to saying that xλ ∈ core(Ω). 
Proposition 2.3 Let Ω ⊂ X be convex, and let x0 ∈ Ω. Suppose further that for any
v ∈ X there exists a number δ > 0 such that whenever 0 < λ < δ we have x0 + λv ∈ Ω.
Then x0 ∈ core(Ω).
Proof. Fix any v ∈ X and find δ+ > 0 satisfying
x0 + λv ∈ Ω for all 0 < λ < δ+.
Furthermore, there exists a positive number δ− such that x0 + λ(−v) ∈ Ω whenever 0 <
λ < δ−. Letting δ := min{δ+, δ−} > 0, we can easily see that x0+λv ∈ Ω whenever |λ| < δ.
It shows that x0 ∈ core(Ω). 
4
Proposition 2.4 Let Ω be a convex subset of X. Then we have
core
(
core(Ω)
)
= core(Ω).
Proof. Note first that the set core(Ω) is convex by Proposition 2.1, and hence the set
core(core(Ω)) is also convex. Since core(Ω) ⊂ Ω, it follows that
core
(
core(Ω)
)
⊂ core(Ω).
To verify the opposite inclusion, fix a ∈ core(Ω) and take any v ∈ X. It follows from the
definition that there exists δ > 0 such that
a+ tv ∈ Ω whenever |t| < δ,
and hence a+ δ2v ∈ Ω. For any γ with 0 < γ <
δ
2 define the number
λ := 1−
2γ
δ
.
Since 0 < γ < δ2 , we get λ ∈ (0, 1), and thus Proposition 2.2 tells us that
a+ γv = λa+ (1− λ)
(
a+
δ
2
v
)
∈ core (Ω) for all γ with 0 < γ <
δ
2
.
Employing now Proposition 2.3 yields a ∈ core(core(Ω)). 
Proposition 2.5 Let Ω be a convex subset of X with core(Ω) = Ω. Then for any set
A ⊂ X, we have the equality
core(Ω +A) = Ω +A.
Proof. Observe that
Ω +A =
⋃
a∈A
(Ω + a) =
⋃
a∈A
(
core(Ω) + a
)
=
⋃
a∈A
(
core(Ω + a)
)
⊂ core(Ω +A).
Since the opposite inclusion is obvious, the conclusion of the proposition follows. 
Proposition 2.6 Let Ω be a subset of X with core(Ω) 6= ∅, and let f : X → R be a nonzero
linear function. Then f cannot be a constant function on Ω.
Proof. Arguing by contradiction, suppose that
f(x) = c for all x ∈ Ω
for some constant c. Fix x0 ∈ core(Ω) and let Θ := Ω− x0. Then 0 ∈ core(Θ) and
f(x) = 0 for all x ∈ Θ,
Taking any v ∈ X and choosing t > 0 sufficiently small such that tv ∈ Θ give us f(tv) =
tf(v) = 0, and thus we get f(v) = 0. 
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3 Convex Separation and Consequences in Vector Spaces
In this section we first present those versions of separation results for convex sets in vector
spaces, which are expressed via their algebraic cores and are needed in what follows. This
definitely has an overlapping with known separation theorems in vector spaces (see, e.g.,
[12]), while some statements and proofs are different. We show here that an “extreme
version” of the proper separation of a point from a convex set which is the core of itself,
implies the standard Hahn-Banach extension theorem in vector spaces. Furthermore, the
usage of proper separation allows us to derive a vector space algebraic core counterpart of
a fundamental result of finite-dimensional convex geometry.
Recall that two nonempty subsets Ω1 and Ω2 of a vector space X are separated by a hyper-
plane if there exists a nonzero linear function f : X → R such that
sup
{
f(x)
∣∣ x ∈ Ω1} ≤ inf {f(x) ∣∣ x ∈ Ω2}. (3.1)
If we have in addition that
inf
{
f(x)
∣∣ x ∈ Ω1} < sup{f(x) ∣∣ x ∈ Ω2}, (3.2)
i.e., there exist vectors x1 ∈ Ω1 and x2 ∈ Ω2 with f(x1) < f(x2), then the sets Ω1 and Ω2
are properly separated by a hyperplane. For brevity, we drop mentioning “by a hyperplane”
in what follows if no confusion arises.
The following observation shows that the separation notions in (3.1) and (3.2) are equivalent
to each other for the case where two sets Ω1 and Ω2 such that one of them is convex and
its core is nonempty, while the other one is a singleton that does not belong to the set.
Proposition 3.1 Let Ω be a convex subset of X with core(Ω) 6= ∅, and let x0 /∈ Ω. Then
Ω and {x0} are separated if and only if they are properly separated.
Proof. It obviously suffices to show that if Ω and {x0} are separated, then they are properly
separated as well. Choose f ∈ X ′ \ {0} such that
f(x) ≤ f(x0) for all x ∈ Ω.
Arguing by contradiction, suppose that for any w ∈ Ω we have f(w) ≥ f(x0). This tells
us that f(x) = f(x0) for all x ∈ Ω, i.e., f(x) is constant on Ω. Since core(Ω) 6= ∅,
Proposition 2.6 implies that the function f(x) ≡ 0 in Ω, which cannot be true due the
assumed separation of Ω and {x0}. 
Next we formulate the fundamental Hahn-Banach extension theorem in vector spaces; see,
e.g., [12, Theorem I.6.A] for its proof. Recall that a function p : X → R is sublinear if it is
positively homogeneous and subadditive, i.e., p(x1 + x2) ≤ p(x1) + p(x2) for all x1, x2 ∈ X.
Theorem 3.2 (Hahn-Banach theorem). Let p : X → R be a sublinear function on X.
Take a subspace Y of X and a linear function g : Y → R satisfying
g(y) ≤ p(y) whenever y ∈ Y.
Then there exists a linear function f : X → R such that f(y) = g(y) for all y ∈ Y and
f(x) ≤ p(x) for all x ∈ X.
6
Given an absorbing set Ω, define the Minkowski gauge function associated with Ω by
pΩ(x) := inf
{
λ > 0
∣∣ x ∈ λΩ}. (3.3)
In the case where Ω is convex, pΩ : X → R is clearly sublinear on X.
Now we derive from the Hahn-Banach theorem (3.2) the basic proper separation result used
in this paper. By the extreme case we understand the one where Ω = core(Ω).
Theorem 3.3 (proper separation theorem). Let Ω be a convex subset in X with
core(Ω) 6= ∅, and let x0 /∈ Ω. Then there exists a hyperplane that separates Ω and {x0}
properly. In the case where Ω = core(Ω), there is a nonzero linear function f : X → R with
f(x) < f(x0) for all x ∈ Ω. (3.4)
Proof. Assume first that 0 ∈ core(Ω), and so Ω is an absorbing set. Define the subspace
Y := span{x0} and the function g : Y → R by g(αx0) := α as α ∈ R. We intend to show
that g is linear and satisfies the estimate g(y) ≤ pΩ(y) for all y ∈ Y via the Minkowski
gauge of Ω defined in (3.3). Indeed, suppose that y = αx0 for some α ∈ R. If α ≤ 0, then
g(y) = α ≤ 0 ≤ pΩ(y). If α > 0, then we get
g(y) = α ≤ αpΩ(x0) = pΩ(αx0) = pΩ(y).
Since pΩ is sublinear on X, the above Hahn-Banach theorem allows us to find a linear
function f : X → R such that f(y) = g(y) for all y ∈ Y and f(x) ≤ pΩ(x) for all x ∈ X.
The function f is nonzero due to f(x0) = 1. This clearly yields
f(x) ≤ pΩ(x) ≤ 1 = f(x0) for all x ∈ Ω, (3.5)
which justifies the separation property (3.1). Proposition 3.1 tells us that in fact we have
the proper separation in this case.
Let us next examine the case where 0 /∈ core(Ω). Fix a ∈ core(Ω) and consider the set
Θ := Ω − a for which 0 ∈ core(Θ). Then Θ and {x0 − a} are property separated by the
above, and thus Ω and {x0} are properly separated as well. Note finally that in the case
where Ω = core(Ω) inequality (3.5) becomes strict, and hence we verify (3.4). 
Now we present a characterization of the separation and proper separation for a singleton
from a convex set that strengthens, in particular, the result of Theorem 3.3.
Theorem 3.4 (characterization of proper separation of singletons from convex
sets). Let Ω be a convex subset of X with core(Ω) 6= ∅, and let x0 ∈ X. Then the following
assertions are equivalent:
(a) Ω and {x0} are separated.
(b) Ω and {x0} are properly separated.
(c) x0 /∈ core(Ω).
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Proof. Recalling Proposition 3.1, it suffices to prove that (b) and (c) are equivalent. Firstly,
suppose that x0 and Ω are properly separated. Let f : X → R be a nonzero linear function
satisfying the condition
f(x) ≤ f(x0) for all x ∈ Ω,
and let the point x¯ ∈ Ω satisfy the strict inequality
f(x¯) < f(x0).
Arguing by contradiction, suppose that x0 ∈ core(Ω). Then we can choose t > 0 such that
x0 + t(x0 − x¯) ∈ Ω. It tells us that
f
(
x0 + t(x0 − x¯)
)
≤ f(x0) for all x ∈ Ω
and readily implies that f(x0) ≤ f(x¯), a contradiction.
To verify the converse statement, deduce from Propositions 2.1 and 2.4 that core(Ω) is
a nonempty convex subset of X with core(core(Ω)) = core(Ω) 6= ∅ and x0 /∈ core(Ω).
Theorem 3.3 ensures that x0 and core(Ω) are properly separated, i.e., there exists a nonzero
linear function f : X → R such that
f(x) ≤ f(x¯) for all x ∈ core(Ω),
and also there exists w ∈ core(Ω) ⊂ Ω such that f(w) < f(x0). Fix any u ∈ Ω and get by
Proposition 2.2 that tw + (1− t)u ∈ core(Ω) whenever 0 < t ≤ 1. Then we have
tf(w) + (1− t)f(u) = f
(
tw + (1− t)u
)
≤ f(x0).
Passing to the limit as t ↓ 0 tells us that f(u) ≤ f(x0), which verifies the proper separation
of the point x0 from the set Ω. 
Our next goal is to derive the Hahn-Banach theorem (Theorem 3.2) from the extreme
version of the proper separation result from Theorem 3.3. Note the proof given below
is different from the known relationships between the separation Hahn-Banach theorem,
where the latter analytic result is derived by applying the full-scaled separation theorem
to the epigraph and graph of the functions p and g given in Theorem 3.2; see, e.g., [12,
Theorem I.6.A]. To proceed, we first present the following lemma on sublinear functions.
Lemma 3.5 Let p : X → R be a sublinear function, and let Ω := {x ∈ X | p(x) < 1}. Then
the set Ω is convex and absorbing. Furthermore, we get that pΩ = p for the Minkowski gauge
function (3.3), and that Ω = core(Ω).
Proof. The convexity of the set Ω obviously follows from the convexity of the sublinear
function p. Since core(Ω) ⊂ Ω, we only need to verify the opposite inclusion. Fix any
x0 ∈ Ω and let v ∈ X be arbitrary. If p(v) = 0, then for any 0 < λ < 1 we have
p(x0 + λx) ≤ p(x0) + λp(v) = p(x0) < 1.
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In the case where p(v) 6= 0, define δ := (1− p(x0))/p(v) and observe that
p(x0 + λv) ≤ p(x0) + λp(v)
< p(x0) +
1− p(x0)
p(v)
p(v)
= p(x0) + 1− p(x0) = 1
if 0 < λ < δ. Thus we get x0 + λv ∈ Ω for all such λ. It follows that x0 ∈ core(Ω), and so
core(Ω) = Ω. Observing that 0 ∈ Ω = core(Ω), we see that the set Ω is absorbing.
Further, let us show that pΩ = p. Fix any x ∈ X and check first that pΩ(x) ≤ p(x). Picking
λ > p(x), we have p(x/λ) < 1 implying that x/λ ∈ Ω and x ∈ λΩ. The definition of the
Minkowski function tells us that pΩ(x) ≤ λ, and so pΩ(x) ≤ p(x).
Finally, take λ > 0 satisfying x ∈ λΩ. Then x = λw for some w, and hence p(w) < 1. It
shows that p(x) = p(λw) = λp(w) < λ, and so p(x) ≤ pΩ(x). Since x ∈ X was chosen
arbitrarily, we arrive at p = pΩ and thus complete the proof. 
Now we ready to derive the above Hahn-Banach theorem from the extreme case of proper
convex separation in general vector spaces.
Theorem 3.6 (Hahn-Banach theorem follows from the extreme case of proper
convex separation). Let the result of Theorem 3.3 hold for any convex subset Ω of a
vector space X with core(Ω) 6= ∅. Then we have the full statement of Theorem 3.2.
Proof. Fix in the framework of Theorem 3.2 a subspace Y ⊂ X, a linear function g : Y → R,
and a sublinear function p : X → R such that g(y) ≤ p(y) for all y ∈ Y . If g = 0, then the
zero function f = 0 satisfies the requirements of the Hahn-Banach theorem. Thus it suffices
to consider the case where g is nonzero. Then we can find y0 ∈ Y with g(y0) = 1. Define
the sets Ω := {x ∈ X | p(x) < 1} and Λ := Ω + ker g. It follows from Lemma 3.5 that Ω is
convex with core(Ω) = Ω, which yields the convexity of Λ. Furthermore, we deduce from
Proposition 2.5 that core(Λ) = Λ.
Observe next that y0 6∈ Λ. Indeed, suppose on the contrary that y0 ∈ Λ and then get that
y0 = ω + z, where p(ω) < 1 and g(z) = 0. It tells us that
g(y0) = g(ω + z) = g(ω) ≤ p(ω) < 1 = g(y0),
which is a contradiction. Using now the extreme case of Theorem 3.3 gives us a linear
function h : X → R such that
h(x) < h(y0) for all x ∈ Λ. (3.6)
Since 0 ∈ Λ, we have 0 = h(0) < h(y0). Define further a new linear function f : X → R by
f(x) :=
1
h(y0)
h(x) for all x ∈ X.
We claim that f is an extension of g from Y to X, and that f(x) ≤ p(x) for all x ∈ X as
is stated in the Hahn-Banach theorem. To proceed, observe that f(y0) = 1 and verify that
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the inclusion z ∈ ker g (i.e., g(z) = 0) implies that f(z) = 0. By the contrary, suppose that
f(z) 6= 0 and hence get that h(z) = h(y0)f(z) 6= 0. It yields
h
(h(y0)
h(z)
z
)
= h(y0),
which contradicts (3.6) since h(y0)
h(z) z ∈ ker f ⊂ Λ. Thus we arrive at f(z) = 0.
It is easy to see that Y = ker g⊕{y0}, which allows us to find for any y ∈ Y some z ∈ ker g
and λ ∈ R such that y = z + λy0. Since f(z) = 0 and f(y0) = 1, we have
f(y) = f(z + λy0) = f(z) + λf(y0) = λ = g(y),
which clearly implies that f
∣∣
Y
= g, i.e., f is an extension of g to the whole space X
To verify finally that f(x) ≤ p(x) on X, pick x ∈ X and fix a number λ ≥ 0 with x ∈ λΩ,
which is possible by the construction of Ω. Having x = λω for some vector ω ∈ Ω, we
deduce from the definition of f that
f(x) = f(λω) = λf(ω) =
λ
h(y0)
h(ω).
Since ω ∈ Ω ⊂ Λ, it follows from (3.6) that h(ω) < h(y0) with
λ
h(y0)
≥ 0, and so
f(x) =
λ
h(y0)
h(ω) ≤
λ
h(y0)
h(y0) = λ.
To complete the proof of the Hahn-Banach theorem, we obtain from the Minkowski gauge
definition (3.3) and Lemma 3.5 that f(x) ≤ pΩ(x) = p(x). 
The final result of this section gives us a vector space counterpart of one of the most funda-
mental results of convex finite-dimensional geometry concerning relative interiors of convex
sets. The following theorem is formulated similarly to [21, Theorem 6.1] with replacing
the relative interior and the (topological) closure therein by the algebraic core and alge-
braic closure, respectively. The proof given below is based on the proper convex separation
while being significantly different from the one in [21] (see also [16, Theorem 1.72] for a
modification with more details), which strongly exploits the finite-dimensional topology.
Theorem 3.7 Let Ω be a convex subset of a vector space X. If a ∈ core(Ω) and b ∈ lin(Ω),
then we have the interval inclusion [a, b) ⊂ core(Ω).
Proof. Fix λ ∈ (0, 1), define xλ := λa + (1 − λ)b, and verify that xλ ∈ core(Ω). Arguing
by contradiction, suppose that xλ /∈ core(Ω). Then {xλ} and Ω can be properly separated
by Theorem 3.4. It means that there exists a nonzero linear function f : X → R such that
f(x) ≤ f(xλ) = λf(a) + (1− λ)f(b) for all x ∈ Ω. (3.7)
Since b ∈ lin(Ω), definition (2.2) of the algebraic closure ensures the existence of w ∈ Ω
such that [w, b) ⊂ Ω. Thus for all natural numbers n ∈ N we have
xn := b+
1
n
(w − b) ∈ Ω.
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This yields by (3.7) the equivalence
f(xn) ≤ f(xλ)⇐⇒
1
n
f(w)−
1
n
f(b) + λf(b) ≤ λf(a), n ∈ N.
Passing to the limit a n→∞ gives us the inequality
f(b) ≤ f(a). (3.8)
Since a ∈ core(Ω), for any m ∈ N sufficiently large we have
xm := a+
1
m
(a− b) ∈ Ω
and then deduce from (3.7) that
f(xm) = f(a) +
1
m
f(a)−
1
m
f(b) ≤ λf(a) + (1− λ)f(b).
The passage there to the limit as m→∞ brings us to the equivalence
(1− λ)f(a) ≤ (1− λ)f(b)⇐⇒ f(a) ≤ f(b) (3.9)
by λ ∈ (0, 1). Combining (3.8) and (3.9), we conclude that
f(a) = f(b). (3.10)
It follows from a ∈ core(Ω) that for any v ∈ X there exits t > 0 such that a+ tv ∈ Ω. Using
finally (3.7) and (3.10) tells us that f(v) = 0. This is a contradiction, which verifies that
xλ ∈ Ω and thus completes the proof of the theorem. 
4 Algebraic Cores of Convex Graphs
This short section presents an extension of yet another important finite-dimensional result
to the general framework of vector spaces. It concerns Rockafellar’s theorem on representing
relative interiors of convex graphs of set-valued mappings via those for domain and image
sets; see [21, Theorem 6.8] for an equivalent formulation. In [8] we generalized this result to
quasi-relative interiors of mappings between locally convex topological vector spaces under
an additional quasi-regularity assumption that is always fulfilled in finite dimensions. The
goal of this section is to derive a counterpart of the latter result for convex-graph mappings
between arbitrary vector spaces in terms of algebraic cores of the involved sets without
imposing any regularity assumptions. Our proof is based on the core characterization of
proper separation of a point from a convex set that is given in Theorem 3.4.
First we observe the following useful lemma.
Lemma 4.1 Let Ω be a convex subset of a vector space X, and let A : X → Y be a linear
operator. If A is surjective (i.e., AX = Y ), then we have the inclusion
A
(
core(Ω)
)
⊂ core
(
A(Ω)
)
, (4.1)
which holds as equality if it is assumed in addition that core(Ω) 6= ∅.
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Proof. Fix any x0 ∈ core(Ω) and show that A(x0) ∈ core(A(Ω)). Indeed, for every v ∈ Y
we have the surjectivity of A that v = A(u) with some u ∈ X. Choose δ > 0 such that
x0 + tu ∈ Ω if |t| < δ. Thus it follows that
A(x0) + tv = A(x0 + tu) ∈ A(Ω) whenever |t| < δ,
which yields A(x0) ∈ core(A(Ω)) and hence verifies (4.1). To prove the opposite inclusion
core
(
A(Ω)
)
⊂ A
(
core(Ω)
)
,
consider first the case where 0 ∈ core(Ω). Choose any y ∈ core(A(Ω)) and find t > 0 such
that y + ty ∈ A(Ω), which tells us that
y ∈
1
1 + t
A(Ω) = A
( 1
1 + t
Ω
)
.
Since 0 ∈ core(Ω), it follows from Proposition 2.2 that 11+tΩ ⊂ core(Ω), and so y ∈
A(core(Ω)). It justifies the equality in (4.1) in the case under consideration.
In the general case where core(Ω) 6= ∅, take any a ∈ core(Ω) and get that 0 ∈ core(Ω − a).
It shows by the above that
A
(
core(Ω− a)
)
= core
(
A(Ω− a)
)
,
which therefore verifies the equality in (4.1) in the general case. 
Now are are ready to establish the aforementioned vector space counterpart of Rockafellar’s
finite-dimensional theorem on convex graphs. Given a set-valued mapping F : X → Y
between vector spaces, its domain and graph are defined, respectively, by
dom (F ) =
{
x ∈ X
∣∣ F (x) 6= ∅} and gph (F ) := {(x, y) ∈ X × Y ∣∣ y ∈ F (x)}.
Theorem 4.2 (algebraic cores of convex graphs in vector spaces). Let F : X → Y
be a convex set-valued mapping between vector spaces, and let core(gphF ) 6= ∅. Then we
have the following representation for the core of the graph:
core(gphF ) =
{
(x, y)
∣∣ x ∈ core(domF ), y ∈ core(F (x))}. (4.2)
Proof. Define the mapping P : X × Y → X by (x, y) 7→ x. Then we clearly have that
P
(
core
(
gphF )
)
= core
(
P(gphF )
)
= core
(
dom (F )
)
.
It implies that x0 ∈ core(dom (F )) for any (x0, y0) ∈ core(gph (F )). In addition, for any
v ∈ Y there exists δ > 0 such that
(x0, y0) + λ(0, v) ∈ gph (F ) whenever |λ| < δ.
It tells us that y0 + λv ∈ F (x0) whenever |λ| < δ, and so y0 ∈ core(F (x0)). This readily
verifies the inclusion “⊂” in (4.2).
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To prove the opposite inclusion, fix any (x0, y0) with x0 ∈ core(dom (F )) and y0 ∈ core(F (x0)).
Arguing by contradiction, suppose that (x0, y0) /∈ core(gphF ). By the proper separation
result from Theorem 3.4 on the product space X × Y , we find nonzero linear functions
f : X → R and g : Y → R such that
f(x) + g(y) ≤ f(x0) + g(y0) whenever (x, y) ∈ gph (F ),
and furthermore there exists a pair (x¯, y¯) ∈ gph (F ) satisfying
f(x¯) + g(y¯) < f(x0) + g(y0).
If x0 = x¯, then we get the condition
g(y) ≤ g(y0) whenever y ∈ F (x0),
and thus y¯ ∈ F (x0) satisfies the strict inequality
g(y¯) < g(y0).
The latter implies that y0 /∈ core(F (x0)), a contradiction. It remains to consider the case
where x0 6= x¯. Then we can choose t ∈ (0, 1) to be so small that
x˜ := x0 + t(x0 − x¯) ∈ dom (F ),
which yields x0 = λx˜+ (1− λ)x¯ for some 0 < λ < 1. Choosing further y˜ ∈ F (x˜) gives us
f(x˜) + g(y˜) ≤ f(x0) + g(y0) (4.3)
and a pair (x¯, y¯) ∈ gph (F ) satisfying
f(x¯) + g(y¯) < f(x0) + g(y0). (4.4)
Multiplying (4.3) by λ, (4.4) by 1− λ, and then adding them together lead us to
g(y′) < g(y0) with y
′ := λy˜ + (1− λ)y¯ ∈ F (x0).
It yields y0 /∈ core(F (x0), a contradiction that completes the proof of the theorem. 
5 Normal Cone Intersection Rule via Algebraic Cores
In this section we begin the development of calculus rules for convex generalized differ-
entiation in arbitrary vector spaces. Implementing the geometric approach to generalized
differentiation, we start with normals to convex sets. Given a nonempty convex subset Ω
of a vector space X, the normal cone to Ω at x¯ ∈ Ω is defined by
N(x¯; Ω) :=
{
f ∈ X ′
∣∣ f(x− x¯) ≤ 0 for all x ∈ Ω} (5.1)
with the convention that N(x¯; Ω) := ∅ if x¯ /∈ Ω.
The main result of the normal cone calculus is the representation of the normal cone to
convex set intersections via the normal cones to each set in the intersection. To derive such
an intersection rule, we present first the following three lemmas concerning algebraic cores
of convex sets. The first one gives us a simple formula for algebraic cores of set differences.
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Lemma 5.1 Let Ω1 and Ω2 be convex subsets in a vector space X such that core(Ω1) 6= ∅
and core(Ω2) 6= ∅. Then we have the representation
core(Ω1 − Ω2) = core(Ω1)− core(Ω2).
Proof. Define the linear mapping A : X×X → X by A(x, y) := x−y for all (x, y) ∈ X×X.
Then A is a surjection. Letting Ω := Ω1 × Ω2 and using the product formula (2.3) give us
core(Ω) = core(Ω1)× core(Ω2) 6= ∅. Applying now Lemma 4.1, we have
core(Ω1 − Ω2) = core
(
A(Ω)
)
= A
(
core(Ω)
)
= core(Ω1)− core(Ω2),
which completes the proof of the lemma. 
The next lemma justifies proper convex separation of two convex sets expressed in terms of
their algebraic cores. It is a direct consequence of the main separation result in Theorem 3.4
and the observation in the preceding lemma.
Lemma 5.2 Let Ω1 and Ω2 be convex subsets of X such that core(Ω1) 6= ∅ and core(Ω2) 6=
∅. Then the sets Ω1 and Ω2 are properly separated if and only if
core(Ω1) ∩ core(Ω2) = ∅. (5.2)
Proof. Define Ω := Ω1 − Ω2 and get from Lemma 5.1 that condition (5.2) reduces to
0 /∈ core(Ω1 − Ω2) = core(Ω1)− core(Ω2).
Theorem 3.4 tells us that the sets Ω and {0} are properly separated, which clearly yields
the proper separation of the sets Ω1 and Ω2.
To verify the opposite implication, suppose that Ω1 and Ω2 are properly separated. Then
the sets Ω = Ω1 −Ω2 and {0} are properly separated as well. By Theorem 3.4 we have
0 /∈ core(Ω) = core(Ω1 − Ω2) = core(Ω1)− core(Ω2).
Thus core(Ω1) ∩ core(Ω2) = ∅, which completes the proof. 
The last lemma in this section is a consequence of Theorem 4.2 that allows us to calculate
algebraic cores of epigraphs for a special class of extended-real-valued functions. Recall that
the epigraph of a function ϕ : X → R := (−∞,∞] is given by
epi (ϕ) :=
{
(x, α) ∈ X × R
∣∣ α ≥ ϕ(x)}.
Lemma 5.3 Let Ω be a convex subset of a vector space X, and let core(Ω) 6= ∅. Given
f ∈ X ′ and b ∈ R, define the extended-real-valued function
ψ(x) :=
{
f(x) + b if x ∈ Ω,
∞ if x /∈ Ω.
Then we have the core representation for its epigraph:
core
(
epi (ψ)
)
=
{
(x, λ) ∈ X × R
∣∣ x ∈ core(Ω), λ > ψ(x)}.
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Proof. Let us first check that core
(
epi (ψ)
)
6= ∅. Indeed, by core
(
dom (ψ)
)
= core(Ω) 6= ∅
there exists x¯ ∈ core
(
dom (ψ)
)
, and hence (x¯, λ¯) = (x¯, ψ(x¯) + 1) ∈ epi (ψ). Taking any
(x, λ) ∈ X × R, we show now that there exists δ > 0 such that
(x¯, λ¯) + t(x, λ) ∈ epi (ψ) whenever |t| < δ.
To proceed, we get from x¯ ∈ core(Ω) a number δ1 > 0 ensuring that x¯+ tx ∈ Ω = dom (ψ)
for all t with |t| < δ1. If λ = f(x), then
ψ(x¯+ tx) = f(x¯+ tx) + b ≤ λ¯+ tλ,
and hence (x¯, λ¯) + t(x, λ) = (x¯ + tx, λ¯+ tλ) ∈ epi (ψ) for all such t. In the remaining case
where λ 6= f(x), denote
δ := min
{
δ1,
1
|λ− f(x)|
}
and observe that for all t with |t| < δ we have the equivalences
f(x¯) + b− λ¯ = −1 ≤ t
(
λ− f(x)
)
⇐⇒ f(x¯+ tx) + b ≤ λ¯+ tλ
⇐⇒ ψ(x¯+ tx) ≤ λ¯+ tλ.
It means that (x¯ + tx, λ¯ + tλ) ∈ epi (ψ) for all t with |t| < δ. Therefore, we arrive at
(x¯, λ¯) ∈ core(epi (ψ)), and hence get core
(
epi (ψ)
)
6= ∅.
Define further the set-valued mapping F : X → R by F (x) := [ψ(x),∞). We easily see that
dom (F ) = dom (ψ) = Ω and gph (F ) = epi (ψ), which tells us that
core
(
gph (F )
)
= core
(
epi (ψ)
)
6= ∅.
Applying finally Theorem 4.2 verifies the conclusion of this lemma. 
Now we are ready to establish the aforementioned normal intersection rule for finitely many
sets in vector spaces under the core qualification condition.
Theorem 5.4 (normal cone intersection rule in vector spaces). Let Ω1, . . . ,Ωm as
m ≥ 2 be convex subsets of a vector space X under the qualification condition
m⋂
i=1
core(Ωi) 6= ∅. (5.3)
Then we have the normal cone intersection rule
N
(
x¯;
m⋂
i=1
Ωi
)
=
m∑
i=1
N(x¯; Ωi) for all x¯ ∈
m⋂
i=1
Ωi. (5.4)
Proof. We verify the claimed intersection rule for the case where m = 2, while observing
that the general case of finitely many sets can be easily deduced by induction. In fact,
it suffices to prove the inclusion “⊂” in (5.4) for m = 2 by taking into account that the
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opposite inclusion is trivial. To proceed, fix x¯ ∈ Ω1 ∩ Ω2 and f ∈ N(x¯; Ω1 ∩ Ω2). Then the
normal cone definition (5.1) reads as
f(x− x¯) ≤ 0 for all x ∈ Ω1 ∩ Ω2.
Consider further the auxiliary convex sets in the product space X × R given by
Θ1 := Ω1 × [0,∞) and Θ2 :=
{
(x, λ) ∈ X × R
∣∣ x ∈ Ω2, λ ≤ f(x− x¯)}. (5.5)
We deduce from (2.3) that core(Θ1) = core(Ω1)× (0,∞) and get by Lemma 5.3 that
core(Θ2) =
{
(x, λ) ∈ X × R
∣∣ x ∈ core(Ω2), λ < f(x− x¯)}.
It obviously implies that core(Θ1) ∩ core(Θ2) = ∅. Then the proper separation results of
Lemma 5.2 applied to the sets in (5.5) gives us a nonzero pair (h, γ) ∈ X ′ × R such that
h(x) + λ1γ ≤ h(y) + λ2γ for all (x, λ1) ∈ Θ1, (y, λ2) ∈ Θ2, (5.6)
and that there exist pairs (x˜, λ˜1) ∈ Θ1 and (y˜, λ˜2) ∈ Θ2 satisfying
h(x˜) + λ˜1γ < h(y˜) + λ˜2γ.
Observe that γ ≤ 0, since otherwise we get a contradiction by using (5.6) with (x¯, 1) ∈ Θ1
and (x¯, 0) ∈ Θ2. Now we employ the core qualification condition (5.3) to show that γ 6= 0.
Suppose on the contrary that γ = 0 and then get
h(x) ≤ h(y) for all x ∈ Ω1, y ∈ Ω2, and h(x˜) < h(y˜) with x˜ ∈ Ω1, y˜ ∈ Ω2.
This means that the original sets Ω1 and Ω2 are properly separated, and thus it follows
from Lemma 5.2 that core(Ω1) ∩ core(Ω2) = ∅, a contradiction showing us that γ < 0.
Denoting further µ := −γ > 0, we immediately deduce from (5.6) that
h(x) ≤ h(x¯) for all x ∈ Ω1, and thus h ∈ N(x¯; Ω1) and
h
µ
∈ N(x¯; Ω1).
It also follows from (5.6), due to (x¯, 0) ∈ Θ1 and (y, α) ∈ Θ2 with α := f(y − x¯), that
h(x¯) ≤ h(y) + γf(y − x¯) whenever y ∈ Ω2.
Dividing the both sides above by γ and taking into account the linearity of the separating
functions f and h ensure the inequality(h
γ
+ f
)
(y − x¯) ≤ 0 for all y ∈ Ω2,
and hence h
γ
+ f = −h
µ
+ f ∈ N(x¯; Ω2). Therefore we arrive at
f ∈
h
µ
+N(x¯; Ω2) ⊂ N(x¯; Ω1) +N(x¯; Ω2),
which verifies the claim in (5.4) for m = 2, and thus completes the proof of the theorem. 
As we see below, the normal cone intersection rule of Theorem 5.4 is crucial to derive major
calculus rules for coderivatives and subgradients established in the subsequent sections.
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6 Coderivative and Subdifferential Sum Rules
The main result of this section provides a sum rule for coderivatives of set-valued mappings
and then uses it to derive the subdifferential sum rule for convex extended-real-valued
functions on vector spaces. Note that the coderivative concept has never been considered
in standard convex analysis; it came from variational analysis where it plays a prominent
role. We refer the reader to the books [14, 15, 22] and the bibliographies therein, where the
reader can find important applications also to convex set-valued mappings between finite-
dimensional and Banach spaces under closedness and lower semicontinuity assumptions.
It seems also that the coderivative notion has not been considered before in the setting of
vector spaces without topology. Given a set-valued mapping F : X → Y between arbitrary
vector spaces X and Y and following the Banach space pattern, the coderivative of F at
(x¯, y¯) ∈ gph (F ) is a set-valued mapping D∗F (x¯, y¯) : Y ′ → X ′ defined by
D∗F (x¯, y¯)(g) :=
{
f ∈ X ′
∣∣ (f,−g) ∈ N((x¯, y¯); gph (F ))}, g ∈ Y ′. (6.1)
Recall further that the sum of two set-valued mappings F1, F2 : X → Y is given by
(F1 + F2)(x) = F1(x) + F2(x) :=
{
y1 + y2 ∈ Y
∣∣ y1 ∈ F1(x), y2 ∈ F2(x)}, x ∈ X.
It is easy to see the domain relationship dom (F1 + F2) = dom (F1) ∩ dom (F2), and also
that the graph of F1+F2 is convex provided that both mappings F1, F2 have this property.
Our aim is to represent the coderivative of the sum F1+F2 at a given point of the graph in
terms of the coderivatives of F1 and F2 at the corresponding points. We are going to derive
a precise sum rule formula by using the normal cone intersection rule from Theorem 5.4.
To proceed, for any pair (x¯, y¯) ∈ gph (F1 + F2) define the set
S(x¯, y¯) :=
{
(y¯1, y¯2) ∈ Y × Y
∣∣ y¯ = y¯1 + y¯2, y¯i ∈ Fi(x¯) as i = 1, 2} (6.2)
used in the formulation of the next theorem. Note that, in contrast to general coderiva-
tive sum rules in variational analysis and its convex specifications presented, e.g., in the
aforementioned books, we do not impose now any uniform boundedness or inner semicom-
pactness assumptions on (6.2) and also require a less restrictive qualification condition in
comparison with that used in the variational analysis framework. The finite-dimensional
version of the coderivative sum rule given below was first obtained in [17, Theorem 11.1] via
relative interiors, while its interior counterpart in linear convex topological vector spaces
was established in [19, Theorem 8.1]. Our new constraint qualification is expressed via
algebraic cores in general vector spaces.
Theorem 6.1 (coderivative sum rule in vector spaces). Let F1, F2 : X → Y be set-
valued mappings with convex graphs between vector spaces, and let the following graphical
core qualification condition be satisfied:
∃(x, y1, y2) ∈ X×Y ×Y with (x, y1) ∈ core
(
gph (F1)
)
and (x, y2) ∈ core
(
gph (F2)
)
. (6.3)
Then we have the coderivative sum rule
D∗(F1 + F2)(x¯, y¯)(g) = D
∗F1(x¯, y¯1)(g) +D
∗F2(x¯, y¯2)(g) (6.4)
valid for all (x¯, y¯) ∈ gph (F1 + F2), for all g ∈ Y
′, and for all (y¯1, y¯2) ∈ S(x¯, y¯).
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Proof. Fix any f ∈ D∗(F1+F2)(x¯, y¯)(g) and get by (6.1) that (f,−g) ∈ N((x¯, y¯); gph (F1+
F2)). For every (y¯1, y¯2) ∈ S(x¯, y¯) consider the convex sets
Ω1 :=
{
(x, y1, y2) ∈ X × Y × Y
∣∣ y1 ∈ F1(x)}, Ω2 := {(x, y1, y2) ∈ X × Y × Y ∣∣ y2 ∈ F2(x)}.
It clearly follows from the constructions of Ωi, i = 1, 2, and the core definition (2.1) that
core(Ωi) =
{
(x, y1, y2) ∈ X × Y × Y
∣∣ (x, yi) ∈ core(gph (Fi))} for i = 1, 2.
Furthermore, it is easy to deduce from the normal cone definition (5.1) that
(f,−g,−g) ∈ N
(
(x¯, y¯1, y¯2); Ω1 ∩ Ω2
)
. (6.5)
The imposed qualification condition (6.3) ensures that core(Ω1) ∩ core(Ω2) 6= ∅. Applying
now the intersection rule from Theorem 5.4 to the intersection in (6.5) brings us to
(f,−g,−g) ∈ N
(
(x¯, y¯1, y¯2); Ω1
)
+N
(
(x¯, y¯1, y¯2); Ω2
)
,
and therefore we arrive at the representation
(f,−g,−g) = (f1,−g, 0) + (f2, 0,−g) with (fi,−g) ∈ N
(
(x¯, y¯i); gph (Fi)
)
, i = 1, 2,
The latter is is equivalent by the coderivative definition (6.1) to
f = f1 + f2 ∈ D
∗F1(x¯, y¯1)(g) +D
∗F2(x¯, y¯2)(g).
It readily justifies the inclusion “⊂” in (6.4). The opposite inclusion is obvious. 
Next we present a direct consequence of Theorem 6.1 to deriving the subdifferential sum rule
for extended-real-valued convex functions on vector spaces under a new core qualification
condition. The following result reduces to the classical one [21, Theorem 23.8] via the
relative interior qualification condition in finite dimensions, while it does not require the
continuity of one of the functions as in the known results in locally convex topological vector
spaces; see, e.g., the book [23] and its references.
Considering an extended-real-valued convex function ϕ : X → R with the domain dom (ϕ) :=
{x ∈ X | ϕ(x) < ∞} on a vector space X and a point x¯ ∈ domϕ, an element f ∈ X ′ is a
subgradient of ϕ at x¯ if we have the inequality
ϕ(x) ≥ ϕ(x¯) + f(x− x¯) for all x ∈ X.
As usual, the collection of all the subgradients of ϕ at x¯ is called the subdifferential of ϕ at
x¯ and is denoted by ∂ϕ(x¯). Remind that ϕ is proper if dom (ϕ) 6= ∅.
Theorem 6.2 (subdifferential sum rule in vector spaces). Let ϕi : X → R, i = 1, 2,
be proper convex functions on a vector space X. Assume that the following epigraphical core
qualification condition is satisfied:
core
(
epi (ϕ1)
)
∩ core
(
epi (ϕ2)
)
6= ∅. (6.6)
Then we have the subdifferential sum rule
∂(ϕ1 + ϕ2)(x¯) = ∂ϕ1(x¯) + ∂ϕ2(x¯) for all x¯ ∈ dom (ϕ1) ∩ dom (ϕ2). (6.7)
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Proof. Define the set-valued mappings F1, F2 : X → R with convex graphs by
Fi(x) :=
[
ϕi(x),∞
)
for i = 1, 2.
Then the imposed qualification conditions (6.6) tells us that the sets gph (Fi) = epi (ϕi),
i = 1, 2, have nonempty cores. Fixing any x¯ ∈ dom(ϕ1) ∩ dom (ϕ2) and letting y¯ :=
ϕ1(x¯) + ϕ2(x¯), we easily deduce from the definitions that
f ∈ D∗(F1 + F2)(x¯, y¯)(1) for every f ∈ ∂(ϕ1 + ϕ2)(x¯). (6.8)
Apply finally to (6.8) the coderivative sum rule from Theorem 6.1 with y¯i = ϕi(x¯) as i = 1, 2.
Then we arrive in this way at the relationships
f ∈ D∗F1(x¯, y¯1)(1) +D
∗F2(x¯, y¯2)(1) = ∂ϕ1(x¯) + ∂ϕ2(x¯),
which verify the inclusion “⊂” in (6.7). The opposite inclusion is trivial. 
7 Coderivative and Subdifferential Chain Rules
This section deals with compositions of convex set-valued mappings between vector spaces
and provides a precise chain rule to calculate coderivatives of compositions via coderivatives
of their components under an appropriate core qualification condition for graphs. As a
consequence of this general result, we derive a subdifferential chain rule for compositions of
extended-real-valued convex functions and linear operators in the vector space setting.
Given two set-valued mappings F : X → Y and G : Y → Z between vector spaces, define
their composition (G ◦ F ) : X → Z by
(G ◦ F )(x) =
⋃
y∈F (x)
G(y) :=
{
z ∈ G(y)
∣∣ y ∈ F (x)}, x ∈ X,
and observe that G ◦ F is convex (i.e., its graph is convex) provided that both F and G
have this property. Fix z¯ ∈ (G ◦ F )(x¯) and consider the set
M(x¯, z¯) := F (x¯) ∩G−1(z¯).
The next theorem extends the finite-dimensional result of [17, Theorem 11.2] expressed
via relative interior (and the previous weaker versions of the coderivative chain rule dis-
cussed therein) to the general case of vector spaces with using the corresponding graphical
core qualification condition. We refer the reader to [14, 19] for other infinite-dimensional
coderivative chain rules under interior-type and related topological assumptions.
Theorem 7.1 (coderivative chain rule). Let F : X → Y and G : Y → Z be convex
set-valued mappings between vector spaces, and let there exist a triple (x, y, z) ∈ X × Y ×Z
satisfying the graphical core qualification condition
(x, y) ∈ core(gph (F )) and (y, z) ∈ core(gph (G)). (7.1)
Then for any (x¯, z¯) ∈ gph (G ◦ F ) and h ∈ Z ′ we have the coderivative chain rule
D∗(G ◦ F )(x¯, z¯)(h) = D∗F (x¯, y¯) ◦D∗G(y¯, z¯)(h) whenever y¯ ∈M(x¯, z¯). (7.2)
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Proof. Fix f ∈ D∗(G ◦ F )(x¯, z¯)(h) and y¯ ∈M(x¯, z¯). Then it follows from the coderivative
definition that (f,−h) ∈ N((x¯, z¯); gph (G ◦ F )), which amounts to saying by (5.1) that
f(x− x¯)− h(z − z¯) ≤ 0 for all (x, z) ∈ gph (G ◦ F ).
Define now the two convex sets in the product space X × Y × Z by
Ω1 := gph (F )× Z and Ω2 := X × gph (G)
and easily deduce from these construction and and normal cone definition (5.1) that
(f, 0,−h) ∈ N
(
(x¯, y¯, z¯); Ω1 ∩ Ω2
)
.
Then the core qualification condition (7.1) tells us that core(Ω1) ∩ core(Ω2) 6= ∅, and thus
we are able to apply the normal cone intersection rule from Theorem 5.4. It leads us to
(f, 0,−h) ∈ N
(
(x¯, y¯, z¯); Ω1 ∩ Ω2
)
= N
(
(x¯, y¯, z¯); Ω1
)
+N
(
(x¯, y¯, z¯); Ω2
)
.
The latter yields the existence of an element g ∈ Y ′ satisfying the representation (f, 0,−h) =
(f,−g, 0) + (0, g,−h) and the inclusions
(f,−g) ∈ N
(
(x¯, y¯); gph (F )
)
and (g,−h) ∈ N
(
(y¯, z¯); gph (G)
)
.
Employing again the coderivative definition (6.1) gives us the relationships
f ∈ D∗F (x¯, y¯)(g) and g ∈ D∗G(y¯, z¯)(h),
which justify the inclusion “⊂” in (7.2). The opposite inclusion is straightforward. 
As a simple consequence of Theorem 7.1, we present a subdifferential sum rule of con-
vex analysis under an appropriate core qualification condition in vector spaces. It is a
significant departure from the classical result of [21, Theorem 23.9] obtained under the rel-
ative interior qualification condition in finite dimensions, as well as from the corresponding
infinite-dimensional chain rules given in topological frameworks; see, e.g., [19, 23].
Theorem 7.2 (subdifferential chain rule). Let A : X → Y be a linear mapping between
vector spaces, and let ϕ : Y → R be a convex function. Assume that the range of A contains
a point of core(dom(ϕ)), and that core(epi (ϕ)) 6= ∅. Then denoting y¯ := A(x¯) ∈ dom (ϕ)
with some x¯ ∈ X, we have the following subdifferential chain rule:
∂(ϕ ◦A)(x¯) = A∗
(
∂ϕ(y¯)
)
:=
{
A∗g
∣∣ g ∈ ∂ϕ(y¯)}, (7.3)
where A∗ : Y ′ → X ′ is the adjoint of a linear operator A defined by
A∗g(x) := g(Ax) for all g ∈ Y ′ and x ∈ X.
Proof. Apply Theorem 7.1 with F (x) := {A(x)} andG(x) := [ϕ(x),∞). Then we have that
core(gph (F )) = core(gph (A)), core(dom (G)) = core(dom (ϕ)), and gph (G) = epi (ϕ). The
imposed assumptions guarantee that the qualification condition (7.1) is satisfied. Applying
now Theorem 7.1, we get the equalities
∂(ϕ ◦A)(x¯) = D∗(G ◦ A)(1) = D∗A
(
D∗G(x¯, y¯)(1)
)
= A∗
(
∂ϕ(y¯)
)
,
which verify (7.3) and hence completes the proof of the subdifferential chain rule. 
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8 Subgradients of Convex Optimal Value Functions
The last section of the paper is devoted to subdifferential study of the class of optimal
value/marginal functions that are of high importance in variational analysis, optimiza-
tion, and their numerous applications; see, e.g., [7, 14, 15, 22] and the references therein.
Extended-real-valued functions of this type are defined by
µ(x) := inf
{
ϕ(x, y)
∣∣ y ∈ F (x)}, (8.1)
where ϕ : X×Y → R, and where F : X → Y is a set-valued mapping between vector spaces.
Functions of type (8.1) are intrinsically nondifferentiable even in the setting of smooth cost
functions ϕ and simple moving sets F (x). Clearly, such functions describe the optimal cost
values in problems of parametric optimization
minimize ϕ(x, y) subject to y ∈ F (x),
but in fact the spectrum of their theoretical and applications is much broader; see the
references above for more details and discussions. In particular, subdifferential information
on µ(x) is crucial to understand behavior of marginal functions with respect to parameters.
Our goal here is to consider the case where ϕ and F are convex in (8.1), and thus µ(x) is
convex as well. We conduct our study in the framework of general vector spaces.
The case of convex subdifferentiation of functions (8.1) is significantly different from non-
convex settings, where only upper estimates of subdifferentials are obtained under various
qualification conditions; see [14, 15, 22] with more references. As is known by now, the
convex setting for (8.1) allows us to derive a precise subdifferential formula for (8.1) via
the subdifferential of ϕ and the coderivative of F ; see [16]. To the best of our knowledge,
the strongest result on calculating the convex subdifferential of (8.1) in finite-dimensional
spaces is obtained in [17, Theorem 9.1] under a relative interior qualification condition. Its
extension to locally convex topological vector spaces as given in [19, Theorem 8.2] requires
the continuity of ϕ in (8.1) and does not reduce to [16, 17] in finite dimensions. The fol-
lowing theorem is free of the continuity assumptions while imposing instead a much milder
qualification condition in terms of algebraic cores of dom (ϕ) and gph (F ). It gives us back
[17, Theorem 9.1] when both spaces X and Y are finite-dimensional.
Theorem 8.1 (subdifferentiation of convex optimal value functions). Let µ(·)
be the optimal value function (8.1) generated by a convex mapping F : X → Y between
vector spaces and a convex extended-real-valued function ϕ : X × Y → R. Suppose that
core(gph (F )) 6= ∅ and core(epi (ϕ)) 6= ∅, and that µ(x) > −∞ for all x ∈ X. Given
x¯ ∈ dom (µ), consider the argminimum set
S(x¯) :=
{
y¯ ∈ F (x¯)
∣∣ µ(x¯) = ϕ(x¯, y¯)},
which is assumed to be nonempty. Then for any y¯ ∈ S(x¯) we have the equality
∂µ(x¯) =
⋃
(f,g)∈∂ϕ(x¯,y¯)
[
f +D∗F (x¯, y¯)(g)
]
(8.2)
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provided that the following qualification condition is satisfied:
core
(
dom (ϕ)
)
∩ core
(
gph (F )
)
6= ∅. (8.3)
Proof. It is sufficient to verify the inclusion “⊂” in (8.2), since the opposite one is straight-
forward. To proceed, take any h ∈ ∂µ(x¯) and y¯ ∈ S(x¯) and then consider the sum
ψ(x, y) := ϕ(x, y) + δgph(F )(x, y) for all (x, y) ∈ X × Y, (8.4)
where δΩ(x) denotes the indicator function of a set Ω that equals 0 if x ∈ Ω and∞ otherwise.
Since the domain of δgph(F ) is gph (F ) and the epigraph of δgph(F ) is gph (F ) × [0,∞), it
follows from (8.3) and the application of Theorem 6.2 to the summation function (8.4) that
(h, 0) ∈ ∂ψ(x¯, y¯) = ∂ϕ(x¯, y¯) +N
(
(x¯, y¯); gph (F )
)
.
Thus we get from the above that
(h, 0) = (f1, g1) + (f2, g2) with (f1, g1) ∈ ∂ϕ(x¯, y¯) and (f2, g2) ∈ N
(
(x¯, y¯); gph (F )
)
,
which yields g2 = −g1. Hence we arrive at the inclusion (f2,−f1) ∈ N((x¯, y¯); gph (F ))
meaning by definition (6.1) that f2 ∈ D
∗F (x¯, y¯)(g1). It tells us that
h = f1 + f2 ∈ f1 +D
∗F (x¯, y¯)(g1),
which justifies the claimed inclusion“⊂” in (8.2). 
We provided a direct geometric approach to study convex generalized differentiation in
vector spaces using qualification conditions based on the algebraic core. A similar approach
would allow us to obtain similar calculus results in locally convex topological vector spaces
based on the interior instead of the algebraic core. Conversely, it is possible to study convex
generalized differentiation in locally convex topological vector spaces based on the interior
and then obtain calculus results in vector spaces by using the strongest locally convex
topology on the underlying space.
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