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Abstrakt
Bakalářská práce se zaobírá detekcí honeypot systémů v síti. Jsou představeny různé tech-
niky detekce honeypotů a práce se pak zaměřuje na tři z nich: TCP/IP fingerprinting,
odhadování skreslení času a ověřování funkčnosti služeb. Pro vyzkoušení těchto technik
byla vytvořena konzolová aplikace. Práce popisuje návrh této aplikace, její implementaci
a také prezentuje výsledky experimentů s aplikací a se zvolenými technikami.
Abstract
This thesis is focusing on detection of honeypot systems in network. It presents different
techniques for detection of honeypot systems and then focuses on three of them: TCP/IP
fingerprinting, clock skew estimation and service exercising. A console application was cre-
ated, to test these selected techniques. The thesis describes a design of the application, its
implementation and also presents results of experiments with the application and selected
techniques.
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Kapitola 1
Úvod
Schopnosť detegovať honeypoty je rovnako dôležitá pre útočníkov aj bezpečnostných exper-
tov. Útočníci chcú udržať svoje techniky a znalosti v tajnosti. Ak by útočník napadol
honeypot s dovtedy neznámou zraniteľnosťou, je pravdepodobné že by sa táto zranite-
ľnosť dostala na verejnosť oveľa rýchlejšie a tým by útočník prišiel o výhodu zo znalosti
takejto zraniteľnosti. Honeypot ktorý sa podarí útočníkovi odhaliť stráca význam, pretože
útočník už nebude vykonávať na takom počítačovom systéme nekalú činnosť a my sa tak
nedozvieme viac o jeho správaní a nástrojoch ktoré používa.
Táto práca sa zameriava na detekciu honeypotov v sieti, ktorá nevyžaduje ovládnutie
systému a schopnosť vykonávať na ňom lokálnu analýzu. Presnejšie sa zameriava na de-
tekciu virtuálnych honeypotov a honeynetov (najmä v lokálnej sieti). Fyzické honeypoty
väčšinou nie sú detekovateľné po sieti a pri nich je nutný prístup k systému, preto zame-
ranie na virtuálne honeypoty. Pre detekciu honeypotov v sieti bola vytvorená konzolová
aplikácia.
V 2. kapitole je úvod do problematiky honeypotov aj s uvedením niekoľkých príkla-
dov. Ďalej sú uvedené rôzne techniky detekcie honeypotov v sieti s ktorými som sa pri
štúdiu stretol a v poslednej časti budú bližšie popísané technológie detekcie, na ktoré sa
práca zameriava. V 3. kapitole je popis návrhu konzolovej aplikácie na detekciu honeypo-
tov a v druhej časti i návrh modulov na detekciu honeypotov pomocou zvolených techník.
Kapitola 4 sa venuje popisu implementácie vytvorenej konzolovej aplikácie a tomu ako sú
jednotlivé moduly implementované. V kapitole číslo 5 budú uvedené výsledky experimen-
tov pri overovaní zvolených detekčných techník s implementovanou aplikáciou. Kapitola 6
potom zhŕňa dosiahnuté výsledky a navrhuje možné rozšírenia aplikácie.
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Kapitola 2
Úvod do problematiky honeypotov
a ich detekcie
Táto kapitola podáva úvod do problematiky honeypotov aj s uvedením niekoľkých prí-
kladov. Ďalej sa venuje všeobecne detekcii honeypotov a uvádza naštudované detekčné
techniky pre detekciu honeypot systémov v sieti. V závere sú bližšie popísané detekčné
techniky, na ktoré sa táto práca zameriava.
Úvod do oblasti honeypotov v je v časti 2.1 a problematike detekcie honeypot systémov
sa venuje v časť 2.2.
2.1 Honeypoty všeobecne
Honeypot je pozorne monitorovaný počítačový systém, ktorý má byť skenovaný, napádaný
a kompromitovaný. Presnejšie možno honeypot definovať nasledovne.
“A honeypot is an information system resource whose value lies in unauthori-
zed or illicit use of that resource.” [1]
Pomocou honeypotov môžno detegovať nové, doteraz neznáme, zraniteľnosti. Na hone-
ypote môže byť spustený ľubovoľný operačný systém s ľubovoľnými službami. Toto určuje
dostupné spôsoby, ako môže útočník napadnúť počítačový systém. [2]
Skombinovaním niekoľkých honeypotov do siete honeypotov môžeme vytvoriť honey-
net. Honeynet zvyčajne tvorí niekoľko honeypotov s rôznymi platformami a/alebo opera-
čnými systémami. Toto umožňuje súčasne zbierať dáta o rôznych typoch útokov. Môžme
získať podrobné informácie o útokoch a tak získať kvalitatívne výsledky o správaní úto-
čníka. [2]
Existujú dva základné spôsoby delenia honeypotov. Podľa úrovne interakcie môžeme
honeypoty rozdeliť na vysoko-interaktívne honeypoty (high-interaction honeypots) a nízko-
interaktívne honeypoty (low-interaction honeypots). Ďalšie možné rozdelenie honeypotov
je na fyzické a virtuálne. [2] Ďalej sa na tieto štyri základné druhy pozrieme bližšie.
Vysoko-interaktívne honeypoty
Vysoko-interaktívny honeypot poskytuje reálny systém s reálnym operačným systémom
a s reálnymi službami. Útočník tak môže získať úplný prístup k systému a použiť ho
k ďalším sieťovým útokom. Takýmto vysoko-interaktívnym honeypotom môže byť bežný
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počítačový systém (počítač, notebook, smerovač atď.). Pomocou vysoko-interaktívneho
honeypotu môžeme zistiť detailné informácie o správaní útočníka, jeho nástrojoch, takti-
kách a motívoch. [2]
Existuje viacero nástrojov na vytváranie vysoko-interaktívnych honeypotov. Niektoré
z nich budú teraz uvedené:
VMware – Firma VMware, Inc. [3] je jednoznačne najznámejšou firmou zaoberajúcou
virtuálizáciou a vizualizačnými nástrojmi. Jej produkty možno využiť na vytváranie
virtuálnych vysoko-interaktívnych honypotov a práve tieto nástroje sú aj najčastejšie
používané za týmto účelom.
User-Mode Linux (UML) – Nástroj UML [4] je možné použiť tiež na nasadenie vir-
tuálnych vysoko-interaktívnych honypotov, ale tu je obmedzenie iba na Linuxové
systémy.
VirtualBox – Nástroj VirtualBox [5] od firmy Oracle je obľúbený profesionálny virtu-
alizačný produkt, ktorý je voľne dostupný ako open source softvér pod všeobecnou
verejnou licenciou GNU verzie 2.
QEMU – Ďalší virtualizačný softvér je QEMU [6], ktorý možno použiť na vytváranie vir-
tuálnych vysoko-interaktívnych honypotov a je tiež voľne dostupný pod všeobecnou
verejnou licenciou GNU verzie 2.
Argos – Argos [7] je založený na QEMU, ktorý rozširuje a povoľuje mu detegovať pokusy
o kompromitovanie hostiteľského systému. Sleduje sieťové dáta s použitím dynamic-
kej analýzy a deteguje pokusy s nekalými úmyslami.
Nízko-interaktívne honeypoty
Nízko-interaktívny honeypot emuluje služby, sieťové zásobníky, alebo iné časti reálneho
počítačového systému. Úroveň emulácie je len taká, aby umožňovala útočníkovi obmedzenú
interakciu a on uveril že sa pripája k reálnemu systému. Útočník zvyčajne nemôže úplne
ovládnuť systém. Nízko-interaktívny honeypot nám umožňuje získať hlavne štatistické
informácie (detegovať známe útoky a ich frekvenciu). [2]
Teraz nasleduje niekoľko nízko-interaktívnych honeypotov:
LaBrea – LaBrea [8] preberá nepoužité IP adresy a vytvára virtuálne servery, ktoré sú
atraktívne pre červy, hackerov a podobne. Program odpovedá na pokusy o spojenie
takým spôsobom, že počítačový systém, ktorý sa snaží pripojiť uviazne — niekedy
aj na veľmi dlhú dobu.
Tiny Honeypot – Tiny Honeypot [9] je jednoduchý honeypot založený na iptables a xi-
netd. Počúva na každom aktuálne nepoužívanom TCP porte, zaznamenáva aktivitu
a poskytuje spätnú odozvu útočníkovi.
Dionaea – Cieľom dionaea [10] je zachytiť kópiu škodlivého softvéru, ktorý využíva zra-
niteľnosti poskytnuté sieťovými službami.
Honeyd – Nástroj honeyd [11] slúži na vytváranie virtuálnych nízko-interaktívnych ho-
neypotov v sieti. Hostiteľské systémy môžu byť nakonfigurované s ľubovoľnými slu-
žbami a môžu byť upravené tak, aby sa tvárili ako konkrétne operačné systémy.
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Fyzické honeypoty
Fyzický honeypot beží na reálnom fyzickom počítačovom systéme v sieti, so svojou vlast-
nou IP adresou. Často ide o vysoko-interaktívny honeypot. Fyzický honeypot je nákladný
na inštaláciu a údržbu, keďže na každý honeypot je potrebný fyzický počítačový systém.
Preto je veľmi zriedkavý a často sa nasadzuje skôr virtuálny honeypot. [2]
Virtuálne honeypoty
Virtuálny honeypot je simulovaný pomocou iného počítača, ktorý odpovedá na sieťové po-
žiadavky určené virtuálnemu honeypotu. Virtuálne honeypoty sú dobre škálovateľné, ľahko
udržovateľné, ich nasadenie nie je nákladné a sú dostupné takmer každému. Na jednom
fyzickom počítačovom systéme možno mať až desiatky virtuálnych vysoko-interaktívnych
honeypotov, alebo až tisícky virtuálnych nízko-interaktívnych honeypotov. Takto možno
vytvárať aj kompletné virtuálne honeynety na jedinom fyzickom počítači. To umožňuje aj
jednoduchší zber dát. Virtuálne honeypoty majú jednu nevýhodu, že útočník môže rozlíšiť
virtuálny počítačový systém od reálneho systému. [2] V tejto práci sa zameriavam práve
na virtuálne honeypoty.
Pre virtuálne vysoko-interaktívne honeypoty sa často používa VMware, VirtualBox
alebo User-Mode Linux (UML). Tieto nástroje nám umožňujú spustiť viacero inštancií
operačných systémov konkurentne na jednom fyzickom počítačovom systéme. Najznáme-
jším a najpoužívanejším virtuálnym nízko-interaktívnym honeypotom je honeyd [12].
2.2 Detekcia honeypotov v sieti
Detekcia honeypotov je prínosná ako pre útočníkov, tak aj pre bezpečnostných expertov.
Bezpečnostní experti potrebujú poznať všetky vlastnosti počítačových systémov a ich ne-
dostatky. Potom sa môžu snažiť ich zabezpečiť. Na druhej strane, útočníci sa chcú vyhnúť
honeypotom, aby ich znalosti, nástroje a postupy zostali utajené. Ak útočník, ktorý napa-
dol počítačový systém zistí, že ide o honeypot, tak sa snaží zahladiť všetky stopy a opus-
tiť ho. Preto je dôležité poskytnúť útočníkom realisticky vyzerajúce honeypoty. Nízko-
interaktívne honeypoty musia oklamať nástroje na skenovanie siete a vysoko-interaktívne
honeypoty by mali poskytnúť kompletné prostredie operačného systému, ktoré vyzerá re-
álne. [2]
Vo všeobecnosti môžno uviesť tri druhy detekcie honeypotov. Detekcia podpory služieb,
detekcia vlastností spojenia a detekcia na systémovej úrovni. [13] V tabuľke 2.1 sú uvedené
tieto všeobecné prístupy aj s úspešnosťou detekcie. Pre detekciu honeypotov v sieti možno
použiť detekciu podpory služieb a detekciu vlastností spojenia.
Úroveň
interakcie
Typ počí-
tačového
systému
Detekčná metóda
Vlastnosti Podpora Systémová
spojenia služieb úroveň
nízka virtuálny detekovateľné detekovateľné nedetekovateľné
vysoká
virtuálny detekovateľné nedetekovateľné detekovateľné
fyzický nedetekovateľné nedetekovateľné detekovateľné
Tabuľka 2.1: Všeobecná detekovateľnosť honeypotov s rôznymi prístupmi. Tabuľka pre-
vzatá z [13].
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Fyzické honeypoty sú svojou podstatou takmer nedetekovateľné na sieťovej úrovni,
a možno ich detegovať skôr až po napadnutí, na systémovej úrovni. U virtuálnych honey-
potov je však problematické skryť ich podstatu. [2]
Detekovateľnosť honeypotov často umožňuje dostupnosť metód na detekciu virtuál-
nych počítačových systémov. Existuje predpoklad, že keď útočník napadne systém a zistí
jeho pravú podstatu (virtuálny počítačový systém), dostane s veľkou pravdepodobnosťou
podozrenie na honeypot. Ale virtuálizácia sa stáva rozšírenejšou aj pre bežné komerčné
využitie. Mnoho spoločností poskytuje služby pomocou virtualizačného softvéru. Takže to
znamená, že virtuálny počítačový systém nemusí byť nutne honeypot. Preto uvedený pred-
poklad už nie je podporovaný. [14] Avšak tak ako sa rozširuje používanie virtualizovaných
systémov, tak sa vo väčšine prípadov budú naďalej nasadzovať virtuálne honeypoty. Ako
už bolo uvedené, nasadenie fyzických honeypotov je príliš nákladné a výhody virtuálnych
honeypotov sú nezanedbateľné.
Pri štúdiu som sa zoznámil s viacerými technikami na detekciu honeypotov. Teraz
uvediem niekoľko techník, zameraných na detekciu honeypotov v sieti, a nástrojov, ktoré
sú s nimi spojené. V práci nebudú tieto ďalej techniky používané z dôvodov, ktoré sú
uvedené nižšie.
Detekcia pomocou rozsahu MAC adresy – Thorsten Holz a Laurent Oudot [15] u-
viedli spôsob, ako identifikovať VMware v predvolenom móde podľa MAC adresy
sieťového rozhrania. Spoločnosť VMWare, Inc. má totiž od IEEE [16] pridelené na-
sledujúce rozsahy MAC adries 00-05-69-XX-XX-XX, 00-0C-29-XX-XX-XX, 00-50-
56-XX-XX-XX. Táto technika nebola použitá pre svoje úzke zameranie a jednoduchú
obranu zmenou MAC adresy.
Porovnaním MAC adresy – sieťového rozhrania s registrovaným rozsahom MAC ad-
ries pre výrobcu danej sieťovej karty v registri IEEE. Ak sa pridelená MAC adresa
nezhoduje s použitou MAC adresou, možno usúdiť, že nejde o reálny hardvér. [2]
Technika nebola použítá pre slabú univerzálnosť.
Meranie odozvy siete – Xinwen Fu a ďalší [17] zistili, že útočník môže vzdialene identi-
fikovať honeyd meraním odozvy siete emulovanej pomocou honeyd. Skúmaním odo-
ziev v rámci siete emulovanej honeyd môže útočník zistiť, či ide o reálnu alebo
virtuálnu sieť.
ICMP Echo (ping) Request – S. Mukkamala a ďalší v článku [18, 19] uviedli poznatok,
že väčšina honeypotov odpovedá pomalšie na ICMP Echo (ping) Request v porov-
naní s reálnymi systémami. Táto technika je značne závislá na topológii siete a na
podobnosti systémov, ktoré sú skenované. Najväčšou slabinou tejto techniky je však
určenie prahu na rozdelenie dvoch skupín: honeypot a reálny počítačový systém.
kontrola zoznamu HTTPS a SOCKS proxy Existuje aj komerčne dostupný nástroj
Send-Safe Honeypot Hunter [20], ktorý kontroluje zoznam HTTPS a SOCKS proxy
a na počítači odosielateľa nežiaducej pošty testuje vzdialené otvorené proxy, či sú
schopné poslať email späť k odosielateľovi. [21] Tento nástroj nebol použitý aj pre
svoj komerčný charakter.
Niekoľko techník na vzdialenú detekciu honeypotov je uvedených aj v článku [22]. Pri
týchto technikách je však potrebné aj ovládnutie na systémovej úrovni a možnosť odosielať
z ovládnutého počítačového systému dáta, preto neboli tieto techniky analyzované.
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V nasledujúcich kapitolách budú uvedené techniky, ktoré sa pri analýze ukázali ako
najuniverzálnejšie, vzhľadom na diverzitu rôznych typov honeypotov.
2.2.1 TCP/IP fingerprinting
S. Mukkamala a ďalší vysvetľujú v článku [19] nový prístup k detekcii honeypotov, kde
pre každé z TCP/IP spojenie, je potrebné extrahovať 49 kvantitatívnych a kvalitatívnych
vlastností. V tabuľke 2.2 sú uvedené tieto vlastnosti. Pri tejto technike je potrebné aktívne
posielať sieťové požiadavky na overovaný počítačový systém a zachytávať surové pakety.
Z nazbieraných dát potom treba extrahovať vlastnosti popísané v tabuľke 2.2. Popri tom
extrahovali aj časovú informáciu z linkovej vrstvy, ale toto je relevantné pre inú, už spo-
menutú techniku využívajúcu ICMP Echo Request [18, 19].
Skupina vlastností Extrahovaná vlastnosť
Počet paketov odoslaných celkovo, prijatých celkovo, odoslaných a prijatých spolu
Veľkosť paketov
odoslaných celkovo, priemerná z odoslaných, prijatých celkovo, prie-
merná prijatých, odoslaných a prijatých spolu, priemerná všetkých
Time to live (TTL)
odoslané celkovo, prijaté celkovo, priemer z prijatých, odoslané a pri-
jaté spolu, priemer zo všetkých
Veľkosť TCP hlavičky
odoslaná celková, priemerná odoslaná, prijatá celková, priemerná pri-
jatá, prijatá a odoslaná spolu, priemerná všetkých
ACK flag
celkovo odoslaných, priemerne odoslaných, celkovo prijatých, celkovo
prijatých a odoslaných, priemer celkovo
PUSH flag
celkovo odoslaných, priemerne odoslaných, celkovo prijatých, prie-
merne prijatých, celkovo prijatých a odoslaných, priemer celkovo
SYN flag
celkovo odoslaných, priemerne odoslaných, celkovo prijatých, prie-
merne prijatých, celkovo prijatých a odoslaných, priemer celkovo
FIN flag
celkovo odoslaných, priemerne odoslaných, celkovo prijatých, prie-
merne prijatých, celkovo prijatých a odoslaných, priemer celkovo
Window size
odoslaná celková, priemerná odoslaná, prijatá celková, priemerná pri-
jatá, prijatá a odoslaná spolu, priemerná všetkých
Tabuľka 2.2: Vlastnosti TCP/IP spojenia, ktoré sú extrahované pre techniku TCP/IP
fingerprinting. Upravená tabuľka, odvodená z [19].
S. Mukkamala a ďalší experimentovali v reálnej produkčnej sieti a honeypoty boli
rozmiestnené medzi rôzne fyzické lokálne siete (LAN). Pri experimentoch používali honey-
poty nasadené v klasickej ethernetovej sieti, tak i v bezdrôtovej WiFi sieti. Výsledkom
experimentov bola klasifikácia do dvoch tried (normálne neškodné počítačové systémy
a honeypoty) a dosahovaná úspešnosť bola väčšinou väčšia ako 95%. V lokálnej sieti bol
najlepší Support vector machine (SVM) a pre vzdialenú sieť podával najlepšie výsledky
Biased support vector machine (BSVM). Vzhľadom na plánované testovanie v lokálnej
sieti, bude používaný pri experimentoch klasifikátor SVM.
2.2.2 Clock skew estimation
Tadayoshi Kohno a ďalší [23] uviedli túto techniku, pomocou ktorej možno vzdialene iden-
tifikovať fyzické zariadenie. Táto technika funguje s rôznou mierou presnosti, využívajúc
mikroskopické odchýlky v hardvéri zariadenia, ktoré spôsobujú skreslenie jeho hodín. Túto
techniku možno použiť na zistenie, či množina zariadení v sieti v skutočnosti nie je jedno
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a to isté fyzické zariadenie. Technikou tak možno zistiť, či množina IP adries patrí vir-
tualizovaným hosťom (guest) na jednom fyzickom hostiteľskom (host) počítači a teda že
môže ísť o virtuálny honeynet.
Pre použitie tejto techniky sú možné dve metódy. Prvá z nich je založená na TCP
Timestamps Option (ďalej len TSopt) z RFC 1323 [24]. Druhá metóda využíva ICMP
Timestamp Request (ďalej len TSreqst)a ICMP Timestamp Reply (ďalej len TSreply) [25].
Prvú metódu využívajúcu TSopt je možné ešte rozdeliť na pasívny a aktívny prístup.
Pasívny merajúci (útočník) musí byť schopný odchytávať pakety od meraného zariadenia
(meraný), ktoré chce merajúci identifikovať. Aktívny merajúci musí byť schopný iniciali-
zovať spojenia s meraným.
Zariadenie môže mať viacero, i nezávislých hodín. Pre túto techniku je možné použiť
hodiny odpovedajúce systémovému času meraného zariadenia a interné hodiny sieťového
zásobníka TCP/IP (hodiny TCP timestamps option alebo hodiny TSopt). RFC 1323 [24]
špecifikuje TSopt TCP protokolu. Ak paket obsahuje túto voľbu, tak by mal obsahovať
32-bitové časové razítko generované odosielateľom paketu. Táto hodnota by mala byť pre-
vzatá z virtuálnych hodín (TSopt) a aspoň približne úmerná reálnemu času. RFC tiež
určuje, že presnosť týchto hodín by mala byť medzi 1 milisekundou (1Hz) a 1 sekundou
(1000Hz).
V článku [23] T. Kohno a spol. experimentovali s rôznymi počítačmi, ktoré mali rozličné
operačné systémy, vrátane Linuxových, BSD a Microsoft distribúcií. Zhrnutie experimen-
tov:
• Vo všetkých prípadoch bolo možné odhadnúť skreslenie hodín meraného zariadenia
aspoň jednou metódou.
• Odhad skreslenia hodín pre ľubovoľné zariadenie je relatívne konštantný v čase.
• Rôzne fyzické počítačové systémy môžu mať detekovateľne rôzne skreslenia hodín.
• Techniky dosahujú stabilné výsledky (až na extrémne prípady), bez ohľadu na vzdia-
lenosť, odozvu zariadenia a spôsob pripojenia k internetu.
• Presnosť odhadu skreslenia hodín sa zvyšuje s počtom paketov a dobou zberu dát
(paketov).
• Presnejší odhad a stabilnejšie skreslenie možno čakať pri presnejších hodinách s vy-
ššími frekvenciami.
• Odhady skreslenia hodín sú relatívne nezávislé od prístupovej technológie meraného,
vzdialenosti a topológie siete medzi merajúcim a meraným a a tiež od počítača
merajúceho — za predpokladu, že merajúci synchronizuje svoj systémový čas s NTP.
• Pre väčšinu operačných systémov, ktoré nesynchronizujú svoj čas pomocou NTP, by
mali systémové a TSopt hodiny korelovať. To znamená, že aj skreslenia týchto hodín
by mali byť podobné.
• Skreslenie TSopt hodín nie je ovplyvnené zmenou systémového času podľa NTP.
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Použiteľnosť metód
Metóda založená na TSopt je použiteľná aj v prípade, že meraný aktualizuje svoj systé-
mový čas pomocou NTP. Väčšina moderných operačných systémov v predvolenom nasta-
vení povoľuje TSopt. Pre fungovanie tejto techniky je nevyhnutné, aby sledované pakety
obsahovali TSopt a pri aktívnom prístupe musí platiť aj to, že merané zariadenie má aspoň
jeden otvorený port.
Metódu využívajúcu TSreqst a TSreply nie je možné použiť, ak meraný pravidelne
a často aktualizuje svoj systémový čas pomocou NTP, alebo ak neodpovedá na TSreqst
správy. Predvolené inštalácie väčšinou uspokojujú uvedené podmienky. Pre fungovanie
tejto metódy je potrebný aktívny merajúci, ktorý je schopný posielať TSreqst správy
meranému. Merajúci musí byť potom schopný zaznamenať odpoveď vo forme TSreply
správ. Pri tomto prístupe meraný nemôže byť za NAT alebo firewallom, ktorý filtruje
ICMP.
Niektoré zariadenia možno rozlíšiť pomocou skreslenia ich hodín, a iné zase nie. Ďalšie
detaily k tejto technike a k odhadovaniu skreslenia hodín sú uvedené v článku [23].
2.2.3 Overovanie služieb (Service exercising)
Defibaugh-Chavez a ďalší [18] predstavili túto techniku, na detekciu (najmä) nízko-inter-
aktívne honeypotov. Táto technika sa zameriava na overovanie jednotlivých služieb prí-
tomných na testovaných honeypotoch. Niektoré z nich totiž neimplementujú úplné služby
podľa štandardu RFC, ale len ich časť do takej miery, aby bola služba schopná akceptovať
prichádzajúce spojenie a analyzovať prípadné správanie útočníka. Testovaním neobvyklých
vlastností alebo operácií možno rozhodnúť, či ide a legitímny systém, alebo honeypot.
Táto technika je založená na predpoklade, že všetky legitímne počítačové systémy im-
plementujú plne funkčné služby, s úplnou množinou ich vlastností, takže detegovať možno
iba nízko-interaktívne honeypoty. Vysoko-interaktívne honeypoty štandardne implemen-
tujú úplné, plne funkčné služby a odpovedajú rovnako ako regulárny produkčný systém.
Vysoko-interaktívne honeypoty teda možno touto technikou detegovať iba vo veľmi špe-
ciálnych prípadoch, keď sú niektoré vlastnosti ich služieb obmedzené. Existuje aj možnosť,
že niektorí administrátori môžu zámerne obmedziť až zablokovať niektoré vlastnosti služieb
na legitímnych produkčných systémoch. V takýchto prípadoch by boli z pohľadu útočníka
nesprávne označené ako honeypoty, a prišiel by o potenciálny cieľ.
Možným opatrením proti tejto technike je úplná implementácia služby. Avšak, vzhľa-
dom na počet a zložitosť služieb, je takmer isté, že nízko-interaktívne honeypoty budú
naďalej implementovať iba najbežnejšie a najpoužívanejšie vlastnosti služieb. Z výsledkov
experimentov v článku [18] vidieť, že honeyd implementuje len základnú funkcionalitu slu-
žieb HTTP, FTP a SMTP, ale keď sa túto službu niekto snaží legitímne použiť, služba
zlyháva a stáva sa nedostupnou alebo sa správa neštandardne.
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Kapitola 3
Návrh konzolovej aplikácie na
detekciu honeypotov
Na základe techník na detekciu honeypotov v sieti, ktoré boli naštudované, padlo rozhod-
nutie vytvoriť konzolovú aplikáciu na detekciu honeypotov. Pri návrhu bola zvažovaná aj
možnosť ďalšieho rozširovania aplikácie, najmä o ďalšie detekčné techniky. Stručný dia-
gram tried navrhnutých pre aplikáciu je na obrázku 3.1.
HoneypotDetector
+ run()
ICMPCommunicator
+ create()
+ run()
OptionsParser
+ getOptions()
HoneypotDetectionTechnique
+ create()
+ run()
Classification
+ create()
+ classify()
+ train()
ClockSkewEstimation
+ run()
TCPCommunicator
+ create()
+ run()
TimestampsCollection
+ create()
+ run()
ServiceExercising
+ run()
TCPPassive
+ run()
FTPExerciser
+ run()
ServiceExerciser
+ create()
+ run()
TCPIPFingerprinting
+ run()
PortFinder
+ create()
+ getPorts()
TimestampsHandler
+ create()
+ getClockSkew()
Tcpdump
+ run()
+ kill()
ResultsHandler
+ create()
+ printResults()
Communicator
+ create()
+ run()
TcpdumpWalker
+ create()
+ getTimestamps()
DataHandler
+ create()
+ processData()
+ getVector()
Obr. 3.1: Diagram tried so zobrazenými verejnými metódami
Aplikáciu bola navrhnutá ako viacvláknová, kde hlavný program (rodičovský proces)
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má na starosti
• spracovanie parametrov z príkazového riadku,
• vytváranie podprocesov, ktoré riešia niektorú z dostupných detekčných techník, pre
konkrétny overovaný počítačový systém,
• zbieranie výsledkov od podprocesov,
• spracovanie a vypísanie výsledkov vhodným spôsobom, ktorý je pre každú detekčnú
techniku špecifický.
Vytvorené podprocesy potom riešia samostatne zvolenú detekčnú techniku a nakoniec
vrátia výsledky hlavnému programu (rodičovskému procesu). Detekčné techniky boli na-
vrhnuté vo forme nezávislých modulov, teda každý z modulov sa stará o jednu detekčnú
techniku a je v podstate nezávislý.
Stručný popis návrhu tried
Ako hlavná trieda pre celú aplikáciu slúži trieda HoneypotDetector. Trieda OptionsPar-
ser spracováva vstupné a implicitné argumenty aplikácie. Ďalšia trieda ResultsHandler
spracováva a vypisuje výsledky detekcie, kde pre každú detekčnú techniku sú výstupy
špecifické. Pre techniky, prípadne prístupy k niektorým technikám, je potrebné zisťovať
otvorené porty na overovacom počítačovom systéme. Pre tento účel bola navrhnutá trieda
PortFinder. Trieda Tcpdump slúži na zachytávanie paketov a má príznačné verejné metódy
run(packetFilter) a kill().
3.1 Návrh jednotlivých modulov pre detekčné techniky
Pre všetky moduly určené na detekciu honeypotov je určená abstraktná trieda Honeypot-
DetectionTechnique s abstraktnou metódou run(). Túto triedu musia dediť všetky mo-
duly určené na detekciu honeypot systémov. Hlavný program potom vďaka polymorfizmu
bude musieť volať iba jednu metódu run, bez ohľadu na konkrétnu detekčnú techniku.
Teraz budú postupne popísané navrhnuté moduly, ktoré sú určené pre zvolené detekčné
techniky.
3.1.1 Modul pre TCP/IP fingerprinting
Na základe poznatkov o tejto technike, uvedených v sekcii 2.2.1, bol navrhnutý modul
na detekciu honeypotov pomocou techniky TCP/IP fingerprinting, resp. jeho nevyhnutná
funkcionalita nasledovne:
1. Komunikácia s testovaným počítačovým systémom a zachytávanie TCP paketov
potrebných pre ďalšie spracovanie.
2. Spracovanie zachytených TCP paketov.
3. Klasifikácia počítačového systému na základe spracovaných paketov.
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Modul obsahuje možnosť trénovania a testovania klasifikátorov. Hlavnou triedou tohto
modulu je trieda TCPIPFingerprinting. Prvý bod rieši trieda Communicator a na za-
chytávanie paketov využíva už spomenutú triedu Tcpdump. Na vytvorenie komunikácie
s počítačovým systémom bolo navrhnuté použiť nástroj nmap s použitím nasledujúcich
parametrov, na upravenie komunikácie medzi merajúcim systémom a meraným počítačo-
vým systémom:
-sS – Scan typu TCP SYN.
-sV – Testovanie otvorených portov na určenie informácii o službe/verzii. Jednoducho
ďalšia komunikácia so serverom a tým ďalšie použiteľné pakety.
-O – Povolenie detekcie operačného systému. Podobne ako u -sV.
-Pn – Vynechanie overovania dostupnosti počítačového systému. Bez tohto nastavenia by
niektoré počítačové systémy, ktoré ignorujú ICMP Echo Request (ping) boli vyne-
chané a nebolo by čo spracovávať (zozbierané pakety).
--top-ports 2000 – Skenovanie 2000 najpoužívanejších portov podľa súboru nmap-ser-
vices. (Skenovanie úplne všetkých portov je väčšinou zbytočné a tento spôsob nájde
vo väčšine prípadov používané porty)
Pre 2. bod navrhnutej funkcionality bola navrhnutá trieda DataHandler. Pre spraco-
vanie zachytených TCP paketov je použitá trieda DataHandler, ktorej detailnejší stavový
diagram je uvedený na obrázku 3.2. Extrahované dáta a počítané štatistiky sú uvedené
v tabuľke 2.2. Výsledkom je normalizovaný 49-rozmerný vektor, pripravený pre klasifiká-
tor.
Obr. 3.2: Stavový diagram pre triedu DataHandler
Vzhľadom na to, že pre experimenty na honeypotoch bolo zvolené testovacie prostredie
lokálnej siete, padlo rozhodnutie použiť klasifikátor Support Vector Machine (SVM). Tento
klasifikátor podľa experimentov z článku [19] vykazoval najlepšie výsledky klasifikácie
práve v prostredí lokálnej siete. Pre klasifikáciu bola navrhnutá trieda Classification,
14
s verejnými metódami classify(classifier) pre klasifikáciu a train(parameters) pre
trénovanie klasifikátorov. Takto bude možné do budúcnosti jednoducho pridať do triedy
podporu ďalších klasifikátorov. Výsledkom klasifikácie je reálne číslo v rozsahu 0–1, teda
hodnota pravdepodobnosti, že ide o honeypot.
3.1.2 Modul pre clock skew estimation
Hlavnou triedou tohto modulu je trieda ClockSkewEstimation. Pri tejto technike (uve-
dená v sekcii 2.2.2) sú možné tri prístupy, ale keď sa zovšeobecnia, tak možno navrhnúť
potrebnú funkcionalitu tohto modulu nasledovne:
1. Získanie informácií o vnímaní času vzdialeného počítačového systému.
2. Spracovanie získaných paketov a extrakcia informácií o vnímaní času vzdialeného
počítačového systému.
3. Spracovanie extrahovaných informácií a odhad skreslenia hodín vzdialeného počíta-
čového systému.
Na obrázku 3.3 je znázornený stavový diagram pre triedu ClockSkewEstimation.
Pre získavanie informácií o vnímaní času (bod 1) bola navrhnutá abstraktná trieda
TimestampsCollection s abstraktnou metódou run(). Tuto triedu potom dedia triedy
určené pre tri rôzne prístupy k získavaniu časových informácií. Pre aktívny prístup založený
na TCP Timestamps Option (ďalej len TSopt) bola navrhnutá trieda TCPCommunicator.
O prístup využívajúci ICMP Timestamp Request (ďalej len TSreqst) a ICMP Timestamp
Reply (ďalej len TSreply) sa stará trieda ICMPCommunicator. Pre pasívny TSopt prístup
je určená trieda TCPPassive. Pasívny TSopt prístup, už svojím princípom, nekomunikuje
so vzdialeným systémom. V tomto prípade teda stačí, aby trieda TCPPassive riešila zachy-
távanie TCP paketov pochádzajúcich zo vzdialeného systému pomocou tcpdump s filtrom
tcp and src SLEDOVANÝ HOST. Následne je podproces uspaný na dobu určenú argumen-
tom TCPPassive.captureTime a nechá tcpdump zachytávať pakety. Pre aktívne prístupy
je situácia o niečo zložitejšia. Na základe článku [23] bol navrhnutý algoritmus znázornený
pseudokódom 3.1.
pocitadlo_chyb = 0
spustit_tcpdump ()
pociatocny_cas = aktualny_cas ()
while aktualny_cas () - pociatocny_cas < captureTime:
# komunikacia s hostom
pocitadlo_chyb = komunikuj(pocitadlo_chyb)
if pocitadlo_chyb > MAXIMUM_POVOLENYCH_CHYB:
# koniec neuspechom
# spanok po komunikacii s hostom
sleep(sleepTime)
Pseudokód 3.1: Pseudokod pre aktívny prístup k zbieraniu informácií o čase
Funkcii komunikuj() zodpovedá metóda sendICMPRequest(socketErrorCounter) triedy
ICMPCommunicator alebo v prípadne TCPCommunicator je to metóda tcpConnection-
(portsLenght, socketErrorCounter). Metóda tcpConnection() komunikuje s testo-
vaným systémom tým, že otvorí a následne zatvorí TCP spojenie na jednom z nájdených
otvorených portov. Voľba portu môže byť náhodná. Metóda sendICMPRequest() komuni-
kuje so vzdialeným počítačovým systémom posielaním TSreqst správ.
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Obr. 3.3: Stavový diagram pre triedu ClockSkewEstimation
Pre spracovanie paketov uvedeného v bode 2 bola navrhnutá trieda TcpdumpWalker.
Táto trieda má verejnú metódu getTimestamps() v ktorej sa podľa argumentu method
rozhodne pre extrakciu dát, buď pomocou metódy walkTCP() pre TSopt prístup, alebo po-
mocou walkICMP(), pre TSreply. Metóda walkTCP() by mala extrahovať z každého TCP
paketu, ktorý pochádza od meraného a obsahuje TSopt tieto dáta: čas prijatia paketu
a obe položky TSval aj TSecr z TSopt. Bolo totiž zistené, že niektoré operačné systémy,
ako napríklad OpenBSD, neposielajú v TSval použiteľné informácie. Je možné že použí-
vajú jeden z ochranných spôsobov proti tejto technike, ktoré boli uvedené v článku [23].
V tomto prípade možno využiť TSecr. Táto metóda by mala nakoniec vrátiť zoznam ob-
sahujúci trojice (čas prijatia paketu, TSval, TSecr). Funkcionalitou metódy walkICMP()
je extrahovanie dát z každého prijatého ICMP pakety typu TSreply. Ako informáciu o ho-
dinách meraného je potrebné extrahovať Transmit Timestamp. V tomto prípade však
naďalej platí zistenie [23], že minimálne operačné systémy rodiny Windows používajú for-
mát little-endian, zatiaľ čo ostatná väčšina používa formát big-endian. Preto treba brať do
16
úvahy oba formáty. Táto metóda by mala vracať zoznam s trojicami (čas prijatia paketu,
Transmit Timestamp v big-endian formáte, Transmit Timestamp v little-endian formáte).
Bolo navrhnuté, že aplikácia najskôr bude skúšať odhadovať skreslenie hodín s prvou mno-
žinou čísel, a ak sa budú výsledky príliš vymykať normálu, skúsi použiť ešte alternatívnu
množinu.
Pre spracovanie extrahovaných informácií a odhad skreslenia hodín (bod 3) bola navr-
hnutá trieda TimestampsHandler, ktorá má hlavnú verejnú metódu getClockSkew. Algo-
ritmy boli prevzaté, prípadne navrhnuté na základe článku [23]. Používané značenie xSet,
vSet, wSet, ySet aj sémantika presne zodpovedá značeniu (xi, vi, wi a yi) z tohto článku.
Pre spracovanie extrahovaných informácií bola navrhnutá metóda handleTimestamps()
a na obrázku 3.4 je stavový diagram pre túto metódu. Na obrázku 3.5 je potom podrobný
stavový diagram pre stav Spracovanie dát. Pre samotné odhadovanie skreslenia hodín bola
navrhnutá metóda estimateClockSkew(), ktorá je určená na odhadovanie skreslenia po-
mocou riešenia problému lineárneho programovania, podľa článku [23].
Obr. 3.4: Stavový diagram metódy handleTimestamps() triedy TimestampsHandler.
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Obr. 3.5: Podrobnosti stavu Spracovanie dát.
3.1.3 Technika service exercising
Pre techniku overovania funkčnosti služieb, ktorá bola uvedená v sekcii 2.2.3, bola navr-
hnutá nevyhnutná funkcionalita takto:
1. Hľadanie otvorených portov na testovanom počítačovom systéme. Respektíve zistenie
spustených sieťových služieb.
2. Overenie funkcionality služieb, ktoré aplikácia pozná a podporuje.
3. Vyhodnotenie výsledkov.
Hlavnou triedou tejto techniky je trieda ServiceExercising. Pre prvý bod stačí po-
užiť už spomenutú triedu PortFinder a pre overovanie funkcionality bola navrhnutá abs-
traktná trieda ServiceExerciser s abstraktnou metódou run(). Túto triedu potom dedia
triedy určené na overovanie služieb a tak možno opäť využiť polymorfizmu. Overovanie
funkcionality by malo prebiehať paralelne, v samostatných procesoch. Bolo navrhnuté,
aby každá trieda, ktorá overuje sieťovú službu udržovala dva štatistické údaje. Koľko pod-
porovaných funkcií služby — tie ktoré sú implementované a určené k overovaniu — sa
podarilo overiť (exercised) a koľko z tých, ktoré boli overované, bolo overených úspešne
a teda funkčných (successful). Ako demonštračný príklad na overenie tejto techniky, bolo
navrhnuté overovanie služby FTP, pre ktoré bola navrhnutá trieda FTPExerciser. Padlo
rozhodnutie overovať nasledovné FTP príkazy: USER, PASS, HELP, HELP CWD, STAT,
NOOP, PWD, PASV, NLST, LIST, NLST DIRECTORY, LIST DIRECTORY, STAT DI-
RECTORY, CWD DIRECTORY, CDUP, STAT FILE, MDTM FILE, SIZE FILE, LIST
FILE, RETR FILE, QUIT. Všetky okrem USER a PASS dostávajú ohodnotenie 1 do
štatistík, zatiaľ čo USER a prípadne PASS (ak je potrebné) dostanú po 0.5. Takéto ohod-
notenie majú vzhľadom na to, že tieto dva prihlasovacie príkazy boli pri návrhu považované
18
za absolútne nevyhnutné minimum, ktoré by mal spĺňať každý nízko-interaktívny honey-
pot, ktorý emuluje FTP službu. Príkazy dostávajú ohodnotenie vždy len prvý krát a tak
príkazy, ktoré sa môžu často opakovať (napr. PASV) neskresľujú štatistiky. Po dokončení
overovania služby by mala každá trieda vrátiť do hlavnej triedy ServiceExercising reálne
číslo v rozsahu 0–1 hodnotiace službu, kde 1 znamená úplnú funkcionalitu.
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Kapitola 4
Popis implementácie aplikácie na
detekciu honeypotov
Ako implementačný jazyk bol zvolený jazyk Python najmä pre dobrú podporu regulárnych
výrazov, širokú podporu funkcií už v štandardnom balíku, dobrej práci s dátovými štruk-
túrami a v neposlednom rade preto že je zdarma použiteľný pod open source licenciou.
Pri jednom spustení aplikácie je možné vždy zvoliť len jednu techniku na detekciu
honeypotov. Nie je možné, aby aplikácia naraz detegovala honeypot systémy viacerými
technikami. V tomto prípade je potrebné aplikáciu spustiť znova s inými argumentami pre
požadovanú detekčnú techniku.
Na spracovanie argumentov v triede OptionsParser bol zvolený optparse.Option-
Parser, ktorý umožňuje vytvárať účelné spracovanie argumentov a s dobrým nastavením
aj oprostí od zložitej kontroly argumentov.
Pre vyhľadávanie otvorených portov bola implementovaná trieda PortFinder, ktorá
využíva subprocess.Popen pre spustenie nástroja nmap, ako podprocesu s týmito para-
metrami -sS -Pn -oA NMAP FILE PREFIX HOST. Vyhľadanie otvorených portov bolo im-
plementované v metóde find ports(), ktorá používa nmapom vytvorený súbor s prí-
ponou .gnmap. Tento súbor, vo formáte dobre spracovateľnom aj unixovou utilitou grep,
spracuje pomocou regulárnych výrazov.
Na zachytávanie paketov bola implementovaná trieda Tcpdump, ktorá spúšťa nástroj
tcpdump tiež pomocou subprocess.Popen. Metóda run(packet filter) spúšťa tcpdump
so zadaným filtrom a metóda kill() potom implementuje ukončenie spusteného nástroja
tcpdump zaslaním signálu SIGINT.
Pre riešenie väčšiny chybových stavov bolo využité dobrej podpory výnimiek a na tieto
účely bola vytvorená aj primitívnu trieda Error, ktorá je potomkom triedy Exception.
Abstraktné triedy boli implementované pomocou modulu abc (Abstract Base Classes)
a to s použitím jeho metatriedy ABCMeta a s použitím dekorátoru @abstractmethod.
Adresár pre dočasné súbory je získaný pomocou funkcie tempfile.mkdtemp() a vý-
sledný adresár má predponu HoneypotDetector a príponu závislú podľa zvolenej dete-
kčnej techniky. S pomocou tempfile.NamedTemporaryFile() sú potom dočasné súbory
vytvárané v tomto adresári. Ak si to používateľ vyžiada parametrom -f, tak tieto dočasné
súbory ostanú zachované a aplikácia používateľovi vypíše, kde sa adresár nachádza.
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HoneypotDetector
Ako hlavná trieda celej konzolovej aplikácie bola implementovaná trieda HoneypotDetector.
Pre paralelné spúšťanie podprocesov, ktoré riešia detekciu honeypot systémov, bol zvolený
multiprocessing.pool.Pool, ktorý je na tento účel priam stvorený. Presne to zodpovedá
potrebe, keď má program zoznam úloh, ktoré môžu byť vykonávané paralelne. Maximálny
počet vytvorených a paralelne bežiacich podprocesov je určený menšou hodnotou z počtu
úloh k spracovaniu a počtom procesorov na aktuálnom stroji vynásobenom konštantou
16. Teda na jednom fyzickom procesore môže bežať najviac 16 podprocesov.
V metóde prepare tasks(temporary directory) bolo implementované vytvorenie
zoznamu úloh k spracovaniu pre multiprocessing.pool.Pool. Táto metóda vytvorí zo-
znam, obsahujúci inštancie tried pre zvolenú detekčnú techniku. Tento zoznam je po-
tom predaný metóde Pool.map() spolu s pomocnou funkciou runner(class instance),
ktorá sa spúšťa pri spustení podprocesu. Táto funkcia potom iba spúšťa metódu class in-
stance.run() a po dokončení vráti jej výsledok. Takéto elegantné elegantné riešenie je mo-
žné vďaka dodržaniu návrhu používať abstraktnú triedu HoneypotDetectionTechnique
pre všetky odvodené triedy na detekciu honeypot systémov. Implementácia všetkých tried
na detekciu honeypot systémov dodržuje túto dohodu a vďaka zvonka jednotnej implemen-
tácii metódy run() je možné využiť polymorfizmu. Volanie Pool.map() blokuje hlavný
proces aplikácie, kým nedokončia svoju činnosť všetky podprocesy — dovtedy, dokedy sa
nedokončia všetky úlohy. HoneypotDetector potom prevezme výsledky a tie predá spolu
s ďalšími parametrami triede ResultsHandler. Táto trieda bola implementovaná pre výpis
výsledkov od podprocesov, ktorý detegovali honeypot systémy, v prehľadne formátovanom
tvare. Hlavný program zavolá metódu ResultsHandler.print results(), pre výpis for-
mátovaných výsledkov a celý program sa ukončí.
4.1 Popis implementácie modulov na detekciu honeypotov
V tejto časti bude bližšie popísaná implementáciu modulov, ktoré sú určené na detekciu
honeypot systémov v sieti. Tieto moduly sú jadrom aplikácie a bez nich by strácala svoj
význam.
4.1.1 Implementácia modulu pre TCP/IP fingerprinting
Trieda TCPIPFingerprinting bola implementovaná ako hlavná trieda techniky TCP/IP
fingerprinting.
Trieda Communicator implementuje komunikáciu s testovaným počítačovým systé-
mom. Pre vytvorenie komunikácie je implementovaná metóda run nmap(), ktorá spustí
nmap ako podproces opäť s použitím subprocess.Popen. Nmap je spustený s argumentami
uvedenými v podsekcii 3.1.1 a v prípade že si to užívateľ vyžiadal argumentom -f tak ešte
aj s argumentom -oA.
Spracovanie zachytených paketov implementuje trieda DataHandler. Pre ukladanie
štatistík je určený argument statistics, ktorý je implementovaný vo forme dvoj-ú-
rovňového slovníku. V prvej úrovni sú kľúče "packets", "bytes", "ttl", "tcp hea-
der length", "ack flags", "push flags", "syn flags", "fin flags" a "window size".
V ďalšej (druhej) úrovni sú to potom kľúče "sent", "average sent", "received", "ave-
rage received", "total" a "average". Táto štruktúra tak presne zodpovedá tabuľke
2.2. Tento spôsob bol zvolený najmä preto, že je veľmi prehľadný a je vždy jasné, s ktorou
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štatistikou sa pracuje. Argument res vec je určený pre výsledný 49-rozmerný vektor.
V metóde DataHandler. walk() bolo implementované spracovanie zachytených pa-
ketov pomocou knižnice dpkt [26]. Táto metóda postupne prechádza zachytené pakety
a aktualizuje štatistiky v argumente statistics. Pre normalizáciu vektoru s vypočíta-
nými štatistikami bola vytvorená 49-rozmerná n-tica DATA SCALES, ktorá obsahuje dvojice
(minimálna hodnota, maximálna hodnota) pre vypočítané štatistiky. Tieto hodnoty boli
zistené empiricky a so snahou ponechať aj určitú toleranciu a neohraničovať štatistické
hodnoty príliš prísne. Podľa týchto rozsahov DATA SCALES potom metóda scale data()
postupne pomocou implementovanej funkcie scale() aktualizuje vytvorený vektor už nor-
malizovanými hodnotami v intervale 〈−1, 1〉.
Pre klasifikáciu bola implementovaná trieda Classification. Pre klasifikáciu bol zvo-
lený klasifikátor Support Vector Machine (SVM) a jeho použitie je implementovaná pomo-
cou knižnice libsvm [27]. Pre klasifikovanie pomocou tejto knižnice bola implementovaná
funkciu predict svm(vector) a pre trénovanie klasifikátora bola implementovaná funkcia
train svm(C, gamma). V triede Classification sa potom volajú tieto funkcie v prípade
zvoleného SVM. Metóda classify(vector) volá funkciu predict svm(vector). Prí tré-
novaní metódou train(parameters) sa zase volá funkcia train svm(C, gamma). Aktu-
álne iný klasifikátor podporovaný nie je, ale do budúcnosti je možné pridať ďalšie.
4.1.2 Implementácia modulu pre clock skew estimation
Hlavnou triedou modulu pre techniku na odhadovanie skreslenia hodín meraného počítačo-
vého systému je trieda ClockSkewEstimation. Získavanie a zbieranie informácií o vnímaní
času overovaného počítačového systému bolo implementované v triedach TCPCommunicator,
TCPPassive a ICMPCommunicator. Vo všetkých prípadoch bolo implementované zachy-
távanie paketov pomocou triedy Tcpdump, respektíve nástroja tcpdump, ktorý je spú-
šťaný metódou Tcpdump.run(packet filter) ako podproces. Pre zachytávanie ICMP
Timestamp Reply (ďalej len TSreply) paketov je použitý pcap-filter icmp[icmptype] ==
icmp-tstampreply and src TESTOVANY HOST, a pre zachytávanie paketov s TCP Times-
tamps Option (ďalej len TSopt) je použitý pcap-filter tcp and src TESTOVANY HOST.
Pre prístup využívajúci ICMP Timestamp Request (ďalej len TSreqst) a TSreply bola
implementovaná trieda ICMPTimestamp, ktorá je potomkom triedy dpkt.Packet. Presne
podľa pseudokódu 3.1 sú implementované metódy ICMPCommunicator.run() a TCPCommu-
nicator.run().
Metóda ICMPCommunicator. send icmp reqst(socket error counter) bola imple-
mentovaná s použitím triedy ICMPTimestamp. Do atribútov tejto triedy sú postupne
uložené náhodné hodnoty, a to pomocou funkcie randint(0, 0xffff) v prípade atri-
bútov id a seq a do atribútu origts je uložený výsledok randint(0, 0xffffffff).
Ďalej je vytvorená inštancia triedy dpkt.icmp.ICMP, jej atribút type je nastavený na
hodnotu dpkt.ip.ICMP TSTAMP a do atribútu data je uložená už vytvorená inštancia
triedy ICMPTimestamp. Takto vytvorený TSreqst paket je odoslaný testovanému počí-
tačovému systému. Ďalšia metóda TCPCommunicator. tcp connection(ports lenght,
socket error counter) sa pripája k meranému počítačovému systému, náhodne na jeden
z otvorených TCP portov a po pripojení spojenie hneď uzavrie. Trieda TCPPassive a jej
metóda run() je implementovaná podľa návrhu, čiže spúšťa Tcpdump.run(packet filter)
a potom sa uspí na celú dobu zachytávania paketov.
Spracovávaní paketov podľa návrhu implementuje trieda TcpdumpWalker, ktorá pri
spracovávaní paketov využíva knižnicu dpkt. Metóda walk tcp() inplementuje postupnú
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extrakciu dát z TCP paketov pochádzajúcich od meraného zariadenia. Po nevyhnutných
kontrolách, či ide naozaj TCP/IP paket, je implementovaná samotná extrakcia TSval
a TSecr pomocou funkcie struct.unpack(">II", data). Ak TSval alebo TSecr ob-
sahuje nulovú hodnotu, tak je paket preskočený. Takéto hodnoty by narobili zbytočné
problémy pri odhadovaní skreslenia hodín aj keď by bolo mnoho ďalších paketov s re-
levantnými hodnotami. Do výsledného zoznamu časových informácií sú postupne pridá-
vané trojice (timestamp, TSval, TSecr). Hodnota timestamp prislúcha času prijatia
paketu. Podobne metóda TcpdumpWalker. walk icmp() extrahuje dáta z ICMP pake-
tov od overovaného počítačového systému. Po overení, že ide naozaj o TSreply paket od
meraného systému, vytvorí inštanciu triedy icmp data = ICMPTimestamp(icmp.data).
Do výsledného zoznamu sú potom pridávané trojice (timestamp, icmp data.transts,
ntohl(icmp data.transts)), kde funkcia socket.ntohl() je použitá k získaniu hodnoty
Transmit timestamp v little-endian formáte.
Na odhadovanie skreslenia hodín testovaného počítačového systému bola implemento-
vaná trieda TimestampsHandler. Metóda is drift(current timestamps index, time-
stamps set index) bola implementovaná na zisťovanie, či nastal časový posun od pred-
chádzajúcich časových informácií, ktoré su v atribúte timestamps. Pseudokod 4.1 je fun-
kčne ekvivalentný s implementáciou tejto metódy. Konštanty TIME DRIFT MPL TCP a TIME-
DRIFT MPL ICMP sú výsledkom násobenia dvoch hodnôt. Prvá je spoločná konštanta CLK-
FRQ MAX = 1000 (maximálna štandardná frekvencia hodín) a potom je to hodnota 3600
(počet sekúnd za hodinu) pre TSopt techniku a pre TSreply bola zvolená polovičná hod-
nota 1800. Výsledné hodnoty konštánt sú TIME DRIFT MPL TCP = 3600000 a TIME DRIFT-
MPL ICMP = 1800000.
time_drift = ROZDIEL_V_CASE_PRICHODU_PAKETOV
clk_drift = ROZDIEL_MEDZI_DATAMI_O_VZDIALENYCH_HODINACH
if method == ’tcp’: # Pouzitie TSopt specifickej konstanty
time_drift_mpl = TIME_DRIFT_MPL_TCP
else: # Pouzitie TSreply specifickej konstanty
time_drift_mpl = TIME_DRIFT_MPL_ICMP
if clk_drift > 0 or abs(clk_drift) < time_drift * time_drift_mpl:
return False # nie je posun (drift), je to v tolerancii
else:
return True # nastal posun casu
Pseudokód 4.1: Funkcionalitua metódy TimestampsHandler. is drift(current time-
stamps index, timestamps set index)
Pre spočítanie frekvencie hodín testovaného zariadenia bola implementovaná metóda
calc clock freqency(x set, v set). Pseudokod 4.2 je funkčne ekvivalentný s imple-
mentáciou tejto metódy.
# Niektore standardne frekv. hodin s +/- 20% toleranciou (min , clk_frq , max)
CLK_FRQ = [(8, 10, 12), (80, 100, 120), (200, 250, 300), (800, 1000, 1200)]
clk_frqs_sum = 0
clk_frqs_cnt = 0
for xi , vi in zip(x_set , v_set):
if xi != 0:
clk_frq = vi / xi
clk_frqs_sum += clk_frq
clk_frqs_cnt += 1
clk_frq = int(clk_frqs_sum / clk_frqs_cnt) # vypocet priemernej frekvencie
# Preverenie vypocitanej frekvencie
for low_b , std_clk_frq , up_b in CLK_FRQ:
if clk_frq >= low_b and clk_frq <= up_b:
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# vrati beznu hodnotu frekvencie ak je v 20% tolerancii
return std_clk_frq
return clk_frq # vrati nezmenenu frekvenciu
Pseudokód 4.2: Funkcionalita metódy TimestampsHandler. calc clock freqency(x set,
v set)
Pre kompletné spracovanie extrahovaných dát (atribút timestamps) bola implemen-
tovaná podľa navrhnutého stavového diagramu 3.4 metóda handle timestamps() a pre
samotnú prácu s dátami bola podľa stavového diagramu 3.5 implementovaná metóda
process data(x set, v set, w set, y set, timestamps set index). Množiny times-
tamps, ktoré sú spomínané v diagrame, sú extrahované hodnoty TScal a TSect v prí-
pade TSopt prístupu a pri TSreply ide o Transmit timestamp vo formáte big-endian
a little-endian. V prípade TSreply prístupu táto metóda nezisťuje frekvenciu hodín pomo-
cou calc clock freqency(x set, v set), ale používa štandardnú odporúčanú hodnotu
1000Hz.
Odhadovanie skreslenia hodín overovaného počítačového systému bolo implemento-
vané v metóde estimate clock skew(self, x set, y set, clock frequency). Tu je
potrebné riešiť optimalizačný problém lineárneho programovania, presnejšie minimalizá-
ciu. Použitá objektívna funkcia je zhodná s tou, ktorá je uvedená v článku [23]. Riešenie
tohoto problému lineárneho programovania je implementované pomocou knižnice puLp
[28]. Hodnota α je potom odhad skreslenia hodín overovaného počítačového systému.
4.1.3 Implementácia modulu service exercising
Pre techniku service exercising bola implementovaná trieda ServiceExercising. Metóda
prepare tasks(ports) implementuje vytvorenie zoznamu úloh pre overovanie služieb.
Porovnáva otvorené porty s dostupnými triedami na overovanie služieb a ak nájde zhodu,
pridá inštanciu tejto triedy do zoznamu. Tento modul je aktuálne obmedzený iba na ove-
rovanie FTP služby, ale do budúcnosti je možné pridať podporu mnohých ďalších. Trieda
ServiceExercising tak teraz nebola implementovaná s podporou paralelného overovania
služieb, keďže pri jedinej podporovanej službe (FTP) to nebola priorita.
FTPExerciser
Pre overovanie vybraných príkazov FTP služby bola implementovaná trieda FTPExer-
ciser. Na overenie vytvoreného kontrolného spojenia s FTP serverom bola implemento-
vaná metóda control connection check(control socket). Metóda implementuje kon-
trolu či bolo pripojenie úspešné a server je pripravený (kód 220) aj podporu čakania na
pripravenosť serveru (kód 120). Ak je FTP server nepripravený, tak na 15 sekúnd sa uspí
a potom skúsi znovu, či je už FTP server pripravený. Po 10 neúspešných pokusoch overo-
vanie končí.
Metóda parse response(response) implementuje spracovanie odpovede pomocou
regulárneho výrazu a ak bola odpoveď chybná, je vyvolaná výnimka a overovanie služby
tu končí. Normálne metóda vracia zoznam s dvojicami (kód, celá odpoveď). Pre kontrolné
príkazy bola implementovaná metóda control command(control socket, message, e-
xercised value=1) ktorá postupne pošle kontrolný príkaz, počká na odpoveď, spracuje
ju a vráti spracovanú odpoveď.
Pre kontrolu či bol prijatý iba jeden kód a nie viac za sebou bola implementovaná me-
tóda get code text(codes). V prípade, že je v zozname vrátenom metódou parse res-
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ponse(response) viac ako jeden kód, je vyvolaná výnimka, inak metóda vracia dvoj-
icu (kód, celá odpoveď). Kontrolu kódov vrátených FTP serverom implementuje metóda
check codes(codes, good codes, ignored codes=[], successful value=1). Metóda
najskôr volá metódu get code text(codes), potom overuje či ide o korektný kód a ak-
tualizuje štatistiku úspešne overeného príkazu, ignorovaný kód ignoruje a inak vyvoláva
výnimku a overovanie FTP služby skončí.
Zaslanie a práca s kontrolným príkazom PASV je implementovaná v metóde pasv com-
mand(control socket, successful value=0, exercised value=0). Metóda pošle kon-
trolný príkaz PASV FTP serveru, overí vrátený kód a potom vráti výsledok metódy
handle 227 response(response), ktorá implementuje spracovanie odpovede na tento
príkaz (PASV). Pomocou regulárnych výrazov postupne spracuje odpoveď v očakávanom
formáte (h1,h2,h3,h4,p1,p2) a ak nebude niečo v poriadku, overovanie tu končí. Pri úspe-
šnom spracovaní vráti dvojicu (host, port) — adresu a port na ktorom server očakáva
dátové spojenie.
Metóda data command(control socket, message, host port, update stats) im-
plementuje zaslanie kontrolného dátového príkazu, potom prijíma dáta od FTP serveru
a nakoniec spracuje odpovede a ak bolo všetko v poriadku, vráti prijaté dáta od FTP ser-
veru. Metóda pasv data handler(control socket, message, update stats=True) po-
tom implementuje postupne volanie metódy pasv command() a vracia výsledok metódy
data command().
Metóda parse file properties(data) implementuje spracovanie detailných infor-
mácií o súboroch (výsledok príkazu LIST) pomocou regulárneho výrazu, ktorý rozdelí
detaily na jednotlivé položky typ súboru, oprávnenia, kód súboru, vlastníka, skupinu,
veľkosť, dátum a čas a názov súboru. Výsledkom je zoznam obsahujúci slovníky so spra-
covanými informáciami o súboroch a adresároch.
Pre prihlásenie anonymného užívateľa anonymous s heslom anonymous@ bola imple-
mentovaná metóda login handler(control socket). Aktualizácia štatistík je pri týchto
dvoch príkazoch len o hodnotu 0.5 a zaujímavý prípad nastáva, keď server vráti správu
s kódom 332. To mohol byť potenciálne úspešný príkaz, ale keďže je implementovaná len
podpora anonymného prihlásenia, tak tu overovanie služby musí skončiť.
Na overenie základných kontrolných príkazov bola implementovaná metóda ftp base-
(control socket). Postupne skúša príkazy USER (a ak nutné aj PASS), HELP, HELP
CWD, STAT a NOOP. Ak server vráti chybný kód, s výnimkou syntaktických chýb (kód
500), overovanie FTP služby tu skončí.
Overovanie dátových príkazov pre prácu so súbormi a adresármi implementuje metóda
ftp files(control socket). Najskôr overuje príkaz PWD a potom pomocou metódy
pasv command(control socket, successful value=0, exercised value=0) overí prí-
kaz PASV. V tomto prípade ide o jeho prvé zaslanie a tak sa aj aktualizujú štatistiky. Ďa-
lšie volania tejto metódy už štatistiky neovplyvňujú. Ďalej overuje metóda príkaz NLST
pomocou metódy data command().
Na overovanie ďalších príkazov je implementovaná metóda handle directories -
files commands(control socket). Najskôr overuje príkaz LIST s metódou pasv data-
handler(), potom získa detaily o súboroch pomocou metódy parse file properties-
(data) a pomocou metódy get directories files(files) získa dvojicu (zoznam náz-
vov adresárov, zoznam názvov súborov). Ak nášlo nejaký názov adresáru, tak pomocou
metódy handle directory commands(control socket, directory) postupne overuje
príkazy NLST DIRECTORY, LIST DIRECTORY, STAT DIRECTORY, CWD DIREC-
TORY a CDUP. Ak našlo aj názov súboru, tak s metódou handle file commands(con-
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trol socket, file name) overuje postupne príkazy STAT FILE, MDTM FILE, SIZE
FILE, LIST FILE a RETR FILE. Ak sa súbory nepodarilo nájsť, ale aspoň jeden adresár
áno, tak volá metódu walk to files(directories, control socket, recursion le-
vel=0), ktorá implementuje prechádzanie adresárovej štruktúry FTP serveru s použitím
príkazov CWD, LIST a CDUP, až kým nenájde nejaké súbory, alebo neprehľadá všetky
nájdené adresáre neúspešne. Maximálna úroveň rekurzie je 10. Táto metóda vracia buď
zoznam nájdených súborov, alebo None. Ak súbory našla tak môže overiť príkazy pomocou
metódy handle file commands(control socket, file name).
26
Kapitola 5
Výsledky experimentov
5.1 TCP/IP fingerprinting
Pre experimentovanie s touto technikou sa podarilo nazbierať 560 vzoriek dát. Z toho
170 bolo legitímnych počítačových systémov a 390 rôznych honeypotov. Všetky testy pre-
biehali v lokálnej sieti a ako legitímne počítačové systémy boli testované rôzne počítače,
notebooky, smerovače a iné podobné zariadenia. Vzorku honeypotov tvorili rôzne inštalácie
vysoko-interaktívnych honeypotov v podobe VMware Player a VirtualBox s nainštalova-
nými operačnými systémami rodiny Linux, BSD a Microsoft. Testovaných bolo aj niekoľko
nízko-interaktívnych honeypotov vytvorených pomocou honeyd.
V článku [15] pracovali s 49 vlastnosťami TCP/IP spojenia, ktoré boli uvedené v ta-
buľke 2.2. V tejto práci bola testovaná táto technika aj s 51 vlastnosťami TCP/IP spo-
jenia, kde okrem spomenutých 49 vlastností bolo ešte použité priemerné odoslané TTL
a priemerné prijaté ACK flagy. V oboch prípadoch bolo Support Vector Machine (SVM)
trénované s parametrami C = 2048 a g = 2.0. Výsledné štatistiky pre trénovacie a testo-
vacie dáta s použítím 49 vlasností TCP/IP spojenia sú v tabuľkách 5.1a a 5.1b. Štatistiky
pri použití 51 vlastností sú v tabuľkách 5.2a a 5.2b.
Z výsledkov experimentov vidieť, že pridanie dalších vlastností príliš zásadne neovplyv-
nilo výsledky a ak áno, tak skôr k horšiemu, preto bol zachovaný prístup s použitím iba 49
vlastností TCP/IP spojenia. Výsledky ukázali, že technika je celkom úspešná pri detekcii
honeypotov (aj odhaľovaní legitímnych systémov) a dosahovaná presnosť je porovnateľná
s tou, ktorá bola uvedená v článku [15].
Štatistika: [%]
sensitivity: 90.34
specificity: 100.00
precision: 100.00
negative predictive value: 79.71
accuracy: 93.00
(a) Vzorka 200 dát pre trénovanie.
Štatistika: [%]
sensitivity: 93.82
specificity: 98.82
precision: 99.61
negative predictive value: 83.17
accuracy: 95.00
(b) Vzorka 360 testovacích dát.
Tabuľka 5.1: Štatistiky pre techniku TCP/IP fingerprinting s klasifikáciou pomocou SVM
s použitím 49 vlastností TCP/IP spojenia.
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Štatistika: [%]
sensitivity: 94.12
specificity: 100.00
precision: 100.00
negative predictive value: 83.93
accuracy: 95.50
(a) Vzorka 200 dát pre trénovanie.
Štatistika: [%]
sensitivity: 88.69
specificity: 96.51
precision: 98.78
negative predictive value: 72.80
accuracy: 90.55
(b) Vzorka 360 testovacích dát.
Tabuľka 5.2: Štatistiky pre techniku TCP/IP fingerprinting s klasifikáciou pomocou SVM
s použitím 51 vlastností TCP/IP spojenia.
5.2 Clock skew estimation
Experimenty s technikou odhadovania skreslenia hodín meraného zariadenia (clock skew
estimation) prebiehali najmä s použitím počítača s 3.3GHz procesorom Intel Core i5-
2500K ako merajúceho a notebooku s 2.10GHz procesorom Intel Core 2 Duo T8100 ako
meraného zariadenia. Na notebooku bol inštalovaný operačný systém Microsoft Windows
7 Professional a pomocou virtualizačného nástroja VMware Player bol vytvorený vir-
tuálny honeynet pozostávajúci z niekoľkých vysoko-interaktívnych honeypotov. Na tom
istom notebooku a tiež na počítači, bol nainštalovaný aj operačný systém openSUSE 12.1
s jadrom 3.3.4-22 zapnutou synchronizáciou času cez NTP pomocou démona ntpd a s pou-
žitím virtualizačného nástroja VirtualBox bol na notebooku podobne vytvorený virtuálny
honeynet.
Postupne budú uvedené výsledky niekoľkých experimentov (z mnohých ktoré boli vy-
konané). Pri viacerých experimentoch bol skúšaný aj rôzny prístup k zbieraniu časových
informácií, to znamená že pri komunikácii s meraným systémom boli prestávky buď ko-
nštantné, alebo generované náhodne v intervale dĺžky nula až zvolený počet sekúnd.
V tabuľkách je základ honeynetu (fyzický počítačový systém) oddelený od zvyšku
(virtuálnych vysoko-interaktívnych honeypotov) vodorovnou čiarou. Prístup založený na
ICMP Timestamp Request (ďalej len TSreqst) a ICMP Timestamp Reply (ďalej len TS-
reply) je v tabuľkách označovaný ako ICMP a prístup využívajúci TCP Timestamps Option
(ďalej len TSopt) je v tabuľkách pod označením TCP.
5.2.1 Honeynet na Windows 7 Professional a VMware Player
Prvá skupina experimentov prebiehala na honeynete založenom na Windows 7 Professi-
onal, kde pomocou VMware Player boli vytvorené virtuálne vysoko-interaktívne honey-
poty s nainštalovanými operačnými systémami
• Debian 6.0.4 s jadrom 2.6.32-5,
• Debian 6.0.4 s jadrom 2.6.32-5 a synchronizáciou času pomocou NTP (démon ntpd),
• Mint 12 (s jadrom 3.0.0-17) a
• Windows XP Professional SP3.
Výsledky experimentov sú uvedené v tabuľkách 5.3, 5.4, 5.5, 5.6, 5.7 a 5.8.
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Operačný systém Metóda
Frekvencia
hodín [Hz]
Odhad skreslenia
hodín [ns]
Windows 7 Professional ICMP 1000 657557,2
Windows 7 Professional TCP 100 -10190,4
Debian 6.0.4 (2.6.32-5) ICMP 1000 -10081,7
Debian 6.0.4 (2.6.32-5) TCP 250 -10167,9
Debian 6.0.4 (2.6.32-5) + ntpd ICMP 1000 96,7
Debian 6.0.4 (2.6.32-5) + ntpd TCP 250 73,0
Mint 12 (3.0.0-17) ICMP 1000 -10583,8
Windows XP Professional SP3 ICMP 1000 -10129,9
Windows XP Professional SP3 TCP 10 -7058,7
Tabuľka 5.3: Honeynet z VMware. Dĺžka merania bola 2 hodiny a komunikácia prebiehala
každých 15 sekúnd.
Operačný systém Metóda
Frekvencia
hodín [Hz]
Odhad skreslenia
hodín [ns]
Windows 7 Professional ICMP 1000 -4388224,2
Windows 7 Professional TCP 100 -10324,3
Debian 6.0.4 (2.6.32-5) ICMP 1000 -10249,2
Debian 6.0.4 (2.6.32-5) TCP 250 -10288,3
Debian 6.0.4 (2.6.32-5) + ntpd ICMP 1000 666,8
Debian 6.0.4 (2.6.32-5) + ntpd TCP 250 678,0
Mint 12 (3.0.0-17) ICMP 1000 -10780,2
Windows XP Professional SP3 ICMP 1000 -10234,6
Windows XP Professional SP3 TCP 10 -11896,5
Tabuľka 5.4: Honeynet z VMware. Dĺžka merania bola 2 hodiny a komunikácia prebiehala
každých 60 sekúnd.
Operačný systém Metóda
Frekvencia
hodín [Hz]
Odhad skreslenia
hodín [ns]
Windows 7 Professional ICMP 1000 -715216,4
Windows 7 Professional TCP 100 -10056,4
Debian 6.0.4 (2.6.32-5) ICMP 1000 -10098,0
Debian 6.0.4 (2.6.32-5) TCP 250 -10120,6
Debian 6.0.4 (2.6.32-5) + ntpd ICMP 1000 -116,2
Debian 6.0.4 (2.6.32-5) + ntpd TCP 250 -148,5
Mint 12 (3.0.0-17) ICMP 1000 -10615,0
Windows XP Professional SP3 ICMP 1000 -10087,4
Windows XP Professional SP3 TCP 10 -7720,2
Tabuľka 5.5: Honeynet z VMware. Dĺžka merania bola 2 hodiny a komunikácia prebiehala
v náhodných intervaloch dĺžky 0-60 sekúnd.
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Operačný systém Metóda
Frekvencia
hodín [Hz]
Odhad skreslenia
hodín [ns]
Windows 7 Professional ICMP 1000 120351,3
Windows 7 Professional TCP 100 -10167,0
Debian 6.0.4 (2.6.32-5) ICMP 1000 -10151,6
Debian 6.0.4 (2.6.32-5) TCP 250 -10161,6
Debian 6.0.4 (2.6.32-5) + ntpd ICMP 1000 -171,2
Debian 6.0.4 (2.6.32-5) + ntpd TCP 250 -171,2
Mint 12 (3.0.0-17) ICMP 1000 -8277,1
Windows XP Professional SP3 ICMP 1000 -10185,6
Windows XP Professional SP3 TCP 10 -10329,5
Tabuľka 5.6: Honeynet z VMware. Výsledky pre Windows 7 Professional a virtuálne honey-
poty pod VMware Player. Dĺžka merania bola 8 hodín a komunikácia prebiehala každých
15 sekúnd.
Operačný systém Metóda
Frekvencia
hodín [Hz]
Odhad skreslenia
hodín [ns]
Windows 7 Professional ICMP 1000 neodhadnuté
Windows 7 Professional TCP 100 -10489,8
Debian 6.0.4 (2.6.32-5) ICMP 1000 -10516,5
Debian 6.0.4 (2.6.32-5) TCP 250 -10534,2
Mint 12 (3.0.0-17) ICMP 1000 -8115,3
Windows XP Professional SP3 ICMP 1000 -10473,9
Windows XP Professional SP3 TCP 10 -13238,5
Tabuľka 5.7: Honeynet z VMware. Dĺžka merania bola 15 minút a komunikácia prebiehala
každých 0.1 sekúnd. Skreslenie hodín pre Windows 7 Professional s prístupom ICMP
nebolo odhadnuté pre priveľké časové odchýlky v prijatých dátach.
Operačný systém Metóda
Frekvencia
hodín [Hz]
Odhad skreslenia
hodín [ns]
Windows 7 Professional ICMP 1000 -208771300,0
Windows 7 Professional TCP 100 -10775,0
Debian 6.0.4 (2.6.32-5) ICMP 1000 -10775,0
Debian 6.0.4 (2.6.32-5) TCP 250 -10623,0
Mint 12 (3.0.0-17) ICMP 1000 -8292,8
Windows XP Professional SP3 ICMP 1000 -10668,0
Windows XP Professional SP3 TCP 10 8869,4
Tabuľka 5.8: Honeynet z VMware. Dĺžka merania bola 15 minút a komunikácia prebiehala
každú sekundu.
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Windows 7 Professional malo veľmi nestabilné odhadnuté skreslenie systémových ho-
dín. Aj pri následných analýzach zachytených paketov s použitím nástroja wireshark bolo
vo všetkých prípadoch vidieť, že Windows 7 Professional mal tendenciu občas odpovedať
s veľkým časovým skreslením. To znamená, že v odoslaných TSreply paketoch sa niekedy
vyskytli veľké časové skoky a potom v nasledujúcich paketoch boli časové informácie zase
v norme a pokračovali štandardným spôsobom.
Windows XP Professional SP3, ktorý má hodiny TSopt s presnosťou iba 10Hz, sa od-
chyľoval o niečo viac od zvyšku honeypotov. Potvrdilo sa tak, že presnejší odhad skreslenia
hodín sa podarí pri hodinách s väčšou presnosťou.
Potvrdilo sa (aspoň do určitej miery) aj to, že presnosť odhadu skreslenia sa zvyšuje
s počtom paketov a dobou zberu dát, keďže pri častejšej komunikácii s meraným systémom
bolo získaných viac dát.
Tak isto sa ukázalo, že skreslenie hodín sa v čase príliš nemení a je relatívne stabilné,
keďže pri všetkých meraniach boli odhady podobné. Výnimkou tu ale bolo Windows XP
Professional SP3 s TSopt prístupom, Windows 7 Professional (TSreqst/TSreply prístup)
a do určitej miery aj Mint 12.
Vo všetkých prípadoch jasne vidieť, že Debian 6.0.4 s použitím ntpd bol voči tejto
technike odolný a nezhodoval sa so zvyšnými honeypotmi. Zaujímavejšie ale je, že sa ne-
potvrdila odolnosť TSopt techniky voči synchronizácii pomocou NTP. Tiež sa nepotvrdilo,
že skreslenie TSopt hodín nie je ovplyvnené zmenou systémového času podľa NTP. Naopak
obe odhadnuté odchýlky (systémových aj TSopt hodín) boli veľmi podobné.
V tabuľkách 5.7 a 5.8 boli výsledky pre krátke merania dĺžky 15 minút a s komunikáciou
prebiehajúcou každých 0.1, respektíve 1 sekundu. Napriek tomu že bolo týmto spôsobom
získaných oveľa viac paketov neboli výsledky presnejšie. Takto intenzívne meranie má aj
nevýhodu, že je veľké riziko pritiahnutia pozornosti administrátorov na tak intenzívnu
výmenu paketov a môže byť považovaná aj za Denial of Service (DoS) útok.
5.2.2 Honeynet na openSUSE 12.1 a VirtualBox
Druhú skupinu experimentov tvorí virtuálny honeynet založený na openSUSE 12.1 a Vir-
tualBox s pomocou ktorého boli nainštalované tieto vysoko-interaktívne honeypoty:
• FreeBSD 9.0
• FreeBSD 9.0 so zapnutým ntpd
• Mint 12 s jadrom 3.0.0-17
• OpenBSD 5.0
Výsledky experimentov sú uvedené v tabuľkách 5.9, 5.10 a 5.11.
Výsledky týchto experimentov ukázali, že keď hostiteľský operačný systém virtuálneho
honeynetu synchronizuje svoj čas pomocou NTP, tak sa to očakávane prejaví na virtuál-
nych vysoko-interaktívnych honeypotoch. V tomto prípade tak všetky testované systémy
podávali veľmi podobné skreslenia hodín a prakticky nieje vidieť veľký rozdiel medzi honey-
potom s nainštalovaným FreeBSD 9.0 so synchronizáciou času pomocou NTP a ostatnými
honeypotmi. Synchronizácia času pomocou NTP na hostiteľskom systéme by sa mohla
zdať ako dobrá ochrana proti technike clock skew estimation, ale základný princíp tejto
techniky, že skreslenie hodín fyzického počítačového systému a virtuálnych honeynetov
bude veľmi podobné, to neovplyvní. Nie je totiž veľmi pravdepodobné, aby rôzne fyzické
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Operačný systém Metóda
Frekvencia
hodín [Hz]
Odhad skreslenia
hodín [ns]
openSUSE 12.1 (3.3.4-22) + ntpd ICMP 1000 42,9
FreeBSD 9.0 ICMP 1000 70,2
FreeBSD 9.0 TCP 1000 -9,1
FreeBSD 9.0 + ntpd ICMP 1000 -168,5
FreeBSD 9.0 + ntpd TCP 1000 -23,7
Mint 12 (3.0.0-17) ICMP 1000 52,1
Mint 12 (3.0.0-17) TCP 250 68,1
OpenBSD 5.0 ICMP 1000 53,0
OpenBSD 5.0 TCP 1000 -13,1
Tabuľka 5.9: Honeynet z VirtualBox. Dĺžka merania bola 3 hodiny a komunikácia prebie-
hala každých 30 sekúnd.
Operačný systém Metóda
Frekvencia
hodín [Hz]
Odhad skreslenia
hodín [ns]
openSUSE 12.1 (3.3.4-22) + ntpd ICMP 1000 -14,8
FreeBSD 9.0 ICMP 1000 -11,7
FreeBSD 9.0 TCP 1000 2,6
FreeBSD 9.0 + ntpd ICMP 1000 -6,4
FreeBSD 9.0 + ntpd TCP 1000 7,5
OpenBSD 5.0 ICMP 1000 -5,1
OpenBSD 5.0 TCP 1000 3,5
Tabuľka 5.10: Honeynet z VirtualBox. Dĺžka merania bola 3 hodiny a komunikácia pre-
biehala každých 60 sekúnd.
Operačný systém Metóda
Frekvencia
hodín [Hz]
Odhad skreslenia
hodín [ns]
openSUSE 12.1 (3.3.4-22) + ntpd ICMP 1000 49,8
FreeBSD 9.0 ICMP 1000 81,5
FreeBSD 9.0 TCP 1000 -5,9
FreeBSD 9.0 + ntpd ICMP 1000 90,6
FreeBSD 9.0 + ntpd TCP 1000 14,8
Mint 12 (3.0.0-17) ICMP 1000 63,0
Mint 12 (3.0.0-17) TCP 250 33,8
OpenBSD 5.0 ICMP 1000 44,0
OpenBSD 5.0 TCP 1000 27,8
Tabuľka 5.11: Honeynet z VirtualBox. Dĺžka merania bola 3 hodiny a komunikácia pre-
biehala v náhodných intervaloch dĺžky 0-60 sekúnd.
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systémy mali tak podobné skreslenie hodín a pravidelná synchronizácia s NTP nie je príliš
bežná. Väčší význam by to malo, ak by synchronizovala svoj čas väčšina zariadení v sieti.
Tieto experimenty opäť potvrdili, že pri synchronizácii času pomocou NTP TSopt
hodiny a systémové hodiny udávajú podobné časové skreslenie (čo je v rozpore s predpo-
kladom uvedeným v sekcii 2.2.2).
5.2.3 Zhrnutie experimentov
Pri všetkých experimentoch nebol zistený počítačovým systémom, ktorému by nebolo
možné odhadnúť skreslenie aspoň jednou technikou (za predpokladu že firewall neblokoval
ICMPreqst, alebo bol otvorený aspoň jeden TCP port). Všetky testované systémy mali
TSopt povolené a poskytovali tak o sebe časovú informáciu.
Odhadované skreslenie bolo vo väčšine prípadov konštantné a rôzne merané fyzické za-
riadenia mali naozaj detekovateľne rôzne skreslenia hodín. Výsledky tiež neboli ovplyvňo-
vané rôznou prístupovou technológiou (klasický ethernet a bezdrôtová WiFi sieť). Presnosť
odhadu skreslenia sa so zvyšujúcim počtom paketov a dobou zberu dát o niečo zvyšovala,
ale od určitej hranice počtu paketov alebo doby zberu dát už nie je odhadovaná presnosť
zásadne lepšia. Bolo potvrdené, že menej presný odhad sa podarí pri hodinách s nižšou
frekvenciou.
Nebol zistený zásadný rozdiel medzi tým, kedy boli časové informácie získané, tjst. či
boli získavané v konštantných časových intervaloch, alebo v náhodných intervaloch. Od
možnosti komnunikácie v náhodných intervaloch bolo preto neskôr upustené a v aplikácii
ostala podpora len pre komunikáciu s meraným zariadením v konštantných intervaloch.
Pri meraní jedného smerovača z rôznych fyzických zariadení boli odhadované skreslenia
relatívne podobné, bola tak potvrdená aj nezávislosť techniky na merajúcom zariadení —
ak synchronizuje svoj čas cez NTP. Odhadované skreslenie systémových a TSopt hodín
bolo vo väčšine prípadov podobné, prekvapením ale bolo, že to platilo aj pre systémy, ktoré
synchronizovali svoj čas pomocou NTP. Neukázalo sa, že by skreslenie TSopt hodín nebolo
ovplyvnené zmenou systémového času podľa NTP, naopak bola medzi nimi korelácia.
V zásade sa dá povedať, že výsledky experimentov potvrdili väčšinu predpokladov
a že táto technika je aj v súčastnosti naďalej relevantná.
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5.3 Service exercising
Technika service exercising bola implementovaná s podporou overovania služby FTP.
Testovaná bola na niekoľkých legitímnych verejných FTP serveroch a na rôznych nízko-
interaktívnych honeypotoch vytvorených pomocou honeyd. Pre emuláciu FTP služby boli
použité skripty, ktoré sú dostupné online na stránke projektu honeyd [29]. Výsledky vy-
konaných experimentov sú uvedené v tabuľke 5.12. Z výsledkov experimentov vidieť jasný
rozdiel medzi legitímnym počítačovým systémom (FTP serverom) a nízko-interaktívnym
honeypotom so slabou emuláciou FTP služby. Táto technika podľa očakávania dokáže
úspešne odhaliť takéto nízko-interaktívne honeypoty.
FTP server/skript Typ
Pravdepodobnosť, že
ide o honeypot (%)
scripts/unix/linux/suse7.0/wuftpd.sh honeyd 69
scripts/unix/linux/suse8.0/proftpd.sh honeyd 69
scripts/win32/win2k/msftp.sh honeyd 78
scripts/unix/linux/ftp.sh honeyd 69
ftp.stratus.com legitímny 4
ftp.opticon.com legitímny 0
debian-cd.mirror.web4u.cz legitímny 0
ftp.uni-erlangen.de legitímny 4
Tabuľka 5.12: Výsledky experimentov s technikou service exercising, v tomto prípade bola
overovaná iba FTP služba.
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Kapitola 6
Záver
Cieľom tejto práce bolo vytvorenie konzolovej aplikácie na detekciu honeypot systémov
v sieti. Schopnosť honeypotu odolávať detekcii je dôležitá, pretože keď útočník odhalí
honeypot, tak oň stratí záujem a my sa už nedozvieme nič nové o jeho správaní, alebo o jeho
nástrojoch. Bezpečnostní experti potrebujú poznať slabiny honeypotov aby ich vedeli lepšie
zabezpečiť a naopak útočníci tieto nedokonalosti využívajú vo svoj prospech. Práve pre
účely detekcie honeypotov vznikla táto aplikácia, ktorú možno použiť v tom lepšom prípade
na testovanie honeypotov bezpečnostnými expertmi a v tom horšom útočníkmi, aby sa
vyhli honeypotom.
Najskôr bolo nevyhnutné naštudovať nástroje typu honeypot a tiež možnosti ich de-
tekcie. Tomuto sa venovala celá 2. kapitola. Na základe tohto štúdia potom boli vybrané
niektoré techniky detekcie honeypot systémov v sieti pre použitie v aplikácii. Návrhu ce-
lej aplikácie sa venovala kapitola číslo 3 a kapitola 4 popísala implementáciu konzolovej
aplikácie. Kapitola 5 sa potom venovala výsledkom experimentov a ich analýze, ktoré boli
s aplikáciou a zvolenými detekčnými technikami vykonané.
Podľa výsledkov experimentov podávali všetky tri zvolené techniky dobré výsledky,
ktoré boli poznateľné výsledkami dosiahnutými v článkoch [15, 23, 18], kde boli tieto
techniky predstavené. Podarilo sa tak splniť cieľ práce, vytvorenie konzolovej aplikácie pre
detekciu honeypotov v sieti a aplikácia je na tento účel použiteľná.
Aplikáciu by do budúcnosti bolo možné rozšíriť o podporu overovania ďalších služieb
(napr. HTTP, SMTP, samba, atď.). Bolo by možné pridať aj podporu techník, ktoré boli
spomenuté v časti 2.2, ale pri analýze neboli zvolené. Zaujímavé výsledky by mohlo priniesť
najmä meranie odozvy siete. Ďalšie uvedené techniky sú už pomerne úzko zamerané, avšak
tiež by mohli byť prínosom. Tak isto by sa dal pridať priebeh pri testovaní, prepínač aby
mohli byť výsledky uložené do súboru (napr. vo formátoch plain a XML) a debug mode.
Dalej by šlo rozšíriť techniku odhadovania skreslenia hodín o vytváranie grafov (napr.
s nástrojom gnuplot) pre grafické znázornenie odhadnutého skreslenia.
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Zoznam použitých skratiek
a symbolov
skratka celý názov vysvetlenie
DoS Denial of Service Odmietnutie služby
FTP File Transfer Protocol Protokol pre prenos súborov medzi po-
čítačmi.
HTTP Hypertext Transfer Protocol Internetový protokol určený pre vý-
menu hypertextových dokumentov.
HTTPS Hypertext Transfer Protocol Secure Nadstavba sieťového protokolu HTTP.
ICMP Internet Control Message Protocol Protokol pre komunikáciu v Internete.
IEEE Institute of Electrical and Electro-
nics Engineers
Inštitút pre elektrotechnické a elektro-
nické inžinierstvo.
IP Internet Protocol Protokol pre komunikáciu v Internete.
LAN Local Area Network Lokálna sieť.
MAC Media Access Control Jedinečný identifikátor sieťového zaria-
denia.
NAT Network Address Translation Preklad sieťových adries.
NTP Network Time Protocol Protokol pre synchronizáciu vnútor-
ných hodín počítačov.
RFC Request for Comments Dokument popisujúci Internetový štan-
dard.
SMTP Simple Mail Transfer Protocol Internetový protokol pre prenos správ
elektronickej pošty.
SVM Support vector machine Metóda strojového učenia.
TCP Transmission Control Protocol Protokol pre komunikáciu v Internete.
TSopt TCP Timestamps Option Vlastnosť TCP využívaná pri meraní
doby, ktorá je potrebná pre prenos in-
formácie od zdroja k cieli a späť.
TSreply ICMP Timestamp Reply ICMP správa odpovedajúca na TSre-
qst.
TSreqst ICMP Timestamp Request ICMP správa pre synchronizáciu času.
XML Extensible Markup Language Rozšíriteľný značkovací jazyk.
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Príloha A
Detailné diagramy tried
TcpdumpWalker
­ method
­ tcpdumpFile
­ host
+ create()
+ getTimestamps()
­ walkTCP()
­ walkICMP()
TimestampsHandler
­ timestamps
­ method
­ temporaryDirectory
+ create()
+ getClockSkew()
­ handleTimestamps()
­ processData()
­ isDrift()
­ calcClockFreqency()
­ estimateClockSkew()
FTPExerciser
+ run()
­ controlConnectionCheck()
­ ftpBase()
­ ftpFiles()
­ loginHandler()
­ parseResponse()
­ controlCommand()
­ getCodeText()
­ checkCodes()
­ pasvDataHandler()
­ pasvCommand()
­ handle227Response()
­ dataCommand()
­ parseFileProperties()
­ handleDirectoriesFilesCommands()
­ walkToFiles()
­ getDirectoriesFiles()
­ handleDirectoryCommands()
­ handleFileCommands()
ServiceExerciser
# host
# statistics
+ create()
+ run()
Tcpdump
­ arguments
­ tcpdump
+ run()
+ kill()
Classification
­ classifier
+ create()
+ classify()
+ train()
ResultsHandler
­ technique
­ results
­ hosts
+ create()
+ printResults()
­ printTcpf()
­ printClks()
­ printSrex()
ServiceExercising
+ run()
­ prepareTasks()
HoneypotDetectionTechnique
# options
# host
# temporaryDirectory
+ create()
+ run()
DataHandler
­ tcpdumpFile
­ host
­ localIP
­ statistics
+ create()
+ processData()
+ getVector()
­ walk()
­ calculateStatistics()
­ calculateStatisticsInsert()
­ makeVector()
­ scaleData()
Communicator
­ host
­ tcpdump
­ keepTemporaryFiles
­ temporaryDirectory
+ create()
+ run()
­ runNmap()
TCPCommunicator
­ sleepTime
­ ports
+ create()
+ run()
­ tcpConnection()
ICMPCommunicator
­ sleepTime
+ create()
+ run()
­ sendICMPRequest()
PortFinder
­ host
­ temporaryDirectory
­ keepTemporaryFiles
+ create()
+ getPorts()
­ runNmap()
­ findPorts()
TimestampsCollection
# tcpdump
# host
# captureTime
+ create()
+ run()
TCPPassive
+ run()
­tcpdump
HoneypotDetector
­ options
­ hosts
+ run()
­ prepareTasks()
OptionsParser
­ options
­ hosts
­ arguments
­ parser
+ getOptions()
­ addOptionsGeneral()
­ addOptionsTcpf()
­ addOptionsClkskew()
­ setDefaults()
­ checkOptions()
­ checkOptionsTcpf()
­ checkOptionsClkskew()
­ finishOptions()
TCPIPFingerprinting
+ run()
ClockSkewEstimation
+ run()
Obr. A.1: Úplný diagram tried bez detailov k argumentom a metódam
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ResultsHandler
­ technique : string
­ results : list
­ hosts : dict
+ create(technique : string, results : list, hosts : dict)
+ printResults()
­ printTcpf()
­ printClks()
­ printSrex()
HoneypotDetector
­ options : OptionValues
­ hosts : dict
+ run()
­ prepareTasks(temporaryDirectory : string) : list
OptionsParser
­ options : OptionValues
­ hosts : dict
­ arguments : list
­ parser : 
+ getOptions() : tuple
­ addOptionsGeneral()
­ addOptionsTcpf()
­ addOptionsClkskew()
­ setDefaults()
­ checkOptions()
­ checkOptionsTcpf()
­ checkOptionsClkskew()
­ finishOptions()
Obr. A.2: Diagram tried pre HoneypotDetector (bez tried na detekciu honeypotov)
ServiceExercising
+ run()
­ prepareTasks(ports : list) : list
HoneypotDetectionTechnique
# options : OptionValues
# host : string
# temporaryDirectory : string
+ create(options : OptionValues, host : string, temporaryDirectory : string)
+ run()
PortFinder
­ host : string
­ temporaryDirectory : string
­ keepTemporaryFiles : bool
+ create(host : string, temporaryDirectory : string, keepTemporaryFiles : bool)
+ getPorts() : list
­ runNmap(nmapFilePrefix : string)
­ findPorts(nmapFilePrefix : string)
FTPExerciser
+ run() : float
­ controlConnectionCheck(controlSocket : socket)
­ ftpBase(controlSocket : socket)
­ ftpFiles(controlSocket : socket)
­ loginHandler(controlSocket : socket)
­ parseResponse(response : string) : list
­ controlCommand(controlSocket : socket, message : string, exercisedValue : float = 1) : list
­ getCodeText(codes : list) : tuple
­ checkCodes(codes : list, goodCodes : list, ignoredCodes : list = [], successfulValue : float = 1) : tuple
­ pasvDataHandler(controlSocket : socket, message : string, updateStats : bool = True) : string
­ pasvCommand(controlSocket : socket, successfulValue : float = 0, exercisedValue : float = 0) : tuple
­ handle227Response(response : string) : tuple
­ dataCommand(controlSocket : socket, message : string, hostPort : tuple, updateStats : bool = True) : string
­ parseFileProperties(data : string) : list
­ handleDirectoriesFilesCommands(controlSocket : socket)
­ walkToFiles(directories : list, controlSocket : socket, recursionLevel : int = 0) : list
­ getDirectoriesFiles(files : list) : tuple
­ handleDirectoryCommands(controlSocket : socket, directory : string)
­ handleFileCommands(controlSocket : socket, fileName : string)
ServiceExerciser
# host : string
# statistics : dict
+ create(host : string)
+ run()
Obr. A.3: Úplný diagram tried pre modul service exercising
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ICMPCommunicator
­ sleepTime : float
+ create(networkInterface : string, tcpdumpFile : string, host : string, captureTime : float, sleepTime : float)
+ run()
­ sendICMPRequest(socketErrorCounter : int) : int
HoneypotDetectionTechnique
# options : OptionValues
# host : string
# temporaryDirectory : string
+ create(options : OptionValues, host : string, temporaryDirectory : string)
+ run()
TcpdumpWalker
­ method : string
­ tcpdumpFile : string
­ host : string
+ create(method : string, tcpdumpFile : string, host : string)
+ getTimestamps() : list
­ walkTCP() : list
­ walkICMP() : list
TimestampsHandler
­ timestamps : list
­ method : string
­ temporaryDirectory : string
+ create(timestamps : list, method : string, temporaryDirectory : string)
+ getClockSkew() : float
­ handleTimestamps() : tuple
­ processData(inout xSet : list, inout vSet : list, inout wSet : list, inout ySet : list, timestampsSetIndex : int) : int
­ isDrift(currentTimestampsIndex : int, timestampsSetIndex : int) : bool
­ calcClockFreqency(xSet : list, vSet : list) : int
­ estimateClockSkew(xSet : list, ySet : list, clockFrequency : int) : float
PortFinder
­ host : string
­ temporaryDirectory : string
­ keepTemporaryFiles : bool
+ create(host : string, temporaryDirectory : string, keepTemporaryFiles : bool)
+ getPorts() : list
­ runNmap(nmapFilePrefix : string)
­ findPorts(nmapFilePrefix : string)
TCPPassive
+ run()
TCPCommunicator
­ sleepTime : float
­ ports : list
+ create(networkInterface : string, tcpdumpFile : string, host : string, captureTime : float, sleepTime : float, ports : list)
+ run()
­ tcpConnection(portsLenght : int, socketErrorCounter : int) : int
TimestampsCollection
# tcpdump : Tcpdump
# host : string
# captureTime : float
+ create(networkInterface : string, tcpdumpFile : string, host : string, captureTime : float)
+ run()
ClockSkewEstimation
+ run()
Tcpdump
­ arguments : list
­ tcpdump :  = None
+ run(packetFilter : list)
+ kill()
Obr. A.4: Úplný diagram tried pre modul clock skew estimation
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Classification
­ classifier : string
+ create(classifier : string)
+ classify(vector : list) : float
+ train(parameters : tuple)
TCPIPFingerprinting
+ run()
HoneypotDetectionTechnique
# options : OptionValues
# host : string
# temporaryDirectory : string
+ create(options : OptionValues, host : string, temporaryDirectory : string)
+ run()
Tcpdump
­ arguments : list
­ tcpdump :  = None
+ run(packetFilter : list)
+ kill()
DataHandler
­ tcpdumpFile : string
­ host : string
­ localIP : string
­ statistics : dict
+ create(tcpdumpFile : string, host : string, localIP : string)
+ processData(scale : bool = True)
+ getVector() : list
­ walk()
­ calculateStatistics()
­ calculateStatisticsInsert(keyA : string)
­ makeVector()
­ scaleData()
Communicator
­ host : string
­ tcpdump : Tcpdump
­ keepTemporaryFiles : bool
­ temporaryDirectory : string
+ create(networkInterface : string, tcpdumpFile : string, host : string, keepTemporaryFiles : bool, temporaryDirectory : string)
+ run()
­ runNmap()
Obr. A.5: Úplný diagram tried pre modul TCP/IP fingerprinting
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