We compute the Casimir energy of a real scalar field in the presence of a pair of partially transparent plane mirrors, modeled by Dirac delta potentials.
Introduction
The Casimir effect [1] consists in the modification of the vacuum energy of a quantum field due to the presence of one or more macroscopic bodies. Their influence on the field is usually modeled by a boundary condition. In the most simple example of the Casimir effect, one considers a field in the presence of a pair of perfectly reflecting plane surfaces (mirrors). In the case of a scalar field, they can be replaced by Dirichlet boundary conditions, i.e, the field vanishes at the reflecting surfaces.
Perfectly reflecting surfaces are an idealization; any real mirror is transparent at high frequencies. It is natural, therefore, to ask how the Casimir force between two real mirrors would be. Jaekel e Reynaud [2] presented a general solution to the problem of partially transparent plane mirrors, by introducing reflection and transmission coefficients obeying conditions of unitarity, causality, and transparency at high frequencies. Bordag et al. [3] investigated a specific model for the mirrors, in which they are represented by Dirac delta potentials. This model is revisited in the present work. Results are obtained for generic D spatial dimensions.
Casimir energy
Our starting point is the Lagrangian density
We work in a (D + 1)-dimensional Euclidean space-time with coordinates x = (τ, x), where x = (r, z) and r = (x 1 , . . . , x D−1 ); we also employ the natural system of units,h = c = 1. The scalar potential V (z) is composed of a pair of one-dimensional δ-functions with support at z = 0 and z = ℓ:
This potential models two partially transparent plane mirrors separated by the distance ℓ.
In order to compute the Casimir energy, we shall use the following identity (see Appendix A):
where
The Green's function G, by its turn, can be obtained by solving the partial differential equation
Fourier transforming Eq. (5) in τ and r reduces it to an ordinary differential equation for G, the Fourier transform of G:
As a preliminary step to solve Eq. (6), let us first solve it in the absence of the external potential V , i.e.,
Using the method of Fourier transforms one obtains
where σ ≡ √ ω 2 + k 2 + m 2 . Using the results of Appendix B, one then obtains the following expression for G in terms of G 0 :
where z 1 = 0, z 2 = ℓ, and the matrix M is given by
Now we have all the ingredients to compute the Casimir energy. In order to obtain a finite result, however, we must subtract (i) the energy of the vacuum in the absence of the mirrors and (ii) the self-energy of each mirror. These quantities are formally infinite, but, since they do not depend on the distance between the mirrors, they do not contribute to the Casimir force. Thus the renormalized Casimir energy is given by
where L D−1 is the area of each plate and G sub = (G − G 0 ) − 2 (G 1 − G 0 ) (the first subtraction removes the energy of the vacuum in the absence of the mirrors, and the second one removes the self-energy of the mirrors; G 1 denotes the Fourier transform of the Green's function when only one mirror is present). The multiple integral in (12) can be reduced to a single one; the final result is
It agrees with Bordag et al.'s result for D = 3 (the only case they considered). Let us examine in more detail the massless case (m = 0), in which the Casimir force is long-ranged. In the limit λ → ∞ one obtains
combined with the pre-factor in (13), this yields the well-known expression [1] for the Casimir energy of a massless scalar field in the presence of two ideal (i.e., perfectly reflecting) plane mirrors in D spatial dimensions:
Figs. 1 and 2 depict the ratio R ≡ E λ (ℓ)/E ∞ (ℓ) as a function of the parameter x ≡ λℓ in the massless case for D = 1, 2, 3. One notices that E λ (ℓ) is always smaller, in absolute value, than E ∞ (ℓ); in particular, the ratio of the former to the latter approaches zero as λℓ → 0. 
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Appendix A
Here I prove the identity (3). The formal solution to Eq. (5) reads
where ϕ n (x) and ω n satisfy
Inserting (A1) into (4), and using the normalization condition (A3), one obtains
Therefore,
as promised.
Appendix B
The differential equation
can be reexpressed as an integral equation -the Lippmann-Schwinger equation:
If V (x) = λ δ(x−x 0 ), the integral in Eq. (B2) can be performed trivially, yielding
Setting x = x 0 in Eq. (B4), solving for G(x 0 , x ′ ), and inserting the result back into (B4) one finally obtains [4] G(x,
This result can be easily generalized to a potential composed of N δ's: if
the solution to Eq. (B1) is given by
where M is the N × N matrix whose elements are given by
