The worst-case performance of heuristics with bucketing techniques and/or spacefilling curves for the planar matching problem and the planar traveling salesman problem is analyzed. Two types of heuristics are investigated, one is to sequence given points in a spacefilling-curve order and the other is to sequence the points in the order of buckets which are arranged according to the spacefilling curve. The former heuristics take O(n log n)
Heuristics for Planar Matchings and Tours
As fast heuristics for planar matchings and ';ours, the following two types of algorithms are known, where the first one runs in O(n) time, and the second one runs in O(nlogn) time for n points.
A. Bucket algorithms
These algorithms are proposed by !ri, Murota and Matsui [6] , [7] , [8] . In these algorithms, we partition the unit square, where n points are distributed, into subsquares or subtriangles, called buckets, as depicted in Fig.2 .1. Each point belongs to one of those buckets. In the case the unit square is divided into k x k square buckets, we can determine the bucket to which a point belongs by multiplying the coordinates of the point by k ana then truncating off the fractional parts, which can be done in a constant time. In the case of triangular buckets, this can be similarly determined in a constant time although it takes a little more time. The buckets are ordered in a prescribed order (in Fig.2 .2, two orders of square buckets, the serpentine order and the spiral-rack order, proposed in [8] are depicted). We number the n points so as to form a sequence which is consistent with the order of buckets the point belongs to; that is, points in the same bucket may arbitrarily be ordered among themselves, but points in different buckets must be ordered consistently with the order of the buckets.
Then, for an approximate solution for matchings, we adopt the matching consisting of pairs of the (2i -l)st point and the 2ith (i = 1,2, ... , nj2). For an approximate solution for tours, we simply connect the points in the (l,bove sequence where the first and the last points in the sequence is connected to form a tour.
Concerning the algorithm for matchings, the following variants of the algorithm are proposed. Two orders of square buckets [8] (i) Preprocessing: Before ordering points, match a pair of points in the same bucket as much as possible (hence, in ordering the remaining points, each bucket contains at most one point).
(ii) Tour: As an approximate solution, take the cheaper of the two, one is a matching consisting of pairs of the (2i -l)st and the 2ith points, and the other is a matching consisting of pairs of the 2ith and (2i + l}st points.
When the unit square is divided into O(n) buckets and the order of buckets can be computed in O(n) time, these algorithms run in O(n) time, quite efficiently.
B. Spacefilling-curve algorithms
These kinds of algorithms are proposed by Bartholdi and Platzman [3] , [4] , [12] . In order to obtain an approximate tour, these algorithms sequence n points as they appear along a spacefilling curve, such as the Sierpinski curve and the Hilbert curve. As for matchings, simply match the (2i -l)st and the 2ith points in the sequence; we can also apply the technique, tour, as described above to obtain a better matching. Since sorting the n points along the curve is needed, these algorithms take O( n log n) time.
Let us now describe algorithms which will be investigated in the paper. A spacefilling curve is a continuous mapping from the unit interval onto the unit square. As the spacefilling curve, the Sierpinski curve and the Hilbert curve are well known. The Sierpinski curves Si of order i (i = 3,4,5,6) are defined as in Fig.2.3 . Soo is a spacefilling curve, called the Sierpiriski curve. The Hilbert curves Hi of order i (i = 1,2,3) are defined as in Fig.2 .4, and Hoo is a spacefilling curve, referred to as the Hilbert curve. The worst-case performance of the spacefilling-curve algorithm with the Sierpinski curve, to be called a Sierpiriski-curve algorithm, is almost analyzed by Platzman and Bartholdi [12] , while that with the Hilbert curve, to be called a Hilbert-curve algorithm, has not yet been studied. In Copyright © by ORSJ. Unauthorized reproduction of this article is prohibited. section 4, we shall investigate the worst-case performance of the Hilbert-curve algorithm.
In Fig.2 .3, we draw the partition of the unit square into congruent isosceles right triangles, called triangular buckets, with the curves themselves so that the definitions of the curves are easy to understand. As is seen from the figure, an order of triangular buckets is naturally introduced; that is, buckets are ordered as they are traversed by the Sierpinski curve of order i, which is referred to as a Sierpiriski bucket order of triangular buckets.
Then, we can consider the bucket algorithm with the Sierpinski bucket order as in the way described above, which is referred to as a Sierpiriski-bucket algorithm. In this algorithm, we partition the unit square into 2Pog2o:2nl triangular buckets with a parameter D:. The order of buckets can be computed in linear time by the "folding-over" algorithm, similar to one in [10] . This algorithm with taking D: infinitely large coincides with the Sierpinskicurve algorithm. As D: grows larger, the worst-case performance of the Sierpinski-bucket algorithm would become better, but it comes to take more time and space. In section 3, we shall investigate the worst-case performance of the Sierpinski-bucket algorithm in detail.
The worst-case performance of a heuristic is estimated not by the worst-case ratio of a solution obtained by the heuristic and an optimum solution, but by the worst-case absolute value of a solution obtained by the heuristic j~)r all possible configurations of n points in the unit square. For a fixed algorithm for matchings, let Mn be the supremum of the costs of matchings obtained by the algorithm over all possible configurations of n points in the unit square, and put fio = lim sup Mn/.;n.
The efficiency of algorithms using buckets depends heavily upon the number of buckets employed in the algorithms, so that, for an algorithm using a 2 Concerning the distance, we consider not only the L2 distance but also the Loo distance, since the Loo distance is suitable in applying the matching heuristic to the problem of drawing a figure by a mechanical plotter efficiently [7] , [8] . In Table 2 .1, we summarize the results obtained in this paper with some of the previously known results.
In concluding this section, we consider the relation of the worst-case performance of a spacefilling-curve heuristic and that of a bucket heuristic employing the same spacefilling- 
Sierpinski-bucketb,f [8] , eThe value corresponding to the upper bound of p,o, fThe number of buckets is 2k2 where k = 2fiog2 av'nl-1/ 2 .
(iii) For the matching heuristic without preprocess and without tour, we have
Proof: (i) For sufficiently many n points distributed in the unit square, let nb be the number of buckets containing at least two points, and n' be the number of points contained in such buckets, where n' Z 2nb. For each bucket bi containing at least two points, let
Pi,l> P;,2 be the first and the last points in b; that appears in the obtained tour T, and P i ,3 be the next point of Pi,2 in the tour. Update the edge set of T by replacing edge {Pi,2, P;,3} by edges {P;,l> Pi,2} and {Pi,l> P;,3}' and denote the resultant edge set by T'.
By the triangle inequality, the total length of the tour T is bounded by that of T'. The total length of T' is bounded by (the maximum possible length of the tour of n -n' + nb points in the unit square formed by the spacefilling-curve heuristic )+n' x (the maximum possible distance of two points in the same bucket). Hence, for the heuristic HB, we have
Solving this, we obtain (2.3).
(ii) Let n' be the number of points matched in preprocessing. Then, we have
ex where x = n'/n. Hence, tto(a) ~ max {J.L~+-}, and, solving this, we obtain (2.4).
O<x<l 2a As is seen from (2.6), this bound i; tight.
(iii) Let n' be the number of points each of which is matched with a point in the same bucket, and let nb be the number of buckets containing two points which are matched with points in the other buckets (n' + 2nb ~ n). Then, we have and hence tto(a) ~ J..L +~. 0 a From this lemma, it is seen that, except the matching heuristic without preprocessing and without tour, the worst-case performance of the spacefilling-curve heuristics and that of the bucket heuristics are the same if a is taken to be sufficiently large (that is, a sufficient number of buckets are provided), although the bounds for the tour given above are slightly loose. In the next section, we shall give tight bounds for the Sierpinski-bucket algorithm.
Sierpinski-Bucket Algorithms
In the Sierpinski bucket order, we name buckets from b 1 in the Sierpinski bucket oder as in Fig.3 Matsui [8] for estimating the worst-case performance of the bucket algorithm, we must first evaluate ej, which is not so easy in the case of the Sierpinski bucket order. We first consider the case of L= distance and then that of the L2 distance. We shall only consider the case Copyright © by ORSJ. Unauthorized reproduction of this article is prohibited. in which the unit square is divided into k 2 subsquares, and each subsquare is divided into two triangles (the number of triangular buckets is 2k2 and k = 2i for an integer i).
Worst-case analysis with respect to the Loo distance
We trivially have Cl = Ilk, and C2, C3 = 2/k. However, it is not trivial to evaluate Cj for general j, which we shall first investigate. 
It is noted that F(j) is increasing in j.
Theorem 3.1. When the unit square is divided into 2k2 triangular buckets,
We provide three lemmas for proving this theorem. We define d j to be d(bt, bj). Fixing the x-and y-coordinates as in Fig.3 .I, we define d j and F(j) by (ii) For J" with 3·4;-1 < j :S 4;: From the assumption, kdj :S 2;-1 + FU -3·4;-1).
Define 7U) to be FU -1) -(2;-1 + F(j -3.4;-1)). 7U) is nondecreasing in j, and We shall evaluate Mn(a) where the unit square is divided into 2k2 ~ a 2 n buckets with k = 2 Pog2 crVnJ-l/2. Let nj be the number of edges in a matching (or in a tour in the analysis with tour) connecting points in two buckets at bucket distance j -1, that is, two buckets the difference ofranks of which in the Sierpinski bucket order is j -1; in particular, nl is the number of pairs within the same bucket. Consider the following linear program and its dual: 
o Since k = 2 flog2 "'Vnl-1/2 and k = ayn, we have a :<:; V2a < 2a, and hence Then, we have the following theorem. 
Consider the lower bound of fio(a). In the case of 0 < a :<:; 1, we can easily construct a configuration of n(i) points in the unit square with 2k(i)2 buckets such that n(i) = r2 . 4; j a 2 1, k(i) = 2;, n2 = k(iF, n1 = n(i)j2 -k(i)2 and nj = 0 (j i-1,2). For this set of points, the cost of the matching is ~n2 + k1~n1 ~ v'z(~ + 2~)Jn(i).
In the case of a ~ 1, we can construct a configuration of n(i) points in the unit square with 2k(i)2 buckets such that n(i) =: r2. 4;1, k(i) = 2i+a with a = pog2 a1 and n2.4a = ¥, nj = 0 (j i-2· 4 a ). For this set of points, the cost of the matching is
Copyright © by ORSJ. Unauthorized reproduction of this article is prohibited. to bucket b 12 + 1 (except the case of Fig.3 .5(b)) as depicted in Fig.3 .5 until there comes to be no such an edge. (There are many cases that must be considered, but only some of them are depicted in Fig.3 .5.) We can execute this procedure so that it halts in finite steps, and each step does not decrease the length of the tour. Hence, we obtain the lemma. 0 Consider the following linear program and its dual: although, in this case, the linear programs are harder to solve directly, so that we solve it by allowing the values of j to be continuous.
A. With preprocessing and without tour
and As in the Loo case, consider the following linear program and its dual: In the above linear program, variables n3 and n5 can be set to be 0 in order to obtain the maximum, and then its dual is described as follows:
s.t. 
Concerning the poly to pe defined by (4.5), its vertices are (1,1,0)' (~,t,t), (2,t,0) and s(n;) n6 ::; 1 in the case of n = 3 ns + n~ + n~ + nil ::; 0 in the case of n = 3 na + n~ + n6 ::; 3 in the case of n = 3, 4
n~ ::; 1 in the case of n = 9
. VS + 2V20 + Ji7
Lemma 4.5. For n wIth 2 < n < 9, H(n) < v'3 yn.
---4 3
Proof: The case of n = 2 is directly shown. For n with 3 ::; n ::; 9, an optimum solution of fen) for each n is as follows, where we only show the values of nonzero variables. n = 3: n2 = 1, n~= 2, n6 = 1; n = 5: n2 = 1, na := 3, n~ = 2; n = 7: n2 = 5, na := 1, n~ = 2; n = 9: n2 = 7, na= 1, n~ = 1, n~ = 1; n = 4: n2 = 2, n~ = 2, n6 = 1; n = 6: n2 = 3, n3 = 2, n~ = 2; n = 8: n2 = 7, n~ = 2;
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J3
.;n for n with 4 ~ n ~ 9,
and we obtain the lemma. D
Using these values, we have the following.
VS + 2\1"20 + V17
Lemma 4.6. We have H(n) ~ 4y'3
Vn (n 2: 2).
Proof: From lemma 4.5, we have only to consider n 2: 10. Suppose that the lemma holds for n' with 2 ~ n' < n, and consider H(n). For n 2: 10, the maximum in (4.1)
is not attained by ni = n, nj = 0 (j -: : / : -i) for i. 
Concluding Remarks
We can consider a "Hilbert-bucket algorithm" in a way similar to the case for the Sierpinski-bucket algorithm and the Sierpinski-curve algorithm. For this algorithm, we can easily (but a little loosely) evaluate the worst-case performance by means of Lemma 2.1, since we have analyzed TO for the Hilbert-curve algorithm.
Concerning the average-case performance of the algorithms considered in this paper, computational experiments by Sanae [5J (see also [1]) for uniformly distributed n points in the unit square suggest that, concerning matchings, the Sierpinski-bucket algorithm may be a little better than the spiral-rack algorithm in [8J.
It would be interesting to analyze the average-case performance of these algorithm theoretically as in [8] .
