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Let G(n, k) be a graph whose vertices are the k-element subsets of an n-set represented as 
n-tuples of “O’s” and “l’s” with k “l’s”. Two such subsets are adjacent if one can be obtained 
from the other by switching a “0” and a “1” which are in adjacent positions, where the first and 
nth positions are also considered adjacent. The problem of finding hamiltonian cycles in 
G(n, k) is discussed. This may be considered a problem of finding “Gray codes” of the 
k-element subsets of an n-set. It is shown that no such cycle exists if n and k are both even or 
if k = 2 and n 2 7 and that such a cycle does exist in al’1 other cases where k d5. 
For integers n and k, where 0 < k c n, let 9 = W(n, k) denote the set of 
k-subsets of [n]={1,2,. . . , n]. Represent the elements of %’ in the usual way as 
an n-tuple of “O’s” and “l’s” with exactly k “l’s”. Let % = %( n, k) be the graph 
whose vertices are the elements of the set SF?; if U and V belong to %?, then U and 
V are adjacent in 99 iff V can be obtained from U be interchanging a “0” and a 
“1” which are in adjacent positions - here, the first and nth positions are 
considered to be adjacent positions. Occasionally we will write U-V to indicate 
that U is adjacent to V. 
This paper is concerned with the following question which arose in a discussion 
by one of us with E.A. Bender and E.R. Canfield: for what values of i, and k is 
G(n, k) a hamiltonian graph? (A graph is hamiltonian if there is a closed path in 
the graph which passes through each vertex exactly once.) 
It is easily seen that the graphs G(n, k) are cycles when k = 1 or n - 1 and 
hence, are hamiltonian. We show here that 
(i) %( n, k) is not hamiltonian if n and k a’ e both even, or if k = 2 or n - 2 and 
n is odd and ~7, and 
(ii) %(n, k) is hamiltonian if k = 3, k = 4 and n is odd, or k = 5 and n # 7. 
Lists of all subsets of an n-set where adjacent objects in the list differ in only 
one position are called Gray codes [3]. The search for appropriate grnccalizations 
of this idea of “closeness” which produce Gray codes of other combinatorial 
objects has been the subject of some recent research [ 1.2,4]. With this in mind, 
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we rephrase the question in this paper as follows: to what extent does the idea of 
“closeness” inherent in our adjacency definition yield a “Gray code” of the 
k-ekment subsets of an n-set? 
The grapiw %(n, k) for n and k even 
We shali show here that if n and k are even and 0 < k < n, then S(n, k) is not 
hamiltonian. For U = (Us,. . . , h), d >O and 0~p C d, let c~( U) = p iff c j = 
p (mod d) where the summation is taken over the set of indicies J such that Uj = 1. 
Clearly, if d divides n, then two vertices U and V are adjacent in 93 only if 
s,,(U)-- cJ VI = 1 or d - 1 (mod d). It follows that for all divisors d of n, $3 is a 
d-partite graph; in particular, if n is even, then 93 is bipartite. Now in order ‘&at a 
bipartite graph be hamiltonian, it is obviously necessary that the two vertex sets 
involved contain the same number of vertices. The two vertex sets involved here 
are A=(U:c,(U)=O) and B={U:ct(U)= 1). Let n=2m, then; 
PI= c (;)(,y j cvcn 
=coeff. of xk in (l+x)“(l-x)“‘=(l-x*)‘~ 
if k even, 
if k odd. 
Tlhe redaced graphs %*(n, k) 
Define an equivalence relation in w( n, k) by U 5 V iff V can be obtained from 
U by a cyclic permutation of its entries. Let %*(n, k) denote the set of equivalence 
ciasses so determined. With UE%$(~, k>, associate the k-tuple 6: = (6,, . . . , bk) 
where h, is the size of the block of “O’s” between the ith and (i + 1)th “1” in 
U = (LQ. . . . , u,) with the appropriate convention for 6,. Thus, 4i: is a k-tuple of 
non-negative integers with b, + l l 9 + 6, = n - k. Let <pl,B) denote the k-tuple 
which occurs first in lexicographic order from among the set of k-tuples obtained 
from B by cyciic permutations. We let A = q(B) represent the equivalence class 
of U and write U E A and A E%*( n, k). For example if U = 
(0. I,(). 0. 1, 0, 1, LO), then B = (2,1,0,2) and A = q(B) = (0,2,2, 1). We note 
thai if the k-tuple A is asymmetric under cyclic permutations, then the class A 
has ma Splicity n. Let %*(n, k) denote l>he graph with vertex set %*(n, k) where 
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Fig. 1. 
the vertices A and I3 are adjacent iff there exists U E A and VE B such that U 
and V are adjacent vertices in %(n, k). (%*(n, k) may have loops.) 
If A = (a,, . . . , ak) eV*(n, k) ii asymmetric and UE A, then the correspon- 
dence between the blocks of “~D’s” in U and the entries of A is uniquely 
determined. Henceforth, we sha:!j refer to the “1” immediately to the left of the 
block of “O’s” corresponding to ai as the jth “ 1” in U. If ai > b, define pi(U) to be 
the n-tuple obtained from U by’ shifting the jth “I” in U one position to the 
1 right. Similarly, if aj- 1 > 0, define lAj( U) to be the n-tuple obtained by shifting the 
jth “1” in U one position to the; left. Then pi and Aj are single-valued relations 
defined in %‘(n, k). Correspondin:; single-valued relations ~7 and AT are defined 
in %*(n, k): if UEA and pj(U)cIB [Aj(U)EB], then $(A)= B [AT(A)= B]. In 
the example in the preceding paragraph, Ad(U) = (0, LO, LO, 0, 1, 1, O), 
A,“(A)= (0,2, 1,2) and p:(A) =: (O,O, 2,3). It will usually be the case that 
p?(A) = B if and only if A:(B) = A. However, exception5 occur when the entries 
must be cyclically permuted; for example, pz(O, 2, 1) = (0, 0,3) while AT(O, 0,3) = 
(0,291). 
In what iollows we shall give partial descriptions of the graphs %*(n, k) by 
listing the vertices in a certain way: if B = &A), then we list B immediately 
below A in a column; if k 2 3 and C = &-,(A), then we list C immediately to the 
right of A in a row. We have sketcheld G*( 10,3) in Fig. 1: B = &A) is listed 
immediately below A ; C = &(A) is listed immediately to the right of A. If k ~4, 
then our listing becomes “multi-dimensional” and additional blocks of vertices 
must be listed. We always begin our list with the vertex (0, . . . , 0, n - k). 0ur 
listing of the vertices will usually not indicate all of the adjacencies occurring in 
the graph. The listing of a vertex in the form [A] will mean that the vertex A 
appears elsewhere in the list and is repeated to indicate an adjacency. 
The graphs %(n, 2) and %( n, n - 2) 
Due to the natural isomorphism between the graphs %(n, 2) and %(n, n - 2), it 
suffices to consider only one of them. We have already seen that %(n, 2) is 
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non #hamiltonian for n even and n 3 4. That %(5,2) is hamiltonian is easily 
verified by a sketch. To show that %( n. 2) is non-hamiltonian for n odd and r”c 3 7, 
say n = 2p + 1, WC consider %*( n, 2) (see Fig, 2). Each of the classes (j, n - 2 -i) 
has multiglicity n and since p 3 3, the class (2, n -4) is non-empty. Also, Fig. 2 
includes all adjacencies in %*(n, 2) except the loop on (p - 1, p). Now if there 
were a hamiltonian cycle in %(n, 2), then in any such cycle, each of the n vertices 
in the class (0, n - 2) would be adjacent to two vertices in (1, n - 3) while each of 
the n vertices in (1, n - 3) would be adjacent to one vertex in (0, n - 2) and one I’;1 
f2, n _- 4); this is clearly impossible. 
WC say that a pair of adjacent vertices A and B in %*(n, k) have the 
one-to-one property iff the adjacency (in %) relation between the classes A and B 
forms a one-to-one correspondence b&ween these classes. A subgraph %‘* of %* 
has the clne-to-one property iff each pair of adjacent vertices in %‘* have the one- 
to-one property. For %?* a s!bgraph oTY* we define the corresponding subgraph H 
of G by: 
(ii U is a vertex of X iff UE A and A is a vertex of %*, and 
(ii) if U and V are vertices of Sre where U E A and VE B, then U and V are 
adjacent in X iff U and V are adjacent in %I and A and B are adjacent in %‘*. 
If %* is a cycle in %* with the one-to-one property, then the corresponding 
subgraph X will be regular of degree two and, hence, will either be a single cycle 
or a union of mutually disjoint cycles. 
For k 2 3 and n - k 3 3, let R’z(n, k) denote the subgraph of %*(n, k) consisting 
of the first column in our listing (Fig. 3) with the edge between the vertices 
40, 1, n - 4) and (0, n -4,l) deleted when k = 3. Then Xz is a cycle and has the 
one-to-one propsrty. It is easily verified thlat the corresponding subgraph %‘,(n, k) 
(0 ,..., O,O,n-k) 
(0 ,..., O,l,n-k-l!) 
*(n, k) l 0 l 
(0 ,..., O,n-k-l,t!) 
[to , . . . , 0, 0, n - k )] 
Fig. 3. 
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of %(n, k) is in fact a single cycle of length n(n - k). We shall refer to %‘f and E&, 
as the base cycles in %* and 3, respectively. 
We shall also be considering subgraphs X* of %* which are cycles but which 
lack the one-to-one property between some pairs of adjacent vertices. For 
example, 
(0, 0,4)-(0,1,3)-(0,2,2)-U, 1, wo, 3,1)-(O, O, 4) 
is a hamiltonian cycle in %*(7,3) which lacks the one-to-one property between 
the vertices (0,2,2) and (1, 1,2). In this case the edge between these vertices, say 
A and B, is directed, say A. ---, B, and labeled p? or AT, say ~7, so that B = p:(A). 
Note that the choice of label here is not unique. For example, the directed edge 
(0,2,2) ---) (1, 1,2) may be labeled either p! or AT. Call a subgraph X* of %* a 
labeled subgruph if the edges between pairs of adjacent vertices in I#* which lack 
the one-to-one property have been directed and labeled. For a labeled subgraph 
%‘* of %* we shall modify our previous definition of the correqwtding subgraph 
% of %; the vertex set will be the same as before but there will be fewer edges. If 
the directed edge A ---* B is labeled pr in Z*, U E A and VE B, then U and V 
are adjacent in See iff V = pj( U) (similarly for AT); if the adjacent vertices A and B 
in R” have the one-to-one property, then the previous definition prevails. Note 
that this definition is meaningful only when each of the v;;_riic:,“s in %’ is 
asymmetric. It follows now that if the labeled subgraph X” of %* is a clzle of 
asymmetric vertices, then the corresponding subgraph See of 9 is either a single 
cycle or a union of disjoint cycles; here, and in the sequel, it will be understood 
that all (labeled) cycles referred to have the one-to-one property unless explicitly 
stated otherwise. 
Finally, we note that if A = (u,, . , . , ak ) is a vertex in %“( n, k), then A, = 
(a, + 1,. . . , ak + 1) is a vertex in %*( n + k, k ). Moreover, the correspondence 
A e A, preserves adjacencies. I-Ience, %*(n + k, k) contains a subgraph ZT(n + 
k, k) which is is Imorphic to %*(n, k). 
The graphs %( n, 3) for n $0 (mod 3) 
We note (irst that for k = 3, %*(n, 3) consists only of the base cycle Xt( n, 3) and 
the recursive subgraph &$z, 3); that is, if the vertices of either are deleted, then 
the other remains. 
Suppose k = 3 and n = 2 (mod 3). A sketch will verify that %(5,3) is hamilto- 
nian. Consider %“(8,3) (Fig. 4) and the labeled 4-cycle: (0,2,3)-( 1, 1,3) ---, 
(1,2,2)-(0,3,2)-(0,2,3) where the directed edge is labeled ~7. We note first that 
if we attach X:(8,3) to the base cycle %‘:(8,3) ty deleting the edge common to 
the base cycle and the 4-cycle, then we will have a labeled hamiltonian cycle in 
%*(8,3). The isomorphic image of this cycle in %*(ll, 3) will be a hamiltonian 
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(0, (4 3 
(0, L4) 
%*:(S, 3) ((A29 3) (1, 193) XT@, 3) (1, 19 3) 
w,3, 2) UJ,:) (L272) 
(0,4, 1) 
[!(I, 0, S,] 
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cycle in Zr( 11,3). In turn, this new cycle may be attacher; to the base cycle 
%c( 11.3) by use of the 4-cycle 
((42, W-t 1, 1, W 1,2,3-t&3, WO, 296) 
(with the one-to-one property) by deleting the common edges to yield a labeled 
hamiltonian cycle in %*( 11,3). Clearly, it follows inductively that each of the 
graphs XT(n, 3) for n 2 11, contains a labeled hamiltonian cycle where the 
vertices ( 1, 1, n - 5) and (1,2, n -4) are adjacent in the cycle. 
A sketch will verify that the subgraph of %(8,3) corresponding to the labeled 
hamiltonian cycle in %*(8,3) mentioned above is a hamiltonian cycle in %(S, 3). 
For 112 11, the subgraph of %(n, 3) corresponding to the labeled hamiltonian 
cycle in *(II, 3) is tither a single cycle or a union of disjoint cycles, say 
U I l l l l . (Jr,, ( 1 s nz G n). Also, the subgraph of %(n, 3) corresponding to the 
4,cycle 
(0,2,n-5)-(1, 1,~S)-(1,2,n-4)-(0,3,fi-4)-(0,2,n-5) 
is a union of II mutually disjoint 4-cycles. Now, by u%e of an appropriate choice of 
111 of these 4-cycles, the cycles q, . . . , a,,, may be attached to the base cycle 
&in. 3) as before to yield a hamiltonian cycle in %(n, 3). 
For k = 3 and n = 1 (mod 3), the procedure is entirely analogous to the 
preceding beginning with the following labeled hamiltonian cycle in %“(7,3): 
((),(I, 4)-( 0, 1,3)-!O, 2,2) - ( 1, 1,2)-(0,3, I)-(O, O, 4) 
where the directed edge is labeled pz. 
The ~@IS %(n, 3) for n = 0 (mod 3) 
Suppo5e II = 3(p+ 1) where p 2 1. Let X” be the maximal subgraph of 99* which 
contains the four vertices in the last two columns in our listing for Se”* r& is, 
B=(p-l.p-l,p+2). C=&(B)=@-l,p,,+l), A=&(C)=@-l,p+l,p), 
and the symmetric vertex D = p:(A) = Ghy(C) = (pq p, p). We have sketched 
X*(9,3) in Fig. 5. Note that B = &(A) so that A-B-C-A is a 3-cycle in X? For 
,p > 1, let .Ce* be the subgraph of VI* obtained by deleting the vertices in K* and 
let .9X and 9 be the subgraphs of % corresponding to X* and .S*, respectively. 
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The methods used in the preceding cases will produce a hamiltonian cycle in 2. It 
can be shown that YC contains a hamiltonian cycle which may be attached to the 
one in .Z by use of a 4-cycle to yield a hamiltonian cycle in 9% However, for the 
sake of simplicity, we only show below that X contains a set of mutually disjoint 
cycles which will serve: equally well. For p = 1, we have x*(6,3) = %*(6,3) and we 
will produce a hamiltonian cycle in X(6,3) = %(6,3). 
The symmetric class D has multiplicity p + 1; for 1 s i G p + 1, let Xi be the 
vertex (n-tuple) in D with “l’s” in positions i, i + (p + l), and i + 2(p + 1). Suppose 
UEA, V=~,(U)EB, W=P~(V)EC, U’=~~(W)EA, and P2(U)=XjED. Then 
it is easily seen that A,(W) = Xi also and we will say that U, V, W and the triple 
(U, V, W) are of type i. For example, if U = (010001001), pJU) = V = 
(010000101) and pJV) = W= (001000101), then the triple (U, V, W) is of type 3 
since A,(W) = p2( V) = X3 = (00 1001001). Also, each of the classes A, B and C 
has multiplicity n = 3(p + 1) and each class will have three vertices of each type; 
hence, for e3ch _* 1 we have three triples of type i. Moreover, the n-tuple U’ will be 
the n-tuple U with the entries shifted p positions to the left. Thus, if n = 3p + 3 
and p are relatively prime, that is, p is not divisible by 3, then the subgraph & of 
9% corresponding to the 3-cycle A-B-C-A, is a single 3n-cycle; if p is divisible by 
3, then JU will consist of 3 mutually disjoint n-cycles. Also, we note that the n-tuple 
p2( U’) will be the n-tuple Xi = p2( U) with the entries shifted p positions to th 
left, or equivalently, one position to the right; thus, pz( U’) = Xi+! (the subscript is 
taken mod(p + 1)). It follows that we may index the vertices in A so that for 
i = 1,2, 3 the triple (Uij, Vii, Wij) is of type i and for i = 1,2, . . . , p, pJ(Wij) = 
u i,j+f. IF dl is a 3n-cycle, then bs(Wi,p+l)= Ui+l,l (the subscript i+ 1 is taken 
mod 3); if JR consists of 3 mutually disjoint n-cycles, then ps( Wi,p+ 1) = LJ6.i. 
Suppose JU is a 3n-cycle. Then the following set of mutually disjoint cycles will 
contain each vertex of x exactly once: 
(U,,, VI,, W,IbNJ,*, VI29 Wd-• l •~-w1.,+1~ Vl.p+b w.,++ 
-w21r v*,r W&X1--U,,; 
(&, vz2, W,,)- l l * -(uz.p+t, &.p+b W.,+A-(U319 iT31w3+ 
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and for j = 3, . , . , p + 1, (U3jVsj Wsj)-Xj-hj.sj. If JU consists of 3 mutually disjoint 
II-C~C~~S, then we usz the following set: for i = 1,2, (Uil, Vi1, Wi I)- l l l -(Ui,p+l, 
V ,.p ’1 l Wi.p+l)mUil; for j= 1.2, l l l 7 p -t 1, (Usi, V3j, W~j>-~j-LJ~j. In either case, 
these mutually disjoint cycles in X may be attached 10 the cycle in 55’ by 
systematically chosen 4-cycles in % Finally, the following i,s a hamiltonian cycle in 
S(6.3): 
The mhs %(n, 4) for n odd 
Let e be the subgraph of %* obtained by deleting the vertices in the base 
cycle ,%$ For k = 3 and n 2 6, e coincides with the ret - ve subgraph S$. 
However, for k 24 and n 32k, fl is a proper subgraph of A$; let e be the 
subgraph of Y%$ obtained by deleting the vertices in S@. 
To show that the graphs %(n, 4) for n odd and %( n, 5) (n St 7) are hamiltonian, 
our general procedure is analogous to the case k = 3. The critical step here is to 
find a (labeled) hamiltonian cyck in %‘$ Once this is done and we have found 
linductively) a hamiltonian cycle in e, we attach these to each other by use of a 
4-cycle to yield a hamiltonian cycle in e. The remainder of our procedure 
coincides precisely with the case k = 3. We mention that the various 4-cycles 
involved may be chosen in a systematic way; however, we omit the details. 
For a odd (n Sl), our procedure for listing the vertices of the subgraph 
%?z(rt. 4) will yield a right triangular array with half of the vertices listed along the 
hypotenuse being repetitions. We ritave sketched *(9,4) in Fig. 6. Note that A- 
& - F-C-D-G-H-A, where the directed edge is labeled &, is a labeled 
hamiltonian cycle in %$(9,4). Each increase in n by 2 will adjoin to %z one 
additional column (at the left) and one additional row (at the bottom) which will 
be a cycle in itself. This cycle may be attached to the cycle determined by the 
preceding case by use of a 4-cycle to yield a hamiltonian cycie in e. 
*(9,4) cobksts of the single vertex (1, 1, 1,2) and a hamiltonian cycle in 
*((I. 4) is obt;lined by inserting it between the adjacent vertices (0,2,2, 1) and 
(()..3. 1. I ) in the cycle for *(9,4). The qcle (1114)-( 1123j-( 12 13) -+ (1222)- 
( 1132i-i 1 I 14) when the directed edge is labeled pz is a labeled hamiltonian cycle 
in *(ll.J). 
A = (0104) 
B =(0113) E = (0203) 
%$(Y, 4) c= (0122) F = (02 12) El 
D=(O131) G = (0221) H=(0311) CA1 
Fig. 6. 
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The graphs %(n, 5) for nf 0 (mod 5) 
We note first that those vertices (a ,, , . . , a,) of %*(a, 5) which contain at least 
three consecutive “O’s” belong to the base cycle Rt, and those which contain no 
“O’s” belong to the recursive subgraph %T. Thus, the vertex set of e consists 
exactly of those 5-tuples in which a1 = a2 = 0 and a,# 0, or a, = 0 and a,# 0, We 
now describe a procedure for listing the vertices of %‘z so that each vertex will 
appear exactly once. We have sketched %:(13,5) in Fig. 7. Note that those 
vertices of the form ( . l l )# are not written in conventional form; for example, 
the vertex (OlOO7)# should be written as (0070 1). However, by considering the 
list with the vertices as written it is more easily seen that each vertex of sre,“( 13,5) 
appears exactly once and our choice of hamiltonian cycle will be more easily 
described. 
Our procedure consists of listing the vertices in a set of blocks (sets) 
To9 r,, . . . , rn_, where each block is a right triangular array with the right-most 
column (of heights one) omitted. Within each block, &A) is listed immediately 
below A and p:(A) is listed immediately to the right of A as before. &, contains 
all of the vertices (a,, . . . , a,) where a1 = a2 = 0 except (O,(i), n -6,O, 1) which will 
appear in I’1 written as (0, I, 0, 0, n - 6)#. IJ contains all vertices where a, = 0 
and a,= 1. r, is identical in size with I’() and if A and B are simlilarly situate? 
elements of & and r ,, Lcspectively, then B = &(A). Let r{ be the block obtainer1 
by deleting the first two columns of r,. Then & is the block obtained by replacing 
each element A of rl, by &(A). For h 32, let r& be the block obtained by 
deleting the first column of &, ; then rh+, is obtained from ri by replacing each 
element A by p:(A). The last block will be r”_,. Note that there is an 
inconsistency here due to the fact that some of the vertices are not written in 
standard form. For example, the vertices (02402)# and (03302)# when written in 
standard form will appear as (02024) and (02033) where (02033) = pt(02024) 
while pf is not defined on (02024). However, rather than introducing even more 
notation, in the present context we interpret &a,, . . . , a,) to be the 5-tuple 
obtained by replacing ai by ai - 1 and ai_ 1 by ai_ I + 1. 
To find a hamiltonian cycle in %f, we first consider pairs of blocks (Qj, I’zj+ I) 
where i a0 and r:, = &,. The blocks rsj and r2j+l are identical in size and it is 
easily seen that the set of vertices contained in corresponding columns arc 
contained in a cycle; just go down the column in I-‘$ and then back up thf 
corresponding column in rZj + 1. For j >O, let A,j denote the set of vertices in the 
first column of the block rZj. Let m = n - 8 if n is even and m = n -9 if n is odd. 
Then ws: have the sets A?, A4,. . . , A,,+ A,, and we consider these sets in pairs 
(AZ, A,, ), (& A,& . . . . Now the last vertex in any set in a pair will be adjacent 
to the first vertex of the other set in the pair; thus these vertices are contained in a 
cycle. If n = 2 or 3 (mod 4), then there will be one set A,j which has not been 
paired. However, the first and last vertices of this set will be adjacent and these 
vertices are contained in a cycle also. We now have the %‘z decomposed into 
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r;, 
00 107 
001 I6 
00125 
OOU4 
00143 
00152 
00161 
(01007)# 
01016 
0 1025 
0 1034 
0 1043 
01052 
0 106 1 
00206 
00215 
00224 
00233 
00242 
0025 1 
01106 
01115 
01124 
01133 
01142 
0115t 
00305 
003 14 
00323 
00332 
00341 
01205 
01214 
01 .23 
01232 
01241 
00404 
00413 00503 
00422 00512 00602 
0043 1 0052 1 00611 
01304 
01313 01403 
01322 01412 01502 
01331 01421 01511 
02105 
02114 
02123 
02 132 
02141 
Fig. 7. 
02222 023 12 (02402)# 
0223 1 0232 1 
03104 
03 113 (03203)# 
03122 03212 (03302)# 
03131 03221 03311 
(05102)# 
r, = Cl-8 OS111 
mutually disjoint cycles. By a systematic choice Df 4-cycles, these cycles may be 
attached to each other to yield a hamiltonian c;fcle in %$. 
As for the recursive subgraph %‘$ we rem-Irk simply that the initial cases 
present no difficulties and we accomplished the desired result by either inserting 
or attaching e to A?. 
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The graphs %(n, 5) for n = 0 (mod 5) 
Suppose n = S(p + 1) when p 2 1. Let x* be the maximal subgraph of %* 
containing the 5 vertices 
and the symmetric vertex 
E = AT(A) = Pm = (p, p, p, p, p)* 
we note that the pairs of adjacent vertices A. and I3, B and C, and C and D do 
not have the one-to-one property. Let Z”( 10,5) be the subgraph of xz( 10,5) 
obtained by deleting the vertices in X*( 10,5), and for II 3 15, let Z’*(n, 5) be the 
natural isomorphic image of 9*( 10,5) in SreF(n, 5); let rC be the subgraph of % 
corresponding to x*. We show below that X and Z’*( 10,5) (and hence, .A?‘@, 5)) 
contain hamiltonian cycles. Once this is done, the procedure for producing a 
hamiltonian cycle in % is entirely analogous to preceding cases and we omit the 
details. 
Fig. 8, we have sketched %F(lO, 5) and indicated the order in which the vertices 
appear in a hamiltonian cycl: fsr .Z’*(lO, 5). 
We now consider X* and ?f; our methods here are similar to those used in the 
case k = 3 and n = 0 (mod 3). In Fig. 9, we have indicated those relations with 
which we shall be concerned. The symmetric class E has multiplicity p + 1 and for 
1 <j up+ 1, we let Yj be the n-tuple in E with “l’s” in positions j, j + 
(pf 0, - l l , j+4(p+l). If &A, V=~,(U)EB and h,(U)= YjEE, then we say 
that U and V and the pair (U, V) are of type j; similarly, if WE C, X = p4( W) E D 
and p2(X) = Yj. NOW, each of the classes A, I?, C and D have multiplicity 
n = 5(p + 1) and each class has five vertices of each type. Also, if UE A, V = 
p4(U)e R and U’= A,(V) E A, then the n-tuple U’ will be the n-tuple U wit;, trhe 
entries shifted 2(p+ 1) positions to the left. It follows that U and U’ are of the 
same type. Moreover, the vertices in these classes may be indexed so that 
{( Uij, vj): i = 172, l *. 7 5) are the five pairs of type j and A,( Vii) = Ui+ 1.j (the index 
i + 1 is taken mod 5). A similar situation prevails for the classes C and H); 
consider WE C, X = p4( W) E D and W’ = h,(X) E C. In addition it is easily seen 
that if UEA with A,(U)= Yj, V=p,(U), W=p,(V), and X=p,(W), then 
&X) = Yj+l (the index j + 1 is taken mod(p+ 1)). Thus, the vertices in the classes 
C and D may be indexed SO that {( Wijv Xii) : 1’ = 1,2, . . . ,5} are the five pairs of 
J.T. Joichi, DE. White 
(00104) 
(00113) (00203) 
(00 122) (002 12) (00302) 
(00131) (0022 1) (00311) 
(0 1004)# 
gvo, 5) (01013) (0 1103) 
(0 1022) A=(01112) B = (01202) 
(01031) (01121) (01211) 
c = (02102)# 
0=(02111) 
E--(11111) 
(1) 
(2) (13) 
(3) (12) (11) 
(6) (7) (10) 
PC 10,s) 
(16) 
(15) (14) 
(4) 
(5) (8) (9) 
Fig. 8. 
type j+ A#&) = WI+,., and p2(Vsi) = Wlai+,. A hamiltonian cycle in X is now 
apparent : 
* 
Al 
/ 
A=(p-l,p,p,p,~+l) 
PT 
\ 
D=(p--l,p+l,P,P,P) 
X”(S(p+ 1). 5) * 4 T A? T PT 1 * A5 
f?=(p-l,p,p+l,p-l,p+l)- & >c=(p-1,p+~,p-l,p+1,p) 
Fig. 9. 
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