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Abstract
We define chiral fermions in the presence of non-trivial gravitational and gauge background fields in the 
framework of locally covariant field theory. This allows to straightforwardly compute the chiral anomalies 
on non-compact Lorentzian spacetimes, without recourse to a weak field approximation.
© 2014 The Author. Published by Elsevier B.V. This is an open access article under the CC BY license 
(http://creativecommons.org/licenses/by/3.0/). Funded by SCOAP3.
1. Introduction
The framework of locally covariant field theory [1,2] proved extremely successful in the con-
text of quantum field theory on curved spacetimes, cf. [3,4] for recent reviews. The framework 
can be straightforwardly extended to encompass more general external fields, in particular gauge 
potentials [5]. As one has the freedom to shift parts of the contribution due to the external field 
from the free to the interacting part of the Lagrangian, one may wonder whether the two pos-
sibilities lead to equivalent theories. This question was first raised for shifts of the contribution 
due to the spacetime metric [6], and the equivalence of the two approaches was termed pertur-
bative agreement (which can be seen as a stronger form of the Ward identities). In particular it 
was shown that, in renormalizable theories, the only obstruction for perturbative agreement is a 
nonvanishing divergence of the free stress–energy tensor. Analogously, perturbative agreement 
can be achieved for shifts of the contribution due to the gauge potential, unless the divergence 
of the free current does not vanish [7]. A nonvanishing divergence of the stress–energy tensor or 
the current is usually called an anomaly.
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2 J. Zahn / Nuclear Physics B 890 (2015) 1–16The main examples of fields with anomalous stress–energy tensor or current are chiral 
fermions. In the present work, we show how chiral fermions fit into the framework of locally 
covariant field theory and compute the anomaly of the current and the stress–energy tensor. Of 
course, these anomalies are well known, cf. [8,9] for overviews. However, from a conceptual 
point of view, the corresponding calculations are not completely satisfactory. To begin with, an 
anomaly is often defined as the non-invariance of the effective action under gauge transforma-
tions of the external fields, or, equivalently, as the non-vanishing of the divergence of the current 
derived from it. However, the definition of the effective action requires the choice of a state. But 
for generic background fields, there is no preferred vacuum state. In particular, this raises the 
question whether the anomaly is independent of the state. If it is, then it should be possible to see 
it already at the algebraic level, i.e., without reference to a state.
A further drawback of the usual computations of the anomaly is that they either involve ill-
defined loop integrals (in the perturbative approach), or are done on compact Riemannian spaces 
(as in Fujikawa’s [10] or the heat kernel method [11]), in which case the relation to the phys-
ically relevant case of non-compact Lorentzian spacetimes remains obscure. Strictly speaking, 
one cannot even write down a Dirac Lagrangian for chiral fermions on Riemannian spaces.
In the context of locally covariant field theory, one works on the algebraic level, so the stress–
energy tensor or the current are elements of the algebra of observables (in contrast to their 
expectation values, which are usually considered). Anomalies of these observables then arise 
because non-linear fields have to be defined by point-splitting w.r.t. a Hadamard parametrix H , 
which has the same singularity structure as Hadamard two-point functions, but is defined in a lo-
cally covariant manner. This entails that the parametrix is a bi-solution to the equation of motion 
only up to smooth remainders. It is these smooth remainders that lead to non-vanishing diver-
gences of the stress–energy tensor or the current. Hence, the computation of the anomalies is 
reduced to the computation of coinciding point limits of (covariant derivatives of) the smooth re-
mainders. It turns out that these are given by coinciding point limits of (covariant derivatives of) 
so-called Hadamard coefficients. These are related to the coefficients in a formal expansion of 
the heat kernel (the coefficients bk(x, y) in the notation of [11]), providing a bridge to the usual 
heat kernel methods, cf. also [12].
The approach we consider here provides a local perspective on anomalies, in contrast to the 
global, or even topological viewpoint that is often emphasized, in particular inspired by the 
relation to the index theorem. In our approach, one can understand an anomaly as an obstruction 
to finding a Hadamard parametrix H such that tr[QH ] = 0, where the square brackets denote 
the coinciding point limit and Q is a bi-differential operator that vanishes on bi-solutions to 
the equation of motion. In particular, this point of view does no longer refer to any notions of 
quantum physics.
For the anomaly of the current, we obtain an expression that is in formal agreement with 
the result obtained via the heat kernel method. The purely gravitational anomaly in dimension 
n = 4k + 2 is usually computed either perturbatively in a weak field approximation [13], or via 
the index theorem in dimension 4k + 4, by considering M4k+4 = M4k+2 × S2 [8]. We show 
that one can compute the purely gravitational anomaly straightforwardly, without recourse to a 
higher dimensional index theorem or a weak field approximation, as a coinciding point limit of 
(derivatives of) a Hadamard coefficient. In two dimensions, our result agrees with those obtained 
by other methods. It remains to be shown that this is true for all dimensions. This requires a better 
understanding of the coinciding point limit of derivatives of Hadamard coefficients.
In the usual terminology, we compute the covariant anomalies. In view of the well-known re-
lation of covariant and consistent anomalies in the path integral formalism [14], one would expect 
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Vilkovisky formalism in perturbative algebraic quantum field theory [15]. This is a topic for 
future work.
The article is structured as follows. In the next section, we review the aspects of locally co-
variant field theory that are relevant for our discussion, using the scalar field as the illustrative 
example. In Section 3, we discuss how chiral fermions fit into this framework. We mainly refer to 
the extensive literature on Dirac fermions and indicate the necessary modifications. In Section 4, 
we review the construction of the Hadamard parametrix and prove some results on the coinciding 
point limit. These are then used in Section 5 to compute the divergence of the current and the 
stress–energy tensor.
1.1. Notation and conventions
The following conventions and notations are adopted from [16]: the signature is
(−, +, . . . , +) and the d’Alembertian defined as  = −∇μ∇μ. Minus the squared geodesic 
distance of x and x′ is denoted by Γ (x, x′).
More generally, in sections of M × M , the first variable will be denoted by x and the second 
by x′. Accordingly, primed derivatives act on the second variable. Indices on Γ denote covariant 
derivatives. The coinciding point limit of a section on M ×M is denoted by square brackets.
The field strength is defined in the mathematical convention, i.e., Fμν = [∇μ, ∇ν]. The spino-
rial curvature is denoted by Rμν .
The dimension of spacetime is denoted by n and assumed to be even.
2. Locally covariant field theory
We begin by reviewing the framework of locally covariant field theory. For simplicity, we 
do this for the scalar field. The crucial requirement is that a theory is not defined on a partic-
ular background, but on all possible ones, in a coherent way. This allows to speak of the same
theory on different backgrounds, and in particular to investigate the influence of changes in the 
background on the quantum fields. To make this mathematically precise, one defines the set Bg
of backgrounds as the set of n-dimensional, globally hyperbolic,1 oriented and time-oriented 
manifolds.
The notion of compatibility will be formulated by reference to embeddings that preserve as 
much structure as possible. To be precise, one says that ψ ∈ Emb(M; M ′) if ψ is an isometric 
embedding ψ : M → M ′, which is a diffeomorphism on its range and preserves (time-)orienta-
tion and the causal structure, i.e., all causal curves in M ′ connecting ψ(x) and ψ(y) lie in ψ(M).2
A locally covariant field theory is now an assignment Bg  M → A(M), where A(M) is a 
unital ∗-algebra, interpreted as the algebra of observables measurable on M . This assignment 
is required to be consistent in the sense that for each ψ ∈ Emb(M; M ′) there is an injective ∗
homomorphism αψ :A(M) →A(M ′) of the corresponding algebras, such that
αid = id, αψ ◦ αψ ′ = αψ◦ψ ′ .
1 For details on the notions of global hyperbolicity, we refer to [16, Section 1.3]. For our purposes, the crucial point is 
that on such spacetimes the Klein–Gordon operator has unique retarded and advanced propagators.
2 This ensures that the pull-back of a retarded propagator on M ′ to M coincides with the retarded propagator on M .
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would like to have a consistent assignment of a stress–energy tensor to all backgrounds. This is 
the concept of a field. Concretely, a field Φ is an assignment Bg  M → ΦM , where ΦM is a 
linear map
ΦM : Test(M) →A(M),
where Test(M) is a space of compactly supported smooth test tensors on M . For the case of the 
stress–energy tensor, one would choose the space of symmetric tensors of rank 2. This assign-
ment is required to be compatible with the embeddings in the following sense:
αψΦM(t) = ΦM ′(ψ∗t). (1)
Here ψ∗t is the push-forward of the test tensor along the embedding ψ : M → M ′.
Remark 2.1. The requirement (1) entails that a field is constructed out of the local geometric 
data: To evaluate ΦM(t), one could also consider M˜ , the causal completion of the support of t , 
with its canonical embedding ψ : M˜ → M , and define ΦM(t) = αψΦM˜(ψ∗t). Hence, ΦM(t) can 
only depend on the geometric data on (the causal completion of) the support of t . By letting the 
support of t become arbitrarily small, one sees that, heuristically, ΦM(x) only depends on the 
geometric data at x.
In order to construct A(M) for the real scalar field, one proceeds as follows [2]: We consider 
F(M), the space of evaluation functionals F : E(M) → C on the configuration space E(M) =
C∞(M, C), of the form
F(ϕ) =
∑
k
∫
Mk
fk(x1, . . . , xk)
∏
i
ϕ(xi)dgxi,
where the fk are compactly supported symmetric distributions, fulfilling a certain condition on 
their wave front set.3 A convenient notation for this functional is
F =
∑
k
∫
Mk
fk(x1, . . . , xk)
∏
i
φ(xi)dgxi,
where φ(x) is the point-wise evaluation functional φ(x)(ϕ) = ϕ(x). For ψ ∈ Emb(M; M ′), one 
sets (αψF)(ϕ′) = F(ψ∗ϕ′). On F(M), one defines the involution F ∗(ϕ) = F(ϕ¯) and a family of 
products 	ω,
(F 	ω G)(ϕ0)
=
∞∑
k=0
h¯k
k!
∫
δk
δϕ(x1) . . . δϕ(xk)
F
∣∣∣∣
ϕ0
δk
δϕ(y1) . . . δϕ(yk)
G
∣∣∣∣
ϕ0
k∏
j=1
ω(xj , yj )dg¯xjdg¯yj .
Here ω are Hadamard two-point functions, i.e., distributional bi-solutions of the Klein–Gordon 
operator P = +m2, such that
3 For an introduction to the wave front set, we refer to [17]. For the present purposes, it suffices to know that it is a 
subset of the cotangent bundle and a refinement of the singular support of a distribution.
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(
x, x′
)−ω(x′, x)= iΔ(x, x′), (2)
ω
(
x, x′
)= ω(x′, x), (3)
WF(ω) ⊂ C+, (4)
where Δ = Δr −Δa is the difference of retarded and advanced propagator of P and is called the 
causal propagator. C± is a certain subset of T ∗M2 \ {0}, with momenta contained in V¯± × V¯∓
(V± being the cone of positive/negative energy in T ∗M). The condition (2) ensures that one 
obtains the correct commutator, due to condition (3), 	ω is compatible with the involution, and 
(4) is a replacement for the spectrum condition. These requirements entail that ω is locally of 
Hadamard form [18], i.e., for n = 4,
ω
(
x, x′
)= 1
4π2
lim
ε→0
(
V0(x, x′)
Γε(x, x′)
+ V (x, x′) log Γε(x, x′)
Λ2
)
+W (x, x′). (5)
Here Γε(x, x′) denotes minus the squared geodesic distance endowed with some iε prescription, 
cf. Section 4. V0, V , and W are smooth, and V0 and V are constructed locally and covariantly 
out of the geometric data along the unique geodesic connecting x and x′, cf. Section 4. Λ is a 
length scale needed to make sense of the logarithm.
The equation of motion is implemented by dividing out the ideal F0(M) of functionals that 
vanish on all solutions to the Klein–Gordon operator, Fos(M) = F(M)/F0(M), i.e., by identify-
ing two functionals if they coincide on all solutions.
The product 	ω depends on ω, but (Fos(M), 	ω) and (Fos(M), 	ω′) are isomorphic [2], 
βω,ω′(F 	ω′ G) = βω,ω′F 	ω βω,ω′G, where
βω,ω′F =
∞∑
k=0
h¯k
k!
∫
δ2k
δϕ(x1)δϕ(y1) . . . δϕ(xk)δϕ(yk)
F
k∏
j=1
(
ω −ω′)(xj , yj )dgxjdgyj .
So, abstractly, the algebra is independent of the choice of ω. We denote this abstract alge-
bra by A(M). The representer of F ∈ A(M) in (Fos(M), 	ω) is denoted by Fω. For ψ ∈
Emb(M; M ′), one defines (αψF)ω′ = αψFψ∗ω′ .
It is straightforward to define fields taking values in F(M), for example φk(x) = φ(x)k , which 
simply takes a test function as test tensor. However, the definition of non-linear fields taking 
values in A(M) is more involved. The point is that one has to ensure
ΦM(t)ω = βω,ω′ΦM(t)ω′ , (6)
but βω,ω′ acts non-trivially on non-linear functionals. As explained in [2], one cannot single out 
a particular two-point function ω, as this would spoil local covariance. However, one can take 
advantage of the fact that the Hadamard parametrix H , i.e., the first term on the r.h.s. of (5), 
is constructed locally out of the geometric data, and it coincides with any Hadamard two-point 
function, up to a smooth remainder. Hence, given a local field Φ taking values in F(M), one can 
define the corresponding field in A(M) by
ΦˆM(t)ω = βω,HΦM(t), (7)
which ensures (6). It is clear that also (1) is fulfilled. The application of this procedure to φk yields 
the Wick powers. On a Wick square, the above amounts to point-splitting w.r.t. the parametrix, 
i.e.,
φ2M(x)ω = lim
x′→x
(
φM(x)ω 	ω φM
(
x′
)
ω
−H (x, x′)).
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diagonal of M ×M . This, however, is sufficient, as in (7) βω,H acts on a local functional, so that 
only the behavior of H at the diagonal is relevant.
Remark 2.3. The Hadamard parametrix is not unique, but one may add smooth functions on 
M × M that are locally constructed out of the geometric data along the geodesic connecting the 
two points. This corresponds to the ambiguities in the definition of Wick powers discussed in [2]. 
In particular, this freedom is in general necessary to achieve a conserved stress–energy tensor, 
cf. [6] for the scalar field and the discussion in Section 5 for case of Dirac fermions.
3. Locally covariant chiral fermions
Dirac fermions have been extensively studied in the framework of locally covariant field the-
ory, cf. [5,19–21], and also Majorana fermions were treated [4]. Hence, for our discussion of 
chiral fermions, we will mostly highlight the changes that are necessary to implement chirality, 
and refer the reader interested in more details to the articles mentioned above. Technically, the 
main complication of chiral fermions is that the Dirac operator is not an endomorphism, as it 
maps, for example, left-handed to right-handed fermions.
In order to describe fermions charged under a gauge group G on curved spacetimes in back-
ground gauge potentials, one has to include more data into the description of the background, i.e., 
a spin structure SM over M and a principal G bundle P over M , together with a connection. Of 
course, the embeddings now have to respect these additional structures, cf. [5] for details. Given 
these structures, and a representation ρ of G on a complex vector space V , it is straightforward 
to construct the Dirac bundle as the associated bundle
DM = (SM + P)×σ×ρ
(
C
2n/2 ⊗ V ),
where σ is the spinor representation. The orientation provides us with a chirality operator
χ = i1− n2 vol ·,
where · stands for the Clifford multiplication. We can use it to define the projectors ΠL/R =
(id ∓ χ)/2 on the left/right-handed subspaces DL/RM . We also consider the duals D∗L/RM of 
DL/RM , and note that the Dirac conjugation maps DL/RM to D∗R/LM .4 In particular, the bundle
D⊕L/RM = DL/RM ⊕D∗R/LM
is invariant under conjugation.
The smooth sections of D◦L/RM , with ◦ either empty, ∗, or ⊕, will be denoted by E◦L/R(M)
and the compactly supported ones by D◦L/R(M). The Dirac operator /D on E(M) splits as
/DL/R = /D ◦ΠL/R : EL/R(M) → ER/L(M).
We also define
/D⊕L/R = /DL/R ⊕ −/D∗L/R : E⊕L/R(M) → E⊕R/L(M),
4 In the Riemannian case, the conjugation maps DL/RM to D∗L/RM , which is the origin of the problems in defining 
an action for chiral fermions in that case.
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DR/L(M) → C. We note that there is a natural pairing D⊕R/L(M) × E⊕L/R(M) → C, defined 
by 〈(
fR,f
′
L
)
,
(
fL,f
′
R
)〉= 〈f ′L,fL〉+ 〈f ′R,fR 〉. (8)
Hence, D⊕R/L(SM, P) is the natural space of test tensors for linear left/right-handed fields.
If we want to describe left-handed fermions, the changes w.r.t. the discussion of the scalar case 
in Section 2 can be summarized as follows: The local evaluation functionals φ(x) are now maps 
φ(x) : E⊕L(M) → D⊕LMx .5 One also has to implement anticommutativity of these functionals, 
for which we refer to [22]. A Hadamard two-point function ω is now a distributional section 
of D⊕LM × D⊕LM , which is a bi-solution of the Dirac operator /D⊕L . Conditions (2) and (3) are 
replaced by
ω(u, v)+ω(v,u) = iS⊕L (u, v),
ω(u, v) = ω(v∗, u∗),
where u, v ∈D⊕R(M) and S⊕L is the causal propagator for /D⊕L , cf. the next section. The definition 
of fields proceeds completely analogously to the scalar case (but note that the test tensors will 
be right-handed spinors, cf. above). Of course, one has to use a parametrix H⊕L for /D⊕L in the 
definition non-linear fields, the construction of which is discussed in the next section. For later 
convenience, we introduce the standard notations ψ(x) and ψ¯(x) for the restriction of φ(x) to 
EL(M) and E∗R(M), respectively.
4. The parametrix
Let us begin by recalling how to construct retarded and advanced propagators for the Dirac 
operator /D. One considers
P = −/D2 = −∇μ∇μ − 14Fμν
[
γ μ, γ ν
]+ 1
4
R,
which is a normally hyperbolic operator. It has unique retarded/advanced propagators Δr/a, 
which are, formally and on a causal domain, given by [16]
Δr/a
(
x, x′
)∼ ∞∑
j=0
Vj
(
x, x′
)
R
r/a
2j+2
(
x, x′
)
. (9)
Here the Vj are the Hadamard coefficients, i.e., smooth sections of DM × DM, which are recur-
sive solutions to the transport equation
Γμ∇μVk −
(
1
2
Γ − n+ 2k
)
Vk = 2kPVk−1, (10)
with the initial condition V0(x, x) = idDMx . We refer to Section 1.1 for the definition of Γ and. 
The Rr/aj are distributions on M × M , the Riesz distributions. Note that the series on the r.h.s. 
of (9) does in general not converge. However, as indicated by the symbol ∼, the difference of 
5 The consideration of E⊕
L
(M) instead of EL(M) corresponds to the usual complexification, analogously to consider-
ing C∞(M, C) for the real scalar field. One could also say that we are considering fields and antifields simultaneously.
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the light cone [16, Thm. 2.5.2]. Hence, for the consideration of coinciding point limits of a finite 
number of derivatives, the formal expression is sufficient.
Given Δr/a, the retarded/advanced propagator Sr/a for /D is defined by
Sr/a = −/D ◦Δr/a = −Δr/a ◦ /D.
That Sr/a is a bi-solution, or equivalently, that the second equality holds, was demonstrated 
in [23]. Again, one defines S = Sr − Sa, and sets S⊕ = S ⊕ −S∗, with S∗ being the causal 
propagator for /D∗ (which coincides with minus the adjoint of S).
As P commutes with ΠL/R , so does Δr/a. Hence, Sr/aL/R = Sr/a ◦ ΠR/L interchanges the chi-
rality and is the retarded/advanced propagator for /DL/R . Analogously to the above, one defines 
SL/R and S⊕L/R . Due to the duality of D
⊕
R/L(M) and E
⊕
L/R(M), the latter can be seen as a distri-
butional section of D⊕L/RM ×D⊕L/RM .
As for the retarded/advanced propagators, the Hadamard parametrix H for /D will be defined 
via the Hadamard parametrix h for P . Concretely, we have
h± ∼ 1
2π
∞∑
j=0
VjT
±
2j+2, (11)
where the distributions T ±j are defined as follows (for even j and n):
T ±j = lim
ε→+0
⎧⎨
⎩C
′
j,n(−Γ ∓ iεθ0)
j−n
2 if j < n,
Cj,nΓ
j−n
2 log(−Γ ∓ iεθ0)/Λ2 if j ≥ n,
(12)
where Λ is again a length scale and
Cj,n = 2
1−jπ 2−n2
(
j
2 − 1)!( j−n2 )!
, C′j,n = −
21−jπ 2−n2 ( n−j2 − 1)!
(
j
2 − 1)!
.
We also used the notation θ0(x, x′) = t (x) − t (x′), where t is some time function. We note that 
T +j (x, x′) = T −j (x′, x) and
T +j − T −j = 2πi
(
Rrj −Raj
)
,
which ensures (2). Furthermore, the wave front sets of the T+j are such that (4) holds.6
To describe chiral fermions, we define h±L/R = h± ◦ ΠL/R , where h± is interpreted as an 
operator on sections of DM. The parametrix H⊕L , i.e., the distributional section on D
⊕
LM×D⊕LM
is then defined as
H⊕L
((
fR,f
′
L
)
,
(
gR,g
′
L
))= −1
2
(
h+R
(
/D∗Rf ′L,gR
)+ h+L(f ′L,/DRgR)
− h−R
(
/D∗Rg′L,fR
)− h−L(g′L,/DRfR)). (13)
Note that a distributional section on D⊕LM × D⊕LM can be naturally evaluated on test sections 
of D⊕RM ×D⊕RM , due to the canonical pairing.
6 This holds even though (9) and (11) are only formal expansions, cf. [5].
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for the computation of the anomalies. We begin by stating the following lemma, whose proof is 
straightforward:
Lemma 4.1. The distributions T ±j defined in (12) satisfy
Γ T ±j =
{
j (j − n+ 2)T ±j+2 if j = n− 2,
−C′n−2,n if j = n− 2,
(14)
2j∇T ±j+2 =
⎧⎨
⎩
T ±j ∇Γ if j < n,
T ±j ∇Γ + 2jCj+2,nΓ
j−n
2 ∇Γ if j ≥ n,
(15)
T ±0 = 0. (16)
For a smooth function V on M2, vanishing at coinciding points, we define
V T˜ ±0 = lim
ε→+0DnV
(−Γ ∓ iεθ0 + ε2)− n2
with
Dn =
{
(n− 2)C′2,n if n = 2,
−2C2,2 if n = 2.
Then
∇T ±2 =
1
2
T˜ ±0 ∇Γ, (17)
Γ T˜ ±0 =
{
(2 − n)T ±2 if n > 2,
2C2,2 if n = 2.
(18)
Remark 4.2. Similar relations hold for the Riesz distributions Rr/a. The differences are that for 
the Riesz distributions the contributions involving C and C′ in (14), (15), and (18) are absent, 
and that, instead of (16), one has Rr/a0 = δ. The latter has the consequence that Δr/a are Green’s 
functions (instead of solutions), whereas the former lead to h± being a solution only up to smooth 
remainders. We also note that the smooth remainders in (14), (15), and (18) are absent in odd 
dimensions. In particular, there are then no anomalies.
The following proposition was proven in [24]. For the convenience of the reader, we include 
a proof here, too.
Proposition 4.3. The parametrix h± defined in (11) fulfills
2π
[
Ph±
]= (Cn + 2nCn+2,n)[Vn2 ], (19)
2π
[∇μPh±]= (Cn + 2(n+ 2)Cn+2,n)[∇μVn2 ], (20)
2π
[∇′μPh±]= (Cn + 2nCn+2,n)[∇′μVn2 ]− 4Cn+2,n[∇μVn2 ]. (21)
Here
Cn =
{
C2,2 if n = 2,
− 1
n(n−2)C
′
n−2,n if n ≥ 4.
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P
(
V0T
±
2
)= PV0T ±2 −
(
∇μV0Γμ + 12g
μνΓμνV0 + nV0
)
T˜ ±0 ,
P
(
V1T
±
4
)= PV1T ±4 − 12∇μV1ΓμT ±2 − 14V1gμνΓμνT ±2 − 18V1ΓμΓ μT˜ ±0
− δ2,nC4,n∇μ(V1Γμ),
P
(
VjT
±
2j+2
)= PVjT ±2+2j − 12j ∇μVjΓμT ±2j
− 1
4j
Vj
(
gμνΓμνT
±
2j +
1
4(j − 1)T
±
2j−2ΓμΓ
μ
)
− θ2j,nC2j+2,n
(
2∇μVjΓ j− n2 Γμ + Vj∇μ
(
Γ j−
n
2 Γμ
))
.
Using the identity ΓμΓ μ = −4Γ [25, Eq. (57)], we thus obtain
2πPh± ∼ −U0T˜ ±0 −
∞∑
j=1
1
2j
UjT
±
2j
+CnVn2 −
∞∑
j=n/2
C2j+2,n
(
2∇μVjΓ j− n2 Γμ + Vj∇μ
(
Γ j−
n
2 Γμ
))
with
Uj = Γμ∇μVj + 12Vjg
μνΓμν − (2j − n)Vj − 2jPVj−1.
Note that the Uj vanish, by the transport equation (10). Using [25, Sect. 2.4]
[Γμν] = −2gμν, [Γμν′ ] = 2gμν,
we obtain (19), (20), and (21). 
A problem that one encounters when computing the divergence of currents in fermionic the-
ories is that one not only finds expressions of the form treated in the above proposition, but also 
coinciding point limits of the form [/D/D′∗h], where /D′∗ is the adjoint Dirac operator acting on the 
second variable. This difficulty was already encountered in [20], where the conformal anomaly 
and the divergence of the stress–energy tensor were computed for Dirac fermions in n = 4 and 
a flat background connection. There, the problem was dealt with in a way that is not directly 
generalizable to chiral fermions, non-trivial gauge background fields, and arbitrary n. Our treat-
ment below applies for any dimension and also simplifies considerably the proof of the results 
obtained in [20].
A first thing to note is that /D ◦ Δr/a = Δr/a ◦ /D, as both sides of the equation coincide with 
Sr/a, which is unique. By the relation of the distributions Rr/a and T ±, we know that /Dh± and 
/D′∗h± must coincide up to a smooth remainder (a different argument was given in [20]). Let us 
denote it by J±, i.e.,
J± = (/D − /D′∗)h±.
Hence, we have
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/D/D′∗h±
]= −[Ph±]− [/DJ±].
The first term on the r.h.s. is known from Proposition 4.3. It remains to compute the second. 
Thus, let us study J± in detail. We have
2πJ± ∼ Y0T˜ ±0 +
∞∑
j=1
1
2j
YjT
±
2j +
∞∑
j= n2
C2j+2,nΓ j−
n
2 Γμ
[
γ μ,Vj
]
, (22)
where
Yj = 12Γμ
[
γ μ,Vj
]+ 2j(/D − /D′∗)Vj−1. (23)
Here we used the notation
[γμ,Vj ]
(
x, x′
)= γμVj (x, x′)− Vj (x, x′)γ μ′gμμ′(x, x′),
where g(x, x′) denotes the parallel transport of tangent vector along the unique geodesic. Note 
that we used ∇′μΓ = −gμμ′∇μΓ , cf. [25, Sect. 2.3.2].
The last term on the r.h.s. of (22) is smooth, whereas the first two terms are a priori singular at 
Γ = 0. From the above argument, we know that their sum must be smooth, but this is in general 
no great help, due to the smooth remainder in (14): In order to compute [J±], one would have to 
determine the coinciding point limit of up to n − 2j derivatives of Yj . However, it turns out that 
the Yj all vanish, leaving us with only the third term on the r.h.s. of (22). First of all, Y0 = 0, as 
V0 is a scalar multiple of the parallel transport. Then, due to [∇μV0] = 0, we also have [Y1] = 0. 
The statement then follows from the following:
Lemma 4.4. For j ≥ 1, the Yj defined in (23) fulfill the transport equation
Γμ∇μYj −
(
1
2
Γ − n+ 2(j − 1)
)
Yj − 2jPYj−1 = 0. (24)
Proof. Denote the l.h.s. of the equation by E and compute
E = 1
2
Γ μΓμν
[
γ ν,Vj
]+ 1
2
ΓλΓμ
[
γ λ,∇μVj
]+ 2jΓμ∇μ(/D − /D′∗)Vj−1
−
(
1
2
Γ − n+ 2(j − 1)
)
Yj − jP
(
Γμ
[
γ μ,Vj−1
])
− 4j (j − 1)(/D − /D′∗)PVj−2,
where we used gλλ′;μΓ μ = 0, cf. [25, Sect. 2.3.2], for the first term. Using Γ λΓλ = −4Γ on the 
first term,
[
P,γ λ
]= −1
4
Fμν
[[
γ μ, γ ν
]
, γ λ
]= −2γμFμλ, (25)
and inserting the transport equation (10) in the second and last term, we obtain
E = −Γλ
[
γ λ,Vj
]+ jΓλ[γ λ,PVj−1]+ 12
(
1
2
Γ − n+ 2j
)
Γλ
[
γ λ,Vj
]
+ 2jΓμ∇μ
(
/D − /D′∗)Vj−1 −
(
1Γ − n+ 2(j − 1)
)
Yj2
12 J. Zahn / Nuclear Physics B 890 (2015) 1–16− jΓμγ μVj−1 − jΓμ′Vj−1γ μ′ + 2jΓμνγ ν∇μVj−1 + 2jΓμν′∇μVj−1γ ν′
− jΓμ
[
γ μ,PVj−1
]+ 2jΓμγνF νμVj−1
− 2j(/D − /D′∗)(Γμ∇μVj−1 −
(
1
2
Γ − n+ 2(j − 1)
)
Vj−1
)
.
Writing out Yj , and commuting various differential operators, this simplifies to
E = −2j
(
1
2
Γ − n+ 2(j − 1)
)(
/D − /D′∗)Vj−1
− 2jΓμνγ ν∇μVj−1 − 2jΓμν′∇μVj−1γ ν′ − jΓμγ μVj−1 − jΓμ′Vj−1γ μ′
+ 2jΓμνγ ν∇μVj−1 + 2jΓμν′∇μVj−1γ ν′ + 2jΓμγνF νμVj−1
− 2jΓμγν
(
Fνμ +Rνμ)Vj−1 + 2j(/D − /D′∗)
((
1
2
Γ − n+ 2(j − 1)
)
Vj−1
)
= −jΓμγ μVj−1 + j∇μΓ γμVj−1 − 2jΓμγνRνμVj−1
= jRμνΓ νγ μVj−1 − jΓμγνRμνVj−1
= 0.
Here we used the identity γ μRμν = 12γ μRμν for the spin curvature. 
We summarize our result in the following:
Proposition 4.5. Let h± be the parametrix (11) for P = −/D2. Then
/Dh± − /D′∗h± ∼ 1
2π
∞∑
j= n2
C2j+2,nΓ j−
n
2 Γμ
[
γ μ,Vj
]
. (26)
Remark 4.6. This can be straightforwardly generalized to the case of massive fermions, i.e., for 
/D = γ μ∇μ + m. However, one should then define P = −/D/˜D, with /˜D = γ μ∇μ − m. Then we 
still have (25) and, due to /D/˜D = /˜D/D, also P/D = /DP and P /˜D = /˜DP . It follows that (24) still 
holds. Furthermore, in the definition of Yj , one may, of course, replace /D and /D′∗ by their tilded 
counterparts, and analogously in (26). The result (26) then simplifies and generalizes consider-
ably the results of [20, Prop. A.1], as there only the case n = 4 with flat background connection 
was treated, and some identities were only derived for traces.
A straightforward consequence of Proposition 4.5 is
2π
[
/D
(
/D − /D′∗)h±]= −2C2n+2,nγμ[γ μ,Vn2 ],
and similarly for supplementary derivatives. Denoting by trD the partial trace over the spinor 
indices, we thus obtain:
Proposition 4.7. Let h± be the parametrix (11) for P = −/D2. Then
2π trD
[
/D/D′∗h±
]
χ = (−Cn + 2nCn+2,n) trD[Vn2 ]χ, (27)
2π trD
[∇μ/D/D′∗h±]χ = (−Cn + 2nCn+2,n) trD[∇μVn2 ]χ, (28)
2π trD
[∇′μ/D/D′∗h±]χ = (−Cn + 2nCn+2,n) trD[∇′μVn2 ]χ. (29)
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[26, Thm. 6.4.1], where V ∗k is the Hadamard coefficient for P ∗. Furthermore, [h± ◦ P ] =
[P ∗h∗±]∗, where h∗ is the parametrix for P ∗. From this and Proposition 4.3, we obtain
Proposition 4.8. The parametrix h± defined in (11) fulfills
2π
[
P ′∗h±
]= (Cn + 2nCn+2,n)[Vn2 ],
2π
[∇′μP ′∗h±]= (Cn + 2(n+ 2)Cn+2,n)[∇′μVn2 ],
2π
[∇μP ′∗h±]= (Cn + 2nCn+2,n)[∇μVn2 ] − 4Cn+2,n[∇′μVn2 ].
Finally, we note Synge’s rule [25, Sect. 2.2], i.e.,
∇μ[V ] = [∇μV ] +
[∇′μV ]. (30)
5. Anomalies
We now have at our disposal all the results that are needed to compute the chiral anomalies. 
Let us begin with the anomaly of the current. The divergence of the current is, in the notation 
introduced in Section 3, given by
∇μjμI = ∇μ
(
ψ¯TI γ
μψ
)= −(/D∗ψ¯)TIψ + ψ¯TI/Dψ.
Here I is a Lie algebra index and TI the corresponding generator. It is clear that this vanishes 
classically. However, the corresponding quantum field, defined analogously to (7), need not van-
ish, as the parametrix is in general only a bi-solution modulo smooth sections. Using the form 
(13) of the parametrix, we obtain, for left-handed fermions,
∇μjˆμI =
h¯
2
tr
(
TI
([
/DR/D
′∗
Lh
−
R
]+ [/D′∗L/D′∗Rh−L ]− [/DL/DRh−R]− [/DL/D′∗Rh−L ])).
With our definition of h±L/R , we thus obtain
∇μjˆμI =
h¯
2
tr
(
TI
([
Ph−
]− [/D/D′∗h−])χ),
where we used that [P ′∗h±] = [Ph±], cf. above. With (19) and (27), we obtain
∇μjˆμI =
h¯
2π
Cn tr
(
TI [Vn2 ]χ
)
.
For right-handed fermions, the sign is reversed. Noting that, up to normalization, the integral 
over the trace of the [Vk] corresponds to the heat kernel coefficients, this is in agreement with the 
expression of the anomaly in the heat kernel framework, cf. [11]. Concretely, we have7
[V1] = − 112R +
1
4
Fμν
[
γ μ, γ ν
]
,
[V2] = 116FμνFλρ
[
γ μ, γ ν
][
γ λ, γ ρ
]− 1
24
RFμν
[
γ μ, γ ν
]− 1
12
Fμν[γ μ, γ ν]
7 For the case of a flat gauge connection, these were computed in [27]. The modifications due to a non-trivial gauge 
connection are straightforward.
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R2 + 1
60
R − 1
90
RμνR
μν + 1
90
RμνλρR
μνλρ
+ 1
6
(Rμν + Fμν)
(
Rμν + Fμν),
so that, with Rμν = Rμνλργ λγ ρ , we obtain
∇μjˆμI =
⎧⎨
⎩
1
4π
1√−g ε
μν trV TIFμν for n = 2,
i
32π2
1√−g ε
μνλρ trV TI (FμνFλρ + 124RσξμνRσξ λρ) for n = 4.
In these equations, the r.h.s. is not of the form ∇μQμ for some vector field Q defined locally 
and covariantly, so no redefinition of the parametrix can eliminate these, cf. Remark 2.3. Hence, 
these constitute an anomaly.
Let us now compute the purely gravitational anomaly [13]. We restrict to a flat background 
gauge connection and compute the divergence of the stress–energy tensor [28]
Tμν = 12
(
ψ¯γ(μ∇ν)ψ − ∇(μψ¯γν)ψ − gμν
(
ψ¯/Dψ + /D∗ψ¯ψ)).
For its divergence, one obtains
∇μTμν = 14
(−/D∗ψ¯∇νψ + ∇ν/D∗ψ¯ψ − ∇νψ¯/Dψ + ψ¯∇ν/Dψ
− /D∗/D∗ψ¯γνψ + ψ¯γν/D/Dψ
)
.
Here we always have at least one Dirac operator acting on a ψ , so that the expression vanishes 
classically. For its quantum counterpart, one obtains, using the same method as above and (30),
∇μTˆμν = 18π
(
(Cn + 2Cn+2,n) tr
([∇νVn2 ]χ − [∇′νVn2 ]χ)
+Cn+2,n tr∇μ[Vn2 ]χ[γν, γμ] + 4Cn+2,n tr∇ν[Vn2 ]
)
. (31)
The last term on the r.h.s. is of the form ∇μQμν , with Q a covariant symmetric tensor. Such 
a term can be eliminated by a redefinition of the parametrix, cf. [5].8 As the remaining terms 
involve the chirality χ , this shows that for Dirac fermions, the parametrix may be defined such 
that the stress–energy tensor is conserved, in any dimension. The second term on the r.h.s. of 
(31) can also be written in the form ∇μQμν , but with an anti-symmetric Q. It can thus not be 
absorbed in a redefinition of the parametrix, and constitutes a contribution to the anomaly. Also 
the first term contributes to the anomaly. Let us check that for n = 2, one recovers the usual chiral 
gravitational anomaly: Using
[∇μV1] = 12∇μ[V1] +
1
6
∇ν(Rμν + Fμν),
[∇′μV1]= 12∇μ[V1] − 16∇ν(Rμν + Fμν),
one finds
∇μTˆμν = h¯96π
r√−g ενμ∇
μR
8 Note that this is not possible for scalar fields in n = 2, cf. [6].
J. Zahn / Nuclear Physics B 890 (2015) 1–16 15for the first two terms on the r.h.s. of (31). Here r is the dimension of the representation ρ. 
Up to an imaginary factor, this coincides with the well-known result for the purely gravitational 
anomaly [9, Eq. (12.606)].9
Of course, also the conformal anomaly can be computed in the framework employed here, cf. 
[20] for the case n = 4.
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