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Abst rac t - -An  algorithm is proposed whereby any chaotic transformation r (i.e., one merely 
possessing a dense orbit) can be modified slightly to r* in order to attain a desired target probability 
density function f*. The algorithm can be used in practical examples uch as controlling the long 
term population distribution of a species whose dynamics i  described by a point transformation. 
Keywords - -Cont ro l  of dynamical system, Probability density function absolutely continuous 
invariant measure, Markov maps. 
1. INTRODUCTION 
In the last few years, there have appeared a number of papers [1-11] that  study the controllability 
of chaotic systems. Typically, in such a system, chaotic motion coexists together with many 
unstable periodic orbits. The instability of the periodic orbits makes them invisible in practice; 
if a chaotic orbit approaches such an orbit it is quickly pushed away from it. The unstable orbits, 
however, offer the possibility of control: by small adjustments to tunable system parameters, the 
chaotic orbit can be made to follow an unstable periodic orbit to a desired target. 
In this method: 
(1) Adjustment on system parameters i performed directly on trajectories in real time. Dif- 
ferent trajectories require different adjustments. 
(2) The global chaotic nature of the system is suppressed, focusing as it does on a single 
unstable orbit which is picked up and manipulated to a desired target. 
In [1], a completely different chaos control problem was introduced. Let 7 be a one-dimensional 
transformation that  behaves chaotically in the sense that  it is transitive; i.e., it possesses a dense 
orbit. For the dynamical system described by % we define the target as a probabil ity density 
function (pdf) or as the support of a pdf. It is important o note that r itself does not have to 
possess a pdf. The pdf can be supported on a set that is small and centered at any point in the 
state space. The objective is to reach a neighborhood of this pdf. Unlike the above deterministic 
method, such a control problem can be solved analytically in the form of an algorithm applying 
simultaneously to all orbits, and it also preserves the chaotic nature of the system. 
In Sections 2 and 3, we develop a method for attaining a desired pdf by suitably approximating 
the given transformation r that describes the chaotic system. The approximating transformations 
are all piecewise expanding (even though the original transformation may be noncxpanding) and 
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as such all possess invariant pdfs. The proposed combinatorial algorithm allows us to find an 
approximation to T that attains, as close as possible, a desired pdf. In Section 4, we present three 
examples. 
2. MARKOV CHAINS AND THE CONTROL OF CHAOS 
We start with a point ransformation ~ : [0, I] -~ [0, I] which is chaotic and possesses an 
absolutely continuous invariant measure (acim) with pdf f .  We approximate T by a piecewise 
linear semi-Markov [12] map ~ which is defined on a partition of n subintervals of [0, 1]. It is 
well known [13] that the pdf of e will be close to that of r. Let Pe denote the Frobenius-Perron 
operator of ~. Since ~ is piecewise linear (pwl) and semi-Markov, Pe can be represented by an 
n x n matrix P. If T is mixing, P is primitive. Now let iMI denote the matrix P where all nonzero 
entries are replaced by 1. In the sequel, M is any n x n, 0 - 1 matrix. We assume that M is 
mixing, i.e., 1~ p > 0, for some positive integer p. 
Let 
T = { i l , i2 , . . . , iq  :q < n, 1 < ij < n, j = 1 , . . . ,q}  
be a fixed subset of the set of states {1, 2 , . . . ,  n}. We refer to T as the target set. 
CONTROL PROBLEM. Find a row stochastic n x n matrix S such that s i j  > 0 if and only if 
M( i , j )  = 1 (such a matrix S we call M-shaped), and such that the sum of the entries 
7i" T -- ~ 7i'i 
iCT  
is as large as possible, where ~r is the unique (row) left eigenvector (vector of limiting probabilities) 
of S. 
Our objective is to present an algorithm to construct S and to calculate the maximal value 
of ~'T. 
We need some preliminary definitions. The notion of closed paths and cycles in the graph 
induced by i%4 plays an important role in the construction. 
DEFINITION 1. A sequence of states ( i1, i2,. . .  , ik), 1 < ij < n, is called a path i f  
M(ij, i j+l) = 1, for j = 1, . . . ,  k. 
It  is called a cycle if, in addition, 
M(ik, i1) = 1, 
and is # ir fo r r#s , l<r , s<k.  
DEFINITION 2. Let io be an arbitrary state, 1 < i0 < n. We define a "floor function," f l  : 
{1, . . . ,  n} ~ N U {0}, with respect o io and construct a floor structure as follows: 
(1) First, we set f l ( io)  = O. 
(2) Then, we proceed by induction. I f  the floor values 0 , . . . ,  k have already been assigned, 
we assign the floor value k + 1 to all states which do not have floor values yet  and from 
w_h_/ch it is possible to get in one step to some state j on the k th floor; i.e., i ra  state i does 
not have a floor value assigned to it and there exists a state j such that M(i , j )  = 1 and 
f l ( j )  = k, we define f l ( i )  = k + i .  
EXAMPLE 1. Let n = 4 and 
1 0 1 
M= 0 1 0 " 
1 0 1 
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It is easy to check that  M 3 > 0, so M is mixing. The graph induced by M is shown in Figure 1. 
T \ IT 
Figure 1. 
C = (1, 3, 4) is an example of a cycle. All cycles in the graph induced by M are: (1, 2), (2, 3), 
(3,4), (1,3,4), (1,3,2) and (1,2,3,4).  The floor function with respect to state 4 is defined as 
follows: f / (4)  = 0, f / (3)  = 1, f / (1)  = f / (2)  = 2, and the corresponding floor structure is shown 
in Figure 2. 
1 2 (floor 2) 
3 (floor 1) 
4 (floor 0) 
Figure 2. 
DEFINITION 3. Let C = ( i l , - . .  , ik) be a cycle and let e > O. We define a transition matr ix  ~c  
that "highlights" cycle C as follows. 
For any 1 < i < n, define 
f 0, i f#{s :  M( i ,s )  = 1} = 1, 
6(i) l 1, otherwise. 
For any ij E C, set 
s~j,ij+l = (1 - 6(ij)~), j = 1 , . . . ,  k - 1, 
si~,~l = (1 - 6(ik)~), 
and make sij4s equal to appropriate fractions of C(ij)e; more precisely, 
6(i5)~ 
sij,i~ = #{s :  M( i j , s )  = 1} - 1' 
for j = 1 , . . . , k  and i8 ~ C, M( i j , i s )  = 1. 
To define transit ion probabilities for states outside C, we construct a f/oor structure with 
respect to one of the elements of C, say Q. Then, for i ~ C, we set 
Si,p(i) = 1 -- 6(i)e, 
where p(i) is a state such that f l (p( i ) )  = f l ( i )  - 1, and for any other j ,  M(i, j )  = 1, we make s~,j 
equal to appropriate fractions of 6(i)e. 
CONTINUATION OF EXAMPLE 1. The matr ix S C below is an example of a matr ix  that  highlights 
the cycle C = (1, 3, 4). We have 6(1) = 6(3) = 6(2) = 6(4) = 1 and p(2) = 3, and 
o o (o o) 
s~= 6(2)~ 0 1 -6(2)~ 0 ~ 0 1 -~ 0 
0 6(3)c  0 I - 6 (3 )e  ---- 0 ~ 0 i - e " 
1 - 6(4)e 0 6(4)e 0 1 - e 0 e 0 
We now present the following lemma. 
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LEMMA 1. I f  C = ( i1 , i2 , . . .  , ik) is a cycle, then for the transition matr /x  S~, 
1 
7r~j = ~ + O(e), as e--* 0, j= l , . . . , k ,  
where  fTr eln t i J i=l are the limiting probabilities for S C. 
PROOF. Let S C be a transit ion matr ix  that  highlights cycle C. It  is enough to prove that  the 
expected return time, r~ is given by ?,j, 
= k + O(e) ,  as e ~ 0, 
for any ij e C. Let Ni,j be a number of transit ions necessary to go from i to j .  
First, let us prove that  there exists a constant K ,  independent of e, such that  for any 1 < i < n 
and any ij E C, 
Let 
K(e)  -- max Ee (Ni,i~) • 
l<_i<n 
ijEC 
From state i to i j, there is only one shortest path with transit ion probabil it ies all equal to 1 - e. 
Let its length be s. Conditioning on all possible paths of length s, we obtain 
Ee(Yi,ij) <_ (i - e) s.  s 
+ (1 - ~)s--1,  c(nS(g(~) ÷ s)) 
+ (1 -- e) s -2 .  e2(nS(g(e) + s)) 
+ (1 - e). es - l (n~(K(e)  + s)) 
+ e~(n~(K(e) + s)). 
Since s < n, we have 
E~(Ni,i~) <_ s + senS(K(e) + s) < n + enn+lk(e) + en n+2, 
for any 1 < i < n and ij E C. Thus, 
K(c)  (1 - ~72 n+l )  <~ 71 ÷ £n n+2, 
or  
n ÷ £n n+2 
K(e) < < 2n, 
- I - ~n n+l  - -  
for e small enough. 
Now,  let ij E C. As  above, we obtain 
0 < E~ (N~,i j)  - (1 -  e) k. k <_ k .e  (nk(K + k)).  
Thus, 
= E~ (N~j,~j) : k + O(e), ri~ 
and 
1 
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Now, we consider a general M-shaped matrix ~ and prove that its invariant vector is a convex 
combination of vectors corresponding to cycles of M. 
Let C = (i l ,  i2 . . . .  , ik) be a cycle. We define a vector 7r(C) corresponding to C, by setting 
1 if state i is in cycle C, 
~(C)i = k '  
0, elsewhere. 
PROPOSITION 1. Let S be an M-shaped probabil i ty matr ix  and let C1, C2 , . . . ,  CN be all cycles 
in the graph induced by M. Then the $-invariant vector 7r is a convex combination of  vectors 
~(c,), ~(c~),..., ~(cN). 
PROOF. This representation follows from the ergodic theorem for Markov chains which, in par- 
ticular, says that the elements of the invariant vector are proportional to the time spent in 
corresponding states by a typical trajectory of the Markov process. Any finite segment of such 
a trajectory consists of a large number of completed cycles with at most two uncompleted ones 
whose contributions vanish in the averaging process. | 
EXAMPLE 2. Below, we show a segment of a sample trajectory of a Markov chain with a transition 
matrix shaped as the matrix M in Example 1 
(1, 2, 3,4,3,2, 1,2,3,4, 1,3,4,3,2, 1,3,4, 1,3,2, 1,2,3,4, 3). 
Completed cycles, in order of completion, are 
(3, 4); (2, 3); (1, 2); (1, 2, 3, 4); (3, 4); (1, 3, 2); (1, 3, 4); (1, 3, 2); (3, 4). 
The only uncompleted cycle is (1, 2, 3 , . . .  ). 
PROPOSITION 2. To find the maximal  7rw, it is enough to consider transition matr ices that 
highlight cycles. I f  the maxima/ 7rT is realized by an M-shaped matr ix  S, then S highlights a 
cycle or a number  of  cycles with the same proportion of  states in the target set (modulo (_9(e)). 
PROOF. It is a direct consequence of Proposition 1 and Lemma 1. | 
REMARK 1. Since the matrix S constructed by the algorithm is mixing, 7ri > 0, for i = 1 , . . . ,  n. 
Thus, the invariant density of f is strictly positive, although it may be very close to 0 as in 
Figures 4, 6, 8, 10, 12. 
REMARK 2. If we insist that the modified transformation be close to the original T, then there is 
an intrinsic limitation to the types of pdf's that can be used as target pdf's. The problem stems 
from the fact that if modified T's converge to T, then the target measures must be close to an 
invariant measure of T. This is made clear in the following proposition. 
PROPOSITION 3. Let  r be a continuous transformation of  a compact metr ic  space X into itself 
and let {rn}n>_l be a sequence of  transformations converging to r in C°-topology. Let  #,  be 
a probabil ist ic measure ingariant under rn, n = 1 . . . . .  I f  # is any *-weak l imit point  of  the 
sequence {Pn}, then is is r-invariant. 
PROOF. It is enough to prove that for any continuous g : X --+ II~, we have f g d# = f g o ~-dis. 
We have 
I I '..i I ' -~- g 0 T n d#n - g o 7 + g o m dish - g o T dis • 
The second modulus on the right-hand side is 0, the first and the fourth can be made arbitrarily 
small using .-weak convergence of {isn}; the third modulus is less than wg(pco(T, mn)), where 
a~g is the modulus of continuity of g, and also can be made arbitrarily small. This proves the 
proposition. | 
31-6-C 
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3. THE ALGORITHM 
We have shown that to realize the maximal 7rT, we have to find a cycle C = (il, i2 , . . . ,  ik)  for 
which 
#{ij e T n c} 
#{it • c} 
is maximized. 
To this end, for each pair i t , i s  • T, we use the floor structure with respect o i8, and find the 
shortest path leading from i~ to is. Sometimes such a path must go through another state in T. 
Then we do not take this ordered pair into consideration, since this path will be considered as a 
union of shorter paths. In this way, we obtain a q x q integer matrix • = (r~,.,i~), r, s = 1 , . . . ,  q, 
where ri~,i, is the length of the shortest path from ir to is. 
Now, our task is to find a cycle of states in T, CT = ( i l , . . . ,  it) for which the quantity 
w(cT)  = #{cT} 
ril,i2 + ri2,is + " " " + rQ_I,Q + rQ,Q 
is maximized. This problem can be written as an algorithm in a straightforward way. 
Our algorithm reduces the problem of maximizing the function rT  for an n x n continuum 
matrix to a problem of maximizing the function )4) for a q x q integer matrix, q < n. 
REMARK 3. In a special case, when the target set consists of a unique state, i.e., T -- {il}, the 
problem is solved after the first step of the algorithm and 7rT = 1 /#C,  where C is the shortest 
cycle containing il. 
CONSTRUCTION OF TRANSFORMATION ~. Let us assume that we have found the best (or close 
enough to it) matrix S. Now we construct ~ in a standard way [13]. 
Fix a 1 < i < n, and let j l , j 2 , . . . , j k  be all j such that s~,j > 0. We divide the interval 
[(i - 1) /n, i /n]  into intervals I~i),. . . ,  I (i) with A(I (i)) = s i , j .  ( l /n) ,  r = 1 , . . . ,  k, where A is 
Lebesgue measure, and define ~ on / r  (0 as a linear map transforming i) onto [(jr - 1) In ,  j r /n ] ,  
r = 1 , . . . ,  k (we have a choice of making it increasing or decreasing). 
Examples of this construction are given in Section 4. 
4. EXAMPLES 
The above algorithm was implemented in Microsoft QuickBasic 4.5 on a PC and the program 
is available on request. 
The graphs of the ~ transformations for Examples 3-5 are depicted in Figures 3, 5, 7, 9, and 11. 
They represent well-defined piecewise linear transformations of the interval [0, 1] into itself; the 
apparently vertical pieces of the graphs are really very high slope segments of the transformations. 
Figures 4, 6, 8, 10, and 12 show the corresponding invariant densities; they are piecewise constant 
on the subintervals of linearity of ~. The figures depict histograms of sufficiently long trajectories, 
which are a good approximation to theoretical invariant densities. Each picture has [0, 1] as an 
x-range, the heights of densities depending on the size of the partition. 
EXAMPLE 3. Let ~- be the tent map, 
2x, for 0 _< x <_ 2, 
r(x) = 1 
2(1-x ) ,  for ~ <x_<l .  
Let n = 20 and let the target set correspond to the interval [0.2,0.45]; i.e., it consists of 
states 5, 6, 7, 8, 9. We use the shape matrix M with 3 ones in most of the rows; their loca- 
tions can be seen in the matrix S below. The algorithm shows that (5, 9, 18) or (5, 9, 19) are 
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opt ima l  cycles.  F rom th is ,  we  const ruct  the  t rans i t ion  matr ix  S. In  the  pract i ca l  imp lementat ion ,  
we a l te red  the  s t ruc ture  o f  g s l ight ly  by  us ing  both  opt ima l  cyc les  ins tead  of  one.  Th is  spreads  
the  mass  outs ide  the  ta rget  over  more  s ta tes .  The  matr ix  S equa ls  
.01 .495 .495 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 .005 .005 .99 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 .99 .005 .005 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 .005 .005 .99 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 .99 .005 .005 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 .495 .495 .01 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 .005 .005 .99 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 .333 .333 .333 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 .01 .495 .495 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 .99 .01 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 .99 .01 " 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 .01 .495 .495 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 .333 .333 .333 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 .005 .005 .99 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 .495 .495 .01 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 .333 .333 .333 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 .005 .005 .99 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 .99 .005 .005 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 .005 .005 .99 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
.01 .495 .495 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
The  t rans format ion  ~ is shown in F igure  3. The  invar iant  dens i ty  of  ~, for c -- .01, is shown in 
F igure  4. 
Figure 3. 
Figure 4. Mass: In target: 0.659. Outside target: 0.341. 
Next ,  we  per fo rmed the  exper iment  w i th  n = 100 and  the  shape  matr ix  M w i th  5 ones  in most  
rows .  The  ta rget  set  was  the  in terva l  [0.21, 0.44], cor respond ing  to  s ta tes  22, 23 , . . . ,  43, 44. The  
opt ima l  cyc le  is (22, 44, 89) or  (22, 44, 90) (we used  both  in the  pract i ca l  imp lementat ion) .  The  
t rans format ion  ~ and  i ts  invar iant  dens i ty  (e = .01) are  shown in F igures  5 and  6. 
EXAMPLE 4. Let  r be  the  log ist ic  map,  i.e., 
r (x )  = 4x(1  - x) ,  for 0 < x < 1. 
Let  n --  40 and  let the  ta rget  set  cor respond to  the  in terva l  [0.275, 0.6]; i.e., it cons is ts  o f  s ta tes  
12, 13 , . . . ,  23, 24. Us ing  the  shape  matr ix  1~ wi th  7 ones  in most  o f  the  rows ,  the  opt ima l  cyc les  
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Figure 5. 
I 
Figure 6. Mass: In target: 0.656. Outside target: 0.344. 
Figure 7. 
Figure 8. Mass: In target: 0.496. Outside target: 0.504. 
are (13,36), (13,37), and (13,38). The transformat ion ~ is shown in F igure 7. The invariant 
density of ~, for c = .01, is shown in F igure 8. 
Next,  we exper imented with the same transformation,  but with n = 100 and the shape ma- 
t r ix  MI with 10 ones in most rows. The target set was the interval [0.31,0.51], corresponding to 
states 32, 33 . . . . .  50, 51. The opt imal  cycles are (33, 90), (33, 91), and (33, 92). The transforma- 
t ion ~ and its invariant density (e = .01) are shown in Figures 9 and 10. 
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Figure 9. 
re__ 
Figure 10. Mass: In target: 0.495. Outside target: 0.505. 
EXAMPLE 5. Let r be a piecewise linear transformation: 
2x, for O<x< 1 
w(x) = 3 7 1 - 2' 
-~x+~,  for ~ < x_< 1. 
Its invariant density is piecewise constant: 
0, tb r0<x< 1 
- -  - -  4 '  
1 1 
f(x) = 1, for ~ < x _< 2 '  
3 1 
~, for ~ <x<l .  
Let n = 50 and let the target set be intervals 13, 14 , . . . ,  31, 32, which corresponds to the interval 
[0.24, 0.64]. For the shape matrix with 4 ones in most rows, the optimal trajectory is (13, 24, 49). 
The transformation "Y is shown in Figure 11 and its invariant density in Figure 12 (e = .01). 
Figure 11. 
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Figure 12. Mass: In target: 0.664. Outside target: 0.336. 
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