A Machine-Learning-Based Pipeline Approach to Automated Fact-Checking by Hanselowski, Andreas






CC-BY-SA 4.0 International - Creative Commons, Namensnennung, Weitergabe un-
ter gleichen Bedingungen
Publikationstyp: Dissertation
Fachbereich: 20 Fachbereich Informatik
Quelle des Originals: https://tuprints.ulb.tu-darmstadt.de/14136
A Machine-Learning-Based Pipeline Approach to
Automated Fact-Checking
Vom Fachbereich Informatik
der Technischen Universität Darmstadt
genehmigte
Dissertation




Tag der Einreichung: 17. März 2020
Tag der Disputation: 14. Mai 2020
Referenten: Prof. Dr. Iryna Gurevych, Darmstadt




A Machine-Learning-Based Pipeline Approach to Automated Fact-Checking
Darmstadt, Technische Universität Darmstadt,
Jahr der Veröffentlichung der Dissertation auf TUprints: 2020
URN: urn:nbn:de:tuda-tuprints-141365
Tag der mündlichen Prüfung: 14.05.2020
Veröffentlicht unter CC BY-SA 4.0 International
https://creativecommons.org/licenses/

To my beloved wife, Lidiia
i
ii
Wissenschaftlicher Werdegang des Verfassers1
09/06–08/09 Bachelor Studium (B.Eng.) in Maschinenbau an der Hochschule für
Technik, Wirtschaft und Gestaltung (HTWG) Konstanz
09/09–11/11 Master Studium (M.Sc.) in Computational Mechanics of Materials
and Structures (COMMAS) an der Universität Stuttgart
12/11–09/16 Promotion am Institut für Technische und Numerische Mechanik
(ITM) an der Universität Stuttgart zum Dr.-Ing.
10/16–09/19 Promotion am Ubiquitous Knowledge Processing (UKP) Lab an der
Technischen Universität Darmstadt zum Dr. rer. nat.




In the past couple of years, there has been a significant increase of the amount of
false information on the web. The falsehoods quickly spread through social networks
reaching a wider audience than ever before. This poses new challenges to our society
as we have to reevaluate which information source we should trust and how we
consume and distribute content on the web. As a response to the rising amount of
disinformation on the Internet, the number of fact-checking platforms has increased.
On these platforms, professional fact-checkers validate the published information
and make their conclusions publicly available. Nevertheless, the manual validation
of information by fact-checkers is laborious and time-consuming, and as a result, not
all of the published content can be validated. Since the conclusions of the validations
are released with a delay, the interest in the topic has often already declined, and
thus, only a small fraction of the original news consumers can be reached.
Automated fact-checking holds the promise to address these drawbacks as it
would allow fact-checkers to identify and eliminate false information as it appears
on the web and before it reaches a wide audience. However, despite significant
progress in the field of automated fact-checking, substantial challenges remain: (i)
The datasets available for training machine learning-based fact-checking systems
do not provide high-quality annotation of real fact-checking instances for all the
tasks in the fact-checking process. (ii) Many of today’s fact-checking systems are
based on knowledge bases that have low coverage. Moreover, because for these
systems sentences in natural language need to be transformed into formal queries,
which is a difficult task, the systems are error-prone. (iii) Current end-to-end trained
machine learning systems can process raw text and thus, potentially harness the vast
amount of knowledge on the Internet, but they are intransparent and do not reach
the desired performance. In fact, fact-checking is a challenging task and today’s
machine learning approaches are not mature enough to solve the problem without
human assistance. In order to tackle the identified challenges, in this thesis, we
make the following contributions:
(1) We introduce a new corpus on the basis of the Snopes fact-checking website that
contains real fact-checking instances and provides high-quality annotations for the
different sub-tasks in the fact-checking process. In addition to the corpus, we release
our corpus creation methodology that allows for efficiently creating large datasets
with a high inter-annotator agreement in order to train machine learning models for
automated fact-checking.
(2) In order to address the drawbacks of current automated fact-checking systems,
we propose a pipeline approach that consists of the four sub-systems: document
retrieval, stance detection, evidence extraction, and claim validation. Since today’s
machine learning models are not advanced enough to complete the task without
human assistance, our pipeline approach is designed to help fact-checkers to speed up
the fact-checking process rather than taking over the job entirely. Our pipeline is able
to process raw text and thus, make use of the large amount of textual information
available on the web, but at the same time, it is transparent, as the outputs of
sub-components of the pipeline can be observed. Thus, the different parts of the
fact-checking process are automated and potential errors can be identified and traced
back to their origin.
v
(3) In order to assess the performance of the developed system, we evaluate the
sub-components of the pipeline in highly competitive shared tasks. The stance de-
tection component of the system is evaluated in the Fake News Challenge reaching
the second rank out of 50 competing systems.2 The document retrieval component
together with the evidence extraction sub-system and the claim validation compo-
nent are evaluated in the FEVER shared task.3 The first two systems combined
reach the first rank in the FEVER shared task Sentence Ranking sub-task outper-
forming 23 other competing systems. The claim validation component reaches the
third rank in the FEVER Recognizing Textual Entailment sub-task.
(4) We evaluate our pipeline system, as well as other promising machine learning
models for automated fact-checking, on our newly constructed Snopes fact-checking
corpus. The results show that even though the systems are able to reach reasonable
performance on other datasets, the systems under-perform on our newly created
corpus. Our analysis reveals that the more realistic fact-checking problem setting
defined by our corpus is more challenging than the problem setting posed by other
fact-checking corpora. We therefore conclude that further research is required in








In den letzten Jahren hat die Menge an Falschinformation im Internet stark
zugenommen. Falsche Informationen verteilen sich sehr schnell in sozialen Netzw-
erken und erreichen durch diese größere Leserschaft als je zuvor. Das stellt unsere
Gesellschaft vor neue Herausforderungen, da wir neu bewerten müssen, welchen
Informationsquellen wir Glauben schenken dürfen und wie wir Webinhalte kon-
sumieren und mit anderen teilen. Als eine Antwort auf die wachsende Menge an
Falschinformation im Internet hat sich die Anzahl der Fact-Checking Organisatio-
nen erheblich erhöht. Auf diesen Plattformen validieren professionelle Fact-Checker
publizierte Informationen und veröffentlichen die Ergebnisse ihrer Untersuchungen.
Die manuelle Validierung der Informationen durch Fact-Checker ist jedoch sehr ar-
beitsintensiv und zeitaufwendig. Dadurch können nicht alle Inhalte überprüft wer-
den und für validierte Inhalte erfolgt die Publikation der Analyse oft mit Verspä-
tung. Zu diesem Zeitpunkt ist das Interesse an dem Thema in vielen Fällen schon
gesunken, wodurch nur ein Bruchteil der ursprünglichen Leserschaft erreicht werden
kann.
Automatisches Fact-Checking hat das Potenzial, diese Probleme zu lösen, weil es
den Fact-Checkern ermöglichen könnte, Falschinformation zu erkennen und zu ent-
fernen, bevor diese ein weites Publikum erreicht. Trotz der substanziellen Fortschritte
auf diesem Gebiet, müssen noch mehrere Herausforderungen bewältigt werden, bevor
automatisches Fact-Checking unter realen Bedingungen einsatzfähig wird: (i) Den
Datensätzen, die für das Trainieren von Machine-Learning basierten Fact-Checking
Systemen zur Verfügung stehen, fehlen qualitativ hochwertige Annotationen aus
realen Fact-Checking Fällen für alle Teilaufgaben in dem Fact-Checking Prozess.
(ii) Viele der heutigen Fact-Checking Systeme basieren auf Wissensdatenbanken,
die nur eine relativ geringe Anzahl von Fakten abdecken, und weil für solche Sys-
teme Sätze in natürlicher Sprache in formale Anfragen umgewandelt werden müssen,
sind sie fehleranfällig. (iii) Moderne Machine-Learning basierte Systeme, die mittels
Ende-zu-Ende Ansatz trainiert werden, können Text in natürlicher Sprache verar-
beiten und dadurch potenziell die große Menge an Information im Internet nutzen.
Diese Systeme sind aber intransparent und erreichen nicht die gewünschte Leistung.
In der Tat ist Fact-Checking eine anspruchsvolle Aufgabe und moderne Machine-
Learning basierte Systeme sind nicht ausgereift genug, um das Problem völlig ohne
menschliche Unterstützung zu lösen. Um den identifizierten Herausforderungen zu
begegnen, leisten wir in dieser Thesis die folgenden Beiträge:
(1) Wir erstellen ein neues Korpus, das auf der Snopes Fact-Checking Plattform
basiert. Dieses Korpus beinhaltet reale Fact-Cheking Fälle, die mit qualitativ hochw-
ertigen Annotationen für verschiedene Teilaufgaben innerhalb des Fact-Checking
Prozesses angereichert wurden. Des Weiteren veröffentlichen wir unseren Ansatz
für den effizienten Aufbau von großen Datensätzen, die dafür geeignet sind, Modelle
für das automatisierte Fact-Checking zu trainieren.
(2) Um den Nachteilen heutiger Fact-Checking Systeme zu begegnen, stellen wir
in dieser Thesis einen neuen Pipeline-Ansatz vor, der aus folgenden vier Kompo-
nenten besteht: Document Rertrieval, Stance Detection, Evidence Extraction, und
Claim Validation. Weil heutige Machine-Learning basierte Systeme noch nicht aus-
gereift genug sind um das Fact-Checking Problem eigenständig zu lösen, ist unser
ix
Pipeline-Ansatz speziell dafür entwickelt worden, Fact-Checker bei ihrer Arbeit
zu unterstützen und nicht etwa den gesamten Fact-Checking Prozess eigenständig
durchzuführen. Unser Pipeline-Ansatz ist dazu in der Lage, natürliche Sprache zu
verarbeiten und dadurch die große Menge an Information in Textform aus dem In-
ternet zu nutzen. Gleichzeitig ist unser System transparent, da die Ausgaben der
dazwischenliegenden Systeme in der Pipeline eingesehen werden können. Dadurch
ist es möglich, einzelne Aufgaben in dem Fact-Checking Prozess zu automatisieren
und gleichzeitig potenzielle Fehler zu erkennen und auf ihren Ursprung zurück-
zuführen.
(3) Um die Leistungsfähigkeit der Subkomponenten der Pipeline zu testen, evaluieren
wir sie in mehreren hart umkämpften internationalen Wettbewerben. Die Stance
Detection Komponente der Pipeline erreicht den zweiten Platz unter 50 konkurri-
erenden Systemen in der Fake News Challenge.4 Die Dokument-Retrieval Kompo-
nente, die Evidence-Extraction Komponente, und die Claim-Validation Komponente
werden in dem FEVER Shared Task evaluiert.5 Die ersten zwei Komponenten kom-
biniert erreichen den ersten Platz bei der FEVER Shared Task Sentence Ranking
Aufgabenstellung. Die Claim-Validation Komponente erreicht den dritten Platz in
der FEVER Recognizing Textual Entailment Aufgabenstellung.
(4) Wir evaluieren unser Pipeline System, sowie andere leistungsfähige Modelle,
die für das automatisierte Fact-Checking entwickelt worden sind, mit unserem neu
erstellten Snopes Fact-Checking Korpus. Die Ergebnisse zeigen, dass, obwohl die
Systeme gute Ergebnisse an anderen Korpora erzielen, die Leistung der Systeme
auf unserem Korpus relativ gering ausfällt. Unsere Analyse ergibt, dass die re-
alistische Aufgabenstellung, definiert durch unser Korpus, deutlich schwieriger ist
als diejenigen Fact-Checking Aufgabenstellungen, die durch die anderen Korpora
definiert werden. Wir folgern daraus, dass weitere Forschung notwendig ist, um
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The ever-increasing role of the Internet as a primary communication channel is ar-
guably the most important development in the media over the past decades. In dras-
tic contrast to the traditional editorial-board-based publishing, the modern Internet
is decentralized, and anyone with access to a network can produce and broadcast
new content to a wide audience at almost zero expense. This has resulted in un-
precedented growth in information coverage and distribution speed. Nevertheless,
there are also considerable downsides to the increased technical possibilities of freely
generating and distributing content. False information, such as false claims or entire
false-news articles (Paskin, 2018), can be shared through this channel and reach a
wider audience than ever before (Howell et al., 2013). Individuals or organizations
hiding behind fake accounts on social media can generate and distribute false con-
tent without being held accountable for their actions (SafeGuardCyber, 2019). This
phenomenon is typically called disinformation, as opposed to the information of an
audience about the true state of events. In addition to malicious content generated
by humans, an increased amount of harmful content is generated by machines. Re-
cent advances in AI and machine learning have made it possible to generate fake
images,1 fake videos,2 or fake speech.3 Recently developed deep neural networks
pretrained on massive corpora can generate coherent pieces of text on a desired is-
sue and thus mislead information consumers4 (Radford et al., 2019; Zellers et al.,
2019).
In response to the rising amount of false information on the Internet, the number
of fact-checking platforms has increased. Whereas in 2014 only 44 fact-checking
platforms were active worldwide, in 2019 the number of active platforms has risen
to 188 organizations.5 On these platforms, professional fact-checkers validate the












CHAPTER 1. INTRODUCTION AND BACKGROUND
checks typically contain a verdict for the validated claim, such as true or false, and
evidence to back up the verdict.
However, despite its popularity, traditional, manual fact-checking practiced by
most of the fact-checking platforms today has substantial drawbacks. The process
is laborious, and because of the large amount of the false information on the web,
it is not possible to identify and validate every false claim. Moreover, even if false
information is identified and validated, most of the damage is already done once a
misleading message goes viral. The majority of the news consumers are unlikely to
review the facts on a story once the focus of the media has shifted to a different
topic. Nevertheless, even if the public is informed about the corrected version of the
story, psychological studies show that once beliefs are formed, they cannot be easily
reversed (Levy, 2017a,b).
Many of the issues with manual fact-checking can be addressed by automated
approaches, as they would allow fact-checkers to validate a large amount of infor-
mation as it appears on the web. Thus, the operators of the platforms on which the
deceptive content was published can remove the falsehoods before they can spread
through social networks. Owing to recent advances in machine learning and AI, a
number of tasks previously performed by humans can be successfully automated,
e.g., speech recognition (Graves et al., 2013), object detection (Krizhevsky et al.,
2012), or product recommendation (Linden et al., 2003). Progress in Natural Lan-
guage Processing (NLP) as a sub-field of AI has led to the development of advanced
methods for solving problems related to natural language that could also be lever-
aged to automate the fact-checking process. Thus, automated fact-checking has
received increased research interest in the last couple of years. Today, scientists as
well as corporations are exploring different approaches to address this task, such as
designing fact-checking systems based on knowledge bases (Ciampaglia et al., 2015)
or using machine learning methods to harness textual information from the web to
validate published content (Popat et al., 2017).
In this chapter, we provide background information for our contributions to
automated fact-checking presented in this thesis. Because the information validation
process depends on the characteristics of the false information and the proliferation
of information on the Internet, the first part of this chapter is devoted to the analysis
of these two topics. We investigate different kinds of false information and the
proliferation of false content on the Internet. We analyze the mechanics of the
proliferation and why disinformation on the web has such a large influence.
The second part of this chapter provides background information about the ac-
tual fact-checking process. We first examine traditional fact-checking that is inter-
nally practiced by news magazines. Thereafter, we discuss the recent increase in the
number of external fact-checkers in response to the increased amount of false infor-
mation on the web. Next, we explore the emerging field of automated fact-checking,
whereby different automated fact-checking frameworks are presented. The section
is concluded with the discussion of the fields related to fact-checking: fake-news
detection, computational argumentation, interactive evidence detection, and the
identification of automatically generated false textual content.
2
1.1. FALSE INFORMATION AND ITS PROLIFERATION
1.1 False information and its proliferation
The distribution of false information to manipulate others for achieving a certain
goal is not a new phenomenon but has evolved over time. Propaganda or disin-
formation was widely used by people in power from antiquity until the modern
era to manipulate public opinion (Jowett and Donnell, 2006). With the rise of
the Internet, not only the way we consume information, but also the tools bad ac-
tors (SafeGuardCyber, 2019) use to get their message across have changed. Today,
information can be shared instantly, and it can reach a wide audience in a short pe-
riod of time through the distribution of the message on social networks. Below, we
give an overview of different kinds of false information and discuss the proliferation
mechanisms of false information on the web. Here, the term false information will
be broadly used to refer to different kinds of manipulation of the original message,
e.g., intentional/unintentional manipulation, presenting information out of context,
and inappropriately highlighting/hiding different aspects of the original message.
1.1.1 Different kinds of false information
The manipulation of groups of people by distributing false information is an ancient
phenomenon dating back at least to antiquity. However, the methods for this ma-
nipulation have changed over the years, as the newest technology is always adopted
to efficiently distribute the misleading content. During the Protestant Reformation,
the printing press was widely deployed by different parties to spread false informa-
tion to discredit the opponent. In the modern era, radio, television, and now the
Internet are used to manipulate others.
The terminology to address different kinds of falsehoods has developed ever since.
The term propaganda was originally used by the Vatican, in order to refer to the
propagation of the faith of the Roman Catholic Church, but the term lost its neutral
connotation owing to its excessive use against alternative beliefs to establish the
Catholic faith in the “new world” (Jowett and Donnell, 2006). Since then, different
forms of the term propaganda have evolved. Jowett and Donnell (2006) differentiate
between three different kinds of propaganda:
• White propaganda is distributed by a source that correctly reveals itself and,
the distributed message is mostly accurate. It emphasizes the good intent of
the information provider, and its purpose is to build a relation of trust with
the information consumer. The domestic mainstream media, for example, is in
general more in favor of the actions of the government than foreign reporters.
A more left-leaning news network favors politicians on the left spectrum and is
more likely to be silent about their misconduct than the right-learning media
and vise versa. The reports of the source are mostly accurate, but through the
selection of the content and by highlighting different aspects of the message,
a biased view is presented.
• Black propaganda refers to different kinds of deception, the distribution of lies,
and fabricated stories. The source of the message is thereby often concealed or
credited to a false authority. One form of black propaganda is the widely used
term disinformation. It was derived from the Russian word dezinformatsia,
3
CHAPTER 1. INTRODUCTION AND BACKGROUND
which was the name of the KGB division devoted to black propaganda (Jowett
and Donnell, 2006; Shultz and Godson, 1984). Shultz and Godson (1984) pro-
poses the following definition of the term: Disinformation means “false, incom-
plete, or misleading information that is passed, fed, or confirmed to a targeted
individual, group, or country”. Disinformation differs from misinformation in
that the former is a purposeful and intentional act of spreading false informa-
tion (Golbeck, 2008) and the latter is an unintended error in the propagated
message.
• Gray propaganda refers to information that is somewhere between black and
white propaganda. The source of the message may or may not be correctly
revealed, and the accuracy of the content is uncertain.
More recently, fake news has emerged as a new term to refer to false information
and particularly to fabricated news articles. The term was mainly popularized dur-
ing the 2016 U.S. presidential elections, in response to the growing amount of highly
partisan news on the Internet. Fake news can be defined as an intentional (Rubin
et al., 2015) and knowing (Klein and Wueller, 2017) deception, with the purpose of
either political or monetary gain (Allcott and Gentzkow, 2017). Facebook defines
fake news as “inaccurate or manipulated information/content that is spread inten-
tionally” (Weedon et al., 2017). Because the definitions stress the deceptive nature
of the message and the information being intentionally distributed, fake news can
also be considered as a kind of black propaganda.
The term fake news is not new, but its meaning has altered over the years.
It was originally used to refer to satirical and parody news shows (Paskin, 2018).
More recently, the term has been excessively used by public figures to discredit news
organizations that negatively report about them or simply to attack the political
opponent (Klein and Wueller, 2017). Because fake news is now often used as an
insult rather than according to the definition given by Allcott and Gentzkow (2017);
Rubin et al. (2015); Klein and Wueller (2017); Weedon et al. (2017), the meaning
of the term has become increasingly deluded. For this reason, avoiding the term
altogether in a serious discussion about disinformation has been suggested (Thorne
and Vlachos, 2018; Vosoughi et al., 2018). Thus, we will refer to this kind of false
information as false news in the rest of the thesis.
For a better understanding of the relations between the various terms referring
to different kinds of false information, in Figure 1.1, we display a taxonomy of these
terms.
1.1.2 Proliferation of false information on the Internet
In this section, we examine the proliferation of false information on the Internet
and the topics associated with it. The proliferation of false information has many
facets that need to be examined for a comprehensive overview of the topic. Below
we discuss the distribution of false information on social media by bad actors, the
proliferation mechanisms, the influence of the false information on the information
consumers, and the containment of disinformation. The goal is to analyze the dy-
namics of disinformation on the web, which in turn can help to develop effective
countermeasures.
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Figure 1.1: Taxonomy of the different kinds of false information
Social media as a news provider. Social media has recently emerged as a
new vehicle to drive the distribution of information on the web. Platforms such
as Facebook, Twitter, the Russian Odnoklasniki, or the Chinese Sina-Weibo have
hundreds of millions of active users (Webb et al., 2016), and the distribution of
news articles and political messages is an important means of interaction on these
platforms. Users are increasingly abandoning mainstream media and moving to
social media platforms, where they receive the news reports on their news feeds
(Bakshy et al., 2015). According to Gottfried and Shearer (2016), in the U.S., for
instance, 62% of adults get their news on social media.
Distribution of false information by bad actors. Media depends on sensa-
tionalism, novelty over newsworthiness, and clickbait to get the attention of the
information consumers, and this makes it vulnerable to manipulation (Marwick and
Lewis, 2017). Bad actors (SafeGuardCyber, 2019) take advantage of this media
ecosystem to manipulate news frames, set agendas, and propagate ideas. Among
them are far-right groups, trolls, white nationalists, men’s rights activists, gamer-
gaters (Braithwaite, 2016), the “altright” (Marwick and Lewis, 2017), and individuals
representing the interests of large corporations6 or of different governments (Ramsay
and Robertshaw, 2019). The incentives for spreading the disinformation are thereby
very diverse, ranging from monetary gains, such as profits from ads (Chen et al.,
2015), to the attempt of manipulating the public opinion in elections in one’s favor
(Persily, 2017; SafeGuardCyber, 2019).
Proliferation mechanisms and their influence on information consumers.
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is substantial and should not be underestimated. Silverman (2016) has observed that
the most popular false news stories were more widely shared on Facebook than the
most popular mainstream news stories. Vosoughi et al. (2018) have found that
false news stories reached more people than reliable news articles: “The top 1% of
false news cascades diffused to between 1000 and 100,000 people, whereas the truth
rarely diffused to more than 1000 people. Falsehood also diffused faster than the
truth”. False information therefore proliferates significantly farther, faster, deeper,
and more broadly in social networks than the truth over all categories of information.
Numerous studies have analyzed why false information is distributed more widely
than the truth and what are the properties of false news that make it more worth
sharing. Vosoughi et al. (2018) have discovered that false news is more novel than
true news, and because novel information is more worth sharing, they imply that
people are more likely to share false information. Moreover, false stories inspired
fear, disgust, and surprise, whereas true stories inspired anticipation, sadness, joy,
and trust. Thus, as suggested by Vosoughi et al. (2018), false information appears
to be more exciting and therefore receives much attention. Nevertheless, users share
false information not only because it is novel or exciting, but also because they
often believe in the content and are unaware of its deceptive message (Silverman
and Singer-Vine, 2016).
An additional negative effect of the consumption of news on social media is that
the diversity of the information decreases. According to Bakshy et al. (2015), users
are less likely to encounter information in their news feeds from the opposite po-
litical view than the information aligned with their political perspective. Friends,
for instance, share substantially fewer news articles presenting an opposing ideology.
Another source of bias on social media is the algorithm that filters and ranks the
content in the news feed. Bakshy et al. (2015) report that in a study, users encoun-
tered about 15% less content from their opposite political spectrum in their news
feed owing to the ranking algorithm and clicked up to 70% less through this content.
This consumer biased feedback reinforces the bias of the ranking algorithm, and the
algorithm is therefore less likely to present news with an alternative view in the
future.
Psychological perspective on disinformation. Given that false information is
widely distributed through social networks and that many of the users believe the
falsehoods, the question arises of why people are susceptible to false information in
the first place and are not more critical about the information that they consume.
Psychological theories suggest that this is an interplay of different factors. (i) One
factor is our implicit bias or implicit stereotype (Greenwald and Banaji, 1995).7 We
innocuously form a set of beliefs according to which we perceive and treat other
people. We consider people like ourselves as more honest and trustworthy than
people belonging to a different ethical, religious, or age group. (ii) Another factor
is our confirmation bias, which refers to the phenomenon that we are more willing
to accept new information that is in agreement with our beliefs than to accept
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Thus, conservative people are more inclined to accept false claims about left-leaning
politicians, whereas progressive people are more susceptible to false information
about conservative politicians.
Owing to our biases, we are less likely to accept information from an unfamiliar
source and information that is not in agreement with our worldview. The two biases
reinforce each other and we end up in a cycle, in which we are seldom are confronted
with an alternative perspective. The selective consumption of information leads to
echo chambers or filter bubbles, which refers to the phenomenon that a group of
people is only sharing information within the group. The group members are only
exposed to information from like-minded people confirming their biases. Attitude-
changing content is therefore avoided, leading to polarization effects (Waldman,
2017; Bakshy et al., 2015; Pariser, 2011; Flaxman et al., 2013).
For a better overview of how different factors affect our consumption of informa-
tion, in Figure 1.2, we illustrate the information consumption process and the risks
associated with it, such as our biases and reinforcing feedback loops.
Figure 1.2: Information consumption process and its associated risks, such as our
biases and reinforcing feedback loops
Containment of disinformation. If disinformation on the web is so harmful,
why have we not yet found an effective solution to the problem? The proliferation
of false information on social media cannot be easily controlled for several reasons.
The insensitive removal of information by authorities or social media platforms can
be conceived as censorship and can face great opposition. Moreover, because of the
sheer amount of false information on the web, it is difficult to detect and eliminate
every single false claim or article. Self-correcting mechanisms—for example, as ob-
served on Wikipedia, where some users repair the damage done by other users—do
not seem to apply to the fast proliferation of information on social media. The infor-
mation often goes viral before it is detected and corrected by other users in a social
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network (Webb et al., 2016). To address these problems, information validation
approaches are required that can quickly and reliably identify false information on
the Internet. The deceptive content can then be removed before it spreads through
social networks. Modern fact-checking approaches, discussed in the following sec-
tion, hold the promise to fulfill these objectives and are therefore in the focus of the
public debate about disinformation.
1.2 Fact-checking
Traditionally, fact-checking has been manually done by trained employees at news
magazines to ensure the quality of an article before publication. With the increase
in the amount of false information on the web, external fact-checking platforms
emerged, where fact-checkers manually validate information published on the web
and share their findings with the public. Modern approaches to fact-checking include
different degrees of automation of the fact-checking process, ranging from only using
a search engine to extract information from the web to completely automated fact-
checking pipelines. In this section, we first present the traditional manual fact-
checking approaches before discussing different variants of modern automated fact-
checking methods. The section is concluded with a discussion of NLP tasks related
to automated fact-checking.
1.2.1 Manual fact-checking
Internal fact-checking. Fact-checking originally emerged as an internal quality
assurance process within news magazines. In this process, an article written by a re-
porter is validated by a professional fact-checker. The internal fact-checking process
was proposed by Briton Hadden, who co-founded the Time magazine (Thomas and
Weiss, 2010); however, the validation process was not originally called fact-checking.8
The information validation process practiced by the Time magazine, as well as by
the News Week magazine,9 is referred to as reporter-researchers.10 It can be con-
sidered as a collaboration between the reporter and the fact-checker (researcher), in
which the fact-checker accompanies the reporter and helps with putting the article
together. The fact-checker validates the alleged facts gathered by the reporter while
the article is written. However, the fact-checker is sometimes also involved in inter-
viewing the sources (experts, witnesses) and writing the article (Thomas and Weiss,
2010).
At the New Yorker,11 which is an American magazine well known for its fact-
checking process, a different information validation approach was established. It
significantly differs from the reporter-researchers approach and relies on checks and
balances (Thomas and Weiss, 2010). Here, the fact-checker works independently of
the reporter and is not helping to write the article. Instead, the fact-checker gets in-







from the reporter, such as the newspaper clips, magazine stories, websites the re-
porter consulted, telephone numbers of the sources, etc. (Thomas and Weiss, 2010).
Then, “the fact-checker takes the article apart and puts it back together again”,12
which basically means validating the alleged facts in the article, double-checking the
statements of the sources, and validating the coherence of the arguments.
External fact-checking. With the increased amount of false information on the
web, there is a growing demand for external fact-checking. External fact-checkers
or fact-checking platforms are (mostly) independent of news providers and are only
concerned with the validation of information coming from a secondary source, such
as news articles, claims made by public figures, or rumors emerging on social me-
dia. According to Duke Reporters’ Lab,13 188 of such organizations were active in
2019. More than 90% of them were established since 2010, and about 50% in 2016
alone. The American Press Institute reports that from 2004 to 2008 the number
of fact-checked stories increased by more than 50% and from 2008 to 2012 by more
than 300%.14 To give a brief overview of how external fact-checkers operate, below
we present four popular external fact-checking platforms. Each of these platform
focuses on one particular kind of disinformation and follows its own fact-checking
process.
www.politifact.com: Politifact is a nonprofit organization located in Florida
and is arguably the most prominent external fact-checker. It received the Pulitzer
Prize for national reporting in 2009 for its fact-checking efforts during the 2008 U.S.
presidential campaign. Politifact focuses mainly on U.S. politics and validates claims
made by elected officials, candidates, their staff, lobbyists, bloggers, and other pub-
lic figures. Validated claims receive a Truth-O-Meter rating (or verdict) that ranges
across six different categories from true to pants on fire (meaning that the claim is
entirely false). Each claim is accompanied by a detailed analysis, where the fact-
checker presents evidence that supports the given verdict and refutes evidence that
supports a different verdict.
www.snopes.com: Snopes,15 also known as Urban Legends Reference Pages, is
an organization owned by the Snopes Media Group.16 Snopes Media Group is al-
most entirely funded through digital advertising sales, which are independent of
their fact-checking efforts: that is, advertisers have no influence over the published
content. Donations over $10,000 are disclosed to the public.17 Snopes focuses on
debunking myths, rumors, and political claims on the web. Their “fact-checks” are
frequently cited by the news media, such as CNN, MSNBC, or the New York Times.






15Because the Snopes website serves as a source for the corpus construction part of this thesis,
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for the verdict is much more diverse. A fact-checker can label the claim as being
not only true or false but also as undetermined, mixed, mostly false, legend etc.,
if the validated issue is more nuanced. The fact-checkers also provide a detailed
analysis for each validated claim, in which they present explicit evidence extracted
from various sources that supports the different perspectives on the topic.
www.fullfact.org: FullFact is an independent fact-checking charity based in
London and mostly focuses on validating and correcting claims made by U.K. politi-
cians and news providers. The fact-checking process relies not only on their own
research but also on insights of external academics.18 Like Politifact and Snopes,
FullFact provides a detailed analysis for each validated claim. However, in contrast
to other fact-checkers, no verdicts for the claims are given, that is, the claim is not
labeled as true, false, etc. Instead, FullFact presents a summary that contains the
claim and a short conclusion of the analysis.
www.factcheck.org: FactCheck is a nonprofit project of the Annenberg Public
Policy Center of the University of Pennsylvania. It is funded by the Annenberg
Foundation and donations from individuals. FactCheck avoids funding from corpo-
rations, unions, partisan organizations, or advocacy groups.19The project’s mission
is to reduce the level of deception and confusion in U.S. politics.19 FactCheck has
won four Webby Awards20 in the Politics category for their fact-checking efforts. On
their website, FactCheck investigates different political events that are subject to
some kind of controversy. For the investigated events, they provide an analysis and
often explicit evidence that either supports their conclusions or presents a different
perspective on the topic. As practiced by FullFact, besides the analysis, no verdicts
for the investigated events are given.
For a better overview of the four external fact-checkers, the main characteristics
of the fact-checking platforms are given in Table 1.1. In order to be credible, the
fact-checkers try to disclose their sources of funding and abstain from donations from
political parties or lobbyists. The four fact-checkers have a different fact-checking
procedure and structure their fact-checks differently. Whereas some provide an
explicit verdict for the claims, others only present evidence.
The fact-checking process. The validation approaches of different internal and
external fact-checkers significantly vary and the American Press Institute (as one im-
portant authority on the issue) has its own guidelines for fact-checking.21 However,
there are a number of steps which many of the fact-checkers follow when evaluating
a piece of text and that we consider to be important to include in the fact-checking




20The Webby Award is an Internet-oriented award that honors outstanding Internet content in





main explicit explicit country funding
focus verdict evidence
Politifact U.S. politics yes no U.S. nonprofit
Snopes Web rumors yes yes U.S. Snopes Media
FullFact U.K. politics no yes U.K. charity
FactCheck U.S. politics no yes U.S. nonprofit
Table 1.1: Overview of external fact-checking platforms (explicit verdict: the claim is
labeled with a verdict (true, false, ...); (explicit evidence: the evidence is highlighted
in text))
ure 1.3. Nevertheless, note that such a list can never be considered as an objective
summary of the fact-checking process because the kind of the validated information
as well as the goals of the different fact-checking organizations are too diverse to be
summarized into one single best practice that fits all needs.
1. Getting familiar with the topic: The fact-checker first needs to get acquainted
with the topic of the given text by reading related information that is published
on the topic.
2. Identification of the claims/alleged facts in the text : The central claims/alleged
facts in the text that are not commonly agreed to be true need to be identified.
These claims form the basis of the text and need to be validated.
3. Evidence aggregation: The fact-checker consults different sources to collect
evidence that supports or refutes the identified claims. This includes finding
facts on the subject on the Internet and in databases or interviewing experts
or witnesses.
4. Checking the credibility of sources : When aggregating evidence, the evaluation
of the credibility and independence of the sources of the evidence is important.
A source might have an interest to manipulate the public’s perception on an
issue for their own advantage and can therefore be biased.
5. Claim validation: In this step, the identified claims/alleged facts are validated,
i.e., the claims are labeled with a verdict (true, false, ...) on the basis of the
collected evidence.
6. Validation of the reasoning chain: Once the individual claims are validated,
the reasoning chain in the text as a whole needs to be assessed: that is, whether
the conclusions drawn by the author logically follow from the validated claims.
7. Checking for fallacies : The argumentation of the author must be evaluated for
fallacies or red flags,22 such as deceptive dramatization, guilt by association,
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Figure 1.3: The fact-checking process
1.2.2 Automated fact-checking
Even though the number of external fact-checking platforms has substantially in-
creased in the past couple of years, because the manual fact-checking process is
laborious, it is unlikely that these platforms will be able to keep up with the in-
creasing amount of false information on the web. Because many of the upcoming
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issues of manual fact-checking can be addressed by automated approaches, the in-
terest in this research field has significantly increased. In this sub-section, we give
an overview of existing automated fact-checking approaches. We first introduce the
terminology that is typically used to refer to important concepts in the field of au-
tomated fact-checking and that we have adopted in this thesis. Then, we present
traditional automated fact-checking approaches based on knowledge bases. Next,
we discuss the automation of the sub-tasks of the fact-checking process by leverag-
ing machine learning techniques developed for different NLP problems. Thereafter,
an overview of existing machine learning-based pipeline approaches to automated
fact-checking is given.
Terminology
Fact-checking. As described above, the term fact-checking is typically used by
journalists to refer to the internal or external process for the validation of a piece
of text or a claim. Shapiro et al. (2013) define fact-checking as a “discipline of
verification”, and in fact, the term verification is often interchangeably used with
fact-checking. More recently, however, the meanings of the two terms have become
more distinct (Kovach and Rosenstiel, 2014; Thorne and Vlachos, 2018). Whereas
fact-checking still refers to the entire fact-checking process, the term verification in
its more recent use refers to a part of it: “verifying the source, date, and location of
materials (evidence)” (Thorne and Vlachos, 2018, page 2).
Evidence. In this thesis, we only consider the automated validation of claims
based on textual data. Thus, unlike in manual fact-checking, where a piece of
evidence can be a graph, a diagram, or an image, evidence will only refer to pieces of
a text on different levels of granularity, such as text snippets, sentences, or phrases.
A given piece of text needs to provide some kind of valuable information for the
validation of a given claim to be considered as evidence. It can be a conclusion of a
scientific study, an expert opinion, or a witness account. Moreover, because we grant
the authors of the web document some authority on the issue, we consider statements
in web documents as evidence if they paraphrase the claim or contradict it. Evidence
typically expresses a stance with respect to the claim: that is, it supports or refutes
the claim. However, evidences can also be fragmentary : that is, they might only in
combination support or refute a claim. E.g. Claim: Tesla is planning to build a
new factory near the capital of Germany. Evidences: Tesla revealed plans to build
a new factory near Berlin. Berlin is the capital of Germany. Such evidences are
closely related to premises in the field of logic and argumentation, where several
premises in combination (linked premises (Schneider, 2014)) can provide sufficient
information to solve a syllogism.
Claim. A claim will be defined as a factual statement that is under investigation:
that is, it is not yet clear whether the claim is a fact or not (whether it is true
or false). It must refer to factual matters in the world that can be objectively
assessed, e.g., a high sugar diet leads to diabetes or Donald Tusk is the president of
the European Council. This definition deviates from the interpretation of a claim in
the field of computational argumentation and argumentation mining, where claims
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often refer to matters of opinion that are subject to debate and for which no objective
conclusions can be obtained. Examples of such claims are “abortion is morally wrong
and should be banned”, or “homeschooling is superior to education at public schools”.
Verdict. A verdict will be defined as a rating indicating whether a given claim is
true. Alternative definitions are veracity, truthfulness, or rating. Typical verdicts for
a claim are true, false, mostly false, mostly false, or not enough info if the provided
information is not enough to classify the claim as true or false with high confidence.
Automated fact-checking based on knowledge bases
Many of the first approaches to automated fact-checking rely on information from
knowledge bases (Shi and Weninger, 2016a,b; Ciampaglia et al., 2015; Conroy et al.,
2015; Gerber et al., 2015). Such approaches use general knowledge bases that contain
large collections of facts on a variety of topics, see for instance: Wikidata (Vrandečić
and Krötzsch, 2014), DBpedia (Auer et al., 2007), YAGO (Suchanek et al., 2007),
Freebase (Bollacker et al., 2008), or NELL (Carlson et al., 2010). For the validation
of a claim on the basis of knowledge bases, a number of different methods have been
devised. For a better understanding of how such approaches work, we briefly discuss
two approaches below.
Ciampaglia et al. (2015) and Conroy et al. (2015) determine the veracity of a
claim by measuring the proximity of two entities of the claim in a knowledge graph.
For instance, in order to validate the claim Barack Obama is a Muslim, the shortest
path between the entities Barack Obama and Islam is determined. The path length
and the entities along the path are considered as features for the validation of the
claim.
Shi and Weninger (2016a,b) define claim validation as a link prediction prob-
lem. Given a relational triple in the form (subject, predicate, object), for example,
(Chicago, capitalOf, Illinois), the approach derives a generalized statement (U.S.
city, capitalOf, U.S. state). These general statements, in turn, are used to validated
candidate triples: e.g., the statement (Barack Obama, capitalOf, Illinois) is false
because according to the general statement (U.S. city, capitalOf, U.S. state) Barack
Obama, is not a U.S. city.
Both approaches have their strengths and weaknesses. The method developed
by Ciampaglia et al. (2015) is relatively easy to implement, and it can be used to
validate an unlimited number of claims, as any claim containing two entities from
the knowledge base can be validated. The method proposed by Shi and Weninger
(2016a,b) is more complicated, because before the claim can be validated, appropri-
ate general statements need to be derived. Nevertheless, in contrast to the method
by (Ciampaglia et al., 2015), it does take the relation between the two entities in the
claim into account. In fact, the method proposed by Shi and Weninger (2016a,b) is
particularly designed to evaluate whether a particular relation between two entities
in the knowledge base holds.
The fundamental drawback of using knowledge bases for fact-checking is that
they have a relatively low coverage, as they only contain a small fraction of the knowl-
edge available on the web. Moreover, because the process of updating a knowledge
base is laborious, important new facts are often missing. Furthermore, to compare
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the information contained in the claim with the information in the knowledge base,
a claim needs to be transformed to a relational triple that introduces an additional
source of error.
The described challenges can be addressed by text-based fact-checking approaches
that can directly process raw text and thus, potentially harness the vast amount of
information available on the web. Such approaches are presented in the following
sub-sections.
Text-based approaches to automated fact-checking
To speed up the fact-checking process, for some steps of the process, machine learn-
ing approaches have already been introduced: claim detection, document retrieval,
evidence extraction, stance detection, and claim validation. These approaches pro-
cess raw text and thus use the information contained in large document collections,
such as Wikipedia, Clue Web23, or the entire web. A brief overview of these ap-
proaches is given below.
Claim detection is the problem of identifying claims in a given text (Levy et al.,
2014; Vlachos and Riedel, 2015; Stab and Gurevych, 2017; Konstantinovskiy et al.,
2018; Aharoni et al., 2014; Lippi and Torroni, 2016a; Atanasova et al., 2018). For
this purpose, lexical, structural, or contextual features can be used (Levy et al., 2014;
Stab and Gurevych, 2017). In the field of argumentation mining, where argument
components including claims are identified in a given text, the problem is often de-
fined as sequence labeling. In this problem setting, a sequence of tokens is classified
using the Beginning-Intermediate-Outside (BIO) scheme (Habernal and Gurevych,
2017). The problem is often tackled using LSTM based network architectures (Eger
et al., 2017) that reach high performance on this task.
Claim detection is relevant for the second step of the presented fact-checking
process (Figiure 1.3), where the fact-checker needs to identify factual statements in
the text before they are validated.
Document retrieval is a sub-field of information retrieval (Manning et al., 2010;
Baeza-Yates et al., 2011) and refers to the problem of identifying documents relevant
to a given query. The problem is usually solved in two steps: In the first step, a
document collection is retrieved based on the token overlap with the query (inverted
index). In the second step, the identified documents are ranked according to their
relevance to the query. Traditional approaches to ranking are based on Okapi BM25
(Robertson et al., 1995), which is a method based on measuring the lexical over-
lap using Term Frequency-Inverse Document Frequency (TF-IDF), or on the Page
Rank algorithm (Page et al., 1999), which utilizes the information about the cross-
references between documents. Modern approaches, such as Semantic Search (Bast
et al., 2016) or Google’s Rank Brain24, make use of machine learning approaches
or/and explicit semantic representations from knowledge bases to compare the query
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Document retrieval is one of the central tools in fact-checking because it allows
the fact-checker to query a large collection of documents or the entire Internet to
find information. Thus, it is important in the first step of the fact-checking process
(Figure 1.3), where the fact-checker needs to find information about the topic of the
text to be validated, and in the third step, where evidence for the claims needs to
be found. In Chapter 6 of this thesis, the topic of information retrieval is discussed
in more detail.
Stance detection is the problem of identifying the stance of a piece of text with
respect to another piece of text. Much work in stance detection is focused on target-
specific stance prediction in which the stance of a piece of text with respect to a
topic or a named entity is determined; for instance, see stance detection for tweets
(Mohammad et al., 2016; Augenstein et al., 2016; Zarrella and Marsh, 2016) or online
debates (Walker et al., 2012; Somasundaran and Wiebe, 2010; Sridhar et al., 2015).
In the context of fact-checking, it is of interest to determine the relation between the
retrieved documents or the evidence and the claim. This problem setting is similar
to the task defined by Pomerleau and Rao (2017), where the stance of a document
with respect to a headline needs to be classified, or the task formulated by Ferreira
and Vlachos (2016), where the stance of the headline of an article towards a claim
needs to be determined. In argumentation mining, the relation between the claim
and a premise is typically classified as support or attack (Stab and Gurevych, 2017),
which is also related to the stance detection problem in fact-checking. Annotation
schemes used in stance detection often consider three classes: a favorable stance
(support, agree), an unfavourable stance (attack, refute, disagree), and a neutral
stance (no stance, discuss, neutral, unrelated, etc.)
The stance detection task is not explicitly contained in the manual fact-checking
process described above. However, when a fact-checker collects evidence or docu-
ments for a claim, they are certainly aware of the stance of the evidence, as this
information is essential for the subsequent validation of the claim in step five. Thus,
in this thesis, stance detection is considered as an important step in the automated
fact-checking process. This task will be discussed in Chapter 5 in more detail.
Evidence extraction is an information retrieval problem. In this problem setting,
one is given a query in the form of a claim or a hypothesis and needs to find
propositions, phrases, sentences, or paragraphs in a document that support or refute
the claim or hypothesis. The problem can be approached either as a ranking or as
a classification task. In the ranking problem setting, one needs to rank potential
evidence according to its relevance to the claim (see, for instance, the sentence
ranking problem in the FEVER shared task (Thorne et al., 2018a)). This task is
similar to community-based question answering, where candidate answers need to be
ranked according to their usefulness in answering the question (Feng et al., 2015;
Rücklé and Gurevych, 2017). In the classification problem setting, one needs to
classify whether a piece of text contains valuable information for the validation of
the claim. This task is related to the classification of relations between claims and
premises in the field of argumentation mining (Stab and Gurevych, 2017).
Evidence extraction is relevant for the third step of the presented fact-checking
process (Figure 1.3), where the fact-checker needs to find evidence for a given claim.
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A more detailed discussion of the evidence extraction problem settings is given in
Chapter 6.
Claim validation is the problem of determining the veracity of a claim, or alter-
natively, the prediction of the verdict for a claim. The predicted verdicts typically
range on a scale from true to false, with intermediate labels such as mostly true or
mostly false. To account for cases, in which the claim cannot be distinctly classified
as true or false, a neutral verdict, such as not enough info, is given.
A number of tasks defined in the literature correspond to claim validation, even
though they are often named differently: claim verification (Vlachos and Riedel,
2015), fact-checking (bar), rumor veracity prediction (Derczynski et al., 2017), cred-
ibility assessment (Popat et al., 2017), fact verification/Recognizing Textual Entail-
ment (RTE) (Thorne et al., 2018a), or Natural Language Inference (NLI) (Thorne
and Vlachos, 2019). As some of the works already suggest, the claim validation
problem is related to RTE (Dagan et al., 2005) or NLI (Bowman et al., 2015). In
RTE or NLI, one needs to only determine whether the hypothesis (claim) can be
logically deduced from the premise (evidence). However, claim validation is more
challenging because the verdict for a claim needs to be determined on the basis of
a number of evidence pieces, some of which can originate from unreliable sources.
In such cases, the evidence can be contradictory and only evaluating the entailment
relation may not be sufficient.
Claim validation corresponds to the fifth step of the proposed fact-checking pro-
cess (Figure 1.3), where the fact-checker validates the claims identified in a text.
The automated claim validation problem setting is discussed in depth in Chapter 7
of this thesis.
Automating the remaining tasks in the fact-checking process. In step
four, the credibility of the sources of the evidence needs to be determined. The
problem is difficult because even generally trustworthy sources, such as the New
Your Times or the Washington Post, have been proven wrong by fact-checkers in
a number of cases. Moreover, articles often include quotes from other sources that
have a different credibility compared to the credibility of the publisher of the article.
Thus, the information within the document needs to be examined, and individual
statements need to be assigned to the correct source, which is a task difficult to
accomplish automatically. Nevertheless, there are a number of works that try to
tackle the problem. Often, simple heuristics, such as the Page Rank and the Alexa
Rank 25 of web sources (Popat et al., 2016), are used to estimate the credibility
of the source of a document. A more elaborated approach for the problem was
developed by Pasternack and Roth (2013). They proposed a probabilistic graphical
model that predicts the credibility of the source and the veracity of the claims made
by the source.
A number of steps in the described fact-checking process are difficult to automate,
and at least to our knowledge, there are very few methods in the literature to tackle
these tasks.
25Alexa Rank or Alexa Traffic Rank is a metric to measure the popularity of websites https:
//www.alexa.com/
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For step six in the fact-checking process, the entire reasoning chain of the article
needs to be assessed: that is, whether the conclusions made by the author logically
follow from the validated claims in the article. For this purpose, multi-hop reasoning
over the claims of the article needs to be performed. For example, after the claims
“The German car manufacturers have announced that they are planning to lay off
thousands of workers.” and “The German Ifo business climate index has decreased
three months in a row.” have been validated as true, it needs to be assessed, whether
the conclusion made by the author “The German economy is slowing down and is at
risk of recession.” logically follows from the two claims. This is notoriously difficult
to accomplish for raw text using machine learning approaches (Marasovic, 2018;
Marcus, 2018). Step seven would require some form of automated fallacy detection,
which is also a difficult task. To our knowledge, only a few studies have explored
this problem (see for instance (Habernal et al., 2018a,c)).
Pipeline approaches to automated fact-checking
Even though all steps in the fact-checking process cannot be automated, by combin-
ing systems that can solve some of the tasks with reasonable accuracy, it is possible
to construct a pipeline to automate at least a part of the fact-checking process. In
fact, a number of such fact-checking pipelines have been proposed in the literature.
To reduce the complexity of the addressed problem setting, most of the pipelines
are designed to validate statements, such as claims, rumors, or alleged facts, instead
of validating entire articles. Below, we present some of the most popular pipeline
approaches and analyze their strengths and weaknesses.
RumourEval. RumourEval was a shared task in SemEval-2017, which was con-
cerned with “determining rumour veracity and support for rumours” (Derczynski
et al., 2017). The shared task focused on validating information on Twitter in two
steps. Given a rumorous thread, first, the stance of the individual tweets with re-
spect to a rumor had to be identified. Next, the veracity of the rumor had to be
determined on the basis of the tweets in the thread, which corresponds to claim
validation. The defined problem setting represents a two-step pipeline.
The drawbacks of this approach are that (1) it is only suitable for validating
claims on Twitter and (2) the systems trained on the provided dataset are unlikely
to generalize to other domains. In fact, domain transfer is often only feasible for rel-
atively similar datasets, i.e., a model trained on one dataset and applied to the same
(or similar) task on a different dataset achieves a substantially lower performance
(see for instance Daxenberger et al. (2017)).
Moreover, the pipeline only contains two steps, and it is therefore expected that
the performance can be further increased if the system is extended by incorporating
a document retrieval module and an evidence extraction module. This would allow
the system to additionally extract information from the web to increase the perfor-
mance for claim validation (determining the veracity of the rumor). Tweets provide
relatively little information, and it is expected that the additional information would
help to validate the more difficult cases.
CLEF-2018. Nakov et al. (2018) organized the CLEF-2018 fact-checking task,
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which also corresponds to a two-step pipeline approach. In the first sub-task, par-
ticipants had to identify “check-worthy” claims in a political debate, which corre-
sponds to claim detection. In the second sub-task, the “factuality” of the identified
“check-worthy” claims had to be determined, which corresponds to the claim valida-
tion step. However, the participants had to develop their own systems for evidence
retrieval if they intended to use external knowledge to validate the claims. Similar to
the pipeline approach proposed in RumourEval, the CLEF-2018 two-step approach
is restricted. For both systems, additional supervision for the development of the
evidence retrieval model would be helpful but is not provided.
Where the Truth Lies 2017. Popat et al. (2017) developed a pipeline system
for validating emerging claims on the web and social media. The developed pipeline
consists of four steps, document retrieval, stance determination (stance detection),
credibility assessment (claim validation), and evidence presentation (evidence ex-
traction). The system is superior to RumourEval and CLEF-2018 because the pro-
posed pipeline can access information from the web in order to validate the claims.
However, even though the system also provides evidence to the user at the end
of the pipeline, it is not guaranteed that the predicted verdict is based on this
evidence, as the evidence extraction step and the claim validation step are decoupled.
Furthermore, Popat et al. (2017) use the Google search engine for the document
retrieval step. It is not optimized for the identification of evidence and can therefore
lead to low performance. As we show in Section 4.4, traditional document retrieval
approaches can be inferior to methods tailored for automated fact-checking.
ClaimBuster. ClaimBuster (Hassan et al., 2017) is an automated fact-checking
pipeline designed to validate web documents in four steps: (1) Claim Monitor: Using
document retrieval, web documents are downloaded from the web. (2) Claim Spot-
ter: In the retrieved documents, claims are identified, which corresponds to claim
detection. (3) Claim Matcher: The identified claims are matched to those for which
a verdict has already been determined to avoid validating the same claim again.
(4) Claim Checker (evidence extraction and claim validation): For the identified
claims, supporting and refuting evidences are aggregated from knowledge bases as
well as from the web using document retrieval. Then, the actual claim validation is
performed: “If any clear discrepancies between the returned answers (evidence) and
the claim exist, then a verdict may be derived and presented to the user.”(Hassan
et al., 2017).
The ClaimBuster system is comprehensive and includes a claim matching module
that could save the user some time when already validated claims are encountered.
However, the claim validation part of the system is not very elaborated, as only
the “discrepancy” between a given claim and the evidence is determined. Machine-
learning-based classifiers, on the contrary, achieve better performance in such prob-
lem settings. Moreover, the stance information about the evidence is missing, which
does not allow the user to observe the relation between the evidence and the claim.
FEVER 2018. The FEVER shared task (Thorne et al., 2018b) was designed to
foster the development of comprehensive fact-checking pipelines on the basis of a
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large dataset with 185,445 validated claims. Participants were asked to develop
pipeline systems consisting of three steps: document retrieval, sentence selection
(evidence extraction), and recognizing textual entailment (claim validation). The
shared task organizers provided a dataset with supervision for the three tasks, which
is based on Wikipedia. The shared task attracted a relatively large number of par-
ticipants, with 23 competing teams. Even though large performance gains have been
achieved in the shared task, the developed systems do not generalize well to other
domains (see Section 7.4.3). Because the entire dataset is only based on Wikipedia,
the articles do not substantially vary in style and are identically structured. More-
over, because the claims are also extracted from Wikipedia, the systems did not
have to deal with unreliable sources, contradicting evidence, or different writing
styles from heterogeneous web sources, as in real life fact-checking. This topic is
discussed in more depth in Section 7.4.3.
There are a number of other systems for fact-checking, which are similar to the
presented pipeline approaches; therefore, they are not discussed in further detail
(Nadeem et al., 2019; Hassan et al., 2015; Shao et al., 2016).
Discussion. The presented pipeline approaches are important contributions to au-
tomated fact-checking, as they helped to formalize the problem by dividing it into
a number of sub-tasks, and report first results for these sub-tasks. Nevertheless, as
discussed above, the approaches have a number of drawbacks: (1) Important steps
in the pipeline are missing, and no annotation for these parts is provided. In partic-
ular, many pipelines lack modules for document retrieval and evidence aggregation.
(2) Systems are mostly tailored to a single domain because they are trained on
single-domain corpora. They are therefore unlikely to generalize to heterogeneous
web sources, on which false information emerges. Because of these drawbacks, the
proposed pipelines are only partly applicable to real fact-checking instances. More
discussion on this topic is given in Section 7.4.
To address these problems, in this thesis, an alternative pipeline approach for
fact-checking is proposed (Section 2.2). Our pipeline includes the most crucial steps
of the fact-checking process: document retrieval, evidence extraction, and claim vali-
dation. To increase transparency, we include a stance detection model that allows us
to classify the stance of the retrieved documents and the evidence with respect to a
claim. To enable our pipeline system to generalize across different types of text, our
system is developed on the basis of a heterogeneous corpus from the web presented
in Chapter 3. The corpus provides not only the annotation of the verdicts for the
claims but also the annotation of evidence and documents containing the evidence.
1.2.3 Tasks related to automated fact-checking
A of tasks are often associated with automated fact-checking: fake-news detec-
tion, neural fake-news detection, computational argumentation/argumentation min-
ing, and interactive evidence detection. To highlight the differences as well as simi-





Motivated by the recent increase in the amount of false-news articles on the web,
a considerable number of studies have been devoted to the problem of determining
whether a news article is reliable or not. We summarize this kind of work under the
name fake-news detection.
In these studies, datasets with different types of articles are provided: main-
stream, left-wing, and right-wing news articles (Potthast et al., 2018); legitimate
news and fake news (Pérez-Rosas et al., 2018); real stories, fake stories, and satire
stories (Rubin et al., 2016; Horne and Adali, 2017); and real news, satire, hoaxes,
and propaganda (Rashkin et al., 2017).
For the classification of the articles, many different features have been proposed:
n-grams, characters, stop words, part-of-speech tags, readability scores, term fre-
quency, syntactic features, features from the linguistic inquiry and word count
(LIWC) dictionary (Tausczik and Pennebaker, 2010), named entities, grammatical
features, punctuation, and others (Potthast et al., 2018; Pérez-Rosas et al., 2018;
Rubin et al., 2016; Horne and Adali, 2017; Rashkin et al., 2017).
The described features represent only the internal characteristics of the articles.
More sophisticated approaches analyze the proliferation characteristics of the news
articles on social networks and use this information as an additional feature for the
classification (Tacchini et al., 2017; Volkova et al., 2017; Farajtabar et al., 2017;
Monti et al., 2019; Zhou and Zafarani, 2018; Ruchansky et al., 2017).
Even though increasingly more complex methods are used for fake-news detec-
tion, there is a fundamental drawback to these methods: because fake-news detec-
tion methods are based on shallow stylistic and lexical features or/and proliferation
characteristics of the articles on social media, they are more likely to learn to differ-
entiate between different genres of text rather than to keep reliable and unreliable
articles apart. Tabloid press articles are, for instance, more likely to be of the same
writing style as false-news articles. It would be therefore be more difficult to differ-
entiate between them only on the basis of stylistic features or distribution patterns
on social media. Moreover, it is likely that the trained systems can be misled by
news articles that mimic the style of an established news magazine but contain only
false information.
Thus, from our perspective, these methods do not address the problem in depth.
We therefore clearly differentiate between fake-news detection and automated fact-
checking, which we consider to be a more promising approach. Automated fact-
checking allows for the identification of claims in the articles and the validation of the
claims on the basis of evidence stemming from external sources. As a result, a verdict
for the entire article can be derived on the basis of the truthfulness of all the claims
in the article. This is expected to be more fruitful than the classification of the entire
document mostly on the basis of shallow linguistic features, without considering the
propositional content of the document and without consulting external sources.
Neural fake-news detection
Deep generative models trained in a self-supervised manner on massive corpora
(Radford et al., 2019; Dai et al., 2019; Zellers et al., 2019) have recently achieved
the capability of generating long coherent text. Because entire text documents
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can now be automatically generated, there is increasing concern over the misuse
of such models for the automatic generation of fake-news articles.26 Because such
models have only recently been developed, research on how to detect automatically
generated text is limited. However, first results in this research area suggest that the
same deep generative models can be leveraged to identify automatically generated
fake content (Zellers et al., 2019). In fact, as shown in the same study, methods
used for fake-news detection appear to not be reliable enough to solve the problem
and are inferior to the deep generative model classifier.
Computational argumentation and argumentation mining
Argumentation is a multidisciplinary field concerned with the analysis of debating
and reasoning processes (Lippi and Torroni, 2016b). Owing to the recent advances
in machine learning and natural language processing, computational models for
argumentation and automated reasoning are becoming more feasible, which has
given rise to computational argumentation (Slonim et al., 2016; Atkinson et al.,
2017). The data required for computational argumentation is available on the web
in the form of online newspapers, debate sections of news articles, product reviews,
or blogs. For the identification of argument components in raw text, a number of
strategies have been developed, and the corresponding field of research has become
known as argumentation mining (Palau and Moens, 2009; Mochales and Moens,
2011; Lawrence and Reed, 2020). Lippi and Torroni (2016b) define argumentation
mining as follows: “The main goal of argumentation mining is to automatically
extract arguments from generic textual corpora, in order to provide structured data
for computational models of argument and reasoning engines” (Lippi and Torroni,
2016b, p. 2).
For modeling argumentation structures in text, many different annotation schemes
have been proposed (see for instance Lippi and Torroni (2016b); Stab and Gurevych
(2014); Stab et al. (2018a)). Most of them include the annotation of claims and
premises and the definition of attack or support relations between the premises and
the claims.
The annotation schemes are to some extent similar to the terminology used in
automated fact-checking (see Section 1.2.2). In both frameworks, claims are consid-
ered and premises to some extent resemble evidence. However, important differences
exist. Argumentation mining is in general concerned with the identification of the
argumentation structures in the text and not with the validation of the identified
arguments. Typical text sources, on which argumentation mining is applied, are
debate forums, social media discussions, or political debates (Gurevych et al., 2016;
Stab and Habernal, 2016; Habernal et al., 2018b). The discussions are therefore
often centered around controversial topics, such as nuclear energy, homeschooling,
or abortion, for which valid supporting or attacking arguments can be brought for-
ward, but for which, in general, no conclusive verdicts can be determined. Nuclear
energy, for instance, has its upsides and downsides, and whether it causes more harm
than good to our society cannot be easily validated. In fact-checking, however, as
we define it in Section 1.2.2, the subject of the discussion must be factual, and one





There is a line of research devoted to interactive evidence detection for hypotheses
validation in humanities (Stahlhut et al., 2018; Stahlhut, 2019) that is related to
our definition of automated fact-checking. This work is meant to assist researchers
in humanities in their investigations. In particular, when humanities researchers
analyze a text on a particular topic, they formulate hypotheses about the topic and
then collect evidence that strengthens their hypotheses or refutes them. This kind
of work is very laborious because in order to find evidence, the researcher needs to
go through large collections of text.
Research in interactive evidence detection aims to automate or at least to speed
up the process of evidence detection and hypotheses validation. The problem setting
is similar to automated fact-checking, as for both tasks, evidence needs to be iden-
tified in a large collection of text. Moreover, hypotheses to some extent correspond
to claims, as they represent an assertion that is not yet proven to be true. Conse-
quently, hypotheses validation and claim validation are similar problems. Neverthe-
less, important differences between automated fact-checking and interactive evidence
detection exist. As shown in (Stahlhut et al., 2018), there is no consensus among hu-
manities researchers regarding what constitutes a hypothesis and what constitutes a
piece of evidence. Thus, it is not possible to design annotation guidelines that clearly
describe both concepts. As a result, there is no inter-annotator agreement between
researchers in evidence detection and hypotheses validation studies (Stahlhut et al.,
2018). This is in strong contrast to our annotation framework (see Section 3.2.1),
in which we provide a number of clearly defined rules describing what properties a
piece of text needs to have to be considered as evidence.
Because there is no inter-annotator agreement among humanities researchers, it is
not possible to design an evidence detection model for hypotheses validation that fits
all needs. Instead, Stahlhut (2019) have designed an interactively trained evidence
detection model that adapts to the user’s needs and learns to detect such kind of
evidences as they are defined by the individual users. This approach is in contrast
to our framework presented in Chapter 6, where we propose a generally applicable
evidence extraction model for automated fact-checking that is independent of the
user.
1.3 Chapter summary
In this chapter, we gave a comprehensive overview of the fact-checking problem on
the basis of the literature on this topic. Because the knowledge about the charac-
teristics of the false information is important for fact-checking, we first discussed
the different kinds of false information and the proliferation of false information
through social media. We categorized false information into white, gray, and black
propaganda and examined the properties of each type of false information. We have
argued that whereas different kinds of false information distributed on the web can
be assigned to different categories of propaganda, false-news articles are typically
a kind of black propaganda that is the most severe form of deception. The prolif-
eration of false information was investigated in a number of sub-sections, each of
which discussed a specific aspect of the proliferation process. We have described
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bad actors who distribute false information, analyzed the dynamics of information
distribution on the web in general, and investigated why people are susceptible to
false information. We have pointed out that disinformation on the Internet is suc-
cessful because of the characteristics of the media landscape, such as its dependence
on novelty and sensationalism, and psychological factors, such as our prejudices
towards people with different political views.
After analyzing the nature of false information, we have discussed the manual
fact-checking process and introduced the internal and external fact-checking pro-
cesses. The internal fact-checking process was presented as the internal quality
assurance process within news magazines. The external fact-checking process was
defined as the validation process practiced by the growing number of fact-checking
platforms on the web. We then described the manual validation process followed by
many internal and external fact-checkers in more detail. We remarked that whereas
manual fact-checking is still very popular, it is unlikely that this kind of information
validation alone would enable us to control the spread of false information, and we
argued that automated approaches are required to address the problem.
Next, we gave an overview of the field of automated fact-checking. We first in-
troduced the terminology that is typically used in automated fact-checking and that
we have adopted for this thesis. Thereafter, we analyzed traditional fact-checking
systems based on knowledge bases. We identified the low coverage of the knowledge
bases as a major drawback of these approaches and introduced machine-learning-
based systems for different tasks in the fact-checking process as an alternative be-
cause they can harness the large amount of textual information on the web. We then
described pipeline approaches that combine several machine-learning-based systems
to automate parts of the fact-checking process. We concluded the chapter with
a discussion of NLP tasks related to automated fact-checking: fake-news detec-
tion, neural fake-news detection, argumentation mining, and interactive evidence
detection. We pointed out that whereas argumentation mining targets a different
problem compared to automated fact-checking, namely the analysis of the discus-
sion of a controversial topic instead of the validation of factual claims, automated
fact-checking approaches can be leveraged for fake-news detection. In fact, auto-
mated fact-checking can be used to validate an article by assessing the veracity of
the claims in the article. Interactive evidence detection is related to automated fact-
checking, as for both tasks, evidence needs to be aggregated. Nevertheless, whereas
a developed automated fact-checking pipeline should be generally applicable by most
fact-checkers, interactive evidence detection systems are designed to adapt to the






Contributions of the thesis
Despite significant progress in the area of automated fact-checking, the current fact-
checking systems still have a number of major shortcomings that need to be ad-
dressed. After analyzing the state-of-the-art in this field, we have identified the
following main challenges: (1) The datasets available for training machine learning
models for fact-checking do not provide high-quality annotations of real fact-checking
instances for all the tasks in the fact-checking process. (2) Automated fact-checking
approaches based on knowledge bases are restricted by the low coverage of the
knowledge bases and are error-prone because statements in natural language need
to be converted into formal knowledge-base queries. (3) Current end-to-end trained
machine learning systems can process raw text and thus can potentially make use
of the vast amount of knowledge on the Internet. However, such systems are in-
transparent, and the reason for a prediction cannot be easily determined. Moreover,
end-to-end systems do not reach the desired performance because today’s machine
learning techniques are not mature enough to solve the fact-checking problem with-
out human assistance.
The validation process is very challenging, and a fact-checking system needs to
possess a number of important abilities to solve this task: common-sense reasoning,
which is the ability to foresee outcomes of actions, such as what is going to happen
if we suddenly remove the table under a vase; world knowledge, which is knowledge
about the relations of objects in the world, e.g., a pencil is smaller than the Eiffel
Tower and whereas the former fits into a handbag, the latter does not. A system
should be able to infer such facts without being explicitly programmed to know
all possible relations between objects. Because these abilities are still unresolved
problems in the AI research community, the development of a fully automated fact-
checking system is a very difficult task. To address the identified challenges, in this
thesis, we make the following two main contributions:
I Corpus work. To address the lack of an appropriate dataset for training ma-
chine learning systems for automated fact-checking, we introduce a new richly anno-
tated corpus on the basis of the Snopes fact-checking website. The corpus provides
high-quality annotations for the different sub-tasks in the fact-checking process (Sec-
tion 1.2.1). The corpus is based on information from real fact-checking instances
aggregated from heterogeneous web sources, many of which are the origin of the false
information. In addition to the corpus, we publish our corpus creation methodology
that allows for efficiently creating large datasets with high inter-annotator agree-
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ment.
II Methodological contribution. To address the need for automated fact-checking
methods that do not suffer the drawbacks of previous approaches, we propose a novel
fact-checking pipeline consisting of several sub-systems for validating textual claims.
In contrast to many other fact-checking systems, our pipeline approach is able to
process raw text and thus make use of the vast amount of textual information avail-
able on the web, but at the same time, the pipeline is transparent, as the outputs
of the sub-systems can be observed. Correctly completed sub-tasks do not need to
be performed manually: potential errors can be traced back to their origin, and
the predictions can be revised by the fact-checker. In fact, because we believe that
fact-checking is an AI-complete problem, meaning that human-level intelligence is
required to perform the task, the objective of this thesis is to develop a system that
assists the fact-checker in the validation process, to speed up the procedure rather
than taking over the task entirely.
In this chapter, we first give a detailed overview of all the contributions of the
thesis and present a number of research questions that this thesis sets out to answer.
Thereafter, we present our fact-checking pipeline for validating textual claims. The
chapter is concluded with the publication record and the thesis outline.
2.1 Contributions and research questions
For a better overview of the individual contributions of this thesis, we illustrate the
relations of the contributions in Figure 2.1. The contributions are closely related to
the research questions presented in this section, as both contributions address open
problems in designing machine learning systems for automated fact-checking and
constructing corpora for training such systems.
2.1.1 Contributions
Figure 2.1: Overview of the contributions
I Corpus work.
(1) We introduce a new stance detection corpus (ARC) by modifying the argument
reasoning comprehension dataset introduced by Habernal et al. (2018b). On the
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basis of the new dataset and the Fake News Challenge1 corpus, we conduct cross-
domain experiments with models from the Fake News Challenge to evaluate their
generalization capabilities.
(2) We construct a new, richly annotated corpus that is based on real fact-checking
instances from the Snopes fact-checking website and provides annotations for train-
ing machine learning models for different sub-tasks in the fact-checking process.
(3) In addition to the corpus, we present our corpus creation framework for the
efficient construction of fact-checking corpora with high inter-annotator agreement.
(4) We perform a large number of experiments on our newly created Snopes corpus
with models that we have introduced and other successful approaches suitable for
the different fact-checking sub-tasks. Based on these experiments, we conduct a
detailed analysis of the fact-checking problem setting defined by our Snopes corpus
and compare it with the fact-checking problem defined by the FEVER shared task
corpus.
II Methodological contributions.
(5) We propose a novel automated fact-checking pipeline consisting of four sub-
systems: document retrieval, stance detection, evidence extraction, and claim vali-
dation.
(6) We introduce a novel document retrieval system for retrieving documents for
fact-checking from the Wikipedia FEVER shared task corpus. Our system is based
on entity linking and hand-crafted rules, and it substantially outperforms traditional
document retrieval systems based on Term Frequency - Inverse Document Frequency
(TF-IDF) on the FEVER Wikipedia corpus.
(7) We propose a stance detection system based on a deep Multi-Layer Perceptron
(MLP) and hand-crafted features. The system can determine the stance of a doc-
ument with respect to a given headline and reaches high performance in the Fake
News Challenge problem setting.
(8) We critically assess the top three systems of the Fake News Challenge and
the Fake News Challenge problem setting itself. We systematically evaluate the
performance of the features used by the top three systems as well as a set of novel
features. Based on the insights of the analyses, we propose a new metric for the
Fake News Challenge datasets and two new models for the task.
(9) We propose an evidence extraction model for extracting sentence-level evidence
from documents for a given claim. The model is based on the ESIM (Chen et al.,
2017b) and a ranking loss objective function. The evidence extraction model com-
bined with our document retrieval system outperforms other competitive systems
on the evidence identification sub-task of the FEVER shared task.
(10) We present our claim validation model that reaches the third rank for recogniz-
ing textual entailment in the FEVER shared task and analyze the performance of
the model in an error analysis.
1http://www.fakenewschallenge.org/
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2.1.2 Research questions
Besides constructing a new corpus and developing a pipeline approach for automated
fact-checking, in this thesis, we answer a number of research questions that are
important for solving the fact-checking problem:
• Is it possible to design an annotation framework for the annotation of evi-
dence in documents for a given claim and for the annotation of the stance
of the evidence with respect to the claim that leads to high inter-annotator
agreement?
• If we have stance annotated evidence for a claim (in the form of text snippets
that support or refute the claim), is it possible to validate this claim only on
the basis of the number of evidence text snippets and their stances without
considering the textual content of the claim and the evidence?
• How well can current machine learning models for fact-checking, that per-
form well on existing datasets covering a single domain, generalize to multi-
domain datasets, that is, can we achieve a high performance for automated
fact-checking on a multi-domain dataset if the system is only trained on a
single-domain corpus?
• In most of the fact-checking problem settings defined so far, evidence for the
validation of a claim is only provided in the form of one or several sentences.
Is this information sufficient, or do we need additional contextual information
to reach high performance on the claim validation sub-task?
2.2 A pipeline approach to automated fact-checking
Our fact-checking pipeline is designed for the validation of textual claims, as these
are at the core of most of the false information distributed on the web. Moreover,
such a system can be used to validate larger pieces of text, such as an elaborated news
story. Using a claim detection approach, the claims in the article can be identified.
The truthfulness (or veracity) of the article as a whole can then be determined on
the basis of the truthfulness of the claims in the article.
For the validation of a given claim, we propose a pipeline consisting of four steps,
which is illustrated in Figure 2.2. The four sub-steps of the pipeline are briefly dis-
cussed below.
Step 1: Document retrieval. Given a claim, the system retrieves documents
that contain relevant information for the validation of the claim.
Step 2: Stance detection. In this step, the stance of the retrieved documents
with respect to the given claim is determined. Documents can be classified as either
supporting or refuting the claim or having no stance with respect to the claim.
Step 3: Evidence extraction. On the basis of the given claim, sentence-level
evidence that contains important information for the validation of the claim is ex-
tracted from the retrieved documents.
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Figure 2.2: Our pipeline approach to automated fact-checking
Step 4: Claim validation. In this step, the verdict (label) for the claim is deter-
mined on the basis of the collected evidence. The claim can be classified not only as
true or false but also as not enough info, if the evidence is not sufficient to label the
claim as true or false with high confidence (see classification framework proposed in
(Thorne et al., 2018a)).
In the subsequent chapters of this thesis, the individual steps of the pipeline are
discussed in detail. In these chapters, a deeper analysis of each sub-task is given,
and novel machine learning techniques to tackle the sub-tasks are presented.
2.3 Publication record and thesis outline
This thesis is based on the contributions of the following four publications:
Andreas Hanselowski and Iryna Gurevych: A Framework for Automated
Fact-Checking for Real-Time Validation of Emerging Claims on the Web. In Pro-
ceedings of the 2017 NIPS Workshop on Prioritising Online Content, Long Beach,
Los Angeles, CL, USA, 2017. (WPOC2017)
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https://www.k4all.org/wp-content/uploads/2017/09/WPOC2017_paper_6.pdf
Andreas Hanselowski, Avinesh PVS, Benjamin Schiller, Felix Caspelherr,
Debanjan Chaudhuri, Christian M. Meyer, and Iryna Gurevych: A Ret-
rospective Analysis of the Fake News Challenge Stance Detection Task. In Pro-
ceedings of the 27th International Committee on Computational Linguistics, pages
1859–1874, Santa Fe, NM, USA, 2018. (COLING2018)
https://www.aclweb.org/anthology/C18-1158.pdf
Andreas Hanselowski, Hao Zhang, Zile Li, Daniil Sorokin, Benjamin
Schiller, Claudia Schulz, and Iryna Gurevych: UKP-Athene: Multi-Sentence
Textual Entailment for Claim Verification. In Proceedings of the EMNLP 2018 First
Workshop on Fact Extraction and Verification, pages 103-108, Brussels, Belgium,
2018. (FEVER2018)
https://www.aclweb.org/anthology/W18-5516.pdf
Andreas Hanselowski, Christian Stab, Claudia Schulz, Zile Li, and Iryna
Gurevych: A richly annotated corpus for different fact-checking sub-tasks. In Pro-
ceedings of the 23rd Conference on Computational Natural Language Learning,
pages 493-503, Hong Kong, 2019. (CoNLL2019)
https://www.aclweb.org/anthology/K19-1046.pdf
The following two publications have been completed in the course of the doctoral
program, but their content is not included in the thesis.
Christopher Tauchmann, Thomas Arnold, Andreas Hanselowski, Chris-
tian M. Meyer, and Margot Mieskes: Beyond generic summarization: A multi-
faceted hierarchical summarization corpus of large heterogeneous data. In Proceed-
ings of the Eleventh International Conference on Language Resources and Evalua-
tion, pages 3184-3191, Miyazaki, Japan, 2018. (LREC2018)
https://www.aclweb.org/anthology/L18-1503.pdf
Norbert Fuhr, Anastasia Giachanou, Gregory Grefenstette, Iryna Gurevych,
Andreas Hanselowski, Kalervo Järvelin, Rosie Jones, YiquN Liu, Josiane
Mothe, Wolfgang Nejdl, Isabella Peters, and Benno Stein: An Information
Nutritional Label for Online Documents. In Special Interest Group on Information
Retrieval Forum, volume 51, number 3, pages 46-66, 2017. (SIGIR2017)
https://www.aclweb.org/anthology/W18-5505.pdf
The thesis outline is given below. The contributions of the four publications are
presented in five chapters:
Chapter 3 is concerned with corpora for training automated fact-checking sys-
tems. We give a comprehensive overview of existing fact-checking corpora and
highlight their strengths and weaknesses. We also introduce a new stance detec-
tion dataset by modifying the argument reasoning comprehension corpus intro-
duced by Habernal et al. (2018b) (Section 3.1.2) (contribution 1). We construct
a new substantially-sized corpus, with high-quality annotations for the different
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fact-checking sub-tasks (contribution 2). In addition to the corpus, we present our
methodology for constructing and annotating corpora, which allows efficiently cre-
ating and annotating corpora (contribution 3). The corpus and the corpus creation
methodology are published in CoNLL2019.
In Chapter 4, we present a document retrieval system for retrieving documents
for fact-checking from the Wikipedia FEVER shared task corpus (contribution 6).
Our system is based on entity linking and hand-crafted rules and substantially out-
performs traditional document retrieval systems based on Term Frequency - Inverse
Document Frequency (TF-IDF) on the FEVER Wikipedia corpus. Our document
retrieval system is published in FEVER2018.
Chapter 5 is concerned with stance detection and the Fake News Challenge. We
introduce our stance detection system for determining the stance of a document with
respect to a given headline, which was deployed in the Fake News Challenge (contri-
bution 7). We analyze the top three systems of the Fake News Challenge, as well as
the Fake News Challenge problem setting itself (contribution 8). We also evaluate
the performance of the features of the top three systems and the performance of a
new feature set. On the basis of the analyses, we propose two new models. We test
the generalizability of the top three models from the challenge and our two newly
proposed models, by evaluating their performance on a second corpus that we cre-
ated by modifying the argument reasoning comprehension dataset. The proposed
stance detection system and the conducted experiments and analyses are published
in COLING2018. In this chapter, we also perform stance detection experiments
on our Snopes corpus with systems that reach high performance in similar problem
settings and conduct an error analysis for the best performing system (contribution
4). These experiments and the error analysis are published in CoNLL219.
In Chapter 6, we present an evidence extraction model for extracting sentence-
level evidence from documents for a given claim and perform experiments with
this model on the FEVER shared task corpus (contribution 9). The system and
the experiments are published in FEVER2018. We perform evidence extraction
experiments with a number of systems on our Snopes corpus and conduct an error
analysis (contribution 4). The experiments on the Snopes corpus and the error
analysis are published in CoNLL2019.
In Chapter 7, we introduce our model for claim validation that is able to validate
a claim on the basis of an arbitrary number of evidence sentences and present ex-
periments with this system on the FEVER corpus (contribution 9). The system and
the results of the experiments are published in FEVER2018. We perform a large
number of experiments for the claim validation problem of our Snopes corpus with
models from the FEVER shared task and other successful models suitable for the
task. Based on the conducted experiments, we analyze the fact-checking problem
setting defined by our Snopes corpus and compare it to the fact-checking problem
defined by the FEVER shared task corpus (contribution 4). The experiments on
the Snopes corpus and the subsequent analyses are published in CoNLL2019.
In Chapter 8, we conclude the thesis and present a summary of our contributions
and findings. Based on the findings, we answer the research questions posed in the
introduction of the thesis. In the final part of the chapter, we discuss promising
future research directions in automated fact-checking.
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For the development of a full-fledged automated fact-checking system based on ma-
chine learning, a corpus is required that needs to satisfy certain criteria. It must
contain a large number of examples with high-quality annotations for the different
tasks in the fact-checking process. Since false information can come from different
sources, such as discussion forums, news articles or messages on Twitter, the training
data should not be limited to a particular domain but cover different text sources
varying in genre and writing style. In this chapter, we analyze how far existing
corpora satisfy these criteria, and we introduce a new richly annotated corpus to
address the drawbacks of the existing datasets.
We divide this chapter into two parts. First, we present existing corpora for
training machine learning models for fact-checking. We give an overview of all fact-
checking corpora we are aware of and discuss their strengths and weaknesses. Next,
we highlight a number of corpora in more detail, which are used for the experiments
in the following chapters in this thesis. Thereafter, we present the corpusARC2017
that we have created by modifying the corpus introduced by Habernal et al. (2018b).
Second, we introduce a new richly annotated corpus based on the Snopes1 fact-
checking platform, which is more in agreement with the described criteria. In ad-
dition to the corpus, we describe our corpus creation methodology for constructing
fact-checking corpora with high inter-annotator agreement.
The contributions of this chapter are the following.2
(1) We introduce a new stance detection corpus ARC2017 by modifying the corpus
introduced by Habernal et al. (2018b).
(2) We construct a new richly annotated corpus Snopes19 based on real fact-
checking instances and providing annotations for training machine learning models
for different sub-tasks in the fact-checking process.
(3) In addition to the introduced corpora, we present our corpus creation methodol-
ogy for the efficient construction of fact-checking corpora with high inter-annotator
agreement.
1http://www.snopes.com/
2The complete list of contributions ranging from 1 to 10 is given in Section 2.1.1.
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3.1 Existing corpora
3.1.1 Overview and discussion of existing corpora
PolitiFact14. Vlachos and Riedel (2014) analyzed the fact-checking problem and
constructed a corpus on the basis of the fact-checking blog of Channel 43 and the
Truth-O-Meter from PolitiFact.4 In addition to validated claims, the corpus con-
tains evidence, which has been used by fact-checkers to validate the claims, as well
as metadata, such as the speaker ID and the date when the claim was made. Since
this early work in automated fact-checking, Vlachos and Riedel (2014) mainly fo-
cused on the analysis of the task. Thus, the corpus is small in size and only contains
106 validated claims.
Emergent16. A more comprehensive corpus for automated fact-checking was in-
troduced by Ferreira and Vlachos (2016). The dataset is based on the project
Emergent,5 which is a journalist initiative for rumor debunking. The corpus con-
sists of 300 claims, which have been validated by journalists. For each claim, the
corpus provides a number of news articles that are related to the claim, giving
rise to a collection of 2,595 associated documents. The journalists summarized each
article in a headline and annotated the stance of the article with respect to the claim.
FNC2017. Pomerleau and Rao (2017) have altered the corpus Emergent16 in
order to create a dataset for the Fake News Challenge (FNC). The FNC was an
international competition where the stance of a news article with respect to a head-
line had to be determined. Since Emergent16 only contains the annotation of the
stance of the headlines of the news articles with respect to claims, the original corpus
was modified in order to derive stance labels for the news articles (the modification
is described in detail in the following section).
ARC2017. We created this corpus by modifying the argument reasoning compre-
hension dataset introduced by Habernal et al. (2018b). The original corpus is based
on user-posts from the debate section of the New York Times and was designed for
the argument reasoning comprehension shared task. The shared task participants
had to identify and reconstruct implicit warrants for the user-posts in a number of
steps, one of which was stance detection. We modified this corpus to adjust it to
the FNC stance detection problem setting (the modification is described in detail in
the following section).
PolitiFact17. Wang (2017) extracted 12,800 validated claims made by public fig-
ures in various contexts from Politifact.6 For each statement, the corpus provides
a verdict and meta information, such as the name of the speaker, subject of the
debate, or the party affiliation of the speaker. This corpus has substantially more







tion of the claims.
RumEval17. Derczynski et al. (2017) have organized the RumourEval shared task,
for which they provided a corpus of 297 rumourous threads from Twitter containing
4,519 tweets in total. The shared task was divided into two parts, stance detec-
tion and veracity prediction for the rumors (similar to claim validation). For stance
detection, Derczynski et al. (2017) labeled the tweets as support, deny, query or
comment with respect to the rumour. The 297 rumours (claims) were annotated
as true, false, or unverified. The large number of stance annotated tweets allows
for training stance detection systems that can reach a relatively high accuracy score
of about 0.78. However, since the number of rumors (claims) is relatively small,
and the corpus is only based on tweets, this dataset alone is not suitable to train
generally applicable fact-checking systems.
Snopes17. A corpus featuring a substantially larger number of validated claims
was introduced by Popat et al. (2017). It contains 4,956 claims with their verdicts,
which have been extracted from the Snopes website, Wikipedia collection of proven
hoaxes7 and fictitious people.8 For each claim they retrieved about 30 associated
documents from the web using the Google search engine, resulting in a collection of
136,085 documents.
CLEF-2018. Nakov et al. (2018) introduced a corpus concerned with political de-
bates in the course of the CLEF-2018 shared task. The corpus consists of transcripts
of political debates in English and Arabic with annotations for two tasks that have
been tackled in the competition. In the first task, the participants had to identify
check-worthy statements (claims) in the debate, and in the second, 150 statements
(claims) from the debates had to be validated.
FEVER18. The FEVER corpus introduced by Thorne et al. (2018a) is the largest
available fact-checking corpus, consisting of 185,445 validated claims. The corpus
is based on about 50k popular Wikipedia articles, where annotators modified their
sentences to create the claims and labeled other sentences in the articles, which sup-
port or refute the claim, as evidence. This allows training machine learning models
to carry out the three tasks: document retrieval, evidence extraction, and claim
validation.
In Table 3.1, we give an overview of all presented fact-checking corpora including
our corpus Snopes19 that we introduce in Section 3.2 of this chapter. We focus on
the key parameters: the fact-checking sub-task coverage, availability of annotation,
the corpus size, and domain coverage. It must be remarked that a fair comparison
between the datasets is difficult to accomplish since the length of evidence and doc-
uments, as well as the annotation quality, significantly vary across different corpora.
As discussed in the introduction of this chapter, the training data for the devel-
opment of a full-fledged fact-checking system needs to satisfy several criteria. Below,
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claims docs. evid. stance sourc. agr. domain
PolitiFact14 106 no yes no no no political debates
(Vlachos and Riedel, 2014)
Emergent16 300 2,595 no yes yes no news
(Ferreira and Vlachos, 2016)
PolitiFact17 12,800 no no no no no political debates
(Wang, 2017)
RumEval17 297 4,519 no yes no yes Twitter
(Derczynski et al., 2017)
Snopes17 4,956 136,085 no no yes no Google search
(Popat et al., 2017)
ARC2017 376 2,884 no yes no yes NYT debates
(Habernal et al., 2018b)
CLEF-2018 150 no no no no no political debates
(Nakov et al., 2018)
FEVER18 185,445 14,533 yes yes yes yes Wikipedia
(Thorne et al., 2018a)
Snopes19 6,422 14,296 yes yes yes yes multi domain
(Hanselowski et al., 2019)
Table 3.1: Overview of corpora for automated fact-checking. docs: documents
related to the claims; evid.: evidence in form of sentence or text snippets; stance:
stance of the evidence; sourc.: sources of the evidence; (opinion holder or the URL
of the web document from which the evidence was extracted); agr.: whether or not
the inter-annotator agreement is reported; domain: the genre of the corpus
The ARC2017 dataset is based on the corpus (Habernal et al., 2018b) that was
designed for the identification of implicit warrants within the area of the argumen-
tation mining (see Section 1.2.3). Thus, even though one sub-task for this corpus is
stance detection, which is a task useful for automated fact-checking, the corpus as
a whole is not suitable for training automated fact-checking systems.
The corpora PolitiFact14, CLEF-2018 contain claims annotated with ver-
dicts but do not provide annotated evidence for the validation of the claims. This
means that for training the evidence extraction component of a fact-checking sys-
tem, an additional source of supervision is required. Thus, these corpora can only
be complementary for the development of a full-fledged fact-checking system.
The corpora PolitiFact17, Emergent16 (FNC2017), RumourEval17 are
valuable for the analysis of the fact-checking problem and provide annotations for
stance detection. However, they contain only several hundreds of validated claims
and it is therefore unlikely that modern deep learning models can be trained on
these corpora.
The corpus Snopes17 contains significantly more validated claims, but, for each
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claim, it only provides 30 documents that are retrieved from the web using the
Google search engine. Since these documents are not collected by human fact-
checkers, they cannot be considered as a gold standard. Thus, it is expected that
many of the documents are unrelated to the claim and important information for
the validation can be missing.
As discussed above, FEVER18 is the largest corpus available for the develop-
ment of automated fact-checking systems. It features a large number of validated
claims and annotations of documents and evidence. Nevertheless, since the corpus
only covers Wikipedia, the trained systems are unlikely to be able to extract evidence
from heterogeneous web-sources. Moreover, the corpus is based on synthetic claims
derived by modifying sentences from Wikipedia and not natural claims that origi-
nate from diverse sources on the Internet. Thus, a system trained on this dataset is
unlikely to generalize to a real-world fact-checking problem setting, and be able to
validate naturally emerging claims (see discussion in Section 7.4.3).
As our analysis shows, while multiple fact-checking corpora are already available,
no single existing resource provides full fact-checking sub-task coverage and at the
same time is of substantial size and covers multiple domains of text. To eliminate
this gap, we created a new corpus which is described in detail in Section 3.2 of this
chapter.
3.1.2 Highlighted corpora
In this section, we present the three corpora FEVER18, FNC2017, ARC2017 in
more detail, as we are going to use them in our experiments in the following chapters
of this thesis.
FEVER shared task corpus (FEVER18)
The FEVER corpus (FEVER18) was introduced by Thorne et al. (2018a) for the
Fact Extraction and Verification (FEVER) shared task.9 It is the largest corpus
available for training automated fact-checking and consists of 185,445 validated
claims. The entire corpus is based on about 50k popular Wikipedia documents,
and annotators have created the claims by modifying sentences in these documents.
The annotators have also marked sentences that either support or refute the claim
in the Wikipedia documents as evidence. The evidence sentences for one claim can
thereby originate from the same document or from a number of different documents.
The claims are labeled as supported, refuted, and not enough info. Even though the
stance of the evidence is not annotated, it can be deduced from the verdict. If the
claim is true the annotated evidences are necessarily supporting the claim, and if the
claim is false the evidences are necessarily refuting the claim. In case of not enough
info, no evidence could be found to refute or support the claim. One of the more
elaborated instances from the corpus is given in the Example 3.1 below. Here, two
sentences need to be combined in order to validate the claim. Such instances repre-
sent 31.75% percent of the dataset. For the remaining instances, only one sentence
is given that directly supports or contradicts the claim. Thorne et al. (2018a) report
9http://fever.ai/2018/task.html
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Claim: The Rodney King riots took place in the most populous county in the USA.
Evidence sentences:
[wiki/Los Angeles Riots] The 1992 Los Angeles riots, also known as the Rodney
King riots were a series of riots, lootings, arsons, and civil disturbances that occurred
in Los Angeles County, California in April and May 1992.
[wiki/Los Angeles County] Los Angeles County, officially the County of Los
Angeles, is the most populous county in the USA.
Verdict: Supported
Example 3.1: An example for a validated claim from the FEVER18 corpus
an inter-annotator agreement of 0.6841 Fleiss κ Fleiss (1971) for claim classification
and 95.42% precision and 72.36% recall for the annotation of evidence sentences.
The corpus provides annotations for three tasks which had to be tackled during
the shared task: document retrieval, sentence selection (evidence extraction), and
recognizing textual entailment (which is similar to our definition of claim validation).
The main statistics of the corpus is given in Table 3.2. Each instance is represented
by a claim with its verdict and Wikipedia documents with annotated evidence sen-
tences. As can be noticed, the training-set of the corpus is biased towards supported
claims as these instances represent more than half of the instances. Nevertheless,
the development set and the held out test-set are balanced. Even though there are
185,445 validated claims in the original corpus, evidence has only been annotated in
14,533 documents. This means that many of the claims are about the same topic.
Since other documents have not been considered, there are more evidence sentences
for a claim than have been labeled by annotators. In fact, Wikipedia articles often
overlap in their content (see for instance the articles about Richard Nixon and the
Watergate scandal). The shared task organizers were aware of this issue, and there-
fore, the evidence sentences predicted by the systems during the shared task were in
part evaluated by humans. If the annotators agreed that the new evidence sentences
predicted for a claim are valid, these sentences were added to the set of ground truth
evidence sentences of this claim. In this way, also the number of evidence sentences
for the corpus could be increased.
instances evidence docs. supported refuted not enough info
185,445 14,533 55 % 20 % 25 %
Table 3.2: Corpus statistics and label distribution of the FEVER18 corpus
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Fake News Challenge corpus (FNC2017)
The Fake News Challenge10 (FNC) was organized by Pomerleau and Rao (2017) in
order to foster the development of AI technology to automatically detect fake news.
The challenge received much attention in the NLP community, as 50 teams from
both academia and industry participated. The goal in the FNC was to determine
the stance (or the perspective) of a news article (a document) relative to a given
article headline. An article’s stance can either agree or disagree with the headline,
discuss the same topic, or can be completely unrelated.
For training and validation of competing systems, the organizers provided a
dataset11 (FNC2017) which is based on the Emergent16 corpus. The dataset
construction framework, which was used by the organizers to create the corpus,
is described below. Moreover, in order to assess the performance of the machine
learning model with respect to humans on the task, we have determined the human
upper bound in this thesis.
Dataset construction. Ferreira and Vlachos (2016) report that the originalEmer-
gent16 corpus contains claims, for each of which news articles are provided that are
concerned with the claim. Nevertheless, after analyzing the corpus, we have found
that instead of entire news articles, the corpus often contains only a number of sen-
tences from a news article. This is also reflected in the low average token count for
the news articles reported in Table 3.3. Thus, even though we are going to refer to
these “news articles” as documents, the reader should keep in mind that these can
also contain just a hand full of sentences.
Each news article is summarized into a headline and the stance of this headline
with respect to the claim is annotated. Nevertheless, the problem setting defined for
the FNC is the detection of the stance of an article with respect to a headline, which
was not explicitly given in Emergent16. Thus, the FNC organizers modified the
original corpus to fit this problem setting. Below, we give a detailed description of
the modification process and present an example from the resulting corpus (Example
3.2).
The Emergent database, from which the Emergent16 dataset was constructed,
contains 300 clusters of stories (documents) each of which is centered around a
single claim. Each document in a cluster talks about the claim, and either agrees
with the claim, disagrees with it, or simply discusses the topic without taking a
side. As mentioned above, in the original corpus, each document was summarized
into a headline. The organizers matched every headline within a cluster with every
document within the same cluster. Depending on the stance of the headline and
the stance of the matched document, the pair was annotated as agree, disagree, or
discuss. In order to generate the unrelated class, headlines and bodies from different
clusters were matched. The labeling rules are described below in more detail:
• agree: If both the document and the headline were annotated as agreeing
with the claim, or both were annotated as disagreeing with the claim, the pair
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• disagree: If the headline was annotated as disagreeing with the central claim
and the document agreed with the claim, the pair was labeled as disagree. The
same label was given for the reverse case, that is, if the headline agreed and
the document disagreed with the claim.
• discuss: If either the headline or the document or both were annotated as
discuss relative to the central claim, the pair was labeled as discuss.
• unrelated: Headlines and documents from different clusters were randomly
matched, and since both are concerned with different topics, the generated
instances were annotated as unrelated.
Moreover, to prevent teams from using any unfair means by deriving the labels
for the test set from the publicly available Emergent16 dataset, the organizers
created 266 additional instances. For this propose, they have taken claims from the
web and manually collected documents that are related to the claims and annotated
their stance.
Table 3.3 shows the size of the resulting corpus and the label distribution. As
can be noticed, the dataset is heavily biased towards unrelated claims which make
up almost three-quarters of the dataset. The disagree class has the smallest number
of instances which represents only 2.0% of the dataset.
headlines docs. tokens instances agree disagree discuss unrelated
2,587 2,587 372 75,385 7.4% 2.0% 17.7% 72.8%
Table 3.3: Corpus statistics and label distribution for the FNC dataset (“docs.”
refers to article bodies in the FNC corpus; “tokens” refers to the average number
tokens in all documents in the corpus; “instances” are labeled document-headline
pairs)
Human upper bound. In order to estimate the room for machine learning sys-
tems with regard to human performance, we determined the human upper bound on
the resulting stance detection task. We asked five human raters to manually label
200 randomly selected document-claim pairs. The raters reached an overall inter-
annotator agreement of Fleiss’ κ = 0.686 (Fleiss, 1971), which is substantial and
allows drawing tentative conclusions (Artstein and Poesio, 2008). However, when
ignoring the unrelated class, the inter-annotator agreement dramatically drops to
κ = 0.218. This indicates that differentiating between the three related classes
agree, disagree, and discuss is difficult even for humans. We assume this is because
in the original dataset Emergent16, the stance of the headlines with respect to
the claims is annotated, and in the modified version of the dataset for the FNC
(FNC2017) the relative stance of the documents with respect to the headlines is
automatically derived according to the rules described above. We have found that
this often leads to ambiguous instances. In particular, in cases in which the headline
discusses the central claim and the document agrees with the claim or vice versa,
it was difficult to determine the stance. In these cases, the stance was annotated
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Headline: Robert Plant Ripped up $800M Led Zeppelin Reunion Contract
Text snippets with their stance labels extracted from example documents:
“... Led Zeppelin’s Robert Plant turned down £500 MILLION to reform supergroup.
...” Stance label: agree
“... No, Robert Plant did not rip up an $800 million deal to get Led Zeppelin back
together. ...” Stance label: disagree
“... Robert Plant reportedly tore up an $800 million Led Zeppelin reunion deal. ...”
Stance label: discuss
“... Richard Branson’s Virgin Galactic is set to launch SpaceShipTwo today. ...”
Stance label: unrelated
Example 3.2: An example from the FNC2017 corpus
as discuss, however, the annotators had difficulties to keep these instances apart
from the agree instances. This is also reflected in the relatively low inter-annotator
agreement for the annotation of related documents. This implies that the quality of
the corpus is not very high and the human performance is relatively low.
Argument Reasoning Comprehension dataset (ARC2017)
The Argument Reasoning Comprehension (ARC) dataset (ARC2017) was con-
structed for the ARC shared task (Habernal et al., 2018b). The shared task covered
a number of sub-tasks for which the corpus provides annotations. Since in this the-
sis, we are interested in the stance detection sub-task of the ARC shared task, we
only discuss the part of the dataset which was created for this purpose. To evaluate
the performance of the different machine learning models, which were developed for
the FNC, we have modified the ARC in such a way that it fits the FNC problem
setting (the experiments on both corpora are described in Section 5.3).
Below, we describe how the original ARC dataset was constructed and how we
modified the corpus. Moreover, similar to the FNC2017, we have also determined
the human upper bound in order to estimate the performance of the machine learning
methods with respect to humans on this task.
Dataset construction. For the creation of the dataset, Habernal et al. (2018b)
manually selected 188 debate topics with popular questions from the user debate
section of the New York Times.12 For each topic, they collected user-posts, which
were highly ranked by other users, and created two claims representing two opposing
views on the topic. They then asked crowd workers to decide whether a user post
supports either of the two opposing claims or does not express a stance at all. The
12https://www.nytimes.com/
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Example from the original ARC dataset
Topic Do same-sex colleges play an important role in education or are they
outdated?
User post Only 40 women’s colleges are left in the U.S. And, while there are a
variety of opinions on their value, to the women who have attended ...
them, they have been ... tremendously valuable. ...
Claims 1. Same-sex colleges are outdated 2. Same-sex colleges are still
relevant
Label Same-sex colleges are still relevant
Generated instance in alignment with the FNC problem setting
Stance Headline Document
agree Same-sex colleges are still relevant Only 40 women’s colleges are left in
the U.S. ...
Table 3.4: An example from the original ARC dataset and a generated instance
which corresponds to instances in the FNC dataset (FNC2017)
resulting dataset covers typical controversial topics from the news domain, such as
immigration, schooling issues, or international affairs. While the topics are similar
to the FNC dataset, there are significant differences between the corpora. A user
post is typically a multi-sentence statement representing one viewpoint on the topic.
The news articles of FNC, on the other hand, are longer and usually provide a more
balanced and detailed perspective on an issue.
To use the ARC data for the FNC stance detection setup, we considered each user
post as a document and randomly selected one of the two claims as the headline.
In fact, the user-posts typically express an opinion in several sentences and can
be therefore considered as short documents. Since the claims express two different
views on the discussed topic, and because the user-posts always referred to the topic,
we assumed that the user-posts from the same topic are always related to the two
opposing claims for this topic. We labeled the claim-user-post pair as agree if the
workers have selected this claim for the user post and as disagree if the workers
chose the opposite claim. We annotated the pair as discuss if the workers selected
neither of the two claims. In order to generate the unrelated instances, we randomly
matched the user-posts with the claims, but avoided that a user post is assigned to
a claim from the same topic. Table 3.4 shows an example of our revised ARC corpus
structure.
Table 3.5 provides the statistics of the resulting corpus. We have modified the
resulting dataset in such a way that the class distribution roughly corresponds to
the FNC dataset. The corpus is also biased towards unrelated instances. However,
the other three classes are more balanced compared to FNC2017.
Human upper bound. We have determined the human upper bound for the
resulting ARC17 dataset using the same procedure as applied to the FNC corpus.
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headlines docs. tokens instances agree disagree discuss unrelated
4,448 4,448 99 17,792 8.9% 10.0% 6.1% 75.0%
Table 3.5: Corpus statistics and label distribution for the ARC dataset (“documents”
refers to article bodies in the FNC corpus; “tokens” refers to the average number
of tokens in all documents in a corpus; “instances” are labeled document-headline
pairs)
Five expert annotators annotated 200 samples according to the four classes scheme.
The inter-annotator agreement overall is κ = 0.614 (Fleiss’-κ) which is slightly lower
compared to the FNC corpus. However, the agreement for the three related classes
agree, disagree, and discuss is higher as the annotators reach κ = 0.383. On the
basis of the annotation of the five expert, we have computed the most probable
annotation using MACE (Hovy et al., 2013). We considered this annotation as the
human prediction for the task reaching an F1 macro score of 0.773. This score is
slightly higher compared to the FNC corpus. We also determined the class-wise F1
scores: unrelated = 0.954 agree = 0.710, disagree = 0.857, and discuss = 0.571. As
can be noted, the most difficult class, in this case, is discuss. For this class, we have
the smallest number of instances, and the human performance is the lowest. In fact,
after analyzing the discuss instances, we have found that in many cases it is not
obvious that the user-post is related to the claim. These user-posts have therefore
often been labeled as being unrelated.
3.2 Snopes fact-checking corpus (Snopes19)
In order to address the drawbacks of existing datasets, we introduce a new compre-
hensive corpus based on the Snopes13 fact-checking website. We have chosen the
Snopes website as the source for our corpus as it provides many important annota-
tions for each validated claim, such as a verdict, evidence in form of text snippets,
and links to documents that provide additional information about the claim.
The resulting corpus consists of 6,422 validated claims with rich annotations
based on the data collected by Snopes fact-checkers and our crowd-workers. The
corpus covers several domains, including discussion blogs, news, and social media
that are often found responsible for the creation and distribution of unreliable infor-
mation. In addition to validated claims, the corpus comprises over 14k documents
annotated with evidence on two granularity levels and provides the annotation of the
stance of the evidence with respect to the claims. Our data allows training machine
learning models for the four steps of the automated fact-checking process: docu-
ment retrieval, evidence extraction, stance detection, and claim validation. Below,
we provide a detailed description of the created corpus.
13http://www.snopes.com/
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3.2.1 Corpus construction
This subsection describes the source data from the Snopes website, followed by a
detailed report on our corpus annotation framework.
Source data
Snopes is a large-scale fact-checking platform which employs human fact-checkers
to validate claims (rumors) that often emerge on the web and are then distributed
through social media (see also Section 1.2.1). A simple fact-checking instance from
the Snopes website is shown in Figure 3.1. As displayed in the figure, each instance
is represented by a set of fields that store information relevant for fact-checking. At
the top of the page, the claim and the rating (verdict) are given. The Snopes fact-
checkers additionally provide a document (resolution) which backs up the verdict.
The important passages in the document, which we call Evidence Text Snippets
(ETSs), are marked with a yellow bar. As additional validation support, Snopes
provides URLs (underlined words in the resolution are hyperlinks) for original docu-
ments (ODCs) from which the ETSs have been extracted or which provide additional
information. Our crawler extracts this information from the Snopes fact-checking
websites, that is, from each website we extract: 1. claim, 2. verdict, 3. resolu-
tion, 4. ETSs, and 5. ODCs with their URLs.14.
Corpus annotation
The relationship between the evidence and the claim is an important piece of infor-
mation in the automated fact-checking process, as it allows the user of the system
to gain a better understanding of the fact-checking instance. Moreover, the claim
validation component of the fact-checking pipeline would potentially benefit from
this information for the prediction of the verdict. However, while ETSs provided by
Snopes express a stance towards the claim, this relationship is not explicitly stated
on the web-page (see for instance example in Figure 3.1).
Another issue with the original annotation on the Snopes website is the ETS
granularity. The ETSs extracted by fact-checkers are relatively coarse and often
contain detailed background information. This information is not directly related
to the claim, and consequently not useful for its validation. In order to create an
informative high-quality collection of evidence that is important for validating the
claims, we asked crowd-workers first to label the stance of the ETSs with respect to
the claims, and then extract sentence-level evidence from the ETSs that are directly
relevant for the validation of the claim. We further refer to these sentences as Fine
Grained Evidence (FGE). Further details of the annotation process are given below.
Stance annotation. To identify the stance of ETSs towards the claim, we per-
formed an annotation study on Amazon Mechanical Turk15. For this purpose, we
have developed an annotation interface and defined annotation guidelines (see Ap-
pendix A.2.1 for more information).
14The crawling of the Snopes website was done in the course of two master theses: Nagaraja
(2017) and Zhang (2018)
15https://www.mturk.com/
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Figure 3.1: Source fact-checking instance from the Snopes website
The stance annotation is a three-way classification. The stance of the ETS (ar-
ticle) towards the claim needs to be labeled as agree, disagree, and in case the ETS
is off-topic or does not explicitly express a stance towards the claim, a third label
is given (No explicit reference to the claim). For the sake of simplicity, we refer to
this label as no stance henceforth. Two ETSs annotated with stance are given in
the Example 3.1.
FGE annotation. Since the stance is already annotated in the previous step,
the complexity of the FGE annotation task can be significantly reduced. We have
filtered out ETSs with no stance, as they do not contain any supporting or refuting
FGE.
The annotation of FGE is a binary classification on the sentence level, that is,
a sentence is either evidence or not. The crowd workers were asked to annotate
sentences in the ETSs if they explicitly referred to the claim and either supported it
or refuted it. The annotation guidelines for the annotation of the FGE in the ETSs
and the annotation interface is described in the Appendix A.2.2.
Example 3.1 shows two ETSs with marked FGE (displayed in italics). As can
be observed, not all information given in the original ETSs is directly relevant for
validating the claim. For instance, sentence (1c) in the first ETS only provides addi-
tional background information and is therefore not considered as FGE. The second
example furthermore demonstrates that FGE is annotated in accordance with the
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(1a) Fox News Channel announced today that it would shut down for what it called
“routine maintenance”.
(1b) The shut down is on 21 January 2013.
(1c) Fox News president Roger Ailes explained the timing of the shutdown: “We
wanted to pick a time when nothing would be happening that our viewers want to
see.”
Claim: Donald Trump supported Emmanuel Macron during the French Elections
Stance: refute
Evidence Text Snippet:
(2a) In their first meeting, the U.S. President told Emmanuel Macron that he had
been his favorite in the French presidential election saying “You were my guy”.
(2b) In an interview with the Associated Press, however, Trump said he thinks Le
Pen is stronger than Macron on what’s been going on in France.
Example 3.1: Evidence selection for automated fact-checking (FGE selected are
marked by italic font)
stance of the ETS: while sentence (2a) does support the claim on its own, it is not
annotated as FGE, since the parent ETS stance is refuting.
3.2.2 Corpus analysis
In this subsection, we calculate the inter-annotator agreement on both the stance
and FGE annotations, present the corpus statistics, and discuss the characteristics
of the corpus. Moreover, we compare the created dataset to the FEVER18 corpus.
Corpus statistics
Table 3.6 displays the main statistics of the corpus. For a better understanding
of the content of the corpus, below, we give an overview over the entire corpus
construction procedure.
The corpus contains 6,422 claims, which corresponds to the number of Snopes
fact-checking web pages we have crawled. On these web pages, we have found 16,509
ETSs. We further followed the links on the Snopes web pages and found 14,296 web-
documents (ODCs) which we also crawled. Workers annotated the stance of the
ETSs and FGE in ETSs. In 8,291 ETSs the workers were able to find FGE, which
we called FGE-sets, i.e., a FGE-set is a set of annotated sentences (FGE) from the
same ETS. Many of the ETSs have been decided to have no stance (see Table 3.8),
and following our annotation study setup, are not used for FGE annotation. Thus,
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the number of FGE-sets is substantially lower than the number of ETSs. We have
found that, on average, an ETS consists of 6.5 sentences. For those ETSs that have
support/refute stance, on average, 2.3 sentences are selected as FGE.
claims ETSs FGE-sets ODCs
count: 6,422 16,509 8,291 14,296
Table 3.6: Overall statistics of the Snopes corpus (FGE-set: a set of annotated
sentences (FGE) in the same ETS; ODCs: web-documents that have been linked
from the Snopes web pages)
The distribution of the verdicts in our corpus is shown in Table 3.7. As can be
observed, the dataset is unbalanced in favor of false claims. The label mostly false
means that some aspects of the claim are false and some are true, but the false
aspects outweigh the true aspects. E.g. the claim: Citrus fruits are an effective
medicine against the scurvy disease because of their acidity is mostly false because
even though citrus fruits are effective against scurvy, the cause of the cure is vitamin
C and not acidity. The label mostly true is given if the true aspects outweigh the
false aspects. The verdict other refers to a collocation of verdicts that do not express
a tendency towards declaring the claim as being false or true, such as mixture,




count: 2,943 659 334 93 2,393
% 45.8 10.3 5.2 1.4 37.3
Table 3.7: Distribution of verdicts for claims on the Snopes website
The stance distribution for ETSs is displayed in Table 3.8. In this case, sup-
porting ETSs and ETSs which do not express any stance are the majority. For
supporting and refuting ETSs, annotators identified FGE-sets for 8,291 out of 8,998
ETSs. ETSs with a stance but without FGE sets often miss a clear connection to
the claim, so the annotators did not annotate any sentences in these cases.
The class distribution of the FGE-sets is also given in Table 3.8. As for the
stance annotation, the supporting FGE-sets are more frequent.
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support refute no stance
ETS:
count 6,734 2,266 7,508
% 40.8 13.7 45.5
FGE sets:
count 6,178 2,113 –
% 74.5 25.5 –
Table 3.8: Stance distribution for ETSs and the FGE-sets (FGE from the same
ETS)
Inter-annotator agreement
Stance annotation. Every ETS has been annotated by at least six crowd workers.
The workers were paid 9 cents for the annotation of the stance of three ETSs. We
evaluated the inter-annotator agreement between two groups of workers following
the approach presented in Habernal et al. (2018b). As reported by Habernal et al.
(2018b), the more workers are deployed, the better the inter-annotator agreement
between the two groups. In a number of preliminary experiments, we have found
that six workers are enough to reach a high inter-annotator agreement for this task.
For the evaluation of the inter-annotator agreement, we randomly divided the work-
ers into two groups (of at least 3 workers) and determined the best annotation for
each group using MACE (Hovy et al., 2013). The final inter-annotator agreement is
determined by comparing the best annotation of the two groups. Using this proce-
dure, we obtain a Cohen’s Kappa of κ = 0.7 (Cohen, 1968), indicating a substantial
agreement between the crowd workers (Artstein and Poesio, 2008). The gold anno-
tations for the ETS stances were computed with MACE using the annotations of all
crowd workers, that is, we have put the workers from the two groups into one group
(of at least six workers) and then computed the best annotation using MACE. We
have further assessed the quality of the annotations performed by crowd workers by
comparing them to expert annotations. Two experts labeled 200 ETSs, reaching an
inter-annotator agreement of κ = 0.7. We then computed the best expert annota-
tion on the basis of the annotations of the two experts using MACE. The agreement
between the best experts’ annotations and the computed gold annotations from the
crowd workers is κ = 0.683. This confirms that the gold annotations of ETS stance
obtained from crowd workers are of high quality.
FGE Annotation. In this case, workers were asked to annotate the ETSs on
the sentence level. Because this task is more difficult than stance annotation, we
paid 10 cents for the annotation of the sentences in a single ETS. Similar to the
evaluation of the stance annotation, we compared the annotations of FGE in 200
ETSs by experts to the annotations of the same ETSs by crowd workers. The
inter-annotator agreement between the crowd workers is 0.55 Cohen’s Kappa. The
agreement between expert and gold annotations obtained from the crowd workers
using MACE is κ = 0.56. In fact, the task is significantly more difficult than stance
annotation. Since sentences may provide only partial evidence for or against the
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claim, it is difficult to determine how big the information overlap between a sentence
and a claim should be for a sentence to be considered as FGE. The sentence (1a) in
the Example 3.1, for instance, only refers to one part of the claim without mentioning
the time of the shutdown. We can further modify the example in order to make the
problem more obvious:
(a) The Fox News Channel announced today that it is planing a shutdown on 21
January 2013.
(b) The maintenance of the Fox News Channel is on 21 January 2013.
(c) Fox News made an announcement today about a shutdown.
As the examples illustrate, there is a gradual transition between sentences that
can be considered as essential for the validation of the claim and those which just
provide minor negligible details or unrelated information.
In summary, the agreement scores show that our method for crowd-sourcing
the annotation of the stance and FGE produces labels of good quality. For stance
detection, we reach a substantial inter-annotator agreement with a Cohens’ Kappa
score of 0.7 (Artstein and Poesio, 2008). For the more challenging task of annotating
FGE we reach 0.55 Cohens’ Kappa which is considered moderate inter-annotator
agreement (Artstein and Poesio, 2008).
Data statement
In this subsection, we present the data statement (Bender and Friedman, 2018) for
our Snopes corpus. According to Bender and Friedman (2018), the data statement
should describe a number of specific characteristics of the introduced corpus. Below,
we present a subset of these characteristics that are applicable to our Snopes corpus.
A. CURATION RATIONALE: Our corpus is based on the Snopes fact-checking
website and we have chosen this website because it provides many annotations re-
quired for training machine learning models for fact-checking. The included texts are
very diverse and are discussed in the paragraph F. TEXT CHARACTERISTICS.
in more detail.
B. LANGUAGE VARIETY: Snopes is almost entirely focused on claims made
on English speaking websites in the U.S. The corpus therefore only features English
fact-checking instances. Since the sources of the included texts are very diverse, no
further specifications can be made with respect to the language variety, e.g. whether
different English dialects are present in the corpus.
C. SPEAKER DEMOGRAPHICS: As outlined in B., the sources of the texts
are very diverse, and we therefore cannot pin down the speaker demographics such
as age, gender, race, etc.
D. ANNOTATOR DEMOGRAPHICS: We have not made any specifications
on Amazon Mechanical Turk with respect to the demographics of the annotators.
Thus, the annotation study was performed by annotators from the pool of all eligible
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AMT workers (most workers are female and white, 60% come from the U.S, 30%
from India, 10% rest of the world). 16
F. TEXT CHARACTERISTICS: We have investigated what kind of topics
are prevalent in our corpus in order to identify potential biases. We have grouped
the fact-checking instances (claims with their ETSs) according to the categories
defined by Snopes. We have found that the four categories Fake News, Political
News, Politics and Fauxtography are most frequent in the corpus ranging from 700
to about 900 claims. A substantial number of claims (200 - 300 claims) are present
in the categories Inboxer Rebellion (Email hoax), Business, Medical, Entertainment,
and Crime.
We have further investigated the sources of the collected documents (Original
Documents (ODCs)) and grouped them into a number of classes according to the
genre of the document: real news, false and satire news, social media, and diverse
sources (which encompasses documents from different sources, such as governmental
domains, online retail, or entertainment websites). Real news is the largest group
representing 38% of all the documents. The news articles come from different web-
sites ranging from mainstream news like CNN to tabloid press or partisan news.
False and satire news is the second-largest group of documents with a share of 30%.
The most articles in this group are from the two websites thelastlineofdefense.org
and worldnewsdailyreport.com. Social media documents with a share of 11% come
from sources like Facebook and Twitter and represent the third largest class of doc-
uments. The rest of the documents representing 21% of the document collection
come from diverse sources.
Comparison of the Snopes19 and the FEVER18 corpora
We view the FEVER18 corpus as the most comprehensive dataset introduced so
far, and therefore, we compare the properties of this corpus to our Snopes corpus.
Although the annotations provided by our dataset are similar to the annotations
of the FEVER corpus, important differences exist with respect to the following
characteristics: (1) the domain diversity, (2) the nature of claims, and (3) the relation
between the stance of evidence and the verdict of the claim. Below, we discuss these
characteristics in detail.
(1) Domain diversity: One obvious difference is that the Snopes corpus is based
on different sources of data and therefore, covers multiple domains (see Section 3.2.2).
The FEVER18 corpus, on the other hand, is only based on Wikipedia.
(2) Nature of claims: The claims in the FEVER18 corpus have been created
by modifying Wikipedia sentences and they are therefore artificial. Thus, it is
not guaranteed that such claims emerge in the real world. Moreover, these claims
represent factual statements about knowledge that is available in encyclopedias and
knowledge bases and which was often known for years. For instance: “Tim Roth
is an English actor”., “The Bermuda Triangle is in the western part of the North
Atlantic Ocean.”. Many of the claims contain well-known entities and have a simple
structure of subject is\was\were object.
16https://en.wikipedia.org/wiki/Amazon_Mechanical_Turk#Research_validity
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The claims in the Snopes19 corpus, on the other hand, are naturally occurring
claims that originated on false-news websites, social media, etc. They mostly refer to
recent events that often have not been well documented, or to extraordinary events
which lack the reference to known named entities e.g.: “A tornado carried a mobile
home for 130 miles and left its occupants unharmed.” The structure of the claims
is more diverse often including more than two entities, and the alleged relations
between the entities are more complicated. See for instance: “Louise Rosealma was
photographed holding an explosive device made from a glass bottle before she was
punched by Nathan Damigo.” The lack of available information in encyclopedias
about the claims in the Snopes corpus and their complex structure makes the claim
validation problem more difficult compared to the FEVER18 corpus.
(3) The relation between the stance of evidence and the verdict of the claim:
Another difference between the two datasets results from the approach based on
which the corpora have been constructed. The verdict of a claim for FEVER18
depends on the stance of the evidence, that is, if the stance of the evidence is agree,
the claim is necessarily true, and if the stance is disagree the claim is necessarily false.
This is because the annotators of the FEVER corpus first created the claims and
then looked for evidence for the claim in Wikipedia articles. As a result, the FEVER
claim validation problem can be reduced to stance detection. Such a transformation
is not possible for the Snopes19 corpus. The evidence in the Snopes corpus might
originate from unreliable sources and a claim can therefore have both supporting
and refuting ETSs. The stance of ETSs is therefore not necessarily indicative of the
veracity of the claim.
In order to investigate the relationship between the stance of the evidence and the
verdict for our dataset, we computed their correlation. In the correlation analysis,
we investigated how a claim’s verdict, represented by the classes false, mostly false,
other, mostly true, true, correlates with the number of supporting ETSs minus the
number of refuting ETSs. The formal definition of the problem is as follows: The
verdicts of the claims are considered as one variable V ∈ {−2,−1, 0, 1, 2}, where
the values correspond to the following verdicts {−2 : false}, {−1 : mostly false},
{0 : other}, {1 : mostly true}, {2 : true}, and the stance of the ETSs is considered
as the other variable S = PETS − NETS where PETS is the number of supporting
or positive ETSs for the considered claim and NETS the number of refuting or
negative ETSs. In our correlation analysis, we found that the verdict is only weakly
correlated17 with the stance, as the computed Pearson correlation coefficient between
V and S is only 0.16.
Summary. The presented comparison of the two corpora shows that even though
the corpora are similarly structured, the resulting fact-checking problem for the two
corpora significantly differs. In contrast to FEVER18, the Snopes corpus is a multi-
domain corpus, which means that machine learning systems trained on this corpus
need to generalize across different kinds of text. The claims in the Snopes corpus
are naturally occurring claims, they have a more complicated structure, and refer
to recent events which are often not well documented. Thus, the claim validation
problem is more complicated for this corpus. Another difficulty for the validation of
17http://www.dmstat1.com/res/TheCorrelationCoefficientDefined.html
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the claims in the Snopes corpus is that the evidences often emerge from unreliable
sources. As a result, the verdict of the claims is only weakly correlated with the
stance of the evidence. Based on our comparison, we conclude that the fact-checking
problem defined by our Snopes corpus is more realistic, as information from real fact-
checking instances is used, but also more difficult, as the dataset is more diverse and
information from unreliable sources is included. A further analysis of the differences
between FEVER18 and Snopes19 is given in Section 7.4.2, where experiments on
the two corpora are discussed.
3.3 Discussion of the annotation models
The choice of the annotation framework is always subjective and researchers often
disagree on how a particular problem should be modeled. We therefore would like
to discuss potential weaknesses of the chosen annotation frameworks and justify our
particular choice for each sub-task.
Document retrieval. Of the four considered tasks document retrieval is probably
the least controversial problem setting. As described in Section 4.1, in our defini-
tion of the document retrieval problem, a document is considered to be relevant if
it includes important information for the validation of the claim. More concretely,
the document is labeled as relevant if it contains one or several evidence sentences
supporting or attacking claim. The annotation of the documents is therefore highly
dependent on the evidence extraction task, where it needs to be defined what consti-
tutes an evidence sentence and whether one should consider sentence-level evidence
in the first place. For our corpus Snopes19, we have collected the documents
that have been annotated by the Snopes fact-checkers with Evidence Text Snippets
(ETSs). Thus, no annotation from our side was required.
Stance detection. We consider stance detection on the document level (FNC2017),
user comment level (ARC2017) and ETS level (Snopes19). An alternative ap-
proach would be to perform stance detection on the sentence/sub-sentence level, as
it is typically done in argumentation mining. Here, sentence/sub-sentence arguments
are labeled as supporting or attacking the claim (Stab and Gurevych, 2014). The
advantage of the latter approach is that the information is reduced to sentence/sub-
sentence level and the stance is potentially less ambiguous. A document, on the
other hand, can contain sentences with an opposing stance as the author might
highlight both sides of the argument.
However, when considering sentence/sub-sentence level information, contextual
information might be missing as the document often only as a whole conveys a
consistent stance on a topic, which the author tries to communicate. Moreover,
performing document level stance detection also simplifies the subsequent task of
labeling evidence sentences, as the annotator only needs to identify evidence sen-
tences having to the same stance as the document. This is cognitively less demanding
than identifying evidence without knowing the stance in advance. Thus, the two
steps can be efficiently arranged after each other, where in the first step, the stance
of the document as a whole is identified, and then in a second step, sentence-level
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evidence sentences are determined that are most indicative of the stance of the entire
document.
Due to the outlined benefits of the second approach, we have chosen the annota-
tion of the stance on the document level/ETS level as it was also suggested for the
Fake News Challenge (Pomerleau and Rao, 2017).
Evidence extraction. As described in Section 3.2.1, we define evidence sentences
as sentences that explicitly refer to the claim and either support or refute it. An
alternative annotation framework is often chosen in argumentation mining where
sub-sentence level evidences/arguments are considered (Stab and Gurevych, 2014).
In fact, arguments (which in their definition are similar to evidence) in many cases do
not follow sentence boundaries. Thus, in argumentation mining, the identification
of arguments is often defined as a sequence labeling task where a model annotates
spans of tokens (Eger et al., 2017). On the other hand, one could also argue that
sentence pieces or even entire sentences are not sufficient to capture comprehensive
evidences/arguments and text snippets containing several sentences should be con-
sidered as evidence instead. This approach is followed by Snopes fact-checkers, who
extract Evidence Text Snippets (ETSs) from documents as evidence. An advan-
tage of this approach is that we have more contextual information and anaphoric
pronouns are mostly avoided.
We have not adopted the sub-sentence level approach since annotators often do
not agree on the span boundaries. The annotation quality for span annotation is
therefore often significantly lower compared to sentence-level annotation (see for
instance agreement scores reported in (Zechner, 2002; Tauchmann et al., 2018)).
Text snippet level evidence annotation, as it is practiced by Snopes fact-checkers,
is problematic, as the wider context often contains irrelevant and redundant infor-
mation. In fact, our experiments on the Snopes corpus have shown that learning
to identify ETSs in text is almost impossible, as we were not able to train a classi-
fier that significantly outperforms the random baseline. From our perspective, the
choice of whether to include a sentence in an ETS was often made arbitrary by the
fact-checkers. Thus, we consider the task of annotating ETS as not reproducible.
Sentence-level annotation, on the other hand, leads to the best results in our an-
notation and classification studies. Moreover, we observed that if several sentences
in a row are important for the validation of the claim, annotators selected these
sentences. Thus, arguments that are composed of several sentences are captured.
Due to these advantages, we have adopted the annotation of sentence-level evi-
dence. There have been a number of other studies that also found that annotation
of sentence-level evidence works well in practice (see for instance (Thorne et al.,
2018a; Stab et al., 2018a)).
Claim validation. In our experiments described in Chapter 7, we consider claim
validation as ternary classification. We reduce the different verdicts present on the
Snopes website to the three ratings true, false, and not enough info (i.e. unverifiable
given the collected evidence) following the annotation framework proposed by Thorne
et al. (2018a).
Even though widely practiced, the labeling of a given claim with a verdict is
disputed among fact-checkers. As described in Section 1.2.1, whereas Snopes and
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Politifact label the claim according to a predefined rating scheme, FullFact and
FactCheck abstain from giving a verdict and only provide an analysis. The mere
classification of a claim as being true, false or not enough info might be too simplistic,
miss nuances and conceal the often complex nature of the considered issue. The true
state of affairs can be distorted in different ways: (1) a message could have been
manipulated unintentionally, (2) different aspects of the message could have been
highlighted inappropriately, (3) the message has been presented out of context, or
(4) some aspects of the message are wrong whereas others are true. Thus, at least
some of the fact-checkers do not reduce the problem of validating a claim to mere
classification and provide an analysis instead, where they discuss the issue in detail.
However, such a comprehensive analysis of a claim is beyond the capabilities of
current machine learning methods. A system would have to be able to analyze in
which way a message has been distorted and discuss these findings in a summary.
Since these tasks cannot yet be accomplished automatically, we make use of the more
simplistic approach of only classifying the claim. This can act as a proxy for the anal-
ysis of the true state of affairs as long as we do not have more sophisticated machine
learning methods that would allow us to resolve an issue more comprehensively. As
illustrated in Table 3.1, most of the researchers in automated fact-checking today
adopt this more simplistic approach since in most corpora, claims are annotated
with a verdict.
3.4 Chapter summary
This chapter was concerned with the analysis and the construction of corpora for
training automated fact-checking systems. In the first part, we presented related
work in the field, that is, we discussed the characteristics of the currently available
fact-checking datasets, and investigated their strengths and weaknesses. We have
found that while a large number of fact-checking corpora exist, there is not a single
multi-domain dataset that is of substantial size and provides annotations for the
different tasks in the fact-checking process.
In the next part of the chapter, we highlighted a number of corpora in more
detail: the FEVER shared task corpus FEVER18, the Fake News Challenge corpus
FNC2017, and the Argument Reasoning Comprehension Corpus ARC2017. The
ARC2017 was created by us through modifying an existing corpus introduced by
Habernal and Gurevych (2017). For the two corpora FNC2017 and ARC2017, we
have presented the human upper bound, which we have determined in an annotation
study. The properties of these corpora are of particular importance, as they are used
for the experiments in the following chapters of this thesis.
In order to address the lack of an appropriate corpus for training machine learning
models for fact-checking, in the last part of the chapter, we have introduced a new
richly annotated corpus based on the Snopes fact-checking website. This corpus
allows training systems for document retrieval, stance detection, evidence extraction,
and claim validation. We have presented the original data from the Snopes website,
which we have crawled, and our annotation methodology for labeling the stance of
evidence text snippets and annotating sentence-level evidence. As shown by the
evaluation of the resulting corpus, our annotation approach leads to high inter-
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annotator agreement. Moreover, we provided the statistics of the corpus, analyzed
the biases of the dataset, and compared the corpus to the FEVER18 corpus as the
most comprehensive dataset for fact-checking introduced to date. The analysis of
our corpus has shown that it is biased towards false claims and many of the provided
evidence text snippets originate from unreliable sources, such as false news websites.
Since many of the evidences are unreliable, the veracity of a claim for our corpus
cannot be easily deduced from the stance of the evidence as for the FEVER corpus.
We therefore concluded that the more realistic fact-checking problem setting posed
by our Snopes corpus is more challenging than the fact-checking problem defined by
the FEVER corpus.
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The previous three chapters give an introduction to automated fact-checking and
present datasets for training automated fact-checking systems. This chapter and
the following three chapters are concerned with specific sub-tasks of the automated
fact-checking pipeline (Chapter 2). In this chapter, we are addressing document
retrieval that is the first sub-task of the pipeline. Since in this thesis, we consider
document retrieval as a sub-task of a fact-checking system, we define the problem
as the retrieval of documents that contain important information for the validation
of a given claim.
The document retrieval problem is discussed in this chapter in five sections. In
the first section, we introduce the document retrieval problem setting and provide
an example. In the second section, we present related work, where we in particular
focus on document retrieval systems that retrieve documents for evidence extrac-
tion. The third section is concerned with different document retrieval approaches
that are designed for the FEVER shared task document retrieval problem setting.
In the third section, we also introduce a novel entity-linking approach for retrieving
Wikipedia articles on the basis of given a claim. In the fourth section, we present ex-
periments with the approaches introduced in the third section. Section five presents
an error analysis, where we highlight weaknesses of our entity-linking approach that
should be addressed in future work. In section six, we sum up the most important
points of this chapter.
The contribution of this chapter is the following.1
(4) We propose a novel document retrieval system based on entity linking that
outperforms other approaches on the FEVER18 dataset.
4.1 Problem setting
To evaluate the document retrieval systems presented in this chapter, we use the
FEVER shared task corpus FEVER18 discussed in Section 3.1.2.
In this thesis, we define document retrieval in the context of automated fact-
checking as the retrieval of documents from a document collection using a claim as
a query. The retrieved documents shall contain relevant information for the vali-
1The complete list of contributions ranging from 1 to 10 is given in Section 2.1.1.
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dation of the claim. We define this problem setting formally as follows: Find the
k most relevant documents D = {d1, ..., dk} to the query (claim) c in the docu-
ment collection DC according to the relevance function f(DC, c) and the ranking
function g(DC, c). Whereas the relevance function f(DC, c) retrieves n relevant
documents d, the ranking function g(d, c) computes a ranking score for these docu-
ments. Thus, the documents can be ranked and the k highest ranked documents se-
lected as the retrieved documents. In practice, the relevance function is often based
on an inverted-index, meaning that if there is lexical overlap between the query
and the document, the document is retrieved. The ranking function is based on a
similarity measure between the query and the document, such as Term-Frequency
Inverse-Document-Frequency (TF-IDF).
An example of a claim c, for which 3 (k) documents D have been retrieved, is
given below (Example 4.1). As can be noticed, all the retrieved documents discuss
the claim.
Claim: Israel caused flooding in Gaza by opening river dams
Retrieved documents:
Doc.1 The Gaza Ministry of Interior said in a statement that civil defense services
and teams from the Ministry of Public Works had evacuated more than 80 families
from both sides of the Gaza Valley (Wadi Gaza) after their homes flooded as water
levels reached more than three meters. “Israel opened water dams, without warn-
ing, last night, causing serious damage to Gazan villages near the border,” General
Al-Saudi told Al Jazeera. ...
Doc.2 Hundreds of Palestinians left homeless after Israel opens river dams and
floods houses General Al-Saudi said that the dams were opened without warning.
The suffering is compounded by the fact that Israel has maintained a complete siege
over Gaza for the last eight years, severely limiting electricity and the availability of
fuel for generators. It has also prevented the displaced from rebuilding their homes,
as construction materials are largely banned from entering. ...
Doc.3 The Daily Mail published a story on Monday that originally accused Israel
of intentionally opening dams in southern Israel in order to flood Gaza. The only
problem is, ... there are no dams in southern Israel. Honest Reporting, an NGO
that according to its website “monitors the news for bias, inaccuracy, or other breach
of journalistic standards in coverage of the Arab-Israeli conflict,” took screen shots
of the article before amendments were made. Even more embarrassing ... the Daily
Mail’s article attempted to connect the flooding in Gaza with the Israel Electric
Company’s decision to cut power to the West Bank cities. ...




Document retrieval is a sub-branch of information retrieval (Manning et al., 2010;
Baeza-Yates et al., 2011) and is the task of identifying free-text documents given a
multi-word or multi-sentence query. Document retrieval systems, also referred to as
search engines, can be based in lexical search (Robertson et al., 1995), non-lexical
(semantic) search (Guha et al., 2003; Bast et al., 2016) or the mixture of the two.
Another distinction can be made by differentiating between machine learning based
and non-machine learning-based document retrieval systems. Whereas non-machine
learning based systems only extract features from the document and the query in
order to measure their similarity for document ranking, machine learning based
systems learn a ranking function using examples of query-document pairs.
Document retrieval systems typically use an inverted index in order to keep track
which term is contained in which document. Thus, when typing a number of key-
words into the search-box, all documents containing the keywords can be retrieved.
For the ranking of the retrieved documents, a number of different approaches have
been proposed. Traditional ranking approaches are based on the Okapi BM25 al-
gorithm (Robertson et al., 1995) and/or the Google’s Page Rank algorithm (Page
et al., 1999). Okapi BM25 is a lexical, non-machine learning-based algorithm which
makes use of Term Frequency - Inverse Document Frequency (TF-IDF) in order
to measure the similarity between the query and a document. A document and a
query are thereby often represented as TF-IDF weighted bag-of-words vectors and
their cosine similarity is taken as the ranking score. Page Rank uses the information
about the cross-references between documents in order to determine the documents’
importance. The more links point to a document, the more important it is and the
higher its ranking position.
In contrast to Okapi BM25, which only considers lexical overlap between the
query and the documents, semantic (non-lexical) non-machine learning ranking al-
gorithms are based on explicit semantic representations (Guha et al., 2003; Ruotsalo,
2012), such as open linked data (Bizer et al., 2011), semantic web ontologies (Huip-
ing, 2010), or knowledge graphs (Singhal, 2012)).
Machine learning based semantic ranking approaches make use of learned rep-
resentations (Kumar et al., 2012; SanJuan et al., 2007), topic models (Eickhoff and
Neuss, 2017), and deep learning approaches (Guo et al., 2016; Mitra and Craswell,
2017; McDonald et al., 2018).
Semantic and machine-learning-based ranking approaches are widely used in to-
day’s search engines. However, document retrieval systems for practical NLP appli-
cations still often only rely on TF-IDF similarity for ranking because the approach
is effective and easy to implement.
Stab et al. (2018a) developed ArgumenText which is a search engine for re-
trieving arguments. ArgumenText is based on an index generated by Elasticsearch
(Gormley and Tong, 2015) and the Okapi BM25 ranking algorithm. In a first step,
ArgumenText retrieves documents that potentially contain arguments for a given
query. In the second step, the arguments within the documents are identified. Ar-
gument retrieval or argument search is a task defined within the field of argumen-
tation mining (Section 1.2.3) and it is similar to the two steps document retrieval
and evidence extraction in the context of automated fact-checking. The retrieved
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arguments are similar to evidence, as they often represent credible statements, such
as a conclusion of a scientific study or an expert opinion (Section 1.2.2), that either
support or attack a given text query. However, whereas in document retrieval for
automated fact-checking the query is a claim, in argument search the query is a
controversial topic. The retrieval problem is therefore significantly different. Since
a topic is mostly only represented by a number of words (e.g. nuclear energy), key-
word based (or Boolean) search (Frants et al., 1999) is often sufficient to find the
relevant documents. In automated fact-checking, ideally, the claim as a whole needs
to be understood by the search engine in order to find the relevant documents.
Another line of research relevant to document retrieval for automated fact-
checking is open domain question answering. Also for this task, a document retrieval
system is deployed in the first step of the pipeline.
Chen et al. (2017a) tackle open-domain factoid question answering usingWikipedia
as a knowledge source. They consider text-spans in Wikipedia articles as answers for
the factoid questions. To address the defined problem, Chen et al. (2017a) propose
the DrQA system. The system first retrieves Wikipedia articles containing rele-
vant information to a given question and then detects the answer text-spans in the
retrieved articles using a Recurrent Neural Network (RNN). DrQA is based on the
inverted index followed by TF-IDF ranking. Chen et al. (2017a) further improve the
performance of the system using n-gram features that represent information about
the local word order.
Since the first component of the DrQA system was developed to retrieve Wikipedia
articles, Thorne et al. (2018a) used this component as a baseline for document re-
trieval in the FEVER shared task. In fact, for both tasks, in the first step, one
needs to identify Wikipedia articles that contain relevant information to a given
query. Whereas for the FEVER shared task the query is a claim, for question an-
swering the query is a question. As both types of queries are sentences, it is expected
that the document retrieval problems are similar.
Document retrieval for Wikipedia is a problem setting that provides additional
information compared to a general document retrieval problem, and therefore, the
task can also be approached in a different manner. A query often features one
or multiple entities that form its main content. Wikipedia can be viewed as a
knowledge base, where each article describes a particular entity, and the entity is
represented by the article title. Thus, as originally proposed by Cucerzan (2007),
document retrieval can be framed as an entity linking problem. More concretely, one
can identify entity mentions in the claim and link them to the Wikipedia articles of
this entity. The linked Wikipedia articles can then be used as the set of the retrieved
documents. Nevertheless, even though the entity linking approach is often superior
to classical document retrieval methods (see the analysis in Section 4.4), it is only
applicable to encyclopedias where the article title corresponds to an entity which is
described in the article body.
Since this chapter is concerned with the document retrieval problem defined in
the FEVER shared task, we use the DrQA system as a baseline in our experiments.
The performance of the DrQA system is compared to the results of two entity linking
based document retrieval approaches.
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4.3 Document retrieval systems
In this section, we present a method for linking entity mentions in a query to entities
in the Wikidata knowledge base (Vrandečić and Krötzsch, 2014) that was proposed
by Sorokin and Gurevych (2018), and an entity linking approach that we have
developed for the FEVER shared task document retrieval problem. Since Wikidata
is based on Wikipedia, the approach proposed by Sorokin and Gurevych (2018) is
also suitable for the FEVER document retrieval problem.
4.3.1 Entity linking for Wikidata
Sorokin and Gurevych (2018) introduced an entity linking approach for question
answering based on the Wikidata knowledge base (Vrandečić and Krötzsch, 2014).
In the first step of the question-answering task, entities in the input question have
to be linked to entities in the knowledge base. A jointly optimized neural archi-
tecture is used for the detection of entity mentions in the input question and their
disambiguation. In the detection phase, token n-grams need to be identified, which
correspond to the entity mention, and in the disambiguation phase, entities in the
knowledge base need to be found to which the detected entity mention refers. As
features, Sorokin and Gurevych (2018) use the surrounding context of the candidate
n-gram on different levels of granularity. A token-level system component extracts
higher-level features from the whole question context, and a character-level sys-
tem component builds lower-level features for the candidate n-gram. E.g. for the
question: Where was Barack Obama born? the token n-grams “where, where-was,
where-was-barack, ... ” and the character n-grams “wh, ere, was, bar, ack, ...” are
extracted as features.
As described in Section 4.2, entity linking approaches can be leveraged for re-
trieving Wikipedia articles, whereby entities in the query are matched with the titles
of the Wikipedia articles. Since the approach developed by Sorokin and Gurevych
(2018) was designed for the Wikidata knowledge base, which is constructed on
the basis of Wikipedia, the method is suitable for document retrieval based on
Wikipedia. In fact, claims in the FEVER18 dataset also feature entities that can
be linked to Wikipedia articles. Thus, in the experiments in the subsequent section,
we evaluate the performance of the system on the FEVER document retrieval task.
4.3.2 Entity linking based document retrieval for Wikipedia
The system introduced by Sorokin and Gurevych (2018) is designed for linking
entity mentions in a question to entities in the Wikidata knowledge base. Even
though the system can also be applied for linking entity mentions in a claim to
Wikipedia articles, it was not developed for this purpose. In fact, after analyzing
the FEVER18 dataset, we have found that other features, which are not used by
Sorokin and Gurevych (2018), are also important for document retrieval for this
dataset. We have observed that instead of using n-gram features, we can reach
higher performance if we use noun-phrases and the subject of the claim as entity
candidates (see discussion below). Thus, we have developed our own entity linking
approach that is particularly tailored for retrieving articles from Wikipedia in the
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context of the FEVER shared task.
The main challenge in entity linking is the processing of ambiguous entity men-
tions. Since a claim is only a single sentence, which does not provide much context
for disambiguation, we base our system on entity linking approaches for short texts
(Guo et al., 2013; Sorokin and Gurevych, 2018). These approaches focus on the
extraction and modeling of the entity mentions.
In our problem setting, we need to find entities in the claims that match the
titles of Wikipedia articles. For instance, given the claim “Robin Thicke has worked
with Pharrell Williams” the two named entities in the claim can be linked to the
Wikipedia article titles “Robin Thicke” and “Pharrell Williams”. The article “Robin
Thicke” is the Wikipedia article that contains supporting evidence sentences for the
given claim, and would be therefore the desired document. Following the typical
entity linking pipeline, we develop a document retrieval component that has three
main steps, which are described below. The three steps are also illustrated in Fig-
ure 4.1.
Figure 4.1: Entity linking for the FEVER shared task document retrieval problem
(source of figure (Zhang, 2018))
Mention extraction. In general, for mention extraction pre-trained named entity
recognition models, such as those contained in Stanford CoreNLP (Manning et al.,
2014) or AllenNLP (Gardner et al., 2018) library, can be used. However, these
models focus on the three main types of named entities (Organization, People and
Location), which represent only a subset of entities present in the claims of the
FEVER18 dataset. Thus, we develop our own mention extraction approach. In
order to find entities of different categories, such as movie or song titles, which are
numerous in the claims of FEVER18, we employ the constituency parser from Al-
lenNLP (Gardner et al., 2018). The constituency parser breaks a claim into phrases
or constituents in the form of a tree structure (see example in Figure 4.1). After
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parsing the claim, we consider every noun phrase as a potential entity mention that
can be linked to a Wikipedia article. Nevertheless, a movie or a song title may be
an adjective or any other type of syntactic phrase. To account for such cases, we
consider the set of words in the claim before the main verb and the whole claim itself
also as potential entity mentions. For example, a claim “Down With Love is a 2003
comedy film.” contains the noun phrases “a 2003 comedy film’ and “Love”. Neither
of these two noun phrases is the correct entity mention. But all words before the
main verb “is” form an entity “Down With Love”.
Candidate article search. We use the MediaWiki API2 to search through the
entire English Wikipedia in order to find Wikipedia article titles that potentially
correspond to the entity mentions found in the claim in the previous step. The Me-
diaWiki API uses the Wikipedia search engine to find matching articles. Given an
entity mention as a query, it returns about ten Wikipedia articles. The order of the
articles reflects the similarity between the entity mention and the named entity that
the Wikipedia article describes. This means that the higher the article is placed in
the ranking, the more likely is it that the article describes the entity mentioned in
the claim. The MediaWiki API uses the online version of Wikipedia, and therefore,
there are some discrepancies between the 2017 dump provided by the shared task
organizers and the latest Wikipedia version. To account for the difference, we also
perform a search over all Wikipedia articles in the dump, where we consider only
exact matches between the extracted entity mentions and the Wikipedia article ti-
tles. We add these results to the set of the retrieved articles.
Candidate filtering: The MediaWiki API retrieves articles whose titles overlap
with the entity mention query. The results may therefore contain articles with a
title longer or shorter than the entity mention used as the query, and thus, these
articles can refer to different entities. As illustrated in the example in Figure 4.1,
using Hot Right Now (song name) as a query, the article with the title So Hot Right
Now is among the search results. However, this article refers to a different song that
is unrelated to Hot Right Now. To address this problem, we remove articles with
the headlines that are longer than the entity mention and do not overlap with the
rest of the claim, e.g. since So Hot Right Now is longer than Hot Right Now and
the word So is not contained in the claim, this article is discarded. To evaluate the
overlap, we first remove the content in parentheses from the Wikipedia article titles
(used for disambiguation) and stem the remaining words in the titles and the claim.
Then, we discard a Wikipedia article if its stemmed article title is not completely
included in the stemmed claim. We collect all retrieved Wikipedia articles for all
identified entity mentions in the claim after filtering and supply them to the next
step in the fact-checking pipeline, which is evidence extraction.
2https://www.mediawiki.org/wiki/API:Main_page
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4.4 Experiments
In Table 4.1, we illustrate how the introduced heuristics affect the performance of
our document retrieval system on the FEVER18 development set. Only using noun
phrases as queries for the MediaWiki API already leads to high performance, as we
are able to retrieve 88.37% of the gold-standard documents when considering the 7
highest-ranked articles (recall @7). By adding entire claims and tokens before the
main verb (subject) to the retrieved entity mentions, the document recall @7 could
be further improved by 2%.
candidate entity type accuracy recall @7
NPs 92.24 88.37
NPs + claims 92.69 89.40
NPs + claims + subject 93.55 90.33
Table 4.1: The influence of the selection of different entity mention candidates on
the performance of the document retrieval system on the FEVER18 development
set (7 highest ranked articles considered)
Table 4.2 shows the performance of our document retrieval system when retriev-
ing different numbers of the highest-ranked Wikipedia articles. The results show
that the more articles we retrieve, the better the accuracy and recall of the system.
However, since the overall number of sentences retrieved for a claim is increased, this
does not necessarily improve the performance of the subsequent evidence extraction
system. In fact, when using 10 articles, we have a larger number of irrelevant candi-
date evidence sentences and the performance of the evidence extraction component
is reduced (see analysis in Section 6.4.1). Thus, in the results reported in the rest
of the thesis, we only use the system which retrieves 7 documents.






Table 4.2: Performance of our retrieval system when using different numbers of
search results on the FEVER18 development set
In Table 4.3, we compare the performance of our document retrieval systems
to the results obtained by the baseline system, which was provided by the shared
task organizers (Thorne et al., 2018a), and the entity linking approach proposed
by Sorokin and Gurevych (2018). As the results demonstrate, we were able to
substantially outperform both systems. The FEVER shared task baseline is only
based on the inverted index and TF-IDF ranking and does not make use of the
additional information provided by the Wikipedia article headlines. The entity
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linking approach proposed by Sorokin and Gurevych (2018) is designed to link en-
tities in questions with entities in the Wikidata knowledge base, which is not well
suited for retrieval Wikipedia documents. Compared to questions, the claims in the
FEVER shared task corpus exhibit a different structure. We have exploited this
structure in our entity linking approach by identifying candidate entity mentions
using a constituency parses and filtering the retrieved articles based on heuristics.
As demonstrated by the results, the introduced additional modifications allow us to
identify the Wikipedia articles with higher recall, and we can therefore substantially
increase the performance of the system.
system recall
Thorne et al. (2018a) 70.20
Sorokin and Gurevych (2018) 73.70
our system 90.49
Table 4.3: Results of the compared entity linking approaches on the FEVER18
development set
4.5 Error analysis
We have identified the following causes for the errors made by our system:
Spelling errors. A word in the claim or in the article title is misspelled. E.g.
“Homer Hickman wrote some historical fiction novels.” vs. “Homer Hickam”. If
spelling errors occur, our document retrieval system discards the article during the
filtering phase. In order to address this problem, a document retrieval system could
be based not on exact matches between tokens but on the cosine similarity between
word or/and character embeddings. Since a misspelled word would have a similar
word or character embedding, the performance of the system for these cases could
be improved.
Missing entity mentions. The title of the article that needs to be retrieved, is
not related to any entity mention in the claim. E.g. Article title to be retrieved:
“Blue Jasmine”; Claim: “Cate Blanchett ignored the offer to act in Cate Blanchett.”.
This problem is difficult to solve, as there is no lexical overlap between the title and
the claim. However, also in this case, embeddings could potentially help to improve
performance, as the embeddings to the entities in the claim and the embedding of
the article title might be semantically similar.
Search failures. Some Wikipedia articles refer to different entities but they have
the same titles. For the disambiguation, they contain a category name in parenthe-
ses, e.g., Michael Jordan (basketball). Since the correct entity among the different
alternatives needs to be retrieved, this makes it additionally difficult to find articles
using the MediaWiki API. E.g. for the claim “Alex Jones is apolitical ” the article
“Alex Jones (radio host)” needs to be retrieved, but the MediaWiki only returns
Wikipedia articles that refer to other people: “Alex Jones (actor)", “Alex Jones
(baseball)", “Alex Jones (basketball)", ... A future document retrieval system should
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be able to identify all article headlines that match the entity and then disambiguate
between those.
4.6 Chapter summary
In this chapter, we analyzed the problem of retrieving documents in the context
of automated fact-checking. Thereby, we mostly focused on the document retrieval
sub-task of the FEVER shared task. We first discussed the document retrieval
problem setting and provided an example. Next we presented related work for the
task of retrieving documents, from which in a subsequent step, evidence for a claim
or answers to a question need to be identified. We thereby presented a document
retrieval approach for open-domain question answering which served as a baseline
in the FEVER shared task.
In the second part of the chapter, we presented two entity linking based ap-
proaches for retrieving Wikipedia articles. These methods are based on the observa-
tion that entities in the claims of the FEVER shared task often match headlines of
Wikipedia articles. The first approach we have presented was proposed by Sorokin
and Gurevych (2018) and was originally designed for linking entities in questions to
entities in the Wikidata knowledge base. However, having observed that claims in
the FEVER18 dataset have a different structure compared to questions, we have
developed our own entity liking approach that is particularly tailored for matching
entities in the claim of the FEVER18 dataset to Wikipedia articles.
After presenting the two entity linking approaches, we discussed the experiments,
which we have performed with the systems. We have shown that the different
components, which we have introduced in our system, are beneficial and help to
increase performance. As a result, we are able to substantially outperform the
FEVER shared task baseline system, as well as the entity linking approach proposed
by Sorokin and Gurevych (2018).
In the last part of the chapter, we presented the results of the error analysis
that we have conducted for our entity linking approach, in order to help to improve
the performance of the system in future research. In the analysis we have identified
three major causes of errors: Spelling errors in the claim or the Wikipedia articles,
missing lexical overlap between the claim and the titles of the correct Wikipedia








In this chapter, we analyze the stance detection problem which, after document
retrieval, represents the second task in the fact-checking pipeline (Section 1.2.2).
We define stance detection as the problem of identifying the relative perspective of
a document with respect to a given claim. The detection of the stance of a doc-
ument provides valuable information for the fact-checker operating the system as
the agreement/disagreement between the retrieved documents and the claim can be
made explicit. Moreover, this information can potentially be helpful for the subse-
quent tasks in the fact-checking pipeline: evidence extraction and claim validation.
We investigate the stance detection problem by running experiments on the
corpora FNC2017, ARC2017, and Snopes19. Here, the stance of a news ar-
ticle (FNC2017), a user-post (ARC2017) or an Evidence Text Snippets (ETS)
(Snopes19) needs to be identified with respect to a claim (ARC2017, and Snopes19)
or an article headline (FNC2017). Even though news articles, user-posts, and ETSs
vary in size, they in general consist of multiple sentences, and for the sake of sim-
plicity, we will refer to them as documents.
The analysis of the stance detection problem in this chapter is structured as
follows. In the first part (Section 5.1), we discuss the stance detection problem and
provide an example. The second part (Section 5.2) gives an overview of related
work in the field of stance detection. In the third part (Section 5.3), we analyse the
Fake News Challenge (FNC) stance detection task1 (FNC2017) and perform exper-
iments on the ARC2017 corpus for comparison. In the fourth part (Section 5.4),
we conduct experiments with three different models on our newly introduced corpus
Snopes19.
The contributions of this chapter are the following.2
(7) We present our stance detection system for determining the stance of a document
with respect to a given headline, which was deployed in the Fake News Challenge.
(8) We analyze the top three systems of the Fake News Challenge, and the Fake
News Challenge problem setting itself. We evaluate the performance of the features
of the top three models on FNC2017, as well as the performance of a new set of
features.
(1) We evaluate the generalizability of all analyzed FNC models by testing them
1http://www.fakenewschallenge.org/
2The complete list of contributions ranging from 1 to 10 is given in Section 2.1.1.
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on a second corpus ARC2017 and performing cross-domain experiments between
FNC2017 and ARC2017.
(4) We conduct experiments on the stance detection task of the Snopes19 corpus
with systems that reach high performance in similar problem settings and discuss
the results. Moreover, we conduct an error analysis in order to identify challenging
instances that can be addressed in future work.
5.1 Problem setting
We define stance detection as the problem of identifying the relative perspective of a
document towards a claim. Our definition of a document is broad, and we consider
news articles, user blog posts, and Evidence Text Snippets (ETSs) also as documents.
Moreover, in the FNC2017 corpus, the anchor, with respect to which the stance of
the documents needs to be determined, is a news article headline and not a claim.
Nevertheless, the headlines are often framed as claims and the FNC problem setting
is therefore similar to the stance detection task defined for the other two corpora.
This broad definition of the problem setting allows us to analyze how the stance
detection problem differs for each corpus and how different methods perform across
different corpora.
In this chapter, we consider two stance labeling schemes, the FNC problem
setting: agree, disagree, discuss, unrelated, and our definition of the stance detection
problem for the Snopes19 corpus: agree, refute, no stance.
An example of the annotation of the stance of a number of documents with
respect to a claim is given below in Example 5.1. Whereas the green-colored docu-
ments agree with the claim, the red-colored document disagrees with the claim.
Claim: Israel caused flooding in Gaza by opening river dams
Retrieved documents:
Doc. 1 The Gaza Ministry of Interior said in a statement that civil defense services
and teams from the Ministry of Public Works had evacuated more than 80 families
from both sides of the Gaza Valley (Wadi Gaza) after their homes flooded as water
levels reached more than three meters. “Israel opened water dams, without warn-
ing, last night, causing serious damage to Gazan villages near the border,” General
Al-Saudi told Al Jazeera. ...
Doc. 2 Hundreds of Palestinians left homeless after Israel opens river dams and
floods houses General Al-Saudi said that the dams were opened without warning.
The suffering is compounded by the fact that Israel has maintained a complete siege
over Gaza for the last eight years, severely limiting electricity and the availability of
fuel for generators. It has also prevented the displaced from rebuilding their homes,
as construction materials are largely banned from entering. ...
Doc. 3 The Daily Mail published a story on Monday that originally accused Israel
of intentionally opening dams in southern Israel in order to flood Gaza. As writer
72
5.2. RELATED WORK
and Lydia Willgress has learned the hard way, there are no dams in southern Israel.
Honest Reporting ... took screen shots of the article before amendments were made.
Even more embarrassing ... the Daily Mail’s article attempted to connect the flood-
ing in Gaza with the Israel Electric Company’s decision to cut power to the West
Bank cities. ...
Example 5.1: Stance detection for automated fact-checking
5.2 Related work
Previous works in stance detection mostly focused on target-specific stance predic-
tion, where the stance of a piece of text with respect to a topic or a named entity is
determined. Corpora concerned with document level stance detection are the three
corpora FNC2017, ARC2017, and Snopes19, which we use for the experiments
in this chapter, and the datasets introduced by Hasan and Ng (2013) and Faulkner
(2014). Below, we first briefly discuss previous work on target-specific stance pre-
diction and then work on document level stance detection. Since in this chapter
we analyze the FNC problem setting in more detail, we discuss related work on
FNC2017 in a separate subsection.
5.2.1 Target-specific stance detection
Target-specific stance detection has been done for tweets (Mohammad et al., 2016;
Augenstein et al., 2016; Zarrella and Marsh, 2016) and online debates (Walker et al.,
2012; Somasundaran and Wiebe, 2010; Sridhar et al., 2015). Such target-specific ap-
proaches are based on structural (Walker et al., 2012), linguistic and lexical features
(Somasundaran and Wiebe, 2010) and use probabilistic soft logic (Sridhar et al.,
2015) or neural models (Zarrella and Marsh, 2016; Du et al., 2017) with conditional
encoding (Augenstein et al., 2016) to predict the stance. Stance prediction in tweets
(Mohammad et al., 2016; Augenstein et al., 2016; Du et al., 2017) and in online
debates (Hasan and Ng, 2013) differs from the problem setting we are analyzing
in this chapter, as the considered text pieces are represented by only few sentences
instead of an entire document. Moreover, the stance is determined with respect to
a target, which is a single word or multi-word expression, and not a statement in
natural language, such as a claim or a headline, as in our case.
5.2.2 Document-level stance detection
Faulkner (2014) tackled document-level stance detection in student essays, and
Hasan and Ng (2013) considered document-level stance detection in online debates.
Faulkner (2014) proposed a classifier based on lexica of polarity words, dependency
sub-trees, and prompt topic words in the target that invoke a response in the es-
say. Hasan and Ng (2013) developed a sentence modeling approach to improve
document-level stance classification. They hypothesize that sentences with neutral
stance should not play a role in determining the document’s stance. However, this
pipeline approach highly depends on the sentence-level stance classification to be
accurate.
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5.2.3 FNC stance detection problem
The FNC stance detection task is inspired by Ferreira and Vlachos (2016), who
classify the stance of a headline (summarizing a news article in a sentence) towards
a specific claim. In the FNC, however, the task is document-level stance detection,
which requires the classification of an entire news article (document) relative to the
headline (see also the discussion in Section 3.1.2).
There has been much work done on the FNC2017 dataset and not all of the
studies and methods can be discussed here in detail. Thus, below, only the studies
are outlined that we consider to be most significant.
The top performing system in the FNC was developed by the team SOLAT in
the SWEN (Sean et al., 2017) from Talos Intelligence (Talos henceforth). They
used a combination of a deep convolutional neural network with gradient-boosted
decision trees with lexical features. Our system Athene (Hanselowski et al., 2017)
won the second place with an ensemble of five Multi-Layer Perceptrons (MLPs)
and handcrafted features. UCL Machine Reading (UCLMR) (Riedel et al., 2017) were
placed third using a multi-layer perceptron with bag-of-words features. The three
systems are presented in Section 5.3.1 in more detail. Other works on FNC use a
two-step logistic regression-based classifier (Bourgonje et al., 2017) and a stacked
ensemble of five classifiers (Thorne et al., 2017) and achieve the 9th and 11th places
respectively.
Although many groups performed experiments on the FNC2017 corpus, in our
analysis in Section 5.3, we focus only on the top three systems due to the availability
of source code and our goal of analyzing what contributes most to good performance.
More recent studies on the FNC presented below have been published after our
analysis, and are therefore beyond the scope of this chapter.
Mohtarami et al. (2018) introduced an end-to-end memory network to address
the FNC stance detection task. The memory module of the model is based on
convolutional and recurrent neural networks. The model uses a similarity matrix in
order to extract text snippets evidence that is most indicative of the stance. The
model stands out among other models developed for the FNC task as it allows the
user to identify sentences expressing a stance towards the headline that can then
be used to reason about the veracity of the headline. However, the model does not
outperform the top three systems from the FNC.
Zhang et al. (2018) framed the FNC stance detection task as a ranking prob-
lem. For this purpose, they defined a max-margin hinge-loss objective function that
maximizes the difference between the ranking score of the correct stance prediction
and the ranking scores for the other three classes. This approach is superior to
the classification-based method used by the three winning systems of the FNC and
reaches a new state-of-the-art on FNC2017.
Other studies which are concerned with the FNC are the following (Thorne et al.,
2017; Bourgonje et al., 2017; Stanford, 2017).
5.2.4 Summary
As we have outlined in this section, there was not much work on document-level
stance detection prior to the FNC. Most of the related work focused on target-specific
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stance detection where the stance of a relatively short piece of text (one or several
sentences), with respect to a multi-word expression (target) is determined. The
FNC document-level stance detection problem is more challenging, as the stance of
an entire document with respect to a news article headline needs to be determined. A
document typically contains many neutral sentences, which do not express a stance,
and can include sentences with an opposing stance, that is, sentences agreeing and
sentences disagreeing with the headline. In the latter case, it is particularly difficult
to determine the stance of the article as a whole. Nevertheless, most of the successful
systems on the FNC2017 corpus do not model the stance of individual sentences,
but directly classify the stance of the entire document mostly relying on lexical
features. These systems are analyzed in the rest of this chapter in more detail.
5.3 Analysis of the FNC stance detection task
Even though the FNC has received much attention in the NLP community with 50
participating teams, there was no overview or analysis paper on FNC similar to the
shared task on detecting stance in twitter (Mohammad et al., 2016; Derczynski et al.,
2017; Taulé et al., 2017). To demonstrate the best scientific practices and achieve
research transparency, we closed this gap by performing a detailed analysis of the
FNC stance detection task and systematically reviewing the top-ranked systems at
FNC. More specifically, in this section, we present the top three participating sys-
tems of the FNC, reproduce and analyze the results and investigate the performance
of different features for the FNC problem setting. Based on the analysis, we propose
an optimized set of features and a new model for the FNC task. In order to analyze
the generalizability capabilities of the models developed for the FNC, we evaluate
their performance on the ARC2017 dataset.
5.3.1 Participating systems
In our experiments, we consider FNC’s three top-ranked systems which we abbrevi-
ate as Talos, Athene, and UCLMR.
Talos. Talos Intelligence’s SOLAT in the SWEN team (Sean et al., 2017) won the
FNC using their weighted average model (TalosComb) of a deep convolutional neu-
ral network (TalosCNN) and a gradient-boosted decision trees model (TalosTree).
TalosCNN illustrated in Figure 5.1 uses pre-trained word2vec embeddings.3 The
embeddings are passed through several convolutional layers followed by three fully-
connected and a final softmax layer for classification. TalosTree displayed in Fig-
ure 5.2 is based on word count, TF-IDF, sentiment, and singular-value decompo-
sition features, and word2vec embeddings. The combined model (TalosComb) is
illustrated in in Figure 5.3.
Athene. Our model Athene4 (Hanselowski et al., 2017) came in second. We pro-
posed a Multi-Layer Perceptron (MLP) inspired by the work of Davis and Proctor
(2017). We extend the original model structure to six hidden and one softmax layer
3https://code.google.com/archive/p/word2vec/
4The model architecture was mainly developed by Benjamin Schiller, who was a member of our
team participating in the Fake News Challenge (Schiller, 2017).
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Figure 5.1: TalosTree (source: (Sean
et al., 2017))
Figure 5.2: TalosCNN (source: (Sean
et al., 2017))
Figure 5.3: Talos Intelligence combined model (TalosComb) (source: (Sean et al.,
2017))
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Figure 5.4: Our multi-layer perceptron (Athene)
and incorporated a number of hand-engineered features: unigrams; the cosine sim-
ilarity of word embeddings of nouns and verbs of the headline and the document;
topic models based on non-negative matrix factorization (NNMF), latent Dirichlet
allocation (LDA), and latent semantic indexing (LSA); and baseline features pro-
vided by the FNC organizers. Depending on the feature type, we either formed
separate feature vectors for document and headline, or a joint feature vector. In
the competition, we used an ensemble of five MLPs that have been trained with
different random seeds, and for the prediction of the stance we used hard voting.
The model architecture is displayed in Figure 5.4.
UCLMR. The UCL Machine Reading group proposed an MLP model (Riedel et al.,
2017) which was ranked third. In contrast to our MLP, they used only one single
hidden layer. As features, Riedel et al. (2017) used a term frequency vectors of
unigrams of the 5,000 most frequent words for the headlines and the documents.
Additionally, they computed the cosine similarity between the TF-IDF vectors of the
headline and the document. The feature vectors of the headline and the document
are concatenated along with the cosine similarity of the two feature vectors and then
fed into the MLP. The model architecture is displayed in Figure 5.5.
5.3.2 Reproduction of the results
Following the instructions from the GitHub repositories of the teams Talos5 and
UCLMR6 we could successfully reproduce the results reported in the competition with-
out significant deviations. In Table 5.1, we compare these results to our model
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Figure 5.5: Multi-layer perceptron introduced by (Riedel et al., 2017) (UCLMR)
(source: (Riedel et al., 2017))
sults of TalosCNN and TalosTree in the table. The models featMLP and stackLSTM
illustrated in the table will be introduced later in the chapter.
The first interesting finding is that TalosTree even outperforms the combined
model (TalosComb), since TalosCNN’s performance is relatively low. We have also
observed that basically, all the models perform about 20% worse on the testing set
than on the development set. This is most likely because the test dataset is based
on 100 new topics, which have not been seen during training (see the discussion in
Section 3.1.2). Thus, the evaluation on the test-set can be considered as an out-of-
domain prediction. To understand further merits and drawbacks of the systems, we
analyze the performance metrics and the features used in the following sub-sections.
5.3.3 Evaluation of the FNC metric
The FNC organizers proposed a hierarchical metric for the evaluation of the par-
ticipating systems, which is illustrated in Figure 5.6. The metric first awards 0.25
points if a document is correctly classified as related (i.e., agree, disagree, discuss) or
unrelated to a given headline. If the document is related, 0.75 additional points are
assigned if the model correctly classifies the document as agree, disagree, or discuss.
The goal of this weighting schema is to balance out the large number of unrelated
instances in FNC2017.
Nevertheless, the metric fails to take into account the highly imbalanced class
distribution of the three related classes agree, disagree, or discuss as illustrated in
Table 3.3. Thus, models, which perform well on the majority class and poorly on
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Systems FNC-metric F1m agree disagree discuss unrelated
Upper bound .859 .754 .588 .667 .765 .997
stackLSTM .821 .609 .501 .180 .757 .995
featMLP .825 .607 .530 .151 .766 .982
TalosComb .820 .582 .539 .035 .760 .994
TalosTree .830 .570 .520 .003 .762 .994
TalosCNN .502 .308 .258 .092 0.0 .882
Athene .820 .604 .487 .151 .780 .996
UCLMR .817 .583 .479 .114 .747 .989
Majority vote .394 .210 0.0 0.0 0.0 .839
Table 5.1: FNC-metric, F1macro (F1m), and class-wise F1 scores for the analyzed
models
Figure 5.6: (source www.fakenewschallenge.org) FNC metric for the evaluation of
systems in the FNC
the minority classes are favored. Because it is not difficult to separate related from
unrelated instances (the best systems reach about F1 = 0.99 for the unrelated class),
a classifier that reaches 100% on related vs. unrelated classification and then just
randomly predicts one of the three related classes would already achieve a high
FNC-metric score. A classifier that always predicts the majority class discuss for
the related documents even reaches 0.833 on the FNC-metric, which is higher than
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the top-ranked system. Thus, only using this simple approach one would be able to
win the FNC.
We therefore argue that the FNC-metric is not appropriate for validating the
document-level stance detection task defined for FNC2017. Instead, we propose
the class-wise F1 and the macro-averaged F1macro as new metrics for this task that
are not affected by the large size of the majority class. The class-wise F1 scores
are the harmonic means of the precisions and recalls of the four classes, which are
then averaged to the F1macro metric. The naïve approach of perfectly classifying
unrelated and always predicting discuss for the related classes, would achieve only
F1macro = 0.444, which is clearly a lower score compared to the F1macro scores of
top three systems (see Table 5.1). By averaging over the individual classes’ scores,
F1macro also allows for a fairer comparison to other datasets, which have a different
class distribution than FNC2017.
As the results in Table 5.1 show, the three top-ranked systems reach only about
F1macro = 0.6. The results reveal that TalosCNN does not predict the discuss class
yielding an F1 score of zero for this class. Also, the overall performance of this model
is low according to the FNC-metric. In contrast to TalosCNN, TalosTree performs
exceptionally well in terms of the FNC-metric, but it returns almost no predictions
for the disagree class. Since there are only a few disagree instances and the model
predicts more often for the majority class discuss, the overall performance of this
model appears high. As a result, TalosTree would even outperform TalosComb.
Considering the FNC results according to our proposed F1macro metric, the
ranking of the systems changes. The TalosComb and TalosTree systems are slightly
outperformed by UCLMR and clearly outperformed by Athene. This is because the
two Talos models benefit from the FNC-metric definition, favoring the prediction
of the majority classes unrelated and discuss. On smaller classes, such as disagree,
they perform much worse than Athene and UCLMR. Using F1macro as a metric, the
Athene system would be ranked first, as it outperforms the second-ranked UCLMR
by 2.1 percentage points. In addition to that, Athene also works best on the agree,
disagree, and discuss class.
5.3.4 Analysis of models and features
In this subsection, we first perform an error analysis for the top three models in the
FNC in order to find out what the models are learning and in which cases they fail.
In order to address the identified drawbacks, we subsequently conduct a systematic
feature analysis and derive two alternative models based on our findings.
Error analysis
We identified four major causes of errors: lexical overlap, synonyms, cue words, and
indirect mention of disagreement. These causes are discussed below in detail.
Lexical overlap. If there is lexical overlap between the headline and the document,
the models classify the instance as one of the related classes, even in cases in which
the two are unrelated.
Example case 1. (ground truth: unrelated, system predicts: agree)
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Headline: CNN: Doctor Took Mid-Surgery Selfie with Unconscious Joan Rivers
Document: ... “A TEENAGER woke up during brain surgery to ask doctors how
it was going. Iga Jasica, 19, was having an op to remove a tumour at when the
anaesthetic wore off and she struck up a conversation with the medics still working
on her.” ...
Synonyms. If the document-headline pair is related, but only contains synonyms
rather than the same tokens, the model often misclassifies the instance as unrelated.
Example case 2. (ground truth: agree, system predicts: unrelated)
Headline: Three Boobs Are Most Likely Two Boobs and a Lie
Document: ... The woman who claimed she had a third breast has been proved a
hoax. ...
Cue words. If keywords like reports, said, or allegedly are detected, the systems
often classify the pair as discuss.
Example case 3. (ground truth: disagree, system predicts: discuss)
Headline: Woman pays 20,000 for third breast to make herself LESS attractive to
men
Document: ... The woman who reported that she added a third breast was most
likely lying. ...
Indirect mention of disagreement. The disagree class is especially difficult to
determine, as only few lexical indicators (e.g., false, hoax, fake) are available as fea-
tures. The disagreement is often expressed in complex terms that demands more
sophisticated machine learning techniques.
Example case 4. (ground truth: disagree, system predicts: agree)
Headline: Disgusting! Joan Rivers Doc Gwen Korovin’s Sick Selfie EXPOSED —
Last Photo Of Comic Icon, When She Was Under Anesthesia
Document: If the bizarre story about Joan Rivers’ doctor pausing to take a “selfie”
in the operating room minutes before the 81-year-old comedienne went into cardiac
arrest on August 29 sounded outlandish, that’s because it was.
Our analysis shows that the models exploit the similarity between the headline
and the document in terms of lexical overlap. Lexical cue words, such as reports,
said, false, hoax play an important role in classification. However, the systems fail
when semantic relations between words need to be taken into account, complex
negation instances are encountered, or the understanding of propositional content
in general is required. This is not surprising since the three models are based on
n-grams, bag-of-words, topic models and lexicon-based features instead of capturing
the semantics of the text.
Feature analysis
Throughout our feature analysis, we use the Athene model, which performed best
in terms of F1macro and allows for a large number of experiments due to its fast
computation. All tests are performed on the FNC2017 training set with 10-fold
cross-validation. Below, we first discuss and evaluate the performance of each fea-
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ture individually and then conduct an ablation test for groups of similar features.
Detailed feature descriptions are included in the appendix (Section A.1). Figure 5.7
shows the performance of Athene if combined with individual features that are de-
scribed below.7
FNC baseline features. The FNC organizers provided a gradient-boosting base-
line using the co-occurrence (COOC) of word and character n-grams in the headline
and the document, as well as two lexicon-based features, which count the number of
refuting (REFU) and polarity (POLA) words based on small word lists. Figure 5.7
indicates that COOC performs well, whereas both lexicon-based features are on par
with the majority vote baseline.
Challenge features. The top three FNC systems rely on combinations of the
following features: Bag-of-words (BoW) unigram features, topic model features
based on non-negative matrix factorization (NMF-300, NMF-cos) (Lin, 2007), La-
tent Dirichlet Allocation (LDA-cos) (Blei et al., 2001), Latent Semantic Indexing
(LSI-300) (Deerwester et al., 1990), two lexicon-based features using NRC Hashtag
Sentiment (NRC-Lex) and Sentiment140 (Sent140) (Mohammad et al., 2013), and
word similarity features which measure the cosine similarity of pre-trained word2vec
embeddings of nouns and verbs in the headlines and the documents (WSim). All
topic models use 300 topics. Besides the concatenated topic vectors (NMF-300,
LSI-300), we also consider the cosine similarity between the topics of document
and headline (NMF-cos, LDA-cos). The BoW features perform best in terms of
F1macro. While LSI-300, NMF-300, and NMF-cos topic models yield high scores,
LDA-cos and WSim fall behind.
Novel features. We also analyze a number of novel features for the FNC task
that have not been used in the challenge. The performance of these features is
also illustrated in Figure 5.7. Bag-of-character 3-grams (BoC) represent sub-word
information and show promising results in our setup. Structural features (STRUC)
include the average word lengths of the headline and the document, the number
of paragraphs in the document and their average lengths. The low performance of
these features indicates that the structure of the headline and the documents is not
indicative of the stance. A lexical diversity (LexDiv) feature combining the type-
token-ratio (TTR) and the measure of textual lexical diversity (MTLD) (McCarthy,
2005) also shows a much lower score compared to the baseline. Furthermore, we test
readability features (READ) which estimate the complexity of a text. Less complex
texts could be indicative of deficiently written false news. We tried the following
metrics for headline and document as a concatenated feature vector: SMOG grade
(Mc Laughlin, 1969), Flesch-Kincaid grade level and Flesch reading ease (Kincaid
et al., 1975), Gunning fog index (Štajner et al., 2012), Coleman-Liau index (Mari
and Ta Lin, 1975), automated readability index (Senter and Smith, 1967), LIX
and RIX (Jonathan, 1983), McAlpine EFLAW Readability Score (McAlpine, 1997),
and Strain Index (Solomon, 2006). However, in the present problem setting, these
7The feature analysis presented in this sub-section was conducted by Benjamin Schiller (Schiller,
2017).
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Figure 5.7: Performance of the system based on individual features (*indicates the
best performing features)
features show only a low performance. The same is true for the lexical diversity
(LexDiv) metrics, type-token ratio, and the measure of textual diversity (MTLD)
(McCarthy, 2005). We finally analyze the performance of features based on the
following lexicons: MPQA (Wilson et al., 2005), MaxDiff (Kiritchenko et al., 2014),
and EmoLex (Mohammad and Turney, 2010). These features are based on the sen-
timent, polarity, and emotion words included in the headlines and documents, which
might be good indicators of an author’s opinion. However, our results show that
these lexicon-based features are not helpful. Even though the considered lexicons
are important for fake-news detection (Shu et al., 2017; Horne and Adali, 2017),
for the FNC stance detection task, the properties captured by the lexicon-based
features are not very useful.
Feature ablation test. We first remove all features that are more than 10%
below the FNC baseline, since they mostly predict the majority class and thus
harm the F1macro score. In Figure 5.7, we mark the remaining high-performing
features with an asterisk (*). To quantify the contribution of the high-performing
features, we conduct an ablation test across three groups of related features: (1)
BoW and BoC (Bo*), (2) LSI-topic, NMF-topic, NMF-cos, LDA-cos (Topic), and
(3) NRC-POS and WSim (Oth). Table 5.2 shows the results of our ablation test.
The BoW and BoC features have the biggest impact on the performance. While
the topic models yield further improvements, the NRC-POS and WSim features
are not helpful. Hence, we suggest BoW, BoC, and the four topic model-based
features as the most promising feature set. We evaluate this feature set on the
test-set of FNC2017. We call the model equipped with this feature set featMLP
and display the results in Table 5.1. Although featMLP with the revised feature
selection outperforms the best performing FNC system Athene in terms of F1macro
and FNC-metric score, the margin is not significant. We suspect this is because
many of the features are exploiting a similar pattern and are therefore to some
extent redundant.
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Baselines Only All without
maj. FNC Bo* Topic Oth -Bo* -Topic -Oth All* All
agr. 0.0 .241 .772 .637 0.0 .665 .714 .722 .713 .675
dsg. 0.0 .047 .601 .571 0.0 .530 .598 .616 .573 .455
dsc. 0.0 .738 .874 .838 .731 .841 .863 .876 .870 .835
unr. .835 .970 .991 .983 .964 .982 .989 .995 .993 .989
F1m .209 .499 .796 .757 .425 .754 .791 .802 .787 .738
Table 5.2: Results of the feature ablation test. Baseline FNC uses gradient boosting
classifier with all FNC baseline features. * states that only the pre-selected features
are used (see Figure 5.7). (agr. = agree, dsg. = disagree, dsc. = discuss, unr. =
unrelated, maj. = majority vote, FNC = FNC baseline, F1m = F1macro)
Analysis of models
In order to further push the performance on FNC2017, we conducted a number of
experiments with different models in various settings.8 We performed experiments
with an ensemble of the three models featMLP, TalosComb, and UCLMR using hard
voting. However, we could not significantly improve the results, which suggests that
all three models exploit the same patterns in the dataset. Furthermore, since all
models struggle with the minority class disagree, we have applied different under-
and over-sampling techniques to balance the class distribution. Nevertheless, also
this technique did not yield improved results.
In the error analysis presented above, we observed that the feature-based models
lack semantic understanding. Therefore, we combine a feature-based model with an
LSTM based model that is better able to capture the semantics of the headlines
and the documents using word embeddings and sequential encoding. Sequential
processing of information is important in order to get the meaning of the entire
sentence, e.g. “It wasn’t long ago that Gary Bettman was ready to expand NHL.”
VS. “It was long ago that Gary Bettman wasn’t ready to expand NHL.” In Figure 5.8,
we introduce the stackLSTM model that combines the best feature set found in the
ablation test with a stacked LSTM network (Hermans and Schrauwen, 2013). We
use 50-dimensional GloVe word embeddings9 (Pennington et al., 2014) in order to
generate sequences of word vectors of a headline–document pair. We combine the
token embeddings of the headline and the document with the maximum length of
100 tokens (the remaining tokens of the documents are neglected). These embedded
word sequences v1, v2, . . . , vn are fed through two stacked LSTMs with a hidden state
size of 100 with a dropout (Hinton et al., 2012) of 0.2 each. The last hidden state
of the second LSTM is concatenated with a vector representing the feature set and
is fed into a 3-layer neural network with 600 neurons each. Finally, we add a dense
layer with four neurons and a softmax activation function in order to obtain the
class probabilities.
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Figure 5.8: Model Architecture of the feature-rich stackLSTM
Headline: NHL expansion ahead? No, says Gary Bettman
Document: It wasn’t very long ago that NHL commissioner Gary Bettman was
treating talk of expansion as though he was being asked if he’d like an epidemic
of Ebola. But recently the nature of the rhetoric has changed so much that the
question is becoming not if, but when. ...
Example 5.3: Stance detection for automated fact-checking
Table 5.1 shows the performance of stackLSTM. Even though this model outper-
forms all other methods in terms of F1macro, the difference to Athene and featMLP
is not significant. Nevertheless, an important advantage of stackLSTM is its im-
proved performance for the disagree class, which is the most difficult class to predict
due to the low number of instances. This means that stackLSTM correctly classifies
a larger number of complex negation instances. The difference on the disagree class
between stackLSTM and all other methods is statistically significant (using Student’s
t-test). The model predicts more often for the disagree class and gets more of these
examples correct without compromising the overall performance. One challenging
disagree instance, which was correctly classified by the stackLSTM, is given in Ex-
ample 5.3.
5.3.5 Analysis of the generalizability of the models
In order to test the robustness of the models (i.e. how well they generalize to
new datasets), we conduct experiments with the models on the ARC2017 cor-
pus (Section 3.1.2). We first perform in-domain experiments, where we train and
test the models on ARC2017, and then cross-domain experiments, where we train
on FNC2017 or ARC2017 and then predict for the other corpus.
In-domain experiments on the ARC2017 corpus: The in-domain results for
the ARC2017 corpus listed in Table 5.3 show that the overall performance of all
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Systems ARC2017-ARC2017FNC metric F1macro agree disagree discuss unrelated
Upper bound .796 .773 .710 .857 .571 .954
stackLSTM .685 .524 .451 .518 .194 .935
featMLP .690 .526 .526 .506 .144 .934
TalosComb .725 .573 .593 .598 .160 .944
Athene .680 .548 .516 .482 .190 .933
UCLMR .667 .519 .517 .503 .121 .932
Majority vote .430 .214 0.0 0.0 0.0 .857
Table 5.3: FNC metric, F1macro, and class-wise F1 scores for the analyzed models
on in-domain experiments on ARC2017
models decreases. Because the models have been constructed to perform well on the
FNC2017 dataset, this is not surprising. Nevertheless, for the ARC2017 corpus,
the models are better able to distinguish between agree and disagree instances,
than for the FNC2017 corpus. We assume this is because the number of disagree
instances in ARC2017 is substantially larger than the number of disagree instances
in FNC2017. Moreover, for ARC2017 the number of disagree instances roughly
corresponds to the number of agree instances (see Table 3.5). The classification
of the discuss instances, on the other hand, turns out to be more challenging for
ARC2017. When analyzing the issue, we have found that this is because the user-
posts related to the claim often do not explicitly refer to it. Thus, the classifier
misses the connection between the user-post and the claim in these cases.
The model TalosComb is better able to generalize to the new data than other
models as it achieves the best results on ARC2017. Even though the stackLSTM is
again better on the more difficult minority class (in this case discuss), the structure
and features of TalosComb seem to be more appropriate for this problem setting.
Cross-domain experiments: In the cross-domain setting, we train on the train-
ing set of one corpus and evaluate on the testing set of the other corpus. Table 5.4
shows the performance of the models when they are trained on the FNC2017
dataset and then predict for the ARC2017 dataset. In Table 5.4, the results
for the reverse experiments are displayed (training on ARC2017 and testing on
FNC2017).
The experiments show that the performance of the models is substantially better
than the majority vote baseline. We therefore conclude that the stance detection
problems for the two corpora FNC2017 and ARC2017 are related and exhibit a
common structure. The results also suggest that TalosComb is best able to learn
from the ARC2017 corpus, as it is superior in the ARC2017-ARC2017 and
ARC2017-FNC2017 settings. The stackLSTM, on the other hand, yields best
results when trained on the FNC2017 corpus as the FNC2017-ARC2017 and
FNC2017-FNC2017 settings suggest. We assume that the particular model archi-
tecture and the features used for TalosComb are more appropriate for theARC2017
dataset. In order to further narrow down the cause for the different performance of
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Systems FNC2017-ARC2017FNC metric F1macro agree disagree discuss unrelated
Upper bound .796 .773 .710 .857 .571 .954
stackLSTM .591 .401 .321 .191 .182 .910
featMLP .586 .389 .321 .159 .171 .906
TalosComb .584 .365 .336 0.0 .195 .929
Athene .523 .340 .340 .244 .138 .894
UCLMR .557 .358 .271 .064 .201 .896
Majority vote .430 .214 0.0 0.0 0.0 .857
Table 5.4: FNC metric, F1macro and class-wise F1 scores based on cross-domain
experiments FNC2017-ARC2017
Systems ARC2017-FNC2017FNC metric F1macro agree disagree discuss unrelated
Upper bound .859 .754 .588 .667 .765 .997
stackLSTM .613 .373 .343 .116 .082 .950
featMLP .585 .351 .322 .111 .033 .939
TalosComb .607 .388 .279 .183 .113 .977
Athene .548 .321 .277 .097 .028 .882
UCLMR .482 .288 .234 .109 .080 .728
Majority vote .394 .210 0.0 0.0 0.0 .839
Table 5.5: FNC metric, F1macro and class-wise F1 scores based on cross-domain
experiments ARC2017-FNC2017
the models on the two datasets, a deeper analysis is required. This, however, was
outside the scope of the current study.
5.3.6 Discussion
Our analysis of the FNC stance detection task shows that the defined problem
setting remains challenging. Even though relatively high scores according to the
FCN-metric have been reported, we are sceptical about the performance of the sys-
tems. Because the FCN-metric favors systems that perform well on the majority
class, we conclude that the metric is not appropriate to validate the performance of
the models on FNC2017. Our F1macro metric, on the other hand, highlights this
problem, as only models that reach good performance across all classes score high.
The metric also shows that the best models still reach a relatively low score of 0.6
F1macro. We have found that the low performance is achieved because the models
mostly rely on the lexical overlap between the headline and the document. We there-
fore conclude that in order to reach a higher performance on the stance detection
task, more sophisticated machine learning techniques are needed that have a deeper
semantic understanding. The cross-domain experiments show that the stance de-
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tection problem defined by FNC2017 and ARC2017 are similar, because models
trained on FNC2017 and evaluated on ARC2017 and vice versa outperform the
random baseline. Nevertheless, the performance gains are relatively small.
5.4 Experiments on Snopes19
In this section, we analyze the stance detection task defined by our Snopes19 cor-
pus. In this problem setting, the stance of an ETS towards a claim needs to be iden-
tified. According to our annotation framework (Section 3.2.1), an ETS can support,
refute or expresses no stance with respect to the claim. We conduct experiments
with a number of different models on the corpus. We evaluate the performance of the
featMLP introduced in the previous section, since it reaches similar performance on
the FNC2017 corpus as the best performing model stackLSTM, but is structurally
considerably simpler. In order to evaluate how commonly used deep learning models
perform on the Snopes19 dataset, we conduct experiments with two neural archi-
tectures: a novel model based on the universal sentence encoder (Cer et al., 2018)
and decomposable attention (Parikh et al., 2016). The experiments are followed by
a detailed discussion of the results, and in order to identify outstanding challenges,
we conclude the section with a detailed error analysis.
5.4.1 Model architectures
Universal Sentence Encoder with Attention (USEAtt)
We introduce a new model for the stance detection task that is based on the Univer-
sal Sentence Encoder (USE) (Cer et al., 2018). USE is a neural model pre-trained
on a number of text classification tasks, and it reaches good performance across
different problem settings. We use the Deep Average Network version of the USE
(illustrated in Figure 5.9) as a building block in our model. The parameters of the
USE can either be kept fixed or fine-tuned during training. In our analysis, we
have found that the latter option yields better performance, and therefore, in our
experiments reported below, the parameters of the USE are always updated during
training. As illustrated in Figure 5.10, we use the USE as one component of our
model. A detailed description of the entire model is given below.
Using the USE we compute c, which is the representation of the claim, and s1, ...,
si, ..., sn, which are representations of the sentences of the ETS. In order to compress
the sentence representations of the ETS derived by the USE into one vector, we use
an attention mechanism, which is inspired by (Yang et al., 2016). The evidence
sentences and the claim are first fed through a single layer MLP:
ŝi = σ(W si + b) ∀i ∈ [1, n],
ĉ = σ(W c+ b).
(5.1)
In order to compute the attention weights ai, in the next step, we take the cosine
similarity between the claim ĉ and each sentence ŝi, and apply the softmax function
to ensure that the weights add up to one:
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∀i ∈ [1, n].
(5.2)
We then apply weighted pooling to reduce the sentence representations of the






In order to combine the information of the claim c with the aggregated repre-
sentation of the evidence sentences r, we derive a vector that is based on different
combinations of the two vectors:
v = [c, r, c− r, c ◦ e], (5.4)
where ◦ represents the Hadamard product. Such a combination has been shown to
work better in practice (especially for the SNLI (Bowman et al., 2015) dataset) than
a simple vector concatenation. The resulting vector v is fed to a classifier, which is
a MLP, in order to predict the stance.
The motivation behind the attention mechanism is that when predicting the
stance of the ETS the model should learn to focus on sentences, that are most
indicative of the stance of the ETS. In fact, as described in Section 3.2.1, ETSs
often contain additional background information that is not directly related to the
claim and can mislead the model.
Decomposable Attention (DecAtt)
Decomposable Attention (DecAtt) is a model originally proposed by Parikh et al.
(2016) for the Stanford Natural Language Inference (SNLI) task (Bowman et al.,
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Figure 5.10: Universal Sentence Encoder with Attention (USEAtt) (source (Li, 2018))
2015). The model has a low number of parameters and relies on a relatively simple
attention mechanism instead of more complex neural network modules like LSTMs
or CNNs. However, the model still reached state-of-the-art results on SNLI in 2016.
Even though this model was originally designed for the SNLI task, the model can
also be used for other tasks such as stance detection.
Standard Siamese sentence encoders (Bowman et al., 2015) applied to the SNLI
have the problem that the meaning of the hypotheses sentence and the premise
sentence is encoded into two separate vectors. This represents an information bot-
tleneck as the meaning of the individual tokens of the sentences is convoluted in the
two resulting representations.
The DecAtt model mitigates this issue, by comparing the tokens of the hy-
potheses and the premise and not encoded sentences. In the process, parts of the
hypotheses and premise are first aligned using an attention mechanism and the in-
formation about the aligned phrases is then aggregated for the classification of the
90
5.4. EXPERIMENTS ON SNOPES19
Figure 5.11: Decomposable attention model (source (Parikh et al., 2016))
entailment relation. Parikh et al. (2016) give in the introduction of their paper the
following example to describe the intuition behind the approach:
1. Bob is in his room, but because of the thunder and lightning outside, he cannot
sleep.
2. Bob is awake.
“When aligning the second sentence with the first one can easily conclude that it
is entailed by the first since Bob can be aligned with Bob and cannot sleep with
awake which are basically synonyms” (Parikh et al. 2016, page 1).
The model solves the entailment problem using the alignment approach in three
subsequent steps which are described below. These steps are also illustrated in Fig-
ure 5.11.
Attend: In this step, a matrix of attention weights wij is computed, which repre-
sents the attention of each token in the first sentence hi (hypotheses) to every token











In contrast to the encoding of a sentence using a sentence encoder, ρi and ηj are
sub-phrase representations that are based on the information of the two sentences.
Thus, the interaction of the two sentences is taken into account.
Compare: The representations of the sub-phrases ηj, ρi and the token embeddings
hi, pi are feed through a neural network G in order to compare the two kinds of
representations:
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v1,i = G(ai, ρi),
v2,j = G(pj, ηj).
(5.6)
As a result, the entailment relations on the token-sub-phrase level can be deter-
mined which are represented by v1,i, v2,j.
Aggregate: The vectors v1,i, v2,j, which indicate the entailment relation of sub-
phrases, are aggregated, and fed through a neural network H in order to determine









Y = H(v1, v2),
y = argmax(Y ).
(5.7)
Here Y represents a vector of unnormalized scores for each class (entailment re-
lation), and y represents the highest scoring class which is also the predicted class
(entail, contradict, or neutral).
Even though the model was designed for the SNLI task, the problem is struc-
turally similar to the considered stance detection task. For both problems, two
different textual inputs are given and it is required to predict relations of the two
inputs. The three labels for the two tasks roughly correspond to each other: entail
≈ agree, contradict ≈ disagree, neutral ≈ no stance. However, whereas the premise
in the SNLI task is only one sentence, an ETS in the Snopes19 corpus consists of
6.5 sentences on average. In order to be able to feed an ETS into the model, we
simply treat the entire snippet as one long sentence by concatenating all of its sen-
tences. The individual tokens are thereby represented by GloVe (Pennington et al.,
2014) word embeddings.
5.4.2 Experiments
The performance of the models discussed in the previous sections on the Snopes19
corpus is presented in Table 5.6. The comparison shows that FeatMLP is superior
to the two neural models. This result is similar to the outcome of the FNC, in
which feature-based models outperformed neural networks based on word embed-
dings (Hanselowski et al., 2018a). Moreover, DecAtt reaches a substantially higher
scores than USEAtt. The superior token-based alignment scheme of DecAtt com-
pared to the sentence-level-based approach of USEAtt is probably the reason for the
higher performance. As the comparison of the results to the human upper bound
suggests, there is still a substantial room for improvement in future work, as the
human upper bound is about 20% higher than the best performing model FeatMLP.
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model recall precision F1m
upperBound 0.770 0.837 0.802
random baseline 0.333 0.333 0.333
majority vote 0.150 0.333 0.206
FeatMLP 0.585 0.607 0.596
DecAtt 0.510 0.560 0.534
USEAtt 0.380 0.505 0.434
Table 5.6: Stance detection models and baselines (F1m = F1macro, upperBound =
human upper bound)
model \ gold support refute no stance
support 472 86 175
refute 41 80 51
no stance 141 74 531
Table 5.7: Stance confusion matrix for FeatMLP
5.4.3 Error analysis
In order to identify potential future research directions for the improvement of the
models, we perform an error analysis for the best-scoring model FeatMLP. As de-
scribed in the previous section, the model is based on bag-of-words representations,
character n-grams, and topic models. This indicates that the lexical overlap between
the claim and the ETS is an important feature for stance prediction.
The error analysis shows that supporting ETS are mostly classified correctly if
there is a significant lexical overlap between the claim and the ETS. If the claim
and the ETS use different wording, or if the ETS implies the validity of the claim
without explicitly referring to it, the model mostly classifies the snippets as having
no stance. A concrete example of a misclassified instance because of missing lexical
overlap is given in Example 5.2. Even though the ETS agrees with the claim, the
lexical overlap is relatively low. Most likely for this reason, the model predicts refute
instead of agree.
Moreover, as the distribution of the classes in Table 3.8 shows, support and no
stance instances are more dominant than the refute cases. The model is therefore
biased towards these two classes and is less likely to predict refute. This can also be
observed in the confusion matrix illustrated in Table 5.7.
Our analysis of the misclassified refute ETSs shows that the contradiction is of-
ten expressed indirectly and the model therefore was not able to correctly classify
these cases, e.g. “the myth originated ”, “no effect can be observed ”, “there is no
evidence”. Another frequently encountered type of miss-classified refute instances
is the case, in which the refutation is expressed by pointing out that another state-
ment contradicting the claim is true (implicit refutation henceforth). For instance,
the claim “There is a new punishment for reading the Bible in Saudia Arabia” is
contradicted by the ETS sentence “Saudi authorities accept the private practice of
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Correct stance: agree; model prediction: refute
Claim: The Reuters news agency has proscribed the use of the word ’terrorists’ to
describe those who pulled off the September 11 terrorist attacks on America.
ETS: Reuters’ approach doesn’t sit well with some journalists, who say it amounts
to self-censorship. “Journalism should be about telling the truth. And when you
don’t call this a terrorist attack, you’re not telling the truth,” says Rich Noyes,
director of media analysis at the conservative Media Research Center. They also
argue that it’s inaccurate. “A news organization’s responsibility is to find the facts
... not to play politics with its reporting.”
Example 5.2: A misclassified ETS of the Snopes corpus
religions other than Islam” but the contradiction is not explicitly stated.
In addition to the qualitative error analysis described above, we also determine
the number of occurrences of different classes of errors. For this purpose, we divide
the errors into different classes according to the reason of the misclassification (which
we consider to be most likely). The results illustrated in Table 5.8 show that the
misclassification of agree instances because of the missing lexical overlap is most
dominant and represents 24% of all errors. Ambiguous ETSs, which are difficult
to classify even for a human, are the second largest group with 22%. False agree
predictions because of the lexical overlap are also frequently encountered with 20%.
Misclassified refute instances due to complex refutation or implicit refutation are
also numerous with 16% and 10%, respectively.
error type %
miscl. agree because of missing lexical overlap 24
ambiguous ETS 22




Table 5.8: Different types of errors in stance detection
Summary. The presented error analysis is in agreement with the error analysis
performed for the FNC2017 dataset presented in Section 5.3.4. The low perfor-
mance of deep learning models is most likely because of the relatively low number
of samples (16,509 ETSs). The feature-based models, which mostly exploit lexi-
cal overlap, perform best on relatively small datasets but have a number of issues
that need to be addressed. They are not able to classify the ETSs correctly if the
agreement or disagreement is expressed in different terms (for example if synonyms
are used). Thus, more elaborate models are required which have a better under-
standing of the semantics of the text instead only measuring the lexical overlap. In
order to further improve performance on FCN2017 and Snopes19, models that
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are based on self-supervised pre-training or multitask learning may prove superior.
These kinds of models are able to reach high performance in new text classification
tasks if they are fine-tuned only on a small number of examples (Devlin et al., 2018;
Subramanian et al., 2018).
5.5 Chapter summary
This chapter was concerned with the stance detection problem and we focused on
two stance detection problem settings. In the first part of the chapter, we conducted
a thorough analysis of the FNC stance detection task. Given that the challenge has
attracted much attention in the NLP community with 50 participating teams, a de-
tailed analysis is valuable as it provides insights into the problem setting and lessons
learned for upcoming competitions. In our analysis, we evaluated the performance
of the three top-scoring systems of the FNC, critically assessed the experimental
setup, and performed a detailed feature analysis. In the feature analysis, we have
found that features based on word n-grams, character n-grams and topic models
perform best. We conducted an error analysis for the top three FNC models and
found that they mostly rely on lexical overlap for classification. To assess how well
the models generalize to a similar problem setting, we run experiments on a second
corpus ARC2017. We have found that models are to some extent able to gener-
alize across the two corpora, that is, when training on FNC2017 and predicting
for ARC2017 and vice versa. Since the challenge’s metric is highly affected by the
imbalanced class distribution of the test data, we also proposed a new evaluation
metric based on F1 scores. Using this evaluation setup, the ranking of the top three
systems changes, favoring models that reach good performance across all classes.
In the second part of this chapter, we analyzed the stance detection problem
defined by our Snopes19 dataset. We conducted experiments with three models on
the dataset in which a features-based MLP came out on top. As in the FNC stance
detection problem, feature-based models showed better performance than pure deep-
learning-based approaches. In a subsequent error analysis, we found that also for
our corpus Snopes19, the feature-based models mostly rely on lexical overlap for
the classification.
In our analysis of both problem settings, we found that even the best performing
models are not yet able to resolve difficult cases. We therefore concluded that the
investigated stance detection problem is challenging, and more sophisticated ma-
chine learning techniques are needed. These methods must have a deeper semantic
understanding, and are able to determine the stance of a piece of text on the basis
of propositional content instead of relying on lexical features.
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This chapter is concerned with the evidence extraction problem, which is the next
step in the fact-checking pipeline (Section 1.2.2) after stance detection. We define
evidence extraction as the problem of finding evidence sentences in the retrieved
documents that either support or refute the given claim. The evidence sentences
serve as a basis for claim validation which is the next step in the pipeline.
The analysis of the evidence extraction problem in this chapter is structured
as follows. We first discuss the evidence extraction problem setting in more de-
tail and give an illustrative example (Section 6.1). We then present related work,
where we outline relevant studies on evidence extraction in the area of argumen-
tation mining, interactive evidence detection, and open-domain question answering
(Section 6.2). In the next section (Section 6.3), we introduce a number of evidence
extraction systems that we have explored in the course of the FEVER shared task.
The subsequent section (Section 6.4) discusses the results of the experiments that
we have performed with the introduced systems on the FEVER shared task corpus
(FEVER18) and on the Snopes corpus (Snopes2019). The last part of the chap-
ter (Section 6.5) is devoted to the error analysis where we analyze the predictions
of the best-performing systems on the two corpora.
The contributions of this chapter are the following.1
(9) We propose a new deep learning model, which together with the document
retrieval system introduced in Section 4.3.2 reaches the best performance on the
FEVER evidence extraction task.
(4) We conduct evidence extraction experiments on the Snopes19 corpus, with
systems that reach high performance in similar problem settings, discuss the results,
and perform an error analysis.
6.1 Problem setting
We define evidence extraction as the problem of identifying sentence-level evidence
in the retrieved documents. A valid piece of evidence is considered to be a sen-
tence that provides relevant information for the validation of a claim and either
supports or refutes the claim. Thus, minor details about the topic of the claim or
1The complete list of contributions ranging from 1 to 10 is given in Section 2.1.1.
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additional background information is not considered as evidence. Ideally, the ev-
idence originates from a credible source, such as a scientific study or an expert’s
account. Nevertheless, we also consider statements from the retrieved documents
that restate the claim or contradict it as evidence, because we grant the authors
of the documents some authority on the issue. In the claim validation process, it
could be found that some of the evidence sentences are contradicted by other more
substantial evidence, and thus, these evidence sentences are neglected in the claim
validation process. However, this is not an issue that we try to resolve in the evi-
dence extraction step, as the goal is only to aggregate all available information that
is relevant for the validation of a claim, and not to reason about its validity. More
information on this issue is also given in Sections 1.2.2 and 3.2.1.
The evidence extraction problem can either be framed as a classification task
(Stab et al., 2018b; Stahlhut et al., 2018) or as a ranking task (Thorne et al., 2018b;
Hua and Wang, 2017; Aharoni et al., 2014; Rinott et al., 2015). In the classification
problem setting, evidence extraction is considered as binary classification. We define
this task formally as follows. Determine whether the sentence sij in the document
di from the retrieved documents D belongs to the set of evidence sentences Ec for
the claim c. In other words, evaluate for every sij ∈ di ∈ D whether sij ∈ Ec.
In the evidence ranking setting, all sentences in the retrieved documents are
ranked according to their relevance to the claim, i.e. how valuable the sentences
for the validation of a given claim are. After ranking, the top-k sentences are then
taken as evidence. We define this task formally as follows. Rank all sentences sij
in the documents {d1, ..., di, ..., dn} = D according to the ranking function f(c, sij)
and take the top-k sentences sl as evidence Ec = {s1, ..., sl, ..., sk}.
An example of extracted evidence sentences for a given claim is presented below
(Example 6.1). The evidence sentences are highlighted in the documents by the
italic font.
Claim: Israel caused flooding in Gaza by opening river dams
Retrieved documents with highlighted evidence:
Doc.1 The Gaza Ministry of Interior said in a statement that civil defense services
and teams from the Ministry of Public Works had evacuated more than 80 families
from both sides of the Gaza Valley (Wadi Gaza) after their homes flooded as water
levels reached more than three meters. “Israel opened water dams, without warning,
last night, causing serious damage to Gazan villages near the border,” General Al-
Saudi told Al Jazeera. ...
Doc.2 Hundreds of Palestinians left homeless after Israel opens river dams and
floods houses General Al-Saudi said that the dams were opened without warning.
The suffering is compounded by the fact that Israel has maintained a complete siege
over Gaza for the last eight years, severely limiting electricity and the availability of
fuel for generators. It has also prevented the displaced from rebuilding their homes,
as construction materials are largely banned from entering. ...
Doc.3 The Daily Mail published a story on Monday that originally accused Israel
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of intentionally opening dams in southern Israel in order to flood Gaza. The only
problem is, ... there are no dams in southern Israel. Honest Reporting ... took
screen shots of the article before amendments were made. Even more embarrassing
... the Daily Mail’s article attempted to connect the flooding in Gaza with the Israel
Electric Company’s decision to cut power to the West Bank cities. ...
Example 6.1: Evidence extraction for automated fact-checking (identified evidence
sentences are highlighted with the italic font)
6.2 Related work
There is a considerable amount of work related to our definition of evidence ex-
traction in the areas of argumentation miningand open-domain question answering.
Below, we present these studies in three different sub-sections.
6.2.1 Argumentation mining
Arguments (or premises) are often indistinguishable from our definition of evidence
(see for instance the definition by Rinott et al. (2015)). Thus, work on argument
detection (Hua and Wang, 2017; Stab et al., 2018b; Levy et al., 2014) is closely
related or our definition of the evidence extraction problem. Nevertheless, whereas
in argument detection the query is a controversial topic or a controversial claim, for
evidence extraction in the area of automated fact-checking, the query is a factual
claim (Section 1.2.3).
Aharoni et al. (2014) introduced a benchmark dataset for automated detection of
claims and evidence in the context of controversial topics. They give the following
definition for the three types of argument elements: Topic: “a short phrase that
frames the discussion.” Claim: “a general, concise statement that directly supports
or contests the topic.” Context-dependent evidence: “a text segment that directly
supports a claim in the context of the topic.” (Aharoni et al. 2014 p. 64-65).
An example for the three argument elements is given in (Rinott et al. 2015 p.
440): Topic: “use of Performance Enhancing Drugs (PEDs)”; Claim: “PEDs are
bad for health”; context-dependent evidence: “a 2006 study shows that PEDs have
psychiatric side effects”. The corpus created by Aharoni et al. (2014) consists of
2,683 argument elements collected from Wikipedia in the context of 33 controversial
topics. It must be noted that in contrast to our definition of the evidence extraction
problem, the framework suggested by Aharoni et al. (2014), and consequently the
corpus, only features supporting and no refuting evidence.
Levy et al. (2014) presented a supervised learning approach for detecting context-
dependent claims that either support or refute a given controversial topic. For the su-
pervision, they used the dataset introduced by Aharoni et al. (2014). The presented
approach is designed as a cascade of three classifiers that are based on handcrafted
features. The system receives as an input the topic along with relevant articles and
outputs context-dependent claims contained therein. The purpose of the classifier
cascade is to gradually focus on smaller text segments, while filtering out irrelevant
text. Levy et al. (2014) defined the task as a ranking problem, whereby they re-
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trieve context-dependent claims on a sub-sentence level. As the claims support or
refute a given topic, the problem is similar to the evidence extraction in automated
fact-checking. In fact, an evidence sentence is also often formulated as a claim, e.g.
an expert opinion.
Rinott et al. (2015) introduced another dataset for context-dependent evidence
detection in documents which is similar to the corpus constructed by Aharoni et al.
(2014) and contains parts of it. The claims of the corpus (Aharoni et al., 2014) are
contain in the corpus (Rinott et al., 2015), but the evidence differs. The dataset
introduced by Rinott et al. (2015) is based on 274 articles, it covers 39 topics, it
contains 1,734 claims and 3,057 context-dependent evidence. Rinott et al. (2015)
additionally provided annotations for three different evidence types that they define
as follows: “Study result of a quantitative analysis of data, given as numbers, or
as conclusions. Expert Testimony by a person / group / committee / organiza-
tion with some known expertise / authority on the topic. Anecdotal evidence:
A description of an episode(s), centered on individual(s) or clearly located in place
and/or in time.” (Rinott et al. 2015 p. 440-441). Rinott et al. (2015) developed
a classifier that is able to identify sentence-level evidence in the articles and distin-
guish between the three types of evidence. The classifier is based on the following
features: lexicons, named entities, regular expressions and subjects of the evidence
sentences.
Lippi and Torroni (2016c) introduced MARGOT, which is an online argumen-
tation mining (argument search) system. They developed a model for evidence
extraction and a model for the detection of boundaries for claims and evidence. The
goal of Lippi and Torroni (2016c) was to construct a generally applicable system for
context-independent claim and evidence detection, by using cross-topic applicable
features instead of contextualized features. For instance, they consider the struc-
ture of parse trees of candidate sentences as containing valuable information for the
detection of arguments. MARGOT is trained on the two corpora introduced by
Aharoni et al. (2014); Rinott et al. (2015), but in contrast to machine learning ap-
proaches previously applied on these corpora (Levy et al., 2014; Rinott et al., 2015),
topic-specific features are neglected.
Stab et al. (2018a) developed ArgumenText, which is an argument search engine
for retrieving arguments from heterogeneous sources. The system consists of thee
steps, where first documents for a topic are collected, then arguments in the docu-
ments are identified, and in the last step the stance of the arguments with respect
to the topic is determined. The annotation framework (argument model) used for
ArgumentText is significantly simpler compared to the framework proposed by Levy
et al. (2014) that was used for MARGOT. Stab et al. (2018a) only consider topics
and arguments, for which they give the following definitions: “We define an argu-
ment as a span of text expressing evidence or reasoning that can be used to either
support or oppose a given topic. ... ”, “A topic, in turn, is some matter of contro-
versy for which there is an obvious polarity to the possible outcomes ...” (Stab et al.
2018b p. 3665). They argue that the advantage of this approach is that “it allows
annotators to classify text spans without having to read large amounts of text and
without having to consider relations to other topics or arguments.(Stab et al. 2018b
p. 3666)” This allows them to apply the annotation framework to diverse types of




For the automated identification of arguments using machine learning techniques,
Stab et al. (2018b) framed the problem as a binary classification, that is, a sentence
in the retrieved documents is either an evidence or not (see also the definition in
Section 6.1). They proposed two models for the task: a Bidirectional Long Short-
Term Memory Network (BiLSTM) and a BiLSTM model that additionally uses
features from the topic. The presented problem setting is closely related to our
evidence extraction problem, as our goal is also to identify sentence-level text units
that either support or oppose a given statement.
6.2.2 Open-domain question answering
The identification of candidate answers in documents for open-domain question an-
swering is a problem setting which is also similar to the identification of evidence in
large collections of text. Thus, similar approaches can be used for both tasks.
Wang et al. (2017) tackled open-domain question answering by aggregating evi-
dence (candidate answers) from multiple text passages. Their motivation is that “the
correct answer is often suggested by more passages repeatedly” and that “sometimes
the question covers multiple answer aspects, which spreads over multiple passages.”
(Wang et al. 2017 p. 1). For the solution of the problem, they proposed the follow-
ing approach. In the first step, they use an information retrieval system to extract
passages from documents that potentially contain the answer. They then generated
a preliminary ranking by collecting top-k candidate answers (which they consider as
evidence), based on the probabilities computed by standard question answering sys-
tems. For the final ranking, they propose two models: strength-based re-ranker and
coverage-based re-ranker, which are based on their motivation. This problem setting
is closely related to the evidence ranking problem setting described in Section 6.1.
The retrieval component of the DrQA system presented in Section 4.2 was devel-
oped by Chen et al. (2017a) to retrieve and rank documents potentially containing
answers for open-domain questions. However, the system can be also be used to
rank sentences according to their relevance to an arbitrary query. Thorne et al.
(2018a) have therefore used the system as a baseline in the FEVER shared task
in order to extract evidence sentences on the basis of a claim. The system selects
sentences using bi-gram TF-IDF with binning. This system will be considered as a
baseline in our experiments presented in the following sections.
Even though similar approaches are used in open-domain question answering and
automated fact-checking, important differences exist. Whereas in automated fact-
checking the query is a factual claim, in question answering the query is a question.
Moreover, evidences also differ from candidate answers. In question answering the
question can often be answered by identifying the correct entity in a text and in
automated fact-checking, sentence-level or clause-level evidence need to be found
for the validation of the claim.
6.2.3 Summary
The work on argument detection in argumentation mining is similar to our evidence
extraction problem setting, as the goal is to find premises or claims that support or
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refute a topic or a claim. Nevertheless, whereas in argumentation mining evidences
for a controversial topic or a claim need to be aggregated, in automated fact-checking
evidences for a factual claim need to be found.
Open-domain question answering is a task similar to evidence extraction and
for both tasks, similar approaches are used. However, whereas in automated fact-
checking the query is a factual claim, in question answering, the query is a ques-
tion. Moreover, evidences for a claim are different to candidate answers as they
are typically represented by entire sentences or clauses, whereas answers in question
answering can also be multi-word expressions, such as named entities.
6.3 Machine learning approaches
In our experiments in this chapter, we consider evidence extraction as a ranking
problem and evaluate the performance of a number of models on this task. In this
section, we present the architectures of these models, the approach of how the models
are trained, and the configuration of the models during testing.
6.3.1 Model architectures
We have performed experiments with three models, a newly developed model BiLSTM
and two existing models, DecAtt and ESIM, which we modified to rank the candidate
evidence sentences on the basis of a given claim. Below, we only present BiLSTM
and ESIM since DecAtt was already introduced in Section 5.4.1.
Stacked-BiLSTM (BiLSTM)
We have developed a Siamese model, which has two encoders, one for the claim
and the other one for the evidence candidate sentence. The model architecture is
illustrated in Figure 6.1.
The two encoders are identical and share the same parameters. The encoders
are based on two stacked Bidirectional LSTM layers (BiLSTMs) (Hochreiter and
Schmidhuber, 1997; Schuster and Paliwal, 1997). We take the last hidden state of
the upper BiLSTM as the representation of the claim or the candidate evidence
sentence respectively. The representations of the claim and the candidate evidence
sentence are concatenated and fed through a Multi-Layer Perception (MLP). In the
last layer of the MLP, there is only one single neuron that predicts the ranking score.
The ranking score indicates how relevant the current candidate evidence sentence
for the validation of the claim is. The resulting model will be called BiLSTM.
Enhanced Sequential Inference Model (ESIM)
The Enhanced Sequential Inference Model (ESIM) (Chen et al., 2017b) was originally
developed for determining the entailment relation between a hypothesis sentence and
a premise sentence in the SNLI task (Bowman et al., 2015). The model is similar
to DecAtt introduced in Section 5.4.1, since the two sentences are compared on the
token level before the entailment relation is predicted. However, whereas DecAtt
only relies on the token interaction, ESIM additionally uses LSTMs. Chen et al.
102
6.3. MACHINE LEARNING APPROACHES
Figure 6.1: Siamese stacked BiLSTM model (BiLSTM)
(2017b) proposed two versions of the ESIM, both of which are illustrated in Figure 6.2.
The model displayed on the left-hand side computes contextual representations of
the tokens based on the sequence of tokens in the sentence using BiLSTMs. The
model depicted on the right-hand side computes token representations based on
the syntactic parse tree of the sentence which is traversed by Tree-LSTMs. In our
experiments, we are only using the BiLSTM version of the model depicted on the
left-hand-side of the Figure. Below, we give a short description of the BiLSTM-ESIM
by presenting its three levels of computation.
Input encoding: The embeddings of the tokens of the two sentences aj and bi (in
our case the candidate evidence sentence and the claim) are feed through a BiLSTM,
and output representations âj and b̂i of the individual tokens are obtained. Since a
BiLSTM takes the information about the tokens from both sides of the sentence into
account, the computed token representations âi and b̂i are enhanced with contextual
information from neighboring tokens.
Local inference modeling: Each token of one sentence âj is used to compute
attention weights with respect to each token b̂i in the other sentence giving rise to
an attention weight matrix wij. Then, each contextualized token representation âj
and b̂i is multiplied by all of its attention weights, and weighted pooling is applied
in order to compute a single representation for each token (αj or βi) on the basis of
all the tokens in the other sentence:
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This step is identical to Attend step for the DecAtt model, but the attention
operation is performed with contextualized embeddings instead of global embeddings
of the tokens.
Inference composition: The two token sequences αj and βi are fed through an-
other BiLSTM, which again computes sequences of representations for each sentence
α̂j and β̂i. Maximum and average pooling is then applied to the two sequences in
order to derive two vectors α̂ and β̂. These vectors are combined in three different
ways [α̂, β̂; α̂ - β̂, α̂ ⊗ β̂] giving rise to the last hidden state of the ESIM. This
vector is then fed into an MLP for the classification of the entailment relation.
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Figure 6.3: Training configuration of the evidence extraction model
6.3.2 Training configuration
The three models BiLSTM, DecAtt and ESIM represent different approaches to com-
bine two sentences in order to classify their relation. Even though DecAtt and ESIM
were originally designed for classification, they compute a rich representation of the
two compared sentences which can also be used for ranking. Thus, we use these
models as encoders in order to derive a joint representation of a candidate evidence
sentence and the claim that can be used to compute a ranking score. This rank-
ing score shall indicate how relevant the given sentence is for the validation of the
claim. The training configuration of the models is illustrated in Figure 6.3, where
we depicted ESIM as the encoder of the system. When using DecAtt or BiLSTM as
an encoder, we only need to replace the ESIM with the other encoder in the system.
The encoder takes as input a claim and a candidate evidence sentence and out-
puts a vector that represents the interaction between the two sentences. The output
vector is then fed through a hidden layer that is connected to the single neuron
predicting the ranking score. The models is trained to predict the ranking score
for positive and negative samples. As a loss function, we use a modified hinge loss
with negative sampling:
∑
max(0, 1+sn−sp), where sp indicates the ranking score
of a positive sample and sn represents the ranking score of a negative sample. To
obtain sp, we feed the network with a claim and a ground truth evidence sentence.
To compute sn, we take all documents, from which the ground truth evidence sen-
tences for the claim originate, randomly sample one sentence (not including ground
truth evidence sentences), and feed this sentence with the claim into the encoder.
With our modified hinge loss function, we are able to maximize the margin between
positive and negative samples. The ranking score for the positive samples is thereby
pushed towards one and the ranking score of the negative samples towards minus
one.
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6.3.3 Testing configuration
At test time, a claim is combined with each sentence in the retrieved documents
and the pair is fed into the trained model to predict the ranking scores. Then,
the sentences are ranked in the descending order based on their ranking scores,
and we choose the top-k highest-ranked sentences as evidence. The three resulting
ranking models will be named rankingESIM, rankingDecAtt, and rankingBiLSTM
henceforth.
6.4 Experiments and results
In order to evaluate the performance of the three models in the evidence ranking
setup, we measure the precision and recall on the five highest ranked sentences (pre-
cision @5 and recall @5). This setting is identical to the evaluation procedure used
in the FEVER shared task to evaluate the evidence ranking models. As encouraged
by the FEVER evaluation metric, we also believe that a model, which is able to re-
trieve most of the evidence sentences with relatively low precision is more valuable
than a model that is only able to retrieve a subset of evidence sentences, though
with high precision. Thus, recall @5 is considered as the decisive evaluation metric.
We evaluate the performance of the models using this metric on the FEVER18 and
the Snopes19 datasets and present the results below in two separate sub-sections.
6.4.1 Experiments on FEVER18
In this subsection, we perform a number of experiments with the introduced ranking
models in order to evaluate their performance and find the best configuration for the
best performing model. Moreover, we discuss the results of the FEVER evidence
extraction sub-task.
Comparison of different ranking models
In our experiments discussed below, we compare the performance of our three rank-
ing models to the FEVER baseline TF-IDF. The results of the different systems on
the development set of FEVER18 are illustrated in Table 6.1. As can be noticed,
rankingESIM performs best from all the compared systems. However, the FEVER
baseline TF-IDF also reaches good results, and outperforms the more complicated
models rankingDecAtt and rankingBiLSTM. This indicates that the lexical overlap
between the claim and the candidate evidence sentence is an important feature for
evidence ranking. Since rankingBiLSTM outperforms rankingDecAtt, we assume
that the contextual information computed by LSTMs is important in the evidence
ranking task. Since the rankingESIM outperforms all other models, we use this
model in the experiments below.
Evidence ranking with rankingESIM
In Table 6.2, we show the performance of our document retrieval system (presented in
Section 4.3.2) and the rankingESIM when retrieving different numbers of the highest-
ranked Wikipedia documents. The results show that both systems benefit from a
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model precision @5 recall @5
rankingESIM 0.839 0.862
TF-IDF (baseline) 0.764 0.859
rankingBiLSTM 0.541 0.832
rankingDecAtt 0.415 0.719
random baseline 0.206 0.602
Table 6.1: Comparison of different models in the evidence ranking problem setting
of the FEVER18 corpus
larger number of retrieved documents. However, whereas for document retrieval the
performance always improves when more documents are considered, for evidence
extraction, the recall slightly decreases if we retrieve 10 Wikipedia documents. This
problem arises from the fact that when 10 documents are retrieved, there is a larger
number of sentences from which the evidence needs to be extracted. Since there is an
increased amount of noise, in terms of a larger number of sentences that are somehow
related to the claim but are not considered as evidence, the problem becomes more
difficult. Thus, because we reach the best performance for 7 documents, we will use
this setting in the following experiments.






Table 6.2: Performance of our document retrieval system and rankingESIM when
using different numbers of MediaWiki search results
As mentioned above, in the FEVER shared task, recall @5 was considered as an
evaluation metric. However, we also analyze, how a different number of the selected
evidence affect the performance, that is, recall @4, recall @3, ... The results in
Table 6.3 show that whereas recall increases if more evidence sentences are consid-
ered, the precision and the F1 score decrease. This indicates that even though we
are able to retrieve a larger number of correct evidence sentences, the noise in the
retrieved set of evidence increases. In fact, since the FEVER18 corpus in many
cases provides only one or two evidence sentences, the selected set of five sentences
necessarily includes unrelated sentences.
FEVER shared task evidence extraction sub-task
In order to maximize the performance in the FEVER shared task, we used an en-
semble of 10 rankingESIM models for sentence ranking. To construct the ensemble,
we trained 10 rankingESIM models with different randomisation seeds. At testing
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# sentences (k) precision @k recall @k F1 @k
1 0.7855 0.7216 0.7522
2 0.4857 0.7216 0.6075
3 0.3576 0.8421 0.5020
4 0.2862 0.8599 0.4294
5 0.2402 0.8624 0.3767
Table 6.3: Performance of the rankingESIM on the FEVER18 corpus when different
numbers of sentences are selected
User Team Name precision @5 recall @5 F1 @5
chaonan99 UNC-NLP 0.4227 0.7091 0.5296
tyoneda UCL 0.2216 0.8284 0.3497
littsler Athene UKP 0.2361 0.8519 0.3697
papelo 0.9218 0.5002 0.6485
chidey 0.1848 0.7539 0.2969
Tuhin ColumbiaNLP 0.2302 0.7589 0.3533
Wotto 0.1209 0.5169 0.1960
FEVER base. 0.1826 0.4422 0.1866
Table 6.4: Results of the evidence ranking part of the FEVER shared task
time, the claim is individually combined with all candidate evidence sentences and
fed into each rankingESIM in order to compute 10 ranking scores for each claim-
sentence pair. Then, the mean score of each claim-sentence pair over all 10 models of
the ensemble is calculated. The candidate evidence sentences are ranked according
to these scores, and the five highest-ranked sentences are then taken as an output
of the model.
The results of the FEVER evidence extraction task are illustrated in Table 6.4.
It must be noted that the performance of the ranking models also depend on the
document retrieval system, and thus, the results are indicative of the performance
of both systems combined. As the table illustrates, our document retrieval and
evidence ranking systems reach the highest recall @5, which was the official metric
for the FEVER shared task evidence extraction problem. In fact, as can be observed
in Table 6.4, only the team UCL reaches a similar performance. The recall score of
their model is only about 2.4% lower than the score of our model. The user papelo,
only predicted one sentence as evidence, and was therefore able to reach the best
precision @5. Nevertheless, this strategy leads to low recall @5, since often two
evidence sentences had to be identified.
6.4.2 Experiments on Snopes19
As described in Section 3.2.1, for the Snopes19 corpus, we define evidence extrac-
tion as the identification of Fine-Grained Evidence (FGE) in Evidence Text Snippets
(ETS). This problem setting is similar to the identification of evidence sentences for
108
6.5. ERROR ANALYSIS
model recall m precis. m F1 m
upperBound 0.769 0.725 0.746
random baseline 0.500 0.500 0.500
majority vote 0.343 0.500 0.407
Table 6.5: Baselines and the human upper bound for evidence extraction task of the
Snopes19 corpus, if the problem is considered as a classification task (m = macro)





random baseline 0.296 0.529
Table 6.6: Comparison of different models on the evidence ranking problem for the
Snopes19 corpus
the FEVER18 corpus, where sentences of the introductory sections of Wikipedia
articles need to be ranked according to their relevance for the validation of the claim.
Since ETSs are similar in size compared to introductory sections of Wikipedia arti-
cles, the FEVER problem setting will be considered as a reference task. We therefore
frame evidence extraction for the Snopes19 corpus also as a ranking problem. Nev-
ertheless, in Table 6.5, we provide the human upper bound, the random baseline,
and majority vote scores for evidence extraction as a classification problem for future
reference.
In Table 6.6, we show the performance of the four discussed models on the
Snopes19 corpus. Compared to the performance of the models on the FEVER18
corpus illustrated in Table 6.1, the results are very much different. In terms of recall
@5, the neural networks with a small number of parameters rankingBiLSTM and
rankingDecAtt perform best. The TF-IDF model reaches best results in terms of
precision. The rankingESIM reaches a relatively low score and is not able to beat
the random baseline. We assume this is because the model has a large number of
parameters and requires more training instances than provided by Snopes19.
6.5 Error analysis
6.5.1 Error analysis FEVER18
For FEVER18, we performed an error analysis for the rankingESIM as the highest-
scoring model. Nevertheless, in a number of cases, the correct evidence sentences
could not be retrieved not because of the shortcomings of the sentence ranking model
but for other reasons. One common error, which is independent of the ranking model,
is that the document retrieval system is not able to retrieve all documents containing
the evidence sentences. As shown in Table 6.2, the best document retrieval system
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is still not able to identify all the required documents for almost 10% of the claims.
This reduces the upper bound of the evidence ranking model.
Furthermore, the rankingESIM retrieves in many cases a reasonable set of ev-
idence sentences, but these sentences have not been labeled as evidence by the
annotators. For example, the claim “The Bee Gees wrote music.” can be supported
by the identified sentence “The Bee Gees wrote all of their own hits, as well as writ-
ing and producing several major hits for other artists.” which was not annotated as
evidence. In fact, Wikipedia is too large to be exhaustively explored for evidence by
a small group of annotators. This was also acknowledged by the FEVER shared task
organizers. Thus, in the evaluation phase of the FEVER shared task, human anno-
tators evaluated the evidence sentences predicted by the competing systems. It was
therefore possible to give credit to systems that identified valid evidence sentences,
but which have not yet been labeled as such.
Another frequent case, in which the correct evidence sentences could not be
identified, is when one entity mention in the claim did not occur in the annotated
evidence sentences. E.g. for the claim “Daggering is nontraditional.” there is only
one annotated evidence sentence “This dance is not a traditional dance.”. Here, this
dance refers to daggering, but this information is not given. Thus, this case cannot
be resolved by our model. For some claims, one of the evidence sentences is less
related to the claim and it is therefore not identified by our model. E.g. the claim
“Herry II of France has three cars.” has the two evidence sentences: “Henry II died
in 1559.” and “1886 is regarded as the birth year of the modern car.”. The second
sentence is important for the validation of the claim, but it has a low lexical and
semantic overlap with the claim, and it is therefore ranked very low by our model.
Summary. As our analysis shows, the encountered errors can often be traced back
to failures of the document retrieval system and issues with the dataset. They can
therefore not be directly addressed by improving the evidence extraction model.
Nevertheless, we have also found instances, where the evidence sentences could in
principle be identified, if a more sophisticated model was used. For instance, co-
reference resolution approaches would help to find the evidence sentence in the
daggering dance example. If the model had some kind of world knowledge and was
able to link semantically distant sentences that in combination could help to validate
the claim, then the claim in the Henry II example could be solved.
6.5.2 Error analysis Snopes19
For Snopes19, we perform an error analysis for the rankingBiLSTM and the TF-IDF
system, as they reach the highest recall and precision, respectively. The TF-IDF
system achieves best precision because it only predicts a small set of sentences that
have lexical overlap with the claim. The model therefore misses FGE, in which
the claim is paraphrased and synonyms instead of the same words are used. The
rankingBiLSTM is better able to capture the semantics of the claim and the FGE,
and we believe that it was therefore able to reach a higher recall. In fact, we
have found that in order to identify the correct FGE, the model had to make the
connection between semantically related words, such as “Israel ” - “Jewish”, “price”-
“sold ”, “pointed ”-“pointing”, “broken"-"injured ”. Nevertheless, the model fails when
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the relationship between the claim and the FGE is more elaborate, e.g. if the claim
is not paraphrased, but reasons for it being true are given. We have also found
that refuting FGE is more difficult to identify since the semantic and lexical overlap
between the FGE and the claim is less pronounced. Moreover, as illustrated by the
Example 6.2 below, the model wrongly assigns a high ranking score to a sentence,
when the topic of the sentence is similar to the topic of the claim but the sentence
is not relevant for the validation of the claim.
Claim: The Department of Homeland Security uncovered a terrorist plot to attack
Black Friday shoppers in several locations.
Sentence: Bhakkar Fatwa is a small, relatively unknown group of Islamic militants
and fanatics that originated in Bhakkar Pakistan as the central leadership of Al
Qaeda disintegrated under the pressures of U.S. military operations in Afghanistan
and drone strikes conducted around the world.
Example 6.2: A sentence wrongly assigned a high ranking score because of seman-
tic relatedness with the claim
Another frequently encountered error is when several sentences only in combina-
tion form a consistent narrative that supports or refutes the claim. For example, the
claim “Vintage color photograph from 1941 shows the Japanese attack on Pearl Har-
bor.” has the ground truth sentences “The 7 December 1941 Japanese raid on Pearl
Harbor was one of the great defining moments in history.” and “Watch these Amaz-
ing color photos of the attack.” In isolation, the second sentence is only marginally
related to the claim, and the model therefore fails to identify this sentence as evi-
dence.
Summary. As our analysis shows, the evidence ranking system fails in more diffi-
cult cases, for which features, such as lexical overlap or semantic relatedness, are not
sufficient. In fact, we have found that compared to the errors of the rankingESIM
in the FEVER shared task discussed in the previous section, the errors of the
rankingBiLSTM and the TF-IDF system discussed above are more rudimentary. The
rankingESIM is more elaborate and has more parameters, which, on the one hand,
leads to improved performance, but on the other hand, requires a larger corpus for
training. Since the Snopes19 corpus does not contain sufficient instances for train-
ing the model, pre-trained language models, such as BERT (Devlin et al., 2018)
or XLNet (Yang et al., 2019b), could be explored in the future. Such models are
trained on large collections of unlabeled text in a self-supervised manner and can
then be fine-tuned on a small corpus. After fine-tuning, the models in general reach
a high performance on the small corpus.
6.6 Chapter summary
In this chapter, we analyzed the evidence extraction problem, which is the task of
identifying evidence sentences in documents using a claim as a query. The task
can be either considered as binary classification, where sentences in the retrieved
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documents are classified as evidence or not evidence, or as a ranking problem. In
the ranking problem setting, sentences from all the retrieved documents are first
ranked according to their relevance for the validation of the claim and then the k-
highest ranked sentences are taken as evidences. Similar to the FEVER shared task,
we have considered evidence extraction as a ranking problem. For the ranking of
the evidence sentences, we have presented three neural models, which have different
levels of complexity, and compared their performance to the FEVER shared task
TF-IDF baseline. We have evaluated the performance of the models on the two
corpora: FEVER18 and Snopes19.
For FEVER18, our neural model based on the ESIM architecture reached best
results. For Snopes19, a simpler BiLSTM based model and the TF-IDF baseline
performed best. We conclude that the results for the two corpora are different
because Snopes19 is an order of magnitude smaller than FEVER18. The more
sophisticated model based on the ESIM has probably too many parameters to be
effectively trained on the smaller Snopes19 corpus.
Our error analysis on both corpora has shown that the correct evidence sentences
cannot be identified for a number of reasons: (1) The documents containing the
required evidence may not be retrieved by the document retrieval system. (2) The
correct evidence sentences are lexically and semantically different from the claim,
and because the models rely on these features, such sentences could often not be
identified. (3) The evidence sentences contain anaphoric pronouns and the models
therefore often fail to make the connection between these sentences and the claim.
(4) World knowledge is required to infer the relevance of a sentence for the validation
of the claim.
Since the error sources are very diverse, we have concluded that different strate-
gies need to be followed to improve performance. For the FEVER evidence ranking
problem, models are required which can resolve anaphoric pronouns and are able
to incorporate world knowledge in the ranking process. Since the models already
achieve a relatively high score on the FEVER dataset, and world knowledge cannot
be easily incorporated in practice, significant performance gains for the FEVER18
can probably not be achieved.
The errors occurring on the Snopes19 corpus are, on the other hand, more
rudimentary, and therefore, more elaborated approaches could help improve perfor-
mance for this corpus. Most promising in this case are pre-trained language models
such as BERT (Devlin et al., 2018) and XLNet (Yang et al., 2019b). These models
are trained on large collections of text and are able to generalize to a new task if







Claim validation is the problem of determining the verdict for a claim on the basis
of collected evidence, and it represents the last step in our fact-checking pipeline
(Section 1.2.2). A system capable of validating a claim with high accuracy would
be of enormous value, as it will be possible to validate a large number of claims
emerging on the web and thus, help to control the spread of false information (see
also the discussion in Section 1.2.2). However, the task is very difficult as the system
needs to understand the often complex relationship between the evidence and the
claim and be able to weight contradicting evidence against each other. Moreover,
the accumulation of errors through the pipeline makes it additionally more difficult
to determine the verdict. It is not guaranteed that the correct set of evidence
was retrieved, let alone there is such a set in the queried document collection. As
described in Section 1.2.2, the goal of the proposed fact-checking pipeline is therefore
not to take over the fact-checking task entirely, but to assist the fact-checker in order
to speed up the process. Thus, our objective in this chapter is to investigate in which
cases we can achieve good results for claim validation, and what the outstanding
challenges are.
The chapter is structured as follows. In Section 7.1, we discuss the claim valida-
tion problem setting and provide an example. Section 7.2 gives an overview of work
related to claim validation. In Section 7.3, we analyze the Recognizing Textual En-
tailment (RTE) problem of the FEVER shared task which is similar to our definition
of the claim validation problem. We introduce a new model for the RTE task and
perform an error analysis for the misclassified instances of this model. In Section 7.4,
we present experiments with a number of different claim validation models on the
Snopes19 corpus, perform an error analysis, and discuss outstanding challenges.
The contributions of this section are the following.1
(10) We present our model for claim validation that reached the third rank for recog-
nizing textual entailment in the FEVER shared task, and analyze the performance
of the model in an error analysis.
(4) We perform a large number of experiments on our newly created Snopes corpus
with models from the FEVER shared task and other successful approaches suitable
for the claim validation sub-tasks. Based on the conducted experiments, we perform
an analysis of the claim validation problem setting defined by our corpus Snopes19
1The complete list of contributions ranging from 1 to 10 is given in Section 2.1.1.
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and compare it to the claim validation problem defined by FEVER18.
7.1 Problem setting
As described above, we define claim validation as the problem of predicting the
verdict for a claim on the basis of a set of aggregated evidences. The set of evidences
is represented by a number of sentences that provide valuable information for the
validation of the claim (see also the definition in Section 6.1). We analyze the task
on the basis of the two corpora FEVER18 and Snopes19. For both corpora, we
are given one or several evidence sentences based on which the verdict needs to be
determined. In our experiments, we use for both problem settings the FEVER shared
task classification scheme, that is, a claim needs to be classified as supported, refuted,
or not enough info. The labels supported, and refuted correspond to the verdicts true
and false respectively. The not enough info label is given if the collected evidence
sentences do not provide sufficient information to label the claim as supported or
refuted.
A challenging claim validation problem is presented in Example 7.1. The given
claim needs to be validated on the basis of three sets of evidence sentences, each of
which is extracted from a different document. The classification problem is difficult
as the claim is false, but there are two sets of sentences which support the claim and
only one sentence set which refutes the claim. Thus, a deeper analysis of the case
is required. The first two sentences sets are from the same source, that is General
Al-Saudi, and they are therefore not independent of each other and can be treated
as one piece of evidence. The evidence set three attacks the claim by pointing out
that a story published by the Daily Mail, which supports the claim (most likely
the origin of one of the two other sentence sets), is false because there are no dams
in southern Israel. It further states that the original Daily Mail story was altered
(supposedly after noticing the mistake). All these are hints that the claim is false,
however, without additional contextual information, the case is difficult to resolve
even for humans. We will discuss such instances in more detail in the analysis
Section 7.4.2 of this chapter. It must be noted that even though we have discussed
the role of sentence sets (evidence sentences coming from the same source) and the
stance of the sentences in the claim validation process, this kind of information is
not considered in the claim validation problem setting discussed below. As we have
pointed out in the previous paragraph, the task is only to classify the claim on the
basis of the collected evidence sentences.
7.2 Related work
There has been a considerable amount of work in the area of claim validation, even
though the task is often given a different name and it is framed slightly differently
compared to our definition of the problem. In the following, we present work which
we consider to be most relevant to our definition of the claim validation problem. We
split the related work section into three sub-sections: early work on claim validation,
advanced claim validation approaches, and the FEVER RTE problem setting.
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Claim: Israel caused flooding in Gaza by opening river dams
Verdict: refuted
Collected evidence sentences:
Evidence set 1 “Israel opened water dams, without warning, last night, causing
serious damage to Gazan villages near the border,” General Al-Saudi told Al Jazeera.
Evidence set 2 Hundreds of Palestinians left homeless after Israel opens river dams
and floods houses General Al-Saudi said that the dams were opened without warning.
Evidence set 3 The Daily Mail published a story on Monday that originally accused
Israel of intentionally opening dams in southern Israel in order to flood Gaza. The
only problem is, ... there are no dams in southern Israel. Honest Reporting ... took
screen shots of the article before amendments were made.
Example 7.1: Claim validation on the basis of collected evidence
7.2.1 Early work on claim validation
Early work in claim validation was done on relatively small corpora and the prob-
lem setting was often very restricted. Wang (2017) performed experiments on the
PolitiFact17 corpus (Section 3.1.1) in two different settings: predicting the verdict
only on the basis of the claim itself, or additionally considering the meta-information
(such as the name of the speaker, his/her party affiliation etc.) for the prediction.
Derczynski et al. (2017) have introduced the datasetRumEval17 (Section 3.1.1)
for the RumourEval shared task. The organizers suggested two variants of the task:
prediction of the verdict only on the basis of rumor (claims), or using additional
information, such as Wikipedia, for the prediction. Nevertheless, for the second
setting, no additional annotations were provided.
Another study concerned with the validation of rumor was performed by Dungs
et al. (2018). They proposed a Hidden Markov Model (HMM) to predict the verdict
for rumors on Twitter. As features, Dungs et al. (2018) only used the stance of the
tweets that referred to the rumor and the timestamps of these tweets.
bar introduced the corpusCLEF-2018 (Section 3.1.1) for the CLEF-2018 shared
task. In the second part of the shared task, participants had to classify claims as
true, false, or half-true.
The corpora of the studies discussed above are relatively small and in most cases,
no evidence for the validation of the claims is considered. From our point of view,
such a definition of claim validation is problematic. If no evidence is considered, the
models most likely only learn biases with respect to the words in the claim rather
than to differentiate between true and false claims. Moreover, since the number of
claims in all corpora is relatively low, most models trained on these corpora reach a
relatively low performance, and they are unlikely to be able to generalize to other
datasets.
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7.2.2 Advanced claim validation approaches
Popat et al. (2017) constructed the substantially larger corpus Snopes17 containing
4,956 claims from the Snopes and Wikipedia web-pages. However, even though
they provide additional documents for the validation of the claims, the documents
have been collected not by human experts but using the Google search engine.
The documents can therefore not be considered as a gold standard. Popat et al.
(2017) proposed two models for the claim validation task which make use of hand-
engineered features: a model based on Distant Supervision and a Joint Model based
on a Conditional Random Field. Even though the Joint Model is more sophisticated,
it is outperformed by Distant Supervision by 2% (80% vs. 82%).
Popat et al. (2018) proposed a neural network architecture DeClarE for “debunk-
ing false claims”. The claim’s verdict is predicted on the basis of the claim, its source,
and the evidence documents with their sources (URLs of the web-documents). The
model makes use of an attention mechanism that should increase performance, and
because it allows highlighting passages in the documents, it should also help to ex-
plain why a particular prediction was made. Popat et al. (2018) perform experiments
on the corpora Snopes17, RumEval17, and two datasets based on the PolitiFact2
and the NewsTrust3 websites. On three of these corpora, the model is able to achieve
a new state-of-the-art.
7.2.3 FEVER RTE problem setting
The corpus FEVER18 provided by the FEVER shared task organizers is substan-
tially larger than all previous fact-checking datasets. It therefore allows training
machine learning models with larger complexity. which shall lead to higher perfor-
mance. As described in Section 3.1.2, in the FEVER shared task, a pipeline had
to be constructed for three fact-checking sub-tasks. For the Recognizing Textual
Entailment (RTE) sub-task (which corresponds to claim validation) the FEVER
organizers proposed two baselines: DecAtt (Section 5.4.1), which was developed for
the SNLI (Bowman et al., 2015) task, and the UCLMR MLP introduced for the FNC
stance detection task by Riedel et al. (2017) (see Section 5.3.1). Even though the
two models were designed for different tasks (NLI and stance detection), because the
problem settings are structurally identical to claim validation, both models can be
used for the FEVER RTE task. Since DecAtt is superior to UCLMR, this model serves
as a baseline for the experiments in this chapter. We consider the FEVER shared
task problem setting as the most comprehensive definition of the automated fact-
checking problem, and thus, in Section 7.4, we use the FEVER RTE sub-task as a
reference for our analysis of the claim validation problem defined for the Snopes19
corpus.
There has been much work on the FEVER RTE sub-task, which is beyond the
literature review given in this section. Thus, in the following, we only discuss studies
that are most relevant to our analysis in this chapter.
The UNC-NLP team (Nie et al., 2019) won the RTE sub-task reaching an accu-





Network which takes as input the concatenated evidence sentences and the claim
and predicts the verdict. For the representation of the tokens of the claim and the
evidence sentences they used GloVe (Pennington et al., 2014), ELMo (Peters et al.,
2018) embeddings, and other features. The two input sequences representing the
claim and the evidence sentences are feed through a network that is similar to the
ESIM (Section 6.3.1). More specifically, BiLSTM layers are used in order to en-
rich the tokens with contextual information and an attention mechanism allows the
model to identify important information in the evidence sentences on the basis of
the claim and vice versa.
UCL Machine Reading Group (Yoneda et al., 2018) came in second in the RTE
sub-task reaching a verdict accuracy of 67.44%. They constructed a model based
on ESIM (Chen et al., 2017b) and pre-trained it on the SNLI (Bowman et al.,
2015) dataset, before fine-tuning it on FEVER17. The model is designed in such
a way that evidence sentences are individually combined with the claim and are
feed into different ESIMs. Each ESIM computes a probability distribution for the
three classes. These predictions for each claim-sentnnce pair are multiplied by the
ranking scores of their sentence selection model (for the current sentence) and then
feed through a MLP for the final classification.
Our system Athene (Hanselowski et al., 2018b) achieved a verdict accuracy of
65.22% and came in third. Similar to the UCL Machine Reading Group, we used the
ESIM as a building blog in our network architecture. We also fed sentence-claim
pairs into individual ESIMs, but in contrast to weighting the predictions by the
scores of the evidence ranking model, we used an attention mechanism to weight
the individual outputs of the ESIM for each sentence-claim pair (see Section 7.3.1).
Yin and Roth (2018) have not participated in the FEVER shared task but have
also proposed a pipeline for the three FEVER sub-tasks. They introduced a model
that in a multitask setting jointly learns to select the evidence sentences and pre-
dict the verdict for the claim. Moreover, the model has a two channel mechanism
meaning that during the classification process an attention mechanism is not only
applied between the claim and the evidence sentences (as by the top three models in
the FEVER RTE sub-task), but also between a given evidence sentence and other
remaining evidence sentences. This shall enable the model to predict the verdict on
the basis of several facts distributed across different evidence sentences (see Exam-
ple 3.1 in Section 3.1.2). The resulting model reaches an accuracy score of 75.99%
on the unofficial test-set released before the shared task. Even though the results
are not directly comparable, as the top three systems are evaluated on the official
test-set, the performance gains over the three model are substantial.
7.2.4 Summary
Early work on claim validation was done on relatively small corpora and the problem
setting was often very restricted. The corpora did not provide annotation of evidence
and the verdict for the claim was often only predicted on the basis of the claim
itself. This problem setting is problematic, because if no evidence is provided, the
trained systems can only exploit regularities in the dataset for the prediction of the
verdict. Moreover, the systems have been trained only on single-domain corpora,
which means that they are unlikely to generalize to other domains.
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Popat et al. (2017, 2018) used a number of substantially larger multi-domain
corpora for training claim validation systems. For the validation of claims, they
explored elaborated machine learning approaches, such as distant supervision, con-
ditional random fields, and attention based neural networks. These approaches are
more promising compared to early work on claim validation as they reach relatively
high accuracy scores of about 80%.
The corpus FEVER18 constructed by the FEVER shared task organizers is
substantially larger than all previous fact-checking datasets, and it provides more
annotations for the claim validation problem than previous corpora. The corpus
received much attention in the NLP community, and a number of different neural
network architectures have been proposed for the FEVER claim validation problem.
In this chapter, we present our approach to tackle the FEVER claim validation
problem that reached the third rank in the FEVER shared task. Moreover, we
compare claim validation experiments on our Snopes19 corpus to the experiments
on the FEVER corpus as the most comprehensive dataset introduced so far.
7.3 Experiments on FEVER18
In this section, we first present the model that we have developed for the FEVER
claim validation problem (RTE sub-task) and discuss the results of the FEVER
shared task. The performance of our model is then evaluated in an error analysis.
We conclude the section with a brief discussion of the major takeaways from the
FEVER shared task.
7.3.1 Model architecture
Our model illustrated in Figure 7.1 is an extension of the ESIM (Section 6.3.1).
In contrast to the ESIM, which can only predict the entailment relation between
a hypotheses sentence and a premise sentence, our model can predict the relation
between multiple input sentences and the claim as required in the FEVER RTE
sub-task.
For the prediction of the verdict (supported, refuted or not enough info), we
use the five sentences retrieved by our sentence selection model (Section 6.3.1).
For the representation of the tokens of the claim and the evidence sentences, we
concatenate the GloVe (Pennington et al., 2014) and FastText (Bojanowski et al.,
2017) embeddings. Since both types of embeddings are pretrained on Wikipedia,
they are particularly suitable for the FEVER RTE problem setting. To process the
five input sentences using the ESIM, we combine the claim with each sentence and
feed the pairs into 5 ESIMs. The pairs are analogous to the hypotheses-premise
pairs in the original SNLI setting. The last hidden states of the ESIMs computed
for the five individual claim-sentence pairs are compressed into one vector using an
attention mechanism and pooling operations.
The attention mechanism is based on representations of the claim and the five
evidence sentences. These representations are obtained by average pooling over the
outputs of the first BiLSTM of the ESIM (Section 6.3.1). For each claim-sentence
pair, the sentence representation and the representation of the claim are individually
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Figure 7.1: Extension of the ESIM for the FEVER RTE task
fed through a single layer perceptron giving rise to two vectors. The cosine similarity
of the two vectors is then used as an attention weight.
The five output vectors of all ESIMs are multiplied with their respective atten-
tion weights and we apply average and max pooling on these vectors in order to
reduce them to two representations. Finally, the two representations are concate-
nated and fed through a 3-layer perceptron for the prediction of the verdict (three
way classification). The motivation behind the attention mechanism is that it allows
us to extract information from the five sentences that is most relevant for the clas-
sification of the claim. In fact, since we are always considering five sentences but an
evidence set in the FEVER corpus usually consists of only one or two sentences, the
model needs to be able to focus on the most important information. Other teams
participating in the FEVER shared task came up with similar sentence weighting
approaches (Nie et al., 2019; Yin and Roth, 2018).
7.3.2 Experiments and results
As for the rankingESIM (Section 6.4.1), we explore the performance of our claim
validation model for different numbers of evidence sentences. The results on the
FEVER18 development set illustrated in Table 7.1 demonstrate that our model
performs best if all five highest ranked-sentences are used. In the table, label accuracy
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refers to the accuracy of our claim validation model. The FEVER score was the
official metric for the evaluation of the systems in the FEVER shared task. It
represents a restricted version of the label accuracy, where a claim is only considered
as validated correctly, if the right verdict for the claim is predicted and the correct
set of evidence for the claim is retrieved. It must be noted that the scores presented
in the table are based on the experiments of the entire pipeline, that is, we do not
use the gold evidence sentences for the verdict prediction, but sentences extracted
by our sentence selection model from the documents that have been retrieved by
our document retrieval system.






Table 7.1: Performance of our claim validation model using different numbers of
sentences
In Table 7.2, we compare the performance of our three sub-systems developed
for the FEVER shared task, as well as the full pipeline, to the baseline sub-systems
and the entire pipeline implemented by the shared task organizers (Thorne et al.,
2018a). It must be remarked that for sentence selection, we provide our model the
documents from our document retrieval system, and the baseline sentence selection
model receives the documents from the baseline document retrievals system. We
use the same strategy to compute the label accuracy for the RTE task (the pro-
vided input sentences are from the respective sentence selection model). The results
reported on the development set demonstrate that we were able to significantly im-
prove upon the baseline in each sub-task. The performance gains over the entire
pipeline add up to an improvement of about 100% with respect to the performance
of the baseline pipeline.
In Table 7.3, the results of the top five systems (out of the 23 participating
systems) of the FEVER shared task are reported on the held out test-set. As the
results demonstrate, we reached the third rank. Since the three top systems have
used similar network architectures (different versions of the ESIM attention mech-
anism), the results are not very much different. Team Papelo (Malon, 2018) used
a Transformer network (Vaswani et al., 2017) and also reached good performance.
With respect to the scores of the remaining systems, there is a substantial drop in
performance, and the fifth-ranked team SWEEPer only reaches a score of 49.94%.
7.3.3 Error analysis
We have discovered that a large number of claims are misclassified due to the model’s
disability to interpret numerical values. For instance, the claim “The heart beats at a
resting rate close to 22 beats per minute.” is not classified as refuted by the evidence
sentence “The heart beats at a resting rate close to 72 beats per minute.”. The only
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Task (metric) system score (%)
Document retrieval baseline (TF-IDF) 70.20
(accuracy) our system (Section 4.3.2) 93.55
Sentence selection baseline (TF-IDF) 44.22
(recall @5) our system (Section 6.3.1) 87.10
Textual entailment baseline (DecAtt) 52.09
(label accuracy) our system (Section 7.3.1) 68.49
Full pipeline baseline 32.27
(FEVER score) our system 64.74
Table 7.2: Comparison of the performance of our pipeline and the baseline pipeline
(Thorne et al., 2018a) on the FEVER18 development set
# Team label accuracy (%) FEVER score (%)
1 UNC-NLP 67.98 63.98
2 UCL Machine Reading 67.44 62.34
3 TUDA UKP-Athene 65.22 61.32
4 Papelo 60.74 57.04
5 SWEEPer 59.64 49.86
Table 7.3: Top 5 systems of the FEVER shared task
information refuting the claim is the number, but we assume that neither GloVe
nor FastText word vectors can embed numbers distinctly enough so that the model
can identify the contradiction. Another problem is challenging not enough info
cases. For instance, the claim “Terry Crews played for the Los Angeles Chargers.”
(annotated as not enough info) is classified as refuted, given the sentence “Crews
played as a defensive end and linebacker in the National Football League (NFL) for
the Los Angeles Rams, San Diego Chargers, and Washington Redskins, ...”. The
sentence is related to the claim but does not exclude it, which makes this case
difficult.
7.3.4 Conclusion
In order to achieve high performance in the FEVER RTE task, a developed pipeline
needs to perform well across all the three sub-tasks. Without retrieving the correct
set of documents, the required evidence sentences could not be identified, and conse-
quently, no credit could be given for a validated claim even if the correct verdict was
predicted. Obviously, the correct type of evidence also helps the RTE component
to predict the correct verdict. The evaluation metric penalizes models that make
the right prediction on the basis of wrong evidence, which also helps to prevent
overfitting.
For the RTE sub-tasks, the top three teams converged to a similar network
architecture that is based on the ESIM or on an ESIM like attention mechanism.
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Even though good performance is reached by the top three systems, which almost
achieve 70% accuracy for the three-way classification, it is expected that more recent
model architectures based on language modeling (Devlin et al., 2018; Radford et al.,
2019; Yang et al., 2019b) can further improve performance. As already shown by
Yin and Roth (2018), further improvement gains can be achieved when considering
sentence selection and RTE as a multitask problem.
The FEVER shared task has significantly progressed the work on automated fact-
checking and inspired the development of pipeline systems in contrast to a single
model fact-checking systems. Nevertheless, the FEVER fact-checking problem is
to some extent simplified and still deviates from real fact-checking. The entire
FEVER dataset was created syntactically only using Wikipedia as an information
source. We address this issue in the following section by running experiments on
our multi-domain corpus Snopes19, which is based on real fact-checking instances.
7.4 Experiments on Snopes19
We define the claim validation problem for the Snopes19 corpus in such a way
that we can compare it to the FEVER RTE problem setting discussed above. Thus,
as illustrated in Table 7.4, we compress the different verdicts from the Snopes19
corpus into three categories. In order to form the not enough info (NEI) class, we
combine the claims with these three verdicts: mixture, unproven, undetermined. We
have found that for these classes of claims, no clear decision can be made whether
the claim is true or false even though Fine-Grained Evidence (FGE) is provided.
Moreover, we entirely omit all the other instances with verdicts like legend, outdated,
miscaptioned, ... since these cases are ambiguous and difficult to classify on the basis
of the given FGE.
FEVER Snopes
refuted: false, mostly false
supported: true, mostly true
NEI: mixture, unproven, undetermined
Table 7.4: Compression of the Snopes verdicts to FEVER verdicts (NEI: not enough
information)
7.4.1 Experiments
For the Snopes claim validation task, we consider models of different complexity:
extendedESIM is our extended version of the ESIM that we have developed for the
FEVER RTE task (Section 7.3.1).
BertSentEmb is an MLP classifier that is based on BERT (Devlin et al., 2018) pre-
trained sentence embeddings.4 This model first derives representations of the claim
and the FGE using BERT. The representations of the FGE are reduced to one vector
4https://github.com/hanxiao/bert-as-service
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using an attention mechanism based on the claim (FGE more relevant to the claim is
weighted higher). The compressed representation of the FGE is then concatenated
with the representation of the claim and feed through a MLP for classification.
DecAtt is the Decomposed Attention model presented in Section 5.4.1. This model
was used as a baseline in the FEVER shared task.
BiLSTM is a simple BiLSTM (Hochreiter and Schmidhuber, 1997; Schuster and Pali-
wal, 1997) architecture. For this model, individual FGE sentences and the claim are
feed through a BiLSTM giving rise to one representation for each sentence. In order
to obtain one representation for the FGE, average and max-pooling is applied to all
representations of FGE computed by the BiLSTM. The resulting FGE representa-
tion is concatenated to the representation of the claim and feed through an MLP
for classification.
USE+MLP is the Universal Sentence Encoder (USE) (presented in Section 5.4.1) com-
bined with a MLP. The claim and the FGE combined into one long sentence are
feed into the USE giving rise to two representations. These representations are
concatenated and feed through a MLP.
featureSVM is a Support Vector Machine classifier based on bag-of-words, unigrams,
and topic models.
quantBaseline is a simple quantitative baseline that weights the number of sup-
porting ETSs versus the number refuting ETSs for a claim. If the number of refuting
ETSs is larger than the number of supporting ETSs, the claim is classified as refuted
and otherwise as supported. In the case of exact ties, it predicts not enough info
(NEI).
The results illustrated in Table 7.5 show that BertSentEmb, USE+MLP, BiLSTM,
and extendedESIM reach similar performance. The models DecAtt and SVM appear
not to be suitable for the task and are even inferior to the quantitative baseline
quantBaseline. BertSentEmb performs best, however, the score is still relatively
low compared to the model’s performance on FEVER RTE problem. This perfor-
mance drop is discussed in the following section in more detail.
Labeling method recall m prec. m F1 m
quantBaseline 0.415 0.377 0.395
random baseline 0.333 0.333 0.333
majority vote 0.198 0.170 0.249
BertSentEmb 0.477 0.493 0.485
USE+MLP 0.483 0.468 0.475
BiLSTM 0.456 0.473 0.464
extendedESIM 0.561 0.503 0.454
featureSVM 0.384 0.396 0.390
DecAtt 0.336 0.312 0.324
Table 7.5: Claim validation results (m = macro)
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predicted \ gold supported refuted NEI
supported 36 26 13
refuted 38 203 53
NEI 18 42 27
Table 7.6: Confusion matrix for claim validation BertSentEmb
7.4.2 Error analysis and further investigations
We performed an error analysis for BertSentEmb as the highest-scoring model. The
confusion matrix for the predictions of the model is illustrated in Table 7.6. The
class distribution of the verdicts for Snopes19 is highly biased towards refuted
(false) claims (see Table 3.7 in Section 3.2.2), and therefore, as the confusion matrix
shows, claims are frequently labeled as refuted even though they belong to one of
the other two classes. We observed that many of the FGE for claims, which have
been wrongly classified as refuted, contain negating phrases, such as “there was no”,
“instead of ”, “But there was”, “has no”, “must not”. We assume this was the main
reason for misclassification. Our analysis has also shown that many of the instances
are difficult to classify because they contain contradicting FGE. An example of such
a case is given below (Example 7.2). Whereas the first two FGE sentences support
the claim, the third FGE sentence contradicts it.
Claim: As a teenager, U.S. Secretary of State Colin Powell learned to speak Yiddish
while working in a Jewish-owned baby equipment store.
Gold standard: supported ; Prediction: refuted
FGE: (1) As a boy whose friends and employers at the furniture store were Jewish,
Powell picked up a smattering of Yiddish.
(2) He kept working at Sickser’s through his teens, earning 75 cents an hour and
picking up a smattering of Yiddish.
(3) A spokesman for Mr. Powell said he hadn’t heard about the spoof but confirmed
that Gen. Powell does speak a little Yiddish.
Example 7.2: A misclassified instance due to contradicting ETS
The low performance of the model was reflected in the examples analyzed in the
error analysis, as it was often difficult to determine, why the classifier misclassified
a particular instance. As mentioned above, compared to the performance of the
highest scoring models on the FEVER RTE task, which reach almost 0.7 accuracy,
the performance of the best models on Snopes corpus is relatively low. The perfor-
mance score reduces even further if we consider the claim validation problem not in
isolation, but as a second step in the pipeline, that is, we first identify FGE using
our rankingBiLSTM (Section 6.3.1) and then classify the claim on the basis of the
collected FGE using BertSentEmb. In this case, the model reaches only 0.44 F1
macro.
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verdict \ stance support refute sum
supported 3.19 0.16 3.34
refuted 1.89 0.80 2.69
NEI 2.54 0.83 3.37
Table 7.7: The number of FGE (fine-grained evidence sentences) depending of the
stance of FGE and the verdict of the claim
In order to determine the reason for the low performance, we have conducted
a detailed investigation. We performed experiments with the models applied on
Snopes19 (listed in Table 7.5) on the FEVER RTE task using the ground truth
evidence sentences. To eliminate the difference in size of the two corpora, we have
reduced the number of training instances in the FEVER18 corpus to the number
of training instances in the Snopes19 corpus and re-ran the experiments. Never-
theless, the best performing model BertSentEmb, could still reach a score of 0.54 F1
macro on the FEVER18 corpus which is significantly higher than the performance
of the model on the Snopes19 corpus.
After eliminating the difference in size, we have analyzed the training instances
of the two corpora more closely. Based on our analysis, we came to the conclusion
that there are two main reasons for the performance gap:
(1) The Snopes19 corpus is heterogeneous and thus, it is more challenging for
a machine learning model to generalize across different text styles. In fact, we have
performed additional experiments, in which we pre-trained models on the FEVER
corpus and fine-tuned the parameters of the models on our Snopes and vice versa. In
both experiments, no significant performance gains over the original training setup
with only one corpus could be achieved. Models pre-trained on FEVER are probably
tailored to the Wikipedia text and are not able to generalize to diverse forms of text
in the Snopes corpus. The reverse experiment is probably not successful because the
simplified form of the FEVER claim validation problem differs too much from the
general claim validation setting defined for the Snopes19 corpus. E.g. as discussed
in Section 3.2.2, the structure of claims in FEVER18 is much simpler compared to
the claims in Snopes19.
(2) Another reason for the low performance on Snopes19 is that it is difficult to
infer verdict from the given FGE. Although the corpus is biased towards false claims,
there is a large number of ETSs that support these false claims (see Table 3.8). As
discussed in Section 3.2.2, this is because many of the retrieved ETSs originate from
false news websites. Thus, in many cases, we have contradicting evidence, i.e. some
of the evidence sentences support the claim and others refute it. In order to analyze
this issue in more detail, we computed the distribution of the FGE (the number of
the fine-grained evidence sentences) depending on the stance of the FGE and the
verdict of the claim. The resulting matrix illustrated in Table 7.7 shows that even
though a high number of supporting FGE is a strong indicator for a supported claim
(3.19 vs. 0.16), more FGE are supporting refuted claims than refuting FGE (1.89 vs.
0.80). This further confirms our observation from Section 3.2.2, where we showed
that the stance of the evidence is not a good indicator of the verdict of a claim.
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7.4.3 Conclusion
As the results of our analyses in the previous sub-section have shown, our claim
validation problem defined for the Snopes19 corpus is more challenging than the
FEVER shared task RTE problem. For the FEVER RTE problem, systems basically
only need to classify the stance of the evidence with respect to the claim to predict
the verdict (Section 3.2.2). For Snopes19, the relation between the evidence and
the claims is more complicated. The stance in combination with information about
the content of the FGE is potentially useful for the prediction of the verdict, but,
as our correlation analysis in Section 3.2.2 shows, not in isolation.
Moreover, we believe that the Snopes problem setting is not only more challeng-
ing but also more realistic. Since the Snopes corpus is based on real fact-checking
instances from the Snopes website, it is more similar to the task that fact-checkers
encounter in practice. Thus, in order to make progress on the fact-checking problem,
systems should be developed that reach high performance not on synthetic datasets
but on real fact-checking instances. Since present approaches reach only low per-
formance on such instances (see Table 7.6), alternative machine learning methods
should be explored.
Based on our analysis, we conclude that a system is not able to validate claims
in realistic fact-checking instances only on the basis of a small number of evidence
sentences, and that additional contextual information is required. Thus, in future
work, not only the FGE need to be considered for the validation of the claim, but also
other additional information available in the Snopes19 corpus, such as the stance
of the FGE, FGE sources, and documents from the Snopes website that provide
additional information about the claim. Here, the work done by Popat et al. (2017,
2018) can serve as a starting point, as they already performed claim validation
experiments in which they considered the sources and the stance of the evidence.
Moreover, as the Example 7.1 at the beginning of the chapter demonstrates, we need
a system that explores the relation between the evidence. In particular, evidence
sentences can not only refute the claim but also other evidence sentences. Thus,
cross-references between the evidence should be taken into account in order to find a
sub-set of evidence that forms a consistent narrative supporting or refuting the claim.
This extended approach is expected to lead to better performance as much more
information would be considered in the claim validation process as it is available in
a small set of evidence sentences.
7.5 Chapter summary
In this chapter, we analyzed the claim validation problem which is the task of
predicting the verdict for a claim on the basis of a number of evidence sentences.
We presented a model that we have developed for the FEVER RTE sub-task (which
corresponds to our definition of the claim validation problem). The model reached
the third rank in the FEVER shared task among 23 competing systems. In a
number of experiments, we analyzed the performance of the model in isolation and
as a part of our fact-checking pipeline. In order to identify the weaknesses of our
model that can be addressed in future work, we have performed an error analysis
and identified challenging instances in which the model fails. We have found that
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the model fails if it needs to determine the verdict of the claim on the basis of
numerical values or if world knowledge is required. Moreover, we have discussed
the results of the FEVER shared task and in particular the outcome for the RTE
sub-task. We concluded that even though relatively high scores for the task could
be achieved, modern pretrained language models could potentially further increase
performance on the task. Nevertheless, we have also remarked that the FEVER
shared task problem setting is not realistic enough, as it is based on synthetically
generated fact-checking instances that have been created only on the basis of the
information in Wikipedia. In the second part of the chapter, we therefore analyzed
the more realistic claim validation problem defined by the Snopes corpus. We have
performed a large number of experiments on the corpus using models of different
levels of complexity. We have found that compared to the results on the FEVER
corpus, the models achieve a relatively low performance. In order to identify the
reason for the lower scores, we have performed an error analysis for the best scoring
model based on BERT embeddings, and conducted additional experiments. The
error analysis has shown that the model is biased towards the majority class of the
Snopes corpus and that the errors are very diverse. Our additional experiments
have shown that the low performance of the models can only in part be attributed
to the difference in size of the two corpora. A more significant factor is that the
Snopes corpus is based on heterogeneous web documents with diverse text styles.
We assume that the models struggle to generalize across the different domains of
the corpus. Another reason for the low performance is that the evidence for a claim
in the Snopes corpus is often contradictory, that is, while some of the evidence
sentences support the claim, others refute it. In fact, since many of the evidence
come from unreliable sources, the stance of the evidence is not necessarily indicative
of the verdict for a claim, as for the FEVER corpus. We therefore concluded that in
order to make progress on real fact-checking instances, not just the content and the
stance of the evidence sentences need to be taken into account, but also the sources
of the evidence and other contextual information available in the Snopes corpus.
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In this thesis, we explored the problem of automating the fact-checking process
using machine learning techniques in order to help to control the growing amount of
false information on the web. We proposed a pipeline approach for the validation of
claims on the basis of evidence sentences. The pipeline consists of sub-systems for
the following tasks: document retrieval, stance detection, evidence extraction, and
claim validation. Because we believe that fact-checking is an AI-complete problem,
meaning that human-level intelligence is required to solve the task, our pipeline
approach is designed to assist fact-checkers in the fact-checking process rather than
taking over the task entirely. The proposed pipeline is able to process raw text and
thus make use of the vast amount of information contained in web documents. It is
therefore superior to fact-checking methods based on knowledge bases that have a
relatively low coverage. At the same time, our approach is more transparent than
current end-to-end trained machine learning systems, as the fact-checker can observe
the outputs of the intermediate sub-systems and thus trace back potential errors.
The developed sub-systems of the pipeline have been tested in two competitive
shared tasks, namely the Fake News Challenge and the FEVER shared task, and
secured top three positions in these competitions.
In this thesis, we analyzed the sub-tasks of the fact-checking process in individ-
ual chapters and introduced a new, richly annotated corpus for training machine
learning models for the sub-tasks. Below, we summarize the most important find-
ings and contributions of this thesis and answer the research questions defined at the
beginning of the thesis. We also discuss the impact of our work on the fact-checking
community and highlight promising future research directions.
8.1 Summary of contributions and findings
Chapter 3. We introduced a new, richly annotated corpus for training machine
learning systems for the four sub-tasks in the fact-checking process: document re-
trieval, stance detection, evidence extraction, and claim validation. The corpus is
based on the Snopes website and provides annotations from real fact-checking in-
stances. It is therefore superior to other synthetic datasets, such as the FEVER
shared task dataset, which is only based on Wikipedia. We presented our corpus
construction and annotation framework that allows for the efficient development of
large corpora with high inter-annotator agreement. We also provided a detailed
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analysis of the corpus, discussed the dataset statistics, and described the biases of
the corpus. On the basis of our analysis, we found that many evidence sentences
come from unreliable sources, which makes it difficult to validate many of the claims
in the corpus. Using a correlation analysis, we discovered that there is only a weak
correlation between the stance of the evidence and the verdict for the claims. This
means that the claim validation problem cannot be solved only using the infor-
mation about the stance of the evidence. Our analyses showed that although the
fact-checking problem defined by our corpus is more realistic, it is more challenging
than the fact-checking problem posed by other available corpora such as the FEVER
shared task corpus.
Chapter 4. We proposed a document retrieval system based on entity linking
and hand-crafted rules that reaches high performance in the FEVER document re-
trieval problem setting. The system is based on our analysis of the FEVER dataset,
wherein we discovered that the entities in the claims often correspond to titles of
Wikipedia articles. Thus, it was possible to identify Wikipedia articles by matching
the entity mentions in the claim to Wikipedia article titles. Our entity linking ap-
proach substantially outperformed traditional information retrieval systems based
on the inverted index and TF-IDF ranking.
Chapter 5. In order to tackle document-level stance detection, we introduced a
feature-based deep Multi-Layer Perceptron (MLP). The model was deployed in the
Fake News Challenge (FNC) reaching the second rank out of 50 competing systems
according to the official FNC metric. In fact, we found that the feature-based MLP is
superior to LSTM-based deep neural networks that use word embeddings as features.
In a retrospective analysis of the FNC stance detection task, we evaluated the FNC
problem setting and discovered that the official FNC metric is biased towards the
majority class and can therefore be exploited to maximize the score. F1 macro, on
the contrary, is a more reliable indicator of the robustness of a system, as it penalizes
systems that do not perform well across all classes. We therefore proposed the F1
macro as a metric for the evaluation of systems on the FNC corpus. We have shown
that because our feature-based MLP performs well across all classes, according to F1
macro, our model is superior to other systems on the FNC corpus. In this chapter,
we also performed stance detection experiments on our Snopes corpus and found
that in this case, feature-based classifiers outperform LSTM-based neural networks
using word embeddings.
Chapter 6. We introduced an evidence extraction system that is able to identify
sentence-level evidence for a given claim in retrieved documents. The system is
based on the ESIM (Chen et al., 2017b), which is a powerful encoder developed for
the SNLI task (Bowman et al., 2015). We modified ESIM so that sentences from the
retrieved documents can be ranked according to their relevance for the validation
of the claim. After ranking, we took the top-k sentences as evidence. The evidence
ranking system together with our document retrieval system was evaluated in the
FEVER evidence selection sub-task. We were able to beat all 23 competing systems
and win the shared task in this category.
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Chapter 7. To address the claim validation problem, we again developed a new
model on the basis of ESIM. We implemented an extended version of ESIM that
allows us to determine the verdict for a claim on the basis of an arbitrary number
of evidence sentences. The system was evaluated in the FEVER claim validation
sub-task reaching the third rank. Our combined pipeline consisting of our systems
for document retrieval, evidence extraction, and claim validation secured the third
rank out of 23 other pipelines participating in the FEVER shared task. We ap-
plied our extended ESIM and other promising claim validation models to our newly
constructed Snopes corpus and found that these models show substantially lower
performance than their performance on the FEVER shared task corpus. Our sub-
sequent analysis showed that the performance gap can be attributed to two major
factors:
(1) The Snopes corpus is based on heterogeneous web sources. The text styles in
the corpus are therefore very diverse, ranging from informal language in discussion
forums to carefully written news articles of established news magazines. Because a
system trained on the corpus needs to generalize across all different text styles, the
performance is reduced.
(2) The evidence for a claim in the Snopes corpus is often contradictory, that is,
whereas some of the evidence sentences support the claim, others refute it. In fact,
we found that the correlation between the stance of the evidence and the verdict of
the claim is very low. Thus, the verdict for a claim cannot be simply deduced from
the stance of the evidence sentences as for the FEVER corpus. It is therefore often
difficult even for humans to validate a claim only on the basis of the given evidence
sentences.
Based on our analysis, we concluded that the more realistic fact-checking problem
defined by our Snopes corpus is very challenging. Even though we can reach reason-
able performance for some of the fact-checking sub-tasks, the problem as a whole,
and particularly the claim validation problem, is far from being solved. Thus, other
more elaborated methods are required in order to make progress on this task in
future work.
Research questions. Based on our findings, we can now answer the research
question posed in Chapter 2 of this thesis.
• Is it possible to design an annotation framework for the annotation of evidence
in documents for a given claim and the annotation of the stance of the evi-
dence with respect to the claim that leads to high inter-annotator agreement?
⇒ For the annotation of the stance of the Evidence Text Snippets (ETSs), we
have been able to reach an inter-annotator agreement of 0.7 Cohen’s Kappa
which is considered to be substantial. For the annotation of Fine-Grained Ev-
idence (FGE) (evidence on the sentence-level), we have been able to achieve
a moderate inter-annotator agreement of 0.55 Cohen’s Kappa. In fact, the
annotation of sentences in documents is challenging, and related work often
reports lower agreement scores. We therefore conclude that the annotation
of the evidence and stance of the evidence was successful. Nevertheless, we
acknowledge that further research is required in order to achieve higher agree-
ment, in particular for evidence annotation.
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• If we have stance annotated evidence for a claim (in the form of text snippets
that support or refute the claim), is it possible to validate this claim only on
the basis of the number of supporting and refuting ETSs without considering
the textual content of the claim and the evidence?
⇒ As our correlation analysis in Section 3.2.2 demonstrates, for a realistic fact-
checking corpus with evidence from diverse sources, the correlation between
the veracity of the claim and the stance of the evidence is low. It follows that
the stance of the evidence is only weakly indicative of the verdict of the claim.
Therefore, we conclude that the stance information is not sufficient for the
validation of the claim and that additional information is required.
• How well can current machine learning models for fact-checking, which perform
well on existing datasets covering a single domain, generalize to multi-domain
datasets, i.e. can we achieve a high performance for automated fact-checking
on a multi-domain dataset, if the system is only training on a single-domain
corpus?
⇒Our analysis in Section 7.4.3 shows that the models that perform on a single-
domain dataset, such as the FEVER corpus, do not reach high performance
on heterogeneous multi-domain corpora such as our Snopes corpus. Cross-
domain experiments have also shown that pre-training a model on a single-
domain corpus and then fine-tuning the model on a multi-domain corpus is not
helpful because no performance improvements could be observed. We therefore
conclude that large heterogeneous corpora are required in order to train models
that are able to generalize across different domains and to validate claims on
the basis of evidence with diverse text styles.
• In most of the fact-checking problem settings defined so far, evidence for the
validation of a claim is only provided in the form of one or several sentences.
Is this information sufficient, or do we need additional contextual information
in order to reach high performance on the claim validation task?
⇒ Our experiments in Section 7.4 demonstrate that the performance of the
claim validation models, which only take the claim and a number of evidence
sentences as input, is relatively low on a realistic multi-domain corpus. Our
subsequent analysis has shown that the evidence sentences originate not only
from reliable but also from unreliable sources. As a result, the evidence sen-
tences for a claim are often contradicting each other. Thus, we conclude that
in order to reach higher performance for claim validation, the information
about the source of the evidence is required and the relationship between the
evidence sentences needs to be taken into account.
8.2 Impact of the contributions
With our work, we have been able to significantly contribute to the fact-checking
community. The repository of our stance detection sub-system evaluated in the
Fake News Challenge was forked more than 110 times.1 Our pipeline developed for
1https://github.com/hanselowski/athene_system
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the FEVER shared task serves as an official baseline for the FEVER shared task.2
Fact-checkers from FullFact3 and Factmata4 have requested the code of the pipeline
in order to apply the system to real fact-checking instances.
Our publications are frequently cited in the context of automated fact-checking
and in particular, the two studies (Hanselowski et al., 2018a,b) received much at-
tention in the literature. Both works are frequently cited as related work, but more
importantly, our systems were successfully combined with other models or reached
a new state-of-the-art on a new corpus. Below we present some of these studies.
Follow-up work based on (Hanselowski et al., 2018a):
Our feature-based MLP for the FNC task was shown to reach best results on a
new Arabic document-level stance detection corpus if the model is given the entire
document and the most important passages for the classification in the document are
highlighted (Baly et al., 2018). The model was able to outperform other top-ranking
systems from the FNC, as well as a Memory Network.
Our stacked LSTM developed for the FNC was shown to reach the highest per-
formance on article-claim stance classification for a new Persian corpus, thereby
outperforming other feature-based classifiers (Zarharan et al., 2019).
Following our criticisms of the FNC metric, a number of studies acknowledged
that the F1 macro is more appropriate for the evaluation of systems on the FNC
corpus than the FNC metric (Conforti et al., 2018; Jwa et al., 2019; Chernyavskiy
and Ilvovsky, 2019).
Follow-up work based on (Hanselowski et al., 2018b):
Because our document retrieval and evidence ranking systems reached the best re-
sults in the FEVER shared task, they have been frequently used by other researchers.
The systems were used either to retrieve evidence for a new claim validation model,
or as baselines for the development of novel document retrieval and evidence ranking
approaches (Soleimani et al., 2019; Zhou et al., 2019; Liu et al., 2019b; Chernyavskiy
and Ilvovsky, 2019).
8.3 Future research directions
Below we discuss a number of promising research directions that can be followed
in order to improve the performance of the individual fact-checking sub-systems or
the pipeline as a whole. Moreover, we discuss a number of popular recent machine
learning approaches that can also be leveraged for automated fact-checking.
Improvement of the claim validation sub-system. Claim validation is at the
core of the fact-checking process; however, it is also the most challenging sub-task.
To improve the claim validation sub-system proposed in this thesis, several changes
to the system can be made. The information about the stance and the source of
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achieve further performance improvement. Relations and cross-references between
the evidence could be explicitly modeled, which, potentially would also lead to better
performance. In fact, in some fact-checking instances, a number of evidence sen-
tences need to be combined to validate a claim (see, for instance, multi-hop reasoning
for question answering (Yang et al., 2018) or solving syllogisms in logical argumen-
tation). Moreover, in order to estimate how reliable the collected evidence sentences
are, in addition to the information about the source of the evidence sentences, a
second evidence extraction system can be developed that tries to find supporting
evidence for a given evidence sentence. All these measures would potentially enable
the system to find a consistent and reliable set of evidences that either support or
refute a given claim.
Self-supervised models for automated fact-checking. Self-supervised ap-
proaches such as ELMo (Peters et al., 2018), BERT (Devlin et al., 2018), XLM (Con-
neau and Lample, 2019), or XLNet (Yang et al., 2019b) have recently shown that
substantial performance improvements across a large number of tasks can be achieved,
if a model is pretrained in a self-supervised manner on a massive dataset and then
fine-tuned on a small corpus for a particular target task. So far, we have only ex-
plored how a multi-layer perceptron, which is based on pretrained representations of
BERT, performs for claim validation without fine-tuning BERT on the fact-checking
corpora. Some further work was done by Yang et al. (2019a), who explored the GPT
model (Radford et al., 2018) for rumor evaluation, or by Ning et al. (2019), who
applied BERT to hyper-partisan news detection. More experiments are required
in order to find out which of the pretrained models is best suited for the different
fact-checking sub-tasks. Moreover, an entirely new self-supervised technique could
be developed that is particularly suitable for automated fact-checking. Current self-
supervised models are based on different training objectives, such as predicting the
next word (Peters et al., 2018; Radford et al., 2018, 2019), next sentence prediction
(Devlin et al., 2018), predicting masked words (Devlin et al., 2018), or word permu-
tations (Yang et al., 2019b). One training objective (or auxiliary) task often benefits
a particular target task that is framed in a similar manner. It would therefore also
be worth exploring whether auxiliary tasks for the different fact-checking sub-tasks
can be found that could be used to pretrain models for these tasks.
Multitask learning for automated fact-checking. Even though we have con-
sidered the four fact-checking sub-tasks independently of each other, there are syner-
gies between the tasks that can be exploited if a joint model is trained in a multitask
setting. A model simultaneously trained to select evidence sentences, determine their
stance with respect to the claim, and predict the verdict for the claim, could benefit
from the supervision at different levels and thus, achieve higher performance. In
fact, work done by Popat et al. (2017); Yin and Roth (2018); Li et al. (2019) al-
ready suggests that multitask learning for automated fact-checking can be beneficial.
Self-supervised pretrained models can be fine-tuned in a multitask setting, yielding
further performance improvements (see, for instance, MT-DNN (Liu et al., 2019a)
and ERNIE 2.05). This framework can also be explored for automated fact-checking,
5http://research.baidu.com/Blog/index-view?id=121
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where a model is first pretrained on an auxiliary task and then simultaneously fine-
tuned on several fact-checking sub-tasks.
Multimodal automated fact-checking. In this thesis, we have restricted our
scope to textual data only, that is, we have only considered the case where the
claims and the evidence are presented as text. Nevertheless, evidence or misleading
content often comes in the form of an image (fauxtography), a video (deep fakes),
an audio signal (fake speech), or multiple modalities at once. It would therefore be
promising to develop a system that can process information from different modal-
ities and validate published content based on all signals in combination. For this
purpose, recently introduced multi-modal self-supervised systems proposed by Sun
et al. (2019) and Lu et al. (2019) could be explored.
Detecting automatically generated fake textual content. Recent progress
in self-supervised learning led to significant progress in natural language generation.
Deep neural networks pretrained in a self-supervised manner can enable bad actors
to generate fake textual content in large quantities. Only by providing a headline
as prompt, a pretrained generative model is able to generate a coherent piece of
text (Radford et al., 2019). However, as shown by Zellers et al. (2019), pretrained
models can be used not only to generate fake content but are also able to reliably
detect artificially generated text. These are the first promising results indicating
that the flood of false information generated by pretrained generative models can
be controlled. Nevertheless, additional follow-up research is required. Investigation
is needed on, whether artificially generated texts produced by different types of
pretrained generative model can be reliably identified by a single pretrained detector





A.1 FNC features: detailed description
BoW/BoC features We use bag-of-words (BoW) 1- and 2-grams with 5,000 to-
kens vocabulary for the headline as well as the document. For the BoW
feature, based on a technique by Das and Chen (2007), we add a negation
tag "_NEG" as prefix to every word between special negation keywords (e.g.
"not", "never", "no") until the next punctuation mark appears. For the bag-
of-characters (BoC) 3-grams are chosen with 5,000 tokens vocabulary, too. For
the BoW/BoC feature we use the TF to extract the vocabulary and to build
the feature vectors of headline and document. The resulting TF vectors of
headline and document get concatenated afterwards. Feature co-occurrence
(FNC-1 baseline feature) counts how many times word 1-/2-/4-grams, char-
acter 2-/4-/8-/16-grams, and stop words of the headline appear in the first
100, first 255 characters of the document, and how often they appear in the
document overall.
Topic models We use non-negative matrix factorization (NMF) (Lin, 2007), la-
tent semantic indexing (LSI) (Deerwester et al., 1990), and latent Dirichlet
allocation (LDA) (Blei et al., 2001) to create topic models out of which we
create independent features. For each topic model, we extract 300 topics out
of the headline and document texts. Afterwards, we compute the similarity
of headlines and bodies to the found topics separately and either concatenate
the feature vectors (NMF, LSI) or calculate the cosine distance between them
as a single valued feature (NMF, LDA).
Lexicon-based features These features are based on the NRC Hashtag Sentiment
and Sentiment140 lexicon (Kiritchenko et al., 2014; Mohammad et al., 2013;
Zhu et al., 2014), as well as for the MPQA lexicon (Wilson et al., 2005) and
MaxDiff Twitter lexicon (Rosenthal et al., 2015; Kiritchenko et al., 2014). All
named lexicons hold values that signal the sentiment/polarity for each word.
The features are computed separately for headline and document, and con-
structed as proposed by Mohammad et al. (2013): First, we count how many
words with positive, negative, and without polarity are found in the text. Two
features sum up the positive and negative polarity values of the words in the
texts and another two features are set by finding the word with the maximum
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positive and negative polarity value in the text. Finally, the last word in the
text with negative or positive polarity is taken as a feature. Since the MaxDiff
Twitter lexicon also contains 2-grams, we decide to take them into account as
well, whereas for the other lexicons only 1-grams incorporated. Additionally,
we base features on the EmoLex lexicon (Mohammad and Turney, 2010, 2013).
For all its words, it holds up to eight emotions (anger, fear, anticipation, trust,
surprise, sadness, joy, disgust), based on the context they frequently appear in.
For headline and document respectively, the emotions for all words are counted
as a feature vector. The resulting vectors for headline and document are then
concatenated. Lastly, the baseline features polarity words and refuting words
are added. The first one counts refuting words (e.g. "fake", "hoax"), divides
the sum by two, and takes the remainder as a feature signaling the polarity of
headline or document. The latter one sets a binary feature for each refuting
word (e.g. "fraud", "deny") appearing in the headline or document.
Readability features We measure the readability of headline and document with
SMOG grade (only document), Flesch-Kincaid grade level, Flesch reading ease,
and Gunning fog index (Štajner et al., 2012), Coleman-Liau index (Mari and
Ta Lin, 1975), automated readability index (Senter and Smith, 1967), LIX
and RIX (Jonathan, 1983), McAlpine EFLAW Readability Score (McAlpine,
1997), Strain Index (Solomon, 2006). The SMOG grade is only valid if a text
has at least 30 sentences, and thus is only implemented for the bodies.
Lexical features As lexical features we implement the type-token-ratio (TTR) and
the measure of textual lexical diversity (MTLD) (McCarthy, 2005) for the
document, and only type-token-ratio for the headline, since MTLD needs at
least 50 tokens to be valid. Also, the baseline feature word overlap belongs
to this group. It divides the cardinality of the intersection of unique words
in headline and document by the cardinality of the union of unique words in
headline and document.
POS features The POS features amongst others include counters for nouns, per-
sonal pronouns, verbs and verbs in past tense, adverbs, nouns and proper
nouns, cardinal numbers, punctuations, the ratio of quoted words, and also the
frequency of the three least common words in the text. The headline feature
also contains a value for the percentage of stop words and the number of verb
phrases, which showed good results in the work of Horne and Adali (2017). For
the word-similarity feature, [which are mainly based on Ferreira and Vlachos
(2016) we calculated average word embeddings (pre-trained word2vec model1)
for all verbs (retrieved with Stanford Core NLP toolkit2) of headline/docu-
ment separately. The cosine similarity between the averaged embeddings of
headline and document is taken as a feature, as well as the hungarian distance
between verbs of headline and document based on the paraphrase database3.
The same computation is done for all nouns of headline and document. Ad-
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the document is used as a feature. A count of negating words of the headline
and the document is added to the feature vector as well as the distance from
the negated word to the root of the sentence. The number of average words
per sentence of headline and document is another feature. The aforementioned
features are improved by only selecting a predefined number of sentences of
document and headline. Therefore the sentences are ordered by TF-IDF score.
Structural features The structural features contain the average word length of the
headline and document, and the number of paragraphs and average paragraph
length of the document.
A.2 Snopes annotation interface and annotation guide-
lines
A.2.1 Annotation guidelines for the annotation of the stance
of the ETSs
Task: You are given claims and articles (ETSs). Your task is to determine whether
the articles are supporting or refuting the claims. If an article is off-topic or does
not explicitly express a stance towards the claim, the third option must be selected:
No explicit reference to the claim
Further remarks: The stance must be determined only on the basis of the given
article (ETS), that is, don’t make the decision on the basis of your own knowledge
about the claim. Also note, many articles are about the topic of the claim but do
not express a stance. Thus, select the option No explicit reference to the claim
in these cases.
Pictures of the annotation interface are given in Figures A.1 and A.2. Whereas
the first picture illustrates the entire annotation interface, the second displays a
magnified instance for the annotation. As the figures show, in addition to the
annotation guidelines, we provide a number of examples in order to help annotators
to understand the task.
As the above annotation guidelines indicate, the stance of the ETS (article)
towards the claim needs to be labeled as agree, disagree, and in case the ETS is
off-topic or does not explicitly express a stance towards the claim, a third label is
given (No explicit reference to the claim). For the sake of simplicity, we refer to this
label as no stance henceforth.
A.2.2 Annotation guidelines for the annotation of FGE in the
ETSs
Find supporting or refuting sentences for a claim:
• You are given a claim and an article (ETS), and you are asked to annotate
supporting or refuting sentences (FGE) in the article (ETS).
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Figure A.1: Annotation interface for the annotation of the stance of the ETSs (entire
annotation interface)
Figure A.2: Annotation interface for the annotation of the stance of the ETSs (a
magnified instance)
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• Annotate sentences:
– if they restate (support) the claim
– if they directly refute the claim
• If the information, which refutes or supports the claim, is distributed over
several sentences, all these sentences must be selected.
• If you are asked to find supporting sentences and cannot find any, select the
option: “The article does not contain any supporting sentences.”
Then try to find and annotate refuting sentences:
– if you have found and annotated refuting sentences, select the option:
“The article contains the selected refuting sentences”
– if you could not find any refuting sentences, select the option: “The article
does not contain any supporting nor refuting sentences”
• If you are asked to find refuting sentences and cannot find any, you need to
try to find supporting sentences.
As the last two bullet points of the annotation guidelines describe, the annotation
interface allows users to correct a wrong stance label, which was given in the first step
of the annotation, and then select sentences with the corrected stance. Even though
the annotation of the stance is of good quality and a wrong stance was assigned
relatively rarely (see Section 3.2.2), we wanted to further improve the quality of the
corpus by providing this option. The annotation interface is displayed in Figures A.3,
A.4, and A.5. Figure A.3 gives an overview over the annotation interface, and the
two other figures illustrate the two parts of the annotation interface: an instance to
be annotated and the annotation guidelines. As illustrated in Figure A.4, the user
can select and unselect sets of sentences in ETSs. Moreover, as shown in Figure A.5,
the annotation interface provides an example for each bullet point, which can be
accessed by pushing the Example button.
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Figure A.3: Annotation interface for the annotation of FGE in ETSs (entire anno-
tation interface)
Figure A.4: Annotation interface for the annotation of FGE in ETSs (annotation of
sentence sets)
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Figure A.5: Annotation interface for the annotation of FGE in ETSs (an opened
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