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Information is physical but information is also processed in finite time. Where computing protocols
are concerned, finite-time processing in the quantum regime can dynamically generate coherence.
Here we show that this can have significant thermodynamic implications. We demonstrate that
quantum coherence generated in the energy eigenbasis of a system undergoing a finite-time informa-
tion erasure protocol yields rare events with extreme dissipation. These fluctuations are of purely
quantum origin. By studying the full statistics of the dissipated heat in the slow driving limit,
we prove that coherence provides a non-negative contribution to all statistical cumulants. Using
the simple and paradigmatic example of single bit erasure, we show that these extreme dissipation
events yield distinct, experimentally distinguishable signatures.
Landauers principle states that any logically irre-
versible computation produces entropy, which dissipates
heat to non-information bearing degrees of freedom [1].
This basic principle not only sets an ultimate physical
limit to information processing but also forms the foun-
dation of the thermodynamics of computation [2, 3] and
information [4–8], while playing a pivotal role in the
resolution of the Maxwell demon paradox [9, 10]. The
most elementary logically irreversible process is the era-
sure of one bit of information, which dissipates at least
q ≥ kBT ln (2) of heat to the environment, where kB is
Boltzmann’s constant and T is the temperature. This
fundamental lower bound on dissipated heat is known as
the Landauer limit.
In reality, any physical implementation of informa-
tion erasure takes place under non-equilibrium condi-
tions, where a possibly microscopic system (information
bearing degree of freedom) is manipulated in finite time
while in contact with a heat bath. In this setting, fluc-
tuations become significant and path-dependent thermo-
dynamic quantities, such as heat and work, are described
by probability distributions [11–16]. This has important
consequences for heat management in nanoscale devices,
which must be designed to tolerate large and potentially
destructive fluctuations. As information processing tech-
nology encroaches on the small scale where quantum ef-
fects take hold, it thus becomes crucial to understand
how quantum as well as thermal fluctuations contribute
to dissipation during the erasure process.
Minimising dissipation typically requires slow driving
in order to remain in the quasi-static regime. This has
been highlighted by the first generation of experiments
aiming to experimentally study information erasure near
the Landauer limit on both classical [17–21] and quan-
tum [22–25] platforms. In particular, the probability dis-
tributions of work and heat during a finite-time proto-
col were extracted in pioneering experiments on Brow-
nian particles confined by tunable double-well poten-
tials [18, 19]. In the quasi-static regime, it was found that
the dissipated heat approaches the Landauer limit on
average [18], while its probability distribution becomes
Gaussian [19] with a variance constrained by the work
fluctuation-dissipation relation (FDR) [26]. However, ex-
periments exploring the full heat statistics of quasi-static
erasure have so far been limited to a classical regime,
leaving open the question of how quantum effects influ-
ence the heat distribution.
Here we demonstrate that quantum coherence is al-
ways detrimental for the attainability of the fundamen-
tal Landauer limit during slow erasure protocols. More
precisely, we rigorously prove that quantum coherence
generated in the energy eigenbasis of a slowly driven sys-
tem yields a non-negative contribution to all statistical
cumulants of the dissipated heat and renders the asso-
ciated probability distribution non-Gaussian. Coherent
control therefore increases the overall likelihood of dissi-
pation above the Landauer bound due to the heat distri-
bution developing a significant skewness. We exemplify
this general principle by studying the erasure of one bit of
information stored in a quantum two-level system, as il-
lustrated schematically in Fig. 1. We find that quantum
fluctuations generate distinct and, in principle, exper-
imentally distinguishable signatures in the heat statis-
tics, consisting of rare events with extreme dissipation
q  kBT . Despite their rarity, the significance of such
processes is clear in light of the many billions of bits that
are irreversibly processed each second in modern com-
puter hardware. Aside from unambiguously demonstrat-
ing a quantum effect in information thermodynamics, our
findings imply that control strategies designed to sup-
press quantum fluctuations may be necessary to mitigate
dissipation in miniaturised information processors.
Erasure protocol. We note that Landauer’s principle
for finite quantum baths [27–31] has recently been exper-
imentally explored in [22, 23]. In this work, we consider
an erasure protocol where a controllable quantum system
with encoded information is continuously connected to
non-information bearing degrees of freedom modelled as
an infinite heat bath. Specifically, information encoded
in a quantum system of finite dimension d, described by
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FIG. 1. Schematic of the erasure protocol and our main re-
sults. An intelligent being (demon) performs erasure through
a controlled process that resets a physical bit of information
to a fixed reference state. In this example, the bit is encoded
in the position of a particle confined by a double-well poten-
tial. Classically, erasure is performed by raising the potential
of one well until thermal fluctuations drive the particle into
the lower-energy state, at the cost of dissipating some heat
into the environment. Quantum mechanics allows the parti-
cle to tunnel under the barrier as well as hop over it, leading
to a coherent superposition of the two position states that can
generate large quantum fluctuations in the dissipated heat.
a maximally mixed state Iˆ/d, is erased by bringing the
system to its ground state |0〉 〈0|, resulting in a decrease
in information entropy ∆S = − log d. This is achieved by
slowly varying a control Hamiltonian Hˆt over a finite time
interval t ∈ [0, τ ] while the system is weakly coupled to a
thermal reservoir at inverse temperature β = 1/kBT . We
assume Markovian dynamics generated by an adiabatic
Lindblad equation [32], ˙ˆρt = Lt(ρˆt), where the generator
Lt obeys quantum detailed balance with respect to the
Hamiltonian Hˆt at all times [33]. This condition ensures
a thermal instantaneous fixed point, Lt(pˆit) = 0, where
pˆit = e
−βHˆt/Tr
(
e−βHˆt
)
. Erasure can be realised by first
taking an initial Hamiltonian with Hˆ0 ' 0 relative to
kBT , and increasing its energy gaps until they far ex-
ceed the thermal energy kBT . If one assumes that the
system is in equilibrium at the end of the process, this
results in effective boundary conditions ρˆ0 = pˆi0 ' Iˆ/d
and ρˆτ = pˆiτ ' |0〉 〈0|.
Heat statistics. Having introduced our erasure pro-
tocol, we now discuss the statistics of the dissipated heat.
In the weak-coupling limit, heat is unambiguously iden-
tified with the change in energy of the reservoir [34]. For
Lindblad dynamics with detailed balance, the evolution
may be unravelled into quantum-jump trajectories [35],
where heat exchange is associated with the emission and
absorption of energy quanta by the driven quantum sys-
tem [36–39]. Operationally, each trajectory represents
an individual run of an experiment in which the envi-
ronment is continuously monitored by direct detection
of the emitted and absorbed quanta [40]. This is for-
mally described by a set of coarse-grained time points
at which measurements occur, τ ≥ tN ≥ . . . ≥ t1 ≥
t0 = 0, separated by an increment δt much smaller than
the characteristic timescale of dissipation. The system
evolution from time tn → tn+1 is given by the quan-
tum channel Tn := eδtLtn =
∑
xn
Txn , where Txn(·) =
Kˆxn(tn)(·)Kˆ†xn(tn) form a set of Kraus operators satis-
fying
∑
xn
Kˆ†xn(tn)Kˆxn(tn) = Iˆ and xn labels the distin-
guishable outputs of the detector. Each trajectory of the
open system is then specified by its measurement record,
i.e. a sequence of the form Γ := {x0, . . . , xN} occurring
with probability
p(Γ) :=
1
d
〈0|
N∏
n=0
Txn(Iˆ) |0〉 . (1)
To ensure detailed balance [38, 41], the Kraus opera-
tors are taken to satisfy [Hˆt, Kˆx(t)] = −~ωx(t)Kˆx(t),
where ~ωx(t) are differences between the eigenvalues of
Hˆt. Thus, ωx > 0 (ωx < 0) represents a detected emis-
sion (absorption) while ωx = 0 represents no detection.
This assumption ensures that heat entering the environ-
ment may be identified along each trajectory Γ, being
given by the sum of these energy changes:
q(Γ) := −
N∑
n=0
~ωxn(tn), (2)
We note that in the weak-coupling regime this is equiv-
alent to the outcome of a two-point measurement of
the environment’s energy at the beginning and end of
the protocol [42–44]. The average heat flux is given by
〈q˙〉 = Tr
(
Hˆt ˙ˆρt
)
, consistent with well known results for
weak-coupling Lindblad dynamics [45].
It is convenient to define the excess stochastic heat
q˜(Γ) := q(Γ)− kBT log d, (3)
which quantifies the additional heat in excess of the Lan-
dauer bound. The full statistics of excess heat can be
obtained from the cumulant generating function (CGF),
evaluated in the continuum limit δt→ 0:
Kq(u) := ln
∑
{Γ}
e−uq˜(Γ)p(Γ), (4)
This provides the cumulants according to κk =
(−1)k dk
duk
Kq(u)
∣∣
u=0
, where κ1 = 〈q〉 − kBT log d is the
average excess heat, κ2 = Var(q) = 〈q2〉 − 〈q〉2 is the
variance, and so forth.
The role of coherence in erasure. We now come
to the main finding of our work, namely that quantum
coherence generates additional dissipation during infor-
mation erasure. We focus on protocols close to the quasi-
static limit, where the dissipation approaches the Lan-
dauer bound. This requires the Hamiltonian to be driven
3slowly relative to the relaxation timescale of the dynam-
ics, implying that the system state remains close to equi-
librium at all times. We may therefore use an expansion
of the form ρˆt ≈ pˆit + τ−1δρˆt, with δρˆt a traceless linear-
order perturbation to the equilibrium state, pˆit.
Neglecting corrections of order O(τ−2), we find that
the full statistics of excess heat in the slow-driving limit
can be separated into a classical and quantum part (see
Appendix A):
Kq(u) = Kdq(u) +Kcq(u). (5)
Due to the additivity of the CGFs we may interpret the
total excess heat as a sum of two independent random
variables, q˜(Γ) = q˜d(Γ) + q˜c(Γ), with q˜d(Γ) described by
a classical CGF Kdq(u) and cumulants of q˜c(Γ) given by
the quantum CGF Kcq(u). These different contributions
to the heat statistics relate directly to the different ways a
quantum state can evolve, through changes to either the
populations or the coherences in the energy eigenbasis
(see Appendix B). Specifically, the classical CGF is given
by
Kdq(u) ' kBT (u− kBTu2)
∫ τ
0
dt
∂
∂t
S(DHˆs(ρˆt)||pˆis)
∣∣∣∣
s=t
,
(6)
where S(ρˆ||σˆ) = Tr (ρˆ ln (ρˆ)) − Tr (ρˆ ln (σˆ))
is the quantum relative entropy and
DHˆt(.) =
∑
n |nt〉 〈nt| (.) |nt〉 〈nt| denotes the dephasing
map in the instantaneous energy eigenbasis {|nt〉} of Hˆt.
Eq. (6) expresses the fact that classical contributions
to the excess heat occur when the system populations
deviate from the instantaneous Boltzmann distribution.
Furthermore, the quantum CGF can be identified as
Kcq(u) ' −ukBT
∫ τ
0
dt
∂
∂t
S1−ukBT
(
ρˆt||DHˆs(ρˆt)
)∣∣∣∣
s=t
,
(7)
where Sα(ρˆ||σˆ) = (α−1)−1lnTr
(
ρˆασˆ1−α
)
for α ∈ (0, 1)∪
(1,∞) represents the quantum Renyi divergence. The
function Sα
(
ρˆt||DHˆt(ρˆt)
)
can be interpreted as a proper
measure of asymmetry with respect to the instantaneous
energy eigenbasis [46], which is closely related to the
amount of coherence contained in the state [47]. We note
that the first cumulant of (7) is proportional to the rela-
tive entropy of coherence [48], which has previously been
identified as a quantum contribution to average entropy
production in open [49–51] and closed [52] systems.
Remarkably, the splitting embodied by Eq. (5) puts
constraints of non-classical origin on the full statistics
of dissipated heat. To see this, let us first convert
the diagonal part Kdq(u) into a probability distribution
via an inverse Laplace transform. This yields a Gaus-
sian distribution with mean and variance connected by
〈q˜d〉 = 12βVar(q˜d), as expected for a classical process in
the slow-driving limit [53]. It follows that the classical
heat distribution obeys the Landauer bound, 〈q˜d〉 ≥ 0.
Turning to the quantum contribution, no such straight-
forward expression can be obtained for the distribution
P (q˜c) due to the complicated dependence of the quantum
covariance (7) on the counting field u. Despite this, one
may prove that the cumulants of q˜c are all monotonically
non-decreasing in time (see Appendix C):
(−1)k d
k
duk
K˙cq(u)
∣∣∣∣
u=0
≥ 0, ∀k. (8)
This immediately implies that coherence imparts a non-
negative contribution to the mean heat dissipated during
erasure, i.e.
〈q〉 = kBT ln (d) + 〈q˜d〉+ 〈q˜c〉, with 〈q˜c〉 ≥ 0. (9)
Furthermore, all higher cumulants are also non-negative,
implying increased fluctuations that will generally ex-
hibit positive skew and kurtosis. As a consequence, the
overall heat distribution can be highly non-Gaussian, in
stark contrast to the classical case.
These results have profound repercussions for the era-
sure of information stored in a quantum system. Manip-
ulating such a system in finite time typically generates
coherence due to the presence of several non-commuting
terms in the Hamiltonian, a feature which is unavoidable
for certain physical architectures. Not only does this lead
to a greater energetic cost on average, it also increases
the probability of large fluctuations where a quantity of
heat q  kBT ln (d) well above the Landauer bound is
dissipated into the surroundings.
Example: qubit erasure. To illustrate our findings,
we consider an elementary example of erasure where in-
formation is stored in a quantum two-level system de-
scribed by the Hamiltonian
Hˆt =
εt
2
(cos θtσˆz + sin θtσˆx) . (10)
This generic Hamiltonian describes the low-energy dy-
namics of a particle in a double-well potential [54] or a
genuinely discrete information storage device such as a
charge or spin qubit [55]. Thermal dissipation is mod-
elled by a bosonic heat bath described by an adiabatic
Lindblad master equation in the limit of slow driving and
weak coupling [32]; see Appendix D for details. Stored
information is erased by increasing the energy splitting εt
from its initial value, ε0 ≈ 0, to a final value, ετ  kBT ,
leaving the qubit in its ground state with near-unit prob-
ability. The mixing angle θt encapsulates the competition
between energetic bias (σˆz) and coherent tunnelling (σˆx).
If θt is constant, Eq. (10) describes a classical bit. Con-
versely, when θ˙t 6= 0 — which will generally be the case,
e.g. for quantum double-well systems — the protocol is
non-commuting.
In Fig. 2 we plot the first four cumulants of the heat
distribution, comparing a quantum protocol to a classical
4(a) (b)
0 5 10 15 20
0
0.05
0.1
0 10 20
2
2.2
2.4
0 5 10 15 20
0
0.1
0.2
0.3
0.4
0 10 20
0
0.1
0.2
FIG. 2. Heat statistics of slow driving processes. (a) Mean ex-
cess heat (main) and Fano factor, F (inset). (b) Third cumu-
lant (main) and fourth cumulant (inset) of the heat distribu-
tion, demonstrating non-Gaussian statistics. Solid lines show
a quantum protocol with εt = ε0 + (ετ − ε0) sin2(pit/2τ) and
θt = pi(t/τ − 1), dashed lines show the corresponding classi-
cal protocol with identical εt but θt = 0. The initial energy
splitting is ε0 = 0.02ετ and the protocol duration is γ¯τ = 250,
where γ¯ is a characteristic thermalisation rate given by the
time average of γt =
1
2
~−1αεt coth(βεt/2), with α = 0.191
the coupling to an Ohmic bath.
process with identical εt but θ˙t = 0. These analytical re-
sults are derived in the slow-driving limit at orderO(τ−1)
(see Appendix D). We show in Fig. 2(a) that the mean
excess heat [Eq. (3)] takes small but non-zero values in
the erasure regime, ετ  kBT , reflecting the entropy
produced in this finite-time process. While the quantum
and classical protocols show similar dissipation on aver-
age, they differ significantly in their fluctuations. The
inset of Fig. 2 shows the Fano factor, F = Var(q˜)/〈q˜〉,
which is increased by quantum fluctuations above the
classical value, F = 2kBT + O(τ−2) that follows from
the FDR. The most significant difference arises in higher-
order statistics: the non-classical nature of the heat dis-
tribution is witnessed by its third and fourth cumulants,
shown in Fig. 2(b). These imply significant skewness and
kurtosis and signal the presence of non-Gaussian tails in
the distribution.
To reveal the microscopic origin of these tails, we sim-
ulate individual runs of the erasure protocol using the
quantum-jump trajectory approach (see Appendix E).
A trajectory is described by a pure state |ψt〉 undergo-
ing continuous time evolution interspersed by stochastic
jumps, |ψt〉 → |±εt〉, where Hˆt |±εt〉 = ± 12εt |±εt〉. Each
jump transfers a quantum of energy ~ω = ∓εt to the
environment. The main panel of Fig. 3 shows the heat
distribution obtained by numerically sampling many such
trajectories for a quantum process. While the bulk of the
distribution is centred around the Landauer bound, we
find a few rare trajectories featuring a very large heat
transfer, which are associated with non-adiabatic tran-
sitions occurring during the driving protocol. For ex-
ample, consider an emission at some time, which leaves
the system in its instantaneous ground state. As the
eigenbasis of the Hamiltonian rotates, the state at some
later time comprises a superposition of both energy eigen-
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FIG. 3. Quantum-jump trajectory simulation of the coherent
qubit erasure protocol of Fig. 2, with βετ = 20. Main panel:
heat distribution over 3×104 trajectories, with the Landauer
bound βq = ∆S shown by the red dotted line. Inset: dynam-
ics of a rare trajectory with large heat transfer, q = 19.1kBT
(black arrow). Stochastic jumps in the otherwise continuous
evolution of 〈σˆz〉 (upper inset) are associated with the emis-
sion of energy quanta ~ω = ±εt to the environment (lower
inset). Non-adiabatic quantum evolution allows for two con-
secutive emissions and consequently extreme dissipation.
states. The finite population of the excited state thus
opens the possibility for a second emission to occur, po-
tentially leading to massive overall heat transfer. An
example of such a trajectory is shown in the inset of
Fig. 3. On the contrary, during a classical protocol the
state adiabatically follows the Hamiltonian eigenstates
between jumps. This implies that an emission can only
be followed by an absorption and vice versa, such that
the contributions of these alternating events to the heat
statistics largely cancel. We note that, apart from these
rare events, the heat distributions sampled from quantum
protocols are very similar to their classical counterparts,
with the bulk of the distribution approaching a Gaussian
form as τ increases (see Appendix E, Fig. E2). The excess
skewness and kurtosis of the quantum heat distributions
can therefore be attributed entirely to rare, non-adiabatic
processes such as the one illustrated in Fig. 3.
Even though such events are statistical outliers, they
may have severe consequences for nanoscale heat man-
agement. For the data shown in Fig. 3, roughly one tra-
jectory in every thousand involves a non-adiabatic transi-
tion. However, the maximum heat dissipated in a single
trajectory is more than 30 times larger than the Lan-
dauer limit, whereas for the analogous classical protocol
it is less than four times larger. This illustrates that
quantum coherence drastically increases the probability
of extreme heat fluctuations during the process of infor-
mation erasure. These are truly quantum fluctuations, in
the sense that uncertainty in the transferred heat is in-
creased by the existence of a coherent superposition state
of the system together with the quantisation of energy ex-
5changed with the environment. In the context of qubit
erasure, these quantum fluctuations are experimentally
distinguishable from thermal fluctuations since only the
former involve consecutive emission or absorption events.
The results presented here can be applied to other logic
operations implemented on physical hardware. Indeed,
we expect that unique energetic fingerprints may also be
discovered in other control protocols that process infor-
mation in the quantum regime.
Acknowledgments.— We acknowledge support
from the European Research Council Starting Grant
ODYSSEY (G. A. 758403). Calculations were performed
on the Lonsdale cluster maintained by the Trinity Centre
for High Performance Computing. This cluster was
funded through grants from Science Foundation Ireland.
JG acknowledges support from a SFI-Royal Society
University Research Fellowship.
∗ gooldj@tcd.ie
[1] R. Landauer, IBM journal of research and development
5, 183 (1961).
[2] C. H. Bennett, International Journal of Theoretical
Physics 21, 905 (1982).
[3] S. Lloyd, Nature 406, 1047 (2000).
[4] T. Sagawa, Progress of theoretical physics 127, 1 (2012).
[5] J. M. Parrondo, J. M. Horowitz, and T. Sagawa, Nature
physics 11, 131 (2015).
[6] J. Goold, M. Huber, A. Riera, L. del Rio, and
P. Skrzypczyk, Journal of Physics A: Mathematical and
Theoretical 49, 143001 (2016).
[7] S. Vinjanampathy and J. Anders, Contemporary Physics
57, 545 (2016).
[8] F. Binder, L. A. Correa, C. Gogolin, J. Anders,
and G. Adesso, eds., Thermodynamics in the Quantum
Regime (Springer-Verlag GmbH, 2019).
[9] M. B. Plenio and V. Vitelli, Contemporary Physics 42,
25 (2001).
[10] K. Maruyama, F. Nori, and V. Vedral, Rev. Mod. Phys.
81, 1 (2009).
[11] K. Sekimoto, Stochastic energetics, Vol. 799 (Springer,
2010).
[12] C. Jarzynski, Annu. Rev. Condens. Matter Phys. 2, 329
(2011).
[13] U. Seifert, Rep. Prog. Phys. 75, 126001 (2012).
[14] M. Esposito, U. Harbola, and S. Mukamel, Rev. Mod.
Phys. 81, 1665 (2009).
[15] M. Campisi, P. Ha¨nggi, and P. Talkner, Rev. Mod. Phys.
83, 771 (2011).
[16] P. Ha¨nggi and P. Talkner, Nature Phys. 11, 108 (2015).
[17] A. O. Orlov, C. S. Lent, C. C. Thorpe, G. P. Boechler,
and G. L. Snider, Japanese Journal of Applied Physics
51, 06FE10 (2012).
[18] A. Be´rut, A. Arakelyan, A. Petrosyan, S. Ciliberto,
R. Dillenschneider, and E. Lutz, Nature 483, 187 (2012).
[19] Y. Jun, M. Gavrilov, and J. Bechhoefer, Phys. Rev. Lett.
113, 190601 (2014).
[20] E´. Rolda´n, I. A. Martinez, J. M. Parrondo, and
D. Petrov, Nature Physics 10, 457 (2014).
[21] J. Hong, B. Lambson, S. Dhuey, and J. Bokor, Science
Advances 2, e1501492 (2016).
[22] J. P. Peterson, R. S. Sarthour, A. M. Souza, I. S. Oliveira,
J. Goold, K. Modi, D. O. Soares-Pinto, and L. C. Ce´leri,
Proc. Royal Soc. A 472, 20150813 (2016).
[23] L. Yan, T. Xiong, K. Rehan, F. Zhou, D. Liang, L. Chen,
J. Zhang, W. Yang, Z. Ma, and M. Feng, Phys. Rev. Lett.
120, 210601 (2018).
[24] R. Gaudenzi, E. Burzur´ı, S. Maegawa, H. van der Zant,
and F. Luis, Nature Physics 14, 565 (2018).
[25] O.-P. Saira, M. H. Matheny, R. Katti, W. Fon, G. Wim-
satt, J. P. Crutchfield, S. Han, and M. L. Roukes, Phys.
Rev. Research 2, 013249 (2020).
[26] C. Jarzynski, Phys. Rev. Lett. 78, 2690 (1997).
[27] M. Esposito, K. Lindenberg, and C. Van den Broeck,
New Journal of Physics 12, 013013 (2010).
[28] D. Reeb and M. M. Wolf, New Journal of Physics 16,
103011 (2014).
[29] J. Goold, U. Poschinger, and K. Modi, Phys. Rev. E 90,
020101 (2014).
[30] J. Goold, M. Paternostro, and K. Modi, Phys. Rev. Lett.
114, 060602 (2015).
[31] A. M. Timpanaro, J. P. Santos, and G. T. Landi, Phys.
Rev. Lett. 124, 240601 (2020).
[32] T. Albash, S. Boixo, D. A. Lidar, and P. Zanardi, New
J. Phys. 14, 123016 (2012).
[33] R. Alicki, Rep. Math. Phys. 10, 249 (1976).
[34] P. Talkner and P. Ha¨nggi, arXiv preprint
arXiv:1911.11660 (2019).
[35] M. B. Plenio and P. L. Knight, Rev. Mod. Phys. 70, 101
(1998).
[36] J. M. Horowitz, Phys. Rev. E 85, 1 (2012).
[37] J. M. Horowitz and T. Sagawa, J. Stat. Phys. 156, 55
(2014).
[38] G. Manzano, J. M. Horowitz, and J. M. R. Parrondo,
Phys. Rev. E 92, 032129 (2015).
[39] G. Manzano, J. M. Horowitz, and J. M. R. Parrondo,
Phys. Rev. X 8, 31037 (2018).
[40] J. P. Pekola, P. Solinas, A. Shnirman, and D. V. Averin,
N. J. Phys 15, 115006 (2013).
[41] F. Fagnola and V. Umanita, Infin. Dimens. Anal. Quan-
tum Probab. Relat. Top. 10 10, 335 (2007).
[42] W. D. Roeck, C. R. Phys. 8, 674 (2007).
[43] M. Silaev and T. T. Heikkil, Phys. Rev. E 90, 022103
(2014).
[44] F. Liu, Phys. Rev. E 93, 012127 (2016).
[45] R. Alicki, J. Phys. A 12, L103 (1979).
[46] M. Lostaglio, D. Jennings, and T. Rudolph, Nat. Comm.
6, 6383 (2015).
[47] A. Streltsov, G. Adesso, and M. B. Plenio, Rev. Mod.
Phys. 89, 041003 (2017).
[48] T. Baumgratz, M. Cramer, and M. B. Plenio, Phys. Rev.
Lett. 113, 140401 (2014).
[49] J. P. Santos, C. C. Lucas, G. T. Landi, and M. Pater-
nostro, npj Quant. Info. 5, 23 (2019).
[50] M. H. Mohammady, A. Auffe`ves, and J. Anders, Comm.
Phys. 3, 89 (2020).
[51] M. H. Mohammady, arXiv:arXiv:2006.07254.
[52] G. Francica, J. Goold, and F. Plastina, Phys. Rev. E 99,
042105 (2019).
[53] T. Speck and U. Seifert, Phys. Rev. E 70, 066112 (2004).
[54] A. J. Leggett, S. Chakravarty, A. T. Dorsey, M. P. A.
Fisher, A. Garg, and W. Zwerger, Rev. Mod. Phys. 59,
1 (1987).
6[55] R. Hanson, L. P. Kouwenhoven, J. R. Petta, S. Tarucha,
and L. M. K. Vandersypen, Rev. Mod. Phys. 79, 1217
(2007).
[56] M. Scandi, H. J. D. Miller, J. Anders, and M. Perarnau-
Llobet, Phys. Rev. Research 2, 023377 (2020).
[57] H. J. D. Miller, M. H. Mohammady, M. Perarnau-Llobet,
and G. Guarnieri, (2020), arXiv:arXiv:2006.07316.
[58] K. Brandner, M. Bauer, and U. Seifert, Phys. Rev. Lett.
119, 170602 (2017).
[59] V. Cavina, A. Mari, and V. Giovannetti, Phys. Rev.
Lett. 119, 050601 (2017).
[60] M. Scandi and M. Perarnau-Llobet, Quantum 3, 197
(2019).
[61] H. J. D. Miller, M. Scandi, J. Anders, and M. Perarnau-
Llobet, Phys. Rev. Lett. 123, 230603 (2019).
[62] D. Petz and F. Hiai, Introduction to Matrix Analysis and
Applications (Springer-Verlag, New Delhi, 2014).
[63] A´. M. Alhambra and M. P. Woods, Phys. Rev. A 96, 1
(2017).
[64] M. Lostaglio, K. Korzekwa, D. Jennings, and
T. Rudolph, Phys. Rev. X 5, 021001 (2015).
[65] W. H. Press, S. A. Teukolsky, W. T. Vetterling, and B. P.
Flannery, Numerical Recipes (Cambridge University Pr.,
2007).
A. Proof of (5)
In this Appendix, we will show how to decompose the CGF for excess heat into a quantum and classical contribution.
As stated in the main text, we assume that the quantum Markovian semigroup governing the open system dynamics
satisfies the detailed balance condition L ∗t (.) = L˜t(.) + 2i[Hˆt, (.)], where L˜t is a dual generator determined by
Tr
(
L˜t(Aˆ)pˆitBˆ
)
= Tr
(
AˆpˆitL ∗t (Bˆ)
)
for any bounded operators Aˆ, Bˆ [33]. Here, and throughout this Supplemental
Material, we set ~ = 1. We also assume Hˆt is non-degenerate for simplicity. Note that while this condition remains
valid at the beginning of the protocol, the difference in energy eigenvalues are negligible when compared to the
temperature of the environment. It has been proven that this condition ensures that L˜ also forms a quantum
Markovian semigroup (Lemma 5.1, Ref. [41]), which in turn implies that the generator satisfies the following time-
translational symmetry (Theorem 3.1, Ref. [41]):
L ∗t (.) = pˆi
iα
t L
∗
t
(
pˆi−iαt (.)pˆi
iα
t
)
pˆi−iαt , ∀α ∈ R. (A1)
Since the fixed point is thermal, and hence a function of the Hamiltonian, we may write this condition in the equivalent
form
[L ∗t ,Ht] = 0, (A2)
where Ht(.) = [Hˆt, (.)]. A useful identity for the dephasing operation DHˆt(.) =
∑
n |nt〉 〈nt| (.) |nt〉 〈nt| is via the
infinite time-average for non-degenerate Hamiltonians, namely
DHˆt(.) = limT→∞
1
T
∫ T
0
dµ e−iµHt(.), (A3)
Using (A2) this implies commutation between the adjoint Lindblad evolution (at fixed t) and the dephasing operation,
i.e.
[DHˆt , eνL
∗
t ] = [DHˆt , eνLt ] = 0, (A4)
To quantify the slow-driving regime, from here on we rescale the variable for time so that t → t ∈ [0, 1] with
 = 1/τ denoting the driving speed given by the inverse of the total time of the protocol. In these coordinates we can
express the system state in a form ρt = pit + δρt + O(2). Under the slow-driving approximation one may derive a
compact expression for the CGF [Eq. (4)] to leading order in driving speed (see Ref. [56]):
Kq(u) ' − β2
∫ 1
0
dt
∫ ∞
0
dν
[[
covut
( ˙ˆ
Ht(ν),
˙ˆ
Ht
)]]
, (A5)
where we denote Heisenberg-evolved operators by Aˆt(ν) = e
νL ∗t (Aˆt) at a frozen value t, and
covyt (Aˆ, Bˆ) = Tr
(
Aˆpˆiyt Bˆpˆi
1−y
t
)
− Tr
(
Aˆpˆit
)
Tr
(
Bˆpˆit
)
, (A6)
7is known as the quantum covariance, a non-commutative generalisation of the classical covariance 〈ab〉 − 〈a〉〈b〉.
Finally, in Eq. (A5) we denote [[f(u)]] =
∫ ukBT
0
dy
∫ 1−y
y
dy′ f(y′) as a particular averaging over the counting field u
at temperature T . Note that our approximation is valid as long as the protocol duration τ is much larger than the
relaxation time associated with Lt at each time. The proof of (A5) can be obtained via two equivalent routes. Firstly,
it was derived in Ref. [56] by applying a weak coupling assumption to the global unitary evolution of system and bath,
and expanding the resulting entropy production CGF in terms of the Hamiltonian driving speed. For Landauer erasure
considered here, the statistics of entropy production become equivalent to the dissipated heat statistics. Alternatively,
another derivation was provided in [57] by directly applying adiabatic perturbation theory to the CGF obtained via
a quantum jump approach.
To see how coherence impacts the heat statistics, we partition the operator
˙ˆ
Ht into a classical (diagonal) and
quantum-coherent part respectively,
˙ˆ
Ht =
˙ˆ
Hdt +
˙ˆ
Hct , with
˙ˆ
Hdt = DHˆt(
˙ˆ
Ht),
˙ˆ
Hct =
˙ˆ
Ht − ˙ˆHdt , (A7)
where DHˆt(.) =
∑
n |nt〉 〈nt| (.) |nt〉 〈nt| denotes the dephasing map in the instantaneous energy eigenbasis {|nt〉} of
Hˆt. The operator
˙ˆ
Hct represents the effect of quantum non-commutativity as it vanishes only if the Hamiltonian
commutes with itself at all different times throughout the protocol. Such an approach has previously been used to
identify non-classical signatures in quantum heat engines [58] and quenched quantum systems [56].
We now expand the quantum covariance in (A5) and substitute in the decomposition of the power operator in
Eq. (A7):
covut
( ˙ˆ
Ht(ν),
˙ˆ
Ht
)
= covut
(
eνL
∗
t
( ˙ˆ
Ht),
˙ˆ
Ht
)
= covut
(
eνL
∗
t
( ˙ˆ
Hdt +
˙ˆ
Hct ),
˙ˆ
Hdt +
˙ˆ
Hct
)
= covut
( ˙ˆ
Hdt (ν),
˙ˆ
Hdt
)
+ covut
( ˙ˆ
Hct (ν),
˙ˆ
Hct
)
+ covut
( ˙ˆ
Hct (ν),
˙ˆ
Hdt
)
+ covut
( ˙ˆ
Hdt (ν),
˙ˆ
Hct
)
, (A8)
where we used the linearity of the map eνL
∗
t . It is straightforward to show that the coherent power has zero diagonal
elements so that 〈nt| ˙ˆHct |nt〉 = 0 for any energy eigenstate nt. This means that
DHˆt(
˙ˆ
Hct ) = 0. (A9)
Looking at the cross terms in (A8), one sees that they vanish:
covut
( ˙ˆ
Hct (ν),
˙ˆ
Hdt
)
= Tr
(
eνL
∗
t (
˙ˆ
Hct )pˆi
u
t DHˆt(
˙ˆ
Ht − 〈 ˙ˆHt〉)pˆi1−u
)
= Tr
(
eνL
∗
t (
˙ˆ
Hct )DHˆt
(
pˆiut (
˙ˆ
Ht − 〈 ˙ˆHt〉)pˆi1−u
))
= Tr
(
DHˆt
(
eνL
∗
t (
˙ˆ
Hct )
)
pˆiut (
˙ˆ
Ht − 〈 ˙ˆHt〉)pˆi1−u
)
= covut
(DHˆt(eνL ∗t ( ˙ˆHct )), ˙ˆHt),
= covut
(
eνL
∗
t DHˆt(
˙ˆ
Hct ),
˙ˆ
Ht
)
= 0, (A10)
where in the first line we have rewritten Eq. (A6) using the thermal average 〈 ˙ˆHt〉 = tr
(
˙ˆ
Htpˆit
)
, and we used (A4) in
the fourth line and (A9) in the fifth line. Following the same steps we can also show
covut
( ˙ˆ
Hdt (ν),
˙ˆ
Hct
)
= 0, (A11)
With the vanishing cross terms (A8) we find that the quantum covariance divides into a classical and quantum part
respectively:
covut
( ˙ˆ
Ht(ν),
˙ˆ
Ht
)
= covut
( ˙ˆ
Hdt (ν),
˙ˆ
Hdt
)
+ covut
( ˙ˆ
Hct (ν),
˙ˆ
Hct
)
, (A12)
8Substituting this into Eq. (A5) completes the proof of Eq. (5), with
Kdq(u) = (u2 − βu)
∫ 1
0
dt
∫ ∞
0
dν covt
( ˙ˆ
Hdt (ν),
˙ˆ
Hdt
)
, (A13)
Kcq(u) = −β2
∫ 1
0
dt
∫ ∞
0
dν
[[
covut
( ˙ˆ
Hct (ν),
˙ˆ
Hct
)]]
. (A14)
Here we have introduced the symmeterised covariance
covt
(
Aˆ, Bˆ
)
:=
1
2
Tr
(
{Aˆ, Bˆ}pˆit
)
− Tr
(
Aˆpˆit
)
Tr
(
Bˆpˆit
)
(A15)
One sees that the CGF is composed of two correlation functions; a classical contribution Kdq(u) given by the correlations
in the diagonal operator
˙ˆ
Hdt , alongside a quantum contribution Kcq(u) given by the correlations in the non-diagonal
operator
˙ˆ
Hdt . As we will later see in the next section, these functions can be related directly to the change in diagonal
and off-diagonal elements of the system density operator in the energy basis.
B. Heat cumulants and Renyi divergences
In this appendix we will demonstrate that the two CGF’s (A13) and (A14) can be equivalently expressed in terms
of the quantum Renyi divergences (6) and (7). Firstly, when expressed in in terms of the rescaled time t→ t ∈ [0, 1],
the dynamics of the system obey the master equation
˙ˆρt = 
−1Lt(ρˆt). (B1)
For slow driving we assume τ = −1  τ eq, where τ eq is the characteristic timescale determined by the eigenvalues
of the generator Lt. We then expect the solution to (B1) to remain close to the fixed point pˆit. To demonstrate this
we will need to utilise the following Taylor expansion of the system density matrix up to first order in driving speed
[59–61]:
ρˆt = pˆit + δρˆt +O(2), (B2)
where
δρˆt := −βL+t Jpˆit(∆ ˙ˆHt). (B3)
with ∆
˙ˆ
Ht =
˙ˆ
Ht − Tr
(
pˆit
˙ˆ
Ht
)
. Here we have introduced the Drazin inverse of the Lindbladian, defined by
L +t (.) := −
∫ ∞
0
dν eνLt [(.)− pˆitTr (.)], (B4)
Note here that the Drazin inverse acts as
L +t Lt(Aˆ) = LtL
+
t (Aˆ) = Aˆ− Tr
(
Aˆ
)
pˆit. (B5)
Furthermore we have introduced the logarithmic matrix mean [62]
Jρˆ(.) :=
∫ 1
0
dx ρˆx(.)ρˆ1−x. (B6)
Note that for the dephased density matrix ¯ˆρt = DHˆt(ρˆt) we also have
¯ˆρt = pˆit + δ ¯ˆρt +O(2), with δ ¯ˆρt = −βL+t Jpˆit(∆ ˙ˆHdt ). (B7)
Here we have used the fact that
[L +t ,DHˆt ] = [Jpˆit ,DHˆt ] = 0, (B8)
9The first commutation relation can be verified by combining (B4) with the condition of time-translational covari-
ance (A4) together with the fact that the dephasing map is trace-preserving. The second commutation relation can
be verified by using the representation (A3) along with [pˆit, Hˆt] = 0. Before proceeding it will be useful to use the
following Taylor expansion of the matrix logarithm [62]:
ln
(
ρˆ+ ˆˆσ
)
= ln (ρˆ) + J−1ρˆ (σˆ) +O(2), (B9)
where
J−1ρˆ (.) :=
∫ ∞
0
dx (ρˆ+ xIˆ)−1(.)(ρˆ+ xIˆ)−1. (B10)
It is important to note that both Jρˆ(.) and J−1ρˆ (.) are hermitian with respect to the Hilbert-Schmidt inner product
〈Aˆ, Bˆ〉 = Tr
(
Bˆ†Aˆ
)
and are inverse to each other, i.e.
Jρˆ J−1ρˆ (Aˆ) = J
−1
ρˆ Jρˆ(Aˆ) = Aˆ. (B11)
We will begin by expanding the derivative of the relative entropy between the dephased state and the fixed point,
namely
∂
∂t
S(DHˆs(ρˆt)||pˆis)
∣∣∣∣
s=t
= −−1 Tr (Lt(¯ˆρt)(ln ( ¯ˆρt)− ln (pˆit) )) . (B12)
Note that the second equality follows again from the commutation [Lt,DHˆt ] = 0. We next substitute in (B7) and
keep term only up to second order in :
Tr
(
Lt(¯ˆρt)
(
ln
(
¯ˆρt
)− ln (pˆit) )) ' 2β2Tr(LtL +t Jpˆit(∆ ˙ˆHdt )J−1pˆit L +t Jpˆit(∆ ˙ˆHdt )) ,
= 2β2Tr
(
J−1pˆit Jpˆit(∆
˙ˆ
Hdt )L
+
t Jpˆit(∆
˙ˆ
Hdt )
)
,
= 2β2Tr
(
∆
˙ˆ
HdtL
+
t Jpˆit(∆
˙ˆ
Hdt )
)
,
= −2β2
∫ ∞
0
dν Tr
(
eνL
∗
t (
˙ˆ
Hdt )Jpˆit(∆
˙ˆ
Hdt )
)
,
= −2β2
∫ ∞
0
dν
∫ 1
0
dx covxt (
˙ˆ
Hdt (ν),
˙ˆ
Hdt ),
= −2β2
∫ ∞
0
dν covt(
˙ˆ
Hdt (ν),
˙ˆ
Hdt ), (B13)
where in the second line we used (B5) and the fact that J−1ρˆ is hermitian, in the fourth line we used the definition (B4),
and in the final line we used [
˙ˆ
Hdt , pˆit] = 0. We thus conclude
∂
∂t
S(DHˆs(ρˆt)||pˆis)
∣∣∣∣
s=t
= −β2
∫ ∞
0
dν covt(
˙ˆ
Hdt (ν),
˙ˆ
Hdt ), (B14)
which proves (6) in the main text. We next focus on expanding the time derivative of the quantum Renyi divergence
between the system state and its dephased counterpart:
(α− 1)S˙α(ρˆt|| ¯ˆρt(s)) = d
dt
ln Tr
(
ρˆαt
¯ˆρ1−αt (s)
)
, α ∈ (0, 1) ∪ (1,∞), (B15)
where we set ¯ˆρt(s) = DHˆs(ρˆt) and denote ¯ˆρt(s = t) = ¯ˆρt. We will adapt a method presented in [56] that was used to
expand Renyi divergences by first expanding the trace as
Tr
(
ρˆαt
¯ˆρ1−αt (s)
)
= 1 +
∫ α
0
dx Tr
(
ρˆxt
(
ln ρˆt − ln ¯ˆρt(s)
)
¯ˆρ1−xt (s)
)
. (B16)
10
We then have
d
dt
ln Tr
(
ρˆαt
¯ˆρ1−αt (s)
)
= lim
∆t→0
∆t−1Tr
(
ρˆαt
¯ˆρ1−αt (s)
)−1
ln Tr
(
ρˆαt+∆t
¯ˆρ1−αt+∆t(s)
)
,
= lim
∆t→0
∆t−1Tr
(
ρˆαt
¯ˆρ1−αt (s)
)−1
ln
(
1 + ∆t
∫ α
0
dx
d
dt
Tr
(
ρˆxt
(
ln ρˆt − ln ¯ˆρt(s)
)
¯ˆρ1−xt (s)
)
+O(∆t2)
)
,
= Tr
(
ρˆαt
¯ˆρ1−αt (s)
)−1 ∫ α
0
dx
d
dt
Tr
(
ρˆxt
(
ln ρˆt − ln ¯ˆρt(s)
)
¯ˆρ1−xt (s)
)
, (B17)
where we used ln (1 + x) = x+O(x2) to evaluate the limit. To proceed we will require the following expansion [56]:
(ρˆ+ σˆ)x = ρˆx + 
∫ x
0
dy ρˆyJ−1ρˆ (σˆ)ρˆ
x−y +O(2), (B18)
where J−1ρˆ is defined in (B10). We now introduce the slow driving expansions ρˆt = pˆit + δρˆt + O(2) and ¯ˆρt =
pˆit + δ ¯ˆρt +O(2) defined in (B2) and (B7) respectively. Then from (B18) we find
Tr
(
ρˆαt
¯ˆρ1−αt
)
= Tr
(
pˆiαt
¯ˆρ1−αt
)
+ 
∫ α
0
dy Tr
(
pˆiyt J
−1
pˆit
(δρˆt)pˆi
α−y
t
¯ˆρ1−αt
)
+O(2),
= 1 + 
∫ 1−α
0
dy Tr
(
pˆiα+yt J
−1
pˆit
(δ ¯ˆρt)pˆi
1−α−y
t
)
+ 
∫ α
0
dy Tr
(
pˆi1−yt J
−1
pˆit
(δρˆt)pˆi
1−y
t
)
+O(2),
= 1 + (1− α)Tr (pˆitJ−1pˆit (δ ¯ˆρt))+ αTr (pˆitJ−1pˆit (δρˆt))+O(2),
= 1 + Tr
(
J−1pˆit (pˆit)δρˆt
)
+ Tr
(
J−1pˆit (pˆit)δ ¯ˆρt
)
+O(2),
= 1 +O(2), (B19)
where in the third line we used the cyclicity of the trace, in the fourth line we used the hermicity of J−1pˆit , and in the
final line we used J−1pˆit (pˆit) = Iˆ together with the fact that Tr (δρˆt) = Tr
(
δ ¯ˆρt
)
= 0. If we compare this with (B17),
we see that the integrand vanishes at zero order in  at t = s. Therefore under slow driving we can neglect the
prefactor (B19) in front, giving
d
dt
ln Tr
(
ρˆαt
¯ˆρ1−αt (s)
) ∣∣∣∣
s=t
'
∫ α
0
dx
d
dt
Tr
(
ρˆxt
(
ln ρˆt − ln ¯ˆρt(s)
)
¯ˆρ1−xt (s)
) ∣∣∣∣
s=t
,
=
∫ α
0
dx A(x) +B(x) + C(x), (B20)
where for convenience we have defined
A(x) := Tr
((
d
dt
ρˆxt
)(
ln ρˆt − ln ¯ˆρt(s)
)
¯ˆρ1−xt (s)
) ∣∣∣∣
s=t
, (B21)
B(x) := Tr
(
ρˆxt
d
dt
(
ln ρˆt − ln ¯ˆρt(s)
)
¯ˆρ1−xt (s)
) ∣∣∣∣
s=t
, (B22)
C(x) := Tr
(
ρˆxt
(
ln ρˆt − ln ¯ˆρt(s)
)( d
dt
¯ˆρ1−xt (s)
)) ∣∣∣∣
s=t
, (B23)
We now expand each term up to first order in , in which case we first find
A(x) = −1
∫ x
0
dy Tr
(
ρˆyt J
−1
ρˆt
Lt(ρˆt)ρˆ
x−y
t
(
ln ρˆt − ln ¯ˆρt
)
¯ˆρ1−xt
)
,
= −β
∫ x
0
dy Tr
(
∆
˙ˆ
Htpˆi
x−y
t
(
J−1pˆit (δρˆt − δ ¯ˆρt)
)
pˆi1+y−xt
)
+O(2),
= β2
∫ x
0
dy Tr
(
∆
˙ˆ
Htpˆi
x−y
t J
−1
pˆit
L +t Jpˆit(
˙ˆ
Hct )pˆi
1+y−x
t
)
+O(2),
= β2
∫ x
0
dy Tr
(
J−1pˆit
(
pˆi
1−(x−y)
t ∆
˙ˆ
Htpˆi
x−y
t
)
L +t Jpˆit(
˙ˆ
Hct )
)
+O(2), (B24)
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where we used (B18) in the first line, (B9) together with (B10) and (B5) in the second line, and the hermicity of J−1ρˆ
in the final line. Integration over x and performing a change of variables x′ = x and y′ = x− y yields
∫ α
0
dx A(x) = −β2
∫ α
0
dx′
∫ x′
0
dy′ Tr
(
J−1pˆit
(
pˆi1−y
′
t ∆
˙ˆ
Htpˆi
y′
t
)
L +t Jpˆit(
˙ˆ
Hct )
)
+O(2),
= −β2
∫ α
0
dx′
∫ x′
0
dy′ Tr
((
L +t
)∗J−1pˆit (pˆi1−y′t ∆ ˙ˆHtpˆiy′t )Jpˆit( ˙ˆHct ))+O(2),
= −β2
∫ α
0
dx′
∫ x′
0
dy′ Tr
(
J−1pˆit
(
pˆi1−y
′
t ∆
˙ˆ
Htpˆi
y′
t
)
JpˆitL˜
+
t (
˙ˆ
Hct )
)
+O(2),
= −β2
∫ α
0
dx′
∫ x′
0
dy′ Tr
(
pˆi1−y
′
t ∆
˙ˆ
Htpˆi
y′
t L˜
+
t (
˙ˆ
Hct )
)
+O(2),
= −β2
∫ α
0
dx′
∫ x′
0
dy′ Tr
((
L +t
)∗
(∆
˙ˆ
Ht)pˆi
y′
t
˙ˆ
Hct pˆi
1−y′
t
)
+O(2),
= −β2
∫ α
0
dx′
∫ x′
0
dy′ Tr
((
L +t
)∗
(
˙ˆ
Hct )pˆi
y′
t
˙ˆ
Hct pˆi
1−y′
t
)
+O(2), (B25)
where we introduced the dual Drazin inverse L˜ +t from the scalar product (C12) in the third line, hermiticity of Jρˆ
and (B10) in the fourth line, in the fifth line we again used (C12), and in the final line we used (A11). For B(x) we
find
B(x) = −1Tr
(
¯ˆρ1−xt ρˆ
x
t
(
J−1ρˆt Lt(ρˆt)− J−1ρˆt Lt(¯ˆρt)
)
,
= Tr
(
¯ˆρ1−xt ρˆ
x
t
(
J−1ρˆt Lt(δρˆt)− J−1ρˆt Lt(δ ¯ˆρt)
)
+O(2),
= −βTr
(
¯ˆρ1−xt ρˆ
x
t
˙ˆ
Hct
)
+O(2),
= β2
∫ 1−x
0
dyTr
(
˙ˆ
Hct pˆi
y
t J
−1
pˆit
L +t Jpˆit(∆
˙ˆ
Hdt )pˆi
1−y
t
)
+ β2
∫ x
0
dyTr
(
˙ˆ
Hct pˆi
1−(x−y)
t J
−1
pˆit
L +t Jpˆit(∆
˙ˆ
Ht)pˆi
x−y
t
)
+O(2),
= β2
∫ x
0
dyTr
(
˙ˆ
Hct pˆi
1−(x−y)
t J
−1
pˆit
L +t Jpˆit(∆
˙ˆ
Ht)pˆi
x−y
t
)
+O(2),
(B26)
Integrating over x and substituting y′ = 1− (x− y) and x′ = x gives
∫ α
0
dx B(x) = β2
∫ α
0
dx
∫ x
0
dy Tr
(
J−1pˆit
(
pˆix−yt
˙ˆ
Hct pˆi
1−(x−y)
t
)
L +t Jpˆit(∆
˙ˆ
Ht)
)
+O(2),
= β2
∫ α
0
dx′
∫ 1−x
0
dy′ Tr
(
J−1pˆit
(
pˆi1−y
′
t
˙ˆ
Hct pˆi
y′
t
)
L +t Jpˆit(∆
˙ˆ
Ht)
)
+O(2),
(B27)
Following the same steps as with (B25) we can further simplify this integral:
∫ α
0
dx B(x) = β2
∫ α
0
dx′
∫ 1−x′
0
dy′ Tr
((
L +t
)∗
(
˙ˆ
Hct )pˆi
y′
t
˙ˆ
Hct pˆi
1−y′
t
)
+O(2), (B28)
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We next show that the final integral vanishes:
C(x) = −1
∫ 1−x
0
dy Tr
(
ρˆxt
(
ln ρˆt − ln ¯ˆρt
)
¯ˆρyt J
−1
¯ˆρt
Lt(¯ˆρt)¯ˆρ
1−x−y
t
)
,
= −β
∫ 1−x
0
dy Tr
(
pˆixt
(
ln ρˆt − ln ¯ˆρt
)
pˆiyt ∆
˙ˆ
Hdt pˆi
1−x−y
t
)
+O(2),
= β(x− 1)Tr
(
∆
˙ˆ
Hdt pˆit
(
ln ρˆt − ln ¯ˆρt
))
+O(2),
= β(x− 1)Tr
(
∆
˙ˆ
Hdt pˆitJ
−1
pˆit
(δρˆt − δ ¯ˆρt)
)
+O(2),
= −β(x− 1)Tr
(
J−1pˆit Jpˆit(∆
˙ˆ
Hdt )L
+
t Jpˆit(
˙ˆ
Hct )
)
+O(2),
= −β(x− 1)Tr
(
˙ˆ
HdtL
+
t Jpˆit(
˙ˆ
Hct )
)
+O(2),
= 0, (B29)
where we used (A11) in the final line. Combining (B20) with (B25) and (B28) we are left with
d
dt
ln Tr
(
ρˆαt
¯ˆρ1−αt (s)
) ∣∣∣∣
s=t
' β2
∫ α
0
dx′
∫ 1−x′
x
dy′ Tr
((
L +t
)∗
(
˙ˆ
Hct )pˆi
y′
t
˙ˆ
Hct pˆi
1−y′
t
)
(B30)
Setting α = 1− kBTu we can obtain a relationship between the quantum covariance and quantum Renyi divergences:
−ukBT S˙1−ukBT (ρˆt|| ¯ˆρt(s))
∣∣∣∣
s=t
' −2β2
∫ ∞
0
dν
[[
cov1−kBTut
( ˙ˆ
Hct (ν),
˙ˆ
Hct
) ]]
. (B31)
Finally, we observe that the quantum CGF satisfies the symmetry Kcq(u) = Kcq(1 − u), which means we can inte-
grate (B31) to obtain
Kcq(u) ' −ukBT
∫ 1
0
dt S˙1−ukBT (ρˆt|| ¯ˆρt(s))
∣∣∣∣
s=t
. (B32)
This concludes the proof of (7) in the main text.
C. Proof of (8)
In this section, we will demonstrate that the cumulants of the CGF are monotonically increasing in time. To show
this we will first derive an alternative expression for the CGF’s in (A13) and (A14). As shown in the previous section,
the conditions of detailed balance and time-translational symmetry are
L ∗t − L˜t = 2iHt, (C1)
[L ∗t ,Ht] = 0, (C2)
where L˜t satisfies Tr
(
L˜t(Aˆ)pˆit Bˆ
)
= Tr
(
AˆpˆitL ∗t (Bˆ)
)
for bounded operators Aˆ, Bˆ [33]. We may express this solution
as
L˜t(.) = Lt
(
(.)pˆit
)
pˆi−1t . (C3)
Let us now expand this superoperator in the orthonormal basis of the fixed point pˆit =
∑
n pn |n〉 〈n|:
〈j| L˜t(|n〉 〈m|) |i〉 = pm
pi
〈j|Lt(|n〉 〈m|) |i〉 . (C4)
We next construct another dual generator satisfying
Tr
(
L˜ ′t (Aˆ)pˆi
1−x
t Bˆ pˆi
x
t
)
= Tr
(
Aˆ pˆi1−xt L
∗
t (Bˆ)pˆi
x
t
)
, x ∈ R. (C5)
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The solution yields
L˜ ′t (.) = pˆi
−x
t Lt
(
pˆixt (.)pˆi
1−x
t
)
pˆix−1t . (C6)
Expanding in the energy basis one finds
〈j| L˜ ′t (|n〉 〈m|) |i〉 =
pm
pi
(
pipn
pmpj
)x
〈j|Lt(|n〉 〈m|) |i〉 . (C7)
We now demonstrate that (C4) and (C7) are in fact equivalent following a similar method outlined in [63]. For an
operator A let us consider the following decomposition in terms of modes of coherence at time t:
Aˆω =
∑
n,m
δ
(
ω − log (pn/pm)
) |n〉 〈n| Aˆ |m〉 〈m| , (C8)
It has been shown that the property of time-translational symmetry (A2) ensures the preservation of each mode
according to [64]
Lt(Aˆω) =
(
Lt(Aˆ)
)
ω
, (C9)
which implies that
log (pn/pm) 6= log (pj/pi) =⇒ 〈j|Lt(|n〉 〈m|) |i〉 = 0. (C10)
Comparing (C4) and (C7) we find 〈j| L˜ ′t (|n〉 〈m|) |i〉 = 〈j| L˜t(|n〉 〈m|) |i〉, which implies
L˜ ′t = L˜t, (C11)
This means that the dual generator also fulfills the equality
Tr
(
L˜t(Aˆ)pˆi
1−x
t Bˆ pˆi
x
t
)
= Tr
(
Aˆ pˆi1−xt L
∗
t (Bˆ)pˆi
x
t
)
, x ∈ R. (C12)
To proceed we next introduce the following trace functional:
〈〈Aˆ, Bˆ〉〉u := Tr
(
Aˆ M(u)t (Bˆ)
)
, (C13)
where
M(u)t (.) := −
∫ u
0
dy
∫ 1−y
y
dx pˆixt (.)pˆi
1−x
t , (C14)
Now observe that the nested commutator Cm[Hˆt, (.)] = H mt (.) (i.e. such that Cm+1[Hˆt, (.)] = [Hˆt, Cm(·)] with C0 = Iˆ)
satisfies
Tr
(
Aˆ Cm[Hˆt, Bˆ]
)
= (−1)mTr
(
Cm[Hˆt, Aˆ] Bˆ
)
, (C15)
for all Aˆ, Bˆ ∈ B(H) and m ∈ Z. Furthermore, using [pˆit, Hˆt] = 0 it is straightforward to verify the commutation
relations
[M(u)t , Cm[Hˆt, (.)]] = 0, ∀m ∈ Z. (C16)
Another useful property is the following symmetry of the trace-functional:
〈〈Aˆ, Bˆ〉〉u = 〈〈Bˆ, Aˆ〉〉u, (C17)
for hermitian Aˆ, Bˆ. This can be verified by using the cyclic property of the trace. Using this we find
〈〈Aˆ, Cm[Hˆt, Aˆ]〉〉u = Tr
(
Aˆ M(u)t ◦ Cm[Hˆt, Aˆ]
)
,
= Tr
(
M(u)t (Aˆ)Cm[Hˆt, Aˆ]
)
,
= (−1)mTr
(
Cm[Hˆt,M(u)t (Aˆ)] Aˆ
)
,
= (−1)mTr
(
M(u)t ◦ Cm[Hˆt, Aˆ] Aˆ
)
,
= (−1)m〈〈Aˆ, Cm[Hˆt, Aˆ]〉〉u, (C18)
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which implies
〈〈Aˆ, C2m+1[Hˆt, Aˆ])〉〉u = 0, ∀m ∈ Z. (C19)
From the detailed balance condition (C1) and (C12) we have
〈〈Aˆ(ν), Aˆ〉〉u = 〈〈Bˆ, e−iνHt(Bˆ)〉〉u, (C20)
where ν ≥ 0 and we denote Aˆ(ν) = eνL ∗t (Aˆ), and set Bˆ = Bˆ† = e 12νL ∗t (Aˆ). Using the exponential series e−iνHt =∑∞
m=0
(−iν)m
m! Cm[Hˆt, (.)], we then find
〈〈Aˆ(ν), Aˆ〉〉u = 〈〈Bˆ, e−iνHt(Bˆ)〉〉u,
=
∞∑
m=0
(−iν)m
m!
〈〈Bˆ, Cm[Hˆt, Bˆ]〉〉u,
=
∞∑
n=0
(iν)2n
(2n)!
〈〈Bˆ, C2n[Hˆt, Bˆ]〉〉u,
=
∞∑
n=0
(iν)2n
(2n)!
Tr
(
Bˆ M(u)t ◦ C2n[Hˆt, Bˆ]
)
,
=
∞∑
n=0
(iν)2n
(2n)!
Tr
(
Bˆ Cm[Hˆt,M(u)t ◦ Cm[Hˆt, Bˆ]]
)
,
=
∞∑
n=0
(−1)n(iν)2n
(2n)!
〈〈Cm[Hˆt, Bˆ], Cm[Hˆt, Bˆ]〉〉u,
=
∞∑
n=0
ν2n
(2n)!
〈〈Cm[Hˆt, Bˆ], Cm[Hˆt, Bˆ]〉〉u, (C21)
where we used (C19) in the third line, (C16) in the fifth line and (C15) in the penultimate line. As the final step, we
use the fact that
(−1)k d
k
duk
〈〈Aˆ, Aˆ〉〉u
∣∣∣∣
u=0
≥ 0, ∀k ∈ Z, (C22)
for any Aˆ = Aˆ†, which was proven in [56]. Combining this with (C21), we have
(−1)k d
k
duk
〈〈Aˆ(ν), Aˆ〉〉u
∣∣∣∣
u=0
≥ 0, ∀k ∈ Z. (C23)
Finally, returning to the form of the CGF (A14), we conclude that the cumulants are monotonically increasing with
(−1)k d
k
duk
K˙cq(u)
∣∣∣∣
u=0
= (−1)kβ2
∫ ∞
0
dν
dk
duk
〈〈Hˆct (ν), Hˆct 〉〉u
∣∣∣∣
u=0
≥ 0, ∀k ∈ Z, (C24)
which follows from (C23). This concludes the proof of (8).
D. The damped two-level system
1. Adiabatic Lindblad equation
In this section, we provide details of the explicit example considered in the main text, i.e. a two-level system
described by the Hamiltonian in Eq. (10), which we quote here again for convenience:
Hˆt =
εt
2
(cos θtσˆz + sin θtσˆx) . (D1)
The Hamiltonian is diagonalized by the time-dependent unitary operator Uˆt = e
−iθtσˆy/2, i.e. U†t HˆtUˆt =
1
2εtσˆz. The
time-dependent lowering operator satisfies [Hˆt, Lˆt] = −εtLˆt and is given explicitly by
Lˆt =
1
2
( − sin θt cos θt − 1
cos θt + 1 sin θt
)
. (D2)
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We model the thermal bath by an infinite collection of bosonic modes coupled linearly to the system [54]. The
open-system dynamics is determined completely by the bath’s inverse temperature β and its spectral density function,
assumed to take an Ohmic form J(ω) = αω at low frequencies, with α a dimensionless coupling constant. Under
the Born-Markov, secular and slow-driving approximations, the open-system dynamics is described by an adiabatic
Lindblad master equation of the form ˙ˆρt = Lt(ρˆt), with the Liouvillian given by [32]
Lt(.) = −i[Hˆt, (.)] + αεt (Nt + 1)D [Lˆt](.) + αεtNtD [Lˆ†t ](.), (D3)
where Nt =
[
eβεt − 1]−1 denotes the bosonic occupation number and
D [Aˆ](.) = Aˆ(.)Aˆ† − 1
2
{Aˆ†Aˆ, (.)}, (D4)
with {·, ?} being the anticommutator between · and ?. The bath-induced renormalisation of the qubit energy level
splitting is assumed to be already incorporated into Eq. (D1).
The validity of the Born-Markov approximation requires that the reservoir correlation functions decay rapidly in
comparison to all other timescales. The secular approximation requires that the qubit energy splitting εt is much
greater than the characteristic dissipation rate. Finally, the adiabatic master equation assumes that the Hamiltonian
varies slowly in comparison to the dissipation rate. The latter can be quantified by
γt =
1
2
αεt coth(βεt/2), (D5)
which represents the average of the gain and loss rates appearing in Eq. (D3). We therefore require the conditions
εt  γt and γtτ  1, which are well satisfied in all examples we consider.
2. Solution of the Bloch equations
The first key quantity which we aim to compute is the full cumulant generating function
Kq(u) ' − β2
∫ 1
0
dt
∫ ∞
0
dν
[
covut
( ˙ˆ
Ht(ν),
˙ˆ
Ht
)]
. (D6)
We recall that, for convenience, Eq. (D6) is expressed in terms of the rescaled time coordinate t ∈ [0, 1], normalised
by the protocol time τ = 1/. In the expression above, the quantum covariances are between the power operator
˙ˆ
Ht
and its evolved version in the Heisenberg picture,
˙ˆ
Ht(ν) = e
νL ∗(
˙ˆ
Ht). The latter, in the particular model considered,
is given by
˙ˆ
Ht(ν) = ftσˆz(ν) + gtσˆx(ν), (D7)
where
ft =
1
2
(
ε˙t cos θt − εtθ˙t sin θt
)
, gt =
1
2
(
ε˙t sin θt + εtθ˙t cos θt
)
, (D8)
and where σˆz,x(ν) are the evolved operators in Heisenberg picture. These satisfy dσˆz,x(ν)/dν = L ∗t σˆz,x, which is
formally equivalent to the Bloch equations describing a damped two-level system with a fixed Lindblad generator Lt.
Introducing the Bloch vector Oˆ(ν) = (σˆx(ν), σˆy(ν), σˆz(ν))
T , we have
d
dν
Oˆ(ν) = GtOˆ(ν) + bt, (D9)
where the matrix Gt and vector bt are defined by
Gt =
 14α(2Nt + 1)εt(cos[2θt]− 3) εt cos[θt] − 14α(2Nt + 1)εt sin[2θt]−εt cos[θt] − 12α(2Nt + 1)εt εt sin[θt]− 14α(2Nt + 1)εt sin[2θt] −εt sin[θt] − 14α(2Nt + 1)εt(cos[2θt] + 3)

bt = (−αεt sin[θt], 0,−αεt cos[θt])T . (D10)
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Straightforward calculations finally lead to the following solution for the Bloch vector Oˆσˆx(ν)σˆy(ν)
σˆz(ν)
 =
Axx(ν, t′) Axy(ν, t′) Axz(ν, t′)Ayx(ν, t′) Ayy(ν, t′) Ayz(ν, t′)
Azx(ν, t
′) Azy(ν, t′) Azz(ν, t′)
σˆy(0)σˆy(0)
σˆz(0)
+
Ax0(ν, t′)IˆAy0(ν, t′)Iˆ
Az0(ν, t
′)Iˆ
 , (D11)
where
Axx(ν, t) =
1
2
e−2γtν
[
2eγtν cos2[θt] cos[νεt]− cos[2θt] + 1
]
Axy(ν, t) = Ayx(ν, t
′) = e−γtν cos[θt] sin[νεt]
Axz(ν, t) = Azx(ν, t
′) =
1
2
e−2γtν sin[2θt] [1− eγtν cos[νεt]]
Ayy(ν, t) = e
−γtν cos[νεt]
Azz(ν, t) =
1
2
e−2γtν
[
2eγtν sin2[θt] cos[νεt] + cos[2θt] + 1
]
(D12)
with γt given by Eq. (D5). The explicit (rather cumbersome) expressions for the functions Aj0(ν, t
′) (j = x, y, z) will
not be given here, since they drop out of the final expressions due to the fact that [[covut (., Iˆ)]].
3. Excess heat cumulant generating function
We are now ready to compute the cumulant generating function of the dissipated heat in the slow-driving regime,
Eq. (D6). As stressed above, the calculations can be simplified by first noticing that covut (·, Iˆ) = 0; furthermore, it
turns out that, for this model, we have that covut (σˆy, ·) = 0 and finally that covut (σˆx, σˆz) = covut (σˆz, σˆx). Putting all
this together, the result is given by
Kq(u) = −β2
∫ 1
0
dt [[covut (σˆz, σˆz)]]
[
f2t A˜zz(t) + ftgtA˜xz(t)
]
+ [[covut (σˆx, σˆx)]]
[
g2t A˜xx(t) + ftgtA˜zx(t)
]
+ [[covut (σˆz, σˆx)]]
[
f2t A˜zx(t) + g
2
t A˜xz(t) + ftgt
(
A˜zz(t) + A˜xx(t)
)]
, (D13)
where A˜jk(t) ≡
∫ +∞
0
dνAjk(ν, t), which can be analytically computed. The above quantum covariances are given by
[[covut (σˆx, σˆx)]] =
2uε2t sin
2[θt](β − u)− 2 cos2[θt](− cosh[βεt] + cosh[εt(u− β)] + cosh[uεt]− 1)
β2ε2t (cosh[βεt] + 1)
[[covut (σˆx, σˆz)]] =
sin[2θt]sech
2
[
βεt
2
] (− cosh[βεt] + uε2t (β − u) + cosh[εt(u− β)] + cosh[uεt]− 1)
2β2ε2t
[[covut (σˆz, σˆz)]] =
2uε2t cos
2[θt](β − u)− 2 sin2[θt](− cosh[βεt] + cosh[εt(u− β)] + cosh[uεt]− 1)
β2ε2t (cosh[βεt] + 1)
. (D14)
Putting together all these results and substituting the functional expressions for εt and θt given below in Eq. (E2)
allows to obtain a rather cumbersome but analytic expression for the integrand of the cumulant generating function
K˙q(u, t′), where Kq(u) ≡ 
∫ 1
0
dt′K˙q(u, t′). The final remaining integration over the rescaled time variable t however
can be carried out only numerically.
4. The classical part of the cumulant generating function
Here we will provide the details of the calculations of the classical part of the cumulant generating function, in order
to single out the quantum contributions due to coherences. Following the main theory outlined above and in the main
text, we first need to compute the diagonal part of the power operator onto the instantaneous energy eigenbasis, i.e.
˙ˆ
Hdt = DHˆt
(
˙ˆ
Ht
)
=
1
2
ε˙t (cos[θt]σˆz + sin[θt]σˆx) . (D15)
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FIG. E1. Comparison between the energy splitting εt, the dissipation rate γt = αεt coth(βεt/2)/2~ and the instantaneous
driving speed vt =
√
(ε˙t/εt)2 + θ˙2. The conditions for the secular and slow-driving approximations are seen to hold at all
times. The parameters are the same as in Fig. 3, i.e. α = 0.191, ε0 = 0.02ετ , βετ = 20 and γ¯τ = 250.
In order to then find
˙ˆ
Hdt (ν) we can exploit the solutions Eq. (D11) for the evolved operators σˆz(ν), σˆx(ν). What
thus remains to be calculated in order to determine Kdq(u) defined in Eq. (A13) is the symmetrised covariance
covt(
˙ˆ
Hdt (ν),
˙ˆ
Hdt ) =
1
2Tr
(
{ ˙ˆHdt (ν), ˙ˆHdt }pˆit
)
−Tr
(
˙ˆ
Hdt (ν)pˆit
)
Tr
(
˙ˆ
Hdt pˆit
)
. The calculations are simplified first by noticing
that this quantity is symmetric in its two arguments and furthermore that covt(·, Iˆ) = 0 and covt(·, σˆy) = 0. The
remaining symmetric covariances are given by
covt(σˆx, σˆx) =
(
eβεt − 1)2 cos[2θt] + 6eβεt + e2βεt + 1
2 (eβεt + 1)
2 (D16)
covt(σˆx, σˆz) = − sin[θt] cos[θt] tanh2
(
βεt
2
)
(D17)
covt(σˆz, σˆz) = 1− cos2[θt] tanh2
(
βεt
2
)
. (D18)
A straightforward calculation finally shows that
Kdq(u) = −(u2 − βu)
∫ 1
0
dt′
∫ ∞
0
dνcovt
(
˙ˆ
Hdt (ν),
˙ˆ
Hdt
)
= −(u2 − βu)
∫ 1
0
dt′
(
1
2
ε˙t
)2 [
covt (σˆz, σˆz) cos[θt]
(
cos[θt]A˜zz(t) + sin[θt]A˜xz(t)
)
+ covt (σˆx, σˆx) sin[θt]
(
sin[θt]A˜xx(t) + cos[θt]A˜zx(t)
)
+ covt (σˆx, σz)
(
A˜zx(t) + sin[θt] cos[θt]
(
A˜xx(t) + A˜zz(t)
))]
. (D19)
E. Monte Carlo simulations and results
We now give further details on the Monte Carlo trajectory simulations used to obtain Fig. 3. In the following
discussion we restore the non-rescaled time coordinate so that the protocol takes place in the time interval t ∈ [0, τ ].
We follow the standard quantum-jump approach [35] to unravel the Lindblad equation defined by Eq. (D3) into pure-
state trajectories. The initial state |ψ0〉 is randomly selected from the eigenstates of Hˆ0 according to the corresponding
Boltzmann distribution. The time at which the first jump occurs is chosen by sampling from the waiting-time
distribution wt = −(d/dt)〈ψt|ψt〉, where |ψt〉 obeys the non-Hermitian Schro¨dinger equation (d/dt) |ψt〉 = −iHˆefft |ψt〉
with initial condition |ψ0〉, and the effective Hamiltonian is
Hˆefft = Hˆt −
iαεt
2
(
(Nt + 1)Lˆ
†
t Lˆt +NtLˆtLˆ
†
t
)
. (E1)
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FIG. E2. Probability distribution of heat transferred during slow erasure protocols. The data correspond to classical (dashed
lines) and quantum (solid bars) protocols of duration γ¯τ = 100 (dark grey), γ¯τ = 250 (blue) and γ¯τ = 500 (light grey). The
Landauer limit q = ∆S is shown by the red dotted line. Other parameters are the same as in Fig. 3, i.e. α = 0.191, ε0 = 0.02ετ ,
βετ = 20.
This evolution equation is solved efficiently using a fourth-order Runge-Kutta algorithm with adaptive time-step
control [65]. If a jump occurs at time t, it corresponds either to emission, |ψt〉 → Lˆt |ψt〉, or absorption, |ψt〉 → Lˆ†t |ψt〉,
with probabilities given by the excited or ground state populations, respectively. The normalised post-jump state
is then taken as a new initial condition and the procedure is repeated until the final time is reached. The heat
distribution is constructed by simulating many such trajectories and recording the total quantity of energy transferred
to the environment during each one, as in Eq. (2).
The specific protocol we consider is defined by
εt = ε0 + (ετ − ε0) sin2(pit/2τ), θt = pi(t/τ − 1). (E2)
Erasure corresponds to choosing the initial spectral gap to be far below the thermal energy, ε0  kBT , and the
final spectral gap to greatly exceed this energy, ετ  kBT . This ensures that the respective thermal states are
effectively given by pˆi0 ' Iˆ/2 and pˆiτ ' |0〉 〈0|, respectively. The slow-driving regime corresponds to the case where
the Hamiltonian changes slowly in comparison to the characteristic relaxation rate γt =
1
2αεt coth(βεt/2). The
instantaneous driving speed can be quantified by the parameter vt =
√
(ε˙t/εt)2 + θ˙2, which takes into account the
rate of change of both the energy splitting εt and the mixing angle θt. In Fig. E1 we show that the conditions for the
validity of both the slow-driving and secular approximations, namely ~vt  ~γt  εt, hold at all times during the
evolution for the parameters considered in this work.
In Fig. E2 we show the heat distributions obtained for various different values of τ , considering both quantum
(where θt is given by Eq. (E2)) and classical (with θt = 0) protocols. We find that the bulk of the distribution is
very similar between the quantum and corresponding classical protocols. The only qualitative difference is seen in the
extreme outliers which do not occur in classical protocols. Such outliers may correspond either to large heat transfer,
q  kBT , or, less frequently, a negative total heat transfer q < 0, which cannot occur classically. In both the classical
and quantum case, the bulk of the distribution becomes increasingly concentrated around the Landauer bound and
converges to a Gaussian shape as τ is increased.
