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Abstract:Colloidal dispersions are known to undergo phase transition in a number of processes.
This often gives rise to formation of structures in a flowing medium. In this paper, we present
a model for flow of a colloidal dispersion with phase change. Two distribution functions are
used. The colloid is described as a non-ideal fluid capable of phase change, but rather than
taking the dispersion medium as the second fluid, a better choice is the dispersion (water plus
colloid) which can be considered as an incompressible fluid. This choice allows a standard
Lattice Boltzmann (LB) model for incompressible fluids to be used in combination with for the
‘free-energy’ LB model for the colloid. The coupling between the two fluids is the drag force
on the colloid and the dependence of the viscosity of the overall fluid on the particle volume
fraction. The problems raised by characteristic times and lengths have been treated. The main
application considered is the growth dynamics or domain structuration of protein dispersions
during dead-end filtration on a membrane surface.
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1 Introduction
In many industrial processes, colloidal particles are
separated from suspensions by means of membrane
filtration. The suspending liquid passes through the
membrane and the colloidal particles that are held
back accumulate in a concentrated, viscous layer at
the membrane surface. This phenomenon is known as
concentration polarisation. If there is flow parallel to
the membrane (tangential filtration), this layer quickly
reaches a quasi-stationary state, but in the case of
dead-end filtration there is only the permeation flow
perpendicular to the membrane and the thickness of
the layer grows continuously in time. Depending on the
permeation rate and on the hydrodynamic conditions,
the colloid concentration can become high enough for
phase change to take place, leading to formation of a
highly viscous gel layer. The presence of this concentrated
layer limits the performance of the filtration operation
and this is particularly true if a gel layer forms. So it
is of practical importance to have a clear understanding
of this phenomenon. Rapid phase change in colloids
usually corresponds to spinodal decomposition, with
domain growth leading to formation of a porous structure.
It would be useful to know whether this phenomenon
plays a role in membrane filtration and what sort of role.
Numerical simulation is particularly attractive in such
caseswhere experimental observation is almost impossible.
Macroscopic models do give an overall description of
the behaviour of this layer, but to obtain more detailed
knowledge of its behaviour it is necessary to apply a
different approach such as a Lattice Boltzmann (LB)
model. It is known that suspended colloidal particles canbe
considered as a pseudo-one-component system, showing
close analogies with non-ideal vapours (Russel et al., 1989;
Likos, 2001), for which LB models already exist. Colloids
are somewhat simpler than vapour-liquid systems as the
thermal effects they cause are negligible. So to simulate
a colloid undergoing flow with phase change it is simply
necessary to introduce a model for the behaviour of the
suspending liquid (essentially water) whose flow is coupled
with the colloid fluid. Such a two-fluid model is not as
simple as it appears at first sight: colloidal dispersions
undergoing phase change can reach high volume fractions
of solid and the density of the carrier fluid is then much
reduced. This is whywe have chosen to consider the overall
fluid (colloid + water) rather than the carrier fluid, as
its density is nearly constant and it can be treated by a
traditional LB model for incompressible fluids.
In this coupled two-fluid system a great number of
phenomena occur and interact: convective and diffusive
mass transfer, phase separation with the formation of
the interface layer between phases, coupling between the
carrier fluid and the colloid particles, viscous flow of
the overall fluid with a non-uniform viscosity. Each of
these phenomena has characteristic length and time scales.
In order to arrive at a satisfactory resolution in space
and time, some of these phenomena have to be excluded
from the model: this requires careful treatment and so far
the ideal formulation has not been found. The constraints
imposed by these different scales are discussed below.
In the present work we have chosen to consider
protein solutions as themodel colloidmedium.Membrane
filtration of protein solutions is of great importance
in food and pharmaceutical industries and sufficient
data are available concerning the osmotic pressure of
these solutions. Proteins are macromolecules carrying
electric charges and protein solutions are stabilised by
the electrostatic repulsions between molecules, while
long-range attractive forces are also present and are
responsible for phase change. These interactions can
be suitably represented by a hard-core double-Yukawa
model, for which an analytical equation of state already
exists.
2 Model for colloidal dispersion with phase change
The colloidal particles in a suspension can be considered
as a fluid with an equation of state relating the osmotic
pressure of the suspension Π(φ) to the volume fraction
of colloid φ. For example, the simplest equation of state
for colloidal particles without long-range interaction is
the van’t Hoff equation Π = nkbT or Π = φ kbvp T , with n
the concentration of particles, T the temperature, vp the
volume of a particle and kb Boltzmann’s constant. The
van’t Hoff equation is equivalent to the equation of state
of an ideal gas, a fluid whose particles have no long-range
interactions. In this work, we consider a suspension of
colloidal particles with attractive long-range interactions
that allow a phase change to occur. A hard-core double-
Yukawa interaction was chosen, as the correponding
equation of state can be derived in an analytical form
using the mean spherical approximation (Guérin, 2004).
Treating the colloids in a suspension as a non-ideal fluid
allows us to use a ‘free-energy’ LB model (Briant et al.,
2004; Dupuis and Yeomans, 2005), which is based on
the free-energy functional formulation of thermodynamic
systems with liquid-vapour interfaces (Rowlinson and
Widom, 1982). We must also model the carrier fluid,
which is water in most cases. However when the volume
fraction of colloid becomes significant, the density of
the carrier fluid alone can no longer be considered as
constant and this introduces considerable complications.
Rather than describe the carrier fluid directly by a second
distribution function, we have modelled the overall fluid
(water plus colloid) as an incompressible fluid. This choice
is reasonable if the colloidal particles have a mass density
(ρc =
mp
vp
, withmp themass of one particle) close to that of
water ρw. This choice precludes any treatment of gravity
effects, such as sedimentation, even after coagulation. But
in the ultrafiltration process, which is the main application
considered here, the effect of sedimentation is negligible.
Considering the overall fluid as incompressible allows us
to apply a standard LB model for incompressible fluids.
The correspondingmacroscopic equationsof this two-fluid
model are:
∇ · u = 0 (1)
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∂u
∂t
+ u · ∇u = − 1
ρ0
∇p + ∇ · (ν∇u) (2)
for the overall fluid and for the colloidal fluid, we have
the compressible Navier-Stokes equation with a pressure
tensor derived from the Cahn-Hilliard theory:
∂tφ + ∂α(φucα) = 0 (3)
∂t(φucα) + ∂β(φu
c
αu
c
β) = −
1
ρ0
∂βΠαβ
+ νc∂β [φ(∂βucα + ∂αu
c
β + δαβ∂γuγ)] + φFα (4)
Παβ is the osmotic pressure tensor which is derived from
the free-energy model for the interface:
Παβ =
(
Π0(φ) − κ2 (ρ0∂γφ)
2 − κρ20φ∂γγφ
)
δαβ
+ κ(ρ0∂αφ)(ρ0∂βφ). (5)
Here Π0(φ) is the equation of state of the colloidal fluid
and κ is the parameter related to the surface tension, which
is entirely determined by the interaction potential between
colloidal particles.
2.1 LB model for overall fluid
The density of the overall fluid is dependent on the volume
fraction of colloid ρ = φρc + (1 − φ)ρw. So if ρc ≈ ρw,
ρ is nearly constant. For our model we assume ρ = ρw =
ρc = ρ0. The overall fluid is described by the D3Q15 LB
model for incompressible fluids (He and Luo, 1997).
The set of discrete velocity vectors vi is
(0, 0, 0), (±c,±c,±c), (±c, 0, 0), (0,±c, 0), (0, 0,±c) with
c = δx/δt (see Fig. 1). The evolution equation for the
distribution function of the velocity vi, fi(x, t) is:
fi(x + viδt, t + δt) − fi(x, t)
= −δt
τ
[fi(x, t) − feqi (x, t)] (6)
with τ the relaxation time and feqi the equilibrium
distribution function.
feqi =wi
{
p+ p0
[
3
(vi · u)
c2
+
9
2
(vi · u)2
c4
− 3
2
(u)2
]}
(7)
where wi are the weight coefficients : wi = 2/9 for i = 0,
wi = 1/9 for i = 1, . . . , 6 andwi = 1/72 for i = 7, . . . , 14.
p0 = ρ0 c
2
3 is a reference pressure. The macroscopic fields
which are the pressure p and velocity u are evaluated by
summing the distribution functions fi.
p =
∑
i
fi (8)
p0u =
∑
i
vifi. (9)
From the Chapman-Enskog procedure, the macroscopic
equations of an incompressible fluid are derived from this
Figure 1 The D3Q15 set of discrete velocities (taken from
Dupuis and Yeomans (2005))
LB model with ν = 13 (
τ
δt − 12 ) δx
2
δt , the kinetic viscosity of
the overall fluid. In this work, we take into account the
effect of the colloid on the viscosity of the overall fluid.
The Eilers-Chong formula (Kissa, 1999) is used for the
dependence of viscosity on the volume fraction.
ν(φ) = ν0
[
1 +
1.25φ
1 − φ/φcp
]
(10)
with ν0 the viscosity when φ = 0 and φcp a parameter to
fit with experimental values of the viscosity. To introduce
this variable viscosity, the relaxation time τ is simply
replaced by τ(φ) = 3 δt
2
δx2 ν(φ) +
δt
2 . This method has
been numerically tested for Poiseuille flow with a
inhomogeneous viscosity in space (cf. Fig. 2). The
expression of viscosity is: ν(y) = ν0 + αy. The analytical
velocity profile for this expression of viscosity is:
ux(y) = Fx
(Ly−y) ln(ν0)+y ln(ν0+αLy)−Ly ln(ν0+αy)
2α[ln(ν0)−ln(ν0+αLy)] , withLy
the width of the channel and Fx the external force which
drives the flow.
Figure 2 Velocity profile for a Poiseuille flow with a
non-constant viscosity in the channel. The expression
of viscosity is: ν(y) = ν0 + αy. The solid line
represents the analytical profile and circles represent
the LB simulations
2.2 LB model for the colloidal particles in the
suspension
To model the suspension of colloidal particles, which is
treated as a non-ideal fluid, we use a D3Q15 ‘free-energy’
LBmodel (Briant et al., 2004; Dupuis andYeomans, 2005)
with the same set of discrete velocities as for the overall
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fluid and with the same time and space discretisation.
The evolution equation of the colloid distribution function
gi(x, t) is:
gi(x + viδt, t + δt) − gi(x, t)
= −δt
τc
[gi(x, t) − geqi (x, t)] + 3φ wivi · F δt. (11)
Here τc is the colloid relaxation time, which physically
represents the mean time between collisions for colloidal
particles, geqi is the equilibrium distribution function
(see Appendix A). Fα is the external forcing term which
will be presented later. The macroscopic fields which are
the volume fraction φ and the colloidal fluid velocity uc
are evaluated by summing the distribution function gi.
φ =
∑
i
gi (12)
φuc =
∑
i
vigi. (13)
From the Chapman-Enskog procedure (see Appendix B),
themacroscopic equations derived from this LBmodel are:
∂tφ + ∂α(φucα +
δt
2
φFα) = 0 (14)
∂t(φucα +
δt
2
φFα) + ∂β(φucαu
c
β) = −
1
ρ0
∂βΠαβ
+ νc∂β [φ(∂βucα + ∂αu
c
β + δαβ∂γuγ)] + φFα (15)
with νc = 13 (
τc
δt − 12 ) δx
2
δt the kinetic viscosity of the
colloidal fluid which represents the viscous momentum
transfer due to collisons between colloid particles.We note
these equations differ from the Equations (3) and (4) by a
spurious velocity term δt2 φFα. In most cases this spurious
term can be neglected but as we will see later, for the
diffusion regime, this spurious term must be taken into
account.
In our two-fluid model, the coupling between the two
fluids occurs in two ways. The first is the dependence of
the overall-fluid viscosity ν on the volume fraction of the
colloid φ as seen in Section 2.1. The second coupling is a
drag force F which the carrier fluid exerts on the colloid.
The expression forF is Stokes’ law, as corrected byHappel
(1958) to account for the effect of the volume fraction on
the drag force:
F = H(φ)
6πa
mp
(uw − uc) (16)
with , the dynamic viscosity of the carrier fluid, uw
its velocity, a the radius of the colloidal particles and
H(φ) = 6+4φ
5/3
6−9φ1/3+9φ5/3−6φ2 the Happel function. But this
expression must be re-written as a function of the overall
fluid velocity u because the velocity of the carrier fluid uw
is not calculated. The relation between these velocities is
u = φuc + (1 − φ)uw. So the drag force is:
F = H(φ)
(u − uc)
τu(1 − φ) (17)
with τu =
mp
6πa a relaxation time, which can be interpreted
physically as the characteristic time required for a colloidal
particle to reach the same velocity as the carrier fluid.
2.3 Diffusion regime
For colloidal applications, an important simplification can
be made in the corresponding macroscopic momentum
equation for the colloidal fluid (4). This is the diffusion
approximation which consists in keeping only relevant
terms in the momentum Equation (4) and considering it
as stationary. The advection term and the stress tensor
are neglected. So with this approximation and with
our expression for the drag force, the corresponding
macroscopic equations for the colloidal fluid are:
∂tφ + ∂α
[
φucα +
δt
2
φH(φ)
(uα − ucα)
τu(1 − φ)
]
= 0 (18)
∂βΠαβ = ρ0φH(φ)
(uα − ucα)
τu(1 − φ) . (19)
To correctly understand this diffusion approximation, an
ideal colloidal fluid can be considered. The pressure tensor
is reduced to the van’t Hoff equation Παβ =φ kbvp Tδαβ .
For a dilute dispersion (i.e., φ  1 and H(φ) → 1),
Equation (19) corresponds to Fick’s first law with an
advection term.
φucα = φuα − Dth∂αφ (20)
with Dth = kbT6πa the well known diffusion coefficient
derived by Einstein (1956). And for the mass-conservation
Equation (18), Fick’s second law or the diffusion equation
is recovered:
∂tφ + ∂α[φuα − D∂αφ] = 0 (21)
butwithadifferentdiffusion coefficientD = Dth(1− δt2τu ).
This differenceappears in theChapman-Enskogexpansion
when the forcing term is not neglected in the expression for
g
(1)
i (see Appendix B).
3 Validation, numerical implementation and results
3.1 Validation of diffusion regime
To test the model and the diffusion regime of our
suspension, a series of simulations of a Gaussian
peak in φ was performed for an ideal dilute colloidal
fluid without overall fluid movement (i.e., u = 0). The
initial condition is φ(x, t = 0) = φ0 + a exp[− (x−x0)
2
σ2 ].
The analytical solution for the maximum in the Gaussian
peak is φ(x = x0, t) = φ0 + aσ√4Dt+σ2 which allows the
diffusion coefficient D to be recovered. This coefficient is
also given by Fick’s first law φucα = −D0∂αφ . Figure 3
shows the diffusion coefficient found by simulations for
different values of δt/τu (simulations were performed with
τc = δt).
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Figure 3 (a) Comparison between the theoretical diffusion coefficient Dth = kbT6πa of an ideal dilute colloidal fluid with D0 which is
obtained from Fick’s first law (20) for a series of simulations of diffusion of a Gaussian peak in φ with different values of
δt/τu and (b) circles represent the ratio between the diffusion coefficient D, obtained from Fick’s second law (21) and Dth.
The line represents the theoretical ratio D/Dth = 1 − δt2τu predicted by the Chapman-Enskog procedure with the diffusion
approximation
The apparent diffusion coefficient D0 evaluated by Fick’s
first law (numerically evaluated by the ratio D0 = −φu
c
α
∂αφ
),
see Figure 3(a) tends towards the theoretical value Dth
when δt tends towards τu.This result means that the
diffusion approximation becomes less precise when δt
decreases because the stress tensor (which is neglected in
the diffusion approximation analysis) becomes more and
more important for small values of δt (the expression of
colloidal viscosity is νc = 16
δx2
δt ).
The results in Figure 3(b), show the importance of not
neglecting the forcing term in the expression for g(1) in
the Chapman-Enskog procedure. The δt dependence of
the ratio between the two diffusion coefficients, evaluated
from Fick’s first and second laws, is well reproduced by
the simulations.
3.2 Linear stability analysis
To investigate the dynamics of domain growth, during
a quench of the colloidal fluid, a linear stability analysis
was performed. Rather than doing this analysis on the
mesoscopic model, it was performed on the associated
macroscopic model with the diffusion approximation (18),
(19) in one dimension andwithoutmovement of the overall
fluid.
∂φ
∂t
+
∂
∂x
[
φuc − δt
2
H(φ)
uc
τu(1 − φ)
]
= 0 (22)
∂Π0
∂x
+
κ
2
ρ20
∂
∂x
[(
∂φ
∂x
)2]
− κρ20
∂
∂x
[
φ
∂2φ
∂x2
]
= −ρ0φH(φ) u
c
τu(1 − φ) . (23)
The system is perturbed around φ0 and u0 = 0.
φ(x, t) = φ0 + φ(x, t) (24)
uc(x, t) = uc(x, t) (25)
Figure 4 Equation of state derived by Guérin (2004) for a
hard-core double-Yukawa interaction. As it follows
from the Maxwell’s construction, the system
separates into two coexisting phase with volume
fractions φG and φL. φ0 is the unstable equilibrium
volume fraction
φ0 is the volume fraction of the unstable equilibrium point
as shown in Figure 4. The associated linearised equations
for the perturbations are:
∂φ
∂t
+
[
φ0 − δtH(φ0)2τu(1 − φ0)
]
∂uc
∂x
= 0 (26)
1
ρ0
Π′0(φ0)
∂φ
∂x
− κρ0 ∂
3φ
∂x3
= −φ0H(φ0) u
c
τu(1 − φ0) (27)
with Π′0 =
∂Π0
∂φ . In Fourier space we have:
∂φ˜
∂t
− ik
[
φ0 − δtH(φ0)2τu(1 − φ0)
]
u˜c = 0 (28)
−ik
ρ0
Π′0(φ0)φ˜ − ik3κρ0φ˜ = −φ0H(φ0)
u˜c
τu(1 − φ0) (29)
where φ˜(k, t) and u˜(k, t) are the Fourier transforms of
φ(x, t) and u(x, t) respectively. So φ˜(k, t) and u˜(k, t) have
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Figure 5 Dispersion relation ω+(k) for various time steps δt.
The results are shown as a function of the ratio
R = δtH(φ0)2φ0τu(1−φ0) . The physical result occurs for
δt = 0 (i.e., R = 0). The discretisation in time reduces
the value of ω+(k) but does not change km the value
of k for which ω+(k) is a maximum. The value of km
is
√
−Π′0
2ρ20φ0κ
the form of a linear combination of eωt with the following
dispersion relation (see Fig. 5):
ω(k) = ±
[
φ0
τu(1 − φ0)
H(φ0)
− δt
2
][
Π′0
ρ0φ0
k2 + ρ0κk4
]
. (30)
To illustrate the results of the linear stability analysis,
a LB simulation of a colloidal fluid quench (see Fig. 6)
was performed. The initial condition of the volume
fraction field is a random fluctuation around the unstable
equilibrium volume fraction φ0. After a few time steps,
the initial random fluctuations disappear and only some
caracteristic wavelengths persist. In this simulation a
domain around 18nm appears while the linear stability
analysis predicts the emergence of wavelengths around
λm = 2π
√
2ρ20φ0κ
−Π′0 ≈ 20 nm. The size of the proteins
considered is 3.44 nm, sowe cannote the colloid aggregates
which appear are made up of a small number of particles.
Figure 6 Profile of volume fraction φ. The initial condition is a
random fluctuation around the unstable equilibrium
volume fraction φ0. A characteristic wavelength of
about 18nm appears after a few time steps, which is
in agreement with the linear stability analysis
This is because the surface tension of this colloidal system
is weak.
3.3 A penalisation method
For the proteins considered, the value of the characteristic
time of the drag force is very small, τu =
mp
6πa =
2.63 10−12 s. As an explicit temporal integration is used,
the value of the time step δt must be less than the value of
τu. This means that, for realistic simulations, the required
number time steps is too great. So to perform realistic
simulations, we propose a penalisation method which
allows a longer time step to be used. For our model this
method consists in considering another system (∗) for
which τ∗u = ε τu, κ
∗ = κ/ε and Π∗0 = Π0/ε. In according
to the Chapman-Enskog procedure, the corresponding
macroscopic equations differ from the original system
macroscopic Equations (14) and (15) but in the diffusion
regime, the same Equations (18) and (19) are recovered.
We point out that this penalisation method is applicable
because the diffusion regime is relevant for our system.
So now, we can solve the ∗ systemwhich can have a greater
value of the characteristic time τ∗u than the original system
and so a longer time step can be used. SomeLB simulations
of a Gaussian peak in φ have been made for a wide range
of ε values (from 1 to 106) and the coefficient diffusion
recovered does not depend on the value of ε.
4 Practical implementation
A first set of results has been obtained by simulating
dead-end filtration of a solution containing a protein
(lysozyme) for which the physico-chemical properties are
available, in particular its equation of state (Lin et al.,
2002). The ionic strength of the carrier solutionwas chosen
so that the contrast in concentration between the two
phases in equilibrium is not too great: 10% and 18%. The
size of the domain is 100 × 40 × 40 with δx = 0.5 nm and
δt = 10−10 s, with periodic boundary conditions on the
four (lateral) faces perpendicular to the membrane. On the
inlet face (opposite the membrane), the colloid velocity
is taken equal to the velocity of the overall fluid and
the colloid volume fraction is held constant (φin = 0.145).
A pressure difference ∆p is applied between the two sides
of the membrane thus leading to a flow velocity of the
overall fluid at themembrane, according to the expression:
um = Lp(∆p − Πm), in which Lp represents the hydraulic
permeability coefficient of the membrane and Πm is the
osmotic pressure of the colloid at the membrane. In the
tests presented, a mean value ofΠm is assumed to apply at
themembrane, so um is uniform in that plane. If we neglect
the effects of spatial variation in the viscosity of the overall
fluid (dependent on the colloid volume fraction), and note
the periodic boundary conditions on the lateral faces, then
the flowof the overall fluid is spatially uniform in thewhole
domain. The inital field of volume fraction is randomly
perturbed around the value φ0 chosen in the unstable zone
(cf. Fig. 4): the amplitude of perturbation is 5%.
Lattice Boltzmann method for colloidal dispersions with phase change
The calculations show that the phase change is indeed
localised in a layer close to the membrane surface, where
the initial separation creates ‘drops’ of condensed and
dilute phases. The morphology of these zones is similar to
that observed in the quench calculations and the thickness
of the layer is also comparable in size to the domain size
obtained in quenches. This is also in agreement with the
linear stability analysis, even though that analysis did not
consider the presence of overall flow. The situation shown
in Figure 7 corresponds to a time 5s after the beginning
of phase separation: the envelope is an iso-concentration
surface used to locate the zone of condensed phase.
As for the behavior in time, the concentration close to the
membrane is seen to go through a series of oscillations:
the condensed layer is unstable as it does not immediately
contain enoughmatter for a complete (and stable) interface
to form. This is illustrated by Figure 8 which shows the
concentration at the membrane surface as a function of
time.
Figure 7 Representation of volume fraction of colloid φ5s
after the beginning of the phase separation. The
domain size is 100 × 40 × 40 with δx = 0.5nm and
δt = 10−10 s. The overall flow in the x direction is
about 10−4 m.s−1, but the colloids are retained by
the membrane. The initial condition is a field
randomly perturbed around the unstable volume
fraction φ0 = 0.145
It is known that the permeation rate in ultrafiltration of
solutions containing macromolecules (such as proteins) is
limited by the presence of these layers of concentrated
solution, which often solidify by gellification. The
detailed structure of these layers is not observable
experimentally, bu it obviously plays a considerable role in
determining filtration performance. One question that we
wished to answer concerned the possibility that spinodal
decomposition could, at least under certain conditions,
lead to the formation of a porous structure that could have
practical importance. The present results suggest that the
phase separation kinetics is indeed fast enough to allow
structures to form near the membrane.
To capture the kinetics of phase separation using a
LB approach it is necessary to reach high resolutions in
both space and time. The thickness of the ‘liquid-vapour’
interface needs tobe resolved and this imposes aquite small
value of the space step (0.5nm): so the overall size of the
calculation domain cannot be very great. In the present
work the effect of this limitation has been minimised
by using periodic coordinates parallel to the membrane
surface, but even so the domain size limits the size and the
number of ‘drops’ formed in phase separation.
Figure 8 Representation of the volume fraction at the
membrane surface as a function of time. Because of
the overall flow, there is an accumulation of colloid at
the membrane surface. Oscillations are observed
because there is not enough matter for a stable
interface to form
5 Conclusions
In the present tests, the flow of the overall fluid was not
calculated. This calculation was made superfluous
• by considering a membrane of uniform permeability
• by neglecting the effects of variable viscosity.
In this way, the effect of the carrier fluid could be replaced
by a uniform drag force towards the membrane. However
this simplification is not satisfactory as it is known that
membranes have both surface roughness and non-uniform
permeability on the length scale of the structures produced
(Bessières et al., 1996). In principle, the model presented
here is capable of representing this sort of phenomenon via
theLBsolution for theoverall fluid.However to implement
this methodology in the example shown, the small value
of δx and the physical value of the carrier-fluid viscosity
impose an extremely small time step ∼ 10−14 s (i.e., four
orders of magnitude smaller than the time step required
by the LB treatment of the colloid). The difficulty created
by this small time step is particularly severe in view of the
number of steps required to go from an initially uniform
concentration to a situation where the concentration at the
membrane surface reaches anunstable value. In the present
tests, the initial concentration was imposed at an already
unstable value and the flow rate towards the membrane
was fixed at a value∼ 10 times greater than those reallymet
in practice. This problem could be partially solved by using
bigger time steps in a first stage where the concentration
profile up to the membrane is developing and switching to
a more detailed calculation once the condition for phase
separation is attained.As for the highflowvelocity towards
B. Piaud, M.J. Clifton, S. Blanco and R. Fournier
the membrane, it has been shown in 1D calculations that
a slower flow towards the membrane lengthens the period
of oscillation before the full interface can form. So in a
real filtration process, the phase-separation kinetics would
be even more favoured than in the present calculations.
Obviously a time step of ∼ 10−14 s is not practical for
this type of application. Furthermore, essential physical
phenomena at this time scale have already been implicitly
neglected, such as for example the relaxation of the electric
double layer around the colloid particles (the colloid
equation of state assumes an equilibrium state and so
neglects this relaxation). So there would be a contradiction
in designing a calculation to take account of phenomena
on this time scale, particularly as such rapid phenomena
are not the ones of interest. Efforts will be required, both
on the numerical level and on the level of formulation,
to find ways of taking them into account other than by
a detailed, explicit numerical representation. A similar
problem has already been solved in this work by the
penalisation function that was described in Section 3.3.
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Appendix A Equilibrium distribution function geqi
The equilibrium distribution function has the form of
power series in the local velocity (Dupuis and Yeomans,
2005):
geqi = Ai + Biviαu
c
α + Ciu
c
αu
c
α + Diviαviβu
c
αu
c
β
+ Giαβviαviβ for i > 0 (31)
geq0 = φ −
14∑
i=1
geqi (32)
with
Ai =
3wi
c2
(Π − κ
2
(∂αφ)2 − κ∂ααφ + νcucα∂αφ) (33)
Bi =
3wiφ
c2
Ci = −3wiφ2c2 Di =
9wiφ
2c4
(34)
Giγγ =
1
2c4
(κ(∂φ)2 + 2νcucγ∂γφ) for 1 ≤ i ≤ 6 (35)
Giγγ = 0 for i ≥ 7 (36)
Giγδ =
1
16c4
(κ(∂γφ)(∂δφ) + νc(ucγ∂δφ + u
c
δ∂γφ)). (37)
Appendix B Chapman-Enskog procedure
In this appendix, the Chapman-Enskog procedure is
performed on the ‘free-energy’ LB model with an external
forcing term. The LB evolution equation is of the form:
gi(x + viδt, t + δt) − gi(x, t)
= −δt
τc
[gi(x, t) − geqi (x, t)] + 3φwiviαFαδt. (38)
This is expanded up to the second order in the time step δt
as follows:
(∂t + viα∂α)gi +
δt
2
(∂t + viα∂α)2gi
= − 1
τc
[gi − geqi ] + φwiviαFα. (39)
The zeroth order of Chapman-Enskog procedure consists
in approximating gi by g
eq
i . And the second derivatives of
geqi are negligible compared to the first derivatives.
(∂t + viα∂α)g
eq
i = φ wiviαFα. (40)
Lattice Boltzmann method for colloidal dispersions with phase change
Then to recover the macroscopic conservation laws, we
take the sums of Equation (40),
∑
i (40) and
∑
i viα (40)
and obtain:
∂tφ + ∂α(φuα) = 0 (41)
∂t(φuα) + ∂βPαβ + ∂β(φuαuβ)
+ νc∂β(uα∂βφ + uβ∂αφ + δαβuγ∂γφ) = φFα. (42)
Here νc = 13 (
τc
δt − 12 ) δx
2
δt is the kinematic viscosity of the
colloidal fluid. For the first order of the procedure, gi is
approximated by geqi + g
(1)
i . Using Equation (39), we can
obtain an expression for g(1)i by considering the first
derivatives of geqi in the left-hand side of the equation.
(∂t + viα∂α)g
eq
i = −
1
τc
g
(1)
i + φwiviαFα (43)
g
(1)
i = −τc(∂t + viα∂α)geqi + τcφwiviαFα. (44)
So with this expression for gi, Equation (39) is equivalent
to:
(∂t + viα∂α)g
eq
i +
(
1 − δt
2τc
)
(∂t + viα∂α)g
(1)
i
+
δt
2
(∂t + viα∂α)(φwiviβFβ)
= − 1
τc
g
(1)
i + φwiviαFα. (45)
So after summing Equation (45) and neglecting terms
which are of the order of the Mach number squared, we
recover the following macroscopic conservation equation
up to the second order in δt.
∂tφ + ∂α(φuα +
δt
2
φFα) = 0 (46)
∂t(φuα +
δt
2
φFα) + ∂β(φuαuβ) = −∂βPαβ
+ νc∂β [φ(∂βuα + ∂αuβ + δαβ∂γuγ)] + φFα. (47)
We note that, because of the forcing term, there is in
both equations a spurious flux uspurious = δt2 Fα, which is
negligible in most cases. This spurious flux appears also in
the traditional LBmodel if the forcing term is not neglected
in the expression for g(1)i given by Equation (44).
