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Abstract
We present an average case analysis of the minimum spanning tree heuristic
for the range assignment problem on a graph with power weighted edges. It is
well-known that the worst-case approximation ratio of this heuristic is 2. Our
analysis yields the following results: (1) In the one dimensional case (d = 1),
where the weights of the edges are 1 with probability p and 0 otherwise, the
average-case approximation ratio is bounded from above by 2−p. (2) When d =
1 and the distance between neighboring vertices is drawn from a uniform [0, 1]-
distribution, the average approximation ratio is bounded from above by 2−2−α
where α denotes the distance power gradient. (3) In Euclidean 2-dimensional
space, with distance power gradient α = 2, the average performance ratio is
bounded from above by 1 + log 2.
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1. Introduction
Ad hoc wireless networks have received significant attention in recent years due to
their potential applications in battlefield, emergency disaster relief, and other scenarios
(see, for example [13], [18], and [19]). In an ad hoc wireless network, a communications
session is achieved either through single-hop transmission, if the recipient is within
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the transmission range of the source, or by relaying through intermediate nodes. We
assume an idealized propagation model, where omnidirectional antennas are used by
all nodes to transmit and receive signals. Thus, a transmission made by a node can be
received by all nodes within its transmission range.
The topology of a multihop wireless network is the set of communication links
between node pairs. The topology depends on uncontrollable factors such as node
mobility, weather, interference, noise as well as on controllable parameters such as
transmit power. We assume that for the purpose of energy conservation, each node
can adjust its transmit power.
In this paper we analyze an algorithm to control the topology of the network by
changing the transmit powers of the nodes. Two extreme approaches exist: if the
transmit powers assigned to the nodes are too low, the resulting topology may be too
sparse and the network may be partitioned. On the other extreme, if the transmit
powers assigned to the nodes are too high, the limited spatial reuse reduces network
capacity and nodes run out of energy quickly.
The goal of the Connected Minimum Power Assignment (CMPA-) problem is to
assign transmission powers to the transceivers so that the resulting network is con-
nected and the sum of transmit powers assigned to the transceivers is minimized (see
e.g. [13]).
This problem is, in general, NP-hard (for some special cases there are polynomial
solutions). A well-known approximation exists: the Minimum Spanning Tree (MST-)
heuristic. This heuristic is known to have a worst-case approximation ratio of 2 (see
e.g. [12]). This paper presents an average case analysis of the MST-heuristic for the
range assignment problem.
1.1. Notation and previous work
Formally, for a set of points V representing the nodes in a network, a power
assignment is a function p : V → R. Following the notation of [13], for each ordered
pair (u, v) of transceivers, there is a transmit power threshold, denoted by c(u, v), with
the following meaning: a signal transmitted by the transceiver u can be received by v
only when the transmit power is at least c(u, v). In our approach, we assume that for
each pair of points the transmit power threshold values c(u, v) are known, and that
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these values are symmetric, i.e., c(u, v) = c(v, u) for all pairs {u, v} ∈ V . This way, a
power assignment p directly defines the undirected graph Gp = (V,Ep) where an edge
e = {u, v} ∈ Ep if and only if p(u) ≥ c(u, v) and p(v) ≥ c(u, v).
This paper is concerned with the CMPA problem: given a graph G = (V,E) with
edge costs c : E → R, one asks for a power assignment p : V → R such that Gp is
connected and the total power
∑
v∈V p(v) is minimal.
Often, each v ∈ V has a given location in Rd. In such cases a power attenuation
model is assumed, where the signal power falls with the radius r as 1rα where α ∈
R, called the distance-power gradient. According to [16], α depends on the wireless
environment, and realistic values range from 1 to more than 6. This implies that the
power required to support a link between two nodes separated by a distance r is rα.
In this case, the power assignment problem is also known as the range assignment
problem, as assigning a power pv to a node v corresponds to assigning a range rv to
a node v. The range assignment problem asks for minimization of the sum
∑
v∈V r
α
v .
Note that the power assignment problem is more general than the range assignment
problem, as the weights are not necessarily based on a distance function. Note also
that for this idealized setting, α is assumed to be constant for the whole problem (in
reality, typically different values for α occur in different parts of the network). While
the main results of this paper relate to the range assignment problem, intermediate
results are derived for the power assignment problem.
The range assignment problem is NP-hard in all dimensions d ≥ 2 for all values of
the distance-power gradient α. In [9] and [3] the complexity of various other variants
of this problem is analyzed.
The first NP-hardness result for the 3 dimensional range assignment problem was
given by Kirousis et al. [12]. Clementi et al. showed NP hardness in 2 dimensions
[5]. Therefore, polynomial time approximation algorithms are studied. The earliest
approximation algorithm is the Minimum Spanning Tree (MST)-algorithm (see [9],
[4]).
MST-Algorithm
1. Given a graph (V,E, c) compute a minimum spanning tree T using c as edge
costs.
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2. For each node v ∈ V : p(v) = max{c(e)|e incident to v in T}
Other approximation algorithms are studied in [2], where a polynomial time approx-
imation scheme with performance ratio approaching 5/3 as well as a more practical
approximation algorithm with approximation factor 11/6 are given.
From now on, we write Tn for a minimum spanning tree of a graph on n-vertices.
In addition, PTn denotes the power assignment corresponding to Tn, that is: for each
v ∈ V : pT (v) = max{c(e)‖e ∈ Tande incident to v}. When it is clear from the context
which Tn is meant, we simply write Pn instead of PTn . We define W (Tn) to be the
total weight of the minimum spanning tree, and W (Pn) for the total weight of the
corresponding power assignment. It is well established (see e.g. [2], [4]) that
W (Tn) ≤W (P ) ≤W (Pn) ≤ 2W (Tn) < 2W (Pn) (1)
where W (P ) denotes the weight of the optimal power assignment P . In [2] it is shown
that in this statement the factor 2 cannot be replaced by a lower value.
While such a high factor of 2 might discourage use of this algorithm in practice,
many papers present numerical results indicating that the MST algorithm is often
rather close to the optimal solution.
The contribution of this paper consists of an analysis of the average case behavior
of the function W (Pn)/W (Tn) for n → ∞ which provides an upper bound to the
performance ratio W (Pn)/W (P ). To our knowledge, the average case behavior of
the MST algorithm has never been analyzed. A probabilistic analysis of the range
assignment problems has been performed in [20] focusing on upper- and lower-bounds
for connectedness in case all nodes have the same transmission power.
The paper is structured as follows. In Section 2 we provide an observation bounding
the weight of the power assignment in terms of the highest cost edges of the MST.
Section 3 analyzes the 1-dimensional case for edge weights ∈ {0, 1} and for uniformly
distributed edge weights on [0, 1]. Section 4 presents results for the d-dimensional case
where d ≥ 2. Finally, Section 5 presents conclusions and directions for further research.
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2. Observation
Let G = (V,E) be any graph where to each edge e ∈ E a cost c(e) ∈ R is assigned.
Consider a minimum spanning tree Tn, with edges e1, . . . , en−1, where c(e1) ≤ c(e2) ≤
. . . ≤ c(en−1). We say that an edge e ∈ E incident to v covers a vertex v, if e ∈ Tn, so
e = ei for some i ∈ 1, . . . , n − 1, c(ei) = max{c(ej)| ej incident to v}, and ei has the
maximal index i among maximum-weight edges of equal cost incident to v. Let f(e)
denote the number of nodes covered by e ∈ Tn, called the covering number of e ∈ E.
Note that f(e) ∈ {0, 1, 2}. We immediately see that
∑
e∈E f(e) = n as each vertex is
covered exactly once. Moreover, W (Pn) =
∑
e∈Tn
f(e)c(e),
The main observation that enables us to bound the average case behavior of the MST
algorithm for the range assignment problem is described in Lemma 1 which strengthens
(1).
Lemma 1. Let the edges e1, . . . , en−1 of a minimum spanning tree Tn be sorted such
that c(e1) ≤ c(e2) ≤ . . . ≤ c(en−1). Let PTn denote the power assignment corresponding
to Tn. Then
W (PTn) =
n−1∑
i=1
f(ei)c(ei) ≤ c⌊n/2⌋ + 2
n−1∑
i=⌈n/2⌉
c(ei) if n is odd (2)
≤ 2
n−1∑
i=n/2
c(ei) if n is even (3)
and
W (PTn) =
n−1∑
i=1
f(ei)c(ei) ≥ 2c(en−1) +
n−2∑
i=1
c(ei) (4)
Proof. From the fact that the maximum of the expressionW (PTn) =
∑n−1
i=1 f(ei)c(ei)
is attained when f takes its maximum value at the highest weights (2) and (3) follow.
Equation (4) can be inferred by induction as follows. For n = 2 (4) is clearly true. In
Tn there are at least two edges incident to a vertex v with degree 1 (in Tn). Now choose
e to be such an edge, so that e 6= en−1, and let k be the index so that e = ek. It follows
that f(ek) ≥ 1. Let G
′ be obtained from G by removing vertex v and edge ek, and
consider Tn−1 obtained from Tn by removing ek and v. By the choice of ek, Tn−1 is a
spanning tree of G′. By induction hypothesis W (PTn−1) ≥ 2c(en−1) +
∑n−2
i=1,i 6=k c(ei).
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Moreover we have W (PTn) ≥W (PTn−1)+ c(ek). This completes the proof. (Note that
strict inequality can only hold if f(e) = 2.)
Example 1. (Tight bounds for inequalities (2), (3) and (4).) Let n = 2m+1, suppose
G = (V,E) is a path e1, . . . , e2m so that c(ej) = 1 if j is odd, and c(ej) = ǫ < 1 if j is
even. G has only one spanning tree Tn = G. Sorting the edges according to increasing
costs we first obtain m edges of cost ǫ, followed by m edges of cost 1. Moreover,
W (Tn) = m +mǫ. Clearly, all edges with an odd index have covering number 2, and
there is only one edge (being e2m) with covering number 1, incident to the last vertex.
So W (Pn) = 2m+ ǫ, which exactly corresponds to (2).
Let n = 2m, suppose G=(V,E) is a path e1, . . . , e2m−1 so that c(ej) = 1 if j is
odd, and c(ej) = ǫ < 1 if j is even. Again, sorting the edges according to increasing
costs we first obtain m − 1 edges of cost ǫ, followed by m edges of cost 1. Moreover,
W (Tn) = m+ (m− 1)ǫ. Clearly, W (Pn) = 2m, which exactly corresponds to (3).
An example for equality in (4) is obtained by considering a graph G = (V,E) where
all costs c(e) are 1. In this case W (Tn) = n− 1 and W (Pn) = n.
Note that from Lemma 1 it directly follows that for all n we have:
W (Pn) ≤ 2
n−1∑
i=⌊n/2⌋
c(ei). (5)
This simplified inequality is used in the rest of this paper.
3. 1 dimension: the Spanning Tree is a path
3.1. 0,1 - weights
In the first part of the section we discuss the situation where G = (V,E), all elements
of V are on a line, each edge connects neighboring vertices (so ‖E‖ = n− 1), and the
cost c(e) of edge e ∈ E is 1 with probability p and 0 with probability 1−p. Generalizing
the previous notation to random variables, W (Tn) and W (Pn) are now considered as
random variables denoting the total weight of the minimum spanning tree, and the
total weight of the power assignment corresponding to Tn, respectively.
The weight of the MST approximation of the power assignment problem depends
on the number of runs of 1’s. Here a run is defined as a succession of 1’s preceded and
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succeeded by 0’s. The number of elements in a run will be referred to as its length. Let
R1i denote the random variable indicating the number of runs of 1’s of length i, and
let R0i denote the random variable indicating the number of runs of 0’s of length i. In
addition, let R1 (resp R0) be random variables indicating the total number of runs of
1’s (resp 0s), N1 (resp N0) are random variables denoting the number of edges with
weight 1 (resp weight 0). (Note that R1 ≤ N1, R0 ≤ N0, and N1 +N0 = n).
Example 2. (Illustration of definition of runs.) Let n = 11, so there are 10 edges.
Both 0101010101 and 1111100000 are possible weight assignments with W (Tn) = 5.
For the first series, the weight of the associated power assignment W (Pn) = 10 for
the second series the associated power assignment has weight W (P11) = 6. As defined
above, for the number of runs of ones R11 = 5 and, for the number of runs of zero’s,
R01 = 5 for the first series and R15 = 1 and R05 = 1 for the second series.
We prove the following theorem:
Theorem 1. Let G = (V,E) be a graph on n > 0 vertices, where all elements of V
are on a line, each edge e ∈ E connects two neighboring vertices, and the cost c(e) of
edge e ∈ E is 1 with probability p and 0 with probability 1− p. Then
E[W (Pn)/W (Tn)] = 2− p+
1
n
.
Proof. Clearly, W (Tn) = N1. As each run of 1’s of length i contributes with (i+ 1)
to the power assignment, we have:
W (Pn) =
n−1∑
i=1
R1i(i+ 1) =
n−1∑
i=1
iR1i +
n−1∑
i=1
R1i = N1 +R1,
so in order to analyze W (Pn)/W (Tn), it is sufficient to analyze
W (Pn)
W (Tn)
=
N1 +R1
N1
= 1 +
R1
N1
= 1 + U1, (6)
where U1 is defined by: U1 = R1/N1. The conditional distribution of R1, given that
N1 = n1, has been derived by Mood in [14].
P (R1 = r1|N1 = n1) =
(
n1−1
r1−1
)(
n−n1+1
r1
)
(
n
n1
) . (7)
For the expected number of runs, given N1 = n1, we find using (7):
E[R1|N1 = n1] =
n1∑
k=1
k
(
n1−1
k−1
)(
n−n1+1
k
)
(
n
n1
) = (n− n1 + 1)n1
n
. (8)
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We are interested in E[U1]. Assume n1 > 0. From (8) it follows that:
E[U1|N1 = n1] =
(n− n1 + 1)
n
,
so that
E[U1] =
n∑
n1=0
E[U1|N1 = n1]P (N1 = n1)
=
n∑
n1=0
(n− n1 + 1)
n
pn1(1− p)n−n1
(
n
n1
)
=
1 + n− np
n
=
1
n
+ 1− p,
which by (6) completes the proof.
This result can be intuitively explained as follows. For large n, when p is very small,
the runs are of length 1, in this case W (Pn) = 2W (Tn). On the other extreme, when p
is close to 1, most likely there is a single run of 1’s, in which case W (Pn) =W (Tn)+1.
3.2. Uniformly distributed weights
Next, we consider the situation where G = (V,E) is a complete graph formed by
x1, . . . , xn ∈ R
1 where x1 ≤ . . . ≤ xn and where in addition, the Euclidean distances
between neighboring vertices xi and xi+1 are independently and uniformly distributed
in the interval [0, 1]. The distance-power gradient is denoted by α, so the transmit
power threshold c(e) of an edge e = {xi, xj} is defined as follows:
c(xi, xj) = dist(xi, xj)
α.
By removing vertices with zero distance to a neighbor, we may assume that all neigh-
boring distances are strictly positive, therefore the MST is uniquely realized by the
path e1, . . . , en−1, where each edge connects neighboring vertices xi and xi+1 (i =
1, . . . , n−1). As before, letW (Tn), W (Pn) denote the random variables corresponding
to the total cost of the minimum spanning tree, and the total cost of the power
assignment corresponding to Tn, respectively. The weight of the spanning tree is:
W (Tn) =
n−1∑
i=1
dist(xi, xi+1)
α.
In order to formulate our result, we introduce the notion of convergence in probability
(see e.g. [11]). A sequence of random variables Yn, which is dependent on n, converges
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in probability to the constant c (notation: Yn
P
→ c), if and only if, for every ε > 0,
limn→∞ P (|Yn − c| < ε) = 1. We call a sequence of random variables Yn with high
probability smaller than c (in notation Yn ≤P c) if for every ε > 0, limn→∞ P (Yn <
c+ ε) = 1. We have the following lemma.
Lemma 2. Let Un and Vn be two random variables that converge in probability to the
respective constants c and d. Then (a) the ratio Un/Vn converges in probability to the
constant c/d; (b) If, in addition, for each n ∈ N it holds that Un ≤ Vn with probability
1. Then Un ≤P d.
Proof. Omitted.
We say that the sequence Xn converges in mean towards X if EXn < ∞ for all
n and limn→∞E[|Xn − X|] = 0 (see [11]). The lemma below combines two results
relating convergence in probability to convergence in mean and vice versa.
Lemma 3. Let Un, Vn be random variables. Then (a) if Un converges in mean to c,
then Un
P
→ c. (b) If Vn
P
→ d and if P (|Vn| ≤ b) = 1 for all n and some b ∈ R, then Vn
converges in mean to d.
Proof. Omitted.
We will use these facts as follows.
Lemma 4. Let Un and Vn be sequences of random variables, where Un converges in
mean towards c ∈ R and Vn converges in mean towards d ∈ R. Moreover, assume there
exist p, q ∈ R so that for all n ∈ N it holds that, p ≤ Un/Vn ≤ q. Then the random
variable Un/Vn converges both in mean and in probability to c/d.
Proof. By Lemma 3(a) we have Un
P
→ c and Vn
P
→ d. By Lemma 2(a) also Un/Vn
P
→
c/d (this shows the last assertion of the lemma). As we assumed Un/Vn to be bounded
from above and below we can apply Lemma 3 (b) to conclude that Un/Vn converges
in mean to c/d.
LetX(1), X(1), . . . , X(1) denote the order statistics of the random sampleX1, . . . , Xn.
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We use the following formula for order statistics on n variables, derived in [6], for
α ∈ N.
E[Xα(r)] =
n!
(n+ α)!
(r − 1 + α)!
(r − 1)!
. (9)
For k ∈ N, we have the following identity which is easily proved by induction:
k∑
r=1
(r + a)!
r!
=
(1 + a+ k)!
(1 + a)k!
− a! (10)
Now we are in a position to formulate the main result of this section.
Theorem 2. Let G = (V,E), |V | = n, be the complete graph formed by x1, . . . , xn ∈
R
1, where the distance between neighboring vertices is independently uniformly dis-
tributed on the interval [0, 1] and the power cost c(e) of an edge e = {xi, xj} depends
on the distance as: c(e) = dist(xi, xj)
α, where α ∈ N. Then
lim
n→∞
W (Pn)
W (Tn)
≤P 2− 2
−α,
and
lim
n→∞
E[
W (Pn)
W (Tn)
] ≤ 2− 2−α
Proof. To simplify notation, we assume n is even. (The proof for n is odd is identical
to the proof presented below, except that in many occasions n/2 needs to be replaced
by either ⌊n/2⌋, or ⌈n/2⌉ ). We may assume that the minimum spanning tree is
realised by e1, . . . , en−1 where each edge connects neighboring vertices ei = {xi, xi+1}
(i = 1, . . . , n−1). Let X1, . . . , Xn−1 denote the random variables corresponding to the
(uniformly distributed) distances dist(i, i + 1), (i = 1, . . . , n − 1) and let X(i) denote
the i-th order statistic of the random sample X1, . . . , Xn−1. (Note that raising the
variables Xi to a positive power α maintains the order of the variables.)
Next, define the average of the highest n/2-values of the random sampleXα1 , . . . , X
α
n−1:
Yn =
2
n
n−1∑
i=n/2
Xα(i).
Similarly, we define the average value of the complete random sample.
Zn =
1
n
n−1∑
i=1
Xα(i) =
1
n
n−1∑
i=1
Xαi .
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Clearly W (Tn) = nW (Zn) and by inequality (3) we have that: W (Pn) ≤ nYn. So
W (Pn)
W (Tn)
≤
W (Yn)
W (Zn)
. (11)
Moreover, observe that 1 ≤ Yn/Zn ≤ 2.
By (11), Lemma 2 and Lemma 4, it is sufficient to show that:
µY = lim
n→∞
EYn =
2− 2−α
α+ 1
(12)
and
µZ = lim
n→∞
E[Zn] =
1
α+ 1
. (13)
Clearly, the division µY /µZ yields the desired ratio. To see (12), it follows from (9)
and (10) that
E[Yn] =
2
n
E

 n−1∑
r=n/2
Xα(r)

 = 2
n
n!
(n+ α)!
n−1∑
r=n/2
(r − 1 + α)!
(r − 1)!
= (14)
2
α+ 1
(
n− 1
α+ n
−
(α+ n/2− 1)!(n− 1)!
(n/2− 2)!(n+ α)!
)
.
To simplify the expression for E[Yn], we define un(α) as:
un(α) =
(α+ n/2− 1)!(n− 1)!
(n/2− 2)!(n+ α)!
.
We show by induction on α:
lim
n→∞
un(α) =
1
2α+1
. (15)
For the base case α = 0, we have:
un(0) =
(n/2− 1)!(n− 1)!
(n/2− 2)!n!
=
n/2
n
=
1
2
,
as required. Now suppose (15) has been proven for integers 1, . . . , α. Then for α + 1
we obtain:
un(α+ 1) =
(α+ 1 + n/2− 1)!(n− 1)!
(n/2− 2)!(n+ α+ 1)!
=
α+ n/2
n+ α+ 1
un(α)
So for n→∞ we have:
lim
n→∞
un(α+ 1) = lim
n→∞
1
2
un(α) =
1
2α+2
,
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showing (15).
Substituting the expression for un(α) in (14) we obtain:
µY = lim
n→∞
E[Yn] =
2− 2−α
α+ 1
,
as desired.
To see (13), it follows from (9) and the fact that EXαi = 1/(α+ 1) that:
E[Zn] =
1
n
E
[
n−1∑
i=1
Xα(i)
]
=
1
n
E
[
n−1∑
i=1
Xαi
]
=
1
n
n−1∑
i=1
E[Xαi ] =
n− 1
n(α+ 1)
,
whence
µZ = lim
n→∞
E[Zn] =
1
α+ 1
.
This finishes the proof.
4. General case
In this section we generalize our analysis to higher dimensions, where we make use
of the results from [17] to bound the ratio W (Pn)/W (Tn). Consider n points (denoted
η1, . . . , ηn) random, independently uniformly distributed on the d-dimensional unit
cube B =
(
− 12 ,
1
2
]d
. Hn is the point process η1, . . . , ηn. Note here that an essential
difference with Section 3, is that here a large number of vertices is distributed in a
bounded region, whereas in Section 3 we analyzed the behavior of the algorithm in
case the region was not bounded.
Often, in conjunction with Hn also Pn is considered. Here Pn denotes the Poisson
point process Pn = {η1, . . . , ηNn} where Nn is a Poisson variable with mean n inde-
pendent of {ηi}. So Pn is simply a homogenous Poisson process on the cube of rate
n.
To eliminate boundary effects as discussed in [21], the toroidal model is considered.
In this model, instead of the Euclidean metric (dist(ηi, ηj)), we use the metric
tdist(ηi, ηj) = min
z∈Zd
‖ηi − ηj − z‖.
The Nearest Neigborhood Graph (NNG) is the graph where each point is connected
to its nearest neighbor. Note that NNG ⊂ MST. As in [17], we call an edge e of the
MST or NNG σ-long if
nπd‖e‖
d − logn > σ (16)
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Here, πd denotes the volume of the unit ball in d dimensions (πd = π
d/2/Γ((d/2)+1)).
As this is the basis of our work, we also formulate the main result of [17].
Theorem 3. (Penrose [17].) Consider the toroidal model with d ≥ 2 or the Euclidean
model with d = 2. Let σ ∈ R. Then with probability approaching 1 as n→∞, every σ-
long edge of the MST on Pn or on Hn is also in the corresponding NNG, and moreover,
every such edge has an end at a leaf (vertex of degree 1) of the MST.
This theorem implies that both the MST and NNG contain the same number of σ-long
edges. (Each σ-long edge of the MST is, according to Theorem 3, also in the NNG,
and as NNG ⊂ MST the converse is also true.)
According to [17] (cf. Lemma 2 and below, page 345), the following holds for the
number of edges of the NNG and MST:
Lemma 5. For the toroidal model with d ≥ 1 or the Euclidean model with d ≤ 2,
the asymptotic distribution as n → ∞ of the number of σ-long edges of the Nearest
Neighborhood Graph is Poisson with mean e−σ.
For an MST edge e, let us denote by λ(e) the rescaled length of e according to (16).
That is,
λ(e) = nπd‖e‖
d − log n. (17)
Let MST be a minimum spanning tree on Hn. By the random variable nσ we denote
the number of MST edges e that is σ-long, i.e., for which λ(e) > σ. By Lemma 5 we
have
P (nσ = k) =
e−σk
k!
e−e
−σ
k = 0, 1, 2, . . . (18)
For future reference we will present here some useful properties of the Γ-function, where
we consider only the Γ-function with real arguments (x ∈ R). The Γ-function is defined
as:
Γ(x) =
∫ ∞
0
tx−1e−tdt. (19)
For the derivative it holds that:
Γ′(x) =
∫ ∞
0
tx−1e−t log(t)dt. (20)
The digamma function is defined as
ψ(x) = Γ′(x)/Γ(x). (21)
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For integer arguments, it is well-known (see [1], equation 6.3.2) that
ψ(k) = −γ +H(k − 1) k = 1, 2, . . . , (22)
where γ denotes the Euler-constant (γ = limm→∞H(m) − logm ≈ 0.577216) and
H(m) denotes the m−th harmonic number. (Where, by definition, H(0) = 0, and for
m ≥ 1: H(m) = 11 + . . .+
1
m .) From this, we obtain the following identity for the sum
of ψ(.) with integer arguments.
Lemma 6.
s∑
k=1
ψ(k) = s(ψ(s)− 1) + 1 (23)
Proof. We find by applying (22) for the first and third equality:
s∑
k=1
ψ(k) = −sγ +
s∑
k=1
H(m− 1) = −sγ + sH(s− 1)− (s− 1) = sψ(s)− (s− 1),
where the second equality follows from the general identity (easily proved by induction):
s∑
k=1
H(k − 1) = sH(s− 1)− (s− 1).
This finishes the proof.
In the limit we have, (see [1], equation 6.3.18):
lim
x→∞
ψ(x)− log(x) = 0. (24)
In Section 4.3, we will use the incomplete Γ-function which is defined as:
Γ(a, x) =
∫ ∞
x
ta−1e−tdt.
Next, we consider the edge lengths of a MST onHn as random variablesX0, . . . , Xn−2.
To keep notation simple, we number the order statistics X(0), . . . , X(n−2), so that
X(0) ≥ X(1) ≥ . . . ≥ X(n−2). With this notation: λ(X(m)) ≤ σ if and only if nσ ≤ m,
m = 0, . . . , n− 2.
Lemma 7. Let Tn be a minimum spanning tree on Hn. The probability distribution
of the rescaled length λ(X(m)) as defined in (11) of the m-th longest edge X(m) of Tn
is for m = 0, . . . , n− 2 defined by:
P (λ(X(m)) ≤ σ) =
m∑
k=0
exp(−σ)k
k!
e− exp(−σ) =
Γ[m+ 1, e−σ]
m!
. (25)
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With probability density function fm given by:
fm(σ) =
(e−σ)(m+1)e−(e
−σ)
m!
, (26)
and expected value
E[λ(X(m))] =
∫ ∞
−∞
σfm(σ)dσ = −
1
m!
∫ ∞
0
tme−t log(t)dt = −ψ(m+ 1). (27)
Proof. The m-th longest edge has rescaled length ≤ σ if and only if it is not σ-long.
This means that the number of σ-long edges is less than (or equal to) m. Now observe
that λ(X(m)) has a gamma distribution with parameters (e
−σ,m), and thus density
(26). The expected value follows by integration over the real numbers, where we use
(20) and (21). The second equality of (27) follows by substitution t = e−σ.
4.1. Two dimensions and distance power gradient α =2
We assume d = 2 and the distance power gradient α = 2. We prove the following
theorem:
Theorem 4. Let G = (V,E) be a complete graph formed by n points (denoted η1, . . . , ηn)
in R2 where the ηi are random, independently uniformly distributed on the unit cube
B =
(
− 12 ,
1
2
]2
, and the cost c(e) of an edge e = {ηi, ηj} is dist(ηi, ηj)
2. Then,
lim
n→∞
W (Pn)
W (Tn)
≤P 1 + log 2, (28)
and
lim
n→∞
E[
W (Pn)
W (Tn)
] ≤ 1 + log 2. (29)
Proof. To simplify notation, we assume n is even. (The proof for odd n goes along
the same lines, with n/2 replaced by ⌊n/2⌋, or ⌈n/2⌉.) Let X0, . . . , Xn−2 denote
the random variables corresponding to lengths of Tn. Let X(i) denote the i-th order
statistic of the random sample X0, . . . , Xn−2. Again, the numbering is chosen so that
X(0) ≥ X(1) ≥ . . . ≥ X(n−2). Next, define the sum of the highest n/2-values of the
random sample X0, . . . , Xn−2.
Yn =
n/2−1∑
i=0
X2(i)
Similarly, we define the sum of the complete random sample.
Zn =
n−2∑
i=0
X2(i)
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Again, we define µY = limn→∞E[Yn] and µZ = limn→∞E[Zn]. Clearly W (Tn) =
W (Zn) and by by inequality (5) we have that: W (Pn) ≤ 2Yn. Further, we observe
that 1/2 ≤ Yn/Zn ≤ 1 for all n ∈ N.
By Lemma 2 and Lemma 4, it is sufficient to show that:
µY = lim
n→∞
E[Yn] =
1 + log 2
2π
(30)
and
µZ = lim
n→∞
EZn =
1
π
. (31)
Clearly, the division µY /µZ yields the desired ratio (taking into account thatW (Pn) ≤
2Yn). To see (30), we note that for α = 2, (17) reads:
λ(e) = nπ‖e‖2 − log n (32)
By equation (27) we obtain for the expected value of λ(X(m):
E[λ(X(m))] = −ψ(m+ 1) (m = 0, . . . , n− 2).
By (32) and the fact that n, π are constants we find for the square of the length of the
m-th longest edge (m = 0, . . . , n− 2):
E[X2(m)] =
−ψ(m+ 1) + log n
nπ
(33)
For the expected value of the sum of the n/2 longest edges we find therefore, using
(23) :
n/2−1∑
m=0
E[X2(m)] =
n/2−1∑
m=0
−ψ(m+ 1) + log n
nπ
=
1
nπ
n/2∑
m=1
(log n− ψ(m))
=
(n/2)
nπ
(log n− ψ(n/2) + 1)) +
1
nπ
So we obtain by using (24) and the fact that log x = log(x/2) + log 2,
µY = lim
n→∞
E[Yn]
=
1
2π
lim
n→∞
[logn− ψ(n/2) + 1] + lim
n→∞
1
nπ
=
1
2π
lim
n→∞
[log 2 + log(n/2)− ψ(n/2) + 1]
=
1 + log 2
2π
,
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as required.
To see (31) we note that for the expected value E[Zn] of the sum of the square
lengths of the minimum spanning tree edges it follows from (32) and (23) that:
n−2∑
m=0
E[X2(m)] =
n−2∑
m=0
−ψ(m+ 1) + log n
nπ
=
1
nπ
(
(n− 1) log n−
n−1∑
m=1
ψ(m)
)
=
(n− 1)
nπ
(log n− ψ(n− 1) + 1) +
1
nπ
So we obtain using (24) ,
µZ = lim
n→∞
E[Yn] =
1
π
lim
n→∞
[
n− 1
n
(log n− ψ(n− 1) + 1) +
1
n
]
=
1
π
, (34)
as required.
This finishes the proof.
4.2. d dimensions and distance power gradient α = d.
In fact, the analysis we presented above for the quadratic power model in 2 dimen-
sions goes through with minor changes to derive the same result for a distance power
gradient α = d in d dimensions. More specifically,
Theorem 5. Let G = (V,E), |V | = n, be a complete graph formed by η1, . . . , ηn ∈ R
d
independently uniformly distributed on the unit cube B = (− 12 ,
1
2 ]
d, where the cost c(e)
of an edge e = {xi, xj} is tdist(xi, xj)
d, where ’tdist’ denotes the distance according to
the Toroidal model. Then,
lim
n→∞
W (Pn)
W (Tn)
≤P 1 + log 2, (35)
and
lim
n→∞
E[
W (Pn)
W (Tn)
] ≤ 1 + log 2. (36)
Proof. Using (27) we find by using the fact that n, π are constants :
E[Xd(m)] =
−ψ(m+ 1) + log n
nπd
. (37)
The rest of the proof is the same as for Theorem 4.
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4.3. General case: α 6= d
For completeness, we also present the formula’s for the cases where α 6= d.
Lemma 8. Let Tn be a minimum spanning tree on Hn, where the ’length’ is measured
according to the Euclidean distance if d = 2 and according to the toroidal distance if
d > 2. Then the probability distribution of the length X(m) of the m-th longest edge
X(m) of Tn is for m = 0, . . . , n− 2 defined by:
P (X(m) ≤ β) =
Γ(1 +m, e−β
dnpid+log n)
Γ(1 +m)
=
Γ(1 +m,ne−β
dnpid)
Γ(1 +m)
(38)
where β ≥ 0. For the associated probability density function gm we obtain
gm(β) = πdβ
d−1dn2e−n(e
−βdnpid+β
dpid )
(
ne−β
dnpid
)m
. (39)
For the expected length of X(m) it holds that
E [gm(β)] =
∫ ∞
0
πdβ
ddn2e−n(e
−βdnpid+β
dpid )
(
ne−β
dnpid
)m
dβ. (40)
Proof. Equation (38) follows directly from the probability distribution of the rescaled
lengths. The probability density function gm is obtained by differentiating with respect
to β, and the expectation is found by integrating βgm over R
+.
With these equations in principle the performance of the minimum spanning tree
heuristic for the power assignment problem could be analysed for the cases where
α 6= d. However, this situation is more complex than the case where α = d. For
example, it follows from (38) that for fixed β > 0 and m ∈ N:
lim
n→∞
P (X(m) ≤ β) = 1 (41)
5. Conclusions and further research
We have presented an average case analysis of the ratio Pn/Tn which provides an
upper bound for the ratio Pn to the value optimal power assignment. The strategy
used, is to first bound the Pn in terms of the ’longest’ edges of Tn, and then use
formula’s for the longest minimum spanning tree edges. Extension of this strategy to
the minimum spanning tree where all edges are uniformly distributed is straightforward
by a theorem of Frieze [7]. Concerning the MST heuristic, it would be interesting to
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further investigate the case where α 6= d. Even more interesting would be to investigate
heuristics as presented in [2].
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