In this paper we discuss the convergence of state-of-the-art optimized Schwarz transmission conditions for Helmholtz problems defined on closed domains (i.e. setups which do not exhibit an outgoing wave condition), as commonly encountered when modeling cavities. In particular, the impact of back-propagating waves on the Dirichlet-to-Neumann map will be analyzed. Afterwards, the performance of the well-established optimized 0 th -order, evanescent modes damping, optimized 2 nd -order and Padé-localized square-root transmission conditions will be discussed.
Introduction
It is well known that large-scale time-harmonic Helmholtz problems are hard to solve because of i) the pollution effect [1] and ii) the indefiniteness of the discretized operator [2] . While the pollution effect can be alleviated by using higher order discretization schemes [3] , the indefiniteness is an intrinsic property of time-harmonic wave problems, at least with standard variational formulations [4, 5] , which significantly limits the performance of classical iterative solvers, such as the generalized minimal residual method (GMRES). Of course, as an alternative to iterative algorithms, direct solvers can be used. However, because of the fill-in effect, whose minimization is know to be a NP-complete problem [6] , the amount of memory needed to treat large-scale systems can become prohibitively high (see for instance [7] ).
As an alternative to direct and (unpreconditioned) iterative methods for solving large-scale, highfrequency time-harmonic Helmholtz problems, optimized Schwarz (OS) techniques have attracted a lot of attention during the last decades [8, 9, 10, 11] . The key idea thereof is to: i) decompose the computational domain into (possibly overlapping) subdomains, creating thus new subproblems; ii) solve each subproblem independently; iii) exchange data at the interfaces between the subdomains via an appropriate transmission operator; iv) solve each subproblem again and iterate until convergence of the solution. Since all subproblems are solved independently, domain decomposition methods are parallel by nature 1 , and are thus very well suited for the treatment of large-scale problems. Furthermore, as the subproblems are of reduced size, direct solvers can be used. Let also note that DD methods are rarely used as a stand-alone solver, but most of the time as a preconditioner for a Krylov subspace method such as GMRES.
The convergence rate of an OS scheme strongly depends on its transmission operator. It is well known that the optimal operator is the Dirichlet-to-Neumann (DtN) map of the problem [13] (i.e. the operator relating the trace of the unknown field to its normal derivative at the interface between two subdomains). However, the DtN map is rarely employed, as it is a non-local operator which leads to a numerically expensive scheme. Therefore, in practice, local approximations of the DtN map are used. This led to many different computational schemes [8, 9, 10, 11] (see section 5 for more details). To the best of our knowledge, all OS techniques share a common drawback: they ignore the impact of backpropagating waves. While this assumption is legitimate in many cases (antenna arrays [14] , medical imaging reconstruction [15] or photonic waveguides [16] just to cite a few), it becomes questionable when the geometry allows resonances (even if the source does not oscillate exactly at a resonance frequency), as found for instance in lasers [17] , accelerator cavities [18] or quantum electrodynamic devices [7] .
The objective of this work is to determine the effect of back-propagating waves on the performance of four well-established transmission operators: the optimized 0 th -order operator [8] (OO0), the evanescent modes damping operator [9] (EMDA), the optimized 2 nd -order operator [10] (OO2) and the Padé-localized square-root operator [11] (PADE). This paper is organized as follows. In section 2 the Helmholtz problem as well as the optimized Schwarz scheme are presented formally on a simple cavity model problem exhibiting back-propagating waves. The optimal transmission operator of this model problem is then determined in section 3. Afterwards, in section 4, the optimal transmission condition for an unbounded problem without obstacle (i.e. exhibiting no back-propagating waves) is recalled and compared with the one computed in the previous section. The well-established OO0, EMDA, OO2 and PADE operators are recalled in section 5, and their performance is analyzed for cavity problems. Finally some numerical experiment are carried out in section 6 and conclusions are drawn in section 7.
Model problem and Schwarz scheme
Let Ω be the two-dimensional domain [− /2, + /2]×[0, h] depicted in Figure 1 , and let Γ be its boundary. This domain is separated into two non-overlapping subdomains of equal size Ω 0 = [− /2, 0]×[0, h] and Ω 1 = [0, + /2]× [0, h] . This splitting has introduced a new artificial boundary on each subdomain: we denote by Σ 01 the artificial boundary of Ω 0 and by Σ 10 the artificial boundary of Ω 1 . Furthermore, n i denotes the outwardly oriented unit vector normal to Σ ij . We want to solve the following Helmholtz problem on Ω: div grad p + k 2 p = g on Ω,
where p(x, y) is the unknown function, g(x, y) a known source term and k the fixed wavenumber of the Helmholtz problem. Because of its boundary condition, it is obvious that (1) models a cavity problem strongly exhibiting forward-and back-propagating waves. Let us note that for this problem to be well-defined, we assume that k is bounded away from an eigenvalue of (1).
Let us set up now the following optimized non-overlapping Schwarz method, indexed by n, to solve the cavity Helmholtz problem (1):
where S is the transmission operator of the optimized Schwarz algorithm, and where p n i (x, y) is the solution of the iterative procedure at iteration n and on domain Ω i . Once the Schwarz algorithm has converged, the solution p(x, y) of the original problem (1) is recovered by concatenating the solutions p 0 (x, y) and p 1 (x, y). Since the domains do not overlap, we furthermore have that n 0 = −n 1 . Therefore, the last system of equations becomes:
Optimal transmission operator for the cavity problem
We derive in this section the optimal transmission operator S of our optimized Schwarz scheme (2) . In order to further simplify the problem, let us now assume that the source term g is zero and that the wavenumber k is purely real. Obviously, by imposing no source in our problem, and since k is not an eigenvalue, the solution p(x, y) is trivially p = 0. This however does not jeopardize the generality of the results derived in this section. Let us start by taking the sine Fourier series of p n i (x, y) along the y-axis:
where the functions p n i (x, s) are the Fourier coefficients and where s is the Fourier variable, whose values are restricted to the set
Indeed, by restricting s to the set S, the boundary conditions
are automatically satisfied. Then, by exploiting decomposition (3), the partial differential equation (2) becomes the following ordinary differential equation (ODE): 
where λ is the symbol of S. Furthermore, and for simplicity, let us define P n i (s) as:
In order to find the best symbol λ, we need to determine the convergence radius of the iterative scheme (5) . This objective can be achieved by:
1. deriving the fundamental solutions of (5a) and (5d); 2. fixing the integration constants with the boundary conditions (5c) and (5f) and the definition (6); 3. determining the solutions of (5a) and (5d) from the expressions found in steps 1 and 2; 4. computing ∂ p n i (x, s) ∂x at x = 0 from the solutions p n i (x, s) found in step 3;
5. simplifying the transmission conditions (5b) and (5e) with the expressions found in steps 3 and 4.
Let us note that this methodology is the same as the one followed in [10] for the Helmholtz problem in unbounded domains.
Fundamental solutions for the case s 2 = k 2
The ODEs (5a) and (5d) are nothing but a one-dimensional Helmholtz problem with wavenumber k 2 − s 2 . Therefore, by assuming s 2 = k 2 , the fundamental solutions are:
where A 0 , A 1 , B 0 and B 1 are integration constants, and where
with  the imaginary unit. In what follows, only the case s 2 = k 2 is discussed. The alternative s 2 = k 2 is addressed in section 3.6.
Integration constants for the case s 2 = k 2
Let us start by imposing the boundary conditions (6) and (5c). By inserting them into (7a), we have for all s ∈ S and s 2 = k 2 :
Thus, it follows that:
Similarly, the integration constants of equation (7b) are found by inserting (6) and (5f) into (7b):
Solutions for the case s 2 = k 2
The solutions of the ODEs (5a) and (5d), subjected to the boundary conditions (6), (5c) and (5f), are then obtained by combining (7), (9) and (10):
Furthermore, by definition of the hyperbolic sine 2 , we have:
Normal derivatives for the case s 2 = k 2
Thanks to the solutions of equations (11) , it is now possible to compute the normal derivatives of p n+1 i (x, s):
Moreover, by evaluating these derivatives at x = 0, it follows that:
which can be further simplified into
by exploiting the definitions of the hyperbolic cosine and hyperbolic cotangent 3 .
Convergence radius for the case s 2 = k 2
With the normal derivative of p n+1 i (x, s) in hand, it is now possible to simplify the transmission conditions (5b) and (5e). By combining them with (13) and (6), and by exploiting the parity of coth(x) 4 , we have:
Furthermore, since the index n is arbitrary, we can further simplify the two last equations into:
where the convergence radius ρ close λ (s) is given by
From this last equation, it is then obvious that the convergence radius can be reduced to ρ close λ (s) = 0 for all s 2 = k 2 by selecting:
Case s 2 = k 2
Let us now treat the situation where s 2 = k 2 . In this case, the ODEs (5a) and (5d) admit as fundamental solution p n+1
Then, by following the same approach as in section 3.2, it is found directly that A n+1 0 = P 0 2/ , A n+1 1 = −P 0 2/ , and B n+1 i = P i . Therefore, the 4 The hyperbolic cotangent is an odd function [19] : coth(−x) = − coth(x) normal derivatives are obviously
, leading thus to a convergence radius of the OS scheme of the form:
This convergence radius can thus be reduced to ρ close λ (0) = 0 by selecting
Optimal operator
By summarizing the results obtained in (14), (16) , (15) and (17), it follows that the optimal Schwarz operator
has for symbol:
since coth(a) = − cot(a) and cot(−a) = − cot(a) ∀a ∈ R [19] . Furthermore, the associated convergence radius is simply given by:
From this last equation, it is clear that ρ close λ (s) = 0 if we select λ = λ opt close .
Comparison between the optimal operators for cavity problems and unbounded problems without obstacles
Let us now consider the following unbounded Helmholtz problem without obstacles:
where r 2 = x 2 + y 2 . In this case, it can be shown that the optimal transmission operator S opt open for solving this problem with an OS scheme writes [11] :
where λ opt open = −k 1 −
This non-local operator is the keystone of the construction of the OO0, EMDA, OO2 and PADE transmission operators. In particular, the four aforementioned transmission operators are nothing else but local approximations of S opt open . Therefore, before studying the performance of OO0, EMDA, OO2 and PADE for solving the cavity problem (2), let us first compare the two optimal operators S opt open and S opt close , or, more precisely, their symbols. By comparing (23) and (19) , it is easy to realize that
Interestingly, by exploiting the definition of the hyperbolic cotangent [19] , the case s 2 > k 2 can be further simplified into 
In other words, for the case s 2 > k 2 , the symbol λ opt open (s) is converging towards λ opt close (s) as s grows. Furthermore, as the difference between those two symbols is decreasing exponentially, λ opt open (s) is an excellent approximation of λ opt close (s) when s 2 > k 2 . For the case s 2 < k 2 , as the codomains of λ opt open (s) (which is purely imaginary) and λ opt close (s) (which is purely real) do not match, the expression in (24a) cannot be further simplified. Moreover, the poles and zeros of the two symbols are very different for the case s 2 < k 2 , as summarized in Table 1 . For illustration purposes, the graphs of λ opt open and λ opt close are depicted in Figure 2 for different values of k ( and are respectively denoting the real and imaginary part functions). The (dis)similarities between λ opt open (s) and λ opt close (s) discussed above from a mathematical point of view can also be given a more physical interpretation. From the analysis carried out in section 3, we know that the Dirichlet-to-Neumann (DtN) map of problem (1) on Σ 10 (resp. Σ 01 ) is given by S opt close . Therefore, when approximating this DtN map by S opt open , we assume that beyond Σ 10 (resp. 
Behavior of transmission operators optimized for unbounded problem used in a cavity configuration
Now that we have presented and compared the optimal operators S opt close and S opt open , we can determine the performance of the OO0, EMDA, OO2 and PADE operators (which are nothing but approximations of S opt open ), when used as an approximations of S opt close . However, before starting this study, let us recall shortly the four transmission operators.
Recall of the OO0, EMDA, OO2 and PADE operators

Optimized zeroth-order optimized operator (OO0)
The simplest approximate of S opt open is simply a constant value [8] , which is selected from the constant term of the Taylor expansion of λ opt open . This leads to the so-called optimized 0 th -order operator (OO0), whose symbol reads:
Evanescent modes damping operator (EMDA)
In order to further increase the performance of the OO0 operator, a complexified wavenumber k ε can be introduced:
where ε is a positive real value. This complexification leads then to the so-called evanescent modes damping operator [9] (EMDA), whose symbol reads:
Optimized second-order optimized operator (OO2)
By pushing the Taylor approximation strategy further, a second-order symbol can be designed:
where a and b are two complex-valued constants, chosen to optimize the Schwarz scheme convergence rate [10] . Let us note that the optimal choice for a and b differs from the coefficients of the Taylor expansion. The operator associated to this symbol is classically referred to as the optimized secondorder operator (OO2).
Padé-localized square-root transmission condition (PADE)
As an alternative to the Taylor expansion, a Padé decomposition of the square-root symbol (23) can be employed. This strategy leads to the following approximation with N p Padé terms [11] :
The coefficients C 0 , A p and B p are given by
where:
• ξ is a rotation angle of the branch cut of the square-root function, and is usually taken as π/4;
• a p and b p are defined as a p = 2 2N p + 1 sin 2 pπ 2N p + 1 , b p = cos 2 pπ 2N p + 1 . (26), we already know that OO0, EMDA, OO2 and PADE will be good approximations of S opt close (or, at least, as good as they were for S opt open ) for the evanescent modes.
Transmission operators for the open problem as an approximation of the optimal transmission operator for the closed problem
Optimized zeroth-order operator (OO0)
In the case of the OO0 symbol (27), and given the convergence radius ρ close λ (s) of the Schwarz scheme (2), we have that:
. Figure 3 .
Evanescent modes damping operator (EMDA)
In the case of the EMDA symbol (29), the convergence radius ρ , and its modulus is given by: (21)). As shown in Figure 4 for a damping coefficient of ε = 25%, the difference between the two radii becomes unnoticeable as s grows (once s 2 > k 2 ). On the other hand, we have that:
In other words, the performance of EMDA is deteriorated when passing from an unbounded wave problem without obstacle to a cavity one.
Optimized second-order operator (OO2)
Let us now focus on the OO2 symbol (30 
From this expression, it is clear that: As with EMDA, the two last results are opposed for (a + bs 2 ) < 0. Furthermore, it is worth noticing that, since λ opt close is changing its sign more than twice (at least for sufficiently large values of k), a and b cannot be optimized to guarantee that ρ (21)). Again, as expected, the distance between both radii becomes negligible as s grows (once s 2 > k 2 ). Nonetheless, when analyzing nonevanescent modes, the performance of OO2 is poorer for cavity problems than for unbounded ones since:
Square-root operator and its Padé localization (PADE)
In order to assess the performance of the PADE operator, let us first determine the performance of the square-root operator S opt open , as given in (22), when used in the OS scheme (2) solving our model cavity problem (1) . Indeed, as the Padé localization process leads to an excellent approximation of S opt open , analyzing this limit case will shed light on the performance of the PADE operator, at least for a sufficiently large number of Padé terms N p . 
and therefore:
where the last line is obtained by directly exploiting the definition of the hyperbolic cotangent [19] . Before studying the convergence radius (36), it is worth mentioning that in the case s 2 for different values of k an with N p = 4.
Summary
Before concluding this section, let us summarize our analysis. When s 2 < k 2 , we showed that (1); ii) an unbounded problem without obstacles similar to (21) ; the performance of the OS scheme will be deteriorated in the cavity case.
Numerical experiments
Let us now illustrate the performance deterioration expected for the OO0, EMDA, OO2 and PADE transmission conditions, when used in an OS scheme for closed-domain Helmholtz problems. To this end, two different cases will be presented: i) a closed two-dimensional cavity with a length = 9.5λ w , where λ w is the wavelength; ii) a section of an infinite two-dimensional waveguide with the same length . In particular, the geometry displayed in Figure 7 is used and the following boundary conditions are imposed: p = 0 on Γ ∞ in the cavity case, n · grad p = k on Γ ∞ in the waveguide case, p = 0 on Γ 0 in both cases,
where k = 2π λw , h = /2 and N = 9. Let us stress that, as the length of the cavity is not an integer multiple of the wavelength, the closed Helmholtz problem is well defined. Furthermore, let us also note that for the selected height and wavenumber, 9 modes can propagate in the waveguide. All these modes are superimposed when exciting both the cavity and the waveguide problems. Concerning the numerical setup, the Helmholtz problem (1) is discretized with a finite element method of order 5, and the geometry in Figure 7 is discretized with 8 triangular mesh elements per wavelength. An optimized Schwarz scheme is then used to solve (1a) with the boundary conditions given in (37), with g = 0 and with two subdomains of equal size, as shown in Figure 1 . Furthermore, let us mention that in the following numerical experiment, the non-overlapping fixed-point Schwarz algorithm is recast into the linear system [13] :
where one application of the operator A amounts to one iteration of the fixed-point procedure with homogeneous Dirichlet boundary conditions, where I is the identity operator, where the vector d concatenates all n grad p+S(p) at the interface between the subdomains and where the right hand side vector b results from the non-homogeneous Dirichlet boundary conditions. This linear system is then solved with a matrix-free GMRES without restart. Regarding the free parameters of the transmission conditions, we chose: 4 Padé terms and no damping for the PADE transmission condition [11] ; the parameters α, β for the OO2 operator as proposed in [10] ; and a damping of 25% for the EMDA operator as suggested in [21] .
Convergence of GMRES
As a first numerical experiment, let us analyze the convergence rate of GMRES for solving both cavity and waveguide problems, as displayed in Figure 8 . From these data, the performance loss in case of back-propagating waves (i.e. the cavity scenario) is obvious: a difference of 2 orders of magnitudes in the relative GMRES residual (between both scenarios) for OO2 and PADE.
Spectrum of I − A
In a second numerical experiment, the spectrum of the system matrix I − A is studied for both cavity and waveguide cases. As shown in Figure 10 , and as predicted by the theory, we can observe that for 2. some eigenvalues are located outside the unit circle for OO2 and EMDA;
3. all 9 non-evanescent modes lie on the unit circle for PADE.
For illustration purposes, a non-evanescent mode and an evanescent one are displayed in Figure 9 . These modes are nothing else but eigenvectors of (I − A). 
Conclusion
In this paper, we derived the optimal transmission operator S opt close of an optimized Schwarz scheme solving a simple Helmholtz cavity problem. We furthermore demonstrated that for evanescent modes, this optimal operator is excellently approximated by the optimal transmission operator of open problems without obstacles S opt open . On the other hand, we also showed that S opt open cannot be used to approximate S opt close for non-evanescent modes. For this reason the classical OO0, EMDA, OO2 and PADE transmission operators exhibit a performance drop, when used in cavity problems, and when compared to an equivalent unbounded configuration. In particular, we determined that the convergence radius ρ close (s) of the OS scheme exhibits:
1. a modulus equal to 1 for all s ∈ R for the OO0 operator;
2. a modulus greater than 1 for some s 2 < k 2 for the EMDA and OO2 operators; 3. a modulus equal to 1 for all s 2 ≤ k 2 for the PADE operator, at least when using a sufficiently large number of Padé terms.
