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I. INTRODUCTION 
Consider the n~n matrix A and the space of com-
plex vectors x=(b1 ,b2 , .•• bn) over the field of complex 
numbers. A number ~ is called an eigenvalue or a 
t 
char~teristic value of an arbitrary matrix A in case 
there exists a nonnull vector x such that 
(1.1) Ax = .llx. 
The vector x is called an eigenvector or characteristic 
vector of A. 
"The eigenvalue problem of linear operators 
is of central importance for all vibration 
problems of physics and engineering. The 
vibrations of elastic structures, the flutter 
problems of aerodynamics, the stability prob-
lem of electric networks, the atomic and molecular 
vibrations of a particle physics, are all 
diverse aspects of the same fundamental problem, 
viz. the principle axis problem of quadratic 
forms." 1 
Because of the importance of this problem in pure as 
as well as applied mathematics much thought has been 
given to designi~g methods by which the eigenvalues 
and eigenvectors of a given matrix may be f·:,und. 
Those familiar with the problem will recall that the 
eigenvalues of A are the roots of the polynomial 
equation 
(1.2) lA - .A II = 0' 
1. Cornelius Lanczos, "An Iteration Method for the 
Solution of the Eigenvalue Problem of linear Differential 
and Integral Operators," iournal of Research of the National 
Bureau of Standards, 45 July-Decembe~ 1950)-,-p:-255. 
and the eigenvectors x. may be found by solving the 
1 
systems of equations 
(1.3) Ax. = ~.x .• 
1 1 1 
However, when the order of the matrix is large 
considerable computation is required to evaluate the 
determinant in (1.2). Thus, mathematicians have found 
other methods than this direct method for solving the 
problem. In this paper we wish to discuss four of 
these methods, as applied toareal symmetric matrix, 
which are particularly suited for large order matrices 
and easily programed for use on todays modern high-
speed computers. We wiU give proofs for the procedures 
and will particularly stress those methods which give 
a complete solution to the problem. 
The first two methods presented will give only 
a partial solution to the problem, but are easily 
applied when only a limited amount of information is 
needed. The last two procedures in the paper will be 
concerned with the complete colution to the problem. 
One of these is iterative in form an.l the other is net. 
Throughout this paper we will assume that the 
reader is familar with the facts about matrices and 
vectors in general. 
• V/ 
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NUMERICAL METHODS FOR OBTAIN IN ; THE 
EIGENVALUES AND EIGENVECfORS P! R AN N)(N MATRIX 
Abstract 
The eigenvalue, problem, for real symmetric mat rices, 
is important in applied as well as pure mathematics. 
Because of its many applications we look for numerical 
methods for solving the problem, which is usually 
attacked by obtaining the characteristic polynomial 
and solving this for the eigenvalues. The eigcnvectQrs 
are then secured by solving the system of equati0ns 
Au. = ft. u. 
1 1 1 
for the u .• In the paper presented we wish to examine 
1 
four procedures which are numerical in nature a~d which 
either give a partial or complete solution to the eigen-
. value problem. 
The first method is the power method. It is 
simple in structure as well as application, but gives 
us only the dominant eigenvalue and eigenvector. The 
procedure is given as follows: 
1. Choose an initial vector x0 
2. Calculate 
k 
xk=A x0 , where k=l,2,3, ••• 
X 
3. fL'll.)= n is an approximation for the dominant 
xn-1 
... 
VIII 
eigenvalue 
4. x is an approximatinn of the dominant eigenvector. 
n 
If, as often is the case,only the dominant information 
is needed this is an excellent procedure. 
Another manner for obtaining a partial solution 
to the eignevalue problem is the Method of Gradients. 
Let x be chosen. Then 
0 
1. Calculate the Raleigh Quotient 
U (x) = ~xk , k=O,l,2, ••• 
fi< xkxk 
2. Compute the direction of the Gradient 
SK(Y.)= Axk - JLk(x)xk' k=O,l,2, ••• 
3. Calculate 
xk+l = ~ :!:o(.~k(x) 
to obtain a better approximation to the largest or 
smallest eigenvector, depending whether * or 
is used in 3. 
4. The eigenvalues ( maximum and minimum ) are 
obtained as an approximation from I'Lk(x). 
We have neglected to mention hew olis chosen. 
There are several ways. We will discuss two: 
1. The fixed d.. , where d- is chosen such that 
0 < .,(_ <2/M, 
M is the spread of the eigenvalues; 
2. The optimu!Jj at..., where .,<,..is chosen at each 
iteration by the formula 
t= Iii 
/'-'.1 
and 
2 
d..-= l. 
si+ Vsi 
s = j-l(f)-fLl:C! 
where 
+ 4t~' 
l. 
That the above procedure really does cause conver-
gence to the largest or smallest eigenvalues and their 
corresponding eigenvectors is shewn by the fallowing 
two theorems. 
Theorem I. J...i is such thato< k1 ~ f(o(i) and oi..L)O 
for some constant k1 , where f("( )= d-~ (.;t-ol .... ~) I + oS. L (;.._ '1... 
then 
X. 
lim ~/ =u1 ( the largest or smallest i~<>" rl.· 
eignevector), and lim f-·= ) 1 ( the largest or . l. l. . .., ... 
smallest eigenvalue). 
Theoremii. If in addition to the hypothesis of the 
last theorem the sequence t~Jsatisfies the con5ition 
of.;_ ~ k2 , k2 = const. 
then the conclusion-on the theorem may b' strengthened 
to 
constant. 
lim x. = Nu1 • where N is a positive 1~... l. 
The method of Minimized Iterations if the first 
method we consider which gives a complete solution 
to the eigenvalue problem. Looking at the problem 
y- SAY= X 
leads to the fact that there exists a relation between 
the members of the sequence [xi\ found by the iteration 
formula 
such that 
X 
m 
W:l ere' 0 < m 5 n the 
this relationship 
II 
xo = xo 
Axi = xi+l• i=O,l,2, ••• , 
+ glxm-1 + g2xm-2+ ••• + gmxO = 0 • 
order of the matrix. Establishing 
•' is the job of the progressive 
algorithm which solves the system of equations 
c 0 no+ c, ll, t ••. + c _ ~ o 
en>\. 11o + c""-1-J )1,-1 •• ·-I c,__-::. ~ 
for eli' where ci=/i=rt, and whereli is the ith 
component of x0 = 'iu1 + ••• 
Mr. Lanczos ex'Jlains in the rri~inall paper concerni'1g 
this problem that when the order of the matrix is 
large a great amount of computatio1 is necessary in 
order to use the progressive algorithm. Therefore, we 
look for a still better way of obtai~ing the relation 
between the xi' as mentioned ab~ve. 
. 
)(/ 
In the method of minimized iterations we establish 
the identy by the following scheme: 
1. Construct a set of orthogonal vectors 
by the formula 
xo =xo 
xk+l =Axk - <!lkxk - Pk-lxk-1' 
where k=O,l,2, ••• m-l and 
' 
Axk.xk-1 
• 
xk-1 xk-1 
2. If we replace our A by in this scheme 
xo = l.x0 = p0 (A)x0 
xl = c..\ -o<.., )x 0 = P 1 <A )xo 
xz = c>.- .J.., ) xl - f3 X = P2(.X )xo 0 0 
• 
• 
X. 
1 
we have 
Since only m of the xk can be mutually orthogonal 
P (~) =0 is the character~ic polynomial. 
m 
3. The eigenvectors may be obtained by using the 
formula 
Xo xl 
u. = P1 (..\,.t) + P2 0.:) + 1 - -xoxo xlxl 
Thus a complete solution to the problem. 
• • • + 
X 
m-1 
Pm-1 ~) • 
X X 
m-1 m-1 
The method just presented constructed the character-
istic polynomial by a minimizing process. The method of 
Wallace ~ivens produces a matrix S, given by 
s 
a 1 b1 0 0 0 • 
b1 a 2 b2 0• 0 • 
0 b2 a 3 b3 0 • 
0 0 
0 0 
• • • 
0 0 0 
0 0 0 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
0 0 
0 0 
0 0 
• 
which is similar to A. This matrix has the same character-
istic values as A. S is accomplished by a sequence of 
plane rotations [rijJ• where Tij is given by 
1: . ::: 
-'I 
With 
1 
i 
J 
1 
• 
• 
c .. = 
~~ 
• 
i 
C·. 
1J 1 
s .. 
1J 
• 
• 
• 
1 
j 
- s .. 1J 
c .. 
1J 1 
• 
• 
• 
1 ' 
:: il....- I t-
~~4-IJ-IJ;(a ... _,l•: 
xi it 
With S we can construct the characteristic polynomial 
by the recurrsion fromula 
fi0)= 0.--):)fi-1(~) - < ~-~)zfi_z<X ), 
where f 0=1 and f_ 1=0,i=l,2, •••• n. The sequence formed 
is a Sturm sequence and thus the number of roots greater 
than a given number Y of the polynomial f (~)=0 is 
n 
equal to the number of variations in the sign of the 
sequence 
fn(l(),fn-1(~, ••• ,fl((), fo=l. 
The eigenvectors of S can be found by solving the system 
Sx. - ~.x.=O by any known method. One such, by the 
l. l. l. 
recurrsion formula 
where i=l, ••• ,n-1, b =x =0 and for i=n 
0 0 ' 
bi-lxi-~ • 
bn=l and xn+1=o. 
The eigenvectors of A can be obtained bv multiplying 
those of S by the matrix T, the product of the sequence 
pf ~lane rotations. Again we have a comolete solution 
to the problem. 
l'ie have thus discussed four methods for obtaining 
eigenvalues and eigenvectors for a real symmetric matrix. 
Each of these are numerical in nature and may be used 
on todays computers. The latter tw<' offer complete 
snlutions to the problem while the former only partial 
ones. 
I I. THE PC\~ER METHOD 
The power method is an excellent procedure for 
securin~ the dominant eigenvalue and eigenvector of 
a real symmetric matrix A. Let us denote~ 1 as the 
dominant eigenvalue and u1 as its corresponding 
eigenvector. Then the power method in its most 
simple form proceeds as follows: 
1. Choose a vector x0 • 
2. Calculate xk=Axk-l' where k=l,2,3, •••• 
3. f-l•=xn/xn-l now furnishes an ap'"'roximati,·n of A, 
for any integer n. This is best accomplished 
in practice by computing xn.xn_1/xn-l•Xn-l• 
4. xn is an approximation for u1 • 
A. 
Let us discuss the justification for the method 
when A has a unique dominant eigenvalue and possesses 
n*linearly independent eigenvectors. Then 
(2.1) A=UBU- 1 , where B is a diagonal matrix. 
The columns of U are the eigenvectors of A. Also 
(2.2) xk=Akx0=(UBku- 1)x0 , for 
x1=Ax0=(UBU- 1)x0 , 
x 2=A(Ax0)=(UBu-
1 ) (UBlr1 ) x0=<uB2u-1 )x0 , 
................................. 
xk=A(Ak- 1x0)=(UBu-
1 )CUBk-lu-1 )x0= 
(UBkU-1)x0 • 
2.R.E, Bsch., Lecture Notes QD Numerical Analysis, Given 
as applied Mathematics 212, Ha~vard University, SprGng 
Term, 1960. p. 91. 
I 
, 
Now, expand x0 in terms of the eigenvectors of 
A; that is, tpe columns of u. We get 
(2.3) x0= ~aiui=Ua, where ui indicates the ith column 
JSI 
of U and a is the vector of the coefficients of tre ui• 
Therefore, * 
lit k 
(2.4) xk =<uskv-1 >x0=<usku-1 )ua= I ai 1; ui. 
1\'e set down the ratio 
(2. 5) 
"' 
I~ I 
... hi 
== r ~ .. ,t C(..:. 
~.. ,.._, 
L a.k -\.._ U.;. 
m. -':= J ht-1 
and factor Af from the numerator and \ from 
denominator and get 
( 2. 6) 
t AJJ t 
M = [t -+ 
the 
J 
Since/A£}(!, for i=2,3, • • 11~ as n~"""" fl.~ A, • 
~ ~ 
The vector xn approaches the eigenvectorA~ssociated 
with ). 1 as can be seen by C"nsideri'lr~ 11'\"V ""-*' xn=Lai>.::'ui=alA~l+ L ai(ui 
.&.::: I m * "' .L::. '1.. 
= A~(a1u1+ [ai(-'~ui) • 
.. =~ XJ 
Again as n~"'• since/~[,, for i=2,3, •••• n"!' A, I 
xn~~~a1u 1 , where u1 is the eigenvector 
associated with ). • 
3. Ibid. , p.93. 
1'/e illustrate the method by an example. Consider 
the matrix 
(1~2 1/2 1/3 H= H = 1/3 1/4 3 
1/3 1/4 1/5 
and choose a vector xo~ • Then 
If we 
and 
(1.8333333) 
x1= Jlx0= 1.0833333 
.7833333 
(2.6361110) 
X = H(Hx0 )= 1.4736111 2 1.0386111 
H(H2x 0 )= 
~- 7191203) 
x3= 2.0689120 
.4548287 
H(H3x 0 )= 
~.2385192) 
x4= .9129047 
.0479005 
4 (7 .3776051) 
x 5= HOI x 0 )= 4.1022030 2.8839794 
now calculate x 5 .x4fx4 
2 
\ = 1. 4083189 
u = 1 (
7.3776051) 
4.1022030 
2.8839794 
we get an approximat i~n 
A Check Hu1 = A1u1 showsus that we have ). 1 at least correct 
to 4 signi~icant figures. 
I I I. THE GRADI E'IT METHC'D 
The power method is ideal if, as often happens 
in practice, only one eignevalue, the dominant one, 
is required, 1>/e now look at a method which ~~ill give 
us either the largest or smallest v~lues. 
(3.1) 
"l'lith a real symmetric matrix A ••• is 
associated the Rayleigh quotient 
}J (x)= Ax.x 
x.x 
whose critical 
vectors of A. 
direction 
points p are the characteristic 
The gradient of JA (x) has the 
(3.2) f (x)= Ax - ~(x) x. 
Suppose now, given a vector x, we wish to modify 
x tr obtain a better approximcttinn X tn a 
characteristic vector umin corresponding to 
the minimum characteristic root,.\ min=min,AI.(x).' 
It is natural to form 
(3.3) 1/ x= x- o<..~,<40, where .... may depend 
on x.'' We may also approximate a characteristic 
vector u axcorresponding tc A = 
m max maxf(x) by forming 
(3.4) x= x + e~.f,"'IO. 
We will discuss two procedures for obtaining the minimum 
characteristic value and characteristic vector of A. We 
nore here that we could have obtained the maximum eigen-
vector and eigenvalue by similar arc;uments. 
1(. M.R. Hestenes and W, Karush, "A Method of Gradients for 
Calculation of the Characteristic Roots and Vectors of a 
Symmetric Matrix," Journal of Research of the Kational 
Bureau of Standards, 47 (1951), p.45. 
'I 
Before discussing the two methods, let us menti6n 
two ways of obtaining o(..as given in (3.3). We note 
that the gradient of jACx), ( GRAD p. ) , may be obtained 
directly. That is 
(3. 5) 
GRADf{ = (x•x)(2Ax) - (Ax•x)2x , (:X· x) 
GRAD 11 = 2 r -(Ax- u.(x).x). 
x.x r-
or 
The direction of the gradient is the same as the direction 
of ~=Ax -/A- (x) .x, and in this paper we will call f the 
gradient. 
~e recall that the gradient is the direction in 
which fl. (x) increases (local! y) most rapid! y. Thus, if 
we form x from x in ( 3. 3) we sh,,uld expect fA (x) tc' 
approximate ~min more closely than fi.Cx), if J..)O. The 
problem is to specifiy <><._ systematically. "By direct 
computati0n 
JA-Cx) -tHx)= cU2 - o(s) 
1 + .,( Lt2 
and s=Jl.<i> - fl(x)." 
(J.7)Let 
\ 
f(ol..) = f (c( ,x) = o(( 2 - .t-s) ' 
1 +"'-l 2 
_/ 2 -Then f( ..... )t =}A- (x) - }A-(x). 
t 2 , where t= IS/ 
J X I 
"A natural requirement on p. (x) in order to expect con-
vergence of f4 to ~ min = ~~ is then 
s.~,,p.47. 
J 
f(o<:(x)) > 0." ' 
Now one possible choice for~ is ~ = const. with 
(3.8) 0 < o{ < 2/m, 
where M = .>.max - ). min is the spread of the character-
istic roots of A. s ~ M, thus f(o() > o. That is 
f(o<,.) ~ 2/M ~ - ( 2/M) M] t 2=0 
1 + (4jM2)t 2 
"A second possibility for o( is that number Y(x) 
'I . 
which maximizes f(o()." From f'(~)= 0 we get 
f 1(K)= ,,+ 4.:tt'-)(.:t- .;~..~s)- c.n·- .t~).J..r-t~...= 0 (1+ y-2t•).:l.. 
thus rf2 + )'"s - 1= 0. A suitable J" is then 
(3.9) 
Now f( ¥) = Y. For consider 
~(~- .rs) 
f (J")::: 1 +- ¥'- t "-
6.Ibid., p. 47. 
7.Ibid., p.47. 
f ( k") = K". 
- v 2 - e Hence, }'l(x) - rL<x)= et , x= x - If ..5 • 
\'ie have notea two methods for obtainingo(in the 
above comments. Later in this section we will discuss 
the gradient methods for deriving the minimum eigenvalue 
and eigenvector for each type of ol__ • However, before 
doing this, let us formulate S"me general results. 
Supoose we are given a real-valued functicon >(such 
that !(x) is defined for xl 0,~1 0 •• ve also require 
f ( 't ( x)) 7 0. 
Starting with a vector x0 , expressed in a space with 
basis (u1 ,u2 , ••• ur) as x0=a£u1+ ••• +a~ur, a~ jo, ui=l 
j=l,2, ••• r, we construct the sequence of vectors 
fxi}, i=O,l, •••• according to 
i +1 i --""~.;. ,; v. i 1: { i 
x = x -" ,s, whereA'~o(x ),J ~J(x ). 
By substituting .;• = Axi-,l((xi)xi we get 
xi+l= xi - ~Af' - )A.i)xi, where JA-i= fl.(xi), 
or 
(3.10) 
We note that {~iJ is well defined. 
It is possible that in obtaining the sequence [ !'} 
there is some i=k such that fK =0. If this occurs, then 
the last vector xk is the characteristic vector. In the 
7 
discussicn that follows, if [Pijis a finite sequence, 
then lim pi denotes the last member of the sequence. 
i-'t oP 
Alsu, any statement involving an index is good only 
for meani~gful values of the index. 
Now rephrasing (3,7), we have 
"i- "'"i + 1= f( ~) t2, 7 0' ti=l!./. fx1/ 
Since ~i is bounded below and monotonically decreasing 
there exists a number v such that 
lim fAi=v. i...,..., 
Again, if we consider the subspace 1vith basis (ul ,u2 , •• 1.lr) 
in which ). i are the pri•1ciple axes then 
'{' 
xi =I a~u j • 
;/ ~' 
Hence, by using (3.10) we have 
(3.11) 
af= [1 + ~Y~4_,-A8at 1 , 
~;-=[I+ 4-.i..-1( P- J..-1_ A1-)} a;-'1 1" '· z.,., • y 
- . 
~',.(, i -" i 
Recall that S = Ax - ~ x • Thus we have . 
-'- ;_) .,_· "-)',. CA -'-)"' ..._ (3,12) f = (A 1 - 1'- ~~"f (A.1. -}'I <lo...l/.(~1- •·• + .,.- }'- ""~r 1/.r 
Finally 
8 
We shall now give the proofs for two theorems 
which show in general the results of the gradient method. 
' Theorem 3 .1. If ~ .... is such that O< k1 ~ f( ~') and .t ... " 0 
for some constant k1 then 
lim xi_ u 
H' fxil 1 
Proof: (for the case when 
fLi- ,._i+ ~f( ~~ t 2 > 0, with 
have 
[x~~ ~s infinite). Since 
. J! ( ,L 
t 1 = fi-T , and 0 < k 1 ~ f(¥ ) we 
i Because of the convergence oft(· to v,.ti ap~roaches 0 
(3.14) 
'V' 
since [(b{f ~~· J 
Consequently 
" i2 lim 0 1 -JA )bJ. =0, j=l,2, ••• r. i........ .r 
Now because (). - J"-.. )-!!t (AJ-Ar) it follows from the 
I 
last equation of (3.14) that for some specific value 
of the index j=L 
(3.15) 
If we can prove L=l, we will have proven the second 
part of the theorem. Suppose L to be greater than 1. 
Then .. I Ol., I 
b"" -'-l.:c'· I /:Jt., I I 
- = {:{ ... 1 v ~~~ ( L L 
1.. 
Now since as was 
noted in (3.15). Also since 14-"'is. monotone decreasing 
we can say p:•·>>..._ '> .-\ 1• Henct; by using (3.11)1 
r ct "'.' 1 _ I , + .r ... (·!A ... _ ..~. ) 1 • 1 dl ,'-/ > 
1 ~ :+ · 1 r 1 + .r ""( p. _._ - " .. > 1 ' .1.. t 1 -
This follows since (1 + (p.'--}.1) /-0 and 1-''-->.,_q.l-l_"t" 
Thus I J. t I > / J 'D I ) o fd v- ,... :. "', 1, ~ .... 
I d.t I - I d.: I 
Hence we have a contradiction. That is I :A("'/ is jJ/'1 
bounded away from zero, while earlier we claimed that 
the limit was zero, 
Because 
we have 
1 at I 
I X'l 
. xi l1rn -.=u1 , 1 
... - I x 1 1 
and the theorem is proven. 8 
Theorem 3.2. If in addition to the hypothesis of the 
last theorem the sequenceftj'satisfies the condition 
' ~.t. ~ k2 , k2= c"nst. 
then the c c·ncl us ion on the theorem may be streryhened 
to 
constant. 
lim x 1 =Nu1 , where N is a positive 
.. ~"" 
Proof: By our previous theorem we see that all that is 
necessary here is to prove /xil-"t N. Recall that 
jxi+ll~i/2 + ()f,.;)2./ !._/~ 
.J 
and that ti = I i '"t 
fxi I • 
Thus (¥...:tf), 
or 
(3.16) lxi+ll~tx0 /(l + t 0 ) 2llj + 
We note that (ti) 2 .:: 1 ( p.;- ~,....,') 
- kl 
tl)~1 ••• ~; ti)~]. 
and hence L (ti) 2 
.C.:: " 
converges. We also note )["is bounded, that is ){"'$ k2• 
8. Ibid., p. 48. 
/1 
"" fherefore L(cY..;t.1~onverges, which indicates that the 
right side of (3.16) also converges. Now since the 
right side of (3.16) is positive we have 
lim 
"~""" 
i 
X = N (aJositive constant), 
and the theorem is proven. , 
II /I With the tools at our disposal, let us now in-
vesti~ate specifically two methods for getting u1 and 
A 
1 
• First consider -<. such that 
0 <.. ol... <. 2/M 
or a(.< B/M, 0 < B < 2. 
It follows that f(ol..) ot..(2-B) 
1 + <{~2· xlo, since s£ M. 
Also, if we let K = the bound on the Matrix A, 
(3.17) I! I ;: I X It A - p I i. 2 ( xf l K~ 
and hence t= til is bounded above. Thus f(o<.) has a 
bound below wJtth is a positive constant. Note, the 
hypotheses of theorem 3.2 are satified and we can 
write: 
Theorem 3.3. If ~is chosen equal to~ , where 
a(. =B/M, 0 <. B c. 2, 
then lim xi=Nu1 and 1 im 1'- i=l. .l~cP "'....,rJJP 
The second method, that of choosing an optimum 
will now be considered. Let 
9. Ibid., p.48. 
/0.. 
Y,..= :t.. > o 
s-"-+ V(s .. J"+'f(t""J ... 
The numbers [tiJ and the numbers tsiSare bounded. Thus 
f(~) = J~ is bounded by a positive number, and we can 
state that 
xk . ~ ' lim- =u and l1mfJ= "• • 
•• .., <R /IC~I 1 • ...., ""' 
J. \'/e state without proff that ¥<k2, a constant and 
. 10 
therefore lim x1=Nu 1 • .J.~~ 
We have thus established the proofs of convergence 
for the fixed o<. and the optium c~..methods for obtaining 
the minimum eigenvalue and eigenvector of a real symmetric 
matrix A. ~ithout proof we wish to compare, briefly, 
the two methods. Ne note that in some cases a com-
bination of the two methods may be best. However, " 'fhe 
method of fixed..( has the advantage of computational 
II 
simplicity, over the alternative optium <f. method," It 
has a disadvantage, in that we must have some information 
about the eigenvalues before we beqin. 
Let us now set up a workable algorithm for determin-
ing the smallest eigenvalue and ei,~envector of a real 
symmetric matrix, by the fixed ot, method o'~ gradients. 
10. Proof for this fact can be found in • 
11. Hestenes, _££cit., p. >52. 
I 
, 
First choose an J. such thatO<..< < 2/M, where M= }. - ~ 
max min· 
we note that if no other way is available an estimate 
can be obtained by applying the power method. After 
o( has been chosen, select an arbitrary vector x0 • We 
have here switched from c·ur notrction used previously 
in this chapter. that i's xi is now used in the familiar 
sense xi. Next, compute ~(x0) from the formula 
(3.18) 
Thirdly, we compute l (x0 ) from 
(3.19) f!(x.)=Ax·- Ll(x.)x·. 
.:l ~ ~r··~ 1 
Finally, we use the formula 
(3.20) 
to obtain a new value x1 • Continuing in this manner 
each new xi that we get is a better approximation to 
the smallest eigenvector than xi-1• Also, !Ji is closer 
to ~ 1 than fA- i-l· Recall once more that the largest 
eigenvalue and its correspcmding eigenvectc·r may be 
obtained by the above process except that we change 
the minus sign to plus in ( 3.20). ·,-.e might also mention 
that in order to apply the optimum ot..method, the above 
scheme is followed except at each stace we choose a new.(~ 
according to the fromula 
o(_ . ::: 
"-
I~ 
, 
Let us again use the matrix H3=H found in(2.7) 
For comparison purposes we will use the fixed method 
of obtaining~ to get the lar~est ei~envalue of H3 • 
We can then ~o~pare~the two results. Followin~ the 
method out1 ined in the 1 ast paragraph we have: 
1. Choose xo= (~} anc o( =1 
(= . 6000000) 3. S) (x0 )= -.1500000 
-.4500000 
(
1.6000000) 
.8500000 
• 5500000. 
Continuing in the same manner we get in successive 
iteratinns: 
lA. 
~ 
}A. 
(x1) = 1.4216875 
t·0664667) (x1) = • 012.>988 
.1739052 
. _ e-5336333) 
x2 = • 862391'8 
.7239052 
(x2) • 1.4032915 
( 
.0539998) 
= .0250623 
-.1442582 
~ • 5876331 ) = .8874611 • 5796470 
~ (x3) = 1.4077295 
.0010837) 5 (x3) = (-. 0147 564 
.0510196 t· 5887168) X = .8727047 4 
.6306666 
1'L<x4) = 1.4082413 
(-. 0020052) ~ (x4) = .0139478 
-.0142490 
\.5867116) 
x5 = .8866525 
.6164176 
f" (x5) = 1.4083061 
.-Je can stop here because this result is as correct as 
the cne mentioned in (2.8). If we divide each comJY'ncnt 
of (2.9) by the factor 4.64ib300 we have approximat~ly 
the same as 
\
.5857769) 
;8923196 
.6116718 
16 
IV. THE METHOD OF MINIMIZED ITERATiflNS 
We have considered two methods for obtaining a 
partial solution to the eigenvalue problem. Let us 
look at another iterative method; one which is much 
more powerful. Consider the problem 
(4.1) y - [Ay= X 
If we think of A as an algebraic operator we have 
(4.2) 1 .\2 Y= = (1 + tfA +!.'A + ••• )x. 1- d'A 
This follows if we restrict l.flto be sufficiently small, 
since (4.2) is a ~eometric series. we can obtain 
the solution to (4.1) as follows: 
1. Generate a sequence fxJ accordin-: to the 
scheme; 
( 4. 3) 
2. The solution is 
y= xo + txl + .fx2 + • •• ' 
since this is identical to the right side ~f (4.2). 
This method fails, however, if we have d outside of 
the restricted range. 
we shall take another look at the problem (4.1). 
I 
In generating the sequence [~i~' i=O,l,2, ••• , we 
notice that not all cf the x. can be linearly independent. 
1 
There exists a xk such that the xi are li~early dependent 
for i > k. Not more than n of these vectors can be 
linearly independent, where n is the order of A. 
Hence, there exists the f~llowin~ relatio~; 
For some m such that 1 ! m s.n 
(4.5) 
>Ve now define the polynomials 
( 4. 6) 
(4.7) 
( ) m _m-1 m-2 Gm x = x + g1x- +g2x + ••• +gm and 
2. "" Sm(.f) = 1 + gl.f +g2cl + ••• +gmd" ' 
which was obtained frc•m (4.6) by letting x=l/4 and 
then multiplying this new function by.!"". ile also 
introduce the partial sums cf (4.7): 
s = 1 0 
s1 {.f)= 1 + g1 .r 
• 
• 
• 
shd.il 
rm-l s 1(,{)= 1 + g tf + + g 0 m- 1 ••• m-1 
We w±1:1 show the following formula true by induction. 
m (4.9) Sm(d") - .f Gm(x) 
1 - ,rx = 5m-l(d) + 
12. Lanczos, ~· cit., p.256. 
18 
Consider m=2 •• ve have 
2 s2 (.0 - S G2 (x) 
1 - .rx 
1 + gl S + gzt" - 2(x2 + glx+g2) 
1 -.{X 
= 1 + g1cf + dX 
=s1 <4) + s0 (.f).fx. 
Now we assume this true for m, and show it true for m+l. 
we have 
Sm(,{) - .{mGm(x) 
I - JX 
We multiply both sides of this equation by Jx and 
add Sm(.f) to each side and get 
S (J") + S (J') .f x - .rm+lxG (x) 
m m m = Sm(o) + sm_1 (.f) 5x + ••• +s0 .r""xm. 1 - .rx 
Or 
----------------------------------- = 1 - tfx 
sm(cf) +J m+lg - rm+l(c (x) 
* m+l G 'm+l = 
-{X 
m+l 
- J' Gm+l (x) 
= 1 -,{X 
""' Sm(cf) + sm_ 1 <0J'x + ••• +s0 S xm. 
Now let x=A in (4.6) and let G(A) o~erate ofi x 0 • 
Thus 
(4.10) 
/J 
• 
That is 
m m-1 A x 0 + g1A x0 + ••• +gmxO = O, 
or xm + glxm-1 • ••• +gmxO = 0 • 
Therefore, from (4.9) 
(4.11) m S (/') - G(A) 
_m __ ~--~r-~~ = Sm(J) x 
1 - J" A o --1r_-J'-;:;-;;A- 0 __ , 
= 5m-l (J') xO+Sm-2 (J'){xl + • • • +SO"Xm-1. 
Again we have a solution to the problem~ 
,..-1 
(4.12) y= 1 
1 -,fA 
xo +Sm-2 (,f) ,rxl + • • • +Sofxm-1" 
sm i 
Notice there is now no restriction on d. In our dis-
cussion we neglected to mention how the relation (4.5) 
was obtained. We demonstrate this in a later para~raph. 
Usi~g this preliminary material let us now attack 
the eirrenvalue problem. 
we have for (4.12) 
In (4.1) let x = s (6)x. Then 
m 
-' 
y= 5m-l([)x0 + 5m-2({)~1+ ••• +SO~xm-1" 
Now consider y - c{"Ay=O, ·"'hich is our ei::;envalue problem 
with 1/.r :;iving the eigenvalues .X . The condition for 
y;: { Ay is that S (,()x = 0. This is true if x=O, which 
m 
leads to an identically vanishing y, or Sm(f) = 0 • 
Therefore, the roots to 
give us the J'• s which are the recipricals of the> 
eigenvalues of A. That is, the roots to G(x)=O are the 
eigenvalues of A, ~e also note that 
(414) 
give us the eigenvectors of A. 
"It is a remarkable fact that al thou~h the vectcr 
x0 was chosen entirely freely, the particular linear 
c)mbination (4.14) of iterated vectors has invariant 
significance, except for an undetermined factor of 
J) 
propc,rtionality •••• " Instead of using (4.14) to get 
the eigenvectors we can get them by apolying synthetic 
division. First generate 
( 4 .15) G(x) 
x- }o.. 
1 
Then replace xiby the vectors x. an~ we have 
1 
(416) 
The proof of this follow if we note that 
(A - ~,)ui - G(A)x0=0, 
which is true since G(A)x0=o, and Au.= )\ u .• 1 ' 1 
Our problem, now,is to obtain the coefficients 
of the x's in (4.5), which are the numbers which de-
termine the characteristic polynomial. Let A be symmetric 
an·' start with a11 arbitrary "trial vector" x0 and . 
13. Ibid., p.258. 
.;{.I 
• 
and by our previous iterative process obtain a sequence 
ixi~, i=O,l,2, ••• n. 
Now form 
(4.17) c. k= x .• xk. 1+ 1 
If we expand x 0 in terms of the eigenvectors ui of A 
and obtain 
xo = f 1 ul + "l2 u2 + •• • + ~ un, 
then the ci's become 
2 
Now let /i=ci 
(4.19) c. = 
1 
ci = xo.xi =(l:lul +T2u2 + ••• ll"nun)(Aixo)' 
. /-
=(7lul + r2u2 + .•• +Znun)(,("Ll>.lul + 
. . 
~ .... ... ) L2.A2u2+• •• ~AnUn ' 
2 . 2 . 2 i =(l"l,.l~ +z:;lA~ + ••• +z;n,ln). 
and we have 
' -i .... ~ A , .... r ~ ,\ L + • • • .,. /"- ). "' 
Since we have access to the ci we wish to obtain the 
A~from these. Mr. Lanc~os refers to this as the problem 
1/;1 
of "weighted moments." Assume that all the . .\. .. 'are dis-
tinct and that none of the;o. vanish ann consider 
I( 
c., 11~+ c, x, + • •. + c __ , Yl,.._, + c.,.= o 
(4.20) 
, 
Also define a function 
19. Ibid., p.259. 
F(x) = 1l.+ l!,x + ••• + )l xn-l + xn. 
Let us substitute for ci in (4.20). we get 
( ~ ).. -; f-,11.:.. ~1. ,..,t ~-otflM. ~,.- ) )1.., + L~ .:l, -'\·f.l.,.. ,,,_)..t~ '.,.. ~. -4- .P""' A: t 'J t ... 4 (~, -A It."'., ,.0'1.. A;~ .. . I- '""'A;"t-: 0 
or rewritin~ we have 
;; [ "~~. • ..,., ~. n~A, ~ •.. ·• >~._,A;-~ A, j l-f"._ [ Yl •• 't1 ,J.Lr-. oc .. "ll.. •• .1.: -~ ~"J +I',. [ni 'lf,A~·-· + A:}: b 
• 
Since no /.. =0, we must have, since the l• s are distinct 
tt 
(4.22) F( ~ .. -)=0 
Hence, our problem is reduced to solving the recurrent 
set (4.20). These give us the coefficients of F(AL)=O, 
which ~ive us the eigenvalues. 
Our final goal, then, is to solve the recurrent set 
of equati0ns 
(4.23) 
where 0~ m~n. This is only posible if 
I co cl • • • c m 
cl c2 • • c m+ 
= 0 
• 
' 
c c 
m+l' • • c2m m 
Let us first consid,cr, howe');ver, the set 
.Jc. 
co )1. + c )!~ 1 I + ••• +ck=O 
Jt. 
cl '~~• + c2 )l, .I.e. +, •• +ck+l=O 
(4.24) 
ck~0~ + ck+l~~ •• ,+c2k= hk, 
where k is the superscript on "'11.:.. We note that the 
system (4,24) is not overdetermined. If we find an 
m=k such that h =0 then the system (4.24) will be the 
k 
same as (4,23). 
In order to solve (4,24) we assume a solution 
to the set for k and show this srlutir·n can be used 
to get the solution 
-h 
ell\' 
( 4. 25) 
• 
• 
for k+l, Consider 
-lt. 
+c2 )lt. + • • • +ck+l =0 
If we multiply the set (4.24) by 
q =- hk+l k~ 
and add tllis to (4.25) we get 
c ~ +c ("'I~~+ n/0)+•" + C_,._(tg.,._+ l'l.t..)-+CIT,_I= ~ 
O&kl Jo. 
• 
• 
• 
•Ve rewrite as 
• (4.26) 
• 
where 
(4.27) 
= 
. 
• ,. _k<-1-
"4 -
We now evaluate the scalar 
(4.28) 
for hk+l" (4.27) allows us to get the solution 
k - ,t 
as a linear combination of \.. and 11,.. • ily using 
(4.28) as the last equation of (4.26) and by proceeding 
in the same fashion as before with 
, 
the 
we can add (4.26), completed by (4.28) and\set (4.25), 
multiplied by qk to get a new set 
_ .. ., hi 
cl i1 +c2 11 + ••• +ck+2=0 
I '-
(4.29) • 
where 
-~+1 
- - ~ )e.H 
Yl., 
= 1-k, )'!I + -n~ 
"'VIx•'= ~ - Je. n Je.i-, (4.30) ~h. Y\1. + I 
... 
' 
- ;lti-1 ~"''"' = '6k.' I 
k+l 
+ )tk 
Once more we obtain 
-~+I (4.31) ck+2 1'l, + ••• +c2k+3= hk+2• 
which is added to (4.29) to form a new equation. 
Thus with the aid of this induation we have solved the 
eigenvalue problem. We can obtain. the"VlL• s and hence 
knew the coefficients of the characteristic polynomial. 
"In principle, the previous discussions give a 
.complete solution of the eigenvalue problem. However, 
the 'progressive algorithm' of the last section has 
serious limitations if lar~e matrices are involved.'' 1 ~ 
To make the method considered applicable to large order 
mat rices we now present the meti1od of minimized iterations. 
Again, let A be symmetric and once more let us establish 
a linear identity between the vectors x0 ,x1 ,x2 •••• 
We choose x0 such that 
,, 
(4.31) x -x• ~ x where x'=Ax, and where 1- o - o o' 
~O is determined by the conditirn that 
(x0 - ai 0x0 )=min. 
That is 
Or 
We notice that 
xb.xo - (xo.xo) ~=0. 
~ 
2 
Thus x1 is orthogonal to x0 • 
Now let x2=xi - .J.. 1 x1 - {3 0x0 , and demand that x2 be a 
minimum. 
Here we have 
(4.33) 
(4.34) 
(x' 
1 
( x' 1 
lS. Ibid., p.265. 
- f3 0x0 )(-x1 )=0 and 
- /3oxoH-xo>=o. 
Considering (4.33) we have 
xi .xl = ol..l xixl' 
or 
Also looking at (4.34) we get 
xix0="')_xixo +J3ox0x0 , with x1x0=o. 
Hence 
Usin>: c£.1 and flo as describe<:\ we have again 
x6x2=xo<xi - ollxl - f3oxJ, 
=xoXi -(Xi Xl) XOXl -(Xi XO)X X =0' 
x1x1 x-x- 0 0 0 0 
since x0x1 =0, and xa.x2=x1xi - XlXl xlxl -xlxo XOXl 
xlxl -xoxo 
-x x' 
- 1 1 - xlxl =0. 
Therefore, x0 ,xl and x2 are mutually orthogonal. 
Now let us form x3 • We expect to get 
x3=x2 = ol.2x2 - (31 xl - Yoxo • 
2 
We examine the minimum of x3 and get one result 
(x2- ol.2x2 - plxl - ¥oxo)<-xo)=O 
Or 
Let us expand this. 
(4.35) 
"Hence, every new step of the mi••imization process 
requires only two 
,, 
correction terms." .Ve continue 
to generate xi's until, for some i=m, xm=O. This will 
have extablished the linear relation of the form (4,5) • 
.Ve now have the coefficients for the characteristic 
equation. 
Recall that Ax=x'. Henc~ if we look at our scheme 
more closely and replace A by x we have 
x0=l.x0 
xl =(x - ""o)xo 
=po(x)xo 
=pl (x)xo 
(4.36) 
xz=<x - <l(l)xl - Poxo =pz(x)xo 
x3=(x - ~z)xz - Plxl =p3(x)xo 
• 
• 
The last equation of (4.36) gives us G(x) as was 
mentioned in (4.6). l~e thus write down the recurrence 
relation which gives (4.36): 
(4.37) 
16, ~-· p. 266. 
11. Ibid.,p.267, 
The solution of (4.6) gives us the eigenvalues 
of A. Let us also get the eigenvectors. We analize 
the vector xi in terms of ui, the eigenvectors of A. 
tie note that 
(t; . .30) x = B0 u1 +B1 u., + ••• +Bm-lum· , where 0 ,, 
B .=x0u .• 1 1 
Then Axo= Bo X,ul +Bl >.,_u2 + ••• +Bm-lum.X...., 
• 
and 
(4.39) 
if A is not defective. 
If we dot this with 
(4.40) X U = i k 
uk we have 
Blp i ( }.,;) 
If we reverse the process and expand u. in terms of x. 
1 1 
we get 
(4.41) ui= aiOxO+ailx{~ ••• +aim-lxm-1' 
and the dot product of this with bk gives 
( 4. 42) 
or 
uixk=aikxl~lt' 
aik= 
We can rewrite (4.4!) as 
(4.43) u =x V_.. Xo i 0_,____. 
)(0 'Xo 
or in view of (4.40) gives 
(4.44) ui= xrJx.," +pl (~xl/,<,'- + ••• +pm-1 (-\t:Cm-1/X...'L-• 
We have neglected the B., since the eigenvect<>rs are 
1 
known only to an arbitrary scale factor. <"ie thus have 
a complete solution of the problem. 
We can see the method better if we apoly it to 
H3=H. First we compute{ xi~ iL=O,l,2. 
xo =(g) 
1.0000000 
Hx1x1 Hx1 x0 
o(.l = and fJo = • 
xlxl xoxo 
That is, ol1 = • 5230770, Po= . 3611111. 
.ve check for orth,>g0nality. 
~ 
To get the Characteristic polynomial we proceed as follows: 
p = 
0 1 
pl .. (A -~Po = 
p ,. 
2 ()-"',) p 1 
p = 
3 (). """lJ p 2 
(). -
c-1- 1) 
~Po = <) - • 5230770){-j- 1) - • 3611111 
~, pt = 
.Ol0J998)(A2 -1.5230770) +.1619659)-
.ooll982<A - 1) • 
• 0011982. 
.11 
That is 
P3=CA
3 
- 1.534768}.2 -t· ,1766074 ~- ,0004862) 
Ne solve this equation by using Newton's method and g•t 
>- = 1. 4083189 1 
}. 2= .1223358 
). 3= .0028223 
We obtain the eigenvectors by using the f0rmula 
Thus 
X 
U = ·0 p + i :-2 o 
xo 
f.ooooooo) u 1= • 5561087 ;3907936 
u = (: 1.0000000) 
2 - ,9647004 
-1.1859411 
t 
1.0000000) 
u3= -.5, 5832150 5.7508295 
Hence a complete solution to the probl.em, 
V, THE METHOD OF TRIPLE DIAGa-IALIZATION 
The Lanczos method of the preceding paragraph 
was concerned with constructing the characteristic 
polynomial by a minimizing process, In the procedure 
now to be discussed, suggested by Wallace Givens, we 
will attack the problem by producing a matrix S, given 
by: 
al bl 0 0 0 • • • 0 0 
bl a2 b2 0 0 • • • 0 0 
(5.1) $=.. 0 b2 a3 b3 0 0 0 • • • 
• • • 
0 0 0 0 0 • • • a n-1 b n-1 
0 0 0 0 0 
• • • b n-1 a ' n 18 
and which is similar to A. This matrix S has the same 
char act erist ic values as A. s is accomplished by a 
sequence of plane rotatinns fTij~' With S we can con-
struct the characteristic polynomial by the recurrsinn 
formula: 
(5.2) 
where f 0=1 and f_ 1=o, i=l,2, ••• n. The sequence (5,2) 
form a set of Sturm functicns and thus the number of 
roots greater than a given number )' of tht polyn"mial 
18. Wallace Givens, "Numerical Computation of the ehar-
acteristic Values of a Real Symmetric Matrix," (Oak Ridge, 
United States Atomic Energy Commission Technical Infor-
mation ~ervice, 1954), p.7. 
f <x)=O is equal to the number of variations in the sign 
n 
of the sequence 
fn(A), fn-l(~), ••• ,f1 (A), f 0=1, 
The eigenvectors of S can be found by solving the system 
Sx - \x=O by any method known. One such, is by the re-I.- ~ 
currsion formula 
(5.3) 
I<J.tere "'" 1, ... , .... -•, -1>-.;;.X.:= o a.-,..J..Lo>".-<- ,_...h---.-=( "n' x 20 ~ - "IT , "' • ~~ • 
The eigenvectors of A ~be obtained by multiplying 
those of ~ by the matrix T, the product of the sequence 
of plane rotations. We wish to mention that this pro-
ccdure is similar to one presentee! by Jacobi. 
(5.4) 
Let us define T .. as 1J 
1 
1 
• 
• 
1 
j 
• 
i 
c .. 1J 
s .. 1J 
1 
• 
• 
• 1 
j 
-S· . 1J 
c .. 
1J 1 
• 
0 
• y, 
,., 
2 2 
where c .. + s .. = 1, and there are zeros off the 
1J 1J 11 
main diagonal except for the two indicated elements. 
Then AT·· is obtained from A by the rule 1J 
(A)q' if qf i, qiJ, 
(5.5) (AT·.) = c .. (A). + S .. (A)., if q=i, 1J q 1J 1 1J J 
- s . . (A) . + c . . (A) . , if q= j , 1J 1 1J J 
where ( )k is the kth column of the matrix included 
within the parentheses. Similarily 
(AT .. )P, if Pli. PIJ, 
1J . . 
1 )J f . C1· ·(AT .. ) + S· ·CAT.. ' i p=1, J 1J 1J 1J 
- s .. (AT .. ) i + c .. (AT .. ) j , if p= j, 1J 1J 1J 1J 
where ( )k is the kth row of the designated matrix. 
The only elements actually altered in both (5.5) 
an::! (5.6) are the four elem,ents (i,i) ,(i,j),(j,i) and 
( j' j). 
p and q 
(5.7) 
Again 
( 5,8) 
Pli, PIJ 
(5.9) 
for p-/i, 
Also, the element apq of A is not altered if 
both are different from both i and j. That is 
(T! .AT .. ) =a if Pli,j and q;;{i,j, 1J 1J pq pq 
(T! .AT .. ) .=(T' K.r .. ) = C·J·a . +s .. ap.,for 1J 1J p1 ij 1J 1 p1 1J J 
(T!.AT .. ) .=CT!.AT .. ). =-s .. a +c .. a ·• 
1.J. 1J PJ 1J 1J JP 1J pi 1J PJ 
J· zo PrJ· 
The fqtr elements affected in both (5.5) and (5,6) 
are given by: 
19. Ibid., p.8. 
a.o. Ibid., p.s. 
j 
(5.10) (T! .AT .. ) .. = c .. (c .. a .. +s .. a .. )+ s .. (c .. a .. +g .. a .. ), 1J 1J 11 1J 1J 11 1J 1J 1J 1J 1J 1J JJ 
(5.11) (T! .AT .. )=c .. (c .. a .. -s·J·a· ·) - ~>iJ·(c .. a .. -s1 .. a. 1.), 1J 1J 1J 1J JJ 1 1J 1J 1J J 1 
we thas have fromulas to give us the elements of the 
new matrix TlJ·AT. .• We note that 1J 
(5.13) 
and c -~ + 1J 
s .. = 
1j 
with this information we shall now prove a theorem 
which insures that we can produce the S by the already 
mentioned process. "The statement a.'1d proof will be 
clearer if it is kept in mind that we produce zeros 
sucessively in the (1,3),(1,4), ••• ,(1,n),(2,4), ••• , 
(2,n),(3,5), ••• (3,n), ••• , and (n-2,n) places by rotations 
in the (2,3),(2,4), ••• (2,n),(3,4), ••• ,(3,n),(4,5), ••• , 
(4,n), ••• ,and (n-l,n) ttoordinate planes respectively." 
Theorem 5.1. Let A=A12 be an arbitrary symmetric matrix 
and define the sequence of matrices 
12 13 14 ln 23 ~4 2n 34 n-2n (5.14) A=A ,A ,A , ••• A ::A ,A , ••• ,A ==A , ••• A , 
fl. Ibid., p. 9. 
2e. Ibid., p. 10. 
' .: 
by the formulas 
i-lii 
A ii+l . =A for 1=2,3, ••• n-2, (5.15) 
( 5.16) i-lJ" A = T '· .Ai-lj-lT .. , f . 2 3 1 or 1= , , ••• ,n- , 1J 1J 
with i j=3,4, ... ,n, and where Tij is given by (5.4) 
with c .. 
1J 
(5,17) 
if 
(518) 
and s .. given by (5.13). 1J 
(A ij) • I . I : 0' 
1 .J 
Then 
(i 1 ,j 1 ) ~(i,j;, with i'=l, •.• ,n-2, 
i' +1 <j 1 =3, ••• ,n, and the ordering is thus: 
(5.19) (i 1 ,j 1 ) = (1,3),(1,4), ... ,(1,n),(2,4), ... , 
(2,n),(3,5), ••• cn-2,n). 
For the final matrix 
n-2n (5.20) A =S =(s .. ), 1J 
we have s .. =0, for i+l<j, and since the matrices remain 
1J 
symmetric under (5.16) 
(5.21) s .. = o, for I i - j I > 1, 1J J1 
and S is in the desired triple diagonal form. 
Proof. The conclusi~,n (5.17) is trivialy true for A12, 
since (i 1 ,j 1 ) ~(1,2) requires i'=l, and j)i+1=2, which cololrii.AOICi'S 
j'~ 2 in the case A12• Since by definition Ai-ln=Aii+l 
the requirements of (5.17) are the same for each. Thus 
we proceed to the truly inductive case. Assume (5.17) 
holds f t'r i=I-1, j=J-1 and show that for i=I-1, j= J ~ n 
the conclusions of the thec)rem are true, 
23. Ibid., p. 10. 
l? 
Thus from (i';1 j')i(l-l,J) we have 
(5.22) i' ~ I-1, j' ~J, i'+l (.j', and i' <:. j'-1, 
so i'!!. I-1 <J-1. We wish to show that if (Aij)., .,=0 
1 J 
with (i',j')~(i,j~ for i=I-1, j=J-1, then 
(5.23) (Aij)i' j•=O for i=I-l,j=J~ n. 
We therefore have (i',j')~(l-l,J) and i'!I-1, 
jl!;J, i' + 1 <.j'. Hence we can say 
i'~ I-1 C:.j-1. 
Thus, i 1 _;o!'I and i 1 _;i J. We can then use (5.7) to show 
that 
(5.24) I-lJ (A ) . 1 ., =0, for i'=l, ••• n-2 and 1 J 
., 1 <"' 3 1 + J = , ••• ,n, When j'.;o!I, j•_;o! J. 
use (5.8) 
(5.25) 
and get 
(AI-lJ)i'I= 
If j'=I we can 
But the 
(5.26) 
induction hypotheses tell us that 
I-lJ-1 (A ) . I • • =0' if ( i. 'j. ) !: (i ' j) 
1 J 
with i'=l, ••• n-2 and i'+l <j'=3, ••• ,n. We note that in 
this case i' < j'-l=I-1. 
For 
(5.27) 
j 1 =J we use (5.9) an" get 
I-lJ-1 . I-lJ (A ) • ' 1-'J =-siJ(A )i'I ( 
I-lJ-1) 
+ciJ A i'J' 
When i'<I-1 then (i',j') "'(I, J) and the induction 
holds, ,and · the right side of (5.27) is zero. If i'=I-1 
then the condition on s .. and c .. make the rir;;ht side 
1J 1J 
zero. and the theorem is proven. ~¥-
2f. Ibid., p. 11. 
J 
, 
\ve have thus established that the operation decribed 
above leads to the triple diagonal form. It can easily 
be seen that the sttccessive principle minors fiCA) of 
~I-S can 
(5,28) 
be obtained from 
f . c\) = ( \.-a. ) f. 1 ( \\ ) -l. 1,; 1 1-
with f_ 1=o, f 0=1 and i=l,2, ••• ,n. 
(bi-1) 2f i-2( ~). 
If some b.=o, S de-
J 
composes mnto the direct sum of two symmetric matrices, 
and the problem for S can be replaced by two smaller 
matrices. 
Our next step is to show that the sequence mentioned 
in (5.28) fo:t;ms a sequence of Sturm; functions, 
Theorem 5.2. The functions fn,fn-l''''fo=l defined 
by (5.28) are a Sturm sequence if bifO for i-1,2, ••• ,n-l. 
The number of eigenvalues of S greater that a, provided 
f ( a)fO, is the number of variatirns of sign in the 
n 
sequence f (a),fn 1Ca), ••• f.(a),l, The roots of each n - 1 
fi(~)=O are distinct and are separated by those of 
f. 1(~)=0. 1-
Proof: Let us assume that no b.=O for j=l,2, ••• ,n-l. 
J 
Then we can state that no two consecutive f (~)=0, since 
i 
this would imply f 0=o. Hence, by definition we can say 
that ~I-S is regularly arranges and a theorem by 
Darboux on the signature of a quadradic form can be 
;a.5 
applied. Thus sentence two of the theorem is true. 
Let us now show that the roots of f.(~)=O are distinct 
1 
and are separated by those of f. 1 (~)=0. We use in-1-
ductirn. Consider k=3. Then 
2 f 3 (~)=CA- a3)f2 -b2f 1 • 
Let the roots of f 2=o equal r 1 and r 2 , with r 1 <: r 2 and 
notice that rl <. al <.r2. Now if 
A = 
- 0"'' the sign of f -o 3- is 
~ = rl " " " " " 
since f = -a =r -a I.. 0 1 1 1 1 
A =r2 ,the sign of f 3=o is -
since f 1=r2-a1 )o 
+ 
A = +~the sign of f 3=0 is + • 
Hence, f 3=0 has a root between --and r 1 ; one between 
r 1 and r 2 , and one between r 2 and + <><' • 
has distinct roots, (B2-4AC>O), we can 
Since f =0 
2 
say that the 
roots of f =0 are distinct and are separated by those 
3 
of f • 
2 
Now let us assul!le that the roots of f. _ (A)=O 
1-.: 
are distinct and 
Let the roots of 
separate the roots of f. 1CA)=O. 1-
fl-2=0 be df'.d2 (. ••• <_di-Z• and let 
the roots of f 1· 1=0 be h <h < ••• (h. 1 , and our assumption 
- 1 2 1-
then is that 
hl .( dl < h2 < • • • <. d . 1 < h . < d . <. • • • <. h . 1" J- J J 1-
25. c.c. MacDuffee, The Theory of 1-'atrices (Ergenbnisse 
der Mathematik und Ihrer Grenzgebiete, 2nd. Bd.), Chelsea, 
New York, 1946, p.57-58. 
Let us write the recurrsinn formula for f.(~) as 
1 
<s. > f1<X>=<~-ai_ 1 ><A•h1 ><A-h2 > ••• <A-hi-l>-bi:2 
(}.-dl)(.A-d2h •• (t\-di-2). 
Now let us substitute respectively h1 ,h2 , ••• ,hi-l' 
and note the sign changes in f i=O. When ). =h1 , 
f 2 ( ) i-2 . . f ( ) . ( 1) i-2 i= 0 - bi-Z K -1 • Thus the s1~n ot i h1 1s - • 
If we substitute A=h2 the sign of fi(h 2) is (-l)i-
3
• 
Continuing in this manner we see, from the followi~g 
diagram that between each pair of roots of fi_ 2=0 
must be at least one root of fi_ 1=o. Also if we sub-
stitute -<:Pand + ol' We locate two more roots, that is 
i roots in all. 
£(A): ... (- tfL- I • -.l. ,_ .J (-./-1 {-I) (-IJ f- 1) -I 
-"" J., J..,_ J_· J.,<.-L ~ ... 
-A. 4 .Is •• ' ~ ' . ¥-I 
Since fi=O has i and only i real roots the theorem 
+I 
+ 
is proven. Wecan now state that the sequence of functions 
is a Sturm sequence, since the oroperties of such 
sequences are satisfied by the f.(~)=O. 
1 
"" 
Using Given's method on H we have the following: 
3 
Let T .. =T . be 1J 2j 
T23"" 
0 
.8320503 
0 
.5547002 .8320503 
Then using the formulas (5.8),(5.9),65.10),(5.ll),and 
(5.12) we get 
• 6009252 0 
.6009252 ,5230769 
0 ,0346154 
Consider (5,28) and get 
Now using 
locate the 
the 
f =1 
0 
fl = ~- 1 
J.-
f2 = ~-h.5230769 + ,1619658 
f3 = ~-1.5333333~t.. + .1763889~- ,0004690 
fact that these are Sturm functions we 
roots 
~1 = 1.4083222 
~2 = .1222876 
h = .0027235 
The ei~envectors of S are found by using (5,3) 
For A1 the eigenvector is tl,OOOOOOO) 
.6794892 
.0170271 
Por ~ the eigenvector is~l.OOOOOOO) 
2 -1.4606018 
- .4486905 
For ~ the eigenvector is (1.0000000) 
3 -1.6595684 
7.5872820 
We now obtain the eL;envectors u. from those of S 
" 1 
by multiplying those of S by T23 •• ~e have 
(
1. 0000000) ~, 1 u1 = • 5559243 
.3910802 
For 
For ~ 2 
For ~ 3 
u2 =(L 0000000) 
-.9664071 
-1.1835292 
(
1.0000000) 
u3= 5. 5895112 4.6337092 
Thus we have a complete so~ution which compares with 
that obtained by the Lanczos process. 
VI. CONCLUSION 
Each of the four methods that we have discussed 
are numerical in nature. Two of the procedures gave 
only partial solutions b the eigenvalue problem. 
However, these two, the Power Method and the Method 
of Gradients, are easily programed, since there are 
but a few operations performed over an~' over. The 
Power Method is es~ecially useful if only the dominant 
eigenvalue and its eigenvector are needed. 
The Gradient Method gave us both the largest and 
smallest eigenvalues and their corresponding eigenvectors. 
Both of these methods could have been generalized to 
obtain a complete solution to the problem. However, 
because of the extra computation required, we have 
presented two other methods which gave a complete 
solution to the problem. The Lanczos Method of Minimized 
Iterations accomplished the "job" by constructing a 
set of orthogonal vectors by a least square idea. 
This led to the characteristic polynomial and this 
equation could then be solved by any means at hand. 
The Givens Method also led to the characteristic 
polynomial, but through the transformation of the 
matrix into a triple diagonal form. The successive 
minors of the determinant ji -~sj =0 gave not only 
the characteristic polynomial but it was shown that 
this sequence formed a set of Sturm functions. Thus 
the method also gave a procedure for solving the 
characteristic polynomial. Each of the schemes 
presented can perform a useful part in solving 
the important problem, in pure as well as applied 
mathematics, the eigenvalue problem. 
