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Abstract
Conditional Source-term Estimation (CSE) is a turbulent combustion model that uses
conditional averages to close the chemical source term. Previous CSE studies have shown
that the model is able to predict the flame characteristics successfully, however, these
studies have only focused on simple hydrocarbon fuels mostly composed of methane. The
objective of the present study is to evaluate the capabilities of CSE applied to turbulent
non-premixed methanol flames, which has never been done previously.
The present study investigates two different types of methanol flames: piloted and
bluff-body flames. For the piloted flame, the standard k −  model is used for turbulence
modelling, while the Shear Stress Transport (SST) k − ω model is used in the bluff-body
case. Different values of empirical constants within the turbulence models are tested,
and C1 = 1.7 for the piloted flame and γ2 = 0.66 for the bluff-body flame provide the
most comparable predictions of mixing field to the experimental measurements. Detailed
chemistry mechanism, GRI MECH 2.11, is included in tabulated form using the Trajectory
Generated Low-Dimensional Manifold (TGLDM) method.
The predictions including both the Favre averaged and conditional mass fractions of
the reactive species and temperature are compared with available experimental data and
previous numerical results. Overall, the predictions by CSE for both the conditional and
unconditional quantities are in a good agreement with the experimental data except for
H2. Sources of discrepancies are identified such as the chemical kinetics and neglect of
differential diffusion. Large Eddy Simulations may help to improve the velocity and mixing
field predictions.
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Chapter 1
Introduction
In this chapter, the motivation and objectives of the present study are provided, followed
by an outline of the subsequent chapters.
1.1 Overview
With increasing energy prices and more stringent regulations to reduce environmental pol-
lution, a range of energy sources are being investigated and developed worldwide, including
wind, solar, and geothermal energy. However, these sources are not yet able to accommo-
date the world’s ever increasing demands for energy. In Canada, rapid growth of energy
usage is observed between 1990 and 2010: 38 % in transportation, 23 % in agriculture, 22 %
in commercial, 19 % in industrial, and 6% in residential sectors [1]. Due to the large power
demand, turbulent combustion processes are expected to remain the main energy produc-
tion source. The major concerns with the combustion processes are the environmental
pollution and greenhouse gas emissions, and research and development of new combustion
technologies have been focused on reducing the emissions levels while improving the fuel
economy.
In the research and design of combustion systems, numerical simulations using Com-
putational Fluid Dynamics (CFD) are frequently used in conjunction with experimental
investigations. One of the great advantages of using CFD is that the complex physical phe-
nomena involved in the combustion process, which are difficult to observe in experimental
studies, can be analyzed easily. Numerical combustion research, however, is very challeng-
ing since accurate modelling of the different physical processes involved in combustion is
crucial. In turbulent combustion modelling, the complexity of the turbulence-chemistry
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interactions, coupled with radiative and convective heat transfers and multi phases leads
to many challenges. Further, the averaging of chemical reaction rates is not straightfor-
ward due to the non-linearity of chemical kinetic rates with chemical reactions that take
place at the micro-flow scales. Furthermore, the tradeoff between the computational cost
and accuracy of modelling is another criterion for model development. Current numerical
combustion research is driven by these challenges.
Due to the environmental concerns with conventional petroleum based fuels, interest
has risen in growth of using alternative fuels such as biofuels, hydrogen, and alcohols. For
example, methanol is already used in many applications including automobiles. In addi-
tion to its primary source of production from coal gasification and natural gas, methanol
can be synthesized from conversion of atmospheric carbon dioxide (CO2) with hydrogen
gas (H2) [2]. The process is not quite feasible with current technology, but could be an
option to reduce the atmospheric carbon dioxide level in the future. Methanol has a high
octane rating and oxygen content, which is beneficial for gasoline engines. A number of
studies have shown that blending methanol into gasoline improves the thermal efficiency
of the engine and fuel economy while vehicle emission is reduced [2]. The development
of combustion modelling techniques applicable for the viable alternative fuels including
methanol can contribute to advance the state of the art.
1.2 Objectives
In an effort to reproduce the phenomena occurring during the combustion process, various
numerical models have been proposed. Conditional Source-term Estimation (CSE) is a
relatively new turbulent combustion model, which has shown great promise with accurate
prediction of flame characteristics. For the last few years, CSE has been implemented,
with good success, in non-premixed, premixed, and partially premixed flames. However,
the model has only been focusing on methane (CH4) and methane-based mixtures. The
model is not proposed to only work for methane based flames; therefore, it is expected to
provide good prediction of flames that burn fuels with complex chemical structures. Study-
ing methanol (CH3OH) flames is a good starting point in order to extend the application
of CSE to fuels with more complex chemical structure than methane. Methanol contains
extra oxygen atom than methane, and the reactions involved in methanol combustion are
more complicated than that of methane. Moreover, the investigation of CSE in methanol
flames is feasible since several experimental and numerical studies on methanol flames are
available to evaluate the accuracy of the modelling. Quantitative investigations on the
methanol combustion will step CSE forward to further extended application of the model.
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The objectives of the present study are:
• The simulation of two turbulent methanol non-premixed flames using CSE. To the
author’s best knowledge, there has been no attempt to reproduce any methanol flames
using the CSE approach.
• The assessment of performance of CSE by comparing the results to available ex-
perimental data and previously simulated results. This is done by examining the reactive
species mass fractions and temperature of the methanol flame.
• The suggestion of future investigations for improving the CSE method.
1.3 Outline
Chapter 2 provides the general background of turbulent combustion modelling. The funda-
mental concepts are covered first to provide sufficient knowledge for the reader to interpret
the contents of the following chapters. Starting from the governing equations of fluid flows,
statistical description of turbulence, transport equations averaging techniques, turbulence
modelling, and common tools for turbulent non-premixed combustion are provided. Chap-
ter 2 concludes with a brief presentation for various methods in turbulent combustion
modelling.
In Chapter 3, the detail of the turbulent combustion modelling approach applied in this
study, CSE, is discussed. The principle of CSE for non-premixed combustion is explained
first. Followed by the basic principle, the information regarding the techniques used in
CSE is explained. The implementation of the current CSE approach integrated with CFD
module is illustrated to help readers understand how the model works in computational
fluid dynamics. The last section of the chapter provides information on previous studies on
CSE, which addresses the needs of CSE to be applied for fuels with more complex chemical
structure than methane.
Chapter 4 introduces the previous experimental and related numerical studies on turbu-
lent non-premixed methanol flames. There are two different methanol flames investigated
in the present study: piloted flame and bluff-body flame. The experimental conditions,
available results from the experiments, and related previous numerical results are analyzed
for each flame.
The CSE results for the piloted flame are presented in Chapter 5. The chapter begins
with the summary of the corresponding experimental conditions illustrated in Chapter 4.
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The details of the simulations performed in the current study on the piloted flame are in-
vestigated including boundary conditions, mesh, and variation of model constants. Finally,
the CSE predictions for species concentrations and temperatures are compared with the
experimental data and the previously simulated results.
In Chapter 6, the numerical results using CSE on the bluff-body flame are covered. The
structure of the chapter is similar to Chapter 5. Starting from the explanation of experi-
mental conditions, the current computational set-ups are introduced. The CSE results are
then compared with the available experimental data and results from a previous numerical
investigation.
Conclusions based on the current study are covered in Chapter 7. A summary of all
work performed and the findings of this study is presented. Finally, some recommendations
regarding the future work based on the current study are presented.
4
Chapter 2
Background
In this chapter, some background information on turbulent combustion modelling is pro-
vided. Starting from the governing equations for fundamental fluid and thermodynamics,
a review of statistical treatment of turbulence, various turbulent flow field modelling, and
turbulent combustion modelling techniques are introduced.
2.1 Governing Equations of Fluid Flow
The fluid flow is governed by three main equations: conservation of mass, momentum, and
energy (or enthalpy). The intensive and extensive properties can be obtained by solving
these equations.
2.1.1 Conservation of Mass
The conservation of mass is more commonly known as continuity equation, and is given by
∂ρ
∂t
+
∂
∂xi
(ρui) = 0, (2.1)
where ρ is density, t time, u velocity, and i the index for direction in Cartesian space. The
first term on the Left Hand Side (LHS) is the rate of change of mass within the control
volume, and the second term is the convective mass transport. The term on the Right
Hand Side (RHS) indicates that there is no source or sink for mass.
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2.1.2 Conservation of Linear Momentum
The surface and pressure forces acting on the control surface related to density and velocity
in a control volume are governed by the conservation of linear momentum equation such
as
∂
∂t
(ρui) +
∂
∂xi
(ρuiuj) = − ∂p
∂xj
+
∂τij
∂xi
+B, (2.2)
where the first term on the LHS represents the local rate of change in momentum, and
the second term is the convective transfer in momentum. The first term on the RHS
is the pressure gradient acting on the fluid particle, the second term is the force due to
symmetric shear stress tensor, and the last term represents any body forces acting on the
surface including gravity and magnetic forces. The stress tensor, τij, is given by
τij = µ(
∂ui
∂xj
+
∂uj
∂xi
)− µ2
3
∂uk
∂xk
δij, (2.3)
where µ is the dynamic viscosity and δij is the Kronecker delta which is equal to 1 when
i = j, and 0 when i 6= j.
2.1.3 Conservation of Enthalpy
The fluid enthalpy can be divided into two main components: the sensible enthalpy and
the enthalpy of formation. Sensible enthalpy is the energy required to change temperature
from a reference state to another state. This is often calculated by integrating the specific
heat capacity of species k, cpk, over the given change in temperature. Meanwhile, the
enthalpy of formation, hk,ref , is the energy contained within the chemical bonds of species.
The total enthalpy can be obtained by adding the sensible enthalpy and the enthalpy of
formation together, such that
hk =
∫ T
To
cpkdT + ∆h
o
f,k, (2.4)
where hk is the total enthalpy of species k, and the first term on the RHS represents the
sensible enthalpy and the second term represents the enthalpy of formation at the reference
temperature, To. For a flow composed of more than one species, the specific heat capacity
of mixture can be calculated using a mass-weighted sum
cp =
k=1∑
N
Ykcpk, (2.5)
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where Yk is the mass fraction of species k and N the total number of species in the mixture.
The total enthalpy of mixture, h, can be obtained by solving
h =
k=1∑
N
Ykhk =
( ∫ T
To
cpkdT +
N∑
k=1
∆hof,k
)
Yk. (2.6)
Finally, the transport equation for the total enthalpy within the system can be written as
∂
∂t
(ρh) +
∂
∂xi
(ρuih) =
∂p
∂t
+
∂
∂xi
(uip) +
∂
∂xi
(uiτij)
+Q˙rad + uiB − ∂qi
∂xi
.
(2.7)
The first term on the LHS in Eq. 2.7 represents the rate of change in enthalpy, and the
second term corresponds to the convective enthalpy transfer. On the RHS, the first term
is the change of pressure over time, the second term is the work done by pressure, and the
third term represents the work done by shear stresses. The fourth term on the RHS is the
heat source term due to radiation, and the fifth term is the work done by any body forces.
The last term on the RHS is the diffusive term, where qi is the heat flux. The heat flux
can be further expressed as
qi = −λ ∂T
∂xi
+
N∑
k=1
hkjk, (2.8)
where, λ is the thermal conductivity and jk is the diffusive heat flux. Applying Fick’s first
law, the diffusive heat flux can be written as
jk = −ρDk ∂Yk
∂xi
. (2.9)
In Eq. 2.9, Dk represents the diffusivity of species k.
2.1.4 Transport of Species
In addition to the fundamental governing equations in Sections 2.1.1, 2.1.2, and 2.1.3, it
is very important to address the transport equation of species for the use of scalars. In a
reacting flow, the governing equation of species k is given by
∂
∂t
(ρYk) +
∂
∂xi
(ρuiYk) = −∂(ji,k)
∂xi
+ ω˙k, (2.10)
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where ω˙k is the rate of production or destruction of species k due to chemical reactions.
The sum of all the species mass fractions must sum to unity,
N∑
k=1
Yk = 1. (2.11)
2.2 Statistical Description of Turbulence
The fluid flow at any Reynolds number, Re, can be described by using the instantaneous
governing equations illustrated in Section 2.1. However, in a turbulent flow, the fluctuation
about its mean value of quantity is random or chaotic, and the state of the system can be
significantly changed even with small pertubations in the system. In general, turbulence is
treated as a statistical random dynamic process, where a set of values from the probability
function is used to describe the randomly fluctuating flow quantities. This section provides
a brief overview of concepts in statistics.
2.2.1 Probability Density Functions
In turbulent combustion modelling, it is a common approach to view quantities including
velocity as random variables which can be quantified as a probabilities in the range of
sample space. The likelihood or probability of a stochastic variable φ in the sample space of
Φ can be characterized by the use of a Probability Density Function (PDF) or Cumulative
Distribution Function (CDF) [3, 4]. The statistical method does not provide the exact
value of the variables, but allows the value to be stated with a level of confidence. The
CDF of the random variable φ is the probability of the event in which φ takes a value less
than or equal to a particular value in the sample space, such that
F (Φ) = prob(φ < Φ), (2.12)
where F denotes the CDF of the event. In Eq. 2.12, the resultant probabilities will be 0
in the case where Φ is sufficiently small so that φ < Φ is never true. On the other hand,
if Φ is sufficiently large so that φ < Φ is always true, the resultant probability, F (Φ), is
unity. The PDF is an alternative way of representing the probability of the event, which
is defined as the derivative of the CDF
P (Φ) =
dF (Φ)
dΦ
. (2.13)
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Figure 2.1 illustrates an example of the CDF and PDF of a Gaussian distribution.
0 10
1
Φ
F
(Φ
)
Φ1
prob(φ < Φ1)
(a) CDF
0 10
1
Φ
P
(Φ
) P (Φ1)dΦ
Φ1
dΦ
(b) PDF
Figure 2.1: CDF and PDF of Gaussian distribution
The probability of φ being within some range of dΦ is given by the product of P (Φ)
and dΦ;
prob(Φ ≤ φ < Φ + dΦ) = P (Φ)dΦ. (2.14)
An important property of PDF is that the sum of the probability over the entire space
must be equal to 1, such that ∫ ∞
−∞
P (Φ)dΦ = 1. (2.15)
The mean or expected value of the variable φ, 〈φ〉, can be defined as
〈φ〉 =
∫ ∞
−∞
ΦP (Φ)dΦ. (2.16)
Similar to Eq. 2.16, the mean of any function of φ can be obtained by solving
〈f(φ)〉 =
∫ ∞
−∞
f(Φ)P (Φ)dΦ. (2.17)
The dependence of a variable on another single random variable can be extended to mul-
tivariate variables. The resultant PDF is well known as a joint PDF
P (Φ1,Φ2) = P (Φ1|φ2 = Φ2)P (Φ2), (2.18)
where P (Φ1|φ2 = Φ2) is the probability density function of variable φ1 having a value of
Φ1 at the condition where φ2 = Φ2 is satisfied.
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2.2.2 Conditional Probability Density Functions and Conditional
Averages
A conditional probability is the probability of an event Φ1 of φ1 takes place, given that
another event of Φ2 of the random variable, φ2, occurs, such that
P (Φ1|Φ2) = P (Φ1,Φ2)
P (Φ2)
. (2.19)
The conditional expectation, 〈φ1|φ2 = Φ2〉, is the average of Φ1 over the event of occurrence
Φ2, which can by obtained by solving
〈φ1|φ2 = Φ2〉 =
∫ ∞
−∞
Φ1P (Φ1|φ2 = Φ2)dΦ1. (2.20)
Finally, the unconditional mean of φ1 at all realizations of φ2, 〈φ1〉, can be obtained by
solving
〈φ1〉 =
∫ ∞
−∞
〈φ1|φ2 = Φ2〉P (Φ2)dΦ2. (2.21)
2.3 Averaging Transport Equations
Since there is no random fluctuation about the mean scalar, the statistical description of
laminar flow is simple. For a transitional flow, small instabilities within the flow start
to have impact on the flow structures. The instability within the flow plays a huge role
in fully turbulent flow, which makes the statistical description of turbulent flow more
complicated. Turbulent flows contain irregular, random motions over a range of length
scales. In a turbulent flow, the instantaneous quantities can be decomposed into mean
and fluctuating components. In this section, two main averaging techniques are described:
Reynolds averaging and Favre averaging.
2.3.1 Reynolds Averarging
In Reynolds averaging, a stochastic quantity, φ, is decomposed into a time average and
fluctuation about the average
φ(xi, t) = φ¯(xi, t) + φ
′(xi, t), (2.22)
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where φ(xi, t) is the instantaneous value, φ(xi, t) is the average value, and φ
′(xi, t) is the
fluctuation about the average value. The Reynolds decomposition is illustrated in Fig 2.2.
t
φ
φ
φ′
φ = φ+ φ′
Figure 2.2: Reynolds decomposition
Applying Reynolds averaging, the conservation of mass (Eq. 2.1) and momentum (Eq.
2.2) become
Conservation of Mass:
∂ρ
∂t
+
∂
∂xi
(ρui) = 0, (2.23)
Conservation of Momentum:
∂(ρui)
∂t
+
∂
∂xi
(ρuiuj) +
∂ρu′iu
′
j
∂xj
= − ∂p
∂xj
+
∂τij
∂xi
+B. (2.24)
Equations 2.23 and 2.24 are known as Reynolds Averaged Navier-Stokes (RANS) equations.
In Eq. 2.24, the last term on the LHS,
∂ρu′iu
′
j
∂xj
, denotes the Reynolds stresses, which are
related to the convective momentum transfer from turbulent eddies.
2.3.2 Favre Averaging
In turbulent reacting flows, the density fluctuation is significant due to large change in
temperature. For these flows, the density weighted averaging, or so called Favre averaging
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is preferred [5]. The Favre averaging is given by
φ˜ =
ρφ(xi, t)
ρ
. (2.25)
Using the Favre averaging technique, the instantaneous value of the quantity φ can be
decomposed into
φ(xi, t) = φ˜(xi, t) + φ
′′(xi, t), (2.26)
where φ′′(xi, t) represents the fluctuation about the Favre averaged quantity. The Favre
averaged form of the transport equations can be written as
Conservation of Mass:
∂ρ
∂t
+
∂
∂xi
(ρu˜i) = 0, (2.27)
Conservation of Momentum:
∂(ρu˜i)
∂t
+
∂
∂xi
(ρu˜iu˜j) +
∂ρu˜”iu
”
j
∂xj
= − ∂p
∂xj
+
∂τij
∂xi
+ B˜, (2.28)
Transport of Species
∂
∂t
(ρY˜k) +
∂
∂xi
(ρu˜iY˜k) = − ∂
∂xi
(ρu˜”kY
”
k ) +
∂
∂xi
(ρD
∂Y˜k
∂xi
) + ω˙k, (2.29)
Conservation of Enthalpy:
∂
∂t
(ρh˜) +
∂
∂xi
(ρu˜ih˜) =
∂p
∂t
+
∂
∂xi
(
λ
∂T˜
∂xi
− ρ
N∑
k=1
h˜kDk
∂Y˜k
∂xi
− ρu˜”ih”
)
+ τij
∂ui
∂xj
+ ˜˙Qrad + ρB˜.
(2.30)
The Reynolds stress term in Eq. 2.28, (ρu˜”iu
”
j), and Reynolds flux terms (ρu˜
”
iY
”
k ) and
(ρu˜”ih
”) in 2.29 and 2.30, respectively, are unclosed terms. The closure for these terms can
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be achieved by modelling. A common way of closing the Reynolds fluxes is using a gradient
diffusion assumption;
ρu˜”iY
”
k = −
µt
Sckt
∂Y˜k
∂xi
, (2.31)
ρu˜”ih” = −
µt
Pr
∂h˜
∂xi
, (2.32)
where µt is the turbulent viscosity which can be obtained from the turbulence model, Pr
is the Prandtl number, and Sckt is the turbulent Schmidt number for species k. In case of
high Reynolds number, the ∂
∂xi
(ρD ∂Y˜k
∂xi
) term in 2.29 can be neglected. The same argument
may be applied to Eq. 2.30, such that the term λ ∂T˜
∂xi
can be neglected since the magnitude
of the term is much smaller than µt
Pr
∂h˜
∂xi
at high Reynolds number.
2.4 Turbulence Modelling
In order to predict the effects due to turbulence, substantial amount of research effort has
been spent. There are mainly three methods in simulating turbulent flow field: Direct
Numerical Simulation (DNS), Reynolds Average Navier Stokes (RANS) simulation, and
Large Eddy Simulation (LES). The following section gives an overview of each method.
2.4.1 Direct Numerical Simulation
In Direct Numerical Simulation (DNS), the state of the system is completely resolved
instead of being determined based on a probability function. The unsteady Navier-Stokes
equations are solved on spatial grids which are adequately fine enough so that small length
scales are resolved. In addition, time steps in DNS are sufficiently small to accommodate
the fastest fluctuation. As a result, the method requires huge computational resources. Due
to its high computational expense, the use of DNS in industrial application is not feasible.
A limited number of turbulent flames has been analyzed using DNS [6, 7, 8, 9, 10].
2.4.2 Reynolds Averaged Navier Stokes Simulations
Reynolds Averaged Navier Stokes (RANS) simulations involve solving the averaged Navier-
Stokes equations presented in Section 2.3. RANS mainly focuses on the mean flow as well
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as the effects of turbulence on mean properties, closing the Reynolds stress term in the
averaged equations by modelling. For most of the RANS models, the turbulent viscosity
hypothesis proposed by Boussinesq is used, where the Reynolds stresses are assumed to be
proportional to the mean rates of deformation of fluid elements. Applying the hypothesis,
the Reynolds stresses are determined by the mean velocity gradients. In Favre averaged
form, the Reynolds stress can be expressed as
ρu˜”iu
”
j = −µt(
∂u˜i
∂xj
+
∂u˜j
∂xi
) +
2
3
ρk˜δij, (2.33)
where k is the turbulent kinetic energy. The assumption is poor in complex flows, however,
reasonable predictions can be obtained for simple shear flows using the turbulent viscosity
hypothesis.
Mixing Length Model
Prandtl suggested the mixing length model in 1925, which does not require the solution
of any additional transport equations [11]. The mixing length model assumes that the
kinematic turbulent viscosity, νt =
µt
ρ
, is the product of a turbulent velocity scale, vt, and
an assumed mixing length scale, lt, such that
νt = Cvtlt. (2.34)
In Eq. 2.34, C is a dimensionless constant of proportionality. In simple two-dimensional
turbulent flows, the only significant Reynolds stress is ρu˜i”uj” and the only significant
mean velocity gradient is ∂u˜i
∂xj
. Therefore, the velocity scale can be described as
vt = clt
∣∣∣∣∂u˜i∂xj
∣∣∣∣ , (2.35)
where c is a dimensionless constant. The absolute value on the RHS is taken to make sure
that the velocity scale is always positive irrespective to the sign of the velocity gradient.
Combining Eq. 2.34 and Eq. 2.35, the kinematic turbulent viscosity becomes
νt = l
2
t
∣∣∣∣∂u˜i∂xj
∣∣∣∣ . (2.36)
Finally, using Eq. 2.36, the Reynolds stress term can be expressed as
ρu˜i”uj” = −ρl2t
∣∣∣∣∂u˜i∂xj
∣∣∣∣ ∂u˜i∂xj . (2.37)
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The mixing length model is easy to implement and inexpensive in terms of computational
cost. However, the accuracy of the modelling depends on the selection of length scale
[3, 11].
Standard k- Model
The standard k −  model is one of the most well known RANS models, which focuses
on the mechanisms that affect the turbulent kinetic energy [3, 11, 12]. In the model, the
turbulent kinetic energy, k, is determined by (in Favre averaged form)
k˜ =
1
2
3∑
k=1
u˜i”uj”. (2.38)
In addition to the turbulent kinetic energy, the k −  model also focuses on the rate of
viscous dissipation,  [13]. In the model, k and  are used to define velocity scale, v, and
length scale, l, as follows
v = k
1
2 l =
k
3
2

. (2.39)
Using Eq. 2.34 and Eq. 2.39, the turbulent eddy viscosity is expressed as
µt = ρνt = ρCvl = ρCµ
k2

, (2.40)
where Cµ is a dimensionless constant. The transport equation for k and  are
∂(ρk˜)
∂t
+
∂(ρu˜ik˜)
∂xi
=
∂
∂xi
[
(µ+
µt
σk
)
∂k˜
∂xi
]
+ Pk − ρ˜, (2.41)
and
∂(ρ˜)
∂t
+
∂(ρu˜i˜)
∂xi
=
∂
∂xi
[
(µ+
µt
σk
)
∂˜
∂xi
]
+ C1
˜
k
Pk − C2ρ˜
2
k
, (2.42)
where Pk is the production term for turbulent kinetic energy,
Pk = −ρu˜”iu”j
∂u˜i
∂xj
. (2.43)
The standard values for the constants in Eqs. 2.41 and 2.42 are
Cµ = 0.09, C1 = 1.44, C2 = 1.92, σk = 1.0, and σ = 1.3. (2.44)
The standard k −  model is well known for its over prediction of spread rate around the
main jet [11]. The overprediction of the spread rate can be resolved by tuning either one
of the empirical constants, C1 and C2.
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Wilcox k-ω model
Another commonly used RANS model is Wilcox k − ω [14] proposed by Wilcox in 1988.
The basic idea of the model is similar to the k−  model, but it introduces the turbulence
frequency ω = 
k
. In the model, the transport equation for ω is solved instead of . The
resulting transport equations for k and ω are
∂(ρk˜)
∂t
+
∂(ρu˜ik˜)
∂xi
=
∂
∂xi
[
(µ+ µtσk1)
∂k˜
∂xi
]
+ ρPk − β∗ρω˜k˜, (2.45)
∂(ρω˜)
∂t
+
∂(ρu˜iω˜)
∂xi
=
∂
∂xi
[
(µ+ µtσω1)
∂ω˜
∂xi
]
+ ργ1S
2 − β1ρω˜2, (2.46)
where S is the invariant measure of the strain rate. In Eqs. 2.45 and 2.46, the default
values for model constants are
β∗ = 0.09, β1 = 3/40, σk = 0.85, σω1 = 0.5,
γ1 = β1/β
∗ − σω1κ2/
√
β∗, and κ = 0.41.
(2.47)
SST k-ω Model
The Shear Stress Transport (SST) k−ω approach [15] combines Wilcox k−ω formulation
in the inner parts of the boundary layer and k −  in the free stream. The governing
equations for Wilcox k − ω model are combined with the governing equations for the
standard k −  model. The governing equations for the k −  model (Eqs. 2.41 and 2.42)
can be transformed into k − ω form, such that
∂(ρk˜)
∂t
+
∂(ρu˜ik˜)
∂xi
=
∂
∂xi
[
(µ+ µtσk2)
∂k˜
∂xi
]
+ Pk − β∗ρω˜k˜, (2.48)
∂(ρω˜)
∂t
+
∂(ρu˜iω˜)
∂xi
=
∂
∂xi
[
(µ+ µtσω2)
∂ω˜
∂xi
]
+ ργ2S
2 − β2ρω˜2 + 2ρσω2
ω
∂k˜
∂xi
∂ω˜
∂xi
, (2.49)
where
β∗ = 0.09, β2 = 0.0828, σk2 = 1.0, σω2 = 0.856,
γ1 = β2/β
∗ − σω2κ2/
√
β∗, and κ = 0.41.
(2.50)
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Combining Eqs. 2.45, 2.46, 2.48, and 2.49, the governing equations for SST k − ω model
can be obtained
∂(ρk˜)
∂t
+
∂(ρu˜ik˜)
∂xi
=
∂
∂xi
[
(µ+ µtσk)
∂k˜
∂xi
]
+ Pk − β∗ρω˜k˜, (2.51)
∂(ρω˜)
∂t
+
∂(ρu˜iω˜)
∂xi
=
∂
∂xi
[
(µ+ µtσω)
∂ω˜
∂xi
]
+ ργS2 − βρω˜2 + 2(1− F1)ρσω2
ω
∂k˜
∂xi
∂ω˜
∂xi
,(2.52)
where, F1 is the primary blending function
F1 = tanh

min
[
max
( √
k˜
β∗ω˜y
,
500ν
y2ω˜
)
,
4ρσω2k˜
CDkωy2
]4
 , (2.53)
with
CDkω = max
(
2ρσω2
1
ω
∂k˜
∂xi
∂ω˜
∂xi
, 10−10
)
, (2.54)
and the production term,
Pk = min(µt
∂u˜i
∂xj
(
∂u˜i
∂xj
+
∂u˜j
∂xi
), 10β∗k˜ω˜). (2.55)
The turbulent eddy viscosity, µt is calculated using
µt =
ρa1k˜
max(a1ω˜, SF2)
, (2.56)
where a1 = 0.31 and F2 is the secondary blending function, which is expressed as
F2 = tanh

[
max
(
2
√
k˜
β∗ω˜y
,
500ν
y2ω˜
)]2 . (2.57)
The variable, y, in the blending functions (Eq. 2.53 and 2.57) corresponds to distance of
the first node of the computational domain from the wall.
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Reynolds Stress Model
The Reynolds stress model does not use the eddy viscosity hypothesis to determine the
Reynolds stresses. Instead, the model solves the following equations to determine the
Reynolds stresses,
∂
∂t
(ρu˜”iu
”
j) +
∂
∂xi
(ρu˜iu˜”iu
”
j) = Pij +Dij − ij + piij + Ωij, (2.58)
where Pij is the production, Dij is the diffusion, ij is the dissipation, piij is the transport
due to turbulent pressure-strain interaction, and Ωij is the transport due to rotation of the
Reynolds stresses. The details of the exact forms of the terms in Eq. 2.58 are available in
[11]. The Reynolds stress model is fairly more accurate than other models, however, the
model has problems in flow field prediction if  is poorly predicted by its transport equation
[11]. Another disadvantage of this model is that it requires additional computational cost
than other RANS modelling approaches due to the additional transport equations to be
solved.
2.4.3 Large Eddy Simulation
Large Eddy Simulation (LES) is another simulation method for turbulent flow, which can
be placed between the RANS and DNS techniques. The technique is widely used for
non-reacting flows [16, 17]. LES uses a spatial filtering operation, which separates larger
and smaller eddies based on the filter size. The spatial filtering separates the larger and
smaller eddies, where the larger eddies are resolved from the filtered Navier-Stokes equa-
tions, whereas the smaller eddies are modelled. The effect of the resolved eddies on smaller
eddies are represented by Sub-Grid-Scale (SGS) stresses.
LES requires significantly higher computing resources than most of the RANS tech-
niques. In LES, the grid spacing in the simulation domain is proportional to the filtering
width, which must be fine enough to accommodate the range of inertial subrange of the flow
[3]. In addition, LES must take the mean and fluctuation into account in three dimension,
which means that the computations cannot be performed in two-dimensional space. LES
has been gaining its popularity over the past years with advances in parallel computing,
however, it is still at the stage of its development.
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2.5 Turbulent Reacting Flows and Non-premixed Com-
bustion
Turbulent combustion is frequently observed in many applications such as gas furnace
and internal combustion engine. During the process, turbulent flow undergoes chemical
reaction, which is complicated to be analyzed. In addition to the Navier-Stokes equations,
the effects of reactions occuring in the flow field must be considered in turbulent combustion
modelling. In this section, some important concepts in the modelling of turbulent non-
premixed combustion are briefly described.
2.5.1 Damko¨hler Number
In turbulent combustion process, there are two main key parameters: turbulence and
chemistry. The interactions between turbulence and chemistry have a significant impact on
both the species concentration and temperature. The species concentrations are enhanced
by turbulent mixing, which in turn the chemical reaction rates to be changed. Conversely,
the chemical reactions play a huge role in changing temperature and density, which in
result, changes the structure of the turbulent flow field. The ratio between the chemical
and turbulent timescales, therefore, is a very crucial in terms of analyzing reacting flows.
Damko¨hler number, Da, is a dimensionless number, which represents the ratio between
the chemical and turbulent timescales [18]
Da =
Diffusive time scale
Chemical time scale
=
τt
τc
. (2.59)
If Da >> 1, reactions occur faster than the turbulent mixing, which implies that the
reaction rates are greater than the turbulent mixing. Conversely, if Da << 1, turbulent
mixing occurs faster than the chemical reaction. The Damko¨hler number is very useful
for modelling non-premixed reacting flows: if Da is relatively large, a 1-step infinite rate
reaction can be assumed with little impact on the overall results [19].
2.5.2 Mixture Fraction
In non-premixed flame, the structure of the flame depends on the mixing field between
the fuel and oxidizer. The concept of mixture fraction is one of the main key concepts
required for successful analysis of non-premixed flames. One of the great advantages of
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mixture fraction is that the mixing of all the reactive scalars are allowed to be described
by a single variable. The mixture fraction, ξ, is a normalized scalar, which represents the
ratio of fuel stream and oxidizer stream in a given location within the flow regime. The
mixture fraction is defined as
ξ =
mass originating from fuel
total mass of mixture
. (2.60)
In a simple two stream mixing, where fuel and oxidizer are supplied from separate inlets,
mixture fraction can be expressed as
ξ =
m˙f
m˙f + m˙o
, (2.61)
where m˙f is the mass flow of the fuel stream and m˙o the mass flow of the oxidizer stream. In
non-reacting multi-component flows, the species mass fractions are linearly proportional to
the mixture fraction. If the diffusivities for all species are assumed to be equal, the mixture
fraction can be assumed to be a conserved scalar. The governing transport equation for
mixture fraction can be written as
∂(ρξ)
∂t
+
∂(ρuiξ)
∂x
=
∂
∂xi
(
ρD
∂ξ
∂xi
)
, (2.62)
where D is the mixture fraction diffusivity. As shown in Eq. 2.62, the transport equation
of mixture fraction does not include any source or sink terms, which means that ξ is
conserved. Applying the Favre averaging technique, Eq. 2.62 becomes
∂(ρξ˜)
∂t
+
∂(ρu˜iξ˜)
∂x
=
∂
∂xi
(
ρD
∂ξ˜
∂xi
− ρu˜”iξ”
)
, (2.63)
where the turbulent flux, u˜”i ξ”, can be modelled by the gradient diffusion assumption
u˜”iξ” = −Dt ∂ξ˜
∂xi
, (2.64)
where Dt is turbulent diffusivity. The transport equation for the mean mixture fraction
variance, ξ˜”2, is given by
∂(ρξ˜”2)
∂t
+
∂(ρu˜iξ˜”2)
∂x
+
∂(ρu˜iξ”2)
∂x
= 2ρDt
(
∂ξ˜”
∂x
)2
− ρχ˜, (2.65)
where the turbulent flux term, u˜”ξ”2, is modelled using the gradient diffusion hypothesis.
The mean scalar dissipation rate, χ˜, on the RHS of Eq. 2.65 will be discussed in Section
2.5.3.
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2.5.3 Mean Scalar Dissipation Rate
The mean scalar dissipation rate, χ˜, is an important parameter which connects the mixing
and combustion fields. The dissipation rate of variance of scalar in small scales due to tur-
bulent micromixing is described by the mean scalar dissipation rate, which is proportional
to the inverse of the diffusive time
χ ∼ τ−1t . (2.66)
Equation 2.66 can be further expanded using the definition of Damko¨hler Number,
χ ∼ (τcDa)−1. (2.67)
A very small value of χ˜ implies that the combustion process occurs at the condition close
to the equilibrium or the fast chemistry limit. Increase in χ˜ indicates that diffusive time
decreases and the reaction zone is strained, resulting more heat being removed from the
reaction zone, thus lowering reacting rates and temperature [11].
2.6 Models for Turbulent Non-premixed Combustion
Accurate modelling of the different physical process involved in combustion is crucial in or-
der to improve thermal efficiency of combustion devices and reduce atmospheric emissions.
In most industrial applications such as furnaces, gas turbines, and internal combustion en-
gines, combustion occurs in turbulent flow conditions. Several models have been developed
to model the turbulent combustion process. In this section, an overview of some of existing
turbulent non-premixed combustion models is presented.
2.6.1 Infinitely Fast Chemistry
In non-premixed turbulent combustion, it is commonly assumed that the time scales of
chemical reactions are infinitely smaller than the convection and diffusion time scales.
This allows the use of infinitely fast chemistry to be appropriate. A popular model for
non-premixed combustion used in the industry is Eddy Dissipation Concept (EDC) [20].
The main assumption in the EDC model is that the reaction rate is proportional to the rate
of mixing between reactants and products for fast chemistry, such that the mean reaction
rate of fuel, ω˙F , can be obtained by solving
ω˙F = Cmagρ

k
min
(
Y˜F ,
Y˜O
r
, β
Y˜P
(1 + r)
)
, (2.68)
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where Cmag and β are empirical constants which can be adjusted, and r is the oxygen-fuel
stoichiometric mass ratio. Subscripts F , O, and P in Eq. 2.68 are fuel, oxidizer, and
products, respectively. The advantage of EDC model is that it is simple and requires lower
computational cost compared to other combustion models. However, the model has diffi-
culties in prediction with the existence of ignition, quenching or stabilization mechanism.
2.6.2 Laminar Flamelet Model
Laminar Flamelet Models (LFM) is a relatively simple combustion model which takes
account for detailed chemistry [21]. The model assumes the turbulent flame consists of an
ensemble of stretched laminar flamelets. In LFM, turbulent flames are described as a set of
flamelets, where the major chemical reactions and heat release occur. The model assumes
that the fuel and oxidant react in locally thin zones in a condition that the chemical time
scales are much shorter than that of the characteristic turbulence (i.e. high Da). The
laminar flamelet equation is given by
∂Yi
∂t
=
χ
Lei
∂2Yi
∂ξ2
+ ω˙i, (2.69)
where Lei is the Lewis number of specie i, which describes the ratio between the thermal
diffusivity and mass diffusivity of the specie. The properties such as species mass fractions
depending on the mixture fraction, ξ, are evaluated and stored in a tabulated form (flamelet
libraries). The scalar dissipation rate, χ, determines the effect of flame stretching of the
actual turbulent flame. The Favre averaged species mass fraction can be obtained by
Y˜i(xi, t) =
∫ 1
0
∫ ∞
0
Yi(η, χs, t)P˜ (η, χs, xi, t)dχsdη, (2.70)
where χs is the scalar dissipation rate at the flame surface and η is the sampling mixture
fraction.
The main advantage of the laminar flamelet method is that detailed chemistry can
be adapted within the calculations at low cost since the library contains information of
temperature, density, and species. However, the main limitation of the model is related
to the assumption that all chemical time and length scales remain smaller than the length
scale of the characterized smallest eddy, which is not verified for practical combustion cases
in often. This limitation also makes the laminar flamelet model unsuitable for prediction
of autoignition or flames with large chemical timescales.
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2.6.3 Transported PDF Model
Transported PDF method was first proposed by Pope [22]. The method is not restricted
by the flamelet assumption, and it solves the joint PDF of velocity, scalar dissipation, and
composition instead of assuming the shape of the PDF. One of the advantages of the model
is that the chemical source term is closed, and can be used for both premixed and non-
premixed flames while providing an accurate representation of the joint PDF of several
scalar variables [23]. Since the PDF transport equation has high dimensionality, Pope
[24, 25] proposed solving the PDF equation stochastically using Monte-Carlo simulation
techniques. By doing this, the evolution of joint PDF is estimated by a large number of
stochastic particles. Overall, the model has been shown to perform well for various flames
[26]. However, several issues must be addressed in the method. The transported PDF
method still requires modelling for the mixing term closure, and the overall performance
of the PDF method is dependent on the submodel chosen for the unclosed term. The
modelling of the mixing term presents one of the most challenging issues in PDF methods.
Another limitation of the transported PDF method is that the method requires substantial
computational resources compared to other combustion models such as LFM.
2.6.4 Conditional Moment Closure
Conditional Moment Closure (CMC) was developed independently by Klimenko [27] and
Bilger [28]. The model is also not restricted by the flamelet assumption. In CMC, con-
ditional averages of species and temperature are considered by selecting a conditioning
variable and assuming that the fluctuations about the temperature and mass fraction of
species are associated with the selected variable. The assumption is so called the first order
closure for CMC. In non-premixed flames, the scalar fluctuations mostly depend on the
mixture fraction, which makes the mixture fraction a good candidate for the conditioning
variable. Using the CMC approach, the mean value of the scalar field f is obtained by
f˜ =
∫ 1
0
〈f |η〉 P˜ (η)dη, (2.71)
where 〈f |η〉 is the conditional average of f˜ . The conditional average is conditioned on the
mixture fraction space ranging from 0 to 1. The mixture fraction dimension is discretized
into a determined number of bins and the conditional average corresponds to the average
value at each bin. The conditional averages are obtained by solving the conditional trans-
port equation in the mixture fraction sample space. The first order closure is often used
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to close the chemical source term, allowing
〈ω˙k|η〉 = ω˙(〈T |η〉 , 〈Yk|η〉 , 〈ρ|η〉), (2.72)
where 〈ω˙k|η〉 is the conditional averaged chemical source term of species k, 〈T |η〉 the
conditional averaged temperature, 〈Yk|η〉 the conditionally averaged species mass fraction
of specie k, and 〈ρ|η〉 the conditionally averaged density of mixture.
CMC has been successful for various turbulent non-premixed configurations and a good
review of these studies may be found in [4, 29]. Although in principle, CMC is applicable
to any combustion regime, some assumptions need to be made for the closure of some
terms in the CMC transport equations. These additional unclosed terms can be difficult
to model, in particular to the cases close to ignition or extinction due to huge fluctuations
in species and temperature [30, 31, 32]. CMC method may be computationally expensive
since the method solves additional CMC equations for species in space, time, and sample
space.
2.6.5 Multiple Mapping Conditioning
Multiple Mapping Conditioning (MMC) has been recently proposed by Klimenko and Pope
[33]. The basic idea of the MMC model is to combine the PDF and CMC methods in a way
that the non-premixed combustion is modelled as expectations of all scalars conditioned on
a set of random reference variables with a joint PDF. MMC has been developed as a general
formulation of mapping closure methods using deterministic and stochastic frameworks. It
has been found that the model is able to reproduce non-premixed flames accurately [34, 35].
The model is still at the early stage of development.
2.6.6 Conditional Source-term Estimation
Conditional Source-term Estimation (CSE) was first proposed by Bushe and Steiner [36].
Similar to the idea of CMC, CSE uses conditional averages for the chemical source term
closure. In CSE, the conditional average of the chemical source term is determined by first
order averages, which is also used in CMC. The conditional averages in CSE are obtained
by inverting an integral unlike transport equation is solved to obtain the averages in CMC.
Further details of this model are discussed in Chapter 3.
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2.7 Summary
The background information required for understanding of the general modelling techniques
is introduced in this chapter. Details on the governing equations for fluid flow, averaging
techniques, statistical description of turbulent flow, and turbulence modelling are covered
in this chapter as well as an overview of the existing turbulent combustion modelling
methods. The following chapter provides more detail of the CSE method including its
principle and relevant submodels.
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Chapter 3
Conditional Source-term Estimation
(CSE) for Non-premixed Turbulent
Combustion
In this chapter, Conditional Source-term Estimation (CSE) along with the required sub-
models are introduced. Starting from the basic principle of CSE, the details on submodels
are presented. Followed by the details of submodels, the methodology of CSE implemented
in Computational Fluid Dynamics (CFD) is described. Finally, an overview of the previous
studies on the application of CSE are covered which leads to the objective of the current
study.
3.1 Principle
The basic idea of CSE is similar to CMC, where the closure for chemical source term is
achieved in the conditional space. For N chemically reactive species in a turbulent flame,
(N − 1) Favre-averaged species transport equations are solved with the last species mass
fraction being determined by conservation of mass, in addition to the flow and enthalpy
equations. In each species transport equation, the mean chemical source term needs to
be calculated. The present description is focused on the CSE implementation in RANS,
but the concept would be similar in LES [37]. In non-premixed combustion, the mixture
fraction is a conserved quantity and the common choice of the conditioning variable in
non-premixed combustion. The mixture fraction varies between 0 for pure air and unity
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for pure fuel. Using conditional averages, the mean chemical source term is found by
ω˙k(xj, t) =
∫ 1
0
〈ω˙k|η〉(η, xj, t)P¯ (η, xj, t)dη. (3.1)
In Eq. 3.1, ω˙k is the mean chemical source term for species k, 〈ω˙k|η〉 the chemical reaction
rate for species k conditionally averaged on a value η of the mixture fraction sample space,
ξ, P (η, xj, t) the PDF of η, xj the spatial coordinate, and t the time. The PDF of mixture
fraction are obtained from the mean and variance of the mixture fraction, which will be
discussed in Section 3.4. Thus, in Eq. 3.1, the only unknown is the conditional chemical
reaction rate of species k. Applying the first order closure for the reaction rates, the
conditional chemical source term may be assumed to follow,
〈ω˙k|η〉 ' ω˙k(〈Yi|η〉 , 〈T |η〉), (3.2)
where 〈Yi|η〉 is the conditional mass fraction of species i, and 〈T |η〉 the conditional tem-
perature. First order closure for the conditional chemical source term is applied, which
implies that the fluctuations about the conditional averages are assumed to be negligible,
and is commonly used in CMC as well [4]. This approximation is valid for flames far from
extinction conditions and without ignition.
In Eq. 3.2, in order to determine 〈ω˙k|η〉, the conditional species mass fractions and con-
ditional temperature, which are initially unknown, need to be calculated. In CSE, these
conditional scalars are obtained by inverting the following integral,
f˜(xj, t) =
∫ 1
0
〈f |η〉(η, xj, t)P˜ (η, xj, t)dη, (3.3)
where f may be the mass fraction of species k, temperature, or enthalpy. It is important
to note that the Favre averaged species mass fraction, temperature, or enthalpy are known
at a given time or iteration as transport equations for these quantities are solved during
CFD simulation. Once all conditional scalars are found by inversion, the unconditional
chemical source term, ω˙k, may be retrieved by using Eq. 3.1 and returned as a source term
to the species transport equations.
In practice, due to the large number of species, N, that are considered, it is not possible
to invert Eq. 3.3 for all the species present in the chemical mechanism. Instead, only
two inversions will be performed assuming that the chemistry can fully characterized by
two species mass fractions at a given η. Consequently, the quality of CSE implementation
strongly depends on (i) the inversion method needed to invert Eq. 3.3 and (ii) the chemistry
tabulation technique. These two aspects are examined in the following sections.
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3.2 Inversion Method
In order to invert Eq. 3.3, CSE takes advantage of the fact that the conditional averages
vary less in space compared to the unconditional averages [4]. Instead of defining a coarse
grid for the conditional averages like in CMC, the computational domain is divided into
ensembles, and the conditional averages within the CSE ensembles are assumed to be
homogeneous. The homogeneity of the conditional averages allows spatial independence
of the conditional averages within an ensemble. Further detail on the definition of the
ensemble will be provided in Section 3.5. Thus, Eq. 3.3 can be re-written as
Y˜k(xj, t) =
∫ 1
0
〈Yk|η〉(η, t)P˜ (η, xj, t)dη. (3.4)
Notice that the spatial dependence of the conditional mass fraction of species k is now
removed in Eq. 3.4 compared to Eq. 3.3 due to the homogeneity assumption. Equation
3.4 is a Fredholm integral of the first kind and can be written in matrix form such as
~b = A . ~α, A = Aj,m =
∫ ηm+1
ηm
P˜ (η, xj, t)dη, (3.5)
where ~b is the vector including all values of Y˜k(xj, t), A the matrix of integrated PDF over
a discretized mixture fraction interval, ~α corresponds to the vector containing 〈Yk|η〉, j the
spatial coordinate index, and m the mixture fraction bin index. In CSE, the solution of
interest is expressed as
~α = A−1~b. (3.6)
Equation 3.6 is typically ill-posed meaning that the solution is sensitive to small pertur-
bations in the system [38]. The ill-posedness of the problem can be resolved by using
regularization method, which yields a stable, smooth, and unique solution of the inverse
problem. There are several regularization methods available including Truncated Singu-
lar Value Decomposition (TSVD) [39] and Tikhonov regularization technique [40]. In
the present work, zeroth order Tikhonov regularization is selected. First order (spatial)
Tikhonov regularization methods could be used to obtain a smooth and unique solution
with advantage of not depending on the accuracy of the solution from the previous time
step [41]. However, first order Tikhonov methods add significant complexity and is not
considered in the present work. Further, zeroth order Tikhonov regularization has been
shown to work well in CSE [42, 43, 44]. Zeroth order Tikhonov is applied to Eq. 3.6 and
results in
~α = arg min
∥∥∥∥[AλI
]
~α−
[
~b
λ~α0
]∥∥∥∥2
2
, (3.7)
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where ||.||22 is the L2-norm of a vector, I the identity matrix, ~α0 some a−priori knowledge
of the solution, and λ the regularization parameter. Several initial solutions for a− priori
knowledge are possible. In the present study, the strategy proposed by Grout et al. [41] is
implemented: the solution from previous time step is taken as a− priori and the regular-
ization parameter can be obtained by solving
λ2 =
Tr(ATA)
Tr(I)
, (3.8)
where Tr is the trace of the matrix. Finally, Eq. 3.8 is solved by Lower Upper (LU)
decomposition method.
The conditional averages are obtained by solving Eq. 3.6. By solving the inversion of
integral equation, the constraining assumptions of the fast chemistry is not required. In
addition, solving the transport equations to obtain the conditional averages in CMC are
no more required in CSE.
3.3 Chemistry Tabulation
The inclusion of detailed chemistry into the simulation can result in large computational
cost due to the large number of species that need to be considered and solved for. The
cost for solving detailed chemistry during the simulation can be avoided using a tabulated
chemistry, where the species reaction rates and mass fractions can be simply retrieved
from a pre-built chemistry table. In the present work, tabulated chemistry via Trajectory
Generated Low Dimensional Manifold (TGLDM) approach is applied [45]. This chemistry
tabulation has been successfully incorporated into previous CSE calculations for methane-
air combustion. Thus, this appears to be the logical choice for the present simulations of
methanol combustion. The principle is briefly summarized.
Using the conservation of chemical elements at specified mixture fraction values, a
bounded manifold is formed in a composition space. The boundary points of the manifold
is set as the initial point of trajectories. From each initial points, the chemistry trajectories
evolve towards the equilibrium point by solving the governing ordinary differential equation
for each species,
ρ
∂Yk
∂t
= ω˙k, (3.9)
ρ being density of the mixture. The manifold produced by all of the trajectories simulated
are stored as a function of the mass fraction of carbon dioxide (YCO2) and water (YH2O) due
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to their long formation times [46]. Figure 3.1 illustrates the evolved trajectories represented
by the mass fractions of (YCO2) and water (YH2O). In Fig. 3.1, the solid blue line represents
the imaginary boundaries at the given mixture fraction. Within the boundary lines, the
initial points or trajectory seeding points are set. A single trajectory evolves from the
specified seeding point towards the equilibrium point, which is shown as the red star in
Fig. 3.1. After all the trajectories are simulated at each starting point, any redundant
points within the manifold are removed.
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Figure 3.1: Illustration of chemistry trajectories in YCO2 and YH2O space (for η = 0.135 in
methanol-air combustion)
Finally, Delaunay triangulation method is applied to extract required species condi-
tional chemical source term at particular YCO2 and YH2O values from the inversion process.
The manifold after the triangulation process is illustrated in Fig. 3.2, and Fig. 3.3 shows
the reaction rate of CO2 mapped with the triangulation. In Fig. 3.3, the unit for the
reaction rate is per second.
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Figure 3.2: TGLDM manifold with Delaunay triangulation at η = 0.135
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Figure 3.3: Reaction rate of CO2 (per second) plotted on the TGLDM manifold with
Delaunay triangulation at η = 0.135
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3.4 Presumed Probability Density Function
In CSE, the role of the PDF is crucial. The PDF is used in both the inversion process to
obtain the conditional averages as well as for the calculation of the unconditional chemical
source term of species. Therefore, a good approximation of PDF is required for CSE to
provide accurate results. In combustion applications, a presumed shape of PDF based on
one or two parameters can be adopted [47]. For non-premixed combustion, the mean and
variance of the mixture fraction from their transport equations are used for the shape of the
presumed PDFs. There are several presumed PDFs that are commonly used in turbulent
combustion such as clipped Gaussian PDF and β−PDF. In the current CSE method, a
β−PDF is employed as the presumed PDF of the mixture fraction. In this section, a brief
introduction of β−PDF is introduced.
The β-PDF of mixture fraction in Favre averaged form [48] is defined as
P˜ (η) =
ηα−1(1− η)β−1
Ib
, (3.10)
where Ib is given by
Ib =
∫ 1
0
ηα−1(1− η)β−1dη. (3.11)
In Eq. 3.10, and Eq. 3.11, α and β are the parameters defined as following
α = ξ˜
(
ξ˜(1− ξ˜)
ξ˜”2
− 1
)
, (3.12)
β =
(
1− ξ˜
)( ξ˜(1− ξ˜)
ξ˜”2
− 1
)
. (3.13)
The β distribution is a smooth PDF where the shape of it varies with ξ˜ and ξ˜”2, which
is illustrated in Fig. 3.4. The β distribution is defined only in the range of 0 ≤ η ≤ 1,
and it is either zero or asymptotic to infinity at the boundaries. In the flow field, the
distribution of mixture fraction is not uniform over the flow region: the well-mixed zone
has Gaussian distribution while the unmixed zone has single or double-delta distributions.
The β function is able to change continuously from the PDF shapes with one or multiple
peaks to uniform Gaussian shapes [49]. Girimaji [48] shows that the β distribution is
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capable of providing an accurate results of P˜ (η), which is supported by the DNS results
[48, 50, 51]. The β distribution has been included in a wide range of studies and flow types
[52, 53, 54].
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Figure 3.4: β−PDF of mixture fraction for different value of ξ˜ and ξ˜”2
3.5 Current Implementation of CSE in CFD
In the CFD spatial domain, the CSE ensembles are defined as a set of planes at several axial
locations, normal to the centreline axis keeping the entire radial length of the computational
domain, as shown in Fig. 3.5. In Fig. 3.5, the thin lines are the computational mesh
within the domain, the thick solid lined box represents the first CSE ensemble within the
computational domain, and the thick broken lined box represents the second CSE ensemble.
Notice that there is a slight overlap between each CSE ensemble. The overlap exists to
prevent possible sharp changes in the conditional averages between ensembles.
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Figure 3.5: Illustration of CSE ensembles within CFD domain (thin solid line : computa-
tional mesh, thick solid lined box : first CSE ensemble, thick broken lined box : second
CSE ensemble)
In the present study, the CSE routines and TGLDM tables are integrated with the
OpenFoam [55] CFD solver . The interactions between the CSE method coupled with the
tabulated chemistry via TGLDM and the CFD code are illustrated in Fig. 3.6. From the
CFD module, the governing transport equations such as continuity, momentum, enthalpy,
species, mixture fraction, and variance of mixture fraction are solved. The mixture fraction
space is discretized into a selected number of sampling mixture fraction values. The mixture
fraction PDF is calculated by the mean and variance of the mixture fraction from the CFD
module using the presumed β function described in Section 3.4. The PDF and the Favre
averaged mass fractions of carbon dioxide (Y˜CO2) and water (Y˜H2O) within a given ensemble
are needed to perform the inversion, as shown by Eq. 3.3. An inversion is performed for
each ensemble using the inversion method introduced in Section 3.2. As a result, the
conditional mass fractions of CO2 and H2O are obtained for each ensemble.
Following the fundamental principle of CSE, the conditional reaction rates of all the
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reactive species at each sampling mixture fraction have to be retrieved from the chemistry
table to obtain the unconditional species reaction rate, which is used as source term in
corresponding species transport equations as shown in Eq. 3.15. From the previous CSE
study by Wang et al. [56], however, it is found that significant computational savings
could be achieved by interpolating for minor species conditional mass fractions directly
from the TGLDM table rather than solving the transport equations for those species. The
interpolated mass fraction of the minor species are then fed back to the CFD physical space,
where the results are still in good agreement with the experimental data. The current
implementation of CSE extends the method used in Wang et al. [56]: the conditional
reaction rates are obtained for CO2 and H2O only, while the conditional mass fractions of
the remaining species are directly retrieved from the TGLDM tables (Section 3.3). As a
result, the unconditional species reaction rates of CO2 and H2O are calculated by solving
the integral
ω˙k(xj, t) =
∫ 1
0
〈ω˙k|η〉(η, t)P¯ (xj, η, t)dη, (3.14)
which are then fed back to the CFD module to solve for the corresponding species transport
equation,
∂
∂t
(ρY˜k) +
∂
∂xi
(ρu˜iY˜k) =
∂
∂xi
(
µt
Sckt
∂Y˜k
∂xi
) + ω˙k. (3.15)
Meanwhile, the Favre-averaged mass fractions of the remaining species are directly obtained
by solving
Y˜k(xj, t) =
∫ 1
0
〈Yk|η〉(η, t)P˜ (xj, η, t)dη. (3.16)
The inversion and integration processes occur for all CSE ensembles within the computa-
tional domain. The entire process is repeated every CFD time step until the simulation
converges.
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Figure 3.6: Integration of CSE with TGLDM tables in CFD
3.6 Previous Studies on CSE
CSE has been applied to simulate a range of flames, and previous CSE studies have shown
that the model is able to predict the flame characteristics successfully. In this section, a
brief overview of previous CSE studies are provided.
Non-premixed
Labahn and Devaud [42] investigate the confined methane-air flame at atmospheric con-
ditions using CSE in RANS simulation. In their work, the sensitivity analysis on the size
of the CSE ensembles are investigated, and it is found that the size of the ensembles has
a significant impact on the simulation results. After selecting the proper size of the CSE
ensemble, the temperature field computed from the CSE simulation is compared with the
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available experimental data [57] and previously simulated results using CMC [58, 59] and
flamelet method [60]. Overall, the CSE results agree well with the experimental data.
Some discrepancies with the experimental data are believed to be due to the lack of a soot
modelling in the simulation [42].
The Moderate and Intense Low Oxygen Dilution (MILD) combustion mode is inves-
tigated using CSE in RANS by Labahn et al [61]. In their work, the non-premixed CSE
method is extended by adding a second mixture fraction. Two flames at different Reynolds
numbers are investigated. The fuel is Dutch natural gas which can be approximated by 15
% N2 and 85 % CH4 by volume. In their study, the CSE results for temperature and mixing
field are compared with the experimental data [62, 63]. Overall, the CSE results represent
the experimental data accurately. The investigation of MILD combustion with CSE are
extended to LES framework in Labahn and Devaud [64]. The same two flames in [61] are
simulated in LES using the two mixture fraction CSE, and the instantaneous results of
flow and temperature field are found to be accurate compared to the experimental data
[62, 63].
Wang et al. simulate the Sandia D-flame using CSE in LES [56]. They test two dif-
ferent chemical kinetics, GRI-Mech 2.11 [65] and GRI-Mech 3.0 [66], and both of them
are capable of obtaining accurate predictions of the temperature and major species. In
their work, the conditional mass fractions of species as well as the Favre averaged species
mass fraction are examined to evaluate the accuracy of CSE. For both quantities, the CSE
results agree well with the experimental data [67] for the major reactive species. For the
prediction of Nitric oxide, NO, it is observed that the prediction by CSE using GRI-Mech
2.11 provides more accurate predictions than the case using GRI-Mech 3.0.
There have been studies on applicability of CSE to predict the ignition delay of turbu-
lent jet. Huang and Bushe [68] and Grout et al. [41] examine the ignition and combustion
processes of transient turbulent methane jets under engine-relevant conditions using CSE
method. From both studies, CSE predicts the experimental ignition delay accurately as
well as the ignition kernel locations [69, 70, 71] .
Premixed
In addition to non-premixed combustion, CSE has been also applied to simulate premixed
flames. Jin et al. [72] reproduce a turbulent premixed methane jet in LES and compare
their CSE results to the available DNS result [73]. In their work, different types of pre-
sumed PDF models are tested including β−PDF and laminar flame-based PDF model by
Bray et al [74]. From their investigation, it is found that the CSE results of species reac-
tion rates with the PDF model by Bray et al [74]. match the DNS results most accurately
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among the other presumed shapes tested, while the β PDF still captures the distribution
with satisfying precision.
Salehi et al. [75] investigate premixed methane Bunsen burner using CSE, and the re-
sults show that CSE can predict the mean velocity and temperature field with reasonable
accuracy compared to the experimental measurements [76]. Major species mass fractions
are also captured well in their CSE results while some discrepancies from the experimental
values are observed for OH and CO radicals.
Dovizio et al. [77] reproduce the turbulent premixed bluff-body methane flame using
CSE. Two regularization methods for inverting integral are tested including Tikhonov reg-
ularization technique and Truncated Singular Value Decomposition (TSVD) [39]. Small
differences in conditional and unconditional averages are noticed between the two regular-
ization methods. The turbulent flow field is solved in RANS with the standard k −  and
SST k − ω method, and the case with SST k − ω with modified model constant provides
better agreements with the experimental data [78] than the case with the standard k − .
Overall, good agreement is achieved between the CSE predictions and the experimental
data.
In LES, Shabazian et al. [79] simulate two axisymmetric Bunsen-type premixed tur-
bulent methane-air flames, corresponding to lean and stoichiometric conditions with both
lying within the thin reaction zones. The LES-CSE results are compared with a traditional
flamelet-based approach called the Presumed Conditional Moment (PCM) with Flame Pro-
longation of Intrinsic Low Dimensional Manifolds (FPI) tabulated chemistry [80, 81, 82].
The experimental measurement on the flame height [83] is reasonably well predicted by
CSE.
Partially premixed
CSE has been extended to partially premixed combustion. In RANS, Dovizio et al. [84]
investigate a range of lifted flame using Doubly CSE, which takes into account for premixed
and non-premixed combustion modes. In their work, a joint PDF based on the statistical
independence between mixture fraction and progress variable is used to reproduce lifted
flames at three different Reynolds numbers. The CSE results of the lift-off height and
flammable width for the three different conditions agree well with the experimental data
[85, 86].
Table 3.1 summarizes the previous studies on CSE.
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Table 3.1: Summary of previous studies on CSE
Authors Type Flow Modelling Flame Fuel
Huang and Non-premixed RANS Engine Methane
Bushe[68]
Grout et al. [41] Non-premixed RANS Engine Methane
Wang et al. [56] Non-premixed LES Sandia D Methane
Labahn and Non-premixed RANS confined jet Methane
Devaud [42]
Labahn et al.[61] Non-premixed RANS MILD Dutch
natural gas
Labahn and Non-premixed LES MILD Dutch
Devaud [64] natural gas
Jin et al. [72] Premixed RANS Jet Methane-air
Salehi et al. [75] Premixed RANS Bunsen Methane-air
Dovizio et al.[77] Premixed RANS Bluff-body Methane-air
Shabazian et al.[79] Premixed LES Bunsen type Methane-air
Dovizio et al. [84] Partially RANS Lifted jet Methane-air
premixed
As listed, the previous studies show good agreement in terms of predicting the exper-
imental data in non-premixed, premixed, and partially premixed flames. However, these
previous CSE studies have been only focusing on methane and methane-based mixtures
with small amounts of additives like H2 and nitrogen gas (N2). At this stage, there is a
clear need to examine the model performance for turbulent flames that burn fuels with
more complex chemical structure than that of methane.
3.7 Summary
This chapter includes an overview of the CSE model for non-premixed combustion in
particular. The basic idea of achieving closure for the chemical source term in transport of
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species using CSE is explained. The submodels within CSE such as the inversion, chemistry
tabulation, and presumed β-PDF methods are presented. The current implementation of
the CSE method in computational fluid dynamics is also discussed. Finally, this chapter
provides an overview of the previous applications of CSE to simulate flames.
The following chapter provides previous studies on turbulent non-premixed methanol
flames, which are reproduced using the CSE method in the present study.
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Chapter 4
Previous Studies on Turbulent
Non-premixed Methanol Flames
Methanol (CH3OH) is an alternative energy source, which is already used in many applica-
tions including automobiles, space heating, and electric power generation [87]. There has
been limited number of investigations on methanol flames while numerous works have been
done for methane flames. In this chapter, a summary of the two experimental and related
numerical studies on turbulent non-premixed methanol flames are provided: piloted flame
and bluff-body flame. Followed by the experimental studies on the methanol flames, the
available previous numerical works relating to these flames are covered.
4.1 Piloted Flame
The piloted burner in the University of Sydney is used to study the characteristics of
turbulent methanol non-premixed flame by Masri et al [88]. The main focus of their
investigation is to study the methanol diffusion flames near extinction. Detailed results
of both conditional and unconditional temperature and reactive species concentrations
are presented. In addition to the experimental measurements, Masri et al. [88] provide
predictions of the conditional quantities yielded by the flamelet approach.
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4.1.1 Experimental Method
The pilot burner consists of an axisymmetric jet with nozzle diameter, D, of 7.2 mm. The
pilot is concentric to the main jet with outer diameter of 18 mm. Surrounding the main
jet and the pilot, a stream of air co-flow is present. From the pilot inlet, hot gas flows into
the burner, which stabilize the main flame to the nozzle. The configuration of the piloted
burner is shown in Fig. 4.1. The unburnt pilot gases are composed of C2H2, H2, CO2, and
undergo the following reaction
0.25C2H2 + 1.75H2 + 0.5CO2 + 1.5(O2 + 3.76N2)→ 2H2O + CO2 + 5.64N2. (4.1)
The burnt pilot gas has the same atomic composition as that of stoichiometric mixture
fraction of methanol, ξst = 0.135 [89]. The temperature of the burnt pilot gas is around
2327 K assuming the adiabatic condition for the gas, which is about 9% higher than that
of a pure methanol at the same mass flow rate.
Figure 4.1: Configuration of the pilot burner in the University of Sydney, reproduced from
[88]
Through the main jet, a pure methanol at 373 K enters the pilot burner. The flame is
studied at a range of Reynolds numbers based on the fuel jet velocity in the experimental
study. The different experimental conditions are described in Table 4.1. The mean velocity
for pilot gas is kept to 21 m/s and 15 m/s for the air co-flow for the five different cases.
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Table 4.1: Summary of flame turbulent pilot methanol flames condition [88]
Flame Mean velocity of the fuel jet (m/s) Corresponding Re
M1 66 39,200
M2 90 53,500
M3 104 62,100
M4 115 69,600
M5 127 75,600
Measurements are reported to be made using the Raman/Rayleigh/LIF technique to
give instantaneous and simultaneous temperature and the concentration of many species
at a single point in the flame [88]. Data files of the post-processed measurements and
boundary conditions are available at the University of Sydney website [90].
4.1.2 Experimental Results
Masri et al. [88] report that among the five flames investigated, flame M1 is only stable.
For M2 and M3, the flames are visibly unstable with extinction occurring in the intense
mixing zone, and the flames are reignited intermittently further downstream. Flames M4
and M5 exhibit less re-ignition than that of M2 and M3 flames, and both M4 and M5
flames blow off after 5 fuel jet diameters from the nozzle.
From the experimental investigation of the piloted flame, a variety of results for both
conditional and Favre averaged quantities are published. For the Favre averaged quantities,
the mean mixture fraction, temperature, and reactive species mass fractions including
CH3OH, O2, CO2, H2O, OH, CO, and H2 are available in [90]. The temperature and
species mass fractions conditioned in mixture fractions at corresponding axial locations
are included for the conditional results [88]. The conditional averages are obtained based
on 50 bins in the mixture fraction grid, where the distribution of the bin is not specified.
The mixture fraction for each data point is calculated using Bilger’s formula [91]
ξ =
2(ZC−ZC,O)
MC
+
2(ZH−ZH,O)
2MH
− 2(ZO−ZO,O)
MO
2(ZC,F−ZC,O)
MC
+
(ZH,F−ZH,O)
2MH
− 2(ZO,F−ZO,O)
MO
, (4.2)
where Zi is a conserved scalar given by the total mass fraction of element i, and Mi is
the atomic mass mass of element i. Subscripts ’F’ and ’O’ correspond to the fuel and air
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streams, separately. The locations available for the experimental data of the stable case,
flame M1, are summarized in Table 4.2. In Table 4.2, x denotes the axial displacement
from the nozzle and D notates the diameter of the nozzle, which is equal to 7.2 mm. The
experimental data for the other flames are available in [90].
Table 4.2: Available experimental data positions for flame M1 [90]
Flame Axial locations (x/D) Radial locations (mm)
M1 20 8, 10, 12
40 13
Several possible sources of experimental error are reported in [90] and [92]. The possible
sources of error include random error from single-point measurement on temperature and
species, systematic error during calibration, interference error within the Raman Rayleigh
LIF technique, and spatial resolution [90, 92].
4.1.3 Review of Previous Numerical Studies on the Piloted Flame
In this section, a review of previous numerical studies on the piloted methanol flame
investigated by Masri et al. [88] are presented.
CMC Method
The primary focus of the numerical work by Roomina and Bilger [93] is to predict the
conditional mass fractions of species including CO2, H2O, CH3OH, O2, OH, CO, and H2,
and temperature using the CMC method. In their work, flame M1 and M2 are reproduced
using three different chemistry kinetics: GRI-Mech 2.11 [65], SKELETAL [94], and SUB-
GRI. For the reference, GRI-Mech 2.11 contains 279 reactions for 49 species including a
full set of nitrogen chemistry. The SKELETAL mechanism by Chen et al. [94] includes 15
species and 23 reactions, which provides good results in laminar flames of methane [93].
Finally, SUBGRI model is a subset of GRI-Mech 2.11 where the same number of species
in SKELETAL mechanism (15 species) are considered with 34 reactions. In SUBGRI, the
nitrogen chemistry is excluded.
The CMC investigation uses the standard k −  model to predict the turbulent flow.
The CMC calculations are done with unevenly distributed 68 grid points in the mixture
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fraction space. The grid is concentrated on the stoichiometric mixture fraction, ξst = 0.135.
In their work, the conditional results for the species mass fractions and temperature are
compared with the experimental data [88] at x/D = 20 and x/D = 40 for flame M1, and
x/D = 40 for flame M2. However, there is no comparison on the unconditional species
mass fractions and temperature in their work.
Roomina and Bilger obtain accurate predictions for flame M1 at the two axial locations.
All of the three chemistry mechanisms used in their CMC calculations yield accurate predic-
tions of the conditional temperature and species mass fractions of CO2, H2O, O2, and OH
at both axial locations. However, they report that GRI-Mech2.11 and SUBRI models pro-
vide a significant overpredictions for H2 up to 400 %, whereas the mass fraction of H2 agree
well with the experimental data in the SKELETAL case. Meanwhile, the mass fraction of
CO from the SKELETAL case is underpredicted in the fuel rich side significantly compared
to the cases with GRI-Mech 2.11 and SUBGRI. The more accurate prediction of Y˜H2 by
the SKELETAL mechanism than GRI-Mech 2.11 is reported to be due to the different
reaction rate constants for one of the reactions they share, CH3OH+H => CH2OH+H2
[93]; the reaction rate constants of this reaction in GRI-Mech 2.11 are significantly larger
than those of the SKELETAL mechanism.
For flame M2, the CMC results using the SKELETAL mechanism are only provided.
For this flame, however, the conditional mass fraction of H2 is overpredicted more than
400% by the SKELETAL mechanism. The predictions of the other species mass fractions
and temperature are reasonably accurate compared to the experimental data.
Roomina and Bilger [93] mention that the small discrepancies between the CMC re-
sults and the experimental measurements are believed due to large fluctuations about the
conditional means. The measured fluctuations about the conditional averages at x/D = 40
location are presented in Figure 4.2 to illustrate the significant fluctuations about the con-
ditional averages. The level of fluctuations about the mean at x/D = 20 location is similar
to those of x/D = 40 location. Another main possible source of discrepancy is reported to
be the exclusion of differential diffusion effect within their CMC simulation.
In their work, there is no rigorous examination of the mixing field for both M1 and
M2 flames. They report that no attempt has been done to tune the turbulence model
constants in the k −  model to capture the accurate predictions of the mixing field.
Transported PDF method
The numerical study performed by Lindstedt and Louloudi [95] simulates flames M1, M2,
M3, and M4 using a transported joint probability density function approach. This study
focuses on the assessment of the ability of the transported PDF approach to model the de-
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Figure 4.2: Experimental measurements on conditional reactive species mass fractions at
x/D = 40 for flame M1, reproduced from [88]
tailed chemical structure of flames and phenomena such as flame extinction and re-ignition.
The C/H/O chemistry mechanism [96] which has 32 species and 167 reactions is adapted in
the numerical study. The conditional temperature and species mass fractions are compared
with the experimental data, and the joint PDF results are similar to the experimental data
except for H2, which is significantly overpredicted. Lindstedt and Louloudi manage to
predict the local extinction and re-ignition in flame M4 at the reasonable level of accuracy.
However, the results of the mixing field as well as the Favre averaged species mass fractions
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and temperature are not available in their study.
4.2 Bluff-body Flame
Dally et al. [97] investigate the instantaneous and mean compositional structure of the
bluff-body stabilized non-premixed methanol flame using the bluff-body burner in the
University of Sydney [97]. In this study, the structure of bluff-body stabilized flames are
investigated with three different fuels at different main inlet conditions. The examined fuels
are pure methanol, H2/CO mixture, and CH4/CO mixture. Similar to the experimental
study on the piloted flame in Section 4.1, the experimental measurements on the mixing
field as well as both the conditional and Favre averaged temperature and species mass
fractions are available at several axial locations in [90, 97].
4.2.1 Experimental Method
The bluff-body burner is composed of main jet, bluff-body, and air co-flow. The main jet
has the diameter of 3.6 mm. The bluff-body is concentric to the main jet with an outer
diameter, DB, of 50 mm. The face of the bluff-body is coated with a heat-resistant ceramic.
Stream of air co-flow is present surrounding the main jet and the bluff-body. The presence
of the bluff-body creates flow recirculation zone behind the bluff-body, which acts as a
flame holder as well as favors the mixing between the fuel and air. Figure 4.3 illustrates
the configuration of the bluff-body burner. The methanol flames are investigated at three
different fuel inlet velocities, as displayed in Table 4.3. In the three cases, pure methanol
at 373 K enters the burner. The mean velocity of the air is kept at 40 m/s. Similar to the
experimental study on the piloted flame in Section 4.1, the Raman/Rayleigh/LIF technique
is employed to collect instantaneous and simultaneous temperature and the concentration
of many species at a single point in the flame [97]. The boundary conditions and collected
experimental data are available at the University of Sydney website [90].
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Figure 4.3: Configuration of the bluff-body burner in the University of Sydney, reproduced
from [90]
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Table 4.3: Summary of conditions for investigated methanol flames [88]
Flame Mean velocity of the fuel jet (m/s) Corresponding Re
ML1 80 23,700
ML2 121 35,900
ML3 134 39,700
4.2.2 Experimental Results
Dally et al. report that the fuel jet speed for ML1 corresponds to 55 % of the flame blow-off
speed. Meanwhile, ML2 and ML3 corresponds to 84 % and 93% of the flame extinction,
respectively. The experimental measurements on the Favre averaged mean and variance
of the mixture fraction, temperature, and reactive species mass fractions are available in
[90] for ML1, ML2, and ML3. The database on the conditional temperature and reactive
species mass fractions at the corresponding axial locations are also available in [90] and
[97]. The mixture fraction for the conditional averages is calculated using Bilger’s formula,
which is introduced in Eq. 4.2. Table 4.4 provides the location of the available experimental
measurements for flame ML1. In Table 4.4, x represents the axial displacement from the
main nozzle and DB is the diameter of the bluff-body, which is equal to 50 mm. The radial
location 0 corresponds to the centre of the main nozzle.
Table 4.4: Available experimental data positions for flame ML1 [90]
Flame Axial locations (x/DB) Radial locations (mm)
0.26 0 to 26
0.6 0 to 26
0.9 0 to 26
ML1 1.3 0 to 24
4.5 0 to 24
9.0 0 to 27
13.5 0 to 30
The reported possible sources of experimental uncertainties in the bluff-body case are
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similar to the piloted flame in Section 4.1.2 [92]. For the estimate of error associated to the
precision of single-point measurements of species, Dally et al. provide the sample estimates
from methane/hydrogen flame [97].
4.2.3 Review of Previous Numerical Study
Kim et al. [98] simulate flame M1 using the CMC method. The corrected standard k − 
model by Morse [99] yields a reasonable prediction for the mixing field. In their work,
the detailed chemical reaction mechanism for methanol by Peters [100], which involves 33
reactions with 15 species, is used for the chemistry. The detailed mechanism by Peters
is shown in Table 4.5. In Table 4.5, A denotes the the pre-exponential factor, b is the
temperature exponent, and E represents the activation energy. The units are in KJ, mol,
K, cm, and s. In their work, the number of grid points in mixture fraction space is set
to 40, concentrated around the stoichiometric mixture fraction [98]. The CMC results for
both unconditional and conditional species mass fractions including CH3OH, O2, CO2,
H2O, CO, H2, and OH as well as temperature are examined at x/DB = 0.9, x/DB = 1.3,
x/DB = 1.8, and x/DB = 4.5. In general, the results agree well with the experimental
data except for OH, CO, and H2. Kim et al. mention that the exclusion of differential
diffusion effect in their work could have impacted the discrepancy in their results [98].
Table 4.5: Detailed methanol chemistry by Peters [100]
No. Reaction A b E
1. CH3OH + H → CH2OH + H2 4.00E + 13 0.0 25.5
2. CH3OH + OH → CH2OH + H2O 1.00E + 13 0.0 7.1
3. CH3OH + O → CH2OH + OH 1.00E + 13 0.0 19.6
4f. CH3OH + HO2 → CH2OH + H2O2 6.20E + 12 0.0 81.1
4b. CH2OH + H2O2 → CH3OH + HO2 1.00E + 7 1.7 47.9
5. CH2OH + H → CH2O + H2 3.00E + 13 0.0 0.0
6. CH2OH + O2 → CH2O + HO2 1.00E + 13 0.0 30.1
7. CH2OH + M → CH2O + H+ M 1.00E + 14 0.0 105.1
8. CH2O + H → HCO + H2 2.50E + 13 0.0 16.7
9. CH2O + O → HCO + OH 3.50E + 13 0.0 14.6
10. CH2O + OH → HCO + H2O 3.00E + 13 0.0 5.0
11. CH2O + M → HCO + H+ M 1.40E + 17 0.0 320.0
12f. O2 + H → OH + O 2.00E + 14 0.0 70.3
50
Table 4.5 – continue
No. Reaction A b E
12b. OH + O → O2 + H 1.57E + 13 0.0 3.52
13f. H2 + O → OH + H 5.06E + 04 2.7 26.3
13b. OH + H → H2 + O 2.22E + 02 2.7 18.29
14f. H2 + OH → H2O + H 1.00E + 08 1.6 13.8
14b. H2O + H → H2 + OH 4.31E + 08 1.6 76.46
15f. OH + OH → H2O + O 1.50E + 09 1.1 0.42
15b. H2O + O → OH + OH 1.47E + 10 1.1 71.09
16f. O2 + H + M → HO2 + M 2.30E + 18 -0.8 0.0
16b. HO2 + M → O2 + H +M 3.19E + 18 -0.8 195.39
17. HO2 + H → OH + OH 1.50E + 14 0.0 4.2
18. HO2 + H → H2 + O2 2.50E + 13 0.0 2.9
19. HO2 + OH → H2O + O2 6.00E + 13 0.0 0.0
20. HO2 + H → H2O + O 3.00E + 13 0.0 7.2
21. HO2 + O → OH + O2 1.80E + 13 0.0 -1.7
22. HO2 + HO2 → H2O2 + O2 2.50E + 13 0.0 -5.2
23f. OH + OH +M→ H2O2 + M 3.25E + 22 -2.0 0.0
23b. H2O2 + M → OH + OH + M 1.69E + 24 -2.0 202.29
24. H2O2 + H → H2O + OH 1.00E + 13 0.0 15.0
25f. H2O2 + OH → H2O + HO2 5.40E + 12 0.0 4.20
25b. H2O + HO2 → H2O2 + OH 1.80E + 13 0.0 134.75
26. H + H → H2 + M 1.80E + 18 -1.0 0.0
27. OH + H → H2O + M 2.20E + 22 -2.0 0.0
28. O + O → O2 + M 2.90E + 17 -1.0 0.0
29f. CO + OH → CO2 + H 4.40E + 06 1.5 -3.1
29b. CO2 + H → CO + OH 4.96E + 08 1.5 89.76
30. HCO + H → CO + H2 2.00E + 14 0.0 0.0
31. HCO + OH → CO + H2O 1.00E + 14 0.0 0.0
32. HCO + O2 → CO + HO2 3.00E + 12 0.0 0.0
33f. HCO + M → CO + H +M 7.00E + 14 0.0 70.3
33b. CO + H → HCO + M 1.14E + 15 0.0 9.97
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4.3 Summary
In this chapter, the previous experimental and numerical studies used as a basis for the
current study are provided. Two types of turbulent non-premixed methanol flames are in-
troduced in this chapter: piloted flame and bluff-body flame. Starting from the description
of the experimental set-up, the experimental results, and previous numerical investigations
of the corresponding experimental flame are provided in this chapter.
The following two chapters provide the CSE calculations on the two methanol flames,
and the results are compared with the experimental data and the previously simulated
results. Chapter 5 corresponds to the piloted flame calculations, and the bluff-body calcu-
lations are covered in Chapter 6.
52
Chapter 5
Non-premixed Piloted Methanol
Flame CSE Calculations
This chapter provides an analysis of the current CSE method with the non-premixed piloted
methanol flame. The experimental conditions and numerical set-ups for the chosen flame
is described, followed by the results obtained using the current CSE method. The CSE
results of the conditional and unconditional species mass fractions and temperatures are
presented. The CSE results are compared with both the experimental data [88] and the
previously CMC simulated results [93].
5.1 Experimental Study Description
The present study focuses on flame M1, which is reported to be the only stable case and
far from blow-off among the five cases illustrated in Section 4.1 [88]. The experimental
conditions for flame M1 are summarized in Table 5.1.
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Table 5.1: Summary of flame condition M1 [88]
Jet diameter, D (mm) 7.2
Reynolds number of the jet, Rejet 39,200
Mean velocity of jet (m/s) 66.2
Mean velocity of pilot gas (m/s) 21
Mean velocity of co-flow (m/s) 15
Stoichiometric mixture fraction, ηst 0.135
5.2 Computational Set-up
This section provides the details of the computational set-up used for the modelling of flame
M1 based on the experimental condition. The simulation details are configured to match
the experimental condition as closely as possible. The computational grid, boundary, and
initial conditions are described.
5.2.1 Computational Domain, Boundary Conditions, and Initial
Conditions
The computational domain, boundary conditions, and initial conditions are established to
replicate the experimental condition as closely as possible with the known conditions. The
domain is created as a wedge of small degree (θ = 10◦) with one cell in the θ direction,
meaning that the simulation is conducted in two dimensional space. The domain is 1.4 m
long in the axial direction (x), which is about 1.4 times longer than the reported visible
flame length [88]. The radius of the domain is set to 0.15 m. At the base of the domain,
the fuel jet inlet extends over a radial distance (r) of 3.6 mm starting from the centreline.
Starting from r = 3.6 mm to r = 9 mm, the inlet for the hot pilot gas is present at the
base of the domain. The inlet for air co-flow covers the rest of the radial width. An outlet
is placed along the top boundary far downstream of the flame length which allows fluid to
flow out of the domain without restriction. The side boundary is also set as outlet and
specified as an opening for fluid moving out of the domain.
The experimental measurements on the mean velocity and its root-mean-square (rms)
fluctuation are implemented for the boundary conditions at the inlets as shown in Fig. 5.1.
54
0 5 10 15 200
20
40
60
80
r [mm]
U˜
[m
/s
]
(a) Mean velocity
0 5 10 15 200
2
4
6
8
10
r [mm]
U
r
m
s
[m
/s
]
(b) RMS fluctuation of mean velocity
Figure 5.1: Experimental measurements on velocity profile at inlets
The composition of the hot pilot gas is specified as YCO2 = 0.165, YH2O = 0.241, and
YN2 = 0.594 based on its chemical composition from Eq. 4.1. The composition of the
air co-flow is set to YO2 = 0.233 and YN2 = 0.677. The temperature at the fuel inlet is
set to 373 K, 2327 K for the pilot gas, and 300 K at the air co-flow. For all the inlets,
the atmospheric pressure condition is imposed. The computational domain is discretized
into 85 cells and 300 cells in the axial and radial direction, respectively. The grid is non-
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uniform with a high concentration of nodes in the region where the flame is expected to
be developed: near the main jet. Away from the flame development region, the grid is less
dense in both axial and radial directions. The distribution of the spatial grid in the radial
direction is summarized in Table 5.2. The mesh is 1 cell thick along the plane of symmetry,
implying that the simulation is conducted in two dimensional space.
Table 5.2: Radial distribution of spatial mesh
Range (mm) Corresponding inlet Number of Cells
0− 3.6 Fuel 6
3.6− 9 Pilot 9
9− 150 Air co-flow 70
The computational domain with mesh is displayed in Fig. 5.2.
Figure 5.2: Computational mesh for the piloted flame
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5.2.2 CSE Set-up
The mixture fraction sample space is discretized into 70 nodes with highly concentrated
between the values of 0.07 and 0.37, which are the Lower Flammability Limit (LFL) and
Upper Flammability Limit (UFL) of pure methanol, respectively [89]. The distribution of
nodes is shown in Fig. 5.3.
0 0.2 0.4 0.6 0.8 1
ηstoich UFLLFL
Figure 5.3: Distribution of sampling mixture fraction grid η
The discretized governing equations including conservation of mass, momentum, and
enthalpy are solved for each cell. In addition, the PDF of mixture fraction is obtained for
each cell. The current implementation of CSE is explained in Section 3.5. In the present
study, CSE is implemented in a way that the transport equations of species CO2 and
H2O only are solved, whereas the mass fraction from TGLDM tables are integrated and
used as the species mass fractions at given computational cell for the remaining species
including CH3OH, O2, OH, CO, and H2. Thus, for CO2 and H2O, the chemical source
terms are obtained based on their conditional source-term using the principle of CSE . The
conditional reaction rates of these two species are then used to calculate their unconditional
counterparts by solving Eq. 3.14. The unconditional reaction rates of the species are used
to solve Eq. 3.15 in the CFD module. Meanwhile, Eq. 3.16 is used to solve for the species
mass fraction of CH3OH, O2, OH, CO, and H2 since their mass fractions are determined
directly from the TGLDM tables. The mass fraction of N2 is determined by subtracting
sum of all the species from unity. The constant molecular diffusivity of all the species is
assumed as well as the mixing of the species are considered to be described by the mixture
fraction only.
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5.2.3 Turbulence Model
The turbulent flow field is solved using the standard k −  approach, which is described
in Section 2.4. It has been observed that the standard values in the model provide huge
overprediction of radial spreading rate. In the present study, several values of C1 in Eq.
2.42 are tested to find the value that produces the most accurate mixing field compared
to the experimental Favre averaged mixture fraction. The sensitivity analysis of C1 is
presented in Section 5.3.2.
5.2.4 Chemistry
The chemistry mechanism employed in the current CSE study is GRI-Mech2.11, which
includes 49 species and 277 reactions [65]. The TGLDM chemistry tables are generated
following Eq. 3.9 using a stiff ODE system solver. The number of mixture fraction grid
selected in the present work is 70, therefore, total 70 chemistry tables are made prior to
the simulation.
5.2.5 Radiative Heat Loss
The radiation loss due to the reactive species is taken account using RADCAL method with
consideration of heat loss due to CO2 and H2O only. In RADCAL, the Planck coefficients of
species, ap,k is determined using curve fitting and the curve fitting parameters for CO2 and
H2O are obtained from the Sandia website (http://www.sandia.gov/TNF/radiation.html).
Using the parameters, the heat loss due to radiation, QR, can be calculated by
QR = 4σ(
1∑
nr
pkap,k)(T
4 − T 4∞), (5.1)
where σ is the Stefan-Boltzmann constant, pk is the partial pressure of the specie k, T is
the local flame temperature, and T∞ is the surrounding temperature.
5.3 Sensitivity Analysis
In order to minimize error and uncertainty in the numerical investigation, it is very im-
portant to examine the sensitivity of modelling parameters. In this section, the effect of
varying the spatial grid, C1 of the standard k −  model, and the size of CSE ensembles
are discussed.
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5.3.1 Spatial Grid Sensitivity
The grid independence of the calculations are tested by examining three grid resolutions
summarized in Table 5.3.
Table 5.3: Radial distribution of spatial mesh
Grid Radial range (mm) Number of cells (radial) Number of cells (axial)
0− 3.6 3
1 3.6− 9 4 200
9− 150 54
0− 3.6 6
2 3.6− 9 9 300
9− 150 70
0− 3.6 9
3 3.6− 9 15 400
9− 150 115
As shown in Table 5.3, Grid 3 has the highest number of cells while Grid 1 has the
lowest. For the three different grids, the distribution factor in radial direction is kept the
same. In order to check the grid independency of the current grid (Grid 2 in Table 5.3),
the axial profile of the mean mixture fraction at the centreline, and radial profiles of the
mean mixture fraction at x/D = 20 and x/D = 40 are examined. The axial locations of
the sampling positions are shown in Fig. 5.4 mapped with the temperature contour of the
simulated flame. Notice that Fig. 5.4 is obtained from the Grid 2 case and the figure does
not show the entire flame.
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Figure 5.4: Temperature contour of the piloted flame from the CSE simulation with the
indication of the examined axial locations
Figure 5.5 shows the radial profiles of mean mixture fraction predicted by the three
spatial grids at the x/D = 20 location. As shown in Fig. 5.5, the difference between the
results of Grid 2 and Grid 3 are small, less than 1 %. Similar observation can be made for
the axial profile at the centreline and the radial profile at x/D = 40. Therefore, Grid 2 is
selected for performing subsequent investigations.
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Figure 5.5: Radial profile of the mean mixture fraction with three different spatial grid at
x/D = 20
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5.3.2 C1 Sensitivity
A range of C1 values from 1.44 to 1.7 are tested, and the radial profiles of the mean mixture
fraction predicted by CSE simulations at x/D = 20 and x/D = 40 are compared with the
experimental data [90]. Figure 5.6 illustrates the results compared with the experimental
data at x/D = 20. Increasing the value of C1 reduces the overprediction of the mean
mixture fraction in the region between r = 8 mm and r = 12 mm. For the case with
C1 = 1.44, the mean mixture fraction is overpredicted by more than 200 % compared to
the experimental data at the three radial locations. The overprediction by the simulation is
reduced as the value of C1 increases, in fact, the case with C1 = 1.7 reproduces the mixing
field similar to the experimental data. The radial profile of the mean mixture fraction at
x/D = 40 is also examined, and still the case with C1 = 1.7 provides the best agreement
with the experimental data. Thus, the value of 1.7 for C1 is kept and the following results
of species mass fractions and temperature are shown with this case.
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Figure 5.6: Radial profile of mean mixture fraction predicted by different C1 values at
x/D = 20 compared with the experimental data [90]
5.3.3 Size of CSE Ensemble Sensitivity
The conditional averages are assumed to be homogeneous for a given ensemble of points,
as described in Section 3.2. Using this assumption, the computational grid may be divided
into subdomains to represent these ensembles. The size of CSE ensembles may have an
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impact on the final species and temperature predictions. Thus, a sensitivity analysis of the
size of CSE ensemble is performed by reducing the size of the ensembles until no significant
change in the Favre averaged species mass fractions and temperature are observed.
Four different sizes are investigated including 120 mm, 80 mm, 40 mm, and 20 mm in
the flow direction, covering the entire radial distance with a slight overlap between each
ensemble. The Favre averaged temperature profiles are examined in the present paper, but
similar conclusions would be reached using the Favre averaged species mass fractions. The
predicted radial profiles of Favre averaged temperature by the four different sizes of CSE
ensembles are presented in Fig. 5.7. As can be seen in Fig. 5.7, the predictions converge
to a single temperature profile as the size of CSE ensembles is reduced. The deviation
between the case with 20 mm and 120 mm is significant. The peak temperature from the
case with 120 mm is around 1700 K, while the cases with 80 mm, 40 mm, and 20 mm
reach up to 2000 K. After reducing the size of CSE ensemble from 40 mm to 20 mm, a
very slight difference is observed (within 1 %). Thus, the CSE ensemble with the size of
40 mm in the axial direction is kept for performing subsequent calculations.
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Figure 5.7: Radial profile of Favre-averaged temperature at x/D = 20 with different sizes
of CSE ensemble
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5.4 Conditional Species Mass Fractions and Temper-
ature
Figure 5.8 shows the conditional species mass fractions of CO2, H2O, O2 , CO , H2,
CH3OH and temperature at the x/D = 20 location compared with the experimental data
[88, 90] and the previously simulated results using the CMC approach [93]. It should
be reminded that, in the current CSE-TGLDM approach, the conditional mass fractions
of CO2 and H2O are directly obtained from the inversion process, and the conditional
mass fractions of the remaining species and conditional temperature are retrieved from the
TGLDM tables. As can be seen in Fig. 5.8(a), the conditional mass fractions of CO2 are
well predicted by the current CSE calculations, in close agreement with the experimental
data. This demonstrates that the regularization technique works well and provides accu-
rate results. There is a slight overprediction when compared to the experimental values,
on the order of 10 % at most. In the CSE results, the peak of 〈YCO2|η〉 occurs around
η = 0.135, which is the stoichiometric mixture fraction value, consistent with what would
be expected. In the region between η = 0.2 and η = 0.36, CSE is able to reproduce the
sharp gradient displayed by 〈YCO2|η〉 profile, which is not observed in the CMC predictions.
This improvement may be due to the fact the CMC equations are radially averaged and
only solved in the axial direction, whereas in CSE, the transport equation for CO2 is solved
in two physical dimensions. Otherwise, the two profiles obtained by CSE and CMC are
very close. As shown in Fig. 5.8 (b), it is interesting to note that the conditional mass frac-
tions of H2O are well predicted for lean mixtures, but for mixtures around stoichiometry
and richer than stoichiometry, 〈YH2O|η〉 are significantly overpredicted by up to 40% when
compared to the experiments, and this large overprediction is also observed in the CMC
results using a different method to obtain the conditional averages. Thus, this similarity
in the CSE and CMC predictions points towards sources of discrepancies common to both
approaches like chemistry, differential diffusion and neglect of the conditional fluctuations.
These will be discussed further in the light of the additional predictions and comparison
with the experimental data.
As can be seen in Figs. 5.8 (c) and (d), the predicted conditional mass fractions of O2
and OH are in good agreement with the experimental data, for shape and magnitude, with
differences smaller than 7%. Again, the CSE and CMC profiles are close to each other.
For clarity, Figs. 5.8 (e) - (h) only include the region between η ' 0.07 and η ' 0.39,
corresponding to the upper flammability limit of pure methanol [89]. As can be seen in
Fig. 5.8 (e), the conditional mass fractions of CO obtained from CSE are comparable to
those found in CMC between 0 < η ≤ 0.25 and slightly underpredict the experimental data
by 10-15%. The CSE profile displays a CO mass fraction peak at η ' 0.3, which is slightly
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beyond the location of the peak in the experiments (η ' 0.27 ). The CSE predictions
remain larger than the experimental values until η ' 0.33 , then become lower than the
experimental data.
The largest discrepancies in the numerical results with the experimental values are seen
in the profiles of 〈YH2|η〉 in Fig. 5.8 (f). Both CMC and CSE significantly overpredict the
experimental data for H2, in particular for fuel rich mixtures. As shown in Fig. 5.8 (g),
the agreement between the CSE methanol concentration predictions and the experimental
measurements is very good for fuel lean mixtures for η < 0.15. However, for η ≥ 0.15,
the methanol mass fractions are significantly underpredicted by CSE and CMC. As can
be seen in Fig. 5.8 (h), CSE slightly overpredicts the experimental temperatures between
η ' 0.05 and η ' 0.1, and the predicted temperature peak is located close to the stoi-
chiometric mixture fraction, whereas the experimental profile shows a peak slightly on the
rich side of stoichiometry. CSE and CMC temperature predictions are comparable with
the experimental data, while CSE predictions are slightly closer to the experimental values
than those predicted by CMC.
The conditional mass fractions of species and temperature at x/D = 40 are shown in
Fig. 5.9 . The results at this location share many similarities with those displayed at
x/D = 20 in Fig. 5.8. Good agreement is found for the conditional averages for fuel lean
side. The largest discrepancies with the experimental data are observed for the fuel rich
side, in particular for CO2, H2O, CO, H2, and CH3OH.
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Figure 5.8: Conditional species mass fractions and temperature at x/D = 20 predicted
by CSE compared with experimental data [88, 90] and previous simulation with CMC
approach [93]
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Figure 5.9: Conditional species mass fractions and temperature at x/D = 40 predicted
by CSE compared with experimental data [88, 90] and previous simulation with CMC
approach [93]
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The predicted conditional averages obtained in the present CSE simulations are close to
the predictions reported by Roomina and Bilger in their CMC work [93]. The small differ-
ences between the CSE and CMC values are believed to be due to the different methods of
obtaining the conditional averages in CSE and CMC. Further, CSE is implemented in two
physical dimensions, whereas the CMC equations are cross-stream averaged and solved in
one physical dimension. The small differences between the predictions by CSE and CMC
on the conditional mass fraction of CO2 and H2O are observed for mixture fraction values
greater than 0.2 (see Figs. 5.8 (a) and (b), Figs. 5.9 (a) and (b)), and this leads to small
deviations in conditional mass fractions of the remaining species and temperature. For
example, CSE overpredicts the conditional mass fraction of H2O slightly higher than the
CMC results in the fuel rich side, which causes the additional underprediction of the mass
fraction of methanol. Since more products are formed in the fuel rich side, more reactants
are consumed.
5.5 Unconditional Species Mass Fractions and Tem-
perature
The experimental data is collected at three different radial locations at x/D = 20, while
only one location at x/D = 40 [88, 90]. Consequently, only the radial profiles at x/D = 20
are shown due to the lack of available experimental data at x/D = 40, as can be seen in
Fig. 5.10. Overall, CSE predicts the general trends of the experimental data well and the
predictions are consistent with what is observed in the profiles for the conditional scalars,
as can be seen in Fig. 5.10. For the mass fraction of H2 illustrated in Fig. 5.10 (f), the
discrepancy between the experimental data and the CSE predictions is large corresponding
to what is seen in the conditional profile, as shown in Fig. 5.8 (f). At the given three radial
positions from the experiment, the relative difference between the experimental values and
the CSE results for temperature is smaller than 20% as can been seen Fig. 5.10 (h).
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Figure 5.10: Radial profile of unconditional species mass fractions of CO2, H2O, O2, and
H2 predicted by the CSE compared with the experimental data [90] at x/D = 20
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Several sources may be identified to explain the discrepancies between the CSE predic-
tions and the experimental data. In CSE, the differential diffusion is neglected assuming
constant and equal molecular diffusivity for all species. The fact that the largest discrep-
ancies are observed for H2 and H2O (on the rich side) strongly suggest that differential
diffusion is an important parameter for more accurate predictions of these species. This is
also supported with what is observed in laminar methanol flame calculations. For example,
in flamelet profiles, the peak of H2 mass fraction for equal diffusivity is found to be twice
as large as the peak value when differential diffusion is included [97]. In this work, the
impact of differential diffusion is found to be much smaller for the other species such as
CO and OH. Similar results are illustrated in the study of Roomina and Bilger for the
same turbulent methanol flame [93]. Differential diffusion has never been considered in
the context of CSE. Several modifications would be expected in the CSE formulation. The
chemistry tables would have to reconfigured to include the species diffusion coefficients.
In the present formulation, this cannot be done easily as no species diffusion is considered
in the species transport equations. The transport equation of mixture fraction may also
include a source term to represent the effect of differential diffusion. All these modifications
are not beyond reach, but need further thought and care for best implementation. Dif-
ferential diffusion has been implemented in RANS-CMC with some success but significant
complexity is added [101].
Another possible source of discrepancy between the CSE predictions and the exper-
imental data is the chemistry mechanism used in the simulation. In the previous CMC
study of the same piloted flame [93], different chemical mechanisms are tested and reaction
rate constants for one of the reactions in GRI-Mech 2.11, CH3OH +H => CH2OH +H2,
are found to be significantly larger compared to the kinetics developed by Chen [94] that
shows much better agreement for H2 and CH3OH concentrations with the experimental
values.
Other factors may have an impact on the quality of the present calculations. Due
to limited number of experimental data for the mean mixture fraction and unconditional
means across the flame, only detailed comparisons with the experimental data could be
undertaken at one axial location. Thus, there may be some inaccuracies in the predicted
turbulent flow and mixing fields which will affect the PDF and in turn, the inversion pro-
cess. The flame selected is shown to have low levels of extinction [88] and the level of rms
fluctuation in the conditional data is on the same order of magnitude as the estimated ex-
perimental error [88, 90], approximately 10-15%. At this stage, it is not possible to clearly
establish the significance of the conditional fluctuation.
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5.6 Summary
This chapter describes the numerical investigation of a turbulent non-premixed piloted
methanol flame using CSE. The conditional and unconditional reactive species mass frac-
tions and temperatures are examined to evaluate the performance of CSE to simulate non-
premixed methanol flame. Based on the investigation, the current CSE implementation
with the TGLDM tabulated chemistry may be applicable to reproduce the non-premixed
methanol flame. Some discrepancies between the CSE results and the experimental are
suspected to be due to the chosen chemistry mechanism and exclusion of the differential
diffusion effect within the simulation. At this stage, it is not possible to evaluate the level
of accuracy of the model in terms of predicting the Favre averaged results due to the lack
of experimental data on these quantities.
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Chapter 6
Non-premixed Turbulent Methanol
Bluff-Body Flame CSE Calculations
The focus of this chapter is to provide an analysis of the current CSE method with non-
premixed bluff-body methanol flame. Starting from the information of the experimental
and numerical set-ups for the selected flame, the results obtained using the current CSE
method are provided. Similar to what has been done for Chapter 5, the CSE results for
the conditional and unconditional species mass fractions and temperature are compared
with the experimental data and the previously simulated results using CMC.
6.1 Experimental Study Description
The present investigation on the bluff-body flame focuses on flame ML1, which is reported
to be the condition far from extinction described in Section 4.2.2. The experimental con-
dition for flame ML1 is summarized in Table 6.1.
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Table 6.1: Summary of flame condition ML1 [90]
Jet diameter, Dj (mm) 3.6
Bluff-body outer diameter, DB (mm) 50
Mean Jet velocity (m/s) 80
Rejet 23700
Mean Coflow velocity (m/s) 15
Stoichiometric mixture fraction, ηst 0.135
6.2 Computational Set-up
This section provides the details of the computational set-up used for the modelling of the
bluff-body flame based on the experimental condition. The computational grid, boundary,
and initial conditions are described.
6.2.1 Computational Domain, Boundary Conditions, and Initial
Conditions
The computational domain is shown in Fig. 6.1. The domain is created as a wedge of
small degree (θ = 10◦). The total length of the domain is 750 mm in the axial direction
(x), which is slightly longer than the last location of measurement in the experimental
work [97]. The radius of the domain is set to 0.06 m in the radial direction (r). At the
base of the domain, the fuel inlet extends over a radial distance of 1.8 mm starting from
the centreline. The base of the domain starting from r = 1.8 mm to r = 25 mm takes
account for the bluff-body. The rest of the radial width is set as inlet for the air co-flow.
The axial end and the side boundary are set as outlet and specified as openings for fluid
moving out of the domain. The computational domain is discretized into 145 cells in the
radial direction and 350 cells in the axial direction. The grid is non-uniform with highly
concentrated number of grids are presented near the main jet and the bluff-body, where the
flame is expected to be developed. The grid is less dense in both axial and radial directions
away from the flame development region. The detail of the spatial mesh is summarized in
Table 6.2. The spatial mesh has 1 cell along the plane of symmetry, thus the simulation is
conducted in two dimensional space. The grid independence is examined with rougher and
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finer meshes than the current grid. The axial mean mixture fraction profile at the centreline
and radial mean mixture fraction profiles at several axial locations are examined. Based
on the investigation, it is observed that the grid independence is achieved with the current
mesh.
Figure 6.1: Computational mesh for bluff-body flame
The experimental profiles of the mean velocity and its rms fluctuation are implemented
at the inlets, as shown in Figure 6.2. The composition of air co-flow is set to YO2 = 0.233
and YN2 = 0.677. The temperature of the air co-flow is set to 373 K. The atmospheric
pressure condition is imposed for the fuel and air co-flow inlets.
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Table 6.2: Radial distribution of computational mesh for the bluff-body case
Range (mm) Corresponding boundary Number of cells Number of cells
at inlet in radial direction in axial direction
0− 1.8 Fuel 6
1.8− 26.8 Bluff-body 76 350
26.8− 60 Air co-flow 63
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Figure 6.2: Experimental velocity profile and rms profile at fuel inlet, bluff-body, and
co-flow inlet
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6.2.2 CSE Set-up
Similar to the CSE set-up for the piloted case in Chapter 5, the PDF of mixture fraction is
calculated at each computational cell. The number and distribution of sampling mixture
fraction are identical to what it is used in the piloted flame case, as shown in Fig. 5.3.
The sensitivity analysis on the size of CSE ensembles is conducted with several different
sizes of the ensembles in axial direction: 80 mm, 40 mm, 20 mm, and 10 mm. The difference
in Favre averaged species mass fractions and temperature predictions is observed to be
negligible from the case with the ensemble size of 20 mm and that of 10 mm. Thus, the
ensemble size of 20 mm in the axial direction is kept for the bluff-body flame leading to
number of 40 ensembles.
6.2.3 Turbulence Model
The turbulent flow field is solved using the SST k − ω approach, which is described in
Section 2.4.2. Following the same idea of tuning the value of C1 in the standard k − 
model in Section 5.3.2, several different values of the empirical constant in the SST k− ω
model is tested to obtain the mixing field as close to the experimental data. This is done
by changing value of γ2 ranging from 0.6 to 0.66. Among the different values of γ2 tested,
the case with γ2 = 0.66 provides the most accurate representation of the experimental
mixing field.
6.2.4 Chemistry and Radiative Heat Loss
GRI-Mech 2.11 is used for the chemistry kinetics in the simulation. The TGLDM tables
for GRI-Mech 2.11 are identical to the ones used in the piloted flame case in Section 5. For
the radiative heat loss, the RADCAL model considering the losses due to CO2 and H2O
only is used.
6.3 Mixing Field
Several values for the empirical constant of SST k−ω model, γ2, found in Eq. 2.52, ranging
from 0.6 to 0.66 are tested to obtain the value that yields best agreement with experimental
data at x/DB = 0.9, x/DB = 1.3, x/DB = 1.8, and x/DB = 4.5. The axial locations of
the sampling positions are displayed in Fig. 6.3 mapped with the temperature contour of
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the simulated flame. Notice that Fig. 6.3 shows around the first one third of the flame
and the x/DB = 4.5 location is not illustrated.
Figure 6.3: Temperature contour of the bluff-body flame from the CSE simulation (first
one third of the flame) with the indication of the examined axial locations
It is found that the case with γ2 = 0.66 provides the closest agreement for the mean
and rms fluctuation of the mixture fraction at the examined locations. Figures 6.4, 6.5, 6.6
and 6.7 show the Favre averaged and the rms fluctuation of the mixture fraction from the
CSE simulation with γ2 = 0.66 compared with the experimental data [97] and the CMC
results [98] at the four axial locations. Overall, the mixing field predicted by CSE is in
good agreement with the experimental data. At x/DB = 0.9, CSE overpredicts the Favre
averaged mixture fraction between r = 0 and r = 2 mm with less than 6% difference,
as seen in Fig. 6.4 (a). For larger radial distances, the CSE predictions are in better
agreement with the experimental data than those obtained in CMC. In CMC, the mixture
fraction rms is overpredicted at x/DB = 0.9, as displayed in Fig. 6.4 (b). The mean
mixture fraction and mixture fraction rms profiles at x/DB = 1.3 are shown in Fig. 6.5 (a)
and (b), respectively. At this location, the mean mixture fraction prediction is similar to
what is observed at x/DB = 0.9, where a slight overprediction is observed from r = 0 to
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r ' 3 mm, and accurately represents the experimental data farther radially. For the mean
mixture fraction prediction at x/DB = 1.8, the CSE simulation captures the general trend
of the experimental data from r = 0 to r ' 13 mm, while some overprediction is observed
in the CMC results within this range, as can bee seen in Fig. 6.6 (a). In contrast, the
mixture fraction fluctuation in CSE represents the experimental data within 25% difference
along the examined radial locations.
For the last axial location, x/DB = 4.5, both the Favre mean and rms fluctuation of
the mean mixture are in good agreement with the experimental data as shown in Fig. 6.7.
In terms of predicting the mixture fraction rms, the current predictions are close to the
experimental values, in particular in the region between r = 0 and r ' 10 mm.
0 5 10 15 20 250
0.2
0.4
0.6
0.8
1
r[mm]
ξ˜
 
 
EXP
CMC
CSE
(a) Favre averaged mixture fraction
0 5 10 15 20 250
0.2
0.4
0.6
0.8
r[mm]
ξ˜
 
 
EXP
CMC
CSE
(b) rms of the mixture fraction
Figure 6.4: Radial profile of mean and rms fluctuation of the mixture fraction predicted
by CSE compared with experimental data [90, 97] and previous simulation with CMC
approach [98] at x/DB = 0.9
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Figure 6.5: Radial profile of mean and rms fluctuation of the mixture fraction predicted
by CSE compared with experimental data [90, 97] and previous simulation with CMC
approach [98] at x/DB = 1.3
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Figure 6.6: Radial profile of mean and rms fluctuation of the mixture fraction predicted
by CSE compared with experimental data [90, 97] and previous simulation with CMC
approach [98] at x/DB = 1.8
78
0 5 10 15 20 250
0.2
0.4
0.6
0.8
r[mm]
ξ˜
 
 
EXP
CMC
CSE
(a) Favre averaged mixture fraction
0 5 10 15 20 250
0.05
0.1
r[mm]
r.
m
.s
ξ
 
 
EXP
CMC
CSE
(b) rms of the mixture fraction
Figure 6.7: Radial profile of mean and rms fluctuation of the mixture fraction predicted
by CSE compared with experimental data [90, 97] and previous simulation with CMC
approach [98] at x/DB = 4.5
6.4 Conditional Species Mass Fraction and Tempera-
ture
Figures 6.8 - 6.11 compare the conditional species mass fractions and temperature
obtained from the current CSE simulations to the experimental data and the CMC results
at the four axial locations: x/DB = 0.9, x/DB = 1.3, x/DB = 1.8, and x/DB = 4.5. Notice
that for each plot, both experimental data and the CMC results of conditional species mass
fractions and temperature at two different radial locations are shown: at r = 0.5Dj and
r = 3Dj, where Dj is the diameter of the fuel jet in the bluff-body burner. Similar to
the piloted flame study, the conditional mass fraction of CO2, H2O, O2, OH, CO, H2 and
CH3OH, and conditional temperature at each axial location are examined. Figure 6.8 (a)
shows the conditional mass fraction of CO2 at x/DB = 0.9. The CSE predictions are in
good agreement with both the experimental data and the CMC results in general. CSE
predicts the peak value around 0.147, which is about 10% different from the experimental
peak value. Also, the peak occurs around η ' 0.12 in CSE, while near the stoichiometric
value of pure methanol, 0.135, is observed in the experiment. The conditional mass fraction
of H2O at the same location predicted by CSE is close to the experimental data, which
is also observed in the CMC results. Starting from η ' 0.35, some overprediction in the
CSE results can be seen, but remains small, less than 7% difference from the experiment.
The conditional mass fraction of O2 predicted by CSE is comparable to the experimental
data. Figure 6.8 (d) shows the conditional mass fraction of OH. Notice that there is a
region with sudden reduction of OH mass fraction, between η ' 0.08 and η ' 0.1, which
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is believed to be caused by numerical error from the overprediction of CO2 mass fraction
in the same region, as shown in Fig. 6.8 (a). The conditional mass fraction of CO at the
same location within the flammability limit of pure methanol is shown in Fig. 6.8 (e). In
the region between η ' 0.18 and η ' 0.24, CSE provides the CO mass fractions close to
the experimental data, while CMC underpredicts the experimental data significantly. The
conditional mass fraction of H2 predicted by CSE accurately represents the experimental
data until η ' 0.22 and for η ≥ 0.22 an overprediction is noticed. For methanol, the CSE
predictions are lower than the experimental data in the fuel rich side, as can be seen in
Fig. 6.8 (g). Finally, CSE is able to reproduce the profile of the conditional temperature
close to the experimental data with small overprediction in the fuel rich side, as shown in
Fig. 6.8 (h).
The conditional species mass fractions and temperature at x/DB = 1.3 are shown in
Fig. 6.9. Starting with the conditional mass fraction of CO2 first, the present CSE is found
to capture the location and magnitude of the experimental peak accurately, as shown in
Fig. 6.9 (a): the peak occurs near the stoichiometric mixture fraction in both CSE and
the experimental data. For the mass fraction of water, both CSE and CMC predict the
experimental data accurately with slight overprediction after η ' 0.2, as displayed in Fig.
6.9 (b). The predicted conditional mass fractions of OH are close to the experimental
data, except in the region between η ' 0.14 and η ' 0.27, where slight overprediction
in the CSE values is observed, as presented in Fig. 6.9 (d). The CSE profile is, in fact,
closer to the CMC predictions at r = 3Dj . The conditional mass fraction of CO and H2
between η = 0 and the upper flammability limit of pure methanol at the same location
are shown in Fig. 6.9 (e) and Fig. 6.9 (f), respectively. Both the experimental data and
CMC results show that the conditional mass fraction of CO from η ' 0.25 varies from
the radial locations. CSE reproduces the experimental data for the mass fraction of CO
at r = 3Dj very well until η ' 0.25. For H2, the prediction by CSE is comparable to the
experimental data until η ' 0.24. For larger mixture fraction values, an overprediction
occurs which is also observed in the CMC results. However, the overprediction seen in
the CSE results is larger than that in the CMC results. The conditional mass fraction of
methanol is shown in Fig. 6.9 (g). At this location, the CSE predictions are similar to
what it is observed at x/DB = 0.9, where the methanol mass fraction is underpredicted
in fuel-rich mixtures. As displayed in Fig. 6.9 (h), the predicted conditional temperature
closely follows the experimental profiles. Figure 6.10 shows the conditional species mass
fractions as well as temperature at x/DB = 1.8. The predictions at this location are very
similar to observations made in the other locations. Likewise, at x/DB = 4.5, as can be
seen in Fig. 6.11, the conditional averages follow the same shape and trend as what is
observed at the previous locations. The only exception is the significant overprediction of
H2O observed in the fuel rich side. The peak value is around 0.2.
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Figure 6.8: Conditional species mass fraction and temperature predicted by CSE (-) com-
pared with experimental data (◦ at r = 0.5Dj and  at r = 3Dj) [90, 97] and previous
simulation with CMC approach (-·- at r = 0.5Dj and · · · at r = 3Dj) [98] at x/DB = 0.9
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Figure 6.9: Conditional species mass fraction and temperature predicted by CSE (-) com-
pared with experimental data (◦ at r = 0.5Dj and  at r = 3Dj) [90, 97] and previous
simulation with CMC approach (-·- at r = 0.5Dj and · · · at r = 3Dj) [98] at x/DB = 1.3
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Figure 6.10: Conditional species mass fraction and temperature predicted by CSE (-)
compared with experimental data (◦ at r = 0.5Dj and  at r = 3Dj) [90, 97] and previous
simulation with CMC approach (-·- at r = 0.5Dj and · · · at r = 3Dj) [98] at x/DB = 1.8
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Figure 6.11: Conditional species mass fraction and temperature predicted by CSE (-)
compared with experimental data (◦ at r = 0.5Dj and  at r = 3Dj) [90, 97] and previous
simulation with CMC approach (-·- at r = 0.5Dj and · · · at r = 3Dj) [98] at x/DB = 4.5
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The comparison between the experimental data and the results from CSE for the con-
ditional quantities show that CSE is able to predict the experimental data for conditional
mass fractions of species and temperature reasonably well with some larger discrepancies
on the fuel rich side. Further, the predictions of the conditional species mass fraction
and temperature are close to those of CMC results with some small differences. These
differences can be explained by several reasons. First, the different turbulence modelling
used in the previous CMC study [98] and the present CSE study result in some differences
in mixing field predictions, as shown in Figs. 6.4 - 6.7. In the CMC work by Kim and
coworkers [98], the modified k −  model [99] is implemented, whereas the current CSE
study considers SST k− ω [15] model to solve for the turbulent flow field. The differences
in the mean (Favre averaged) and fluctuation of the mixing field can result in different
predictions for the conditional mass fractions of species and temperature.
The fact that different chemistry mechanisms are considered in CMC and CSE inves-
tigations is believed to be another source of discrepancy. In the present work, GRI-Mech
2.11 [65] is selected for the chemistry mechanism, while Kim et al. consider the mechanism
developed by Peters [100] with 33 reactions and 15 species. As a test, the CSE calculations
are run with the same kinetics as those in [98]. It is found that the predicted conditional
mass fractions of CO2, H2O and O2 in CSE are similar to the CMC results as well as
their unconditional counter parts, reported in [98]. The CSE predictions using GRI-Mech
2.11 are shown to be closer to the experimental data for most species when compared to
the predictions using Peters mechanism. Finally, the different methodology to obtain the
conditional species mass fractions and temperature in CMC and CSE is likely to introduce
some differences that are difficult to estimate without having CMC and CSE implemented
in the same CFD code.
Some discrepancies in the turbulent mixing are noted in Section 6.3 in comparison with
the experimental data. These are suspected to the main source of discrepancies between
the CSE predictions and the experimental values as the mixture fraction PDF, function
of mean mixture fraction and its variance, is a key variable in the inversion process to
determine the conditional averages. Most discrepancies in the turbulent predicted mixing
field are associated with the rms of mixture fraction. As for the piloted flame examined
in Section 5, differential diffusion seems to be non-negligible, in particular for the mass
fraction of H2 and will need to be included in the future for improved predictions of some
of the species concentrations
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6.5 Unconditional Species Mass Fractions and Tem-
perature
Figures 6.12 to 6.15 show the Favre averaged species mass fractions and temperature
predicted by CSE compared with the experimental data and the CMC results at the same
four axial locations. At x/DB = 0.9, the Favre averaged mass fractions of CO2 and H2O
predicted by CSE are in better agreement with the experimental data than those of CMC.
For these two species, CMC underpredicts the experimental values in the region between
r = 13mm and r = 23 mm. The underpredictions by CMC for these two species are not
observed in the CSE results, as shown in Fig. 6.12 (a) and 6.12 (b). The Favre averaged
mass fractions of O2 and OH at x/DB = 0.9 location are shown in Fig. 6.12 (c) and (d),
respectively. For O2 and OH, CSE also reproduces the experimental data more accurately
than what is seen in CMC. CMC overpredicts the mass fraction of O2 in the region between
r ' 10 mm and r ' 24 mm, where this overprediction is significantly reduced in CSE. For
the mass fraction of OH, CSE predictions are closer to the experimental data compared to
CMC, in particular in the region between r ' 13 mm and r ' 22 mm. The underprediction
seen in CMC is significantly improved in CSE in this region. Figure 6.12 (e) shows the
Favre averaged mass fraction of CO at x/DB = 0.9. An undeprediction can be seen in the
CMC results, whereas CSE accurately reproduces the experimental profile for r ≥ 9 mm.
However, for the unconditional mass fraction of H2, CSE does not give good predictions
compared to the experimental data and CMC results agree with experimental values better.
A significant overprediction is observed between r ' 2 mm and r ' 15 mm. As presented
in Fig. 6.12 (g), the CSE predicted methanol mass fractions are in good agreement with
the experimental values with a small overprediction of the centreline. For the temperature,
as shown in Fig. 6.12 (h), CSE overcomes the significant underprediction by CMC in the
region between r ' 12 mm to r ' 23 mm. In fact, this is the region where the predictions
of the mass fraction of CO2 and H2O by CSE are much closer to the experimental data than
those of CMC. Overall, the CSE predictions are in better agreement with the experimental
data than the CMC results except for H2, which is consistent with the overprediction in
the conditional counterpart. The main reason of improved predictions in CSE would be
due to better prediction in mean and fluctuation of the mixing field at this location than
the CMC results.
Figure 6.13 displays the Favre averaged species mass fractions and temperature at
x/DB = 1.3. At this location, the prediction of the unconditional mass fractions of CO2,
H2O, O2, and OH are similar to the those obtained from CMC, and they both reproduce
the experimental data very well, as shown in Fig. 6.13. For the mass fraction of CO,
CMC underpredicts the experimental data from r = 0 to r ' 10 mm, while an opposite
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trend is seen in the CSE predictions by having an overprediction within this range. The
overprediction of the mass fraction of CO in the fuel rich side is believed to responsible for
the overprediction of the Favre averaged counterpart within r = 0 to r ' 10 mm. Similar
to the observation made at x/DB = 0.9, the mass fraction of H2 is also overpredicted at
x/DB = 1.3, as shown in Fig. 6.13 (f), which is consistent to what is observed in the
conditional profile. The methanol mass fractions are smaller than the experimental values,
still in reasonable agreement and CMC seems to produce values closer to the experimental
values, as presented in Fig. 6.13 (g). The Favre averaged temperature obtained from CSE
falls within the experimental measurements, as shown in Fig. 6.13 (h). The radial profiles
of unconditional mass fractions of species and temperature from CSE predictions compared
with the experimental data and CMC results at x/DB = 1.8 are presented in Fig. 6.14. At
this location, the CSE predicted values are similar to the observations made in the other
two axial locations. In general, CSE yields good agreement with the experimental data,
except the model overpredicts the mass fraction of H2 significantly.
For the Favre averaged mass fraction of species and temperature at x/DB = 4.5, CSE
yields good agreement with the experimental data. The mass fraction of CO2 is better
predicted by the current simulations compared to the previous CMC results, in particular
from r ' 3 mm, as shown in Fig. 6.15 (a). However, the predicted Favre averaged mass
fraction of H2O are larger than the the CMC values between r = 0 and r ' 6 mm,
consistent with the overprediction of conditional counterpart. The Favre averaged mass
fraction of O2 predicted by CSE is very close to the experimental data, while significant
underprediction is observed in the CMC results. CSE undepredicts the mass fractions of
CO and H2 in the region where an overprediction of H2O is observed. Good agreement
for methanol concentration is observed. Good prediction of the temperature is obtained in
the present CSE calculations, as shown in Fig. 6.15 (h).
87
0 5 10 15 20 250
0.05
0.1
0.15
0.2
0.25
r [mm]
Y˜
C
O
2
 
 
EXP
CMC
CSE
(a) Favre averaged mass fraction of CO2
0 5 10 15 20 250
0.05
0.1
0.15
0.2
0.25
r [mm]
Y˜
H
2
O
 
 
EXP
CMC
CSE
(b) Favre averaged mass fraction of H2O
0 5 10 15 20 250
0.05
0.1
0.15
0.2
0.25
r [mm]
Y˜
O
2
 
 
EXP
CMC
CSE
(c) Favre averaged mass fraction of O2
0 5 10 15 20 250
1
2
3
4
5x 10
−3
r [mm]
Y˜
O
H
 
 
EXP
CMC
CSE
(d) Favre averaged mass fraction of OH
0 5 10 15 20 250
0.05
0.1
0.15
0.2
r [mm]
Y˜
C
O
 
 
EXP
CMC
CSE
(e) Favre averaged mass fraction of CO
0 5 10 15 20 250
0.01
0.02
0.03
0.04
0.05
r [mm]
Y˜
H
2
 
 
EXP
CMC
CSE
(f) Favre averaged mass fraction of H2
0 5 10 15 20 250
0.2
0.4
0.6
0.8
1
r [mm]
Y˜
C
H
3
O
H
 
 
EXP
CMC
CSE
(g) Favre averaged mass fraction of CH3OH
0 5 10 15 20 250
500
1000
1500
2000
2500
r [mm]
Te
m
pe
ra
tu
re
 [K
]
 
 
EXP
CMC
CSE
(h) Favre averaged temperature
Figure 6.12: Radial profiles of the Favre averaged mass fraction of species and temperature
predicted by CSE compared with experimental data [90, 97] and previous simulation with
CMC approach [98] at x/DB = 0.9
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Figure 6.13: Radial profiles of the Favre averaged species mass fraction and temperature
predicted by CSE compared with experimental data [90, 97] and previous simulation with
CMC approach [98] at x/DB = 1.3
89
0 5 10 15 20 250
0.05
0.1
0.15
0.2
0.25
r [mm]
Y˜
C
O
2
 
 
EXP
CMC
CSE
(a) Favre averaged mass fraction of CO2
0 5 10 15 20 250
0.05
0.1
0.15
0.2
0.25
r [mm]
Y˜
H
2
O
 
 
EXP
CMC
CSE
(b) Favre averaged mass fraction of H2O
0 5 10 15 20 250
0.05
0.1
0.15
0.2
0.25
r [mm]
Y˜
O
2
 
 
EXP
CMC
CSE
(c) Favre averaged mass fraction of O2
0 5 10 15 20 250
1
2
3
4
5x 10
−3
r [mm]
Y˜
O
H
 
 
EXP
CMC
CSE
(d) Favre averaged mass fraction of OH
0 5 10 15 20 250
0.05
0.1
0.15
0.2
0.25
r [mm]
Y˜
C
O
 
 
EXP
CMC
CSE
(e) Favre averaged mass fraction of CO
0 5 10 15 20 250
0.01
0.02
0.03
0.04
0.05
r [mm]
Y˜
H
2
 
 
EXP
CMC
CSE
(f) Favre averaged mass fraction of H2
0 5 10 15 20 250
0.2
0.4
0.6
0.8
1
r [mm]
Y˜
C
H
3
O
H
 
 
EXP
CMC
CSE
(g) Favre averaged mass fraction of CH3OH
0 5 10 15 20 250
500
1000
1500
2000
r [mm]
Te
m
pe
ra
tu
re
 [K
]
 
 
EXP
CMC
CSE
(h) Favre averaged temperature
Figure 6.14: Radial profiles of the Favre averaged species mass fraction and temperature
predicted by CSE compared with experimental data [90, 97] and previous simulation with
CMC approach [98] at x/DB = 1.8
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Figure 6.15: Radial profiles of the Favre averaged species mass fraction and temperature
predicted by CSE compared with experimental data [90, 97] and previous simulation with
CMC approach [98] at x/DB = 4.5
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6.6 Summary
In this chapter, the numerical investigation of a turbulent non-premixed methanol bluff-
body flame using CSE is presented. Good predictions are obtained for the mixing field as
well as the conditional and unconditional species mass fractions and temperature. Com-
parison with the more available data than the piloted case in Chapter 5 shows that CSE
can reproduce methanol flame very accurately. However, the prediction of species mass
fraction of H2 is also quite poor, which is suspected to be mainly due to the exclusion of
differential diffusion effect within the simulation.
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Chapter 7
Conclusions
The focus of the present study is to investigate the applicability of CSE to reproduce
turbulent non-premixed methanol flames. For the first time, CSE is applied to simulate
turbulent flames that burn methanol, which has a more complex chemical structure than
methane. CSE combined with TGLDM for the chemistry tabulation is shown to repro-
duce turbulent non-premixed methanol piloted and bluff-body flames successfully. The
combustion model is able to capture accurate chemistry within the wide range of the
flammability limits of methanol. The presumed β shaped PDF of the mixture fraction [48]
and zeroth order Tikhonov regularization [38] are included in the current CSE study. The
two equation RANS models are used to solve for turbulent flow field for both the piloted
and bluff-body cases, and GRI-Mech 2.11 is used for chemistry kinetics. The numerical
implementation of the CSE model in CFD, used in the present study, is described: the
conditional chemical source terms for species CO2 and H2O are retrieved from the TGLDM
table and integrated over the sampling mixture fraction range, whereas the mass fractions
of the remaining species including CH3OH, O2, CO, H2, and OH are calculated directly
from the table. For each investigated flame, the spatial grid refinement and the effect of
the size of CSE ensembles are examined. The performance of CSE for the two flames is
evaluated by comparing the CSE results of species mass fractions and temperature to the
available experimental data and previously simulated results using the CMC method.
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7.1 Methanol Flame Results
7.1.1 Piloted Flame Results
The piloted flame experimentally investigated by Masri et al. [88] is reproduced using the
CSE method. For the turbulent flow field, the RANS standard k −  equation is used.
Several values of the empirical constant, C1, are tested to obtain the best value that re-
produces the experimental mixing field, and the case with C1 = 1.7 provides the most
accurate predictions on the mean mixture fraction from the experiment.
The conditional mass fractions of CO2, H2O, O2, OH, CO, H2, and CH3OH and tem-
peratures at two axial locations, x/D = 20 and x/D = 40, are examined. The conditional
results are compared with the experimental data by Masri et al. [88, 90] and previous
numerical results using the CMC method by Roomina and Bilger [93]. The CSE results
agree well with the experimental data except for H2, where significant overprediction of
the species is observed in the fuel rich side. A similar trend is also observed in the CMC
results.
The unconditional or Favre averaged mass fractions of the reactive species and tem-
perature are examined at only the x/D = 20 location. Overall, the CSE results on the
Favre averaged quantities agree well with the experimental data except for H2. A signifi-
cant overprediction of the species is observed near the centreline, where the corresponding
mean mixture fraction is greater than 0.2.
Several possible sources may be identified to explain the discrepancies between the
CSE predictions and the experimental data. The most significant is the exclusion of the
differential diffusion effect within the simulation, which is suspected to be the main cause
of the overprediction of H2 mass fractions. Another possible source of discrepancy is the
chemistry mechanism used in the tabulation. In their CMC work, Roomina and Bilger [93]
report that one of the reactions in GRI Mech 2.11, CH3OH + H => CH2OH + H2, has
significantly larger reaction constants than the chemistry mechanism developed by Chen
[94], which provides good agreement with the experimental data on H2.
7.1.2 Bluff-body Flame Results
The second flame of interest, the turbulent non-premixed methanol flame experimentally
investigated by Dally et al. [97], is reproduced using CSE. The RANS SST k − ω model
with γ2 = 0.66 provides accurate predictions of the turbulent mixing field. The results of
the mean and variance of the mixture fraction are compared to the experimental data at
four locations: x/DB = 0.9, x/DB = 1.3, x/DB = 1.8, and x/DB = 4.5.
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At all the four locations, the conditional temperature and species mass fractions of
CO2, H2O, O2, OH, CO, H2, and CH3OH are compared with the experimental data and
previous numerical results using the CMC method by Kim et al. [98]. CSE is able to
provide accurate predictions for most of the conditional quantities except for H2, where
significant overprediction is observed in the fuel rich side. Again, the main cause of the
overprediction is suspected to be the negligence of the differential diffusion effect in the
chemistry tabulation process.
The unconditional species mass fractions and temperature are compared with the ex-
perimental data and the CMC results at the four locations. At the x/DB = 0.9 location,
the Favre averaged results from the CSE simulation represent the experimental data sig-
nificantly better than the CMC results especially for Y˜CO2 , Y˜H2O and temperature. It is
believed that the better predictions by CSE are due to more accurate predictions of the
mixing field shown in the mean and variance of the mixture fractions, implying that captur-
ing an accurate prediction of the mixing field is the key parameter for successful simulation
in CSE. For the other three axial locations, the level of agreement with the experimental
data between the CSE and CMC is similar except for H2.
As a test, CSE calculations with the same chemistry mechanism used in the CMC work
by Kim et al. [98] are run to see whether the CSE provides similar predictions to the CMC
results. The TGLDM tables using the chemistry mechanism by Peters [100] is applied to
simulate the same flame. Subsequently, it is found that the mass fractions of CO2, H2O,
and O2 in CSE are similar to those of CMC. The overprediction of H2 mass fractions,
however, is still observed.
7.2 Summary of Accomplishments
The previous studies on CSE have focused on the flames that burn methane and methane-
based mixtures as fuels, even though the applicability of the model is not limited to a
particular fuel in theory. In the present work, the performance of CSE for reproducing
flames that burn fuels with more complex chemical structure than that of methane is
assessed. The main key finding from the present investigation of methanol flames is that
CSE yields accurate predictions of the species mass fractions and temperature compared to
the available experimental data, which suggests that CSE is applicable to simulate flames
of any fuels. The present study can be the starting point of possible future investigations
of CSE for combustion of fuels with even more complex chemical structure in industry.
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7.3 Recommendations and Future Work
In the current study, the tabulated chemistry via the TGLDM method is used for chem-
istry calculation. The current implementation of TLGDM, however, does not consider the
differential diffusion effect. Since the overprediction of H2 is suspected to be caused mainly
by the neglect of the differential diffusion, it is highly recommended to reconfigure the
chemistry table using other chemistry tabulation techniques, which can adapt the differ-
ential diffusion of reactive species.
Improvements in mixing field predictions using LES are also suggested for future work.
It is seen from the bluff-body case that the better predi ctions in mean and variance of
mixture fraction lead to more accurate predictions of the species mass fractions and tem-
perature.
Finally, it is suggested to include CSE simulation of burning fuels with more complex
chemical structure than methanol. Ethanol is a good candidate to start because its use in
the automobile industry has been increased over the last few decades. Investigating CSE
on more complex fuels will allow wider applications of the model in the future.
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