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Abstract
Theorems giving conditions for a pair of matrices to be reducible to a special form by a
simultaneous similarity transformation such as the classical McCoy’s theorem or theorems
due to Shapiro and Watters are traditionally perceived as nonconstructive ones. We disprove
this perception by showing that conditions of each of the theorems above can be verified using
a finite number of arithmetic operations. A new extension of McCoy’s theorem is stated which,
in some respects, is more convenient than Shapiro’s theorem. © 2000 Published by Elsevier
Science Inc. All rights reserved.
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1. Introduction
In linear algebra and representation theory of finite-dimensional algebras, there
are a number of results that give necessary and sufficient conditions for a pair of
n  n matrices to be reducible to a special form by a simultaneous similarity trans-
formation. The most known of these results is the classical McCoy’s theorem [1].
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Theorem 1. Matrices A;B 2 Mn.C/ can be reduced to (upper) triangular form by
the same similarity transformation if and only if all matrices
p.A;B/TA;BU (1)
are nilpotent. Here, p.s; t/ is an arbitrary polynomial with complex coefficients in
noncommuting variables s and t.
The symbol Mn.C/ stands for the full algebra of complex n  n matrices, and
TA;BU is the standard notation for the commutator AB − BA of matrices A and B:
Other results of this kind are Shapiro’s theorem on simultaneous reduction to
block triangular form with diagonal blocks of order at most p, where p is a prescribed
positive integer, and Watters’ theorem on simultaneous quasidiagonalization of a pair
of normal matrices (see [3] and [4], respectively).
These and similar theorems are traditionally perceived as nonconstructive ones.
Indeed, their hypotheses formally involve infinite sets of conditions. In McCoy’s
theorem, for instance, one must verify that the matrix in (1) is nilpotent for any
polynomial p.s; t/:
Our purpose in the paper is to disprove this perception of nonconstructivity. In
Sections 2–4, we show that the conditions of all three theorems above can be verified
with the help of procedures using only a finite number of arithmetic operations. Such
procedures are said to be rational. In each of the three cases, computation can be
carried out in a ring of complex polynomials in many variables or, if desired, in the
field C only. The crucial point in showing finiteness is invariably the fact that a basis
(or a spanning set) in the algebraA DA.A;B/ generated by given matrices (and
interpreted as a linear space) can be found by a rational procedure. One possible way
for calculating a basis is briefly described in Section 5.
In Appendix A, a new extension of McCoy’s theorem is stated and proved. In
certain respects, it seems to be more convenient than Shapiro’s theorem.
2. McCoy’s theorem
Suppose that a spanning set is known in the algebra A; i.e., a set of matrices
E1; : : : ;Et such that
C D c1E1 C    C ctEt (2)
for any C 2A: Note that, while p runs over the set of all complex polynomials in s
and t, the left factor in (1) runs over the entire algebraA: Replacing this factor with
expression (2), we obtain
p.A;B/TA;BU D c1D1 C    C ctDt ; (3)
where
Di D EiTA;BU; i D 1; : : : ; t:
Y.A. Al’pin, K.D. Ikramov / Linear Algebra and its Applications 313 (2000) 155–161 157
Thus, the product in (1) can be interpreted as an n  n matrix M over the ring
C.c1; : : : ; ct /: Now, the necessary and sufficient condition for M to be nilpotent is
given by the matrix relation
Mn D 0 (4)
or by the system of polynomial equalities
tr M D0;
tr M2 D0;
::: (5)
tr Mn D0:
Though (4) may also be considered as a system of n2 equalities
fMngij D 0; i; j D 1; : : : ; n: (6)
Finally, both (5) and (6) may be replaced by equivalent sets of scalar conditions
expressing the fact that the coefficients of appropriate polynomials must be equal to
0. These coefficients are rational functions of the entries in A and B:
3. Shapiro’s theorem
This is an extension of McCoy’s theorem that makes use of the concept of a
polynomial identity on a (matrix) algebra. We say that a polynomial P.x1; : : : ; xr/
in noncommuting variables x1; : : : ; xr defines an identity on an algebraA; if
P.C1; : : : ; Cr/ D 0 (7)
for any C1; : : : ; Cr 2A: The most familiar example of a polynomial identity is
provided by the standard polynomial
Sr.x1; : : : ; xr/ D
X

.sign /x.1/    x.r/; (8)
where the summation is over all permutations of f1; 2; : : : ; rg: According to the
classical Amitsur–Levitzki theorem [2, Section 20.4], the standard polynomial S2k
.x1; : : : ; x2k/ determines the so-called standard identity on the full matrix algebra
Mk:
Theorem 2. Assume that a polynomial P.x1; : : : ; xr / determines an identity which
is satisfied by the algebra Mk with k < n but not by MkC1: Then, there exists a
similarity transformation that reduces both matrices A;B 2 Mn.C/ to (upper) block
triangular form with the orders of diagonal blocks at most k if and only if the matrix
P.C1; : : : ; Cr/ (9)
is nilpotent for any C1; : : : ; Cr 2A.A;B/:
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Setting P D S2.x1; x2/ in Theorem 2, we obtain a criterion for simultaneous tri-
angularization of A and B; namely, for any C1 and C2 in A.A;B/, the commutator
TC1; C2U D C1C2 − C2C1 must be a nilpotent matrix.
Again, we assume that E1; : : : ;Et is a spanning set of the algebraA.A;B/ inter-
preted as a linear space. Then each of the matrices C1; : : : ; Cr in (9) can be written
as
Ci D c.i/1 E1 C    C c.i/t Et ; i D 1; : : : ; r:
Substituting these expressions into (9), we obtain an n  n matrix M over the ring
C.c.1/1 ; : : : ; c
.1/
t ; : : : ; c
.r/
1 ; : : : ; c
.r/
t /: Now, the criterion for simultaneous reducibility
given by Theorem 2 amounts to the matrix equality (4) or the system of polynomial
equalities (5). By analogy with the remark in Section 2, each of these equalities
may be replaced by an equivalent set of scalar conditions for the coefficients of
appropriate polynomials.
4. Watters’ theorem
Suppose that an algebra A DA.A;B/ is closed with respect to the conjugate–
transpose operation, i.e.,
C 2A H) C 2A: (10)
Then, if A and B can be simultaneously reduced to a nontrivial block triangular form,
then the similarity matrix may be chosen to be unitary, and the block triangular form
of A and B is in reality a block diagonal one. We say that .A;B/ is a (unitarily)
quasidiagonalizable pair of matrices if the orders of diagonal blocks in the form
obtained are at most 2.
Relation (10) certainly holds if A and B are normal matrices. In this case, a crite-
rion for quasidiagonalizability was given by Watters [4].
Theorem 3. A pair of normal matrices .A;B/ is quasidiagonalizable if and only if
Tp.A;B/;AU2 and Tp.A;B/; BU2 (11)
are scalar matrices for any polynomial p.s; t/ in noncommuting variables s and t.
It was shown in [3] that this criterion can be obtained by setting r D 3; k D 2 and
P D .x1x2 − x2x1/2x3 − x3.x1x2 − x2x1/2
in Theorem 2. Therefore, Theorem 3 can be converted into a rational procedure with
the help of the prescription in Section 3. However, formulation (11) is perhaps more
advantageous for such a conversion. Again, we use representation (2) of a matrix
C 2A.A;B/: Then,
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M1 D TC;AU2 and M2 D TC;BU2
turn into matrices over the ring C.c1; : : : ; ct /: Each of the two matrices must have
zero off-diagonal elements, and the diagonal elements of each matrix must be the
same polynomial in C.c1; : : : ; ct /: This once more gives us a system of polynomial
conditions equivalent to the original criterion. If desired, a set of scalar conditions
equivalent to Theorem 3 can easily be written.
5. Calculating a spanning set of an algebra
In this section, we indicate one of possible rational procedures for calculating
a spanning set of an algebra A DA.A;B/: Consider the (presumably infinite)
sequence
A;B;A2; AB;BA;B2; A3; A2B;BA2; ABA;
AB2; B2A;BAB;B3; A4; : : : (12)
Each term of this sequence is a product of the form W.A;B/, where W.s; t/ is a
word in two noncommuting variables s and t : The subset of (12) composed of all
products of length k will be called its kth layer.
Define the linear subspace
Lk.A;B/ D spanfW.A;B/ V length W 6 kg
and set
‘k D dimLk:
Obviously, the numbers ‘k .k D 1; 2; : : :/ constitute a monotone sequence
‘1 6 ‘2 6    6 ‘k 6    (13)
Moreover if, in (13),
‘1 < ‘2 <    < ‘m D ‘mC1 6 ‘mC2 6    ; (14)
then
‘m D ‘mC1 D ‘mC2 D   
and
dim A D ‘m: (15)
The segment of sequence (12) formed by its first m layers, where m is the number
determined by relations (14) and (15), is a spanning set for the algebraA interpreted
as a linear space. Selecting a maximal linearly independent subset in this spanning
set, we obtain a basis inA:
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Appendix A
Theorem A.1. Let P.x1; : : : ; xr/ be the same polynomial as in Theorem 2. Then,
there exists a similarity transformation that reduces both matrices A;B 2 Mn.C/ to
(upper) block triangular form with the orders of diagonal blocks at most k if and
only if the equality
trTCP.C1; : : : ; Cr/U D 0 (A.1)
holds for arbitrary matrices C;C1; : : : ; Cr inA.A;B/:
Proof. The necessity part is almost obvious since the product in (A.1) has zero
diagonal blocks irrespective of the choice of matrices C;C1; : : : ; Cr in AI hence,
(A.1) must hold.
In proving sufficiency, we may without loss of generality assume that A and B
already have a common block triangular form
AD
0
BB@
A11 A12    A1r
A22    A2r
     
Arr
1
CCA ;
BD
0
BB@
B11 B12    B1r
B22    B2r
     
Brr
1
CCA ; (A.2)
with the diagonal blocks that are not reducible any further. Let k1; k2; : : : ; kr be the
orders of diagonal blocks in (A.2). Then, the irreducibility of these blocks means that
Ai DA.Aii; Bii / .i D 1; 2; : : : ; r/ are the full matrix algebras Mki :
Assume that there is a number m D ki such that m > k: If none of the other diag-
onal blocks in (A.2) has the same order m; then the contradiction can be obtained as
follows. Take C1; : : : ; Cr 2A such that
Z D P.C.1/ii ; : : : ; C.r/ii / =D 0 (A.3)
for their ith diagonal blocks. This is possible since P D 0 is not an identity on the
algebra Mm.C/: Next, take C as a matrix in A with the ith diagonal block equal to
Z and all other diagonal blocks being zero matrices. Then, for the product on the
left-hand side of (A.1), the trace is a positive number kZk2F, which is the required
contradiction.
Assume now that there are diagonal blocks with indices j1; : : : ; js in (A.2) whose
order is equal to m D ki > k: Let j 2 fj1; : : : ; jsg: It may or may not happen that
there exists a nonsingular m  m matrix Qij such that
Ajj D Q−1ij AiiQij ; Bjj D Q−1ij BiiQij : (A.4)
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If there is no such index j that relations (A.4) hold, then the choice C;C1; : : : ; Cr
indicated above is still possible and leads to a contradiction again.
Finally, consider the situation when relations (A.4) are satisfied for certain indi-
ces in fj1; : : : ; jsg: For simplicity, assume that there exists exactly one index j 2
fj1; : : : ; jsg such that (A.4) holds. Take C1; : : : ; Cr 2A such that (A.3) is fulfilled
for their ith diagonal blocks. This implies that
P.C
.1/
jj ; : : : ; C
.r/
jj /
is a nonzero matrix similar to (A.3), with Qij being the similarity matrix. Next,
take C as a matrix in A with the ith diagonal block equal to Z and the diagonal
blocks other than blocks .i; i/ and .j; j/ being zero matrices. In view of (A.4), this
description uniquely determines the block Cjj I namely,
Cjj D Q−1ij ZQij :
Thus, the trace of the product on the left-hand side of (A.1) is equal to 2kZk2F,
which is the desired contradiction. This completes the proof of the theorem. 
By analogy with the argument in Sections 2–4, equality (A.1) can be converted
into a polynomial relation (where a polynomial depends on .r C 1/t variables c.i/j )
or an equivalent set of scalar conditions.
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