In this paper, a finite state machine approach is followed in order to find the semantic similarity of two sentences. The approach exploits the concept of bi-directional logic along with a semantic ordering approach. The core part of this approach is bi-directional logic of artificial intelligence. The bi-directional logic is implemented using Finite State Machine algorithm with slight modification. For finding the semantic similarity, keyword has played climactic importance. With the help of the keyword approach, it can be found easily at the sentence level according to this algorithm. The algorithm is proposed especially for Nepali texts. With the polarity of the individual keywords, the finite state machine is made and its final state determines its polarity. If two sentences are negatively polarized, they are said to be coherent, otherwise not. Similarly, if two sentences are of a positive nature, they are said to be coherence. For measuring the coherence (similarity), contextual concept is taken into consideration. The semantic approach, in this research, is a totally contextual based method. Two sentences are said to be semantically similar if they bear the same context. The total accuracy obtained in this algorithm is 90.16%.
Introduction
Semantic similarity is a relationship between common and different features (meaning) of two compared words. It is a fundamental and widely used concept in recent applications of Natural Language Processing. Sentence semantic similarity is main concern to similarity between concepts according to their presumed natural relationships.
In order to compute semantic similarity on the sentence level, we ideally should compare some kind of meaning representation of the sentences. Finding such meaning in Nepali texts is more difficult than English text because the structure matters a lot. The structure used in Nepali sentences is not same as English texts. So, a novel approach is proposed in order to tackle the problem of such texts.
Lots of algorithms and strategies have been developed in natural language processing in order to find the semantic similarity of English texts. But few works have been done in Nepali. And morphologically, processing Nepali text is also of great challenge because it does not match so easily with English sentences. Using the concept of finite state machine, the semantically similar sentences can be retrieved in Nepali texts. The position of subject, verb and object is different from English texts. The concepts of theory of computation and artificial intelligence are major here in this model.
Finite State Automata is an abstract machine which can be in one of the finite number of state. Machine can be in only one state at a time. It can be changed from one state to another by triggering condition for each transition. State machine has been used to describe linguistics -to describe the grammars of natural languages and to learn the corpus patterns.
First Order Logic or Prepositional Logic (also called sentential logic) is a formal language which is used for expressing statements. Prepositional logic is used to determine when a statement is true in a structure. Here, proposition is a statement which is either true or false. Prepositions are connected to give truth or falsity of the compound propositions. Ex: Bi-conditional (or equivalence  ).
Bi-conditional logic is true whenever both of its components have the same truth value, either both true or both false.
Finite State Machine to recognize the bi-conditional logic is as shown in Figure 1 .
But we can modify it to recognize the single transition state (single word) or double transition states (two words) as shown in the Figure 2 .
Nepali language has the word order and language writing scripts are different from English language. Nepali language is Subject Object Verb (SOV) language. [1] proposed sentence similarity find method based on Semantic Nets and Corpus Statistics. This method found best for the shortest length sentences. The semantic similarity of two sentences is calculated based on cosine similarity, word order similarity and overall sentence similarity by using information from a structured lexical database and from corpus statistics.
Literature Review
Sentence semantic similarity calculating method based on segmented semantic comparison was proposed in [2] . Best results could be achieved and the calculating process would more fit to the semantic logic in the shortest sentence. [3] described a metric method for computing sentence level semantic textual similarity, which is based on a probabilistic finite state machine model that computes weighted edit distance.
Estimating of the context similarity based on closeness of the semantic load of two comparing sentences is researched by [4] .
A FSA is built through a systematic analysis of the patterns of meaning and use for each verb [5] . Also, the algorithm for learning regular grammars from examples to recognize the corpus patterns is given.
Similarly, [6] proposed method based on different aspects like Objects-Specified similarity, Objects-Property similarity, Objects-Behavior similarity and Overall sentence similarity. Sentences would be divided into the trunk and the other segments were set different weights, and the grammatical and semantic structure of the sentences would be analyzed.
The work done by [7] was to produce a measure of semantic similarity, which is a good predictor of "relatedness" between sentences, with the ultimate goal of assessing the coherence of an essay.
Two approaches are proposed by [8] , the first approach proposed used lexical similarity & the second used semantic similarity by means of term expansion with synonyms. [9] proposed semantic similarity based on WORDNET dictionary with some sequential process like tokenization, POS tagging, word distance calculation etc.
More importantly, [10] did research on structure of Nepali Grammar. This paper has mainly explained parts of speech of Nepali Language, special characteristics in Nepali Language & overview of the sentential structure of the Nepali Language.
Almost all above methods are based on lexical database WORDNET. Nepali Computational Grammar (NCG) structural detail is done by [11] , which essentially involves the development of the intermediate modules like the Parts-of-Speech (POS) Tagger, Chunker and the Parser. [12] built Nepali WORDNET, the rich lexical resource for the Nepali Language for effective machine translation. They did this task inspiration from English WORDNET and Hindi WORDNET. This dictionary can be helpful to get word distance of any two words in the Nepali Language. [13] employed the concept of probabilistic concept for finding the semantic similarity of the sentence.
Proposed Model
Almost all existing methods for computing sentence similarity have been adopted from approaches used for long text documents. These methods process sentences in a very high-dimensional space and are inefficient for short text application domain. In order to get accuracy, computing the similarity between very short texts of sentence length has been proposed. The proposed model considers the first order logic [14] with the finite state machine approach. The research work also is influenced by concept [15] .
The semantic concept of contextual [16] is taken into consideration for proposing the new algorithm.
This paper focuses directly on computing the Sentence Semantic Similarity in Nepali Language for short texts. The sample similar sentences are shown in Tables 1 and 2 .
The similar sentences are those which are contextually similar in this research. For the whole research work, particular context is taken into consideration.
The proposed model is shown in Figure 3 . It shows the different steps employed for the research activities.
According to Figure 3 , firstly the document is separated into individual sentence. The individual keyword is taken from each sentence with its semantic orientation. After calculating the semantic orientation of each token, with the help of dictionary, Finite State Machine is made. With the help of finite state machine, the polarity of each sentence is determined. The sentences having same polarity is taken as the same orientation depending on particular context.
Evaluation and Output
For the evaluation purpose, around 1200 sentences are taken for the experiment. The datasets used in this experiment are of different type. It was implemented under Visual Studio 2008. Programming language was C#. For measuring the performance, recall is used.
The comparison of the hybrid algorithms with traditional rule based algorithm is made. The output is listed in the below Table 3 .
The result obtained in Table 3 showed that the recall of the given algorithm. This algorithm gave different recall values depending of the nature of datasets used. When the datasets of simple nature is used, it gave the recall value of highest i.e. 95. Similarly, if the dataset of medium type is used, it gave the recall value of 90.5 and finally with the complex and ambiguous type of sentences, the recall value dropped to 85. Similarly, the graph is plotted with x-coordinate as the # of sentences with y-coordinate as the recall obtained from the experiment. From the Figure 4 , it can be seen that the recall value gets increased for simplicity of sentences and has degraded as the complexity of the data set increases. The ambiguity of the sentences degraded the performances. 
Conclusion and Limitation
The implemented algorithm gave recall of 90.15%. The algorithm is the exploitation of the finite state machine with bi-directional logic. The bi-directional logic is modified here in order to perform the semantic similarity of the sentences. The semantic ordering works have to be performed carefully otherwise the performance may be degraded. The sentences used in this experiment are context based. It can be compared with uni-directional logic of artificial intelligence for further works. Although the algorithm is designed for Nepali texts, it can also be used in other languages.
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