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Technology is transforming higher education by removing geographic constraints 
for both students and instructors and increasing learning and cooperation with internet-
based applications. Bloom’s taxonomy continues to play a significant role in instructional 
design for both the classroom and online, but other theories that address the challenges of 
designing and teaching effective online courses have emerged. Also, classroom 
techniques, many learned as a teaching assistant in graduate school, may not transfer to 
an online environment. The Community of Inquiry framework (CoI), which originated in 
1999 in response to online education, emphasizes the importance of teaching, social, and 
cognitive presences as necessary components for effective online learning. CoI research 
has focused on student and instructor perceptions of online presence correlated with 
student performance using one-group posttest-only designs. The lack of empirical 
evidence for improved learning with CoI brings into question the value of its 
implementation. The present research adds to the CoI body of knowledge by providing 
empirical evidence of CoI learning compared to an online course without CoI. A quasi-
experiment over three fall semesters explores the effect size of the CoI framework and its 
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1.1. Background for the Study 
A child takes their first steps, and their parents celebrate by announcing the event 
to their family and friends. You will not hear the child’s parents claim that they taught the 
child to walk. The parents encouraged, supported, more than likely prodded, but they did 
not teach. The parents did not explain to the child the proper positioning of the feet, the 
legs’ correct movement, the arms’ counterbalance, or the evolutionary theory about why 
humans are bipedal. Not much time passes before the child can count. Still, unlike 
walking, the child’s parents probably taught the child to count through demonstrations, 
repetition, encouragement, support, and yes, even some prodding. These two examples 
illustrate two of many types of learning that occur throughout one’s lifetime. The latter 
example follows the pattern replicated by standardized education models beginning in the 
nineteenth century. In the next several sections, we will explore the concept of education 
from antiquity to the current standardized model, the introduction and impact of 
technology on education, and the events leading to online education and online 
education’s impact, challenges, and opportunities that provoke our exploration on the 
effect of the Community of Inquiry framework (CoI). 
1.1.1. Education 
Education history often begins in antiquity, and Marrou (1956) begins this history 
with Homer and the Iliad’s portrayal of Achilles’ education by Chiron and Phoenix. 
Brockett (1874, p. 2) explains that the word education comes from the Latin root educo, 
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meaning I lead or draw out, a view of education held by Plato as a process of drawing out 
that which already exists in each person (Adam, 1905). Confucius believed that education 
occurs through “active interaction” and “critical and persistent questioning” and 
illustrates this through a story of his disappointment with a disciple that questions nothing 
(Tan, 2015). Pre-colonial Africa viewed the acquisition of knowledge as intrinsically 
necessary, and they based their institutions of higher learning on this belief (Lulat, 2005). 
Classical antiquity provided the basis for the “Seven Liberal Arts” (Grammar, 
Dialectic, Rhetoric, Arithmetic, Geometry, Astronomy, and Music) that arose in medieval 
education (Abelson, 1906). The revival of Classical education began to emerge at the 
beginning of the Renaissance when, according to Woodward (1921), Vittorino Da Feltre 
established the “first great school” in the mid-1440s (p. 24). Another significant teacher 
of the day, Petrus Paulus Vergerius, prioritized the subjects for ‘Liberal Studies’ in his 
treatise, De Ingenuis Moribus, as history, moral philosophy, eloquence, poetry, music, 
and arithmetic (Woodward, 1921). It appears that some problems are timeless because, in 
Vergerius’s treatise written in 1404, he noted that “Our youth of to-day, it is to be feared, 
is backward to learn; studies are accounted irksome” (Woodward, 1921, p. 102). 
Nonetheless, a liberal education’s classical ideals continue today, but they are losing 
ground to apparently useful vocational studies (Nussbum, 1997). The classical education 
of the Renaissance marks the beginning of humanist teaching, a “compromise between 
the claims of the Church, State and Personality” (Woodward, 1921, p. 185) with a focus 
on the “complete man.”  
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The Reformation brought about the first modern public schools in early sixteenth-
century German states and compulsory education for all citizens by the mid-sixteenth 
century (Rothbard, 1999). Mandatory early education focused on religion, but it 
transitioned to citizenship as the concept migrated across Europe (Rothbard, 1999). A 
Massachusetts Bay Colony passed the first compulsory education law in North America 
in the mid-seventeenth century, and like Europe, it was primarily for religious education 
(Katz, 1976). Widespread public control of education in the United States began in the 
middle of the nineteenth century as cities’ populations expanded (Katz, 1976). By the end 
of the nineteenth century, most states passed compulsory attendance laws (Katz, 1976). 
While leaders debated most public education decisions in the middle to the late 
nineteenth century, standardized models1 that determine the education curriculum and 
timing from the middle of the twentieth century to the present, similar worldwide, are less 
controversial (Benavot et al., 1991). After World War II, significant mass education 
growth was a worldwide phenomenon (Meyer et al., 1992), including higher education 
(Lazerson, 1998). Compulsory mass education brought a new challenge significant to the 
present study – the need to maintain student-teacher ratios at levels that can provide 
sufficient student-teacher interaction that research has shown to be essential for student 
achievement (Koc & Celik, 2015). Student-teacher interaction is just one of three 
interactions that we will explore later in the theoretical foundation and literature review 
 
1 Ramirez & Boli’s (1987) description of education following World War II, “a most striking 
degree of convergence in the organizational structure and ideological charters of these systems [throughout 
the world],” is summarized by Benavot et al.  (1991) with the phrase, “standardized models of education.“ 
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chapters. However, before we move on to the interactions, it is essential to examine the 
history and impact of technology on education and the rise and implication of online 
education to complete our background on the current state of education. 
1.1.2. Education and Technology 
It is self-evident that online education exists because of technology, but other 
technologies, less self-evident, promote education, and lead to its proliferation. We will 
discuss a few of these early technologies before focusing on more apropos educational 
technologies.  
Accepting Haas’ (2013) premise that writing is technological, one of the first 
technologies to impact education may be cuniform writing on clay tablets beginning in 
the fourth millennium BCE, some of which were created as a tool to teach scribes 
(Walker, 1987). As a writing surface, Papyrus, a flexible and lightweight solution to 
record and transfer information, appears in Egypt at the beginning of the third millennium 
BCE (Fischer, 2001; Hunter, 1978). Hunter (1978) credits a Chinese official, Ts’ai Lun, 
with the invention of paper early in the second century CE. The printing press, invented 
by Johannes Gutenberg in the mid-fifteenth century, was a significant advancement for 
education (Eisenstein, 1979) that Jones (2003) describes as a “superior means of storing 
and disseminating information” (p. 62). As we will continue to see below, technological 
inventions that reduce the burden of storing and disseminating information are most 
effective at enhancing education. 
One of the first technological innovations to impact student-teacher ratios is the 
chalkboard, an early nineteenth-century innovative use of slate boards (Krause, 2000). 
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Joseph Lancaster, an educator of the period, used chalkboards and monitorial instruction, 
a system reliant on student-student interaction, to achieve a 284 to 1 student-teacher ratio 
(Krause, 2000). Other teaching methods with smaller student-teacher ratios quickly 
replaced the Lancasterian system, but chalkboards endured (Krause, 2000). Chalkboards 
went through a series of technological innovations such as whiteboards and interactive 
boards, but their utility remains the same – to store and disseminate information to many 
students (Muttappallymyalil et al., 2016). 
Projection devices began to appear in lectures in the late nineteenth century 
(Muttappallymyalil et al., 2016), which provided instructors with greater flexibility in the 
information they provided to students to include photographs (Anderson, 1962). The 
term, visual education, developed early in the twentieth century as projection devices 
improved and found their way into more classrooms (Saettler, 1998). The early projection 
devices led to overhead projectors, filmstrips, microfilm, motion pictures (Anderson, 
1962), and television. Instructional television, created to replace instructors in the 
classroom with taped lectures, was widespread in the 1950s and 1960s but fell out of 
favor due to, among other things, teacher resistance and inflexible content (Saltrick et al., 
2004).  
Computers’ introduction in the 1960s led to computer-assisted instruction 
predictions that computers would profoundly impact learning because the instruction 
could be individualized (Suppes, 1966). Fouts (2000), summarizing prior research on 
results of computer use in education, found that there is general concurrence that 
computer integration with traditional instruction increases learning and academic 
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achievement and does so more rapidly and with greater retention. Fouts (2000) explains 
that computers have taken on many roles from tutor to teacher, content management to 
delivery, and analysis and communication. A network of interconnected computers to 
communicate and access data, envisioned by J.C.R. Licklider of MIT in 1962, later 
became the internet (Leiner et al., 2009), a fundamental predecessor to the expansion of 
online education, which we examine in the next section. 
An interesting phenomenon in education technology, deduced through a historical 
view, is that newer education technology rarely replaces older technology; it augments it. 
We continue to write, use chalkboards and their modern derivatives, pictures, videos, 
projectors, computers, tablets, and the internet. However, technology is not without its 
challenges, both in its use and acceptance, and Anderson (1962) captures this on-going 
struggle with a quote from a speaker at the 1870 New York Teachers Association 
meeting. 
But just here, it seems to me, in the line of our greatest excellence, lies our 
greatest defect and our greatest danger. In looking so closely after the mechanism 
of education, we have lost something of the life and spirit of our teaching. (p. 28) 
1.1.3. Online Education 
Online education occurs when the students and instructor are physically 
separated, and students access the course content from a networked device such as a 
computer, tablet, smartphone, etc. Online education is a modern form of distance 
education but has moved to the forefront of universities instead of the periphery, as did 
distance education of the past (Larreamendy-Joerns & Leinhardt, 2006). This section 
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provides a concise overview of the history and development of online education, a 
summary of its rapid growth, and its implementation challenges. We define various 
education modalities, including several online modalities, in section 1.4 Operational 
Definitions. 
The University of Illinois created the first online education system in the early 
1960s when they connected televisions and keyboards to a central computer for 
individual students to view course content and answer questions (Cook & Sonnenberg, 
2014; Bitzer et al., 1961). Online courses began in the early 1980s on limited networks or 
with modems connected to limited networks starting with adult education and migrating 
to undergraduate and graduate education in the mid-1980s (Harasim, 2000; Levinson, 
1999). The World Wide Web (WWW), “a global networked environment of 
interconnected documents and data” (McPherson, 2009, p. 5), emerged at the end of 
1990, but it took the Mosaic Web browser software, created in 1993, to achieve broad use 
(Maddux & Johnson, 1997). Harasim (2000) credits Simon Fraser University’s Virtual-U 
as one of the first web-based education environments in 1996, but notes that education 
adoption was “explosive.” 
Online education continues to grow at a rapid pace. According to a U. S. 
Department of Education report (2010 (2009)), online students learn moderately better 
than their face-to-face counterparts. Online education, often referred to as distance 
education, is being used to meet growing demand in higher education while increasing 
competition among universities nationally (Seaman et al., 2018). Online education 
provides opportunities for working adults to obtain specialized education certificates and 
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college degrees previously unattainable with traditional, face-to-face curriculums (Cui et 
al., 2013). The flexibility that online education offers increases the potential student base 
and expands higher education institutions’ reach (Allen & Seaman, 2007). Jeff Holms, 
the University of North Dakota’s (UND) vice provost for online education and strategic 
planning, believes that “ . . . you have to have a ladder for people to climb,” as he 
describes UND’s online engineering program that offers everything from a certificate to a 
doctoral degree (Mook, 2019). Clemson University, like many others, has embraced 
online education, which is evident in the Clemson Online (2021) vision for the modality, 
which states: 
Clemson Online will further the development of globally recognized, 
competitive, and innovative educational experiences, thereby making Clemson 
University accessible to all students and extending the land grant mission.  
Overall enrollment in higher education dropped 3.2% over the three years 
between 2012 and 2015, while the proportion of students taking advantage of online 
education increased by 11.0% (Seaman & Seaman, 2017; 2018). Higher education’s 
enrollment downward trend is expected to reverse and remain steady at a positive 0.3% 
over the next couple of decades (National Center for Education Statistics, 2018), and it 
appears, based on recent trends identified by Seaman et al. (2018), that enrollment growth 
in online courses will continue to outpace traditional on-campus learning over this period. 
These trends come at a time when the business of higher education is increasingly 
challenging due to substantial decreases in state funding, tuition increases, and increases 
in the demand for instructors to conduct meaningful research and be published  (Mitchell 
et al., 2016).  
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1.2. Problem Statement 
According to Gümüş (2010), the ability to create online content is constrained by 
the instructor’s “possibility and knowledge” (p. 806). Siemens et al. (2015) outlined the 
significant factors involved in creating an online educational experience, which further 
emphasizes the effort and varied expertise required to produce and deliver an online 
course. The elements Siemens et al. (2015) describe are students, instructors, content, 
media, course design, institutional adoption, instructional strategies, and interaction 
between students, instructors, and content (See Figure 1). 
Most studies show that online education is equal to or better at achieving learning 
outcomes than traditional face-to-face courses as measured by test scores, engagement, 
perception, and other traits (Nguyen, 2015). Few studies mention controlling for 
assessment to ensure that student grades, being a primary source of measuring 
effectiveness, represent learning instead of cheating (Khare & Lam, 2008). Kember 
(2003) goes so far as to question experimental designs for testing innovative teaching 
because of the complexity of educational issues due to the many variables involved.  
The CoI framework, a theoretical framework developed to improve online course 
learning through interaction (Garrison et al., 1999), gained significant attention since its 
development in 1999 (Kineshanko, 2016). The interaction and peer collaboration at the 
top of the diagram in Figure 1 highlights the CoI framework, which Garrison et al. (1999) 
claimed is essential for “deep and meaningful learning” (p. 91). Garrison et al. (1999) 
refer to the three “essential elements” in CoI as teacher presence, the interaction of 
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instructors to learners, cognitive presence, the interaction of learners to content, and 
social presence, the learners’ peer collaboration, or their interaction with each other. 
Figure 1 
Diagram of significant factors in creating an online education 
experience. 
 
Note. Adapted from Preparing for the Digital University: a review of the 
history and current state of distance, blended, and online learning (p. 
120), by George Siemens, Dragan Gašević, and Shane Dawson, 
Retrieved October 18, 2019, from Link Research Lab: 
https://linkresearchlab.org/PreparingDigitalUniversity.pdf. 
There is an abundance of research on the CoI framework, but it often focuses on 
student perceptions and not learning outcomes (Dunlap & Lowenthal, 2014; Mathieson & 
Leafman, 2014; Cui et al., 2013; Rovai, 2002). Garrison and Arbaugh (2007) and 
Garrison et al. (1999) have been cited 6490 and 1456 times, respectively (Google 
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Scholar, 2021a; Google Scholar, 2021b), with predominantly positive outcomes in 
achievement, attitudes, and course completion rates (Siemens et al., 2015; Borokhovski et 
al., 2012; Bernard R. M. et al., 2009; Lou et al., 2006). Arbaugh et al. (2008) developed a 
CoI measurement instrument to move CoI research from interpretive to inferential, but 
the instrument measures interaction and not learning. The interpretive approach interprets 
interaction in prior research through coding and analyzes outcomes from assignments, 
exams, GPAs, grade distributions, and final exams to determine effect size (Bernard R. 
M. et al., 2009; Lou et al., 2006).  
As research and community service demands increase, instructors must use their 
time on instructional design and implementation efficiently by focusing on activities that 
positively impact learning. Garrison (2017) suggests that online courses must incorporate 
a community of inquiry to be successful. Garrison’s book, E-Learning in the 21st 
Century: A Community of Inquiry Framework for Research and Practice, is devoted to 
the CoI framework and its application. In his book, Garrison (2017) suggests that online 
courses will fail if they are nothing more than traditional courses placed online. 
Despite the numerous studies on the CoI framework, it has not been tested 
experimentally on undergraduate students to determine if learning differs from an online 
course absent CoI. The present study will answer the following questions using a 
quantitative quasi-experimental approach.  
1.3. Research Questions 
1. What is the effect size of teaching an online course with CoI compared to the 
same course with an online modality without CoI? 
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2. What is the effect size of teaching an online course with CoI compared to the 
same course with a web-enhanced modality? 
3. What is the effect size of teaching an online course without CoI compared to 
the same course with a web-enhanced modality? 
4. How do students’ instructor evaluations compare between courses with web-
enhanced, online without CoI, and online with CoI modalities? 
Terms used in the research questions above and throughout this document are not 
commonly understood. Therefore, we provide the following operational definitions. 
1.4. Operational Definitions 
Education modalities 
Education literature has conventional conceptualizations on the terms used to 
describe different course modalities, but variation exists, and this variation often leads to 
confusion. Therefore, the following definitions developed by Mayadas et al. (2015), are 
provided as a reference. 
1. Classroom – Course activity is organized around scheduled 
class meetings. Classroom is also known as traditional and 
face-to-face. 
2. Synchronous Distributed Course – Web-based technologies are 
used to extend classroom lectures and other activities to 
students at remote sites in real-time. 
13 
3. Web-Enhanced Course – Online course activity complements 
class sessions without reducing the number of required class 
meetings. 
4. Blended (also called Hybrid) Classroom Course – Online 
activity is mixed with classroom meetings, replacing a 
significant percentage, but not all required face-to-face 
instructional activities. 
5. Blended (also called Hybrid) Online Course – Most course 
activity is done online, but some require face-to-face 
instructional activities, such as lectures, discussions, labs, or 
other in-person learning activities. 
6. Online Course – All course activity is done online; there are no 
required face-to-face sessions within the course and no on-
campus activity requirements. The online course is also known 
as asynchronous online.  
7. Flexible Mode Course – Offers multiple delivery modes so that 
students can choose which delivery mode(s) to use for 
instructional and other learning purposes. 
Kaplan and Haenlein (2016) created four classifications of online education by 
bifurcating online course definitions by the number of participants and time dependency. 
1. MOOC – Massive open online course that has an unlimited 
number of asynchronous participants. 
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2. SPOC – Small private online course that has a limited number 
of asynchronous participants. 
3. SMOC – Synchronous massive online course that has an 
unlimited number of synchronous. 
4. SSOC – Synchronous small online course that has a limited 
number of synchronous participants. 
Learning 
The present study requires a learning measurement, but we need an operational 
definition of learning to measure learning. We derive our operational learning definition 
from Sadler’s (2010) description of what it means when a person learns something. 
Learning is when a person can, on-demand: 
1. Do something or recall something they could not do or recall before 
2. Independent of others 
3. In a satisfactory manner (p. 730) 
The present study is for an online course, defined by Mayadas et al. (2015), and a 
SPOC defined by Kaplan and Haenlein (2016). 
1.5. Significance of the Research 
Experimentation on CoI framework implementation to an undergraduate online 
course and reporting the effect size could provide instructors with information useful in 
making informed CoI implementation decisions. Information on the effect of online 
course design approaches is imperative to achieve their classroom and web-enhanced 
counterparts’ learning levels, especially now that most higher education courses have an 
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online component due to COVID-19. The quasi-experimental methodology of the present 
study, using disaggregated exam data to measure the CoI effect size, is a novel approach 
in CoI research. 
No other CoI study used an experimental or quasi-experimental approach 
implementing all three components of the CoI. The closest comparison to the present 
study is Preisman’s (2014) mixed-methods research on the CoI teaching presence with 
control and treatment groups over three semesters comparing assignment grades to 
determine the effect. 
In the next chapter, we review the theoretical foundations of the present study that 




Hall (2003) called the late nineteenth and early twentieth century the “golden era” 
of educational psychology. This was the period when psychologists’ interest in studying 
learning began to accelerate (Ormrod, 2012). Several learning theories evolved that made 
their way into educational curriculums throughout the twentieth century (Ormrod, 2012; 
Zimmerman & Schunk, 2003), and four of those theories dominated education 
psychology close to the end of the twentieth century: cognitive, behavioral, social 
cognitive, and humanism (McInerney, 2007). Other theories evolved with the 
introduction of multimedia in the learning environment brought on by technological 
advancements. Still, other theories arose from an awareness of learning challenges by 
those with disabilities. The following sections introduce the theoretical framework for the 
present study, the Community of Inquiry (CoI), and two additional theories that guide 
instructional design decisions, Cognitive Load Theory (CLT) and Universal Design for 
Learning (UDL). 
2.1. Theoretical Foundations 
2.1.1. The Community of Inquiry 
The Community of Inquiry epistemology can be traced to constructivist 
educational philosophy. Constructivism, a cognitive, educational philosophy, began to 
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emerge in the early twentieth century2, but it was not until the end of the twentieth 
century that psychologists’ enthusiasm over the theory accelerated (McInerney, 2007; 
Mayer R. , 2003). According to von Glaserfeld (1995), Jean Piaget was the first 
psychologist to examine constructivism with a developmental approach. Vygotsky (1978) 
believed that learning is a social construct based on language, writing, and other 
attributes unique to cultures, and his ideas were the genesis of social constructivism (von 
Glasersfeld, 1995). A key component of Vygotsky’s (1978) work was the point at which 
a person could not solve a problem without the help of others, which he called the “zone 
of proximal development” (p. 86). Another form of constructivism, radical 
constructivism, emphasizes the building up of knowledge with new experiences but 
constrained by prior knowledge’s limitations, thus leading individuals to different 
constructs of reality (von Glasersfeld, 1984). 
Golding (2007) connects constructivist theories with CoI by analyzing Matthew 
Lipman’s (1973) paper Philosophy for Children. Lipman (1991) credits Charles Sanders 
Pierce with establishing the CoI phrase for “practitioners of scientific inquiry” (p. 15). 
Lipman (1991) devoted an entire chapter of his book, Thinking in Education, to “The 
nature and uses of the community of inquiry,” where he provides the following 
description of CoI: 
 
2 von Glaserfeld (1988) credits Giambattista Vico with one of the earliest known accounts of 
constructist ideas in the early eighteenth century, but they were ignored until the independent 
developmental work of Jean Piaget in early twentieth century. 
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The community of inquiry is in one sense a learning together, and it is therefore 
an example of the value of shared experience. But in another sense it represents a 
magnification of the efficiency of the learning process, since students who 
thought that all learning had to be learning by oneself come to discover that they 
can also use and profit from the experience of others (p. 240). 
Garrison et al. (1999), recognizing the increased use of computers in higher 
education for computer conferencing3, develop the CoI framework. In their paper, 
Garrison et al. (1999) acknowledged Lipman’s (1991) work on CoI. The problem 
statement above touched on the extensive amount of prior research on the CoI 
framework. We will examine the CoI research in the literature review to demonstrate that 
CoI lacks evidence of a positive learning effect measured with experimental methods. 
Millwood (2021) created a diagram (See Appendix A, p. 112) that illustrates how 
learning theories and paradigms are situated among each other and their theorists. 
Next, we discuss other theories that guide the present study’s instructional design. 
2.1.2. Cognitive Load Theory (CLT) 
Online education instructional design includes publishing content for learners to 
consume. The content may consist of text and media, which require design considerations 
to enhance learning. CLT explains the limits of working memory and the impact on 
learning when working memory is overloaded (Kalyuga et al., 1999). While Miller 
 
3 Cross (1983) used the terms tele-conferencing, computer conferencing, and online meeting to 
describe functionality that computers provide when two or more people, separated geographically, could 
communicate.  
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(1956) was one of the first researchers to describe the limitations on the amount of 
information the human brain can “receive, process, and remember” (p. 95), John Sweller 
(1988), with his work on cognitive load and problem-solving, is credited with developing 
CLT in the late 1980s (Schnotz & Kürschner, 2007). Chen et al. (2017) extended CLT by 
demonstrating its application to instructional design for MOOCs. 
The CLT framework classifies three cognitive elements as intrinsic, germane, and 
extraneous (Paas et al., 2003). Intrinsic cognitive load deals with working memory 
capacity allocated to the material being learned, germane cognitive load deals with the 
instructional modality and required learner activity, and extraneous cognitive load deals 
with unnecessary instructional content or delivery (Paas et al., 2003). The cognitive loads 
are additive; therefore, a reduction in extraneous cognitive load provides more working 
memory for intrinsic and germane cognitive loads (Paas et al., 2003). CLT affects 
instructional design because, as Wang et al. (2017) point out, extraneous cognitive load is 
often the result of poor presentation, design, or procedures of the learning materials. 
For situations with high intrinsic cognitive load or low germane cognitive load, 
extraneous cognitive load can inhibit learning because the overall cognitive load is 
beyond the limits of working memory capacity (Wang & Antonenko, 2017). Mayer and 
Moreno (2003) describe nine techniques to reduce cognitive load for five different 
scenarios in multimedia learning by relying on several assumptions, related to CLT, of 
how the mind works:  Our brains are wired for dual-channel processing, audio and visual; 
our brains have limited processing capacity within each of the channels; learning requires 
substantial processing in each of the channels.  
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The techniques range from “Off-loading” to “Signaling” (Mayer & Moreno, 
2003). “Off-loading” means moving content from one channel to another, such as text to 
narration when the content also includes a video or graphic, whereas “Signaling” is a 
technique accomplished by using highlights, arrows, outlines, and indicators when 
extraneous load elements cannot be reduced (Mayer & Moreno, 2003). Experimentation 
by Kalyuga et al., (1999) found that splitting learners’ attention between elements such as 
text and graphics may inhibit learning, and dual-mode simultaneous presentations 
increase effective memory capacity by using both auditory and visual channels. 
Wang and Antonenko (2017) found that instructors can increase teacher presence, 
a CoI component, in video instruction by using lecture capture and embedding instructor 
video in the main instructional video. While these techniques increase cognitive load, 
students’ ability to recall information from an instructional video for an “easy” topic in 
mathematics was significantly better when the instructor was on the video (Wang & 
Antonenko, 2017). The results were insignificant for “difficult” mathematics and 
insignificant for learning transference on both easy and difficult topics (Wang & 
Antonenko, 2017). According to Wang and Antonenko (2017), the teacher presence may 
provide nonverbal communication cues that help with the cognitive processing of audio 
information. Chen and Wu (2015) show that three video methods (lecture capture, voice-
over presentation, and picture-in-picture) significantly promote learning performance, 
with lecture capture and voice-over methods slightly outperforming picture-in-picture. 
Ilioudi et al., (2013) study of lecture capture and pencasts produced similar results, with 
lecture capture slightly outperforming pencasts.  
21 
Implementing the results of the CLT research mentioned above for the production 
of online class videos suggests lecture capture and voice-over presentation as the 
preferred methods to optimize student performance (Chen & Wu, 2015). Factoring in the 
CoI element of teacher presence, the lecture capture method is preferred because of the 
instructor’s presence on the video. However, omitting the instructor is beneficial for 
controlling visual cognitive load when other elements require more cognitive load, a 
technique described as “weeding” by Mayer and Moreno (2003). Graphics and text added 
to the video to direct the learners’ attention further reduce extraneous load, known as 
signaling, because it guides the learners’ attention to a particular area (Mayer & Moreno, 
2003).  
CLT guides instructional design for an online class with or without CoI, but 
neither CLT nor CoI addresses the unique needs of students with disabilities or students’ 
varied ways of learning. UDL is a framework developed to address these issues and is 
discussed in the next section. 
2.1.3. Universal Design for Learning (UDL) 
Universal Design for Learning is a framework for curriculum design that 
incorporates flexibility in the materials and methods to provide students with a range of 
learning options (Hitchcock et al., 2002). The appeal of the UDL framework is that when 
applied to a course, students with disabilities may access the course without adaptation, 
and non-disabled students have a variety of ways to access the course (Dell et al., 2015).  
UDL theory suggests that the brain has three networks used for learning – 
recognition, strategic, and affective, and each of our brains is different (Rose & Meyer, 
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2002). The three principles of UDL are provided in Figure 2 (Rose & Meyer, 2002). 
Coyne et al. (2006) provide examples for the implementation of UDL, which have a few 
central themes of repetition, flexibility, and feedback. Capp (2017) concluded from his 
meta-analysis of UDL research that UDL effectively improves learning but admitted that 
the results lack empirical evidence. 
Figure 2 
Principles of the UDL Framework.  
Principle 1: To support recognition learning, provide 
multiple, flexible methods of presentation. 
Principle 2: To support strategic learning, provide multiple, 
flexible methods of expression and 
apprenticeship. 
Principle 3: To support affective learning, provide 
multiple, flexible options for engagement. 
Note. Reprinted from Teaching Every Student in the Digital Age: Universal 
Design for Learning (p. 75), by D. H. Rose and A. Meyer, Alexandria, VA: 
ASCD. Copyright 2002 by the Association for Supervision and Curriculum 
Development. 
Clemson University’s Office of Teaching Effectiveness and Innovation (2020) 
encourages the use of UDL because it captures many other essential ideas in higher 
education, such as diversity, accessibility, academic control, and others. UDL 
accomplishes these things by empowering the students and instructors with multiple 
modalities of instruction, assessment, group activities, and choice (Capp, 2017; Spencer, 
2011). Spencer (2011) provides several specific examples of UDL instructional planning, 
and while not identifying them as scaffolding and schemas, the examples make use of 
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these ideas. Within the UDL framework, the instructor should give students alternatives 
to demonstrate their understanding (Spencer, 2011) 
This concludes the discussion on the theoretical foundations of the present study. 
Next, we examine prior research in online education, CoI, and learning measurement.  
2.2. Online Education 
Online education is often referred to as distance learning because students are 
physically separated from the source of instruction and each other. (Kaplan & Haenlein, 
2016). Online education is growing at a rapid pace (Allen & Seaman, 2007). According 
to a U. S. Department of Education report (2010 (2009)), online students learn 
moderately better than their face-to-face counterparts. The U. S. Department of Education 
report (2010 (2009)) found consistencies among the studies reviewed on suggestions for 
online learning best practices. The best practices discussed below are the result of a 
review of experimental and quasi-experimental studies on learning practices and provide 
a baseline of methods to use in course development for this research. 
The U. S. Department of Education (2010 (2009), p. xvi) report found: 
• Blended and purely online learning conditions have comparable outcomes. 
• Video and quizzes do not appear to influence the amount that students 
learn online. 
• Online learning is enhanced when the learner has control of the 
interaction. 
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• Providing guiding questions influence the way students interact when 
groups of students are learning together online, but it does not influence 
the amount they learn. 
As evidenced by the best practices list above, there is a strong focus on measuring 
teaching methodologies rather than the interaction between instructor and student and 
among students. The application of existing paradigms to online course delivery is a 
common occurrence in online education. Crews et al. (2015) suggest using best practices 
developed for the classroom in 1987 by Chickering and Gamson (1987) to online courses. 
On the other hand, Kaplan and Haenlein (2016) recognized the potential in the data 
generated by online education to personalize and adapt the learning experience. These 
two examples demonstrate the variety found when researching effective online practices, 
one that looks at prior knowledge adapted to a new paradigm, while the other looks at 
new opportunities offered by the new paradigm. While both views are essential for 
providing effective online learning, they must also consider the students’ experience with 
the online course. 
Students’ experience with prior online courses influences their intention to take 
more online courses (Saadé & Bahli, 2005). Saadé and Bahli’s (2005) research indicates 
that if the technology is perceived as complicated and not useful, it will distract learning. 
Saadé and Bahli (2005) also distinguish between perceived usefulness and perceived ease 
of use when determining students’ future intentions. They demonstrate the importance of 
course design and development that incorporates the attitudes and beliefs of potential 
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students to maximize the perceived usefulness and, to a lesser extent, the perceived ease 
of use. 
Bernard et al. (2004) are highly critical of online education research after 
evaluating 232 distant education studies and finding them “to be of poor methodological 
quality and severely lacking in critical information about research practices” (p. 175). In 
light of this, Bernard et al. (2004) recommend that future research focus on the learner, 
instructor, the pedagogy, and the institutional conditions, using quantitative research 
methods, and experimental and quasi-experimental approaches. Bernard et al.’s (2004) 
recommendations align with the evidence-based education policies that began in 1998 
when the United States Congress approved a $150 million per year program to adopt a 
Comprehensive School Reform Program (Slavin, 2002). U. S. evidence-based policies 
favor proven methods and strategies through scientifically based research (USDOE, 2010 
(2009)). 
Part of the challenge of creating effective online education may stem from the 
notion that few professors are trained as educators (Fernández-Balboa & Stiehl, 1995), 
and for an online modality, they must also be content creators (Gay, 2016). Creating 
content for online learning requires a different set of talents and skills than preparing a 
course to be taught in a classroom (Adnan, 2017). The learning outcomes are often the 
same from the classroom to online, but one must tailor their approach to the delivery 
method (Gay, 2016). Besides creating an online course’s pedagogical core requirements, 
the course design must consider student expectations based on prior experience, usability, 
entertainment value, and support (Sims, 2003). 
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The background on online education illustrates its pervasiveness within and an 
integral part of higher education. Next, we examine the research on CoI. 
2.3. The Community of Inquiry Framework 
Lipman (1991) highlighted the importance of creating a “Community of Inquiry” 
in the classroom that allows students to engage with one another through listening, 
challenging, and assisting each other with their inquiry of knowledge. Garrison et al. 
(1999) developed the Community of Inquiry (CoI) framework at a time when computer 
use in higher education was increasing, and they felt that the CoI elements were 
necessary for “a successful higher educational experience” (p. 87). The framework states 
that learning occurs through the interaction of teaching, social, and cognitive presences 
(See Figure 3). The three presences, outlined by Garrison et al. (1999), are similar to the 
first three principles of good practices in undergraduate education offered by Chickering 
and Gamson (1987), “1. Encourages Contacts Between Students and Faculty, 2. Develops 




Diagram of the Community of Inquiry Framework. 
 
Adapted from Critical Inquiry in a Text-Based Environment: Computer 
Conferencing in Higher Education, by Garrison, Anderson, and Archer, 
1999, The Internet and Higher Education, Volume 2, page 88. Copyright 
2000 Elsevier Science Inc. 
There is an abundance of research on the CoI framework, but it often focuses on 
student perceptions and not learning outcomes (Dunlap & Lowenthal, 2014; Mathieson & 
Leafman, 2014; Cui et al., 2013; Rovai, 2002). As we mentioned in the problem 
statement, Garrison et al. (2007; 1999) have been cited 1456 and 6490 times, respectively 
(Google Scholar, 2021a; Google Scholar, 2021b). Barnes (2016) provides us with a 
thorough, well-cited review of the CoI literature, including Rourke and Kanuka’s (2009) 
critique, which states that “it is unlikely that deep and meaningful learning arises in CoI” 
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(p. 19). Rourke and Kanuka’s (2009) opinion is supported by Preisman’s (2014) research 
concluding that creating a sense of teaching presence was not an effective use of time, 
and by Picciano’s (2002) earlier research that showed the relationship between CoI and 
performance for a graduate-level course in education offered mixed and inconsistent 
results. Rokinson-Szapkiw et al.’s (2015) research, on the other hand, demonstrates that 
perceived presence and learning are predictors of final course grades. Next, we will 
examine the claims of the studies mentioned above. 
Rourke and Kanuka’s (2009) criticism highlights the lack of research that 
demonstrates CoI results in “deep and meaningful” learning despite the thousands of 
studies undertaken. Most CoI researchers rely on student self-reports of perceived 
learning based on ambiguous survey questions that could not measure deep and 
meaningful learning (Rourke & Kanuka, 2009). It is important to note that Rourke and 
Kanuka (2009) criticize the implementation of student self-reporting of perceived 
learning in prior CoI research, not student self-reporting of perceived learning as a way to 
operationalize learning. Nonetheless, due to a lack of evidence in the claims of prior 
research reviewed by Rourke and Kanuka (2009) to show deep and meaningful learning, 
they suggest that “researchers conduct more substantial studies of learning in CoI” (p. 
44). 
Preisman (2014) bases their criticism on a limited study of a graduate course the 
instructor provided over three semesters. Preisman’s research incorporated elements to 
increase teaching presence only and did not address the other two CoI framework 
components of social and cognitive presences, which limits the ability to generalize the 
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results to a course with complete CoI implementation. Preisman’s research also suffers 
from low internal validity due to a lack of control over extraneous variables that could 
offer an alternative explanation for the results. The researcher’s use of a quasi-
experimental methodology that collected data from two courses over three semesters 
lacked data to demonstrate that the groups were homogeneous on demographic and 
attribute data, an important control in quasi-experimental methods (Cook & Campbell, 
1979).  
Through descriptive analysis, Picciano (2002) examines the relationship between 
learners’ interactions, perceived learning, and performance in terms of grades for a single 
online class. Picciano (2002) offers several characteristics of the students included in the 
study, such as gender, race, employment, families, and commutes, yet does not provide 
descriptive statistics on these other categories to illustrate their performance effect. This 
confounding problem of multiple potential and unaddressed causes creates a construct 
validity issue (Cook & Campbell, 1979) that renders Picciano’s (2002) conclusions 
questionable.  
Rokinson-Szapkiw et al.’s (2015) research methodology was similar to Picciano 
in that it correlated the perceived sense of CoI factors and perceived learning to grades 
but controlled for sex and race. While Rokinson-Szapkiw et al.’s (2015) conclusion that 
CoI factors and perceived learning account for at least part of their grade, their result, like 
Picciano’s (2002), could also show that student grades may partially predict their 
perceived presence and learning. 
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As we mentioned in the problem statement, Arbaugh (2007) developed a CoI 
measurement instrument to move CoI research from interpretive to inferential. Stenbom 
(2018) completed a review of Arbaugh (2007) CoI survey instrument use and found it 
widespread. As we discussed earlier, the survey measures the students’ perception of CoI 
presences and not deep and meaningful learning. For example, one of the studies 
Stenbom (2018) cited, Öztürk (2015), completed a study using the CoI survey instrument 
and used logistic regression analysis to correlate grades to the survey. Öztürk (2015) 
reported that social and teaching presences are weak academic success predictors, 
whereas cognitive presence is strong. Öztürk’s (2015) data supports the conclusion, but 
an alternative conclusion is equally supported – students’ academic achievement is a 
strong predictor of how they perceive cognitive presence. Stenbom (2018), in one section 
of their study, looks specifically at prior studies with correlation or causal results, listing 
only one that addressed measured learning, Rockinson-Sapkiw et al. (2016). Rockinson-
Sapkiw et al.’s (2016) study were similar to Rokinson-Szapkiw et al.’s (2015) in that it 
correlated CoI and learning perceptions to grades. 
Kozan and Caskurlu’s (2018) provided a “comprehensive and descriptive” review 
of prior CoI research emphasizing expanding existing presences and offering new 
presences. All of the twenty-three previous studies that Kozan and Caskurlu (2018) 
included focused, in varying amounts, on student perceptions of presence and perceived 
learning. One of the largest studies referenced in terms of the number of students 
involved, Shea and Bidjerano (2009), noted a limitation because the study design was not 
experimental. The vast majority of CoI research uses what Cook and Campbell (1979) 
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describe as a “one-group postest-only design,” which they say is “totally uninformative” 
(p. 96). 
Garrison et al.’s (1999) claim that CoI results in deep and meaningful learning 
remain unsubstantiated outside of teacher and student perceptions of learning. Rourke 
and Kanuka (2009) believe that it will remain unsubstantiated because of the difficulty 
with operationalizing the idea of deep and meaningful learning. A more obtainable goal 
and the focus of the present study are examining the CoI learning effect size by 
measuring student performance with a quasi-experimental method that operationalizes 
performance with students’ answers to questions on exams that test knowledge of the 
course learning objectives. Sullivan and Feinn (2012) define effect size as “. . . 
standardized measures of effect, which are calculated to transform the effect to an easily 
understood scale” (p. 279), and it is useful in research that measures learning because it 
establishes the extent of change caused by a treatment. The next chapter details the 
present study design and methods to accomplish this goal. 
2.4. Learning Measurement 
This research depends on the consistent measurement of learning between control 
and treatment groups. Caspersen et al. (2017) point out the on-going debate in learning 
outcome measurement between self-reported measures often based on student self-
assessment and standardized test-based measurement. The third measurement Caspersen 
et al. (2017) cautions not to overlook is grades. Yorke (2011) argues against using grades, 
or as he says, ‘measurements,’ because of the impact of variables such as the assessor’s 
approach, psychosocial pressures, assessment criteria, and grade boundaries. Yorke’s 
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(2011) arguments against using grades are more applicable to the arts, humanities, and 
social sciences than science-based courses. 
Sadler (2010) developed the term ‘grade integrity’ to imply that grades should 
accurately reflect student achievement in quality, breadth, and depth. Sadler’s (2010) 
requirements of learning evidence are that learners can do something they learned, on-
demand, at a satisfactory level, without others’ aid. Higher education grades often include 
“transactional credits or debits” that do not measure achievement and often include things 
like attendance, participation, completion, and late submission deductions (Sadler, 2010). 
The methodology described in this proposal compares outcomes for students in 
successive years, taking the same course using different modalities. According to Linn 
(2001), this methodology relies on similar student characteristics from year to year to 
negate initial achievement levels from skewing the results. A teacher effectiveness 
measurement system, the Tennessee Value-Added Assessment System (TVAAS), had a 
similar problem: it did not control for socioeconomic and demographic factors that could 
influence student achievement (Ballou et al., 2004). Ballou et al. (2004) found that 
controlling for socioeconomic and demographic factors at the student level made “very 
little difference” to measuring teacher effectiveness. Linn (2001) suggests that prior 
achievement is superior to socioeconomic factors as a predictive factor, partly because 
prior achievement is correlated to socioeconomic factors. 
The literature suggests that grades can be used to measure achievement if they 
represent Sadler’s (2010) grade integrity, and operationalizing performance with grades 
is strengthened when the grades are for science-based courses (Yorke, 2011). Prior 
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achievement, experience, socioeconomic factors, and demographics will affect 
performance comparisons of different groups, but prior achievement as a predictive factor 
of performance is more advantageous than socioeconomic factors (Linn, 2001). These 
research findings inform our methodology on the use of grades for learning measurement 




RESEARCH DESIGN & METHODS 
3.1. Research Objectives and Questions 
Garrison’s (1999) goal with CoI was to achieve deep and meaningful learning, a 
concept borrowed from Eizenberg (1988) and their idea that a “deep approach involves 
active searching for meaning” (p. 180). The phrase “deep and meaningful” appears in 
almost every CoI study. These studies focus on student perceptions of cognitive, social, 
and teaching presence and imply that strong positive presence perceptions indicate deep 
and meaningful learning above what a well designed online course without CoI 
implementation may achieve. The present study addresses this enigma by answering the 
following question. 
 
What is the learning effect size of teaching an online course with CoI compared to 
an online course without CoI? 
 
There are many online to classroom comparison studies, as evidenced by Bernard 
et al.’s (2004) meta-analysis of 232 studies that compelled them to conclude that 
additional studies have little to offer. Also, Bernard et al. (2004) had a low opinion on the 
prior studies’ methodological quality. Despite Bearnard et al.’s (2004) view on additional 
online to classroom comparison studies, the present study will examine the difference 
between online and classroom through a web-enhanced class by answering the following 
two questions, except with control for cheating, something not addressed in prior studies. 
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What is the learning effect size of teaching an online course with CoI compared to 
the same course with a web-enhanced modality? 
 
What is the learning effect size of teaching an online course without CoI 
compared to the same course with a web-enhanced modality? 
 
Akyol and Garrison (2011) state that learner satisfaction may be higher with CoI 
based on previous studies’ evidence. The present study will determine if students’ 
satisfaction differs between course modalities through their evaluation of the instructor 
by answering the following question. 
 
How do students’ instructor evaluations compare between courses with web-
enhanced, online without CoI, and online with CoI modalities? 
 
We provide answers to the questions above using a quasi-experimental method 
that we describe in the next section  
3.2. Study Design 
The present study uses a quasi-experimental, nonequivalent control group design 
to answer the research questions. Singleton and Straits (2018) explain that this type of 
experimental design is useful in education for classes when the random selection of 
students is not possible. Singleton and Straits (2018) go on to say that the use of a “highly 
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similar” control group “controls for history, maturation, testing, and regression” (p. 246). 
Dimitrov and Rumrill (2003) add that using nonrandomized intact groups reduces 
reactive effects because the groups are intact, which improves external validity. A quasi-
experimental, nonequivalent control group design is necessary because random student 
selection is not possible in the current academic environment due to small class sizes, 
often below forty students.  
The present study design is ex post facto, posttest-only as defined by Cook and 
Campbell (1979) because we developed the research design after the study had begun. 
The study design uses demographic and attributes data to overcome the lack of pretest 
measures because demographic and attribute data correlate to posttest measures (Cook & 
Campbell, 1979). The study is also a cohort design because the response units, e.g., the 
students, follow each other through their university curriculum courses (Cook & 
Campbell, 1979). Cook and Campbell (1979) note that cohorts are often only slightly 
different, and it is possible to use archival records to compare cohorts before or after 
treatments, which allows us to make causal inferences due to “quasi-comparability” (p. 
127).  
3.3. Conceptualization of the Study 
The study design described above requires homogeneity between groups to infer 
causality (Cook & Campbell, 1979), which we accomplish by comparing a treatment 
group and a non-treatment group to measure the treatment’s performance effect size. We 
established that the groups were homogeneous by comparing student demographics and 
attribute information between groups. Finally, we implemented experimental controls to 
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limit our measurement variability between groups due to factors other than learning. The 
following sections detail the elements of the study design. 
3.3.1. Experimental Unit – Course Selection 
CSM-2040 Contract Documents is a course in the Nieri Family Department of 
Construction Science and Management (CSM) at Clemson University offered in one or 
more sections during fall, spring, and summer semesters, with a typical enrollment of 
fewer than forty students each semester. The course syllabus (See Appendix B, p. 113) 
describes the course as an “Introduction to working drawings, specifications, and the 
various documents required to carry out a typical construction project” (Coffey, 2018). 
The CSM 2040 course has a course overview plus thirteen learning areas. 
The researcher first taught CSM-2040 in the Spring 2018 semester using a lecture 
format with a previous instructor’s PowerPoint presentation with minimal modifications. 
The researcher’s experience with CSM-2040, and their role as the instructor were the 
primary reasons for selecting the course for this research. The course also offers other 
significant advantages, such as stratifying the course assessment data into specific 
knowledge areas for additional analysis and the objective nature of knowledge 
assessment. The proposed methodology included the added benefit of assessing students 
with exams at a centralized, proctored location simultaneously. The onset of COVID-19 
before the treatment course began eliminated this last benefit. Therefore, we developed 
additional controls to simulate a proctored environment for the treatment course, 
discussed in the section on Experimental Controls. 
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The researcher converted CSM-2040 to a web-enhanced modality during the first 
semester of teaching the course but made only slight modifications to the PowerPoint 
presentations and sequencing. The researcher made improvements to the course over the 
summer before the 2018-fall semester by updating class content based on prior field 
experience, enhancing the PowerPoint presentation to include animations and layering to 
emphasize learning objectives, and modifying assignments and exam questions for 
clarity.  
The researcher had many conversations with his advisor, CSM faculty, and the 
department chair on the present study’s focus based on the literature review, which led to 
a learning comparison between different education modalities. The fall-2018 CSM 2040 
course would serve as a baseline for comparing learning differences to online modalities. 
We decided to use the 2019-fall and 2020-fall semesters for the control course and 
treatment course, respectively. We chose consecutive fall semesters as one of the 
experimental controls, which we discuss in more detail in the Experimental Controls 
section.  
The course is the experimental unit because the entire course receives the 
treatment, education modality, and each student in the course gets the same treatment. In 
a true experiment, the experimental units are assigned randomly to the treatment (Ott & 
Longnecker, 2016), but this study had yet to be fully designed, and random assignment of 
students to treatments was not possible given our academic setting limitations, so we 
decided on a quasi-experimental design (Singleton, Jr. & Straits, 2018; Bernard R. M., et 
al., 2009; Cook & Campbell, 1979). Wilkinson (1999) acknowledges that random 
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assignment may not be feasible, so he advises minimizing the covariates through 
measurement, which we discuss in the data experimental control section. 
3.3.2. Response Unit – Students and Performance 
Because our goal is to measure student learning, the student is the response unit, 
and we determine their learning by measuring the accuracy of their answers to objective-
based questions on course content, which we call performance. However, our quasi-
experiment lacks replication because we selected only one course for the treatment. 
Hence, the statistical model, discussed in the data analysis section, uses the student as the 
experimental units and their answers as response units (Oehlert, 2010).  
The performance questions to measure learning come from exams given 
throughout the semester. The semester is divided into roughly equal quarters covering 
different content in the first and fourth quarters and similar content for the second and 
third quarters. At the end of each quarter, an exam is given to test students’ knowledge of 
the concepts taught during the quarter. The following list, adapted from the course 
syllabus (See Appendix B, p. 113), explains the content by quarter: 
1. Documentation standards, project delivery systems, contract language, 
bidding, starting construction, and specifications. 
2. Drawing layout and types, drawing symbols and conventions, and drawing 
navigation. 
3. Practical use of a full set of drawings and specifications. 
4. On-going construction requirements and close-out. 
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As Picciano (2002) notes, grades are not adequate to distinguish student work 
quality, and Rovai (2002) points out that grades “have very restricted ranges,” which 
limit their usefulness. For these reasons and Sadler’s (2010) “grade integrity,” we chose 
to disaggregate exams into individual questions and analyze each question on its 
appropriateness to measure learning. This performance measure removes the 
“transactional credits or debits” that Sadler (2010) notes do not measure performance.  
We omitted exam two from the performance measurement because it would 
overweight the course’s drawing and specifications learning, and the construction 
drawings used for the CoI exam two were significantly different from the construction 
drawings used for the Web-enhanced and Online exam two. The different construction 
drawings negatively impacted the CoI performance on exam two by 11.5% compared to 
Online and Web-enhanced. Furthermore, students demonstrate the concepts learned in the 
second quarter more critically in the third quarter and demonstrate that learning on exam 
three. 
We chose not to use student performance on assignments, quizzes, and projects 
because students cooperated on these to varying degrees over the courses making it 
impossible to determine an individual student’s performance. Also, we chose not to use 
the final exam to measure student performance because not all students took a final exam. 
3.3.3. Experimental Controls 
Our quasi-experiment, lacking random selection and involving different groups of 
students under different education modalities, required experimental controls for 
establishing that our groups are homogeneous (Cook & Campbell, 1979), that our 
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performance measures represent learning and limit cheating (Sadler, 2010; Khare & Lam, 
2008), that our statistical models’ assumptions are valid (Ott & Longnecker, 2016), and 
that our courses are representative of their respective education modalities. We discuss 
each of these in detail below. 
Homogeneous Groups 
We established homogeneity between our experimental groups with archival data 
from the university’s registrar’s office, a survey of students’ work, college life, and 
personal attributes before and during the course (See Appendix C, p. 120), and through 
consecutive fall semester course selection. We selected courses during three consecutive 
fall semesters to ensure that the groups experienced similar academic schedules, athletic 
events, weather, and daylight. Cook and Campbell (1979) describe this as a control for 
“random irrelevancies in the experimental setting” (p. 44) and recommend it as a 
statistical control measure. We also removed students from the samples if they were not 
in the CSM curriculum or were part-time students. Four of the five students that were not 
enrolled in CSM or were part-time in the 2020-Fall semester and their inclusion in the 
study would make it challenging to establish homogeneity across groups. 
Statistical modeling 
The small sample sizes available in the experimental groups result in low 
statistical power, leading to conservative results and a greater chance of a type II error 
(Cook & Campbell, 1979). Reporting the effect size provides the difference between 
control and treatment, and while it may not be statistically significant, it indicates the 
potential difference for an experiment with more power (Fan, 2001). Also, we tested the 
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assumptions associated with our statistical models, such as normality, equal variance, and 
independence, to ensure that the results are meaningful. The data analysis section of the 
current research has more information on the models and assumption verification. 
Learning measurement 
We were concerned with operationalizing learning measurement with exams 
because of the potential for students to cheat. Bernard et al. (2004) point out the problem 
with using grades as the dependent variable because some students get help from other 
people or use content while taking exams. The present research planned for exams to 
occur in a proctored classroom, but only two of the three courses fulfilled this 
requirement, the baseline and control courses. The treatment course exam was provided 
online due to COVID-19 restrictions on people gathering in restricted spaces. We 
realized that proctored classroom examinations might be a problem for the 2020-Fall 
treatment semester when live classroom courses transitioned online during the 2020-
Spring semester. To understand the problem and develop an appropriate control for 
online cheating, we reviewed the best practices literature and developed a solution, which 
we discuss below. 
Many researchers agree that mitigating cheating in online courses involves both 
prevention and detection (Moore et al., 2017; Moten Jr. et al., 2013; Cluskey, Jr. et al., 
2011; Prince et al., 2009; Christe, 2003). Norris (2019) favors prevention and believes it 
will be more effective than detection, and it avoids the “invasive and expensive” 
attributes of detection. Bain (2015) takes a contrary view to Norris (2019) by noting that 
some students will cheat despite prevention techniques, making detection necessary. 
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Metzger et al. (2020) described an approach to compare learning management 
system (LMS) exam logs among students and student activity logs to exam logs. We 
developed a method to extract and analyze LMS exam and activity log data to 
operationalize the approach described by Metzger et al. (2020). We used our method 
while experimenting with various exam configurations as defined by best-practice 
preventative measures for the latter half of the 2020-Spring and 2020-Summer semesters.  
We were able to verify our detection methods through confirmation by suspected 
students. Our results indicated student cooperation and cheating in examine designs that 
include synchronous, asynchronous, timed, open, random question order, random answer 
order when using multiple-choice, one question at a time with and without the ability to 
go back, and lockdown browser. The examination design, where we could not detect 
cheating, was synchronous, timed exams using a lockdown browser with a remote video 
proctor. The remote video proctor identified cheating potential with artificial intelligence. 
Students reported using notes, Google, facetime, texts, and passing exam data from 
earlier exam takers to later exam takers. We used the synchronous, timed exams using a 
lockdown browser with a remote video proctor to control cheating during the 2020-Fall 
semester. 
Modality implementation 
We use three education modalities in our quasi-experiment:  web-enhanced, 
online without CoI, and online with CoI. We developed the web-enhanced course, as 
previously discussed, from the preceding instructor’s course material and sequencing. We 
developed the control course with help from a Clemson Online instructional strategist and 
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following the guidelines provided by CLT and UDL. The treatment course was created 
from a copy of the control course with additional content and activities that we describe 
Treatment Group section. The instructor also completed a graduate-level course in 
Effective Online Teaching during the 2019-Fall semester and an Instructional Design 
Delivery course during the 2020-Spring semester to prepare to create and teach the 2020-
Fall semester CSM 2040 course. 
Clemson University (2021) provides the following descriptions for EDF 8200, 
Effective Online Teaching, and PDBE 8200 Instructional Design Delivery: 
EFD 8200: Creation and delivery of effective online courses, with an emphasis on 
student engagement, instructor presence, course facilitation, best practices, and 
emerging tools and methods used in online teaching and learning. 
PDBE 8200: Presents information on teaching technique, including discussions of 
cognitive learning, motivation, course organization, interactive lecturing, and 
experiential learning. 
3.3.4. Baseline Group – Web-enhanced Course 
The baseline course is classified as web-enhanced because students must attend a 
class together at a physical location, but much of the course content, assignments, exams 
were provided with an LMS. The instruction design was lecture and discussion aided by 
PowerPoint slides projected onto a screen. The class includes a contiguous lab for 
working on assignments with other students and the instructor. Both the class and lab 
were scheduled for one hour and forty-five minutes, with a fifteen-minute break between 
the two. Students’ grades were seventy percent (70%) exams, twenty-five percent (25%) 
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assignments, and five percent (5%) attendance. There were four exams and a final, the 
lowest of which would be dropped from the grade calculations. All but a few students 
dropped the final grade without taking it because they were satisfied with their grade 
before the final. 
Clemson University utilizes Canvas as the LMS to deliver learning content to 
students. Canvas has an area called “modules” to provide structure to course content on 
the system. We created fourteen modules for the CSM 2040 course to match the course 
introduction and learning areas defined in the syllabus and added three subcategories to 
each module:  Lecture slides, resources, and homework. The course content was 
uploaded to the canvas’ file system into folders that matched the learning areas, and 
assignments, quizzes, and exams were created within the LMS. Finally, we linked the 
content, assignments, quizzes, and exams to the appropriate modules for students’ use. 
The LMS file system was restricted to prevent students from accessing the files directly, 
and we provided access to the modules by publishing them to coincide with the lectures. 
3.3.5. Control Group – Online Course Without CoI 
During the summer of 2019, the researcher transformed CSM-2040 into an online 
course with the help of an instructional strategist employed by Clemson Online, Clemson 
University’s department for providing faculty support for online courses (Clemson 
Online, 2019). The online course design and implementation goal was to create a high-
quality version of the web-enhanced course. The researcher incorporated CLT concepts 
of Mayer et al. (2003), Wang et al. (2017), and others in developing high-quality 
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instructional videos for the course but did not incorporate CoI because the framework 
was not known to the researcher at the time of the 2019-fall online course development. 
The steps taken to develop CSM-2040 into an online course are outlined below. 
The steps to convert CSM-2040 from a web-enhanced course to an online course requires 
an understanding of two key areas within the LMS, modules and pages, and the process 
of publishing content. Canvas (2020) uses modules to organize content into structural 
areas such as topics, timeframes, or both, and the modules provide a course flow to the 
students. Canvas (2020) uses pages to place learning content and other resources for 
students to read, watch, or access (See Appendix D, p. 128). Students can navigate 
between pages using previous and next buttons when we place pages in modules, which 
creates a logical flow to the learning material. All content within the LMS, such as 
modules, pages, files, etc., is not visible to the student until it is published. For much of 
the content within the LMS, publishing may be scheduled for a future date and time to 
automate the flow of learning material. 
Now that there is an understanding of the LMS system's essential elements, we 
present the steps taken to develop CSM-2040 online without CoI.  
1. The researcher created modules that reflect the same course sequencing of 
major topics as the web-enhanced course. 
2. The researcher created instructional videos to replace lectures using green 
screen recording technology, Camtasia video editing software, Adobe Illustrator 
and Photoshop for graphics, and Ensemble for hosting and incorporation into 
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the LMS. The research of Wang et al. (2017), Chen et al. (2015), and Mayer et 
al. (2003) informed the video creation, which we discuss in more detail below.  
3. The researcher created pages for specific topics that include the topic content 
directly or through links to other content, both within the LMS and outside. 
Each module was divided into several pages to focus on smaller components of 
the module's topic. 
4. The researcher set access and publishing dates and times for all modules to 
provide automatic sequencing throughout the semester. 
5. The researcher set access and due dates for all assignments and quizzes within 
the LMS to provide automatic sequencing throughout the semester. 
6. The researcher published the course. 
Before we move on to the course instruction, we will explain, in more detail, the 
lecture video creation. Guo et al. (2014) recommend that instructors limit videos to less 
than six minutes after studying almost seven million students’ viewing habits for MOOC 
courses. Lagerstrom et al. (2015) revised the duration to a range of twelve to twenty 
minutes based on their research of standard college courses. Geri et al. (2017) found that 
introducing interaction into videos increases viewing times significantly, and they report 
average viewing times of 6.81 and 10.81 for short and long videos, respectively. Geri et 
al. (2017) define short videos as those under eleven minutes and long videos as those 
eleven minutes or more. To keep the videos within the guidelines specified in prior 
studies, we split modules into focused topics and created short videos with an average 
duration of 4.26 minutes, a median of 3.77 minutes, maximum of 20.87 minutes, 
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minimum of 1.12 minutes, and 2.80 minutes’ standard deviation. We created 264.40 
minutes of instructional video content. To put the total minutes into perspective, it is the 
equivalent of 3.53 75 minutes class sessions compared to 24 instructional sessions in the 
web-enhanced course. 
We recorded the video lectures in the Adobe Digital Studio located in Cooper 
Library at Clemson University. The Adobe Digital Studio is a green screen studio with 
appropriate lighting and video to make high-quality videos for producing class content 
with video editing software. The researcher performed the lectures on camera while 
viewing typical lecture slides used in the web-enhanced class. None of the recordings 
were scripted, which resulted in multiple takes for most segments. We created sixty-two 
videos for instructional content and several others to communicate to the class during 
instruction. 
We created the instructional videos by importing the greenscreen recordings into 
Camtasia, removed the green background, minimized background noise, and oriented the 
instructor to the video's left side. We removed the instructor from the video to reduce 
extraneous load, which allows for more intrinsic and germane load capacity when 
learning concepts and video content were more complicated (See Figure 4). We chose to 
show the instructor because Wang and Antonenko (2017) demonstrated some success in 
recall for easy subjects when the instructor was present on the video, which Wang and 
Antonenko referred to as instructor presence. Also, we made extensive use of signaling 
(See Figure 4) in the videos to draw the students' attention to our desired location on the 
video, a technique Mayer and Moreno (2003) recommend to mitigate high extraneous 
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cognitive loads. We did not embed quizzes in the videos, nor did we verify student 
viewing. 
Figure 4 
Instructional video examples 
 
Note. Instructor on video (left) and instructor omitted (right). Signaling on the videos are 
red arrows and circles, and yellow highlight. 
Another important aspect we sought to achieve is making our content available to 
all learners, a concept of UDL. We did this by providing content that could be read on the 
LMS page, a video that could be watched and heard with closed captioning that could be 
read, quizlet terms that could be studied and tested, and a page design compatible with 
screen readers. 
Beginning in August 2019, the researcher taught the online course by monitoring 
student activity, grading and providing feedback on assignments and quizzes, moderating 
discussions when necessary, reaching out to underperforming students to motivate them, 
and answering questions from students that came in through email, the LMS, or in-person 
through an office visit. After each exam, the instructor created an announcement to 
summarize the results by providing the mean, median, and a list of easy and difficult 
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questions with explanations. The instruction, assignments, quizzes, and exams were 
identical to the web-enhanced course but without the web-enhanced impromptu 
discussions because there was no synchronous lecture. An important data point to 
highlight here is that students enrolled in the control course attended other courses live on 
campus during the same semester. 
3.3.6. Treatment Group – Online Course With CoI 
The researcher began making modifications to the course for the 2020-Spring 
semester to test CoI concepts before designing the 2020-Fall treatment course. We 
discuss one of the changes in section 3.7 Pilot Study of Assignment Design. The 2020-
Fall course development began by copying the 2020-Spring online course and modifying 
the content and instructional design. Lipman’s (2003, p. 101) CoI prototype served as a 
guide for the type of interactions we created for our treatment course, despite Lipman’s 
being developed for the classroom. Dunlap and Lowenthal (2014) provide us with 
practical ideas for implementing social presence, Stevens (2018) does an excellent job 
describing strategies for creating assignments to enhance cognitive presence, and 
Sheridan (2010) identify the teaching presence that students value the most. 
We introduced the following elements into the control course to create the 
treatment course. 
1. We emailed the students a month before the courses’ first day to inform them 
about the course structure, the LMS activation date, and contact information if 
they had any questions. This email established teaching presence early by 
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providing useful course information and demonstrated that a teacher is 
actively involved. 
2. We dedicated ourselves to increasing communication throughout the course, 
in timeliness, volume, and detail. We set a goal to reply to students’ emails 
within an hour and never more than a day. The increase in communication 
resulted in more emails, more announcements, and more video responses. 
3. When communicating, we increased the level of detail significantly. For 
example, feedback on exams addressed every question on the exam, the 
student's performance, the student's answer, and an explanation of the correct 
answer (See Appendix E, p. 129). These emails increased teacher presence 
because the teacher took the time to explain the exam and cognitive presence 
because they could build on their learning with the email's content. We 
created a process to automate the emails by downloading exam results from 
the LMS in Excel, cross-referencing it to answer explanations created by the 
instructor, and using the data to make a mail merge document into MS Word. 
We copied the mail merged document text to individual emails. 
4. We added self-evaluations in the form of quizzes that students could take an 
indefinite number of times. The quizzes presented random questions pulled 
from a pool of questions so that each attempt would be slightly different. We 
encourage the students to work together on these quizzes, especially at first, to 
learn from one another while evaluating their content grasp. These self-
evaluations quizzes increased social and cognitive presence because students 
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could work together to help construct understanding, and the students would 
be encouraged to spend more time learning with insight into their learning 
gaps. 
5. We added automated feedback to quiz answers that explain why the answer is 
correct or incorrect in the context of the question. The feedback provides the 
student with immediate information on knowledge areas to increase meaning 
through cognitive presence. See Figure 5 for an example of automated 
feedback. 
Figure 5 
Automated feedback in an LMS quiz  
 
6. We implemented module locking and better course sequencing by adding 
assignments, quizzes, and exams to the modules (See Figure 6). The students 
could see all of the modules and components, but they could not access the 
content until the scheduled date or out of sequence. This method gave the 
students a holistic view of the course content on day one and a visual 
reference of their progress throughout the course. 
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Figure 6 
Typical course module in the treatment course 
 
 
7. We created an introduction assignment using Flipgrid to ask where students 
are from and what superpower they would like to have (Dunlap & Lowenthal, 
2014). The video introductions allow students to introduce themselves to the 
class, increasing social presence by seeing that you are not alone in the class. 
8. We created a syllabus quiz to reinforce class assignments' cooperative nature, 
individual nature of exams, and the importance of exploring the content 
multiple times by repeating assignments to support learning objectives. We 
further encouraged repeating assignments by allowing the students to improve 
their assignment grade without penalty after the due date. Our goal was to 
increase social presence through cooperation and cognitive presence through 
working with others to construct knowledge and repeating assignments. 
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9. We constructed an assignment to replace a lecture so that students could work 
together to learn about a contract's elements. The assignment was introduced 
first in our pilot study discussed below. In groups of three, the students 
searched for elements of a contract and entered the elements and their 
meaning on a shared google document. The students had to develop an 
agreeable list of elements. When the list was complete, all of the students 
worked on one shared Google document to consolidate their work and agree 
on one list. The instructor asked questions using the comment functionality in 
Google Docs to guide the students when necessary. This assignment had all 
three CoI presences, social presence because the students were working in 
groups, cognitive presence because the students had to construct their 
knowledge by themselves and with others, and teaching presence because of 
the teacher’s use of questions to guide the students’ effort. 
10. We created graded discussions before exams and required the students to ask 
one question they think they might see on an exam and answer another 
student’s question, including explaining how they arrived at the answer. The 
discussion required the students to think of the content critically to ask and 
answer the questions, and it provided insight from other students’ process for 
thinking about the content. This assignment had social and cognitive presence 
characteristics because the students worked with other students and had to 
construct knowledge from the course content to develop questions. Once all 
students participated, the discussion became a tool for study. 
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11. We established optional weekly live synchronous sessions called “Thursdays 
Live!” for questions and answers. The weekly session was scheduled at 9:00 
a.m. because it did not conflict with any of the students’ academic schedules.  
3.3.7. Outcome – Measures of Student Learning 
As we mentioned above, we disaggregated exam questions to evaluate each 
question's appropriateness for learning measurement. This process involved removing 
questions that did not measure learning, such as feedback and ambiguous questions. An 
example of a feedback question is, “In preparing for this test, I studied,” followed by 
multiple choice answers. An example of an ambiguous question is, “In the apartment 
units with handicapped bathrooms, how high off the floor is the center of the grab bar 
surrounding the toilet?” The question was ambiguous because it lacked specificity in light 
of the drawings having different measurements for different bathrooms. 
Each question is an opportunity for a student to demonstrate learning of a course 
content topic. A student’s correct answer demonstrates our operational definition of 
learning, including independent recall of the information. We acknowledge that we do 
not know if the correct answers indicate learning or prior knowledge, but this is mitigated 
somewhat by establishing that our groups are homogeneous (Cook & Campbell, 1979), 
because the proportion of learning to knowledge should be similar across homogeneous 
groups. 
3.3.8. Outcome – Measures of CoI 
We measured and compared artifacts resulting from the implementation of CoI 
presences, such as student time on the LMS, exam time, instructor ratings, and 
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communication through emails, and announcements. Arbargh (2007) suggests using 
survey-based measures that ask students established questions weighted for the three 
presences. Several survey questions are similar to the instructor rating questions used for 
the study courses (See Appendix F, p. 130).  
We chose not to measure students’ perception of the CoI presences described by 
Arbargh (2007) because we did not measure them in the baseline and control courses, and 
their introduction in the treatment course would serve as no more than a corollary 
purpose. As we pointed out above, Cook and Campbell (1979) describe one-group 
postest-only designs as “totally uninformative” (p. 96). Instead, we look to measurable 
artifacts from the courses for manifestations of CoI presences in the CoI course that do 
not manifest themselves in other modalities. 
3.4. Data Collection 
The present research is a quantitative study, which is reflected in the data 
collection and analysis. The data sources are mostly archival, with the exceptions being 
time logs kept by the researcher and survey data to establish group homogeneity. We 
discuss the data collection for each component of the research below. 
3.4.1. Student Counts 
The present research examined three consecutive fall CSM 2040 courses from 
2018 to 2020 with student counts of 19, 29, and 39, respectively, based on course roles. 
We removed one 2019-Fall student from the study because they were not enrolled in the 
CSM curriculum and four 2020-Fall students because they were not enrolled in the CSM 
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curriculum or were attending part-time. This brings our sample sizes to n = 19 (2018-
Fall), n = 28 (2019-Fall) and n = 35 (2020-Fall). 
3.4.2. Student Performance Data 
Exams provided all of the student performance data. We downloaded student 
analysis reports in a comma-separated values (CSV) file for exams one, three, and four 
from each of the study courses for a total of twelve files. As we mentioned above, we 
omitted exam two from the performance measurement because it would overweight the 
course’s drawing and specifications learning. The CSV files provide student answers and 
points for every question.  
We combined the CSV file into one file and saved it in an Excel format. The 
exams’ questions were cross-referenced to compare and correct inconsistent point scores 
for similar responses across the three study courses. A new worksheet was created in the 
Excel file, and we converted the Canvas data to single records for each student's response 
to each exam question, including the points earned. Each question was categorized by 
macro and micro-course objectives for future analysis. The macro course objectives are 
contracts and delivery, reading drawings and specs, and the construction process. The 
micro-course objectives are contract documents, project delivery, document organization, 
selection, contract legal, contract terms, reading drawings and specs, and construction 
process. 
3.4.3. Demographic and Attribute Data 
The demographic and attribute data come from two sources, Clemson 
University’s registrar's office and a student survey. We discuss each of these below. 
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Registrars’ Office 
Upon request by the researcher, the Clemson University registrar’s office 
provided summary statistics in thirteen categories for the three study courses. The 
categories provided were gender, high school GPA (HSGPA), high school rank, SAT 
score or ACT equivalent, admission type, full or part-time status, enrolled hours during 
the study semester, completed hours before the study semester, GPA before the study 
semester (CGPA), race, and under-represented minority status. The summary statistics 
include mean, median, and standard deviation for numerical data and totals by category 
for categorical data. 
Survey 
We created a survey to compare students’ work, college life, and personal 
attributes between study courses (See Appendix C, p. 120). The survey’s variables of 
interest in  Table 1, together with the registrar’s data, will provide the information 





The beginning of the survey explains the research and asks for the student’s 
consent to access academic records and participate in the research. The survey design 
began as an assignment in a research design class in the 2019-Fall semester to collect 
construction students' demographic information. We incorporated the instructor’s 
feedback into a new survey instrument with greater detail. A faculty member in the CSM 
department provided several incorporated suggestions, and the preliminary survey was 
tested on the 2020-Spring semester students. Students failed to answer many of the 
Work College Life Personal
Construction Firm Experience Work Hours Grade (Verify with Registrar)
RFI Experience Volunteer Hours Relationships
Submittal Experience Caring for a person or pet hours Children
Change Order Experience Extracurricular Activity Hours Physical or Emotional Harm
Quantity Take-off Experience Alcohol Use Education of Mother
Site Supervision Experience Non-presciption Drug Use Education of Father
Subcontractor Bid Experience Distance to Campus
Contract General Conditions 





numeric questions as we intended, so we revised the survey with multiple choice 
answers. For example, one questioned asked, “How many total weeks have you worked 
for a construction firm? (This is the sum of your experience),” with instructions to enter a 
number. Several students wrote “a lot” in the blank. The multiple-choice answers on the 
revised survey provided ranges of values. Each of the surveys was numbered for quality 
control purposes should a student wish to remain anonymous. 
We proposed distributing paper surveys in person because our experience with 
prior surveys demonstrated that the response rate is much higher in person than with 
email. Unfortunately, most students were attending online classes from the middle of the 
2020-Spring semester until the beginning of the 2021-Spring semester. At the beginning 
of the 2021-Spring semester, the researcher went to several live classes to distribute the 
survey, but only 15 of the 82 students in the study were attending live classes, and 17 
students had graduated. 100% of the 15 paper surveys distributed were completed and 
returned. The survey was adapted to an electronic form on Qualtrics for distribution to 
the remaining students by email. The student contact list was uploaded to Qualtrics, and 
we used Qualtrics’ email distribution and reminder functions to contact the remaining 
students. Two reminders within a week of the original notification were sent to students 
that did not respond. The survey total response rate was 47.4% for 2018-Fall students, 
65.5% for 2019-Fall students, and 53.8% for 2018-Fall students. 
We downloaded the Qualtrics responses in Excel format and entered the paper 
responses on the same spreadsheet. Qualtrics uses a unique identifier for each record that 
they label “ResponseId.” We entered the unique survey number from the paper surveys 
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into this field to simplify our quality control check. Once the paper surveys were entered, 
we compared the answers on the paper surveys to the spreadsheet data to verify its 
accuracy. 
3.4.4. Student LMS Time 
The time students are logged into the course is tracked by the LMS and reported 
on the “People” web page. We selected the rows of data on the LMS, copied it to the 
clipboard, and pasted it as plain text to an excel spreadsheet before each exam. The 
column “Total Activity” reports the students’ total time logged into the course by hours, 
minutes, and seconds. We converted the LMS time to a decimal value to use in 
calculating the time between exams. We did not record the time logged into the LMS 
following the fourth exam because few students took the final exam. 
3.4.5. Exam time 
The time students begin and end an exam is tracked by the LMS and reported on 
the students' exam page used for grading. The exam start and finish times were entered 
into an Excel spreadsheet, and the exam duration was calculated by subtracting the start 
time from the finish time and recorded in minutes. The final exam was not recorded 
because few students took the final exam. 
3.4.6. Students’ Instructor Evaluations 
Near the end of each semester, students are encouraged to complete a course 
evaluation, and instructors often motivate students by giving points for survey completion 
evidence. We rewarded students with points for completing the course evaluation survey 
for all three study courses, which resulted in a response rate between 83% to 92%. 
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Clemson University administered the survey on a web-based platform and provided 
instructors access to the results after the grade entry deadline. We downloaded the results 
to excel, cross-referenced the questions between surveys, and analyzed the results. The 
surveys changed between the semesters 2019-Fall and 2020-Fall, but eleven point-value 
questions and four free-text questions remained the same (See Appendix G, p. 152).  
3.4.7. Communications 
Instructors and students communicate in several different ways, and we felt that 
the quantity of communication might indicate the effort to establish teacher presence. 
Therefore, we measured the amount of communication in three different areas, email, 
Canvas mail, and announcements, over the study courses. The following explains the 
method used to collect the communication data. 
Emails 
The instructor used their Clemson University email address for all email 
communication. The university email account was added to Outlook, an email client, to 
facilitate exporting the email to a file for analysis. The researcher used the software 
Advik Outlook PST Converter to export all emails from the university account in 
Outlook to individual text files that include the date, time, from, to, subject, attachment 
title, and message. We set the software to auto-increment a numeric file name for the 
email files to avoid incompatible filename characters in email subject fields. 
We created an Excel macro to import the text from the email files to an Excel 
spreadsheet with one email per row. Excel columns were used to extract the email to and 
from addresses and the text's email date. Using Excel’s lookup function, we identified 
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emails to and from students by study course and used the countif function to count the 
emails by month for only those students enrolled in the study course at the time. For 
example, a student enrolled in the 2018-Fall course that sends an email in the Spring of 
2020 would not be counted. An Excel pivot table was created to summarize the email 
counts in categories of “to” and “from.” 
LMS email 
The LMS has an email feature that instructors and students can use instead of the 
university’s email. The LMS interface displays and manages emails as conversations, and 
there did not appear to be a way to change it to individual emails. Student-initiated 
conversations appear in the inbox, as do instructor initiated conversations that have 
student replies. Because students replied to all instructor initiated conversations, data was 
extracted from the inbox on both sent and received LMS emails.  
We scrolled through all of the inbox conversations in the left navigation screen to 
force load older conversations when viewing the LMS email because the LMS loads only 
recent emails initially. Using Firefox for our browser, we right-clicked the left navigation 
screen area to display the browser menu and selected “Inspect Element.” With the 
element screen showing on the bottom of the browser, we would hover over the element 
lines of code until Firefox highlights the left navigation bar's conversations. We right-
clicked the line of code that caused the conversations to highlight and selected “Copy” 
then “Outer HTML” from the menu that appeared. The clipboard contents were pasted 
into MS Word, and we ran a macro to: 
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1. Replace all carriage returns with spaces, and all multi-spaces with a single 
space 
2. Find all occurrences of “<li” and replace it with a carriage return and “<li.” 
This step identifies the beginning of a unique conversation. 
3. Copy the entire text to the clipboard 
The clipboard contents were pasted into Excel, and each conversation flowed into 
a unique row because of the carriage returns added to the document with the macro 
mentioned above. In the Excel spreadsheet, columns were created to extract elements 
from the conversation, such as sender, recipient, date and time, and the number of email 
transactions in each conversation. 
Announcements 
Canvas has a function called announcements to inform all course students about 
something meaningful and not always about the course. Collecting the LMS 
announcement data is similar to LMS emails. Using Firefox, we navigated to the course 
announcement page, right-clicked on the page to display the menu, and selected “Inspect 
Element.” We hovered over the code in the inspector window until the list of 
announcements was highlighted. We right-clicked the line of code that highlights the list 
of announcements and selected “Copy Outer HTML” from the menu. The clipboard 
contents were pasted into MS Word. If there were multiple pages of announcements, the 
process was repeated for each page. 
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With the announcement code in MS Word, we ran a macro to: 
1. Replace all carriage returns with spaces, and all multi-spaces with a single 
space 
2. Find all occurrences of “<div style="opacity: 1;" class="ic-item-row ic-
announcement-row">” and replace it with a carriage return and “<div 
style="opacity: 1;" class="ic-item-row ic-announcement-row">”. This step 
identifies the beginning of a unique announcement. 
3. Copy the entire text to the clipboard 
The clipboard contents were pasted into Excel, and each announcement flowed 
into a unique row because of the carriage returns added to the document with the macro 
mentioned above. In the Excel spreadsheet, columns were created to extract the 
announcements’ subjects, but announcement dates were manually entered because they 
were not in the extracted data. 
3.5. Data Analysis 
Our data collection came in several formats, which required data entry, 
structuring, and importing and exporting between software platforms for analysis. We 
used two software platforms for all data analysis, Excel and statistical analysis system 
(SAS) version 9.4. We selected Excel for its ease of use to structure data into appropriate 
rows and columns and to perform complex functions for quality control. We selected 
SAS for statistical analysis because “it covers virtually the entire techniques and 
statistical evaluation” (admin, 2019), it is flexible in its ability to model analysis through 
a programmable interface, and it is available through a Clemson University license. All 
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analyses began in Excel, and when necessary, were imported into SAS for statistical 
analysis, and the results were entered into Excel for any final calculations and formatting. 
The present research required several different data analysis processes due to its 
nature and its use. We discuss each of these in the next several sections. 
3.5.1. Effect Size 
Wilkinson (1999) recommends the presentation of effect size for primary 
outcomes as “essential to good research” (p. 599). In determining if CoI implementation 
to an online class is meaningful when measuring learning in our quantitative study, effect 
size is an appropriate statistic because it reports the change in mean performance in 
standard deviation units and is comparable to other studies (Fan, 2001; Wilkinson, 1999). 
The present research is interested in three effects, each of the online courses to the web-
enhanced course, and the online courses to each other. We begin our performance 
analysis with descriptive statistics of our dependent variable, performance measurement, 
followed by a performance comparison across all three modalities. We evaluated if two-
course pairs’ performances differ significantly and conclude with the two-course pairs' 
effect sizes. 
Because the present research measures independent groups of small sample sizes 
under 50, we calculated the effect size using Hedge’s g, which is to subtract the mean of 
the treatment group from the mean of the control group, and divide by the pooled 
standard deviation (g = (𝑦𝑦�1 - 𝑦𝑦�2) / Spooled) (Berney & Bétrancourt, 2016; Bernard et al., 
2004; Fan, 2001). Hedges’ g shows the standardized mean difference effect size (Berney 
& Bétrancourt, 2016) and is a derivative of Cohen’s d, which uses the population 
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standard deviation in the denominator of the formula (Fritz et al., 2012). Fritz et al. 
(2012) note that Hedges g is often calculated in research but generically referenced as 
Cohen’s d. Berney et al. (2016) note that an additional calculation, g = [1 – (3 / (4N – 9))] 
x ESs (p. 156), is appropriate for small sample sizes to correct for bias. 
As illustrated above, the effect size calculation is simple once you have the mean, 
standard deviation, and sample sizes of your comparison groups, so these calculations 
were completed in Excel. The mean, standard deviation, and sample sizes were modeled 
in SAS through their program interface and ran against data imported from an Excel 
spreadsheet described in section 3.4 Data Collection. We began our data analysis using a 
one-way analysis of variance (ANOVA) test to compare our three groups (Ott & 
Longnecker, 2016). Normally, if the ANOVA does not show significance at α = 0.05, 
there would be no need to continue with pairwise tests. Still, we needed the means and 
standard deviations to calculate the effect size, so we included them in our model. We 
also need SAS’s pairwise tests' p-values values to show the significance of the effect size. 
3.5.2. Homogeneous Groups 
Establishing that our groups are homogeneous is the most crucial experimental 
control in our research because it strengthens our causal claim. Cook and Campbell 
(1979) note that the analysis reduces error in quasi-experimental studies, but it does not 
resolve all differences. Many antecedent variables could provide alternative 
interpretations of our results, so we determined the most significant ones and measured 
them.  
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We began our homogeneous groups' data analysis with numerical variable 
comparisons using SAS t-tests, followed by categorical variable comparisons using 
Fisher’s exact test. We chose SAS’s procedure proc freq to perform the categorical 
analysis using Fisher’s exact test due to the likelihood of fewer than five observations for 
some cells, a rule of thumb for using the chi-squared analysis (Ott & Longnecker, 2016). 
In both cases, the data was structured in Excel and imported into SAS for analysis. 
Unlike our analysis of effect size, we were concerned only with significant differences. If 
we did not detect them at a significance level of α = 0.05, we would determine evidence 
to be insufficient to conclude they were different.  
3.5.3. CoI Presence 
We chose several course artifacts to determine if we could detect CoI presence, 
and the data analysis varies among them. We examined the time students’ are logged into 
the course through the LMS, the time they spend on exams, the ratings they give the 
instructor, and the volume of communication measured by the number of emails and 
announcements. 
All analyses on comparisons of numerical data used the same process except for 
the LMS email data. Students did not often use the LMS email, and its conversational 
structure was not well suited for statistical comparisons, so we chose to present 
descriptive statistics only. For the other numerical data, we structured the data in Excel, 
imported it into SAS, modeled ANOVA tests using the proc glm procedure with 
comparisonwise t-tests to determine significance, and formatted the resulting statistics in 
Excel. 
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The numerical variables we examined required different processes to structure the 
data for analysis. The instructor ratings for each course were combined into a single 
spreadsheet, a column was added for average rating, which converted instructor 
availability from a four-point scale to a five-point scale like the other ratings, and 
imported the data into SAS for analysis. The email summary data was structured in Excel 
and imported into SAS to analyze the average emails per student, month, and course. 
Finally, we combined the announcement data from the three courses, structured it in 
Excel, and stratified it by month with an Excel pivot table. The monthly announcement 
data was imported into SAS and analyzed using the procedure proc glm with 
comparisonwise t-tests to determine significance, and formatted the resulting statistics in 
Excel. 
In addition to the numeric value questions on instructor ratings, the students 
provided free-text input to four questions, on strengths of the instructor and course, 
weaknesses of the instructor and course, teaching methods and suggested alternatives, 
and instructor recommendation and why. We divided the questions on teaching methods 
and instructor recommendations into two questions each for analysis, and we left the 
other questions as single questions. We categorized the students’ responses and created 
frequency tables to compare the student responses across courses (See Appendix H, 
p. 153). 
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3.6. Threats to Validity 
There are several areas of this research design that have the potential to cause 
validity and reliability issues. We discuss various ways we attempted to counter these 
threats below. 
3.6.1. Construct Validity 
It was essential to design and construct the courses to exemplify the theoretical 
framework that guides their design so that our measurements are meaningful. An 
instructional strategist assisted the two online courses' design and implementation with 
training and experience in developing and implementing online courses inclusive of CoI. 
The instructor will also use the ENCORE4 course certification checklist as a guide to 
evaluate and improve the course design (See Appendix I, p. 156). ENCORE is a checklist 
of thirty-four items in six categories to ensure online courses meet Clemson University’s 
online course standards, Federal laws, and compliance guidelines for the Southern 
Association of Colleges and Schools Commission on Colleges (SACSCOC), and the 
Council of Regional Accrediting Commissions (C-RAC) (Clemson Online, 2019).  
The CoI course meets all but three of the ENCORE items:  16 - non-text elements 
have text alternatives; 20 – linked, embedded, and attached content meet accessibility 
standards or alternatives are available; and 30 – variation in assessment types and 
alternative submission formats. We were unable to satisfy these three ENCORE elements' 
 
4 Clemson University developed the ENCORE rubric to contain “all expectations for online course 
design” to comply with all Federal laws and accreditation requirements and is based on evidence-based 
practices (Clemson Online, 2019b). 
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conditions due to the course's nature and the requirement to read drawings and 
specifications. The baseline course, Web-enhanced, meets or exceeds the Nieri Family 
Department of Construction Science and Management standards as determined by the 
Associate Department Chair. 
The three study courses all took place during consecutive fall semesters to 
replicate to the greatest extent possible similar experiences in other courses taken and 
extracurricular activity. As suggested by Bernard et al. (2004), the instructor for all 
courses was the same to eliminate instructor effect, and the learning outcomes and the 
assessment of those outcomes were identical. Congruence between course exams was 
achieved by providing the exams for the web-enhanced and online course in a proctored 
classroom on the LMS. Students chose the location for taking the CoI course exams on 
the LMS and proctoring through the Respondus lockdown browser with a video monitor. 
The instructor kept a journal for reflection, analysis, and self-critique during the study 
courses to determine if the instructor as an extraneous variable may account for the effect 
size. 
As we mentioned above, we disaggregated exam questions to evaluate each 
question's appropriateness for learning measurement. Grades are a standard operational 
measure of learning in education (Rovai et al., 2009), but we felt that grades include 
many extraneous elements that do not measure learning, which is why we used specific 
questions instead. Effect size, the comparison of mean performance between treatments, 
is recommended by the American Psychological Association (Wilkinson, 1999). To 
counter issues raised by Rovai et al. (2009), we collected data on extraneous variables 
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that may also explain performance changes and used that data to determine homogeneity 
across study groups. 
3.6.2. Internal Validity 
Experimenting with similar but different groups of students had the potential for 
internal validity threats because they may differ for specific characteristics while similar 
in each group. To counter the internal validity threat for selection, extraneous information 
on the students, as discussed above, was collected to show that the groups are 
homogeneous. 
History was the biggest threat to internal validity for this research design because 
it was difficult to counter historical events that can impact grades, such as other course 
exams on the same day, weather events, or life events. Ways we countered the internal 
validity threat of history were to give exams at or near the same time each semester and 
use only the fall semesters to make students' schedules more comparable. 
Statistical conclusion validity is another internal validity threat to consider. The 
sample size varied from semester to semester and was often below the threshold to 
maintain high statistical power. We used other comparisons, such as HSGPA, SAT 
scores, and CGPA, to determine if the students’ performance was representative of their 
prior performance. Also, the results can be tested for normality and equal variance using 
models such as the internally studentized residuals and Levene’s test, respectively 
(Oehlert, 2010). 
As the instructor, the researcher can cause internal validity issues because of the 
control they have over student outcomes. Disaggregating exam questions solved this 
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issue because it removed all grade components based on subjective measures. We discuss 
additional steps to counter internal validity threats associated with the researcher as the 
instructor in the section on construct validity. 
3.6.3. External Validity 
The external validity threats of experimenting on one course within the Nieri 
Family Department of Construction Science and Management at Clemson University are 
valid. Generalization of the experiment’s results occurs by looking at the study courses as 
a collection of several courses because CSM 2040 covers several knowledge areas. The 
experimental design to analyze the effect size of CoI by students’ responses to 
disaggregated exam questions allow for stratification into knowledge areas for 
measurement and provides us the flexibility to generalize the findings to other courses 
and disciplines. For example, a meaningful effect size on the modules related to reading 
drawings may be generalizable to other courses that involve reading drawings. Also, our 
CoI implementation steps are actions that can be used in a variety of courses. 
3.6.4. Reliability 
The experiment lacks replication because the baseline, control, and treatment 
were applied to a single course. The lack of replication means we were unable to test for 
consistent outcomes in our measurements. To alleviate this concern, we compared 
student performance to archival data to determine if performance was positively 
correlated to HSGPA, SAT scores, and CGPA. The correlations were positive for all 
three at r=0.337 and p-value = 0.003 for SAT, r=0.333 and p-value=0.004 for HSGPA, 
and r=0.491 and p-value=<0.0001 for . The SAT results are similar to Wao et al.’s (2017) 
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results for construction science and management student, and our moderate correlation of 
performance to CGPA establishes that our measurement is reliable. 
3.7. Pilot Study of Assignment Design and Survey 
3.7.1. Pilot Study Objectives 
Our goals on the pilot design were two-fold:  We wanted to measure the 
effectiveness of an alternative method for assignment design to enhance cognitive and 
social presence by having students construct knowledge instead of providing a typical 
lecture, and we wanted to test a survey design to collect student attributes. 
3.7.2. Pilot Study Research Plan 
Assignment Design 
The instructor developed the assignment design for the 2020-Spring course, 
which had both Web-enhanced and Online sections. The assignments’ learning objective 
was to learn the necessary elements for a contract to be legal, and the duration was a 
week. The students were assigned to random groups of three students. The instructor 
created a shared Google Doc for each group with a table where students could enter the 
contract element on one side and its meaning on another. The students were expected to 
search for contract elements, and the instructor anticipated that Google and other search 
engines would be the primary search tools. The students had to reach an agreement on 
which of the elements were necessary and which were not. 
While the students were working on their assignments, the instructor would 
monitor their progress, and when necessary, comment on the document with a question to 
help steer the students in the right direction. The instructor would also look at the 
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revisions log to ensure all students contributed and sent email reminders to non-
contributing students. Halfway through the week, the instructor created another Google 
Doc and shared it with the entire class. The students were responsible for consolidating 
their work into this one document and reaching an agreement on the terms and meanings. 
Again, the instructor would comment on the document to ask questions to help steer the 
students in the right direction. When the assignment was complete, the instructor 
provided the students a concise list of terms and meanings. 
Exam one had questions regarding contract elements. The students’ scores were 
compared to a recent online class to calculate an effect size. Student scores on 
assignments that were not altered were also compared to determine if the effect size was 
unique to the assignment design. 
Survey 
Because our research design is quasi-experimental, we had to establish that our 
groups were homogeneous to infer causality. One way to accomplish this is by surveying 
the students on various attributes such as work, college life, and personal matters. We 
created a survey with several questions in each category distributed the survey by paper 
following an exam. The survey categories were compared using Fisher’s exact test. 
3.7.3. Pilot Study Sample 
The pilot study treatment sample was the students enrolled in the Online section 
of CSM 2040 during the 2020-Spring semester (n = 13). The pilot study control sample 
was the students enrolled in the Online section of CSM 2040 during the 2019-Fall 
semester (n=28). We used a different control group to pilot the survey, the Web-enhanced 
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section of the 2020-Spring course (n = 32). This was made easier because both sections 
were present in a classroom for exams, and we provided them paper surveys to complete 
after the exam ended. 
3.7.4. Pilot Study Findings 
The pilot study found an effect size of 0.62 for the revised assignment, but there 
was a 0.32 effect size between the study courses when not accounting for the revised 
assignment. Therefore, the net effect size was 0.30, which is considered small by Cohen’s 
(1992) index. The students’ scores were 9% higher in the treatment group for everything 
except the revised assignment and 43% higher in the treatment group for the revised 
assignment. 
A frequency analysis using Fisher’s exact test and a Chi-squared test on the 
survey categories showed that only a few categories were not homogeneous. The Fisher’s 
exact test provided more liberal results than the Chi-squared test, but the assumption that 
each cell in the Chi-squared test has a minimum of five responses was not met for many 
of the categories. 
3.7.5. Pilot Study Lessons Learned 
The pilot study suggested that assignment design can increase learning, but the 
effect was small. We realized that the assignment modifications were just one of several 
tasks to convert the Online course to a CoI course, and we may see a larger effect size 
with a better CoI implementation. The pilot study also demonstrated issues with the 
survey questions. Many of the questions asked for quantities as in hours worked, weeks 
worked, plans reviewed, etc. Students responded by entering values, but some students 
77 
wrote “a lot” or “a few” as answers, making their surveys unusable. We used this 
knowledge to redesign the survey with multiple choice answers. Multiple-choice answers 
were a better choice because the students directly selected the levels used in the analysis 
instead of being calculated from the values used in the pilot survey. 
 
This research spanned three courses over three Fall semesters, included data from 
many different sources and several various analyses. We present the findings of this 




We are attempting to measure online students' performance, but as Bernard et al. 
(2004) point out, there are many problems associated with this research topic and 
approach. We collected and analyzed a significant amount of data to resolve most of the 
issues, and we present our findings in this chapter. The chapter begins with the 
performance measurement and effect size, followed by the tests' results to establish 
homogeneity among our groups, and ends with our CoI implementation findings. 
4.1. Student Performance and Effect Size 
4.1.1. Descriptive statistics 
Our quasi-experiment involved three separate courses over three consecutive fall 
semesters from 2018 to 2020. Our sample sizes in each of the three courses were n = 19 
(2018-Fall, Web-enhanced), n = 27 (2019-Fall, Online), and n = 36 (2020-Fall, CoI). 
Table 2 below provides student demographics by course. Demographic and attribute data 
comparisons for the three courses are described in section 4.2 Homogeneous Groups. 
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Table 2 
Student demographics by course 
 
Note. A traditional admission means a student that began their academic studies at the 
university as a freshman. A bridge admission means students who started their academic 
studies at a technical college and met the requirements to continue their education at the 
university. A transfer admission means a student who was attending another university or 
college and transferred to the university. 
As we mentioned in section 3.3.3 Experimental Controls, we removed questions 
that did not measure learning, such as feedback and ambiguous questions. The number of 
performance measurements remaining per exam is provided in Table 3 below. The 






groups Males Females Traditional Bridge Transfer
Web-enhanced 19 2 16 3 8 7 4
Online 27 2 24 3 12 11 4




Exam question counts 
 
4.1.2. Performance comparison – three courses 
SAS proc glm procedure was used to model the analysis (See Appendix J, p. 157) 
using the course modalities as treatments, and the students nested in the treatment as the 
error value to take advantage of having student answers to questions as a subsample. The 
results (See Table 4) show that there is insufficient evidence, at a significance level of 
α = 0.05 (F = 0.5909; p-value – 0.5563), to reject the null hypothesis that students 
perform equally with the different modalities. 
Table 4 
ANOVA table comparing student performance on course modalities. 
 




2018-Fall 35 19 21 75
2019-Fall 39 19 22 80





Square F Value Pr > F
Treatment 2 0.8044          0.4022     0.5909     0.5563     
Experimental Error: 
Student(Treatment) 79 53.7732        0.6807     
Subsample Error 6383 1,016.9555   0.1528     
Corrected Total 6464 1,017.5331   
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4.1.3. Pairwise Performance comparison 
The analysis of student performance on the three courses failed to detect a 
difference at a significance level of α = 0.05. The ANOVA result from Table 4 
(F-value = 0.5909; p-value = 0.5563) would typically be enough to conclude that there is 
no reason to continue with the pairwise comparisons. Still, in the interest of providing 
statistical significance of our effect sizes, we continue. SAS provides both Fisher’s LSD, 
and Tukey’s Studentized Range (HSD) comparisons, but our interest lies in the 
comparisonwise error rate of LSD over the experimentwise error rate of HSD because 
LSD is more powerful at detecting differences (Ott & Longnecker, 2016), which is our 
goal when reporting effect size (See Table 5). 
Table 5 
Pairwise performance comparison of course modalities 
  
Note. α = 0.05, error degrees of freedom = 79, error mean square = 0.680673, and critical 





Web-enhanced - Online 0.00184       (0.05420)      0.05789       
Web-enhanced - CoI 0.02351       (0.02967)      0.07670       
Online - Web-enhanced (0.00184)      (0.05789)      0.05420       
Online - CoI 0.02167       (0.02507)      0.06841       
CoI - Web-enhanced (0.02351)      (0.07670)      0.02967       
CoI - Online (0.02167)      (0.06841)      0.02507       
95% Confidence Intervals
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In addition to SAS's pairwise comparisons with the ANOVA model, we ran t-test 
comparisons of the different modalities using the students’ average performance (See 
Appendix K, p. 160). The descriptive statistics (See Table 6) produced by the analyses 
provided the data necessary to calculate the effect sizes. As we know from the ANOVA 
test results above, each of the t-tests failed to provide sufficient evidence at a significance 
level of α = 0.05 to reject the null hypothesis that the mean values are equal. The 
comparison of CoI to Online had a p-value = 0.3833 (t-value = -0.88), CoI to Web-
enhanced had a p-value = 0.3795 (t-value = -0.97), and Online to Web-enhanced had a p-
value = 0.9428 (t-value = -0.07). All groups met the statistical model assumptions of 
normality, equal variance, and independence. 
Table 6 
Descriptive statistics for student performance by modality 
  
4.1.4. Effect Size 
The statistics in Table 6 above provide all the information needed to calculate the 
effect size. The results (See Table 7) show that CoI has a small negative effect size 
compared to online and web-enhanced, and Online has a near-zero effect size compared 
to web-enhanced. As we noted in the pairwise comparisons above, none of the 
differences in performance between courses is significant at α = 0.05. Next, we will 
Course N Mean Std Dev Std Err Min Max
CoI 36 0.7612 0.1012 0.0169 0.5094 0.9461
Online 27 0.7829 0.0909 0.0175 0.6015 0.9484
Web-enhanced 19 0.7848 0.0766 0.0176 0.6302 0.9367
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determine if our groups are homogeneous, which will provide insight into the reliability 
of our effect sizes. 
Table 7 
Effect size comparisons of educational modalities 
 
4.2. Homogeneous Groups 
4.2.1. Numeric Variable Comparisons 
We made five numeric variable comparisons between the groups, HSGPA, 
CGPA, SAT scores or ACT equivalent, enrolled hours during the semester, and total 
hours before the semester (See Appendix L, p. 163). Not all data was available for all 
students in the study, so our sample sizes differ slightly from our modality analysis. At a 
significance level of α = 0.05, there is insufficient evidence to reject the null hypothesis 
that students have equivalent metrics across all numeric variable comparisons except for 
enrolled hours when comparing online to web-enhanced (See Table 8). The Online 
average enrolled hours of 16.59 compares to Web-enhanced of 15.32. There is sufficient 
evidence at a significance level of α = 0.05 to reject the null hypothesis that the students’ 
enrolled hours for the Online course and Web-enhanced course are equal (t-value = 2.58; 
p-value = 0.0135). 







Hedges g (0.221)         (0.249)         (0.022)         
Adjustment 0.9877        0.9858        0.9829        
Effect Size (0.218)         (0.245)         (0.022)         
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Table 8 
Homogeneous groups:  Numeric variables comparison p-values. 
 
Note. *Folded-F test provides sufficient evidence at a significance level of α = 0.05 to 
reject the null hypothesis that the variances are equal. Therefore, the p-value is based on 
the Satterthwaite method instead of the Pooled method. 
4.2.2. Categorical Comparisons 
We surveyed the students on twenty-five categories that provide an alternative 
explanation for differences in performance between modalities, and the registrar provided 
another four. Descriptive statistics from the registrar’s data can be seen in Table 9. As 
you can see, the course is predominantly non-minority males. The mix of students 
entering the curriculum traditionally, bridge, and transfer is somewhat evenly distributed 
except for Online. A traditional student is one that started in the program by enrolling at 
the university directly, a bridge student is one that went to a two-year college for core 
construction courses before coming to the university, and a transfer student is one that 
transferred from another college or university that may or may not have an academic 
background in construction.  





High School GPA 0.8931 0.7290 0.6657 
Cumlative GPA 0.3995 0.3458* 0.1237*
SAT or ACT Equivalent 0.7396 0.1467 0.2618 
Enrolled Hours 0.3690 0.0819 0.0135 
Cumlative Hours 0.7864 0.3861 0.5248 
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Table 9 
Student demographics by course. 
   
We examined the registrar’s data first to determine if it differs between our 
courses (See Appendix M, p. 178). There are gaps in the registrar’s data, but they are 
few. We begin with those variables presented in Table 9, Sex, Minories, and admission 
type, and we added one more for high school class rank. All comparisons lacked 
sufficient evidence at a significance level of α = 0.05 to reject the null hypothesis that the 
categories are independent of the courses. In other words, we lack sufficient evidence to 
conclude that the courses are not homogeneous on sex, minorities, admission type, and 
high school rank (See Table 10). 
Table 10 
Registrar categorical variables comparison p-values. 
 
Note. Contingency analysis using Fisher’s exact test. 
Course N Males Females Minorities Traditional Bridge Transfer
Web-enhanced 19 16 3 2 8 7 4
Online 29 25 4 3 12 11 5
CoI 39 35 4 3 15 13 11
Admission TypeSex
Course Sex Minorities Admission
High School 
Rank
CoI to Online 0.6340         1.0000         0.6443         0.0940         
CoI to Web-enhanced 0.3273         1.0000         0.6022         0.5234         
Online to Web-enhanced 0.6796         1.0000         0.8536         0.1758         
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Next, we examined the survey data to determine if it differs among our courses. 
Once again, we used the SAS procedure, proc freq, to perform the analysis using Fisher’s 
exact test due to our small sample sizes and the likelihood of fewer than five observations 
for some cells (See Appendix F, p. 130). For our comparison of CoI to Online, we find 
that only one category, work hours during the semester, has sufficient evidence at a 
significance level of α = 0.05 to reject the null hypothesis that work-hours are 
independent of the courses. A more significant percentage of Online students were 
working compared to CoI. When comparing CoI to the web-enhanced course, only the 
fathers’ education presents sufficient evidence at a significance level of α = 0.05  to reject 
the null hypothesis that they are independent of the courses. We see this again in 
comparing fathers’ education for Online to web-enhanced, but several other categories 
are also significant. They are change orders, general conditions, and negotiating (See 
Table 11). The Online course had significantly more experience in these areas compared 
to the Web-enhanced course. 
As we explained above, the survey response rate was 47.4% for Web-enhanced 
students, 65.5% for Online students, and 53.8% for CoI students. Due to the low survey 
response, we analyzed responders' performance to non-responders to determine if there 
was a significant difference. There was sufficient evidence at a significance level of 
α = 0.05  to reject the null hypothesis that the performance of those that responded to 
surveys (0.80) and those that did not (0.74) were equal (t-value = -3.15; p-value = 
0.0023). We then examined each of the modalities on the difference between 
performance for those that responded and those that did not and found a significant 
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difference for CoI (t-value = -2.42; p-value = 0.0208), but not for Online (t-value = -0.90; 
p-value = 0.3762) and Web-enhanced (t-value = -2.06; p-value = 0.0548). 
We also examined the performance of students that responded to the survey 
across all three modalities and found that there was not sufficient evidence at a 
significance level of α = 0.05 to reject the null hypothesis that their performance was 
equal across modalities (F = 0.30; p-value = 0.7405). Likewise, we examined the 
performance of students that did not respond to the survey across all three modalities and 
found that there was not sufficient evidence at a significance level of α = 0.05  to reject 
the null hypothesis that their performance was equal across modalities (F = 0.58; p-value 
= 0.5629).  
To summarize the difference between students that responded to the surveys and 
those that did not, students that responded appear to perform better than those that did 
not, and most of the difference comes from students in the CoI course. Students that 
responded to the survey perform equally, as do those that did not respond, except the 
non-responders performed at a lower level. Porter and Umbach (2006) identified the issue 
with the correlation between academic success and survey responses. Porter and Umbach 
(2006) also said they expect it to be positively correlated to SAT scores. We analyzed 
student performance to HSGPA, SAT, and CGPA using Pearson’s correlation coefficient 
in SAS and found all three positively correlated. CGPA was the most correlated to 
performance (r = 0.4909; p-value = <0.0001). 
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Table 11 
Survey categorical variables comparison p-values 
 
Note. Contingency analysis using Fisher’s exact test. 





Construction Experience 0.1884             0.1147             0.0629             
RFIs 0.3409             0.2748             0.1365             
Submittals 0.3343             0.8000             0.2658             
Change Orders 0.3871             0.0537             0.0069             
Quantity Take-offs 0.6516             0.4498             0.1454             
Site Supervision 0.3663             0.6682             0.3357             
Subcontractor Bids 0.4245             0.4290             0.6763             
Contract General Conditions 0.8621             0.2023             0.0323             
Negotiating 0.5181             0.0984             0.0266             
Safety Plan 0.8320             0.8936             0.4988             
Conflict Resolution 0.7542             0.5609             0.5758             
Work Hours 0.0215             0.5724             0.1384             
Volunteer Hours 0.3629             0.7622             0.8068             
Caring for a person or pet hours 0.9625             0.5055             0.1665             
Extracurricular Activity Hours 0.7831             0.9458             0.9656             
Alcohol Use 0.8377             0.9411             0.7739             
Non-prescription Drug Use 0.7496             0.4033             0.1101             
Grade 0.8889             0.7294             0.4763             
Relationships 0.4898             0.4650             1.0000             
Children 1.0000             1.0000             1.0000             
Physical or Emotional Harm 0.1780             0.4650             1.0000             
Education of Mother 0.9191             0.9693             1.0000             
Education of Father 0.3768             0.0248             0.0142             
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4.3. CoI Presence 
We chose several course artifacts to determine if we could detect CoI presence. 
The following results examine the time students’ are logged into the course through the 
LMS, the time they spend on exams, the ratings they give the instructor, and the volume 
of communication measured by the number of emails and announcements. 
4.3.1. Course time 
Students spent more time on the LMS during the CoI course than in each of the 
two prior study courses (See Table 12). Modeling the LMS time in SAS with t-tests, we 
find sufficient evidence at α = 0.05 to reject the null hypothesis that time spent on the 
LMS is equal for CoI and Online courses in all four quarters. We did not model the 
comparison for the web-enhanced course because students’ interactions occur primarily 
in the classroom. Equality of variance and normality appeared to be an issue with many 
of the statistical tests. We believe but did not verify that outliers with considerable LMS 
time came from students who remained logged into the LMS while not interacting with 
the content, which caused problems with equality of variance and normality. 
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Table 12 
Time spent logged into the course in hours 
  
4.3.2. Exam time 
The Exams for all courses were identical in design and question type, often using 
the same questions from exam to exam. Also, the number of questions for CoI and Online 
Exams were equal (See Table 3). Students' time to complete exams between all three 
courses differs for each exam, as shown in the descriptive statistics in Table 13. We 
modeled the analysis using the SAS proc glm procedure for each exam and determined 
that there is sufficient evidence at a significance level of α = 0.05 to reject the null 
hypothesis that the exam times are equal. In the proc glm procedure, we included t-tests 
using Fisher’s LSD to control for Type I comparisonwise error rates. We are interested in 
comparisonwise error rates because they are more liberal than experimentwise error rates, 
and our research questions compare course pairs. As Table 14 illustrates, there is 
insufficient evidence at a significance level of α = 0.05 to reject the null hypothesis that 




Before Exam 1              17.6              11.8                5.3 
Exam 1 to Exam 2 9.7              6.5              4.7              
Exam 2 to Exam 3 14.1            12.9            4.7              
Exam 3 to Exam 4 12.2            8.8              4.8              
Total 53.6            40.0            19.5            
Course
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at a significance level of α = 0.05 to reject the null hypothesis that web-enhanced exam 
times are equal for CoI and Web-enhanced. 
Table 13 
Time to complete exams in minutes. 
  
Table 14 
Comparison of exam completion times between courses in minutes. 
 
Note. Values are the mean differences between exam completion times. * denotes 
comparisons significant at α = 0.05. 
Exam
CoI Online Web-enhanced
Exam 1 34.2            36.3            45.1            
Exam 2 95.1            90.1            67.8            
Exam 3 96.4            85.8            95.4            









Exam 1 -2.1 -10.9* -8.8*
Exam 2 5.0 27.3* 22.4*
Exam 3 10.7 1.0* -9.6*
Exam 4 3.1 12.5* 9.5*
Course Mean Difference
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4.3.3. Instructor ratings 
Students rated the instructor across eleven categories that were consistent for all 
three study courses. See Table 15 for a summary of the mean ratings across the three 
study courses and eleven categories. When comparing the averages of all eleven ratings, 
the results failed to provide sufficient evidence at α = 0.05 to reject the null hypothesis 
that the ratings are equal (F = 2.97; p-value = 0.0576). However, t-tests comparing CoI 
and Web-enhanced (t-value = -3.03; p-value = 0.0038), and Online and Web-enhanced (t-
value = -2.39; p-value = 0.0220), were significant at α = 0.05, each of the online courses 
average rating was lower than Web-enhanced.  
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Table 15 
Instructor ratings mean values. 
 
We analyzed the difference between course ratings using the SAS proc glm 
procedure and t-tests. The CoI ratings were lower than Online in all but two categories, 
expectations and relevance, but none of the ratings had sufficient evidence at a 
significance level of α = 0.05 to reject the null hypothesis that the ratings are equal. CoI 
rated lower than Web-enhanced in all categories, and there was sufficient evidence at a 
significance level of α = 0.05 to reject the null hypothesis that the ratings are equal for 
seven categories, expectations, relevance, organization, interaction, methods, 
assignments, and availability (See Table 16). 
Category
Points 
Possible CoI Online Web-enhanced
Expectations 5 4.58                   4.46                   4.88                   
Relevance 5 4.53                   4.52                   4.88                   
Organization 5 4.31                   4.50                   4.88                   
Interaction 5 4.33                   4.54                   5.00                   
Methods 5 4.11                   4.42                   4.70                   
Verbal 5 4.23                   4.39                   4.65                   
Assignments 5 4.08                   4.46                   4.82                   
Progress 5 4.39                   4.52                   4.71                   
Feedback 5 4.36                   4.58                   4.77                   
Fair 5 4.31                   4.55                   4.69                   




Comparison of instructor ratings. 
 
Note. Values are the mean differences between ratings. * denotes comparisons significant 
at α = 0.05. 
4.3.4. Emails – university 
An Excel worksheet was used to list all emails for the three courses in the study. 
We created a pivot table to provide summary statistics on the number of emails per 
student per month and used the data to develop stacked column charts to visually 










Expectations 5 0.12 -0.30* -0.42*
Relevance 5 0.01 -0.35* -0.36 
Organization 5 -0.19 -0.57* -0.38*
Interaction 5 -0.21 -0.67* -0.46*
Methods 5 -0.31 -0.59* -0.28 
Verbal 5 -0.16 -0.42 -0.26 
Assignments 5 -0.38 -0.74* -0.37*
Progress 5 -0.13 -0.32 -0.18 
Feedback 5 -0.22 -0.40 -0.18 
Fair 5 -0.24 -0.38 -0.14 
Availability 4 -0.26 -0.50* -0.23 
Rating Mean Difference
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There is sufficient evidence at a significance level of α = 0.05 to reject the null hypothesis 
that the email averages are equal. 
Figure 7 







































Average number of emails received by the instructor per student per month 
 
Table 17 








































Category CoI Online Web-enhanced
Sent 2.88                1.29                0.89                
Received 1.93                1.70                1.27                
Email Average per Student
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Table 18 
Comparison of average emails per student during the course.  
 
Note. * denotes comparisons significant at α = 0.05. 
4.3.5. Emails – LMS 
The LMS email data is conversational, so we can see who initiated an email 
conversation and the number of responses after the initial email. There were few 
instructor-led LMS conversations in the courses because the instructor preferred the 
university’s email. However, some students used the LMS almost exclusively. Table 19 
shows the number of emails initiated by students, the average number of emails in the 
conversation after the initial email, and the percent of students that used the LMS email 
functionality. As you can see from the data, within the CoI course, more students initiated 
LMS emails, the conversations were more active, and there was a more significant 








Sent 1.59* 1.99* 0.40*
Received 0.23* 0.65* 0.43*
Email Average Difference per Student
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Table 19 
LMS email conversations. 
 
4.3.6. Announcements 
We used an Excel pivot table to create a stacked column chart to visually 
represent the difference in announcement volume during the courses (See Figure 9). 
There is sufficient evidence at a significance level of α = 0.05 to reject the null hypothesis 
that the average announcements per month were equal. In the proc glm procedure, we 
included t-tests using Fisher’s LSD to control for Type I comparisonwise error rates. 
There was sufficient evidence at a significance level of α = 0.05 to reject the null 




Student Initiated Emails 75                 8                   23                 
Average Number of Additional 
Emails in the Conversation 2.6                0.5                1.8                
Percent of Students that Initiated an 
Email 31.6% 13.8% 23.1%
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Figure 9 































We began this research exploring the claim that CoI implementation to an online 
course results in deep and meaningful learning, and we conducted a quasi-experimental 
study to test this claim. The answers to our quantitative research questions on effect size 
give only a glimpse of what we learned through our two and a half years of research. Our 
first three research questions asked about the learning effect size between three different 
courses, Web-enhanced, Online, and CoI. Our questions came from the thought that if 
CoI results in deep and meaningful learning, it should be measurable. If it is not 
measurable, is an instructor’s time developing a course based on its framework a 
worthwhile pursuit? Preisman (2014) conducted a similar but limited study on graduate 
students and determined that instructors’ time is better spent on things other than teaching 
presence. After completing rigorous research of CoI on undergraduate students and 
comparing our results with Online and Web-enhanced courses, we are not as convinced 
as Preisman (2014), but our view is based on more than the quantitative measurements. 
We begin with answers to our research questions, followed by a discussion of our 
findings, the implications our research has on pedagogy, and our study's limitations, 
before concluding with future research areas. 
5.1. Research Questions 
Our first three research questions address quantitative measurements that attempt 
to demonstrate the learning differences between three education modalities, CoI, Online, 
and Web-enhanced. 
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5.1.1. Effect Size: CoI to Online 
Our first question compares CoI to an Online course:  What is the effect size of 
teaching an online course with CoI compared to the same course with an online modality 
without CoI? 
The effect size of implementing CoI to an Online course is -0.221. This negative 
effect size indicates that learning decreased a small amount between the two courses. 
According to Cohon (1992), an effect size of 0.20 is small, 0.50 is medium, and 0.80 is 
large. Effect size is meaningless without its significance, and at a p-value = 0.3833 (t-
value = -0.88), we can see that the CoI to Online effect size is insignificant. 
5.1.2. Effect Size: CoI to Web-enhanced 
Our next question compares CoI to a Web-enhanced course:  What is the effect 
size of teaching an online course with CoI compared to the same course with a web-
enhanced modality? 
The effect size of implementing CoI to a Web-enhanced course is -0.249. As 
before, this negative effect size indicates that learning decreased a small amount between 
the two courses. With a p-value = 0.3795 (t-value = -0.89), we can see that the CoI to 
Web-enhanced effect size is insignificant. 
5.1.3. Effect Size: Online to Web-enhanced 
Our final question on effect size compares an Online course to a Web-enhanced 
course:  What is the effect size of teaching an online course without CoI compared to the 
same course with a web-enhanced modality? 
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The effect size of implementing an Online course to a Web-enhanced course is -
0.022. An effect size this small is negligible. With a p-value = 0.9428 (t-value = -0.07), 
we can see that the Online to Web-enhanced effect size is insignificant and that learning 
between the two courses is almost identical. 
5.1.4. Instructor Evaluations 
We now turn our attention to our last question on the impact that the different 
course modalities have on students’ opinions of the instructor. The student response rates 
to the instructor evaluations were high (83% to 92%), making our comparison 
meaningful. Stowell et al. (2012) found no statistical difference in instructor evaluations 
between online and classroom-based courses, and we expected the same results for our 
final research questions: How do students’ instructor evaluations compare between 
courses with web-enhanced, online without CoI, and online with CoI modalities? 
The average numerical instructor rating and the individual category ratings were 
not significant between CoI and Online, but the rating differences were significant when 
comparing either of the online courses to the Web-enhanced course. The Web-enhanced 
course had the best instructor ratings, followed by the Online course, and then the CoI 
course with the worst ratings. To add context to the ratings, they were at or above 
university, college, and department averages.  
The free-response questions provide more significant insights into what the 
students liked or disliked about the instructor or methodology. When asked to describe 
the instructor's strengths, the majority of students from all three courses mention 
communication first, followed by organization and knowledge. Videos were the second 
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most mentioned strength for the Online course and were fourth for the CoI course. For 
instructor weaknesses, “none” was the most mentioned, followed by assignment clarity. 
Many students said online courses were a weakness in the Online course because they 
prefer a live classroom. When asked about helpful methods in the course, videos were 
mention most often by the CoI and Online course students and posting PowerPoint slides 
by the Web-enhanced students. Most students did not reply for alternative methods, but 
those who did from the Online course said they would like more interaction with the 
instructor. The last free-text question asked the students if they would recommend the 
instructor to a friend and why. 100% of the students that answered this question for the 
Web-enhanced and Online courses said yes, but only 94% of the CoI students would do 
so. 
5.2. Discussion of Findings 
We found that our CoI course did not result in deep and meaningful learning 
beyond an online course without consideration of CoI or a web-enhanced course. 
Students' performance in the CoI course was the lowest of the three courses, but the 
comparison is likely moot due to low statistical inference. It is not as if Anderson et al. 
(1999) claimed that students would learn more with CoI than a traditional online course, 
but it seems to be implied by the phrase, deep and meaningful learning. This section 
explores the CoI implementation evidence and alternative explanations why students did 
not demonstrate greater performance with CoI. 
Two claims of CoI are an increase in interaction with the course content and 
instructor. The time students spend on the LMS could indicate time with the content, 
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mostly because more practice quizzes were made available to students to take as often as 
they wanted to. Other reasons that time on the LMS might increase is from reading 
announcements or using the LMS email function. Time interacting with the instructor 
may be reflected in the number of times the students email the instructor through the 
university or LMS email system, even if only to schedule a call. The findings in each of 
these categories show an increase from Online to CoI. 
During the course, the students spent more time on the LMS for the CoI course 
than the Online course. A comparison to the Web-enhanced course is not meaningful 
because the Web-enhanced course has regular live sessions for instruction. The data 
support our assumption that students would be on the LMS more, but we have no way to 
verify that they interacted with the content. Likewise, the volume and participation 
increased in email communication among the CoI students. CoI students had a higher 
average of emails sent per student and a more significant number of students 
participating, determined by students sending ten or more emails during the semester. 
Also, students reflect this greater level of communication in the LMS email. Based on 
this information, students in the CoI course were more engaged. The instructor reflected 
this high level of engagement with more announcements and emails to the students. 
Students confirmed these findings through the instructor evaluation by students citing 
communication as the instructor’s strength more than any other trait. Communication 
grew by 67.5% from Online to CoI. 
We felt that deep and meaningful learning would manifest itself in shorter exam 
times, but this was not the result. Students' exam times are slightly higher for three out of 
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four exams but nothing that rises to the level of significance. One would think that deep 
and meaningful learning would result in faster recall and faster exam times. An 
explanation for exam times could be the change of exam location and environment. The 
students took the Web-enhanced and Online course exams in a proctored classrooms. In 
contrast, the CoI students took the exams at various locations and with the Respondus 
lockdown browser with a video monitor. There is a significant difference between a 
classroom surrounded by peers and an apartment bedroom or office.  
An interesting counter-argument for a successful CoI implementation is the 
number of students that said they would not recommend the instructor to friends. Three 
students in the CoI course answered no, and one student answered undecided. Compared 
to 100% of the students declaring yes for the Online and Web-enhanced courses, the 
number of nos indicates an instructor or course issue. There is nothing meaningful in our 
categorical comparison survey results that suggest a difference between the CoI and 
Online students, so we believe the answer may be hidden in the data that would have 
come from non-responsive students. We determined that CoI students that responded to 
the survey performed better than those that did not. Fewer surveys from lower-
performing students and the fact that the CoI course was the first time any student 
received below a “C” indicates that lower-performing students did not receive the content 
in a way that worked best for them, or they were distracted by something not related to 
the course. 
One last thing we will mention for evidence of CoI is the students’ responses to 
the question on why they would recommend the instructor to a friend. The largest 
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percentage of students said a well-organized class, but a close second was that they 
learned. The CoI course was the first time more than 10% of the students mentioned 
learning. 
Despite our controls, COVID-19 changed things by forcing all students online and 
limiting social interactions. In the fall of 2019, Online course students also attended live 
classes where they likely experienced cognitive, teaching, and social presence that they 
lacked in the Online course. They probably engaged with other students on campus about 
the Online course, which we expected to be the same for the CoI course. When taking the 
CoI course in the fall of 2020 and during the COVID-19 pandemic, all courses were 
online. Students may have experienced a much lower level of cognitive, teaching, and 
social presence from their courses, which may have impacted their performance in our 
CoI course. 
5.3. Implications on Pedagogy 
Our research measured the learning effect size of CoI, and like Preisman’s (2014), 
it shows that there is not enough evidence to support CoI and the time it takes for course 
development and instruction. We believe it would be a mistake to base a decision on our 
underpowered quantitative quasi-experiment without additional evidence. Perhaps CoI 
does nothing more than increase students’ motivation and excitement about a course, 
even if it does not increase learning. We see examples of excitement in the instructor 
evaluations where students commonly use the words “exceptional,” “well thought out,” 
and “I enjoyed [the class] more than any other this semester.” Because CoI lacks 
quantitative evidence of increased learning, instructors must decide if they have the time 
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to create and teach an exceptional online course that may not produce greater learning 
compared to a mediocre course. This question implies the instructor has the knowledge 
and talent to create an online course. As we pointed out in 2.2 Online Education, creating 
an online course requires a different set of talents and skills, and Siemens et al. (2015) 
suggest that it takes a team of specialists (See Figure 1 on page 10). 
While instructing the CoI course, we were faced with the dilemma of taking the 
time to communicate well or saving time to communicate vaguely. For example, 
following an exam, we could share overall results or speak personally to every student 
through email. Providing every student a personalized email on their exam took time for 
analysis, notes, constructing the email, and sending it, then repeating the process thirty-
eight more times. To save time, we developed a mail-merge system that used the LMS 
exam results and our explanations to questions to construct the email. We also added a 
note based on the students’ exam grades. This automation saved us a significant amount 
of time in creating personalized emails. The students’ reaction was positive, with several 
replying with appreciation. LMSs allow us to do more in less time, and being put in a 
situation that required us to do more allowed us to discover a more efficient process. 
Unfortunately, we spent a significant amount of time trying to understand online 
cheating to control for it in our experiment. Using the LMS exam and activity logs, we 
developed a tool that accurately detects when two or more students work together or use 
LMS content during an exam. This tool was useful in finding that we could detect 
cheating on every exam configuration except those that were synchronous while using a 
lockdown browser with a video monitor. This tool allowed us to control cheating on 
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exams during our experiment, but it also provides a way for other instructors to detect 
cheating. 
The last and possibly most important implication our research has on pedagogy is 
our process to measure learning. Prior research has varied opinions on the use of grades 
or student perceptions to measure learning. Our method of operationalizing learning was 
most influenced by Sadler (2010), who provided us with our learning definition while 
cautioning us to remove non-learning elements from grades when grades are used to 
measure learning. We reversed this idea by examining what we want to include to 
measure learning, and we looked at it one question at a time. We built up a measure of 
learning and verified the measurement was consistent across the courses we wanted to 
measure. We no longer thought of our measurement as a grade but one that indicates 
student performance and captures Sadler’s (2010) definition of learning. 
5.4. Limitations 
Our research uses intact groups, limiting the extent to which we claim causality 
due to history and selection (Dimitrov & Rumrill, Jr., 2003; Cook & Campbell, 1979). 
We took many steps to control for extraneous variables and demonstrated that our groups 
were homogeneous on most levels. Yet, despite our best efforts, it is impossible to 
understand at this time the influence that COVID-19 may have on student learning. A 
more direct effect may be on the students' psyche because of social distancing, or perhaps 
as an antecedent variable because COVID-19 allowed students to increase work hours 
due to the lack of an established course location. 
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The limited sample sizes, specific nature of the course, and the CoI 
implementation's success somewhat limit the generalization of our results. The course is 
fact-based and relies on objective answers to questions to measure learning, which we 
believe is generalizable to other fact-based courses. However, it will prove challenging to 
compare different implementations of CoI with different instructors and instructional 
design skills. For example, the present research strongly encouraged collaboration and 
provided collaboration opportunities, yet students indicated that little collaboration 
occurred through an informal survey. The indication of little collaboration may result 
from student maturity for the sophomore-level course used in the study.  
The last limitation is that of the instructor as the researcher and their personal bias 
for Web-enhanced instruction. The instructor’s preference may have manifested in less 
enthusiasm for the online course creation and delivery, resulting in lower than expected 
performance levels in the online courses. 
5.5. Areas of Future Research 
Future CoI research should focus on reporting effect size to build a body of 
knowledge that will aid our understanding of its ability to increase learning. Future 
efforts should also make use of qualitative research methods to understand why CoI 
affects students differently. Finally, the present study could expand to include more and 
different courses to determine the best fit for CoI.  
Another area of research that should be explored is education automation. The 
effort to communicate in a meaningful way during the implementation of CoI for the 
present research led to a semi-autonomous way to create specific student communication. 
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Additional research could experiment with autonomous and semi-autonomous 
communication channels within the LMS for assignments, quizzes, and possibly even 
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Learning Theories and Paradigms (Millwood, 2021). 
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Sample 2019-Fall Canvas Page 
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Appendix E  
 
Example eMail Following an Exam 
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Appendix G  
 
Instructor Rating Questions 
Rating Type Questions Point Value 
Expectations The instructor clearly communicated what I was expected 
to learn. 
5 
Relevance The instructor made the relevance of the course material 
clear. 
5 
Organization The course was well organized. 5 
Interaction There was a positive interaction between the class and the 
instructor. 
5 
Methods The instructor's teaching methods helped me understand 
the course material. 
5 
Verbal The instructor's verbal communication skills helped me 
understand the course material. 
5 
Assignments The instructor clearly explained what was expected on 
assignments and tests 
5 
Progress The instructor kept me informed about my progress in the 
course. 
5 
Feedback The feedback I received on assignments and tests gave me 
the opportunity to improve my performance. 
5 
Fair The instructor's grading procedures gave a fair evaluation 
of my understanding of the material. 
5 
Availability Please indicate your satisfaction with the availability of 
the instructor outside the classroom. 
4 
Strengths Please comment on the strengths of the instructor and the 
course. 
Free Text 





Please comment on any teaching methods you found 
particularly helpful, and suggest alternative methods that 
you feel would improve the course. 
Free Text 




Appendix H  
 
Instructor Ratings Free-Text Frequency Tables 
 
 
Strengths CoI Online Web-Enhanced
Communicator 55.6% 37.5% 23.5%
Organized 13.9% 8.3% 11.8%
Knowlegeable 11.1% 4.2% 17.6%
Videos 8.3% 12.5% -
Effective - 4.2% -
Great Course - 4.2% -
Helpful - 4.2% 17.6%
Enjoyable - - 5.9%
Interesting - - 5.9%
Straightforward - - 5.9%
Reviews - - 5.9%
No answer 11.1% 25.0% 5.9%
Weaknesses CoI Online Web-Enhanced
None 27.8% 20.8% 47.1%
Online - 33.3% -
Assignment Clarity 16.7% 4.2% 5.9%
Insensitive 5.6% - -
Videos 5.6% - -
Collaborative assignments 2.8% - -
Friday due dates 2.8% - -
Homework 2.8% - -
Retake test due to cheating 2.8% - -
Short Videos 2.8% - -
Few - 4.2% -
Long Modules - 4.2% -
More instruction - 4.2% -
Long Lab - - 5.9%
Start time - - 5.9%
Too lenient - - 5.9%




Methods Positive CoI Online Web-Enhanced
Videos 41.7% 16.7% -
Homework policies 8.3% - -
Posted PowerPoints - - 23.5%
Practice in Class - - 11.8%
Related to Industry - - 11.8%
Organized 5.6% 4.2% 5.9%
Communication 2.8% 8.3% -
Clear - - 5.9%
Easy Going - - 5.9%
Flexibility - - 5.9%
Incorporates Students' Feedback - - 5.9%
Assignments - 4.2% -
Everything 2.8% - -
Incorporating real-world software 2.8% - -
Repetition of Material 2.8% - -
No answer 33.3% 62.5% 23.5%
Methods Negative CoI Online Web-Enhanced
More interaction with instructor - 8.3% -
More Content on PowerPoints - - 5.9%
Practice Tests - - 5.9%
Tests - - 5.9%
More Assignments - 4.2% -
More detail in Videos - 4.2% -
Synchronous class meetings
Videos on problems working with plans - 4.2% -
Forced assignment flow 2.8% - -
Online 2.8% 4.2% -




Recommend CoI Online Web-Enhanced
Yes 77.8% 75.0% 94.1%
No 8.3% - -
Undecided 2.8% - -
No answer 11.1% 25.0% 5.9%
Why Recommendation CoI Online Web-Enhanced
Yes
Organized 13.9% 8.3% -
Learn 11.1% 4.2% 5.9%
Good 8.3% 4.2% 11.8%
Caring 5.6% 8.3% -
Great 5.6% 12.5% 41.2%
Helpful 5.6% 8.3% -
Knowledgeable 2.8% 4.2% -
Best - - 5.9%
Communications - 4.2% 5.9%
Fair - 4.2% -
Useful - 4.2% -
Cool - 4.2% 11.8%
Reasonable 2.8% - -
Well taught 2.8% - -
! 2.8% - -
Enjoyable 2.8% - -
Exceptional 2.8% - -
Fast grader 2.8% - -
Reasonable 2.8% - -
Well taught 2.8% - -
No
Condescending 2.8% - -
Poor communication 2.8% - -
Too much repetitive work 2.8% - -
No answer 22.2% 33.3% 17.6%
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