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We consider a stochastic model for directed scale-free networks following power-laws in the degree
distributions in both incoming and outgoing directions. In our model, the number of vertices grow
geometrically with time with growth rate p. At each time step, (i) each newly introduced vertex is
connected to a constant number of already existing vertices with the probability linearly proportional
to the in-degree of a selected vertex, and (ii) each existing vertex updates its outgoing edges through
a stochastic multiplicative process with mean growth rate of outgoing edges g and variance σ2. Using
both analytic treatment and numerical simulations, we show that while the out-degree exponent γout
depends on the parameters, the in-degree exponent γin has two distinct values, γin = 2 for p > g and
1 for p < g, independent of different parameters values. The latter case has logarithmic correction
to the power-law. Since the vertex growth rate p is larger than the degree growth rate g for the
world-wide web (www) nowadays, the in-degree exponent appears robust as γin = 2 for the www.
PACS numbers: PACS numbers: 89.75.Hc, 89.70+c,87.18.Sn,89.75.Da
I. INTRODUCTION
Complex system consists of many constituents such
as individuals, substrates, and companies in social,
biological, and economic systems, respectively, showing
cooperative phenomena between constituents through
diverse interactions and adaptations to the pattern they
create[1, 2]. Recently there have been considerable
efforts to understand such complex systems in terms
of random graph, consisting of vertices and edges,
where vertices (edges) represent constituents (their
interactions). This approach was initiated by Erdo¨s and
Re´nyi (ER)[3]. In the ER model, the number of vertices
is fixed, while edges connecting one vertex to another
occur randomly with certain probability. The ER model
is however too random to describe complex systems in
real world.
An interesting feature emerging in such complex
systems is the scale-free (SF) behavior in the degree
distribution, P (k) ∼ k−γ , where the degree k is the
number of edges incident upon a given vertex. Baraba´si
and Albert (BA)[4, 5] introduced an evolving model
illustrating SF network. In the BA model, the number
of vertices increases linearly with time, and a newly
introduced vertex is connected to m already existing
vertices, following the so-called preferential attach-
ment (PA) rule that the vertices with more edges are
preferentially selected for the connection to the new
vertex with the probability linearly proportional to
the degree of that vertex. Then it is known that the
degree distribution follows P (k) ∼ k−3 for the BA
model. While the BA model is meaningful as the first
step to generate SF network, it is too simple to be in
accordance with the real-world networks. Extended
versions of the BA model have been introduced[6, 7],
taking into account of additional local events such as
adding new edges, or rewiring edges from one vertex to
another. Depending on the frequency of these processes,
the degree distribution either remains as SF with the
exponent depending on the details of the local event or
follows an exponential decay.
Huberman and Adamic (HA)[8] proposed another
scenario for SF networks. In the HA model, the number
of vertices grows geometrically with time, and edges of
each vertex evolve following a stochastic multiplicative
process. Combining these two ingredients leads to a
power-law behavior in the degree distribution, where the
exponent is determined by the growth rates of vertices,
and the mean degree and variance of the fluctuations
arising in the stochastic process of updating edges.
While the HA and BA models look fundamentally
different at a fist glance, they are similar in essence.
One can show easily that the multiplicative process is
reduced to the PA rule when the time dependence of
the total number of edges is the same as that of the
number of newly introduced vertices. Moreover, the
stochastic process in the HA model might be related to
the rewiring process in the extended model of the BA
model[6].
SF networks may be classified into undirected or
directed network whether the directionality is assigned
to edges or not. Typical examples of undirected networks
include the actor network[9], the author collaboration
network[10], and the Internet with equal uploading
and downloading rates[11]. Directed networks are
also ubiquitous in real world such as the world-wide
web (www)[8, 12, 13], the citation network of scien-
2tific papers[14], biological networks such as metabolic
networks[15] and neural networks, etc. Recently, Albert
et al.[12] and Huberman et al. [8] investigated the
topology of the www extensively, and found that the
in-degree and the out-degree distributions of the www
exhibit power-law behaviors with different exponents,
i.e., Pin(kin) ∼ k
−γin
in and Pout(kout) ∼ k
−γout
out , respec-
tively. Here the in-degree kin (out-degree kout) means
the number of edges incident upon (emanating from) a
given vertex. Further studies[13, 16, 17] showed that γin
is robust as γin ≈ 2.1 for different systems, while γout
varies depending on systems in the range, 2.4 ∼ 2.7.
Theoretical studies for directed networks have less
been carried out compared with those for undirected
networks. When the directionality is assigned to edge
in the BA model, pointing from a new vertex to old
ones, the in-degree and the out-degree distributions
follow Pin(kin) ∼ k
−3
in and Pout(kout) = δ(kout − m)
respectively, which is not relevant to the empirical
results for the www. Dorogovtsev and Mendes[18]
performed a similar study using the rate equation, in
which the in-degree distribution follows a power-law
whereas the out-degree distribution is of the δ-function.
More recently, Krapivsky et al. [19] studied directed
SF networks using the rate equation method for the
simple case similar to the one introduced by Tadic´[20]
that at each time step, a vertex is newly introduced and
connected to an old vertex following the PA rule with
a certain probability and an internal directed edge is
connected between two vertices chosen following the PA
rule with the remaining probability. They obtained the
in-degree and the out-degree distributions analytically,
both of which exhibit power-law behaviors with different
exponents depending on the detail of the parameters
they used. While their analytic treatment was successful
in generating the empirical values of the out-degree
and the in-degree exponents for the www by tuning
the parameters, their model is unable to illustrate the
robustness of the in-degree exponent for various systems
because tuning parameters leads to different values of of
γin and γout at the same time.
In this paper, we introduce a stochastic model for
directed SF networks exhibiting power-law behaviors
with distinct exponents in both incoming and outgoing
directions and present an analytic solution for the
model. Through this study, we can illustrate why
the in-degree exponent is robust for different systems,
while the out-degree exponent depends on the details of
systems. This behavior occurs when the growth rate of
the number of vertices is large enough compared with
the effective growth rate of degree of each vertex.
This paper is organized as follows. In section II, we
will introduce a stochastic model. In sections III and IV,
analytic solutions for the out-degree and the in-degree
distributions will be presented, respectively. In section
V, we will present the result of numerical simulations for
the model in the vertex growth dominant and the degree
growth dominant regimes, respectively. The final section
will be devoted to the conclusions.
II. THE MODEL
Let us introduce a directed SF network model as fol-
lows: (i) At each time step, the total number of vertices
increases geometrically with growth rate p, i.e.,
N(t) = N(t− 1)(1 + p). (1)
So the total number of vertices newly introduced at time
t is pN(t−1). (ii)m edges emanate from each new vertex,
pointing to m distinct old vertices following the PA rule.
The probability to connect to a vertex j is given by
Πi→j =
kin,j(t− 1)∑N(t−1)
r=1 kin,r(t− 1)
, (2)
where kin,j(t− 1) means the in-degree of the vertex j at
time t−1. We assume in the model that each new vertex
is given an incoming edge pointed from itself, otherwise
in-degree never grows with time. (iii) each vertex up-
dates its outgoing edges by either adding new edges or
deleting existing edges through a multiplicative stochas-
tic process. Let kout,i(t) denote the out-degree of vertex
i at time t. Then kout,i(t) evolves as
kout,i(t+ 1) = kout,i(t)(1 + ζi(t+ 1)), (3)
where ζi(t) means the growth rate of the out-degree
kout,i(t) at time t, which fluctuates from time to time
about mean gi,
ζi(t) = gi + ξi(t), (4)
where ξi(t) is assumed to be a white noise satisfying
〈ξi(t)〉 = 0 and 〈ξi(t)ξj(t
′)〉 = σ2i δt,t′δi,j , where σ
2
i is
the variance. The growth rate gi and the standard devi-
ation σi could vary in general for different vertices. HA,
however, assumed that {ζi} are uniform for different ver-
tices, i.e., gi = g and σi = σ for all i. When ζi(t+1) > 0,
the out-degree at vertex i is increased. Then we add
kout,i(t)ζi(t + 1) new edges to the vertex i, pointing to
other distinct vertices which are not connected, according
to the PA rule given by Eq.(2). When ζi(t + 1) < 0, we
delete kout,i(t)|ζi(t + 1)| outgoing edges from the vertex
i randomly.
III. THE OUT-DEGREE DISTRIBUTION
The out-degree distribution Pout(kout) can be obtained
by following the argument given by HA. The conditional
3probability Pout(kout, τ | m) that kout,i = kout at time
t = ti + τ for a vertex i born at t = ti with kout,i = m is
given by
Pout
(
kout, τ |m
)
=
1
kout
√
2piσ20τ
exp
{
−
(ln
(
kout/m
)
− g0τ)
2
2σ20τ
}
.(5)
The above distribution was obtained by applying the cen-
tral limit theorem for the variable ln(kout(t)/kout(t− 1)),
so that g0 and σ
2
0 in Eq.(5) are related to g and σ
2 as
g0 ≈ g − σ
2/2, and σ20 ≈ σ
2, respectively[21]. Since
the density of vertices with age τ is proportional to
ρ(τ) ∼ exp(−pτ), the out-degree distribution collected
over all ages becomes
Pout(kout) =
∫
dτρ(τ)Pout(kout, τ |m) ∼ k
−γout
out , (6)
where
γout = 1−
g0
σ20
+
√
g20 + 2pσ
2
0
σ20
. (7)
We note that the out-degree exponent γout depends on
the three parameters, p, g0 and σ0.
IV. THE IN-DEGREE DISTRIBUTION
The in-degree at a vertex i is increased as new edges
are additionally pointed from other vertices to i, or de-
creased as already connected edges are deleted from other
vertices. For the increased case, there are two types of
occasions. The first is the case that some of edges from
newly born vertices are connected to the vertex i. Since
the total number of edges generated from new vertices at
time t is given by
Lnew(t) = mpN(t− 1), (8)
the in-degree of the vertex i evolves as
∂kin,i(t)
∂t
=
kin,i(t− 1)∑N(t−1)
r=1 kin,r(t− 1)
Lnew(t). (9)
Second is the case that the vertex i receives edges from
existing vertices as they update their outgoing edges.
The total number of newly added outgoing edges is given
by
Ladd(t) =
N(t−1)∑
j=1
kout,j(t− 1)ζ
+
j (t), (10)
where ζ+j (t) denotes the one when ζj(t) > 0. Then, the
in-degree of the vertex i evolves as
∂kin,i(t)
∂t
=
kin,i(t− 1)∑N(t−1)
r=1 kin,r(t− 1)
Ladd(t). (11)
On the other hand, the decreased case occurs when other
vertices remove their connections to the vertex i. This
case occurs when ζj(t) < 0 for a vertex j 6= i, with ζj(t)
denoted by ζ−j (t). The total number of edges removed
through this updating process is
Ldel(t) =
N(t−1)∑
j=1
kout,j(t− 1)|ζ
−
j (t)|. (12)
Although the edges deleted are chosen randomly, the ver-
tex with more in-degree has more incoming edges deleted
because incoming edges were formed following the PA
rule. Thus the deletion process leads to
∂kin,i(t)
∂t
=
kin,i(t− 1)∑N(t−1)
r=1 kin,r(t− 1)
Ldel(t). (13)
Altogether the dynamic equation for the in-degree of the
vertex i is written as
∂kin,i(t)
∂t
=
kin,i(t− 1)∑N(t−1)
r=1 kin,r(t− 1)
(
Lnew(t)
+Ladd(t)− Ldel(t)
)
. (14)
The above equation can be rewritten as
∂kin,i(t)
∂t
= kin,i(t− 1)
(mpN(0)ept
L(t)
+ g0 +
χ(t)
L(t)
)
, (15)
where L(t) denotes the total number of incoming edges
at time t,
L(t) =
N(t)∑
i
kin,i(t), (16)
which behaves asymptotically as
L(t) ≈


A1e
pt, if p > g0,
A2te
pt, if p = g0,
A3e
g0t, if p < g0,
(17)
where A1, A2, and A3 are given as
A1 =
mpN(0)
(p− g0)
, (18)
A2 = mpN(0), (19)
and
A3 =
mpN(0)
(g0 − p)
. (20)
χ(t) in Eq.(15) is defined as
χ(t) =
N(t−1)∑
i
kout,i(t− 1)
(
ξ+i − |ξ
−
i |
)
, (21)
4where ξ+i (t) (ξ
−
i (t)) denotes the noise for ξi(t) > 0
(ξi(t) < 0). Then using the stochastic property, 〈ξi〉 = 0,
we obtain that
〈χ(t)〉 = 0, (22)
and
〈χ(t)χ(t′)〉 ≈


B1e
ptδt,t′ , if p > 2(g0 + σ
2
0/2),
B2te
ptδt,t′ , if p = 2(g0 + σ
2
0/2),
B3e
2(g0+σ
2
0
/2)tδt,t′ , if p < 2(g0 + σ
2
0/2),
(23)
where B1, B2, andB3 are given by
B1 =
m2σ20pN0
2(p− σ20 − 2g0)
, (24)
B2 = m
2σ20pN0(1 + p)
2, (25)
and
B3 =
m2σ20pN0
2(σ20 + 2g0 − p)
. (26)
Thus χ(t) plays a role of noise, and its variance depends
on time.
The asymptotic behavior of the dynamic equation
Eq.(15) depends on relative magnitudes among p, g0,
and σ20 . We consider every possible case below.
(I) When p ≥ g0 + σ0
2/2 (i.e., p ≥ g), the stochastic
term, the last term in Eq.(15), is negligible in long time
limit. Moreover, since N(t) and L(t) have the same time-
dependence, Eq.(15) is simply reduced to
∂kin,i(t)
∂t
= pkin,i(t). (27)
Thus the in-degree of a vertex i born at time t = ti
becomes
kin,i(t) = e
p(t−ti). (28)
Then the in-degree distribution becomes
Pin(kin) =
∂
∂kin,i
(1 − P (kin > kin,i))
∣∣
kin,i=kin (29)
=
∂
∂kin,i
(
− p
m
kin,i
) ∣∣
kin,i=kin ∝ k
−γin
in (30)
with γin = 2.
(II) When g0 ≤ p < g0 + σ
2
0/2 (i.e., g− σ
2/2 ≤ p < g),
the dynamic equation is reduced to asymptotically
∂kin,i(t)
∂t
= kin,i(t)
(
p+
χ(t)
L(t)
)
. (31)
Since 〈χ(t)〉 = 0, one may regard the above equation
as a stochastic log-normal dynamic equation with the
variance,
〈χ(t)χ(t′)〉
L(t)2
= D21e
2stδt,t′ , (32)
with D21 = B3/A
2
1 and s = g0 + σ
2
0/2 − p. Since
s > 0, the fluctuation term cannot be ignored. Invok-
ing the central limit theorem, the conditional probability
Pin(kin, τ |kin,0), that kin,i = kin at time t = ti + τ , given
kin,i = kin,0 = 1 at t = ti becomes,
Pin
(
kin, τ |kin,0
)
=
1
kin
√
2piD21(e
2sτ − 1)/2s
exp
{
−
(ln
(
kin/kin,0
)
− pτ)2
2D21(e
2sτ − 1)/2s
}
.(33)
So the in-degree distribution can be obtained through
Pin(kin) =
∫ t
0
ρ(τ)Pin(kin, τ |kin,0)dτ. (34)
When 2st ≫ 1, it can be shown using the saddle point
approximation that the in-degree distribution is of the
form,
Pin(kin) ∼
1
kin(ln kin)(p/s+1)
, (35)
which is valid as long as ln kin ≪ e
2st. When p = g0, D
2
1
is replaced by B3/A
2
2.
(III) For p < g0 (i.e., p < g − σ
2/2), the dynamic
equation of kin,i(t) can be written as
∂kin,i(t)
∂t
= kin,i(t)
(
g0 +
χ(t)
L(t)
)
. (36)
The variance can be written as
〈χ(t)χ(t′)〉
L(t)2
= D22e
σ2
0
tδt,t′ , (37)
with D22 ≡ B3/A
2
3. Following the same step as used in
the second case, we obtain that
Pin(kin) ∼
1
kin(ln kin)(2g0/σ
2
0
+1)
. (38)
Conclusively, when the growth rate of vertex p is larger
than the effective growth rate of edge, g0 + σ
2
0/2, the in-
degree distribution is independent of the detail of evolv-
ing networks, so that the in-degree exponent is robust for
different systems, while the out-degree exponent depends
on the detail. This is the case we observe in the real www
because the number of webpages increases rapidly nowa-
days, whereas average number of hyperlinks does rather
at a slower rate due to limited space on webpage. When
the number of webpages is saturated in the future, the
growth rate p will become moderated with the number of
hyperlinks g0 much dominant. Then the in-degree distri-
bution exhibits a phase transition to the form Eq.(35) or
(38), implying that the hyperlink is much centralized to
a few famous webpages. The phase diagram is depicted
in Fig.1.
5V. NUMERICAL SIMULATIONS
It was reported[17] that the Web consisted of N =
203 × 106 documents from the point of view of Al-
tavista, and the average in-degree and out-degree are
k¯in = k¯out = 7.22 as of May of 1999, and N = 271× 10
6
and k¯in = k¯out = 7.85 as of October of 1999. Based on
this data, we estimate very roughly the vertex and mean
degree growth rates to be p ≈ 0.059 and g ≈ 0.017 per
month, respectively. However, the fluctuation strength σ
is not known. Using the estimated values of p and g, we
perform numerical simulations for the stochastic model
following the HA idea, where the variance σ20 are chosen
to be in the regions (I) and (II). The simulation results
are compared with the theoretical predictions. First, we
choose the variances σ20 = 0.052 and 0.021 belonging to
the region (I). As seen in Figs.2, the in-degree exponents
γin are robust to be γin ≈ 2 for both cases, while the out-
degree exponents γout are different from each other as
γout ≈ 2.7 for σ
2
0 ≈ 0.052 and γout ≈ 3.0 for σ
2
0 ≈ 0.146.
The simulation results are close to the theoretical pre-
dictions according to Eq.(7), γout ≈ 2.7 and γout ≈ 3.1,
respectively. Second, we choose p = 0.010, g = 0.017,
and σ20 = 0.041 belonging to the region (II). The power-
law behavior for the in-degree distribution appears for
large kin with the exponent γin ≈ 1 as shown in Fig.3,
in agreement with the theoretical prediction without the
logarithmic correction. For the out-degree distribution,
the power-law behavior is also obtained with the expo-
nent γout ≈ 1.8, which is in agreement with the theoret-
ical value 1.8 according to Eq.(7).
VI. CONCLUSIONS
We have introduced a stochastic model for directed SF
networks, which evolves with time. In our model, the evo-
lution of outgoing edges follows the stochastic multiplica-
tive process, while that of incoming edges does the pref-
erential attachment. With this model, we could illustrate
why the in-degree exponent for the www is robust, inde-
pendent of different systems, while the out-degree expo-
nent depends on different systems. We presented analytic
results for both the in-degree and the out-degree distri-
bution and confirmed our theoretical predictions by per-
forming numerical simulations with the parameter values
estimated from the www in real world.
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FIG. 2: Plot of the in-degree and out-degree distributions
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∫
∞
k
P (k)dk for the
cases, p = 0.059, g = 0.017, and σ2 = 0.051 for (a), and
σ2 = 0.021 for (b). Both cases belong to the region (I).
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drawn in the cumulated way, Pcum(k) =
∫
∞
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P (k)dk for the
cases, p = 0.010, g = 0.017, and σ2 = 0.051, belonging to the
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