Abstract: We consider linearization stability results for the coupled Einstein equations and the scalar field equations for the metric g and scalar fields φ = (φ ℓ )
where g = g ε | ε=0 and φ = φ ε | ε=0 . In this case we say that ( g, φ) and f have the linearization stability property. In linearization stability one ask the converse: Ifġ,φ, and f solve the linearized Einstein equations and the linearized conservation law, do there exist a family F ε = (F 1 ε , F 2 ε ) of sources and functions (g ε , φ ε ) depending smoothly on ε ∈ [0, ε 0 ), ε 0 > 0, such that (g ε , φ ε ) solves the Einstein-scalar field equations and the conservation law. Under the condition that the background fields g and φ vary enough and L ≥ 5, we prove a microlocal version of this: When Y ⊂ M is a 2-dimensional space-like surface and (y, η) is an element of the conormal bundle N * Y of Y , one can find a linearized source f that is a conormal distibution with respect to the surface Y with a prescribed principal symbol at (y, η) such that ( g, φ) and f have the linearization stability property. This result is proven by constructing a model with adaptive source functions. In this model the source term F 1 corresponds to e.g. fluid fields consisting of particles which 4-velocity vectors are controlled and F 2 contains a term corresponding to a secondary source function that adapts the changes of g, φ, and F 1 so that the physical conservation law is satisfied. The obtained results can be applied to show that one can send gravitational
Introduction and main results
We consider the linearization stability result that is essential for the inverse problems for the non-linear Einstein equations coupled with matter field equations. In this paper, we consider for the matter fields the simplest possible model, the scalar field equations and study the perturbations of a globally hyperbolic Lorentzian manifold (M, g) of dimension (1 + 3) , where the metric signature of g is (−, +, +, +).
Our problem is related to the following inverse problem: Can an observer in a space-time determine the structure of the surrounding space-time by doing measurements near its world line. To study this, we need to produce a large number of measurements, or equivalently, a large number of sources.
µ z,η FIGURE 1. This is a schematic figure in R 1+1 . The black vertical line is the freely falling observer µ([−1, 1]). The rounded black square is π(U z 0 ,η 0 ) that is is a neighborhood of z 0 , and the red curve passing through z ∈ π(U z 0 ,η 0 ) is the time-like geodesic µ z,η ([−1, 1]). The boundary of the domain U g where we observe waves is shown on blue. The black future cone is the set I + g (p − ).
1.0.1. Notations. Let (M, g) be a C ∞ -smooth (1+3)-dimensional timeorientable Lorentzian manifold. For x, y ∈ M we say that x is in the chronological past of y and denote x ≪ y if x = y and there is a time-like path from x to y. If x = y and there is a causal path from x to y, we say that x is in the causal past of y and denote x < y. If x < y or x = y we denote x ≤ y. The chronological future I + (p) of p ∈ M consist of all points x ∈ M such that p ≪ x, and the causal future J + (p) of p consist of all points x ∈ M such that p ≤ x. One defines similarly the chronological past I − (p) of p and the causal past J − (p) of p. For a set A we denote J ± (A) = ∪ p∈A J ± (p). We also denote J(p, q) := J + (p) ∩ J − (q) and I(p, q) := I + (p) ∩ I − (q). If we need to emphasize the metric g which is used to define the causality, we denote J ± (p) by J ± g (p) etc. Let γ x,ξ (t) = γ By [10] , an open time-orientable Lorenzian manifold (M, g) is globally hyperbolic if and only if there are no closed causal paths in M and for all q − , q + ∈ M such that q − < q + the set J(q − , q + ) ⊂ M is compact. We assume throughout the paper that (M, g) is globally hyperbolic.
When g is a Lorentzian metric, having eigenvalues λ j (x) and eigenvectors v j (x) in some local coordinates, we will use also the corresponding Riemannian metric, denoted g + which has the eigenvalues |λ j (x)| and the eigenvectors v j (x) in the same local coordinates. Let B g + (x, r) = {y ∈ M; d g + (x, y) < r}. Finally, when X is a set, let P (X) = 2 X = {Z; Z ⊂ X} denote the power set of X.
1.0.2. Perturbations of a global hyperbolic metric. Let (M, g) be a C ∞ -smooth globally hyperbolic Lorentzian manifold. We will call g the background metric on M and consider its small perturbations. A Lorentzian metric g 1 dominates the metric g 2 , if all vectors ξ that are light-like or time-like with respect to the metric g 2 are time-like with respect to the metric g 1 , and in this case we denote g 2 < g 1 . As (M, g) is globally hyperbolic, it follows from [34] that there is a Lorentzian metric g such that (M, g) is globally hyperbolic and g < g. One can assume that the metric g is smooth. We use the positive definite Riemannian metric g + to define norms in the spaces C k b (M) of functions with bounded k derivatives and the Sobolev spaces H s (M). By [11] , the globally hyperbolic manifold (M, g) has an isometry Φ to the smooth product manifold (R×N, h), where N is a 3-dimensional manifold and the metric h can be written as h = −β(t, y)dt 2 + κ(t, y) where β : R × N → (0, ∞) is a smooth function and κ(t, · ) is a Riemannian metric on N depending smoothly on t ∈ R, and the submanifolds {t ′ } × N are C ∞ -smooth Cauchy surfaces for all t ′ ∈ R. We define the smooth time function t : M → R by setting t(x) = t if Φ(x) ∈ {t} × N. Let us next identify these isometric manifolds, that is, we denote M = R × N.
For t ∈ R, let M(t) = (−∞, t)×N and, for a fixed t 0 > 0 and t 1 > t 0 , let M j = M(t j ), j = 1, 2. Let r 0 > 0 be sufficiently small and V(r 0 ) be the set of metrics g on M 1 = (−∞, t 1 ) × N, which C 8 b (M 1 )-distance to g is less that r 0 and coincide with g in M(0) = (−∞, 0) × N.
1.0.3. Observation domain U. For g ∈ V(r 0 ), let µ g : [−1, 1] → M 1 be a freely falling observer, that is, a time-like geodesic on (M, g). Let −1 < s −2 < s −1 < 1 be such that p − = µ g (s −1 ) ∈ {0} × N. Below, we denote s − = s −1 and µ = µ g .
When
We use below a small parameter h > 0. For (z, η) ∈ U z 0 ,η 0 (2 h) we define on (M, g) a freely falling observer µ g,z,η : [−1, 1] → M, such that µ g,z,η (s −2 ) = z, and ∂ s µ g,z,η (s −2 ) = η. We assume that h is so small that π(U z 0 ,η 0 (2 h)) ⊂ M(0) and for all g ∈ V(r 0 ) and (z, η) ∈ U z 0 ,η 0 (2 h) the geodesic µ g,z,η ([−1, 1]) ⊂ M is well defined and time-like. We denote, see Fig. 1 , U z 0 ,η 0 = U z 0 ,η 0 ( h) and
and we also denote U = U g and U + = U + g .
1.1.
Formulation of the linearization stability problem. 
Here, Ric pq (g) is the Ricci curvature of the metric g. We define the divergence of a 2-covariant tensor T jk to be (div g T ) k = ∇ n (g nj T jk ). Let us consider the Einstein equations in presence of matter,
for a Lorentzian metric g and a stress-energy tensor T related to the distribution of mass and energy. We recall that by Bianchi's identity div g (Ein(g)) = 0 and thus the equation (3), called the conservation law for the stress-energy tensor, follows automatically from (2). 
where g ′ , g f = g ′ · ∇ 2 f is the wave map operator, and ∇ is the covariant derivative for the maps (M 1 , g ′ ) → (M, g), see [12, formula (VI.7.32) ]. The existence and the properties of the map f is discussed below in Subsection 2.1.3. The wave map has the property that Ein(
where Ein g (g) is the g-reduced Einstein tensor,
where ∇ j is the covariant differentation with respect to the metric g and P pq is a polynomial function of g nm , g nm , and ∇ j g nm with coefficients depending on the metric g nm and its derivatives. Considering the wave map f as a transformation of coordinates, we see that g = f * g ′ and T = f * T ′ satisfy the g-reduced Einstein equation
In the literature, the above is often stated by saying that the reduced Einstein equations (6) is the Einstein equations written with the wavegauge corresponding to the metric g. The equation (6) is a quasi-linear hyperbolic system of equations for g jk . We emphasize that a solution of the reduced Einstein equations can be a solution of the original Einstein equations only if the stress energy tensor satisfies the conservation law ∇ g j T jk = 0. It is usual also to assume that the energy density is non-negative. For instance, the weak energy condition requires that T jk X j X k ≥ 0 for all time-like vectors X. Next, we couple the Einstein equations with matter fields and formulate an initial value problem for the g-reduced Einstein equations with abstract sources.
1.1.3. The direct problem. We consider the coupled system of the Einstein equation and L scalar field equations with some sources F 1 and F 2 . In these equations we use the wave gauge, that is, the equations are written for the metric tensor and the scalar fied that are pushed forward with the wave map so that the Einstein tensor of g is equal to the reduced Einstein tensor Ein g (g).
Let g and
We assume that the background fields g and φ satisfy the equations (7) with F 1 = 0 and F 2 = 0.
. To obtain a physically meaningful model, we need to assume that the physical conservation law in relativity,
is satisfied. Here ∇ = ∇ g is the connection corresponding to g. In Subsection 2.1.4 we show that for the solution (g, φ) of the system (7) and the conservation law (8) the reduced Einstein tensor Ein g (g) will then be equal to the Einstein tensor Ein(g) .
We mainly need local existence results 1 for the system (7). The global existence problem for the related systems has recently attracted much interest in the mathematical community and many important results been obtained, see e.g. [18, 22, 63, 65, 69, 70] . 1 In this paper we do not use optimal smoothness for the solutions in classical C k spaces or Sobolev space W k,p but just suitable smoothness for which the non-linear wave equations can be easily analyzed using L 2 -based Sobolev spaces.
We encounter above the difficulty that the source F = (F 1 , F 2 ) in (7) has to satisfy the condition (8) that depends on the solution g of (7). This makes the formulation of active measurements in relativity difficult. Later, we consider a model where the source term F 1 corresponds to e.g. fluid fields consisting of particles whose4-velocity vectors are controlled and F 2 contains a term corresponding to a secondary source function that adapts the changes of g, φ, and F 1 so that the physical conservation law is satisfied.
1.1.4. Linearized equations. We need also to consider the linearized version of the equations (7) that have the form (in local coordinates)
where A jk and B ℓ are first order linear differential operators whose coefficients depend on g and φ. For more explicit formulation, see Subsection 2.2.1. When g ε and φ ε are solutions of (7) with source F ε depending smoothly on ε ∈ R such that (g ε , φ ε ,
Let us consider the concept of the linearization stability (LS) for the source problems, cf. [33] :
that is supported in U g and satisfies the linearized conservation law
Let (ġ,φ) be the solution of the linearized Einstein equations (9) with source f . We say that f has the LS-property in
solves the equations (7) and the conservation law (8), (11)
In this case, we say that f = (f 1 , f 2 ) has the LS-property with the family F ε , ε ∈ [0, ε 0 ).
Note that above (10) is obtained by linearization of the conservation law (8) .
Next, we consider sources that are conormal distributions. When Y ⊂ U g is a 2-dimensional space-like submanifold, consider local co-
Next we slightly abuse the notation by identifying x ∈ V with its coordinates X(x) ∈ R 4 . We denote f ∈ I n (Y ), n ∈ R, if in the above local coordinates, f can be written as
where
x Y , we say that c(x, η) = c(x, θ) is the value of the principal symbol of f at (x, η) ∈ N * Y . We need a condition that we call microlocal linearization stability:
Definition of the µ-LS (Microlocal linearization stability) property: We say that the set U + g , and (M, g) have the microlocal linearization stability property if the following holds:
j,k=1 be a symmetric matrix that satisfies
Then there is n 1 ∈ Z + such that for any n ∈ Z − , n ≤ −n 1 there are f 1 jk ∈ I n (Y ), (j, k) ∈ {1, 2, 3, 4} 2 , and f 2 ℓ ∈ I n (Y ), ℓ = 1, 2, . . . , L, supported in V with symbols that are in S −∞ outside the neighborhood W of (y, η), and whose principal symbols at (y, η) are equal to f 1 jk (y, η) = c jk and f 2 ℓ (y, η) = d ℓ , respectively. Moreover, the source f = (f 1 , f 2 ) satisfies the linearized conservation law (10) and f has the LS property (11) 
1.1.5. Main results. We consider the following condition that is valid when the background fields vary sufficiently:
Condition A: Assume that at any x ∈ U g there is a permutation σ : {1, 2, . . . , L} → {1, 2, . . . , L}, denoted σ x , such that the
Our main result is that when the Condition A is valid, also the condition µ-LS is valid: 
be the sets of the form (1) and let ( g, φ) satisfy the equation (7) ∞ -smooth globally hyperbolic metric on M such that g < g. Let us start by explaining how one can construct a C ∞ -smooth metric g such that g < g and (M, g) is globally hyperbolic: Let v(x) be an eigenvector corresponding to the negative eigenvalue of g(x). We can choose a smooth, strictly positive function η : M → R + such that
Then (M, g ′ ) is globally hyperbolic, g ′ is smooth and g < g ′ . Thus we can replace g by the smooth metric g ′ having the same properties that are required for g.
Recall that there is an isometry Φ : (M, g) → (R × N, h), where N is a 3-dimensional manifold and the metric h can be written as h = −β(t, y)dt 2 + κ(t, y) where β : R × N → (0, ∞) is a smooth function and κ(t, · ) is a Riemannian metric on N depending smoothly on t ∈ R. As in the main text we identify these isometric manifolds and denote M = R × N. Also, for t ∈ R, recall that M(t) = (−∞, t) × N. We use parameters t 1 > t 0 > 0 and denote
Later, we use this property to deduce that when g satisfies the g-reduced Einstein equations in M 1 , with a source that is supported in K 1 and has small enough norm is a suitable space, then g coincides with g in M 1 \ K 1 and satisfies g < g.
Let us use local coordinates on M 1 and denote by ∇ k = ∇ X k the covariant derivative with respect to the metric g in the direction X k = ∂ ∂x k and by ∇ k = ∇ X k the covariant derivative with respect to the metric g to the direction X k .
Reduced Ricci and Einstein tensors.
Following [32] we recall that
Note that P µν is a polynomial of g jk and g jk and first derivatives of g jk . The harmonic Einstein tensor is
The harmonic Einstein tensor is extensively used to study the Einstein equations in local coordinates where one can use the Minkowski space R 4 as the background space. To do global constructions with a background space (M, g) one uses the reduced Einstein tensor. The greduced Einstein tensor Ein g (g) and the g-reduced Ricci tensor Ric g (g) are given by
where F n are the harmonicity functions given by
with Γ n jk and Γ n jk being the Christoffel symbols for g and g, correspondingly. Note that Γ n depends also on g jk . As Γ n jk − Γ n jk is the difference of two connection coefficients, it is a tensor. Thus F n is tensor (actually, a vector field), implying that both (Ric g (g)) jk and (Ein g (g)) jk are 2-covariant tensors. A direct calculation shows that the g-reduced Einstein tensor is the sum of the harmonic Einstein tensor and a term that is a zeroth order in g,
We also use the wave operator
which can be written as
2.1.3. Wave maps and reduced Einstein equations. Let us consider the manifold M 1 = (−∞, t 1 ) × N with a C m -smooth metric g ′ , m ≥ 5, which is a perturbation of the metric g and satisfies the Einstein equation
or equivalently,
Assume also that g ′ = g in the domain A, where
Then the metric g ′ coincides with g in particular in the set M − = R − × N We recall next the considerations of [12] . Let us consider the Cauchy problem for the wave map f :
2 f is the wave map operator, where ∇ is the covariant derivative of a map
A=1 and the wave map operator in equation (24) is given by
where Γ A BC denotes the Christoffel symbols of metric g and Γ ′j kl are the Christoffel symbols of metric g ′ . When (24) is satisfied, we say that f is wave map with respect to the pair (g ′ , g). It follows from [12, App. III, Thm. 4.2 and sec. 4 
). This comes from the fact that the Christoffel symbols of g ′ are in C m−1 (M 0 ). Moreover, when m is even, using [58, Thm. 7] for f and ∂ p t f , we see
. We note that these smoothness results for f are not optimal.
The wave map operator g ′ , g is a coordinate invariant operator. The important property of the wave maps is that, if f is wave map with respect to the pair (g ′ , g) and g = f * g ′ then, as follows from (26), the identity map Id : x → x is a wave map with respect to the pair (g, g) and, the wave map equation for the identity map is equivalent to (cf. [12, p. 162 (27) where the Christoffel symbols Γ n jk of the metric g are smooth functions. 
As the inverse function of the wave map f depends continuously, in C m−3 b
-smooth and the equation (23) implies
Since f is a wave map and g = f * g ′ , we have that the identity map is a (g, g)-wave map and thus g satisfies (27) and thus by the definition of the reduced Einstein tensor, (18)- (17), we have
This and (28) yield the g-reduced Einstein equation
This equation is useful for our considerations as it is a quasilinear, hyperbolic equation on M 0 . Recall that g coincides with g in M 0 \ K 0 . The unique solvability of this Cauchy problem is studied in e.g. [12, Thm. 4.6 and 4.13], [45] .
2.1.4.
Relation of the reduced Einstein equations and the original Einstein equation. The metric g which solves the g-reduced Einstein equation Ein g (g) = T is a solution of the original Einstein equations Ein(g) = T if the harmonicity functions F n vanish identically. Next we recall the result that the harmonicity functions vanish on M 0 when
To see this, let us denote Ein jk (g) = S jk , S jk = g jn g km S nm , and T jk = g jn g km T nm . Following standard arguments, see [12] , we see from (17) that in local coordinates
Using equations (30) , the Bianchi identity ∇ p S pq = 0, and the basic property of Lorentzian connection, ∇ k g nm = 0, we obtain
q=1 and the operator
is a linear first order differential operator whose coefficients are polynomial functions of g jk , g jk , g jk , g jk and their first derivatives. Thus the harmonicity functions F q satisfy on M 0 the hyperbolic initial value problem
and as this initial Cauchy problem is uniquely solvable by [12, Thm. 4.6 and 4.13] or [45] , we see that F q = 0 on M 0 . Thus equations (30) yield that the Einstein equations Ein(g) = T hold on M 0 .
We note that in the (g, g)-wave map coordinates, where F q = 0, the wave operator (22) has the form
Thus, the scalar field equation g φ − m 2 φ = 0 does not involve derivatives of g.
Linearization of Einstein equation and conservation law.
2.2.1. Linearized Einstein-scalar field equations. Next we consider the linearized equations that are obtained as the derivatives of the solutions of the non-linear, generalized Einstein-matter field equations (7) .
Observe that if a family
) of sources and a family (g ε , φ ε ) of functions are solutions of the non-linear reduced Einstein-scalar field equations (7) that depend smoothly on ε
, and
, satisfies the linearized version of the equation (7) that has the form (in the local coordiantes),
Here A jk and B ℓ are first order linear differential operators which coefficients depend on g and φ. Let us write these equations in more explicit form. We see that the linearized reduced Einstein tensor is in local coordinates of the form
where A abn pq (x) and B ab pq (x) depend on g jk and its derivatives (these terms can be computed explicitly using (15)). The linearized scalar field stress-energy tensor is the linear first order differential operator
Thus when
is a family of sources and (g ε , φ ε ) a family of functions that satisfy the non-linear reduced Einstein-scalar field equations (7), the ε-derivativesu = (ġ,φ) and
We call this linearized Einstein-scalar field equations.
Linearization of the conservation law.
Assume that (g, φ) and F = (F 1 , F 2 ) satisfy equation (7) . Then the conservation law (8) gives
This yields by (7)
Next assume that (g ε , φ ε ) and F ε satisfy equation (7) and C 1 -smooth functions of ε ∈ (−ε 0 , ε 0 ) taking values in H 1 (N)-tensor fields, and
Then by taking ε-derivative of (34) at ε = 0 we get
We call this the linearized conservation law.
Analysis for the Einstein-scalar field equations
Let we consider the solutions (g, φ) of the equations (7) with source F . To consider their local existence, let us denote u := (g, φ) − ( g, φ).
It follows from by [5, Cor. A.5.4] 
Since g < g, we see that if r 0 above is small enough, for all g ∈ V(r 0 ), see subsection 1.0.2, we have g|
Then we can write the equations (7) for u in the form
, and (x, v, w) → H(x, v, w) is a smooth function which is a second order polynomial in w with coefficients being smooth functions of v and derivatives of g, [97] . Note that when the norm of F in C we have supp (u) ⊂ K. We note that one could also consider noncompactly supported sources or initial data, see [19] . Also, the scalar field-Einstein system can be considered with much less regularity that is done below, see [14, 15] .
Let s 0 ≥ 4 be an even integer. Below we will consider the solutions u = (g −
. We use the same convention for the spaces
Local existence results for (36) follow from the standard techniques for quasi-linear equations developed e.g. in [45] or [58] , or [90, Section 9] . These yield that when F is supported in the compact set K and F E s 0 < c 0 , where c 0 > 0 is small enough, there exists a unique function u satisfying equation (36) on M 0 with the source F . Moreover,
For a detailed analysis, see Appendix B in [61] .
3.1. Linearized conservation law and harmonicity conditions. 3.1.1. Lagrangian distributions. Let us recall definition of the conormal and Lagrangian distributions that we will use below. Let X be a manifold of dimension n and Λ ⊂ T * X \ {0} be a Lagrangian submanifold. Let φ(x, θ), θ ∈ R N be a non-degenerate phase function that locally parametrizes Λ. We say that a distribution u ∈ D ′ (X) is a Lagrangian distribution associated with Λ and denote u ∈ I m (X; Λ), if in local coordinates u can be represented as an oscillatory integral,
where a(x, θ) ∈ S m+n/4−N/2 (X; R N ), see [38, 49, 78] . In particular, when S ⊂ X is a submanifold, its conormal bundle N * S = {(x, ξ) ∈ T * X \ {0}; x ∈ S, ξ ⊥ T x S} is a Lagrangian submanifold. If u is a Lagrangian distribution associated with Λ 1 where Λ 1 = N * S, we say that u is a conormal distribution. Let us next consider the case when X = R n and let (x 1 , x 2 , . . . , x n ) = (x ′ , x ′′ , x ′′′ ) be the Euclidean coordinates with
can be represented by (38) with N = d 1 and φ(x, θ) = x ′ · θ.
Next we recall the definition of I p,l (X; Λ 1 , Λ 2 ), the space of the distributions u in D ′ (X) associated to two cleanly intersecting Lagrangian manifolds Λ 1 , Λ 2 ⊂ T * X \ {0}, see [21, 38, 78] . These classes have been widely used in the study of inverse problems, see [16, 29] . Let us start with the case when X = R n . Let S 1 , S 2 ⊂ R n be the linear subspaces of codimensions d 1 and
where the symbol a(x, θ ′ , θ ′′ ) belongs in the product type symbol class
for all x ∈ K, multi-indexes α, β, γ, and compact sets K ⊂ R n . Above,
When X is a manifold of dimension n and Λ 1 , Λ 2 ⊂ T * X \ {0} are two cleanly intersecting Lagrangian manifolds, we define the class
to consist of locally finite sums of distributions of the form u = Au 0 , where u 0 ∈ I p,l (R n ; N * S 1 , N * S 2 ) and S 1 , S 2 ⊂ R n are the linear subspace of codimensions d 1 and d 1 +d 2 , respectively, such that S 2 ⊂ S 1 , and A is a Fourier integral operator of order zero with a canonical relation Σ for which
Here, for Λ ⊂ T * X we denote Λ ′ = {(x, −ξ) ∈ T * X; (x, ξ) ∈ Λ}, and for Σ ⊂ T * X × T * X we denote Σ ′ = {(x, ξ, y, −η); (x, ξ, y, η) ∈ Σ}. In most cases, below X = M. We denote then
. By [38, 78] , microlocally away from Λ 1 and Λ 0 ,
respectively. Thus the principal symbol of
are conormal bundles of smooth cleanly intersecting submanifolds S j ⊂ M of codimension m j , where dim (M) = n, we use the traditional notations,
where p = µ 1 + µ 2 + m 1 /2 − n/4 and l = −µ 2 − m 2 /2, and call such distributions conormal distributions associated to S 1 or product type conormal distributions associated to S 1 and S 2 , respectively. By [38] , [78] , see also [64] , P has a parametrix Q ∈ I p,l (∆
, where ∆ T * M = N * ({(x, x); x ∈ M}) and Λ g ⊂ T * M × T * M is the Lagrangian manifold associated to the canonical relation of the operator P , that is,
where Θ x,ξ ⊂ T * M is the bicharacteristic of P containing (x, ξ). When (M, g) is a globally hyperbolic manifold, the operator P has a causal inverse operator, see e.g. [5, Thm. 3.2.11]. We denote it by P −1 and by [78] , we have
). We will repeatedly use the fact (see [38, Prop. 2 
.1]) that if F ∈ I
p (Λ 0 ) and Λ 0 intersects Char(P ) transversally so that all bicharacterestics of P intersect Λ 0 only finitely many times, then
3.1.2.
The linearized Einstein equations and the linearized conservation law. We will below consider sources F = εf(x) and solution u ε satisfying (36) , where f = (f (1) , f (2) ). We consider the linearized Einstein equations and the linearized wave u (1) = ∂ ε u ε | ε=0 . It satisfies the linearized Einstein equations (9) that we write as
where v → V (x, ∂ x )v is a linear first order partial differential operator with coefficients depending on the derivatives of g.
Assume that Y ⊂ M 0 is a 2-dimensional space-like submanifold and consider local coordinates defined in V ⊂ M 0 . Moreover, assume that in these local coordinates Y ∩V ⊂ {x ∈ R 4 ;
Here, we assume that σ f (x, θ), θ = (θ 1 , θ 2 ) is a B L -valued classical symbol and we denote the principal symbol of f by c(x, θ) = σ p (f)(x, θ), or component-wise, ((c
m so that (x, ξ) ∈ N * Y , we denote the value of the principal symbol f at (x, ξ) by c(x, ξ) = c(x, θ), that is componentwise, c (1) jk (x, ξ) = c (1) jk (x, θ) and c (2) ℓ (x, ξ) = c (2) ℓ (x, θ). We say that this is the principal symbol of f at (x, ξ), associated to the phase function
The above defined principal symbols can be defined invariantly, see [42] .
We will below consider what happens when f = (f (1) , f (2) ) ∈ I n (Y ) satisfies the linearized conservation law (10). Roughly speaking, these four linear conditions imply that the principal symbol of the source f satisfies four linear conditions. Furthermore, the linearized conservation implies that also the linearized wave u (1) produced by f satisfies four linear conditions that we call the linearized harmonicity conditions, and finally, the principal symbol of the wave u (1) has to satisfy four linear conditions. Next we explain these conditions in detail.
When (10) is valid, we have
We say that this is the linearized conservation law for the principal symbols.
We will later use such indexes µ so that we can use s = 13.
3.1.3.
A harmonicity condition for the linearized solutions. Assume that (g, φ) satisfy equations (7) and the conservation law (8) is valid. The conservation law (8) and the g-reduced Einstein equations (7) imply, see e.g. [12, 90] , that the harmonicity functions
Next we denote u (1) = (g 1 , φ 1 ) = (ġ,φ), and discuss the implications of this for the metric componentġ of the solution of the linearized Einstein equations.
We do next calculations in local coordinates of M 0 and denote
We call (47) the harmonicity condition for the metric g.
Assume now that g ε and φ ε satisfy (7) with source F = εf where ε > 0 is a small parameter. We define h jk ε = g jk ε −det(g ε ) and denotė
A direct computation shows thaṫ
Thus (48) gives
We call (50) the linearized harmonicity condition for g. Writing this forġ, we obtain
where m j depend on g pq and its derivatives. On similar conditions for the polarization tensor, see [85, form. (9.58) and example 9.5.a, p. 416].
3.1.4.
Properties of the principal symbols of the waves. Let K ⊂ M 0 be a light-like submanifold of dimension 3 that in local coordinates
, where b k ∈ R are constants. Assume that the solution u
(1) = (ġ,φ) of the linear wave equation (43) with the right hand side vanishing in V is such that u (1) ∈ I µ (K) with µ ∈ R. Below we use µ = n − 3 2 where n ∈ Z − , n ≤ n 0 = −18. Let us writeġ jk as an oscillatory integral using a phase function ϕ(x, θ) = b k x k θ, and a symbol a jk (x, θ) ∈ S n clas (R 4 , R),
where n = µ + . We denote the (positively homogeneous) principal symbol of a pq (x, θ) by σ p (ġ pq )(x, θ). When x ∈ K and ξ = θb k dx k so that (x, ξ) ∈ N * K, we denote the value of σ p (ġ pq ) at (x, θ) by a jk (x, ξ), that is, a jk (x, ξ) = σ p (ġ pq )(x, θ).
Then, ifġ jk satisfies the linearized harmonicity condition (46) , its principal symbol a jk (x, ξ) satisfies
where j = 1, 2, 3, 4 and ξ = θb k dx k ∈ N * x K. If (53) holds, we say that the harmonicity condition for the symbol is satisfied for a(x, ξ) at (x, ξ) ∈ N * K.
4.
A model with adaptive source function 4.1. Initial value problem with adaptive source functions. Let us define some physical fields and introduce a model as a system of partial differential equations. Later we will motivate this system by discussion of the corresponding Lagrangians, but we postpone this discussion to a last section as it is not completely rigorous. We assume that there are C ∞ -background fields g, φ, on M.
We consider a Lorentzian metric g on M 0 and φ = (φ ℓ ) L ℓ=1 where φ ℓ are scalar fields on M 0 = (−∞, t 0 ) × N.
Let P = P jk (x)dx j dx k be a symmetric tensor on M 0 , corresponding below to a direct perturbation to the stress energy tensor, and Q = (Q ℓ (x)) K ℓ=1 where Q ℓ (x) are real-valued functions on M 0 , where K ≥ L + 1. We denote by V(φ ℓ ; S ℓ ) the potential functions of the fields φ ℓ ,
These potentials depend on the source variables S ℓ . The way how S ℓ , called below the adaptive source functions, depend on other fields is explained later. We assume that there are smooth background fields P and Q. For a while we consider the case when P = 0 and Q = 0, and discuss later the generalization to non-vanishing background fields.
Using the φ and P fields, we define the stress-energy tensor
We assume that P and Q are supported on
Let us represent the stress energy tensor (55) in the form
where we call Z the stress energy density caused by the sources S ℓ . Now we are ready to formulate the direct problem for the adaptive Einstein-scalar field equations. Let g and φ satisfy
We assume that the background fields g, φ, satisfy these equations with Q = 0 and P = 0.
We consider here P = (P jk ) 4 j,k=1 and Q = (Q ℓ ) K ℓ=1 as fields that we can control and call those the controlled source fields. Local existence of the solution for small sources P and Q is considered in Appendix B.
To obtain a physically meaningful model, we need to consider how the adaptive source functions S ℓ should be chosen so that the physical conservation law in relativity
is satisfied. Here ∇ = ∇ g is the connection corresponding to the metric g.
We note that the conservation law is a necessary condition for the equation (56) to have solutions for which Ein g (g) = Ein(g), i.e., that the solutions of (56) are solutions of the Einstein field equations.
The functions S ℓ (g, φ, ∇φ, Q, ∇Q, P, ∇ g P ) model the devices that we use to perform active measurements. Thus, even though the Condition S below may appear quite technical, this assumption can be viewed as the instructions on how to build a device that can be used to measure the structure of the spacetime far away. Outside the support of the measurement device (that contain the union of the supports of Q and P ) we have just assumed that the standard coupled Einstein-scalar field equations hold, c.f. (58) . We can consider them in the form
. . , L where Q ℓ are the primary sources and S 2nd ℓ , that depend also on Q ℓ with ℓ = L + 1, L + 2, . . . , K, corresponds to the response of the measurement device that forces the conservation law to be valid.
The solution (g, φ) of (56) is a solution of the equations (7) when we denote
Our next goal is to construct suitable adaptive source functions S ℓ and consider what kind of sources F 1 and F 2 of the above form can be obtained by varying P and Q.
We will consider adaptive source functions S ℓ satisfying the following conditions:
Condition S:
The adaptive source functions S ℓ (g, φ, ∇φ, Q, ∇Q, P, ∇ g P ) have the following properties:
(i) Denoting c = ∇φ, C = ∇ g P , and H = ∇Q we assume that S ℓ (g, φ, c, Q, H, P, C) are smooth non-linear functions, of the pointwise values g jk (x), φ(x), ∇φ(x), Q(x), ∇Q(x), P (x), and ∇ g P (x), defined near (g, φ, c, Q, H, P, C) = ( g, φ, ∇ φ, 0, 0, 0, 0), that satisfy S ℓ (g, φ, c, 0, 0, 0, 0) = 0. (58) (ii) We assume that S ℓ is independent of P (x) and the dependency of S on ∇ g P and ∇Q is only due to the dependency in the term
, associated to the divergence of the perturbation of T , that is, there exist functions S ℓ so that
Below, denote R = g pk ∇ p P jk + ∇ j Q K . Note that we still are considering the case when Q = 0 and P = 0 so that R = 0, too. This implies that for the background fields that adaptive source functions S ℓ vanish.
To simplify notations, we also denote below S ℓ just by S ℓ and indicate the function which we use by the used variables in these functions.
Below we will denote
ℓ=1 . There are examples when the background fields ( g, φ) and the adaptive source functions S ℓ exists and satisfy the Condition S.
Our next aim is to prove the following:
Theorem 4.1. Let L ≥ 5 and assume that Q = 0 and P = 0 so that R = 0. Moreover, assume that Condition A is valid. Then for all permutations σ : {1, 2, . . . , L} → {1, 2, . . . , L} there exists functions S ℓ,σ satisfying Condition S such that (i) For all x ∈ U g,σ the differential of
with respect to Q and R, that is, the map
is surjective.
(ii) The adaptive source functions S σ are such that for (Q ℓ ) K ℓ=1 and (P jk ) that are sufficiently close to Q = 0 and P = 0 in the C 3 b (M 0 )-topology and supported in U g,σ the equations (56) with source functions S σ have a unique solution (g, φ) and the conservation law (57) is valid.
(iii) Under the same assumptions as in (ii), when (g, φ) is a solution of (56) with the controlled source functions P and Q, we have Q K = Z. This means that the physical field Z can be directly controlled.
Proof. As one can enumerate the ℓ-indexes of the fields φ ℓ as one wishes, it is enough to prove the claim with one σ. We consider below the case when σ = Id.
Consider a symmetric (0,2)-tensor P and a scalar functions Q ℓ that are C 3 -smooth and compactly supported in U g,σ . Let [P jk (x)] 4 j,k=1 be the coefficients of P in local coordinates and
To obtain adaptive required adaptive source functions, let us start to consider implications of the conservation law (57) . To this end, consider C 2 -smooth functions S ℓ (x) on U g,σ .
Note that since
Thus conservation law (57) gives for all j = 1, 2, 3, 4 equations
Summarizing, the conservation law gives
for j = 1, 2, 3, 4.
Recall that the field Z has the definition
Then, the conservation law (57) holds if we have
Equations (61) and (62) give together five point-wise equations for the functions S 1 , . . . , S L .
Recall that we consider here the case when σ = Id. By Condition A, at any x ∈ U g,σ that the 5 × 5 matrix (B σ jk ( φ(x), ∇ φ(x))) j,k≤5 is invertible, where
, where
p V jk , V jk = P jk + g jk Z and we require that the identity
holds.
Motivated by equations (61), (62), and (63), our next aim is to consider a point x ∈ U g,σ , and construct scalar functions S σ,ℓ (φ, ∇φ, Q ′ , Q K , R, g), ℓ = 1, 2, . . . , L that satisfy
where ψ ∈ C ∞ 0 (U g,σ ) has value 1 in supp (Q) ∪ supp (P ). Then we define S σ,ℓ = S σ,ℓ (g, φ, ∇φ, Q ′ , Q K , R), ℓ = 1, 2, . . . , L, to be the solution of the system
When Q and R are sufficiently small, this equation can be solved pointwisely, at each point x ∈ U g,σ , using iteration by the Banach fixed point theorem.
Let
Then we see that the differential of
is surjective, where
By their construction, the functions
satisfy the equations (61) and (62) for all x ∈ U g,σ and also equation (63) holds.
Hence (iii) is valid. Above, the equation (62) is valid by the construction of functions (S ℓ ) L ℓ=1 . Thus the conservation law is valid. This proves (ii). Note that as the adaptive source functions S ℓ were constructed in Theorem 4.1 using inverse function theorem, the results of Theorem 4.1 are valid also if Q and P are sufficiently small non-vanishing fields and g and φ satisfy the Einstein scalar field equations (56) with these background fields. Next we return to the case when P = 0 and Q = 0.
Proof of the microlocal linearization stabililty
Below we consider the case when P = 0 and Q = 0 and use the adaptive source functions S ℓ constructed in Theorem 4.1 and its proof.
Here, we assume that v jk (x, θ), θ = (θ 1 , θ 2 ) are classical symbols and we denote their principal symbols by σ p (p jk )(x, θ). When x ∈ Y and
, and say that it is the principal symbol of p jk at (x, ξ),
We assume that also q ′ , z ∈ I n (Y ) have representations (67) with classical symbols. Below we consider symbols in local coordinates. Let us denote the principal symbols of p, q
2 (x, ξ), respectively and let v (b) (x, ξ) and w
2 (x, ξ) denote the sub-principal symbols of p and z, correspondingly, at (x, ξ) ∈ N * Y . We will below consider what happens when (p jk + z g jk ) ∈ I n (Y ) satisfies
Note that a priori this function is only in I n+1 (Y ), so the assumption (68) means that g lk ∇ g l (p jk + z g jk ) is one degree smoother than it a priori should be.
When (68) is valid, we say that the leading order of singularity of the wave satisfies the linearized conservation law. This corresponds to the assumption that the principal symbol of the sum of divergence of the first two terms appearing in the stress energy tensor on the right hand side of (56) vanishes.
By [42] , the identity (68) is equivalent to the vanishing of the principal symbol on N * Y , that is,
We say that this is the linearized conservation law for the principal symbol of R.
Let us consider source fields that have the form
′ , (Q ε ) K = εz and P ε = εp. We denote q = (q ′ , z). We assume that q ′ , z, and p are supported in V ⊂⊂ U . Let u ε = (g ε , φ ε ) be the solution of (56) with source P ε and Q ε . Then u ε depends C 4 -smoothly on ε and (g ε , φ ε )| ε=0 = ( g, φ). Denote ∂ ε (g ε , φ ε )| ε=0 = (ġ,φ). When ε 0 is small enough, P ε and Q ε are supported in U gε for all ε ∈ (0, ε 0 ).
, where S ℓ are the adaptive source functions constructed in Theorem 4.1 and its proof.
Then S ε | ε=0 = 0 and ∂ ε S ε | ε=0 =Ṡ satisfy
where r = g pk ∇ p (p jk + g jk z). The functionsu = (ġ,φ) satisfy the linearized Einstein-scalar field equation (33) . The linearized Einstein-scalar field equation (33) is
By Theorem 4.1 (ii), u ε = (g ε , φ ε ) satisfy the conservation law (57) . This implies thatu = (ġ,φ) satisfies the linearized Einstein-scalar field equation (33) and linearized of the conservation law (10) is valid, too. The linearized of the conservation law (10) gives, by considerations before (71),
Below, we use the adaptive source functions S ℓ constructed in Theorem 4.1 and its proof.
We see that
has by formulas (70) and (71) and Condition S the form
and
are, in local coordinates, matrices whose elements are smooth functions of φ(x), ∇ φ(x), and g(x). By Thm. 4.1 (i), the union of the image spaces of the matrices M (2) (x) and L (2) (x), and N j (2) (x), j = 1, 2, 3, 4, span the space R L for all x ∈ U g,σ . Consider n ∈ Z, t 0 , s 0 > 0, Y = Y (x 0 , ζ 0 ; t 0 , s 0 ), K = K(x 0 , ζ 0 ; t 0 , s 0 ) and (x, ξ) ∈ N * Y (to recall the definitions of these notations, see formula (77) and definitions below it). Let Z = Z(x, ξ) be set of the values of the principal symbol f (x, ξ) = ( f 1 (x, ξ), f 2 (x, ξ)), at (x, ξ),
n (Y ) that satisfy the linearized conservation law for principal symbols (13) .
We use the following auxiliary result:
Lemma 5.1. Assume the the Condition A is satisfied and Q = 0 and P = 0. Let k 0 ≥ 8, s 1 ≥ k 0 + 5, and Y ⊂ U g be a 2-dimensional spacelike submanifold and y ∈ Y , ξ ∈ N * y Y , and let W be a conic neighborhood of (y, ξ) in T * M. Also, let y ∈ U g,σ with some permutation σ. Let us consider an open, relatively compact local coordinate neighbor-
Let n 1 ∈ Z + be sufficiently large and n ≤ −n 1 . Let us consider
2 (x, ξ), correspondingly, at (x, ξ) ∈ N * Y . Moreover, assume that the principal symbols of p and z satisfy the linearized conservation law for the principal symbols, that is, (69) , at all N * Y ∩ N * K and assume that they vanish outside the conic neighborhood W of (y, ξ) in (70) and (71) .
Then the principal symbol f (y, ξ) = ( f 1 (y, ξ), f 2 (y, ξ)) of the source f at (y, ξ) is the set Z = Z(y, ξ). Moreover, by varying p, q ′ , z so that the linearized conservation law (69) for principal symbols is satisfied, the principal symbol f (y, ξ) at (y, ξ) achieves all values in the (L + 6) dimensional space Z.
Proof. Let us use local coordinates X : V → R 4 where V ⊂ M 0 is a neighborhood of x. In these coordinates, let v (b) (x, ξ) and w
2 (x, ξ) denote the sub-principal symbols of p and z, respectively, at
2 (x, ξ), j = 1, 2, 3, 4 be the x-derivatives of the principal symbols and let us denote
Let f = (f 1 , f 2 ) = F (x; p, q) be defined by (74) and (75) . When the principal symbols of p, q ′ , z ∈ I n (Y ) are such that the linearized conservation law (69) for principal symbols is satisfied, we see that f ∈ I n (Y ) has the principal symbol f (x, ξ) = ( f 1 (x, ξ), f 2 (x, ξ)) at (x, ξ), given by
where we use the notations
2 ) jk (x, ξ). Here, roughly speaking, the J (2) term appears when the ∇-derivatives in R hit to the symbols of the conormal distributions having the form (67) . We emphasize that here the symbols s 1 (x, ξ) and s 2 (x, ξ) are well defined objects (in fixed local coordinates) also when the linearized conservation law (69) for principal symbols is not valid. When (69) is valid, f ∈ I n (Y ) and s 1 (x, ξ) and s 1 (x, ξ) coincide with the principal symbols of f 1 and f 2 .
Observe that the map (c
As noted above, by (66) , the union of the image spaces of the matrices M (2) (x) and L (2) (x), and N j (2) (x), j = 1, 2, 3, 4, span the space R L for all x ∈ U. Hence the map
2 (x, ξ)) satisfies the linearized conservation law for principal symbols, see (69) . Then X has codimension 4 in Y , we see that the image A(X ) has in Symm(R 4×4 ) × R L co-dimension less or equal to 4. By (72)) and considerations above it, we have that f satisfies the linearized conservation law (10) . This implies that its principal symbol
2 (x, ξ))) has to satisfy the linearized conservation law for principal symbols (13) and hence A(X ) ⊂ Z. As Z has codimension 4, this and the above prove that A(X ) = Z. Now we are ready to prove the microlocal stability result for the Einstein-scalar field equation (7) . Note that the claim of the following theorem does not involve the adaptive source functions constructed in Theorem 4.1 as these functions are needed only as an auxiliary tool in the proof.
Next we prove Theorem 1.2.
Proof. Let σ ∈ Σ(K) be such that y ∈ U g,σ . Let p and q be the functions constructed in Lemma 5.1. We can assume that these functions are supported in W 0 = V 0 ∩ V ∩ U g,σ . Let P ε = εp and Q ε = εq be sources depending on ε ∈ R and u ε = (g ε , φ ε ) be the solution of (56) with the sources P ε and Q ε . Also, let
where S ℓ are the adaptive source functions constructed in Theorem 4.1 and its proof. By (58) also S ε ℓ and the family F ε , ε ∈ [0, ε 0 ] of non-linear sources are supported in V 0 and we have shown that u ε = (g ε , φ ε ) and F ε satisfy the reduced Einstein-scalar field equation (7) and the conservation law (57) . This proves Theorem 1.2.
Application: Gravitational wave packets
Next we consider a distorted plane wave whose singular support is concentrated near a geodesic. These waves, sketched in Fig. 1(Right) , propagate near the geodesic γ x 0 ,ζ 0 ([t 0 , ∞)) and are singular on a surface K(x 0 , ζ 0 ; t 0 , s 0 ), defined below in (77) , that is a subset of the light cone
The parameter s 0 gives a "width" of the wave packet and when s 0 → 0, its singular support tends to the set γ x 0 ,ζ 0 ([2t 0 , ∞)). Next we will define these wave packets.
. This is a schematic figure in the space R 3 . It describes the location of a distorted plane wave (or a piece of a spherical wave) u at different time moments. This wave propagates near the geodesic γ x 0 ,ζ 0 ((0, ∞)) ⊂ R 1+3 , x 0 = (y 0 , t 0 ) and is singular on a subset of a light cone emanated from x ′ = (y ′ , t ′ ). The piece of the distorted plane wave is sent from the surface Σ ⊂ R 3 , it starts to propagate, and at a later time its singular support is the surface Σ 1 .
We define the 3-submanifold
) is a subset of the light cone starting with x ′ = γ x 0 ,ξ 0 (t 0 ) and that it is singular at the point x ′ . Let S = {x ∈ M 0 ; t(x) = t(γ x 0 ,ζ 0 (2t 0 ))} be a Cauchy surface which intersects γ x 0 ,ζ 0 (R) transversally at the point γ x 0 ,ζ 0 (2t 0 ). When t 0 > 0 is small enough, Y (x 0 , ζ 0 ; t 0 , s 0 ) = S ∩ K(x 0 , ζ 0 ; t 0 , s 0 ) is a smooth 2-dimensional space-like surface that is a subset of U g .
Let Λ(x 0 , ζ 0 ; t 0 , s 0 ) be the Lagranginan manifold that is the flowout from
is the set of points x that have a neighborhood W such that K ∩ W a smooth 3-dimensional submanifold, we have N * K reg ⊂ Λ(x 0 , ζ 0 ; t 0 , s 0 ). Below, we represent locally the elements w ∈ B x in the fiber of the bundle B as a (10 (43) with the source f. Then u (1) , considered as a vector valued Lagrangian distribution on the set M 0 \ Y , satisfies u (1) ∈ I n−3/2 (M 0 \ Y ; Λ 1 ), and its principal symbol a(y, η) = ( a j (y, η))
where the pairs (x, ξ) and (y, η) are on the same bicharacteristics of g , and x < y, that is, ((x, ξ), (y, η)) ∈ Λ ′ g , and in addition,
We call the solution u (1) a distorted plane wave that is associated to the submanifold K(x 0 , ζ 0 ; t 0 , s 0 ).
Proof. As noted above (42) , the parametrix of the scalar wave equation satisfies
is a 1st order differential operator, ∆ T * M 0 is the conormal bundle of the diagonal of M 0 × M 0 and Λ g is the flow-out of the canonical relation of g . A geometric representation for its kernel is given in [64] . An analogous result holds for the matrix valued wave operator, , Λ g ), see [78] and [24] . By [38, Prop. 2.1], this yields u (1) ∈ I n−3/2 (Λ 1 ) and the formula (78) where R = (R k j (y, η, x, ξ)) 10+L j,k=1 is obtained by solving a system of ordinary differential equation along a bicharacteristic curve. Making similar considerations for the adjoint of the ( g I + V (x, D)) −1 , i.e., considering the propagation of singularities using reversed causality, we see that the matrix R is invertible.
Let B L y be the fiber of the bundle B L at y and S y,η be the space of the elements in B L y satisfying the harmonicity condition for the symbols (53) at (y, η). Let (x, ξ) ∈ N * Y and C x,ξ the set of elements in B L x that satisfy the linearized conservation law for symbols, i.e., equation (45) .
Let n ≤ n 0 , t 0 , s 0 > 0, Y = Y (x 0 , ζ 0 ; t 0 , s 0 ), K = K(x 0 , ζ 0 ; t 0 , s 0 ), Λ 1 = Λ(x 0 , ζ 0 ; t 0 , s 0 ), and v ∈ C x,ξ . By Condition µ-SL, there is a conormal distribution f ∈ I n (Y ) = I n (N * Y ) such that f satisfies the linearized conservation law (10) and the principal symbol f (y, η) of f, defined on N * Y , satisfies f (x, sη) = f (x, η)s n for s > 0. Moreover, by Condition µ-SL there is a family of sources F ε , ε ∈ [0, ε 0 ) such that ∂ ε F ε | ε=0 = f and a solution u ε + ( g, φ) of the Einstein equations with the source F ε that depend smoothly on ε and u ε | ε=0 = 0. Theṅ u = ∂ ε u ε | ε=0 ∈ I n−3/2 (M 0 \ Y ; Λ 1 ). Let (x, ξ) ∈ N * Y ∩ Λ 1 (y, η) ∈ T * M 0 , y ∈ Y be a light-like covector such that (y, η) ∈ Θ x,ξ . Sinceu = (ġ,φ) satisfies the linearized harmonicity condition (46) , the principal symbol a(y, η) = ( a 1 (y, η), a 2 (y, η)) ofu satisfies a(y, η) ∈ S y,η , This shows that the map R = R(y, η, x, ξ), given by R : f (x, ξ) → a(y, η) that is defined in Lemma 6.1, satisfies R : C x,ξ → S y,η . Since R is one-to-one and the linear spaces C x,ξ and S y,η have the same dimension, we see that
is a bijection. Hence, when f ∈ I n (Y ) varies so that the linearized conservation law (45) for the principal symbols is satisfied, the principal symbol a(y, η) at (y, η) of the solutionu of the linearized Einstein equation achieves all values in the (L + 6) dimensional space S y,η .
Appendix: Motivation of adaptive source functions using Lagrangian formulation
To motivate the system (56) of partial differential equations, we give in this appendix a non-rigorous discussion.
Following [12, and non-interacting fluid fields, that is, the number density four-currents n = (n κ (x)) J κ=1 (where each n κ is a vector field, see [3, p. 33] ). We consider also products of vector fields n κ (x) and Below, we consider a model for g, φ, and p. We also add in to the model a Lagrangian associated with some scalar valued source fields S = (S ℓ ) L ℓ=1 and Q = (Q k ) K k=1 . We consider action corresponding to the coupled Lagrangians
where R(g) is the scalar curvature, dV g = (−det(g)) 1/2 dx is the volume form on (M, g),
are energy potentials of the scalar fields φ ℓ that depend on S ℓ , and H ε (g, S, Q, p, φ) is a function modeling the measurement device we use. We assume that H ε is bounded and its derivatives with respect to S, Q, p are very large (like of order O((ε) −2 )) and its derivatives with respect of g and φ are bounded when ε > 0 is small. We note that the above Lagrangian for the fluid fields is the sum of the single fluid Lagrangians. where for all fluids the master function Λ(s) = s 1/2 , that is, the energy density of each fluid is given by ρ = Λ(−g jk n j n k ).For fluid Lagrangians, see the discussions in [3, p. 33-37] , [12, Ch. III, Sect. 8], [25, p. 53] , and [98] and [30, p. 196 ].
When we compute the critical points of the Lagrangian L and neglect the O(ε)-terms, the equation equations of the form S ℓ = S ℓ (g, φ, ∇φ, Q, ∇Q, P, ∇ g P ) (84) where P is given by (82) . Let us aslo write (84) using different notations, as
ℓ (g, φ, ∇φ, Q, ∇Q, P, ∇ g P ).
Summarizing, we have obtained, up to the above used approximations, the model (56). However, note that above the field P is not directly controlled but instead, we control p and the value of the field P is determined by the solution n and formula (82) . In this sense P is not controlled, but an observed field. Above, the function H ε models the way the measurement device works. Due to this we will assume that H ε and thus functions S ℓ may be quite complicated. The interpretation of the above is that in each measurement event we use a device that fixes the values of the scalar functions Q, p, and gives the equations for S 2nd that tell how the sources of the φ-fields adapt to these changes so that the physical conservation laws are satisfied.
