Introduction
Results of a neuroimaging study are usually shared through the publication of a scientific paper describing the experiment and analysis outcome. While hundreds of gigabytes of data can be generated as part of an functional Magnetic Resonance Imaging (fMRI) experiment, in the literature the authors typically report their results as 1) a list of significant local maxima, i.e. locations in the brain defined in a standard space (e.g. MNI) that pass rigorous statistical testing and 2) a graphical representation of the activations as an image figure.
This practice is unsatisfactory in terms of data reuse as it does not allow for the automatic extraction of acquisition or processing information and it provides only sparse information about the location of the brain activity. And despite the availability of guidelines (Inglis, 2015; Poldrack et al., 2008 , ambiguous or incomplete methodological reporting in papers is still commonplace (Carp, 2013) . Databases have been built to provide metadata associated with published papers, either manually curated (e.g. BrainMap (Laird et al., 1 2005) ) or automaticallyextracted with textmining algorithms (e.g. NeuroSynth (Yarkoni et al., 2011) ), but, 2 ideally, these metadata should be made available by the authors themselves at the time of the publication.
Full representation of neuroimaging results in a machinereadable form would provide unambiguous description and hence support more reproducible and robust science (Button et al., 2013; Carp, 2013 . Furthermore, metaanalyses (Kober and Wager, 2010) by providing quantitative syntheses of the rich neuroimaging literature available (>29,000 papers , according to a PubMed search on "fMRI" in Title/Abstract ) could help overcome the small sample sizes typically observed in neuroimaging (Carp, 2012) . Coordinates typically reported in neuroimaging publications can be synthesized into a metaanalysis using techniques from coordinatebased metaanalysis (e.g. with Activation Likelihood Estimation (Eickhoff et al., 2012) , Multilevel Kernel Density Analysis (Kober et al., 2008) or Signed Differential Mapping (Costafreda et al., 2009) ) . A drawback to these approaches is that peak coordinates lack the level of detail required for optimal metaanalysis. The best practice method is an intensitybased metaanalysis that combines the voxelwise effect estimates and their standard errors from each study (Salimikhorshidi et al., 2009 ) . To perform a gold standard metaanalysis, one would therefore need wholebrain 3D image files (statistics, effects sizes maps) from the original analysis, along with metadata about the analysis.
Additional metadata could also describe the experiment itself with further benefit of being able to filter studies by tested hypotheses. Such a level of detail is essential to identify potential confounding factors that are currently being overlooked (e.g. how different smoothing kernels impact the metaanalysis, or the influence of different processing strategies on the outcome of the analysis).
Encouragingly, in the last ten years, the number of publicly available neuroimaging datasets has greatly increased, principally thanks to consortiums dedicated to data sharing such as the Human Connectome Project (Van Essen et al., 2013) , the International Data sharing Initiative (Mennes et al., 2013) , the 3 4
Consortium for Reliability and Reproducibility , the SchizConnect project (Wang et al., 5 6 2016) , the Function BioInformatics Research Network project , or Study Forrest (Hanke et 7 8 al., 2014) and to dedicated databases such as OpenfMRI (Poldrack et al., 2013) Data sharing in the neuroimaging community is restrained by a number of psychological and ethical factors that are beyond the scope of the current paper (see Gorgolewski, 2014; Poline et al., 2012) for a review). But in order to make data sharing common practice, the technological issues that make it challenging must first be addressed.
A key technical issue is the lack of communication between the neuroimaging analysis software packages (e.g. SPM (Penny et al., 2011) , FSL (Jenkinson et al., 2012) , AFNI (Cox, 1996) ) and data sharing tools 11 12 13
(e.g. BrainMap, Neurosynth, Neurovault, Brainspell ...). While the former are commonly used by most 14 neuroimaging researchers, the latter is still only routinely used by a few specialists. Each of the data sharing tools specified previously use different specifications and formats to store data and metadata about the analysis. Seemingless communication between analysis and data sharing tools is a necessity to lower the barrier to data sharing. A number of metadata pieces are indeed available in a machinereadable form at the time of the analysis but not easily transferrable to the data sharing tools. For example, metadata entered by the user to perform the analysis (e.g. the stimulus onsets for taskbased fMRI analysis) and default parameterization used by the analysis software (e.g. the hemodynamic response function) would be highly valuable to be carried forward with the data outputs. If this information is available at the time of the analysis, it is not logical that researchers that are willing to share statistical maps need to manually (re)enter it. Such a practice is cumbersome, errorprone, and introduces unnecessary barriers to sharing data. To address these barriers entering metadata is often optional (Gorgolewski et al., 2015) but, this strategy makes the missingness issue even more pronounced . To circumvent this issue, extensions have been proposed to automatically extract the metadata from the original analysis files. For example, in the Neurovault database, upload of a full results directory can be performed to automatically load all maps and available metadata. This solution is a step in the right direction to make it easier for the enduser to share data, but can be problematic if the results folder includes data that should not be shared due to privacy issues. Moreover, only limited metadata are currently extracted (e.g. the statistic type: T or F).
A second technical issue is definition of the metadata that should be shared. The space of possible metadata to report is extremely large (encompassing parametrization of acquisition, preprocessing, or statistical analysis...) and defining a minimum set is challenging. The optimal set of metadata is highly dependant on the application of interest, and possible applications for shared data are by definition very broad. Further, even for a given application (e.g. metaanalysis) the precise impact of each potential confounding factor is not yet fully understood. While data sharing platforms are the most obvious first contenders to select metadata of interest as part of their implementation, it is beyond the scope of one particular database or software to define what pieces of information should be required for sharing . This leaves an undesired degree of freedom: the choice of metadata and format to encode them. Finally, there is a level of ambiguity in the way that models and results are described within each neuroimaging software. Mainly due to historical reasons, different neuroimaging software can refer to the same concept using different terms, for example FSL's parameter estimate maps (denoted by pe1.nii.gz, pe2.nii.gz…) are the equivalent of SPM's beta maps (denoted by beta_0001.nii, beta_0002.nii…). The same word might be used to describe different approaches. For instance both SPM and FSL estimates resolution elements (or "resels") but using different approaches. Is it meaningful to report the number of resels in the search space and compare this quantity across software? In order to fully describe an analysis, the sharing of softwarespecific batch scripts (e.g. SPM matlabbatch files, FSL fsf files, or history stored in AFNI brick headers) would be a simple solution to provide all the parameters from an analysis, but the ability to compare and query across software would still be lacking. Ideally, one should be able to retrieve all studies corresponding to a set of criteria of interest regardless of the software used. This will only be possible if a level of communality can be represented across software. While standard data structure outputs (e.g. a TStatistic brain map) can be combined despite different software that generated them, the subtle differences in parameters used to generate these standard structures usually go unnoticed. Lack of an ability to standardize and compare these strategies makes it impossible to determine if these subtle differences have broader implications for the results themselves. For example, SPM and FSL are both scaling data to get percent BOLD signal change, but due to differences in how the analysis mask is computed, and due to the different algorithms used to define the mean signal, the data are actually being scaled differently . An added source of variability is the computational environment itself (e.g. (Glatard et 15 al., 2015) ). A tradeoff needs to be found in the level of details provided, insuring both a level of communality to be able to pull results data across software and outlining enough differences to enable future research.
The evidence above presents a clear need for an automated solution that will enable sharing neuroimaging results using a common descriptive standard across neuroimaging software. NIDMResults is a data model that can directly address these issues, providing a lightweight solution to share maps generated by neuroimaging studies along with their metadata. While NIDMResults focuses on massunivariate studies and is mostly targeted at fMRI, the standard is also suitable for anatomical MRI (with VoxelBased Morphometry) and Positron Emission Tomography (PET) . It was developed under the auspices of the INCF Neuroimaging data sharing Task Force by a core group of experts representing more than 10 labs involved in various facets of neuroimaging (informatics, software development, statistical analysis, development of ontologies…) and in close collaboration with the main neuroimaging software developers. The format is natively implemented in SPM and a Python library is ready for integration in FSL. NeuroVault and CBRAIN are...
Existing work
Encoding of provenance, i.e. keeping track of the processes that were applied to the data encompassing a description of the tools, data flow and workflow parameterization, is a topic of growing interest in science in general. A number of solutions have been proposed in order to support better documentation of research studies. We discuss below the initiatives overlapping our domain of interest: the representation of mass univariate statistical analyses in neuroimaging.
Research Network (BIRN) (Keator et al., 2009) to model information about both the experimental design 16 and results (peaks and clusters) in neuroimaging studies. The XML schema is openly available and was 17 defined to be independent from any particular neuroimaging analysis software. XCEDE has been used by multiple sites across the United States and the United Kingdom in the context of the fBIRN project and is still in use by the Human Imaging Database (Keator et al., 2009 ) . An implementation was provided for SPM 18 19 (Keator et al., 2006) as well as a set of tools . As part of the fBIRN, XCEDE was used to upload data and 20 metadata to a central database that researchers could then query to retreive data of interest.
As a followup to XCEDE, (Keator et al., 2013) introduced the principles of the NeuroImaging Data Model (NIDM), a representation using semantic web technologies and the Resource Description Framework (RDF). Since then, NIDM has been an ongoing effort aiming at thoroughly describing neuroimaging provenance from acquisition to the production of all kinds of derived data . One of the reasons that pushed 21 this group towards RDF was the level of expressivity enabled by graphbased structures and the possibility to form complicated queries across datasets (Keator et al., 2013) . The extensibility of semantic web data models, the possibility to interconnect across knowledge domains and to reuse existing constructs are also some of the main strength of this approach. Each class or attribute used in the model is uniquely identified by a URL and associated with a definition (e.g. the SPM neuroimaging software is identified by http://scicrunch.org/resolver/SCR_007037 ). Terms that are part of a common vocabulary share the same base URL known as a namespace (e.g. http://scicrunch.org/resolver/ is the namespace used for Scicrunch
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).
A lot of work has been done in the neuroimaging community to provide controlled vocabularies and ontologies defining neuroimaging concepts. The aim of those vocabularies is to provide a list of welldefined terms that can then be referenced as part of a data model to describe a particular aspect of a neuroscience experiment. NeuroLex provides a common platform and already gathers terms from different sources resources and has been quickly adopted, with more than 100 journals participating to date ("Anita Bandrowski on Twitter: 708100029609738240," n.d.) .
Beyond controlled vocabularies, ontologies provide a set of terms (and definitions) and describe relations between them (e.g. a 'Statistic Map' ' was Generated by' a 'Contrast Estimation' activity). Within ontology definitions, two tendencies have emerged. On the one hand, we have ontologies defined as part of a full ecosystem, e.g. OBI and CogPO built upon the OBO foundry, or OntoNeurolog based on the 26 27 28
Descriptive Ontology for Linguistic and Cognitive Engineering (DOLCE) (Masolo et al., 2003) . The main advantage of those formal ontologies is the direct interconnection across domains, however this comes at the cost of a steep learning curve. Another tendency in the development of these standards is the definition of smaller scale ontologies with a welldefined limited scope. Examples in neuroimaging include the Cognitive Atlas for cognitive constructs, which is used, for example, by NeuroVault.
Beyond the neuroimaging domain, representation of massunivariate neuroimaging results overlaps with more general topics including provenance, statistics, file descriptions… NIDM was built as an extension of the PROV data model (Moreau and Missier, 2013) . PROV is a W3C specification that describe provenance 30 in a very generic fashion that is not tied to any domain in particular (cf. (Huynh et al., 2013) for example). PROV defines three types of objects: an Activity represents a process that was performed on some data (e.g. the segmentation of an image) and occurred over a fixed period of time; an Agent represents someone (human, organization, machine…) that takes responsibility for an activity (e.g. SPM software) and, finally, an Entity represents any sort of data, parameters etc. that can be input or output of an activity (e.g. a NIfTI image). PROV also defines a set of relations between those objects (e.g. a segmentation Activity used a NIfTI image Entity ; a segmentation Activity was associated with the SPM Agent and another NIfTI image Entity was generated by the segmentation Activity ). While other efforts that have been proposed to model provenance such as foundational ontologies such as the OBO foundry or DOLCE. PROV has the advantage to be a lightweight ontology focusing only on provenance and easily extensible to provide domainspecific knowledge.
Standard GLMtype analyses of fMRI data also rely on wellknown statistical constructs (e.g. onesample Ttest, twosample Ttest, Ftests, ANOVA, inference, ordinary least squares estimation…) that can be represented beyond the scope of neuroimaging results. The generalpurpose STATistics Ontology (STATO) is built on the top of the OBO foundry that aims to provide a set of terms describing statistics.
Material and methods

Modelling
NIDMResults focuses on massunivariate models based on a General Linear Model (at the subject or group level). To ease adoption, we restricted the scope of NIDMResults to metadata that could be automatically extracted and limited user input to metadata that were crucial for the metaanalysis application. This had important practical consequences. Given that preprocessing and statistical analysis are sometimes done using separate pipelines, we focused on the statistical analysis only. The concepts to be represented in NIDMResults were selected based on (1) metaanalysis best practices; (2) published guidelines to report fMRI studies (Poldrack et al., 2008) , and (3), in an effort to ensure continuity with current practice, we also considered the elements displayed as part of results reporting in different neuroimaging software (e.g. peaks, clusters), all those were mitigated by our panel of experts.
When an item, essential for imagebased metaanalysis, was not produced as part of the analysis (e.g. the contrast standard error map in SPM) we generated it from existing data. From the guidelines (Poldrack et al., 2008) , we looked at the "Statistical modelling" checklist and identified a subset of 12 elements that could be automatically retrieved (cf. Table  [table: checklist] , first column).
All terms and definitions were thoroughly discussed between our panel of experts in the NIDM working group, which is part of the INCF Neuroimaging Task Force (NIDASH). Since August 2013, we participated in weekly conference calls and 6 focused workshops with a core group of experts representing more than 10 laboratories involved in various facets of neuroimaging (including informatics, software development, statistical analysis, development of ontologies). Furthermore, a separate meeting was organised with each of the development teams of the three major neuroimaging software: SPM, FSL and AFNI to discuss the model and its implementation. Minutes of the meetings and online discussions are publicly available in our shared Google drive and on GitHub under the incfnidash organization .
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We defined 3 namespaces: http://purl.org/nidash/nidm# ("nidm:"), http://purl.org/nidash/spm# ("spm:"), http://purl.org/nidash/fsl# ("fsl:"). Anything that could be represented across software or was a generic concept was defined in "nidm:" namespace. Softwarespecific namespaces: ("spm:", "fsl:") were reserved for the description of software idiosyncrasies (e.g. global null inference for conjunction testing in SPM). It is important to note that terms in the "nidm:" namespace can correspond to different approaches in different neuroimaging software (and varying implementation).
For each piece of information, we checked if an appropriate term was available in publicly available ontologies: in particular STATO for statistics term, PROV for provenance but also to a lesser extent Dublin Core and Neurolex/RRID. We engaged with STATO by means of GitHub issues to propose new terms 33 when needed. When no term was found to describe a given neuroimaging concept of interest, we created a new term and carefully crafted a definition.
Implementation
In an effort to make NIDMResults available to a majority of neuroimaging researchers, we created a set of exporter for SPM and FSL. We also engaged with NeuroVault to propose a oneclick upload of NIDMResults archives.
Experiments
A simple image-based meta-analysis
From 25 pain studies exported using NIDMResults we performed an imagebased metaanalysis with the gold standard approach (MFX 3rd level) using FSL's FLAME 1 (Smith et al., 2001) . We corrected for difference in data scaling between software by rescaling the FSL maps to a target intensity of 100 (instead of 10 000 by default).
Reporting of neuroimaging results
From a study exported with NIDMResults we wrote a script to extract the information of interest to describe group statistics. The paragraph that was generated could, for instance, be used as part of the method section in a research paper.
Examples and queries
To the attention of developers willing to build application using NIDMResults, we exported 10 fMRI experiments (using OpenfMRI datasets) and made them publicly available. As part of our specification, we also provided a set of queries that can be used to retrieve information of interest.
Results
Overview of the model
An overview of NIDMResults is proposed in fig. 2 . A bundle, (i.e. a "superentity") provides a version number to facilitate further evolutions of the model. An agent represents the exporter that generated the bundle. Within the bundle, the remaining of the model is made of:
• 3 activities corresponding to the typical steps of statistical hypothesis testing: model parameters estimation , contrast estimation and inference .
• 28 entities and; • 1 agent (the neuroimaging software).
The statistical model is defined by the design matrix and error model entities that are both used by model parameters estimation . Data scaling describes the scaling applied to the data before model fitting, this is especially relevant for firstlevel fMRI experiments. A set of parameter estimate maps is generated by model parameters estimation along with the analysis mask , a residual mean squares map and a grand mean map that can be used to check the performance of the data scaling.
The contrast estimation activity uses a subset of the parameter estimates , the residual mean squares map and the analysis mask to generate a statistic map . For Ttests, a contrast map along with its standard error map are also created while for Ftests a contrast explained mean square map (i.e. the numerator of an Fstatistic) is provided.
For each map entity (e.g. contrast map , statistic map …), except the parameter estimate maps , the corresponding nifti image is included in the export and linked to the entity using a prov:atLocation attribute (cf. 1 for an example). s t r i n g ; p r o v : w a s G e n e r a t e d B y n i i r i : c o n t r a s t _ e s t i m a t i o n _ i d ; n i d m _ e r r o r D e g r e e s O f F r e e d o m : " 7 2 . 9 9 9 9 9 9 9 9 9 0 7 8 7 " x s d : f l o a t . Finally, the inference activity uses a statistic map and generates an excursion set map given a height and an extent thresholds . The peak definition criteria and cluster definition criteria entities, used by inference , provides the connectivity criterion and minimal distance between peaks (e.g. default is set to 8 mm for SPM and 0 mm for FSL). The inference activity can be replaced by a conjunction inference which uses more than one statistic map. An optional display mask map entity can be used to represent contrast masking, i.e. to restrict the display but do not affect the correction for multiple comparisons. The inference activity also generates the search space map that represents the search region in which the inference was performed (i.e. the intersection of all input mask maps, except for the display mask map).
n i i r i : s t a t i s t i c _ m a p _ i d a p r o v : E n t i t y , n i d m _ S t a t i s t i c M a p : ; r d f s : l a b e l " S t a t i s t i c M a p : l i s t e n i n g > r e s t " ; p r o v : a t L o c a t i o n " T S t a t i s t i c . n i i . g z " x s d : a n y U R I ; n i d m _ s t a t i s t i c T y p e : o b o _ t s t a t i s t i c
A set of suprathreshold clusters is derived from the excursion set map and a set of peaks is derived from each cluster . Those are the clusters and peaks that are typically reported as a results of a neuroimaging study.
A software agent represent the analysis software used to compute the analysis. This agent is responsible for all activities within the bundle.
Each activity, entity and agent has a number of predefined attributes. For instance, the list of attributes of a contrast map is provided in fig. 3 . In total, 340 terms were defined (147 classes, 154 attributes, 39 individuals). For more details the interested reader is referred to the specification available at: http://nidm.nidash.org/specs/nidmresults.html . The model is also defined as an owl file available at: https://github.com/incfnidash/nidm . 8 . CC-BY 4.0 International license peer-reviewed) is the author/funder. It is made available under a The copyright holder for this preprint (which was not . http://dx.doi.org/10.1101/041798 doi: bioRxiv preprint first posted online Apr. 13, 2016; 
NIDM-Results export from CBRAIN and NeuroVault
n i d m f s lwas integrated as a plugin of the CBRAIN web platform for highperformance computing (Sherif et al., 2014) . As a 36 result, any FSL feat analysis performed in CBRAIN can be exported to NIDMResults.
NIDMResults use cases
A simple meta-analysis
The Python script used to run the metaanalysis on the NIDMResults export is available on GitHub . Fig. 6 37 provides a schematic overview of the different steps.
First, each NIDMResults export was queried to retrieve the image data needed for the metaanalysis (i.e. the contrast image and contrast standard error image) along with the analysis mask. The name of the corresponding contrast was associated to each map to allow for the selection of the appropriate contrast. The neuroimaging software used for the analysis was also extracted in order to identify which study estimates would need rescaling.
Second, the contrast and standard error estimates were selected according to the contrast name, rescaled if needed and combined in a mixedeffects GLM. Areas of significant activation (p<0.05 voxelwise FDRcorrected) found by the pain metaanalysis are displayed in fig. 7 . These are in lines with previous results from the literature (e.g. (Salimikhorshidi et al., 2009) ).
Fig. 6.
Pain metaanalysis using NIDMResults. Each NIDMResults archive is queried to retrieve the contrast map, the contrast standard error map, the software used and the analysis mask, appropriate studies are selected according to the contrast name. The study maps are combined in a mixedeffects GLM. 
Reporting of neuroimaging results
The Python script used to create the report based on a NIDMResults export is available on GitHub . The 38 SPARQL query used to retrieve the information of interest for each report is displayed in fig. 8 . 38 https://github.com/incfnidash/nidmresults_paper/blob/master/query_results_report.py 11 . CC-BY 4.0 International license peer-reviewed) is the author/funder. It is made available under a The copyright holder for this preprint (which was not . http://dx.doi.org/10.1101/041798 doi: bioRxiv preprint first posted online Apr. 13, 2016; 
Discussions
As for any new format, gaining acceptance within the neuroimaging community will be crucial for NIDMResults. To insure a level of consensus, including the pointofview of different actors in the field, NIDMResults was built as part of a collaborative effort. More feedback is welcomed from the community and the standard might evolve in the future. All comments are welcome. We also made a strong commitment to make implementations available. Taking advantage of the fact that most GLMbased neuroimaging studies are performed using a limited number of software (> 75% for SPM or FSL, > 90% for SPM, FSL or AFNI according to (Carp, 2012) ), we developed implementation for SPM and FSL. We are currently working with AFNI developers to further extend the coverage of NIDMResults export.
While we focused on implementation at the level of the neuroimaging software, the development of applications processing NIDMResults is also crucial; in particular to act as incentives for the neuroimagers to use this format. As an example of application, we liaised with NeuroVault to propose a oneclick upload of NIDMResults. Here, users can benefit from all Neurovault features including stateoftheart visualisations but also sharing, either privately or publicly depending on the stage of the project. This process can ease communication between researchers working on different platforms or used to a different set of neuroimaging tools.
As a first step to provide machinereadable metadata, we restricted our scope to automatically extractable pieces of information. This limited the amount of information that could be represented. For instance, the description of the paradigm was limited to a CSV file and an image of the design matrix plus a list of regressor names. Ideally, to be able to automatically query for studies of interest, one would need a more thorough description of the paradigm and of the cognitive constructs involved. While vocabularies are becoming available (e.g. Cognitive Atlas, CogPO), description of fMRI paradigms is still a topic of active research. Some level of manual interaction is therefore still needed to compute a metaanalyses based on NIDMResults exports. Nevertheless, NIDMResults allows for the automation of part of the metaanalysis as described in our results. In the future, as a consensus develops on the description of paradigms, NIDMResults could easily be extended to include this information.
The model is mainly focused on parametric analysis of BOLD fMRI. In practice, any type of massunivariate GLMbased study, e.g. VBM experiments could be encoded. Thank to the intrinsic extensibility of RDF models, variants could be proposed. For example, an extension for nonparametric statistics is under discussion .
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NIDMResults is part of a broader effort (NIDM) that aims at representing different levels of provenance in neuroimaging experiments. Other NIDM efforts include: NIDMExperiment that targets the representation of raw data and information on the participants and NIDMWorkflows which focuses on detailed description of data analysis parametrization. While those efforts are still under development, our goal is to keep a link between those components to eventually provide a complete representation of neuroimaging provenance.
NIDMResults, as a lightweight machinereadable summary of a GLMbased neuroimaging study, also opens the field to new applications. For instance, in the future, one could imagine extending the classical research paper by providing alongside a machinereadable description of the experiment in form of a NIDMResults document.
Conclusion
We have introduced NIDMResults a data model to encode the results of a GLMbased neuroimaging studies. Export as a NIDMResult archive is available in SPM12 (natively) and in FSL 5.0. Discussions with AFNI development team are inprogress to extend NIDMResults coverage. NIDMResults archives can be easily be uploaded to Neurovault providing access to a common platform to share and visualize neuroimaging results. In future work, extensions of the model will be provided to encode voxelwise nonparametric studies. As a machinereadable representation of neuroimaging results, NIDMResults is a step forward to support reproducibility of neuroimaging studies.
