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Abstract
This study investigates how listeners judge the similarity of
voice converted voices using a talker discrimination task. The
data used is from the Voice Conversion Challenge 2016. 17 par-
ticipants from around the world took part in building voice con-
verted voices from a shared data set of source and target speak-
ers. This paper describes the evaluation of similarity for four of
the source-target pairs (two intra-gender and two cross-gender)
in more detail. Multidimensional scaling was performed to il-
lustrate where each system was perceived to be in an acoustic
space compared to the source and target speakers and to each
other.
Index Terms: Voice Conversion Challenge, evaluation
1. Introduction
The Voice Conversion Challenge (VCC) 2016 [1], one of the
special sessions at Interspeech 2016, was devised to better un-
derstand different voice conversion techniques. This was facili-
tated by supplying a common dataset for participants to perform
speaker identity conversion on and by carrying out an evaluation
of the naturalness and similarity (to target and source speakers)
of the resulting speech. In total, 17 participants from around the
world contributed to the challenge. A description of VCC 2016
including motivation, database, participation rules, and main
findings is given in [1]. A more detailed presentation and anal-
ysis of the evaluation results can be found in [2]. The current
paper expands on the similarity evaluation.
Speaker similarity in the original evaluation [1, 2] was mea-
sured using the same/different paradigm. Pairs of stimuli were
presented to subjects and their task was to judge whether the
stimuli could have been spoken by the same person. For each
source-target (ST) pair the 18 voice conversion (VC) systems
(17 participants and the baseline system) were compared to both
the source and target speakers. This paper extends the similar-
ity evaluation by also comparing all VC systems to each other.
By comparing all systems to each other and to the source and
target speakers it enables visualisation of the distances between
systems using multidimensional scaling (MDS).
The idea is that there is a psychological distance between
stimuli in a perceptual space. The greater the distance between
stimuli, the greater the dissimilarity in perception of these stim-
uli is. MDS has been used in speech perception studies to mea-
sure the distance between various types of stimuli, e.g., lan-
guages [3], tones [4], vowels [5, 6] and consonants [7]. More
closely related to the current topic are studies that have com-
pared speakers [8, 9, 10] or synthetic speech systems [11, 12].
In the context of voice conversion, we are not aware of stud-
ies that have considered MDS to measure the effectiveness of
different VC techniques, or how they relate to each other.
It is intuitively appealing to be able to place VC systems in
a perceptual space in relation to source and target speakers as
the goal in voice conversion is to convert speech from a source
speaker into that of a target speaker. In this study, we aim to
map the perceptual space of how listeners perceive VC voices
in relation to each other and in relation to the target and source
speakers they are based on. We are interested in finding patterns
in the perception of VC systems, e.g., groups of techniques or
types of systems that lead to similar results. Visualising the dis-
tance between VC systems could (possibly) shed further light
on the similarity results. How do the VC systems relate to each
other? Are there systems that sound very similar? Which sys-
tems are very different?
The design of the experiment, including how the four
source-target pairs were selected, is given in Section 2. The re-
sults section (Section 3) reports similarity to target in the current
experiment and how this compares to the original evaluation re-
sults. After presenting MDS plots for each of the four ST pairs
(Section 3.2) the results are discussed and the paper concludes
in Section 5 with a few take-home messages.
2. Experimental set-up
This section describes the procedure used to select ST pairs for
evaluation, the design of the listening test and how it was carried
out.
2.1. Selection of ST pairs
For VCC 2016, each participant created 25 VC voices using the
five source and five target speakers that were distributed in the
challenge. Of those 25 voices, 16 ST pairs were evaluated in the
VCC evaluation, four for each gender condition (Male-Male,
Female-Female, Male-Female and Female-Male). For the cur-
rent evaluation, four ST pairs were selected, one for each gender
condition. The selection was based on spread across systems in
terms of similarity to the target speaker in the previous evalua-
tion [1, 9]. We aimed for ST pairs where roughly 50% of sys-
tems achieved more than 50% similarity to the target speaker.
This resulted in the selection of following ST pairs: SF1-TF1,
SM1-TM2, SM1-TF1 and SF1-TM2. Figure 1 shows similarity
to the target speaker for the selected ST pairs. These results,
per ST pair, are from the original evaluation. In all figures, the
letters ‘A’ ... ‘Q’ indicate the 17 participants, ‘S’ is for source
speaker, ‘T’ for target and ‘B ’ indicates the baseline (B ).
2.2. Listening test design
The goal of the current listening test is to relate each VC system
to each other VC system and to the source (S) and target (T)
speakers. As there were 17 participants, a baseline system, a
target speaker and a source speaker this resulted in a total of 20
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Figure 1: Similarity (same/different) to target speaker for each selected ST pair.
“systems” to compare. The number of trials to judge is then 210
per ST pair ((20 ∗ 19)/2 + 20). Thus, a subject listens to 420
sentences, and gives 210 judgements, which translates into an
estimated listening time of 1 hour.
When designing a discrimination task using the
same/different paradigm it is standard practice to balance
the amount of “same” and “different” trials in order to limit the
bias in listener response strategies. As the objective in voice
conversion is to sound like the target the T-VC trials should be
classed as “same” and the S-VC trials as “different”. However,
strictly speaking there is no real correct answer. Regarding the
VC-VC comparisons, some VC systems will sound more like
each other, others will be sound more dissimilar. Basically,
there is not an absolute same/different correct answer. Thus, in
a way, the requirement to have equal same and different trials
is met as these VC-VC comparisons can be considered to be
perceptually somewhere between same and different. Further-
more, although standard practice, it is not a strict requirement
and others have also chosen to work with comparisons that
have not been balanced [13, 6].
The order of trials was random for each listener, with each
sentence selected at random with replacement from the pool of
30 test sentences (same sentences as [1, 9]). Within a trial the
order of the two sentences was random and the linguistic con-
tent of the sentences was different. Similar studies supporting
the use of different sentences are [9, 11, 14, 6, 15], an excep-
tion is Kreiman & Papcun [16] who did use sentences with the
same linguistic content, but in their study two acoustic versions
of each sentence were available and listeners never compared
two identical stimulus tokens.
The instructions given to the listeners were “The purpose
of this study is to judge whether two given samples could have
been produced by the same speaker. Some of the samples may
sound somewhat degraded/distorted. Please try to listen beyond
the distortion and concentrate on identifying the voice. For
each box, please listen to the two samples and decide whether
the samples are spoken by the same speaker.” The options for
judgement available to the listeners were: “Same” and “Differ-
ent”.
2.3. Listeners
Eighty subjects took part in the experiment. Each listener was
given one of the ST pairs to rate. They were seated in sound
isolated booths and listened to the samples using Beyerdynamic
DT 770 PRO headphones. The experiment was carried out us-
ing a web interface. It took listeners on average 45 minutes
to complete the experiment, slightly faster than was estimated.
Listeners were remunerated for their time and effort. The exper-
imental set-up was designed to result in 20 listeners per ST pair.
A mix-up in assigning the correct test to two of the listeners,
however, resulted in 19 subjects for SF1-TF1 and SM1-TF1.
3. Results
Non-metric multi-dimensional scaling (MDS) was used to vi-
sualise the same/different judgements. Sammon’s non-linear
mapping [17], a form of non-metric multidimensional scaling
was used. All the solutions are two-dimensional computed us-
ing Sammon in R [18]. This implementation chooses a two-
dimensional configuration to minimize the stress. The sum of
squared differences between the input distances and those of the
configuration are weighted by the distances. The whole sum is
then divided by the sum of input distances to make the stress
scale-free.
Table 1: Statistics on the differences between the original simi-
larity scores and current scores.
ST pair Pearson’s r % drop
SF1-TF1 0.77 -300
SM1-TM2 0.76 -364
SM1-TF1 0.75 -564
SF1-TM2 0.84 -282
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Figure 2: % correct (same as target) for the four ST pairs
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Figure 3: Original vs current study % correct (same as target) for the four ST pairs
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Figure 4: MDS plots per ST pair. Color indicates vocoder type: red: Ahocoder, blue: STRAIGHT, orange: other.
3.1. Similarity to target
The percentage correct compared to target per ST pair is shown
in Figure 2. Comparison to Figure 1 shows that the orders of
systems have changed somewhat and the percentages similar to
target are higher in the original test than in the current evalu-
ation for all four ST pairs. To more clearly illustrate the dif-
ferences in results, Figure 3 shows the relationship between the
original similarity to target results and those found in the cur-
rent evaluation. In addition to that, Table 1 shows Pearson’s
correlations between the original and current evaluations for the
different ST pairs as well as the overall percentage drop in per-
formance.
3.2. Multidimensional scaling
Figure 4 shows MDS plots for the four ST pairs. The source
(S), target (T) and baseline (B ) are connected by green dotted
lines to facilitate interpretation of the figures. The stress values
are: SF1-TF1: 0.06, SM1-TM2: 0.07, SM1-TF1: 0.05, and
SF1-TM2: 0.05. There are a number of general observations
that can be made:
• There is no obvious correspondence between the results
for the different ST pairs.
• The distance between S and T is larger in the across-
gender conditions than in the within-gender conditions,
as you would expect.
• System N is a clear outlier in all four cases.
Table 2 gives a general overview of the vocoder, parametri-
sation and models used in the different systems. Note, this table
is a simplification of the techniques used in the various systems
and is based on the responses provided by the participants to a
questionnaire from the VCC organisers.
If we consider categorisation according to type of vocoder
used, we can distinguish three groups, indicated using color in
Figure 4: Ahocoder: (A, E, Q), STRAIGHT: (B, D, F, G, H,
J, L, M, O, P) and other: (C, I, K, N). Using this categorisa-
tion highlights the following relationships. In the cross-gender
conditions, the systems using Ahocoder show some systematic
behaviour. The red systems group along the x-axis dimension
for SM1-TF1, and along the y-axis dimension for SF1-TM2.
The orange group do not only distinguish themselves by not us-
ing Ahocoder or STRAIGHT, but also by not using MGC. From
this group, C and I cluster together for target TF1 (left side of
Figure 4). They are relatively far away from most other systems
and near to S. As so many of the systems use STRAIGHT, a
clear group is less obvious. However, there are sub-sets of sys-
tems (J, P, B, G, O, L) that cluster together and also score the
highest in terms of similarity to target, cf. Figure 2.
Categories based on the models/techniques used in systems
are difficult to establish as most systems are not easily defined
by just one technique. Notwithstanding, for some of the ST
pairs it looks like systems that use LSTM (G, L, M, O) cluster
together to some degree.
4. Discussion
Although it is an attractive idea to visualize the distances be-
tween the target speaker, source speaker and VC systems us-
ing multidimensional scaling, interpretation of the results in not
Table 2: System details. For acronyms/abbreviations, see voice conversion literature.
System Vocoder Parametrisation Model
A Ahocoder MGC GMM + MGE
B STRAIGHT MGC exemplar
C Other (LPC) LSF DNN/GMM
D STRAIGHT MGC MDN + GMM
E Ahocoder MGC BLFW
F STRAIGHT MGC phonetic posteriorgram
G STRAIGHT MGC LSTM
H STRAIGHT MGC WSOLA/Deep corr. network
I Other (HSM) LSF i-vector + GMM
J STRAIGHT MGC direct modification + GMM
K Other LSF GMM
L STRAIGHT MGC fusion (incl. LSTM)
M STRAIGHT MGC LSTM
N Other LP coef. Speech Filing System (SFS)
O STRAIGHT MGC GTDNN/LSTM
P STRAIGHT MGC MLPG /GMM
Q Ahocoder MGC frame selection/MLPG
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Figure 5: MDS plots per ST pair. Color indicates score type:
red: high score, orange: low score, purple: high & low
straightforward.
VC systems do not necessarily behave the same on cross-
gender ST pairs and intra-gender pairs. It can even be down to
the specifics of the source speaker and the target speaker that
influence the successfulness of a certain system. Nevertheless,
there are a few systems (J, B, P, G, O) that consistently perform
at the top end of the similarity scale, and others that languish at
the lower end of the scale (I, C, E, F). One that bucks the trend
is system H which is at the top for intra-gender conversion, but
near the very bottom for cross-gender conversion. Figure 5 il-
lustrates how the categorisation into high and low scoring sys-
tems forms quite distinct groups. It is interesting to note how
the red group clusters. For instance, for SM1-TM2, systems J,
B, O, & P cluster together near the baseline whereas G is quite
distant from this cluster but nearer the target. Thus, the MDS
and similarity percentage correct results suggest, in this case,
that J, B, O, & P sound more similar to each other than to the
target.
The difference in similarity to target results between the
original experiment [1, 2] and the current experiment raises the
question whether or not the task that the listeners were set was
do-able. The overall drop in performance was on average 375
percentage points per ST pair, roughly 19% per system. What
might explain this drop in performance?
In the original experiment, listeners only ever compared
VC system to target or source, i.e., synthetic speech was al-
ways compared to natural speech. In the MDS test, the listeners
compared each VC system to each other VC system (i.e., syn-
thetic - synthetic) and to source and target (synthetic - natural
speech). The combination of both types of trials in one experi-
ment (although inevitable) may have made listeners less likely
to judge a system same as target (or source) when the com-
parison was between natural and synthetic speech. Comparing
synthetic speech to natural speech has been shown to lead to a
drop in performance in speaker similarity [19]. How it might be
affecting judgements in the current experiment is an unknown.
Another factor that may have influenced the listeners’
judgements is the boredom-factor. Although subjects did not
complain about the arduous nature of the task, it may have been
playing a role. Each listener was asked to judge one ST pair,
and although they were not (explicitly) aware of this, the lack of
variety in source and target speakers may have influenced their
judgements. Furthermore, the MDS experiment took around
45 mins to complete whereas in the original experiment, each
listener judged three ST-pairs, each taking less than 10 min.
5. Conclusions
Listeners rate VC systems less similar to target speakers when
confronted with many more comparisons to judge. Whether this
is due to fatigue, boredom or possibly the confounding effect of
synthetic-synthetic and natural-synthetic trials within one ex-
periment remains to be investigated.
The large number of participants in the VCC is a double-
edged sword. It is clear there is a great interest in shared data
sets and evaluations so participants can measure the effective-
ness of their system compared to other systems. However, the
large number of systems in the VCC makes it difficult to con-
duct effective evaluations. Future challenges will need to keep
this in mind and devise alternative approaches to VC evalua-
tion. For instance, some kind of cascaded set of experiments
could be designed, where in a first round, systems using simi-
lar techniques are measured and ranked, followed by a listening
test in the second round, in which the top systems from the first
round are compared.
Using multidimensional scaling adds to the interpretation
of similarity scores by enabling slightly different types of com-
parisons between systems than mere ranking based on percent-
age correct. For instance, the type of vocoder used in a system
has an audible effect which is visible in the cross-gender MDS
plots. Figure 5 further illustrates that systems that score high on
similarity to target are grouped together. For some ST pairs, the
MDS plot indicates that there are VC systems that sound more
like each other than like the target.
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