For large-scale CT images, the automatic segmentation of nodules is the foundation for diagnosis of various pulmonary diseases. Most existing methods have made great progress in pulmonary segmentation. But because of the similar structure between vessels and nodules in 2D, it lacks the ability to extract more discriminative features. The accuracy is still not satisfying. And the task remains challenging due to the lack of voxel labels and training strategies to balance foreground and background. To solve these problems, a 3D segmentation network of pulmonary nodules based on semi-supervised was proposed. Firstly, a framework of multi-view feature extraction was designed to solve the problem of high similarity between nodules and other tissues. It extracted features from three different views to improve precision. And three parallel dilated convolutions were added for multi-scale feature extraction. Hence, the spatial and semantic information of different sizes can be better obtained. Secondly, for the problem of identifying difficult samples, a hybrid loss function with an adjustment factor was proposed. It magnifies the loss of difficult samples, which will attract more attention from the network. And a new regularization term was introduced to avoid overfitting. The entire network was trained with a few labeled CT data set through an improved semi-supervised learning strategy, which was optimized with a new self-paced regularization. Experimental results show that the average sensitivity of the proposed method is 95.81%. It is superior to other methods in terms of precision and Dice index especially when the data set is not satisfied.
I. INTRODUCTION
Due to the tedious process and weak generalization of segmentation for pulmonary nodules based on artificial design features [1] , algorithms based on deep learning have been widely studied. In 2017, Wang et al. [2] proposed a new central pooling layer and adopted a multi-scale learning strategy with an average Dice of 80%. In 2018, Tong et al. [3] used a residual network to improve U-Net and added a batch normalization layer to obtain excellent performance which achieved a Dice score of 95%. Liu et al. [4] combined superpixel and random forest algorithm to detect the subdivision of features through multi-scale edges, which achieved an accuracy of 92% in 2019. Cao et al. [5] designed a weighted strategy for The associate editor coordinating the review of this manuscript and approving it for publication was Tallha Akram . sampling based on nodules' boundaries and got average Dice of 82%. Gu et al. [6] proposed a context encoder network to obtain more high-level information. The results showed an average Dice of 93%. However, there are little related researches on 3D nodules and most algorithms perform pixelby-pixel segmentation based on the full image. The attention to each instance is not enough, and the accuracy needs to be improved.
At the same time, the training set of deep learning should contain numerous labeled samples to achieve the best performance. It is costly by requiring acquiring sufficient labeling. To improve this problem, Feng et al. [7] proposed a method of weakly supervised nodules segmentation, which only trained with image-level labels. In 2018, Xu et al. [8] combined self-paced learning with multi-mode learning to master easily-learned knowledge from samples and modal levels.
Wu et al. [9] designed an interpretative joint learning strategy that provided nodules' high-level features of semantics and regions. But these methods often deliver rough edges and do not consider incorporating unlabeled samples into the training set to improve the accuracy of segmentation.
In order to further refine the segmented edges of pulmonary nodules and improve the rate of utilization of labeled samples, a 3D segmentation network with detection branches was proposed. Compared with the other approaches, the main contributions of the designed algorithm are as follows:
• On the basis of extracting pulmonary nodules' features from three views, the network obtains different scales through parallel dilated convolutions. It makes full use of the three-view information of 3D nodules and improves the accuracy of detection.
• An adjustment factor and a designed regularization term are added to improve the ability to identify difficult samples and avoid the occurrence of overfitting.
• An improved semi-supervised learning strategy is proposed which enables the network with a few labeled samples to achieve the same excellent performance of segmentation. And a designed regularization of self-paced learning is proposed to optimize the goal of the network. It provides another choice for the high cost of pulmonary medical image labeling. This paper has been organized as follows: Section II gives the details of the proposed segmentation network of pulmonary nodules. Section III explains the improved hybrid loss function. Section IV details the proposed semi-supervised learning strategy. The experimental results and the discussion are presented in Section V. Section VI summarizes the paper.
II. FRAMEWORK OF 3D SEGMENTATION NETWORK OF PULMONARY NODULES
As shown in Fig.1 , our framework of 3D segmentation of pulmonary nodules is composed of three blocks: a multi-view network for feature extraction combining with DT layers, a multi-scale network for detection and classification, and a network with residual convolutions for the segmentation of pulmonary nodules.
In the feature extraction network, a crossed connection based on dilated convolution is designed to guide the network with the larger receptive field. It improves the ability to discriminate and classify. The dense convolution [10] replaces the original pooling layer for better preserving of low-level features and extracting the high-levels. In the last layer of the network, three parallel branches with top view, frontal plane, and profile plane are designed to extract 3D features of the nodules from multiple views. It reduces the error rate of nodules' classification.
The detection network is responsible for outputting class labels and computing offsets. It is formed of region suggestion and classification. Three parallel dilated convolutions are designed for multi-scale feature extraction and fusion. Then the foreground and background are distinguished. The candidate boxes are generated and preliminary screened. In the end, the intersection of all candidates is taken for classification.
Residual convolution is adopted in the segmentation network for better training [11] . And segmentation is only performed in each region of interest to reduce the amount of calculation.
A. MULTI-VIEW NETWORK OF FEATURE EXTRACTION Fig.2 illustrates the framework of the feature extraction network. Two convolutions with the magnitude of 3 × 3 × 3 are applied to extract nodules' features and padded with 1 to guarantee the same size. Meanwhile, a feature map with a large receptive field is obtained by using a dilated convolution with a size of 3 × 3 × 3, a dilation rate of 2, and a padding of 2. It is fused with the input of the corresponding D layer to guide the network to recognize and classify features.
In pulmonary CT images, the nodules' size is small and the contours are irregular as mulberry-shaped. The maximum pooling for high-level feature extraction may cause the loss of original spatial information and reduce the accuracy of recognition. Hence, as we can see in Fig.3 , the DT layer is designed to replace it and get better retention of low-level information. The D layer is composed of three convolutions with a size of 3 × 3 × 3, and each layer is connected with others in the channel dimension. To improve the computational efficiency and reduce the number of feature maps, two convolutions with the size of 1 × 1 × 1 are added before the last two 3 × 3 × 3. And the involved parameters are always proportional to the square of mapping result. The T layer is composed of a convolution with a kernel size of 1 × 1 × 1, which is responsible for controlling the number of channels and a convolution with the size of 2 × 2 × 2. The downsampling is realized by increasing the stride to further extract high-level features. The fourth D layer is horizontally connected with the last 3 × 3 × 3 convolution. And it is used as a pyramid branch to make full use of the features of each layer. In the course of the experiment, the third and fourth DT layers were changed into group convolutions because of the limitation of GPU. Each group inputs and outputs half of the channels, and is cascaded with each other to get the result.
In the top view of pulmonary images, nodules and the approximate tissues are confusing easily, which may affect the accuracy rate. Therefore, three feature extraction branches are designed in parallel. And they are performed from different views of the pulmonary volume. The size of the input is 32 × 32 × 32. The first branch extracts the feature map of the pulmonary top view, that is, maintains the original perspective. It is responsible for the second branch to detect features from a profile plane. At this time, the coordinates of volume pixels are changed. Assuming the original perspective of pulmonary pixels is as follows:
Keep the origin unchanged. Make sure that the coordinates of the entire pulmonary feature map are always positive and the Z-axis is perpendicular to the plane. At this point, the new coordinates of pixels are as follows:
where θ represents the angle between the original point and the coordinate origin. Feature extraction is performed on the pulmonary frontal plane in the third branch. Similar to the second one, the coordinates of volume pixels have been changed. Hence, the conversion of coordinates is performed as follows:
Finally, the three branches are inputted independently to the network of detection and classification.
B. MULTI-SCALE NETWORK OF DETECTION AND CLASSIFICATION
Pulmonary nodules' sizes vary widely. If the network uses a fixed scale for feature extraction, a large amount of redundant information may be generated when detecting small nodules, and it may be difficult to extract the spatial features when detecting large ones. To solve this problem, three dilated convolutions are designed for multi-scale extraction to improve the accuracy of the RPN-like framework. The input is a feature map with a size of 32 × 32 × 32, which is transformed by coordinates. As shown in Fig. 4 , the dilated convolutions are set as parallel branches to improve the speed of detection. Different dilation rates are utilized for improving the network's ability to identify nodules of various sizes.
The first branch is mainly responsible for feature extraction of small nodules. Notice that the input feature map is mapped to the original image at a ratio of 16, which can cover nodules smaller than 3 mm finely. As a result of that, the dilation rate is set to 1, and the output size is 32 × 32 × 32. The second branch of detection focuses on common nodules which are smaller than 30 mm. An area of interests with the size of 30 × 30 × 30 is token around the focusing nodule in the original CT image, which is equaled to an approximate 6 × 6 × 6 ranges in the corresponding input feature map. Notice that the kernel of dilated convolution should be smaller than this size. A convolution with a dilation rate of 2 and a padding of 1 is constituted. The size of the output feature map is 30 × 30 × 30.
A larger receptive field is provided by the third branch. Thereby, spatial information related to large nodules that are larger than 30 mm is obtained. The size of the pulmonary window that mapping in the input feature map is approximately 25 × 25 × 25. In order to obtain more spatial features, a convolution with a dilation rate of 6 and a padding size of 2 is used, and the output size is 24 × 24 × 24.
The sin [π x] /x approximation is used for bicubic interpolation to recover the size of the output feature map, which are from the second and third branch. And the results of three branches are connected in the channel dimension. Finally, a convolution with the kernel size of 1 × 1 × 1 is adopted to reduce the number of channels.
On this basis, a sliding window with a size of 3 × 3 × 3 is applied to the feature map to determine whether the original image area corresponding to its central pixel contains nodule tissue. The locations of the bounding boxes in which there are nodules are corrected according to the calculated deviation. Three anchors are designed for each detected position. The regression layer has 18 outputs including coordinate points, length, width and height to encode 3 bounding boxes. And the classification layer outputs 8 scores to estimate whether each position contains nodules. In the traditional Faster RCNN network, each anchor is set manually in advance [12] . But the shapes of pulmonary nodules are more different from each other, and the optimal ratio has not been tested in related studies. Hence, the format of the labeled dataset is first unified to (x 0 , y 0 , z 0 , w 0 , h 0 , d 0 ). The first three digits represent the coordinates of the center point of the bounding box, and the last three ones represent the length, width, and height. Subsequently, the selection strategy based on the k-means algorithm is iterated [13] until the clustering center of a variable is small enough to complete the anchor point selection. Finally, the coordinates of the second and third branches are inversely transformed. And the three branches are merged into a unified coordinate system. The filtered bounding boxes are inputted into the ROI layer for subsequent classification and regression.
III. IMPROVED HYBRID LOSS
The loss function of the overall network can be expressed as follows:
where L cls represents the loss function of the classification network. The cross-entropy loss is selected and improved for the nodules' binary classification problem as shown in (5).
where N represents the batch size. p y represents the posterior probability of whether the target in the bounding box is a nodule. Y l represents the corresponding label. The coefficient sigmoid(x) controls the loss of positive and negative samples within the same range and takes 1 − sigmoid(x) when processing non-nodular samples. As shown in (6), an adjustment factor δ is designed to strengthen the detection of difficult samples of pulmonary nodules. δ is relatively small when the sample is easy to identify, which makes the value of the loss function smaller. When a predicted sample is difficult to recognize, the corresponding loss is amplified so that the sample will get more attention from the network.
L box represents the bounding-box regression loss. Since L 2 loss is more sensitive to outliers, the learning rate needs to be adjusted carefully to prevent the exploding gradient. Hence, the sum of smooth L 1 loss which predicts deviation is selected as follows:
where b pre describes the predicted position of a bounding box and B truth represents the ground truth of a pulmonary nodule. The smooth L 1 loss is defined as follows:
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where Y i represents the ground truth andŶ i represents the result of the pixel-level prediction. N represents the batch size. Notice that some true nodules will be ignored in pursuit of better results of an indicator. The coefficient of ground truth is adjusted to 2 to increase its proportion. Thus, More positive samples will be obtained. At the same time, the regularization term λ D 2 F is designed to avoid overfitting. The complexity of the model is adjusted by the attenuated coefficient λ of weight, and D represents a linear transformed matrix. Since the singular value can reflect the importance of implicit key information [14] , the decomposition of D is performed as follows:
where n represents the rank of the matrix, w i represents the left singular vector, and e i represents the right one. The F norm of D is defined as follows:
Hence, the loss function of the overall network can be finally expressed as follows:
IV. IMPROVED SEMI-SUPERVISED LEARNING STRATEGY
In pulmonary CT image processing, labeled samples are far less than unlabeled samples. The labeling process requires experts with a certain ability, and costs highly. Therefore, choosing a semi-supervised learning strategy to improve accuracy is one of the feasible methods.
Firstly the desiring accuracy of segmentation is set and the 3D segmentation network is trained with a limited number of initial labeled samples. Then the network is applied to the unlabeled samples and continuously assimilates it into the training set to fine-tune the model as we can see in Fig 5 .
For unlabeled samples of nodules, the uncertainty of the ith sample is defined as follows:
where n represents all 3D pixels of the ith sample, and p represents the posterior probability whether the pixel belongs to a nodule. In each iteration, the most K uncertain samples are selected for labeling, and the samples selected in branch one is completed. It is easy to verify that only a small amount of the unlabeled CT images with high uncertainty has been used, while the other large numbers haven't. Hence, branch two is designed to extract simple samples with low loss of unlabeled pulmonary nodules. The goal of network optimization is designed [15] in
where L(x i , y i , ω) represents the loss function and v ∈ [0, 1] n indicates whether the sample is selected. In order to choose the easy samples with small loss invariably, the optimal weight of v * i is decreased monotonically with respect to its loss. λ is the size of the learning step, and r(v i , λ) is a self-defined regularization term, which is used to control sample selection. r(v i , λ) is convex relative to v for ensuring a good solution can be obtained within the sample range. In order to select a sample with a low loss through the threshold, an improved regularization term is performed as (15) to optimize the goal of the network.
When the weight parameter of L(x i , y i , ω) is fixed, the goal function can be defined as follows:
where the optimal solution of v * i can be defined as:
It is easy to be seen that v i is decreasing with respect to its corresponding l i . And from the (15), the Hessian matrix of VOLUME 8, 2020 r(v i , λ) can be calculated as follows:
For v ∈ [0, 1] n and λ > 0, it can be inferred that:
The Hessian matrix of r(v i , λ) is a positive definition, and r(v i , λ) is convex with respect to v. v * i increases with λ in each sample. As λ approaches infinity, lim λ→∞ v * i ≤ 1. While λ approaches zero indefinitely, lim λ→0 v * i = 0. Since the new regularization term satisfies all definitions, it is reasonable.
Currently, because the labels of pulmonary nodules remain unknown, a pseudo label is uniformly assigned for each selected unlabeled sample as follows:
In order to control the difficulty of learning, a strategy to update the size λ is proposed. The step size is initialed as λ 0 , and gradually λ (i) is linearly increased according to the loss distribution of the unlabeled samples in the ith iteration. It can be defined as follows:
where ε i represents the average loss of the current iteration. ω is defined as an adjustment factor that controls the growth rate of learning and is proportional to the expectation of ε i . τ denotes a threshold. With the decreasing of average loss, more samples are merged into the training set. For v ∈ [0, 1] n , λ should stop updating after a certain number of iterations. Finally, the labeled samples which are selected by branch one and branch two are combined into the training set for finetuning. After an iteration, the pseudo labels obtained from branch two are discarded while a new round is performed on the unlabeled samples. The labeling and the fine-tuning process is repeated until the desired accuracy is achieved.
V. EXPERIMENT A. DATASET AND INDICATORS
The LIDC-IDRI composing of 1018 pulmonary medical images is used as dataset. And each one is associated with XML file recording the results of annotation performed by four experienced thoracic radiologists. The nodules are marked into three categories:''> or =3 mm,'' ''<3 mm,'' and ''non-nodule''. Label results are independently reviewed to render a final opinion so that pulmonary nodules were identified as completely as possible in each CT scan without requiring forced consensus. And the CT images with information such as type and time are formated in standard Dicom of 512 × 512 pixels.
The algorithm proposed in this paper is implemented on the Nvidia Titan X GPU and is based on the TensorFlow framework. The input of the network contains 3D patches with a size of 512 × 512 × 512. In terms of quantification, three indicators are selected to describe experimental results including PRE, SEN, and Dice. Among them, PRE (Precision) is used to evaluate the rate of the correctly predicted samples. SEN (Sensitive) reflects the ability of the network to identify nodules and indicates the proportion of recognized nodules to all pulmonary nodules. Dice (Dice similarity coefficient) is used to measure the overlap between the segmentation results and the ground truth. The specific definitions are as follows:
where TP indicates the number of truly predicted nodules. FP illustrates the number of false positives predicted. FN represents the number of unrecognized nodules. R seg and R gt respectively represent the area of the segmentation result and the ground truth.
B. CONTRAST OF FEATURE EXTRACTION WITH DIFFERENT VIEWS
In order to verify the validity, experiments were performed only with different views. The average PRE and number of false-positive samples of the 100 test samples are used as indicators.
As can be seen in Table 1 , all the detection network constructed with different views performed well. The more views are integrated the more features are obtained. The discrimination ability of the network would be further improved. Feature extraction before the multi-view branch is just based on the top view, so the features related to this kind are more abstract and expressed better. In the single-view contrast, the precision of a network with top-view is higher than that of the others.
And the results between the frontal and profile plane are not significantly different. In the comparative experiment where two views are combined, the network including top view performed better than the one without it. The precision of extracting features simply from the frontal plane and profile plane is lower than that of the single top view. It can be inferred that the integration of other views can somehow improve the precision of nodules detection, but it still requires the participation of the top view. Our framework incorporates features from three views, and the average precision is increased by 1.3%. It can distinguish the tissues which are similar to the pulmonary nodules well. Therefore, the number of false-positive samples is effectively reduced.
As shown in Fig.6 , experiments are designed to compare the impacts on different layers of dense convolution, regarding precision as an indicator. The low-level features are well-preserved by the dense convolutional layer. It is easy to be seen that as the number of layers increases, the ability to identify nodules is getting better and better. The deeper the architecture is, the more abstract the features are. The expression ability of each feature is enhanced. However, when four convolutional layers with the size of 3 × 3 × 3 are added, the performance of the network becomes worse. The reason why the decrease in precision is that vanishing gradient occurred with too deep layers. Network training becomes difficult, and it is unable to update the previous weights. Hence, three convolutions with the size of 3 × 3 × 3 are added in each D layer to obtain better accuracy of detection.
C. RESULTS OF SEGMENTATION WITH MULTI-SCALE FEATURES
In order to verify the improvement of segmentation accuracy with three parallel dilated convolutions, five sets of comparative experiments were set up with the same training set and test set. As shown by visual examples in Fig.7 , various sizes of nodules were selected for the experiment.
At the same time, DICE and Conv Time were used as indicators to quantify the effect of dilated convolution with different sizes for the segmentation. The accuracy of segmentation has been improved with dilated convolution added. And the DICE score is getting higher as the addition of different dilation rates. Fig.7 shows that although the results of nodules segmentation can be obtained with no dilated convolution, the details are lost seriously. And the performance of segmentation with a single dilation rate can be improved by about 1% of DICE in Table 2 . Segmented boundaries of the pulmonary nodules have also been better optimized. But the generalization ability is poor, and the visual performances of various scales cannot be all guaranteed improved. With a small dilation rate, the performance of segmentation on large nodules is not improved well, while using a larger one, more redundant information is generated on the segmentation of small nodules. Our framework contains three dilated convolutions with different rates for feature extraction, and it can be seen that well performance has been achieved in the segmentation of various types of nodules. Since the preservation of nodules' details can both be better with serial and parallel sets of dilated convolutions, a parallel one was chosen based on considering the speed of processing. It is more satisfied with the requirements of fast and precise segmentation of nodules. Fig.8 illustrates the experimental comparison results of the proposed hybrid loss function with the others. DICE and PRE are considered as indicators to quantify the results.
D. CONTRAST EXPERIMENT WITH DIFFERENT LOSS FUNCTIONS
All the loss functions using our network framework can achieve well performance as can be seen in Fig.8 . When L cls remains the cross-entropy loss, the network can achieve better indicator trends with L mask equals to Dice. And the value of DICE has improved significantly. Since the imbalanced distribution of positive and negative samples can be better solved by the improved Dice loss which adjusted the coefficient, the average precision of nodules detection has been improved. Keeping L mask unchanged, a network can achieve higher precision using the improved cross-entropy loss. An explanation is that the adjustment factor improves the network's ability to identify difficult samples. Our hybrid loss adopts both the improved cross-entropy loss and improved Dice loss and has achieved the performance of 94.37% DICE and 97.42% PRE. The result is better than the other classic losses. . Visual performance of segmentation with different dilated convolutions. The first row indicates small nodules(<3 mm), the second row indicates large nodules(>20 mm), and the third row indicates general nodules(3-20 mm). The first column represents a network without dilation, the second column represents a dilated convolution with the rate of 2, the third column represents the dilation rate of 6, the fourth column represents a serial dilated convolution with a rate of (1,2,6), and the last column represents parallel dilated convolution. The regularization term is added to our hybrid loss to avoid overfitting. It is easy to be seen in Fig.9 , overfitting occurred around 80 iterations if without adding a regularization term. And the error rate on the validation set began to rise.
E. RESULTS OF THE IMPROVED SEMI-SUPERVISED LEARNING STRATEGIES
Firstly, experiments were performed to verify the effectiveness of the optimization of improved self-paced learning. The binary optimization [15] , the linear optimization [16] , the logarithmic optimization [17] and the hybrid optimization [18] were compared with ours. Dice and PRE were selected as indicators to evaluate the result.
As can be seen in Table 3 , the linear and binary optimizations have lower precision than the others. The hybrid optimization is better than the logarithmic one, and beyond ours in terms of the PRE score. The results can be explained as follows:
In binary optimization, samples are simply marked as 0 or 1, which cannot well evaluate the difficulty. Hence, performance is worse. In linear optimization, the relationship between weight v i and loss l i can be expressed as follows:
where the loss and sample weight is linear, which can make it better to evaluate the difficulty comparing with binary optimization. And the relationship between the parameters of the logarithm is as follows:
where the samples with a larger loss would less weight, which is more conducive to the selection during the iteration. Hence, its performance is better than the first two. The solution of hybrid optimization is as follows while ours is set as (28):
In the hybrid optimization, the sample with the smallest loss weights 1, and the rest of it is close to the logarithm. On the basis of this, the simple sample can be matched with the maximum weight, and it can be easier for the network to screen out simple samples. Ours is inferior to the hybrid loss at this point but achieved better performance on segmentation. The DICE is higher than all optimizations. An explanation is that more parameters are introduced in the hybrid optimization, while there is no more information to guide the selection. Hence, it is more preferable for the iteration to choose a sample that contains simple features.
To examine the impact of the amount of initial labeled samples on network training, contrast experiments were performed. The Dice which used to measure the overlap between the segmented results and the ground truth is considered as a measurement standard. As shown in Fig.10 , the initial DICE score of the network is lower when training with fewer initial labeled samples. Although the initial performances of segmentation are quite different, the network can eventually achieve approximate accuracy as the iteration progresses. The unlabeled samples are continuously integrated into the training set. It is obvious that the performance improves faster when training with fewer initial labeled samples. In particular, the improvement of the DICE score is not significant as the number of initial samples increasing after 500, and the performance of the experiment with it is just 1.63% worse than that of a network trained with them all labeled. An explanation is that the features' information provided by the strategy does not overlap too much with the information obtained from the initial. It further illustrates that the improved semi-supervised learning strategy is applicable to the case where the number of initial labeled samples is small and can reduce the high cost of labeling on pulmonary CT images. It provides a more suitable strategy for training.
F. PERFORMANCE OF THE PROPOSED NETWORK
In order to further prove the effectiveness of the overall algorithm, four advanced segmentation networks of pulmonary nodules and three classic networks(U-Net [19] , SegNet [20] , MV-CNN [21] ) were performed under the same situation. And the contrast performance of different downsampling layers of our algorithm is also verified. Fig.11 illustrates the scores of DICE and SEN which were selected for evaluating the effect of detection and segmentation.
Furthermore, three representative pulmonary nodules with various sizes were selected from the LIDC-IDRI dataset for visual comparison as can be figured in Fig.12 .
As shown in Fig.11 , the traditional methods provide lots of classic ideas, but in contrast, the latest algorithms have a better consequence. Tong et al. integrated residual modules into the framework of U-Net, and its performance has been improved compared with traditional networks. But the features are not processed carefully. The segmented edges are rough and the details are lost seriously. Gu et al. used dense convolution to improve the residual network. It is easy to be seen that the spatial information of nodules is well-preserved and indicators are also improved. However, the entire network is performed on the same scale. As shown in Fig.12 , the algorithm cannot all achieve excellent edges on the nodules of various sizes, especially the large kind.
Meanwhile, the algorithms proposed by Cao and Liu both take multi-scale features into consideration, so they have achieved better performance of segmentation, and performed generalization ability on different sizes. The DICE of these two algorithms is quite similar to ours. But the algorithm of Liu et al. is relatively complicated. It requires further segmentation which needs to use texture information and the proposed tracking technology on the basis of extracting the pulmonary. At the same time, Cao et al. segmented the 2D images without considering the three-dimensional features of nodules. Hence, some true nodules which are similar to other tissues are easy to be ignored, the sensitivity of the algorithm is low.
Our algorithm combines the multi-view and multi-scale features to perform 3D segmentation of nodules. As shown in Fig.11 , it performs well in nodules segmentation with an SEN of 95.81%, which is superior to the others. The segmented results are highly coincident with the ground truth.
It is easy to be seen in Fig.11 that the output stride = 16 is the most suitable scale for segmentation. An explanation is that a too-small rate leads to the insufficient extraction of features' semantics, and an excessively large one deepens the network which easily causes vanishing gradient. Hence, based on experiments, the output stride is set to 16 for obtaining the best performance on the segmentation of pulmonary nodules.
VI. CONCLUSION
This paper proposed an improved method for pulmonary nodules segmentation of CT images. Firstly, features from three views of pulmonary nodules were further extracted by the parallel dilated convolutions. Hence, the higher generalization ability to different sizes of nodules was obtained. Secondly, an adjustment factor was designed to make the network more focused on difficult samples. So the precision of pulmonary nodules detection was increased. Since the dataset of LIDC-IDRI is relatively less than the other kinds, a regularization term was proposed to avoid the occurrence of overfitting. At last, a designed regularization of self-paced learning is proposed to optimize the goal of the network. Comparing with other optimizations, it is more suitable for the segmentation of pulmonary nodules while achieving better DICE based on the experiments. And the improved semi-supervised learning strategy is proposed to make better use of the unlabeled samples. It can achieve the same excellent segmented accuracy but only using a small amount of initial labeled samples. The experiment results of each improvement were tested on the LIDC-IDRI dataset and had been analyzed accordingly. The accuracy of the proposed 3D segmentation network is 97.42%, and the visualized performance is better than other existing algorithms when the initial labeled samples are less. Future research will further optimize the network and find a better strategy for instance segmentation of various nodules.
