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Currently, brilliant advances in the acquisition offer the possibility of solv-
ing the problem of the absence of low-frequency components that hinders the 
full-waveform inversion, yet, most real datasets do not contain these compo-
nents. Thus, the long-wavelength velocity model that can be obtained using 
the Laplace- or Laplace-Fourier-domain inversion should be conducive to de-
lineating the subsurface structure via migration or Fourier-domain inversion 
starting from this algorithm.  
In this thesis, the 2D elastic Laplace-Fourier inversion algorithm was de-
veloped for the application to a land dataset could recover the long-
wavelength velocity models. This velocity-estimation algorithm adopts the 
finite element method on an unstructured grid with expectation of mitigating 
the high nonlinearity observed in datasets that originate from topography via 
accurate depiction of an irregular surface.  
For the inversion methodology, the novel pseudo-Hessian matrix is sug-
gested in this thesis. This modified pseudo-Hessian matrix allows for a deeper 
penetration depth of the inverted result and promises a more convergent result 
regardless of damping factor that generally required for pseudo-Hessian ma-
trix. Also, the normalized stopping criterion was introduced using multi-
objective assumption based on the property of the logarithmic objective func-
tion, the natural separation of the phase and amplitude error, to ensure that the 
phase and amplitude information contribute to the inversion result with parity. 
This method could help to prevent the result of an acquiring of an over- or 
under-inverted result caused by over-fitting or an unsuitable determination of 
ii 
 
the number of inversion iterations. 
The developed inverse algorithm was tested using a time domain synthetic 
dataset generated with a realistic foothill model. The results of the test 
demonstrate that this algorithm can recover an adequate velocity model with-
out requiring low-frequency information and with the dataset containing an 
expected noise.  
 
Keywords: 2D elastic domain, Full-waveform inversion, Unstructured 
grid, Stopping criterion, Pseudo-Hessian matrix, Laplace-Fourier do-
main 
 





Chapter 1. Introduction ........................................................ 1 
Chapter 2. Theory ................................................................. 6 
2.1 The elastic wavefield in the Laplace and Laplace-Fourier 
domains ..................................................................................... 6 
2.2 The elastic wave equation in the Laplace-Fourier domain ....... 13 
2.3 Simulation of the elastic wave propagation using the FEM ..... 15 
2.3.1 The finite element method for the 2D elastic wave equation 16 
2.3.2 Source and receiver distributions ........................................... 27 
2.4 Full waveform inversion in the Laplace-Fourier domain ......... 31 
2.4.1 Determination of gradient direction in the Laplace-Fourier 
domain using the steepest descent .................................................. 32 
2.4.2 Preconditioning of the gradient direction using pseudo-
Hessian matrix ................................................................................ 35 
2.4.3 Source-estimation algorithm .................................................. 51 
2.4.4 Construction of the mesh ....................................................... 54 
2.4.5 Stopping criterion using normalized error for the Laplace-
Fourier-domain inversion ............................................................... 56 
Chapter 3. Examples using synthetic data ........................ 80 
iv 
 
3.1 Laplace-Fourier-domain synthetic dataset ................................ 83 
3.2 Time-domain synthetic dataset ................................................. 87 
3.2.1 Inversion test for the dependency with respect to the low-
frequency information..................................................................... 92 
3.2.2 Inversion test with a noisy dataset ....................................... 110 
3.2.3 Acoustic approach for an elastic dataset .............................. 122 
Chapter 4. Conclusion ....................................................... 128 
A.1 The notations .......................................................................... 134 
A.2 The IPDG formulation of the 2D elastic wave equation ........ 135 
REFERENCES .................................................................. 143 
초    록  ..................................................................... 151 
v 
 
List of Tables 
 
Table 1. Summary of the information of the generated time-domain synthetic 
dataset using modified Pluto parameter set. ....................................... 60 
Table 2. Summary of the inversion parameters for each loop. It is designed 
for the inversion test with modified PLUTO dataset. ............................ 66 
Table 3. The summaries about the number of over-fitting for objective 
function, amplitude error, and phase error when the stopping criterion 
ϵ𝑜𝑜𝑜. is applied. ..................................................................................... 77 
Table 4. The summaries about the number of over-fitting for objective 
function, amplitude error, and phase error when the stopping criterion 
ϵ𝑛𝑜𝑛. is applied. ..................................................................................... 78 
Table 5. Summary of the information of the generated Laplace-Fourier-
domain synthetic dataset using IPATI parameter set. ............................ 84 
Table 6. Summary of the inversion parameters for each loop. It is designed 
for the inversion test with the Laplace-Fourier domain IPATI dataset. . 85 
Table 7. Summary of the information of the generated time domain synthetic 
dataset using IPATI parameter set. ......................................................... 89 
Table 8. Summary of the inversion parameters for each loop. It is designed 
for the inversion test with the time domain IPATI dataset. .................... 91 
Table 9. The information of the velocity residuals computed with the true 
velocity models and initial models and inverted models. Inverted model 
set 1 denotes the inverted results with low frequency contains dataset, 
Inverted model set 2 denotes the inverted results with the 1st high pass 
filter applied dataset (contains: 3 Hz~), and Inverted model set 3 
denotes the inverted results with the 2nd high pass filter applied dataset 
(contains: 6 Hz~). ................................................................................ 108 
Table 10. The distribution of the magnitude of the velocity residuals 
vi 
 
computed with the true velocity models and initial models and inverted 
models. Inverted model set 1 denotes the inverted results with low 
frequency contains dataset, Inverted model set 2 denotes the inverted 
results with the 1st high pass filter applied dataset (contains: 3 Hz~), 
and Inverted model set 3 denotes the inverted results with the 2nd high 
pass filter applied dataset (contains: 6 Hz~). ....................................... 109 
Table 11. The information of the velocity residuals computed with the true 
velocity models and initial models and inverted models. Inverted model 
set 1 denotes the inverted results with noise free dataset, Inverted model 
set 2 denotes the inverted results with the noise applied dataset 1 (SN 
ratio: 100), and Inverted model set 3 denotes the inverted results with 
the noise added dataset 2 (SN ratio: 50). ............................................. 120 
Table 12. The distribution of the magnitude of the velocity residuals 
computed with the true velocity models and initial models and inverted 
models. Inverted model set 1 denotes the inverted results with noise 
free dataset, Inverted model set 2 denotes the inverted results with the 
noise applied dataset 1 (SN ratio: 100), and Inverted model set 3 
denotes the inverted results with the noise added dataset 2 (SN ratio: 
50). ....................................................................................................... 121 
Table 13. The information of the P-wave velocity residuals computed with 
the true velocity model, initial model and inverted models with the 
elastic approach shown in Figure 45c and the acoustic approach shown 
in Figure 59b. ....................................................................................... 126 
Table 14. The distribution of the magnitude of the P-wave velocity residuals 
computed with true P-wave velocity model and initial P-wave model 
and inverted models with the elastic and acoustic approaches. ........... 127 
vii 
 
List of Figures 
 
Figure 1．The geometry and homogeneous elastic parameters for computing 
the Green’s function in the Laplace-Fourier domain. ........................... 8 
Figure 2．The amplitude spectrum of the horizontal Green’s function in the 
Laplace-Fourier domain with respect to the 3 Laplace damping 
constants and 3 angular-frequency components. ..................................... 9 
Figure 3．The amplitude spectrum of the vertical Green’s function in the 
Laplace-Fourier domain with respect to the 3 Laplace damping 
constants and 3 angular-frequency components. ................................... 10 
Figure 4．The phase spectrum of the vertical Green’s function in the 
Laplace-Fourier domain with respect to the 3 Laplace damping 
constants and 3 angular-frequency components. .................................... 11 
Figure 5．The phase spectrum of the vertical Green’s function in the 
Laplace-Fourier domain with respect to the 3 Laplace damping 
constants and 3 angular-frequency components. ................................... 12 
Figure 6．An elastic modeling domain for wave propagation. Ω is the 
entire domain, and ∂Ω is the Neumann boundary condition. Ω𝑝𝑝𝑝 
denotes the domain for absorbing boundary condition, and ∂Ω𝑝𝑝𝑝 
represents the boundaries of PML zone. ................................................ 18 
Figure 7. Illustration of the mapping from the master to the global element 
via 𝐹𝑘. ................................................................................................... 21 
Figure 8. P-wave velocity model defined on the unstructured grids for a 
modeling test. ......................................................................................... 24 
Figure 9. Parameters defined on unstructured grids for a modeling test: (a) S-
wave velocity and (b) density. ............................................................... 25 
Figure 10. The (a) horizontal and (b) vertical displacement computed in the 
Laplace-Fourier domain using the parameters given in Figure 8 and 9, 
viii 
 
σ = 1 for and ω = 20π. ....................................................................... 26 
Figure 11. Illustration of the mapping of an arbitrary position to a nodal 
position. ................................................................................................. 29 
Figure 12. (a) Domain for testing the elastic wave propagation using the 
exact and distributed positions of the sources and receivers. (b) Vertical 
displacement and (c) horizontal displacement. ...................................... 30 
Figure 13. Parameter sets containing the box-shaped structures at different 
depths for testing the pseudo-Hessian matrix. ....................................... 38 
Figure 14. The initial models for the tests of the pseudo-Hessian matrix: (a) 
2000 m/s homogeneous P-wave velocity model and (b) 1200 m/s 
homogeneous S-wave velocity model. .................................................. 39 
Figure 15. Inverted P-wave velocity using 3 types of damping factors for 3 
datasets. .................................................................................................. 41 
Figure 16. The plots of the 1D steepest-descent direction, the pseudo-
Hessian without the damping factor, and the gradient direction obtained 
when preconditioned using the pseudo-Hessian without damping. These 
1D plots were extracted for the location 10,000 m from the left origin 
for the Hessian test using 1st dataset. ..................................................... 42 
Figure 17. The 1D Hessian matrix without a damping factor and with the 
various damping factors The 1D pseudo-Hessian matrix without a 
damping factor and with the various damping factors 
d = 10−1, 10−2, 10−3, 10−4, and 10−5 ............................................... 43 
Figure 18. The 1D preconditioned gradient directions obtained using 
pesudo-Hessians with various damping factors: 
d = 10−1, 10−2, 10−3, 10−4 and 10−5. ............................................... 44 
Figure 19. The 1D conventional pseudo-Hessian matrices using various 
damping factors, d=10−1, 10−2, 10−3, 10−4, and 10−5, and the derived 
pseudo-Hessian matrix that is regularized using the modeled wavefield.48 
Figure 20.The 1D preconditioned gradient directions obtained using 
conventional pseudo-Hessians with various damping factors; 
ix 
 
 d = 10−1, 10−2, 10−3, 10−4, and 10−5, and using the derived pseudo-
Hessian. .................................................................................................. 49 
Figure 21. Inverted P-wave velocity models obtained using the derived 
pseudo-Hessian for 3 datasets. Inversion results using (a) parameter set 
1, (b) parameter set 2 and (c) parameter set 3. ....................................... 50 
Figure 22. Examples of (a) unstructured mesh and (b) mixed-type mesh. The 
surface parts are constructed using unstructured grids, and the inner 
domain is composed of structured triangular elements for the mixed 
type mesh. .............................................................................................. 55 
Figure 23. The multi-loop inversion methods using stopping criterion based 
on the objective function. ...................................................................... 57 
Figure 24. The modified Pluto parameter set with complex topography: (a) 
P-wave velocity, (b) S-wave velocity, and (c) density models. ............. 59 
Figure 25. The high-pass filter to remove low-frequency information 
(frequency=0., 3., 6., and 9. Hz and amplitude=0., 0., 1., and 1.). ........ 61 
Figure 26. Examples of the (a) vertical displacement shot gather and its 
frequency spectrum from the modified Pluto set using the time domain 
IPDG scheme. ........................................................................................ 62 
Figure 27. Examples of the high-pass filtered (a) vertical displacement shot 
gather and its frequency spectrum from the modified Pluto set using the 
time domain IPDG scheme. ................................................................... 63 
Figure 28. The initial models for inversion tests with the stopping criterion: 
(a) initial P-wave velocity model and (b) initial S-wave velocity model.65 
Figure 29. Inverted (a) P-wave and (b) S-wave velocity models obtained 
using Laplace-domain inversion using the stopping criterion 𝜖𝑜𝑜𝑜. and 
the low-frequency-containing dataset. Inverted (c) P-wave and (d) S-
wave velocity models obtained using Laplace-Fourier-domain inversion 
using the stopping criterion 𝜖𝑜𝑜𝑜.  and the low-frequency-containing 
dataset. ................................................................................................... 67 
Figure 30. Inverted (a) P-wave and (b) S-wave velocity models obtained 
x 
 
using Laplace-domain inversion the stopping criterion 𝜖𝑜𝑜𝑜. and the 
high-pass-filtered dataset. Inverted (c) P-wave and (d) S-wave velocity 
models obtained using Laplace-Fourier-domain inversion using the 
stopping criterion 𝜖𝑜𝑜𝑜. and the high-pass-filtered dataset. .................. 68 
Figure 31. The magnitude of the (a) amplitude-versus-phase error ratio and 
(b) phase-versus-amplitude error ratio for 7 Laplace damping constants: 
σ={2, 4, 6, 8, 10, 12, and 14} and f={0.0, 2.0, 4.0, 6.0, 8.0, and 10.0}.70 
Figure 32. The multi-loop inversion methods using stopping criterion based 
on the multi-objective assumption of the logarithmic objective function.73 
Figure 33. Inverted (a) P-wave and (b) S-wave velocity models obtained 
using Laplace-domain inversion using the normalized stopping criterion 
𝜖𝑛𝑜𝑛. and the low-frequency-containing dataset. Inverted (c) P-wave 
and (d) S-wave velocity models obtained using Laplace-Fourier-domain 
inversion using the normalized stopping criterion 𝜖𝑛𝑜𝑛. and the low-
frequency-containing dataset. ................................................................ 74 
Figure 34. Inverted (a) P-wave and (b) S-wave velocity models obtained 
using Laplace-domain inversion using the normalized stopping criterion 
𝜖𝑛𝑜𝑛. and the high-pass-filtered dataset. Inverted (c) P-wave and (d) S-
wave velocity models obtained using Laplace-Fourier-domain inversion 
usisng the normalized stopping criterion 𝜖𝑛𝑜𝑛. and the high-pass-
filtered dataset. ....................................................................................... 75 
Figure 35. The P-wave residuals between true models and initial models 
obtained with (a) 𝜖𝑜𝑜𝑜., (b) 𝜖𝑛𝑜𝑛., and (c) histogram of the magnitude 
of the error of P-wave. Error groups defined as (1) 0.0 ~ 0.1, (2) 0.1 ~ 
0.2, (3) 0.2 ~ 0.3, (4) 0.3 ~ 0.4, (5) 0.4 ~ 0.5, (6) 0.5 ~ 0.6, (7) 0.6 ~ 0.7, 
(8) 0.7 ~ 0.8, (9) 0.8 ~ 0.9, and (10) 0.9 ~ km/s. ................................... 76 
Figure 36. The error curves at 2nd loop obtained using stopping criterions; (a) 
amplitude and (b) phase error. Stopping criterion 1 indicates 𝜖𝑜𝑜𝑜. and 
stopping criterion indicates 𝜖𝑛𝑜𝑛... ........................................................ 79 
Figure 37. IPATI parameter set that describes a realistic folded mountain: (a) 
xi 
 
P-wave velocity, (b) S-wave velocity, and (c) density models. ............. 81 
Figure 38. The initial parameter set for synthetic inversion tests: (a) initial P-
wave velocity model, (b) initial S-wave velocity model, and (c) initial 
density models. ...................................................................................... 82 
Figure 39. Inverted (a) P-wave and (b) S-wave velocity models obtained 
using Laplace-domain from IPATI dataset. Inverted (c) P-wave and (d) 
S-wave velocity models obtained using Laplace-Fourier-domain 
inversion from Laplace-Fourier domain IPATI dataset.......................... 86 
Figure 40. Examples of the (a) vertical displacement shot gather computed 
using time-domain IPDG scheme from IPATI parameter set and (b) its 
frequency spectrum. ............................................................................... 90 
Figure 41. The high-pass filter to remove low frequency information. (a) 
High-pass filter 1 (frequency=0., 3., 6., and 9. Hz and amplitude=0., 0., 
1., and 1.) (b) High-pass filter 2 (frequency=0., 6., 12., and 18. Hz and 
amplitude=0., 0., 1., and 1.). .................................................................. 94 
Figure 42. Examples of the (a) vertical displacement shot gather computed 
using time-domain IPDG scheme from IPATI parameter set and (b) its 
frequency spectrum. This dataset is applied the 1st high-pass filter 
presented in Figure 41a. ......................................................................... 95 
Figure 43. Examples of the (a) vertical displacement shot gather computed 
using time-domain IPDG scheme from IPATI parameter set and (b) its 
frequency spectrum. This dataset is applied the 2nd high-pass filter 
presented in Figure 41b. ........................................................................ 96 
Figure 44. Inverted (a) P-wave and (b) S-wave velocity models obtained 
using Laplace-domain inversion. Inverted (c) P-wave and (d) S-wave 
velocity models obtained using Laplace-Fourier-domain inversion with 
time domain IPATI dataset. The inversion results are obtained with the 
low frequency contains dataset presented in Figure 40. ........................ 99 
Figure 45. Inverted (a) P-wave and (b) S-wave velocity models obtained 
using Laplace-domain inversion. Inverted (c) P-wave and (d) S-wave 
xii 
 
velocity models obtained using Laplace-Fourier-domain inversion with 
time domain IPATI dataset. The inversion results are obtained with the 
time domain dataset applied the 1st high-pass filter, thus the dataset is 
not contains the low-frequency information below 3 Hz as presented in 
Figure 42. ............................................................................................. 100 
Figure 46. Inverted (a) P-wave and (b) S-wave velocity models obtained 
using Laplace-domain inversion. Inverted (c) P-wave and (d) S-wave 
velocity models obtained using Laplace-Fourier-domain inversion with 
time domain IPATI dataset. The inversion results are obtained with the 
time domain dataset applied the 2nd high-pass filter, thus the dataset is 
not contains the low-frequency information below 6 Hz as presented in 
Figure 43. ............................................................................................. 101 
Figure 47. The residuals between true models and initial models: (a) P-wave 
and (b) S-wave velocity models. Histogram of the magnitude of the 
error: (c) P-wave and (d) S-wave velocity models. Error range groups 
defined as (1) 0.0 ~ 0.1, (2) 0.1 ~ 0.2, (3) 0.2 ~ 0.3, (4) 0.3 ~ 0.4, (5) 0.4 
~ 0.5, (6) 0.5 ~ 0.6, (7) 0.6 ~ 0.7, (8) 0.7 ~ 0.8, (9) 0.8 ~ 0.9, and (10) 
0.9 ~ km/s. ........................................................................................... 102 
Figure 48. The residuals between the true models and the inverted models 
with low-frequency-containing dataset as shown in Figure 40: (a) P-
wave and (b) S-wave velocity models. Histograms of the magnitude of 
the residuals of inverted (c) P-wave and (d) S-wave velocity models. 105 
Figure 49. The residuals between the true models and the inverted models 
without low-frequency component dataset as shown in Figure 42 
(3Hz~): (a) P-wave and (b) S-wave velocity models. Histograms of the 
magnitude of the residuals of inverted (c) P-wave and (d) S-wave 
velocity models. ................................................................................... 106 
Figure 50. The residuals between the true models and the inverted models 
without low-frequency component dataset as shown in Figure 43 
(6Hz~): (a) P-wave and (b) S-wave velocity models. Histograms of the 
xiii 
 
magnitude of the residuals of inverted (c) P-wave and (d) S-wave 
velocity models. ................................................................................... 107 
Figure 51. Examples of the vertical displacement shot gather from the IPATI 
parameter set. (a) Contains the Gaussian white noise with intensity of 
SN ratio 100. (b) Contains the Gaussian white noise with intensity of 
SN ratio 50. ........................................................................................... 112 
Figure 52. The comparison of the traces between noise free shot gather and 
noise applied shot gather (SN ratio: 100) at the (a) 400th and (b) 800th 
receiver. ................................................................................................. 113 
Figure 53. The comparison of the traces between noise free shot gather and 
noise applied shot gather (SN ratio: 50) at the (a) 400th and (b) 800th 
receiver. ................................................................................................. 114 
Figure 54. (a) The comparison of the energy of noise-free, noisy 1, and noisy 
2 dataset shown in Figure 42, Figure 51, and Figure 51, with respect to 
the frequency. (b) SN ratios of noisy datasets with respect to the 
frequency............................................................................................... 115 
Figure 55. Inverted (a) P-wave and (b) S-wave velocity models obtained 
using Laplace-domain inversion with time domain IPATI dataset. 
Inverted (c) P-wave and (d) S-wave velocity models obtained using 
Laplace-Fourier-domain inversion with time domain IPATI dataset. The 
inversion results are obtained with the time domain dataset applied the 
1st high-pass filter and the Gaussian white noise with intensity of SN 
ratio 100 as presented in Figure 51a. .................................................... 116 
Figure 56. Inverted (a) P-wave and (b) S-wave velocity models obtained 
using Laplace-domain inversion with time domain IPATI dataset. 
Inverted (c) P-wave and (d) S-wave velocity models obtained using 
Laplace-Fourier-domain inversion with time domain IPATI dataset. The 
inversion results are obtained with the time domain dataset applied the 
1st high-pass filter and the Gaussian white noise with intensity of SN 
ratio 50 as presented in Figure 51b. ...................................................... 117 
xiv 
 
Figure 57. The residuals between true models and the inverted models with 
noise added dataset as shown in Figure 51a (SN ratio 100): (a) P-wave 
and (b) S-wave velocity models. Histogram of the magnitude of the 
residuals of inverted (c) P-wave and (d) S-wave velocity models. ....... 118 
Figure 58. The residuals between true models and the inverted models with 
noise added dataset as shown in Figure 51b (SN ratio 50): (a) P-wave 
and (b) S-wave velocity models. Histogram of the magnitude of the 
residuals of inverted (c) P-wave and (d) S-wave velocity models. ....... 119 
Figure 59. Inverted P-wave models via acoustic (a) Laplace-domain 
inversion and (b) Laplace-Fourier-domain inversion. ......................... 124 
Figure 60.  (a) The residuals between the true P-wave model and the 
inverted P-wave models via acoustic approach Laplace-Fourier-domain 
inversion shown in Figure 59b. (b) Histogram of the magnitude of the 
residuals of acoustic inverted and elastic inverted P-wave velocity 
models. ................................................................................................. 125 
1 
 
Chapter 1. Introduction 
 
Full-waveform inversion (FWI) has been used as a reasonable tool for re-
covering subsurface parameters using pre-stack seismic data since Laily and 
Tarantola introduced the back-propagation algorithm (Laily, 1983; Tarantola, 
1984). In the past 30 years, seismic inversion has dramatically developed with 
the advancement of inversion theories and computational environments (Ta-
rantola, 1984; Tarantola, 1986; Mora, 1987; Bunks et al., 1995; Pratt, 1998, 
Operto et al., 2004; Shin and Min, 2006; Shin et al., 2007; Shin and Cha, 2008, 
2009). Also, the advance of the FWI strategy could be possible to apply the 
FWI to the real dataset has been suffered from the lack of low-frequency in-
formation via inversion starting from a long wavelength velocity model com-
puted using reflection tomography (Brenders and Pratt, 2007; Virieux and 
Operto, 2009) or the Laplace inversion algorithm (Shin and Cha, 2008; Shin 
and Cha, 2009; Ha et al., 2012). In recent years, the brilliant developments in 
the acquisition field have demonstrated success in obtaining good land da-
tasets that contain sufficient low-frequency information and wide-aperture 
long-offset data (Plessix, 2012; Baeten, 2013), and these developments are 
promising for the use of FWI for velocity-model building in production lines 
in the future. However, most of the FWI research has been performed using an 
acoustic environment, and the application of FWI using the elastic wave equa-
tion remains a topic of future work. 
FWI using the elastic wave equation must be a more appropriate algorithm 
than the acoustic assumption for land datasets because the earth supports both 
P- and S- waves; however, the successful case studies using elastic FWI with 
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real datasets are not easy to find.   
Elastic full-waveform inversions have been studied by many geo-physicists. 
They have presented partially successful results and have explained why elas-
tic FWI encounters more difficulties than acoustic FWI (Mora, 1987, 1988; 
Tarantola, 1987; Shipp and Singh, 2002; Gelis et al., 2007). For instance, mul-
tiple parameters of elastic FWI are interdependent on one another. This inter-
dependency causes the inversion to converge more easily to a local minimum 
than in the acoustic case (Brossier et al., 2009, 2010; Bae et al., 2010; Lee et 
al., 2010). The complex topography of an acquisition region produces ex-
tremely complex seismic signals, especially for surface waves of large ampli-
tude energy, and this complexity disturbs the convergence of the inverse prob-
lem by increasing the nonlinearity (Anouar et al., 2011). Moreover, the differ-
ence in surface-wave propagation between the 2D and 3D elastic wave equa-
tions is one of the most critical hindrances to attempt to perform a land inver-
sion using the elastic approach. In addition, the problem of the lack of low-
frequency components is still extant for most real land datasets. Because the 
novel acquisition method that is capable of obtaining low-frequency infor-
mation suffers from limitations concerning applicable sites and for sources, it 
is not possible to apply this method for every land acquisition site. 
This research was started with the purpose of recovering a proper velocity 
model from a real land dataset using the Laplace-Fourier inverse algorithm 
suggested by Shin and Cha, 2009.  
The Laplace-Fourier algorithm offers some advantages for elastic inversion. 
Most importantly, this method does not suffer from the absence of the low-
frequency components, as has been verified in many studies (Shin et al., 2008, 
2009; Cha et al., 2010; Ha et al., 2010; Chung et al., 2010; Bae et al., 2010; 
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Kim et al., 2013). Additionally, especially for the elastic case, this method 
allows the use of the 2D elastic wave equation for the inversion of a 3D land 
dataset. The most critical difference between the 2D and 3D elastic equations 
is the damped (3D) or un-damped (2D) surface waves. This difference means 
that the discrepancy increases with increasing offset distance between the 
modeled data and the observed data when the 2D modeling scheme is used. 
However, the existence of time damping constant in the Laplace or Laplace-
Fourier approach could effectively reduce this discrepancy. Ha et al. (2010) 
have inverted synthetic elastic data using the acoustic wave equation without 
removing the Rayleigh waves in the Laplace domain by exploiting this char-
acteristic. They were able to suppress the Rayleigh wave via the damping ap-
plied in the Laplace transformation. Therefore, we believe that the 2D La-
place-Fourier-domain inversion could mitigate this difference in surface-wave 
propagation.  
Elastic inversion using a Laplace-transformed dataset has already been per-
formed by Chung et al., in 2010. They successfully demonstrated that the La-
place inversion method has the ability to recover long-wavelength velocity for 
the elastic parameters. However, this study was performed using the assump-
tion of an upper flat surface; thus, their algorithm does not have the ability to 
handle with real data that of complex topography. For realistic elastic wave 
propagation, the presence of the complex topography is one of the most pre-
dominant factors that affect successful inversion (Gelis et al., 2007; 
Romdhane et al., 2011). Several studied have indicated that complex topogra-
phy drastically influences the amplitudes and phases of the seismic signal 




Thus, this FWI algorithm adopts unstructured grids to describe the complex 
topography of a land acquisition site. The modeling algorithm, gradient calcu-
lation, and updating are performed on unstructured grids, and only the output 
result is mapped to a structured grid to apply a seismic inversion method such 
as reverse time migration after the inversion is completed. 
Also in this paper, a novel gradient-scaling method for elastic Laplace-
Fourier inversion is introduced which is obtained by modifying the pseudo-
Hessian matrix derived by Shin et al., 2001. The newly introduced pseudo-
Hessian matrix could increases the penetration depth of the inverted result, 
and it also could give proper preconditioning to the steepest descent gradient 
direction without a damping factor defined in the original pseudo-Hessian 
with the purpose of stabilization. In addition, the stopping criterion using 
normalized amplitude and phase error is suggested. The amplitude and phase 
error can be extracted from the error of logarithmic objective function and the 
new stopping criterion could prevent a biased inversion to the amplitude or 
phase. 
To address the problem of the interdependency among elastic parameters, 
the density was assumed as a constant value; thus it was not included in the 
updating process, following the approach taken in other studies (Brossier et al., 
2009, 2010; Bae et al., 2010; Lee et al., 2010, Romdhane, 2011; Jeong et al, 
2012), and this conventional density assumption did not disturb the recovery 
of the velocity model in numerical tests using a synthetic dataset.  
This work begins with the definition of the Laplace and Laplace-Fourier-
transformed datasets. And then, the simulation algorithm of the 2D elastic 
wave propagation was reviewed. The finite element method was used on un-
structured grid for complex topography. The perfectly matched layer (PML) 
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boundary condition is applied for this modeling algorithm (Cohen, 2002).  
In chapter 2.4, some theories of full-waveform inversion was described, 
such as the computation of the steepest-gradient direction, how to estimate 
source wavelets, some details concerning the novel pseudo-Hessian matrix, 
and the normalized stopping criterion. 
In chapter 3, the developed elastic Laplace-Fourier-domain FWI is applied 
to a synthetic dataset. The first test was performed using the same modeling 
algorithm in the forward and inverse problems to confirm the performance of 
the developed inversion algorithm. The second test was performed with 3 dif-
ferent purposes; the observation of the dependency on low-frequency infor-
mation in the dataset, the robustness against noisy data, and the performance 
with respect to the results of the acoustic approach. The synthetic dataset used 
in this study was generated using the time-domain 2D elastic interior penalty 
discontinuous Galerkin method on an unstructured grid (Appendix A). This 
time-domain dataset was computed using realistic foothill velocity models 




Chapter 2. Theory 
 
2.1 The elastic wavefield in the Laplace and Laplace-
Fourier domains 
 
The Laplace-Fourier transform of a time domain wavefield is given by 
(Shin and Cha, 2009) 




𝑠 = 𝑖𝑖 + 𝜎, 
(2-1) 
where s is a complex number, σ is the real Laplace damping constant, ω is 
the real angular frequency (given by 2𝜋𝜋, where 𝜋 is the frequency), t is 
the time, 𝑢(𝑡)  is the time-domain wavefield, and 𝑢�(𝑡)  is the Laplace-
Fourier transform of 𝑢(𝑡). 
In equation (2-1), we can observe that the Laplace-Fourier-transformed 
wavefield is the same as the Laplace-transformed wavefield when 𝑖 is zero. 
The Laplace-transformed wavefield is the integral of the damped time-domain 
wavefield with respect to time and the damping constant 𝜎, and it can take on 
only real values. The Laplace transform for large 𝜎 turns the time-domain 
signal into a delta-like signal that shows the first arrival event, and the trans-
form for small 𝜎 contains a larger contribution from late-arrival signals and 
is expected to include the reflections from deeper regions. 
In contrast, the Laplace-Fourier-transformed wavefield contains both an 
amplitude term and a phase term, and it contributes to the acquisition of high-
resolution parameter models when it is used for inversion. 
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For the observation of the properties of the Laplace-Fourier-transformed 
wavefield with respect to the damping constant and angular frequency, the 
amplitude of the Green’s function of the elastic wave equation in the Laplace-
Fourier domain is presented in Figure 2 and 3, calculated with 3 damping con-
stants (𝜎 = 1, 5, and 10), 3 angular frequencies (𝑖 = 0, 10𝜋, and 20𝜋), and 
the modeling parameters shown in Figure 1.  
From Figure 2 and Figure 3, an estimation of some characteristics of the 
Laplace-Fourier-domain inversion is possible. First, we can see that the ampli-
tude of the Laplace-Fourier wavefield becomes concentrated at the source 
point as the damping constant is increased, and this property is related to the 
penetration depth of the inversion.  
Figure 4 and 5 show the phase component of the Laplace-Fourier-domain 
Green’s function. In these figures, it is possible to confirm that the Laplace 
transform does not contain the phase information; thus, the Laplace-domain 
inversion can be considered to be a purely dynamic algorithm (Pyun et al., 
2007). Therefore, the Laplace-domain inversion might be sensitive to imped-
ance variations in the subsurface. On the other hand, the Laplace-Fourier 
wavefield contains both amplitude and phase information. It is interesting to 
note that the amplitude spectrum varies drastically with respect to the Laplace 
damping constant, but the phase spectrum seems to be influenced little or not 




Figure 1．The geometry and homogeneous elastic parameters for computing the 
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Figure 2．The amplitude spectrum of the horizontal Green’s function in the 
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Figure 3．The amplitude spectrum of the vertical Green’s function in the La-
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Figure 4．The phase spectrum of the vertical Green’s function in the Laplace-
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Figure 5．The phase spectrum of the vertical Green’s function in the Laplace-
Fourier domain with respect to the 3 Laplace damping constants and 3 angular-
frequency components.   
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2.2 The elastic wave equation in the Laplace-Fourier 
domain 
 
The elastic wave equation in the time domain for an isotropic and heteroge-
















































where 𝒙 denotes position vector (𝜕, 𝜕), 𝑢𝑥(𝒙, 𝑡) is the horizontal displace-
ment, and 𝑢𝑥(𝒙, 𝑡) is the vertical displacement in the time domain. σ𝑥𝑥, σ𝑥𝑥, 
and σ𝑥𝑥 are stresses. 𝜆, 𝜇, and 𝜌 are the Lamé parameters, which have a 











where α is the P-wave velocity, and β is the S-wave velocity.  
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The elastic wave equation in the Laplace-Fourier domain can be obtained 
by taking the Laplace-Fourier transforms of equations (2-2) - (2-3), yielding 


























































2.3 Simulation of the elastic wave propagation using the 
FEM 
 
The accurate simulation of wave propagation is the one of the most im-
portant factors that could make successful full-waveform inversion possible. 
For the elastic case, the exact simulation of elastic wave propagation for a 
land dataset depends on a description of complex topography of the acquisi-
tion site.  
Many prior studies have been conducted regarding elastic inversion; how-
ever, most of them have used Cartesian grids for simulation, the flat-surface 
assumption and the 2D elastic wave equation. They have produced well-
inverted results and promising algorithms. However, the flat-surface assump-
tion makes that their studies are not suitable for the application to land da-
tasets. 
The flat-surface assumption imposes the different seismic responses with 
the acquired data. The most energetic signal of the elastic wave equation is the 
ground roll, which propagates along the surface, and an irregular surface gen-
erates much more complexity in this phenomenon. Thus, in this study, we 
tried to describe the complex topography by using the finite element method 
(FEM), which can easily handle complex boundaries and unstructured grids 
meshes, even when higher-order discretization is applied.  
16 
 
2.3.1 The finite element method for the 2D elastic wave 
equation 
 
The simulation of the elastic wave propagation was computed in the do-
main shown in Figure 6. The symbol Ω represents the domain of elastic 
modeling. The symbol Ω𝑝𝑝𝑝 denotes the absorbing zone for the application 
of the perfectly matched boundary condition, and it is included in Ω. The 
Neumann boundary condition is applied to all outer boundaries, ∂Ω.    
For the given domain Ω, we consider shape-irregular meshes Γℎ that parti-
tions the domain Ω into a triangular elements 𝐾, such that Ω = ∑𝐾.  The 
2D elastic wave equation in the Laplace-Fourier domain, equations (2-9) and 
(2-10), can then be express in the FEM formulation. 


























































where, 𝑢𝑥ℎ = ∑ 𝑢�𝑖𝜙𝑖,
𝑛𝑑𝑑𝑑
𝑖  𝑢𝑥
ℎ = ∑ 𝑣�𝑖𝜙𝑖,
𝑛𝑑𝑑𝑑
𝑖  𝑣
ℎ = ∑ 𝜙𝑜,
𝑛𝑑𝑑𝑑
𝑜  𝜙  is the 
shape function, and 𝑖 and 𝑗 are nodal points, 𝑛𝑑𝑜𝑑 denotes total degree of 
freedom. 




𝐒𝐒 = (𝐌 + 𝐊)𝐒 = 𝐟, (2-16) 
where, 𝐒 is the complex impedence matrix composed of 𝐌, the mass matrix, 
and 𝐊, the stiffness matrix. 𝐟 denotes the source vector. 
𝐒 = �𝑢�𝑣��, 
(2-17) 
𝐌 = �𝑚11 00 𝑚22
�, 
(2-18) 






where 𝜋𝑥 and 𝜋𝑥 are the horizontal and vertical source vector, respectively. 
The components of the mass matrix and the stiffness matrix are expressed as 
follows, 
























































Figure 6．An elastic modeling domain for wave propagation. 𝛀 is the entire 
domain, and 𝛛𝛀 is the Neumann boundary condition. 𝛀𝒑𝒑𝒑 denotes the do-
main for absorbing boundary condition, and 𝛛𝛀𝒑𝒑𝒑 represents the boundaries 























Where, 𝑘 is an element and 𝐾 is a finite set of element. The number of 
the local node point for an arbitrary element 𝑘 is defined with respect to the 
shape function order (𝑙𝑘) of each element. 
 𝑛𝑑𝑜𝑑𝑘 = (𝑙𝑘 + 1)(𝑙𝑘 + 2) 2⁄  (2-26) 
𝑎𝑘𝑥 and 𝑎𝑘𝑥 is equation (2-21) are the PML constants that are defined for 
each element. For the unstructured-grids model, the PML constants is com-
puted using the center coordinate of the element and the distance from the 
PML boundary ∂Ω𝑝𝑝𝑝. The practical definitions of the PML constants can be 
written in the forms  
𝑎𝑘𝑥 = �
1
































where 𝑎 is the thickness of the boundary layer, 𝑐0 is the velocity of the 
PML zone, R=1000, x′ is the x-axis distance from the ∂Ω𝑝𝑝𝑝, and z′ is the 
z-axis distance from the ∂Ω𝑝𝑝𝑝 (Cohen, 2002). 
The components of the mass matrix in equation (2-21) can be computed us-
ing the shape function 𝜙� of the master element 𝐾�; 𝐹𝑘, which is the mapping 
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function of the 𝑘 element; and the relationship 𝜙𝑖 = 𝜙�𝐼 ∘ 𝐹𝑘−1 between 𝜙 
and 𝜙�.  




                                    = 𝑠2�𝜌𝑘𝑎𝑘𝑥𝑎𝑘𝑥 � 𝜙�𝐼 ∘ 𝐹𝑘−1𝜙�𝐽 ∘ 𝐹𝑘−1𝑑𝑘
𝑘𝐾
 
                          = 𝑠2�𝜌𝑘𝑎𝑘𝑥𝑎𝑘𝑥 � �𝜙�𝐼𝜙�𝐽� ∘ 𝐹𝑘−1𝑑𝑘
𝑘𝐾
 
                           = 𝑠2�𝜌𝑘𝑎𝑘𝑥𝑎𝑘𝑥|𝑑𝑒𝑡𝐽𝑘|� �𝜙�𝐼𝜙�𝐽�𝑑𝐾�
𝐾�𝐾
 
                                      = 𝑚22. 
(2-31) 
The mapping function is shown in Figure 7, and it is defined for a triangu-




𝜕2 − 𝜕1 𝜕3 − 𝜕1
𝑦2 − 𝑦1 𝑦3 − 𝜕1� �
𝜕�
𝑦��, 




where, (𝜕1,𝑦1), (𝜕2,𝑦2), and (𝜕3,𝑦3) are the global coordinates of the ver-
tex of the triangular element k. (𝜕�,𝑦�) represents its corresponding coordi-
nates on the master triangular element 𝐾�. 
For the stiffness matrix, all components of it can be computed the compo-
nents using the quantities above and the relationship ∇𝜙𝑖 = 𝐽𝑘−T∇𝜙�𝐼 ∘ 𝐹𝑘−1 








































































































































where ∇ is the gradient operator. 
The forward modeling was performed using the derived FEM algorithm 
with the heterogeneous velocity model that has the complex surface shown in 
Figure 8. Figure 8, 9a, and 9b show the P-wave and S-wave velocity models 
and the density model, respectively. The size of the domain is 20,000 m  
3,700 m. The unstructured grid was showed in the P-wave velocity model. 
Figure 10 shows the horizontal and vertical displacements obtained via the 
forward-problem algorithm with the given models, a Laplace-damping value 
of 1.0, and a frequency value of 20𝜋. In this modeling example, the compli-
cation of the elastic wave propagation caused by the topography was able to 
observe. And it can be an example why the inversion approach using the flat-
surface assumption and the corrected dataset, which considers only the time 
delay that originates from differences in elevation, is highly susceptible to 












Figure 9. Parameters defined on unstructured grids for a modeling test: (a) S-







Figure 10. The (a) horizontal and (b) vertical displacement computed in the Laplace-Fourier domain using the parameters 
given in Figure 8 and 9, 𝝈 = 𝟏 for and 𝝎 = 𝟐𝟐𝟐.
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2.3.2 Source and receiver distributions 
 
A simulation of the wave equation using FEM in the Laplace and Laplace-
Fourier domains can compute a stable numerical solution using a grid size ten 
times coarser grid size than that required for similar simulations using time- or 
frequency-domain FEM (Shin and Cha, 2008). However, this advantage can-
not be exploited when the exact nodal positions of the sources and receivers 
are applied during the meshing procedure. Thus, the original coordinates of 
the sources and receivers changed to the distributed coordinates with 
weighting at the corresponding locations, as shown in Figure 11. 
This approach allows for the control of the mesh size and shape without 
any consideration for the coordinates of the original sources and receivers, 
based on the definitions of the integral of the delta function, the mapping 
function 𝐹𝑘 and its determinant. A point source located at 𝒙𝑠 in the inner 
region of element 𝑘𝑠𝑛𝑠, an element that contains a source, can be expressed in 
terms of the distributed sources that are located at the coordinates of the nodal 
points of the master element. The source vector in equation (2-20) can be 
written as follows, 
𝐟 = �� 𝛿(𝒙 − 𝒙𝑠)𝐴𝜙𝑜𝑑𝑘
𝑘𝐾
 
                                        = � 𝛿(𝒙 − 𝒙𝑠)𝐴𝜙𝑜𝑑𝑘
𝑘𝑠
 












where 𝐴 is the amplitude of the source vector in the Laplace-Fourier domain, 
j represents the local nodal points on the source element 𝑘𝑠, and 𝐽 repre-
sents the local nodal points on the master element 𝐾�. Examples of simulation 
of the vertical and horizontal wavefields using distributed coordinate are pre-
sented in Figure 12 to verify the feasibility of using distributed sources and 
receivers. The 1st test was performed using the exact source and receiver posi-
tions, and the 2nd was performed using distributed sources and receivers. The 















Figure 12. (a) Domain for testing the elastic wave propagation using the exact 
and distributed positions of the sources and receivers. (b) Vertical displacement 
and (c) horizontal displacement. 
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2.4 Full waveform inversion in the Laplace-Fourier do-
main 
 
In this section, the Laplace-Fourier-domain inversion algorithm is present-
ed using the steepest descent method introduced by Shin and Cha in 2009 
with the logarithmic objective function suggested by Shin and Min (2006). 
The logarithm objective function must be used for Laplace and Laplace-
Fourier-domain inversion because the amplitude of a Laplace-Fourier-
transformed wavefield has such a large amplitude range with respect to the 
offset; thus, no other widely used objective function, such as the 𝑙1 or 𝑙2 
norm, is suitable (Shin and Ha, 2008).  
The source-estimation algorithm of logarithmic wavefield is also reviewed 
in this chapter. The full Newton method suggested by Shin et al. (2007) is ap-
plied for an estimating of the source wavelet and it is performed for each 
source, independently.  
Next, it is showed that how to distribute the source and receiver position 
from their original coordinate to node point of mesh. The mixed type mesh is 
applied to minimize the error originated from mapping the result obtained on 
unstructured grid to the structured grid. 
The novel pseudo-Hessian matrix and stopping criterion using normalized 
amplitude and phase error were proposed in this chapter. The suggested pseu-
do-Hessian matrix could promise proper regularized gradient direction than 
the original one for elastic inversion. Also, the stopping criterion could pre-
vent to be partial inversion toward the amplitude or phase. These methods 
were introduced with numerical examples.
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2.4.1 Determination of gradient direction in the Laplace-
Fourier domain using the steepest descent  
  
The Laplace and Laplace-Fourier domain wavefields can be obtained via 
frequency-domain modeling using a Laplace damping constant and an angu-
lar-frequency constants; thus, the inversion algorithm can be implemented in 
the same manner as in the frequency-domain method using a logarithmic 
wavefield. 
The residual is defined in terms of the ratio of the logarithmic modeled 
wavefield and the observed wavefields based on the 𝑙2 norm, as follows: 





where 𝑢�𝑖,𝑜 and ?̃?𝑖,𝑜 are the modeled and observed wavefields in the Laplace-
Fourier domain at the location of the 𝑗th receiver of the 𝑖th source. In partic-
ular, the observed dataset was assumed that it contains only a vertical compo-
nent, as this assumption is consistent with many real land datasets. Thus, the 
modeled data 𝑢�𝑖,𝑜 also contains a vertical component. The objective function 












where 𝑛𝑠 and 𝑛𝑛 are the numbers of sources and receivers, respectively. 
The notation ∗ indicates a complex conjugated value.  
The steepest-decent method is an iterative method of minimizing the objec-
tive function using the gradient directions for the various unknown parameters. 




where 𝐦(𝑝) is the model parameter vector at the 𝑙th iteration, and ∇𝒑𝐸 is 
the steepest-decent gradient direction. 𝛼 is the step length for updating. 
The steepest-descent gradient direction for the k element can be computed 
from the partial derivative of the logarithmic objective function with respect 
to the model parameter 𝑚𝑘. 

















The partial derivative of the modeled wavefield can be computed by taking 
the partial derivative of equation (2-16) with respect to the model parameter 


















where 𝐯𝑘  is the virtual source vector with respect to the parameter m𝑘 






Now, the steepest-descent gradient direction of a model parameter for the k 
element can be calculated using back propagation algorithm (Shin and Min, 
2006), and it can be expressed as 
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where 𝐒−T is the inverse of the transposed impedance matrix, and it can be 
replaced by 𝐒−1 because of its symmetry. The residual vector 𝐫𝑖 can be ex-










































2.4.2 Preconditioning of the gradient direction using 
pseudo-Hessian matrix 
 
The gradient direction computed using the steepest-descent method of 
equation (2-45) requires preconditioning because it is computed without con-
sideration of the geometrical spreading effect. Pratt et al. suggested the Gauss-
Newton method and the full-Newton method for regularizing the gradient di-
rection in 1998, and Shin et al. introduced the pseudo-Hessian matrix, which 
uses only the diagonal component of the approximated Hessian in Gauss-
Newton method, to reduce the computational cost of this task in 2001. 
Researches on Laplace- or Laplace-Fourier-domain inversion usually used 
the diagonal element of the pseudo-Hessian matrix using the virtual source 







The preconditioned gradient direction for updating is obtained using steep-
est decent direction normalized by the diagonal element of the pseudo-







𝑖 � + 𝜂
 
(2-48) 
where δ𝑚𝑘 is the preconditioned gradient direction for the model parameter 
of the 𝑘 element and 𝜂 is the damping factor to stabilize the normalization. 
Now, the updating method in equation (2-40) is need to be changed with the 
preconditioned gradient direction, as follows 
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𝐦(𝑝+1) = 𝐦(𝑝) + 𝛼(𝑝)δ𝑚, (2-49) 
In some numerical tests, the pseudo-Hessian matrix presented in equation 
(2-47) could not be reasonably preconditioned because of the damping factor. 
The damping factor 𝜂 is applied to stabilize the gradient direction. In this 
context, the damping factor must solely stabilize the gradient, and it must not 
affect to the global trend of the gradient direction. However, it was contribut-
ed to the inverted result.  
A simple test was performed to investigate the effect of the damping factor 
on the pseudo-Hessian matrix. Figure 13 shows the 3 types of true model sets 
that were used for this test. The P-wave velocity models were constructed us-
ing a 1500 m/s background velocity and a 3000 m/s box-shaped structure at 
depths of 1000 m to 2000 m, 1500 m to 2500 m, and 2000 m to 3000 m. The 
S-wave velocity models were constructed using a 866 m/s background veloci-
ty and a 1732 m/s box-shaped structure at depths of 1000 m to 2000 m, 1500 
m to 2500 m, and 2000 m to 3000 m, relatively. The density model was a 2 
g/cc homogeneous model. Figure 14 shows the initial velocity models; the 
initial P-wave model was a 2000 m/s constant model, and the initial S-wave 
model was a 1200 m/s constant model. The density was assumed to be 2 g/cc. 
The inversion was performed using 6 Laplace damping constants (2, 4, 6, 8, 
10, and 12) and 3 different damping factors. The damping factor was deter-
mined as a proportion of the maximum of the pseudo-Hessian matrix as fol-
lows: 
𝜂 = 𝑑 × max(𝐇𝑝) (2-50) 
In Figure 15, the inverted P-wave results was presented using the 3 types of 
datasets with 3 different damping factors after 30 iterations. The results 
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demonstrate that the damping factor affects the determination of the inverted 
depth. The inverted result for 𝑑 = 10−1 is biased in the upwind direction, 
and the result for 𝑑 = 10−5 is biased in the downward direction. These re-
sults indicate that elastic Laplace-Fourier-domain inversion cannot always 
yield a reasonable result because of the effect of the damping factor. 
For a more detailed analysis, the 1D steepest-descent direction and the 
pseudo-Hessian was extracted at 10,000 m from the left origin for the 1st test, 
with a high-velocity structure located at a depth of 1000 m to 2000m and for a 
Laplace damping constant of 2. First, in Figure 16, the steepest gradient, 
pseudo-Hessian without the damping factor, and the gradient direction were 
presented and the gradient direction was preconditioned using a pseudo-
Hessian without a damping factor.  
The preconditioned gradient using a pseudo-Hessian without a damping 
factor cannot compensate for the geometrical-spreading effect in this analysis. 
Second, Figure 17 shows the pseudo-Hessian matrixes are computed using the 
5 damping factors 𝑑 = 10−1, 10−2, 10−3, 10−4, and 10−5 to illustrate how 
the matrix changes with respect to the damping factor. In this plot, it is appar-
ent that the value of the applied damping factor plays a role in the minimum 
tolerance limit for the Hessian, and it causes unexpected changes in the pre-
conditioned gradient, as shown in Figure 18. The preconditioned gradient di-
rection is tend to emphasize a deeper region following as the damping factor 
goes to small. From results of this analysis, it seems to that the pseudo-
Hessian matrix derived using the conventional 𝑙2 norm is not appropriate for 




Parameter set 1 
   Box depth: 1,000 ~ 2,000 m 
Parameter set 2    
   Box depth: 1,500 ~ 2,500 m 
Parameter set 3 














   







Figure 14. The initial models for the tests of the pseudo-Hessian matrix: (a) 
2000 m/s homogeneous P-wave velocity model and (b) 1200 m/s homogeneous S-
wave velocity model. 
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In 2012, Ha et al. introduced a modified pseudo-Hessian matrix that was 
derived for the logarithmic objective function. Presented below is the modi-














where 𝐜T = (1, 1,⋯ , 1). This pseudo-Hessian matrix does not contain the 
information about the modeled wavefield. They have demonstrated that their 
pseudo-Hessian matrix properly preconditions the steepest-descent gradient 
direction in the acoustic inversion problem. From here, to prevent confusing 
names, the pseudo-Hessian matrix derived from the conventional 𝑙2 norm is 
indicated with 𝐇𝑝2
𝑝, while the other is expressed as 𝐇𝑝𝑜𝑜𝑝. 
𝐇𝑝𝑜𝑜𝑝 is applied to the elastic equation. First, the partial-derivative of the 
impedance matrix for arbitrary element k with respect to the model parameters 
of the elastic wave equation (𝜆, 𝜇, and 𝜌) can be expressed using the following 
equations: 
                    −
𝜕𝐒
𝜕𝜆𝑘





                    −
𝜕𝐒
𝜕𝜇𝑘
𝐜 = |𝑑𝑒𝑡𝐽𝑘| �
2𝑎𝑘,1 + 𝑎𝑘,4 𝑎𝑘,3
𝑎𝑘,2 𝑎𝑘,1 + 2𝑎𝑘,4
� 𝐜, 
(2-53) 


































   




Figure 16. The plots of the 1D steepest-descent direction, the pseudo-Hessian without the damping factor, and the gradient 
direction obtained when preconditioned using the pseudo-Hessian without damping. These 1D plots were extracted for the 




Figure 17. The 1D Hessian matrix without a damping factor and with the various damping factors The 1D pseudo-Hessian 




Figure 18. The 1D preconditioned gradient directions obtained using pseudo-Hessians with various damping factors: 
𝒅 = 𝟏𝟐−𝟏,𝟏𝟐−𝟐,𝟏𝟐−𝟑,𝟏𝟐−𝟒, and 𝟏𝟐−𝟓.  
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Where 𝑎𝑘 matrix is consist of 𝑎𝐼,𝐽𝑘 with size of 𝑛𝑑𝑜𝑑𝑘 × 𝑛𝑑𝑜𝑑𝑘. The ma-
trix size of partial derivatives is 2𝑛𝑑𝑜𝑑𝑘 × 2𝑛𝑑𝑜𝑑𝑘 and the size of vector 𝐜 
is 2𝑛𝑑𝑜𝑑𝑘. 




























From these derivatives demonstrate that 𝐇𝑝𝑜𝑜𝑝 are computed using the 
values of |𝑑𝑒𝑡𝐽𝑘| and 𝐽𝑘 for each element 𝑘. It means that it contains only 
information of the element; thus, it cannot compensate for the geometrical-
spreading effect for the elastic case. For example, 𝐇𝑝𝑜𝑜𝑝 gives a constant 
value when the mesh is a structured grid. 
Now, we propose that another pseudo-Hessian matrix for the logarithmic 
objective function can be used for the elastic inversion. This novel Hessian 
matrix is derived from the difference between 𝐇𝑝2
𝑝 and 𝐇𝑝𝑜𝑜𝑝. The differ-
ence is whether the modeled wavefield 𝒖 is contained in the matrix. The vir-
tual source of the 𝐇𝑝2
𝑝 with respect to the model parameters, for the each 
element, can be expressed as follows: 
                −
𝜕𝐒
𝜕𝜆𝑘







                −
𝜕𝐒
𝜕𝜇𝑘
𝒖𝑘 = |𝑑𝑒𝑡𝐽𝑘| �
2𝑎𝑘,1 + 𝑎𝑘,4 𝑎𝑘,3
𝑎𝑘,2 𝑎𝑘,1 + 2𝑎𝑘,4
�𝒖𝑘 , 
(2-60) 
















where the modeled wavefield 𝒖𝑘 contains the horizontal and vertical wave-
field on the nodes of element 𝑘 and the size of this vector is 2𝑛𝑑𝑜𝑑𝑘. And 
then, the 𝐇𝑝2
𝑝 can be expressed by substitute these virtual sources to the 
equation (2-47).  
To derive it, we assume that the energy level for the geometrical spreading 
of the modeled wavefield is similar for each nodal point on the same element; 






















































                                   = 𝑔𝑘(𝑔𝑘)∗𝐇𝑝𝑜𝑜𝑝.  
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Here, the geometrical energy term 𝑔𝑘(𝑔𝑘)∗ for an element 𝑘 is defined as 
the following equation: 







From the relationship in equations (2-62), the new pseudo-Hessian matrix 
for the logarithmic objective function can be obtained as follows, 
𝐇𝑝𝑜𝑜𝑝 = 𝐇𝑝2
𝑝  𝑔𝑘(𝑔𝑘)∗⁄  (2-64) 
The Figure 19 shows the newly derived Hessian matrix, and Figure 20 
shows the preconditioned gradient directions. These figures demonstrate that 
the derived Hessian can compensate the geometrical-spreading effect without 
damping factor, reasonably.  
The same inversion tests were performed using 3 types of datasets and the 
derived pseudo-Hessian matrix. Figure 21 shows the inverted P-wave results 
for each dataset after 30 iterations. The inverted results seem to recover suc-





Figure 19. The 1D conventional pseudo-Hessian matrices using various damping factors, 𝒅 = 𝟏𝟐−𝟏,𝟏𝟐−𝟐,𝟏𝟐−𝟑,𝟏𝟐−𝟒, and 




Figure 20.The 1D preconditioned gradient directions obtained using conventional pseudo-Hessians with various damping fac-









Figure 21. Inverted P-wave velocity models obtained using the derived pseudo-
Hessian for 3 datasets. Inversion results using (a) parameter set 1, (b) parame-
ter set 2 and (c) parameter set 3.
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2.4.3 Source-estimation algorithm 
 
The full-Newton method suggested by Shin et al. (2007) is applied to esti-
mate the unknown source wavelet. In this section, it is reviewed.  
The Laplace-Fourier-transformed observed data can be defined using the 





where 𝐴𝑜𝑜𝑜𝑠 and 𝜙𝑜𝑜𝑜𝑠 denote the amplitude and phase, respectively, of the 
observed data at the location of the 𝑗th receiver and an arbitrary source. 
Similarly, the vertical component of the modeled wavefield for the an arbi-





where 𝐵𝑜𝑠𝑐𝑝 and 𝜙𝑜𝑠𝑐𝑝 denote the amplitude and phase, respectively, of the 
modeled data at the location of the 𝑗th receiver. 𝐶𝑠𝑛𝑠 and 𝜙𝑠𝑛𝑠 are the am-
plitude and phase, respectively, of the source wavelet.  
The objective function of the source wavelet for the logarithmic wavefield 
is constructed as follows in equation (2-66). In this thesis, the source-
estimation algorithm is applied for each shot independently, instead of apply-
ing the one-source-wavelet assumption. The one-source-wavelet assumption 
is typically applied for the full-waveform inversion, and its applicability is not 
questioned in the acoustic case, which considers a homogeneous and isotropic 
medium of water surveyed using an air-gun source. However, for a land sur-
vey, the amplitude and phase of the source-wavelet must be assumed differ-
ently for each source because of the condition and property of the source trig-
gered position must be different. 
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The equation (2-67) shows the objective function for the source-wavelet. 
























The Newton method for an iterative solution can be expressed as 
δ𝑚𝑠 = −𝐇∇𝑝𝑠Es, (2-68) 
where δ𝑚𝑠 is the update direction for the source wavelet, which contains 
both the amplitude and phase of the source. 𝐇 is the  Hessian matrix, 

















With considering of the logarithmic amplitude, the Hessian matrix can be 




































The gradient-direction vector ∇𝑝𝑠Es with respect to the parameter can al-






































And the updating algorithm of the source-estimation is such that, 
𝑚𝑠,(𝑝+1) = 𝑚𝑠,(𝑝) + 𝛼(𝑝)δ𝑚𝑠, (2-73) 




2.4.4 Construction of the mesh 
  
There are many advantages to adopting the unstructured meshes. It is pos-
sible to model even complex topography or geological discontinuities almost 
perfectly, and the mesh size can be locally adapted to the properties of the 
medium (h-adaptivity) or arbitrarily high-order derivatives (p-adaptivity) for 
important regions. However, these advantages can be used only when the 
properties of the medium are already known. 
Full-waveform inversion is applied to determine these properties, so the 
mesh-construction procedure in this algorithm must be performed without any 
consideration of the subsurface domain, using only the surface topography 
information. Moreover, most seismic research has been conducted using struc-
tured grids; thus, the compatibility with structured meshes was required for 
using of previously developed algorithms such as reverse time migration.  
Therefore, a mixed-type mesh was used that composed of an unstructured 
part and a structured part. The unstructured part adopting triangular elements 
generated using Delaunay refinement algorithm (Shewchuk, 2002) is used to 
describe the topography, and the structured part is used for the subdomain. 
This type of mixed mesh allows the error to be minimized when the computed 
result is need to be moved to a structured grid. Figure 22a and 22b show ex-








Figure 22. Examples of (a) unstructured mesh and (b) mixed-type mesh. The surface parts are constructed using unstructured 
grids, and the inner domain is composed of structured triangular elements for the mixed type mesh.
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2.4.5 Stopping criterion using normalized error for the 
Laplace-Fourier-domain inversion 
 
Full waveform inversion is an indirect method to recover the subsurface pa-
rameter by reducing the objective function in an algorithm via iteratively up-
dating the parameters. However, the objective function is not always de-
creased and it actually begins to get worse again (over-fitting) at some point 
because of seismic inversion is the problem that always has too many parame-
ters relative to the number of observations. Therefore, the full waveform in-
version using fixed number of iterations without considering about it cannot 
give the best result. 
There are basically two ways to fight with over-fitting problem: the first 
one is reducing the number of parameters and the other is terminating of pro-
cedure at proper point (Prechelt, 1997). In this thesis, the developed algorithm 
was applied the second method from automatically stopping based on stop-
ping criterion with the multi-loop method (Shin et al, 2010). 
The following code snippet in Figure 23 shows how the multi-loop algo-
rithm might be implemented. Suppose that there is a routine call modeling 
that computes an impedance matrix for simulating of the wave propagation 
using current guess model parameter 𝑚(𝑝). 𝑑 denotes Laplace-transformed 
observed dataset ln?̃?𝑖,𝑜 as presented in equation (2-38), 𝐴 denotes an in-
verse of the impedance matrix, 𝐒−1 in equation (2-16), and 𝐟 is the source 
vector. For the presented method, the stopping criterion 𝜖𝑜𝑜𝑜. was defined 
based on an objective function and residual. The stopping criterion based on 
the objective function is the basic method to define it (Prechelt, 1997; Ziel-





Figure 23. The multi-loop inversion methods using stopping criterion based on 
the objective function. 
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A numerical-inversion test using the stopping criterion was applied to the 2 
types of dataset; the first dataset contained low-frequency information, while 
the second did not. 
The test model used was the modified Pluto velocity model (Stoughton et 
al., 2001), which has the complex topography shown in Figure 24. The modi-
fied parameter models were reduced in size, but the aspect ratio was main-
tained. In this test, the S-wave velocity model was generated using a fixed 
Poisson’s ratio (0.21875).  
The forward dataset was computed using the 2D elastic IPDG method (de-
scribed in Appendix A) in the time domain with a 1st-derivative Gaussian 
source wavelet. The source wavelet was generated with a maximum frequency 
of 25Hz in the time domain. The number of sources was 100, and the number 
of receivers was 600. The sources and receivers were located 0.0001 m below 
the surface. The recording time of the observed dataset was 5 sec with a 2 ms 
sampling interval. The observed data were obtained using 332,282 triangular 
elements with P2 shape function (with 6 degrees of freedom per element); 
thus, the total number of DOF (degrees of freedom) was 1,993,692. The de-
tailed information about synthetic dataset is presented in Table 1. 
To remove the low-frequency information for verisimilitude with the real 
data, a high-pass filter was applied to the observed dataset. Figure 25 shows 
the designed high-pass filter. Examples of 2 types of datasets with and without 
low-frequency information were presented in Figure 26 and Figure 27. Figure 
26 shows examples of the vertical shot gather of the data from the 51th-source 
and its frequency spectrum of the low-frequency-containing dataset. Figure 27 











Figure 24. The modified Pluto parameter set with complex topography: (a) P-
wave velocity, (b) S-wave velocity, and (c) density models. 
60 
 
Summary of the information of the synthetic da-
taset 
Domain size 10,380 m  2,960 m 
Far trace offset 10,350 m 
Near trace offset 0 m 
Number of shots 100 
Number of receivers 600 
Modeling scheme IPDG in the time domain 
Used number of elements 332,282 
Number of total DOF 1,993,692 
Recording time 5 sec 
Sampling interval 0.002 sec 
Source wavelet 1st-derivative Gaussian wavelet 
Maximum-frequency of the source 
wavelet 
25 Hz 
Table 1. Summary of the information of the generated time-domain synthetic 





Figure 25. The high-pass filter to remove low-frequency information (frequen-








Figure 26. Examples of the (a) vertical displacement shot gather and its frequency spectrum from the modified Pluto set using 







Figure 27. Examples of the high-pass filtered (a) vertical displacement shot gather and its frequency spectrum from the modi-
fied Pluto set using the time domain IPDG scheme.
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The Laplace-Fourier-domain inversion was initiated using the linearly in-
creasing velocity models presented in Figure 28, and the density was fixed to 
2.3 g/cc. The multistep loops for this test was designed with 21 loops with 500 
maximum iteration number for each loop. The modeling in the inversion algo-
rithm was performed via conventional FEM using 85,428 elements with P1 
shape functions, and the DOF was 42,950. Detailed summaries of the inver-
sion parameters are presented in Table 2. 
The Laplace-Fourier-domain inversion using on the stopping criterion 
based on objective function computed the P- and S-wave velocities shown in 
Figure 29 and Figure 30. The inverted P- and S-wave velocities obtained us-
ing the low-frequency-containing dataset are successfully show the shape of 
the salts and the background velocity. However, the inverted results using 
high-pass filtered dataset seems to over- or under-estimated result in some 
region as shown in Figure 30. 
We considered that it is possible to expect better result by changing the 
stopping criterion with considering of the characteristics of the logarithmic 
residual. The logarithmic residual has the property of natural separation into 
amplitude and phase components, which correspond to the real parts and im-
aginary parts, respectively, of the complex values as we showed in the theory 
of the source estimation.  
The amplitude and phase error have different and independent meanings. 
Thus, we supposed that the logarithmic objective function could be treated as 
the multi-objective function by separating into the amplitude and phase part. 
There were studies on frequency inversion using a logarithmic wavefield 
have considered the amplitude only, the phase only, and both (Shin et al., 







Figure 28. The initial models for inversion tests with the stopping criterion: (a) 





Summary of the inversion parameters  
Loop number   
1 2, 4, 6, 8, 10,and 12 - 
2 2, 4, 6, 8, 10,and 12 0.001 – 2.000 Hz 
3 2, 4, 6, 8, 10,and 12 1.000 – 3.000 Hz 
4 2, 4, 6, 8, 10,and 12 2.000 – 4.000 Hz 
5 2, 4, 6, 8, 10,and 12 3.000 – 5.000 Hz 
6 2, 4, 6, 8, 10,and 12 4.000 – 6.000 Hz 
7 2, 4, 6, 8, 10,and 12 5.000 – 7.000 Hz 
8 2, 4, 6, 8, 10,and 12 6.000 – 8.000 Hz 
9 2, 4, 6, 8, 10,and 12 7.000 – 9.000 Hz 
10 2, 4, 6, 8, 10,and 12 8.000 – 10.00 Hz 
11 2, 4, 6, 8, 10,and 12 9.000– 11.00 Hz 
12 2, 4, 6, 8, 10,and 12 10.00– 12.00 Hz 
13 2, 4, 6, 8, 10,and 12 11.00– 13.00 Hz 
14 2, 4, 6, 8, 10,and 12 12.00– 14.00 Hz 
15 2, 4, 6, 8, 10,and 12 13.00– 15.00 Hz 
16 2, 4, 6, 8, 10,and 12 14.00– 16.00 Hz 
17 2, 4, 6, 8, 10,and 12 15.00– 17.00 Hz 
18 2, 4, 6, 8, 10,and 12 16.00– 18.00 Hz 
19 2, 4, 6, 8, 10,and 12 17.00– 19.00 Hz 
20 2, 4, 6, 8, 10,and 12 18.00– 20.00 Hz 
21 2, 4, 6, 8, 10,and 12 19.00– 21.00 Hz 
Table 2. Summary of the inversion parameters for each loop. It is designed for 











Figure 29. Inverted (a) P-wave and (b) S-wave velocity models obtained using Laplace-domain inversion using the stopping 
criterion 𝝐𝒐𝒐𝒐. and the low-frequency-containing dataset. Inverted (c) P-wave and (d) S-wave velocity models obtained using 












Figure 30. Inverted (a) P-wave and (b) S-wave velocity models obtained using Laplace-domain inversion the stopping criterion 
𝝐𝒐𝒐𝒐. and the high-pass-filtered dataset. Inverted (c) P-wave and (d) S-wave velocity models obtained using Laplace-Fourier-
domain inversion using the stopping criterion 𝝐𝒐𝒐𝒐. and the high-pass-filtered dataset. 
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Of these studies, the logarithmic inversion using both components produced 
the best result; however, the logarithmic phase inversion yielded a much bet-
ter inverted result than the amplitude approach. This result indicates that the 
phase information is more important than the amplitude information for loga-
rithmic frequency inversion. On the other hand, Laplace-domain inversion is 
an amplitude inversion and amplitude information is the governing parameter. 
The Laplace-Fourier-domain inversion is the mixed method of Laplace-
domain and frequency-domain inversion and its characteristic is varied with 
respect to the used Laplace-damping constant and frequency information. For 
lower-frequency components and higher-Laplace-damping, it is closer to La-
place-domain inversion, while for higher-frequency components and lower-
Laplace-damping, the phase information is more important, similar to Fourier-
domain inversion. 
Firstly to obtain some information about the magnitude of amplitude and 
phase error, simple test was performed with respect to 7 Laplace damping 
constants and 6 frequency components using true parameter models shown in 
Figure 24 and initial parameter models shown in Figure 28. From the simple 
test, the amplitude-versus-phase error ratios and the phase-versus-amplitude 
error ratios was obtained with respect to the Laplace damping constants and 
frequency components as presented in Figure 31. In these plots, it is apparent 
that the Laplace-Fourier-domain inversion may be dominated by either the 
amplitude error or the phase error depending on the particular value of the 
Laplace damping constant and the frequency component. When the logarith-
mic objective function is considered as the multi-objective problem, then a 
reasonable solution must be to investigate a set of solutions, each of which 







Figure 31. The magnitude of the (a) amplitude-versus-phase error ratio and (b) 
phase-versus-amplitude error ratio for 7 Laplace damping constants: 𝝈={2, 4, 6, 
8, 10, 12, and 14} and 𝒇={0.0, 2.0, 4.0, 6.0, 8.0, and 10.0}.
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For the multi-objective assumption, the weighted sum approach was ap-
plied to define the stopping for equal contributions of amplitude and phase 
information and the multi-loop inversion using this criterion is presented in 
Figure 32 (Konak, 2006; Recktenwald, 2012). 
To verify the efficacy of the stopping criterion, the same numerical-
inversion test was performed. Figure 33 and Figure 34 show the Laplace-
Fourier-domain inverted results for the low-frequency-containing data and the 
filtered data, respectively. The results obtained for the low-frequency-
containing dataset exhibit no improvement in the inverted results with respect 
to the results obtained using the conventional stopping criterion. However, the 
inverted results shown in Figure 34 for the high-pass-filtered dataset demon-
strate that the Laplace-Fourier-domain inversion using the stopping criterion 
based on multi-objective assumption was able to recover superior results with 
respect to the inverted result shown in Figure 30. P-wave velocity residuals 
between the true models and inverted models are presented in Figure 35 to 
illustrate the performance of 2 stopping criterions. The residuals and histo-
grams demonstrate the normalized stopping criterion, 𝜖𝑛𝑜𝑛., give better result. 
Table 3 and Table 4 show the performance of the stopping criterion based 
on the objective function, i.e. 𝜖𝑜𝑜𝑜., and the multi-objective assumption of the 
logarithmic objective function, i.e. 𝜖𝑛𝑜𝑛.. In the Table 3 and Table 4Table 3, 
the first branch point of these tests can be observed at the 2nd loop and it must 
be returned as a totally different final result for this kind hierarchical multi-
loop approach. The Figure 36 shows error curves obtained using 2 different 
stopping criterions, in the 2nd loop. In this plot, 𝜖𝑜𝑜𝑜. made to keep going the 
inversion procedure until the objective function faced to its terminating point 
in spite of that the amplitude error was increasing, whereas 𝜖𝑛𝑜𝑛. Terminated 
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the calculation earlier to prevent the large over-fitting of amplitude error.  
Here, the stopping criterion tests were performed using 2 types of definition; 
the first one was defined from the objective function and the second was sug-
gested as the normalized objective function using the assumption of multi-
objective problem based on the characteristic of the logarithmic objective 
function, i.e. natural separation into amplitude and phase components. And in 





Figure 32. The multi-loop inversion methods using stopping criterion based on 











Figure 33. Inverted (a) P-wave and (b) S-wave velocity models obtained using Laplace-domain inversion using the normalized 
stopping criterion 𝝐𝒏𝒐𝒏. and the low-frequency-containing dataset. Inverted (c) P-wave and (d) S-wave velocity models ob-
tained using Laplace-Fourier-domain inversion using the normalized stopping criterion 𝝐𝒏𝒐𝒏.  and the low-frequency-











Figure 34. Inverted (a) P-wave and (b) S-wave velocity models obtained using Laplace-domain inversion using the normalized 
stopping criterion 𝝐𝒏𝒐𝒏. and the high-pass-filtered dataset. Inverted (c) P-wave and (d) S-wave velocity models obtained using 









Figure 35. The P-wave residuals between true models and initial models obtained with (a) 𝝐𝒐𝒐𝒐., (b) 𝝐𝒏𝒐𝒏., and (c) histogram of 
the magnitude of the error of P-wave. Error groups defined as (1) 0.0 ~ 0.1, (2) 0.1 ~ 0.2, (3) 0.2 ~ 0.3, (4) 0.3 ~ 0.4, (5) 0.4 ~ 0.5, 
(6) 0.5 ~ 0.6, (7) 0.6 ~ 0.7, (8) 0.7 ~ 0.8, (9) 0.8 ~ 0.9, and (10) 0.9 ~ km/s.
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The number of over-fitting with 𝛜𝒐𝒐𝒐. 
Loop number Number of 
Iterations 
Objective Amplitude Phase 
1 75 0 0 0 
2 260 0 153 0 
3 500 0 51 0 
4 500 0 0 0 
5 500 0 0 0 
6 500 0 0 0 
7 500 0 0 0 
8 500 0 0 0 
9 343 0 0 2 
10 500 0 106 1 
11 31 0 6 0 
12 77 0 25 1 
13 50 0 15 1 
14 4 0 0 0 
15 136 0 2 0 
16 23 0 5 0 
17 53 0 4 0 
18 65 0 14 3 
19 31 0 9 0 
20 21 0 4 0 
21 17 0 4 0 
SUM 4686 0 398 8 
Table 3. The summaries about the number of over-fitting for objective function, 
amplitude error, and phase error when the stopping criterion 𝛜𝒐𝒐𝒐. is applied.
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The number of over-fitting with 𝛜𝒏𝒐𝒏. 
Loop number Number of 
Iterations 
Objective Amplitude Phase 
1 75 0 0 0 
2 64 0 45 0 
3 452 0 181 0 
4 500 0 1 0 
5 500 0 0 0 
6 500 0 0 0 
7 500 1 0 0 
8 144 3 0 3 
9 500 1 0 5 
10 442 0 0 2 
11 64 0 6 5 
12 9 0 2 0 
13 74 0 2 0 
14 4 0 0 0 
15 17 0 0 0 
16 4 0 0 0 
17 33 1 2 3 
18 24 0 6 1 
19 18 0 2 0 
20 38 1 3 2 
21 4 0 0 0 
SUM 3966 7 250 21 
Table 4. The summaries about the number of over-fitting for objective function, 








Figure 36. The error curves at 2nd loop obtained using stopping criterions; (a) 
amplitude and (b) phase error. Stopping criterion 1 indicates 𝛜𝒏𝒐𝒏. and stop-
ping criterion indicates 𝛜𝒏𝒐𝒏..
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Chapter 3. Examples using synthetic data 
 
The developed elastic full-waveform inversion in the Laplace-Fourier do-
main was applied to synthetic datasets computed with ‘IPATI model’ as shown 
in Figure 37. The ‘IPATI model’ is the velocity model that describes the geo-
logical structure of the southern Bolivia region. This velocity model repre-
sents a folded mountain with complex topography. 
The inversion was performed using several datasets treated with different 
purposes and the same initial parameter models shown in Figure 38 for every 
test. First, the algorithm was applied to a synthetic dataset generated using the 
same forward modeling scheme as used in the inversion procedure to verify 
the algorithm. 
Second, the developed algorithm was applied to the synthetic dataset gen-
erated with the IPDG scheme in the time domain. In the test using time-
domain dataset, the elastic Laplace-Fourier-domain inversion algorithm was 
applied to several datasets with purpose of the dependency on the low- fre-
quency information and the observation of the performance with a noisy da-
taset.  
And Last, we compared the results of 2D acoustic and 2D elastic inversion 
in the Laplace-Fourier domain for the same dataset to illustrate why elastic 










Figure 37. IPATI parameter set that describes a realistic folded mountain: (a) P-









Figure 38. The initial parameter set for synthetic inversion tests: (a) initial P-




3.1 Laplace-Fourier-domain synthetic dataset 
 
The developed algorithm was applied to the generated synthetic data using 
the Laplace-Fourier-domain IPDG modeling with the ‘IPATI model’ shown in 
Figure 37.  
The synthetic model was generated using the IPDG scheme on an unstruc-
tured grid with 258,935 elements and 776,805 DOF for a 24 km × 4km do-
main. The generated synthetic dataset had 960 sources, and the number of the 
receivers varies from 672 to 1,640 depending on the source position. This dis-
tribution of sources and receivers followed the source and receiver placement 
of the real land acquisition performed by TOTAL at Ipati, Bolivia, in 2003. 
The far- and near-trace offsets were 6.25 m and 10,256.25 m, respectively. 
Detailed summaries of the information about the Laplace-Fourier-domain syn-
thetic dataset are presented in Table 5. 
The loop strategy of inversion comprised with 9 steps from low- to high-
frequency components. Each loop used a different size of mesh. A detailed 
summary of the inversion strategy is presented in Table 6.  
The inversion was initiated with linearly increasing velocity models and 
homogeneous density model. The initial P-wave velocity model varied from 
1.5 km/s to 4.0 km/s, and initial S-wave velocity model varied from 1.0 km/s 
2.5 km/s with respect to the depth. The initial density model was a 2.3 g/cc 
constant model. Throughout the entire inversion step, the density was as-
sumed to be a constant value.  
The inversion was performed using the normalized stopping criterion. Fig-




 Summary of the information of the synthetic da-
taset 
Domain size 24,000 m  4.060 m 
Far trace offset 10,256.25 m 
Near trace offset 6.25 m 
Number of shots 960 
Number of receivers 672-1640 
Modeling scheme IPDG in the Laplace-Fourier do-
main 
Used number of elements 258,935 
Number of total DOF 776,805 
Source wavelet Impulse source 
Table 5. Summary of the information of the generated Laplace-Fourier-domain 
synthetic dataset using IPATI parameter set.
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Summary of the inversion parameters 
Loop number   Used number of elements 
1 2, 4, 6, 8, 10, 12, and 14 0.001 Hz 66,510 
2 2, 4, 6, 8, 10, 12, and 14 0.001 – 0.250 Hz 66,510 
3 2, 4, 6, 8, 10, 12, and 14 0.250 – 2.750 Hz 66,510 
4 2, 4, 6, 8, 10, 12, and 14 3.000 – 5.500 Hz 66,510 
5 2, 4, 6, 8, 10, 12, and 14 5.750 – 8.250 Hz 258,935 
6 2, 4, 6, 8, 10, 12, and 14 8.500 – 11.00 Hz 258,935 
7 2, 4, 6, 8, 10, 12, and 14 11.25 – 13.75 Hz 258,935 
8 2, 4, 6, 8, 10, 12, and 14 14.00 – 16.50 Hz 258,935 
9 2, 4, 6, 8, 10, 12, and 14 16.75 – 19.25 Hz 258,935 
Table 6. Summary of the inversion parameters for each loop. It is designed for the inversion test with the Laplace-Fourier do-











Figure 39. Inverted (a) P-wave and (b) S-wave velocity models obtained using Laplace-domain from IPATI dataset. Inverted (c) 




3.2 Time-domain synthetic dataset  
 
The developed algorithm was applied to synthetic data generated using 
time-domain 2D elastic wave modeling with the IPDG scheme to verify the 
algorithm for time-domain datasets for several purposes. 
The synthetic model was generated using the same domain size and mesh 
as used in the first test. However, the DOF of the mesh increased to 1,553,610 
with the P2 shape function. The generated synthetic dataset had 240 sources, 
and the number of receivers varied from 822 to 1,640 depending on the source 
position. Every source and receiver was located at a 1 m depth below the sur-
face. The far- and near-trace offset were 6.25 m and 10,256.25 m, respectively. 
The synthetic dataset was recorded in measurement of 8 seconds in duration 
with 4 ms intervals and it was generated using a first-derivative Gaussian 
source wavelet with a maximum frequency of 25 Hz. A detailed summary of 
the time-domain IPATI dataset is presented in Table 7. 
The Figure 40 shows an example of a generated seismogram of vertical 
displacement and its frequency spectrum. The dataset is remade with respect 
to the 2 different purposes. First, the generated dataset was applied high-pass 
filter to investigate the dependency of the algorithm on the low-frequency in-
formation. And also, the Gaussian white noise was applied to the synthetic 
dataset for using it to test the algorithm’s performance with the noisy dataset.     
In the test with the time-domain synthetic dataset, 3 types of inversion-test 
were performed using the same conditions. The initial velocity models were 
linearly increasing models, as shown in Figure 38. The inversion loop com-
prised 12 steps, with frequency components in ranging from 0.001 Hz to 25 
Hz and 7 Laplace damping constants (2, 4, 6, 8, 10, 12, and 14). A detailed 
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summary of the inversion strategy for each loop is presented in Table 8.
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Summary of the information of the synthetic da-
taset 
Domain size 24,000 m  4.060 m 
Far trace offset 10,256.25 m 
Near trace offset 6.25 m 
Number of shots 240 
Number of receivers 882-1640 
Modeling scheme IPDG in the time domain 
Used number of elements 258,935 
Number of total DOF 1,553,610 
Recording time 8 sec 
Sampling interval  0.004 sec 
Source wavelet 1st derivative Gaussian wavelet 
Maximum-frequency of the source 
wavelet 
25 Hz 
Table 7. Summary of the information of the generated time domain synthetic 







Figure 40. Examples of the (a) vertical displacement shot gather computed using time-domain IPDG scheme from IPATI pa-
rameter set and (b) its frequency spectrum.
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Summary of the inversion parameters 
Loop number   Used number of elements 
1 2, 4, 6, 8, 10, 12, and 14 0.001 HZ 66,510 
2 2, 4, 6, 8, 10, 12, and 14 0.001-0.250 HZ 66,510 
3 2, 4, 6, 8, 10, 12, and 14 0.250-2.750 HZ 66,510 
4 2, 4, 6, 8, 10, 12, and 14 3.000-5.250 HZ 258,935 
5 2, 4, 6, 8, 10, 12, and 14 5.500-7.750 HZ 258,935 
6 2, 4, 6, 8, 10, 12, and 14 8.000-10.25 HZ 258,935 
7 2, 4, 6, 8, 10, 12, and 14 10.50-12.75 HZ 258,935 
8 2, 4, 6, 8, 10, 12, and 14 13.00-15.25 HZ 258,935 
9 2, 4, 6, 8, 10, 12, and 14 15.50-17.75 HZ 258,935 
10 2, 4, 6, 8, 10, 12, and 14 18.00-20.25 HZ 258,935 
11 2, 4, 6, 8, 10, 12, and 14 20.50-22.75 HZ 258,935 
12 2, 4, 6, 8, 10, 12, and 14 23.00-25.00 HZ 258,935 




3.2.1 Inversion test for the dependency with respect to 
the low-frequency information 
  
The absence of low-frequency information in many real datasets is the main 
hindrance to successful full-waveform inversion. Thus, many geophysicists 
have commented upon the necessity of a wavelength velocity model for suc-
cessful inversion (Sirgue, 2006; Brenders and Pratt, 2007; Shin and Cha, 2008; 
Virieux and Operto, 2009). The algorithm for estimating the initial velocity 
model must therefore be tested using a dataset that does not contain low-
frequency information.  
I designed the 2 types of high-pass filters shown in Figure 41 to get rid of 
the low frequency information. The first high-pass filter removes the low-
frequency components below 3 Hz and proportionally suppresses the compo-
nents in the range of 3 – 6 Hz. And a second high-pass filter was designed for 
more general condition of the lacking of frequency spectrum of the dataset. 
The second high-pass filter removes the low-frequency information under be-
low 6 Hz and proportionally suppresses the components in the range 6 – 12 
Hz (Latimer et al., 2000).     
Figure 42 and Figure 43 show the filtered datasets from which the low-
frequency information has been removed and their frequency spectra 
The developed 2D elastic Laplace-Fourier-domain inversion algorithm was 
applied to these 3 datasets: the low-frequency-containing dataset, the first 
high-pass-filtered dataset and the second high-pass-filtered dataset. As men-
tioned in the early part of this chapter, the inversion conditions were the same 
for each test as presented in Table 8. The initial models were used as present-
ed in Figure 38. The density was assumed as a constant value and it was not 
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updated in this inversion test. The newly derived pseudo-Hessian was applied 
and the number of iteration was controlled by the normalized stopping criteri-







Figure 41. The high-pass filter to remove low frequency information. (a) High-
pass filter 1 (frequency=0., 3., 6., and 9. Hz and amplitude=0., 0., 1., and 1.) (b) 








Figure 42. Examples of the (a) vertical displacement shot gather computed using time-domain IPDG scheme from IPATI pa-







Figure 43. Examples of the (a) vertical displacement shot gather computed using time-domain IPDG scheme from IPATI pa-
rameter set and (b) its frequency spectrum. This dataset is applied the 2nd high-pass filter presented in Figure 41b.
97 
 
Figure 44, Figure 45, and Figure 46 show the Laplace- and Laplace-
Fourier-inverted results for the P-wave velocity and S-wave velocity obtained 
using the low-frequency-containing dataset, the first high-pass-filtered dataset 
and the second high-pass-filtered dataset, respectively. 
Residuals between the true models and inverted models are presented to il-
lustrate the performance of the developed inversion algorithm. Figure 47a and 
Figure 47b show the residuals between the true models shown in Figure 37 
and the initial models shown in Figure 38. The range of the P-wave velocity 
residuals is from 0.000016 km/s to 2.143 km/s and the range of the S-wave 
velocity residuals is from 0.000052 km/s to 1.461 km/s. In Figure 47c and 
Figure 47d, the distribution of the magnitude of the P-wave and S-wave resid-
uals is presented, the error groups are classified as 10 groups with respect to 
the absolute magnitude; (1) from 0.0 to 0.1 km/s, (2) from 0.1 to 0.2 km/s, (3) 
from 0.2 to 0.3 km/s, (4) from 0.3 to 0.4 km/s, (5) from 0.4 to 0.5 km/s, (6) 
from 0.5 to 0.6 km/s, (7) from 0.6 to 0.7 km/s, (8) from 0.7 to 0.8 km/s, (9) 
from 0.8 to 0.9 km/s, and (10) over 0.9 km/s.  
In these figures, it can be seen that the error due to the initial models is 
evenly distributed across the entire domain with respect to the true models. 
The averages of the residual of the P-wave velocity and the S-wave velocity 
are 0.476 km/s and 0.416 km/s, respectively. 
Figure 48 show the residuals computed between the true models and the 
Laplace-Fourier inverted results using the low-frequency-containing dataset. 
The presented residuals show that the fitting discrepancy is reduced with re-
spect to the initial models at most points. The range of the P-wave velocity 
residuals is from 0.00000024 km to 0.866 km/s, and the range of the S-wave 
velocity residuals is from 0.000004 km/s to 0.703 km/s. The average of the P-
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wave velocity residuals is 0.130 km/s, and of the S-wave velocity residuals 
are 0.176 km/s. The ranges of the residuals and their averages also are consid-













Figure 44. Inverted (a) P-wave and (b) S-wave velocity models obtained using Laplace-domain inversion. Inverted (c) P-wave 
and (d) S-wave velocity models obtained using Laplace-Fourier-domain inversion with time domain IPATI dataset. The inver-











Figure 45. Inverted (a) P-wave and (b) S-wave velocity models obtained using Laplace-domain inversion. Inverted (c) P-wave 
and (d) S-wave velocity models obtained using Laplace-Fourier-domain inversion with time domain IPATI dataset. The inver-
sion results are obtained with the time domain dataset applied the 1st high-pass filter, thus the dataset is not contains the low-











Figure 46. Inverted (a) P-wave and (b) S-wave velocity models obtained using Laplace-domain inversion. Inverted (c) P-wave 
and (d) S-wave velocity models obtained using Laplace-Fourier-domain inversion with time domain IPATI dataset. The inver-
sion results are obtained with the time domain dataset applied the 2nd high-pass filter, thus the dataset is not contains the low-











Figure 47. The residuals between true models and initial models: (a) P-wave and (b) S-wave velocity models. Histogram of the 
magnitude of the error: (c) P-wave and (d) S-wave velocity models. Error range groups defined as (1) 0.0 ~ 0.1, (2) 0.1 ~ 0.2, (3) 
0.2 ~ 0.3, (4) 0.3 ~ 0.4, (5) 0.4 ~ 0.5, (6) 0.5 ~ 0.6, (7) 0.6 ~ 0.7, (8) 0.7 ~ 0.8, (9) 0.8 ~ 0.9, and (10) 0.9 ~ km/s.
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However we believe that these discrepancies are related to the penetration 
depth and offset, not a problem of the algorithm. The P-wave velocity appears 
to have been more properly recovered than the S-wave inverted result. We 
guess that this difference may be attributable to the use of same step length for 
both lambda and mu, or the lack of information, the elastic inversion without 
horizontal observed data. We will study this problem further in the future. 
The inverted velocity model could be confirmed with the error distributions 
in Figure 45c and 45d, the most of population of the residuals are located in 
group 1 (0.0 ~ 0.1 km/s) and group 2 (0.1 ~ 0.2 km/s). 
Second, the Figure 49 and Figure 49b shows the residuals computed be-
tween true models and the inverted results obtained using the first high-pass-
filtered dataset. The range of the P-wave velocity residuals is from 
0.000000238 km/s to 0.904 km/s and the range of the S-wave velocity residu-
als is from 0.00000596 km/s to 0.786 km/s. The averages of the P-wave and 
S-wave velocity residuals are 0.142 km/s and 0.224 km/s, respectively. The 
error is increased compared with the first test results; however, the results still 
successfully recover the true velocities, even though dataset does not contain 
the low-frequency information below 3 Hz. The residual histograms in Figure 
49 and Figure 49 also show that the inverted results are converged to the true 
velocities well, but the population of group 1 is decreased with comparison to 
the first result. In particular, the error at the surface is increased with respect 
to the first inverted results. 
Finally, Figure 50 and Figure 50 show the residuals between the true mod-
els and the inverted results computed using the second high-pass-filtered da-
taset, which does not include the low-frequency data below 6 Hz. The residu-
als demonstrate that the developed algorithm was able to recover the true 
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models in the absence of low-frequency information to some degree; as 
shown in this test, the algorithm was successful at least in the absence of in-
formation below 6 Hz. The range of the P-wave velocity residuals is from 
0.000000238 km/s to 1.034 km/s, and that of the S-wave velocity residuals is 
from 0.00000310 km/s to 0.739. The averages of the P-wave and the S-wave 
residuals are 0.169 km/s and 0.215 km/s, respectively. Figure 50 and Figure 
50 show the distribution of the magnitude of the residuals. 
In these tests, the developed algorithm was applied to the 3 datasets distin-
guished in term of the existence of low-frequency information to test the de-
pendency on the low-frequency components. All inverted results generated 
reasonable inverted models regardless of the presence of low-frequency com-
ponents. Summaries of the residuals and error distributions of these tests is 











Figure 48. The residuals between the true models and the inverted models with low-frequency-containing dataset as shown in 
Figure 40: (a) P-wave and (b) S-wave velocity models. Histograms of the magnitude of the residuals of inverted (c) P-wave and 











Figure 49. The residuals between the true models and the inverted models without low-frequency component dataset as shown 
in Figure 42 (3Hz~): (a) P-wave and (b) S-wave velocity models. Histograms of the magnitude of the residuals of inverted (c) 











Figure 50. The residuals between the true models and the inverted models without low-frequency component dataset as shown 
in Figure 43 (6Hz~): (a) P-wave and (b) S-wave velocity models. Histograms of the magnitude of the residuals of inverted (c) 
P-wave and (d) S-wave velocity models. 
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The information of the residuals 
 Range of  
P-wave residuals 
Range of  
S-wave residuals 
Average of  
P-wave residuals 
Average of  
S-wave residuals 
Initial model 0.000 ~ 2.143 km/s 0.000 ~ 1.460 km/s 0.47587389 km/s 0.41591409 km/s 
Inverted model set 1 0.000 ~ 0.866 km/s 0.000 ~ 0.703 km/s 0.12953152 km/s 0.17582294 km/s 
Inverted model set 2 0.000 ~ 0.904 km/s 0.000 ~ 0.786 km/s 0.14256380 km/s 0.22438702 km/s 
Inverted model set 3 0.000 ~ 1.034 km/s 0.000 ~ 0.739 km/s 0.16885108 km/s 0.21513708 km/s 
Table 9. The information of the velocity residuals computed with the true velocity models and initial models and inverted 
models. Inverted model set 1 denotes the inverted results with low frequency contains dataset, Inverted model set 2 denotes the 
inverted results with the 1st high pass filter applied dataset (contains: 3 Hz~), and Inverted model set 3 denotes the inverted 
results with the 2nd high pass filter applied dataset (contains: 6 Hz~).
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Distribution of the magnitude of the residuals  
 Initial model Inverted model set 1 Inverted model set 2 Inverted model set 3 
Group P-wave S-wave P-wave S-wave P-wave S-wave P-wave S-wave 
1 12.30 % 6.179 % 59.87 % 25.56 % 56.23 % 13.51 % 40.48 % 20.74 % 
2 13.32 % 10.97 % 20.33 % 45.28 % 21.96 % 32.83 % 30.17 % 27.51 % 
3 9.208 % 14.36 % 8.278 % 17.00 % 8.214 % 34.75 % 13.82 % 28.56 % 
4 10.94 % 18.57 % 4.756% 5.856 % 5.073 % 9.415 % 7.388 % 15.76 % 
5 10.85 % 19.08 % 2.949 % 3.468 % 3.314 % 4.834 % 3.250 % 3.794 % 
6 11.47 % 13.02 % 2.091 % 1.941 % 2.021 % 2.630 % 2.008 % 2.037 % 
7 9.405 % 8.081 % 1.032 % 0.869 % 1.818 % 1.163 % 1.460 % 1.007 % 
8 6.959 % 4.293 % 0.687 % 0.025 % 0.691 % 0.868 % 1.012 % 0.576 % 
9 5.228 % 2.287 % 0.001 % - 0.710 % - 0.373 % - 
10 10.32 % 3.158 % - - 0.002 % - 0.005 % - 
Table 10. The distribution of the magnitude of the velocity residuals computed with the true velocity models and initial models 
and inverted models. Inverted model set 1 denotes the inverted results with low frequency contains dataset, Inverted model set 
2 denotes the inverted results with the 1st high pass filter applied dataset (contains: 3 Hz~), and Inverted model set 3 denotes 
the inverted results with the 2nd high pass filter applied dataset (contains: 6 Hz~).
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3.2.2 Inversion test with a noisy dataset 
 
A real dataset always contains not only the seismic response but also noise 
from the environment of the acquisition site. The noise disturbs the recovery 
of the parameters of the subsurface via full-waveform inversion. Many re-
searchers have made efforts to increase signal to noise ratio (SN ratio) to im-
prove the quality of the result of seismic methods such as inversion and mi-
gration, and so on. Thus, the noise problem must be tested for the algorithm 
developed with the aim of the real data application.  
2 types of noisy datasets were generated using the first high-pass-filtered 
dataset shown in Figure 42. The Gaussian white noise was added to the syn-
thetic dataset with SN ratios of 100 and 50 in the time domain. Figure 51 
show the generated noisy datasets and the plots shown in Figure 52 and Fig-
ure 53 show the trace of the noise-free dataset and the 2 types of noisy data 
recorded at the 400th and 800th receivers. The shot gather energy and SN ra-
tions were also presented in Figure 54 and they show that noise is heavily 
added at low-frequency range.  
The developed algorithm was applied to these noisy datasets and the results 
of Laplace- and Laplace-Fourier-domain inversion are presented in Figure 55 
and Figure 56 for each noisy dataset. In terms of clarity of the inverted image, 
the Laplace-inverted result seems to be less affected by noise than the La-
place-Fourier result, which exhibits many scattered irregularities in the recov-
ered velocity. 
I also computed the residuals and distribution of residuals as presented in 
Figure 57 and Figure 58 for the each case. From these residuals, it can be seen 
that the noise causes large discrepancies at the surface. However, the inverted 
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results are reasonable in the other regions, and the high-velocity structure in 
the center is defined successfully. 
The detailed summary of residuals in Table 11 shows conspicuous in-
creased range of the residuals with noisy dataset. Table 12 shows the histo-
gram of the residual of inverted result. In these tables, the interesting point is 
that the S-wave inverted model with noise added dataset gives better average 
result than with noise free dataset. This enjoyable result can be assumed that it 
caused from the more large number of iteration than noise free test (Noise free: 
122 iterations; SN ratio 100: 348 iterations; SN ratio 50: 262 iterations) and it 
requires the study about step lengths for multi parameter inversion.       
The Laplace-Fourier inversion algorithm was tested with a noise-added da-
taset that, moreover, does not contain low-frequency information below 3 Hz. 
The computed results could not demonstrate that the algorithm is insensitive 
to the noise. However, the results show that the algorithm is capable of recov-







Figure 51. Examples of the vertical displacement shot gather from the IPATI parameter set. (a) Contains the Gaussian white 








Figure 52. The comparison of the traces between noise free shot gather and noise applied shot gather (SN ratio: 100) at the (a) 







Figure 53. The comparison of the traces between noise free shot gather and noise applied shot gather (SN ratio: 50) at the (a) 







Figure 54. (a) The comparison of the energy of noise-free, noisy 1, and noisy 2 
dataset shown in Figure 42, Figure 51, and Figure 51, with respect to the fre-











Figure 55. Inverted (a) P-wave and (b) S-wave velocity models obtained using Laplace-domain inversion with time domain 
IPATI dataset. Inverted (c) P-wave and (d) S-wave velocity models obtained using Laplace-Fourier-domain inversion with 
time domain IPATI dataset. The inversion results are obtained with the time domain dataset applied the 1st high-pass filter 











Figure 56. Inverted (a) P-wave and (b) S-wave velocity models obtained using Laplace-domain inversion with time domain 
IPATI dataset. Inverted (c) P-wave and (d) S-wave velocity models obtained using Laplace-Fourier-domain inversion with 
time domain IPATI dataset. The inversion results are obtained with the time domain dataset applied the 1st high-pass filter 











Figure 57. The residuals between true models and the inverted models with noise added dataset as shown in Figure 51a (SN 
ratio 100): (a) P-wave and (b) S-wave velocity models. Histogram of the magnitude of the residuals of inverted (c) P-wave and 











Figure 58. The residuals between true models and the inverted models with noise added dataset as shown in Figure 51b (SN 
ratio 50): (a) P-wave and (b) S-wave velocity models. Histogram of the magnitude of the residuals of inverted (c) P-wave and 
(d) S-wave velocity models.
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The information of the residuals 
 Range of  
P-wave residuals 
Range of  
S-wave residuals 
Average of  
P-wave residuals 
Average of  
S-wave residuals 
Initial model 0.000 ~ 2.143 km/s 0.000 ~ 1.460 km/s 0.47587389 km/s 0.41591409 km/s 
Inverted model set 1 0.000 ~ 0.904 km/s 0.000 ~ 0.786 km/s 0.14256380 km/s 0.22438702 km/s 
Inverted model set 2 0.000 ~ 1.962 km/s 0.000 ~ 1.330 km/s 0.15310143 km/s 0.17840558 km/s 
Inverted model set 3 0.000 ~ 1.552 km/s 0.000 ~ 1.003 km/s 0.15749350 km/s 0.15841290 km/s 
Table 11. The information of the velocity residuals computed with the true velocity models and initial models and inverted 
models. Inverted model set 1 denotes the inverted results with noise free dataset, Inverted model set 2 denotes the inverted 
results with the noise applied dataset 1 (SN ratio: 100), and Inverted model set 3 denotes the inverted results with the noise 
added dataset 2 (SN ratio: 50).
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Distribution of the magnitude of the residuals  
 Initial model Inverted model set 1 Inverted model set 2 Inverted model set 3 
Group P-wave S-wave P-wave S-wave P-wave S-wave P-wave S-wave 
1 12.30 % 6.179 % 56.23 % 13.51 % 45.47 % 28.55 % 44.13 % 34.93 % 
2 13.32 % 10.97 % 21.96 % 32.83 % 27.78 % 36.47 % 30.31 % 39.73 % 
3 9.208 % 14.36 % 8.214 % 34.75 % 14.09 % 19.33 % 11.84 % 13.26 % 
4 10.94 % 18.57 % 5.073 % 9.415 % 6.315 % 9.575 % 5.737 % 6.532 % 
5 10.85 % 19.08 % 3.314 % 4.834 % 3.063 % 4.180 % 3.800 % 3.468 % 
6 11.47 % 13.02 % 2.021 % 2.630 % 1.539 % 1.613 % 2.112 % 1.458 % 
7 9.405 % 8.081 % 1.818 % 1.163 % 0.891 % 0.201 % 1.087 % 0.605 % 
8 6.959 % 4.293 % 0.691 % 0.868 % 0.414 % 0.042 % 0.687 % 0.015 % 
9 5.228 % 2.287 % 0.710 % - 0.179 % 0.023 % 0.127 % 0.007 % 
10 10.32 % 3.158 % 0.002 % - 0.250 % 0.024 % 0.169 % 0.005 % 
Table 12. The distribution of the magnitude of the velocity residuals computed with the true velocity models and initial models 
and inverted models. Inverted model set 1 denotes the inverted results with noise free dataset, Inverted model set 2 denotes the 
inverted results with the noise applied dataset 1 (SN ratio: 100), and Inverted model set 3 denotes the inverted results with the 
noise added dataset 2 (SN ratio: 50).
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3.2.3 Acoustic approach for an elastic dataset  
 
The two different signals, especially at the later times can be made equal by 
applying a damped function with respect to time. Thus, the Laplace transform, 
the integral of the damped signal with respect to time, is able to ignore seis-
mic signals to some degree. Ha et al., in 2010, applied the 2D acoustic La-
place-domain inversion algorithm to an elastic dataset with the expectation 
that the damping factor could reduce the differences between the wave propa-
gation of the acoustic and elastic surface waves. Their approach recovered a 
reasonable velocity model for an elastic CCSS dataset (Zelt et al., 2005).  
Their algorithm was applied to the 1st filtered synthetic dataset shown in 
Figure 39 to compare the inverted results obtaining using the elastic and 
acoustic approaches. For the inversion test, all inversion parameters and con-
ditions were the same as those used for the elastic inversion, except hessian 
matrix. The acoustic inversion was performed with the acoustic pseudo-
Hessian introduced by Ha et al., in 2012. 
Figure 55 shows the inverted P-wave results obtained via Laplace- and La-
place-Fourier-domain inversion. The recovered velocity model by acoustic 
approach seems to agree well with the true P-wave velocity model in overall 
shape. Especially the Laplace-domain inverted result is not worse than elastic 
Laplace-domain inverted result.  
However for the Laplace-Fourier-domain results, the elastic inverted P-
wave velocity result presented in Figure 42c shows much more detailed sub-
surface structures than acoustic result shown in Figure 55b. From the residual 
in Figure 56a, we believe the surface wave disturbs to recover proper parame-
ters in near surface region in the Laplace-Fourier domain. The detailed infor-
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mation of residuals and its distribution of this test are presented in Table 11 
and Table 12, respectively.  
The results of this test demonstrate that although the acoustic approach can 
effectively compute the inverted velocity for land dataset, the elastic approach 







Figure 59. Inverted P-wave models via acoustic (a) Laplace-domain inversion 










Figure 60.  (a) The residuals between the true P-wave model and the inverted 
P-wave models via acoustic approach Laplace-Fourier-domain inversion shown 
in Figure 59b. (b) Histogram of the magnitude of the residuals of acoustic in-
verted and elastic inverted P-wave velocity models.
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The information of the residuals (P-wave velocity) 
 Range of P-wave residuals Average of P-wave residuals 
Initial model 0.000 ~ 2.143 km/s 0.47587389 km/s 
Elastic inversion 0.000 ~ 0.904 km/s 0.14256380 km/s 
Acoustic inversion 0.000 ~ 2.264 km/s 0.19696705 km/s 
Table 13. The information of the P-wave velocity residuals computed with the true velocity model, initial model and inverted 
models with the elastic approach shown in Figure 45c and the acoustic approach shown in Figure 59b.
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Distribution of the magnitude of the residuals (P-wave velocity) 
Group Initial model Elastic inversion Acoustic inversion 
1 12.30 % 56.23 % 33.02 % 
2 13.32 % 21.96 % 28.77 % 
3 9.208 % 8.214 % 16.82 % 
4 10.94 % 5.073 % 9.312 % 
5 10.85 % 3.314 % 5.835 % 
6 11.47 % 2.021 % 2.503 % 
7 9.405 % 1.818 % 1.967 % 
8 6.959 % 0.691 % 0.710 % 
9 5.228 % 0.710 % 0.565 % 
10 10.32 % 0.002 % 1.264 % 
Table 14. The distribution of the magnitude of the P-wave velocity residuals computed with true P-wave velocity model and 
initial P-wave model and inverted models with the elastic and acoustic approaches.
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Chapter 4. Conclusion 
 
In this thesis, we introduced a 2D elastic Laplace-Fourier inversion algo-
rithm on unstructured grids. The Laplace- and Laplace-Fourier-domain inver-
sion methods have been studied with respect to their characteristics, limita-
tions, and use for various media, such as acoustic, elastic, and acoustic-elastic 
coupled media, by many geophysicists (Shin et al., 2008; Shin el., 2009; Cha 
et al., 2010; Ha et al., 2010; Chung et al., 2010; Bae et al., 2010; Kim et al., 
2013).  
This study began with the simple extension from elastic Laplace-domain 
inversion to elastic Laplace-Fourier-domain inversion and the application of 
the unstructured grid. However, we encountered many problems, not those 
related to the choice of a structured or unstructured grid, but those originating 
from the complex-topography effect. For instance, for elastic Laplace-domain 
inversion with a flat surface it is possible to adopt the one-source assumption; 
thus, the source-estimation algorithm can be performed using a single source 
wavelet. However for an elastic inversion with complex topography, the 
source wavelets must be estimated independently for each shot because the 
different surface conditions encompassed by the topography lead to different 
source amplitudes and phases.  
Moreover, irregular surface conditions make the regularized steepest-
gradient direction more sensitive to damping factor in the flat surface case; 
thus, we were obliged to suggest a modified pseudo-Hessian matrix to address 
this issue. In this paper, it was derived using the difference in the definition of 
the pseudo-Hessian matrix based on the 𝑙2 norm by Shin et al., 2001, and the 
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𝑙𝑙𝑔 norm by Ha et al., 2012.    
In addition, the increased non-linearity in the signal caused by complex to-
pography requires reasonable stopping criterion instead of the empirically de-
termined number of iterations to guarantee accurate results. This type of mul-
ti-loop inversion is easy to yield an over- or underestimated velocity, depend-
ing on the number of iterations.  
First, the stopping criterion based on the objective function was applied for 
the Laplace-Fourier-domain inversion. However, it was unable to obtain satis-
factory results. Thus, the normalized stopping criterion was suggested based 
on studies of the characteristics of the logarithmic objective function (Shin et 
al, 2007; Bednar et al., 2007; Pyun et al., 2007). This stopping criterion was 
defined with the multi-objective assumption of real part amplitude error and 
imaginary part phase error, and it ensures the equal weighting of the influence 
of the two by assigning a normalized error to each. Numerical experiment 
successfully demonstrated the improvement in the results that was obtained 
using this approach. In this study, we imposed equal weighting for the phase 
and amplitude; however, we believe that an optimized weighting between the 
two exists that is a function of the frequency and Laplace damping constant 
and it will be studied in the future.  
The developed algorithms are verified with synthetic and land dataset. For 
the time-domain synthetic test, 3 numerical tests was performed with different 
purposes, and the results demonstrated that the developed elastic Laplace-
Fourier inversion algorithm is not entirely dependent to the low-frequency 
information, can recover an appropriate inversion result using a noisy dataset, 
and yields better results than the acoustic approach. 
This research is a preliminary step in a promising line of investigation and 
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we plan to continuously improve this algorithm by applying it to many land 
datasets that represent many different conditions. In this study, we used only 
the vertical displacement as the observed but in the future, we wish to study 




Appendix A. The 2D elastic wave simulation using inte-
rior penalty discontinuous Galerkin method in the time 
domain  
 
The interior penalty discontinuous Galerkin finite element method (IPDG-
FEM) is a type of FEM has been proven to yield accurate results using every 
type of mesh. This method relies on the exchange of numerical fluxes be-
tween adjacent elements. It is illustrated in Figure A.1. In contrast to classical 
FEMs, no continuity of a basis functions is imposed between elements, and 
therefore, the method supports discontinuities in the seismic wavefield be-
tween at the nodal points of two neighboring elements. Thus, this method 
does not suffer from spurious reflections, unlike classical FEMs, which gener-
ate unexpected reflection when applied to a changeable mesh. 
Not only does the IPDG-FEM accommodate elements of various types and 
shapes, irregular non-matching grids, and even locally varying polynomial 
order, hence offering significant flexibility in mesh design, but it also produc-
es block-diagonal mass matrices and therefore yields fully explicit, inherently 
parallel methods when coupled with explicit time stepping. The mass matrix 
that arises from a DG discretization is always block diagonal, with a block 
size equal to the number of degrees of freedom per element; hence, it can be 
computed at low computational cost without using the FEM lumping method 
(Marfurt, 1984).  
The DG methods for the 2D elastic wave equation have been derived and 
applied by many geophysicists in recent years (Mercerat et al. 2006; Dumbser 
et al., 2006; Frey et al., 2008; Delcourte et al, 2009; Tago et al., 2012). Here, 
we derive the DG formulation from the 2nd-order elastic equation, which dif-
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A 1. The comparison of the nodal point between FEM and DGM. 
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A.1 The notations  
 
 For a given domain Ω, we consider shape-irregular meshes Γℎ that parti-
tions the domain Ω into disjointed triangular elements 𝐾, such that Ω� = ∑𝑘. 
Ω� is the domain for computation. 𝑘− denotes neighboring elements of the 
element 𝑘+. In addition, the following notation is used in this appendix. 
 𝐹𝑖 represents the set of all interior edges, i.e., 𝐹𝑖 ≔ 𝜕𝐾+ ∩ 𝜕𝐾−; 
 𝐹𝑜 represents the set of all boundary edges, i.e., 𝐹𝑜 ≔ 𝜕𝐾+ ∩ 𝜕Ω�; 
 𝐹 represents the set of all edges, i.e., 𝐹 ≔ 𝐹𝑖 ∪ 𝐹𝑜; 
 𝒏± denotes the unit normal vector of 𝐾±; 






 �{ }� is the mean function, i.e., �{𝜙}� ≔ �(𝜙












A.2 The IPDG formulation of the 2D elastic wave equa-
tion 
 
The 2nd-order elastic wave equation in the time domain has already been 
presented in equations (2-2) to (2-6); however, for convenience in deriving the 
IPDG formulation from the beginning, we present it here again. Note that the 
notations used here are different from those used in the main article. The 2D 























𝜎𝑥𝑥 = 𝜆Δ + 2𝜇𝜀𝑥𝑥 , (A.3) 
𝜎𝑥𝑥 = 𝜆Δ + 2𝜇𝜀𝑥𝑥,  


























Where 𝑢 and v represent the horizontal displacement and vertical displace-
ment, respectively. Equation (A.1) and (A.2) can be expressed using the Ga-







































where (𝑎, 𝑏) denotes the inner product of 𝑎 and b. 𝜙𝑥  and 𝜙𝑥  are test 
functions for 𝑢 and 𝑣, respectively.  
The IPDG formulation for the horizontal displacement given by equation 
(A.6) will be presented in below, term by term. The 1st term on the right-hand 
side of it can be derived using Green’s 1st identity and the jump and mean re-


























(Because of 𝜎𝑥𝑥𝒏𝑥 is continuous; ⟦𝜎𝑥𝑥⟧ is zero)  






















     +𝛾. 
Where, 𝐹 is all edges. 𝛾 is the interior penalty constant and it will be de-
fined later. The stress term in equation (A.8) can be replaced by the relation-
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Thus, the horizontal displacement equation (A.6) can be transformed into 
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The vertical displacement equation can be rewritten as equation (A.12) us-
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The 2nd order elastic wave equation can be expressed as a system of equa-








where 𝐌 is the mass matrix; 𝐌 is the displacement vector, which contains 
both horizontal and vertical components; 𝐊 is the stiffness matrix; and 𝐟 is 
the source vector.  
𝐌 = �𝑚11 00 𝑚22
�, 
(A.14) 






𝐌 = �𝒖𝒗�, 
(A.16) 
𝐊 = �𝑘11 𝑘12𝑘21 𝑘22
�. 
(A.17) 
The components of the stiffness matrix 𝑘11, 𝑘12, 𝑘21, and 𝑘22 can be de-
rived from the relations expressed in equations (A.11) and (A.12).  







































































































































































+ � � 𝛾𝑑�𝜙𝑖+𝒏+𝜙𝑜+𝒏+ + 𝜙𝑖−𝒏−𝜙𝑜+𝒏+�𝑑𝜋
𝑑𝐹∈𝜕𝑘
�, 
where the 𝛾𝑑 is the interior penalty constant for stabilization and it is defined 
on each edge of the element as (Baldassari, 2009) 















, 𝜋 ∈ 𝐹𝑖𝜋 ∈ 𝐹𝑜
, 
(A.25) 
Finally, the IPDG formulation of the 2D elastic wave equation can be pre-
sented as in equation (A.26) via the central FDM scheme for a 2nd-derivative 
displacement vector with respect to time. 
𝐌𝑖+1 = 2𝐌𝑖 − 𝐌𝑖−1 −𝐌−1
(𝑑𝑡)2
ρ �
𝐊𝐌𝑖 + 𝐟�, 
(A.26) 
where, 𝑖 is the number of discrete time samples with the interval 𝑑𝑡. 
Figure A 2 presents the modeling results computed using the parameters 
shown in Figure 8, 9 and the time-domain IPDG scheme, and it shows the 
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초    록 
 
현재 탄성파 자료 획득분야에서의 놀라운 발전은 지금까지 완전 
파형역산의 현장자료에 대한 적용을 어렵게 해온 저주파수 성분의 
부재 문제를 해결할 수 있는 가능성을 보여준다. 그러나 아직까지 
대부분의 현장 탄성파 자료에서 저주파수 성분을 기대하기는 
어려운 상황이다. 따라서 저주파수의 부재 문제를 해결해 줄 수 
있는 좋은 장파장 속도 모델을 구축 하는 것은 푸리에 영역에서의 
파형역산을 통해 고해상도의 속도모델을 구축하거나 구조보정을 
통한 지하영상 획득에 있어서 매우 중요한 의미를 갖는다. 
 본 논문에서는 라플라스-푸리에 영역에서 2차원 탄성 
파동방정식을 이용하여 육상탐사에 적용 가능한 파형역산 기법을 
개발하였다. 이 기술은 비정규 격자를 이용한 유한요소법에 
기반하여 개발되었다. 비정규 격자를 적용함으로써 육상 탐사 
자료가 획득된 지형을 정확하게 묘사하는 것이 가능해졌고, 이를 
통해 불규칙한 지표면에 의해 발생되는 자료의 비선형성을 줄이는 
효과를 기대 할 수 있다. 
 탄성 매질에서 적용할 수 있는 수정된 헤시안 매트릭스를 
정의함으로써 라플라스-푸리에 완전 파형 역산의 결과가 지금까지 
유사 헤시안을 적용할시에 함께 정의된 감쇄상 없이 이전의 방법에 
비해 깊은 탐사심도와 정확성을 동시에 가질 수 있게 만들었다. 
 또한 로그 목적함수가 진폭 오차와 위상 오차를 자연적으로 
분리해내는 특성에 착안하여 라플라스-푸리에 영역 완전파형 
역산에서 잔차의 진폭정보와 위상정보를 균형 있게 이용할 수 있는 
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진폭 오차와 위상 오차를 정규화 시켜 이용하는 반복중단 
알고리즘을 소개하였다. 이를 적용함으로 잘못된 역산 반복횟수 
결정이나 과대적합에 의해 야기될 수 있는 부적절한 파형역산 결과 
획득을 막고자 하였다. 
 본 논문을 통해 개발된 알고리즘의 실제 탐사자료에 대한 적용 
가능성을 실험하기 위해 현장자료가 가질 수 있는 대표적인 
문제점인 저주파수가 없는 경우와 잡음이 가해진 시간영역 
인공합성 자료를 이용하여 수치실험을 수행하였다. 그 결과 
저주파수 성분에 의존하지 않고 성공적으로 장파장 속도모델을 
구축할 수 있었고, 잡음이 섞인 자료에 대해서도 만족할 만한 
결과를 보여주었다. 
 
주요어: 2차원 탄성 매질, 완전 파형 역산, 비정규 격자요소, 
반복중단 알고리듬, 유사 헤시안, 라플라스-푸리에 영역 
학  번: 2009-22977 
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- 라플라스-푸리에 영역 역산기법을 이용한 육











Currently, brilliant advances in the acquisition offer the possibility of solv-
ing the problem of the absence of low-frequency components that hinders the 
full-waveform inversion, yet, most real datasets do not contain these compo-
nents. Thus, the long-wavelength velocity model that can be obtained using 
the Laplace- or Laplace-Fourier-domain inversion should be conducive to de-
lineating the subsurface structure via migration or Fourier-domain inversion 
starting from this algorithm.  
In this thesis, the 2D elastic Laplace-Fourier inversion algorithm was de-
veloped for the application to a land dataset could recover the long-
wavelength velocity models. This velocity-estimation algorithm adopts the 
finite element method on an unstructured grid with expectation of mitigating 
the high nonlinearity observed in datasets that originate from topography via 
accurate depiction of an irregular surface.  
For the inversion methodology, the novel pseudo-Hessian matrix is sug-
gested in this thesis. This modified pseudo-Hessian matrix allows for a deeper 
penetration depth of the inverted result and promises a more convergent result 
regardless of damping factor that generally required for pseudo-Hessian ma-
trix. Also, the normalized stopping criterion was introduced using multi-
objective assumption based on the property of the logarithmic objective func-
tion, the natural separation of the phase and amplitude error, to ensure that the 
phase and amplitude information contribute to the inversion result with parity. 
This method could help to prevent the result of an acquiring of an over- or 
under-inverted result caused by over-fitting or an unsuitable determination of 
ii 
 
the number of inversion iterations. 
The developed inverse algorithm was tested using a time domain synthetic 
dataset generated with a realistic foothill model. The results of the test 
demonstrate that this algorithm can recover an adequate velocity model with-
out requiring low-frequency information and with the dataset containing an 
expected noise.  
 
Keywords: 2D elastic domain, Full-waveform inversion, Unstructured 
grid, Stopping criterion, Pseudo-Hessian matrix, Laplace-Fourier do-
main 
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Chapter 1. Introduction 
 
Full-waveform inversion (FWI) has been used as a reasonable tool for re-
covering subsurface parameters using pre-stack seismic data since Laily and 
Tarantola introduced the back-propagation algorithm (Laily, 1983; Tarantola, 
1984). In the past 30 years, seismic inversion has dramatically developed with 
the advancement of inversion theories and computational environments (Ta-
rantola, 1984; Tarantola, 1986; Mora, 1987; Bunks et al., 1995; Pratt, 1998, 
Operto et al., 2004; Shin and Min, 2006; Shin et al., 2007; Shin and Cha, 2008, 
2009). Also, the advance of the FWI strategy could be possible to apply the 
FWI to the real dataset has been suffered from the lack of low-frequency in-
formation via inversion starting from a long wavelength velocity model com-
puted using reflection tomography (Brenders and Pratt, 2007; Virieux and 
Operto, 2009) or the Laplace inversion algorithm (Shin and Cha, 2008; Shin 
and Cha, 2009; Ha et al., 2012). In recent years, the brilliant developments in 
the acquisition field have demonstrated success in obtaining good land da-
tasets that contain sufficient low-frequency information and wide-aperture 
long-offset data (Plessix, 2012; Baeten, 2013), and these developments are 
promising for the use of FWI for velocity-model building in production lines 
in the future. However, most of the FWI research has been performed using an 
acoustic environment, and the application of FWI using the elastic wave equa-
tion remains a topic of future work. 
FWI using the elastic wave equation must be a more appropriate algorithm 
than the acoustic assumption for land datasets because the earth supports both 
P- and S- waves; however, the successful case studies using elastic FWI with 
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real datasets are not easy to find.   
Elastic full-waveform inversions have been studied by many geo-physicists. 
They have presented partially successful results and have explained why elas-
tic FWI encounters more difficulties than acoustic FWI (Mora, 1987, 1988; 
Tarantola, 1987; Shipp and Singh, 2002; Gelis et al., 2007). For instance, mul-
tiple parameters of elastic FWI are interdependent on one another. This inter-
dependency causes the inversion to converge more easily to a local minimum 
than in the acoustic case (Brossier et al., 2009, 2010; Bae et al., 2010; Lee et 
al., 2010). The complex topography of an acquisition region produces ex-
tremely complex seismic signals, especially for surface waves of large ampli-
tude energy, and this complexity disturbs the convergence of the inverse prob-
lem by increasing the nonlinearity (Anouar et al., 2011). Moreover, the differ-
ence in surface-wave propagation between the 2D and 3D elastic wave equa-
tions is one of the most critical hindrances to attempt to perform a land inver-
sion using the elastic approach. In addition, the problem of the lack of low-
frequency components is still extant for most real land datasets. Because the 
novel acquisition method that is capable of obtaining low-frequency infor-
mation suffers from limitations concerning applicable sites and for sources, it 
is not possible to apply this method for every land acquisition site. 
This research was started with the purpose of recovering a proper velocity 
model from a real land dataset using the Laplace-Fourier inverse algorithm 
suggested by Shin and Cha, 2009.  
The Laplace-Fourier algorithm offers some advantages for elastic inversion. 
Most importantly, this method does not suffer from the absence of the low-
frequency components, as has been verified in many studies (Shin et al., 2008, 
2009; Cha et al., 2010; Ha et al., 2010; Chung et al., 2010; Bae et al., 2010; 
3 
 
Kim et al., 2013). Additionally, especially for the elastic case, this method 
allows the use of the 2D elastic wave equation for the inversion of a 3D land 
dataset. The most critical difference between the 2D and 3D elastic equations 
is the damped (3D) or un-damped (2D) surface waves. This difference means 
that the discrepancy increases with increasing offset distance between the 
modeled data and the observed data when the 2D modeling scheme is used. 
However, the existence of time damping constant in the Laplace or Laplace-
Fourier approach could effectively reduce this discrepancy. Ha et al. (2010) 
have inverted synthetic elastic data using the acoustic wave equation without 
removing the Rayleigh waves in the Laplace domain by exploiting this char-
acteristic. They were able to suppress the Rayleigh wave via the damping ap-
plied in the Laplace transformation. Therefore, we believe that the 2D La-
place-Fourier-domain inversion could mitigate this difference in surface-wave 
propagation.  
Elastic inversion using a Laplace-transformed dataset has already been per-
formed by Chung et al., in 2010. They successfully demonstrated that the La-
place inversion method has the ability to recover long-wavelength velocity for 
the elastic parameters. However, this study was performed using the assump-
tion of an upper flat surface; thus, their algorithm does not have the ability to 
handle with real data that of complex topography. For realistic elastic wave 
propagation, the presence of the complex topography is one of the most pre-
dominant factors that affect successful inversion (Gelis et al., 2007; 
Romdhane et al., 2011). Several studied have indicated that complex topogra-
phy drastically influences the amplitudes and phases of the seismic signal 




Thus, this FWI algorithm adopts unstructured grids to describe the complex 
topography of a land acquisition site. The modeling algorithm, gradient calcu-
lation, and updating are performed on unstructured grids, and only the output 
result is mapped to a structured grid to apply a seismic inversion method such 
as reverse time migration after the inversion is completed. 
Also in this paper, a novel gradient-scaling method for elastic Laplace-
Fourier inversion is introduced which is obtained by modifying the pseudo-
Hessian matrix derived by Shin et al., 2001. The newly introduced pseudo-
Hessian matrix could increases the penetration depth of the inverted result, 
and it also could give proper preconditioning to the steepest descent gradient 
direction without a damping factor defined in the original pseudo-Hessian 
with the purpose of stabilization. In addition, the stopping criterion using 
normalized amplitude and phase error is suggested. The amplitude and phase 
error can be extracted from the error of logarithmic objective function and the 
new stopping criterion could prevent a biased inversion to the amplitude or 
phase. 
To address the problem of the interdependency among elastic parameters, 
the density was assumed as a constant value; thus it was not included in the 
updating process, following the approach taken in other studies (Brossier et al., 
2009, 2010; Bae et al., 2010; Lee et al., 2010, Romdhane, 2011; Jeong et al, 
2012), and this conventional density assumption did not disturb the recovery 
of the velocity model in numerical tests using a synthetic dataset.  
This work begins with the definition of the Laplace and Laplace-Fourier-
transformed datasets. And then, the simulation algorithm of the 2D elastic 
wave propagation was reviewed. The finite element method was used on un-
structured grid for complex topography. The perfectly matched layer (PML) 
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boundary condition is applied for this modeling algorithm (Cohen, 2002).  
In chapter 2.4, some theories of full-waveform inversion was described, 
such as the computation of the steepest-gradient direction, how to estimate 
source wavelets, some details concerning the novel pseudo-Hessian matrix, 
and the normalized stopping criterion. 
In chapter 3, the developed elastic Laplace-Fourier-domain FWI is applied 
to a synthetic dataset. The first test was performed using the same modeling 
algorithm in the forward and inverse problems to confirm the performance of 
the developed inversion algorithm. The second test was performed with 3 dif-
ferent purposes; the observation of the dependency on low-frequency infor-
mation in the dataset, the robustness against noisy data, and the performance 
with respect to the results of the acoustic approach. The synthetic dataset used 
in this study was generated using the time-domain 2D elastic interior penalty 
discontinuous Galerkin method on an unstructured grid (Appendix A). This 
time-domain dataset was computed using realistic foothill velocity models 




Chapter 2. Theory 
 
2.1 The elastic wavefield in the Laplace and Laplace-
Fourier domains 
 
The Laplace-Fourier transform of a time domain wavefield is given by 
(Shin and Cha, 2009) 




𝑠 = 𝑖𝑖 + 𝜎, 
(2-1) 
where s is a complex number, σ is the real Laplace damping constant, ω is 
the real angular frequency (given by 2𝜋𝜋, where 𝜋 is the frequency), t is 
the time, 𝑢(𝑡)  is the time-domain wavefield, and 𝑢�(𝑡)  is the Laplace-
Fourier transform of 𝑢(𝑡). 
In equation (2-1), we can observe that the Laplace-Fourier-transformed 
wavefield is the same as the Laplace-transformed wavefield when 𝑖 is zero. 
The Laplace-transformed wavefield is the integral of the damped time-domain 
wavefield with respect to time and the damping constant 𝜎, and it can take on 
only real values. The Laplace transform for large 𝜎 turns the time-domain 
signal into a delta-like signal that shows the first arrival event, and the trans-
form for small 𝜎 contains a larger contribution from late-arrival signals and 
is expected to include the reflections from deeper regions. 
In contrast, the Laplace-Fourier-transformed wavefield contains both an 
amplitude term and a phase term, and it contributes to the acquisition of high-
resolution parameter models when it is used for inversion. 
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For the observation of the properties of the Laplace-Fourier-transformed 
wavefield with respect to the damping constant and angular frequency, the 
amplitude of the Green’s function of the elastic wave equation in the Laplace-
Fourier domain is presented in Figure 2 and 3, calculated with 3 damping con-
stants (𝜎 = 1, 5, and 10), 3 angular frequencies (𝑖 = 0, 10𝜋, and 20𝜋), and 
the modeling parameters shown in Figure 1.  
From Figure 2 and Figure 3, an estimation of some characteristics of the 
Laplace-Fourier-domain inversion is possible. First, we can see that the ampli-
tude of the Laplace-Fourier wavefield becomes concentrated at the source 
point as the damping constant is increased, and this property is related to the 
penetration depth of the inversion.  
Figure 4 and 5 show the phase component of the Laplace-Fourier-domain 
Green’s function. In these figures, it is possible to confirm that the Laplace 
transform does not contain the phase information; thus, the Laplace-domain 
inversion can be considered to be a purely dynamic algorithm (Pyun et al., 
2007). Therefore, the Laplace-domain inversion might be sensitive to imped-
ance variations in the subsurface. On the other hand, the Laplace-Fourier 
wavefield contains both amplitude and phase information. It is interesting to 
note that the amplitude spectrum varies drastically with respect to the Laplace 
damping constant, but the phase spectrum seems to be influenced little or not 




Figure 1．The geometry and homogeneous elastic parameters for computing the 
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Figure 2．The amplitude spectrum of the horizontal Green’s function in the 
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Figure 3．The amplitude spectrum of the vertical Green’s function in the La-





𝑖 = 0 𝑖 = 10𝜋 𝑖 = 20𝜋 
 
 
𝜎 = 1 
   
 
 
𝜎 = 5 
   
 
 
𝜎 = 10 
   
Figure 4．The phase spectrum of the vertical Green’s function in the Laplace-
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Figure 5．The phase spectrum of the vertical Green’s function in the Laplace-
Fourier domain with respect to the 3 Laplace damping constants and 3 angular-
frequency components.   
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2.2 The elastic wave equation in the Laplace-Fourier 
domain 
 
The elastic wave equation in the time domain for an isotropic and heteroge-
















































where 𝒙 denotes position vector (𝜕, 𝜕), 𝑢𝑥(𝒙, 𝑡) is the horizontal displace-
ment, and 𝑢𝑥(𝒙, 𝑡) is the vertical displacement in the time domain. σ𝑥𝑥, σ𝑥𝑥, 
and σ𝑥𝑥 are stresses. 𝜆, 𝜇, and 𝜌 are the Lamé parameters, which have a 











where α is the P-wave velocity, and β is the S-wave velocity.  
14 
 
The elastic wave equation in the Laplace-Fourier domain can be obtained 
by taking the Laplace-Fourier transforms of equations (2-2) - (2-3), yielding 


























































2.3 Simulation of the elastic wave propagation using the 
FEM 
 
The accurate simulation of wave propagation is the one of the most im-
portant factors that could make successful full-waveform inversion possible. 
For the elastic case, the exact simulation of elastic wave propagation for a 
land dataset depends on a description of complex topography of the acquisi-
tion site.  
Many prior studies have been conducted regarding elastic inversion; how-
ever, most of them have used Cartesian grids for simulation, the flat-surface 
assumption and the 2D elastic wave equation. They have produced well-
inverted results and promising algorithms. However, the flat-surface assump-
tion makes that their studies are not suitable for the application to land da-
tasets. 
The flat-surface assumption imposes the different seismic responses with 
the acquired data. The most energetic signal of the elastic wave equation is the 
ground roll, which propagates along the surface, and an irregular surface gen-
erates much more complexity in this phenomenon. Thus, in this study, we 
tried to describe the complex topography by using the finite element method 
(FEM), which can easily handle complex boundaries and unstructured grids 
meshes, even when higher-order discretization is applied.  
16 
 
2.3.1 The finite element method for the 2D elastic wave 
equation 
 
The simulation of the elastic wave propagation was computed in the do-
main shown in Figure 6. The symbol Ω represents the domain of elastic 
modeling. The symbol Ω𝑝𝑝𝑝 denotes the absorbing zone for the application 
of the perfectly matched boundary condition, and it is included in Ω. The 
Neumann boundary condition is applied to all outer boundaries, ∂Ω.    
For the given domain Ω, we consider shape-irregular meshes Γℎ that parti-
tions the domain Ω into a triangular elements 𝐾, such that Ω = ∑𝐾.  The 
2D elastic wave equation in the Laplace-Fourier domain, equations (2-9) and 
(2-10), can then be express in the FEM formulation. 


























































where, 𝑢𝑥ℎ = ∑ 𝑢�𝑖𝜙𝑖,
𝑛𝑑𝑑𝑑
𝑖  𝑢𝑥
ℎ = ∑ 𝑣�𝑖𝜙𝑖,
𝑛𝑑𝑑𝑑
𝑖  𝑣
ℎ = ∑ 𝜙𝑜,
𝑛𝑑𝑑𝑑
𝑜  𝜙  is the 
shape function, and 𝑖 and 𝑗 are nodal points, 𝑛𝑑𝑜𝑑 denotes total degree of 
freedom. 




𝐒𝐒 = (𝐌 + 𝐊)𝐒 = 𝐟, (2-16) 
where, 𝐒 is the complex impedence matrix composed of 𝐌, the mass matrix, 
and 𝐊, the stiffness matrix. 𝐟 denotes the source vector. 
𝐒 = �𝑢�𝑣��, 
(2-17) 
𝐌 = �𝑚11 00 𝑚22
�, 
(2-18) 






where 𝜋𝑥 and 𝜋𝑥 are the horizontal and vertical source vector, respectively. 
The components of the mass matrix and the stiffness matrix are expressed as 
follows, 
























































Figure 6．An elastic modeling domain for wave propagation. 𝛀 is the entire 
domain, and 𝛛𝛀 is the Neumann boundary condition. 𝛀𝒑𝒑𝒑 denotes the do-
main for absorbing boundary condition, and 𝛛𝛀𝒑𝒑𝒑 represents the boundaries 























Where, 𝑘 is an element and 𝐾 is a finite set of element. The number of 
the local node point for an arbitrary element 𝑘 is defined with respect to the 
shape function order (𝑙𝑘) of each element. 
 𝑛𝑑𝑜𝑑𝑘 = (𝑙𝑘 + 1)(𝑙𝑘 + 2) 2⁄  (2-26) 
𝑎𝑘𝑥 and 𝑎𝑘𝑥 is equation (2-21) are the PML constants that are defined for 
each element. For the unstructured-grids model, the PML constants is com-
puted using the center coordinate of the element and the distance from the 
PML boundary ∂Ω𝑝𝑝𝑝. The practical definitions of the PML constants can be 
written in the forms  
𝑎𝑘𝑥 = �
1
































where 𝑎 is the thickness of the boundary layer, 𝑐0 is the velocity of the 
PML zone, R=1000, x′ is the x-axis distance from the ∂Ω𝑝𝑝𝑝, and z′ is the 
z-axis distance from the ∂Ω𝑝𝑝𝑝 (Cohen, 2002). 
The components of the mass matrix in equation (2-21) can be computed us-
ing the shape function 𝜙� of the master element 𝐾�; 𝐹𝑘, which is the mapping 
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function of the 𝑘 element; and the relationship 𝜙𝑖 = 𝜙�𝐼 ∘ 𝐹𝑘−1 between 𝜙 
and 𝜙�.  




                                    = 𝑠2�𝜌𝑘𝑎𝑘𝑥𝑎𝑘𝑥 � 𝜙�𝐼 ∘ 𝐹𝑘−1𝜙�𝐽 ∘ 𝐹𝑘−1𝑑𝑘
𝑘𝐾
 
                          = 𝑠2�𝜌𝑘𝑎𝑘𝑥𝑎𝑘𝑥 � �𝜙�𝐼𝜙�𝐽� ∘ 𝐹𝑘−1𝑑𝑘
𝑘𝐾
 
                           = 𝑠2�𝜌𝑘𝑎𝑘𝑥𝑎𝑘𝑥|𝑑𝑒𝑡𝐽𝑘|� �𝜙�𝐼𝜙�𝐽�𝑑𝐾�
𝐾�𝐾
 
                                      = 𝑚22. 
(2-31) 
The mapping function is shown in Figure 7, and it is defined for a triangu-




𝜕2 − 𝜕1 𝜕3 − 𝜕1
𝑦2 − 𝑦1 𝑦3 − 𝜕1� �
𝜕�
𝑦��, 




where, (𝜕1,𝑦1), (𝜕2,𝑦2), and (𝜕3,𝑦3) are the global coordinates of the ver-
tex of the triangular element k. (𝜕�,𝑦�) represents its corresponding coordi-
nates on the master triangular element 𝐾�. 
For the stiffness matrix, all components of it can be computed the compo-
nents using the quantities above and the relationship ∇𝜙𝑖 = 𝐽𝑘−T∇𝜙�𝐼 ∘ 𝐹𝑘−1 








































































































































where ∇ is the gradient operator. 
The forward modeling was performed using the derived FEM algorithm 
with the heterogeneous velocity model that has the complex surface shown in 
Figure 8. Figure 8, 9a, and 9b show the P-wave and S-wave velocity models 
and the density model, respectively. The size of the domain is 20,000 m  
3,700 m. The unstructured grid was showed in the P-wave velocity model. 
Figure 10 shows the horizontal and vertical displacements obtained via the 
forward-problem algorithm with the given models, a Laplace-damping value 
of 1.0, and a frequency value of 20𝜋. In this modeling example, the compli-
cation of the elastic wave propagation caused by the topography was able to 
observe. And it can be an example why the inversion approach using the flat-
surface assumption and the corrected dataset, which considers only the time 
delay that originates from differences in elevation, is highly susceptible to 












Figure 9. Parameters defined on unstructured grids for a modeling test: (a) S-







Figure 10. The (a) horizontal and (b) vertical displacement computed in the Laplace-Fourier domain using the parameters 
given in Figure 8 and 9, 𝝈 = 𝟏 for and 𝝎 = 𝟐𝟐𝟐.
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2.3.2 Source and receiver distributions 
 
A simulation of the wave equation using FEM in the Laplace and Laplace-
Fourier domains can compute a stable numerical solution using a grid size ten 
times coarser grid size than that required for similar simulations using time- or 
frequency-domain FEM (Shin and Cha, 2008). However, this advantage can-
not be exploited when the exact nodal positions of the sources and receivers 
are applied during the meshing procedure. Thus, the original coordinates of 
the sources and receivers changed to the distributed coordinates with 
weighting at the corresponding locations, as shown in Figure 11. 
This approach allows for the control of the mesh size and shape without 
any consideration for the coordinates of the original sources and receivers, 
based on the definitions of the integral of the delta function, the mapping 
function 𝐹𝑘 and its determinant. A point source located at 𝒙𝑠 in the inner 
region of element 𝑘𝑠𝑛𝑠, an element that contains a source, can be expressed in 
terms of the distributed sources that are located at the coordinates of the nodal 
points of the master element. The source vector in equation (2-20) can be 
written as follows, 
𝐟 = �� 𝛿(𝒙 − 𝒙𝑠)𝐴𝜙𝑜𝑑𝑘
𝑘𝐾
 
                                        = � 𝛿(𝒙 − 𝒙𝑠)𝐴𝜙𝑜𝑑𝑘
𝑘𝑠
 












where 𝐴 is the amplitude of the source vector in the Laplace-Fourier domain, 
j represents the local nodal points on the source element 𝑘𝑠, and 𝐽 repre-
sents the local nodal points on the master element 𝐾�. Examples of simulation 
of the vertical and horizontal wavefields using distributed coordinate are pre-
sented in Figure 12 to verify the feasibility of using distributed sources and 
receivers. The 1st test was performed using the exact source and receiver posi-
tions, and the 2nd was performed using distributed sources and receivers. The 















Figure 12. (a) Domain for testing the elastic wave propagation using the exact 
and distributed positions of the sources and receivers. (b) Vertical displacement 
and (c) horizontal displacement. 
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2.4 Full waveform inversion in the Laplace-Fourier do-
main 
 
In this section, the Laplace-Fourier-domain inversion algorithm is present-
ed using the steepest descent method introduced by Shin and Cha in 2009 
with the logarithmic objective function suggested by Shin and Min (2006). 
The logarithm objective function must be used for Laplace and Laplace-
Fourier-domain inversion because the amplitude of a Laplace-Fourier-
transformed wavefield has such a large amplitude range with respect to the 
offset; thus, no other widely used objective function, such as the 𝑙1 or 𝑙2 
norm, is suitable (Shin and Ha, 2008).  
The source-estimation algorithm of logarithmic wavefield is also reviewed 
in this chapter. The full Newton method suggested by Shin et al. (2007) is ap-
plied for an estimating of the source wavelet and it is performed for each 
source, independently.  
Next, it is showed that how to distribute the source and receiver position 
from their original coordinate to node point of mesh. The mixed type mesh is 
applied to minimize the error originated from mapping the result obtained on 
unstructured grid to the structured grid. 
The novel pseudo-Hessian matrix and stopping criterion using normalized 
amplitude and phase error were proposed in this chapter. The suggested pseu-
do-Hessian matrix could promise proper regularized gradient direction than 
the original one for elastic inversion. Also, the stopping criterion could pre-
vent to be partial inversion toward the amplitude or phase. These methods 
were introduced with numerical examples.
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2.4.1 Determination of gradient direction in the Laplace-
Fourier domain using the steepest descent  
  
The Laplace and Laplace-Fourier domain wavefields can be obtained via 
frequency-domain modeling using a Laplace damping constant and an angu-
lar-frequency constants; thus, the inversion algorithm can be implemented in 
the same manner as in the frequency-domain method using a logarithmic 
wavefield. 
The residual is defined in terms of the ratio of the logarithmic modeled 
wavefield and the observed wavefields based on the 𝑙2 norm, as follows: 





where 𝑢�𝑖,𝑜 and ?̃?𝑖,𝑜 are the modeled and observed wavefields in the Laplace-
Fourier domain at the location of the 𝑗th receiver of the 𝑖th source. In partic-
ular, the observed dataset was assumed that it contains only a vertical compo-
nent, as this assumption is consistent with many real land datasets. Thus, the 
modeled data 𝑢�𝑖,𝑜 also contains a vertical component. The objective function 












where 𝑛𝑠 and 𝑛𝑛 are the numbers of sources and receivers, respectively. 
The notation ∗ indicates a complex conjugated value.  
The steepest-decent method is an iterative method of minimizing the objec-
tive function using the gradient directions for the various unknown parameters. 




where 𝐦(𝑝) is the model parameter vector at the 𝑙th iteration, and ∇𝒑𝐸 is 
the steepest-decent gradient direction. 𝛼 is the step length for updating. 
The steepest-descent gradient direction for the k element can be computed 
from the partial derivative of the logarithmic objective function with respect 
to the model parameter 𝑚𝑘. 

















The partial derivative of the modeled wavefield can be computed by taking 
the partial derivative of equation (2-16) with respect to the model parameter 


















where 𝐯𝑘  is the virtual source vector with respect to the parameter m𝑘 






Now, the steepest-descent gradient direction of a model parameter for the k 
element can be calculated using back propagation algorithm (Shin and Min, 
2006), and it can be expressed as 
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where 𝐒−T is the inverse of the transposed impedance matrix, and it can be 
replaced by 𝐒−1 because of its symmetry. The residual vector 𝐫𝑖 can be ex-










































2.4.2 Preconditioning of the gradient direction using 
pseudo-Hessian matrix 
 
The gradient direction computed using the steepest-descent method of 
equation (2-45) requires preconditioning because it is computed without con-
sideration of the geometrical spreading effect. Pratt et al. suggested the Gauss-
Newton method and the full-Newton method for regularizing the gradient di-
rection in 1998, and Shin et al. introduced the pseudo-Hessian matrix, which 
uses only the diagonal component of the approximated Hessian in Gauss-
Newton method, to reduce the computational cost of this task in 2001. 
Researches on Laplace- or Laplace-Fourier-domain inversion usually used 
the diagonal element of the pseudo-Hessian matrix using the virtual source 







The preconditioned gradient direction for updating is obtained using steep-
est decent direction normalized by the diagonal element of the pseudo-







𝑖 � + 𝜂
 
(2-48) 
where δ𝑚𝑘 is the preconditioned gradient direction for the model parameter 
of the 𝑘 element and 𝜂 is the damping factor to stabilize the normalization. 
Now, the updating method in equation (2-40) is need to be changed with the 
preconditioned gradient direction, as follows 
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𝐦(𝑝+1) = 𝐦(𝑝) + 𝛼(𝑝)δ𝑚, (2-49) 
In some numerical tests, the pseudo-Hessian matrix presented in equation 
(2-47) could not be reasonably preconditioned because of the damping factor. 
The damping factor 𝜂 is applied to stabilize the gradient direction. In this 
context, the damping factor must solely stabilize the gradient, and it must not 
affect to the global trend of the gradient direction. However, it was contribut-
ed to the inverted result.  
A simple test was performed to investigate the effect of the damping factor 
on the pseudo-Hessian matrix. Figure 13 shows the 3 types of true model sets 
that were used for this test. The P-wave velocity models were constructed us-
ing a 1500 m/s background velocity and a 3000 m/s box-shaped structure at 
depths of 1000 m to 2000 m, 1500 m to 2500 m, and 2000 m to 3000 m. The 
S-wave velocity models were constructed using a 866 m/s background veloci-
ty and a 1732 m/s box-shaped structure at depths of 1000 m to 2000 m, 1500 
m to 2500 m, and 2000 m to 3000 m, relatively. The density model was a 2 
g/cc homogeneous model. Figure 14 shows the initial velocity models; the 
initial P-wave model was a 2000 m/s constant model, and the initial S-wave 
model was a 1200 m/s constant model. The density was assumed to be 2 g/cc. 
The inversion was performed using 6 Laplace damping constants (2, 4, 6, 8, 
10, and 12) and 3 different damping factors. The damping factor was deter-
mined as a proportion of the maximum of the pseudo-Hessian matrix as fol-
lows: 
𝜂 = 𝑑 × max(𝐇𝑝) (2-50) 
In Figure 15, the inverted P-wave results was presented using the 3 types of 
datasets with 3 different damping factors after 30 iterations. The results 
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demonstrate that the damping factor affects the determination of the inverted 
depth. The inverted result for 𝑑 = 10−1 is biased in the upwind direction, 
and the result for 𝑑 = 10−5 is biased in the downward direction. These re-
sults indicate that elastic Laplace-Fourier-domain inversion cannot always 
yield a reasonable result because of the effect of the damping factor. 
For a more detailed analysis, the 1D steepest-descent direction and the 
pseudo-Hessian was extracted at 10,000 m from the left origin for the 1st test, 
with a high-velocity structure located at a depth of 1000 m to 2000m and for a 
Laplace damping constant of 2. First, in Figure 16, the steepest gradient, 
pseudo-Hessian without the damping factor, and the gradient direction were 
presented and the gradient direction was preconditioned using a pseudo-
Hessian without a damping factor.  
The preconditioned gradient using a pseudo-Hessian without a damping 
factor cannot compensate for the geometrical-spreading effect in this analysis. 
Second, Figure 17 shows the pseudo-Hessian matrixes are computed using the 
5 damping factors 𝑑 = 10−1, 10−2, 10−3, 10−4, and 10−5 to illustrate how 
the matrix changes with respect to the damping factor. In this plot, it is appar-
ent that the value of the applied damping factor plays a role in the minimum 
tolerance limit for the Hessian, and it causes unexpected changes in the pre-
conditioned gradient, as shown in Figure 18. The preconditioned gradient di-
rection is tend to emphasize a deeper region following as the damping factor 
goes to small. From results of this analysis, it seems to that the pseudo-
Hessian matrix derived using the conventional 𝑙2 norm is not appropriate for 




Parameter set 1 
   Box depth: 1,000 ~ 2,000 m 
Parameter set 2    
   Box depth: 1,500 ~ 2,500 m 
Parameter set 3 














   







Figure 14. The initial models for the tests of the pseudo-Hessian matrix: (a) 
2000 m/s homogeneous P-wave velocity model and (b) 1200 m/s homogeneous S-
wave velocity model. 
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In 2012, Ha et al. introduced a modified pseudo-Hessian matrix that was 
derived for the logarithmic objective function. Presented below is the modi-














where 𝐜T = (1, 1,⋯ , 1). This pseudo-Hessian matrix does not contain the 
information about the modeled wavefield. They have demonstrated that their 
pseudo-Hessian matrix properly preconditions the steepest-descent gradient 
direction in the acoustic inversion problem. From here, to prevent confusing 
names, the pseudo-Hessian matrix derived from the conventional 𝑙2 norm is 
indicated with 𝐇𝑝2
𝑝, while the other is expressed as 𝐇𝑝𝑜𝑜𝑝. 
𝐇𝑝𝑜𝑜𝑝 is applied to the elastic equation. First, the partial-derivative of the 
impedance matrix for arbitrary element k with respect to the model parameters 
of the elastic wave equation (𝜆, 𝜇, and 𝜌) can be expressed using the following 
equations: 
                    −
𝜕𝐒
𝜕𝜆𝑘





                    −
𝜕𝐒
𝜕𝜇𝑘
𝐜 = |𝑑𝑒𝑡𝐽𝑘| �
2𝑎𝑘,1 + 𝑎𝑘,4 𝑎𝑘,3
𝑎𝑘,2 𝑎𝑘,1 + 2𝑎𝑘,4
� 𝐜, 
(2-53) 


































   




Figure 16. The plots of the 1D steepest-descent direction, the pseudo-Hessian without the damping factor, and the gradient 
direction obtained when preconditioned using the pseudo-Hessian without damping. These 1D plots were extracted for the 




Figure 17. The 1D Hessian matrix without a damping factor and with the various damping factors The 1D pseudo-Hessian 




Figure 18. The 1D preconditioned gradient directions obtained using pseudo-Hessians with various damping factors: 
𝒅 = 𝟏𝟐−𝟏,𝟏𝟐−𝟐,𝟏𝟐−𝟑,𝟏𝟐−𝟒, and 𝟏𝟐−𝟓.  
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Where 𝑎𝑘 matrix is consist of 𝑎𝐼,𝐽𝑘 with size of 𝑛𝑑𝑜𝑑𝑘 × 𝑛𝑑𝑜𝑑𝑘. The ma-
trix size of partial derivatives is 2𝑛𝑑𝑜𝑑𝑘 × 2𝑛𝑑𝑜𝑑𝑘 and the size of vector 𝐜 
is 2𝑛𝑑𝑜𝑑𝑘. 




























From these derivatives demonstrate that 𝐇𝑝𝑜𝑜𝑝 are computed using the 
values of |𝑑𝑒𝑡𝐽𝑘| and 𝐽𝑘 for each element 𝑘. It means that it contains only 
information of the element; thus, it cannot compensate for the geometrical-
spreading effect for the elastic case. For example, 𝐇𝑝𝑜𝑜𝑝 gives a constant 
value when the mesh is a structured grid. 
Now, we propose that another pseudo-Hessian matrix for the logarithmic 
objective function can be used for the elastic inversion. This novel Hessian 
matrix is derived from the difference between 𝐇𝑝2
𝑝 and 𝐇𝑝𝑜𝑜𝑝. The differ-
ence is whether the modeled wavefield 𝒖 is contained in the matrix. The vir-
tual source of the 𝐇𝑝2
𝑝 with respect to the model parameters, for the each 
element, can be expressed as follows: 
                −
𝜕𝐒
𝜕𝜆𝑘







                −
𝜕𝐒
𝜕𝜇𝑘
𝒖𝑘 = |𝑑𝑒𝑡𝐽𝑘| �
2𝑎𝑘,1 + 𝑎𝑘,4 𝑎𝑘,3
𝑎𝑘,2 𝑎𝑘,1 + 2𝑎𝑘,4
�𝒖𝑘 , 
(2-60) 
















where the modeled wavefield 𝒖𝑘 contains the horizontal and vertical wave-
field on the nodes of element 𝑘 and the size of this vector is 2𝑛𝑑𝑜𝑑𝑘. And 
then, the 𝐇𝑝2
𝑝 can be expressed by substitute these virtual sources to the 
equation (2-47).  
To derive it, we assume that the energy level for the geometrical spreading 
of the modeled wavefield is similar for each nodal point on the same element; 






















































                                   = 𝑔𝑘(𝑔𝑘)∗𝐇𝑝𝑜𝑜𝑝.  
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Here, the geometrical energy term 𝑔𝑘(𝑔𝑘)∗ for an element 𝑘 is defined as 
the following equation: 







From the relationship in equations (2-62), the new pseudo-Hessian matrix 
for the logarithmic objective function can be obtained as follows, 
𝐇𝑝𝑜𝑜𝑝 = 𝐇𝑝2
𝑝  𝑔𝑘(𝑔𝑘)∗⁄  (2-64) 
The Figure 19 shows the newly derived Hessian matrix, and Figure 20 
shows the preconditioned gradient directions. These figures demonstrate that 
the derived Hessian can compensate the geometrical-spreading effect without 
damping factor, reasonably.  
The same inversion tests were performed using 3 types of datasets and the 
derived pseudo-Hessian matrix. Figure 21 shows the inverted P-wave results 
for each dataset after 30 iterations. The inverted results seem to recover suc-





Figure 19. The 1D conventional pseudo-Hessian matrices using various damping factors, 𝒅 = 𝟏𝟐−𝟏,𝟏𝟐−𝟐,𝟏𝟐−𝟑,𝟏𝟐−𝟒, and 




Figure 20.The 1D preconditioned gradient directions obtained using conventional pseudo-Hessians with various damping fac-









Figure 21. Inverted P-wave velocity models obtained using the derived pseudo-
Hessian for 3 datasets. Inversion results using (a) parameter set 1, (b) parame-
ter set 2 and (c) parameter set 3.
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2.4.3 Source-estimation algorithm 
 
The full-Newton method suggested by Shin et al. (2007) is applied to esti-
mate the unknown source wavelet. In this section, it is reviewed.  
The Laplace-Fourier-transformed observed data can be defined using the 





where 𝐴𝑜𝑜𝑜𝑠 and 𝜙𝑜𝑜𝑜𝑠 denote the amplitude and phase, respectively, of the 
observed data at the location of the 𝑗th receiver and an arbitrary source. 
Similarly, the vertical component of the modeled wavefield for the an arbi-





where 𝐵𝑜𝑠𝑐𝑝 and 𝜙𝑜𝑠𝑐𝑝 denote the amplitude and phase, respectively, of the 
modeled data at the location of the 𝑗th receiver. 𝐶𝑠𝑛𝑠 and 𝜙𝑠𝑛𝑠 are the am-
plitude and phase, respectively, of the source wavelet.  
The objective function of the source wavelet for the logarithmic wavefield 
is constructed as follows in equation (2-66). In this thesis, the source-
estimation algorithm is applied for each shot independently, instead of apply-
ing the one-source-wavelet assumption. The one-source-wavelet assumption 
is typically applied for the full-waveform inversion, and its applicability is not 
questioned in the acoustic case, which considers a homogeneous and isotropic 
medium of water surveyed using an air-gun source. However, for a land sur-
vey, the amplitude and phase of the source-wavelet must be assumed differ-
ently for each source because of the condition and property of the source trig-
gered position must be different. 
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The equation (2-67) shows the objective function for the source-wavelet. 
























The Newton method for an iterative solution can be expressed as 
δ𝑚𝑠 = −𝐇∇𝑝𝑠Es, (2-68) 
where δ𝑚𝑠 is the update direction for the source wavelet, which contains 
both the amplitude and phase of the source. 𝐇 is the  Hessian matrix, 

















With considering of the logarithmic amplitude, the Hessian matrix can be 




































The gradient-direction vector ∇𝑝𝑠Es with respect to the parameter can al-






































And the updating algorithm of the source-estimation is such that, 
𝑚𝑠,(𝑝+1) = 𝑚𝑠,(𝑝) + 𝛼(𝑝)δ𝑚𝑠, (2-73) 




2.4.4 Construction of the mesh 
  
There are many advantages to adopting the unstructured meshes. It is pos-
sible to model even complex topography or geological discontinuities almost 
perfectly, and the mesh size can be locally adapted to the properties of the 
medium (h-adaptivity) or arbitrarily high-order derivatives (p-adaptivity) for 
important regions. However, these advantages can be used only when the 
properties of the medium are already known. 
Full-waveform inversion is applied to determine these properties, so the 
mesh-construction procedure in this algorithm must be performed without any 
consideration of the subsurface domain, using only the surface topography 
information. Moreover, most seismic research has been conducted using struc-
tured grids; thus, the compatibility with structured meshes was required for 
using of previously developed algorithms such as reverse time migration.  
Therefore, a mixed-type mesh was used that composed of an unstructured 
part and a structured part. The unstructured part adopting triangular elements 
generated using Delaunay refinement algorithm (Shewchuk, 2002) is used to 
describe the topography, and the structured part is used for the subdomain. 
This type of mixed mesh allows the error to be minimized when the computed 
result is need to be moved to a structured grid. Figure 22a and 22b show ex-








Figure 22. Examples of (a) unstructured mesh and (b) mixed-type mesh. The surface parts are constructed using unstructured 
grids, and the inner domain is composed of structured triangular elements for the mixed type mesh.
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2.4.5 Stopping criterion using normalized error for the 
Laplace-Fourier-domain inversion 
 
Full waveform inversion is an indirect method to recover the subsurface pa-
rameter by reducing the objective function in an algorithm via iteratively up-
dating the parameters. However, the objective function is not always de-
creased and it actually begins to get worse again (over-fitting) at some point 
because of seismic inversion is the problem that always has too many parame-
ters relative to the number of observations. Therefore, the full waveform in-
version using fixed number of iterations without considering about it cannot 
give the best result. 
There are basically two ways to fight with over-fitting problem: the first 
one is reducing the number of parameters and the other is terminating of pro-
cedure at proper point (Prechelt, 1997). In this thesis, the developed algorithm 
was applied the second method from automatically stopping based on stop-
ping criterion with the multi-loop method (Shin et al, 2010). 
The following code snippet in Figure 23 shows how the multi-loop algo-
rithm might be implemented. Suppose that there is a routine call modeling 
that computes an impedance matrix for simulating of the wave propagation 
using current guess model parameter 𝑚(𝑝). 𝑑 denotes Laplace-transformed 
observed dataset ln?̃?𝑖,𝑜 as presented in equation (2-38), 𝐴 denotes an in-
verse of the impedance matrix, 𝐒−1 in equation (2-16), and 𝐟 is the source 
vector. For the presented method, the stopping criterion 𝜖𝑜𝑜𝑜. was defined 
based on an objective function and residual. The stopping criterion based on 
the objective function is the basic method to define it (Prechelt, 1997; Ziel-





Figure 23. The multi-loop inversion methods using stopping criterion based on 
the objective function. 
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A numerical-inversion test using the stopping criterion was applied to the 2 
types of dataset; the first dataset contained low-frequency information, while 
the second did not. 
The test model used was the modified Pluto velocity model (Stoughton et 
al., 2001), which has the complex topography shown in Figure 24. The modi-
fied parameter models were reduced in size, but the aspect ratio was main-
tained. In this test, the S-wave velocity model was generated using a fixed 
Poisson’s ratio (0.21875).  
The forward dataset was computed using the 2D elastic IPDG method (de-
scribed in Appendix A) in the time domain with a 1st-derivative Gaussian 
source wavelet. The source wavelet was generated with a maximum frequency 
of 25Hz in the time domain. The number of sources was 100, and the number 
of receivers was 600. The sources and receivers were located 0.0001 m below 
the surface. The recording time of the observed dataset was 5 sec with a 2 ms 
sampling interval. The observed data were obtained using 332,282 triangular 
elements with P2 shape function (with 6 degrees of freedom per element); 
thus, the total number of DOF (degrees of freedom) was 1,993,692. The de-
tailed information about synthetic dataset is presented in Table 1. 
To remove the low-frequency information for verisimilitude with the real 
data, a high-pass filter was applied to the observed dataset. Figure 25 shows 
the designed high-pass filter. Examples of 2 types of datasets with and without 
low-frequency information were presented in Figure 26 and Figure 27. Figure 
26 shows examples of the vertical shot gather of the data from the 51th-source 
and its frequency spectrum of the low-frequency-containing dataset. Figure 27 











Figure 24. The modified Pluto parameter set with complex topography: (a) P-
wave velocity, (b) S-wave velocity, and (c) density models. 
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Summary of the information of the synthetic da-
taset 
Domain size 10,380 m  2,960 m 
Far trace offset 10,350 m 
Near trace offset 0 m 
Number of shots 100 
Number of receivers 600 
Modeling scheme IPDG in the time domain 
Used number of elements 332,282 
Number of total DOF 1,993,692 
Recording time 5 sec 
Sampling interval 0.002 sec 
Source wavelet 1st-derivative Gaussian wavelet 
Maximum-frequency of the source 
wavelet 
25 Hz 
Table 1. Summary of the information of the generated time-domain synthetic 





Figure 25. The high-pass filter to remove low-frequency information (frequen-








Figure 26. Examples of the (a) vertical displacement shot gather and its frequency spectrum from the modified Pluto set using 







Figure 27. Examples of the high-pass filtered (a) vertical displacement shot gather and its frequency spectrum from the modi-
fied Pluto set using the time domain IPDG scheme.
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The Laplace-Fourier-domain inversion was initiated using the linearly in-
creasing velocity models presented in Figure 28, and the density was fixed to 
2.3 g/cc. The multistep loops for this test was designed with 21 loops with 500 
maximum iteration number for each loop. The modeling in the inversion algo-
rithm was performed via conventional FEM using 85,428 elements with P1 
shape functions, and the DOF was 42,950. Detailed summaries of the inver-
sion parameters are presented in Table 2. 
The Laplace-Fourier-domain inversion using on the stopping criterion 
based on objective function computed the P- and S-wave velocities shown in 
Figure 29 and Figure 30. The inverted P- and S-wave velocities obtained us-
ing the low-frequency-containing dataset are successfully show the shape of 
the salts and the background velocity. However, the inverted results using 
high-pass filtered dataset seems to over- or under-estimated result in some 
region as shown in Figure 30. 
We considered that it is possible to expect better result by changing the 
stopping criterion with considering of the characteristics of the logarithmic 
residual. The logarithmic residual has the property of natural separation into 
amplitude and phase components, which correspond to the real parts and im-
aginary parts, respectively, of the complex values as we showed in the theory 
of the source estimation.  
The amplitude and phase error have different and independent meanings. 
Thus, we supposed that the logarithmic objective function could be treated as 
the multi-objective function by separating into the amplitude and phase part. 
There were studies on frequency inversion using a logarithmic wavefield 
have considered the amplitude only, the phase only, and both (Shin et al., 







Figure 28. The initial models for inversion tests with the stopping criterion: (a) 





Summary of the inversion parameters  
Loop number   
1 2, 4, 6, 8, 10,and 12 - 
2 2, 4, 6, 8, 10,and 12 0.001 – 2.000 Hz 
3 2, 4, 6, 8, 10,and 12 1.000 – 3.000 Hz 
4 2, 4, 6, 8, 10,and 12 2.000 – 4.000 Hz 
5 2, 4, 6, 8, 10,and 12 3.000 – 5.000 Hz 
6 2, 4, 6, 8, 10,and 12 4.000 – 6.000 Hz 
7 2, 4, 6, 8, 10,and 12 5.000 – 7.000 Hz 
8 2, 4, 6, 8, 10,and 12 6.000 – 8.000 Hz 
9 2, 4, 6, 8, 10,and 12 7.000 – 9.000 Hz 
10 2, 4, 6, 8, 10,and 12 8.000 – 10.00 Hz 
11 2, 4, 6, 8, 10,and 12 9.000– 11.00 Hz 
12 2, 4, 6, 8, 10,and 12 10.00– 12.00 Hz 
13 2, 4, 6, 8, 10,and 12 11.00– 13.00 Hz 
14 2, 4, 6, 8, 10,and 12 12.00– 14.00 Hz 
15 2, 4, 6, 8, 10,and 12 13.00– 15.00 Hz 
16 2, 4, 6, 8, 10,and 12 14.00– 16.00 Hz 
17 2, 4, 6, 8, 10,and 12 15.00– 17.00 Hz 
18 2, 4, 6, 8, 10,and 12 16.00– 18.00 Hz 
19 2, 4, 6, 8, 10,and 12 17.00– 19.00 Hz 
20 2, 4, 6, 8, 10,and 12 18.00– 20.00 Hz 
21 2, 4, 6, 8, 10,and 12 19.00– 21.00 Hz 
Table 2. Summary of the inversion parameters for each loop. It is designed for 











Figure 29. Inverted (a) P-wave and (b) S-wave velocity models obtained using Laplace-domain inversion using the stopping 
criterion 𝝐𝒐𝒐𝒐. and the low-frequency-containing dataset. Inverted (c) P-wave and (d) S-wave velocity models obtained using 












Figure 30. Inverted (a) P-wave and (b) S-wave velocity models obtained using Laplace-domain inversion the stopping criterion 
𝝐𝒐𝒐𝒐. and the high-pass-filtered dataset. Inverted (c) P-wave and (d) S-wave velocity models obtained using Laplace-Fourier-
domain inversion using the stopping criterion 𝝐𝒐𝒐𝒐. and the high-pass-filtered dataset. 
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Of these studies, the logarithmic inversion using both components produced 
the best result; however, the logarithmic phase inversion yielded a much bet-
ter inverted result than the amplitude approach. This result indicates that the 
phase information is more important than the amplitude information for loga-
rithmic frequency inversion. On the other hand, Laplace-domain inversion is 
an amplitude inversion and amplitude information is the governing parameter. 
The Laplace-Fourier-domain inversion is the mixed method of Laplace-
domain and frequency-domain inversion and its characteristic is varied with 
respect to the used Laplace-damping constant and frequency information. For 
lower-frequency components and higher-Laplace-damping, it is closer to La-
place-domain inversion, while for higher-frequency components and lower-
Laplace-damping, the phase information is more important, similar to Fourier-
domain inversion. 
Firstly to obtain some information about the magnitude of amplitude and 
phase error, simple test was performed with respect to 7 Laplace damping 
constants and 6 frequency components using true parameter models shown in 
Figure 24 and initial parameter models shown in Figure 28. From the simple 
test, the amplitude-versus-phase error ratios and the phase-versus-amplitude 
error ratios was obtained with respect to the Laplace damping constants and 
frequency components as presented in Figure 31. In these plots, it is apparent 
that the Laplace-Fourier-domain inversion may be dominated by either the 
amplitude error or the phase error depending on the particular value of the 
Laplace damping constant and the frequency component. When the logarith-
mic objective function is considered as the multi-objective problem, then a 
reasonable solution must be to investigate a set of solutions, each of which 







Figure 31. The magnitude of the (a) amplitude-versus-phase error ratio and (b) 
phase-versus-amplitude error ratio for 7 Laplace damping constants: 𝝈={2, 4, 6, 
8, 10, 12, and 14} and 𝒇={0.0, 2.0, 4.0, 6.0, 8.0, and 10.0}.
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For the multi-objective assumption, the weighted sum approach was ap-
plied to define the stopping for equal contributions of amplitude and phase 
information and the multi-loop inversion using this criterion is presented in 
Figure 32 (Konak, 2006; Recktenwald, 2012). 
To verify the efficacy of the stopping criterion, the same numerical-
inversion test was performed. Figure 33 and Figure 34 show the Laplace-
Fourier-domain inverted results for the low-frequency-containing data and the 
filtered data, respectively. The results obtained for the low-frequency-
containing dataset exhibit no improvement in the inverted results with respect 
to the results obtained using the conventional stopping criterion. However, the 
inverted results shown in Figure 34 for the high-pass-filtered dataset demon-
strate that the Laplace-Fourier-domain inversion using the stopping criterion 
based on multi-objective assumption was able to recover superior results with 
respect to the inverted result shown in Figure 30. P-wave velocity residuals 
between the true models and inverted models are presented in Figure 35 to 
illustrate the performance of 2 stopping criterions. The residuals and histo-
grams demonstrate the normalized stopping criterion, 𝜖𝑛𝑜𝑛., give better result. 
Table 3 and Table 4 show the performance of the stopping criterion based 
on the objective function, i.e. 𝜖𝑜𝑜𝑜., and the multi-objective assumption of the 
logarithmic objective function, i.e. 𝜖𝑛𝑜𝑛.. In the Table 3 and Table 4Table 3, 
the first branch point of these tests can be observed at the 2nd loop and it must 
be returned as a totally different final result for this kind hierarchical multi-
loop approach. The Figure 36 shows error curves obtained using 2 different 
stopping criterions, in the 2nd loop. In this plot, 𝜖𝑜𝑜𝑜. made to keep going the 
inversion procedure until the objective function faced to its terminating point 
in spite of that the amplitude error was increasing, whereas 𝜖𝑛𝑜𝑛. Terminated 
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the calculation earlier to prevent the large over-fitting of amplitude error.  
Here, the stopping criterion tests were performed using 2 types of definition; 
the first one was defined from the objective function and the second was sug-
gested as the normalized objective function using the assumption of multi-
objective problem based on the characteristic of the logarithmic objective 
function, i.e. natural separation into amplitude and phase components. And in 





Figure 32. The multi-loop inversion methods using stopping criterion based on 











Figure 33. Inverted (a) P-wave and (b) S-wave velocity models obtained using Laplace-domain inversion using the normalized 
stopping criterion 𝝐𝒏𝒐𝒏. and the low-frequency-containing dataset. Inverted (c) P-wave and (d) S-wave velocity models ob-
tained using Laplace-Fourier-domain inversion using the normalized stopping criterion 𝝐𝒏𝒐𝒏.  and the low-frequency-











Figure 34. Inverted (a) P-wave and (b) S-wave velocity models obtained using Laplace-domain inversion using the normalized 
stopping criterion 𝝐𝒏𝒐𝒏. and the high-pass-filtered dataset. Inverted (c) P-wave and (d) S-wave velocity models obtained using 









Figure 35. The P-wave residuals between true models and initial models obtained with (a) 𝝐𝒐𝒐𝒐., (b) 𝝐𝒏𝒐𝒏., and (c) histogram of 
the magnitude of the error of P-wave. Error groups defined as (1) 0.0 ~ 0.1, (2) 0.1 ~ 0.2, (3) 0.2 ~ 0.3, (4) 0.3 ~ 0.4, (5) 0.4 ~ 0.5, 
(6) 0.5 ~ 0.6, (7) 0.6 ~ 0.7, (8) 0.7 ~ 0.8, (9) 0.8 ~ 0.9, and (10) 0.9 ~ km/s.
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The number of over-fitting with 𝛜𝒐𝒐𝒐. 
Loop number Number of 
Iterations 
Objective Amplitude Phase 
1 75 0 0 0 
2 260 0 153 0 
3 500 0 51 0 
4 500 0 0 0 
5 500 0 0 0 
6 500 0 0 0 
7 500 0 0 0 
8 500 0 0 0 
9 343 0 0 2 
10 500 0 106 1 
11 31 0 6 0 
12 77 0 25 1 
13 50 0 15 1 
14 4 0 0 0 
15 136 0 2 0 
16 23 0 5 0 
17 53 0 4 0 
18 65 0 14 3 
19 31 0 9 0 
20 21 0 4 0 
21 17 0 4 0 
SUM 4686 0 398 8 
Table 3. The summaries about the number of over-fitting for objective function, 
amplitude error, and phase error when the stopping criterion 𝛜𝒐𝒐𝒐. is applied.
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The number of over-fitting with 𝛜𝒏𝒐𝒏. 
Loop number Number of 
Iterations 
Objective Amplitude Phase 
1 75 0 0 0 
2 64 0 45 0 
3 452 0 181 0 
4 500 0 1 0 
5 500 0 0 0 
6 500 0 0 0 
7 500 1 0 0 
8 144 3 0 3 
9 500 1 0 5 
10 442 0 0 2 
11 64 0 6 5 
12 9 0 2 0 
13 74 0 2 0 
14 4 0 0 0 
15 17 0 0 0 
16 4 0 0 0 
17 33 1 2 3 
18 24 0 6 1 
19 18 0 2 0 
20 38 1 3 2 
21 4 0 0 0 
SUM 3966 7 250 21 
Table 4. The summaries about the number of over-fitting for objective function, 








Figure 36. The error curves at 2nd loop obtained using stopping criterions; (a) 
amplitude and (b) phase error. Stopping criterion 1 indicates 𝛜𝒏𝒐𝒏. and stop-
ping criterion indicates 𝛜𝒏𝒐𝒏..
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Chapter 3. Examples using synthetic data 
 
The developed elastic full-waveform inversion in the Laplace-Fourier do-
main was applied to synthetic datasets computed with ‘IPATI model’ as shown 
in Figure 37. The ‘IPATI model’ is the velocity model that describes the geo-
logical structure of the southern Bolivia region. This velocity model repre-
sents a folded mountain with complex topography. 
The inversion was performed using several datasets treated with different 
purposes and the same initial parameter models shown in Figure 38 for every 
test. First, the algorithm was applied to a synthetic dataset generated using the 
same forward modeling scheme as used in the inversion procedure to verify 
the algorithm. 
Second, the developed algorithm was applied to the synthetic dataset gen-
erated with the IPDG scheme in the time domain. In the test using time-
domain dataset, the elastic Laplace-Fourier-domain inversion algorithm was 
applied to several datasets with purpose of the dependency on the low- fre-
quency information and the observation of the performance with a noisy da-
taset.  
And Last, we compared the results of 2D acoustic and 2D elastic inversion 
in the Laplace-Fourier domain for the same dataset to illustrate why elastic 










Figure 37. IPATI parameter set that describes a realistic folded mountain: (a) P-









Figure 38. The initial parameter set for synthetic inversion tests: (a) initial P-




3.1 Laplace-Fourier-domain synthetic dataset 
 
The developed algorithm was applied to the generated synthetic data using 
the Laplace-Fourier-domain IPDG modeling with the ‘IPATI model’ shown in 
Figure 37.  
The synthetic model was generated using the IPDG scheme on an unstruc-
tured grid with 258,935 elements and 776,805 DOF for a 24 km × 4km do-
main. The generated synthetic dataset had 960 sources, and the number of the 
receivers varies from 672 to 1,640 depending on the source position. This dis-
tribution of sources and receivers followed the source and receiver placement 
of the real land acquisition performed by TOTAL at Ipati, Bolivia, in 2003. 
The far- and near-trace offsets were 6.25 m and 10,256.25 m, respectively. 
Detailed summaries of the information about the Laplace-Fourier-domain syn-
thetic dataset are presented in Table 5. 
The loop strategy of inversion comprised with 9 steps from low- to high-
frequency components. Each loop used a different size of mesh. A detailed 
summary of the inversion strategy is presented in Table 6.  
The inversion was initiated with linearly increasing velocity models and 
homogeneous density model. The initial P-wave velocity model varied from 
1.5 km/s to 4.0 km/s, and initial S-wave velocity model varied from 1.0 km/s 
2.5 km/s with respect to the depth. The initial density model was a 2.3 g/cc 
constant model. Throughout the entire inversion step, the density was as-
sumed to be a constant value.  
The inversion was performed using the normalized stopping criterion. Fig-




 Summary of the information of the synthetic da-
taset 
Domain size 24,000 m  4.060 m 
Far trace offset 10,256.25 m 
Near trace offset 6.25 m 
Number of shots 960 
Number of receivers 672-1640 
Modeling scheme IPDG in the Laplace-Fourier do-
main 
Used number of elements 258,935 
Number of total DOF 776,805 
Source wavelet Impulse source 
Table 5. Summary of the information of the generated Laplace-Fourier-domain 
synthetic dataset using IPATI parameter set.
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Summary of the inversion parameters 
Loop number   Used number of elements 
1 2, 4, 6, 8, 10, 12, and 14 0.001 Hz 66,510 
2 2, 4, 6, 8, 10, 12, and 14 0.001 – 0.250 Hz 66,510 
3 2, 4, 6, 8, 10, 12, and 14 0.250 – 2.750 Hz 66,510 
4 2, 4, 6, 8, 10, 12, and 14 3.000 – 5.500 Hz 66,510 
5 2, 4, 6, 8, 10, 12, and 14 5.750 – 8.250 Hz 258,935 
6 2, 4, 6, 8, 10, 12, and 14 8.500 – 11.00 Hz 258,935 
7 2, 4, 6, 8, 10, 12, and 14 11.25 – 13.75 Hz 258,935 
8 2, 4, 6, 8, 10, 12, and 14 14.00 – 16.50 Hz 258,935 
9 2, 4, 6, 8, 10, 12, and 14 16.75 – 19.25 Hz 258,935 
Table 6. Summary of the inversion parameters for each loop. It is designed for the inversion test with the Laplace-Fourier do-











Figure 39. Inverted (a) P-wave and (b) S-wave velocity models obtained using Laplace-domain from IPATI dataset. Inverted (c) 




3.2 Time-domain synthetic dataset  
 
The developed algorithm was applied to synthetic data generated using 
time-domain 2D elastic wave modeling with the IPDG scheme to verify the 
algorithm for time-domain datasets for several purposes. 
The synthetic model was generated using the same domain size and mesh 
as used in the first test. However, the DOF of the mesh increased to 1,553,610 
with the P2 shape function. The generated synthetic dataset had 240 sources, 
and the number of receivers varied from 822 to 1,640 depending on the source 
position. Every source and receiver was located at a 1 m depth below the sur-
face. The far- and near-trace offset were 6.25 m and 10,256.25 m, respectively. 
The synthetic dataset was recorded in measurement of 8 seconds in duration 
with 4 ms intervals and it was generated using a first-derivative Gaussian 
source wavelet with a maximum frequency of 25 Hz. A detailed summary of 
the time-domain IPATI dataset is presented in Table 7. 
The Figure 40 shows an example of a generated seismogram of vertical 
displacement and its frequency spectrum. The dataset is remade with respect 
to the 2 different purposes. First, the generated dataset was applied high-pass 
filter to investigate the dependency of the algorithm on the low-frequency in-
formation. And also, the Gaussian white noise was applied to the synthetic 
dataset for using it to test the algorithm’s performance with the noisy dataset.     
In the test with the time-domain synthetic dataset, 3 types of inversion-test 
were performed using the same conditions. The initial velocity models were 
linearly increasing models, as shown in Figure 38. The inversion loop com-
prised 12 steps, with frequency components in ranging from 0.001 Hz to 25 
Hz and 7 Laplace damping constants (2, 4, 6, 8, 10, 12, and 14). A detailed 
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summary of the inversion strategy for each loop is presented in Table 8.
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Summary of the information of the synthetic da-
taset 
Domain size 24,000 m  4.060 m 
Far trace offset 10,256.25 m 
Near trace offset 6.25 m 
Number of shots 240 
Number of receivers 882-1640 
Modeling scheme IPDG in the time domain 
Used number of elements 258,935 
Number of total DOF 1,553,610 
Recording time 8 sec 
Sampling interval  0.004 sec 
Source wavelet 1st derivative Gaussian wavelet 
Maximum-frequency of the source 
wavelet 
25 Hz 
Table 7. Summary of the information of the generated time domain synthetic 







Figure 40. Examples of the (a) vertical displacement shot gather computed using time-domain IPDG scheme from IPATI pa-
rameter set and (b) its frequency spectrum.
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Summary of the inversion parameters 
Loop number   Used number of elements 
1 2, 4, 6, 8, 10, 12, and 14 0.001 HZ 66,510 
2 2, 4, 6, 8, 10, 12, and 14 0.001-0.250 HZ 66,510 
3 2, 4, 6, 8, 10, 12, and 14 0.250-2.750 HZ 66,510 
4 2, 4, 6, 8, 10, 12, and 14 3.000-5.250 HZ 258,935 
5 2, 4, 6, 8, 10, 12, and 14 5.500-7.750 HZ 258,935 
6 2, 4, 6, 8, 10, 12, and 14 8.000-10.25 HZ 258,935 
7 2, 4, 6, 8, 10, 12, and 14 10.50-12.75 HZ 258,935 
8 2, 4, 6, 8, 10, 12, and 14 13.00-15.25 HZ 258,935 
9 2, 4, 6, 8, 10, 12, and 14 15.50-17.75 HZ 258,935 
10 2, 4, 6, 8, 10, 12, and 14 18.00-20.25 HZ 258,935 
11 2, 4, 6, 8, 10, 12, and 14 20.50-22.75 HZ 258,935 
12 2, 4, 6, 8, 10, 12, and 14 23.00-25.00 HZ 258,935 




3.2.1 Inversion test for the dependency with respect to 
the low-frequency information 
  
The absence of low-frequency information in many real datasets is the main 
hindrance to successful full-waveform inversion. Thus, many geophysicists 
have commented upon the necessity of a wavelength velocity model for suc-
cessful inversion (Sirgue, 2006; Brenders and Pratt, 2007; Shin and Cha, 2008; 
Virieux and Operto, 2009). The algorithm for estimating the initial velocity 
model must therefore be tested using a dataset that does not contain low-
frequency information.  
I designed the 2 types of high-pass filters shown in Figure 41 to get rid of 
the low frequency information. The first high-pass filter removes the low-
frequency components below 3 Hz and proportionally suppresses the compo-
nents in the range of 3 – 6 Hz. And a second high-pass filter was designed for 
more general condition of the lacking of frequency spectrum of the dataset. 
The second high-pass filter removes the low-frequency information under be-
low 6 Hz and proportionally suppresses the components in the range 6 – 12 
Hz (Latimer et al., 2000).     
Figure 42 and Figure 43 show the filtered datasets from which the low-
frequency information has been removed and their frequency spectra 
The developed 2D elastic Laplace-Fourier-domain inversion algorithm was 
applied to these 3 datasets: the low-frequency-containing dataset, the first 
high-pass-filtered dataset and the second high-pass-filtered dataset. As men-
tioned in the early part of this chapter, the inversion conditions were the same 
for each test as presented in Table 8. The initial models were used as present-
ed in Figure 38. The density was assumed as a constant value and it was not 
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updated in this inversion test. The newly derived pseudo-Hessian was applied 
and the number of iteration was controlled by the normalized stopping criteri-







Figure 41. The high-pass filter to remove low frequency information. (a) High-
pass filter 1 (frequency=0., 3., 6., and 9. Hz and amplitude=0., 0., 1., and 1.) (b) 








Figure 42. Examples of the (a) vertical displacement shot gather computed using time-domain IPDG scheme from IPATI pa-







Figure 43. Examples of the (a) vertical displacement shot gather computed using time-domain IPDG scheme from IPATI pa-
rameter set and (b) its frequency spectrum. This dataset is applied the 2nd high-pass filter presented in Figure 41b.
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Figure 44, Figure 45, and Figure 46 show the Laplace- and Laplace-
Fourier-inverted results for the P-wave velocity and S-wave velocity obtained 
using the low-frequency-containing dataset, the first high-pass-filtered dataset 
and the second high-pass-filtered dataset, respectively. 
Residuals between the true models and inverted models are presented to il-
lustrate the performance of the developed inversion algorithm. Figure 47a and 
Figure 47b show the residuals between the true models shown in Figure 37 
and the initial models shown in Figure 38. The range of the P-wave velocity 
residuals is from 0.000016 km/s to 2.143 km/s and the range of the S-wave 
velocity residuals is from 0.000052 km/s to 1.461 km/s. In Figure 47c and 
Figure 47d, the distribution of the magnitude of the P-wave and S-wave resid-
uals is presented, the error groups are classified as 10 groups with respect to 
the absolute magnitude; (1) from 0.0 to 0.1 km/s, (2) from 0.1 to 0.2 km/s, (3) 
from 0.2 to 0.3 km/s, (4) from 0.3 to 0.4 km/s, (5) from 0.4 to 0.5 km/s, (6) 
from 0.5 to 0.6 km/s, (7) from 0.6 to 0.7 km/s, (8) from 0.7 to 0.8 km/s, (9) 
from 0.8 to 0.9 km/s, and (10) over 0.9 km/s.  
In these figures, it can be seen that the error due to the initial models is 
evenly distributed across the entire domain with respect to the true models. 
The averages of the residual of the P-wave velocity and the S-wave velocity 
are 0.476 km/s and 0.416 km/s, respectively. 
Figure 48 show the residuals computed between the true models and the 
Laplace-Fourier inverted results using the low-frequency-containing dataset. 
The presented residuals show that the fitting discrepancy is reduced with re-
spect to the initial models at most points. The range of the P-wave velocity 
residuals is from 0.00000024 km to 0.866 km/s, and the range of the S-wave 
velocity residuals is from 0.000004 km/s to 0.703 km/s. The average of the P-
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wave velocity residuals is 0.130 km/s, and of the S-wave velocity residuals 
are 0.176 km/s. The ranges of the residuals and their averages also are consid-













Figure 44. Inverted (a) P-wave and (b) S-wave velocity models obtained using Laplace-domain inversion. Inverted (c) P-wave 
and (d) S-wave velocity models obtained using Laplace-Fourier-domain inversion with time domain IPATI dataset. The inver-











Figure 45. Inverted (a) P-wave and (b) S-wave velocity models obtained using Laplace-domain inversion. Inverted (c) P-wave 
and (d) S-wave velocity models obtained using Laplace-Fourier-domain inversion with time domain IPATI dataset. The inver-
sion results are obtained with the time domain dataset applied the 1st high-pass filter, thus the dataset is not contains the low-











Figure 46. Inverted (a) P-wave and (b) S-wave velocity models obtained using Laplace-domain inversion. Inverted (c) P-wave 
and (d) S-wave velocity models obtained using Laplace-Fourier-domain inversion with time domain IPATI dataset. The inver-
sion results are obtained with the time domain dataset applied the 2nd high-pass filter, thus the dataset is not contains the low-











Figure 47. The residuals between true models and initial models: (a) P-wave and (b) S-wave velocity models. Histogram of the 
magnitude of the error: (c) P-wave and (d) S-wave velocity models. Error range groups defined as (1) 0.0 ~ 0.1, (2) 0.1 ~ 0.2, (3) 
0.2 ~ 0.3, (4) 0.3 ~ 0.4, (5) 0.4 ~ 0.5, (6) 0.5 ~ 0.6, (7) 0.6 ~ 0.7, (8) 0.7 ~ 0.8, (9) 0.8 ~ 0.9, and (10) 0.9 ~ km/s.
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However we believe that these discrepancies are related to the penetration 
depth and offset, not a problem of the algorithm. The P-wave velocity appears 
to have been more properly recovered than the S-wave inverted result. We 
guess that this difference may be attributable to the use of same step length for 
both lambda and mu, or the lack of information, the elastic inversion without 
horizontal observed data. We will study this problem further in the future. 
The inverted velocity model could be confirmed with the error distributions 
in Figure 45c and 45d, the most of population of the residuals are located in 
group 1 (0.0 ~ 0.1 km/s) and group 2 (0.1 ~ 0.2 km/s). 
Second, the Figure 49 and Figure 49b shows the residuals computed be-
tween true models and the inverted results obtained using the first high-pass-
filtered dataset. The range of the P-wave velocity residuals is from 
0.000000238 km/s to 0.904 km/s and the range of the S-wave velocity residu-
als is from 0.00000596 km/s to 0.786 km/s. The averages of the P-wave and 
S-wave velocity residuals are 0.142 km/s and 0.224 km/s, respectively. The 
error is increased compared with the first test results; however, the results still 
successfully recover the true velocities, even though dataset does not contain 
the low-frequency information below 3 Hz. The residual histograms in Figure 
49 and Figure 49 also show that the inverted results are converged to the true 
velocities well, but the population of group 1 is decreased with comparison to 
the first result. In particular, the error at the surface is increased with respect 
to the first inverted results. 
Finally, Figure 50 and Figure 50 show the residuals between the true mod-
els and the inverted results computed using the second high-pass-filtered da-
taset, which does not include the low-frequency data below 6 Hz. The residu-
als demonstrate that the developed algorithm was able to recover the true 
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models in the absence of low-frequency information to some degree; as 
shown in this test, the algorithm was successful at least in the absence of in-
formation below 6 Hz. The range of the P-wave velocity residuals is from 
0.000000238 km/s to 1.034 km/s, and that of the S-wave velocity residuals is 
from 0.00000310 km/s to 0.739. The averages of the P-wave and the S-wave 
residuals are 0.169 km/s and 0.215 km/s, respectively. Figure 50 and Figure 
50 show the distribution of the magnitude of the residuals. 
In these tests, the developed algorithm was applied to the 3 datasets distin-
guished in term of the existence of low-frequency information to test the de-
pendency on the low-frequency components. All inverted results generated 
reasonable inverted models regardless of the presence of low-frequency com-
ponents. Summaries of the residuals and error distributions of these tests is 











Figure 48. The residuals between the true models and the inverted models with low-frequency-containing dataset as shown in 
Figure 40: (a) P-wave and (b) S-wave velocity models. Histograms of the magnitude of the residuals of inverted (c) P-wave and 











Figure 49. The residuals between the true models and the inverted models without low-frequency component dataset as shown 
in Figure 42 (3Hz~): (a) P-wave and (b) S-wave velocity models. Histograms of the magnitude of the residuals of inverted (c) 











Figure 50. The residuals between the true models and the inverted models without low-frequency component dataset as shown 
in Figure 43 (6Hz~): (a) P-wave and (b) S-wave velocity models. Histograms of the magnitude of the residuals of inverted (c) 
P-wave and (d) S-wave velocity models. 
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The information of the residuals 
 Range of  
P-wave residuals 
Range of  
S-wave residuals 
Average of  
P-wave residuals 
Average of  
S-wave residuals 
Initial model 0.000 ~ 2.143 km/s 0.000 ~ 1.460 km/s 0.47587389 km/s 0.41591409 km/s 
Inverted model set 1 0.000 ~ 0.866 km/s 0.000 ~ 0.703 km/s 0.12953152 km/s 0.17582294 km/s 
Inverted model set 2 0.000 ~ 0.904 km/s 0.000 ~ 0.786 km/s 0.14256380 km/s 0.22438702 km/s 
Inverted model set 3 0.000 ~ 1.034 km/s 0.000 ~ 0.739 km/s 0.16885108 km/s 0.21513708 km/s 
Table 9. The information of the velocity residuals computed with the true velocity models and initial models and inverted 
models. Inverted model set 1 denotes the inverted results with low frequency contains dataset, Inverted model set 2 denotes the 
inverted results with the 1st high pass filter applied dataset (contains: 3 Hz~), and Inverted model set 3 denotes the inverted 
results with the 2nd high pass filter applied dataset (contains: 6 Hz~).
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Distribution of the magnitude of the residuals  
 Initial model Inverted model set 1 Inverted model set 2 Inverted model set 3 
Group P-wave S-wave P-wave S-wave P-wave S-wave P-wave S-wave 
1 12.30 % 6.179 % 59.87 % 25.56 % 56.23 % 13.51 % 40.48 % 20.74 % 
2 13.32 % 10.97 % 20.33 % 45.28 % 21.96 % 32.83 % 30.17 % 27.51 % 
3 9.208 % 14.36 % 8.278 % 17.00 % 8.214 % 34.75 % 13.82 % 28.56 % 
4 10.94 % 18.57 % 4.756% 5.856 % 5.073 % 9.415 % 7.388 % 15.76 % 
5 10.85 % 19.08 % 2.949 % 3.468 % 3.314 % 4.834 % 3.250 % 3.794 % 
6 11.47 % 13.02 % 2.091 % 1.941 % 2.021 % 2.630 % 2.008 % 2.037 % 
7 9.405 % 8.081 % 1.032 % 0.869 % 1.818 % 1.163 % 1.460 % 1.007 % 
8 6.959 % 4.293 % 0.687 % 0.025 % 0.691 % 0.868 % 1.012 % 0.576 % 
9 5.228 % 2.287 % 0.001 % - 0.710 % - 0.373 % - 
10 10.32 % 3.158 % - - 0.002 % - 0.005 % - 
Table 10. The distribution of the magnitude of the velocity residuals computed with the true velocity models and initial models 
and inverted models. Inverted model set 1 denotes the inverted results with low frequency contains dataset, Inverted model set 
2 denotes the inverted results with the 1st high pass filter applied dataset (contains: 3 Hz~), and Inverted model set 3 denotes 
the inverted results with the 2nd high pass filter applied dataset (contains: 6 Hz~).
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3.2.2 Inversion test with a noisy dataset 
 
A real dataset always contains not only the seismic response but also noise 
from the environment of the acquisition site. The noise disturbs the recovery 
of the parameters of the subsurface via full-waveform inversion. Many re-
searchers have made efforts to increase signal to noise ratio (SN ratio) to im-
prove the quality of the result of seismic methods such as inversion and mi-
gration, and so on. Thus, the noise problem must be tested for the algorithm 
developed with the aim of the real data application.  
2 types of noisy datasets were generated using the first high-pass-filtered 
dataset shown in Figure 42. The Gaussian white noise was added to the syn-
thetic dataset with SN ratios of 100 and 50 in the time domain. Figure 51 
show the generated noisy datasets and the plots shown in Figure 52 and Fig-
ure 53 show the trace of the noise-free dataset and the 2 types of noisy data 
recorded at the 400th and 800th receivers. The shot gather energy and SN ra-
tions were also presented in Figure 54 and they show that noise is heavily 
added at low-frequency range.  
The developed algorithm was applied to these noisy datasets and the results 
of Laplace- and Laplace-Fourier-domain inversion are presented in Figure 55 
and Figure 56 for each noisy dataset. In terms of clarity of the inverted image, 
the Laplace-inverted result seems to be less affected by noise than the La-
place-Fourier result, which exhibits many scattered irregularities in the recov-
ered velocity. 
I also computed the residuals and distribution of residuals as presented in 
Figure 57 and Figure 58 for the each case. From these residuals, it can be seen 
that the noise causes large discrepancies at the surface. However, the inverted 
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results are reasonable in the other regions, and the high-velocity structure in 
the center is defined successfully. 
The detailed summary of residuals in Table 11 shows conspicuous in-
creased range of the residuals with noisy dataset. Table 12 shows the histo-
gram of the residual of inverted result. In these tables, the interesting point is 
that the S-wave inverted model with noise added dataset gives better average 
result than with noise free dataset. This enjoyable result can be assumed that it 
caused from the more large number of iteration than noise free test (Noise free: 
122 iterations; SN ratio 100: 348 iterations; SN ratio 50: 262 iterations) and it 
requires the study about step lengths for multi parameter inversion.       
The Laplace-Fourier inversion algorithm was tested with a noise-added da-
taset that, moreover, does not contain low-frequency information below 3 Hz. 
The computed results could not demonstrate that the algorithm is insensitive 
to the noise. However, the results show that the algorithm is capable of recov-







Figure 51. Examples of the vertical displacement shot gather from the IPATI parameter set. (a) Contains the Gaussian white 








Figure 52. The comparison of the traces between noise free shot gather and noise applied shot gather (SN ratio: 100) at the (a) 







Figure 53. The comparison of the traces between noise free shot gather and noise applied shot gather (SN ratio: 50) at the (a) 







Figure 54. (a) The comparison of the energy of noise-free, noisy 1, and noisy 2 
dataset shown in Figure 42, Figure 51, and Figure 51, with respect to the fre-











Figure 55. Inverted (a) P-wave and (b) S-wave velocity models obtained using Laplace-domain inversion with time domain 
IPATI dataset. Inverted (c) P-wave and (d) S-wave velocity models obtained using Laplace-Fourier-domain inversion with 
time domain IPATI dataset. The inversion results are obtained with the time domain dataset applied the 1st high-pass filter 











Figure 56. Inverted (a) P-wave and (b) S-wave velocity models obtained using Laplace-domain inversion with time domain 
IPATI dataset. Inverted (c) P-wave and (d) S-wave velocity models obtained using Laplace-Fourier-domain inversion with 
time domain IPATI dataset. The inversion results are obtained with the time domain dataset applied the 1st high-pass filter 











Figure 57. The residuals between true models and the inverted models with noise added dataset as shown in Figure 51a (SN 
ratio 100): (a) P-wave and (b) S-wave velocity models. Histogram of the magnitude of the residuals of inverted (c) P-wave and 











Figure 58. The residuals between true models and the inverted models with noise added dataset as shown in Figure 51b (SN 
ratio 50): (a) P-wave and (b) S-wave velocity models. Histogram of the magnitude of the residuals of inverted (c) P-wave and 
(d) S-wave velocity models.
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The information of the residuals 
 Range of  
P-wave residuals 
Range of  
S-wave residuals 
Average of  
P-wave residuals 
Average of  
S-wave residuals 
Initial model 0.000 ~ 2.143 km/s 0.000 ~ 1.460 km/s 0.47587389 km/s 0.41591409 km/s 
Inverted model set 1 0.000 ~ 0.904 km/s 0.000 ~ 0.786 km/s 0.14256380 km/s 0.22438702 km/s 
Inverted model set 2 0.000 ~ 1.962 km/s 0.000 ~ 1.330 km/s 0.15310143 km/s 0.17840558 km/s 
Inverted model set 3 0.000 ~ 1.552 km/s 0.000 ~ 1.003 km/s 0.15749350 km/s 0.15841290 km/s 
Table 11. The information of the velocity residuals computed with the true velocity models and initial models and inverted 
models. Inverted model set 1 denotes the inverted results with noise free dataset, Inverted model set 2 denotes the inverted 
results with the noise applied dataset 1 (SN ratio: 100), and Inverted model set 3 denotes the inverted results with the noise 
added dataset 2 (SN ratio: 50).
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Distribution of the magnitude of the residuals  
 Initial model Inverted model set 1 Inverted model set 2 Inverted model set 3 
Group P-wave S-wave P-wave S-wave P-wave S-wave P-wave S-wave 
1 12.30 % 6.179 % 56.23 % 13.51 % 45.47 % 28.55 % 44.13 % 34.93 % 
2 13.32 % 10.97 % 21.96 % 32.83 % 27.78 % 36.47 % 30.31 % 39.73 % 
3 9.208 % 14.36 % 8.214 % 34.75 % 14.09 % 19.33 % 11.84 % 13.26 % 
4 10.94 % 18.57 % 5.073 % 9.415 % 6.315 % 9.575 % 5.737 % 6.532 % 
5 10.85 % 19.08 % 3.314 % 4.834 % 3.063 % 4.180 % 3.800 % 3.468 % 
6 11.47 % 13.02 % 2.021 % 2.630 % 1.539 % 1.613 % 2.112 % 1.458 % 
7 9.405 % 8.081 % 1.818 % 1.163 % 0.891 % 0.201 % 1.087 % 0.605 % 
8 6.959 % 4.293 % 0.691 % 0.868 % 0.414 % 0.042 % 0.687 % 0.015 % 
9 5.228 % 2.287 % 0.710 % - 0.179 % 0.023 % 0.127 % 0.007 % 
10 10.32 % 3.158 % 0.002 % - 0.250 % 0.024 % 0.169 % 0.005 % 
Table 12. The distribution of the magnitude of the velocity residuals computed with the true velocity models and initial models 
and inverted models. Inverted model set 1 denotes the inverted results with noise free dataset, Inverted model set 2 denotes the 
inverted results with the noise applied dataset 1 (SN ratio: 100), and Inverted model set 3 denotes the inverted results with the 
noise added dataset 2 (SN ratio: 50).
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3.2.3 Acoustic approach for an elastic dataset  
 
The two different signals, especially at the later times can be made equal by 
applying a damped function with respect to time. Thus, the Laplace transform, 
the integral of the damped signal with respect to time, is able to ignore seis-
mic signals to some degree. Ha et al., in 2010, applied the 2D acoustic La-
place-domain inversion algorithm to an elastic dataset with the expectation 
that the damping factor could reduce the differences between the wave propa-
gation of the acoustic and elastic surface waves. Their approach recovered a 
reasonable velocity model for an elastic CCSS dataset (Zelt et al., 2005).  
Their algorithm was applied to the 1st filtered synthetic dataset shown in 
Figure 39 to compare the inverted results obtaining using the elastic and 
acoustic approaches. For the inversion test, all inversion parameters and con-
ditions were the same as those used for the elastic inversion, except hessian 
matrix. The acoustic inversion was performed with the acoustic pseudo-
Hessian introduced by Ha et al., in 2012. 
Figure 55 shows the inverted P-wave results obtained via Laplace- and La-
place-Fourier-domain inversion. The recovered velocity model by acoustic 
approach seems to agree well with the true P-wave velocity model in overall 
shape. Especially the Laplace-domain inverted result is not worse than elastic 
Laplace-domain inverted result.  
However for the Laplace-Fourier-domain results, the elastic inverted P-
wave velocity result presented in Figure 42c shows much more detailed sub-
surface structures than acoustic result shown in Figure 55b. From the residual 
in Figure 56a, we believe the surface wave disturbs to recover proper parame-
ters in near surface region in the Laplace-Fourier domain. The detailed infor-
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mation of residuals and its distribution of this test are presented in Table 11 
and Table 12, respectively.  
The results of this test demonstrate that although the acoustic approach can 
effectively compute the inverted velocity for land dataset, the elastic approach 







Figure 59. Inverted P-wave models via acoustic (a) Laplace-domain inversion 










Figure 60.  (a) The residuals between the true P-wave model and the inverted 
P-wave models via acoustic approach Laplace-Fourier-domain inversion shown 
in Figure 59b. (b) Histogram of the magnitude of the residuals of acoustic in-
verted and elastic inverted P-wave velocity models.
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The information of the residuals (P-wave velocity) 
 Range of P-wave residuals Average of P-wave residuals 
Initial model 0.000 ~ 2.143 km/s 0.47587389 km/s 
Elastic inversion 0.000 ~ 0.904 km/s 0.14256380 km/s 
Acoustic inversion 0.000 ~ 2.264 km/s 0.19696705 km/s 
Table 13. The information of the P-wave velocity residuals computed with the true velocity model, initial model and inverted 
models with the elastic approach shown in Figure 45c and the acoustic approach shown in Figure 59b.
127 
 
Distribution of the magnitude of the residuals (P-wave velocity) 
Group Initial model Elastic inversion Acoustic inversion 
1 12.30 % 56.23 % 33.02 % 
2 13.32 % 21.96 % 28.77 % 
3 9.208 % 8.214 % 16.82 % 
4 10.94 % 5.073 % 9.312 % 
5 10.85 % 3.314 % 5.835 % 
6 11.47 % 2.021 % 2.503 % 
7 9.405 % 1.818 % 1.967 % 
8 6.959 % 0.691 % 0.710 % 
9 5.228 % 0.710 % 0.565 % 
10 10.32 % 0.002 % 1.264 % 
Table 14. The distribution of the magnitude of the P-wave velocity residuals computed with true P-wave velocity model and 
initial P-wave model and inverted models with the elastic and acoustic approaches.
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Chapter 4. Conclusion 
 
In this thesis, we introduced a 2D elastic Laplace-Fourier inversion algo-
rithm on unstructured grids. The Laplace- and Laplace-Fourier-domain inver-
sion methods have been studied with respect to their characteristics, limita-
tions, and use for various media, such as acoustic, elastic, and acoustic-elastic 
coupled media, by many geophysicists (Shin et al., 2008; Shin el., 2009; Cha 
et al., 2010; Ha et al., 2010; Chung et al., 2010; Bae et al., 2010; Kim et al., 
2013).  
This study began with the simple extension from elastic Laplace-domain 
inversion to elastic Laplace-Fourier-domain inversion and the application of 
the unstructured grid. However, we encountered many problems, not those 
related to the choice of a structured or unstructured grid, but those originating 
from the complex-topography effect. For instance, for elastic Laplace-domain 
inversion with a flat surface it is possible to adopt the one-source assumption; 
thus, the source-estimation algorithm can be performed using a single source 
wavelet. However for an elastic inversion with complex topography, the 
source wavelets must be estimated independently for each shot because the 
different surface conditions encompassed by the topography lead to different 
source amplitudes and phases.  
Moreover, irregular surface conditions make the regularized steepest-
gradient direction more sensitive to damping factor in the flat surface case; 
thus, we were obliged to suggest a modified pseudo-Hessian matrix to address 
this issue. In this paper, it was derived using the difference in the definition of 
the pseudo-Hessian matrix based on the 𝑙2 norm by Shin et al., 2001, and the 
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𝑙𝑙𝑔 norm by Ha et al., 2012.    
In addition, the increased non-linearity in the signal caused by complex to-
pography requires reasonable stopping criterion instead of the empirically de-
termined number of iterations to guarantee accurate results. This type of mul-
ti-loop inversion is easy to yield an over- or underestimated velocity, depend-
ing on the number of iterations.  
First, the stopping criterion based on the objective function was applied for 
the Laplace-Fourier-domain inversion. However, it was unable to obtain satis-
factory results. Thus, the normalized stopping criterion was suggested based 
on studies of the characteristics of the logarithmic objective function (Shin et 
al, 2007; Bednar et al., 2007; Pyun et al., 2007). This stopping criterion was 
defined with the multi-objective assumption of real part amplitude error and 
imaginary part phase error, and it ensures the equal weighting of the influence 
of the two by assigning a normalized error to each. Numerical experiment 
successfully demonstrated the improvement in the results that was obtained 
using this approach. In this study, we imposed equal weighting for the phase 
and amplitude; however, we believe that an optimized weighting between the 
two exists that is a function of the frequency and Laplace damping constant 
and it will be studied in the future.  
The developed algorithms are verified with synthetic and land dataset. For 
the time-domain synthetic test, 3 numerical tests was performed with different 
purposes, and the results demonstrated that the developed elastic Laplace-
Fourier inversion algorithm is not entirely dependent to the low-frequency 
information, can recover an appropriate inversion result using a noisy dataset, 
and yields better results than the acoustic approach. 
This research is a preliminary step in a promising line of investigation and 
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we plan to continuously improve this algorithm by applying it to many land 
datasets that represent many different conditions. In this study, we used only 
the vertical displacement as the observed but in the future, we wish to study 




Appendix A. The 2D elastic wave simulation using inte-
rior penalty discontinuous Galerkin method in the time 
domain  
 
The interior penalty discontinuous Galerkin finite element method (IPDG-
FEM) is a type of FEM has been proven to yield accurate results using every 
type of mesh. This method relies on the exchange of numerical fluxes be-
tween adjacent elements. It is illustrated in Figure A.1. In contrast to classical 
FEMs, no continuity of a basis functions is imposed between elements, and 
therefore, the method supports discontinuities in the seismic wavefield be-
tween at the nodal points of two neighboring elements. Thus, this method 
does not suffer from spurious reflections, unlike classical FEMs, which gener-
ate unexpected reflection when applied to a changeable mesh. 
Not only does the IPDG-FEM accommodate elements of various types and 
shapes, irregular non-matching grids, and even locally varying polynomial 
order, hence offering significant flexibility in mesh design, but it also produc-
es block-diagonal mass matrices and therefore yields fully explicit, inherently 
parallel methods when coupled with explicit time stepping. The mass matrix 
that arises from a DG discretization is always block diagonal, with a block 
size equal to the number of degrees of freedom per element; hence, it can be 
computed at low computational cost without using the FEM lumping method 
(Marfurt, 1984).  
The DG methods for the 2D elastic wave equation have been derived and 
applied by many geophysicists in recent years (Mercerat et al. 2006; Dumbser 
et al., 2006; Frey et al., 2008; Delcourte et al, 2009; Tago et al., 2012). Here, 
we derive the DG formulation from the 2nd-order elastic equation, which dif-
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A 1. The comparison of the nodal point between FEM and DGM. 
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A.1 The notations  
 
 For a given domain Ω, we consider shape-irregular meshes Γℎ that parti-
tions the domain Ω into disjointed triangular elements 𝐾, such that Ω� = ∑𝑘. 
Ω� is the domain for computation. 𝑘− denotes neighboring elements of the 
element 𝑘+. In addition, the following notation is used in this appendix. 
 𝐹𝑖 represents the set of all interior edges, i.e., 𝐹𝑖 ≔ 𝜕𝐾+ ∩ 𝜕𝐾−; 
 𝐹𝑜 represents the set of all boundary edges, i.e., 𝐹𝑜 ≔ 𝜕𝐾+ ∩ 𝜕Ω�; 
 𝐹 represents the set of all edges, i.e., 𝐹 ≔ 𝐹𝑖 ∪ 𝐹𝑜; 
 𝒏± denotes the unit normal vector of 𝐾±; 






 �{ }� is the mean function, i.e., �{𝜙}� ≔ �(𝜙












A.2 The IPDG formulation of the 2D elastic wave equa-
tion 
 
The 2nd-order elastic wave equation in the time domain has already been 
presented in equations (2-2) to (2-6); however, for convenience in deriving the 
IPDG formulation from the beginning, we present it here again. Note that the 
notations used here are different from those used in the main article. The 2D 























𝜎𝑥𝑥 = 𝜆Δ + 2𝜇𝜀𝑥𝑥 , (A.3) 
𝜎𝑥𝑥 = 𝜆Δ + 2𝜇𝜀𝑥𝑥,  


























Where 𝑢 and v represent the horizontal displacement and vertical displace-
ment, respectively. Equation (A.1) and (A.2) can be expressed using the Ga-







































where (𝑎, 𝑏) denotes the inner product of 𝑎 and b. 𝜙𝑥  and 𝜙𝑥  are test 
functions for 𝑢 and 𝑣, respectively.  
The IPDG formulation for the horizontal displacement given by equation 
(A.6) will be presented in below, term by term. The 1st term on the right-hand 
side of it can be derived using Green’s 1st identity and the jump and mean re-


























(Because of 𝜎𝑥𝑥𝒏𝑥 is continuous; ⟦𝜎𝑥𝑥⟧ is zero)  






















     +𝛾. 
Where, 𝐹 is all edges. 𝛾 is the interior penalty constant and it will be de-
fined later. The stress term in equation (A.8) can be replaced by the relation-















+ 𝜆−Δ− + 2𝜇−
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Thus, the horizontal displacement equation (A.6) can be transformed into 





































+ 𝜆−Δ− + 2𝜇−
𝜕𝑢−
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The vertical displacement equation can be rewritten as equation (A.12) us-


































+ 𝜆−Δ− + 2𝜇−
𝜕𝑣−
𝜕𝜕 �






















The 2nd order elastic wave equation can be expressed as a system of equa-








where 𝐌 is the mass matrix; 𝐌 is the displacement vector, which contains 
both horizontal and vertical components; 𝐊 is the stiffness matrix; and 𝐟 is 
the source vector.  
𝐌 = �𝑚11 00 𝑚22
�, 
(A.14) 






𝐌 = �𝒖𝒗�, 
(A.16) 
𝐊 = �𝑘11 𝑘12𝑘21 𝑘22
�. 
(A.17) 
The components of the stiffness matrix 𝑘11, 𝑘12, 𝑘21, and 𝑘22 can be de-
rived from the relations expressed in equations (A.11) and (A.12).  







































































































































































+ � � 𝛾𝑑�𝜙𝑖+𝒏+𝜙𝑜+𝒏+ + 𝜙𝑖−𝒏−𝜙𝑜+𝒏+�𝑑𝜋
𝑑𝐹∈𝜕𝑘
�, 
where the 𝛾𝑑 is the interior penalty constant for stabilization and it is defined 
on each edge of the element as (Baldassari, 2009) 















, 𝜋 ∈ 𝐹𝑖𝜋 ∈ 𝐹𝑜
, 
(A.25) 
Finally, the IPDG formulation of the 2D elastic wave equation can be pre-
sented as in equation (A.26) via the central FDM scheme for a 2nd-derivative 
displacement vector with respect to time. 
𝐌𝑖+1 = 2𝐌𝑖 − 𝐌𝑖−1 −𝐌−1
(𝑑𝑡)2
ρ �
𝐊𝐌𝑖 + 𝐟�, 
(A.26) 
where, 𝑖 is the number of discrete time samples with the interval 𝑑𝑡. 
Figure A 2 presents the modeling results computed using the parameters 
shown in Figure 8, 9 and the time-domain IPDG scheme, and it shows the 
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초    록 
 
현재 탄성파 자료 획득분야에서의 놀라운 발전은 지금까지 완전 
파형역산의 현장자료에 대한 적용을 어렵게 해온 저주파수 성분의 
부재 문제를 해결할 수 있는 가능성을 보여준다. 그러나 아직까지 
대부분의 현장 탄성파 자료에서 저주파수 성분을 기대하기는 
어려운 상황이다. 따라서 저주파수의 부재 문제를 해결해 줄 수 
있는 좋은 장파장 속도 모델을 구축 하는 것은 푸리에 영역에서의 
파형역산을 통해 고해상도의 속도모델을 구축하거나 구조보정을 
통한 지하영상 획득에 있어서 매우 중요한 의미를 갖는다. 
 본 논문에서는 라플라스-푸리에 영역에서 2차원 탄성 
파동방정식을 이용하여 육상탐사에 적용 가능한 파형역산 기법을 
개발하였다. 이 기술은 비정규 격자를 이용한 유한요소법에 
기반하여 개발되었다. 비정규 격자를 적용함으로써 육상 탐사 
자료가 획득된 지형을 정확하게 묘사하는 것이 가능해졌고, 이를 
통해 불규칙한 지표면에 의해 발생되는 자료의 비선형성을 줄이는 
효과를 기대 할 수 있다. 
 탄성 매질에서 적용할 수 있는 수정된 헤시안 매트릭스를 
정의함으로써 라플라스-푸리에 완전 파형 역산의 결과가 지금까지 
유사 헤시안을 적용할시에 함께 정의된 감쇄상 없이 이전의 방법에 
비해 깊은 탐사심도와 정확성을 동시에 가질 수 있게 만들었다. 
 또한 로그 목적함수가 진폭 오차와 위상 오차를 자연적으로 
분리해내는 특성에 착안하여 라플라스-푸리에 영역 완전파형 
역산에서 잔차의 진폭정보와 위상정보를 균형 있게 이용할 수 있는 
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진폭 오차와 위상 오차를 정규화 시켜 이용하는 반복중단 
알고리즘을 소개하였다. 이를 적용함으로 잘못된 역산 반복횟수 
결정이나 과대적합에 의해 야기될 수 있는 부적절한 파형역산 결과 
획득을 막고자 하였다. 
 본 논문을 통해 개발된 알고리즘의 실제 탐사자료에 대한 적용 
가능성을 실험하기 위해 현장자료가 가질 수 있는 대표적인 
문제점인 저주파수가 없는 경우와 잡음이 가해진 시간영역 
인공합성 자료를 이용하여 수치실험을 수행하였다. 그 결과 
저주파수 성분에 의존하지 않고 성공적으로 장파장 속도모델을 
구축할 수 있었고, 잡음이 섞인 자료에 대해서도 만족할 만한 
결과를 보여주었다. 
 
주요어: 2차원 탄성 매질, 완전 파형 역산, 비정규 격자요소, 
반복중단 알고리듬, 유사 헤시안, 라플라스-푸리에 영역 
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