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The work reported concerns the development of an interactive theorem-prover for the foun- 
dations of the differential nd integral calculus. The main tools are a resolution theorem- 
prover VERIFY, previously developed for interactive proofs in set theory, and the symbolic 
computation program REDUCE. The use of REDUCE in a theorem-proving context is 
described indetail. Sample proofs are given with data on computation time per step on an IBM- 
4381. 
1. Introduction 
The work reported here constitutes the first step in a program to build an interactive 
theorem-prover for elementary analysis. To follow the shortest possible development path, 
we have focused on building on the extensive prior work at the Institute in interactive 
theorem-proving in axiomatic set theory. This earlier work is reported in detail in the 
volume by Suppes (1981). Of course, it is also clear that the apparatus in theorem-proving 
for set theory--will not in itself be sufficient for proofs of feasible length in elementary 
analysis. The reason is obvious. In set theory there is no serious development of algebraic 
methods of proof. The use of the resolution theorem-prover VERIFY, which is a central 
part of the set theory interactive theorem-prover, does not work at all well on elementary 
algebraic inferences. 
The solution we have found seems to work rather well. What we have done is to add 
to the symbolic computation program REDUCE (Hearn, 1987) the necessary front-end 
programs to use REDUCE in a theorem-proving context. It should be emphasized that 
REDUCE was not written with theorem-proving in mind, but as we have found by extensive 
experimentation, it works well for proving in a very short t ime-- in  almost always less than 
one second on the IBM-4381--algebraic facts that are needed in the proofs of theorems in 
the foundations of the calculus. Moreover, the longest computation took only 4.3 sec. (We 
provide extensive details on this point later.) 
What we have been concerned about is to develop interactive methods of theorem- 
proving that are practical for students to use with no programming background and without 
extensive mathematical background. In our view, at the present stage of development, 
serious use of such theorem-provers by students is the proper test of their adequacy. The 
technology of interactive theorem-proving is not yet sufficiently developed to provide tools 
that are really useful to a broad range of mathematicians concerned with proving new 
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theorems which will be of much greater complexity. Our strategy of research is to get tools 
available that can be thoroughly tested by students and continue to develop their complexity. 
It is the goal of a program like ours to also provide an interactive theorem-prover suitable 
for use by research mathematicians, but reaching that goal is going to take considerable 
additional work. On the other hand, we believe the extension of the work reported here to 
the remaining standard theorems in the foundations of the calculus is a relatively simple 
matter. 
In section 2 we discuss the logical framework we have used and in section 3 the inference 
rules. In section 4 we give examples of proofs and data on their computation time. The 
computer time needed to give an interactive proof of the intermediate value theorem is 
quite small. In the fifth section we describe in some detail the use we make of REDUCE 
for proving elementary algebraic theorems that are needed. We also give in an appendix a
long list of algebraic theorems which are proved very quickly and which cover most of the 
kinds of elementary algebraic equalities and inequalities used in proofs in elementary 
analysis. 
2. Logical Framework 
In this section, we formulate a formal system in which we can express concepts, properties, 
and proofs concerned with continuity problems in calculus. The logic of the system is that 
of the many-sorted classical ogic. Before describing our theory, several remarks are in 
order: 
(1) The system contains real numbers and basic functions uch as +,  - ,  ,, / etc; they 
satisfy the axioms for ordered fields as well as the least upper bound principle. We do not 
try to construct them from more primitive notions such as natural numbers. 
(2) The system does not eliminate some syntactical expressions such as 1/0 which do not 
have any proper mathematical meaning. We can prove some formulas involving these 
expressions, for instance, 1/0 = 1/0. However, our mathematical xioms refer only to 
mathematically understood objects, so the reference of the expression 1/0 is undecidable, 
and 1/0 9 0 = 1 is not provable. 
(3) Currently, the system can deal with only a small part of the calculus. However, the 
theory illustrates what exactly is needed in order to express theorems and their proofs 
concerned with continuity. It is possible to extend our system to handle differentiation and 
integration by adding more sorts and closure conditions on sorts, almost certainly without 
any serious degradation of performance. The system is theoretically ad hoc; it does not have 
a general mechanism to create sorts from other sorts such as Cartesian product constructions 
or function space constructions ( ometimes, orts are called types or classes). This is because 
we wanted to implement the system based on the interactive theorem-prover for set theory 
without adding unnecessary general features. 
A preliminary version that extends the system to handle standard calculus notation and 
exercises has been implemented and is described in Suppes et al. (1987). The readers who 
are interested in more general theories on natural formalizations of mathematics might 
consult Feferman (1985), for example. 
2.1. BASIC SYNTACTIC NOTIONS 
There are five sorts: 
(1) R (the set of all real numbers). Variables a, b, c, ~5, s, x, y, z, etc., are of this sort. 
Constants 0, 1, etc. are of this sort. 
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(2) R2 (the set of all pairs of real numbers; the plane). Variables p, q, etc., are of this 
sort. 
(3) F~ (the set of all functions from R to R). Variables f, g, h, etc., are of this sort. The 
absolute value function I I is a constant of this sort. 
(4) F~ (the set of all functions from R2 to R). The constants +,  - , . , / ,  rain, and max 
are of this sort. 
(5) PR (the power set of R). Variables S, T, etc. are of this sort. 
Terms, their corresponding sorts, and formul~ts are defined simultaneously as follows 
(we use v, t, fm in a metalinguistic sense to denote a variable, a term, and a formula, 
respectively): 
(1) Each variable of sort j  is a term of sort j, 
(2) Each constant of sort j  is a term of sort j, 
(3) app (t~, t,) is a term of sort R if t~ and t~ are terms of sorts F~ and R, respectively, 
(4) app(t~, t2) is a term of sort R ift~ and t2 are terms of sorts F2 and R~, respectively, 
(5) pair(t , t2) is a term of sort R2 if t t and t2 are terms of sort R, 
(6) prt(t) is a term of sort R if t is a sort of R2, 
(7) pr2(t) is a term of sort R if t is a sort of R2, 
(8) {v:fin} is a term of sort PR i fv is a variable of sort R andfin is a formula, 
(9) 2v. t is a term of sort F1 i fv  is a variable &sor t  R and t is a term of sort R, 
(10) 2v. t is a term &sor t  F2 i fv  is a variable of sort R2 and t is a term &sort  R, 
(1 1) t~ = t2 is a formula if both t~ and t2 are terms of the same sort, 
(12) t~ e t2 is a formula if t~ is a term of sort R and t2 is a term &sort  PR, 
(13) t~ > t2 and t~ 1> tz are formulas if both t~ and t2 are terms of sort R, 
(14) if fm, frnl, fin2 are formulas and v is a variable, then n fro, J)nl /x fin2, fin1 v fro2, 
fml -~ fin2, fml  *-*fin2, Vv .fin, 3v .fin are formulas. 
2.2. AXIOMS 
There are two groups of axioms; one contains logical axioms concerned with sets and 
functions, and the other contains mathematical xioms on the theory of ordered fields with 
the least upper bound principle. The logical axioms are standard and are therefore not 
explicitly listed. Standard axioms for the theory of ordered fields are also used with the 
usual infix notation for +,  - ,  etc. For example, x+y is used for app(+,pair(x,y)).  To 
describe the least upper bound principle, we introduce two definitions. Let UB(z, S) mean 
that z is an upper bound of the set S, and let LUB(z, S) mean that z is the least upper 
bound of S. We abbreviate these two definitions for reference inproofs by DUB and DLUB. 
The least upper bound principle (LUB) can be stated as follows: If S is a nonempty set of 
real numbers that has an upper bound, then it has a least upper bound. 
3. Inference Rules 
In this section, we will briefly describe inference rules available in the system for interactive 
use. (We emphasize again that we have constructed an interactive, not automatic, theorem- 
prover.) First, all natural deduction inference rules are available. However, it is practically 
impossible to prove theorems in calculus, using only basic logical rules. We have several 
inference rules, which eliminate tedious logical and mathematical manipulations. 
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3.1. LOGICAL INFERENCE RULES 
Here, we explain the rules needed in the examples in section 4. 
AS (ASsume): introduces an assumption. 
CP (Conditional Proof): concludes fml --* fro2 iffrn2 has been derived from frnl. 
UG (Universal Generalization): infers Vx(fm(x)) from fro(x) if fin(x) has been derived 
without dependence on any lines containing special assumptions about x. We also use 
as a single step the concatenation CP, UG. 
ES (Existential Specification): replaces an existentially quantified variable by a temporary 
constant. 
Five other important inference rules are: 
NS (Naming a Set): introduces a name for a set; for example, S = {x : a < x < b}. 
VE (VErify), which is a simple resolution theorem-prover used already in the interactive 
theorem prover for set theory. It eliminates many logically tedious manipulations. Its 
use is discussed in section 4, hut we mention here that when VE is called, we first 
reduce definitions of sets to equivalences automatically, e.g. S, as just defined above, 
is reduced to Vx(xeS~--,a < x < b). 
OS (Ordered Sets): which is VE with the elementary axioms of complete ordering auto- 
matically assumed. 
CO (COntradiction): if OS proves a contradiction from fm, re% . . . . .  fin,, then CO con- 
cludes -l fro which depends on fin~ . . . . .  fm,. 
IM (IMply): ifOS proves frn3(l ) ~ fml(t), then IM concludes freE(t) from Vx(fm~(x) 
fm2(x)) and fm3(t). Notice that OS, CO, and IM are special powerful rules that 
extend the inference capabilities of the resolution theorem-prover VE automatically. 
The inference rules decribed above have a relatively straightforward implementation. 
Their prior development and use in the interactive theorem-prover for set theory are 
described in Blaine (1981), Suppes & Sheehan (1981), and McDonald & Suppes (1984). 
3.2. OF (ORDERED FIELDS) 
OF proves simple algebraic facts concerned with ordered fields with some definable 
functions uch as I 1, rain, max. Here are three examples provable by OF: 
~>O~x>x-~,  
[x-yl  <y- - ,x  > O, 
Ix-x0l < min (60,~1) -~ Ix-x0l < ~0. 
Because of the central role of elementary algebraic theorems in proofs about continuity 
and related matters central to the calculus, we give in section 5 full details about our use of 
REDUCE as briefly described here. We do emphasize that these various elementary 
theorems are used as rules of inference with only a general reference to OF given in the 
proofs exhibited in the next section. 
4. Examples of Proofs and Data for Computation Time 
In this section, we present some examples of proofs in the system as well as data for 
computation time. Currently, we do not have a good user interface, although the set theory 
prover does. Actual proofs are written in LISP; the proofs below are hand-translations of 
the LISP expressions. 
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4,1, EXAMPLES OF PROOFS 
Some notational conventions need to be explained to make the proofs fully under- 
standable. The proofs shown here are in the general style used in the set theory course, 
which is concerned with relative ease of readability by someone not familiar with all of the 
details of the system. 
(1) RN NUMBERs, NAMEs is a command to use the rule RN with the previous lines 
cited by NUMBERs, and the definitions, the theorems, or the axioms cited by NAMEs to 
infer the formula described below. For example, VE 4, 5, DUB means: use VE with the 
lines (4) and (5), and with the definition DUB. 
(2) If RN is AS, NS, VE, OS, or OF, then the user has to type the formula that is to be 
inferred. If RN is UG or ES, then the user has to specify a variable, as part of his proof 
strategy. If RN is CP, IM, or CO, then the system infers an appropriate formula. 
(3) LEM1, and LEM2 refer to lemma 1, and lemma 2 (described below). LUB refers to 
the least upper bound principle for sets of real numbers. DUB and DLUB refer to the 
definitions of upper-bound predicates UB and LUB (described in section 2). 
The first example illustrates the style of proofs interactively constructed. 
THEOREM l. I f  f and g ate continuous at xo, then f +g is continuous at xo. 
PROOF 
(1) Vs(e > 0 -+ 36(6 > 0 A Vx([x-xol < 6 ~ i f (x)- f(xo)]  < 8))) by AS 
(2) V8(8 > 0 --+ 36(6 > 0 ^ Vx(ix-xol  < 6 --+ Ig(x) -g(xo)l < ~))) by AS 
(3) 8 > 0 by AS 
(4) e/2 > 0 by OF 3 
(5) 36(6 > 0 ^ Vx( lx-xol  < 6 --* [f(x)-f(xo)[ < 8/2)) by VE 1,4 
(6) ~6(6 > 0 A Vx(Ix-Xol < 6 ~ Ig(x)-,q(xo)l < el2)) by VE 2, 4 
(7) 60 > 0 A Vx(lx-xol  < 6o -'+ ] f (x) - f (xo) l  < 8/2) by ES 5 
(8) 61 > 0 ^ Vx( lx-xol  < 61 -+ [g(x)-g(xo)[ < 8/2) by ES 7 
(9) min(60,6~) > 0 by OF 7, 8 
(10) [x-xol < min(60,~51) byAS 
(11) Ix-xol  < 6o by OF 10 
(12) ]x-xol < 61 by OF 10 
(13) I f (x ) - f (xo) l  < 8/2 byVE7,  11 
(14) [g(x)-g(Xo)] < ~/2 byVE 8, 12 
(15) I ( f(x)+g(x)) - (f(xo) +g(xo))] < ~ by OF 13, 14 
(16) gx( lx-xo[ < rain (30, 6 ~) --, [(f(x) +g(x)) - (f(xo) +g(x0))l < 8) by CP, UG, 10, 15 
(17) 36(6 > 0 ^ Vx(lx-xo[ < 6 --* I ( f (x)+g(x))-( f(xo)+g(Xo))[  < 8)) by VE 9, 16 
(18) W(e, > 0 ~ 36(6 > 0 ^ Vx(Ix-xo[ < 6--+ I(f(x)+g(x))-(f(xo)+g(Xo))[ < 8))) 
by CP, UG, 3, 17 
The second example gives one of the crucial properties of continuity, whose variations 
are used in the proof of the intermediate value theorem. 
THEOREM 2. I f  f is continuous at xo and f (xo) > 0, then there is a neighborhood around xo 
where f i.~' positive. 
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PROOF 
(1) Ve.(a > 0 -~ 36(~ > 0 ^ Vx( lx -xo[  < 6 --+ I f (x)  - f (xo) l  < ~))) 
(2) f (xo)  > 0 
(3) 3~(~ > 0 ^ Vx( lx -xo l  < 6 ~ [ f (x ) - f (xo) [  <f(xo))) 
(4) fi > 0 A VX(]X--Xo] < fi ~ [f(x)--f(x~)t <f(xo)) 
(5) Ix -xo l  < 
(6) [ f (x ) - - f (xo) I  <f(xo)  
(7) f (x )  > 0 
(8) Vx( lx- -xo[  < 6 ~ f (x )  > O) 
(9) 36(6 > 0 /x Vx( lx -xo[  < 6 ~ f (x )  > 0)) 
by AS 
by AS 
by IM 1, 2 
by ES 3 
by AS 
by VE 4, 5 
by OF 6 
by CP, UG, 5, 7 
by VE 4, 8 
The following lemmas are needed to prove the intermediate value theorem; their proofs 
can be obtained by modifying that of theorem 2. 
LEMMA 1. l f  f is continuous on [a, b], a <<. z < b and f ( z )  < O, then there exists a 6 > 0 such 
that a ~ z + 6 <~ b and f (z + 6) < O. 
LEMMA 2. I f  f is continuous on [a,b] and a < z <<. b /x f (z )  > 0, then there exists a 6 > 0 
such that a <~ z -6  <<. b and for all x, i f  z -6  < x <~ z then f (x )  > O. 
THEOREM 3. (Intermediate value theorem). I f  a < b, f is cont&uous on [a,b] and 
f (a )  < 0 < f(b), then there exists a z such that a < z < b and f ( z )  = O. 
PROOF 
(1) a < b 
(2) f is continuous on [a, b] 
(3) f (a )  < 0 <f(b)  
(4) S= {x:a~<x~<b Af(x) <0} 
(5) a~S 
(6) UB(b, S) 
(7) 3z(LUB(z, S)) 
(8) LUB(z, S) 
(9) a <<. z ~ b 
(10) f ( z )  < 0 
(11) a<~z<b 
(12) ~6(~ > 0 ^ a <~ z+r5 <~ b ^f (z+6)  < O) 
(13) 6 t>0^a<<.z+6~bAf (z+6~)<0 
(14) z+6,ES  
(15) z < z+6~ 
(16) -7(f(z) < O) 
(17) f ( z )  > 0 
(18) a<z~b 
(19) 
(20) 
(21) 
(22) 
(23) 
(24) 
(25) 
(26) 
by AS 
by AS 
by AS 
by NS 
by OS I, 3, 4 
by VE 4, DUB 
by IM 5, 6, LUB 
by ES 7 
by VE 5, 6, 8, DLUB, DUB 
by AS 
by OS 3, 9, 10 
by IM 2, 10, 11, LEM 1 
by ES 12 
by OS 4, 13 
by OF 13 
by CO 10, 8, 14, I5, DLUB, DUB 
by AS 
by OS 3, 9, 17 
33(6 > 0 ^ a <~ z -6  <~ b ^ Vx(z -3  < x <<. z -* f (x )  > 0)) by IM 2, 17, 18, LEM2 
~2 > 0 ^ a <~ z -62  <~ b / ,  Vx(z--62 < x <~ z ~ f (x )  > O) 
z - -62<z  
3y(z - -62 <y <<. z A yeS)  
q(f(z) > 0) 
f ( z )  = 0 
a<z<b 
3z(a < z < b A f (z) =0)  
by ES 19 
by OF 20 
by OS 8, 21, DLUB, DUB 
by CO 17, 4, 20, 22 
by OS 16, 23 
by OS 3, 9, 24 
by VE 24, 25 
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We comment first on the use of the resolution theorem-prover VERIFY. Most of the 
uses are quite routine. The inference of line (17) from lines (9) and (16) in the proof of 
theorem 1shows how what might be a rather tedious although obvious inference ishandled. 
In a similar fashion, line (9) of the proof of theorem 3 is obtained by VERIFY combining 
three previous lines and two definitions. 
The use of OF to obtain line (9) of the proof of theorem 1is, as it should be, intuitively 
obvious, but the inference could be laborious in a system which just contains more elemen- 
tary rules. A classical inequality inference is used to obtain line (15) of this same proof. 
This was the step that took 4.3 see, the longest of any use of OF. On the other hand, the 
standard inequality inference to obtain line (7) of the proof of theorem 2took only 0.4 sec. 
Finally, we note the use of OS--reasoning about linear order using VERIFY- - to  obtain 
line (18) of the proof of theorem 3. 
4.2. DATA FOR COMPUTATION TIME ON IBM-4381 
We report here summary data on the computing time required for each step described 
in 4.1. We used a dual processor IBM-4381, model group 12, running VM/SP, with CMS 
and HPO. Each processor has 16 megabytes of main memory. 
The distribution of steps according to computation time was as follows: 
Computation time (sec) Number of steps 
0-0,5 40 
0.5-1 5 
1-2 3 
2-3 3 
3-4 I 
4-5 1 
The average computation time was 495 msec. Eighty per cent of the steps needed less than 
0.8 sec. The median for all steps was 90 msec. What these data show is that routine symbolic 
computation can be made by an interactive theorem-prover for the foundations of the 
calculus without he user's having to wait an appreciable time for a step in a proof to be 
executed. 
5. A Method of Proving Elementary Algebraic Theorems 
We describe a procedure M of proving elementary theorems in the theory of ordered 
fields (OF) with the functions I 1, rain, and max. By elementary theorems, we mean the 
theorems like the following (see appendix for more examples): 
i f x .y=z /xyr  thenx=z/y ,  
i f x  <y  ^ z < 0, then x*z  >y.z ,  
if Ixl < ~/2 and [Yl < ~/2, then Ix+y[ < ~, 
if rain (60, c51) > Ix-xol, then ~0 > Ix-xol.  
M is the sequential pplication of two sub-procedures M1 and M2. If M 1 does not prove 
a formula, then M2 is used. In other words, M does not contain a top-level procedure in 
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order to decide which sub-procedure should be applied for a given formula. Inside M2, the 
sub-procedures in M 1 are reinvoked. M 1 is used to prove formulas which are obtained by 
manipulating the functions +,  - , . ,  and/ .  The first two examples are provable by this 
procedure. M2 checks the provability of formulas which essentially contain the functions 
I l, rain, or max. The last two examples are provable by this procedure. A formula which 
we want to prove by M 1 can contain the functions ] [, min, or max. M 1 treats any term of 
the form ltl, rain (tl, t2), or max (tl, t2) as an atomic term. M1 and M2 are described in 
5.2 and 5.3, respectively. 
The program of the procedure is explained through examples in 5.4, where the data for 
computation time are also presented. The implemented program proves all theorems listed 
in the appendix. Moreover, more than 90 per cent of the theorems are proved in less than 
200 msec on the IBM-4381 available to this project. 
5.1 BRIEF DESCRIPTION OF REDUCE 
REDUCE (Hearn, I987) is an interactive program for symbolic and numerical com- 
putation. It can manipulate polynomials in a variety &forms, both expanding and factoring 
them, and extracting various parts of them as required. REDUCE also can perform all 
standard operations of differentiation and integration, REDUCE has been built as an 
interactive system so that the user can input an algebraic expression and see its value before 
moving on to the next computation. In the work reported here we made use only of 
REDUCE's  procedures for algebraic simplification. 
5.2. THE DESCRIPTION OF THE PROCEDURE MI 
As is well known, a resolution theorem-prover (unless it has a sophisticated unification 
procedure) is not appropriate to prove theorems whose proofs involve algebraic manipu- 
lations. The use of an algebraic omputation system such as REDUCE is essential in the 
method escribed below. On the other hand, REDUCE is an algebraic omputation system; 
it transforms a given term to another term that is equivalent o the original term. We 
cannot use REDUCE itself since it does not directly handle formulas. We use REDUCE 
for the purpose of simplifying algebraic terms. Moreover, REDUCE's treatment of the 
functions I ], min, max, is not adequate for our puposes, so we need a special device for 
these functions, which is described in M2. 
The procedure M1 is divided into five steps: 
M J-1. Logical simpli~cation. Before describing this step, we need to introduce some 
terminology. The implication P l , . . . ,P ,  t- c is called a sequent if p l , . . . ,P , ,  are atomic for- 
mulas or the negations of atomic formulas, and c is an atomic formula. P l . . . . .  p,, are the 
premises, and c is the conclusion. The list p l . . . . .  Pn might be empty. 
For a given formula f in  (which we want to prove), M 1-1 produces a list LSeql . . . . .  LSeq,, 
where LSeql . . . . .  LSeqm are lists of sequents uch that if, for every LSeq, at least one 
sequent in LSeq is provable, then j~n is provable. This will be peformed by eliminating the 
logical connectives in the formula fm. We omit technical details on this procedure. Instead, 
we give several examples. 
(1) Given the formula x =r 0 ^ y = z -* y /x  = z/x,  then (x ~ O, y -- z t- y /x  = z/x)  is the 
only sequent. Then, the provability of the original formula is equivalent to the provability 
ofy /x  -= z /x  under the premises x r 0 and y = z. 
(2) Given the formula x > y ~ (y > z -* x ;> z), then (x > y, y > z ~- x > z) is the only 
sequent. 
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(3) If  a formula has the form p --* c ~ ^  e2, where p is an atomic formula or a negation of 
an atomic formula, and c~ and e2 are atomic formulas, then p ~-et and p ~-e2 are the two 
sequents. 
(4) If a formula has the form p ~ v p~ --* e~ v cz, where p~ and Pz are atomic formulas or 
negations of atomic formulas, and el and e2 are atomic formulas, then (Pip ej, pi t- e~) and 
(P2 t- e,, P2 I- c~) are the corresponding lists of sequents. 
We fix one sequent p l . . . . .  p,, I- e. In the rest of the steps, we describe how to prove e from 
P b. 9 9 ,P,,. 
M1-2. Nonzero terms, positive terms, and nonnegative terms. We will generate three sets 
by using p~ . . . . .  p,: NONZERO is the set of nonzero terms, POSITIVE is the set of  positive 
terms, and NONNEGATIVE  is the set of nonnegative t rms. 
NONZERO, POSITIVE, and NONNEGATIVE  are defined simultaneously as follows, 
where NONZERO1, POSITIVE1, and NONNEGATIVE1 are used as intermediate finite 
sets. 
(1) For any Pi (l ~< i ~ n), i fpt has the form tt ~ t2, and REDUCE simplifies t~--t2 to 
t, then t is in NONZERO 1, 
(2) For anypi  (1 ~ i ~< n), ifp~ has the form tl > t2, and REDUCE simplifies t l - - t2 to 
t, then t is in POSITIVE1, 
(3) For anyp;  (1 ~< i ~ n), if p,. has the form t~ ~> t2, and REDUCE simplifies tL-t~ to 
t, then t is in NONNEGATIVE1,  
(4) If - t  is in NONZERO1 or in POSITIVE1, then t is in NONZERO1,  
(5) If t~ 9 t2 is in NONZERO1 or in POSITIVE1, then t~ and t2 are in NONZERO1,  
(6) For any t, if there is a t' in NONZERO1, POSITIVE1, NONNEGATIVE1 such that 
REDUCE simplifies t - t '  to 0, then t is in NONZERO,  POSITIVE, NONNEGATIVE ,  
respectively. 
(7) NONZERO contains all real numbers uch as - 1.8, 2, 6.5, etc., 
(8) POSITIVE contains all positive real numbers uch as 0.5, 2, 3.14, etc., 
(9) NONNEGATIVE  contains all nonnegative r al numbers uch as 0, 1, 3.5, etc., 
(10) NONZERO contains POSITIVE, 
(1l) NONNEGATIVE  contains POSITIVE, 
(12) If t is in NONZERO,  then - t ,  1/t, t z, l it  2 are in NONZERO,  
(13) I f t  is in NONZERO,  then t ~, l it 2 are in POSITIVE, 
(14) I f  t is in POSITIVE, then t/t  is in POSITIVE, 
(15) Ift~ and t2 are in NONZERO,  then t~ * t2 is in NONZERO,  
(16) I f  t~ and t2 are in POSITIVE, then t~ +t2 and tj * tz are in POSITIVE, 
(17) I ft~ and t ~ are in NONNEGATIVE ,  then t i+ tz and t~ 9 t2 are in NONNEGATIVE ,  
(18) I f  REDUCE simplifies t to t" and t' is in NONZERO,  POSITIVE, NONNEGATIVE ,  
according to (1) through (17), then t is in NONZERO,  POSITIVE, NONNEGATIVE ,  
respectively. 
MI-3.  The existence of terms. By using NONZERO, we check whether all terms in the 
sequent are well defined, namely, whether there are no zero terms in the denominators of 
the quotient erms occurring in the sequent. I f  some denominators of the terms are not 
checked to be nonzero, we conclude the sequent is not provable. 
For example, let's consider the sequent y ~ O, x = y ~- x/y = 1. y is the only term occurring 
in the denominator of  some term in the sequent. Since y ~ 0 is one of the premises of the 
sequent, NONZERO contains y. Hence, all denominators in the sequent are not zero. Thus 
all terms in the sequent are well defined. 
M1-4. Major premises. We define a set of formulas MPS, and call each member as a 
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major premise. The intention of MPS is the following: we expect to find a formula p in 
MPS such that c is provable from p by applying algebraic operations (addition, subtraction, 
multiplication, and division) to both sides of the equality or the inequality, appearing in p. 
MPS is generated as follows: We use a subset MPSI of MPS as an intermediate set. 
(1) For  any p; (1 ~< i ~< n), if the outmost connective of p,. is the same as that of  c, then 
Pl is in MPS1. 
(2) Any member 
(3) Ift~ = t2 and 
(4) I f  t l > t2 and 
in MPS 1 is in MPS. 
t 3 = t 4 are in MPS 1, then t m + t 3 = t 2 + t 4 is in MPS. 
t3 > t4 are in MPS1, then t~+t3 > t2+t4 is  in MPS. 
(5) I f  t~ >1 t2 and t3 >i t4 are in MPS1, then t~+ t3 >t t2+ t4 is in MPS. 
MPS satisfies a simple but very important property: Any formula of MPS is provable 
from P t . . . . .  p,. Hence if we prove c from one member of MPS~ c is also provable f rom 
p~ . . . . .  p,. Also, it is easy to see that MPS is finite since MPS is generated from MPS1. This 
fact is used in M1-5 below. MPS might be empty. For example, MPS for ~-x = x or 
x v a 0 F x /x  = 1 is empty. Other examples of MPS are the following: 
(1) Let's consider a sequent z 4= O, x = y F x/z  = y/z.  MPS consists o fx  = y. 
(2) Let's consider a sequent z > O, x > y F x*  z > y .z .  MPS consists of  z > O, x > y, 
and z+x > O+y.  
The system does not automatically treat = as symmetric. For example, we did not 
include t~ +t4 = t2+t3 to MPS where t I = t2 and t3 = t4 are in MPS1. Hence, the current 
implementation of our method does not prove 
if t~ = t2 and t3 = t4 then t ,+t4  = t2+t3. 
M1-5.  P roo f  o f  F c or p F c. The rest of the steps go as follows: 
(I) Try to prove c without any premise. 
(2) If  c is not provable by (1), then try to prove c from one member p in MPS, until p 
which proves c is found or all members in MPS are used up. 
M 1-5-t and M 1-5-2 explain how to prove c without a major premise, and how to prove 
c from a major premise in MPS, respectively. 
MI-5-1. The case where a major premise does not exist. In this case, calculate t l -  t2 by 
REDUCE,  and check whether the result is zero, positive, or nonnegative. I f the result is 
zero, we are able to conclude t~ = t2- I f  the result is positive, we are able to conclude tt > tz. 
I f  the result is nonnegative, we are able to conclude t~/> t2. For example, REDUCE 
simplifies (x + y) -- (y+ x)  to 0. Hence, x + y = y+ x is provable. 
M 1-5-2. The case where a major premise is used. This is done according to the following 
mathematical facts: 
I f  t3 - /4  -~"  A * (tl - t2) and A is well defined, then tl = t2 -~ t3 = t4. 
I f t3 - t4  = A 9 (tt--t2) and A > 0, then t~ > t2--* t3 > t4. 
I f  t3 - t4  = A,  (t~--t2) and A f> 0, then t~ >>. t2-~ t3 ~ t4. 
So the problem is reduced to finding A and to checking the existence, the positivity, or the 
nonnegativity of A. 
M1-5-2-1. Apply REDUCE to t l - t2 .  I f  the result is 0, this procedure is terminated. 
Otherwise, in order to find A, apply REDUCE to ( t3 -  t4) / ( t~-  t2). 
M1-5-2-2. In order to prove the existence, the positivity, or the nonnegativity of A, we 
use NONZERO,  POSITIVE, or NONNEGATIVE  in M1-2. 
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EXAMPLES 
(1) y = z ~-y/x = z/x,  and x is in NONZERO.  REDUCE transforms (y /x -z /x ) / (y - - z )  
to 1/x. So (y /x -z /x )= 1 /x . (y -z )  Since x is in NONZERO,  1Ix exists. Hence, 
), = z ~- y /x  = z /x .  
(2) x > y I- x*  z > y * z, and z is in POSITIVE. REDUCE transforms (x ,  z -y  9 z) /  
(x -y )  to z. So x ,z -y ,z  = z*  (x -y ) .  Since z is in POSIT IVE,  we can conclude 
x> y~x,z> y ,z .  
(3) x>~y~-x+z>-z+y.  REDUCE transforms ( (x+z) - ( z+y) ) / (x -y )  to 1. So 
(x+z)  - ( z+y)  = 1 9 (x -y ) .  Since 1 is not negative, x >1 y~- x+z  >t z+y.  
Theoretical background. The following theorem explains why M1 works for many 
examples. 
THEOREM. Let 's  assume we have t~ = t2 as a premise, and we obtain t3 = t4 after applying 
a sequence o f  thefo l low&g algebraic" operations: 
(a) I f  st = s2, then sl +s  = s2+s.  
(b) I f  sl = s~, then s l - s  = s2 -s .  
(e) I f  st = s2, then st * s = s2 * s. 
(d) I f  Sl = s2, then sl /s = s2/s fo r  nonzero s. 
Furthermore, assume that RED UCE does not simplify t t - t2 to O. Then the result o f  computing 
(ta - t,)/(tl - t2) is o f  the forms (s 1 * . . .  9 s,/(u 1 , . . .  9 u,,) where sl, s2, . . ., s, are terms s used in 
the operation (e) and u t, u~ . . . . .  u,,, are terms s used in the operation (d). No  terms used in 
(a) or (b) occur in the result. 
The theorem is easily proved by induction. Usually, ub. . . ,u , , ,  in the theorem are in 
NONZERO.  Hence we conclude t3 = t4 from t~ = t2. A similar theorem is valid if we 
replace = by > or >I. 
5.3 THE DESCRIPTION OF THE PROCEDURE M2 
We use the formula-transformations described below, in order to prove a theorem whose 
proof  requires an essential manipulat ion of defined functions such as I 1, rain, max. The 
purpose of the transformations i  to eliminate these functions or to transform the forms of  
terms to somewhat simpler forms. 
M2 is described as follows: first apply the step M 1-1. Then apply the transformat ions 
described below on each formula in a sequent Pt , . . . ,P, ,  ~ c, until all possible trans- 
formations are applied. This means that we apply a sequence of t ransformat ions 
Try , . . .  ,Tr,,, on each formula fm in a sequent until no transformation is applicable on 
Trm(... (Tr~(fm)) . . . ) .  Then follow M1-2, M1-3, M1-4 and M1-5. In many cases, we have 
to apply MI-1 again because many transformations increase the logical complexity of  the 
formulas. 
The following property is crucial: let p~ . . . . .  p, ~- c be a sequent and p ' , , . . .  ,p,; F e' be the 
transformed sequent. Then ifp'~ . . . .  ,p,', F- c' is provable, then so is Pt . . . . .  p,, t- c, 
Tran.formations. Finally we describe the transformations. Transformations are divided 
into three classes: 
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TI.  Transfbrmations to be used both for premises and for conch~sions. In this class, if 
fm~ => fro2 is a transformation,  then the equivalence between fm~ and fmz is provable in 
OF .  
T I -1 .  It~l ~ It~l-lhl ~[t~l+lt2[ t> t3l, 
T1-2.  [tll = Itzl =~t~ = tz v tr = -t2,  
T1-3. [ti[ = tz ='t2>~ 0 ^ Itl[ = It21, 
T1-4.  t~= It2] ~t l1>0  ^  Jt11=lt~J, 
T l -5 .  Itl[ = [tzl * It3[ ~[ t l [ - - I t : * t~[ ,  
T1-6. [tl[ = Itzl/lt3l =~ltll = ]t2/t3l, 
T1-7. It~l ~ tz =~ tl >~ t~ v ~t~ >~ t2, 
T1-8. tl 1> Itz[ ~ t~ i> t~_ ^  t~ >1 - t~,  
T1-9.  It~] >tz  =~t~>t2v  - t t>t2 ,  
T I -10 .  tl > It_q ~t~ > t2 ^ tl > - t2 ,  
T I - l l .  t~ > min(t2,  t3) =~t~ > t2 v tt > t3, 
T l -12 .  rain (t~, t3) > tl ~ t2 > tj ^ t3 > tl, 
T l -13 .  t~1>min(t2,t3)  =~t~>~t~v t l1>ta, 
T1-14.  min(tz ,  t~) >~t~ =,,.t,_>~t~ ^ t3>~ h, 
T l -15 .  t~=min( t2 ,  t~) =: , ( t~=tz^t3) t t )v ( t t=t3Atz>~t~) ,  
T1-16.  ra in (t,_,t3) = t~ =*- (t~ = t~ ^  t~ 1> t~) v (t~ = t3 ^  t2 >t t~), 
T l -17 .  tt >max( t~, t3 )  =r ^ t~ > ta, 
T l -18 .  max (t2, t3) > t~ ~ l 2 ~:" t I V t3 > tl, 
T l -19 .  t~ t> max (t2, t3) =*. t~ ) t~ ^  tt >~ t3, 
T I -20 .  max (tz, t3) ~ tt =z. t~ >~ t lv  t3 ) tl, 
T I -21 .  t~ = max(t~,t~) =*.(t~ -~ t~ A t~ >~ t~) v (t~ = t~ ^  t~ >~ t~), 
T I -22 .  max(t~, t3)=t~ ~( t~=t~/xt~>~t3)  v ( t~- t3~t t>~t2) .  
REMARK. T1-3  and T1-4 are both needed since we do not have symmetry of = .  
T2. Transformations to be used only for eonchlsions. In this class, if fm~ =~ fro2 is a 
t rans format ion ,  then the proposit ion fro2--*fro2 is provable in OF. Thus, it is sufficient 
(but  not  necessary)  to prove fro2 in order to conclude fml. 
T2-1.  ft~l+lt2l  >~lt3l=~tj+t~----t~ 
V t l+t2  = - - t  3 
V t l+( - - t2 )  =t3  
v tt+(--t2) = --t3 
T3. Transformations to be used only for premises. In this class, if fml  =~ fm2 is a trans- 
fo rmat ion ,  then the proposit ion fml ~ fro, is provable in OF. 
T3-1.  t>  [ t t - t21=~t>it~l - l tz [  
EXAMPLE. Let 's  transform Ix--Yl 11-Ixl--lYl (call it fro1), assuming it occurs in the con- 
c lus ion o f  a sequent. First, TI-1 transforms fmt to ]x-Yl  +lYl >I Ixl (call it fro2). Then 
T2-1 t rans forms fro2 to 
(x -y )+ y = x v (x -y )+y  = -x  v (x -y )+( -y )  = x v (x -y )+( -y )  = ( -x )  
(call it fro3). T1-1 preserves the provability of fro 1 and fro2, i.e. fret is provable if and only 
i f  fro2 is provable .  By T2-1, the provabil ity of  y)n; is reduced to the provabitity of  fro3. 
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Hence, the entire transformation reduces the provability of fm I to the provability of ires. 
That is, it is sufficient to prove Jh~3 in order to conclude fmj .  
5.4 THE PROGRAM 
This is the first version of the implementation f the procedure described in 5.2 and 5.3. 
The program is written in PSL (Portable Standard LISP). Since the implementation is 
almost parallel to the theory, we omit its detail. Instead, we give two examples drawn from 
the list of elementary theorems in the appendix. At the end of this section, we present data 
on the time used in proving the theorems listed in the appendix. 
EXAMPLE 1. Theorem 33. x ~ 0 A x*y  = 1 ~3,= 1/x. 
The formula in the theorem is represented as: 
FM = (arrow (andsgn (negsgn (equal x 0)) (equal (times x y)l)) 
(equal y (quotient 1 x))). 
First, the function called 'split' is applied on FM. The function 'split' produces a list of lists 
of sequents; a sequent consists of a conclusion and a list of premises. In this case, the list 
consists of one list which contains a single sequent: 
SEQ = ((equal y (quotient 1 x)) 
((negsgn (equal x 0)) (equal (times x y)l))). 
The rest of the program tries to prove SEQ. SEQ is separated into: 
CONCL = (equal y (quotient 1 x)), 
PREMS = ((negsgn (equal x 0)) (equal (times x y)l)). 
The functions called 'get-nonzeros', 'get-positives', and 'get-nonnegatives' applied on 
PREMS produce three lists of terms: 
NONZERO1 = (x) 
POSITIVE1 = ( ) 
NONNEGATIVE1 = ( ) 
By using NONZERO (which is generated from NONZERO1 in M1-2) the function called 
'is-term-well-defined?' checks whether the terms in the sequent are defined or not, namely 
it checks if the denominators in the terms are not zero. In this case, the only concern is x 
occurring in (quotient 1 x). However, since x is in NONZERO1, (quotient 1 x) is well 
defined. 
Looking at the main connective of CONCL, the program decides which one it should 
choose as a major premise. Since = is the main connective in CONCL, in this ease, the 
program chooses as a major premise: 
MPREM = (equal (times x y)l). 
From CONCL and MPREM, the program forms the following algebraic term: 
AT = (quotient (difference y (quotient 1 x)) 
(difference (times x y) 1)). 
The program calls REDUCE to simplify AT. The result is 
SAT = (quotient 1 x). 
586 P. Suppes and S. Takahashi 
The program checks whether SAT is well defined or not, as described before, again using 
NONZERO. In this case, SAT is well defined. 
The program concludes that the original formula FM is provable. 
EXAMVLE 2. Theorem 83. Ixl + lYl ~ Ix--yl. 
The theorem is represented as: 
FM = (geq (plus (abs x)(abs y)) (abs (difference x y))) 
After applying 'split', the program tries to prove: 
SEQ = ( (geq (plus (abs x) (abs y)) (abs (difference x y))) ( ) ). 
Since there are no premises in SEQ, the program has to prove the conclusion CONCL of 
SEQ without any information, where 
CONCL = (geq (plus (abs x) (abs y)) (abs (plus x y))). 
Since no premises are available, 
NONZERO1 = ( ) 
POSITIVEI = ( ) 
NONNEGATIVE1 = ( ) .  
Fortunately, since CONCL contains no division, all terms in CONCL exist. 
The program tries to prove CONCL just by the method escribed in M 1-5, treating terms 
such as I tl at atomic terms. So in this case, the program tries to prove, A 1 ~< A2 + A3, where 
A 1, A2, and A3 are different new variables. Of course, the program fails in proving such a 
formula. 
Then, the program transforms CONCL to either a formula which does not contain 
absolute value functions or a formula which is somewhat simpler. This transformation 
depends on the form of CONCL. In this case, the form matches the transformation described 
in T2-1, and the program produces the new formula: 
NFM = (orsgn 
(equal (plus x y) (difference x y)) 
(equal (plus x y) (minus (difference x y))) 
(equal (plus x (minus y)) (difference x y)) 
(equal (plus x (minus y)) (minus (difference x y)))) 
The program tires to check the provability of NFM. Since NFM is of disjunctive form, the 
program tries to prove one of the following four disjuncts: 
NFM 1 = (equal (plus x y) (difference x y)) 
NFM2 = (equal (plus x y) (minus (difference x y))) 
NFM3 = (equal (plus x (minus y)) (difference x y)) 
NFM4 --- (equal (plus x (minus y)) (minus (difference x y))). 
In this case, NFM3 is provable. The program concludes that the original formula FM is 
provable. 
Data Jbr  computation time on IBM-4381. We report here summary data on the computing 
time, without op-level control structure, required for each elementary theorem listed in the 
appendix. 
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The distr ibution of  theorems according to computat ion time was as follows: 
Computation time Number of theorems 
0-  50 71 
5l-  100 15 
101- 150 5 
151- 200 1 
201- 250 2 
251- 300 1 
301- 350 2 
351-1000 0 
1001-4000 3 
The average computat ion time (in msec) was 52 for theorems whose computat ion t ime 
ranged from 0 to 1000, and 140 for theorems whose computat ion time ranged f rom 0 to 
4000. The median for all theorems was 33 msec. 
6. Some Problems and Future Directions 
The implemented program cannot  deal with general sums or products uch as x~ + . . ,  x,,, 
l-I(xk I 1 ~< k ~< n), etc. In part icular,  the program cannot handle arithmetic involving the 
binomial  expansion, 
(x + y)" = ~.((n, k) 9 x "-k 9 yk l 0 <<. k <<, n), 
where (n, k) = n! /k ! (n -k ) ! .  Also it cannot handle the factorization involving a symbol ic  
exponent such as 
X(~l+ 1) __y(,,+ 1) ~-. (.~__)2) , ~(X~--k , yk t 0 ~. k ~ n). 
We need to extend our program so that it can handle general sums, products,  etc. Besides 
the extension of  the system above, we need further devices in order  to extend further the 
set theory theorem prover  to elementary analysis, in part icular,  we need to implement  
methods to manipulate functionals and operators uch as Limit, Dr, etc. but we ant ic ipate 
this latter development will be relatively straightforward. 
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Appendix 
L&t of  elementary algebraic theorems proved in one step using RED UCE 
Theorem 1 0+x=x 
Theorem 2 ( - -  x) + x = 0 
Theorem 3 x-x= 0 
Theorem 4 0 -x=-x  
Theorem 5 0=-0  
Theorem 6 x -0=x 
Theorem 7 x+y=x+z~y=z 
Theorem 8 x+y=z~x=z-y  
Theorem 9 x=z-y -+x+y=z 
Theorem 10 x+y = 0 -.-* x = -y  
Theorem 11 x= -y - -+x+y=0 
Theorem 12 x+y=x~y=O 
Theorem 13 - ( -  x) = x 
Theorem 14 ( - (x+y) )+y=-x  
Theorem 15 - (x+y)  = ( -x ) -y  
Theorem 16 ( -x ) -y  = ( -y ) -x  
Theorem 17 - (x -y )=y-x  
Theorem 18 (x -y ) - z  = x+( ( -y ) - z )  
Theorem 19 (x -y ) - z  = x - (y+z)  
Theorem 20 x+(y-x )=y 
Theorem 21 (x - (y+x)  = ( -y )  
Theorem 22 (x -y )+(y -z )  = x -z  
Theorem 23 l *x=x 
Theorem 24 x r 0 ~ (l/x) 9 x = 1 
Theorem 25 I/1 = 1 
Theorem 26 x/1 = x 
Theorem 27 x ~ 0 ~ x /x  = 1 
Theorem 28 yr  
Theorem 29 (y+z)  9 x=(y ,  x )+(z ,  x) 
Theorem 30 x ,  0=0 
Theorem 31 x#O~l /x r  
Theorem 32 x ~ O ~ O/x = O 
Theorem 33 x~0 /~x ,  y=l~y=l /x  
Theorem 34 xv  a0^x,y=x~y=l  
Theorem 35 y ~ 0 --, (x/y) 9 z = (x * z)/y 
Theorem 36 y ~ 0 ~ (x/y) 9 z = (z/y) 9 x 
Theorem 37 y ~ 0 t, u 4:0 --* (x/y) * (z/u) = (z/y) 9 (x/u) 
Theorem 38 y ~ 0 ^ x ~ 0 ~ (x/y) * (y/x) = 1 
Theorem 39 xr  
Theorem 40 xr  Ax*y - - - -0~y=0 
Theorem 4l x .y :~0- -+x~0  ^ ysa0  
Theorem 42 xva0^y~0- -+x.y~0 
Theorem 43 x ,y  ~ O-~y/ (x .y )  = 1/x 
Theorem 44 x ~ 0 ^ y ~ 0 -+ (z* y ) / (x*  y) = z /x  
Theorem 45 yv  aO ^ (u./:O ^ x /y=z/u) - - ,x ,u=z ,y  
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46 y~O^x=y*z~x/y - - z  
47 x* ( - -1 )  = -x  
48 (x  * ( -y )  = - (x  * y) 
49 ( - -  x )  * ( - y )  = x * y 
50 x<0-~0< - -x  
51 O< - -x~x<O 
52 x+y<x+z~y<z 
53 x<y-~-y< --x 
54 -y< - -x~x<y 
55 x+( -y )  <x+( -z ) - - . z<y  
56 z<y- - .x+( - -y )<x+( - -z )  
57 0< 1 
58 O<x~O<l /x  
59 x<O^ y<z~x*z<x*y  
60 O<x^x*y<x*z -+y<z 
61 x<O^x*y<x*z - -+z<y 
62 x<O^(O<y^O<z)~x*y<y*z  
63 O<x^O.<O^z<O)~x*y<y*z  
64 x < 0~ 1/x < 0 
65 O<xAX<l - - . l< l /x  
66 Y~sO A O<x]y~O<x*Y  
67 y~OaO<x,y - - rO<x/y  
68 x > 0-~ Ixl -~ x 
69 x < 0 ~ Ixl ~ -x  
70 Ixl = I -x l  
71 Ix21 = x 2 
72 x ~< Ix[ 
73 - Ix [  ~< x 
74 tx+yt = IY+X[ 
75 [x*y f -- [xl *ly[ 
76 y ~ 0~ I I/Yl ~ l/lyl 
77 y ~ 0 ~ Ix/Yl ~ Ixl/lyl 
78 Ix+ yi <~ Ixl+-lyl 
79 Ix+ y'-t-z[ ~< [xl+IY[+LzL 
80 Ix [ -  lyt ~ [X-y l  
81 [x-yl < c"-'lxl "~ c+ly I
82 x > l y -x l  ~y  > 0 
83 Ixl + 13'1 /~ IX-y[ 
84 I lxl- lyl l  ~ Ix~yl  
85 lY-z l  <. I x -y l+ lx -z l  
86 -y  ~ x/~ x ~ y~lX l  ~Y 
87 Ix-a[  <e/2 ,X ly~bl <8/2 -~[ (x+y) - (a+b) [  <8 
88 IX-a[ < s/2 ,x ly-b[ < 8/2 --* [ (x -y ) - (a -b ) [  < 
89 x > 0 ^ y > 0 --, rrtin (x, y) > 0 
90 rain (x, y) > z -._, X > z 
91 xZ+(a+b) . .~c+a,b  = (x+a) . (x+b)  
92 x2~(a+b) .~c+a,b  = (x -a ) , (x -b )  
93 x'~ + 3 * (~c2) *Y + 3 * x * (y'-) + ya -= (x + y) 3 
590 P. Suppes and S. Takahashi 
Theorem 94 
Theorem 95 
Theorem 96 
Theorem 97 
Theorem 98 
Theorem 99 
Theorem 100 
X3--3 * (X 2) *y+3 *X* (yZ)__y3 = (x__y)3 
x2--  y "- = (x + y) * (x - -y )  
X3-l- y 3 = (X'-I- y) * (X2-- x * y + y "-) 
x3 - -y  3 = (x - -y )*  (x2+x*y+y 2) 
X4--y 4 = (X--.V) * (X3-t"X2 *y"}-x * y2 q-y 3) 
(a+b)*  (c+d)  = a*c+a*d+b *c+b*d  
(a--b)  , ( c -d )  = a ,e -a ,d -b  , c+b*d  
