Abstract-This paper presents an interactive algorithm for segmentation of natural images. The task is formulated as a problem of spline regression, in which the spline is derived in Sobolev space and has a form of a combination of linear and Green's functions. Besides its nonlinear representation capability, one advantage of this spline in usage is that, once it has been constructed, no parameters need to be tuned to data. We define this spline on the user specified foreground and background pixels, and solve its parameters (the combination coefficients of functions) from a group of linear equations. To speed up spline construction, K-means clustering algorithm is employed to cluster the user specified pixels. By taking the cluster centers as representatives, this spline can be easily constructed. The foreground object is finally cut out from its background via spline interpolation. The computational complexity of the proposed algorithm is linear in the number of the pixels to be segmented. Experiments on diverse natural images, with comparison to existing algorithms, illustrate the validity of our method.
I. INTRODUCTION

E
XTRACTING the foreground objects in natural images is one of the most fundamental tasks in image processing and understanding. Generally, this task can be formulated as a problem of image segmentation. The efforts in segmentation have surged in recent decades, with the development of numerous approaches and proposals for real world applications [5] , [24] , [25] , [42] . In spite of many thoughtful attempts, it is still very difficult to develop a general framework which can yield satisfactory segmentations for diverse natural images. The difficulties lie in the complexity of perceiving and modeling the numerous visual patterns in natural images and the intrinsic ambiguity of grouping them to be the needed objects.
To reduce the complexity and intrinsic ambiguity, one method is to design interactive frameworks, which can allow the user to specify the foreground and background according to her/his own understanding about the image. In such a work setting, the user can also act as a judge to accept or refuse the current segmentation results, or add more strokes to obtain better segmentation. In view of image perception, the user specified strokes give us the visual hints to model and group the visual patterns. With such supervised information, many existing algorithms developed in machine learning can be employed to formulate the task of image segmentation [2] , [4] , [13] , [14] , [19] , [29] , [32] , [38] .
The goal of interactive image segmentation is to cut out a foreground object from its background with modest user interaction [2] , [4] , [6] , [14] , [29] , [30] , [32] , [38] . There are two main methods [14] : edge based and region based. Edge-based methods need the user to label the points near the object boundary. Examples include intelligent scissors [19] , [20] , snapping [9] , and jet-stream [26] . Intelligent scissors approach is popularly used in Photoshop products as a plus tool. However, these methods still require the user to pay more attention to the edges between the foreground object and its background. Recently, researches mainly focus on region-based methods, for example, magic wand in Photoshop products, intelligent paint [1] , [28] , sketch-based interaction [34] , interactive graph cut [2] , [4] , Grabcut [29] , lazy snapping [14] , segmentation via random walks (RW) [10] , image matting [6] , [13] , [30] , [32] , [38] , distance-based interaction [27] , and so on. In these methods, the interaction style is largely improved. The user can label the regions of foreground object and its background by simply dragging the mouse. The main advantage is that it does not require the user to stare at and stroke along the object boundary. With the help of statistical inference or machine learning algorithms, the developed region-based interaction frameworks have achieved great successes, for example, those based on graph cut (GC) or belief propagation on Markov random field (MRF) defined on the image to be segmented [10] , [14] , [33] , [38] .
In view of machine learning, interactive image segmentation is a typical task of supervised or semi-supervised classification. Thus, the existing classification algorithms, inductive [8] , [36] or transductive [43] , [44] , can be considered in this task. Unfortunately, the real practice shows that the commonly used classification algorithms, for example, "linear discriminant analysis (LDA) K-nearest neighbor (KNN) classifier" [8] , support vector machine (SVM) [36] , label propagation (LP) via local and global consistency [43] , and RW [10] may generate unsatisfactory segmentations in complex natural images. Fig. 1 illustrates an example. The goal is to cut out the leopard from the jungle. As can be seen in Fig. 1 , there exist large gaps between Fig. 1 . Segmentations of the leopard. The first is the source image with the user specified strokes on the leopard and its background. From the second to the ninth are the segmentations obtained by linear discriminative analysis (LDA), support vector machine (SVM), label propagation (LP), random walks (RW), graph cut (GC), linear regression (LR), kernel ridge regression (KRR), and our spline regression (SR). The last is the ground truth for comparison.
the results generated by LDA, SVM, LP, and RW and the desired segmentation. Actually, one drawback in LDA is its distribution assumption. LDA is optimal in the case that the data distribution of each class is Gaussian. Obviously, the color distributions in this image are beyond Gaussian since there are more than one colors in the foreground and background regions. In addition, SVM may generates better results, but the kernel parameter should be well tuned to data. The optimal result with LP in [43] can be obtained under the condition that the data points are located in two sub-manifolds. Used here as a semi-supervised spectral segmentation, such an assumption on two separated sub-manifolds is difficult to be satisfied in natural images with similar foreground and background colors. This can also be employed to explain the performance of RW in view of equivalency between random walks and spectral segmentation [17] . Thus, to obtain better results with LP and RW, more user specified strokes should be supplied.
MRF formulation and graph-based algorithms have achieved great successes in many natural images. However, if there are many small regions with similar foreground and background colors, it is also difficult for GC algorithm [4] to obtain good segmentation. The reason is that similar colors will decrease the gaps between the likelihood values of the foreground and background pixels. Thus, uncertainty may be generated during label inference on data graph and the quality of segmentation could be degraded (see Fig. 1 ).
This paper presents a novel interactive natural image segmentation framework. The core idea is to formulate the interactive segmentation task as a problem of spline regression. This spline is a combination of linear and Green's functions developed in Sobolev functional space [22] . It has been proven to be suitable for the task of scattered data interpolation and thus popularly used in geometrical design [3] . There are two main advantages: it is smooth and able to approximate the interpolation values at the scattered data points with arbitrarily controllable accuracy. The smoothness guarantees that the spline can be used to predict the values of the unlabeled pixels. Additionally, with highly accurate approximation, the specified values for the user labeled pixels can be faithfully maintained. Thus, it could be adaptable to the situations that there exist similar foreground and background colors. Also, with controllable accuracy, one can avoid the over-fitting problem when using the estimated spline to predict the unlabeled pixels.
Specifically, the advantages or details of our interactive segmentation framework can be highlighted as follows.
1) The segmentation results achieved with spline regression on publicly available image segmentation databases are comparable to those with graph cut algorithm. Generally, it can yield satisfactory results where graph cut does. Experiments also indicate that spline regression shows better adaptability to most complex natural images, compared with LDA, SVM, LP, RW, linear regression (LR), and kernel ridge regression (KRR) [31] . Moreover, in contrast to Gaussian kernel functions used in KRR, the spline we use has no kernel parameters to be tuned to data. 2) By assigning " " to each of the user labeled foreground pixels and " " to each of the user labeled background pixels, the interpolation values of unlabeled pixels can be naturally classified into two classes by taking zero as a threshold. Thus, it is unnecessary to employ another classifier to make final label assignment as done in subspace learning algorithms [8] . Thus, the time consuming step of distance ranking is avoided. 3) During interactive segmentation, the user may label thousands of foreground and background pixels. This indicates that we should construct the spline on all of these pixels, and solve the linear equations with thousands of parameters. To reduce the computation, K-means clustering algorithm is employed to cluster the user specified pixels. By making use of the cluster centers, the spline construction is very fast. 4) The computational complexity of the proposed algorithm is linear in the number of the pixels to be segmented, and thus also linear in the number of cluster centers. Meanwhile, the main algorithm can be easily implemented. It can be run with only about 20 Matlab sentences. The remainder of this paper is organized as follows. In Section II, the spline regression for interactive image segmentation is introduced. The connections of our algorithm to other algorithms will be given in Section III. In Section IV, three kinds of postprocessing methods are introduced for users to obtain better segmentations. Section V reports the experimental results and performs algorithmic comparisons. Conclusions will be drawn in Section VI.
II. SPLINE REGRESSION FOR INTERACTIVE IMAGE SEGMENTATION A. Problem Formulation
The problem we consider can be described as follows. Given an image with pixels to be segmented, namely, , and two labeled pixel sets, and . Here, contains the user specified foreground pixels, while contains the user specified background pixels. The task is to assign a class label in to each of the unlabeled pixels . Let collect the feature vectors of , where is the feature dimensionality. Further suppose that the user labeled foreground pixels and background pixels. Correspondingly, we can get two subsets of features:
and . Now we need to infer the labels of the unlabeled pixels in .
Our task is just a task of data classification. Many existing classification methods, such as " -NN classifier" [8] , SVM [36] , semi-supervised classification [44] , graph cut [4] , random walks [10] can be applied to this task. In this paper, we use spline regression to formulate this task.
B. Spline Regression
Before constructing the spline, we assign " " to each of the data points in and " " to each of the data points in as interpolation values. Our goal is to construct a spline function such that for each and for each . This task can be considered in a general regularization framework containing data fitting and function smoothness (1) where is a smoothness penalty in dimensions on the function , and is a regularization parameter.
The form of will determine the form of function . Specifically in Sobolev space [22] , can be defined as a semi-norm [7] , [18] , [37] (2) where , and , are positive integers. The larger the is, the more the spline is smooth. Duchon [7] and Meinguet [18] demonstrated that under some constraints there is a unique spline function that minimizes in (1)
where are a set of primitive polynomials spanning the space of polynomials in of total degree less than , and is a Green's function [7] . In real applications, we can limit the polynomial space to be linear and take one form of the Green's functions, namely,
. As one kind of radial basic functions, has no parameters to be tuned to data. Then, we can obtain the following spline function: (4) where and take Green's function, namely, and . In view of geometrical transformation [3] , corresponds to the translation, reflects the affine transformation, while the last two terms record the locally nonlinear deformations near the scattered data points in . Now substituting the data points in into (4), we can obtain equations in terms of matrix form (5) where , and , which are parameters to be solved. In the coefficient matrix, , and , which collect the values of Green's function. Obviously, and are symmetrical, and . In addition, collects the data points in , while collects those in . That is, . In (5), and . Note that in (5), there are parameters (the combination coefficients of linear and Green's functions) to be solved. However, we have only equations. To make the problem determined, we need to introduce new equations. Fortunately, these equations can be derived from the conditions of positive definite functions [7] , [18] , [37] , [40] , which are related to the uniqueness of the spline. Specifically, for the scattered data points in , we have (6) In the case of linear polynomial space, (6) can be rewritten as the following equations in matrix form:
Combining (5) and (7) together, it follows:
In the regularized case, and should be replaced by and , where and are two identity matrices. The regularization parameter controls the amount of smoothness of the spline near the scattered data points. In the limiting case, namely, , these scattered data points will be exactly mapped. Here we select to avoid over-fitting. Finally, the regression values of the unlabeled pixels can be directly obtained via (4). Since we use " " as the interpolation value of each foreground pixel and " " as that of each background pixel, the median value "zero" can be taken as a classification threshold. Thus, for each pixel , its class label can be assigned as follows:
C. Feature Vectors of Pixels
Here, each pixel is described as a 5-D feature vector, i.e., , in which is the normalized color of pixel and is its spatial coordinate normalized with image width and height. The reason that we consider the spatial coordinates is that the discrimination between pixels with similar colors can be enhanced, especially when the foreground object and its background contain exactly identical colors. Fig. 2 shows an example. Our task is to cut out the white cat near the window. There exists similar white color in the foreground and background. Fixing the user specified strokes as shown in Fig. 2(b) , the segmentation by SR with is shown in Fig. 2(c) , while that with is illustrated in Fig. 2(d) . We see that the performance with the normalized spatial coordinates is significantly improved.
Besides color, texture is another important image feature. There exist many texture descriptors, among which Gabor-based texture descriptors are popularly used in image segmentation [35] . Here the Gabor filter bank [15] is employed to describe the image to be segmented. Fig. 3 reports the segmentations of the leopard and the cat, with the user specified strokes in Figs. 1 and 2 , respectively. The upper and lower bounder of interesting frequencies of Gabor filter bank are taken as 0.4 and 0.05, which indicates that a large frequency interval is considered. Other three parameters are the scale number and orientation number of the filter bank, and the filter size in pixels. In Fig. 3 , from the first to the last column are the results with and , respectively. To utilize the color information, three bit planes of red, green and blue are respectively filtered with this bank. In the case of and , for example, the final feature dimensionality will equal to . To reduce the redundant information, principal component analysis [11] is employed to project the features into 10-D subspace (Note that worse results are obtained when we directly use the source features). Finally, the spline in Section II-A is constructed to segment the image. Fig. 3 indicates that no better results are obtained with texture features. Actually, texture is perceptible only via spatial regions. If a texture pattern is not labeled by the user, it would be incorrectly segmented. However, different textures may have similar colors (see the scene outside the window in Fig. 2 ). Even if similar colors are contained in foreground and background, they may be segmented from each other by introducing spatial coordinates [see Fig. 2(d) ]. Thus, "
" is adequate to obtain satisfactory results for most natural images. This may be one reason why seldom interaction frameworks are developed with textures.
D. Clustering the User Specified Pixels
In the case that are pixel features, in total, there are parameters in (8) to be determined. Generally, there are thousands of pixels which may be scribbled by the user. Accordingly, we should to solve the linear equations with a large number of unknown parameters. Since the coefficient matrix in (8) is a dense matrix, the computation complexity of solving the linear equations will be up to about . However, in most cases, the foreground object and its background only consists of a few number of different colors. Thus, we can cluster the user specified foreground and background pixels, and employ the cluster centers as their representatives. This idea is not new. Actually, in lazy snapping [14] , K-means algorithm is used to cluster the user specified pixels, while in Grabcut [29] Gaussian mixture model is used to estimate the probabilistic density functions. Here, using cluster centers will significantly reduce the number of the unknown parameters in (8) . Thus, the computation time can be largely saved. Specifically, we employ K-means algorithm to cluster the data points in and . Let be the number of clusters. After performing K-means algorithm, the data points in and will be respectively replaced by the cluster centers. In this way, there are only parameters in (8) 
E. Spatial Neighborhood Assignment
In our spline regression framework, once the spline is constructed, it can be used to map the unlabeled pixels one by one. Thus, the spatial relationship between pixels on the image grid will be simply ignored. To utilize the spatial structure of the image, we assign the regressed value of each pixel to its neighbors. In computation, the 3 3 neighborhood will be considered. For example, suppose pixel is located in the th row and th column of the image. Then we assign its regressed value to its eight neighbors and itself
. These values will be accumulated into the buffer and the results will be finally averaged at each of the pixels.
We take the cat image as an example. The segmentation result via the above spatial neighborhood assignment is shown in Fig. 4(a) , which is identical to that shown in Fig. 2(d) . For comparison, the result without performing this assignment is illustrated in Fig. 4(b) . Clearly, in Fig. 4(b) , more isolated pixels appear in the segmentation. Note that such isolated pixels may not be simply removed by the commonly used morphological approaches or median filters on image windows.
F. The Algorithm
Now we can give our algorithm of spline regression for interactive image segmentation in Algorithm 1. It has one parameter, namely, the number of the clusters used in K-means algorithm to cluster the user specified foreground and background pixels. If , then the K-means clustering step will be simply skipped.
Note that there is a regularization parameter used in spline construction. It will be demonstrated in Section V that it is not sensitive in (0, 0.01]. Thus, we do not treat it as an important parameter and fix it to be 0.0001 in this algorithm.
It is worthy pointing out that this algorithm can be easily implemented. It can be run with only about twenty Matlab sentences, among which there are only a few sentences related to the core computations, namely, constructing and solving the linear system in (8) and mapping the pixels to be segmented via (4). Meanwhile, the most complex computation is to solve the linear equations in (8) . Except these, there are no other complex calculations.
Algorithm 1 Spline Regression for Interactive Natural Image Segmentation
Input: The image with pixels to be segmented; the user specified stokes about the foreground object and its background, and ; the number of clusters for clustering and .
Output:
The segmentation of . 
III. CONNECTIONS TO OTHER ALGORITHMS
The regularization framework we use to develop the spline can be written in the following general form: (10) where , are scattered data points and , are their objective values. Defining as a semi-norm, we get the spline with form in (3). Now we consider the linear function by introducing a projection vector (11) and define . It has been shown that this formulation is equivalent to the regularized LDA [41] . In the case of , this model reduces to the standard linear regression (LR).
Previous work also shows that for the centralized data points LR is equivalent to the classic LDA [8] , [39] . This constructs a bridge between LR and LDA. In real computation, we can add the translation term in linear regression (12) where is a scalar. and can be solved via the following linear equations: (13) Usually, the above problem is over-determined . In this case the pseudo-inverse matrix of the coefficient matrix can be employed to solve the above equations.
Then, we consider to define as a norm in general reproducing kernel Hilbert space [31] . Thus, we have (14) where , are the parameters to be determined. Note that the model in (14) is also named as kernel ridge regression (KRR) [31] , and is usually supplied as a Gaussian kernel (15) Taking the regularization parameter into account, the parameter can be solved via the following linear equations: (16) where is an matrix with element is an identity matrix, collects the objective functions, , and . The spline we use can be viewed as a combination of linear and kernel (or radial basic) functions (although the kernel forms are different). In contrast to Gaussian kernel functions, it is worthy pointing out that there is no kernel parameter in this spline. Furthermore, it has clearly geometrical property [3] , that is, the scattered data points are first mapped globally near to right positions with the translation and affine transform, and then dragged to the right positions with local kernel functions.
Both LP and RW can be explained in view of label inference on data graph. With Laplacian regularization on graph, can be defined as in which is a Laplacian matrix. Differing from SVM, LDA, LR and SR, here collects not only the values of the labeled data points, but also those of the unlabeled data points. Thus, it is developed in a transductive Fig. 5 . Segmentation of the white cat by discarding small blobs via connectivity analysis. This result is obtained from the segmentation in Fig. 2(d) with an additional step of connectivity analysis. learning setting. It can be solved via the following unconstrained quadratic programming (QP):
. With regularization on functional space or graph, SVM and GC on Markov random field (MRF) can also be cast on a regularization framework. QP (with linear constraints) is used to solve both SVM and GC on MRF [12] . However, GC on MRF is much faster than SVM.
IV. POSTPROCESSING FOR IMAGE SEGMENTATION
In this section, three postprocessing methods will be introduced for user to obtain better segmentation. They are connectivity analysis, edge fairing, and segmenting with more strokes. In our framework, whether to perform these three steps will be decided by the user.
A. Connectivity Analysis
In segmentation, there may exist some small blobs which are incorrectly segmented [see Fig. 2(d) ]. These blobs can be removed by performing connectivity analysis. That is, if the area of the blob is small, it can be discarded. For example, for the segmentation in Fig. 2(d) , all the blobs with area less than 80 pixels will be deleted. Fig. 5 shows the cleared result. This step is considered in the design of software system in which the user can decide whether it will be performed or not.
B. Edge Smoothing
The object edge extracted from the binary image of segmentation may be not smooth. There are many curve fairing algorithms which can be employed to smooth the segmented edge [21] , [23] , [45] . Here, the algorithm based on discrete energy minimization for free-formed curves is used [45] . Fig. 6 shows an example. Based on the segmented binary image, the edge points of the cat is first extracted by tracking along the edge pixels. Then they are reduced uniformly by taking one third of all the edge pixels. In Fig. 6(a) , the full contour is smoothed by discrete energy minimization approach. A drawback is that some corners which we hope to maintain may be rounded. For example, the corner in the bottom-left region is replaced by a rounded corner. This treatment can be avoided by only considering the user selected edge to be smoothed. In Fig. 6(b) three segments of the user selected edges are respectively smoothed and shown on the segmented image. As can be seen, the selected edges are all smoothed.
C. Segmenting With More Strokes
One advantage in an interactive segmentation setting is that the user can act as a judge to decide whether the current segmentation is acceptable or not. If the segmentation is not satisfactory, more strokes can be added through the user-computer interaction interface. Fig. 7 shows an example. We see that with strokes as illustrated in the first image in Fig. 7 , a part of the background is incorrectly segmented to be the pyramid (see the second image). To remove this background, a stroke is scratched on this background, as illustrated in the third image in Fig. 7 . Now the background is successfully removed (see the fourth image). Note that when we use SR to segment the image once again, the old and new strokes are all employed. That is, we just re-run the steps of Algorithm 1 and do not consider the previously-obtained results.
V. EXPERIMENTS
In this section, we first evaluate the performance of spline regression (SR) algorithm for interactive image segmentation. Then we compare our algorithm with other algorithms.
The images we used are downloaded from the Berkeley segmentation dataset [16] , the Grabcut database [29] , and the visual object classes database of 2007 (Available at: http://www. pascal-network.org/challenges/voc/voc2007).
A. Performances of Spline Regression
One parameter in our algorithm is the number of the clusters, , which is supplied to cluster the user specified foreground and background pixels. Fig. 8 shows the segmentations of the leopard and the pyramid images, with different . From the first to the last column are the results obtained with , respectively. For the leopard image, the user specified strokes in Fig. 1 are used, while for the pyramid image, the strokes in the third image in Fig. 7 are employed. To clearly show the initial results obtained by SR, we do not perform the postprocessing methods as introduced in Section IV. We see that the leopard can be cut out with greater than 30. Actually, there exist similar foreground and background colors, and, thus, a small number of clusters are not enough to describe the difference between the foreground and background. In contrast, the segmentations of the pyramid indicate that when is greater than 5, satisfactory results can be generated by SR. In fact, there are only a few colors in foreground and background regions and the colors of the pyramid and those of the sky are different from each other. We also tested other images in the databases. For example, the results in Fig. 2(d) is obtained by taking . As a conclusion, we recommend that can be set to be about 30-60 in real applications.
Another parameter in SR algorithm is the regularization parameter . Experiments show that it is insensitive if it locates in (0, 0.01]. Fig. 9 illustrates an example, in which we fix to be 40. From the left to the right are the segmented results with and , respectively. The user specified strokes are those used in Fig. 8 . We see there are no significant changes between the results when we take different . Such an observation can also be obtained from other images. As pointed out in Section II-B, a larger indicates that the constructed spline will be more smooth, while a smaller indicates the given interpolation values of the scattered data points are more exactly satisfied. In interactive segmentation settings, the colors of the unlabeled pixels in general are similar to those of the user specified foreground or background. Thus, in real applications we can take a small . We fix to be 0.0001 in all experiments, and do not treat it as an important input parameter in Algorithm 1.
The computation complexity of SR algorithm can be given as follows. Given the number of the foreground strokes , the number of background strokes , and the dimensionality of the feature vectors, the complexity of computing the coefficient matrix in (8) will be up to about . The computational complexity of solving the linear equations in (8) is about . That of using (4) to map pixels is about . In our SR algorithm, equals to five. Thus, the computational complexity will largely depend on , and . Furthermore, when and are further decreased to be the number of the clusters, namely, and , and when is set to be about 30-60, then the computation scale will be largely determined by the number of the pixels to be segmented. The computational complexity is linear in . Meanwhile, when is fixed, the computation complexity is also linear in . For the image with 337 225 pixels (e.g., Fig. 5) , with , on average SR will take about 2.30, 2.41, 2.65, 3.10, 3.52, 3.99, 4.42, and 4.85 s, respectively on a PC with 2.4-G CPU and 1.0-G RAM, using Matlab 7.0.
B. Comparisons With Other Algorithms 1) Details of Algorithms:
In this section, we will compare our algorithm of SR with classical LDA, SVM, LP, RW, GC, LR, and KRR.
The K-means clustering algorithm is first performed to cluster the user specified foreground pixels and background pixels. Then the cluster centers of the foreground are labeled as positive samples and the cluster centers of the background are labeled as negative samples. These samples will be trained by LDA and SVM. They will also be used in LR, KRR and SR to construct the linear, kernel and spline functions. In all experiments, will be set to be 50. Since LDA is only a subspace learning algorithm, we use 1-NN as classifier to classify the pixels to be segmented. In addition, the kernel machine of SVM with Gaussian kernel function is employed in computation. The parameter (15) is evaluated as the median distance of all the distances between all the pair points among the cluster centers. In experiments, the Matlab tool of osu-svm is employed (Available at: http://sourceforge.net/projects/svm/), in which we set the regularization parameter to be 100.0 (Note that if is very small, poor results may be generated).
LR and KRR follow the same steps as described in Algorithm 1. Differently, in LR (12) will be used and the parameters and will be solved via (13) . In KRR, (14) will be employed and the parameter vector will be determined via (16) . The parameter is also calculated as the median distance between the training data points.
In LP, the neighborhood of each pixel is defined as a 5 5 sub-window with its center at the pixel. Then Laplacian matrix is constructed. In experiments, the parameter in [43] is set to be 0.99 and the number of iterations is fixed to be 50.
For RW, we downloaded the source codes from the author's homepage [10] and directly ran them for image segmentation.
In GC, the algorithm in [4] is implemented. We downloaded the source codes of graph cut from the homepage of the author and ran them for image segmentation. Differently, the data likelihoods of ("bkg") and ("obj") in [4] is calculated by (2) in [14] , in which K-means clusters are employed.
All the above algorithms will be run on the same user specified strokes. In addition, to make fair comparisons, we do not perform the postprocessing methods in Section IV. That is, only Algorithm 1 is run in experiments.
2) Comparisons: Figs. 10 and 11 illustrate the segmentations of different types of natural images. For comparison, the segmented white foreground object regions are replaced by the source visual objects. From the segmentations, we see that our method outperforms the commonly used LDA and SVM. Actually, for complex images where the foreground and background contain similar colors, LDA may fail to generate satisfactory segmentations. As a linear method, the solution of the LDA is optimal under the condition that the data is linearly separable. Thus, LDA will perform well in the situations where the data distribution of each class is Gaussian. For example, we see that LDA (and with 1-NN classifier) can roughly cut out the flower and the starfish in Fig. 10 , but fails in other complex images. In contrast to LDA, kernelized SVM can generate better results. To this end, the kernel parameter should be well tuned to data. Our algorithm outperforms LR 1 and KRR. Actually, in function form, the spline we use is a combination of linear and Green's functions. In terms of geometrical transformation, the linear part captures the global affine transformation, while the nonlinear part captures the local nonlinear deformations [3] . Thus, in real applications, spline shows more adaptability to diverse natural images.
Our algorithm also outperforms LP. In LP, the data points receive the class label information from their neighbors on the data graph. If there exists a region in which no points are labeled, it may be incorrectly segmented. This can be observed in the segmentations in Figs. 10 and 11. As another graph-based method, RW generates better results, compared with LP. However, the performances of RW and LP are very similar to each other. This may be explained by the relations between random walks and spectral segmentation [17] .
Our algorithm can also be comparable to the most successful algorithm of GC. Generally, the segmentations by GC are satisfactory, except that in the second image in Fig. 11 . In contrast, our algorithm generates more accurate segmentation. This can be witnessed near the head of the baby and the ears of the leopard in Fig. 10 , and near the head of the goat and the scissors in Fig. 11 .
To further compare these algorithms, Table I gives a quantitative comparison between the algorithms. The number in Table I stands for the classification rate, which is calculated as the ratio (percent) of the number of correctly classified pixels to that of the total pixels in the image. Here the correctly classified pixels are identified by taking the ground truth as a reference. The first column in Table I indicates the indices of the images in Figs. 10 and 11 (the size of each image is 337 225 pixels). In contrast, in each segmentation our algorithm achieves the highest accuracy.
A main drawback of our algorithm is that after segmentation, there may still exist some small blobs which are incorrectly segmented. For example, the segmentations in Fig. 11 contain some incorrect blobs. These blobs could be deleted via connectivity analysis and area statistics.
In computation time, in the case of , and for images with 337 225 pixels, LDA, SVM, LR, KRR, and SR will take 
VI. CONCLUSION
In this paper, we proposed a novel algorithm for natural image segmentation. We formulated the task as a problem of spline regression. The spline is a combination of linear and Green's functions, with adaptability to diverse natural images. We also analyzed the connections of our spline regression algorithm to other algorithms, including those developed in inductive learning setting, transductive learning setting, regularization on graph and general functional spaces. Comparative experiments illustrate the validity of our method.
