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Abstract
In this paper we extend a key result of Nisan and Wigderson (J. Comput. System Sci. 49
(1994) 149–167) to the nondeterministic setting: for all ¿ 0 we show that if there is a language
in E = DTIME(2O(n)) that is hard to approximate by nondeterministic circuits of size 2n, then
there is a pseudorandom generator that can be used to derandomize BP · NP (in symbols,
BP · NP = NP). By applying this extension we are able to answer some open questions in Lutz
(Theory Comput. Systems 30 (1997) 429–442) regarding the derandomization of the classes
BP · BPk and BP · CPk under plausible measure theoretic assumptions. As a consequence, if CP2
does not have p-measure 0, then AM ∩ coAM is low for CP2. Thus, in this case, the graph
isomorphism problem is low for CP2. By using the Nisan–Wigderson design of a pseudorandom
generator we unconditionally show the inclusion MA ⊆ ZPPNP and that MA∩ coMA is low for
ZPPNP. c© 2001 Elsevier Science B.V. All rights reserved.
Keywords: Pseudorandom generator; Resource bounded measure; Derandomization;
Probabilistic complexity classes
1. Introduction
In recent years, following the development of resource-bounded measure theory, pi-
oneered by Lutz [15, 16], plausible complexity-theoretic assumptions like P =NP have
been replaced by the possibly stronger, but arguably plausible measure-theoretic as-
sumption p(NP) =0. With this assumption as hypothesis, a number of interesting
complexity-theoretic conclusions have been derived, which are not known to follow
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from P =NP. Two prominent examples of such results are: there are Turing-complete
sets for NP that are not many-one complete [18], there are NP problems for which
search does not reduce to decision [18, 9].
Recently, Lutz [17] has shown that the hypothesis p(NP) =0 (in fact, the possibly
weaker hypothesis p(KPk ) =0, k¿2) implies that BP·KPk =KPk (in other words, BP·KPk
can be derandomized). This has an improved lowness consequence: it follows that if
p(KP2) =0 then AM ∩ coAM is low for KP2 (i.e., any AM ∩ coAM language is pow-
erless as oracle to KP2 machines). It also follows from p(K
P
2) =0 that if NP⊆P/poly
then PH=KP2. Thus, the results of Lutz’s paper [17] have opened up a study of de-
randomization of randomized complexity classes and new lowness properties under
assumptions about the resource-bounded measure of diNerent complexity classes.
The results of Lutz in [17] (and also a preceding paper [16]) are intimately related
to research on derandomizing randomized algorithms based on the idea of trading
hardness for randomness [25, 29, 20]. In particular, Lutz makes essential use of the
explicit design of a pseudorandom generator that stretches a short random string to a
long pseudorandom string that looks random to deterministic polynomial-size circuits.
More precisely, the Nisan–Wigderson generator is built from a set (assumed to exist)
that is in E and, for some ¿0, is hard to approximate by circuits of size 2n. As
shown in [20], such a pseudorandom generator can be used to derandomize BPP.
In Section 3 of the present paper we extend the just mentioned result of Nisan and
Wigderson to the nondeterministic setting. We show that their generator can also be
used to derandomize the Arthur–Merlin class AM=BP · NP, provided it is built from
a set in E that is hard to approximate by nondeterministic circuits of size 2n for some
¿0. Very recently [12], the result of Nisan and Wigderson has been improved by
weakening the assumption that there exists a set A in E that is hard to approximate: it
actually suPces that A has worst-case circuit complexity 2Q(n). We leave it as an open
question whether a similar improvement is possible for the non-deterministic case. (For
related results on derandomizing BPP see [2, 3].)
In Section 4 we apply our extension of the Nisan and Wigderson result to the non-
deterministic case to answer some questions left open by Lutz in [17]. We show that
for all k¿2, p(BPk ∩ RPk ) =0 implies BP · BPk =BPk (see Figs. 1 and 2 for a compar-
ison of the known inclusion structure with the inclusion structure of these classes if
p(KP2) =0). Furthermore, we show under the possibly stronger assumption p(NP) =0
that with the help of a logarithmic number of advice bits also BP · NP can be deran-
domized (i.e., BP · NP⊆NP= log). Under the hypothesis p(NP ∩ coNP) =0 we are
able to prove that indeed BP · NP=NP which has some immediate strong implications
as, for example, Graph Isomorphism is in NP ∩ coNP.
Relatedly, in Section 5 we show that for all k¿2, p(CPk ) =0 implies BP · CPk =CPk ,
answering an open problem stated in [17]. Thus, p(CP2) =0 has the remarkable con-
sequence that AM ∩ coAM (and consequently the graph isomorphism problem) is low
for CP2.
Finally, we show in Section 6 that the Arthur–Merlin class MA is contained in
ZPPNP and that MA ∩ coMA is even low for ZPPNP.
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Fig. 1. Known inclusion structure. Fig. 2. Inclusion structure if p(KP2) =0.
2. Preliminaries
In this section we give formal deTnitions and describe the results of Nisan and
Wigderson [20] and of Lutz [17] which we generalize in this paper.
We use the binary alphabet B= {0; 1}. The cardinality of a Tnite set X is denoted
by ‖X ‖ and the length of x∈B∗ by |x|. The join A⊕B of two sets A and B is deTned
as A⊕B= {0x | x∈A} ∪ {1x | x∈B}. The characteristic function of a language L⊆B∗
is deTned as L(x)= 1 if x∈L, and L(x)= 0 otherwise. The restriction of L(x) to strings
of length n can be considered as an n-ary boolean function that we denote by L=n.
Conversely, each n-ary boolean function g deTnes a Tnite language {x∈Bn | g(x)= 1}
that we denote by Lg.
The deTnitions of complexity classes we consider like P, NP, AM, E, EXP, etc.
can be found in standard books [8, 7, 21]. A set A⊆{0}∗ is called tally (A∈Tally
for short). By log we denote the function log x= max{1; log2 x} and 〈·; ·〉 denotes a
standard pairing function.
For a class C of sets and a class F of functions from 1∗ to B∗, let C=F [14] be
the class of sets A such that there is a set B∈C and a function h∈F such that for all
x∈B∗,
x∈A⇔ 〈x; h(1|x|)〉 ∈B:
The function h is called an advice function for A.
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The BP-operator [24] assigns to each complexity class C a randomized version BP· C
as follows. A set L belongs to BP · C if there exist a polynomial p and a set D∈C
such that for all x, |x|= n
x∈L⇒ Probr∈R{0;1}p(n) [〈x; r〉 ∈D]¿3=4;
x =∈L⇒ Probr∈R{0;1}p(n) [〈x; r〉 ∈D]61=4:
Here, the subscript r ∈R {0; 1}p(n) means that the probability is taken by choosing r
uniformly at random from {0; 1}p(n).
We recall the deTnition of oracle circuits Trst introduced by Wilson in [28]. The
deTnition below is essentially from Lutz and Schmidt [19]. An oracle circuit is a
directed acyclic graph =(V; E), with vertex set V consisting of inputs, standard gates
(that compute AND, OR, and NOT), a special output gate, and oracle gates. The
inputs have indegree 0. The AND and OR gates have indegree 2, and NOT gates have
indegree 1. An oracle gate can have any positive integer k as its indegree. The function
computed at an oracle gate depends upon the oracle being considered. Thus, if A is
the oracle, a k-input oracle gate computes 1 iN its input string is in A ∩ {0; 1}k . The
edges denote wires connecting an input/gate to another gate. Thus, an n-input oracle
circuit with oracle A computes an n-ary boolean function in the usual manner.
Let =(V; E) be an n-input oracle circuit with V = I ∪Gs∪Go, where I is the set of
inputs, Gs is the set of standard gates, and Go is the set of oracle gates. Following Lutz
and Schmidt [19] we deTne the size of  to be size()= 2|Gs| +
∑
g∈Go kg, where kg
is the indegree of the oracle gate g. This diNers by a constant factor from the original
deTnition of size [28] which is ‖E‖: It can be easily seen that ‖E‖6size()62‖E‖.
We next deTne boolean functions that are hard-to-approximate and related notions.
For a positive integer s and an oracle set A⊆B∗, CIRA(n; s) denotes the class of
boolean functions f : {0; 1}n→{0; 1} that can be computed by some oracle cir-
cuit c of size at most s having access to A. In case A= ∅ we denote this class by
CIR(n; s). Furthermore, for a function s :N→N+ let CIR(s)= ⋃n¿0 CIR(n; s(n))
and CIRA(s)=
⋃
n¿0 CIR
A(n; s(n)).
Denition 1 (cf. Yao [29], Nisan, Wigderson [20]). 1. Let f : {0; 1}n→{0; 1} be a
boolean function, C be a set of boolean functions, and let r ∈R+ be a positive real
number. f is said to be r-hard for C if for all n-ary boolean functions g in C,
1
2
− 1
r
¡
‖{x∈{0; 1}n |f(x)= g(x)}‖
2n
¡
1
2
+
1
r
:
2. Let r :N→R+ and L⊆B∗. L is said to be r-hard for C if for all but Tnitely
many n, the n-ary boolean function L=n is r(n)-hard for C.
3. A class D is called r-hard for C if some language L∈D is r-hard for C.
4. A boolean function f (a language L, or a language class D) is called CIRA(r)-
hard if f (resp. L, D) is r-hard for CIRA(r).
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The already discussed result of Nisan and Wigderson can be stated in a relativized
form as follows.
Theorem 2 (Nisan and Wigderson [20]). For all ¿0 and all oracles A and B; if EA
is CIRB(2n)-hard; then BP · PB⊆PB=FPA.
The concept of resource-bounded measure was introduced in [15]. We brieWy recall
some basic deTnitions from [15, 17] leading to the deTnition of a language class having
p-measure 0. Intuitively, if a class C of languages has p-measure 0, then C ∩ E forms
a negligible small subclass of the complexity class E (where E=
⋃
c¿0 DTIME(2
cn);
see [15, 17] for more motivation).
Denition 3 (Lutz [15], Lutz [17]). 1. A function d : B∗→R+ is called a super-
martingale if for all w∈B∗,
d(w)¿(d(w0) + d(w1))=2:
2. The success set of a supermartingale d is deTned as
S∞[d] =
{
A | lim sup
l→∞
d(A(s1) · · ·A(sl))=∞
}
;
where s1 = #; s2 = 0; s3 = 1; s4 = 00; s5 = 01; : : : is the standard enumeration of B∗ in
lexicographic order. The unitary success set of d is
S1[d] =
⋃
d(w)¿1
Cw;
where for each w∈B∗, Cw is the class of languages A such that A(s1) : : : A(s|w|)=w.
3. A function d : Ni × B∗→R is said to be p-computable if there is a function
f :Ni+1 × B∗→R such that f(r; k1; : : : ; ki; w) is computable in time (r + k1 + · · ·+
ki + |w|)O(1) and |f(r; k1; : : : ; ki; w)− d(k1; : : : ; ki; w)|62−r .
4. A class X of languages has p-measure 0 (in symbols, p(X)=0) if there is a
p-computable supermartingale d such that X⊆S∞[d].
In the context of resource-bounded measure, it is interesting to ask for the measure
of the class of all sets A for which EA is not CIRA(2n)-hard. Building on initial
results in [16] it is shown in [1] that this class has p-measure 0.
Lemma 4 (Allender and Strauss [1]). For all 0¡¡1=3; p{A |EA is not CIRA(2n)-
hard}=0.
Lutz strengthened this to the following result that is more useful for some applica-
tions.
Lemma 5 (Lutz [17]). For all 0¡¡1=3 and all oracles B∈E;
p{A |EA is not CIRA⊕B(2n)-hard}=0:
As a consequence of the above lemma, Lutz derives the following theorem.
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Theorem 6 (Lutz [17]). For k¿2; if p(KPk ) =0 then BP ·KPk ⊆KPk .
It is not hard to see that Theorem 6 can be extended to any complexity class
C⊆EXP= ⋃c¿0 DTIME(2nc) that is closed under join and polynomial-time Turing
reducibility (see also Corollary 22). For example, if ⊕P does not have p-measure 0,
then BP · ⊕P⊆ ⊕P, implying [27] that the polynomial hierarchy is contained in ⊕P. In
Sections 4 and 5 we address the question whether BP ·BPk =BPk (or BP · CPk =CPk ) can
also be derived from p(KPk ) =0, and whether stronger consequences can be derived
from p(NP) =0 and p(NP ∩ coNP) =0.
3. Derandomizing AM in relativized worlds
In this section we show that the Nisan–Wigderson generator can also be used to
derandomize the Arthur–Merlin class AM=BP · NP [6]. We Trst deTne the counterpart
of DeTnition 1 for nondeterministic circuits and the corresponding notion of hard-to-
approximate boolean functions. A nondeterministic circuit c has two kinds of input
gates: in addition to the actual inputs x1; : : : ; xn, c has a series of distinguished guess
inputs y1; : : : ; ym. The value computed by c on input x∈Bn is 1 if there exists a y∈Bm
such that c(xy)= 1, and 0 otherwise [26].
We now deTne hardness for nondeterministic circuits. For a positive integer s,
NCIRA(n; s) consists of all boolean functions f : {0; 1}n→{0; 1} that can be com-
puted by some nondeterministic oracle circuit 1 c of size at most s, having access to
oracle A. Furthermore, for a function s :N→N+ let NCIRA(s) denote the union⋃
n¿0NCIR
A(n; s(n)).
Denition 7. A boolean function f (a language L, or a language class D) is called
NCIRA(r)-hard if f (resp. L, D) is r-hard for NCIRA(r).
We continue by recalling some notation from [20]. Let p; l; m; k be positive integers.
A collection D=(D1; : : : ; Dp) of sets Di⊆{1; : : : ; l} is called a (p; l; m; k)-design if
• for all i=1; : : : ; p; ‖Di‖=m; and
• for all i = j; ‖Di ∩ Dj‖6k.
Using D we get from a boolean function g : {0; 1}m→{0; 1} a sequence of boolean
functions gi : {0; 1}l→{0; 1}; i=1; : : : ; p, deTned as
gi(s1; : : : ; sl)= g(si1 ; : : : ; sim);
where Di = {i1; : : : ; im}.
By concatenating the values of these functions we get a function gD : {0; 1}l→{0; 1}p
where gD(s)= g1(s) : : : gp(s).
1 Nondeterministic oracle circuits and their size are deTned exactly as we did for deterministic oracle
circuits in Section 2.
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As shown by Nisan and Wigderson [20, Lemma 2.4], the output of gD looks random
to any small deterministic circuit, provided g is hard to approximate by deterministic
circuits of a certain size (in other words, the hardness of g implies that the pseudoran-
dom generator gD is secure against small deterministic circuits). The following lemma
shows that gD is also secure against small nondeterministic circuits provided g is hard
to approximate by nondeterministic circuits of a certain size. As pointed out in [22],
this appears somewhat counter-intuitive since a nondeterministic circuit c might guess
the seed given to the pseudorandom generator gD and then verify that the guess is
correct. But note that in our case, this strategy is ruled out by the size restriction on
c which prevents c from simulating gD.
Lemma 8. Let D be a (p; l; m; k)-design and let g : {0; 1}m→{0; 1} be an NCIRA
(m;p2 + p2k)-hard function. Then the function gD has the property that for every
p-input nondeterministic oracle circuit c of size at most p2;
|Proby∈R{0;1}p [cA(y)= 1]− Probs∈R{0;1}l[cA(gD(s))= 1]|61=p:
Proof. The proof is along similar lines as that of [20, Lemma 2.4]. We show that if
there is a nondeterministic oracle circuit c of size at most p2 such that
|Proby∈R{0;1}p [cA(y)= 1]− Probs∈R{0;1}l[cA(gD(s))= 1]|¿1=p;
then g is notNCIRA(m;p2+p2k)-hard. Let S1; : : : ; Sl and Z1; : : : ; Zp be independently
and uniformly distributed random variables over {0; 1} and let S =(S1; : : : ; Sl). Then
we can restate the inequality above as follows:
|Prob[cA(Z1; : : : ; Zp)= 1]− Prob[cA(g1(S); : : : ; gp(S))= 1]|¿1=p;
where gi(s) denotes the ith bit of gD(s), i=1; : : : ; p. Now consider the random variables
Xi = cA(g1(S); : : : ; gi−1(S); Zi; : : : ; Zp); i=1; : : : ; p:
Since X1 = cA(Z1; : : : ; Zp) and since Xp+1 = cA(g1(S); : : : ; gp(S)), we can Tx an index
j∈{1; : : : ; p} such that
|Prob[Xj =1]− Prob[Xj+1 =1]|¿1=p2: (1)
Consider the boolean function h : {0; 1}l×{0; 1}p−j+1→{0; 1} deTned as
h(s; zj; : : : ; zp)=
{
zj if cA(g1(s); : : : ; gj−1(s); zj; : : : ; zp)= 0;
1− zj otherwise:
Since
Prob[h(S; Zj; : : : ; Zp)= gj(S)]− 1=2
=Prob[Xj =0 ∧ Zj = gj(S)] + Prob[Xj =1 ∧ Zj = gj(S)]− 1=2
=Prob[Zj = gj(S)] + Prob[Xj =1]− 2 · Prob[Xj =1 ∧ Zj = gj(S)]− 1=2
=Prob[Xj =1]− 2 · Prob[Xj+1 =1 ∧ Zj = gj(S)]
=Prob[Xj =1]− Prob[Xj+1 =1]
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it follows that (1) is equivalent to
|Prob[h(S; Zj; : : : ; Zp)= gj(S)]− 1=2|¿1=p2: (2)
Since gj(s1; : : : ; sl) only depends on the bits si with i∈Dj, we can apply an averag-
ing argument to Tnd Txed bits sˆi, i =∈Dj and Txed bits zˆj ; : : : ; zˆp such that (2) still
holds under the condition that Si = sˆi for all i =∈Dj and Zi = zˆi for all i= j; : : : ; p.
Since gj(s1; : : : ; sl)= g(s1; : : : ; sm) (for notational convenience we assume w.l.o.g. that
Dj = {1; : : : ; m}) we thus get
|Prob[h(S1; : : : ; Sm; sˆm+1; : : : ; sˆl; zˆj ; : : : ; zˆp)= g(S1; : : : ; Sm)]− 1=2|¿1=p2:
Now consider the nondeterministic oracle circuit c′ that on input s1; : : : ; sm Trst evaluates
the functions g1; g2; : : : ; gj−1 on (s1; : : : ; sm; sˆm+1; : : : ; sˆl), and then simulates the oracle
circuit cA to compute
cA(g1(s1; : : : ; sm; sˆm+1; : : : ; sˆl); : : : ; gj−1(s1; : : : ; sm; sˆm+1; : : : ; sˆl); zˆj ; : : : ; zˆp):
Since, depending on whether zˆj =0 or zˆj =1; c′A either computes the boolean function
that maps (s1; : : : ; sm) to h(s1; : : : ; sm; sˆm+1; : : : ; sˆl; zˆj ; : : : ; zˆp) or it computes the negation
of this function, it follows that
|Prob[c′A(S1; : : : ; Sm)= g(S1; : : : ; Sm)]− 1=2|¿1=p2:
Since each of g1(s1; : : : ; sm; sˆm+1; : : : ; sˆl); : : : ; gj−1(s1; : : : ; sm; sˆm+1; : : : ; sˆl) depends on at
most k input bits, these values can be computed by a deterministic subcircuit of size
at most 2k (namely, the brute-force circuit that evaluates that particular k-ary boolean
function). This means that the size of c′ is at most p2 + p2k , implying that g is not
NCIRA(m;p2 + p2k)-hard.
For our extension of Theorem 2 we also need the following lemma.
Lemma 9 (Nisan and Wigderson [20]). Let c be a positive integer and let the inte-
ger valued functions l; m; k be de>ned as l(p)= 2c2 logp;m(p)= c logp; and k(p)
= logp. Then there is a polynomial-time algorithm that on input 1p computes a
(p; l(p); m(p); k(p))-design.
Theorem 10. Let A and B be oracles and let ¿0. If EA is NCIRB(2n)-hard; then
BP · NPB⊆NPB=FPA. In particular; if EA is NCIRA(2n)-hard; then BP · NPA=NPA.
Proof. Let L∈BP · NPB. Then there exist a polynomial p and a set D∈NPB such that
for all x, |x|= n
x∈L⇒ Probr∈R{0;1}p(n) [〈x; r〉 ∈D]¿3=4;
x =∈L⇒ Probr∈R{0;1}p(n) [〈x; r〉 ∈D]61=4:
V. Arvind, J. K"obler / Theoretical Computer Science 255 (2001) 205–221 213
For a Txed input x, the decision procedure for D on input x; r can be simulated by
some nondeterministic oracle circuit cx with input r, implying that
x∈L⇒ Probr∈R{0;1}p(n) [cBx (r)= 1]¿3=4;
x =∈L⇒ Probr∈R{0;1}p(n) [cBx (r)= 1]61=4;
where w.l.o.g. we can assume that the size of cx is bounded by p2(|x|).
Let ¿0 and let C ∈EA be an NCIRB(2n)-hard language. Then for almost all
n, the boolean function C=n : {0; 1}n→{0; 1} is NCIRB(n; 2n)-hard. Thus, letting
c= 3= and m(n)= c logp(n), it follows that for almost all n; C=m(n) is NCIRB
(m(n); p(n)3)-hard.
Now let l(n)= 2c2 logp(n) and k(n)= log p(n). Then we can apply Lemmas 8
and 9 to get for almost all n a (p(n); l(n); m(n); k(n))-design D such that the function
gn=C
=m(n)
D : {0; 1}l(n)→{0; 1}p(n) has for everyp(n)-input nondeterministic oracle cir-
cuit c of size at most p(n)2 the property that
|Proby∈R{0;1}p(n) [cB(y)= 1]− Probs∈R{0;1}l(n) [cB(C =m(n)D (s))= 1]|61=p(n):
Notice that since m(n)=O(log n) and since C ∈EA, it is possible to compute the
advice function h(1n)=C(0m(n)) · · ·C(1m(n)) in FPA. Hence, the following procedure
witnesses L∈NPB=FPA:
input x; |x|= n; and the sequence h(1n) = C(0m(n)) · · ·C(1m(n));
compute a (p(n); l(n); m(n); k(n))-design D and let r1; : : : ; r2l(n) be the
pseudorandom strings produced by C=m(n)D on all seeds from {0; 1}l(n);
if the number of ri for which cBx (ri) = 1 is at least 2
l(n)−1 then
accept else reject
In fact, the above proof shows that if C is NCIRB(2n)-hard, then there is a pseu-
dorandom generator gn : {0; 1}l(n)→{0; 1}n, where l(n)= c log n for some constant
c, that is secure against NCIRB(n2), meaning that for any n-ary boolean function
f∈NCIRB(n2),
|Proby∈R{0;1}n[f(y)= 1]− Probs∈R{0;1}l(n) [f(gn(s))= 1]|61=n;
and easy to compute, meaning that the set
{(0n; s; j) | s∈{0; 1}l(n); 16j6n; the jth bit of gn(s) is 1}
polynomial-time many-one reduces to C.
4. Derandomizing BP ·BPk if BPk ∩RPk is not small
In this section we apply the relativized derandomization of the previous section to
extend Lutz’s Theorem 6 to the BPk levels of the polynomial hierarchy. A crucial result
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used in the proof of Lutz’s Lemma 5 is the fact that there are many n-ary boolean
functions that are CIR(n; 2n)-hard (see Lemma 11 stated below). In Lemma 13 we
establish the same bound for the nondeterministic case.
Lemma 11 (Lutz [16]). For each  such that 0¡¡1=3, there is a constant n0 such
that for all n¿n0 and all oracles A, the number of boolean functions f : {0; 1}n→
{0; 1} that are not CIRA(n; 2n)-hard is at most 22n · e−2n=4 .
We recall another useful bound derived in [19].
Lemma 12 (Lutz and Schmidt [19]). For n6q; ‖CIRA(n; q)‖62685(4eq)q.
Lemma 13. For each  such that 0¡¡1=3; there is a constant n0 such that for
all n¿n0 and all oracles A; the number of n-ary boolean functions that are not
NCIRA(n; 2n)-hard is at most 22
n · e−2n=4 .
Proof. The proof follows an essentially similar counting argument as in the deter-
ministic case (see [16]). In the sequel, let q=2n and let NCIRAj (n; q) denote the
class of n-ary boolean functions computed by nondeterministic oracle circuits of size
q with exactly j guess inputs, having access to oracle A. Notice that NCIRA(n; q)=⋃q−n
j=0 NCIR
A
j (n; q), implying that ‖NCIRA(n; q)‖6
∑q−n
j=0 ‖NCIRAj (n; q)‖. By
Lemma 12 we have
‖CIRA(n; q)‖6a(4eq)q;
where a=2685. Since each function in NCIRAj (n; q) is uniquely determined by an
n+ j-ary boolean function in CIRA(n+ j; q), it follows that
‖NCIRA(n; q)‖6
q−n∑
j=0
a(4eq)q6aq(4eq)q:
We now place a bound on the number of n-ary boolean functions that are notNCIRA
(n; q)-hard. Let
DELTA(n; q)= {D⊆Bn | 1=2− 1=q6 2−n‖D‖61=2 + 1=q}:
Applying standard ChernoN bounds, as shown in [16], it can be seen that for a small
constant c¿0, ‖DELTA(n; q)‖622n2−c2(1−2)n . Now, from the notion ofNCIRA(n; q)-
hard functions (DeTnition 7) it easily follows that there are at most
‖NCIRA(n; q)‖ · ‖DELTA(n; q)‖6q(q+ 1)(144eq)q · 22n2−c2(1−2)n
distinct n-ary boolean functions that are not NCIRA(n; q)-hard. Hence, using the fact
that 0¡¡1=3 we can easily Tnd a constant n0 such that for n¿n0 the above number
is bounded above by 22
n
e−2
n=4
as required.
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We further need the important Borel–Cantelli–Lutz Lemma [15]. A series
∑∞
k=0 ak
of nonnegative reals is said to be p-convergent if there is a polynomial q such that for
all r ∈N; ∑∞k=q(r) ak62−r .
Theorem 14 (Lutz [15]). Assume that d :N × B∗→R+ is a function with the fol-
lowing properties:
1: d is p-computable.
2: For each k ∈N; the function dk ; de>ned by dk(w)=d(k; w) is a supermartingale.
3: The series
∑∞
k=0 dk(#) is p-convergent.
Then p(
⋂∞
j=0
⋃∞
k=j S
1[dk ])= 0.
Now we are ready to extend Lutz’s Lemma 5 to the case of nondeterministic circuits.
Theorem 15. For all 0¡¡ 13 and all oracles B∈E;
p{A |EA is not NCIRA⊕B(2n)-hard}=0:
Proof. Let 0¡¡ 13 and B∈E. For each language A deTne the test language 2
C(A)= {x | 0num(1x) ∈A};
where num(1x) denotes the natural number whose binary representation is given by 1x,
and consider the language class X= {A |C(A) is not NCIRA⊕B(2n)-hard}. Notice
that since C(A)∈EA, the theorem follows from the following claim.
Claim. p(X)=0.
Proof of Claim. The proof follows the same lines as in [17, Theorem 3.2] except
for minor changes to take care of the fact that we are dealing with nondeterministic
circuits. For each k¿0, let
Xk =


{A |C(A) is not NCIRA⊕B(n; 2n)-hard} if k =2n for some n;
∅ otherwise.
It follows immediately that
X =
⋂
j¿0
⋃
k¿j
Xk :
We will show that p(X)=0 by applying the Borel–Cantelli–Lutz Lemma (Theo-
rem 14). Let n0 be the constant provided by Lemma 13 and let k0 = 2n0 . In order to
apply Theorem 14 we deTne d :N× B∗→R+ as follows (exactly as in [17]):
1. If k¡k0 or k is not a power of 2, then dk(w)= 0.
2. If k =2n¿k0 and |w|¡2k+1, then dk(w)= e−k1=4 .
2 A similar test language has been used in [1] and later in [17].
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3. If k =2n¿k0 and |w|¿2k+1, then
dk(w)=
∑
g∈NCIRLw⊕B(n;2n);
D∈DELTA(n;2n)
Prob[Lg=C(A)=nD |A∈Cw];
where dk(w)=d(k; w) and the conditional probabilities are taken by deciding the mem-
bership of each string x∈B∗ to the random language A by an independent toss of a
fair coin.
Now, the following three properties of d can be proved along similar lines as in
[17]:
1. d is p-computable.
2. For each k¿0; dk is a supermartingale with dk(#)6e−k
1=4
.
3. For all k¿k0, Xk ⊆ S1[dk ].
4. X ⊆ ⋃j¿0⋂k¿j S1[dk ].
The only point where a diNerent argument is required is in showing that d is p-
computable because the circuits used to deTne dk(w) are nondeterministic. Neverthe-
less, notice that the only nontrivial case to be handled in the deTnition of dk is when
k =2n¿k0 and |w|¿2k+1. In this case, the size of the considered nondeterministic
oracle circuits is bounded by 2n6k. Therefore, in time polynomial in 2k¡|w| it is
possible to evaluate these circuits by exhaustive search.
It is now easy to derandomize BP·BPk under the assumption that BPk∩RPk has non-zero
p-measure.
Corollary 16. For all k¿1; if p(BPk ∩RPk ) =0; then BP · BPk =BPk .
Proof. Assume the hypothesis and let B be a Txed BPk−1-complete set. We know from
Theorem 15 that for =14 ;
p{A |EA is not NCIRA⊕B(2n)-hard}=0:
On the other hand, p(BPk ∩RPk ) =0. Hence, there is a set A∈BPk ∩RPk such that EA
(and thus also EA⊕B) is NCIRA⊕B(2n)-hard. Applying Theorem 10 we get
BPk =NP
A⊕B=BP · NPA⊕B=BP · BPk ;
which completes the proof.
Furthermore, we obtain the following interesting consequence.
Corollary 17. If p(BPk ) =0; then BP · BPk ⊆BPk = log∩CPk+1.
Proof. Let B be a Txed BPk−1-complete set. If p(B
P
k ) =0; then it follows from Theorem
15 that there is a set A∈BPk such that EA is NCIRA⊕B(2n)-hard (and thus also
NCIRB(2n)-hard). Actually, from the proof of Theorem 15 we know something
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stronger. Namely, we know that the test language
C(A)= {x | 0num(1x) ∈A}
is NCIRB(2n)-hard. Hence, we can assume that A is a tally set in BPk and by
Theorem 10 it follows that BP · BPk =BP · NPB⊆NPB=FPA=BPk =FPA⊆CPk+1 ∩BPk = log;
by using a census argument [13].
5. Derandomizing BP ·CPk if CPk is not small
In [17] it was an open question whether BP·CP2 =CP2 can be proven as a consequence
of p(NP) =0. We answer this question by deriving BP · CP2 =CP2 from an assumption
that is possibly weaker than p(NP) =0.
For a complexity class K ∈{P;FP;BPP;E} and oracle A; let KA‖ denote the respective
relativized class where only parallel queries to A are allowed.
A deterministic oracle circuit with parallel queries is a usual deterministic oracle
circuit with the additional constraint that there is no directed path between any two
oracle gates.
Denition 18. Let A⊆B∗ be an oracle set. Let CIRA‖(n; s) denote the class of boolean
functions f : {0; 1}n→{0; 1} that can be computed by some oracle circuit c of size
at most s that makes only parallel queries to oracle A. Furthermore, for a function
s :N→N+ let CIRA‖(s)=
⋃
n¿0 CIR
A
‖(n; s(n)).
It is not hard to verify that Nisan and Wigderson’s result (Theorem 2) also holds
in the parallel setting.
Theorem 19. For all ¿0 and all oracles A and B; if EA‖ is CIR
B
‖ (2
n)-hard; then
BP · PB‖ ⊆PB‖ =FPA‖ .
Corollary 20. For all k¿2; if p(CPk ) =0; then BP · CPk =CPk .
Proof. Assume the hypothesis and let B be a Txed BPk−1-complete set. Observe that if
p(CPk ) =0; then it follows from the proof of Lemma 5 (as given in [17]) that for =14
there is a set A∈CPk such that C(A) is CIRA⊕B(2n)-hard. Since C(A)∈EA‖ ⊆EA⊕B‖
and since CIRA⊕B‖ (2
n)⊆CIRA⊕B(2n); it follows that EA⊕B‖ is CIRA⊕B‖ (2n)-hard,
implying that
CPk =P
A⊕B
‖ =BPP
A⊕B
‖ =BP · CPk ;
where the second equality follows by Theorem 19.
Corollary 20 has the following immediate lowness consequence.
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Corollary 21. If p(CP2) =0 then AM∩ coAM (and hence the graph isomorphism
problem) is low for CP2 .
Corollary 20 can easily be extended to further complexity classes.
Corollary 22. For any complexity class C⊆EXP closed under join and polynomial-
time truth-table reducibility; p(C) = 0 implies that BP · C⊆C.
Proof. Assume the hypothesis and let L be a set in BP · C; witnessed by some set
B∈C. Since C is closed under many-one reducibility we can deTne a suitably padded
version Bˆ of B in C∩E such that L belongs to BP · {Bˆ}. Now, exactly as in the proof
of Corollary 20 we can argue that there is a set A∈C with the property that EA⊕Bˆ‖ is
CIRA⊕Bˆ‖ (2
n)-hard. Hence, by Theorem 19 it follows that
L∈BP · {Bˆ}⊆BPPA⊕Bˆ‖ =PA⊕Bˆ‖ ⊆C:
For example, using the fact that PP is closed under polynomial-time truth-table
reducibility [10], it follows that if p(PP) =0; then BP · PP=PP.
6. MA is contained in ZPPNP
In this section we apply the Nisan–Wigderson generator to show that MA is con-
tained in ZPPNP and, as a consequence, that MA∩ coMA is low for ZPPNP. This
improves on a result of [30] where a quantiTer simulation technique is used to show
that NPBPP (a subclass of MA) is contained in ZPPNP. Our proof that MA⊆ZPPNP
makes use of the fact that there are many n-ary boolean functions that are CIR(n; 2n)-
hard (Lemma 11). The result MA⊆ZPPNP has been shown independently [11] using
diNerent techniques.
Theorem 23. MA is contained in ZPPNP.
Proof. Let L be a set in MA. Then there exist a polynomial p and a set B∈P such
that for all x; |x|= n;
x∈A⇒∃y; |y|=p(n) :Probr∈R{0;1}p(n) [〈x; y; r〉 ∈B]¿3=4;
x =∈A⇒∀y; |y|=p(n) :Probr∈R{0;1}p(n) [〈x; y; r〉 ∈B]61=4:
For Txed strings x and y; the decision procedure for B on input x; y; r can be simulated
by some circuit cx;y with inputs r1; : : : ; rp(n); implying that
x∈A⇒∃y; |y|=p(n):Probr∈R{0;1}p(n) [cx;y(r)= 1]¿3=4;
x =∈A⇒∀y; |y|=p(n):Probr∈R{0;1}p(n) [cx;y(r)= 1]61=4;
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where w.l.o.g. we can assume that the size of cx;y is bounded by p2(|x|). It follows
by the deterministic version of Lemma 8 that for any (p; l; m; k)-design D and any
CIR(m;p2 + p2k)-hard boolean function g : {0; 1}m→{0; 1};
∣∣Proby∈R{0;1}p [c(y)= 1]− Probs∈R{0;1}l[c(gD(s))= 1]∣∣61=p
holds for every p-input circuit c of size at most p2. Now let m(n)= 12 log p(n);
l(n)= 2 ·122 log p(n); and k(n)= log p(n). Furthermore, by Lemma 11 we know that
for all suPciently large n; a randomly chosen boolean function g : {0; 1}m(n)→{0; 1}
is CIR(m(n); 2m(n)=4)-hard (and thus CIR(m(n); p(n)2 +p(n)2k(n))-hard) with proba-
bility at least 1− e−2m(n)=4 . Hence, the following algorithm together with the NP oracle
set
B= {〈x; r1; : : : ; rk〉 | ∃y∈Bp(|x|) : ‖{16i6k | cx;y(ri)= 1}‖¿k=2}
witnesses L∈ZPPNP:
input x; |x|= n;
compute a (p(n); l(n); m(n); k(n))-design D;
choose randomly g : {0; 1}m(n)→{0; 1};
if g is CIR(m(n); 2m(n)=4)-hard then {this can be decided by an NP oracle}
compute the pseudorandom strings r1; : : : ; r2l(n) of gD on all seeds;
if 〈x; r1; : : : ; r2l(n)〉 ∈B then accept else reject
else output?
Notice that the ZPP algorithm in the above proof actually makes only two NP
queries.
We also note that Theorem 23 cannot be further improved to AM⊆ZPPNP by rel-
ativizing techniques since there is an oracle relative to which AM is not contained in
BP2 [23].
From the closure properties of MA (namely that MA is closed under conjunctive
truth-table reductions) it easily follows that NPMA∩coMA⊆MA. From Theorem 23 we
have MA⊆ZPPNP. Hence, NPMA∩coMA⊆ZPPNP; implying that ZPPNPMA∩coMA ⊆ZPPZPPNP
=ZPPNP. We have proved the following corollary.
Corollary 24. MA∩ coMA is low for ZPPNP and; consequently; BPP is low for ZPPNP.
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