Let R be an n-dimensional Cohen-Macaulay local ring and Q a parameter ideal of R. Suppose that an acyclic complex (F • , ϕ • ) of length n of finitely generated free R-modules is given. We put M = Im ϕ 1 , which is an R-submodule of F 0 . Then F • is an R-free resolution of F 0 /M . In this paper, we describe a concrete procedure to get an acyclic complex * F • of length n that resolves F 0 /(M : F 0 Q).
Introduction
The * -transform of an acyclic complex of length 3 is introduced in [1] . The purpose of this paper is to generalize it for acyclic complexes of length n ≥ 2. Let (R, m) be an n-dimensional Cohen-Macaulay local ring and x 1 , x 2 , . . . , x n an sop for R. We put Q = (x 1 , x 2 , . . . , x n )R. Suppose that an acyclic complex 0 −→ F n ϕn −→ F n−1 −→ · · · −→ F 1 ϕ 1 −→ F 0 of finitely generated free R-modules such that Im ϕ n ⊆ QF n−1 is given. In this paper, we describe an operation to get an acyclic complex 0 −→ * F n−1 , which is called the * -transform of F • with respect to x 1 , x 2 , . . . , x n . As we give a practical condition for * F n to be vanished, it is possible to consider when the depth of F 0 /(Im ϕ 1 : F 0 Q) is positive. This is useful when we compute the saturation of ideals. In fact, in the subsequent paper [2] , using * -transform we compute the saturation of the m-th power of the ideal generated by the maximal minors of the following m × (m + 1) matrix        , where x 1 , x 2 , x 3 , . . . , x m , x m+1 is an sop and {α i,j } 1≤i≤m,1≤j≤m+1 is a family of positive integers. Throughout this paper, R is a commutative ring, and in the last section, we assume that R is an n-dimensional Cohen-Macaulay local ring. For R-modules G and H, the elements of G ⊕ H are denoted by column vectors;
In particular, the elements of the forms g 0 and 0 h are denoted by [g] and h , respectively. Moreover, if V is a subset of G, then the family
. Similarly W is defined for a subset W of H. If T is a subset of an R-module, we denote by R · T the R-submodule generated by T . If S is a finite set, ♯ S denotes the number of elements of S.
Preliminaries
In this section, we summarize preliminary results. Let R be a commutative ring. 
is acyclic, where
Hence, if G • and F • are complexes of finitely generated free R-modules, then Cone(σ • ) gives an R-free resolution of Im ϕ 1 + Im σ 0 .
Lemma 2.2. Let 2 ≤ n ∈ Z and C •• be a double complex such that C p,q = 0 unless 0 ≤ p, q ≤ n. For any p, q ∈ Z, we denote the boundary maps C p,q −→ C p−1,q and C p,q −→ C p,q−1 by d ′ p,q and d ′′ p,q , respectively. We assume that C p• and C •q are acyclic for 0 ≤ p, q ≤ n. Let T • be the total complex of C •• and let d • be its boundary map, that is, if ξ ∈ C p,q ⊆ T r (p + q = r), then
Then the following assertions hold.
(1) Suppose that ξ n ∈ C n,0 and ξ n−1 ∈ C n−1,1 such that d
In particular, we have
. In fact, if the assumption of the claim stated above is satisfied, we have
, which means the existence of the required element ξ p−1 .
(2) We set η 0 = 0. By the assumption, there exists η 1 ∈ C 1,n such that
. Here we assume 0 ≤ p ≤ n − 1 and two elements η p ∈ C p,n−p+1 , η p+1 ∈ C p+1,n−p such that
We would like to find η p+2 ∈ C p+2,n−p−1 such that
Thus we see the existence of the required element η p+2 .
Lemma 2.3. Suppose that
is an exact sequence of R-modules. Then the following assertions hold.
(1) If there exists a homomorphism φ :
is exact, where * G = Ker φ and * ψ is the restriction of ψ to * G. 
* -transform
Let 2 ≤ n ∈ Z and let R be an n-dimensional Cohen-Macaulay local ring with the maximal ideal m. Suppose that an acyclic complex
of finitely generated free R-modules such that Im ϕ n ⊆ QF n−1 is given, where Q = (x 1 , x 2 , . . . , x n )R is a parameter ideal of R. We put M = Im ϕ 1 , which is an R-submodule of F 0 . In this section, transforming F • suitably, we aim to construct an acyclic complex
In this operation, we use the Koszul complex K • = K • (x 1 , x 2 , . . . , x n ). We denote the boundary map of K • by ∂ • . Let e 1 , e 2 , . . . , e n be an R-free basis of K 1 such that ∂ 1 (e i ) = x i for 1 ≤ ∀i ≤ n. Moreover, we use the following notation:
• N := {1, 2, . . . , n}.
• N p := {I ⊆ N | ♯ I = p} for 1 ≤ ∀p ≤ n and N 0 := {∅}.
• If 1 ≤ p ≤ n and I = {i 1 , i 2 , . . . , i p } ∈ N p , where 1 ≤ i 1 < i 2 < · · · < i p ≤ n, we set
In particular, for 1 ≤ ∀i ≤ n,ě i := e N \{i} . Furthermore, e ∅ denotes the identity element 1 R of R = K 0 .
• If 1 ≤ p ≤ n, I ∈ N p and i ∈ I, we set
We define ♯ ∅ = 0, so s(i, I) = 0 if i = min I.
Then, for 0 ≤ ∀p ≤ n, {e I } I∈Np is an R-free basis of K p and
As x 1 , x 2 , . . . , x n is an R-regular sequence, K • gives an R-free resolution of R/Q. Hence, for any R-module N, we have the following commutative diagram;
Using this fact, we show the next result.
which yields the following commutative diagram;
where ϕ n and ϕ n denote the maps induced from ϕ n . Let us notice ϕ n = 0 as Im ϕ n ⊆ QF n−1 . Hence Ext n−1 R (R/Q, L n−1 ) ∼ = F n /QF n , and so the required isomorphism follows.
Let us fix an R-free basis of F n , say {v λ } λ∈Λ . We set Λ = Λ × N and take a family {v (λ,i) } (λ,i)∈ Λ of elements in F n−1 so that
for ∀λ ∈ Λ. This is possible as Im ϕ n ⊆ QF n−1 . The next result is the essential part of the process to get * F
satisfying the following conditions.
(1) σ
Proof. Let us notice that, for 0 ≤ ∀p ≤ n, {v λ ⊗e I } (λ,I)∈Λ×Np is an R-free basis of F n ⊗ R K p , so σ p : F n ⊗ R K p −→ F p can be defined by choosing suitable element w (λ,I) ∈ F p that corresponds to v λ ⊗ e I for ∀(λ, I) ∈ Λ × N p . We set w (λ,N ) = (−1) n · v λ for ∀λ ∈ Λ and
Moreover, we can take families {w (λ,I) } (λ,I)∈Λ×Np of elements in
for 1 ≤ ∀p ≤ n and ∀(λ, I) ∈ Λ ×N p . If this is true, an R-linear map σ p :
chain map satisfying (3) and (4).
In order to see the existence of {w (λ,I) } (λ,I)∈Λ×Np , let us consider the double complex
We can take it as C •• of 2.2. Let T • be the total complex and d • be its boundary map.
For ∀I ⊆ N, we define
For a while, we fix λ ∈ Λ and set ξ n (λ) = (−1)
It is easy to see that ξ n (λ) = v λ ⊗ e ∅ since t(N) = (n − 1)n/2 and n 2 + n ≡ 0 (mod 2). Moreover, we have
Hence, by (1) of 2.2 there exist elements ξ p (λ) ∈ F p ⊗ K n−p for 0 ≤ ∀p ≤ n − 2 such that
for 1 ≤ ∀p ≤ n. Let us denote N \ I by I c for ∀I ⊆ N. Because {e I c } I∈Np is an R-free basis of K n−p , it is possible to write
for 0 ≤ ∀p ≤ n − 2 (Notice that ξ n (λ) and ξ n−1 (λ) are defined so that they satisfy the same equalities), where w (λ,I) ∈ F p . Then we have
On the other hand,
Here we notice that if I ∈ N p , J ∈ N p−1 and i ∈ N, then
Hence we get
For ∀I ∈ N p and ∀i ∈ I, we have
and so
Therefore we see that the required equality (♯) holds for ∀I ∈ N p .
Let us prove (1) . We have to show σ
. Take ∀η n ∈ F n ⊗ R K 0 such that σ 0 (η n ) ∈ Im ϕ 1 . As {ξ n (λ)} λ∈Λ is an R-free basis of F n ⊗ R K 0 , we can express
where a λ ∈ R for ∀λ ∈ Λ. Then we have
we get η n ∈ Im(F n ⊗ ∂ 1 ) by (2) of 2.2. Finally we prove (2). Let us consider the following commutative diagram
where σ 0 is the map induced from σ 0 . For ∀λ ∈ Λ and ∀i ∈ N, we have
which means w (λ,∅) ∈ M : F 0 Q. Hence Im σ 0 ⊆ M : F 0 Q, and so Im σ 0 ⊆ (M :
On the other hand, as σ
, we see that σ 0 is injective. Therefore we get Im σ 0 = (M : F 0 Q)/M since (M : F 0 Q)/M ∼ = F n /QF n by 3.1 and F n /QF n has a finite length. Thus the assertion (2) follows and the proof is complete.
In the rest, σ • : F n ⊗ R K • −→ F • is the chain map constructed in 3.2. Then, by 2.1 the mapping cone Cone(σ • ) gives an R-free resolution of M :
is acyclic and Im * ϕ 1 = M : F 0 Q, where
Because σ n : F n ⊗ R K n −→ F n is an isomorphism, we can define
Then φ • ψ n+1 = id Fn⊗ R Kn and Ker φ = F n ⊗ R K n−1 . Hence, by (1) of 2.3, we get the acyclic complex
Although Im ϕ n−1 , respectively. In the rest of this section, we describe a concrete procedure to get * F n and * F n−1 . For that purpose, we use the following notation. As described in Introduction, for any ξ ∈ F n ⊗ R K n−2 and η ∈ F n−1 ,
In particular, for any (λ, I) ∈ Λ × N n−2 , we denote [v λ ⊗ e I ] by [λ, I] . Moreover, for a subset U of F n−1 , U := { u } u∈U . Now, let us choose a subset ′ Λ of Λ and a subset U of F n−1 so that
is an R-free basis of F n−1 . We would like to choose 
Let us notice that
is an R-free basis of ′ F n−1 . We define * F n−1 to be the direct summand of
Let * ϕ n−1 be the restriction of
Theorem 3.4. If we can take Λ itself as
Proof. If ′ Λ = Λ, there exists a homomorphism φ :
Then φ • ′ ϕ n = id′ Fn and Ker φ = * F n−1 . Hence, by (1) of 2.3 we get the required assertion.
In the rest of this section, we assume 
F n be the R-submodule of ′ F n generated by { * v (µ,j) } (µ,j)∈ * Λ and let * ϕ n be the restriction of ′ ϕ n to * F n . By 3.5 we have Im * ϕ n ⊆ * F n−1 . Thus we get a complex
This is the complex we desire. In fact, the following result holds. F n−1 . Therefore, by (2) of 2.3, it follows that * F • is acyclic. We have already seen (3) and the first assertion of (1). The second assertion of (1) follows from 3.5. Moreover, the assertion (2) is now obvious.
