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The inclusive J/ψ transverse momentum spectra and nuclear modification factors are reported at mid-
rapidity (|y| < 1.0) in Au+Au collisions at √sNN = 39, 62.4 and 200 GeV taken by the STAR experiment. 
A suppression of J/ψ production, with respect to the production in p + p scaled by the number of binary 
nucleon–nucleon collisions, is observed in central Au+Au collisions at these three energies. No significant 
energy dependence of nuclear modification factors is found within uncertainties. The measured nuclear 
modification factors can be described by model calculations that take into account both suppression of 
direct J/ψ production due to the color screening effect and J/ψ regeneration from recombination of 
uncorrelated charm–anticharm quark pairs.
© 2017 The Author. Published by Elsevier B.V. This is an open access article under the CC BY license 
(http://creativecommons.org/licenses/by/4.0/). Funded by SCOAP3.1. Introduction
The Relativistic Heavy Ion Collider (RHIC) was built to investi-
gate strongly interacting matter at high temperature and energy 
density in the laboratory through high-energy heavy-ion collisions. 
At extremely high temperatures and baryon densities, a transition 
from the hadronic phase of matter to a new deconfined partonic 
phase, the Quark–Gluon Plasma (QGP), is predicted by Quantum 
Chromodynamics (QCD) [1–8]. It has been proposed that the color 
potential in quarkonia could be screened by quarks and gluons in 
the QGP [9]. Quarkonia are bound states of charm–anticharm (cc¯) 
or bottom–antibottom (bb¯) quark pairs. As a consequence, quarko-
nium production cross sections in heavy-ion collisions divided by 
the corresponding number of binary nucleon–nucleon collisions, 
Ncoll , are expected to be suppressed compared to those in p + p
collisions if QGP is formed in heavy-ion collisions.
The J/ψ is the most abundantly produced quarkonium state 
accessible to experiments. Over the past twenty years, J/ψ sup-
pression in hot and dense media has been a topic of growing 
interest. Various measurements of J/ψ production in heavy ion 
collisions have been performed in different collision systems and 
at different energies, and indeed a suppression of J/ψ production 
has been observed [10–13]. A similar centrality dependent sup-
pression was found at SPS (S + U √sNN = 19.4 GeV [14], Pb + Pb √
sNN = 17.2 GeV [15] and In + In √sNN = 17.2 GeV [12]) and 
at RHIC (Au + Au √sNN = 200 GeV [16,17]) for mid-rapidity, even 
though the temperature and energy density reached in these stud-
ies are significantly different [18]. Furthermore, a stronger suppres-
sion at forward rapidity (1.2 < |y| < 2.2) compared to mid-rapidity 
(|y| < 0.35) was observed at RHIC [16]. These observations indi-
cate that effects other than color screening are important for J/ψ
production. Among these effects, J/ψ production from the recom-
bination of cc¯ [19,20], together with color screening effect, play 
important roles in explaining the similar suppressions at SPS and 
RHIC [21]. With the higher temperature and density at RHIC, the 
increased contribution due to regeneration from the larger charm 
quark density could compensate for the enhanced suppression. 
This could also explain a stronger suppression at forward rapid-
ity at RHIC where the charm quark density is lower compared to 
mid-rapidity [20–23]. In addition to the color screening and re-
generation effects, there are also modifications from cold nuclear 
* Corresponding author.
E-mail address:wangmei@rcf.rhic.bnl.gov (W. Zha).matter (CNM) effects, such as nuclear parton distribution function 
modification [24], energy loss by the colliding nuclei [25], Cronin 
effect [26], and other final state effects, such as nuclear absorp-
tion [27] and dissociation by co-movers [28]. The suppression due 
to these effects has been systematically studied experimentally via 
p + A collisions [29–39]. However, the extrapolation from p + A to 
A + A is still model dependent.
The nuclear modification factor of J/ψ production in Pb + Pb 
collisions at 
√
sNN = 2.76 TeV has been measured at the LHC 
[40–42]. In comparison with results from RHIC in Au + Au col-
lisions at 
√
sNN = 200 GeV, the J/ψ production is significantly 
less suppressed, which suggests significantly more recombination 
contribution at LHC energies. The measurement of J/ψ produc-
tion at forward rapidity (1.2 < |y| < 2.2) in Au + Au collisions by 
the PHENIX experiment at 
√
sNN = 39 and 62.4 GeV indicates a 
similar suppression level as that at 
√
sNN = 200 GeV [43]. Mea-
surements of J/ψ invariant yields at different collision energies at 
RHIC in different centralities at mid-rapidity can shed new light on 
the interplay of the mechanisms for J/ψ production and medium 
properties.
In this letter, we further study the collision energy dependence 
of J/ψ production and test the hypothesis of the two competing 
mechanisms of color screening and regeneration. We present mea-
surements of the J/ψ production at mid-rapidity (|y| < 1) with 
the STAR experiment in Au+ Au collisions at √sNN = 39, 62.4 us-
ing data collected in year 2010 and at 
√
sNN = 200 GeV using the 
combined data in year 2010 [17] and 2011 and study the nuclear 
modification factors at these energies.
2. Experiment and analysis
The STAR experiment is a large-acceptance multi-purpose de-
tector which covers full azimuth in the pseudorapidity interval 
|η| < 1 [44]. The Vertex Position Detector (VPD) was used to se-
lect Au + Au collisions that were within ±15 cm of the center 
of the STAR detector [45]. The minimum-bias trigger utilized in 
this analysis required a coincidence between the East and West 
VPD. In order to avoid the VPD inefficiency in peripheral Au + Au 
collisions, only data in 0–60% central collisions are accepted. The 
total numbers of 0–60% central events that are used in this anal-
ysis are 182 million, 94 million, and 360 million for 39, 62.4 
and 200 GeV, respectively. The J/ψ is reconstructed through its 
decay into electron–positron pairs, J/ψ → e+e− (branching ra-
tio Br( J/ψ → e+e−) = 5.97 ± 0.03% [46]). The primary detec-
tors used in this analysis are the Time Projection Chamber (TPC) 
16 STAR Collaboration / Physics Letters B 771 (2017) 13–20Table I
Summary of centrality bins, average number of participants 〈Npart〉, number of 
binary collisions 〈Ncoll〉, and nuclear overlap function 〈T AA〉 from MC Glauber sim-
ulation of Au+Au at √sNN = 39, 62 and 200 GeV. The errors indicate uncertainties 
from the MC Glauber calculations.
√
sNN (GeV) Centrality (%) 〈Npart 〉 〈Ncoll〉 〈T AA〉 (fm−2)
39 0–20 273 ± 6 629 ± 26 187 ± 5
20–40 137 ± 11 245 ± 26 71 ± 7
40–60 59 ± 10 79 ± 17 23 ±5
0–60 156 ± 8 316 ± 22 93 ± 6
62 0–20 276 ± 5 664 ± 25 187 ± 5
20–40 139 ± 10 258 ± 27 71 ± 7
40–60 60 ± 10 82 ± 18 23 ± 5
0–60 157 ± 9 332 ± 23 93 ± 6
200 0–20 280 ± 6 785 ± 29 187 ± 5
20–40 142 ± 11 300 ± 31 71 ± 7
40–60 62 ± 10 95 ± 21 23 ± 5
0–60 161 ± 9 393 ± 27 93 ± 6
[47], the Time-of-Flight (TOF) detector [48], and the Barrel Electro-
magnetic Calorimeter (BEMC) [49]. The TPC provides tracking and 
particle identification via the ionization energy loss (〈dE/dx〉) of 
charge particles. The TOF [48] measures the velocity of particles, 
which greatly improved electron identification at low momentum. 
This detector, combined with the TPC [47], clearly identifies elec-
trons by rejecting hadrons in the low and intermediate momentum 
range (p < 1.5 GeV/c). The BEMC [49], a lead-scintillator calorime-
ter, is used to improve the electron identification at high momen-
tum (p > 1.5 GeV/c). The electron identification method is similar 
to Refs. [17,50].
Collision centrality was determined from the uncorrected
charged particle multiplicity dN/dη within |η| < 0.5 using a Monte 
Carlo (MC) Glauber model [51]. The dependence of dN/dη on the 
collision vertex position Vz and the beam luminosity has been 
included to take acceptance and efficiency changes on the mea-
sured dN/dη into account. For each collision centrality, an average 
nuclear overlap function, 〈T AA〉, average number of participants, 
〈Npart〉, and average number of binary collisions, 〈Ncoll〉, were re-
lated to an observed multiplicity range. Centrality definitions in 
Au + Au collisions for √sNN = 39, 62.4 and 200 GeV are summa-
rized in Table I.
The daughter tracks of the J/ψ candidates are required to have 
at least 25 out of the 45 possible TPC hits, and a distance of clos-
est approach (DCA) from the primary vertex of less than 3 cm. 
Low momentum (p < 1.5 GeV/c) electron and positron candidates 
are separated from hadrons by selecting on the inverse velocity, 
|1/β − 1| < 0.03, where β is the velocity measured in the TOF 
normalized by the speed of light. The cut value is determined us-
ing a three standard deviation window. At high momentum (p >
1.5 GeV/c), a cut on the ratio of momentum to energy deposited in 
towers from BEMC (0.3 < pc/E < 1.5) is used to suppress hadrons. 
The electron and positron candidates are then identified by their 
specific energy loss (〈dE/dx〉) in the TPC. More than 15 TPC hits 
are required to calculate 〈dE/dx〉. The normalized 〈dE/dx〉 is de-





where 〈dE/dx〉m and 〈dE/dx〉th represent measured and theoretical 
values, respectively, and RdE/dx is the experimental ln(dE/dx) res-
olution. The nσe cut for electron identification is −1.5 < nσe < 2. 
The combination of these cuts enables the identification of elec-
trons and positrons over a wide momentum range [17]. The elec-
tron sample purity integrated over the measured momentum re-gion is over 90%. Our measurement of J/ψ covers the rapidity 
range |y| < 1 due to the STAR acceptance and decay kinematics.
The J/ψ signal is extracted by subtracting combinatorial back-
ground reconstructed from the unlike-sign mixed-events spectrum. 
The like-sign distributions can be used as normalization references 
for the mixed-events method. The like-sign and mixed-events dis-
tributions are obtained as follows:
1) Like-sign: Electrons (or positrons) of the same charge sign are 
paired within the same event.
2) Mixed-events: Events are categorized according to the position 
along the beam line of the primary vertex and centrality of the 
event. Electrons from one event are paired with positrons from 
other random events from an event pool with similar global 
features such as collision centrality and vertex position. The 
vertex position is divided into 20 bins and the event centrality 
into 10 bins to ensure that the mixing is done using tracks 
from similar conditions.
The invariant mass distribution of e+e− pairs before and after 
the combinatorial background subtraction in 0–60% central Au+Au 
collisions are shown in Fig. 1 for 
√
sNN = 39, 62.4, and 200 GeV. 
The mixed-event background is normalized to the like-sign dis-
tribution in a mass range of 2.0–4.0 GeV/c2 and the normalized 
shapes show close agreement. The normalization technique is de-
scribed in Ref. [52]. The mass distribution of e+e− is fitted by the 
J/ψ signal shape obtained from MC simulation, which includes 
the resolution of the TPC, bremsstrahlung of the daughter elec-
trons in the detector and internal radiation of J/ψ , combined with 
a straight line for residual background. The residual background 
mainly comes from the correlated open charm decays and Drell–
Yan processes. The raw J/ψ signal is obtained from bin counting 
in the mass range 2.7–3.2 GeV/c2 after combinatorial and resid-
ual background subtraction. The fraction of J/ψ counts outside of 
the mass window was determined from the J/ψ MC simulated 
signal shape and was found to be ∼9%. This was used to correct 
the number of J/ψ counts. Signal-to-background ratios for these 
three energies are observed to be 0.62, 0.39, and 0.04, respectively 
for the transverse momentum (pT ) interval 0–3 GeV/c (39 and 










where N J/ψ→e+e− is the uncorrected number of reconstructed 
J/ψ , NEV T is the number of events in the relevant Au + Au cen-
trality selection, A is the detector’s geometric acceptance times 
its efficiency (about 0.05 ∼ 0.12 depending on pT , centrality and 
collision energy), and pT and y are the bin width in pT and y, 
respectively. Acceptance and efficiency corrections (TPC and BEMC 
related) are estimated by MC simulations with GEANT3 package 
[53]. Some of the efficiency corrections such as those correspond-
ing to the TOF and dE/dx related cuts are extracted directly from 
data [52]. The acceptance and efficiency correction procedure is 
similar to Refs. [17,50].
The systematic uncertainties in this analysis include uncertain-
ties from the particle identification efficiency using the TPC, TOF, 
and BEMC, the tracking efficiency from TPC, and the yield extrac-
tion methods. The systematic uncertainty on the efficiency cor-
rection and particle identification is estimated by comparing the 
difference for the related cut distributions between simulation and 
data. In order to account for the contributions from radiation losses 
and correlated background in the yield extraction procedure, the 
mass window and methods for signal counting have also been var-
ied to evaluate the uncertainties. Table II contains a summary of 
STAR Collaboration / Physics Letters B 771 (2017) 13–20 17Fig. 1. The e+e− invariant mass distribution of J/ψ candidates (black open circles), like-sign combinatorial background (blue dashed line), mixed event combinatorial 
background (red solid line), and J/ψ candidates with mixed event background subtracted (black solid circles) in Au + Au collisions at √sNN = 39 (a), 62.4 (b), and 
200 GeV (c) for centrality 0–60%. The J/ψ signal shape from a MC simulation is combined with a linear residual background and is fitted to the combinatorial background 
subtracted data (black solid line). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)the contributions from the different sources. The ranges in the ta-
ble are corresponding to the pT , centrality and collision energy 
dependence of uncertainties. The uncertainties are partially cor-
related among the pT and centrality intervals. The total system-
atic uncertainties in the integrated pT range are 20%, 11%, and 
10% at 
√
sNN = 39, 62.4, and 200 GeV, respectively. At √sNN =
39 GeV, the large systematic uncertainty on the particle identifica-
tion BEMC related cuts is due to the large uncertainties associated 
to the cuts themselves. The normalization uncertainty on the nu-
clear modification factor includes the uncertainty from 〈T AA〉 and 
the statistical and systematic uncertainty of the J/ψ cross section 
in p + p. The centrality and transverse momentum dependence of 
the total systematic uncertainties are reflected in the results shown 
in Section 3.
3. Results
The J/ψ invariant yields as a function of pT in Au + Au col-
lisions at 
√
sNN = 39, 62.4, and 200 GeV for different centrality 
bins are shown in Fig. 2. As expected, the J/ψ invariant yields 
are larger in Au + Au collisions at larger center-of-mass energies. 
Results from the current measurements (year 2011) are compared 
with the published results from data taken in 2010, they show 
close agreement with each other. These two measurements are 
combined together to cumulate more statistics for the nuclear 
modification factors in this paper.Table II
The contributions of systematic uncertainty sources for 
√
sNN = 39, 62.4 and 
200 GeV. The uncertainties are partially correlated among the pT and centrality 
intervals.
Systematic uncertainty source 39 GeV 62.4 GeV 200 GeV
TPC tracking cuts (%) 8 7 6
BEMC related cuts (%) 17–25 3–5 1–2
TOF related cuts (%) 2 2 2
Yield extraction (%) 6–12 2–7 5–11
Total (%) 19–29 10–12 8–12
〈Ncoll〉 (%) 4–22 4–22 4–22
〈T AA〉 (%) 3–22 3–22 3–22
σ
pp
J/ψ (%) 12 7 14
Nuclear modification factors (RC P , RAA ) are used to quantify 
the suppression of J/ψ production. RC P is a ratio of the J/ψ yield 
in central collisions to peripheral collisions (centrality: 40–60%) 







where 〈Ncoll〉 and dN/dy are the average number of nucleon–
nucleon collisions and J/ψ yield in a given centrality, respectively. 
dN/dy is obtained from the integration of the J/ψ pT spec-
trum. The extrapolation of the pT spectrum to the full coverage 
(pT > 0 GeV/c) is based on the two following functions:
18 STAR Collaboration / Physics Letters B 771 (2017) 13–20Fig. 2. J/ψ invariant yields in Au + Au collisions at √sNN = 39, 62.4 and 200 GeV as a function of pT for different centralities. The error bars represent the statistical 
uncertainties. The boxes represent the systematic uncertainties. The STAR published results are from Refs. [50] and [17].Fig. 3. J/ψ RC P results (with respect to 40–60% peripheral collisions) for Au+Au as 
a function of 〈Npart〉. The error bars represent the statistical uncertainties. The boxes 









= l × pT × exp−
mT
h , mT =
√
p2T +m2J/ψ (5)
where a, b, n, h and l are free parameters. The fit results from 
Eq. (4) have been assigned as central value, and the differences 
(< 2%) between these two functional fits have been taken as a 
source of systematic uncertainty. Note that RC P reflects only rel-
ative suppression – if the modification of J/ψ yield in central and 
peripheral bins is the same, RC P is equal to 1. The RC P , as a func-
tion of the average number of participant nucleons (〈Npart 〉), for 
Au + Au collisions at √sNN = 39, 62.4 and 200 GeV, are shown 
in Fig. 3. Note that the peripheral bin selection is 40–60% central 
Au + Au collisions for these three energies. The systematic uncer-
tainties for RC P are mainly from 〈Ncoll〉 and yield extraction. Sys-
tematic uncertainties originating from TPC, BEMC and TOF related 
cuts, are negligible or mostly cancel. A suppression is observed in 
central Au+Au collisions at √sNN = 62.4 GeV, which is similar to 
that at 
√
sNN = 200 GeV.
RAA is obtained from comparing J/ψ production in A + A col-
lisions to p + p collisions, defined as follows: 
RAA = 1〈T 〉
d2NAA/dpT dy
d2σ /dp dy
(6)AA pp Twhere d2NAA/dpT dy is the J/ψ yield in A + A collisions and 
d2σpp/dpT dy is the J/ψ cross section in p + p collisions. The 
nuclear overlap function with impact parameter b is defined as 
T AA(b) =
∫
T A(s)T A(s − b)d2s, where T A(s) is the probability per 
unit transverse area of a nucleon being located in the target flux 
tube. The uncertainties from T AA are estimated by varying the ra-
dius and skin depth of the nuclei in the Glauber calculations. If 
there are no hot or cold nuclear matter effects, the value of R AA
should be unity.
To obtain RAA at 
√
sNN = 39 and 62.4 GeV, we have to de-
rive the J/ψ cross section in p + p collisions because there are no 
measurements available for the p + p references at STAR for these 
two energies. There are several p + p measurements from fixed tar-
get p + A experiments [54–56] and from Intersecting Storage Ring 
(ISR) collider experiments [57,58] near these two energies. How-
ever, the pT shapes from Ref. [57] and Ref. [58] at 
√
s = 63 GeV 
are inconsistent with each other and the cross section measure-
ments at 
√
s = 39 GeV are comparable to (or even larger than) 
that at 
√
s = 63 GeV. Therefore, we use the cross section de-
rived in Ref. [59] as our p + p reference baselines for √sNN =
39 and 62.4 GeV. In Ref. [59], the world-wide experimental data 
on J/ψ cross sections and kinematic distributions in p + p and 
p + A collisions at √s = 6.8–7000 GeV are examined in a sys-
tematic way. The authors explore the 
√
s dependence of the inclu-
sive cross section, rapidity and transverse momentum distributions 
phenomenologically and develop a strategy for the interpolation of 
the J/ψ cross section and kinematics at RHIC energies. This ap-
proach is found to describe the world-wide J/ψ data reasonably 
well. With this strategy, the predicted J/ψ cross section times 
branching ratio at 
√
s = 39 and 62.4 GeV in mid-rapidity are 
Br( J/ψ → e+e−)dσ/dy||y|<1.0 = 9.0 ± 0.6 and 17.6 ± 2.1 nb, re-
spectively.
With the derived p + p references for √s = 39 and 62.4 GeV, 
and the measured p + p baseline at √s = 200 GeV [50,60], we ob-
tain the RAA of J/ψ for pT > 0 as a function of 〈Npart〉 in Au+Au 
collisions at 
√
sNN = 39, 62.4, and 200 GeV, as shown in Fig. 4 (a). 
The pT -differential J/ψ RAA is shown in Fig. 4 (b). The bars and 
boxes on the data points represent the statistical and systematic 
uncertainties, respectively. The shaded and hatched bands indi-
cate the uncertainties on the baseline J/ψ cross section in p + p
collisions [50,59,60] and 〈T AA〉, respectively. The bands on the ver-
tical axes indicate global uncertainties, while those on the data 
points represent bin to bin uncertainties. The measurements from 
SPS [12,14,15] and LHC [61] and the expected RAA with complete 
STAR Collaboration / Physics Letters B 771 (2017) 13–20 19Fig. 4. The results of J/ψ RAA as a function of 〈Npart〉 (a) and pT (b) in Au + Au collisions at √sNN = 39, 62.4 and 200 GeV. The error bars represent the statistical 
uncertainties. The boxes represent the systematic uncertainties. The shaded and hatched bands indicate the uncertainties on the baseline J/ψ cross section in p + p
collisions [50,59,60] and 〈T AA〉, respectively. The ALICE points are from [61]. The ratio of feed-down J/ψ from higher chamonium states to inclusive J/ψ is from [63]. The 
STAR high-pT (3 < pT < 10 GeV/c) results, represented as open circles, are from [50].ψ(2S) and χc melting and no modification of the J/ψ yield [63]
are also included for comparison. Suppression of J/ψ production 
is observed in Au + Au collisions from √sNN = 39 to 200 GeV 
with respect to the production in p + p scaled by 〈T AA〉. For RAA
as a function of 〈Npart〉, no significant energy dependence is ob-
served within uncertainties from 
√
sNN = 17.2 to 200 GeV. For 
the J/ψ RAA as a function of pT , significant suppression is ob-
served at low pT (pT < 2 GeV/c) from 
√
sNN = 39 to 200 GeV. 
The modification of J/ψ production is consistent within the sys-
tematic uncertainties for these collision energies. The ALICE [61]
points are also shown for comparison. As shown in the figure, the 
ALICE RAA results are higher than the measurements at RHIC and 
SPS and show a different trend as a function of pT . Fig. 5 shows 
the comparison of RAA between mid-rapidity from STAR and for-
ward rapidity from PHENIX from 
√
sNN = 39 to 200 GeV. The 
suppression of J/ψ shows no significant rapidity dependence at √
sNN = 39 nor 62.4 GeV within uncertainties.
As shown in Fig. 6, theoretical calculations [21] with initial sup-
pression and J/ψ regeneration describe the data within 1.6 stan-
dard deviation for these three collision energies. The RAA results as 
a function of collision energy for 0–20% centrality are also shown 
in Fig. 7. Theoretical calculations are also included for comparison. 
The calculations include two components: direct suppression and Fig. 5. J/ψ RAA results as a function of 〈Npart 〉 in Au+Au collisions at √sNN = 39, 
62.4 and 200 GeV. The error bars represent the statistical uncertainties. The boxes 
represent the systematic uncertainties. The shaded and hatched bands indicate the 
uncertainties on the baseline J/ψ cross section in p + p collisions [50,59,60] and 
〈T AA〉, respectively. The PHENIX results are from [43,62].
regeneration. The direct suppression represent the “anomalous” 
suppression of primordial J/ψs due to CNM and color screening 
effects. According to the model calculations [21], the RAA is about Fig. 6. The results of J/ψ RAA as a function of 〈Npart〉, in comparison with model calculations [21], for Au + Au collisions at √sNN = 200 (a), 62.4 (b) and 39 GeV (c), 
respectively. The error bars represent the statistical uncertainties. The boxes represent the systematic uncertainties. The dotted and hatched bands indicate the uncertainties 
on the baseline J/ψ cross section in p + p collisions [50,59,60] and 〈T AA〉, respectively. Solid lines are J/ψ modification factors from model [21]; dash-dotted line are 
suppressed primordial production; dashed lines are regeneration component.
20 STAR Collaboration / Physics Letters B 771 (2017) 13–20Fig. 7. The results of J/ψ RAA as a function of collision energy for centrality 0–20%, 
in comparison with model calculations [21]. The SPS result (
√
sNN = 17.2 GeV) 
is from [10,15]; the ALICE point (
√
sNN = 2.76 TeV) is from [61]. The error bars 
represent the statistical uncertainties and the boxes represent the systematic un-
certainties. The boxes include the systematic uncertainties, the uncertainties on the 
baseline J/ψ cross section in p + p collisions [50,59,60] and the uncertainties from 
〈T AA〉. Solid line is the total J/ψ modification factors from model; dash-dotted line 
is the suppressed primordial production; dashed line is the regeneration compo-
nent. The theory calculations are only done for the five specific energy points, and 
connected by straight lines. Note: since ALICE data show no significant centrality 
dependence, it is appropriate to use the available 0–10% data at 2.76 TeV in this 
figure.
0.6 for central Au + Au collisions at √sNN = 200 GeV with only 
CNM effects. The regeneration component is responsible for the 
contribution from the recombination of correlated or uncorrelated 
cc¯ pairs. The feed-down to J/ψ from χc and ψ ′ has been taken 
into account in the calculations. No significant energy dependence 
of RAA for 0–20% centrality is observed at 
√
sNN < 200 GeV. As 
the collision energy increases the QGP temperature increases, thus 
the J/ψ color screening becomes more significant. However, in the 
theoretical calculation [21], the regeneration contribution increases 
with collision energy due to the increase in the charm pair produc-
tion, and compensates the enhanced suppression arising from the 
higher temperature. The higher RAA at ALICE may indicate that the 
surviving J/ψs are mainly coming from the recombination contri-
bution. The model calculation describes the energy dependence of 
J/ψ production from SPS to LHC.
4. Summary
In summary, we report on recent STAR measurements of J/ψ
production at mid-rapidity in Au + Au collisions at √sNN = 39, 
62.4 and 200 GeV. Suppression of J/ψ production, with respect to 
the production in p + p scaled by the number of binary nucleon–
nucleon collisions, is observed at these three energies. No signifi-
cant energy dependence of the nuclear modification factor (either 
RAA or RC P ) is found within uncertainties. Model calculations, 
which include direct suppression and regeneration, reasonably de-
scribe the centrality and energy dependence of J/ψ production in 
high-energy heavy ion collisions.
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