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Riesz transforms, Hodge-Dirac operators and
functional calculus for multipliers I
Cédric Arhancet - Christoph Kriegler
Abstract
In this work, we solve the problem explicitly stated at the end of a paper of Junge,
Mei and Parcet [JEMS2018]. More precisely, we prove that the Hodge-Dirac operator of
the canonical “hidden” noncommutative geometry associated with a semigroup (Tt)t>0 of
Markov Fourier multipliers is bisectorial and admits a bounded H∞ functional calculus on
a bisector which implies a positive answer to the quoted problem. Our result can be seen
as a strengthening of the dimension free estimates of Riesz transforms of the above authors
and also allows us to provide Hodge decompositions. A part of our proof relies on a new
transference argument which is of independent interest. Our results are even new for the
Poisson semigroup on Tn. We also provide a similar result for semigroups of Markov Schur
multipliers and dimension free estimates for noncommutative Riesz transforms associated
with these semigroups. Our results allow us to introduce new spectral triples (i.e. non-
commutative manifolds) and new quantum compact metric spaces in connection with the
carré du champ of Meyer. Finally, we introduce a Banach space variant of the notion of
spectral triple suitable for some of our examples.
Contents
1 Introduction 2
2 Preliminaries 6
2.1 Various . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 q-gaussian functors and isonormal processes . . . . . . . . . . . . . . . . . . . . . 9
2.3 Vector-valued unbounded bilinear forms on Banach spaces . . . . . . . . . . . . . 11
2.4 Hilbertian valued noncommutative Lp-spaces . . . . . . . . . . . . . . . . . . . . 13
2.5 Carré du champ Γ and first order differential calculus for Schur multipliers . . . . 17
2.6 Markovian semigroups of Fourier multipliers on group von Neumann algebras . . 21
2.7 Transference of Fourier multipliers on crossed product von Neumann algebras . . 22
2.8 Carré du champ Γ and first order differential calculus for Fourier multipliers . . . 25
3 Riesz transforms associated to semigroups of Markov multipliers 28
3.1 Kato’s square root problem for semigroups of Schur multipliers . . . . . . . . . . 28
3.2 Meyer’s problem for semigroups of Schur multipliers . . . . . . . . . . . . . . . . 46
3.3 Littlewood-Paley estimates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
The authors are supported by the research program ANR-18-CE40-0021 (project HASCON).
2010 Mathematics subject classification: 46L51, 46L07, 47D03.
Key words: Riesz transforms, functional calculus, Fourier multipliers, Schur multipliers, noncommutative Lp-
spaces, semigroups of operators.
1
3.4 Khintchine inequalities for q-gaussians in crossed products . . . . . . . . . . . . . 56
3.5 Kato’s square root problem for semigroups of Fourier multipliers . . . . . . . . . 62
3.6 Extension of the carré du champ Γ for Fourier multipliers . . . . . . . . . . . . . 65
4 Boundedness of H∞ functional calculus of Hodge-Dirac operators 68
4.1 Hodge-Dirac operators associated with semigroups of Markov Schur multipliers . 68
4.2 Extension to full Hodge-Dirac operator and Hodge decomposition . . . . . . . . . 76
4.3 Independence from H and α . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.4 Boundedness of functional calculus of Hodge-Dirac operators for Fourier multipliers 84
4.5 Extension to full Hodge-Dirac operator and Hodge decomposition . . . . . . . . . 93
4.6 Hodge-Dirac operator on Lp(VN(G))⊕ Ωψ,q,p . . . . . . . . . . . . . . . . . . . . 98
4.7 Bimodule Ωψ,q,p,c . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
5 New compact quantum metric spaces and spectral triples 103
5.1 Background on quantum compact metric spaces . . . . . . . . . . . . . . . . . . . 103
5.2 Gaps and estimates of norms of Schur multipliers . . . . . . . . . . . . . . . . . . 106
5.3 Seminorms associated to semigroups of Schur multipliers . . . . . . . . . . . . . . 108
5.4 New quantum compact metric spaces for semigroups of Schur multipliers . . . . . 112
5.5 The case of discrete groups : new compact quantum metric spaces . . . . . . . . 115
5.6 Gaps of some markovian semigroups of Schur and Fourier multipliers . . . . . . . 120
5.7 Banach spectral triples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
5.8 Spectral triples associated to semigroups of Schur multipliers I . . . . . . . . . . 129
5.9 Spectral triples associated to semigroups of Schur multipliers II . . . . . . . . . . 133
5.10 Spectral triples associated to semigroups of Fourier multipliers I . . . . . . . . . 138
5.11 Spectral triples associated to semigroups of Fourier multipliers II . . . . . . . . . 142
5.12 Boundeness of H∞ functional calculus of the Dirac operator II . . . . . . . . . . 147
Bibliography 151
1 Introduction
Riesz transforms associated to various geometric structures is a recurrent theme in analy-
sis and geometry, see for example the papers [Bak1] [CCH1] [AsO1] (riemannian manifolds),
[Lus1] (fermions), [Lus3] (deformed gaussians) [Mey6] [Pis14] (gaussian spaces), [Lus2] [DoP1]
(products of discrete abelian groups), [Lus4] (generalized Heisenberg groups), [BaR1] (graphs)
and [Aus1] (elliptic operators). Estimates of Riesz transforms are related to subtle geometric
phenomena, see for example [Nao1] where the author uses in a decisive way some estimates of
[Lus1] obtained by a noncommutative method.
Junge, Mei and Parcet obtained in [JMP2] dimension free estimates for Riesz transforms as-
sociated with semigroups (Tt)t>0 of Markov Fourier multipliers acting on classical L
p-spaces and
more generally on noncommutative Lp-spaces Lp(VN(G)) associated with group von Neumann
algebras VN(G) where 1 < p <∞ and where G is a (unimodular) locally compact group. Recall
that if G is a locally compact group then VN(G) is the von Neumann algebra, whose elements
act on the Hilbert space L2(G), generated by the left translation unitaries λs : f 7→ f(s−1·),
s ∈ G. If G is abelian, then VN(G) is ∗-isomorphic to the algebra L∞(Gˆ) of essentially bounded
functions on the dual group Gˆ of G. Such a semigroup (Tt)t>0 is characterized by a condition-
ally negative length ψ : G → C such that the symbol of each operator Tt of the semigroup is
e−tψ. Moreover, the symbol of the (negative) generator Ap on the noncommutative Lp-space
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Lp(VN(G)) of the semigroup is ψ. Suppose that G is a discrete group. The above authors
proved estimates of the form
(1.1)
∥∥A 12p (x)∥∥Lp(VN(G)) ≈p ‖∂ψ,p(x)‖Lp(L∞(Ω)⋊G) , x ∈ span {λs : s ∈ G}
where ∂ψ,p is some kind of gradient defined on a subspace dom ∂ψ,p of L
p(VN(G)) with values in
a closed subspace Ωψ,1,p of a noncommutative L
p-space Lp(L∞(Ω)⋊α G) associated with some
crossed product L∞(Ω) ⋊α G. The subspace Ωψ,q,p and plays the role of the space of noncom-
mutative differential 1-forms. Their approach highlights an intrinsic noncommutativity even
when the locally compact group G is abelian since Ωψ,1,p is in general a highly noncommutative
object.
In the point of view of noncommutative geometry, the underlying geometry can be resumed
by the triple (A,Dψ,2,H) where A is the ∗-algebra span {λs : s ∈ G}, H the Hilbert space
L2(VN(G))⊕2 Ωψ,1,2 and where the so-called Hodge-Dirac operator
(1.2) Dψ,p
def
=
[
0 (∂ψ,p)
∗
∂ψ,p 0
]
is defined on a subspace of the Banach space Lp(VN(G))⊕pΩψ,1,p. In [JMP2, Problem C.5], the
authors ask for dimension free estimates for the operator sgnDψ,p
def
= Dψ,p|Dψ,p|−1. We affir-
matively answer this question by showing the following result in the spirit of [AKM1] although
the approach is different.
Theorem 1.1 (see Theorem 4.41 and Theorem 4.55) Suppose 1 < p < ∞. Let G a
weakly amenable discrete group such that L∞(Ω) ⋊α G is QWEP. The Hodge-Dirac operator
Dψ,p is bisectorial on L
p(VN(G)) ⊕p Ωψ,1,p and admits a bounded H∞(Σ±ω ) functional calculus
on a bisector.
Our result can be seen as a strengthening of the dimension free estimates (1.1) of Riesz
transforms of the above authors since it is almost immediate that this bounded functional
calculus implies the equivalence (1.1), see Remark 4.42 and Remark 4.14.
Semigroups on abelian groups Recall that a particular case of [BeF1, Corollary 18.20]
says that a function ψ : G→ R on a discrete abelian group is a conditionally negative length if
and only if there exists a quadratic form1 q : G → R+ and a symmetric positive measure µ on
Gˆ− {0} such that ∫
Gˆ−{0}
(
1− Reχ(s)) dµ(χ) <∞ for any s ∈ G satisfying
(1.3) ψ(s) = q(s) +
∫
Gˆ−{0}
(
1− Reχ(s)) dµ(χ), s ∈ G.
In this case, µ is the so called Lévy measure of ψ and q is determined by the formula q(s) =
limn→+∞
ψ(ns)
n2
. This is the Lévy-Khinchin representation of ψ as a continuous sum of elemen-
tary conditionally negative lengths2.
(a) If G = Zn, we recover the Markov semigroups on the Lp-spaces Lp(VN(Zn)) = Lp(Tn) of
the torus Tn. For example, taking µ = 0 and ψ(k1, . . . , kn) = q(k1, . . . , kn) = k
2
1+ · · ·+k2n,
we obtain the function defining the heat semigroup (e−t∆)t>0. By choosing q = 0 and the
right measure µ, we can obtain the Poisson semigroup (e−t(−∆)
1
2 )t>0 or more generally the
semigroups associated to the fractional laplacians (−∆)α with 0 6 α < 2 [RoS1] [RoS2].
1. That means that 2q(s) + 2q(t) = q(s+ t) + q(s− t) for any s, t ∈ G.
2. Recall that a quadratic form q : G → R+ and a function G→ R, s 7→ 1 − Reχ(s) are conditionally negative
lengths by [BeF1, Proposition 7.19], [BeF1, Proposition 7.4 (ii)] and [BeF1, Corollary 7.7].
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(b) Discrete laplacians in compact abelian groupsWe refer to [JMP2, page 550 et 534]
[Lus2] [DoP1] [JuZ3, Section 5.5].
(c) Walsh systems Let Zn denote the finite cyclic group. Let G = (Zn)
m = Zn × · · ·Zn.
Taking
(1.4) µ =
n∑
j=1
δσj
equipped with negative definite function ψ : (Zn)
m →, (k1, . . . , km) 7→ m− δk1=0]− · · · −
δkm=0. It is related to the work of Lust-Piquard [Lus2].
Semigroups on finitely generated groups Let G be a finitely generated group and S be
a generating set for G such that S−1 = S and e 6∈ S. Any element s admits a decomposition
(1.5) s = s1s2 · · · sn
where s1, . . . , sn are elements of S. The word length |s| of s with respect to the generating
set S is defined to be the minimal integer n of such a decomposition and is a basic notion in
geometric group theory. As a special case, the neutral element e has length zero.
(a) Coxeter groups Here, we refer to [BGM1] and references therein for more informa-
tion. Recall that a group G = W is called a Coxeter group if W admits the following
presentation:
W =
〈
S
∣∣∣(s1s2)m(s1,s2) = 1 : s1, s2 ∈ S,m(s1, s2) 6=∞〉
where m : S × S → {1, 2, 3, . . . ,∞} is a function such that m(s1, s2) = m(s2, s1) for any
s1, s2 ∈ S and m(s1, s2) = 1 if and only if s1 = s2. The pair (W,S) is called a Coxeter
system. In particular, every generator s ∈ S has order two. By [Boz2, Theorem 7.3.3],
the word length |s| is negative definite an our results can be used with the semigroup
generated by this function. Recall that dihedral groups Dn = 〈r, s | rn = s2 = (sr)2 = 1〉,
Z2 × · · · × Z2, symmetric groups Sn with S = {(n, n + 1) : n ∈ N} and the group
S∞ of all finite permutations of the set N, called the infinite symmetric group, with
S = {(n, n + 1) : n ∈ N} are examples of Coxeter groups. In the case of symmetric
groups, the length |σ| of σ is the number of crossings in the diagram which represents the
permutation σ.
Consider a Coxeter group W . If s ∈W , note that the sequence s1, . . . , sn in (1.5) chosen
in such a way that n is minimal is not unique in general. However, the set of involved
generators is unique, i.e. if s = s1s2 · · · sn = s′1s′2 · · · s′n are minimal words of s ∈ W
then {s1, s2, . . . , sn} = {s′1, s′2, . . . , s′n}. This set {s1, s2, . . . , sn} ⊂ S is denoted Ss and
is called the colour of s, following [BGM1, page 585]. We define the colour-length of s
putting ‖s‖ def= cardSs. We always have ‖w‖ 6 |w|. If 0 6 α 6 1 then the functions | · |α
and ‖·‖ are negative definite on S∞ by [BGM1, Theorem 4.3 and Corollary 5.4]. Finally,
see also [JMP1, page 1971] for other examples for Sn for n <∞.
(b) Free groups Our results can be used with the noncommutative Poisson semigroup [Haa1]
[JMX, ] on free groups Fn (1 6 n 6∞) whose generator is the length | · |. More generally,
we can use the radial negative definite functions of [HaK1].
(c) Cyclic groups The length on Zn is given by |k| = min{n, n− k}. It is known that this
length is negative definite, see for example [JuZ1, Example 5.9].
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Semigroups on the discrete Heisenberg group Let H = Z3 be the discrete Heisenberg
group with group operations
(1.6) (a, b, t) · (a′, b′, t′) = (a+ a′, b+ b′, t+ t′ + ab′) and (a, b, t)−1 = (−a,−b,−t+ ab)
where a, b, a′, b′ ∈ Zn and t, t′ ∈ Z. By [JuZ3, Proposition 5.13] (see also [JuZ1, page 24]), the
map ψ : H→ R, (a, b, t) 7→ 2− δa=0 − δb=0 is negative definite.
In a second direction, we prove in this paper that a version of (1.1) also holds for Markovian
semigroups (Tt)t>0 of Schur multipliers acting on Schatten spaces S
p
I
def
= Sp(ℓ2I) for 1 6 p 6
∞. In this case, by [Arh1, Proposition 5.4], the Schur multiplier symbol [aij ] of the negative
generator A of (Tt)t>0 is given by aij = ‖αi − αj‖2H for some family of vectors α = (αi)i∈I of a
real Hilbert space H . We define a gradient operator ∂α associated with α and sending S
p
I into
the vector-valued space Lp(Ω, SpI ) by means of Gaussian random variables over the probability
space Ω. Then our second main result reads as follows.
Theorem 1.2 (see Theorem 3.7) Let A be the generator of a Markovian semigroup (Tt)t>0
over B(ℓ2I) consisting of Schur multipliers. Suppose 1 < p <∞. For any x ∈MI,fin, we have
(1.7)
∥∥A 12p (x)∥∥Sp
I
≈p ‖∂α,p(x)‖Lp(Ω,Sp
I
) .
In a third direction, we relate the norms appearing in (1.7) with a further object which is
well-known in the commutative context, namely the carré du champ operator Γ(x, y) of Meyer
associated with the generator of the semigroup (see (2.40) for the definition in the case of Schur
multipliers and (2.59) for the case of Fourier multipliers). Then we obtain the following result.
Theorem 1.3 (see Theorem 3.21) Suppose 2 6 p <∞. Let A be the generator of a Marko-
vian semigroup over B(ℓ2I) consisting of Schur multipliers. For any x ∈ MI,fin, we have
(1.8)
∥∥A 12 (x)∥∥
S
p
I
≈p max
{∥∥Γ(x, x) 12∥∥
S
p
I
,
∥∥Γ(x∗, x∗) 12∥∥
S
p
I
}
.
We also obtain a version of this theorem for the case 1 < p 6 2, where the statement becomes
more involved (see Theorem 3.21). We also discuss the question how to define the right hand
side of (1.8) if x only belongs to the domain domA
1
2
p of the fractional power of the S
p
I -realization
of A (see Lemma 3.27). We equally do this in the case where A generates a semigroup of Fourier
multipliers over VN(G) (see Subsection 3.6), thus complementing the results of [JMP2]. Fourth,
we extend Theorem 1.2 and (1.1) to the case where the gradient forms ∂ψ,q,p and ∂α,q,p take
values in noncommutative Lp-spaces of q-gaussian variables (−1 6 q 6 1) arising in second
quantization which will be useful at the end of the paper to introduce some noncommutative
manifolds. We refer to Propositions 3.16 and 3.35. We also give a similar result of Theorem 1.1
for semigroups of Markov Schur multipliers acting on Schatten spaces SpI (see Theorem 4.13).
Our estimates allow us to introduce new quantum locally compact metric spaces in the sense
of [Lat1] in the spirit of the quantum compact metric spaces of [JM1] (see also Subsection 5.1).
Here the results read as follows. For definitions of the norms and the Gap condition Gapα > 0,
we refer to Section 5.
Theorem 1.4 (see Theorem 5.20) Let 2 6 p < ∞. Suppose that (Tt)t>0 is a Markovian
semigroup of Schur multipliers on B(ℓ2I) associated to an injective map α : I → H where H is
finite-dimensional with Gapα > 0. Then
(
(RanA∞)sa ⊕ RIdℓ2
I
, ‖·‖Γ,p
)
is a quantum compact
metric space.
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We also show a companion result of Theorem 1.4 in the context of discrete groups in Subsec-
tion 5.5. Finally, we introduce some spectral triples (i.e. noncommutative manifolds) strongly
related to these quantum metric spaces. Our examples admit Lp-versions. So we also introduce
a Banach space generalization of the notion of spectral triple satisfied by our examples.
The paper is organized as follows. Section 2 gives background and preliminary results. In
Section 3, we show dimension free estimates for Riesz transforms associated to semigroups of
Markov Schur multipliers. Moreover, we complement the results of [JMP2] for Riesz transforms
associated to semigroups of Markov Fourier multipliers. In the next Section 4, we show our
main results on functional calculus of Hodge-Dirac operators. Finally, in Section 5, we introduce
our new quantum locally compact metric spaces and some new spectral triples. Here we also
define a Banach space generalization of the notion of spectral triple. Finally, this paper is the
first part of a three part series.
2 Preliminaries
2.1 Various
We denote by MI,fin the space of matrices indexed by I × I with a finite number of non null
entries. Given a set I, the set Pf (I) of all finite subsets of I is directed with respect to set
inclusion. For J ∈ Pf (I) and A ∈ MI , we write TJ (A) for the matrix obtained from A by setting
each entry to zero if its row and column index are not both in J . We call
(TJ(A))J∈Pf (I) the
net of finite submatrices of A. See [Arh2, page 488].
If (Tt)t>0 is a strongly continuous semigroup on a Banach space X with (negative) infinites-
imal generator A, we have
(2.1)
1
t
(
Tt(x) − x) −−−−→
t→0+
−Ax, x ∈ domA.
By [HvNVW2, page 447], a linear operator is bisectorial if and only if
(2.2) iR− {0} ⊂ ρ(A) and sup
t∈R+−{0}
‖tR(it, A)‖ <∞.
A sectorial operator A is called R-sectorial if for some ω(A) < σ < π the family
(2.3)
{
zR(z,A) : z 6∈ Σσ
}
is R-bounded. For any x ∈ X , we have
(2.4) (z −A)−1x = −
∫ ∞
0
eztTt(x) dt.
An operator T : dom T ⊂ X → Y is closed
if for any sequence (xn) of domT with xn → x and T (xn)→ y with x ∈ X and y ∈ Y(2.5)
implies that x ∈ domT and T (x) = y.
A linear subspace C of dom T is a core of T if C is dense in domT for the graph norm, that is
(2.6)
for any x ∈ domT there is a sequence (xn) of C s. t. xn → x in X and T (xn)→ T (x) in Y .
If T is closed, a subspace C of domT is a core for T if and only if T is the closure of its
restriction T |C.
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Recall that if T : domT ⊂ X → Y is a densely defined unbounded operator then domT ∗ is
equal to
(2.7){
y∗ ∈ Y ∗ : there exists x∗ ∈ X∗ such that 〈T (x), y∗〉Y,Y ∗ = 〈x, x∗〉X,X∗ for all x ∈ dom T
}
.
If y∗ ∈ dom T ∗, the above x∗ ∈ X∗ is determined uniquely by y∗ and we let T ∗(y∗) = x∗. For
any x ∈ dom T and any y∗ ∈ domT ∗, we have
(2.8) 〈T (x), y∗〉Y,Y ∗ = 〈x, T ∗(y∗)〉X,X∗ .
Recall that T : domT ⊂ X → Y is closable [Kat1, page 165] if and only if
(2.9) xn ∈ dom(T ), xn → 0 and T (xn)→ y imply y = 0.
If T : domT ⊂ X → Y is closable then
(2.10) x ∈ domT iff there exists (xn) ⊂ dom T such that xn → x and T (xn)→ y for some y.
In this case T (x) = y. Finally, if T is a densely defined closable operator then T ∗ = T
∗
by
[Kat1, Problem 5.24]. We recall two lemmas on linear operators and weak topologies which are
consequences of the Krein-Smulian Theorem.
Lemma 2.1 Let X,Y be Banach spaces and T : domT ⊂ X∗ → Y ∗ be a weak* closed opeator
with a weak*-core3 D ⊂ domT . Then any a ∈ domT admits a bounded net (aj) of elements
of D such that the net (T (aj)) is also bounded, aj → a and T (aj) → T (a) both for the weak*
topology.
Proof : We consider the Banach space X∗ ⊕ Y ∗ which is canonically the dual space of X ⊕ Y
and thus carries a weak* topology. Let N = {(a, T (a)) : a ∈ D} ⊆ X∗ ⊕ Y ∗ and N1 = N ∩B1.
We claim that CN1
w∗
= N
w∗
. The inclusion “⊂” is clear.
For the inclusion “⊃” it suffices to show that CN1w
∗
contains N and is weak* closed. That
it contains N is easy to see.
For the weak*-closedness, we will employ again the Krein-Smulian Theorem. So it suffices
to show that CN1
w∗ ∩ Br is weak* closed for any r > 0. Let (xj) be a net in CN1w
∗
∩ Br
converging to some x ∈ X∗ ⊕ Y ∗. Since Br is weak* closed, we have x ∈ Br. Moreover, for
any j we can write xj = λjyj with yj ∈ N1w
∗
and λj ∈ C. We have a freedom in choice of
both factors and can take ‖yj‖X∗⊕Y ∗ = 1. Thus, |λj | 6 r. By Alaoglu Theorem, (yj) admits a
weak* convergent subnet (yk) with a limit thus in N1
w∗
. Moreover, clearly the (λj) admits a
convergent subnet (λk). Thus, xk = λkyk converges for the weak* topology with limit a fortiori
equal to x. Thus x ∈ CN1w
∗
. We infer that x ∈ CN1w
∗
∩ Br, so CN1w
∗
∩ Br is weak*-closed
and hence CN1
w∗
is weak*-closed. Altogether we have shown CN1
w∗
= N
w∗
.
Since D is a weak*-core of T , the closure N
w∗
equals the graph of T . Now if a ∈ domT ,
the elements (a, T (a)) belongs to N
w∗
= CN1
w∗
, so that we can choose a net (aj) of graph
norm less than 1 and λ ∈ C such that aj ∈ D, λaj → a and T (λaj)→ T (a) both for the weak*
topology.
The following is a particular case of [HvNVW2, Theorem 10.6.7].
3. For any a ∈ domT there exists a net (aj) in D such that aj → a and T (aj ) → T (a) both for the weak*
topology.
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Proposition 2.2 Suppose that A is an R-bisectorial operator on a Banach space X of finite
cotype. Then A2 is R-sectorial and for each ω ∈ (0, π2 ) the following assertions are equivalent.
1. The operator A admits a bounded H∞(Σ±ω ) functional calculus.
2. The operator A2 admits a bounded H∞(Σ+2ω) functional calculus.
Let (M, τ) be a semifinite von Neumann algebra and let 1 6 p < ∞. For any a ∈ M , we
define a bounded operator La : L
p(M)→ Lp(M) by letting
(2.11) La(x) = ax, x ∈ Lp(M).
We will call La the left multiplication by a on L
p(M). In a similar fashion we denote Ra the
right mutliplication by a on Lp(M).
Definition 2.3 Let I be any non-empty index set and [aij ]i,j∈I an (in general infinite sized)
matrix. For 1 6 p 6 ∞, we define associated the Schur multiplier Ap as a closed operator on
SpI defined by the closure of A : MI,fin → SpI , Ax = A[xij ]ij = [aijxij ]ij. This closure is given
by dom(Ap) = {x ∈ SpI : A ∗ x := [aijxij ]ij ∈ SpI } and Ap(x) = A ∗ x for x ∈ dom(Ap).
Proof : For J ⊆ I, we write TJ : SpI → SpI , [xij ]ij 7→ [δi,j∈Jxij ]ij . According to Lemma 5.12
below, TJ is a contraction. It is easy to see that TJ (x) → x in S2I as J → I for x ∈ S2I . Then
it is not difficult to deduce from contractivity of TJ on SpI and Lyapunov inequality that the
same holds on SpI , 1 < p 6∞. Finally, the same holds also for p = 1. We start by showing that
A is closable. Indeed, if a sequence (xn)n in MI,fin converges to 0 in S
p
I such that [aijxn,ij ]ij
converges to some y ∈ SpI , then we have for any i, j ∈ I that yij = limn aijxn,ij = aij · 0 = 0.
Thus y = 0 and A is closable.
It remains to show the claimed description of the domain dom(Ap). We denote temporarily
dom(Bp) = {x ∈ SpI : A ∗ x ∈ SpI } and Bp(x) = A ∗ x for x ∈ dom(Bp). For the inclusion
Ap ⊆ Bp, let x ∈ dom(Ap). Then there exists (xn)n in MI,fin such that xn → x in SpI and
Axn → Apx. For any i, j ∈ I, we have xn,ij → xij in C and (Axn)i,j = aijxn,ij converges to
both (Apx)ij and aijxij . We infer that Ax is the (in general infinite sized) matrix [aijxij ] = Bpx.
Thus, Ap ⊆ Bp.
For the inclusion Bp ⊆ Ap, we let x ∈ dom(Bp). The net xJ = TJx sitting in MI,fin and
directed by inclusion converges to x by the above. Moreover, AxJ = [δi,j∈Jaijxij ] = TJBpx
converges to Bpx. Thus, x belongs to dom(Ap) and Apx = Bpx.
Recall the following notion of conditional independence, which was introduced in [DPPS1,
Definition 6.1] and which is similar to the one of [JuX3, (I) page 233]. LetM be a semifinite von
Neumann algebra equipped with a normal semifinite faithful trace τ . Suppose that (Nk) is a
family of von Neumann subalgebras ofM and that N is a common von Neumann subalgebra of
the Nk such that τ |N is semifinite. Let EN : M → N be the canonical trace preserving faithful
normal conditional expectation with respect to N . We say that the family (Nk) is independent
4
with respect to N if for every k we have
EN (xy) = EN (x)EN (y), x ∈ Nk, y ∈W∗((Nj)j 6=k)
where W∗((Nj)j 6=k) denotes the von Neumann subalgebra generated by the Nj with j 6= k. A
sequence (xk) of elements of L
p(M) is said to be faithfully independent with respect to a von
Neumann subalgebra N if there exist a family (Nk) with xk ∈ Lp(Nk) for any k such that (Nk)
is independent with respect to N .
4. The authors of [JuZ2] say fully independent.
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Let (Nk)k>1 be an independent sequence of von Neumann subalgebras of M with respect to
N . In [JuZ2, Theorem 0.4 and (3.1)], it is shown in the case whereM is finite that if 2 6 p <∞
and if (xk) is a sequence such that xk ∈ Lp(Nk) and EN (xk) = 0 for all k, then∥∥∥∥∥
n∑
k=1
xk
∥∥∥∥∥
Lp(M)
. max
{
√
p
∥∥∥∥∥
( n∑
k=1
EN (|xk|2)
) 1
2
∥∥∥∥∥
Lp(M)
,
√
p
∥∥∥∥∥
( n∑
k=1
EN (|x∗k|2)
) 1
2
∥∥∥∥∥
Lp(M)
,(2.12)
p
( n∑
k=1
‖xk‖pLp(M)
) 1
p
}
.
We refer to [DPPS1, Theorem 6.3] for a variant of this result. Using reduction [HJX], it is easy
to extend this inequality to the non-finite case.
2.2 q-gaussian functors and isonormal processes
Since we will study maps between q-deformed algebras, we recall directly several facts about
these more general algebras in the context of [BKS]. We denote by Sn the symmetric group. If
σ is a permutation of Sn we denote by |σ| the number card
{
(i, j) | 1 6 i, j 6 n, σ(i) > σ(j)}
of inversions of σ. Let H be a real Hilbert space with complexification HC. If −1 6 q < 1 the
q-Fock space over H is
Fq(H) = CΩ⊕
⊕
n>1
H⊗n
C
where Ω is a unit vector, called the vacuum and where the scalar product on H⊗n
C
is given by
〈h1 ⊗ · · · ⊗ hn, k1 ⊗ · · · ⊗ kn〉q =
∑
σ∈Sn
q|σ|〈h1, kσ(1)〉HC · · · 〈hn, kσ(n)〉HC .
If q = −1, we must first divide out by the null space, and we obtain the usual antisymmetric
Fock space. The creation operator ℓ(e) for e ∈ H is given by
ℓ(e) : Fq(H) −→ Fq(H)
h1 ⊗ · · · ⊗ hn 7−→ e⊗ h1 ⊗ · · · ⊗ hn.
They satisfy the q-relation
ℓ(f)∗ℓ(e)− qℓ(e)ℓ(f)∗ = 〈f, e〉H IdFq(H).
We denote by sq(e) : Fq(H)→ Fq(H) the selfadjoint operator ℓ(e)+ℓ(e)∗. The q-von Neumann
algebra Γq(H) is the von Neumann algebra generated by the operators sq(e) where e ∈ H .
It is a finite von Neumann algebra with the trace τ defined by τ(x) = 〈Ω, x.Ω〉Fq(H) where
x ∈ Γq(H).
Let H and K be real Hilbert spaces and T : H → K be a contraction with complexification
TC : HC → KC. We define the following linear map
Fq(T ) : Fq(H) −→ Fq(K)
h1 ⊗ · · · ⊗ hn 7−→ TC(h1)⊗ · · · ⊗ TC(hn).
Then there exists a unique map Γq(T ) : Γq(H) → Γq(H) such that for every x ∈ Γq(H) we
have
(2.13)
(
Γq(T )(x)
)
Ω = Fq(T )(xΩ).
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This map is normal, unital, completely positive and trace preserving. If T : H → K is an
isometry, Γq(T ) is an injective ∗-homomorphism. If 1 6 p < ∞, it extends to a contraction
Γpq(T ) : L
p(Γq(H))→ Lp(Γq(K)).
Moreover, we need the following Wick formula, (see [Boz, page 2] and [EfP, Corollary 2.1]).
In order to state this, we denote, if k > 1 is an integer, by P2(2k) the set of 2-partitions of the
set {1, 2, . . . , 2k}. If V ∈ P2(2k) we let c(V) the number of crossings of V , which is given, by
the number of pairs of blocks of V which cross (see [EfP, page 8630] for a precise definition).
Then, if f1, . . . , f2k ∈ H we have
(2.14) τ
(
sq(f1)sq(f2) · · · sq(f2k)
)
=
∑
V∈P2(2k)
qc(V)
∏
(i,j)∈V
〈fi, fj〉H
and for an odd number of factors of q-gaussians, the trace vanishes,
(2.15) τ
(
sq(f1)sq(f2) · · · sq(f2k−1)
)
= 0.
In particular, for any e, f ∈ H , we have
(2.16) τ
(
sq(e)sq(f)
)
= 〈e, f〉H .
Recall that if e ∈ H has norm 1, then the operator s−1(e) satisfies
(2.17) s−1(e)2 = IdF−1(H).
If q = 1, the q -gaussian functor identifies to an H-isonormal process on a probability space
(Ω, µ) [Nua1, Definition 1.1.1] [Neer1, Definition 6.5], that is a linear mapping W: H → L0(Ω)
with the following properties:
for any h ∈ H the random variable W(h) is a centred real Gaussian,(2.18)
for any h1, h2 ∈ H we have E
(
W(h1)W(h2)
)
= 〈h1, h2〉H .(2.19)
The linear span of the products W(h1)W(h2) · · ·W(hm), with m > 0 and h1, . . . , hm(2.20)
in H, is dense in the real Hilbert space L2R(Ω).
Here L0(Ω) denote the space of measurable functions on Ω and we make the convention that
the empty product, corresponding to m = 0 in (2.20), is the constant function 1. Recall that
the span of elements eiW(h) is dense in Lp(Ω) by [Jan1, Theorem 2.12] if 1 6 p <∞ and weak*
dense if p =∞.
If 1 6 p 6 ∞ and if u : H → H is a contraction, we denote by Γp(u) : Lp(Ω) → Lp(Ω) the
(symmetric) second quantization of u acting on the complex Banach space Lp(Ω). Recall that the
map Γ∞(u) : L∞(Ω) → L∞(Ω) preserves the integral5. If u : H1 → H2 is an isometry between
Hilbert spaces then Γ∞(u) : L∞(ΩH1)→ L∞(ΩH2) is a trace preserving injective normal unital
∗-homomorphism which is surjective if u is surjective. Moreover, we have if 1 6 p <∞
(2.21) Γp(u)W(h) = W(u(h)), h ∈ H.
and
(2.22) Γ∞(u)eiW(h) = eiW(u(h)), h ∈ H.
Finally, note that if u : H → H is a surjective isometry then Γ∞(u) : L∞(Ω) → L∞(Ω) is a
∗-automorphism of the von Neumann algebra L∞(Ω).
5. That means that for any f ∈ L∞(Ω) we have
∫
Ω
Γ∞(u)f dµ =
∫
Ω
f dµ.
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2.3 Vector-valued unbounded bilinear forms on Banach spaces
We need some notions on vector-valued unbounded bilinear forms on Banach spaces. In the case
of scalar valued unbounded forms on Hilbert spaces, we refer to [Kat1], [MaR1] and [Ouh1].
Definition 2.4 Let X be a Banach space and Z be an ordered-∗-quasi-Banach space so carrying
a positive cone and an involution. Assume that D ⊂ X is a subspace and a : D ×D → Z is a
R-bilinear map. We say that
1. a is densely defined if D is dense in X.
2. a is symmetric if for any x, y ∈ D we have a(x, y)∗ = a(y, x).
3. a is positive if for any x ∈ D we have a(x, x) > 0.
4. a satisfies the Cauchy-Schwarz inequality if for any x, y ∈ D
(2.23) ‖a(x, y)‖Z 6 ‖a(x, x)‖
1
2
Z ‖a(y, y)‖
1
2
Z .
5. A net (xn) of elements of D is called a-convergent to x ∈ X if xi → x in X and if
a(xi − xj , xi − xj)→ 0 for i, j →∞. We denote this by xi a−→ x.
Remark 2.5 If a satisfies the Cauchy-Schwarz inequality and if Z is p-normed6, then for any
x, y ∈ D we have
‖a(x+ y, x+ y)‖
p
2
Z =
( ‖a(x+ y, x+ y)‖pZ ) 12 = ( ‖a(x, x) + a(x, y) + a(y, x) + a(y, y)‖pZ ) 12
(2.24)
6
( ‖a(x, x)‖pZ + ‖a(x, y)‖pZ + ‖a(y, x)‖pZ ‖a(y, y)‖pZ ) 12
(2.23)
6
( ‖a(x, x)‖pZ + 2 ‖a(y, y)‖ p2Z ‖a(y, y)‖ p2Z + ‖a(y, y)‖pZ ) 12 = ‖a(x, x)‖ p2Z + ‖a(y, y)‖ p2Z .
Hence, if xi
a−→ x and yj a−→ y and if α, β ∈ C then αxi + βyj a−→ αx+ βy.
In the sequel, we suppose that Z is an ordered ∗-Banach space.
Definition 2.6 Let a : D×D → Z be a densely defined R-bilinear map satisfying the Cauchy-
Schwarz inequality. We say that a is closed if D is complete for the norm
(2.25) ‖x‖a
def
=
√
‖a(x, x)‖Z + ‖x‖2X .
Proposition 2.7 Let a : D×D→ Z be a densely defined R-bilinear map satisfying the Cauchy-
Schwarz inequality. The following are equivalent.
1. a is closed
2. xi
a−→ x implies x ∈ D and a(xi − x, xi − x)→ 0
3. xn
a−→ x implies x ∈ D and a(xn − x, xn − x)→ 0.
6. That means that ‖y + z‖p
Z
6 ‖y‖p
Z
+ ‖z‖p
Z
for any y, z ∈ Z.
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Proof : 1 ⇒ 2: Suppose that xi a−→ x. This implies that a(xi − xj , xi − xj) → 0 and
‖xi − xj‖X → 0 for i, j →∞ so by (2.25) that ‖xi − xj‖a → 0 as i, j →∞. By the completeness
of D there is a x0 ∈ D such that ‖xi − x‖a → 0. Hence by (2.25) we have a(xi−x0, xj−x0)→ 0
and ‖xi − x0‖X → 0. Hence we must have x = x0 ∈ D and a(xi − x, xi − x)→ 0.
2⇒ 3: It is obvious.
3 ⇒ 1: Let (xn) be a Cauchy sequence in D, that is ‖xn − xm‖a → 0 for n,m → ∞. By
(2.25), the sequence (xn) is also Cauchy in X , so that there is a x ∈ X such that xn → x.
Since a(xn−xm, xn−xm)→ 0 by (2.25), the sequence (xn) is a-convergent and the assumption
implies that x ∈ D and a(xn−x, xn− x)→ 0. By (2.25), we have ‖xn − x‖a → 0, which shows
that D is complete.
Proposition 2.8 Let a : D×D→ Z be a densely defined R-bilinear form satisfying the Cauchy-
Schwarz inequality.
1. If xi
a−→ x and yi a−→ y such that the nets (a(xi, xi)) and (a(yi, yi)) are bounded, then
limi a(xi, yi) exists. If a is closed, then limi a(xi, yi) = a(x, y).
2. If xn
a−→ x then the sequence (a(xn, xn)) is bounded.
Proof : 1. In order to see that limi a(xi, yi) exists, we write:
‖a(xi, yi)− a(xj , yj)‖Z = ‖a(xi − xj , yi) + a(xj , yi − yj)‖Z
6 ‖a(xi − xj , yi)‖Z + ‖a(xj , yi − yj)‖Z
(2.23)
6 ‖a(xi − xj , xi − xj)‖
1
2
Z ‖a(yi, yi)‖
1
2
Z + ‖a(xj , xj)‖
1
2
Z ‖a(yi − yj, yi − yj)‖
1
2
Z .
It follows from the previous inequality that (a(xi, yi)) is a Cauchy net, hence a convergent net.
If a is in addition closed note by Proposition 2.7 that x, y ∈ D, a(xi − x, xi − x) → 0 and
a(yi − x, yi − x)→ 0. We conclude with
‖a(xi, yi)− a(x, y)‖Z = ‖a(xi − x, yi) + a(x, yi − y)‖Z
6 ‖a(xi − x, yi)‖Z + ‖a(x, yi − y)‖Z
(2.23)
6 ‖a(xi − x, xi − x)‖
1
2
Z ‖a(yi, yi)‖
1
2
Z + ‖a(x, x)‖
1
2
Z ‖a(yi − y, yi − y)‖
1
2
Z .
2. We have a(xn − xm, xn − xm) → 0 and ‖xn − xm‖X → 0 for n,m → ∞ so by (2.25) that
‖xn − xm‖a → 0 as n,m → ∞. So (xn) is a Cauchy sequence for the norm (2.25), hence a
bounded sequence. Hence the sequence (a(xn, xn)) is bounded by (2.25).
Definition 2.9 A densely defined R-bilinear map a satisfying the Cauchy-Schwarz inequality
is called closable if there exists a closed map b : D′ × D′ → Z such that D ⊂ D′ ⊂ X with
a(x, y) = b(x, y) for any x, y ∈ D.
If a is closable, we let
(2.26) D(a)
def
=
{
x ∈ X such that there exists a sequence (xn) of D satisfying xn a−→ x
}
.
Proposition 2.10 Let a : D × D → Z be a densely defined (symmetric positive) R-bilinear
form satisfying the Cauchy-Schwarz inequality. Then a is closable if and only if xn
a−→ 0 implies
a(xn, xn)→ 0. In this case, if xn a−→ x and if yn a−→ y where x, y ∈ D(a) then the limit
(2.27) a(x, y)
def
= lim
n→∞ a(xn, yn)
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exists and a is a well-defined, densely defined (symmetric positive) closed form and satisfies the
Cauchy-Schwarz inequality. In addition, every closed extension of a is also an extension of a.
Proof : ⇒: Assume that a is closable and let b : D′ ×D′ → Z be a closed extension. Suppose
xn
a−→ 0. Then xn b−→ 0. Hence a(xn, xn) = b(xn, xn) = b(xn − 0, xn − 0)→ 0 since b is closed.
⇐: By Proposition 2.8, the limit (2.27) exists. We will prove that limn→∞ a(xn, yn) is
independent of the chosen sequences (xn) and (yn). Indeed, if in addition x
′
n
a−→ x and y′n a−→ y,
then
‖a(xn, yn)− a(x′n, y′n)‖Z = ‖a(xn − x′n, yn) + a(x′n, yn − y′n)‖Z
6 ‖a(xn − x′n, yn)‖Z + ‖a(x′n, yn − y′n)‖Z
(2.23)
6 ‖a(xn − x′n, xn − x′n)‖
1
2
Z ‖a(yn, yn)‖
1
2
Z + ‖a(x′n, x′n)‖
1
2
Z ‖a(yn − y′n, yn − y′n)‖
1
2
Z .
Note that xn−x′n a−→ 0 and yn−y′n −→
a
0. So by the assumption a(xn−x′n, xn−x′n)→ 0 and a(yn−
y′n, yn − y′n)→ 0. With the point 2 of Proposition 2.8, we obtain ‖a(xn, yn)− a(x′n, y′n)‖Y → 0
as n→∞.
For the closedeness of a, consider a Cauchy sequence (xn) of elements of D for the norm
‖x‖a. It converges to some x ∈ X . From the definition (2.26) of D(a), we infer that x ∈ D(a).
We infer that
a(xn − x, xn − x) (2.27)= lim
n→∞ limm→∞ a(xn − xm, xn − xm) = 0
which means that the sequence (xn) is convergent for the norm ‖x‖a. Finally, note that D is
dense in D(a). So by a classical argument D(a) is also complete.
Now we will show that a is the smallest closed extension of a. Let b be a closed extension of
a. Let x ∈ D(a). By (2.26), there exists a sequence (xn) of D such that xn a−→ x. Then xn b−→ x.
So x ∈ D(b). We conclude that D(a) ⊂ D(b) and a(x, y) = b(x, y) if x, y ∈ D by (2.27) and
Proposition 2.8.
Definition 2.11 If the form a is closable, then a defined by (2.27) with domain D(a) is called
the closure of the bilinear map a.
2.4 Hilbertian valued noncommutative Lp-spaces
We shall use various Hilbert-valued noncommutative Lp-spaces. We refer to [JMX, Chapter 2]
for more information on these spaces. However, note that our notations are slightly different
since we want that our notations remain compatible with vector-valued noncommutative Lp-
spaces in the hyperfinite case in the spirit of the notations of [JRZ1].
If a complex vector space X which is a right M -module is equipped with an L
p
2 (M)-valued
inner product7 where 0 < p 6∞, recall that for any x, y ∈ X , we have by [JuS1, (2.2)]
(2.28) ‖〈x, y〉X‖L p2 (M) 6 ‖x‖X ‖y‖X
7. By an L
p
2 -valued inner product on X we mean a sesquilinear mapping 〈·, ·〉 : X × X → L p2 (M), conjugate
linear in the first variable, satisfying for any x, y ∈ X and any z ∈M
1. 〈x, yz〉 = 〈x, y〉z
2. 〈x, y〉 = 〈y, x〉∗
3. 〈x, x〉 > 0
4. 〈x, x〉 = 0 ⇐⇒ x = 0.
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where
(2.29) ‖x‖X
def
=
∥∥〈x, x〉X∥∥ 12
L
p
2 (M)
.
The following is [JuS1, Proposition 2.2]. We include a short proof for the sake of complete-
ness.
Lemma 2.12 Suppose 0 < p 6∞. Let X be a complex vector space which is a right M -module
equipped with an L
p
2 -valued inner product 〈·, ·〉X on X. Then (2.29) defines a norm on X if
2 6 p 6∞ and a p2 -norm if 0 < p 6 2.
Proof : For any x, y ∈ X , we have
‖〈x, y〉X‖
L
p
2 (M)
(2.28)
6 ‖x‖X ‖y‖X
(2.29)
=
∥∥〈x, x〉X∥∥ 12
L
p
2 (M)
∥∥〈y, y〉X∥∥ 12
L
p
2 (M)
.
Hence the inequality (2.23) is valid with Z = L
p
2 (M) and with a(x, y) = 〈x, y〉X . By Remark
(2.5), the proof is finished.
Suppose 1 6 p <∞. Let H be a Hilbert space. For any elements∑nk=1 xk⊗ak,∑mj=1 yj⊗bj
of Lp(M)⊗H , we define the L p2 (M)-valued inner product
(2.30)
〈 n∑
k=1
xk ⊗ ak,
m∑
j=1
yj ⊗ bj
〉
Lp(M,Hc,p)
def
=
n,m∑
k,j=1
〈ak, bj〉H x∗kyj .
For any element
∑n
k=1 xk ⊗ ak of Lp(M)⊗H , we set [JMX, (2.9)]∥∥∥∥∥
n∑
k=1
xk ⊗ ak
∥∥∥∥∥
Lp(M,Hc,p)
def
=
∥∥∥∥∥∥∥
〈 n∑
k=1
xk ⊗ ak,
n∑
j=1
xj ⊗ aj
〉
Lp(M,Hc,p)

1
2
∥∥∥∥∥∥∥
Lp(M)
(2.31)
=
∥∥∥∥∥∥
( n∑
k,j=1
〈ak, aj〉H x∗kxj
) 1
2
∥∥∥∥∥∥
Lp(M)
.
The space Lp(M,Hc,p) is the completion of L
p(M) ⊗ H for this norm [JMX, page 10]. It is
folklore that Lp(M,Hc,p) equipped with (2.30) is a right L
p-M -module [JuS1, Definition 3.3],
see also [JuPe1, Section 1.3].
If (e1, . . . , en) is an orthonormal family of H and if x1, . . . , xn belong to L
p(M), it follows
from (2.31) (see [JMX, (2.10)]) that∥∥∥∥∥
n∑
k=1
xk ⊗ ek
∥∥∥∥∥
Lp(M,Hc,p)
=
∥∥∥∥∥
( n∑
k=1
|xk|2
) 1
2
∥∥∥∥∥
Lp(M)
=
∥∥∥∥∥
n∑
k=1
ek1 ⊗ xk
∥∥∥∥∥
Sp(Lp(M))
.
We define similarly Lp(M,Hr,p) and we let L
p(M,Hrad,p)
def
= Lp(M,Hr,p)∩Lp(M,Hc,p) if p > 2
and Lp(M,Hrad,p)
def
= Lp(M,Hr,p) + L
p(M,Hc,p) if 1 6 p 6 2. Recall that [JMX, (2.25)]
(2.32) Lp(M,Hrad,p)
∗ = Lp
∗
(M,Hrad,p∗).
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If T : Lp(M) → Lp(M) is completely bounded then by [JMX, page 22] the map T ⊗ IdH
induces a bounded operator on Lp(M,Hc,p), on L
p(M,Hr,p) and on L
p(M,Hrad,p) and we have
(2.33) ‖T ⊗ IdH‖Lp(M,Hc,p)→Lp(M,Hc,p) 6 ‖T ‖cb,Lp(M)→Lp(M) .
(and similarly for the others). If T : H → K between Hilbert spaces is bounded then the
map IdLp(M) ⊗ T induces a bounded operator from Lp(M,Hrad,p) into Lp(M,Krad,p) (and on
Lp(M,Hc,p) and L
p(M,Hr,p)) [JMX, page 14] and we have
(2.34)
∥∥IdLp(M) ⊗ T∥∥Lp(M,Hrad,p)→Lp(M,Krad,p) = ‖T ‖H→K
(and similarly for the others).
We need some semifinite variant of spaces introduced in [Jun3] in the σ-finite case. Let
E : N → M be a trace preserving normal faithful conditional expectation between semifinite
von Neumann algebras equipped with normal semifinite faithful traces. If 2 6 p 6 ∞, for any
f, g ∈ Lp(N ), using the boundedness8 of the conditional expectation E : L p2 (N ) → L p2 (M) we
let 〈f, g〉Lpc (E)
def
= E(f∗g). It is clear that this defines an L
p
2 (M)-valued inner product and the
associated right Lp-M -module9 is denoted by Lpc(E). This means that L
p
c(E) is the completion
of Lp(N ) with respect to the norm
(2.35) ‖f‖Lpc (E)
def
=
∥∥E(f∗f)∥∥ 12
L
p
2 (M)
.
We denote always by 〈f, g〉Lpc (E) the extension of the bracket on this space. Similarly, we define
‖f‖Lpr(E)
def
=
∥∥E(ff∗)∥∥ 12
L
p
2 (M)
. The proof of [Jun3, Remark 2.7], gives the following result. For
the sake of completeness, we give the short computation.
Lemma 2.13 Suppose 2 6 p 6 ∞. We have a contractive injective inclusion of Lp(N ) into
Lpc(E) and into L
p
r(E).
Proof : For any f ∈ Lp(N ), we have
‖f‖Lpc (E)
(2.35)
=
∥∥(E(f∗f))∥∥ 12
L
p
2 (M)
6 ‖f∗f‖ 12
L
p
2 (N )
= ‖f‖Lp(N ) .
We conclude by density. The row result is similar.
In the case 0 < p < 2, the definition of these spaces is unclear in the semifinite case10.
However, if N = M⊗N is a product with N finite, we can use the conditional expectation
E = IdM ⊗ τ : M⊗N → M at the level p = ∞. Indeed, for any f, g ∈ (M ∩ Lp(M)) ⊗ N , we
can consider the element 〈f, g〉Lpc (E)
def
= E(f∗g) of M ∩ L p2 (M). It is clear that this defines an
L
p
2 (M)-valued inner product and we can consider the associated right Lp-M -module Lpc(E).
Lemma 2.14 Suppose 0 < p 6∞. Assume that the von Neumann algebra N is finite and that
M is semifinite. Consider the canonical trace preserving normal faithful conditional expectation
E : M⊗N →M . If f and g are elements of (M ∩ Lp(M))⊗N then we have
(2.36) E(f∗g) = 〈f, g〉Lp(M,L2(N)c,p).
8. In the case 0 < p < 2, note that the conditional expectation E : L
p
2 (N )→ L p2 (M) in not bounded in general.
9. In the case p =∞, we obtain a right W∗-module.
10. In the finite case, we can use the conditional expectation at the level p = ∞ and define ‖·‖Lpc(E) on the
vector space N . See below.
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and
(2.37) ‖f‖Lpc (E) = ‖f‖Lp(M,L2(N)c,p) .
So, we have a canonical isometric isomorphism Lpc(E) = L
p(M,L2(N)c,p).
Proof : We can suppose that f =
∑n
k=1 xk ⊗ ak and g =
∑m
j=1 yj ⊗ bj . Note that N ⊂ Lp(N)
for any 0 < p 6∞. If τ is the normalized trace of N , we have
E(f∗g) = (IdM ⊗ τ)
( n,m∑
k,j=1
(x∗k ⊗ a∗k)(yj ⊗ bj)
)
=
n,m∑
k,j=1
τ(a∗kbj)x
∗
kyj
=
n,m∑
k,j=1
〈ak, bj〉L2(N)x∗kyj
(2.30)
= 〈f, g〉Lp(M,L2(N)c,p).
Moreover, we have
‖f‖Lpc (E)
(2.35)
=
∥∥(E(f∗f))∥∥ 12
L
p
2 (M)
(2.36)
=
∥∥(〈f, f〉Lp(M,L2(N)c,p))∥∥ 12
L
p
2 (M)
(2.31)
= ‖f‖Lp(M,L2(N)c,p) .
Finally, if 0 < p < 2 note that (M ∩Lp(M))⊗N is dense in Lpc(E) by definition. If 2 6 p 6∞,
note that (M ∩ Lp(M))⊗N is dense in Lp(M⊗N), hence in Lpc(E)by Lemma 2.13. Moreover,
(M ∩Lp(M))⊗N is dense in Lp(M,L2(N)c,p) since ‖·‖Lp(M,L2(N)c,p) is a cross norm by (2.31).
Let E : N →M be a trace preserving normal faithful conditional expectation between finite
von Neumann algebras equipped with normal finite faithful traces. For any f, g ∈ N , we can
consider the element 〈f, g〉Lpc (E)
def
= E(f∗g) of M ⊂ L p2 (M). It is clear that this defines an
L
p
2 (M)-valued inner product and we can consider the associated right Lp-M -module Lpc(E).
If N is a crossed product, we have the following result. See Section (2.7) for background on
crossed products.
Lemma 2.15 Suppose 0 < p 6∞. Let G be a discrete group. Assume that the von Neumann
algebra N is finite. Let α : G→ N be an action of G on N by trace preserving ∗-automorphisms.
Consider the canonical trace preserving normal faithful conditional expectation E : N ⋊α G →
VN(G). If f =
∑n
k=1 xk ⋊ λsk and g =
∑m
j=1 yj ⋊ λsj are elements of PN,G then we have
(2.38) E(f∗g) =
〈 n∑
k=1
ak ⊗ λsk ,
m∑
j=1
bj ⊗ λsj
〉
Lp(VN(G),L2(N)c,p)
.
and
(2.39) ‖f‖Lpc(E) = ‖f‖Lp(VN(G),L2(N)c,p) .
So, we have a canonical isometric isomorphism Lpc(E) = L
p(VN(G),L2(N)c,p).
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Proof : Note that N ⊂ Lp(N) for any 0 < p 6∞. If τ is the normalized trace of N , we have
E(f∗g) =
n,m∑
k,j=1
E
(
(xk ⋊ λsk)
∗(yj ⋊ λsj )
) (2.51)
=
n,m∑
k,j=1
E
(
(αs−1
k
(x∗k)⋊ λ
−1
sk
)(yj ⋊ λsj )
)
(2.52)
=
n,m∑
k,j=1
E
(
(αs−1
k
(x∗k)αs−1
k
(yj)⋊ λ
−1
sk
λsj )
)
=
n,m∑
k,j=1
τ
(
αs−1
k
(x∗kyj)
)
⋊ λ−1sk λsj
=
n,m∑
k,j=1
τ(x∗kyj)λ
∗
sk
λsj
(2.30)
=
〈 n∑
k=1
λsk ⊗ xk,
m∑
j=1
λsj ⊗ yj
〉
Lp(VN(G),L2(N)c,p)
.
Moreover, we have
‖f‖Lpc (E)
(2.35)
=
∥∥(E(f∗f))∥∥ 12
L
p
2 (VN(G))
(2.38)
=
∥∥(〈f, f〉Lp(VN(G),L2(N)c,p))∥∥ 12
L
p
2 (VN(G))
(2.31)
= ‖f‖Lp(VN(G),L2(N)c,p) .
Finally, if 0 < p < 2 note that PN,G is dense in Lpc(E) by definition. If 2 6 p 6∞, note that PN,G
is dense in Lp(N⋊αG), hence in L
p
c(E). Moreover, VN(G)⊗N is dense in Lp(VN(G),L2(N)c,p)
since ‖·‖Lp(VN(G),L2(N)c,p) is a cross norm by (2.31).
Finally, we let Lpcr(E)
def
= Lp(M,L2(N)rad,p) if 1 6 p 6∞.
2.5 Carré du champ Γ and first order differential calculus for Schur
multipliers
To state some of our results, we need to consider the gradient form associated to the (negative)
infinitesimal generator A, defined by A(eij) = aijeij , of a weak* continuous semigroup (Tt)t>0
of selfadjoint completely positive unital Schur multipliers on B(ℓ2I). For any x, y ∈ MI,fin, we
define the element
(2.40) Γ(x, y)
def
=
1
2
[
A(x∗)y + x∗A(y)−A(x∗y)].
of MI,fin. For any i, j, k, l ∈ I, note that
Γ(eij , ekl) =
1
2
[
A(eji)ekl + ejiA(ekl)−A(ejiekl)
]
=
1
2
δi=k
[
aji + akl − ajl
]
ejl.(2.41)
We refer to the books [BGL1] and [BoH1] for the general case of semigroups acting on classical
Lp-spaces and to [Mey2]. For the semigroups acting on noncommutative Lp-spaces, the carré du
champ and its applications were studied in the papers [CiS1, Section 9], [Cip1], [JM1], [Sau1],
[JuZ3] and [Zen1] mainly in the σ-finite case and for L2-spaces (see [DaL1] for related things).
Unfortunately, these papers do not suffice for our setting. So, in the following, we describe an
elementary, independent and more concrete approach. However, some results of this section
could be known, at least in the case p = 2 and I finite.
The first part of the following result shows how to construct the carré du champ directly
from the semigroup (Tt)t>0.
Lemma 2.16 1. Suppose 1 6 p 6∞. For any x, y ∈MI,fin, we have
(2.42) Γ(x, y) = lim
t→0+
1
2t
(
Tt(x
∗y)− (Tt(x))∗Tt(y)
)
in SpI .
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2. For any x ∈MI,fin, we have Γ(x, x) > 0.
3. For any x, y ∈ MI,fin, the matrix
[
Γ(x, x) Γ(x, y)
Γ(y, x) Γ(y, y)
]
is positive.
4. For any x, y ∈ MI,fin, we have
(2.43) ‖Γ(x, y)‖Sp
I
6 ‖Γ(x, x)‖ 12
S
p
I
‖Γ(y, y)‖ 12
S
p
I
.
This inequality even holds for 0 < p 6∞.
Proof : 1. Suppose 1 6 p <∞. For any x, y ∈ MI,fin, using the joint continuity of multiplication
on bounded sets for the strong operator topology on SpI [EFHN, Proposition C.19], we have
1
2t
(
Tt(x
∗y)− (Tt(x))∗Tt(y)
)
=
1
2t
(
Tt(x
∗y)− x∗y + x∗y − (Tt(x))∗y + (Tt(x))∗y − (Tt(x))∗Tt(y)
)
=
1
2t
(
Tt(x
∗y)− x∗y + (x∗ − Tt(x∗))y + (Tt(x))∗(y − Tt(y))
)
(2.1)−−−−→
t→0+
1
2
(−A(x∗y) +A(x∗)y + x∗A(y)) (2.40)= Γ(x, y).
If p = ∞ we use the fact that x, y ∈ MI,fin, so all above operators belong to some finite
dimensional subspace of SpI ∩ S∞I on which convergence in S∞I norm follows from convergence
in SpI norm.
2. Each operator Tt : B(ℓ
2
I)→ B(ℓ2I) is completely positive and unital. Hence by the Schwarz
inequality [Pau, Proposition 3.3] (or [Pal2, Proposition 9.9.4]), we have Tt(x)
∗Tt(x) 6 Tt(x∗x).
Recall that the positive cone of B(ℓ2I) is weak* closed (see e.g. [ArK1, (2.3)]). Using the point
1, we conclude that Γ(x, x) > 0.
3. For x, y ∈ MI,fin, using the point 1 in the first equality and the point 2 in the last
inequality applied with the semigroup (IdM2 ⊗ Tt)t>0, we obtain[
Γ(x, x) Γ(x, y)
Γ(y, x) Γ(y, y)
]
(2.42)
= lim
t→0+
1
2t
[
Tt(x
∗x)− (Tt(x))∗Tt(x) Tt(x∗y)− (Tt(x))∗Tt(y)
Tt(y
∗x)− (Tt(y))∗Tt(x) Tt(y∗y)− (Tt(y))∗Tt(y)
]
= lim
t→0+
1
2t
([
Tt(x
∗x) Tt(x∗y)
Tt(y
∗x) Tt(y∗y)
]
−
[
(Tt(x))
∗Tt(x) (Tt(x))∗Tt(y)
(Tt(y))
∗Tt(x) (Tt(y))∗Tt(y)
])
= lim
t→0+
(
(IdM2 ⊗ Tt)
([
x∗x x∗y
y∗x y∗y
])
−
[
(Tt(x))
∗ 0
(Tt(y))
∗ 0
] [
Tt(x) Tt(y)
0 0
])
= lim
t→0+
(
(IdM2 ⊗ Tt)
([
x y
0 0
]∗ [
x y
0 0
])
−
(
(IdM2 ⊗ Tt)
([
x y
0 0
]))∗(
(IdM2 ⊗ Tt)
[
x y
0 0
]))
> 0.
4. By [ArK1, Lemma 2.11] or [HoJ1, Theorem 3.5.15], we have
‖Γ(x, y)‖Sp
I
6
1
2
1
p
(
‖Γ(x, x)‖p
S
p
I
+ ‖Γ(y, y)‖p
S
p
I
) 1
p
.
Since we have Γ(λx, 1
λ
y) = Γ(x, y) for λ > 0, we deduce
‖Γ(x, y)‖Sp
I
6
1
2
1
p
inf
λ>0
(
λ ‖Γ(x, x)‖p
S
p
I
+
1
λ
‖Γ(y, y)‖p
S
p
I
) 1
p
.
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Ruling out beforehand the easy cases Γ(x, x) = 0 or Γ(y, y) = 0, we choose
λ =
(
‖Γ(y, y)‖p
S
p
I
/ ‖Γ(x, x)‖p
S
p
I
) 1
2
and obtain
‖Γ(x, y)‖Sp
I
6
1
2
1
p
(
2 ‖Γ(x, x)‖
p
2
S
p
I
‖Γ(y, y)‖
p
2
Lp(VN(G))
) 1
p
= ‖Γ(x, x)‖ 12
S
p
I
‖Γ(y, y)‖ 12
S
p
I
.
Suppose 1 6 p < ∞ and −1 6 q 6 1. Note that the Bochner space Lp(Γq(H)⊗B(ℓ2I)) is
equipped with a canonical structure of S∞I -bimodule whose operations are defined by (f⊗x)y def=
f ⊗ xy and y(f ⊗ x) def= f ⊗ yx where x ∈ SpI , y ∈ S∞I and f ∈ Lp(Γq(H)).
Consider a semigroup (Tt)t>0 of selfadjoint unital completely positive Schur multipliers on
B(ℓ2I). By [Arh1, Proposition 5.4] (see also [Arh6]), there exists a real Hilbert space H and a
family (αi)i∈I of elements of H such that for any t > 0 the Schur multiplier Tt : B
(
ℓ2I
)→ B(ℓ2I)
is associated with the matrix [
e−t‖αi−αj‖
2
H
]
i,j∈I
.
The weak* infinitesimal generator A acts by A(eij) = ‖αi − αj‖2H eij . If Γq is the q-Gaussian
functor of Section 2.2 associated with the real Hilbert space H , we can consider the linear map
∂α,q : MI,fin → Γq(H)⊗MI,fin (resp. ∂α,1 : MI,fin → L0(Ω)⊗MI,fin if q = 1) defined by
(2.44) ∂α,q(eij)
def
= sq(αi − αj)⊗ eij , i, j ∈ I.
We have the following Leibniz rule.
Lemma 2.17 Suppose −1 6 q 6 1. For any x, y ∈ MI,fin, we have
(2.45) ∂α,q(xy) = x∂α,q(y) + ∂α,q(x)y.
Proof : On the one hand, for any i, j, k, l ∈ I, we have
∂α,q(eijekl) = δj=k∂α,q(eil)
(2.44)
= δj=ksq(αi − αl)⊗ eil.
On the other hand, for any i, j, k, l ∈ I, we have
eij∂α,q(ekl) + ∂α,q(eij)ekl = eij
(
sq(αk − αl)⊗ ekl
)
+
(
sq(αi − αj)⊗ eij
)
ekl
= sq(αk − αl)⊗ eijekl + sq(αi − αj)⊗ eijekl
= sq(αk − αl)⊗ δj=keil + sq(αi − αj)⊗ δj=keil
= δj=k
(
sq(αk − αl) + sq(αi − αj)
)⊗ eil = δj=ksq(αi − αl)⊗ eil.
The result follows by linearity.
Now, we describe a connection between the carré du champ and the map ∂α which is
analogous to the equality of [Sau1, Section 1.4] (see also [Sau2]). For that, we introduce the
canonical trace preserving normal faithful conditional expectation E : Γq(H)⊗B(ℓ2I)→ B(ℓ2I).
Proposition 2.18 Suppose −1 6 q 6 1 and 1 6 p <∞.
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1. For any x, y ∈ MI,fin, we have
(2.46) Γ(x, y) = E
((
∂α,q(x)
)∗
∂α,q(y)
)
=
〈
∂α,q(x), ∂α,q(y)
〉
S
p
I
(L2(Γq(H))c,p)
.
2. For any x ∈MI,fin, we have
(2.47)
∥∥Γ(x, x) 12 ∥∥
S
p
I
=
∥∥∂α,q(x)∥∥Sp
I
(L2(Γq(H))c,p)
,
Proof : 1. On the one hand, for any i, j, k, l ∈ I, we have
Γ(eij , ekl)
(2.41)
=
1
2
δi=k
[
aji + akl − ajl
]
ejl =
1
2
δi=k
(
‖αj − αi‖2H + ‖αk − αl‖2H − ‖αj − αl‖2H
)
ejl
=
1
2
δi=k
(
2 ‖αk‖2 − 2〈αi, αk〉 − 2〈αj , αk〉+ 2〈αi, αj〉
)
ejl = 〈αk − αi, αk − αj〉Hejl.
On the other hand, we have
E
[(
∂α,q(eij)
)∗
∂α,q(ekl)
] (2.44)
= E
[(
sq(αi − αj)⊗ eij
)∗(
sq(αk − αl)⊗ ekl
)]
= E
[
sq(αi − αj)sq(αk − αl)⊗ ejiekl
]
= δi=kτ(sq(αi − αj)sq(αk − αl))ejl
= δi=k〈αi − αj , αk − αl〉Hejl
The second equality is a consequence of (2.36).
2. If x ∈ MI,fin, we have∥∥∂α,q(x)∥∥Sp
I
(L2(Γq(H))c,p)
(2.31)
=
∥∥∥〈∂α,q(x), ∂α,q(x)〉 12Sp
I
(L2(Γq(H))c,p)
∥∥∥
S
p
I
(2.46)
=
∥∥Γ(x, x) 12∥∥
S
p
I
.
The next lemma describes the “Dirichlet form”.
Lemma 2.19 For any x ∈MI,fin, we have
Tr
(
Γ(x, x)
)
=
∑
i,j∈I
|xij |2aij .
Moreover, we have Γ(x, x) = 0 if and only if Tr(Γ(x, x)) = 0.
Proof : Using ajj = ‖αj − αj‖2H = 0 and aij = ‖αi − αj‖2H = aji in the last equality, we obtain
Tr
(
Γ(eij , ekl)
) (2.41)
=
1
2
δi=k
[
aji + akl − ajl
]
Tr(ejl) =
1
2
δi=k,j=l
[
aji + akl − ajl
]
= δi=k,j=laij .
We conclude by linearity. The last statement is a consequence of the part 2 of Lemma 2.16 and
the faithfulness of the trace.
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2.6 Markovian semigroups of Fourier multipliers on group von Neu-
mann algebras
In this subsection, we recall the basic theory of markovian semigroups of Fourier multipliers.
Let G be a discrete group and consider its representation over the Hilbert space ℓ2G given by left
translations λsf(t) = f(s
−1t) for s, t ∈ G and f ∈ ℓ2G. Then the group von Neumann algebra
VN(G) ⊆ B(ℓ2G) is by definition generated by these left translations. We also recall that C∗r(G)
stands for the reduced group C∗-algebra sitting inside VN(G) ⊆ B(ℓ2G) and generated by these
λs. Let us write
(2.48) PG = span {λs : s ∈ G}
for the space of “trigonometric polynomials”. Then a Fourier multiplier Mφ with some symbol
φ : G→ C is by definition the linear mapping Mφ : PG → PG, λs 7→ φ(s)λs. The von Neumann
algebra VN(G) is equipped with the tracial state τ(λs) = δs=e = 〈λsδe, δe〉. Then one associates
with it the family of non-commutative Lp-spaces Lp(VN(G)), and one can ask whether Mφ
extends to a bounded operator on Lp(VN(G)). We will be mainly interested in the case that
Mφ extends to a contraction on L
p(VN(G)) for all 1 6 p 6∞ (normal if p =∞), more precisely
we have the following.
Definition 2.20 [JMX, Chapter 5] Let M be a von Neumann algebra equipped with a faithful
normal semifinite trace. Let (Tt)t>0 be a weak* continuous semigroup of normal operators on
M . We say that (Tt)t>0 is a markovian semigroup if
1. each Tt extends to a contraction on L
p(M) for any 1 6 p 6∞,
2. each Tt is self-adjoint on L
2(VN(G)),
3. each Tt is completely positive,
4. each Tt maps 1 7→ Tt(1) = 1.
In particular, if M = VN(G) for some discrete group G and each Tt is a Fourier multiplier,
then we say that (Tt)t>0 is a markovian semigroup of Fourier multipliers.
We have the following characterization of such markovian semigroups of Fourier multipliers.
It is known as Schoenberg’s Theorem, see [Schoe] for its classical form.
Proposition 2.21 Let G be a discrete group and (Tt)t be a semigroup on VN(G). Then the
following are equivalent.
1. (Tt)t is a markovian semigroup of Fourier multipliers.
2. There exists a conditionally negative definite function ψ : G → C such that Tt(λs) =
exp(−tψ(s))λs for any t > 0 and s ∈ G. Conditionally negative definite means that
ψ(e) = 0, ψ(s) = ψ(s−1) for any s ∈ G and ∑s as = 0 =⇒∑s,s′ asas′ψ(s−1s′) 6 0.
3. There exists a real Hilbert space H together with a mapping b : G → C and a homomor-
phism π : G→ O(H), where O(H) stands for the orthogonal group, such that the 1-cocycle
law holds: b(st) = b(s) + πs(b(t)) for s, t ∈ G, and moreover, Tt is a Fourier multiplier
with symbol exp(−tψ), where ψ(s) = ‖b(s)‖2H .
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2.7 Transference of Fourier multipliers on crossed product von Neu-
mann algebras
We refer to [Haa2], [Haa3], [Str1], [Sun] and [Tak2]. LetM be a von Neumann algebra acting on
a Hilbert space H . Let G be a locally compact group equipped with some left Haar measure µG.
Let α : G→ Aut(M) be a trace preserving representation of G onM which is weak* continuous,
i.e. for any x ∈ M and any y ∈ M∗, the map G → M , s 7→ 〈αs(x), y〉M,M∗ is continuous. For
any x ∈M , we define the operators π(x) : L2(G,H)→ L2(G,H) [Str1, (2) page 263] by
(2.49)
(
π(x)ξ
)
(s)
def
= α−1s (x)ξ(s), ξ ∈ L2(G,H), s ∈ G.
These operators satisfy the following commutation relation [Str1, (2) page 292]:
(2.50) (λs ⊗ IdH)π(x)(λs ⊗ IdH)∗ = π(αs(x)), x ∈M, s ∈ G.
Recall that the crossed product of M and G with respect to α is the von Neumann algebra
M ⋊α G = (π(M) ∪ {λs ⊗ IdH : s ∈ G})′′ on the Hilbert space L2(G,H) generated by the
operators π(x) and λs⊗ IdH where x ∈M and s ∈ G. By [Str1, page 263] or [Dae1, Proposition
2.5], π is a normal injective ∗-homomorphism fromM intoM⋊αG (hence σ-strong* continuous).
In the sequel, we suppose that G is discrete. For any s ∈ G and any x ∈ M , we let
x⋊ λs
def
= π(x)(λs ⊗ IdH). We recall the rules of product and adjoint:
(2.51) (x ⋊ λs)
∗ = αs−1(x∗)⋊ λs−1
and
(2.52) (x⋊ λs)(y ⋊ λt) = xαs(y)⋊ λst, s, t ∈ G, ξ ∈ H.
We define P⋊,G as the span of the x⋊ λs’s where x ∈M and s ∈ G.
Finally, if M is equipped with a normal finite faithful trace τM then M ⋊α G is equipped
with the normal finite faithful trace defined by τM⋊αG(x⋊λs) = τM (x)δs=e if τM is G-invariant.
Given a discrete group G, we can consider the “fundamental unitary” WH : ℓ
2
G ⊗2 H ⊗2 ℓ2G →
ℓ2G ⊗2 H ⊗2 ℓ2G defined by
(2.53) WH(εt ⊗ ξ ⊗ εr) = εt ⊗ ξ ⊗ εtr
(see also [BoBr, page 8]).
Lemma 2.22 Then, for any s ∈ G and any x ∈M , we have
WH
(
(x⋊ λs)⊗ Idℓ2
G
)
W ∗H = (x ⋊ λs)⊗ λs.
Proof : On the one hand, for any s, t, r ∈ G, we have
WH
(
(x⋊ λs)⊗ Idℓ2
G
)
(εt ⊗ ξ ⊗ εr) =WH
(
x(λs ⊗ IdH)⊗ Idℓ2
G
)
(εt ⊗ ξ ⊗ εr)
=WH
(
x⊗ Idℓ2
G
)
(εst ⊗ ξ ⊗ εr) =WH(εst ⊗ α−1st (x)ξ ⊗ εr)
= εst ⊗ α−1st (x)ξ ⊗ εstr.
On the other hand, we have(
(x⋊ λs)⊗ λs
)
WH(εt ⊗ ξ ⊗ εr) =
(
(x(λs ⊗ IdH))⊗ λs
)
(εt ⊗ ξ ⊗ εtr)
=
(
x⊗ Idℓ2
G
)
(εst ⊗ ξ ⊗ εstr) = εst ⊗ α−1st (x)ξ ⊗ εstr.
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We conclude by linearity and density.
As a composition of an ampliation and a spatial isomorphism, the map M ⋊α VN(G) →
VN(G)⊗(M ⋊α G), z 7→WH
(
z ⊗ Idℓ2
G
)
W ∗H is a unital normal injective ∗-homomorphism. This
map is a well-defined kind of “crossed coproduct” defined by
(2.54)
∆: M ⋊α VN(G) −→ VN(G)⊗(M ⋊α G)
x⋊ λs 7−→ λs ⊗ (x⋊ λs)
This homormorphism is trace preserving since
τVN(G)⊗(M⋊αG)
(
∆
(
λs ⊗ (x⋊ λs)
)) (2.54)
= τVN(G)⊗(M⋊αG) ((x⋊α λs)⊗ λs)
= τM (x)δs=eτVN(G)(λs) = τM (x)δs=e = τM⋊αVN(G)(x ⋊ λs).
By [Arh2, Lemma 4.1], it admits a completely isometric Lp-extension ∆p : L
p(M ⋊αVN(G))→
Lp(VN(G)⊗(M ⋊α G)) for any 1 6 p <∞.
If x ∈M and s ∈ G and if φ : G→ C, we let
(2.55)
(
IdM ⋊Mφ
)
(x⋊ λs)
def
= φ(s)x ⋊ λs.
The main result of this subsection is the following transference result. The assumptions are
satisfied in the case where M has QWEP and where the action α : G → Aut(M) is amenable,
see [Oza, Proposition 4.1 (vi)]. See also [Arh1, Proposition 4.8].
Proposition 2.23 Suppose 1 6 p 6 ∞. Let φ : G → C a function which induces a completely
bounded Fourier multiplier Mφ : L
p(VN(G)) → Lp(VN(G)). If 1 6 p < ∞, assume in addition
that M ⋊αG has QWEP. Then (2.55) induces a completely bounded map IdM ⋊Mφ : L
p(M ⋊α
G)→ Lp(M ⋊α G) and
(2.56) ‖IdM ⋊Mφ‖cb,Lp(M⋊αG)→Lp(M⋊αG) 6 ‖Mφ‖cb,Lp(VN(G))→Lp(VN(G)) .
Moreover, we have
(2.57) ∆p
(
IdM ⋊Mφ
)
=
(
Mφ ⊗ IdLp(M⋊αG)
)
∆p.
Proof : On the one hand, for any x ∈M and any s ∈ G, we have
∆p
(
IdM ⋊Mφ
)
(x ⋊ λs)
(2.55)
= φ(s)∆p(x ⋊ λs)
(2.54)
= φ(s)
(
λs ⊗ (x ⋊ λs)
)
.
On the other hand, we have(
Mφ ⊗ IdLp(M⋊αG)
)
∆p(x⋊ λs)
(2.54)
=
(
Mφ ⊗ IdLp(M⋊αG)
)(
λs ⊗ (x⋊ λs)
)
= φ(s)
(
λs ⊗ (x⋊ λs)
)
.
We conclude that (2.57) is true on P⋊,G. Since M ⋊αG has QWEP, the von Neumann algebra
VN(G) is also QWEP. So, by [Jun, (iii) page 984], the mapMφ⊗IdLp(M⋊αG) : Lp(VN(G)⊗(M⋊α
G)) → Lp(VN(G)⊗(M ⋊α G)) is completely bounded (in the case p = ∞, note that this as-
sumption is useless) with
(2.58)∥∥Mφ ⊗ IdLp(M⋊αG)∥∥cb,Lp(VN(G)⊗(M⋊αG))→Lp(VN(G)⊗(M⋊αG)) 6 ‖Mφ‖cb,Lp(VN(G))→Lp(VN(G)) .
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Note that IdSp ⊗ ∆p : Lp(B(ℓ2)⊗(M ⋊α G)) → Lp(B(ℓ2)⊗VN(G)⊗(M ⋊α G)) is a complete
isometry. If z ∈ Sp ⊗ PM,G, we have∥∥(IdSp ⊗ (IdM ⋊Mφ))(z)∥∥ = ∥∥(IdSp ⊗ (∆p(IdM ⋊Mφ)))(z)∥∥
(2.57)
=
∥∥(IdSp ⊗ (Mφ ⊗ IdLp(M⋊αG))∆p)(z)∥∥ 6 ∥∥Mφ ⊗ IdLp(M⋊αG)∥∥cb ‖∆p‖cb ‖z‖
(2.58)
6 ‖Mφ‖cb,Lp(VN(G))→Lp(VN(G)) ‖z‖ .
So (2.57) is proved.
Recall that a discrete group has AP if there exists a net (ϕj) of finitely supported functions
on G such thatMϕj ⊗ IdB(H) → IdC∗λ(G)⊗B(H) in the point-norm topology for any Hilbert space
H by [HK, Theorem 1.9]. A discrete group G is weakly amenable if there exists a net (ϕj) of
finitely supported functions on G such that ϕj → 1 pointwise and supj
∥∥Mϕj∥∥cb,VN(G)→VN(G) <
∞. Recall that a weakly amenable discrete group has AP by [HK, page 677]. Finally note
that amenable groups, free groups, SL(2,Z) and hyperbolic groups are weakly amenable. The
first three parts of the following are [CaSm1, Lemma 2.1]. The part 4 is a straightforward
consequence of Proposition 2.23 and the proof of [HK, Theorem 1.12].
Proposition 2.24 Let G be a discrete group with AP and α : G→ Aut(M) be a weak* contin-
uous representation of G on a von Neumann algebra M . Then there exist a net (ϕj) of finitely
supported functions on G with the following properties:
1. For each s ∈ G, we have limj ϕj(s) = 1.
2. Each Mϕj induces a normal completely bounded map Id⋊Mϕj : M ⋊α G→M ⋊α G.
3. The net (Id⋊Mϕj) converges to IdM⋊αG for the point weak* topology.
4. If G is in addition weakly amenable then supj
∥∥Id⋊Mϕj∥∥cb,M⋊αG→M⋊αG <∞.
An operator space E has CBAP [ER, page 205] (see also [BrO, page 365] for the particular
case of C∗-algebras) when there exists a net (Tj) of finite-rank linear maps Tj : E → E satisfying
the properties:
1. for any x ∈ E, we have limj ‖Tj(x) − x‖E = 0,
2. supj ‖Tj‖cb,E→E <∞.
In the case where E is a noncommutative Lp-space associated to a group von Neumann
algebra of a discrete group, we can use an average construction of Haagerup [Haa3, proof of
Lemma 2.5] to replace the net (Tj) by a net of Fourier multipliers, see also [ArK1, Theorem
4.2] for a generalization. Indeed, we have the following observation which is probably folklore.
Lemma 2.25 Let G be a discrete group. Suppose 1 6 p < ∞. Then the operator space
Lp(VN(G)) has CBAP if and only if there exists a net (ϕj) of functions ϕj : G→ C with finite
support which converge pointwise to 1 such that the net (Mϕj ) converges to IdLp(VN(G)) in the
point-norm topology with
sup
j
∥∥Mϕj∥∥cb,Lp(VN(G))→Lp(VN(G)) <∞.
Moreover, if Lp(VN(G)) has CCAP, then the above supremum can be chosen to be equal to 1.
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Proof : Let (Tj) be a net of finite-rank maps on L
p(VN(G)) with supj ‖Tj‖cb,Lp(VN(G))→Lp(VN(G)) 6
C <∞ such that (Tj) converges to IdLp(VN(G)) in the point-norm topology. Since PG from (2.48)
is norm dense in Lp(VN(G)), we may suppose that the range of each Tj is a subspace of PG.
Hence for any j there exist some integer nj , some ηj,k ∈ Lp(VN(G))∗ and some sk,j ∈ G such
that Tj =
∑nj
k=1 ηj,k⊗λsk,j . Using the map P pG of [ArK1, Corollary 4.6], we let Mϕj
def
= P pG(Tj)
for any j. We obtain a net (Mϕj) of completely bounded Fourier multipliers maps on L
p(VN(G))
such that
∥∥Mϕj∥∥cb,Lp(VN(G))→Lp(VN(G)) 6 C with ϕj(s) = τG(Tj(λs))λ∗s) for any j and any
s ∈ G. Then for any j and any s ∈ G we have
ϕj(s) = τG
(
Tj(λs)λ
∗
s
)
= τG
( nj∑
k=1
ηj,k(λs)λsk,jλ
∗
s
)
=
nj∑
k=1
ηj,k(λs)τG
(
λsk,jλ
∗
s
)
=
nj∑
k=1
ηj,k(λs)δsk,j ,s.
This shows that eachMϕj is a finite-rank multiplier map on L
p(VN(G)). Using the convergence
of (Tj) to IdLp(VN(G)) in the point-norm topology, we obtain the following pointwise convergence
for any s ∈ G
ϕj(s) = τG
(
Tj(λs)λ
∗
s
) −−→
j
τG(λsλ
∗
s) = τG
(
1VN(G)
)
= 1.
Moreover, we have the uniform bound ‖ϕj‖L∞(G) 6
∥∥Mϕj∥∥cb,Lp(VN(G))→Lp(VN(G)) 6 C. This
implies that (ϕj) converges to 1 for the weak* topology of L
∞(G). Using [ArK1, Lemma 6.7],
we conclude that the net (Mϕj ) converges to IdLp(VN(G)) in the point-norm topology.
If Lp(VN(G)) has CCAP, then the Tj above will have cb-norm less than 1. Moreover, the
adaptation of the Tj to have range in PG can be arranged with cb-norm less than 1. Finally. the
projection P pG from [ArK1, Corollary 4.6] has norm 1, so that the Mϕj will again have cb-norm
less than 1.
Recall that by [JR1, Proposition 3.5] ifG is a weakly amenable discrete group then Lp(VN(G))
has CBAP for any 1 < p < ∞. A careful reading of the proofs of [JR1, Proposition 3.2] and
[JR1, Proposition 3.5] shows that the existence of an approximating net (Mϕj ) as in Lemma 2.25
which converges to IdLp(VN(G)) for all 1 < p < ∞ and in C∗λ(G) in the point-norm topologies
with in addition sup
∥∥Mϕj∥∥cb,C∗
λ
(G)→C∗
λ
(G)
< ∞. Using [EFHN, Proposition C.18], Proposi-
tion 2.23 and the density of P⋊ in Lp(M ⋊α G), it is easy to check that the net (Id ⋊Mϕj ) of
completely bounded maps converges to IdLp(M⋊αG) for the point norm topology of L
p(M⋊αG).
Consider finally a discrete groupG with AP such that VN(G) has QWEP. By [JR1, Theorem
1.2], if 1 < p < ∞ then Lp(VN(G)) has CCAP. But in this case, it is unclear if the previous
paragraph is true for this class of groups and it is an interesting open question.
We will use the following result which is stated in [Dae1, Proposition 3.13 and its proof]
and [Arh7, Lemma 2.3] in the special case that T : M → M is a unital normal injective ∗-
homomorphism. Then the rather easy proof of Lemma 2.26 follows the same lines.
Lemma 2.26 Let T : M →M be a completely bounded normal map. Let G be a discrete group
and α : G → Aut(M) be a weak* continuous action. If Tα(s) = α(s)T for any s ∈ G, then
there is a linear normal mapping T ⋊ IdVN(G) : M ⋊αG→M ⋊αG of completely bounded norm
that of T such that
(T ⋊ IdVN(G))(x ⋊ λs) = T (x)⋊ λs.
2.8 Carré du champ Γ and first order differential calculus for Fourier
multipliers
Let G be a discrete group. For any 1 6 p 6∞, note that we have PG ⊂ Lp(VN(G)). To state
our next result, we need to consider the gradient form associated to the infinitesimal genera-
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tor A(λs) = ψ(s)λs of a weak* continuous semigroup (Tt)t>0 of Markov Fourier multipliers.
Namely, for x, y ∈ PG, we define the element
(2.59) Γ(x, y)
def
=
1
2
[
A(x∗)y + x∗A(y)−A(x∗y)]
of span {λs : s ∈ G}. For any s, t ∈ G, note that
Γ(λs, λt) =
1
2
[
ψ(s−1) + ψ(t)− ψ(s−1t)]λs−1t.(2.60)
The first part of the following result shows how to construct the carré du champ directly from
the semigroup (Tt)t>0. The proof is similar to the one of Lemma 2.16.
Lemma 2.27 Let G be a discrete group.
1. Suppose 1 6 p 6∞. For any x, y ∈ PG, we have
(2.61) Γ(x, y) = lim
t→0+
1
2t
(
Tt(x
∗y)− (Tt(x))∗Tt(y)
)
in Lp(VN(G)).
2. For any x ∈ PG, we have Γ(x, x) > 0.
3. For any x, y ∈ PG, the matrix
[
Γ(x, x) Γ(x, y)
Γ(y, x) Γ(y, y)
]
is positive.
4. For any x, y ∈ PG, we have
(2.62) ‖Γ(x, y)‖Lp(VN(G)) 6 ‖Γ(x, x)‖
1
2
Lp(VN(G)) ‖Γ(y, y)‖
1
2
Lp(VN(G)) .
This inequality even holds for 0 < p 6∞.
Suppose that (Tt)t>0 is associated to the length ψ : G→ R+ with associated cocycle bψ : G→
H and the orthogonal representation π : G→ B(H), s 7→ πs of G on H . For any s ∈ G, we have
(2.63) ψ(s) = ‖bψ(s)‖2H .
For any s, t ∈ G, we have the cocycle law
(2.64) πs(bψ(t)) = bψ(st)− bψ(s), i.e. bψ(st) = bψ(s) + πs(bψ(t)).
Note also the equality [BHV, Exercise 2.14.1]
(2.65) b(s−1) = −π(s−1)b(s).
Suppose−1 6 q 6 1. For any s ∈ G, we will use the second quantization αs def= Γ∞q (πs) : Γq(H)→
Γq(H) which is trace preserving. We obtain an action α : G→ Aut(Γq(H)). So we can consider
the crossed product Γq(H) ⋊α VN(G) equipped with its canonical normal finite faithful trace
τ⋊.
Suppose −1 6 q 6 1 and 1 6 p < ∞. We introduce the map ∂ψ,q : PG → Lp(Γq(H) ⋊α G)
defined by
(2.66) ∂ψ,q(λs) = sq(bψ(s)) ⋊ λs.
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which is a slight generalization of the map of [JMP1, page 535]. Note that
Note that Lp(Γq(H)⋊α G) is a VN(G)-bimodule with left and right actions induced by
(2.67) λs(z ⋊ λt)
def
= αs(z)⋊ λst and (z ⋊ λt)λs
def
= z ⋊ λts, z ∈ Γq(H), s, t ∈ G.
The following is stated in the particular case q = 1 without proof in [JMP2, page 544] and in
[Zen1, page 9] without proof but with false bimodule operations. For the sake of completness,
we give a short proof.
Lemma 2.28 Suppose −1 6 q 6 1. Let G be a discrete group. For any x, y ∈ PG, we have
(2.68) ∂ψ,q(xy) = x∂ψ,q(y) + ∂ψ,q(x)y.
Proof : For any s, t ∈ G, we have
λs∂ψ,q(λt) + ∂ψ,q(λs)λt
(2.66)
= λs
(
sq(bψ(t))⋊ λt
)
+
(
sq(bψ(s)) ⋊ λs
)
λt
(2.67)
= αs
(
sq(bψ(t))
)
⋊ λst + sq(bψ(s))⋊ λst = sq
(
πs(bψ(t))
)
⋊ λst + sq(bψ(s))⋊ λst
(2.66)
=
(
sq(πs(bψ(t)) + sq(bψ(s))
)
⋊ λst
(2.64)
=
(
sq(bψ(st))
)
⋊ λst = ∂ψ,q(λst) = ∂ψ,q(λsλt).
The following is a slight generalization of [JMP2, Remark 1.3]. The proof is not difficult.11
Here E : Lp(Γq(H)⋊α G)→ Lp(VN(G)) denotes the canonical conditional expectation.
Proposition 2.29 Suppose −1 6 q 6 1. For any x, y ∈ PG, we have
(2.69) Γ(x, y) = E
[(
∂ψ,q(x)
)∗
∂ψ,q(y)
]
.
Suppose 1 6 p < ∞. The following equalities are in [JRZ1, pages 930-931] for q = 1. For
any x, y ∈ PG, we have
(2.70) Γ(x, y) =
〈
∂ψ,q(x), ∂ψ,q(y)
〉
Lp(VN(G),L2(Γq(H))c,p)
,
11. On the one hand, for any s, t ∈ G, we have
Γ(λs, λt)
(2.60)
=
1
2
[
ψ(s−1) + ψ(t) − ψ(s−1t)
]
λs−1t
(2.63)
=
1
2
[∥∥bψ(s−1)∥∥2 + ∥∥bψ(t)∥∥2 − ∥∥bψ(s−1t)∥∥2]λs−1t
(2.64)
=
1
2
[∥∥bψ(s−1)∥∥2 + ∥∥bψ(t)∥∥2 − ∥∥bψ(s−1)∥∥2 − 2〈bψ(s−1), πs−1(bψ(t))〉H − ∥∥bψ(t)∥∥2 ]λs−1t
= −
〈
bψ(s
−1), πs−1(bψ(t))
〉
H
λs−1t.
On the other hand, we have
E
[(
∂ψ,q(λs)
)
∗
∂ψ,q(λt)
] (2.66)
= E
[(
sq(bψ(s)) ⋊ λs
)
∗
(
sq(bψ(t)) ⋊ λt
)]
(2.51)
= E
[(
αs−1
(
sq(bψ(s))
)
⋊ λs−1
)(
sq(bψ(t)) ⋊ λt
)]
= E
[(
sq(πs−1 (bψ(s))) ⋊ λs−1
)(
sq(bψ(t)) ⋊ λt
)]
(2.64)
= E
[(
sq(bψ(e) − bψ(s−1)) ⋊ λs−1
)(
sq(bψ(t)) ⋊ λt
)]
= −E
[(
sq(bψ(s
−1)) ⋊ λs−1
)(
sq(bψ(t)) ⋊ λt
)]
(2.52)
= −E
[(
sq(bψ(s
−1))αs−1 (sq(bψ(t)))
)
⋊ λs−1t
]
(2.64)
= −E
[(
sq(bψ(s
−1))sq
(
πs−1
(
bψ(t)
)))
⋊ λs−1t
]
(2.16)
= −
〈
bψ(s
−1), πs−1
(
bψ(t)
)〉
H
λs−1t.
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and
(2.71)
∥∥Γ(x, x) 12∥∥
Lp(VN(G))
=
∥∥∂ψ,q(x)∥∥Lp(VN(G),L2(Γq(H))c,p).
We shall also need the following Riesz transform norm equivalence for markovian semigroup
of Fourier multipliers from [JMP2, Theorem A2, Remark 1.3].
Proposition 2.30 Let G be a discrete group and (Tt)t>0 a markovian semigroup of Fourier
multipliers with symbol ψ of the negative generator A. Then for 2 6 p <∞, we have the norm
equivalence
(2.72)
∥∥A 12 (x)∥∥
Lp(VN(G))
∼=p max
{∥∥Γ(x, x) 12 ∥∥
Lp(VN(G))
,
∥∥Γ(x∗, x∗) 12∥∥
Lp(VN(G))
}
, x ∈ PG.
3 Riesz transforms associated to semigroups of Markov
multipliers
3.1 Kato’s square root problem for semigroups of Schur multipliers
If H is a Hilbert space, we denote by Hdisc the abelian group (H,+) equipped with the dis-
crete topology. We will use the trace preserving normal unital injective ∗-homomorphism
map J : VN(Hdisc) → L∞(Ω)⊗VN(Hdisc), λh 7→ 1 ⊗ λh and the unbounded Fourier multiplier
(−∆)− 12 : PHdisc ⊂ Lp(VN(Hdisc))→ Lp(VN(Hdisc)) defined by
(3.1) (−∆)− 12 (λh) def= 1
2π ‖h‖H
λh.
The following is inspired by [Arh7].
Proposition 3.1 Let H be a Hilbert space. There exists a unique weak* continuous group
(Ut)t∈R of ∗-automorphisms of L∞(Ω)⊗VN(Hdisc) such that
(3.2) Ut(f ⊗ λh) = e
√
2itW(h)f ⊗ λh, t ∈ R, f ∈ L∞(Ω), h ∈ H.
Moreover, each Ut is trace preserving.
Proof : For any t ∈ R, we consider the continuous function ut : Hdisc → U(L∞(Ω)), h 7→
e−
√
2itW(h). For any t ∈ R and any h1, h2 ∈ Hdisc, note that
ut(h1 + h2) = e
−√2itW(h1+h2) = e−
√
2itW(h1)e−
√
2itW(h2) = ut(h1)ut(h2).
By [Arh7, Proposition 2.4] applied with M = L∞(Ω), G = Hdisc and by considering the
trivial action α, for any t ∈ R, we have a unitary Vt : L2(Hdisc,L2(Ω)) → L2(Hdisc,L2(Ω)),
ξ 7→ (h 7→ ut(−h)(ξ(h))) and a ∗-isomorphism Ut : L∞(Ω)⊗VN(Hdisc) → L∞(Ω)⊗VN(Hdisc),
x 7→ VtxV ∗t satisfying (3.2). The uniqueness is clear by density.
For any t, t′ ∈ R any ξ ∈ L2(Hdisc,L2(Ω)), note that almost everywhere(
VtVt′(ξ)
)
(h) = ut(−h)
(
(ut′(−h)(ξ(h))
)
= e−
√
2itW(−h)e−
√
2it′W(−h)ξ(h)
= e−
√
2i(t+t′)W(−h)ξ(h) = ut+t′(−h)(ξ(h)) =
(
Vt+t′(ξ)
)
(h).
28
We conclude that VtVt′ = Vt+t′ . Moreover, for any ξ, η ∈ L2(Hdisc,L2(Ω)) = L2(Hdisc × Ω),
using dominated convergence theorem, we obtain〈
Vt(ξ), η
〉
L2(Hdisc,L2(Ω))
=
∫
Hdisc×Ω
Vt(ξ)(h)(ω)η(h, ω) dµHdisc(h) dµ(ω)
=
∫
Hdisc×Ω
ut(−h)(ξ(h))(ω)η(h, ω) dµHdisc(h) dµ(ω)
=
∫
Hdisc×Ω
e
√
2itW(−h)(ω)ξ(h, ω)η(h, ω) dµHdisc(h) dµ(ω).
−−−→
t→0
∫
Hdisc×Ω
ξ(h, ω)η(h, ω) dµHdisc(s) dµ(ω) = 〈ξ, η〉L2(Hdisc,L2(Ω)).
So (Vt)t∈R is a weakly continuous group of unitaries hence a strongly continuous group by [Str1,
Lemma 13.4] or [Tak2, page 239]. By [Tak2, page 238], we conclude that (Ut)t∈R is a weak*
continuous group of ∗-automorphisms.
Finally, for any t > 0, any f ∈ L∞(Ω) and any h ∈ H , we have(∫
Ω
· ⊗ τVN(Hdisc)
)(
Ut(f ⊗ λh)
)
=
(∫
Ω
· ⊗ τVN(Hdisc)
)(
e
√
2itW(h)f ⊗ λh
)
=
(∫
Ω
e
√
2itW(h)f dµ
)
τVN(Hdisc)(λh) =
(∫
Ω
e
√
2itW(h)f dµ
)
δ0,h
=
(∫
Ω
f dµ
)
τVN(Hdisc)(λh) =
(∫
Ω
· ⊗ τVN(Hdisc)
)
(f ⊗ λh).
We consider the unbounded operator δ : span {λs : s ∈ Hdisc} ⊂ Lp(VN(Hdisc))→ Lp(Ω,Lp(VN(Hdisc)))
defined by
(3.3) δ(λh)
def
= 2πiW(h)⊗ λh.
Recall the classical transference principle [BGM2, Theorem 2.8]. Let G be a locally compact
abelian group and G→ B(X), t→ πt be a strongly continuous representation of G on a Banach
space X such that c = sup{‖πt‖ : t ∈ G} < ∞. Let k ∈ L1(G) and let Tk : X → X be the
operator defined by Tk(x) =
∫
G
k(t)π−t(x) dµG(t). Then
(3.4) ‖Tk‖X→X 6 c2 ‖k ∗ ·‖Lp(G,X)→Lp(G,X) .
We will use the function kε,R(t) =
1
πt
1ε<|t|<R [HvNVW1, page 388].
Recall that we say that a function f ∈ L1loc(R∗, X) admits a Cauchy principal value if the
limit limε→0+
( ∫ −ε
− 1
ε
f(t) dt+
∫ 1
ε
ε
f(t) dt
)
exists and we let
p. v.
∫
R
f(t) dt
def
= lim
ε→0+
(∫ −ε
− 1
ε
f(t) dt+
∫ 1
ε
ε
f(t) dt
)
.
Proposition 3.2 Suppose 1 < p <∞. For any Hilbert space H, the map
(3.5)
Hdisc : Lp(Ω,Lp(VN(Hdisc))) −→ Lp(Ω,Lp(VN(Hdisc)))
z 7−→ p. v. 1
π
∫
R
Ut(z)
dt
t
.
is well-defined and completely bounded.
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Proof : For any ε > 0 large enough, using the fact that the Banach space Lp(Ω,Lp(VN(Hdisc)), S
p
I )
is UMD and [AKM, page 485] in the last inequality, we have by transference∥∥∥∥∥ 1π
∫
ε<|t|< 1
ε
(Ut ⊗ IdSp
I
)
dt
t
∥∥∥∥∥
Lp(Ω,Lp(VN(Hdisc)),S
p
I
)→Lp(Ω,Lp(VN(Hdisc)),SpI )
=
∥∥∥∥∫
R
kε, 1
ε
(t)(Ut ⊗ IdSp
I
) dt
∥∥∥∥
Lp(Ω,Lp(VN(Hdisc)),S
p
I
)→Lp(Ω,Lp(VN(Hdisc)),SpI )
(3.4)
6
∥∥∥(kε, 1
ε
∗ ·)⊗ IdLp(Ω,Lp(VN(Hdisc)),SpI )∥∥∥Lp(R×Ω,Lp(VN(Hdisc)),SpI ))→Lp(R×Ω,Lp(VN(Hdisc)),SpI ))
.p 1.
If z = f ⊗ λh, we have∫ −ε
− 1
ε
Ut(z)
dt
t
+
∫ 1
ε
ε
Ut(z)
dt
t
=
∫ 1
ε
ε
(Ut(z)− U−t(z))dt
t
(3.2)
= 2i
∫ 1
ε
ε
sin(
√
2W(h)t)(f ⊗ λh)dt
t
= 2i
(∫ 1
ε
ε
sin(
√
2W(h)t)
dt
t
)
(f ⊗ λh)
which admits a limit when ε→ 0. We have the existence of the principal value by linearity and
density.
The following is a variation of Pisier formula. Here Qf =
∑
k
(∫
Ω
fγk
) · γk is the Gaussian
projection where (γk) is family of independent standard Gaussian variables.
Proposition 3.3 For any h ∈ H, we have
(3.6)
√
2
π
δ(−∆)− 12 (λh) =
(
Q⊗ IdLp(VN(Hdisc))
)HdiscJ(λh).
Proof : For any h ∈ H , we have√
2
π
δ(−∆)− 12 (λh) (3.1)= 1√
2π3 ‖h‖H
δ(λh)
(3.3)
=
√
2i√
π ‖h‖H
W(h) ⊗ λh.
Recall that for any α ∈ R we have ∫ +∞0 sin(αt)t dt = sign(α)π2 . Consequently, we have(
Q⊗ IdLp(VN(Hdisc))
)HdiscJ(λh) (3.5)= (Q⊗ IdLp(VN(Hdisc)))( p. v. 1π
∫
R
ei
√
2tW(h) dt
t
⊗ λh
)
= Q
(
p. v.
1
π
∫
R
ei
√
2tW(h) dt
t
)
⊗ λh = 1
π
Q
(
p. v.
∫
R
ei
√
2tW(h)dt
t
)
⊗ λh
=
2i
π
Q
(∫ +∞
0
sin
(√
2tW(h)
)dt
t
)
⊗ λh = iQ
(
sign ◦W(h))⊗ λh.
The Gaussian projection Q is independent of the choice of the family (γk) of L
2(Ω) consisting
of independent standard Gaussian variables. Choosing γ1
def
= W(h)‖W(h)‖L2(Ω)
(2.19)
= W(h)‖h‖H , for any
k > 2 the random variables γk and W(h) are independent. Thus γk and sign ◦W(h) are also
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independent. So
∫
Ω sign ◦W(h) · γk =
∫
Ω sign ◦W(h)
∫
Ω γk = 0. Using [DeF1, page 100] or
[HvNVW2, (E.2)] in the last equality, we infer that
Q(sign ◦W(h)) =
(∫
Ω
sign ◦W(h) · γ1
)
γ1 =
(∫
Ω
sign ◦ γ1 · γ1
)
γ1 =
(∫
Ω
|γ1|
)
γ1 =
√
2
π
W(h)
‖h‖H
.
We conclude that (
Q⊗ IdLp(VN(Hdisc))
)HdiscJ(λh) = i√2√
π ‖h‖H
W(h)⊗ λh.
Lemma 3.4 If 1 < p <∞, the operator
(3.7) δ(−∆)− 12 ⊗ IdSp
I
: Lp
(
VN(Hdisc), S
p
I
)→ Lp(Ω,Lp(VN(Hdisc), SpI ))
is well-defined and bounded.
Proof : Note that the map J : Lp(VN(Hdisc)) → Lp(Ω,Lp(VN(Hdisc)) is completely bounded.
By Proposition 3.2, the operator Hdisc⊗ IdSp
I
: Lp(Ω,Lp(VN(H), SpI ))→ Lp(Ω,Lp(VN(H), SpI ))
is well-defined and bounded. Moreover, since the Banach space Lp(VN(Hdisc), S
p
I ) is K-convex,
the map Q⊗ IdLp(VN(Hdisc),SpI ) induces a bounded operator on Lp(Ω,Lp(VN(Hdisc), S
p
I )). Using
the equality (3.6), we obtain the result by composition.
Consider a semigroup (Tt)t>0 of selfadjoint unital completely positive Schur multipliers on
B(ℓ2I). By [Arh1, Proposition 5.4], there exists a real Hilbert space H and a family (αi)i∈I of
elements of H such that for any t > 0 the Schur multiplier Tt : B
(
ℓ2I
) → B(ℓ2I) is associated
with the matrix
(3.8)
[
e−t‖αi−αj‖
2
H
]
i,j∈I
.
Note that u = diag(λαi : i ∈ I) is a unitary of the von Neumann algebra MI(VN(Hdisc)) =
VN(Hdisc)⊗B(ℓ2I). Hence we have a trace preserving normal unital injective homomorphism
π : B(ℓ2I)→ VN(Hdisc)⊗B(ℓ2I), x 7→ u(1⊗ x)u∗. For any i, j ∈ I, note that
(3.9) π(eij) = λαi−αj ⊗ eij .
Moreover, if 1 6 p 6∞ and if y ∈ Lp(Ω, SpI ), we have
(3.10)
∥∥(IdLp(Ω) ⊗ πp)(y)∥∥Lp(Ω,Lp(VN(Hdisc),SpI )) = ‖y‖Lp(Ω,SpI ) .
Lemma 3.5 (intertwining formula) Suppose 1 6 p <∞. For any x ∈ MI,fin, we have
(3.11) i
(
IdLp(Ω) ⊗ πp
)
∂αA
− 12
p =
(
δ(−∆)− 12 ⊗ IdSp
I
)
πp.
Proof : For any i, j ∈ I, we have
i
(
IdLp(Ω) ⊗ πp
)
∂αA
− 12
p (eij) =
i
‖αi − αj‖H
(
IdLp(Ω) ⊗ πp
)
∂α(eij)
(2.44)
=
i
‖αi − αj‖H
(
IdLp(Ω) ⊗ πp
)(
W(αi − αj)⊗ eij
)
=
i
‖αi − αj‖H
W(αi − αj)⊗ πp(eij)
(3.9)
=
i
‖αi − αj‖H
W(αi − αj)⊗ λαi−αj ⊗ eij
and(
δ(−∆)− 12 ⊗ IdSp
I
)
πp(eij)
(3.9)
=
(
δ(−∆)− 12 ⊗ IdSp
I
)
(λαi−αj ⊗ eij) = δ(−∆)−
1
2 (λαi−αj )⊗ eij)
(3.1)
=
1
2π ‖αi − αj‖H
δ(λαi−αj )⊗ eij
(3.3)
=
i
‖αi − αj‖H
(
W(αi − αj)⊗ λαi−αj
)⊗ eij .
We conclude by linearity.
Lemma 3.6 For −1 6 q 6 1 and any x, y ∈MI,fin, we equally have
(3.12) TrΓq(H)⊗B(ℓ2I )
(
(∂α,q(x))
∗∂α,q(y)
)
= Tr
(
(A
1
2 (x))∗A
1
2 (y)
)
.
Proof : For any i, j, k, l ∈ I, we have
Tr
(
(A
1
2 (eij))
∗A
1
2 (ekl)
)
= ‖αi − αj‖H ‖αk − αl‖H Tr(e∗ijekl) = δi=kδj=l ‖αi − αj‖2H .
Moreover, we have
(τ ⊗ Tr)((∂α,q(eij))∗∂α,q(ekl)) (2.44)= (τ ⊗ Tr)((sq(αi − αj)⊗ eij)∗(sq(αk − αl)⊗ ekl))
=
∑
i,j,k,l
τ(sq(αi − αj)sq(αk − αl))Tr(e∗ijekl)
(2.16)
= δi=kδj=l ‖αi − αj‖2H .
We conclude by linearity.
Suppose 1 6 p <∞. We denote by A 12p : domA
1
2
p ⊂ SpI → SpI the square root of the sectorial
operator Ap : domAp ⊂ SpI → SpI .
Theorem 3.7 Suppose 1 < p <∞. For any x ∈MI,fin, we have
(3.13)
∥∥A 12p (x)∥∥Sp
I
≈p ‖∂α(x)‖Lp(Ω,Sp
I
) .
Proof : Using Lemma 3.5, for any x ∈ MI,fin, we obtain the inequality
‖∂α(x)‖Lp(Ω,Sp
I
) =
∥∥∂αA− 12p A 12p (x)∥∥Lp(Ω,Sp
I
)
(3.10)
=
∥∥(IdLp(Ω) ⊗ πp)∂αA− 12p A 12p (x)∥∥Lp(Ω,Lp(VN(Hdisc),SpI ))
(3.11)
=
∥∥(δ(−∆)− 12 ⊗ IdSp
I
)
πpA
1
2
p (x)
∥∥
Lp(Ω,Lp(VN(Hdisc),S
p
I
))
6
∥∥(δ(−∆)− 12 ⊗ IdSp
I
)∥∥
Lp(VN(Hdisc),S
p
I
)→Lp(Ω,Lp(VN(Hdisc),SpI ))
‖πp‖
∥∥A 12p (x)∥∥Sp
I
(3.7)
.p
∥∥A 12p (x)∥∥Sp
I
.
The reverse estimate follows with the same constant from a duality argument. Indeed, if we
fix x to be an element of SpI , by Hahn-Banach theorem, there exists an element y of S
p∗
I with
‖y‖
S
p∗
I
= 1 satisfying
(3.14)
∥∥A 12p (x)∥∥Sp
I
= Tr
(
y∗A
1
2
p (x)
)
.
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We can suppose that y ∈ MI,fin. Note that A− 12 is well-defined on eij only if ‖αi − αj‖ 6=
0. We consider on the set I the equivalence relation i ∼= j def⇐⇒ αi = αj . Then we can
write I =
⋃
k∈K Jk partitioned into pairwise disjoint subsets Jk according to this equivalence
relation. Consider the subalgebraM =
⊕
k∈K B(ℓ
2
Jk
)
w∗
of B(ℓ2I) and the conditional expectation
EI : S
p
I → Lp(M,Tr |M). We obtain an element y0 def= y − EI(y) with
‖y0‖Sp∗
I
= ‖y − EI(y)‖Sp∗
I
6 ‖y‖
S
p∗
I
+ ‖EI(y)‖Sp∗
I
6 2.
Note that y0ij = 0 if αi = αj , hence A
− 12
p (y0) is well-defined. For any i ∈ I, we have
[
(EI(y))
∗A
1
2
p (x)
]
ii
=
∑
k∈I
(EI(y)
∗)ik ‖αk − αi‖ xki =
|K|∑
j=1
∑
l∈Jj
(EI(y)
∗)il ‖αl − αi‖ xli
=
|K|∑
j=1
∑
l∈Jj
δi∈Jjyli ‖αl − αi‖xli =
|K|∑
j=1
∑
l∈Jj
δi∈Jjyli · 0 · xli = 0.
Hence, Tr
(
(EI(y))
∗A
1
2
p (x)
)
= 0. Using the first part of the proof in the last estimate, we
conclude that∥∥A 12p (x)∥∥Sp
I
(3.14)
= Tr
(
y∗A
1
2
p (x)
)
= Tr
(
y∗A
1
2
p (x)
)− Tr ((EI(y))∗A 12p (x)) = Tr (y∗0A 12p (x))
= Tr
(
(A
1
2
p∗A
− 12
p∗ (y0))
∗A
1
2 (x)
) (3.12)
= TrL∞(Ω)⊗B(ℓ2
I
)
(
(∂αA
− 12
p∗ (y0))
∗∂α(x)
)
6
∥∥∂αA− 12p∗ (y0)∥∥Lp∗(Ω,Sp∗
I
)
‖∂α(x)‖Lp(Ω,Sp
I
) .p ‖∂α(x)‖Lp(Ω,Sp
I
) .
Remark 3.8 Keeping track of the constants in the two-sided estimate of Theorem 3.7, we
obtain
(3.15)
1
Kmax(p, p∗)
3
2
∥∥∂α(x)∥∥Lp(Ω,Sp
I
)
6
∥∥A 12p (x)∥∥Sp
I
6 Kmax(p, p∗)
3
2
∥∥∂α(x)∥∥Lp(Ω,Sp
I
)
,
where K is an absolute constant. Indeed, for the upper estimate, looking into the proof of
Theorem 3.7, we have a control by∥∥∥δ(−∆)− 12 ⊗ IdSp
I
∥∥∥
Lp(VN(Hdisc),S
p
I
)→Lp(Ω,Lp(VN(Hdisc),Sp))
‖πp‖p→p
Proposition 3.3
=
√
π
2
∥∥Q⊗ IdLp(VN(Hdisc))HdiscJ∥∥cb · 1
.
∥∥Q⊗ IdLp(VN(Hdisc),Sp)∥∥ ‖Hdisc‖cb ‖J‖cb .
Let us estimate the three factors. For the first, we recall that Q is the Gaussian projection
Q : Lp(Ω)→ Lp(Ω), f 7→∑k〈f,W (ek)〉W (ek). Its norm is controlled by C√max(p, p∗) accord-
ing to Lemma 3.9 below. Furthermore, going into the proof of Proposition 3.2, we see that the
norm ‖Hdisc‖cb is no more than the truncated Hilbert transform norm supε∈(0,1)
∥∥∥kε, 1
ε
∗ ·
∥∥∥
B(Lp(R,Lp(Ω,Lp(VN(Hdisc)),Sp)))
.
The last expression in turn is controlled by an absolute constant times the norm of the Hilbert
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transform ‖H‖B(Lp(R,Lp(Ω,Lp(VN(Hdisc)),Sp))) according to [Haa3, p. 222-223]. This in turn is
controlled by 8
π
max(p, p∗) [HvNVW1, Proposition 5.4.2] and [OsY, Theorem 4.3]. Finally, J is
a complete contraction. In all, we obtain∥∥Q⊗ IdLp(VN(Hdisc),Sp)∥∥ ‖Hdisc‖cb ‖J‖cb 6 K√max(p, p∗) ·max(p, p∗).
The lower estimate in (3.15) follows in the same way, since in the proof of Theorem 3.7, it was
obtained by duality.
Lemma 3.9 Let 1 < p < ∞ and X be a σ-finite measure space. We have a control of the
Gaussian projection
(3.16)
∥∥Q⊗ IdLp(X,Sp)∥∥Lp(Ω,Lp(X,Sp)) 6 C√max(p, p∗),
where C is some absolute constant.
Proof : We recall constants of non-commutative Khintchine inequalities. Namely, we claim
that for 2 6 p <∞ and a sequence of independent standard Gaussians (γk)k over Ω, we have
(3.17)
∥∥∥∥∥∑
k
γk ⊗ xk
∥∥∥∥∥
Lp(Ω,Lp(X,Sp))
6 C
√
p
∥∥∥∥∥∑
k
xk ⊗ ek
∥∥∥∥∥
Lp(X,Sp,Hrad,p)
,
with an absolute constant C, where the latter space was defined in Subsection 2.4 and (ek)k
is any orthonormal sequence in H . Indeed, according to [Buc, Corollary 8, Remark 1], (3.17)
holds for Sp in place of Lp(X,Sp), with a constant ‖γ‖Lp(Ω) 6 C
√
p of p-moment of a standard
Gaussian. Then (3.17) follows with Lp(X,Sp) by the following Fubini argument.∥∥∥∥∥∑
k
γk ⊗ xk
∥∥∥∥∥
p
Lp(Ω,Lp(X,Sp))
=
∫
X
∥∥∥∥∥∑
k
γk ⊗ xk(t)
∥∥∥∥∥
p
Lp(Ω,Sp)
dt 6 C
√
p
p
∫
X
∥∥∥∥∥∑
k
xk(t)⊗ ek
∥∥∥∥∥
p
Sp(Hrad,p)
dt
= C
√
p
p
∫
X
max

∥∥∥∥∥∥
(∑
k
|xk(t)|2
) 1
2
∥∥∥∥∥∥
Sp
,
∥∥∥∥∥∥
(∑
k
|xk(t)∗|2
) 1
2
∥∥∥∥∥∥
Sp

p
dt
6 C
√
p
p
∫
X
∥∥∥∥∥∥
(∑
k
|xk(t)|2
) 1
2
∥∥∥∥∥∥
p
Sp
+
∥∥∥∥∥∥
(∑
k
|xk(t)∗|2
) 1
2
∥∥∥∥∥∥
p
Sp
dt
= C
√
p
p

∥∥∥∥∥∥
(∑
k
|xk|2
) 1
2
∥∥∥∥∥∥
p
Lp(X,Sp)
+
∥∥∥∥∥∥
(∑
k
|x∗k|2
) 1
2
∥∥∥∥∥∥
p
Lp(X,Sp)

6 2C
√
p
p
max

∥∥∥∥∥∥
(∑
k
|xk|2
) 1
2
∥∥∥∥∥∥
Lp(X,Sp)
,
∥∥∥∥∥∥
(∑
k
|x∗k|2
) 1
2
∥∥∥∥∥∥
Lp(X,Sp)

p
= 2C
√
p
p
∥∥∥∥∥∑
k
xk ⊗ ek
∥∥∥∥∥
p
Lp(X,Sp(Hrad,p))
.
Next we claim that for 1 6 p 6 2 we have
(3.18)
∥∥∥∥∥∑
k
γk ⊗ xk
∥∥∥∥∥
Lp(Ω,Lp(X,Sp))
6 C
∥∥∥∥∥∑
k
xk ⊗ ek
∥∥∥∥∥
Lp(X,Sp,Hrad,p)
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with some universal constant C. Indeed, this follows since (3.18) holds with constant C1 (resp.
C2) for p = 1 (resp. p = 2) according to non-commutative Khintchine inequalities. Moreover,
both Lp(X,Sp, Hrad,p) and L
p(Ω,Lp(X,Sp)) form a complex interpolation scale, so that we
have Cp 6 C
θ
1C
1−θ
2 6 C with the correct interpolation parameter θ ∈ [0, 1].
Now the end of the argument for (3.16) is as follows. Write (Q⊗ Id)(f) =∑k γk ⊗ xk with
xk =
∫
Ω fγk. Then for 1 < p 6 2, by duality (L
p(X,Sp, Hrad,p))
∗ = Lp
∗
(X,Sp
∗
, Hrad,p∗) (see
(2.32)),
‖(Q⊗ Id)(f)‖p =
∥∥∥∥∥∑
k
γk ⊗ xk
∥∥∥∥∥
Lp(Ω,Lp(X,Sp))
(3.18)
6 C
∥∥∥∥∥∑
k
xk ⊗ ek
∥∥∥∥∥
Lp(X,Sp,Hrad,p)
(2.32)
= C sup

∣∣∣∣∣∑
k
〈xk, yk〉
∣∣∣∣∣ :
∥∥∥∥∥∑
k
yk ⊗ ek
∥∥∥∥∥
Lp∗ (X,Sp∗ ,Hrad,p∗ )
6 1

= C sup

∣∣∣∣∣
∫
Ω
∑
k
〈xk, yk〉γ2k
∣∣∣∣∣ :
∥∥∥∥∥∑
k
yk ⊗ ek
∥∥∥∥∥
Lp∗ (X,Sp∗ ,Hrad,p∗ )
6 1

= C sup

∣∣∣∣∫
Ω
〈(Q⊗ Id)(f), (Q⊗ Id)(y)〉
∣∣∣∣ : y ∈ Lp∗ :
∥∥∥∥∥∑
k
(
∫
Ω
yγk)⊗ ek
∥∥∥∥∥
Lp∗(X,Sp∗ ,Hrad,p∗)
6 1

= C sup

∣∣∣∣∫
Ω
f(Q⊗ Id)(y)
∣∣∣∣ : y ∈ Lp∗ :
∥∥∥∥∥∑
k
(
∫
Ω
yγk)⊗ ek
∥∥∥∥∥
Lp∗(X,Sp∗ ,Hrad,p∗)
6 1

6 C ‖f‖p sup
‖(Q⊗ Id)(y)‖Lp∗ (Ω,Lp∗(Sp∗ )) : y ∈ Lp∗ :
∥∥∥∥∥∑
k
(
∫
Ω
yγk)⊗ ek
∥∥∥∥∥
Lp∗ (X,Sp∗ ,Hrad,p∗ )
6 1

(3.17)
6 C′
√
p∗ ‖f‖p .
The case 2 6 p <∞ follows by duality, since Q is self-adjoint on L2(Ω).
The q-gaussian derivations equally satisfy the equivalence with A
1
2
p . To this end, the following
lemma (which is probably folklore) will be useful. We denote here by E : Lp(Γq(H)⊗B(ℓ2I))→ SpI
the canonical conditional expectation.
Lemma 3.10 Consider −1 6 q 6 1.
1. Suppose 1 < p < 2 and q 6= 1. For any f = ∑i,j,h fi,j,hsq(h) ⊗ eij ∈ span{sq(h) : h ∈
H} ⊗MI,fin, we have
(3.19)
‖f‖Gaussq,p(SpI ) ≈p ‖f‖SpI (L2(Γq(H))rad,p) ≈p inff=g+h
{∥∥∥(E(g∗g)) 12 ∥∥∥
S
p
I
,
∥∥∥(E(hh∗)) 12 ∥∥∥
S
p
I
}
where the infimum is taken over all g, h ∈ span{sq(h) : h ∈ H} ⊗MI,fin.
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2. Suppose 2 6 p <∞. For any f =∑i,j,h fi,j,hsq(h)⊗ eij ∈ Gaussq,p(SpI ) with fi,j,h ∈ C
max
{∥∥∥(E(f∗f)) 12 ∥∥∥
S
p
I
,
∥∥∥(E(ff∗)) 12∥∥∥
S
p
I
}
. ‖f‖Gaussq,p(SpI )(3.20)
.
√
pmax
{∥∥∥(E(f∗f)) 12∥∥∥
S
p
I
,
∥∥∥[E(ff∗)) 12∥∥∥
S
p
I
}
︸ ︷︷ ︸
‖f‖Lpcr(E)
.
Proof : 2. Suppose 2 < p <∞. We begin by proving the upper estimate of (3.20). Fix m > 1.
We have12 an isometric embedding Jm : H→ ℓ2m(H) defined by
(3.21) Jm(h)
def
=
1√
m
( m∑
l=1
el
)
⊗ h.
Hence we can consider the associated operator Γp(Jm) : L
p(Γq(H)) → Lp(Γq(ℓ2m(H))) of sec-
ond quantization (2.13) which is an isometric completely positive map. By tensorizing with
the identity IdSp
I
, we obtain an isometric map πI
def
= Γp(Jm) ⊗ IdSp
I
: Lp(Γq(H)⊗B(ℓ2I)) →
Lp(Γq(ℓ
2
m(H))⊗B(ℓ2I)). For any finite sum f =
∑
i,j,h fi,j,hsq(h)⊗eij of Lp(Γq(H)⊗B(ℓ2I)) with
fi,j,h ∈ C, we obtain
‖f‖Lp(Γq(H)⊗B(ℓ2I)) =
∥∥∥∥∥∥
∑
i,j,h
fi,j,hsq(h)⊗ eij
∥∥∥∥∥∥
Lp(Γq(H)⊗B(ℓ2I ))
(3.22)
=
∥∥∥∥∥∥πI
(∑
i,j,h
fi,j,hsq(h)⊗ eij
)∥∥∥∥∥∥
Lp(Γq(ℓ2m(H))⊗B(ℓ2I)))
=
∥∥∥∥∥∥
∑
i,j,h
fi,j,hΓp(Jm)(sq(h))⊗ eij
∥∥∥∥∥∥
Lp(Γq(ℓ2m(H))⊗B(ℓ2I)))
(2.13)
=
∥∥∥∥∥∥
∑
i,j,h
fi,j,hsq,m(Jm(h)) ⊗ eij
∥∥∥∥∥∥
Lp(Γq(ℓ2m(H))⊗B(ℓ2I )))
(3.21)
=
∥∥∥∥∥∥
∑
i,j,h
fi,j,hsq,m
(
1√
m
( m∑
l=1
el
)
⊗ h
)
⊗ eij
∥∥∥∥∥∥
Lp(Γq(ℓ2m(H))⊗B(ℓ2I))
=
1√
m
∥∥∥∥∥ ∑
i,j,h,l
fi,j,hsq,m(el ⊗ h)⊗ eij
∥∥∥∥∥
Lp(Γq(ℓ2m(H))⊗B(ℓ2I))
.
12. If h ∈ H, we have ∥∥∥∥∥ 1√m(
m∑
l=1
el
)
⊗ h
∥∥∥∥∥
ℓ2m(H)
=
1√
m
∥∥∥∥∥
m∑
l=1
el
∥∥∥∥∥
ℓ2m
‖h‖H = ‖h‖H .
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For any 1 6 l 6 m, consider the element fl
def
=
∑
i,j,h fi,j,hsq,m(el⊗ h)⊗ eij and the conditional
expectation E : Lp(Γq(ℓ
2
m(H))⊗B(ℓ2I))→ SpI . For any 1 6 l 6 m, note that
E(fl) = E
(∑
i,j,h
fi,j,hsq,m(el ⊗ h)⊗ eij
)
=
∑
i,j,h
fi,j,hEI
(
sq,m(el ⊗ h)⊗ eij
)
=
∑
i,j,h
fi,j,hτ(sq,m(el ⊗ h))eij (2.15)= 0.
We deduce that the random variables fl are mean-zero. Now, we prove in addition that the
fl are independent over B(ℓ
2
I), so that we will be able to apply the noncommutative Rosenthal
inequality (2.12) to them.
Lemma 3.11 The fl defined here above are independent over B(ℓ
2
I). More precisely, the von
Neumann algebras generated by fl are independent with respect to B(ℓ
2
I).
Proof : Due to normality of E, it suffices to prove
(3.23) E(xy) = E(x)E(y)
for x (resp. y) belonging to a weak∗ dense subset of W∗(fl) (resp. of W∗((fk)k 6=l)). Moreover,
by bilinearity in x, y of both sides of (3.72) and self-adjointness of sq,m(el ⊗ h), it suffices to
take x = sq,m(el⊗h)n⊗ eij for some n ∈ N and y =
∏T
t=1 sq,m(ekt ⊗h)nt ⊗ ers for some T ∈ N,
kt 6= l and nt ∈ N. We have E(x)E(y) = τ(sq,m(el ⊗ h)n)τ
(∏T
t=1 sq,m(ekt ⊗ h)nt
)
⊗ eijers
and EI(xy) = τ
(
sq,m(el ⊗ h)n
∏T
t=1 sq,m(ekt ⊗ h)nt
)
⊗ eijers. We shall now apply the Wick
formulae (2.14) and (2.15) to the trace term above.
Note that if n+
∑T
t=1 nt is odd, then according to the Wick formula (2.15) we have E(xy) = 0.
On the other hand, then either n or
∑T
t=1 nt is odd, so according to the Wick formula (2.15),
either E(x) = 0 or E(y) = 0. Thus, (3.72) follows in this case.
Now suppose that 2k
def
= n +
∑T
t=1 nt is even. Consider a 2-partition V ∈ P2(2k). If both
n and
∑T
t=1 nt are odd, then we must have some (i, j) ∈ V such that one term 〈fi, fj〉ℓ2m(H)
in the Wick formula (2.14) equals 〈el ⊗ h, ekt ⊗ h〉 = 0, since kt 6= l. Thus, E(xy) = 0,
and since n is odd, also E(x) = 0, and therefore, (3.72) follows. If both n and
∑T
t=1 nt are
even, then in the Wick formula (2.14), we only need to consider those 2-partitions V without
a mixed term as the 〈fi, fj〉 = 0 above. Such a V is clearly the disjoint union V = V1 ∪ V2 of
2-partitions corresponding to n and to
∑T
t=1 nt. Moreover, we have for the number of crossings,
c(V) = c(V1) + c(V2). With (f1, f2, . . .) = (el ⊗ h, el ⊗ h, . . . , el ⊗ h︸ ︷︷ ︸
n
, ek1 ⊗ h, . . . , ekT ⊗ h), we
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obtain
τ
(
sq,m(el ⊗ h)n
T∏
t=1
sq,m(ekt ⊗ h)nt
)
(2.14)
=
∑
V∈P2(2k)
qc(V)
∏
(i,j)∈V
〈fi, fj〉ℓ2m(H)
=
∑
V1,V2
qc(V1)+c(V2)
∏
(i1,j1)∈V1
〈fi1 , fj1〉ℓ2m(H)
∏
(i2,j2)∈V2
〈fi2 , fj2〉ℓ2m(H)
=
(∑
V1
qc(V1)
∏
(i1,j1)∈V1
〈fi1 , fj1〉ℓ2m(H)
)(∑
V2
qc(V2)
∏
(i2,j2)∈V2
〈fi2 , fj2〉ℓ2m(H)
)
(2.14)
= τ (sq,m(el ⊗ h)n) τ
(
T∏
t=1
sq,m(ekt ⊗ h)nt
)
.
Thus, also in this case (3.72) follows.
Now we are able to apply the noncommutative Rosenthal inequality (2.12) which yields
‖f‖Lp(Γq(H)⊗B(ℓ2I)
(3.22)
=
1√
m
∥∥∥∥∥
m∑
l=1
fl
∥∥∥∥∥
Lp(Γq(ℓ2m(H))⊗B(ℓ2I))
(2.12)
.
1√
m
[
p
( m∑
l=1
‖fl‖pLp(Γq(ℓ2m(H))⊗B(ℓ2I))
) 1
p
(3.24)
+
√
p
∥∥∥∥∥
( m∑
l=1
E(f∗l fl)
) 1
2
∥∥∥∥∥
S
p
I
+
√
p
∥∥∥∥∥
( m∑
l=1
E(flf
∗
l )
) 1
2
∥∥∥∥∥
S
p
I
]
.
For any integer 1 6 l 6 m, note that
E(f∗l fl) = E
((∑
i,j,h
fi,j,hsq,m(el ⊗ h)⊗ eij
)∗(∑
r,s,k
fr,s,ksq,m(el ⊗ k)⊗ ers
))
=
∑
i,j,h,r,s,k
fi,j,hfr,s,k
(
τ(sq,m(el ⊗ h)sq,m(el ⊗ k))
)
ejiers
(2.16)
=
∑
i,j,h,s,k
fi,j,hfi,s,k〈h, k〉Hejs.
and
E(f∗f) = E
((∑
i,j,h
fi,j,hsq(h)⊗ eij
)∗(∑
r,s,k
fr,s,ksq(k)⊗ ers
))
=
∑
i,j,h,r,s,k
(
fi,j,hfr,s,kτ
(
sq(h)sq(k)
))
ejiers
(2.16)
=
∑
i,j,h,s,k
fi,j,hfi,s,k〈h, k〉Hejs.
and similarly for the row terms. We conclude that
(3.25) E(f∗l fl) = E(f
∗f) and E(flf∗l ) = E(ff
∗).
Moreover, for 1 6 l 6 m, using the isometric map ψl : H → ℓ2m(H), h→ el⊗h, we can introduce
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the second quantization operator Γp(ψl) : L
p(Γq(ℓ
2
m(H)))→ Lp(Γq(ℓ2m(H))). We have
‖fl‖Lp(Γq(ℓ2m(H))⊗B(ℓ2I)) =
∥∥∥∥∥∥
∑
i,j,h
fi,j,hsq,m(el ⊗ h)⊗ eij
∥∥∥∥∥∥
Lp(Γq(ℓ2m(H))⊗B(ℓ2I ))
(3.26)
(2.13)
=
∥∥∥∥∥∥
∑
i,j,h
fi,j,hΓp(ψl)(sq,m(h))⊗ eij
∥∥∥∥∥∥
Lp(Γq(ℓ2m(H))⊗B(ℓ2I ))
=
∥∥∥∥∥∥
∑
i,j,h
fi,j,hsq(h)⊗ eij
∥∥∥∥∥∥
Lp(Γq(H)⊗B(ℓ2I))
(3.27)
= ‖f‖Lp(Γq(H)⊗B(ℓ2I )) .
We infer that
‖f‖Lp(Γq(H)⊗B(ℓ2I))
(3.24)(3.26)(3.25)
.
1√
m
[
p
( m∑
l=1
‖f‖p
Lp(Γq(H)⊗B(ℓ2I ))
) 1
p
+
√
p
∥∥∥∥∥
( m∑
l=1
E(f∗f)
) 1
2
∥∥∥∥∥
S
p
I
+
√
p
∥∥∥∥∥
( m∑
l=1
E(ff∗)
) 1
2
∥∥∥∥∥
S
p
I
]
=
1√
m
[
pm
1
p ‖f‖Lp(Γq(H)⊗B(ℓ2I )) +
√
pm
∥∥∥(E(f∗f)) 12 ∥∥∥
S
p
I
+
√
pm
∥∥∥(E(ff∗)) 12 ∥∥∥
S
p
I
]
= pm
1
p
− 12 ‖f‖Lp(Γq(H)⊗B(ℓ2I)) +
√
p
∥∥∥(E(f∗f)) 12∥∥∥
S
p
I
+
√
p
∥∥∥(E(ff∗)) 12 ∥∥∥
S
p
I
.
Since p > 2, passing to the limit when m→∞, we finally obtain
‖f‖Lp(Γq(H)⊗B(ℓ2I )) .
√
p
[ ∥∥∥(E(f∗f)) 12 ∥∥∥
S
p
I
+
∥∥∥(E(ff∗)) 12∥∥∥
S
p
I
]
.
Using the equivalence ℓ12 ≈ ℓ∞2 , we obtain the upper estimate of (3.20).
The lower estimate of (3.20) holds with constant 1 from the contractivity of the conditional
expectation EI on L
p
2 (Γq(H)⊗B(ℓ2I)):
max
{∥∥∥(E(f∗f)) 12 ∥∥∥
S
p
I
,
∥∥∥(E(ff∗)) 12∥∥∥
S
p
I
}
= max
{∥∥E(f∗f)∥∥ 12
S
p
2
I
,
∥∥E(ff∗)∥∥ 12
S
p
2
I
}
6 max
{
‖f∗f‖ 12
L
p
2 (Γq(H)⊗B(ℓ2I ))
, ‖ff∗‖ 12
L
p
2 (Γq(H)⊗B(ℓ2I ))
}
= ‖f‖Lp(Γq(H)⊗B(ℓ2I )) .
1. Let us now consider the case 1 < p < 2. We will proceed by duality as follows. We introduce
the orthogonal projection P : L2(Γq(H)) → L2(Γq(H)) on the closed span Gaussq,2(C) of the
sq(ek)’s which is contractive. By (2.34), we see that Q
def
= Id
S
p∗
I
⊗ P : Sp∗I (L2(Γq(H)rad,p∗) →
Sp
∗
I (L
2(Γq(H)rad,p∗) is a contraction. Using the projection in the second equality and the upper
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estimate of (3.20) in the last inequality, we obtain for any f ∈ Gaussq,2(C)⊗ SpI
‖f‖Sp
I
(L2(Γq(H)rad,p)
(2.32)
= sup
‖g‖
S
p∗
I
(L2(Γq(H)rad,p∗ )
61
∣∣〈f, g〉∣∣ = sup
‖g‖
S
p∗
I
(L2(Γq(H)rad,p∗ )
61
g∈RanQ
∣∣〈f, g〉∣∣
6 ‖f‖Lp(Γq(H)⊗B(ℓ2I)) sup‖g‖
S
p∗
I
(L2(Γq(H)rad,p∗ )
61
‖g‖Lp∗(Γq(H)⊗B(ℓ2I))
(3.20)
.p ‖f‖Lp(Γq(H)⊗B(ℓ2I)) .
Now, we will prove the other estimate. Since 1 < p < 2, the function R+ → R+, t 7→ t p2
is operator concave by [Bha1, page 112]. Using [HaP1, Corollary 2.2] applied with the trace
preserving positive map E, we can write
‖f‖Lp(Γq(H)⊗B(ℓ2I)) =
∥∥|f |2∥∥ 12
L
p
2 (Γq(H)⊗B(ℓ2I))
6
∥∥E(|f |2)∥∥ 12
L
p
2 (Γq(H)⊗B(ℓ2I ))
= ‖f‖Lpc (E)
and similarly for the row term.
Consider a decomposition f = g + h with g ∈ Lpc(E) and h ∈ Lpr(E) such that
‖g‖Lpc (E) + ‖h‖Lpr(E) 6 2 ‖f‖Lp(Γq(H)⊗B(ℓ2I)) .
Then for some large enough J we have f = (IdΓq(H) ⊗TJ )(f) = (IdΓq(H) ⊗TJ )(g) + (IdΓq(H) ⊗
TJ)(h) and (IdΓq(H) ⊗TJ )(g), (IdΓq(H) ⊗ TJ)(h) ∈ span
{
sq(h) : h ∈ H} ⊗MI,fin. By the above
computations, we have∥∥(IdΓq(H) ⊗ TJ )(g)∥∥Lpc (E) .p ‖g‖Lpc (E) and ∥∥(IdΓq(H) ⊗ TJ)(h)∥∥Lpr(E) .p ‖h‖Lpr(E) .
Hence, we have the last equivalence in the part 1 of the theorem.
The case p = 2 is obvious since we have isometrically L2cr(E) = S
2
I (L
2(Γq)rad,2) = L
2(Γq)⊗2
S2I by Lemma 2.14 and [JMX, Remark 2.3 (1)].
Proposition 3.12 Suppose −1 6 q 6 1 and 1 < p <∞. For any x ∈ MI,fin, we have
(3.28)
∥∥A 12p (x)∥∥Sp
I
≈p
∥∥∂α,q(x)∥∥Lp(Γq(H)⊗B(ℓ2I )).
Proof : Note that if q = 1, then this is a consequence of Theorem 3.7. We show the remaining
case −1 6 q < 1 by reducing it to the case q = 1. Let x = ∑i,j xijeij ∈ MI,fin. Choose an
orthonormal basis (ek)k of span{αi}, where we consider only those indices i appearing in the
above double sum describing x. Thus, αi − αj =
∑
k〈αi − αj , ek〉Hek, where the sum is finite.
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Then
∥∥A 12p (x)∥∥Sp
I
(3.13)≈p ‖∂α,1(x)‖Lp(Ω,Sp
I
) = ‖∂α,1(x)‖Gauss1,p(SpI )
(2.44)
=
∥∥∥∥∥∥
∑
i,j
xijW(αi − αj)⊗ eij
∥∥∥∥∥∥
Gauss1,p(S
p
I
)
=
∥∥∥∥∥∥
∑
i,j
xijW
(∑
k
〈αi − αj , ek〉Hek
)
⊗ eij
∥∥∥∥∥∥
Gauss1,p(S
p
I
)
=
∥∥∥∥∥∥
∑
i,j
xij
∑
k
〈αi − αj , ek〉HW(ek)⊗ eij
∥∥∥∥∥∥
Gauss1,p(S
p
I
)
=
∥∥∥∥∥∥
∑
k
W(ek)⊗
(∑
i,j
xij〈αi − αj , ek〉Heij
)∥∥∥∥∥∥
Gauss1,p(S
p
I
)
[JMX,(2.21),(2.22)p.12]≈
∥∥∥∥∥∥
∑
k
(∑
i,j
xij〈αi − αj , ek〉Heij
)
⊗ ek
∥∥∥∥∥∥
S
p
I
(Hrc)
Lemma3.10≈
∥∥∥∥∥∥
∑
k
sq(ek)⊗
(∑
i,j
xij〈αi − αj , ek〉H ⊗ eij
)∥∥∥∥∥∥
Gaussq,p(S
p
I
)
=
∥∥∥∥∥∥
∑
i,j
xijsq(αi − αj)⊗ eij
∥∥∥∥∥∥
Gaussq,p(S
p
I
)
(2.44)
= ‖∂α,q(x)‖Gaussq,p(SpI ) .
Remark 3.13 Assume −1 < q 6 1 (i.e. we exclude q = −1). In Proposition 3.12 above, we
obtain again constants depending on p as in (3.15) of a slightly different form, that is, for some
absolute constant K > 0, we have for all x ∈ MI,fin,
1
Kp
3
2
∥∥∂α,q,p(x)∥∥Lp(Ω,Sp
I
)
6
∥∥A 12p (x)∥∥Sp
I
6 Kp2
∥∥∂α,q,p(x)∥∥Lp(Ω,Sp
I
)
(2 6 p <∞)(3.29)
1
K(p∗)2
∥∥∂α,q,p(x)∥∥Lp(Ω,Sp
I
)
6
∥∥A 12p (x)∥∥Sp
I
6 K(p∗)
3
2
∥∥∂α,q,p(x)∥∥Lp(Ω,Sp
I
)
(1 < p 6 2).(3.30)
Indeed, for the upper estimate, we have for 2 6 p <∞, according to (3.15)∥∥A 12p (x)∥∥Sp
I
6 Kp
3
2
∥∥∂α,1(x)∥∥Gauss1,p(SpI )
= Kp
3
2
∥∥∑
k
W (ek)⊗
(∑
i,j
xij〈αi − αj , ek〉Heij
)∥∥
Gauss1,p(S
p
I
)
[Buc,Remark1]
6 K ′p
3
2 · p 12∥∥∑
k
(∑
i,j
〈αi − αj , ek〉Heij
)
⊗ ek
∥∥
S
p
I
(Hrc)
6 K ′p2
∥∥∑
k
sq(ek)⊗
(∑
i,j
xij〈αi − αj , ek〉Heij
)∥∥
Gaussq,p(S
p
I
)
= K ′p2
∥∥∂α,q(x)∥∥Gaussq,p(SpI ).
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Here the last but one line follows from a duality argument and
(3.31)
∥∥∥∑
k
sq(ek)⊗ xk
∥∥∥
Gaussq,r(SrI )
6
∥∥∥∑
k
xk ⊗ ek
∥∥∥
Sr
I
(Hrc)
,
for any 1 6 r 6 2. Indeed, (3.31) is shown in [PiR, Remark 1.4] (note that the sq(ek) are
orthonormal in L2(Γq(H)) by (2.16)). Then by duality, we obtain for 2 6 p <∞ and r its dual
exponent,
∥∥∑
k
xk ⊗ ek
∥∥
S
p
I
(Hrc)
= sup
{∣∣∣∣∣∑
k
Tr(xkyk)
∣∣∣∣∣ : ‖y‖SrI (Hrc) 6 1
}
= sup
y
∣∣∣∣∣τ ⊗ Tr
(∑
k
sq(ek)⊗ ek
∑
l
sq(el)⊗ yl
)∣∣∣∣∣
6
∥∥∥∑
k
sq(ek)⊗ xk
∥∥∥
Gaussq,p(S
p
I
sup
y
∥∥∥∑
l
sq(el)⊗ yl
∥∥∥
Gaussq,r(SrI )
=
∥∥∥∑
k
sq(ek)⊗ xk
∥∥∥
Gaussq,p(S
p
I
)
.
In the other direction, we have, again for 2 6 p <∞,∥∥A 12p (x)∥∥Sp
I
>
1
Kp
3
2
∥∥∂α,1(x)∥∥Gauss1,p(SpI )
>
1
K ′p
3
2
∥∥∥∑
k
(∑
i,j
〈αi − αj , ek〉Heij
)
⊗ ek
∥∥∥
S
p
I
(Hrc)
>
1
Kqp
3
2
∥∥∂α,q,p(x)∥∥Gaussq,p(SpI ).
Indeed, the first estimate is the lower estimate in (3.15), the second estimate follows by a duality
estimate from (3.18) and the last estimate follows from [Buc, Remark 1] if 0 6 q < 1, and from
[Buc2, Theorem 2] if −1 < q < 0.7 We have shown (3.29). Now (3.30), i.e. the case 1 < p 6 2
follows from the case 2 6 p <∞ together with a duality argument, as in the proof of Theorem
3.7, using hereby (3.12).
The following is a straightforward extension of [Bak1, Lemma 4.2].
Proposition 3.14 Let (Tt)t>0 be a strongly continuous bounded semigroup acting on a Banach
space X with (negative) generator A. We have
(3.32)
∥∥(IdX +A) 12 (x)∥∥X ≈ ‖x‖X + ∥∥A 12 (x)∥∥X , x ∈ X.
Proof : It is well-known [Bak1, Lemma 2.3] that the function f1 : t 7→ (1 + t) 12 (1 + t 12 )−1
is the Laplace transform L(µ1) of some bounded measure µ1. By [Haa1, Proposition 3.3.2]
(note that f1 ∈ H∞(Σπ−ε) for any ε ∈ (0, π2 ) and f1 has finite limits limz∈Σπ−ε, z→0 f1(z) and
limz∈Σπ−ε, |z|→∞ f1(z)) (see also [LM1, Lemma 2.12]), we have∫ ∞
0
Tt dµ1(t) = L(µ1)(A) = f1(A) = (IdX +A) 12
(
IdX +A
1
2
)−1
.
Hence for any x ∈ dom(IdX +A 12 ) = domA 12 , we have
(3.33) (IdX +A)
1
2 x =
∫ ∞
0
Tt
(
x+A
1
2x
)
dµ1(t).
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By [Haa1, Remark 3.3.3], we know that
∫∞
0 Tt dµ1(t) is a bounded operator on X of norm
6 ‖µ1‖. Using the triangular inequality in the last inequality, we conclude that∥∥(IdX +A) 12 x∥∥X (3.33)=
∥∥∥∥∫ ∞
0
Tt
(
x+A
1
2 x
)
dµ1(t)
∥∥∥∥
X
6 ‖µ1‖
∥∥x+ A 12x∥∥
X
6 ‖µ1‖
(
‖x‖X +
∥∥A 12 x∥∥
X
)
.
It is easy to see [Bak1, Lemma 2.3] that the functions f2 : t 7→ (1 + t 12 )(1 + t)− 12 and f3 : t 7→
(1 + t)−
1
2 are the Laplace transforms L(µ2) and L(µ3) of some bounded measures µ2 and µ3.
So we have∫ ∞
0
Tt dµ2(t) =
(
IdX +A
1
2
)
(Id +A)−
1
2 and
∫ ∞
0
Tt dµ3(t) = (IdX +A)
− 1
2 .
Following the same argument as above, we obtain
(3.34)
∥∥x+A 12x∥∥
X
6 ‖µ2‖
∥∥(IdX +A) 12 x∥∥X and ‖x‖X 6 ‖µ3‖ ∥∥(IdX +A) 12 x∥∥X .
Note that
(3.35)
∥∥A 12x∥∥
X
=
∥∥− x+ x+A 12x∥∥
X
6
∥∥x∥∥
X
+
∥∥x+A 12 x∥∥
X
.
We conclude that
‖x‖X +
∥∥A 12x∥∥
X
(3.35)
6 2 ‖x‖X +
∥∥x+A 12x∥∥
X
(3.34)
.
∥∥(IdX +A) 12 x∥∥X .
We refer to [Kat1] for information on closable and closed operators acting on Banach spaces.
By [Kat1, page 165], an operator T : domT ⊂ X → Y is closed if and only if its domain domT
is a complete space with respect to the graph norm
(3.36) ‖x‖domT
def
= ‖x‖X + ‖T (x)‖Y .
For t, s > 0, we let ft(s)
def
= t√
4πs3
e−
t2
4s . It is well-known [ABHN1, Lemma 1.6.7] that
(3.37)
∫ +∞
0
e−sft(s) ds = e−t.
Let B be the negative generator of a semigroup (e−tB)t>0 acting on a Banach space X . By
[Haa1, Example 3.4.6], for any x ∈ X we have
(3.38) e−tB
1
2 x =
∫ +∞
0
ft(s)e
−sB(x) ds.
We define the densely defined unbounded operator ∂∗α,q : Lp(Γq(H))⊗MI,fin ⊂ Lp(Γq(H))⊗B(ℓ2I))→
SpI by
(3.39) ∂∗α,q(f ⊗ eij) =
〈
sq(αi − αj), f
〉
Lp∗ (Γq(H)),Lp(Γq(H))
eij , i, j ∈ I, f ∈ Lp(Γq(H)).
Lemma 3.15 The operators ∂α,q and ∂
∗
α,q are formal adjoints.
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Proof : For any i, j, k, l ∈ I and any f ∈ Lp(Γq(H)), we have〈
∂α,q(ekl), f ⊗ eij
〉
Lp∗ (Γq(H)⊗B(ℓ2I )),Lp(Γq(H)⊗B(ℓ2I))
(2.44)
=
〈
sq(αk − αl)⊗ ekl, f ⊗ eij
〉
Lp∗(Γq(H)⊗B(ℓ2I)),Lp(Γq(H)⊗B(ℓ2I))
= δkiδlj
〈
sq(αi − αj), f
〉
Lp∗ (Γq(H)),Lp
∗ (Γq(H))
=
〈
ekl,
〈
sq(αi − αj), f
〉
Lp∗ (Γq(H)),Lp
∗ (Γq(H))
eij
〉
S
p∗
I
,S
p
I
=
〈
ekl, ∂
∗
α,q(f ⊗ eij)
〉
S
p∗
I
,S
p
I
.
Proposition 3.16 Suppose 1 < p <∞ and −1 6 q 6 1.
1. The operator ∂α,q : MI,fin ⊂ SpI → Lp(Γq(H)⊗B(ℓ2I)) is closable as a densely defined
operator on SpI into L
p(Γq(H)⊗B(ℓ2I)). We denote by ∂α,q,p its closure. So MI,fin is a
core of ∂α,q,p.
2. (IdSp
I
+Ap)
1
2 (MI,fin) is a dense subspace of S
p
I .
3. MI,fin is a core of domA
1
2
p .
4. We have dom ∂α,q,p = domA
1
2
p . Moreover, for any x ∈ domA
1
2
p , we have
(3.40)
∥∥A 12p (x)∥∥Sp
I
≈p
∥∥∂α,q,p(x)∥∥Gaussq,p(SpI ).
Finally, for any x ∈ domA 12p there exists a sequence (xn) of elements of MI,fin such that
xn → x, A
1
2
p (xn)→ A
1
2
p (x) and ∂α,q,p(xn)→ ∂α,q,p(x).
5. If x ∈ dom ∂α,q,p, we have x∗ ∈ dom ∂α,q,p and
(3.41) (∂α,q,p(x))
∗ = −∂α,q,p(x∗).
6. The operator ∂α,q : MI,fin ⊂ B(ℓ2I) → Γq(H)⊗B(ℓ2I) is weak* closable13. We denote by
∂α,q,∞ its weak* closure.
Proof : 1. This is a consequence of [Kat1, Theorem 5.28 page 168].
2. We consider the semigroup (Rt)t>0 associated to the negative generator (IdSp
I
+Ap)
1
2 . Let
x ∈ Sp∗I orthogonal to (IdSpI + Ap)
1
2 (MI,fin). For an element y ∈ MI,fin, using [EnN1, Lemma
1.3 (iv) page 50] in the second equality, we have
〈Rt(x), y〉 = 〈x,Rt(y)〉 =
〈
x, (IdSp
I
+Ap)
1
2
∫ t
0
Rs(y) ds+ y
〉
=
〈
x, (IdSp
I
+Ap)
1
2
∫ t
0
Rs(y) ds
〉
+ 〈x, y〉 = 〈x, y〉.
13. That is, if (xn) is a sequence in MI,fin such that xn → 0 and ∂α,q(xn)→ y for some y ∈ Γq(H)⊗B(ℓ2I ) both
for the weak* topology, then y = 0.
44
By density, we deduce that x = Rt(x). We know that (Rt(x)) converges to 0 when t goes to
+∞. Indeed, using [EnN1, 2.2 page 60] in the second equality, a standard computation gives
∥∥Rt(x)∥∥Sp
I
(3.38)
=
∥∥∥∥∫ +∞
0
ft(s)e
−s(Id+Ap)(x) ds
∥∥∥∥
S
p
I
=
∥∥∥∥∫ ∞
0
ft(s)e
−sTs(x) ds
∥∥∥∥
S
p
I
6
∫ ∞
0
ft(s)e
−s∥∥Ts(x)∥∥Sp
I
ds 6
(∫ ∞
0
e−sft(s) ds
)
‖x‖Sp
I
(3.37)
= e−t ‖x‖Sp
I
−−−−→
t→+∞ 0.
We infer that x = 0. We conclude that 0 is the only element orthogonal to (IdSp
I
+Ap)
1
2 (MI,fin)
as a subset of SpI . It follows that (IdSpI +Ap)
1
2 (MI,fin) is dense in S
p
I .
3. Let x ∈ domA 12p . By [ABHN1, Proposition 3.8.2], we have domA
1
2
p = dom(IdSp
I
+Ap)
1
2 .
Hence x ∈ dom(IdSp
I
+Ap)
1
2 . From the point 2, there exists a sequence (xn) of MI,fin such that
(IdSp
I
+Ap)
1
2 xn → (IdSp
I
+Ap)
1
2 x in SpI . We obtain that
‖xn − x‖
domA
1
2
p
(3.36)
= ‖xn − x‖Sp
I
+
∥∥A 12p (xn − x)∥∥Sp
I
(3.32)
.p
∥∥(IdSp
I
+Ap)
1
2 (xn − x)
∥∥
S
p
I
.
By the choice of the sequence (xn), the latter tends to 0 and consequently the sequence (xn)
converges to x in domA
1
2
p .
4. Let x ∈ domA 12p . By the point 3, MI,fin is dense in domA
1
2
p equipped with the graph
norm. Hence we can find a sequence (xn) of MI,fin such that xn → x and A
1
2
p (xn) → A
1
2
p (x).
For any integers n,m, we obtain
‖xn − xm‖Sp
I
+‖∂α,q,p(xn)− ∂α,q,p(xm)‖Lp(Γq(H)⊗B(ℓ2I ))
(3.28)
.p ‖xn − xm‖Sp
I
+
∥∥A 12p (xn)−A 12p (xm)∥∥Sp
I
which shows that (xn) is a Cauchy sequence in dom ∂α,q,p. By the closedness of ∂α,q,p, we infer
that this sequence converges to some x′ ∈ dom ∂α,q,p equipped with the graph norm. Since
dom ∂α,q,p is continuously embedded into S
p
I , we have xn → x′ in SpI , and therefore x = x′
since xn → x. It follows that x ∈ dom ∂α,q,p. This proves the inclusion domA
1
2
p ⊂ dom ∂α,q,p.
Moreover, for any integer n, we have
‖∂α,q,p(xn)‖Lp(Γq(H)⊗B(ℓ2I ))
(3.28)
.p
∥∥A 12p (xn)∥∥Sp
I
.
Since xn → x in dom ∂α,q,p and in domA
1
2
p both equipped with the graph norm, we conclude
that ∥∥∂α,q,p(x)∥∥Lp(Γq(H)⊗B(ℓ2I )) .p ∥∥A 12p (x)∥∥SpI .
The proof of the reverse inclusion and of the reverse estimate are similar. Indeed, by part
1, MI,fin is a dense subspace of dom ∂α,q,p equipped with the graph norm.
5. For any i, j ∈ I, we have(
∂α,q,p(eij)
)∗ (2.44)
=
(
sq(αi − αj)⊗ eij
)∗
= sq(αi − αj)⊗ eji = −sq(αj − αi)⊗ eji
(2.44)
= −∂α,q,p(eji) = −∂α,q,p(e∗ij).
Let x ∈ dom ∂α,q,p. By the point 1, MI,fin is core of ∂α,q,p. Hence there exists a sequence (xn)
of MI,fin such that xn → x and ∂α,q,p(xn) → ∂α,q,p(x). We have x∗n → x∗ and by the first
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part of the proof ∂α,q,p(x
∗
n) = −(∂α,q,p(xn))∗ → −(∂α,q,p(x))∗. By (2.10), we conclude that
x∗ ∈ dom ∂α,q,p and that ∂α,q,p(x∗) = −(∂α,q,p(x))∗.
6. Note that
(
IdΓq(H)⊗B(ℓ2I ) ⊗ TJ
)
converges for the point weak* topology to IdΓq(H)⊗B(ℓ2I).
Suppose that (xk) is a net of MI,fin with xk =
∑
i,j∈I xk,i,jeij which converges to 0 for the weak*
topology such that the net (∂α,q(xk)) converges for the weak* topology to some y belonging to
Γq(H)⊗B(ℓ2I). For any finite subset J of I, we have
∂α,qTJ (xk) = ∂α,q
( ∑
i,j∈J
xk,i,jeij
)
=
∑
i,j∈J
xk,i,j∂α,q(eij)
=
(
IdΓq(H)⊗B(ℓ2I ) ⊗ TJ
)
∂α,q
( ∑
i,j∈I
xk,i,jeij
)
=
(
IdΓq(H)⊗B(ℓ2I) ⊗ TJ
)
∂α,q(xk)
−→
k
(
IdΓq(H)⊗B(ℓ2I ) ⊗ TJ
)
(y)
for the weak* topology. On the other hand, for any i, j ∈ I we have xk,ij → 0 as k →∞. Hence
for any finite subset J of I
∂α,qTJ (xk) = ∂α,q
∑
i,j∈J
xk,ijeij
 (2.44)= ∑
i,j∈J
xk,ijsq(αi − αj)⊗ eij −→
k
0.
This implies by uniqueness of the Γq(H)⊗B(ℓ2I)-limit that
(
IdΓq(H)⊗B(ℓ2I ) ⊗ TJ
)
(y) = 0. We
deduce that y = w*- limJ
(
IdΓq(H)⊗B(ℓ2I) ⊗ TJ
)
(y) = 0.
Remark 3.17 It would more natural to replace the definition (2.44) by the formula ∂α,q(eij)
def
=
2πisq(αi − αj) ⊗ eij . With this new definition, the derivation is symmetric, i.e. ∂α,q(x∗) =
∂α,q(x)
∗. We refer to [Wea1] for more information on weak* closed derivations on von Neumann
algebras.
3.2 Meyer’s problem for semigroups of Schur multipliers
We denote by E : Lp(Γq(H)⊗B(ℓ2I))→ SpI the canonical conditional expectation. We let
(3.42) Gaussq,p(S
p
I )
def
= span
{
sq(h)⊗ x : h ∈ H,x ∈ SpI
}
where the closure is taken in Lp(Γq(H)⊗B(ℓ2I)) (for the weak* topology if p =∞ and −1 6 q <
1). If (ek)k∈K is an orthonormal basis of the Hilbert space H , note that Gaussq,p(S
p
I ) is also
the closure of the span of the sq(ek) ⊗ x’s with x ∈ SpI , closure which we denote temporarily
by G′. Indeed, it is trivial that G′ ⊆ Gaussq,p(SpI ). For the reverse inclusion, it suffices by
linearity and density to show that sq(h)⊗ x belongs to G′ for any h ∈ H and any x ∈ SpI . Let
ε > 0 be fixed. Then there exists some finite subset F of K and αk ∈ C for k ∈ F such that∥∥h−∑k∈F αkek∥∥H < ε. We have ∑k∈F αksq(ek)⊗ x ∈ G′ and∥∥∥∥∥sq(h)⊗ x−∑
k∈F
αksq(ek)⊗ x
∥∥∥∥∥
Lp(Γq(H)⊗B(ℓ2I ))
=
∥∥∥∥∥sq
(
h−
∑
k∈F
αkek
)
⊗ x
∥∥∥∥∥
Lp(Γq(H)⊗B(ℓ2I ))
=
∥∥∥∥∥sq
(
h−
∑
k∈F
αkek
)∥∥∥∥∥
Lp(Γq(H))
‖x‖Sp
I
∼=
∥∥∥∥∥sq
(
h−
∑
k∈F
αkek
)∥∥∥∥∥
L2(Γq(H))
‖x‖Sp
I
< ε ‖x‖Sp
I
.
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We conclude Gaussq,p(S
p
I ) ⊆ G′ by closedness of G′.
If 2 6 p <∞, recall that we have a contractive injective inclusion
(3.43) Gaussq,p(S
p
I ) ⊂ Lp(Γq(H)⊗B(ℓ2I)) ⊂ Lprc(E)
and that if 1 < p < 2 we have an inclusion
(3.44) Gaussq,2(C)⊗ SpI ⊂ L2(Γq(H))⊗ SpI ⊂ SpI (L2(Γq(H))rad,p)
(2.37)
= Lprc(E).
Note that the noncommutative Khintchine inequalities can be rewritten under the following
form.
Lemma 3.18 Suppose −1 6 q 6 1.
1. If 1 6 p < 2, for any f ∈ span{sq(h) : h ∈ H} ⊗ SpI , we have
(3.45) ‖f‖Gaussq,p(SpI ) ≈p ‖f‖Lprc(E) .
2. If 2 6 p <∞, for any f ∈ Gaussq,p(SpI ), we also have
(3.46) ‖f‖Gaussq,p(SpI ) ≈p ‖f‖Lprc(E) .
Proof : For any element f of span{sq(ek) : k ∈ K} ⊗ SpI , we have (using [JMX, (2.22)] for
q = 1, the result is folklore for −1 6 q < 1)
‖f‖Gaussq,p(SpI ) ≈p ‖f‖SpI (L2(Γq(H))rad,p)
(2.37)
= ‖f‖Lprc(E) .
If 2 6 p <∞, by density, it is true for any element of Gaussq,p(SpI ). If 1 < p < 2, it is also true
by density of span{sq(ek) : k ∈ K} in span{sq(h) : h ∈ H} in the Lp-norm and since we have
crossed norms on both sides.
Lemma 3.19 Suppose 1 6 p <∞. Consider −1 6 q < 1. If f belongs to Lpr(E) (resp. Lpc(E))
and if J is a finite subset of I then we have
(3.47)
∥∥(IdΓq(H) ⊗ TJ )(f)∥∥Lpc (E) 6 ‖f‖Lpc (E) and ∥∥(IdΓq(H) ⊗ TJ )(f)∥∥Lpr(E) 6 ‖f‖Lpr(E) .
Proof : Since TJ : SpI → SpI is a complete contraction, according to (2.33), the linear map
TJ ⊗ IdL2(Γq(H)) : SpI (L2(Γq(H))c,p)→ SpI (L2(Γq(H))c,p) is also a contraction. So we have∥∥(IdΓq(H) ⊗ TJ)(f)∥∥Lpc (E) (2.37)= ∥∥(TJ ⊗ IdL2(Γq(H)))(f)∥∥SpI (L2(Γq(H))c,p)
(2.33)
6 ‖f‖Sp
I
(L2(Γq(H))c,p)
(2.37)
= ‖f‖Lpc (E) .
The row estimate is similar.
Proposition 3.20 Suppose −1 6 q 6 1.
1. If 1 < p < 2, for any x ∈MI,fin, we have
(3.48)
∥∥∂α,q,p(x)∥∥Gaussq,p(SpI ) ≈p inf∂α,q,p(x)=y+z ‖y‖Lpr(E) + ‖z‖Lpc (E)
where the infimum is taken over all y ∈ Gaussq,2(C) ⊗MI,fin and all z ∈ Gaussq,2(C) ⊗
MI,fin.
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2. If 2 6 p <∞, for any x ∈ MI,fin, we have
(3.49)
∥∥∂α,q,p(x)∥∥Gaussq,p(SpI ) ≈p max{∥∥Γ(x, x)∥∥ 12SpI , ∥∥Γ(x∗, x∗)∥∥ 12SpI}.
Proof : 1. If x ∈ MI,fin, note that ∂α,q,p(x) belongs to span{sq(h) : h ∈ H} ⊗MI,fin. We infer
that ∥∥∂α,q,p(x)∥∥Gaussq,p(SpI ) (3.45)≈p ‖∂α,q,p(x)‖Lprc(E) = inf∂α,q,p(x)=y+z ‖y‖Lpr(E) + ‖z‖Lpc (E)
where the infimum is taken over all y ∈ Lpr(E) and all z ∈ Lpc(E). We obtain the formula
with a classical argument first using Lemma 3.19 and secondly with a similar lemma using the
orthogonal projection P : L2(Γq(H))→ L2(Γq(H)) on Gaussq,2(C) with (2.34).
2. Replacing f by ∂α,q,p(x) in Lemma 3.18, we obtain∥∥∂α,q,p(x)∥∥Gaussq,p(SpI ) (3.46)≈ ‖∂α,q,p(x)‖Lprc(E)
= max
{∥∥E((∂α,q,p(x))∗∂α,q,p(x))∥∥ 12Sp
I
,
∥∥E(∂α,q,p(x)(∂α,q,p(x))∗)∥∥ 12Sp
I
}
(2.46)(3.41)
= max
{∥∥Γ(x, x)∥∥ 12
S
p
I
,
∥∥Γ(x∗, x∗)∥∥ 12
S
p
I
}
.
The following is an immediate consequence of Proposition 3.12 and Proposition 3.20.
Corollary 3.21 1. Suppose 1 < p < 2. For any x ∈MI,fin we have∥∥A 12p (x)∥∥Sp
I
≈p inf
∂α,q,p(x)=y+z
‖y‖Lpr(E) + ‖z‖Lpc (E)
where the infimum is taken over all y ∈ Gaussq,2(C) ⊗MI,fin and all z ∈ Gaussq,2(C) ⊗
MI,fin.
2. Suppose 2 6 p <∞. For any x ∈ MI,fin, we have
(3.50)
∥∥A 12p (x)∥∥Sp
I
≈p max
{∥∥Γ(x, x) 12 ∥∥
S
p
I
,
∥∥Γ(x∗, x∗) 12 ∥∥
S
p
I
}
.
Now, we will extend the definition of Γ(x, y) to a larger domain.
Lemma 3.22 Suppose 2 6 p < ∞. The forms a : MI,fin × MI,fin → S
p
2
I ⊕∞ S
p
2
I , (x, y) 7→
Γ(x, y) ⊕ Γ(x∗, y∗) and Γ: MI,fin × MI,fin → S
p
2
I , (x, y) 7→ Γ(x, y) are symmetric, positive,
closable and satisfy the Cauchy-Schwarz inequality. The domain of the closure a is domA
1
2
p .
Proof : According to the point 3 of Lemma 2.16, we have Γ(x, y)∗ = Γ(y, x), so a is symmetric.
Moreover, again according to Lemma 2.16, a is positive. For any x, y ∈ MI,fin, we have
‖a(x, y)‖
S
p
2
I
⊕∞S
p
2
I
= ‖Γ(x, y)⊕ Γ(x∗, y∗)‖
S
p
2
I
⊕∞S
p
2
I
= max
{ ‖Γ(x, y)‖ p
2
, ‖Γ(x∗, y∗)‖ p
2
}
(2.43)
6 max
{
‖Γ(x, x)‖ 12p
2
‖Γ(y, y)‖ 12p
2
, ‖Γ(x∗, x∗)‖ 12p
2
‖Γ(y∗, y∗)‖ 12p
2
}
6 max
{ ‖Γ(x, x)‖ 12p
2
, ‖Γ(x∗, x∗)‖ 12p
2
}
max
{ ‖Γ(y, y)‖ 12p
2
, ‖Γ(y∗, y∗)‖ 12p
2
}
= ‖a(x, x)‖ 12
S
p
2
I
⊕∞S
p
2
I
‖a(y, y)‖ 12
S
p
2
I
⊕∞S
p
2
I
.
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So a satisfies the Cauchy-Schwarz inequality. The assertions concerning Γ are similar. Suppose
xn
a−→ 0 that is xn ∈ MI,fin, xn → 0 and a(xn − xm, xn − xm) → 0. For any integer n,m, we
have
∥∥A 12p (xn − xm)∥∥Sp
I
(3.50)
.p max
{∥∥Γ(xn − xm, x− n− xm) 12∥∥Sp
I
,
∥∥Γ((xn − xm)∗, (xn − xm)∗) 12∥∥Sp
I
}
= ‖a(xn − xm, xn − xm)‖
S
p
2
I
⊕∞S
p
2
I
→ 0.
We infer that
(
A
1
2
p (xn)
)
is a Cauchy sequence, hence a convergent sequence. Since xn → 0, by
the closedness of A
1
2
p , we deduce that A
1
2
p (xn)→ 0. Now, we have
‖a(xn, xn)‖
S
p
2
I
⊕∞S
p
2
I
= max
{∥∥Γ(xn, xn) 12 ∥∥Sp
I
,
∥∥Γ(x∗n, x∗n)) 12∥∥Sp
I
} (3.50)
.p
∥∥A 12p (xn)∥∥Sp
I
→ 0.
By Proposition 2.10, we obtain the closability of the form a.
Let x ∈ SpI . By (2.26), we have x ∈ D(a) if and only if there exists a sequence (xn) of MI,fin
satisfying xn
a−→ x, that is satisfying xn → x and Γ(xn−xm, xn−xm)→ 0, Γ((xn−xm)∗, (xn−
xm)
∗) → 0 as n,m → ∞. By the equivalence (3.50), this is equivalent to the existence of a
sequence xn ∈ MI,fin, such that xn → x, A
1
2
p (xn − xm) → 0 as n,m → ∞. Now recalling that
MI,fin is a core of the operator A
1
2
p , we conclude that this is equivalent to x ∈ domA
1
2
p .
Remark 3.23 The domain of the closure of the form Γ is unclear.
Lemma 3.24 Suppose 2 6 p <∞14.
1. For any x, y ∈ domA 12p = dom ∂α,q,p, we have
(3.51) Γ(x, y) =
〈
∂α,q,p(x), ∂α,q,p(y)
〉
S
p
I
(L2(Ω)c,p)
= E
(
(∂α,q,p(x))
∗∂α,q,p(x)
)
.
2. For any x ∈ domA 12p = dom ∂α,q,p, we have∥∥Γ(x, x) 12 ∥∥
S
p
I
=
∥∥∂α,q,p(x)∥∥Sp
I
(L2(Γq(H))c,p)
.
Proof : Consider some elements x, y ∈ domA 12p = dom ∂α,q,p. According to Proposition 3.16,
MI,fin is a core of dom ∂α,q,p. So by (2.6) there exists sequences (xn) and (yn) of MI,fin such
that xn → x, yn → y, ∂α,q,p(xn) → ∂α,q,p(x) and ∂α,q,p(yn) → ∂α,q,p(y). Since p > 2, we have
a contractive inclusion Lp(Γq(H)⊗B(ℓ2I)) →֒ Lpc(E)
(2.37)
= SpI (L
2(Γq(H))c,p). We deduce that
∂α,q,p(xn)→ ∂α,q,p(x) and ∂α,q,p(yn)→ ∂α,q,p(y) in the space SpI (L2(Γq(H))c,p). Note that
‖Γ(xn − xm, xn − xm)‖
S
p
2
I
(2.46)
=
∥∥∥〈∂α,q,p(xn − xm), ∂α,q,p(xn − xm)〉Sp
I
(L2(Γq(H))c,p)
∥∥∥
S
p
2
I
(2.28)
6 ‖∂α,q,p(xn − xm)‖Sp
I
(L2(Γq(H))c,p)
‖∂α,q,p(xn − xm)‖Sp
I
(L2(Γq(H))c,p)
−−−−−−→
n,m→+∞ 0
14. In the proof, we recall that Lp(Γq(H)⊗B(ℓ2I)) ⊂ SpI (L2(Γq(H))c,p).
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and similarly for yn. Hence xn
Γ−→ x and yn Γ−→ y. We deduce that
Γ(x, y)
(2.27)
= lim
n→+∞Γ(xn, yn)
(2.46)
= lim
n→+∞
〈
∂α,q,p(xn), ∂α,q,p(yn)
〉
S
p
I
(L2(Γq(H))c,p)
=
〈
∂α,q,p(x), ∂α,q,p(y)
〉
S
p
I
(L2(Γq(H))c,p)
.
2. If x ∈ domA 12p , we have∥∥∂α,q,p(x)∥∥Sp
I
(L2(Γq(H))c,p)
(2.29)
=
∥∥∥〈∂α,q,p(x), ∂α,q,p(x)〉 12Sp
I
(L2(Γq(H))c,p)
∥∥∥
S
p
I
(3.51)
=
∥∥Γ(x, x) 12 ∥∥
S
p
I
.
Theorem 3.25 Suppose 2 6 p <∞. For any x ∈ domA 12p , we have
(3.52)
∥∥A 12p (x)∥∥Sp
I
≈p max
{∥∥Γ(x, x) 12∥∥
S
p
I
,
∥∥Γ(x∗, x∗) 12∥∥
S
p
I
}
.
Proof : For any x ∈ domA 12p , first note that
(3.53) E
(
∂α,q,p(x)(∂α,q,p(x))
∗) (3.41)= E((∂α,q,p(x∗))∗∂α,q,p(x∗)) (3.51)= Γ(x∗, x∗).
We conclude that∥∥A 12p (x)∥∥Sp
I
(3.40)≈p
∥∥∂α,q,p(x)∥∥Gaussq,p(SpI )
(3.46)≈p max
{∥∥∥(E((∂α,q,p(x))∗∂α,q,p(x))) 12∥∥∥
S
p
I
,
∥∥∥(E(∂α,q,p(x)(∂α,q,p(x)∗))) 12 ∥∥∥
S
p
I
}
(3.51)(3.53)
= max
{∥∥Γ(x, x) 12∥∥
S
p
I
,
∥∥Γ(x∗, x∗) 12∥∥
S
p
I
}
.
Lemma 3.26 Suppose 2 6 p <∞. Let J be a finite subset of I. If x ∈ domA 12p , then∥∥Γ(TJ(x), TJ (x))∥∥
S
p
2
I
6
∥∥∂α,q,p(x)∥∥Sp
I
(L2(Γq(H))c,p)
.
Proof : Let x ∈ domA 12p = dom ∂α,q,p. Since MI,fin is a core of ∂α,q,p by Proposition 3.16
there exists a sequence (xn) of MI,fin such that xn → x and ∂α,q,p(xn)→ ∂α,q,p(x). Note that
TJ : SpI → SpI is a complete contraction, the linear map TJ ⊗ IdL2(Γq(H)) : SpI (L2(Γq(H))c,p) →
SpI (L
2(Γq(H))c,p) is also a contraction according to (2.33). We deduce that
∂α,q,pTJ(xn) =
∑
i,j∈J
xnij∂α,q,p(eij) =
(
IdL2(Γq(H) ⊗ TJ
)( ∑
i,j∈I
xnij∂α,q,p(eij)
)
=
(
IdL2(Γq(H) ⊗ TJ
)
(∂α,q,pxn) −−−−−→
n→+∞
(
IdL2(Γq(H) ⊗ TJ
)
(∂α,q,px).
Since ∂α,q,pTJ is bounded by [Kat1, Problem 5.22], we deduce that ∂α,q,pTJ (x) =
(
IdL2(Γq(H) ⊗
TJ
)
(∂α,q,px). Now, we have∥∥Γ(TJx, TJx)∥∥ 12
S
p
2
I
=
∥∥Γ(TJx, TJx) 12∥∥Sp
I
(2.47)
=
∥∥∂α,q,pTJ (x)∥∥Sp
I
(L2(Γq(H))c,p)
=
∥∥(IdL2(Γq(H)⊗TJ ))(∂α,q,px)∥∥Sp
I
(L2(Γq(H))c,p)
(2.33)
6
∥∥∂α,q,p(x)∥∥Sp
I
(L2(Γq(H))c,p)
.
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Now, we give a very concrete way to approximate the carré du champ.
Lemma 3.27 Let 2 6 p <∞. For any x, y ∈ domA 12p , we have in S
p
2
I
(3.54) Γ(x, y) = lim
J
Γ
(TJ(x), TJ (y)).
Proof : If x ∈ domA 12p , we have for any finite subsets J,K of I
‖Γ(TJx− TKx, TJx− TKx)‖
1
2
S
p
2
I
=
∥∥Γ(TJx− TKx, TJx− TKx) 12 ∥∥Sp
I
(3.52)
.p
∥∥A 12p (TJx− TKx)∥∥Sp
I
=
∥∥TJA 12p x− TKA 12p x∥∥Sp
I
.
Note that since A
1
2
p (x) belongs to S
p
I , (TJA
1
2
p (x))p is a Cauchy net of S
p
I . Since TJ (x) → x in
SpI , we infer that TJ (x) Γ−→ x. Then (3.54) is a consequence of Lemma 3.26 and Proposition 2.8.
We recall that since A generates a markovian semigroup, we have
(3.55) RanAp =
{
x ∈ SpI : limt→+∞Tt(x) = 0
}
.
Since Tt(eij) = e
−t‖αi−αj‖2Heij for any i, j ∈ I and any t > 0, we have
(3.56) RanAp =
{
x ∈ SpI : xij = 0 for all i, j with αi = αj
}
.
Note that (Tt)t is strongly continuous on S
∞
I and that it is not difficult to show that (3.55) and
(3.56) also hold for RanA∞, where A∞ denotes the generator of (Tt)t on S∞I . If h ∈ H , we
define the h-directional Riesz transform Rα,h defined on MI,fin by
(3.57) Rα,h(eij)
def
=
〈αi − αj , h〉H
‖αi − αj‖H
eij if i, j satisfy αi 6= αj
and Rα,h(eij) = 0 if it is not the case. If (ek)k∈K is a basis of the Hilbert space H , we let
(3.58) Rα,k
def
= Rα,ek .
Suppose 1 < p <∞. Consider the contractive linear map
U : L2(Γq(H))→ ℓ2K , g 7→
∑
k
〈
sq(ek), g
〉
L2(Γq(H))
ek.
By (2.34), we have a bounded map u
def
= IdSp
I
⊗ U : SpI (L2(Γq(H))c,p) → SpI (ℓ2K,c,p) ⊂ SpI (SpK).
For any g ∈ L2(Γq(H)) and any i, j ∈ I we have
(3.59) u(eij ⊗ g) = eij ⊗
∑
k
〈
sq(ek), g
〉
L2(Γq(H))
ek1 =
∑
k
〈
sq(ek), g
〉
L2(Γq(H))
eij ⊗ ek1.
With the linear form 〈sq(ek), ·〉 : L2(Γq(H)) → C and (2.34), we can introduce the map uk def=
IdSp
I
⊗〈·, sq(ek)〉 : SpI (L2(Γq(H))c,p)→ SpI . For any g ∈ L2(Γq(H)), any i, j ∈ I and any k ∈ K,
we have
(3.60) uk(eij ⊗ g) =
〈
sq(ek), g
〉
L2(Γq(H))
eij .
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For any k ∈ I and any f ∈ L2(Γq(H))⊗ SpI , we have
(3.61) u(f) =
∑
k
uk(f)⊗ ek1.
Proposition 3.28 1. Suppose 2 6 p <∞. For any f, h ∈ Gaussq,p(SpI ) we have
(3.62) E(f∗h) = (u(f))∗u(h)
where we identify (u(f))∗u(h) as an element of SpI (with its unique non-zero entry).
2. Suppose 1 < p < 2. For any f, h ∈ Gaussq,2(C)⊗ SpI we have
(3.63) 〈f, h〉Lpc (E) = (u(f))∗u(h)
where we identify (u(f))∗u(h) as an element of SpI (with its unique non-zero entry).
3. Suppose 1 < p <∞. If x ∈ MI,fin ∩ RanA, we have15
(3.64) uk∂α,q,pA
− 12
p (x) = Rα,k(x).
4. Suppose 1 < p <∞. If h ∈ SpI (L2(Γq(H))c,p), for any k ∈ K we have
(3.65)
(
uk(h
∗))∗ = uk(h).
Proof : 1 and 2. For any i, j, r, s ∈ I and any g, w ∈ Gaussq,2(C) (this assumption is used in a
crucial way in the last equality), we have
(u(eij ⊗ g))∗u(ers ⊗ w) (3.59)=
(∑
k
〈
sq(ek), g
〉
L2(Γq(H))
eij ⊗ ek1
)∗(∑
l
〈
sq(el), w
〉
L2(Γq(H)
ers ⊗ el1
)
=
(∑
k
〈
sq(ek), g
〉
L2(Γq(H))
e∗ij ⊗ e1k
)(∑
l
〈
sq(el), w
〉
L2(Γq(H))
ers ⊗ el1
)
=
∑
k,l
(〈
sq(ek), g
〉
L2(Γq(H)
〈
sq(el), w
〉
L2(Γq(H))
e∗ijers ⊗ e1kel1
)
=
∑
k
〈
sq(ek), g
〉
L2(Γq(H))
〈
sq(ek), w
〉
L2(Γq(H))
e∗ijers ⊗ e11 =
∑
k
〈g, w〉L2(Γq(H))e∗ijers ⊗ e11.
On the other hand, we have
〈eij ⊗ g, ers ⊗ w〉Sp
I
(L2(Γq(H))c,p)
(2.30)
= 〈g, w〉L2(Γq(H))e∗ijers.
We conclude by bilinearity and density.
3. For any i, j ∈ I such that αi 6= αj , we have
uk∂α,q,pA
− 12
p (eij) = uk∂α,q,p
(
1
‖αi − αj‖H
eij
)
=
1
‖αi − αj‖H
uk∂α,q,p(eij)
(2.44)
=
1
‖αi − αj‖H
uk
(
eij ⊗ sq(αi − αj)
) (3.60)
=
1
‖αi − αj‖H
〈
sq(ek), sq(αi − αj)
〉
L2(Γq(H))
eij
(2.16)
=
〈ek, αi − αj〉H
‖αi − αj‖H
eij
(3.57)(3.58)
= Rα,k(eij).
15. Recall that if 2 6 p <∞, we have Lp(Γq(H)⊗B(ℓ2I )) ⊂ SpI (L2(Γq(H))c,p).
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4. Since sq(ek) is selfadjoint, we have for any i, j ∈ I any g ∈ L2(Γq(H))[
uk((eij ⊗ g)∗)
]∗
=
[
uk(eji ⊗ g∗)
]∗ (3.60)
=
(〈
sq(ek), g
∗〉
L2(Γq(H))
eji
)∗
=
〈
sq(ek), g∗
〉
L2(Γq(H))
eij =
〈
g∗, sq(ek)
〉
L2(Γq(H))
eij = τ(gsq(ek))eij
= τ(sq(ek)g)eij =
〈
sq(ek), g
〉
L2(Γq(H))
eij
(3.60)
= uk(eij ⊗ g).
We conclude by linearity and density.
Lemma 3.29 Suppose 1 < p 6 2. The restriction of the map u : SpI (L
2(Γq(H))c,p) → SpI (SpK)
on SpI (Gaussq,2(C)c,p) induces an isometric map and the range of this restriction is S
p
I (ℓ
2
K,c,p).
Proof : For any f ∈ SpI ⊗Gaussq,2(C), we have
‖f‖Lpc (E)
(2.29)
=
∥∥〈f, f〉Lpc (E)∥∥ 12
S
p
2
I
(3.63)
=
∥∥(u(f))∗u(f)∥∥ 12
S
p
2
I
=
∥∥u(f)∥∥
S
p
I
(Sp
K
)
.
and u(eij ⊗ sq(el)) (3.59)= eij ⊗ el for any i, j ∈ I and any k ∈ K. Alternatively, note that the
linear map Gaussq,2(C)→ ℓ2K , g 7→
∑
k∈K
〈
g, sq(ek)
〉
L2(Γq(H))
ek is a surjective isometry. So the
associated map SpI (Gaussq,2(C)c,p)→ SpI (ℓ2K,c,p) is also a surjective isometry.
Theorem 3.30 Suppose 1 < p <∞.
1. If 1 < p 6 2 and if x ∈MI,fin ∩RanA we have
(3.66) ‖x‖Sp
I
≈p inf
Rα,k(x)=ak+bk
∥∥∥∥(∑
k∈K
|ak|2
) 1
2
∥∥∥∥
S
p
I
+
∥∥∥∥(∑
k∈K
|b∗k|2
) 1
2
∥∥∥∥
S
p
I
where the infimum is taken over all (ak), (bk) ∈ SpI (ℓ2K,c).
2. If 2 6 p <∞ and if x ∈ MI,fin ∩ RanA, we have
‖x‖Sp
I
≈p max
{∥∥∥∥(∑
k∈K
|Rα,k(x)|2
) 1
2
∥∥∥∥
S
p
I
,
∥∥∥∥(∑
k∈K
|(Rα,k(x))∗|2) 12 ∥∥∥∥
S
p
I
}
.
Proof : Here we use some fixed −1 6 q 6 1 and we drop the index.
1. Suppose 1 < p < 2. For any x ∈MI,fin ∩ RanA, we have
‖x‖Sp
I
=
∥∥A 12pA− 12p (x)∥∥Sp
I
(3.40)≈p
∥∥∂α,pA− 12p (x)∥∥Lp(Γq(H)⊗B(ℓ2I)) (3.48)≈p inf
∂α,pA
− 1
2
p (x)=g+h
‖g‖Lpc (E) + ‖h‖Lpr(E)
where the infimum is taken over all g, h ∈ Gauss2(C) ⊗MI,fin. By Proposition 3.28, we infer
that
〈g, g〉 12
Lpc (E)
(3.63)
=
(
u(g)∗u(g)
) 1
2
(3.61)
=
((∑
k
uk(g)⊗ ek1
)∗(∑
l
ul(g)⊗ el1
)) 12
=
(∑
k,l
(
uk(g))
∗ul(g)⊗ e1kel1
) 1
2
=
(∑
k
(
uk(g))
∗uk(g)
) 1
2
.
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Similarly, we have
〈h∗, h∗〉 12
Lpc (E)
(3.63)
=
(
(u(h∗))∗u(h∗)
) 1
2
(3.61)
=
((∑
k
uk(h
∗)⊗ ek1
)∗(∑
l
ul(h
∗)⊗ el1
)) 12
(3.65)
=
((∑
k
uk(h)⊗ e1k
)(∑
l
ul(h
∗)⊗ el1
)) 12
=
(∑
k
uk(h)uk(h
∗)
) 1
2
.
By Lemma 3.29, the restriction of the map u : SpI (L
2(Γq(H))c,p)→ SpI (SpI ) on SpI (Gaussq,2(C)c,p)
is injective. So we have ∂α,pA
− 12
p (x) = g+h if and only if u∂α,pA
− 12
p (x) = u(g)+u(h). By (3.64)
and (3.61), this is equivalent to Rα,k(x) = uk(g) + uk(h) for any k. Hence this computation
gives that ‖x‖Sp
I
is comparable to the norm
(3.67) inf
Rα,k(x)=uk(g)+uk(h)
∥∥∥∥(∑
k∈K
(
uk(g)
)∗
uk(g)
) 1
2
∥∥∥∥
S
p
I
+
∥∥∥∥(∑
k∈K
(
uk(h)uk(h
∗)
) 1
2
∥∥∥∥
S
p
I
.
Therefore, using again Lemma 3.29, this infimum is finally equal to the infimum (3.66).
2. Now, suppose 2 6 p <∞. For any x ∈MI,fin ∩ RanA, we have
‖x‖Sp
I
=
∥∥A 12pA− 12p (x)∥∥Sp
I
(3.40)≈p
∥∥∂α,pA− 12p (x)∥∥Gaussq,p(SpI ) (3.45)≈p ∥∥∂α,pA− 12p (x)∥∥Lprc(E)
= max
{∥∥∥∥(E((∂α,pA− 12p (x))∗∂α,pA− 12p (x))) 12∥∥∥∥
S
p
I
,
∥∥∥∥(E((∂αA− 12p (x))(∂α,pA− 12p (x))∗)) 12∥∥∥∥
S
p
I
}
.
We obtain
E
((
∂α,pA
− 12
p x
)∗
∂α,pA
− 12
p x
)
(3.62)
=
[
u
(
∂α,pA
− 12
p (x)
)]∗
u
(
∂α,pA
− 12
p (x)
)
(3.64)
=
(∑
k∈K
Rα,k(x)⊗ ek1
)∗(∑
l∈K
Rα,l(x) ⊗ el1
)
=
(∑
k∈K
(
Rα,k(x)
)∗ ⊗ e1k)(∑
l∈K
Rα,l(x) ⊗ el1
)
=
∑
k∈K
(
Rα,k(x)
)∗
Rα,k(x) =
∑
k∈K
|Rα,k(x)|2.
Similarly, using (3.65) in addition, we obtain
E
(
∂α,pA
− 12
p (x)
(
∂α,pA
− 12
p x
)∗) (3.62)
=
(
u
(
(∂α,pA
− 12
p x)
∗))∗u((∂α,pA− 12p x)∗)
(3.61)
=
(∑
k
uk
(
(∂α,pA
− 12
p x)
∗)⊗ ek1)∗(∑
l
ul
(
(∂α,pA
− 12
p x)
∗)⊗ el1)
(3.65)
=
(∑
k
uk
(
∂α,pA
− 12
p x
)∗ ⊗ ek1)∗(∑
l
(
ul(∂α,pA
− 12
p x)
)∗ ⊗ el1)
=
(∑
k
uk
(
∂α,pA
− 12
p x
)⊗ e1k)(∑
l
(
ul(∂α,pA
− 12
p x)
)∗ ⊗ el1)
(3.64)
=
(∑
k
Rα,k(x) ⊗ e1k
)(∑
l
(Rα,l(x))
∗ ⊗ el1
)
=
∑
k∈K
∣∣(Rα,k(x))∗∣∣2.
The proof is complete.
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3.3 Littlewood-Paley estimates
In this section, we give some useful square function inequalities.
Lemma 3.31 Suppose 2 > p < ∞. For any sequence (hn)n>1 of elements of H and any
sequence (xn) of elements in S
p
I such that
∑
n xn ⊗ en1 belongs to SpI (Sp), we have∥∥∥∥∥∥
(∑
n>1
|Rα,hn(xn)|2
) 1
2
∥∥∥∥∥∥
S
p
I
.p
(
sup
n>1
‖hn‖H
)∥∥∥∥(∑
n>1
|xn|2
) 1
2
∥∥∥∥
S
p
I
.
Proof : Consider an orthonormal basis (ek)k∈K of H and the map Λ: ℓ2N×N → ℓ2, enk 7→
〈hn, ek〉Hen where (enl) and (en) denote the canonical basis of ℓ2N×N and ℓ2. Note that Λ is
well-defined and bounded with ‖Λ‖ℓ2
N×N→ℓ2 6 ‖h‖∞
def
= supn>1 ‖hn‖H since∥∥∥∥∥Λ
(∑
nk
ankenk
)∥∥∥∥∥
2
ℓ2
=
∥∥∥∥∥∑
nk
ankΛ(enk)
∥∥∥∥∥
2
ℓ2
=
∥∥∥∥∥∑
nk
ank〈hn, ek〉Hen
∥∥∥∥∥
2
ℓ2
=
∑
nk
|ank〈hn, ek〉H |2
=
∑
nk
|ank|2|〈hn, ek〉H |2 6 ‖h‖2∞
∑
nk
|ank|2 = ‖h‖2∞
∥∥∥∥∥∑
nk
ankenk
∥∥∥∥∥
2
ℓ2
N×N
.
If (xn) is a sequence of elements in S
p
I such that
∑
n xn ⊗ en1 belongs to SpI (Sp)∥∥∥∥(∑
n>1
|Rα,hn(xn)|2
) 1
2
∥∥∥∥
S
p
I
=
∥∥∥∥∑
n>1
Rα,hn(xn)⊗ en1
∥∥∥∥
Sp(Sp
I
)
(3.57)
=
∥∥∥∥∑
n>1
(∑
i,j
〈αi − αj , hn〉H
‖αi − αj‖H
xnijeij
)
⊗ en1
∥∥∥∥
Sp(Sp
I
)
=
∥∥∥∥∑
n>1
(∑
i,j
∑
k∈K
〈hn, ek〉H〈αi − αj , ek〉H
‖αi − αj‖H
xnijei,j
)
⊗ en1
∥∥∥∥
Sp(Sp
I
)
(Parseval)
=
∥∥∥∥ ∑
n>1,k∈K
(∑
i,j
〈αi − αj , ek〉H
‖αi − αj‖H
xnijei,j
)
⊗ 〈hn, ek〉Hen1
∥∥∥∥
Sp(Sp
I
)
(3.57)(3.58)
=
∥∥∥∥ ∑
n>1,k∈K
Rα,k(xn)⊗ 〈hn, ek〉Hen1
∥∥∥∥
Sp(Sp
I
)
=
∥∥∥∥ ∑
n>1,k∈K
Rα,k(xn)⊗ 〈hn, ek〉Hen
∥∥∥∥
S
p
I
(ℓ2c,p)
=
∥∥∥∥ ∑
n>1,k∈K
Rα,k(xn)⊗ Λ(enk)
∥∥∥∥
S
p
I
(ℓ2c,p)
=
∥∥∥∥(IdSpI ⊗ Λ)
( ∑
n>1,k∈K
Rα,k(xn)⊗ enk
)∥∥∥∥
S
p
I
(ℓ2c,p)
(2.34)
6 ‖h‖∞
∥∥∥∥ ∑
n>1,k∈K
Rα,k(xn)⊗ enk
∥∥∥∥
S
p
I
(ℓ2
N×K,c,p
)
= ‖h‖∞
∥∥∥∥(∑
k∈K
∑
n>1
|Rα,k(xn)|2
) 1
2
∥∥∥∥
S
p
I
.
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If we let x =
∑
n xn ⊗ en1, we obtain∥∥∥∥(∑
n>1
|Rα,hn(xn)|2
) 1
2
∥∥∥∥
S
p
I
6 ‖h‖∞
∥∥∥∥(∑
k∈K
(∑
n>1
(Rα,k(xn))
∗ ⊗ e1n
)(∑
m>1
Rα,l(xm)⊗ em1
)) 1
2
∥∥∥∥
S
p
I
(Sp)
= ‖h‖∞
∥∥∥∥(∑
k∈K
∣∣∣∑
n>1
Rα,k(xn)⊗ en1
∣∣∣2) 12 ∥∥∥∥
S
p
I
(Sp)
= ‖h‖∞
∥∥∥∥(∑
k∈K
|(Rα,k ⊗ IdSp)(x)|2
) 1
2
∥∥∥∥
S
p
I
(Sp)
.
Now, since the part 2 of Theorem 3.30 also holds for IdSp ⊗Ap instead of Ap, the last term on
the right hand side is dominated by
‖x‖Sp(Sp
I
) =
∥∥∥∥∥∥
∑
n>1
xn ⊗ en1
∥∥∥∥∥∥
Sp(Sp
I
)
=
∥∥∥∥(∑
n>1
|xn|2
) 1
2
∥∥∥∥
S
p
I
.
3.4 Khintchine inequalities for q-gaussians in crossed products
Here, we generalize [JMP1, Theorem 1.1]
Theorem 3.32 Consider −1 6 q 6 1. Let G be a discrete group such that Lp(VN(G)) has
CBAP.
1. Suppose 1 < p < 2 and q 6= 1. For any f = ∑s,h fi,j,hsq(h) ⋊ λs ∈ span{sq(h) : h ∈
H}⋊ PG, we have
‖f‖Gaussq,p,⋊(Lp(VN(G))) ≈p ‖f‖Lp(VN(G),L2(Γq(H))rad,p)(3.68)
≈p inf
f=g+h
{∥∥∥(E(g∗g)) 12 ∥∥∥
Lp(VN(G))
,
∥∥∥(E(hh∗)) 12 ∥∥∥
Lp(VN(G))
}
where the infimum is taken over all g, h ∈ span{sq(h) : h ∈ H}⋊ PG.
2. Suppose 2 6 p < ∞. For any f = ∑i,j,h fi,j,hsq(h) ⋊ eij ∈ Gaussq,p,⋊(Lp(VN(G))) with
fi,j,h ∈ C
max
{∥∥∥(E(f∗f)) 12 ∥∥∥
Lp(VN(G))
,
∥∥∥(E(ff∗)) 12∥∥∥
Lp(VN(G))
}
. ‖f‖Gaussq,p,⋊(Lp(VN(G)))
(3.69)
.
√
pmax
{∥∥∥(E(f∗f)) 12∥∥∥
Lp(VN(G))
,
∥∥∥[E(ff∗)) 12∥∥∥
Lp(VN(G))
}
︸ ︷︷ ︸
‖f‖
L
p
cr(E)
.
Proof : 2. Suppose 2 < p <∞. We begin by proving the upper estimate of (3.69). Fix m > 1.
We have16 an isometric embedding Jm : H → ℓ2m(H) defined by
(3.70) Jm(h)
def
=
1√
m
m∑
l=1
el ⊗ h.
16. If h ∈ H, we have ∥∥∥∥∥ 1√m
m∑
l=1
el ⊗ h
∥∥∥∥∥
ℓ2m(H)
=
1√
m
∥∥∥∥∥
m∑
l=1
el
∥∥∥∥∥
ℓ2m
‖h‖H = ‖h‖H .
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Hence we can consider the associated operator Γpq(Jm) : L
p(Γq(H))→ Lp(Γq(ℓ2m(H))) of second
quantization (2.13) which is an isometric completely positive map. We define the maps πm : G→
B(ℓ2m(H)), s 7→ (el ⊗ h 7→ el ⊗ πs(h)) and αms def= Γq(πms ) : Γq(ℓ2m(H)) → Γq(ℓ2m(H)). For any
h ∈ H , any s ∈ G, note that
πms ◦ Jm(h)
(3.70)
= πms
(
1√
m
m∑
l=1
el ⊗ h
)
=
1√
m
m∑
l=1
πms (el ⊗ h) =
1√
m
m∑
l=1
el ⊗ πs(h) (3.70)= Jm ◦ πms (h).
(3.71)
We deduce that
αms ◦ Γq(Jm) = Γq(πms ) ◦ Γq(Jm) = Γq(πms ◦ Jm)
(3.71)
= Γq(Jm ◦ πms ) = Γq(Jm) ◦ αms .
By [Arh7, Lemma 2.3], we obtain a trace preserving unital normal injective ∗-homomorphism
Γq(Jm) ⋊ IdVN(G) : Γq(H) ⋊α G → Γq(ℓ2m(H)) ⋊αm G. This map induces an isometric map
π
def
= Γq(Jm) ⋊α IdLp(VN(G)) : L
p(Γq(H) ⋊αm G) → Lp(Γq(ℓ2m(H)) ⋊α G). For any finite sum
f =
∑
s,h fs,hsq(h)⋊ λs of PΓq(H),G with fs,h ∈ C, we obtain
‖f‖Lp(Γq(H)⋊αG) =
∥∥∥∥∥∥
∑
s,h
fs,hsq(h)⋊ λs
∥∥∥∥∥∥
Lp(Γq(H)⋊αG)
=
∥∥∥∥∥∥π
(∑
s,h
fi,j,hsq(h)⋊ λs
)∥∥∥∥∥∥
Lp(Γq(ℓ2m(H))⋊αmG)
=
∥∥∥∥∥∥
∑
s,h
fs,hΓq(Jm)(sq(h))⋊αm λs
∥∥∥∥∥∥
Lp(Γq(ℓ2m(H))⋊αmG)
(2.13)
=
∥∥∥∥∥∥
∑
s,h
fs,hsq,m(Jm(h))⋊ λs
∥∥∥∥∥∥
Lp(Γq(ℓ2m(H))⋊αmG)
(3.70)
=
∥∥∥∥∥∥
∑
s,h
fs,hsq,m
(
1√
m
m∑
l=1
el ⊗ h
)
⋊ λs
∥∥∥∥∥∥
Lp(Γq(ℓ2m(H))⋊αmG)
=
1√
m
∥∥∥∥∥∑
s,h,l
fs,hsq,m(el ⊗ h)⋊ λs
∥∥∥∥∥
Lp(Γq(ℓ2m(H))⋊αmG)
.
For any 1 6 l 6 m, consider the element fl
def
=
∑
s,h fs,hsq,m(el ⊗ h) ⋊ λs and the conditional
expectation E : Lp(Γq(ℓ
2
m(H))⋊G)→ Lp(VN(G)). For any 1 6 l 6 m, note that
E(fl) = E
(∑
s,h
fs,hsq,m(el ⊗ h)⋊ λs
)
=
∑
s,h
fs,hE
(
sq,m(el ⊗ h)⋊ λs
)
=
∑
s,h
fs,hτ(sq,m(el ⊗ h))λs (2.15)= 0.
We deduce that the random variables fl are mean-zero. Now, we prove in addition that the fl
are independent over VN(G), so that we will be able to apply the noncommutative Rosenthal
inequality (2.12) to them.
Lemma 3.33 The fl defined here above are independent over VN(G). More precisely, the von
Neumann algebras generated by fl are independent with respect to VN(G).
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Proof : Due to normality of E, it suffices to prove
(3.72) E(xy) = E(x)E(y)
for x (resp. y) belonging to a weak∗ dense subset of W∗(fl) (resp. of W∗((fk)k 6=l)). Moreover,
by bilinearity in x, y of both sides of (3.72) and self-adjointness of sq,m(el ⊗ h), it suffices to
take x = sq,m(el ⊗ h)n⋊ λs for some n ∈ N and y =
∏T
t=1 sq,m(ekt ⊗ h)nt ⋊ λu for some T ∈ N,
kt 6= l and nt ∈ N. Since αms = Γq(πms ) is trace preserving, we have
E(x)E(y) = τ(sq,m(el ⊗ h)n)λs τ
( T∏
t=1
sq,m(ekt ⊗ h)nt
)
λu
= τ(sq,m(el ⊗ h)n)τ
( T∏
t=1
sq,m(ekt ⊗ h)nt
)
λsu
= τ(sq,m(el ⊗ h)n)τ
(
αms
( T∏
t=1
sq,m(ekt ⊗ h)nt
))
λsu
= τ(sq,m(el ⊗ h)n)τ
( T∏
t=1
sq,m(ekt ⊗ πs(h))nt
)
λsu
and
E(xy) = E
((
sq,m(el ⊗ h)n ⋊ λs
)( T∏
t=1
sq,m(ekt ⊗ h)nt ⋊ λu
))
(2.52)
= E
((
sq,m(el ⊗ h)nαms
( T∏
t=1
sq,m(ekt ⊗ h)nt
)
⋊ λsu
))
= τ
(
sq,m(el ⊗ h)nαms
( T∏
t=1
sq,m(ekt ⊗ h)nt
))
λsu
= τ
(
sq,m(el ⊗ h)n
T∏
t=1
sq,m(ekt ⊗ πs(h))nt
)
λsu.
We shall now apply the Wick formulae (2.14) and (2.15) to the trace term above.
Note that if n+
∑T
t=1 nt is odd, then according to the Wick formula (2.15) we have E(xy) = 0.
On the other hand, then either n or
∑T
t=1 nt is odd, so according to the Wick formula (2.15),
either E(x) = 0 or E(y) = 0. Thus, (3.72) follows in this case.
Now suppose that n +
∑T
t=1 nt
def
= 2k is even. Consider a 2-partition V ∈ P2(2k). If both
n and
∑T
t=1 nt are odd, then we must have some (i, j) ∈ V such that one term 〈fi, fj〉ℓ2m(H)
in the Wick formula (2.14) equals
〈
el ⊗ h, ekt ⊗ πs(h)
〉
= 0, since kt 6= l. Thus, E(xy) = 0,
and since n is odd, also E(x) = 0, and therefore, (3.72) follows. If both n and
∑T
t=1 nt are
even, then in the Wick formula (2.14), we only need to consider those 2-partitions V without
a mixed term as the 〈fi, fj〉 = 0 above. Such a V is clearly the disjoint union V = V1 ∪ V2 of
2-partitions corresponding to n and to
∑T
t=1 nt. Moreover, we have for the number of crossings,
c(V) = c(V1)+c(V2). With (f1, f2, . . .) = (el ⊗ h, el ⊗ h, . . . , el ⊗ h︸ ︷︷ ︸
n
, ek1⊗πs(h), . . . , ekT ⊗πs(h)),
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we obtain
τ
(
sq,m(el ⊗ h)n
T∏
t=1
sq,m(ekt ⊗ πs(h))nt
)
(2.14)
=
∑
V∈P2(2k)
qc(V)
∏
(i,j)∈V
〈fi, fj〉ℓ2m(H)
=
∑
V1,V2
qc(V1)+c(V2)
∏
(i1,j1)∈V1
〈fi1 , fj1〉ℓ2m(H)
∏
(i2,j2)∈V2
〈fi2 , fj2〉ℓ2m(H)
=
(∑
V1
qc(V1)
∏
(i1,j1)∈V1
〈fi1 , fj1〉ℓ2m(H)
)(∑
V2
qc(V2)
∏
(i2,j2)∈V2
〈fi2 , fj2〉ℓ2m(H)
)
(2.14)
= τ (sq,m(el ⊗ h)n) τ
(
T∏
t=1
sq,m(ekt ⊗ πs(h))nt
)
.
Thus, also in this case (3.72) follows.
Now we are able to apply the noncommutative Rosenthal inequality (2.12) which yields
‖f‖Lp(Γq(H)⋊αG)
(3.22)
=
1√
m
∥∥∥∥∥
m∑
l=1
fl
∥∥∥∥∥
Lp(Γq(ℓ2m(H))⋊αmG)
(2.12)
.
1√
m
[
p
( m∑
l=1
‖fl‖pLp(Γq(ℓ2m(H))⋊αmG)
) 1
p
(3.73)
+
√
p
∥∥∥∥∥
( m∑
l=1
E(f∗l fl)
) 1
2
∥∥∥∥∥
Lp(VN(G))
+
√
p
∥∥∥∥∥
( m∑
l=1
E(flf
∗
l )
) 1
2
∥∥∥∥∥
Lp(VN(G))
]
.
For any integer 1 6 l 6 m, note that
E(f∗l fl) = E
((∑
s,h
fs,hsq,m(el ⊗ h)⋊ λs
)∗(∑
t,k
ft,ksq,m(el ⊗ k)⋊ λt
))
(2.51)
=
∑
s,h,t,k
fs,hft,kE
((
αs−1(sq,m(el ⊗ h))
)
⋊ λs−1
)(
sq,m(el ⊗ k)⋊ λt
))
(2.52)
=
∑
s,h,t,k
fs,hft,kE
(
αs−1(sq,m(el ⊗ h))αs−1 (sq,m(el ⊗ k))⋊ λs−1t
)
=
∑
s,h,t,k
fs,hft,kτ(αs−1 (sq,m(el ⊗ h)(sq,m(el ⊗ k)))λs−1t
=
∑
s,h,t,k
fs,hft,kτ
(
sq,m(el ⊗ h)sq,m(el ⊗ k)
)
λs−1t
(2.16)
=
∑
i,j,h,s
fs,hft,k〈h, k〉Hλs−1t.
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and
E(f∗f) = E
((∑
s,h
fs,hsq(h)⋊ λs
)∗(∑
t,k
ft,ksq(k)⋊ λt
))
(2.51)
=
∑
s,h,t,k
fs,hft,kE
((
αs−1(sq(h))⋊ λs−1
)(
sq(k)⋊ λt
))
(2.52)
=
∑
s,h,t,k
fs,hft,kE
((
αs−1(sq(h))αs−1(sq(k))⋊ λs−1t
)
=
∑
s,h,t,k
fs,hft,kτ
(
αs−1(sq(h)sq(k))
)
λs−1t
=
∑
s,h,t,k
fs,hft,kτ
(
sq(h)sq(k)
)
λs−1t
(2.16)
=
∑
i,j,h,s
fs,hft,k〈h, k〉Hλs−1t
and similarly for the row terms. We conclude that
(3.74) E(f∗l fl) = E(f
∗f) and E(flf∗l ) = E(ff
∗).
Moreover, for 1 6 l 6 m, using the isometric map ψl : H → ℓ2m(H), h→ el⊗h, we can introduce
the second quantization operator Γq(ψl) : Γq(H)→ Γq(ℓ2m(H)) For any h ∈ H , any s ∈ G, note
that
πms ◦ ψl(h) = πms (el ⊗ h) = el ⊗ πs(h) = ψl ◦ πs(h).(3.75)
We deduce that
αms ◦ Γq(ψl) = Γq(πms ) ◦ Γq(ψl) = Γq(πms ◦ ψl)
(3.75)
= Γq(ψl ◦ πms ) = Γq(ψl) ◦ αms .
By [Arh7, Lemma 2.3], we obtain a trace preserving unital normal injective ∗-homomorphism
Γq(ψl) ⋊ IdVN(G) : Γq(H) ⋊α G → Γq(ℓ2m(H)) ⋊αm G. This map induces an isometric map
Γq(ψl)⋊α IdLp(VN(G)) : L
p(Γq(H)⋊α G)→ Lp(Γq(ℓ2m(H))⋊αm G). We have
‖fl‖Lp(Γq(ℓ2m(H))⋊αmG =
∥∥∥∥∥∥
∑
s,h
fs,hsq,m(el ⊗ h)⋊ λs
∥∥∥∥∥∥
Lp(Γq(ℓ2m(H))⋊αmG)
(3.76)
(2.13)
=
∥∥∥∥∥∥
∑
s,h
fs,hΓq(ψl)(sq,m(h))⋊ λs
∥∥∥∥∥∥
Lp(Γq(ℓ2m(H))⋊αmG)
=
∥∥∥∥∥∥
∑
s,h
fs,hsq(h)⋊ λs
∥∥∥∥∥∥
Lp(Γq(H)⋊G)
= ‖f‖Lp(Γq(H)⋊αG) .
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We infer that
‖f‖Lp(Γq(H)⋊αG)
(3.73)(3.76)(3.74)
.
1√
m
[
p
( m∑
l=1
‖f‖pLp(Γq(H)⋊αG)
) 1
p
+
√
p
∥∥∥∥∥
( m∑
l=1
E(f∗f)
) 1
2
∥∥∥∥∥
Lp(VN(G))
+
√
p
∥∥∥∥∥
( m∑
l=1
E(ff∗)
) 1
2
∥∥∥∥∥
Lp(VN(G))
]
=
1√
m
[
pm
1
p ‖f‖Lp(Γq(H)⋊αG) +
√
pm
∥∥∥(E(f∗f)) 12∥∥∥
Lp(VN(G))
+
√
pm
∥∥∥(E(ff∗)) 12 ∥∥∥
Lp(VN(G))
]
= pm
1
p
− 12 ‖f‖Lp(Γq(H)⋊αG) +
√
p
∥∥∥(E(f∗f)) 12 ∥∥∥
Lp(VN(G))
+
√
p
∥∥∥(E(ff∗)) 12 ∥∥∥
Lp(VN(G))
.
Since p > 2, passing to the limit when m→∞, we finally obtain
‖f‖Lp(Γq(H)⋊αG) .
√
p
[∥∥∥(E(f∗f)) 12∥∥∥
Lp(VN(G))
+
∥∥∥(E(ff∗)) 12∥∥∥
Lp(VN(G))
]
.
Using the equivalence ℓ12 ≈ ℓ∞2 , we obtain the upper estimate of (3.69).
The lower estimate of (3.69) holds with constant 1 from the contractivity of the conditional
expectation E on L
p
2 (Γq(H)⋊α G):
max
{∥∥∥(E(f∗f)) 12∥∥∥
Lp(VN(G))
,
∥∥∥(E(ff∗)) 12∥∥∥
Lp(VN(G))
}
= max
{∥∥E(f∗f)∥∥ 12
L
p
2 (VN(G))
,
∥∥E(ff∗)∥∥ 12
L
p
2 (VN(G))
}
6 max
{
‖f∗f‖ 12
L
p
2 (Γq(H)⋊αG)
, ‖ff∗‖ 12
L
p
2 (Γq(H)⋊αG)
}
= ‖f‖Lp(Γq(H)⋊αG) .
1. Let us now consider the case 1 < p < 2. We will proceed by duality as follows. We introduce
the orthogonal projection P : L2(Γq(H)) → L2(Γq(H)) on the closed span Gaussq,2(C) of the
sq(ek)’s which is contractive. By (2.34), we see that the map
Q
def
= IdLp∗(VN(G)) ⊗ P : Lp
∗
(VN(G),L2(Γq(H)rad,p∗)→ Lp∗(VN(G),L2(Γq(H)rad,p∗)
is a contraction. Using the projection in the second equality and the upper estimate of (3.69)
in the last inequality, we obtain for any f ∈ Gaussq,2(C)⊗ Lp(VN(G))
‖f‖Lp(VN(G),L2(Γq(H)rad,p)
(2.32)
= sup
‖g‖
Lp
∗
(VN(G),L2(Γq(H)rad,p∗ )
61
∣∣〈f, g〉∣∣
= sup
‖g‖
Lp
∗
(VN(G),L2(Γq(H)rad,p∗ )
61
g∈RanQ
∣∣〈f, g〉∣∣
6 ‖f‖Lp(Γq(H)⋊αG) sup‖g‖
Lp
∗
VN(G),L2(Γq(H)rad,p∗ )
61
‖g‖Lp∗(Γq(H)⋊αG)
(3.69)
.p ‖f‖Lp(Γq(H)⋊αG) .
Now, we will prove the other estimate. Since 1 < p < 2, the function R+ → R+, t 7→ t p2
is operator concave by [Bha1, page 112]. Using [HaP1, Corollary 2.2] applied with the trace
61
preserving positive map E, we can write
‖f‖Lp(Γq(H)⋊αG) =
∥∥|f |2∥∥ 12
L
p
2 (Γq(H)⋊αG)
6
∥∥E(|f |2)∥∥ 12
L
p
2 (Γq(H)⋊αG)
(??)
= ‖f‖Lpc (E)
and similarly for the row term.
Consider a decomposition f = g + h with g ∈ Lpc(E) and h ∈ Lpr(E) such that
‖g‖Lpc (E) + ‖h‖Lpr(E) 6 2 ‖f‖Lp(Γq(H)⋊αG) .
Then for some large enough J we have f = (IdΓq(H)⊗Mϕj)(f) = (IdΓq(H)⊗Mϕj)(g)+(IdΓq(H)⊗
Mϕj)(h) and (IdΓq(H) ⊗Mϕj)(g), (IdΓq(H) ⊗Mϕj)(h) ∈ span
{
sq(h) : h ∈ H} ⊗ PG. By the
above computations, we have∥∥(IdΓq(H) ⊗Mϕj )(g)∥∥Lpc (E) .p ‖g‖Lpc (E) and ∥∥(IdΓq(H) ⊗Mϕj)(h)∥∥Lpr(E) .p ‖h‖Lpr(E) .
Hence, we have the last equivalence in the part 1 of the theorem.
The case p = 2 is obvious since we have isometrically L2cr(E) = L
2(VN(G),L2(Γq)rad,2) =
L2(Γq)⊗2 S2I by Lemma 2.14 and [JMX, Remark 2.3 (1)].
3.5 Kato’s square root problem for semigroups of Fourier multipliers
Let G be a discrete group. Suppose 1 < p <∞, −1 6 q 6 1. The same method as the one of the
proof of Poposition 3.12 combinated with the result of [JMP2] gives the following generalization
of (1.1):
(3.77)
∥∥A 12p (x)∥∥Lp(VN(G)) ≈p ‖∂ψ,p(x)‖Lp(Γq(H)⋊αG) , x ∈ PG.
We define the densely defined unbounded operator ∂∗ψ,q : P⋊ ⊂ Lp(Γq(H))⊗B(ℓ2I))→ SpI by
(3.78) (∂ψ,q,p∗)
∗(f ⋊ λs) =
〈
sq(bψ(s)), f
〉
Lp∗(Γq(H)),Lp(Γq(H))
λs, s ∈ G, f ∈ Γq(H).
The following lemma is left to the reader.
Lemma 3.34 The operators ∂ψ,q and ∂
∗
ψ,q are formal adjoints.
Proposition 3.35 Let G be a discrete group. Suppose 1 < p <∞ and −1 6 q 6 1.
1. The operator ∂ψ,q : PG ⊂ Lp(VN(G))→ Lp(L∞(Ω)⋊α G) is closable as a densely defined
operator on Lp(VN(G)) into Lp(L∞(Ω)⋊α G). We denote by ∂ψ,q,p its closure. So PG is
core of ∂ψ,q,p.
2. (IdLp(VN(G)) +Ap)
1
2 (PG) is a dense subspace of Lp(VN(G)).
3. PG is a core of A
1
2
p .
4. We have dom ∂ψ,q,p = domA
1
2
p . Moreover, for any x ∈ domA
1
2
p , we have
(3.79)
∥∥A 12p (x)∥∥Lp(VN(G)) ≈p ∥∥∂ψ,q,p(x)∥∥Lp(Γq(H)⋊αG).
Finally, for any x ∈ domA 12p there exists a sequence (xn) of elements of PG such that
xn → x, A
1
2
p (xn)→ A
1
2
p (x) and ∂ψ,q,p(xn)→ ∂ψ,q,p(x).
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5. If x ∈ dom ∂ψ,q,p, we have x∗ ∈ dom ∂ψ,q,p and
(3.80) (∂ψ,q,p(x))
∗ = −∂ψ,q,p(x∗).
Proof : 1. This is a consequence of [Kat1, Theorem 5.28 page 168].
2. We consider the semigroup (Rt)t>0 associated to the negative generator (IdLp(VN(G)) +
Ap)
1
2 . Let x ∈ Lp∗(VN(G)) orthogonal to (IdLp(VN(G)) + Ap) 12 (PG). For an element y ∈ PG,
using [EnN1, Lemma 1.3 (iv) page 50] in the second equality, we have
〈Rt(x), y〉 = 〈x,Rt(y)〉 =
〈
x, (IdLp(VN(G)) +Ap)
1
2
∫ t
0
Rs(y) ds+ y
〉
=
〈
x, (IdLp(VN(G)) +Ap)
1
2
∫ t
0
Rs(y) ds
〉
+ 〈x, y〉 = 〈x, y〉.
By density, we deduce that x = Rt(x). We know that (Rt(x)) converges to 0 when t goes to
+∞. Indeed, using [EnN1, 2.2 page 60] in the second equality, a standard computation gives
∥∥Rt(x)∥∥Lp(VN(G)) (3.38)=
∥∥∥∥∫ +∞
0
ft(s)e
−s(Id+Ap)(x) ds
∥∥∥∥
Lp(VN(G))
=
∥∥∥∥∫ ∞
0
ft(s)e
−sTs(x) ds
∥∥∥∥
Lp(VN(G))
6
∫ ∞
0
ft(s)e
−s∥∥Ts(x)∥∥Lp(VN(G)) ds 6 (∫ ∞
0
e−sft(s) ds
)
‖x‖Lp(VN(G))
(3.37)
= e−t ‖x‖Lp(VN(G)) −−−−→t→+∞ 0.
We infer that x = 0. We conclude that 0 is the only element orthogonal to (IdLp(VN(G)) +
Ap)
1
2 (PG) as a subset of Lp(VN(G)). It follows that the subspace (IdLp(VN(G)) + Ap) 12 (PG) is
dense in Lp(VN(G)).
3. Let x ∈ domA 12p . By [ABHN1, Proposition 3.8.2], we have domA
1
2
p = dom(IdLp(VN(G))+
Ap)
1
2 . Hence x ∈ dom(IdLp(VN(G)) + Ap) 12 . From the point 2, there exists a sequence (xn) of
PG such that (IdLp(VN(G)) +Ap) 12 xn → (IdLp(VN(G)) +Ap) 12x in Lp(VN(G)). We obtain that
‖xn − x‖
domA
1
2
p
(3.36)
= ‖xn − x‖Lp(VN(G)) +
∥∥A 12p (xn − x)∥∥Lp(VN(G))
(3.32)
.p
∥∥(IdLp(VN(G)) +Ap) 12 (xn − x)∥∥Lp(VN(G)) −−−−−→n→+∞ 0.
Consequently the sequence (xn) converges to x in domA
1
2
p .
4. Let x ∈ domA 12p . By the point 3, PG is dense in domA
1
2
p equipped with the graph norm.
Hence we can find a sequence (xn) of PG such that xn → x and A
1
2
p (xn) → A
1
2
p (x). For any
integers n,m, we obtain
‖xn − xm‖Lp(VN(G)) + ‖∂α,q,p(xn)− ∂α,q,p(xm)‖Lp(Γq(H)⋊αG)
(3.77)
.p ‖xn − xm‖Lp(VN(G)) +
∥∥A 12p (xn)−A 12p (xm)∥∥Lp(VN(G)).
which shows that (xn) is a Cauchy sequence in dom ∂α,q,p. By the closedness of ∂α,q,p, we infer
that this sequence converges to some x′ ∈ dom ∂α,q,p equipped with the graph norm. Since
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dom ∂α,q,p is continuously embedded into L
p(VN(G)), we have xn → x′ in Lp(VN(G)), and
therefore x = x′ since xn → x. It follows that x ∈ dom ∂α,q,p. This proves the inclusion
domA
1
2
p ⊂ dom ∂α,q,p. Moreover, for any integer n, we have
‖∂α,q,p(xn)‖Lp(Γq(H)⋊αG)
(3.77)
.p
∥∥A 12p (xn)∥∥Lp(VN(G)).
Since xn → x in dom ∂α,q,p and in domA
1
2
p both equipped with the graph norm, we conclude
that ∥∥∂α,q,p(x)∥∥Lp(Γq(H)⋊αG) .p ∥∥A 12p (x)∥∥Lp(VN(G)).
The proof of the reverse inclusion and of the reverse estimate are similar. Indeed, by part 1,
PG is a dense subspace of dom ∂α,q,p equipped with the graph norm.
5. Recall that bψ(e) = 0. For any s ∈ G, we have(
∂ψ,q,p(λs)
)∗ (2.66)
=
(
sq(bψ(s)) ⋊ λs
)∗ (2.51)
= αs−1(sq(bψ(s)))⋊ λs−1
(2.64)
= sq(bψ(e)− bψ(s−1))⋊ λs−1 = −sq(bψ(s−1))⋊ λs−1
(2.66)
= −∂ψ,q,p(λs−1 ) = −∂ψ,q,p(λ∗s).
Let x ∈ dom ∂ψ,q,p. By the point 1, PG is core of ∂ψ,q,p. Hence there exists a sequence (xn) of
PG such that xn → x and ∂ψ,q,p(xn)→ ∂ψ,q,p(x). We have x∗n → x∗ and by the first part of the
proof ∂ψ,q,p(x
∗
n) = −(∂ψ,q,p(xn))∗ → −(∂ψ,q,p(x))∗. By (2.10), we conclude that x∗ ∈ dom ∂ψ,q,p
and that ∂ψ,q,p(x
∗) = −(∂ψ,q,p(x))∗.
Proposition 3.36 Let G be a discrete group with AP. The operator ∂ψ,q : PG ⊂ VN(G) →
Γq(H)⋊α G is weak* closable. We denote by ∂ψ,q,∞ its weak* closure.
Proof : Suppose that (xi) is a net of PG which converges to 0 for the weak* topology with
xi =
∑
s∈G xi,sλs such that the net (∂ψ,q(xi)) converges for the weak* topology to some y
belonging to L∞(Ω) ⋊α G. Let (Mϕj ) be the net of Fourier multipliers approximating the
identity from Proposition 2.24. For any j, we have
∂ψ,q(Mϕjxi) = ∂ψ,q
(
Mϕj
(∑
s∈G
xi,sλs
))
= ∂ψ,q
( ∑
s∈suppϕj
xi,sλs
)
=
∑
s∈suppϕj
xi,s∂ψ,q(λs)
= (Id ⋊Mϕj)∂ψ,q
(∑
s∈G
xi,sλs
)
= (Id ⋊Mϕj )∂ψ,q(xi) −→
i
(Id ⋊Mϕj )(y).
On the other hand, for all s ∈ suppϕj we have xi,s → 0 as i→∞. Hence
∂ψ,q(Mϕjxi) = ∂ψ,q
 ∑
s∈supp(ϕj)
ϕj(s)xi,sλs
 (2.66)= ∑
s∈supp(ϕj)
ϕj(s)xi,ssq(bψ(s))⋊ λs −→
i
0.
This implies by uniqueness of the limit that (Id ⋊Mϕj)(y) = 0 for any j. By the point 3 of
Proposition 2.24, we deduce that y = w*- limj(IdΓq(H) ⋊Mϕj)(y) = 0.
Remark 3.37 We does not know if the assumption “AP” in Proposition 3.36 is really necessary.
This question might be quite easy.
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3.6 Extension of the carré du champ Γ for Fourier multipliers
By [JR1, Theorem 1.2], if G is a discrete group with AP and such that VN(G) has QWEP, then
Lp(VN(G)) has the completely contractive approximation property CCAP for any 1 < p <∞.
With the following lemma, one can extend the definition of Γ(x, y) to a larger domain.
Lemma 3.38 Suppose 2 6 p < ∞. Let G be a discrete group. The forms a : PG × PG →
L
p
2 (VN(G)) ⊕∞ L p2 (VN(G)), (x, y) 7→ Γ(x, y) ⊕ Γ(x∗, y∗) and Γ: PG × PG → L p2 (VN(G)),
(x, y) 7→ Γ(x, y) are symmetric, positive, closable and satisfy the Cauchy-Schwarz inequality.
The domain of the closure a is domA
1
2
p .
Proof : According to the point 3 of Lemma 2.27, we have Γ(x, y)∗ = Γ(y, x), so a is symmetric.
Moreover, again according to Lemma 2.27, a is positive. For any x, y ∈ PG, we have
‖a(x, y)‖
L
p
2 (VN(G))⊕∞L
p
2 (VN(G))
= ‖Γ(x, y)⊕ Γ(x∗, y∗)‖
L
p
2 (VN(G))⊕∞L
p
2 (VN(G))
= max
{ ‖Γ(x, y)‖ p
2
, ‖Γ(x∗, y∗)‖ p
2
}
(2.62)
6 max
{
‖Γ(x, x)‖ 12p
2
‖Γ(y, y)‖ 12p
2
, ‖Γ(x∗, x∗)‖ 12p
2
‖Γ(y∗, y∗)‖ 12p
2
}
6 max
{ ‖Γ(x, x)‖ 12p
2
, ‖Γ(x∗, x∗)‖ 12p
2
}
max
{ ‖Γ(y, y)‖ 12p
2
, ‖Γ(y∗, y∗)‖ 12p
2
}
= ‖a(x, x)‖ 12
L
p
2 (VN(G))⊕∞L
p
2 (VN(G))
‖a(y, y)‖ 12
L
p
2 (VN(G))⊕∞L
p
2 (VN(G))
.
So a satisfies the Cauchy-Schwarz inequality. The assertions concerning Γ are similar. Suppose
xn
a−→ 0 that is xn ∈ PG, xn → 0 and a(xn − xm, xn − xm)→ 0. For any integer n,m, we have∥∥A 12p (xn − xm)∥∥Lp(VN(G))
(2.72)
.p max
{∥∥Γ(xn − xm, x− n− xm) 12∥∥Lp(VN(G)), ∥∥Γ((xn − xm)∗, (xn − xm)∗) 12∥∥Lp(VN(G))}
= ‖a(xn − xm, xn − xm)‖L p2 (VN(G))⊕∞L p2 (VN(G)) → 0.
We infer that
(
A
1
2
p (xn)
)
is a Cauchy sequence, hence a convergent sequence. Since xn → 0, by
the closedness of A
1
2
p , we deduce that A
1
2
p (xn)→ 0. Now, we have
‖a(xn, xn)‖L p2 (VN(G))⊕∞L p2 (VN(G)) = max
{∥∥Γ(xn, xn) 12∥∥Lp(VN(G)), ∥∥Γ(x∗n, x∗n)) 12∥∥Lp(VN(G))}
(2.72)
.p
∥∥A 12p (xn)∥∥Lp(VN(G)) → 0.
By Proposition 2.10, we obtain the closability of the form a.
Let x ∈ Lp(VN(G)). By (2.26), we have x ∈ D(a) if and only if there exists a sequence
(xn) of PG satisfying xn a−→ x, that is satisfying xn → x and Γ(xn − xm, xn − xm) → 0,
Γ((xn− xm)∗, (xn−xm)∗)→ 0 as n,m→∞. By (2.72), this is equivalent to the existence of a
sequence xn ∈ PG, such that xn → x, A
1
2
p (xn − xm)→ 0 as n,m→∞. Now recalling that PG
is a core of the operator A
1
2
p , we conclude that this is equivalent to x ∈ domA
1
2
p .
Remark 3.39 The domain of the closure of the form Γ is unclear.
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Lemma 3.40 Suppose 2 6 p <∞. Let G be a discrete group and assume that Lp(VN(G)) has
CCAP. Let (ϕj) be a net of functions ϕj : G → C with finite support such that the net (Mϕj )
converges to IdLp(VN(G)) in the point-norm topology with supj
∥∥Mϕj∥∥cb,Lp(VN(G)→Lp(VN(G) = 1.
If x ∈ domA 12p then for any j∥∥Γ(Mϕj(x),Mϕj (x))∥∥L p2 (VN(G)) 6 ∥∥∂ψ,q,p(x)∥∥Lp(VN(G),L2(Γq(H))c,p).
Proof : Let x ∈ domA 12p = dom ∂ψ,q,p. Since PG is a core of ∂ψ,q,p by Proposition 3.35,
there exists a sequence (xn) of elements of PG such that xn → x and ∂ψ,q,p(xn) → ∂ψ,q,p(x).
Note that Mϕj : L
p(VN(G)) → Lp(VN(G)) is a complete contraction. The linear map Mϕj ⊗
IdL2(Γq(H)) : L
p(VN(G),L2(Γq(H))c,p)→ Lp(VN(G),L2(Γq(H))c,p) is also a contraction accord-
ing to (2.33). We deduce that
∂ψ,q,pMϕj(xn) =
∑
s∈suppϕj
xns∂ψ,q,p(λs) =
(
IdL2(Γq(H)) ⊗Mϕj
)(∑
s∈G
xns∂ψ,q,p(λs)
)
=
(
IdL2(Γq(H)) ⊗Mϕj
)
(∂ψ,q,pxn) −−−−−→
n→+∞
(
IdL2(Γq(H)) ⊗Mϕj
)
(∂ψ,q,px).
Since ∂ψ,q,pMϕj is bounded by [Kat1, Problem 5.22], we deduce that ∂ψ,q,pMϕj(x) =
(
IdL2(Ω)⊗
Mϕj
)
(∂ψ,q,px). Now, we have∥∥Γ(Mϕjx,Mϕjx)∥∥ 12
L
p
2 (VN(G))
=
∥∥Γ(Mϕjx,Mϕjx) 12 ∥∥Lp(VN(G)) (2.71)= ∥∥∂ψ,q,pMϕj(x)∥∥Lp(VN(G),L2(Γq(H))c,p)
=
∥∥(Mϕj ⊗ IdL2(Γq(H)))(∂ψ,q,px)∥∥Lp(VN(G),L2(Γq(H))c,p) 6 ∥∥∂ψ,q,p(x)∥∥Lp(VN(G),L2(Γq(H))c,p).
Now, we give a very concrete way to approximate the carré du champ for a large class of
groups.
Lemma 3.41 Let 2 6 p < ∞. Assume that Lp(VN(G)) has CCAP. Let (ϕj) be a net of
functions ϕj : G → C with finite support such that the net (Mϕj) converges to IdLp(VN(G)) in
the point-norm topology with supj
∥∥Mϕj∥∥cb,Lp(VN(G)→Lp(VN(G) = 1. For any x, y ∈ domA 12p , we
have in L
p
2 (VN(G))
(3.81) Γ(x, y) = lim
j
Γ
(
Mϕj(x),Mϕj (y)
)
.
Proof : If x ∈ domA 12p , we have for any j, k∥∥Γ(Mϕjx−Mϕkx,Mϕjx−Mϕkx)∥∥ 12
L
p
2 (VN(G)
=
∥∥Γ(Mϕjx−Mϕkx,Mϕjx−Mϕkx) 12 ∥∥Lp(VN(G))
(2.72)
.p
∥∥A 12 (Mϕjx−Mϕkx)∥∥Lp(VN(G)) = ∥∥MϕjA 12p x−MϕkA 12p x∥∥Lp(VN(G)).
Note that since A
1
2
p (x) belongs to Lp(VN(G)), (MϕjA
1
2
p (x))p is a Cauchy net of L
p(VN(G)).
Since Mϕj(x) → x, we infer that Mϕj (x) a−→ x. Then (3.81) is a consequence of Lemma 3.40
and Proposition 2.8.
Lemma 3.42 Suppose 2 6 p <∞. Assume that Lp(VN(G)) has CCAP and that Γq(H)⋊α G
has QWEP.
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1. For any x, y ∈ domA 12p = dom ∂ψ,q,p, we have
(3.82) Γ(x, y) =
〈
∂ψ,q,p(x), ∂ψ,q,p(y)
〉
Lp(VN(G),L2(Γq(H))c,p)
= E
((
∂ψ,q,p(x)
)∗
∂ψ,q,p(x)
)
.
2. For any x ∈ domA 12p , we have
(3.83)
∥∥Γ(x, x) 12∥∥
Lp(VN(G))
=
∥∥∂ψ,q,p(x)∥∥Lp(VN(G),L2(Γq(H))c,p).
Proof : 1. Consider some elements x, y ∈ domA 12p = dom ∂ψ,q,p. According to the point 3 of
Proposition 3.35, PG is a core of dom ∂ψ,q,p. So by (2.6) there exists sequences (xn) and (yn) of
PG such that xn → x, yn → y, ∂ψ,q,p(xn) → ∂ψ,q,p(x) and ∂ψ,q,p(yn) → ∂ψ,q,p(y). By Lemma
2.13, we have since p > 2 a contractive inclusion
Lp(Γq(H)⋊α G) →֒ Lpc(E)
(2.39)
= Lp(VN(G),L2(Γq(H))c,p).
We deduce that ∂ψ,q,p(xn)→ ∂ψ,q,p(x) and ∂ψ,q,p(yn)→ ∂ψ,q,p(y) in Lp(VN(G),L2(Γq(H))c,p).
We obtain
‖Γ(xn − xm, xn − xm)‖L p2 (VN(G))
(2.71)
=
∥∥∥〈∂ψ,q,p(xn − xm), ∂ψ,q,p(xn − xm)〉Sp
I
(L2(Γq(H))c,p)
∥∥∥
L
p
2 (VN(G))
6 ‖∂ψ,q,p(xn − xm)‖Lp(VN(G),L2(Γq(H))c,p) ‖∂ψ,q,p(xn − xm)‖Lp(VN(G),L2(Γq(H))c,p) −−−−−−→n,m→+∞ 0
and similarly for yn. We deduce that
Γ(x, y)
(2.27)
= lim
n→+∞Γ(xn, yn)
(2.70)
= lim
n→+∞
〈
∂ψ,q,p(xn), ∂ψ,p,q(yn)
〉
Lp(VN(G),L2(Γq(H))c,p)
=
〈
∂ψ,p,q(x), ∂ψ,p,q(y)
〉
Lp(VN(G),L2(Γq(H))c,p)
.
2. If x ∈ domA 12p , we have∥∥∂ψ,q,p(x)∥∥Lp(VN(G),L2(Γq(H))c,p) (2.29)= ∥∥∥〈∂ψ,q,p(x), ∂ψ,q,p(x)〉 12Lp(VN(G),L2(Γq(H))c,p)∥∥∥Lp(VN(G))
(3.51)
=
∥∥Γ(x, x) 12∥∥
Lp(VN(G))
.
Now, we can extend Proposition 2.30.
Theorem 3.43 Suppose 2 6 p <∞. For any x ∈ domA 12p , we have
(3.84)
∥∥A 12p (x)∥∥Lp(VN(G)) ≈p max{∥∥Γ(x, x) 12 ∥∥Lp(VN(G)), ∥∥Γ(x∗, x∗) 12∥∥Lp(VN(G))} .
Proof : For any x ∈ domA 12p , first note that
(3.85) E
(
∂ψ,q,p(x)(∂ψ,q,p(x)
∗)
)) (3.41)
= E
(
∂ψ,q,p(x
∗)∗(∂ψ,q,p(x∗))
)) (3.51)
= Γ(x∗, x∗).
67
We conclude that∥∥A 12p (x)∥∥Lp(VN(G)) (3.79)≈p ∥∥∂ψ,q,p(x)∥∥Lp(Γq(H)⋊αG)
≈p max
{∥∥∥(E((∂ψ,q,p(x))∗∂ψ,q,p(x))) 12 ∥∥∥
Lp(VN(G))
,
∥∥∥(E(∂ψ,q,p(x)(∂ψ,q,p(x)∗))) 12∥∥∥
Lp(VN(G))
}
(3.51)(3.85)
= max
{∥∥Γ(x, x) 12∥∥
Lp(VN(G))
,
∥∥Γ(x∗, x∗) 12∥∥
Lp(VN(G))
}
.
4 Boundedness of H∞ functional calculus of Hodge-Dirac
operators
4.1 Hodge-Dirac operators associated with semigroups of Markov Schur
multipliers
Here we consider a weak* continuous semigroup (Tt)t>0 of selfadjoint completely positive unital
Schur multipliers on B(ℓ2I). If 1 6 p < ∞, we denote by Ap the (negative) infinitesimal
generator on SpI which is defined as the closure of the unbounded operator A : MI,fin → SpI ,
eij 7→ ‖αi − αj‖2H eij . So MI,fin is a core of Ap. By [JMX, (5.2)], we have (Ap)∗ = Ap∗ if
1 < p <∞. If 1 6 q 6 1, recall that by Proposition 3.16, we have a closed operator
∂α,q,p : dom ∂α,q,p ⊂ SpI → Lp(Γq(H)⊗B(ℓ2I)), eij 7→ sq(αi − αj)⊗ eij .
Note that the adjoint operator (∂α,q,p∗)
∗ : dom(∂α,q,p∗)∗ ⊂ Lp(Γq(H)⊗B(ℓ2I))→ SpI is closed by
[Kat1, page 168]. The following proposition will be useful.
Now, we describe the action of the adjoint (∂α,q,p∗)
∗ and we show that ∂α,q,p can be seen as
a “gradient” for Ap.
Proposition 4.1 Suppose 1 < p <∞ and −1 6 q 6 1. As unbounded operators, we have
(4.1) Ap = (∂α,q,p∗)
∗∂α,q,p.
Proof : By Lemma 3.34 and [Kat1, page 167], ∂α,q,p(MI,fin) is a subspace of dom(∂α,q,p∗)
∗. For
any i, j ∈ I we have
(∂α,q,p∗)
∗∂α,q,p(eij)
(2.44)
= (∂α,q,p∗)
∗(sq(αi − αj)⊗ eij) (3.39)= τ(sq(αi − αj)sq(αi − αj))eij
(4.2)
(2.16)
= ‖αi − αj‖2H eij = Ap(eij).
Hence for any x, y ∈ MI,fin, by linearity we have〈
A
1
2
p (x), A
1
2
p∗(y)
〉
S
p
I
,S
p∗
I
=
〈
Ap(x), y
〉
S
p
I
,S
p∗
I
(4.2)
=
〈
(∂α,q,p∗)
∗∂α,q,p(x), y
〉
S
p
I
,S
p∗
I
(2.8)
=
〈
∂α,q,p(x), ∂α,q,p∗(y)
〉
Lp,Lp∗
.
Using the part 4 of Proposition 3.16, it is not difficult to see that this identity extends to
elements x ∈ domAp. For any x ∈ domAp and any y ∈ MI,fin, we obtain〈
Ap(x), y
〉
S
p
I
,S
p∗
I
=
〈
∂α,q,p(x), ∂α,q,p∗(y)
〉
Lp,Lp∗
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Recall that MI,fin is a core of ∂α,q,p∗by the part 1 of Proposition 3.16. So using (2.6), it is
easy to check that this identity remains true for elements y of dom ∂α,q,p∗ . By (2.7), this
implies that ∂α,q,p(x) ∈ dom(∂α,q,p∗)∗ and that (∂α,q,p∗)∗∂α,q,p(x) = Ap(x). We conclude that
Ap ⊂ (∂α,q,p∗)∗∂α,q,p.
To prove the other inclusion we consider some x ∈ dom ∂α,q,p such that ∂α,q,p(x) be-
longs to dom(∂α,q,p∗)
∗. By [Kat1, Theorem 5.29], we have (∂α,q,p∗)∗∗ = ∂α,q,p∗ . We infer
that (∂α,q,p)
∗∂α,q,p∗ ⊂
(
(∂α,q,p∗)
∗∂α,q,p
)∗ ⊂ A∗p where we use [Kat1, Problem 5.25] in the
first inclusion and [Kat1, Problem 5.26] in the second inclusion. For any y ∈ MI,fin, using
∂α,q,p(x) ∈ dom(∂α,q,p∗)∗ in the last equality, we deduce that〈
A∗p(y), x
〉
S
p∗
I
,S
p
I
=
〈
(∂α,q,p)
∗∂α,q,p∗(y), x
〉
S
p∗
I
,S
p
I
(2.8)
=
〈
∂α,q,p∗(y), ∂α,q,p(x)
〉
S
p∗
I
,S
p
I
(2.8)
=
〈
y, (∂α,q,p∗)
∗∂α,q,p(x)
〉
S
p∗
I
,S
p
I
.
Since MI,fin is a core for A
∗
p = Ap∗ by definition, this implies [Kat1, Problem 5.24] that x ∈
domA∗∗p = Ap and that Ap(x) = (∂α,q,p∗)
∗∂α,q,p(x).
Lemma 4.2 Suppose 1 < p <∞. If x ∈ dom ∂α,q,p and t > 0 then Tt,p(x) belongs to dom ∂α,q,p
and we have
(4.3)
(
IdLp(Γq(H)) ⊗ Tt,p
)
∂α,q,p(x) = ∂α,q,pTt,p(x).
Proof : For any i, j ∈ I, we have(
IdLp(Γq(H)) ⊗ Tt,p
)
∂α,q,p(eij)
(2.44)
=
(
IdLp(Γq(H)) ⊗ Tt,p
)(
sq(αi − αj)⊗ eij
)
= e−t‖αi−αj‖
2
sq(αi − αj)⊗ eij (2.44)= e−t‖αi−αj‖2∂α,q,p(eij) = ∂α,q,p
(
e−t‖αi−αj‖
2
eij
)
= ∂α,q,pTt,p(eij).
So by linearity the equality (4.3) is true for elements of MI,fin. Now consider some x ∈
dom ∂α,q,p. By [Kat1, page 166], since ∂α,q,p is the closure of ∂α,q : MI,fin ⊂ SpI → Lp(Γq(H)⊗B(ℓ2I)),
there exists a sequence (xn) of elements of MI,fin converging to x in S
p
I such that the se-
quence (∂α,q,p(xn)) converges to ∂α,q,p(x). The complete boundedness of Tt,p : S
p
I → SpI implies
by [Jun, page 984] that we have a bounded operator IdLp(Γq(H)) ⊗ Tt,p : Lp(Γq(H)⊗B(ℓ2I)) →
Lp(Γq(H)⊗B(ℓ2I)). We infer that in SpI and Lp(Γq(H)⊗B(ℓ2I)) we have
Tt,p(xn) −−−−−→
n→+∞ Tt,p(x) and
(
IdLp(Γq(H))⊗Tt,p
)
∂α,q,p(xn) −−−−−→
n→+∞
(
IdLp(Γq(H))⊗Tt,p
)
∂α,q,p(x).
For any integer n, we have
(
IdLp(Γq(H))⊗Tt,p
)
∂α,q,p(xn) = ∂α,q,pTt,p(xn) by the first part of the
proof. Since the left-hand side converges, we obtain that the sequence (∂α,q,pTt,p(xn)) converges
to (IdLp(Γq(H)) ⊗ Tt,p)∂α,q,p(x) in Lp(Γq(H)⊗B(ℓ2I)). Since each Tt,p(xn) belongs to dom ∂α,q,p,
the closedness of ∂α,q,p and [Kat1, page 166] show that Tt,p(x) belongs to dom ∂α,q,p and that
∂α,q,pTt,p(x) =
(
IdLp(Γq(H)) ⊗ Tt,p
)
∂α,q,p(x).
Proposition 4.3 For any s > 0 and any x ∈ dom ∂α,q,p, we have
(
IdSp
I
+sAp
)−1
x ∈ dom ∂α,q,p
and
(4.4)
(
IdLp(Γq(H)) ⊗ (IdSpI + sAp)
−1)∂α,q,p(x) = ∂α,q,p(IdSp
I
+ sAp
)−1
(x).
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Proof : Note that for any s > 0 and any x ∈ SpI the continuous functions R+ → SpI , t 7→
e−ts
−1
Tt,p(x) and R
+ → Lp(Γq(H)⊗B(ℓ2I)), t 7→ e−ts
−1
(IdLp(Γq(H))⊗Tt,p)∂α,q,p(x) are Bochner
integrable. If t > 0 and if x ∈ dom ∂α,q,p, taking Laplace transforms on both sides of (4.3) and
using [HvNVW2, Theorem 1.2.4] and the closedness of ∂α,q,p in the penultimate equality, we
obtain that
∫∞
0
e−ts
−1
Tt,p(x) ds belongs to dom ∂α,q,p and that(
IdLp(Γq(H)) ⊗ (s−1IdSpI +Ap)
−1)∂α,q,p(x)
= −(− s−1IdLp(Γq(H)⊗B(ℓ2I)) − (IdLp(Γq(H)) ⊗Ap)−1)∂α,q,p(x)
(2.4)
=
∫ ∞
0
e−s
−1t(IdLp(Γq(H)) ⊗ Ts,p)∂α,q,p(x) dt
(4.3)
=
∫ ∞
0
e−s
−1t∂α,q,pTt,p(x) dt
= ∂α,q,p
(∫ ∞
0
e−s
−1tTt,p(x) dt
)
(2.4)
= ∂α,q,p
(
s−1IdSp
I
+Ap
)−1
(x).
We deduce the desired identity by multiplying by s−1.
Now, we give a result which gives some R-boundedness.
Proposition 4.4 Suppose 1 < p <∞. The family
(4.5)
{
t∂α,q,p(Id + t
2Ap)
−1 : t > 0
}
of operators of B(SpI ,L
p(Γq(H)⊗B(ℓ2I))) is R-bounded.
Proof : Note that the operator ∂α,p,qA
− 12
p : RanAp → Lp(Γq(H)⊗B(ℓ2I)) is bounded by (3.40).
Suppose t > 0. A standard functional calculus argument gives
t∂α,q,p(Id + t
2Ap)
−1 = ∂α,q,pA
− 12
p
(
(t2Ap)
1
2 (Id + t2Ap)
−1
)
.(4.6)
By [Arh7], note that Ap has a bounded H
∞(Σθ)-functional calculus for some 0 < θ < π2 .
Moreover, by [HvNVW2, page 136] the Banach space SpI has the triangular contraction property
(∆). We deduce by [HvNVW2, Theorem 10.3.4 (2)] that the operator Ap is R-sectorial. By
[HvNVW2, Example 10.3.5] applied with α = 12 and β = 1, we infer that the set{
(t2Ap)
1
2 (Id + t2Ap)
−1 : t > 0
}
of operators of B(SpI ) is R-bounded. Recalling that a singleton is R-bounded by [HvNVW2,
Example 8.1.7], we obtain by composition [HvNVW2, Proposition 8.1.19 (3)] that the set{
∂α,q,pA
− 12
p
(
(t2Ap)
1
2 (Id + t2Ap)
−1
)
: t > 0
}
of operators of B(SpI ,L
p(Γq(H)⊗B(ℓ2I))) is R-bounded. Hence with (4.34) we conclude that the
subset (4.5) is R-bounded.
By definition, note that the unbounded operator (∂α,q,p∗)
∗|Ran ∂α,q,p on the Banach space
Ran ∂α,q,p has domain dom(∂α,q,p∗)
∗ ∩ Ran ∂α,q,p.
Lemma 4.5 The operator (∂α,q,p∗)
∗|Ran ∂α,q,p is densely defined and is closed. More precisely,
the subspace ∂α,q,p(MI,fin) of dom(∂α,q,p∗)
∗ is dense in Ran ∂α,q,p.
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Proof : Let y ∈ Ran ∂α,q,p. Let ε > 0. There exists x ∈ dom ∂α,q,p such that ‖y − ∂α,q,p(x)‖ < ε.
By Proposition 3.16, there exist xfin ∈MI,fin such that ‖x− xfin‖Sp
I
< ε and
‖(∂α,q,p(x)− ∂α,q,p(xfin)‖Lp(Γq(H)⊗B(ℓ2I )) < ε.
We deduce that ‖y − ∂α,q,p(xfin)‖Lp(Γq(H)⊗B(ℓ2I )) < 2ε. By Proposition 4.1, ∂α,q,p(MI,fin) is a
subspace of dom(∂α,q,p∗)
∗. So ∂α,q,p(xfin) belongs to dom(∂α,q,p∗)∗.
Since (∂α,q,p∗)
∗ is closed, the assertion on closedness is (really) obvious.
Proposition 4.6 1. For any s, t > 0, the operators Tt(∂α,q,p∗)
∗ and
(
IdSp
I
+sAp
)−1
(∂α,q,p∗)
∗
extend to bounded operators on Ran ∂α,q,p.
2. For any t > 0 and any y ∈ Ran(∂α,q,p), we have
(4.7) Tt(∂α,q,p∗)
∗(y) = (∂α,q,p∗)∗
(
IdLp(Γq(H)) ⊗ Tt
)
(y).
3. For any s > 0 and any y ∈ Ran ∂α,q,p, we have
(
Id⊗ (IdSp
I
+ sAp)
−1)(y) ∈ dom(∂α,q,p∗)∗
and
(4.8)
(
IdSp
I
+ sAp
)−1
(∂α,q,p∗)
∗(y) = (∂α,q,p∗)∗
(
IdLp(Γq(H)) ⊗ (IdSpI + sAp)
−1)(y).
Proof : By Proposition 4.1, for any x ∈ domAp we have x ∈ dom ∂α,q,p and ∂α,q,p(x) ∈
dom(∂α,q,p∗)
∗. Moreover, for all t > 0 using [EnN1, (15) page 50] in the second equality, we
have
Tt(∂α,q,p∗)
∗∂α,q,p(x)
(4.1)
= TtAp(x) = ApTt(x)
(4.1)
= (∂α,q,p∗)
∗∂α,q,pTt(x)
(4.3)
= (∂α,q,p∗)
∗(Id⊗Tt)∂α,q,p(x).
By taking Laplace transforms and using the closedness of (∂α,q,p∗)
∗, we deduce that the element
(I + sId⊗Ap)−1∂α,q,p(x) belongs to (dom ∂α,q,p∗)∗ for any s > 0 and that
(4.9) (Id + sAp)
−1(∂α,q,p∗)∗∂α,q,p(x) = (∂α,q,p∗)∗(Id⊗ s(Id +Ap))−1∂α,q,p(x).
By duality of (4.5), note that (Id + sAp)
−1(∂α,q,p∗)∗ induces a bounded operator. Let y ∈
Ran ∂α,q,p. There exists a sequence (xn) of dom ∂α,q,p such that ∂α,q,p(xn) → y. We have
(Id⊗ s(Id +Ap))−1∂α,q,p(xn)→ (Id⊗ s(Id +Ap))−1(y). Moreover, we have
(∂α,q,p∗)
∗(Id⊗ s(Id +Ap))−1∂α,q,p(xn) (4.9)= (Id + sAp)−1(∂α,q,p∗)∗∂α,q,p(xn)
−−−−−→
n→+∞ (Id + sAp)
−1(∂α,q,p∗)∗(y).
Since (∂α,q,p∗)
∗ is closed, we infer by (2.5) that (Id⊗ s(Id+Ap))−1(y) belongs to dom(∂α,q,p∗)∗
and that
(∂α,q,p∗)
∗(Id⊗ s(Id + Ap))−1(y) = (Id + sAp)−1(∂α,q,p∗)∗(y).
Using again Laplace transforms, we obtain the point 2.
We let Bp
def
= (IdLp(Γq(H)) ⊗Ap)|Ran ∂α,q,p.
Lemma 4.7 The operator Bp is injective and sectorial on Ran ∂α,q,p.
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Proof : For the sectoriality of Bp, we note by [JMX, Lemma 3.9] that Id ⊗ Ap is sectorial on
the larger space Lp(Γq(H)⊗B(ℓ2I)). According to Lemma 4.2, Id⊗Tt leaves Ran ∂α,q,p invariant
(t > 0), so by continuity of Id ⊗ Tt also leaves Ran ∂α,q,p invariant. By [EnN1, pages 60-61],
we deduce that Bp is the generator of the restriction of (Tt)t>0 on Ran ∂α,q,p, hence sectorial of
type π2 by e.g. [JMX, page 25].
For the injectivity, we note that once Bp is known to be injective on a reflexive space, we
have the projection onto the null-space of Bp given by the strong limit
PN = lim
λ→0+
λ(λ + Id⊗Ap)−1|Ran ∂α,q,p
[HvNVW2, (10.5)]. It is easy to check that PNy = 0 for y ∈ ∂α,q,p(MI,fin): Indeed, by linearity,
we can assume that y = ∂α,q(eij) = sq(αi − αj) ⊗ eij for some i, j ∈ I such that moreover
αi 6= αj . We claim that
(4.10) (λ+ Id⊗Ap)−1|Ran ∂α,q,psq(αi − αj)⊗ eij =
1
λ+ ‖αi − αj‖2
sq(αi − αj)⊗ eij .
To see (4.10), it suffices to calculate (λ+Id⊗Ap) 1λ+‖αi−αj‖2 sq(αi−αj)⊗eij = λ
1
λ+‖αi−αj‖2 sq(αi−
αj) ⊗ eij + ‖αi − αj‖2 sq(αi − αj) ⊗ eij = sq(αi − αj) ⊗ eij . Now PNy = 0 follows from
λ
λ+‖αi−αj‖2 →
0
‖αi−αj‖2 = 0 since ‖αi − αj‖
2 6= 0.
Since MI,fin is a core fore ∂α,q,p, we deduce that PNy = 0 also for y ∈ Ran ∂α,q,p. Finally by
continuity of PN , we deduce PN = 0. Thus, Bp is injective.
Proposition 4.8 If y ∈ domBp we have y ∈ dom ∂α,q,p(∂α,q,p∗)∗ and
(4.11) ∂α,q,p(∂α,q,p∗)
∗(y) = Bp(y).
Proof : For any i, j ∈ I, we have
∂α,q,p(∂α,q,p∗)
∗∂α,q,p(eij)
(4.1)
= ∂α,q,pAp(eij) = ‖αi − αj‖2H ∂α,q,p(eij)
= ‖αi − αj‖2H (sq(αi − αj)⊗ eij) = (IdLp(Γq(H)) ⊗Ap)
(
sq(αi − αj)⊗ eij
)
= (IdLp(Γq(H)) ⊗Ap)
(
∂α,q,p(eij)
)
.
We deduce that ∂α,q,p(∂α,q,p∗)
∗ and (IdLp(Γq(H)) ⊗ Ap) coincide on ∂α,q,p(MI,fin). Note that
∂α,q,p(MI,fin) is a dense subspace of Ran ∂α,q,p which is invariant under each operator (Id ⊗
Tt)|Ran ∂α,q,p by Proposition 4.2. By [HvNVW2, Proposition G.2.4], we deduce that ∂α,q,p(MI,fin)
is a core of (Id⊗Ap)|Ran ∂α,q,p = Bp. Let y ∈ domBp. Since Bp is sectorial according to Lemma
4.7, there is z ∈ Ran ∂α,q,p such that y = Id ⊗ (Id + Ap)−1z. Since Bp is injective according
to Lemma 4.7, it has dense image. We infer that there is a sequence (zn)n in S
p
I such that
Bpzn → z. As ∂α,q,p(MI,fin) is a core of Bp, we can choose zn ∈ ∂α,q,p(MI,fin). Now, by
Proposition 4.6, we have that
(∂α,q,p∗)
∗(Id ⊗ (Id +Ap)−1)(Bpzn) is convergent.
We infer that y =
(
Id ⊗ (Id +Ap)−1
)
(z) belongs to dom(∂α,q,p∗)
∗ and that
(∂α,q,p∗)
∗y = lim
n
(∂α,q,p∗)
∗(Id ⊗ (Id +Ap)−1)(Bpzn).
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Noting that Bpzn also belongs to ∂α,q,p(MI,fin), we obtain
∂α,q,p(∂α,q,p∗)
∗(Id ⊗ (Id +Ap)−1)(Bpzn) (4.8)= ∂α,q,p(Id +Ap)−1(∂α,q,p∗)∗(Bpzn)
(4.4)
=
(
Id⊗ (Id +Ap)−1
)
∂α,q,p(∂α,q,p∗)
∗(Bpzn)
=
(
Id⊗ (Id +Ap)−1
)
B2p(zn)→ Bp
(
Id⊗ (Id +Ap)−1
)
(z) = Bpy.
We infer that (∂α,q,p∗)
∗y belongs to dom(∂α,q,p) and that ∂α,q,p(∂α,q,p∗)∗y = Bpy.
Proposition 4.9 Lp(Γq(H)) ⊗MI,fin is a core of (∂α,q,p∗)∗.
Proof : Let y ∈ dom(∂α,q,p∗)∗. Then (IdLp(Γq(H)) ⊗ TJ)(y) belongs to Lp(Γq(H)) ⊗MI,fin. It
remains to show that (IdLp(Γq(H))⊗TJ)(y) converges to y in the graph norm. Since TJ converges
strongly to IdSp
I
and IdLp(Γq(H)) ⊗ TJ is contractive, we deduce that (IdLp(Γq(H)) ⊗ TJ )(y)
converges to x in Lp(Γq(H)⊗B(ℓ2I)).
For any i, j ∈ I, we have〈
(∂α,q,p∗)
∗(Id⊗ TJ)(y), eij
〉
=
〈
(Id⊗ TJ)(y), ∂α,q,p∗(eij)
〉 (2.44)
=
〈
(Id⊗ TJ )(y), sq(αi − αj)⊗ eij
〉
=
〈
y, (Id⊗ TJ )(sq(αi − αj)⊗ eij)
〉
=
〈
y, sq(αi − αj)⊗ TJ (eij)
〉
=
〈
y, ∂α,q,p∗TJ (eij)
〉
=
〈
(∂α,q,p∗)
∗(y), TJ(eij)
〉
=
〈TJ (∂α,q,p∗)∗(y), eij〉.
By linearity and density, we infer that
(∂α,q,p∗)
∗(IdLp(Γq(H)) ⊗ TJ)(y) = TJ(∂α,q,p∗)∗(y)
converges to (∂α,q,p∗)
∗(y) in SpI .
Suppose 1 6 p <∞. We introduce the unbounded operator
(4.12) Dα,q,p
def
=
[
0 (∂α,q,p∗)
∗|Ran ∂α,q,p
∂α,q,p 0
]
on the Banach space SpI ⊕p Ran ∂α,q,p defined by
(4.13) Dα,p(x, y)
def
=
(
(∂α,q,p∗)
∗(y), ∂α,q,p(x)
)
, x ∈ dom ∂α,q,p, y ∈ dom(∂α,q,p∗)∗∩Ran ∂α,q,p.
By Lemma 4.5 and Proposition 3.16, this operator is a closed operator and can be seen as a
differential square root of the generator of the semigroup (Tt,p)t>0. We call it the Hodge-Dirac
operator of the semigroup since we have Proposition 4.11.
Theorem 4.10 Suppose 1 < p < ∞ and −1 6 q 6 1. The Hodge-Dirac operator Dα,q,p is
R-bisectorial on SpI ⊕p Ran ∂α,q,p.
Proof : We will start by showing that the set {it : t ∈ R, t 6= 0} is contained in the resolvent
set of Dα,q,p. We will do this by showing that Id − itDα,q,p has a two-sided bounded inverse
(Id− itDα,q,p)−1 given by
(4.14)[
(IdSp
I
+ t2Ap)
−1 it(IdSp
I
+ t2Ap)
−1(∂α,q,p∗)∗
it∂α,q,p(IdSp
I
+ t2Ap)
−1 Id ⊗ (Id + t2Ap)−1
]
: SpI ⊕p Ran ∂α,q,p → SpI ⊕p Ran ∂α,q,p.
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By Proposition 4.4 and since the operator Ap satisfies the property (2.3) of R-sectoriality, the
four entries are bounded. It only remains to check that this matrix defines a two-sided inverse
of Id− itDα,q,p. We have[
(IdSp
I
+ t2Ap)
−1 it(IdSp
I
+ t2Ap)
−1(∂α,q,p∗)∗
it∂α,q,p(IdSp
I
+ t2Ap)
−1 Id ⊗ (Id + t2Ap)−1
]
(Id− itDα,q,p)
(4.12)
=
[
(IdSp
I
+ t2Ap)
−1 it(IdSp
I
+ t2Ap)
−1(∂α,q,p∗)∗
it∂α,p(IdSp
I
+ t2Ap)
−1 Id ⊗ (Id + t2Ap)−1
] [
IdSp
I
−it(∂α,q,p∗)∗
−it∂α,q,p Id
]
=
[
(Id + t2Ap)
−1 + t2(Id + t2Ap)−1(∂α,p∗)∗∂α,p
it∂α,p(Id + t
2Ap)
−1 − it(Id ⊗ (Id + t2Ap)−1)∂α,p
−it(Id + t2Ap)−1(∂α,p∗)∗ + it(Id + t2Ap)−1(∂α,p∗)∗
t2∂α,q,p(Id + t
2Ap)
−1(∂α,q,p∗)∗ + Id ⊗ (Id + t2Ap)−1
]
(4.1)(4.4)(4.8)
=
[
(Id + t2Ap)
−1 + t2(Id + t2Ap)−1Ap
it∂α,q,p(Id + t
2Ap)
−1 − it∂α,q,p
(
Id + t2Ap
)−1
0
(t2∂α,q,p(∂α,q,p∗)
∗ + Id)(Id ⊗ (Id + t2Ap)−1)
]
=
[
IdSp
I
0
0 IdRan ∂α,q,p
]
and similarly
(Id− itDα,p)
[
(IdSp
I
+ t2Ap)
−1 it(IdSp
I
+ t2Ap)
−1(∂α,p∗)∗
it∂α,q,p(IdSp
I
+ t2Ap)
−1 Id ⊗ (IdSp
I
+ t2Ap)
−1
]
=
[
Id −it(∂α,q,p∗)∗
−it∂α,q,p Id
] [
(IdSp
I
+ t2Ap)
−1 it(IdSp
I
+ t2Ap)
−1(∂α,q,p∗)∗
it∂α,q,p(IdSp
I
+ t2Ap)
−1 Id ⊗ (IdSp
I
+ t2Ap)
−1
]
=
[
(IdSp
I
+ t2Ap)
−1 + t2(∂α,q,p∗)∗∂α,q,p(IdSp
I
+ t2Ap)
−1
−it∂α,q,p(IdSp
I
+ t2Ap)
−1 + it∂α,q,p(IdSp
I
+ t2Ap)
−1
it(IdSp
I
+ t2Ap)
−1(∂α,q,p∗)∗ − it(∂α,q,p∗)∗
(
Id ⊗ (IdSp
I
+ t2Ap)
−1)
t2∂α,q,p(IdSp
I
+ t2Ap)
−1(∂α,q,p∗)∗ + Id ⊗ (IdSp
I
+ t2Ap)
−1
]
=
[
IdSp
I
0
0 IdRan ∂α,q,p
]
.
It remains to show that the set {it(it−D−1α,q,p : t 6= 0} = {(it−Dα,q,p)−1 : t 6= 0} is R-bounded.
For this, observe that the diagonal entries of (4.14) are R-bounded by the R-sectoriality of Ap.
The R-boundedness of the other entries follows from the R-gradient bounds of Proposition 4.4.
Since a set of operators matrices is R-bounded precisely when each entry is R-bounded, we
conclude that (2.2) is satisfied, i.e. that D is R-bisectorial.
Proposition 4.11 Suppose 1 < p <∞. We have
(4.15) D2α,q,p =
[
Ap 0
0 (IdLp(Γq(H)) ⊗Ap)|Ran ∂α,q,p
]
.
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Proof : By Proposition 4.8, we have
Cp
def
=
[
Ap 0
0 (IdLp(Γq(H)) ⊗Ap)|Ran ∂α,q,p
]
(4.1)(4.11)⊂
[
(∂α,q,p∗)
∗∂α,q,p 0
0 ∂α,q,p(∂α,q,p∗)
∗|Ran ∂α,q,p
]
=
[
0 (∂α,q,p∗)
∗|Ran ∂α,q,p
∂α,q,p 0
]2
(4.12)
= D2α,q,p.
Now consider some λ ∈ ρ(Cp) ∩ ρ(D2α,q,p) (note that both operators are sectorial so such a λ
exists). Then Cp − λ ⊂ D2α,q,p − λ, the operator Cp − λ is surjective and D2α,q,p− λ is injective.
Now, it suffices to use the result [Sch1, page 5] (note that the proof extends verbatim to the
case of unbounded operators acting on Banach spaces) to conclude that Cp − λ = D2α,q,p − λ
and thus Cp = D
2
α,q,p.
Note the results of [Arh7] gives the following result.
Proposition 4.12 Suppose 1 < p < ∞. The operators Ap and Bp have a bounded H∞(Σω)
functional calculus of angle ω for some ω < π2 .
Now, we can state the following result.
Theorem 4.13 Suppose 1 < p <∞. The Hodge-Dirac operator Dα,q,p has a bounded H∞(Σ±ω )
functional calculus on a bisector.
Proof : By proposition 4.12, the operator D2α,q,p
(4.15)
=
[
Ap 0
0 Bp
]
has a H∞ functional calculus
of angle 2ω < π2 . Since Dα,q,p is R-bisectorial by Proposition 4.10, we deduce by Proposition
2.2 that the operator Dα,q,p has a bounded H
∞(Σ±ω ) functional calculus on a bisector.
Remark 4.14 The boundedness of the H∞ functional calculus of the operator Dα,q,p implies
the boundedness of the Riesz transforms and this result may be thought of as a strengthening
of the equivalence (3.13). Indeed, consider the function sgn ∈ H∞(Σω) defined by sgn(z) def=
1Σ+ω (z) − 1Σ−ω (z). By Theorem 4.13, the operator Dα,q,p has a bounded H∞(Σ±ω ) functional
calculus on SpI ⊕p Ran ∂α,q,p. Hence the operator sgn(Dα,q,p) is bounded. This implies that
(4.16)
(
D2α,q,p
) 1
2 = sgn(Dα,q,p)Dα,q,p and Dα,q,p = sgn(Dα,q,p)
(
D2α,q,p
) 1
2 .
For any x ∈ domDα,q,p = dom
(
D2α,q,p
) 1
2 , we deduce that
∥∥Dα,q,p(x)∥∥Sp
I
⊕pLp(Γq(H)⊗B(ℓ2I ))
(4.16)
=
∥∥sign(Dα,q,p)(D2α,q,p) 12 (x)∥∥Sp
I
⊕pLp(Γq(H)⊗B(ℓ2I ))
.p
∥∥(D2α,q,p) 12 (x)∥∥Sp
I
⊕pLp(Γq(H)⊗B(ℓ2I ))
and ∥∥(D2α,q,p) 12 (x)∥∥Sp
I
⊕pLp(Γq(H)⊗B(ℓ2I ))
(4.16)
=
∥∥ sgn(Dα,q,p)Dα,q,p(x)∥∥Sp
I
⊕pLp(Ω,SpI )
.p
∥∥Dα,q,p(x)∥∥Sp
I
⊕pLp(Γq(H)⊗B(ℓ2I ))
.
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Recall that on SpI ⊕p Ran ∂α,q,p, we have
(D2α,q,p)
1
2
(4.15)
=
[
A
1
2
p 0
0 IdLp(Γq(H)) ⊗A
1
2
p
]
.
By restricting to elements of the form (y, 0) with y ∈ domA 12p , we obtain the desired result.
Proposition 4.15 We have RanAp = Ran(∂α,q,p∗)∗, RanBp = Ran ∂α,q,p, KerAp = Ker ∂α,q,p,
KerBp = Ker(∂α,q,p∗)
∗ = {0} and
(4.17) SpI = Ran(∂α,q,p∗)
∗ ⊕Ker ∂α,q,p.
Here, by (∂α,q,p∗)
∗ we understand its restriction to Ran ∂α,q,p. However, we shall see in Corol-
lary 4.19 that Ran(∂α,q,p∗)
∗ = Ran((∂α,q,p∗)∗|Ran ∂α,q,p).
Proof : Recall that [HvNVW2, Proposition 10.6.2 (2)], we have RanD2α,q,p = RanDα,q,p and
KerD2α,q,p = KerDα,q,p. It is not difficult to prove the first four equalities using (4.11) and
(4.13). The last one is a consequence of the definition of Bp and of [HvNVW2, page 361].
4.2 Extension to full Hodge-Dirac operator and Hodge decomposition
We shall now extend the operator Dα,q,p to a densely defined bi-sectorial operator Dα,q,p on
SpI⊕Lp(Γq(H)⊗B(ℓ2I)) which will also be bisectorial and have an H∞(Σ±ω ) calculus on a bisector.
The key will be Corollary 4.19 below. We let
(4.18) Dα,q,p =
[
0 ∂∗α,q,p∗
∂α,q,p 0
]
along the decomposition SpI ⊕Lp(Γq(H)⊗B(ℓ2I)), with natural domains for ∂α,q,p and (∂α,q,p∗)∗.
Consider the sectorial operator A
1
2
p on S
p
I . According to [HvNVW2, (10.1) page 361], we
have the topological direct sum decomposition SpI = RanA
1
2
p ⊕KerA
1
2
p . We define the operator
Rp
def
= ∂ψ,q,pA
− 12
p : RanA
1
2
p → Lp(Γq(H)⊗B(ℓ2I)). According to the point 4 of Proposition
3.16, Rp is bounded on RanA
1
2
p , so extends to a bounded operator on RanA
1
2
p . We extend
it to a bounded operator Rp : S
p
I → Lp(Γq(H)⊗B(ℓ2I)), called Riesz transform, by putting
Rp|KerA
1
2
p = 0 along the above decomposition of S
p
I . We equally let R
∗
p∗
def
= (Rp∗)
∗.
Lemma 4.16 Let −1 6 q 6 1 and 1 < p <∞. Then we have the subspace sum
Lp(Γq(H)⊗B(ℓ2I)) = Ran ∂α,q,p + Ker(∂α,q,p∗)∗.
Proof : Let y ∈ Lp(Γq(H)⊗B(ℓ2I)) be arbitrary. We claim that y = RpR∗p∗(y)+(Id−RpR∗p∗)(y)
is the needed decomposition into a part into Ran ∂α,q,p and Ker(∂α,q,p∗)
∗. Here R∗p∗
def
= (Rp∗)
∗.
Note that Rp maps RanA
1
2
p into Ran ∂α,q,p, so by boundedness, Rp maps RanA
1
2
p to Ran ∂α,q,p.
Thus, we indeed have RpR
∗
p∗(y) ∈ Ran ∂α,q,p. Next we claim that for any z ∈ SpI and x ∈MI,fin,
we have
(4.19)
〈
Rp(z), ∂α,q,p∗(x)
〉
Lp(Γq(H)⊗B(ℓ2I)),Lp∗(Γq(H)⊗B(ℓ2I ))
=
〈
z,A
1
2
p∗(x)
〉
Sp,S
p∗
I
.
76
Indeed, first note that by boundedness of R, it suffices to consider z ∈ MI,fin. According to
the decomposition SpI = RanA
1
2
p ⊕ KerA
1
2
p above, we can write z = limnA
1
2
p (zn) + z0 with
zn ∈ domA
1
2
p and z0 ∈ KerA
1
2
p . Clearly, we can choose zn, z0 ∈MI,fin again. Then we have〈
R(z), ∂α,q(x)
〉
= lim
〈
∂α,q(zn), ∂α,q(x)
〉 (3.12)
= lim
n
〈
A
1
2 (zn), A
1
2 (x)
〉
=
〈
z − z0, A 12 (x)
〉
=
〈
z,A
1
2 (x)
〉
.
Thus, (4.19) is proved. We can now conclude the proof, since for x ∈ MI,fin, we have〈
(Id−RpR∗p∗)(y), ∂α,q,p∗(x)
〉
=
〈
y, ∂α,q,p∗(x)
〉 − 〈RpR∗p∗(y), ∂α,q,p∗(x)〉
(4.19)
=
〈
y, ∂α,q,p∗(x)
〉 − 〈R∗p∗(y), A 12p∗(x)〉 = 〈y, ∂α,q,p∗(x)〉− 〈y,Rp∗A 12p∗(x)〉
=
〈
y, ∂α,q,p∗(x)
〉− 〈y, ∂α,q,p∗A− 12p∗ A 12p∗(x)〉 = 0.
Since MI,fin is dense in S
p
I , we infer that
(
Id−RpR∗p∗
)
(y) belongs to Ker(∂α,q,p∗)
∗.
In the proof of Proposition 4.18 below, we shall need some information on the Wiener-Ito
chaos decomposition for q-Gaussians. This is collected in the following lemma.
Lemma 4.17 Let −1 6 q 6 1 and 1 < p <∞.
1. There exists a completely bounded projection W : Lp(Γq(H))→ Lp(Γq(H)) onto the closed
space spanned by {sq(h) : h ∈ H}. Moreover, the projections are compatible for different
values of p.
2. For any finite subset J of I and y ∈ Lp(Γq(H)⊗B(ℓ2I)), (W ⊗ TJ )(y) can be written as∑
i,j∈J sq(hij)⊗ eij for some hij ∈ H.
3. Denoting temporarily Wp and TJ,p the operators W and TJ on the p-level, the identity
mapping on Γq(H)⊗ SpJ extends to an isomorphism
(4.20)
Jp,2,J : Ran(Wp ⊗ TJ,p) ⊆ Lp(Γq(H)⊗B(ℓ2I))→ Ran(W2 ⊗ TJ,2) ⊆ L2(Γq(H)⊗B(ℓ2I)).
Proof : 1. This is contained in [JuL1, Theorem 3.5], putting there d = 1. Note that the closed
space spanned by {sq(h), h ∈ H} coincides in this case with G1p,q there. For the fact that the
projections are compatible for different values of p, we refer to [JuL1, Proof of Theorem 3.1].
2. This is easy and left to the reader.
3. We have∥∥∥∥∥∥
∑
i,j∈J
sq(hij)⊗ eij
∥∥∥∥∥∥
Lp(Γq(H)⊗B(ℓ2I ))
6
∑
i,j∈J
‖sq(hij)‖Lp(Γq(H)) .q,p
∑
i,j∈J
‖hij‖H
(the same estimate on the L2-level). Note that for any i0, j0 ∈ J fixed, we have a completely
contractive Schur multiplier projecting onto the span of ei0j0 . So we have∥∥∥∥∥∥
∑
i,j∈J
sq(hij)⊗ eij
∥∥∥∥∥∥
Lp(Γq(H)⊗B(ℓ2I ))
& ‖sq(hi0j0)‖Lp(Γq(H)) &q,p ‖hi0j0‖H .
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Considering the supremum over all i0, j0 ∈ J , it follows that∥∥∥∥∥∥
∑
i,j∈J
sq(hij)⊗ eij
∥∥∥∥∥∥
Lp(Γq(H)⊗B(ℓ2I))
∼=
∑
i,j∈J
‖hij‖H ∼=
∥∥∥∥∥∥
∑
i,j∈J
sq(hij)⊗ eij
∥∥∥∥∥∥
L2(Γq(H)⊗B(ℓ2I ))
.
Thus, (4.20) follows.
Proposition 4.18 Let −1 6 q 6 1 and 1 < p < ∞. Then the subspaces from Lemma 4.16
have trivial intersection, Ran ∂α,q,p ∩Ker(∂α,q,p∗)∗ = {0}.
Proof : We begin with the case p = 2. According to Theorem 5.44, the unbounded operator
Dα,q,2 is self-adjoint on S2I ⊕L2(Γq(H)⊗B(ℓ2I)). We thus have the orthogonal sum RanDα,q,2⊕
KerDα,q,2 = S2I ⊕ L2(Γq(H)⊗B(ℓ2I)). Considering vectors in the second component, that is,
in L2(Γq(H)⊗B(ℓ2I)), we deduce that Ran ∂α,q,2 and Ker(∂α,q,2)∗ are orthogonal, hence have
trivial intersection.
We turn to the case 1 < p <∞. We recall that for a finite subset J of I, we have a completely
contractive Schur multiplier TJ : SpI → SpI projecting onto the finite dimensional subspace SpJ of
SpI . We thus have according to Lemma 4.17 for any finite subset J of I a completely bounded
mapping W ⊗ TJ = (W ⊗ IdSp
I
) · (IdLp(Γq(H)) ⊗ TJ ) : Lp(Γq(H)⊗B(ℓ2I)) → Lp(Γq(H)⊗B(ℓ2I)).
We claim that
the subspace Ran ∂α,q,p is invariant under Id ⊗ TJ(4.21)
the subspace Ker(∂α,q,p∗)
∗ is invariant under Id ⊗ TJ(4.22)
the restriction of W ⊗ Id on Ran ∂α,q,p is the identity mapping.(4.23)
For (4.21), for any i, j ∈ I, note that
(Id⊗ TJ)∂α,q,p(eij) = (Id⊗ TJ)(sq(αi − αj)⊗ eij) = δi,j∈Jsq(αi − αj)⊗ eij .
This element belongs to Ran ∂α,q,p. By linearity and since MI,fin is a core for ∂α,q,p according
to Proposition 3.16, we deduce that Id⊗TJ maps Ran ∂α,q,p into itself. Now (4.21) follows from
boundedness of Id⊗ TJ .
For (4.22), note that if x ∈MI,fin and f ∈ Ker(∂α,q,p∗)∗, then〈
Id⊗ TJf, ∂α,q,p∗x
〉
=
〈
f, Id⊗ TJ∂α,q,p∗(x)
〉
=
〈
f, ∂α,q,p∗TJ (x)
〉
=
〈
(∂α,q,p∗)
∗f, TJx
〉
= 0.
Thus (Id⊗ TJ)(f) belongs to Ker ∂∗α,q,p∗ , and (4.22) follows.
For (4.23), we have
(W ⊗ Id)(∂α,q,p(eij)) = (W ⊗ Id)(sq(αi − αj)⊗ eij) = sq(αi − αj)⊗ eij ∈ Ran ∂α,q,p.
Now use in a similar manner as before linearity, the fact that MI,fin is a core of ∂α,q,p and
boundedness of W ⊗ Id.
Now, let G ∈ Ran ∂α,q,p ∩ Ker(∂α,q,p∗)∗. Let J be a finite subset of I. Then according
to (4.21) – (4.23), we infer that (W ⊗ TJ)(G) belongs again to Ran ∂α,q,p ∩ Ker(∂α,q,p∗)∗. We
claim that Jp,2,J(W ⊗ TJ )(G) belongs to Ran ∂α,q,2 ∩ Ker(∂α,q,2)∗, where the mapping Jp,2,J
was defined in Lemma 4.17. First we have (W ⊗ TJ )(G) ∈ Ran ∂α,q,p, so that there exists a
sequence (xn) in dom ∂α,q,p such that W ⊗ TJ(G) = limn ∂α,q,p(xn). Then
(W ⊗ TJ )(G) = (Id⊗ TJ) · (W ⊗ TJ )(G) = lim
n
(Id⊗ TJ )∂α,q,p(xn)
= lim
n
∂α,q,pTJ(xn) = lim
n
∑
i,j∈J
x
(n)
ij ∂α,q,p(eij).
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Since Jp,2,J is an isometry, this limit also holds in L
2(Γq(H)⊗B(ℓ2I)) and the element Jp,2,J(W⊗
TJ)(G) = limn
∑
i,j∈J x
(n)
ij ∂α,q,2eij belongs to Ran ∂α,q,2. Furthermore, we have
(W ⊗ TJ)(G) =
∑
i,j∈J
sq(hij)⊗ eij
for some hij ∈ H . Then
(∂α,q,2)
∗Jp,2,J(W⊗TJ)(G) = (∂α,q,2)∗
( ∑
i,j∈J
sq(hij)⊗eij
)
= (∂α,q,p∗)
∗
( ∑
i,j∈J
sq(hij)⊗eij
)
= 0.
We have shown that Jp,2,J(W ⊗ TJ )(G) belongs to Ran ∂α,q,2 ∩Ker(∂α,q,2)∗. According to the
beginning of the proof, the last intersection is trivial. It follows that Jp,2,J(W⊗TJ)(G) = 0, and
since Jp,2,J is an isometry, that (W ⊗ TJ )(G) = 0. Thus, for any finite J ⊆ I, (W ⊗ TJ )(G) =
0. As TJ converges strongly and completely boundedly on SpI to the identity, we infer that
(W ⊗ Id)(G) = 0. But we had seen in (4.23) that (W ⊗ Id)(G) = G, so that G = 0 and we are
done.
Combining Lemma 4.16 and Proposition 4.18, we can now deduce the following corollary.
Corollary 4.19 Let −1 6 q 6 1 and 1 < p < ∞. Then we have a topological direct sum
decomposition
(4.24) Lp(Γq(H)⊗B(ℓ2I)) = Ran ∂α,q,p ⊕Ker(∂α,q,p∗)∗
where the associated first bounded projection is RpR
∗
p∗ . In particular, we have
Ran(∂α,q,p∗)
∗ = Ran(∂α,q,p∗)∗|Ran ∂α,q,p .
Proof : According to Lemma 4.16, the above subspaces add up to Lp(Γq(H)⊗B(ℓ2I)), and
according to Proposition 4.18, the sum is direct. By [KaR1, Theorem 1.8.7], we conclude that
the decomposition is topological. In the course of the proof of Lemma 4.16, we have seen that for
any y ∈ Lp(Γq(H)⊗B(ℓ2I)), we have the suitable decomposition y = RpR∗p∗(y)+(Id−RpR∗p∗)(y).
So the associated first bounded projection is RpR
∗
p∗ .
Theorem 4.20 Let −1 6 q 6 1 and 1 < p < ∞. Consider the operator Dα,q,p from (4.18).
Then Dα,q,p is bisectorial and has a bounded H∞(Σ±ω ) calculus.
Proof : According to Corollary 4.19, the space SpI ⊕ Lp(Γq(H)⊗B(ℓ2I)) admits the topological
direct sum decomposition Lp(VN(G))⊕Lp(Γq(H)⊗B(ℓ2I))
(4.24)
= SpI ⊕Ran ∂α,q,p ⊕Ker(∂α,q,p∗)∗
into a sum of three subspaces. Along this decomposition, we can write17
Dα,q,p (4.18)=
 0 (∂α,q,p∗)∗ 0∂α,q,p 0 0
0 0 0
 (4.12)= [Dα,q,p 0
0 0
]
.
According to Theorem 4.13, the operatorDα,q,p is bisectorial and does have a bounded H
∞(Σ±ω )
functional calculus. So we conclude that Dα,q,p is also bisectorial and has a bounded H∞(Σ±ω )
functional calculus.
17. Here the notation (∂α,q,p∗ )
∗ is used for the restriction of (∂α,q,p∗ )
∗ on the subspace Ran ∂α,q,p.
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Theorem 4.21 (Hodge decomposition) Suppose 1 < p <∞ and −1 6 q 6 1. If we identify
Ran ∂α,q,p and Ran(∂α,q,p∗)∗ as the closed subspaces {0} ⊕ Ran ∂α,q,p and Ran(∂α,q,p∗)∗ ⊕ {0}
of SpI ⊕ Lp(Γq(H)⊗B(ℓ2I)), we have
(4.25) SpI ⊕ Lp(Γq(H)⊗B(ℓ2I)) = Ran ∂α,q,p ⊕ Ran(∂α,q,p∗)∗ ⊕KerDα,q,p.
Proof : From the definition (4.18), it is obvious that KerDα,q,p = (Ker ∂α,q,p ⊕ {0})⊕ ({0} ⊕
Ker(∂α,q,p∗)
∗). We deduce that
SpI ⊕ Lp(Γq(H)⊗B(ℓ2I))
(4.17)(4.24)
= (Ran(∂α,q,p∗)∗ ⊕Ker ∂α,q,p)⊕ (Ker(∂α,q,p∗)∗ ⊕ Ran ∂α,q,p)
= ({0} ⊕ Ran ∂α,q,p)⊕ (Ran(∂α,q,p∗)∗ ⊕ {0})⊕ (Ker ∂α,q,p ⊕ {0})⊕ ({0} ⊕Ker(∂α,q,p∗)∗)
= ({0} ⊕ Ran ∂α,q,p)⊕ (Ran(∂α,q,p∗)∗ ⊕ {0})⊕KerDα,q,p.
4.3 Independence from H and α
This section is devoted to the proof of Theorem 4.26. We show several intermediate lemmas
before.
Lemma 4.22 Let H be a Hilbert space and i1 : H1 ⊂ H an embedding of a sub Hilbert space
H1. Moreover, let I be an index set and I1 ⊂ I a subset. Consider the mapping
J1 :
{
Γq(H1)⊗B(ℓ2I1) → Γq(H)⊗B(ℓ2I)
a⊗ x 7→ Γq(i1)(a) ⊗ j1(x)
,
where j1 : B(ℓ
2
I1
)→ B(ℓ2I), x 7→ P ∗1 xP1 and P1 : ℓ2I → ℓ2I1 , (ξi)i∈I 7→ (ξiδi∈I1)i∈I is the canonical
orthogonal projection. Then J1 is a normal faithful trace preserving ∗-homomorphism and thus
extends to a complete isometry on the Lp level, 1 6 p 6∞.
Proof : According to [BKS, Theorem 2.11], since i1 is an isometric embedding, Γq(i1) is a
faithful ∗-homomorphism which preserves the traces. According to [JMX, p. 97], Γq(i1) is
normal. Moreover, it is easy to check that j1 is also a normal faithful
∗-homomorphism. Thus
also J1 is a normal faithful
∗-homomorphism, see also [Pis7, p. 32]. Since Γq(i1) and j1 preserve
the traces, also J1 preserves the trace. Now J1 is an L
p isometry according to [JMX, p 92].
In the following, we let (Hn)n∈N be a sequence of mutually orthogonal sub Hilbert spaces
of some big Hilbert space H =
⊕
n∈NHn and let I =
⊔
n∈N In be a partition of a big index set
I into smaller pieces In.
Lemma 4.23 Consider the mappings Ψn : S
p
In
→ SpI , x 7→ P ∗nxPn, where Pn : ℓ2I → ℓ2In is the
canonical orthogonal projection,
Ψ:
p⊕
n∈N
SpIn → SpI , (xn) 7→
∑
n
Ψn(xn)
and
J :
p⊕
n∈N
Lp(Γq(Hn)⊗B(ℓ2In))→ Lp(Γq(H)⊗B(ℓ2I)), (yn) 7→
∑
n
Jn(yn).
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1. On the L∞ level, Ran(Jn) ·Ran(Jm) = {0} for n 6= m.
2. If the above domains of Ψ and J that are exterior Banach space sums, are as indicated
equipped with the ℓp-norms, then Ψ and J are isometries.
Proof : 1. By a density and normality argument, it suffices to pick a ⊗ x ∈ Γq(Hn) ⊗ B(ℓ2In)
and b⊗ y ∈ Γq(Hm)⊗ B(ℓ2Im) and calculate the product Jn(a⊗ x)Jm(b⊗ y). We have
Jn(a⊗ x)Jm(b⊗ y) = Γq(in)(a)Γq(im)(b)⊗ P ∗nxPnP ∗myPm = 0,
since PnP
∗
m : ℓ
2
Im
→ ℓ2In equals 0.
2. According to the first point, we have for any xn ∈ Γq(Hn)⊗B(ℓ2In),(
N∑
n=1
Jn(xn)
)∗( N∑
m=1
Jm(xm)
)
=
(
N∑
n=1
Jn(x
∗
n)
)(
N∑
m=1
Jm(xm)
)
=
N∑
n=1
Jn(x
∗
nxn).
In the same way, by functional calculus of
∣∣∣∑Nn=1 Jn(xn)∣∣∣2 and Jn(|xn|2), we obtain∣∣∣∣∣
N∑
n=1
Jn(xn)
∣∣∣∣∣
p
=
N∑
n=1
|Jn(xn)|p,
and thus, taking traces, we obtain∥∥∥∥∥
N∑
n=1
Jn(xn)
∥∥∥∥∥
p
=
(
N∑
n=1
‖Jn(xn)‖pp
) 1
p
=
(
N∑
n=1
‖xn‖pp
) 1
p
.
By a density argument, we infer that J is an isometry. The proof for for Ψ is easier and left to
the reader.
In the following, we let moreover αn : In → Hn be mappings and associate with it α : I → H
given by α(i) = αn(i) if i ∈ In ⊆
⊔
k∈N Ik. We thus have non-commutative gradients ∂αn,q,p
and ∂α,q,p.
Lemma 4.24 Recall the mappings Jn and Ψn from Lemma 4.23.
1. For any n ∈ N and xn ∈ MIn,fin, we have Ψn(xn) ∈ MI,fin and
∂α,q,pΨn(xn) = Jn∂αn,q,p(xn).
2. For any n ∈ N, yn ∈ Γq(Hn)⊗MIn,fin , we have Jn(yn) ∈ dom(∂αn,q,p∗)∗ and
(∂α,q,p∗)
∗Jn(yn) = Ψn(∂αn,q,p∗)
∗(yn).
Proof : 1. We calculate with xn =
∑
i,j∈In xijeij and explicit embedding kn : In →֒ I,
∂α,q,pΨn(xn) = ∂α,q,p(P
∗
nxnPn) = ∂α,q,p
(
P ∗n
∑
i,j
xijeijPn
)
=
∑
i,j
xij∂α,q,p(ekn(i)kn(j)) =
∑
i,j
xijsq(α(kn(i))− α(kn(j)))⊗ ekn(i)kn(j).
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On the other hand, we have
Jn∂αn,q,p(xn) =
∑
i,j
xijJn(sq(αn(i)− αn(j))⊗ eij)
=
∑
i,j
xijΓq(in)(sq(αn(i)− αn(j)))⊗ P ∗neijPn
=
∑
i,j
xijsq(α(kn(i))− α(kn(j))) ⊗ ekn(i)kn(j).
2. First we note that Jn(Γq(Hn) ⊗ MIn,fin) ⊆ dom(∂α,q,p∗)∗ and that (∂α,q,p∗)∗ maps
Jn(Γq(Hn) ⊗ MIn,fin) into Ψn(SpIn). Indeed for sq(hn) ⊗ eij ∈ Γq(Hn) ⊗ MIn,fin and x =∑
k,l xklekl ∈ Sp
∗
I , we have
x 7→ τΓq(H)⊗B(ℓ2I )
(
sq(in(hn))⊗ ekn(i)kn(j) · ∂α,q,p∗(x)
)
=
∑
k,l
xklτΓq(H)⊗B(ℓ2I )
(
sq(in(hn))⊗ ekn(i)kn(j) · sq(α(k) − α(l))⊗ ekl
)
= τΓq(H)
(
sq(in(hn))sq(α(kn(j))− α(kn(i)))
)
xkn(j)kn(i).
This defines clearly a linear form on Sp
∗
I , so indeed Jn(Γq(Hn)⊗MIn,fin) ⊆ dom(∂α,q,p∗)∗. More-
over, we see above that if x = ekl and k, l not both in kn(In), then 〈(∂α,q,p∗)∗(Jn(yn)), ekl〉 = 0.
Therefore, (∂α,q,p∗)
∗ maps Jn(Γq(Hn) ⊗ MIn,fin) into Ψn(SpIn). Now we check the claimed
equality in the statement of the lemma by applying a dual element xn to both sides. By den-
sity of MI,fin in S
p∗
I , we can assume xn ∈ MI,fin. Moreover, by the above, we can assume
xn ∈ Ψn(MIn,fin), so that xn = ΨnΨ∗n(xn). Then we have according to the first point of the
lemma
TrI(Ψn(∂αn,q,p∗)
∗(yn)xn) = TrIn((∂αn,q,p∗)
∗(yn)Ψ∗n(xn)) = τΓq(Hn)⊗B(ℓ2In )
(yn∂αn,q,p∗Ψ
∗
n(xn))
= τΓq(H)⊗B(ℓ2I )(Jn(yn∂αn,q,p∗Ψ
∗
n(xn))) = τΓq(H)⊗B(ℓ2I)(Jn(yn)Jn∂αn,q,p∗Ψ
∗
n(xn))
= τΓq(H)⊗B(ℓ2I )(Jn(yn)∂α,q,p∗ΨnΨ
∗
n(xn))
= TrI((∂α,q,p∗)
∗Jn(yn)ΨnΨ∗n(xn)) = TrI((∂α,q,p∗)
∗Jn(yn)xn).
Here we have also used that Jn is trace preserving and multiplicative. The lemma is proved.
Lemma 4.25 Recall the mappings Ψ and J from Lemma 4.23.
1. Then for any x = (xn) with xn ∈ MIn,fin ⊆ SpIn and any y = (yn) with yn ∈ Γq(Hn) ⊗
MIn,fin ∩ Ran(∂αn,q,p) such that only finitely many xn and yn are non-zero, we have
(4.26) Dα,q,p ◦
[
Ψ 0
0 J
]
(x, y) =
[
Ψ 0
0 J
]
◦
Dα1,q,p 0 . . .0 Dα2,q,p 0 . . .
... 0
. . .
 (x, y)
2. Let ω ∈ (0, π2 ) such that Dα,q,p and all Dαn,q,p have an H∞(Σ±ω ) calculus, e.g. according
to Theorem 4.13, ω = π4 . Then for any m ∈ H∞(Σ±ω ), we have
(4.27) m(Dα,q,p) ◦
[
Ψ 0
0 J
]
=
[
Ψ 0
0 J
]
◦
m(Dα1,q,p) 0 . . .0 m(Dα2,q,p) 0
... 0
. . .

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as bounded operators
⊕p
n∈N
(
SpIn ⊕p Ran(∂αn,q,p)
)
→ SpI ⊕p Ran(∂α,q,p).
Proof : 1. We have according to Lemma 4.24
Dα,q,p(Ψ(x), J(y)) = Dα,q,p
(∑
n
Ψn(xn), Jn(yn)
)
=
(
(∂α,q,p∗)
∗∑
n
Jn(yn), ∂α,q,p
∑
n
Ψn(xn)
)
=
(∑
n
Ψn(∂αn,q,p∗)
∗yn,
∑
n
Jn∂αn,q,pxn
)
=
(
Ψdiag((∂αn,q,p∗)
∗ : n ∈ N)y, Jdiag(∂αn,q,p : n ∈ N)x
)
.
This shows (4.26).
2. According to (4.26), for any λ ∈ ρ(Dα,q,p) ∩
⋂
n∈N ρ(Dαn,q,p), we have for (x, y) as in the
first part of the lemma,
(λ−Dα,q,p)−1
[
Ψ 0
0 J
] [(λ−Dα1,q,p) 0
0
. . .
]
(x, y) = (λ−Dα,q,p)−1(λ−Dα,q,p)
[
Ψ 0
0 J
]
(x, y)
=
[
Ψ 0
0 J
]
(x, y) =
[
Ψ 0
0 J
][(λ−Dα1,q,p)−1 0
0
. . .
][
(λ −Dα1,q,p) 0
0
. . .
]
(x, y).
Thus, we obtain
(4.28) (λ−Dα,q,p)−1
[
Ψ 0
0 J
]
=
[
Ψ 0
0 J
] [(λ−Dα1,q,p)−1 0
0
. . .
]
on a dense subspace of
⊕p
n∈N
(
SpIn ⊕p Ran(∂αn,q,p)
)
. By boundedness of both sides of (4.28),
we obtain equality in (4.28) as bounded operators
⊕p
n∈N
(
SpIn ⊕p Ran(∂αn,q,p)
)
→ SpI ⊕p
Ran(∂α,q,p). Now by the Cauchy integral formula, we obtain (4.27) for m ∈ H∞0 (Σ±ω ), and
by the H∞ convergence lemma (see [CDMY, Lemma 2.1] for the sectorial case) applied first for
fixed (x, y) as in the first part of the lemma, also for m ∈ H∞(Σω).
Now, we can give an answer to a variant of [JMP2, Problem C.5].
Theorem 4.26 Let 1 < p <∞, −1 6 q 6 1, ω = π4 and Dα,q,p as in Theorem 4.13. Then the
H∞(Σ±ω ) calculus norm of Dα,q,p is controlled independently of H and α, that is, ‖m(Dα,q,p)‖ 6
Cq,p ‖m‖H∞(Σ±ω ). In particular, sgn(Dα,q,p) = Dα,q,p|Dα,q,p|−
1
2 is bounded by a constant not
depending on H or its dimension nor the mapping α : I → H.
Proof : Suppose that the statement of the theorem is false. For any n ∈ N, then there exists a
sequence (Dαn,q,p) of Hodge-Dirac operators such that the H
∞(Σ±ω ) functional calculus norm is
bigger than n. We let I
def
=
⊔
n∈N In, H
def
=
⊕
n∈NHn and consider α : I → H , i ∈ In 7→ αn(i).
Let fn be a function of H
∞(Σ±ω ) such that ‖fn‖H∞(Σ±ω ) = 1 and ‖fn(Dαn,q,p)‖ > n. According
to Theorem 4.13, the operator Dα,q,p has a bounded H
∞(Σ±ω ) functional calculus. Thus, for
some constant C <∞ and any fn as above, according to Lemma 4.25,
C > ‖fn(Dα,q,p)‖ >
∥∥∥∥fn(Dα,q,p) ◦ [Ψ 00 J
]∥∥∥∥ =
∥∥∥∥∥
[
Ψ 0
0 J
]
◦
[
fn(Dα1,q,p) 0
0
. . .
]∥∥∥∥∥
=
∥∥∥∥∥
[
fn(Dα1,q,p) 0
0
. . .
]∥∥∥∥∥ > ‖fn(Dαn,q,p)‖ > n.
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Taking n → ∞ yields a contradiction. The last sentence of Theorem 4.26 follows from taking
f(z) = 1Σ+ω (z)− 1Σ−ω (z).
4.4 Boundedness of functional calculus of Hodge-Dirac operators for
Fourier multipliers
Here G is a discrete group and we consider a semigroup of Markov Fourier multipliers (Tt)t>0.
Suppose 1 < p <∞. Recall that we have a closed operator
∂ψ,q,p : dom ∂ψ,q,p ⊂ Lp(VN(G))→ Lp(Γq(H)⋊G), λs 7→ sq(αi − αj)⋊ λs
and a closed operator (∂ψ,q,p∗)
∗ : dom(∂ψ,q,p∗)∗ ⊂ Lp(Γq(H)⋊G)→ Lp(VN(G)).
In this section, we prove the boundedness of the functional calculus of the Hodge-Dirac
operator (4.40).
We follow the same strategy that the one of the section 4.1. Note that we use Proposition
2.23 for the group analogue of Proposition 4.12, so we need some assumption on the group G.
Remark 4.27 With the same method that the one of Remark (4.14) we can see that the
boundedness of the H∞ functional calculus of Dψ,q,p implies the boundedness of the Riesz
transforms and this result may be thought of as a strengthening of the equivalence (1.1).
We have the following useful formula.
Proposition 4.28 Suppose 1 < p <∞ and −1 6 q 6 1. As unbounded operators, we have
(4.29) Ap = (∂ψ,q,p∗)
∗∂ψ,q,p.
Proof : By Lemma 3.34 and [Kat1, page 167], ∂ψ,q,p(PG) is a subspace of dom(∂ψ,q,p∗)∗. For
any s ∈ G we have
(∂ψ,q,p∗)
∗∂ψ,q,p(λs)
(2.66)
= (∂ψ,q,p∗)
∗(sq(bψ(s)) ⋊ λs) (3.78)= τ(sq(bψ(s))sq(bψ(s)))λs(4.30)
(2.16)
= ‖bψ(s)‖2H λs = Ap(λs).
Hence for any x, y ∈ PG, by linearity we have〈
A
1
2
p (x), A
1
2
p∗(y)
〉
Lp(VN(G)),Lp∗(VN(G))
=
〈
Ap(x), y
〉
Lp(VN(G)),Lp∗(VN(G))
(4.30)
=
〈
(∂ψ,q,p∗)
∗∂ψ,q,p(x), y
〉
Lp(VN(G)),Lp∗(VN(G))
(2.8)
=
〈
∂ψ,q,p(x), ∂ψ,q,p∗(y)
〉
Lp,Lp∗
.
Using the part 4 of Proposition 3.16, it is not difficult to see that this identity extends to
elements x ∈ domAp. For any x ∈ domAp and any y ∈ PG, we obtain〈
Ap(x), y
〉
Lp(VN(G)),Lp∗(VN(G))
=
〈
∂ψ,q,p(x), ∂ψ,q,p∗(y)
〉
Lp,Lp∗
Recall that PG is a core of ∂ψ,q,p∗ by the part 1 of Proposition 3.35. So using (2.6), it is
easy to check that this identity remains true for elements y of dom ∂ψ,q,p∗ . By (2.7), this
implies that ∂ψ,q,p(x) ∈ dom(∂ψ,q,p∗)∗ and that (∂ψ,q,p∗)∗∂ψ,q,p(x) = Ap(x). We conclude that
Ap ⊂ (∂ψ,q,p∗)∗∂ψ,q,p.
To prove the other inclusion we consider some x ∈ dom ∂ψ,q,p such that ∂ψ,q,p(x) belongs
to dom(∂ψ,q,p∗)
∗. By [Kat1, Theorem 5.29], we have (∂ψ,q,p∗)∗∗ = ∂ψ,q,p∗ . We infer that
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(∂ψ,q,p)
∗∂ψ,q,p∗ ⊂
(
(∂ψ,q,p∗)
∗∂ψ,q,p
)∗ ⊂ A∗p where we use [Kat1, Problem 5.25] in the first
inclusion and [Kat1, Problem 5.26] in the second inclusion. For any y ∈ PG, using ∂ψ,q,p(x) ∈
dom(∂ψ,q,p∗)
∗ in the last equality, we deduce that〈
A∗p(y), x
〉
Lp∗ (VN(G)),Lp∗(VN(G))
=
〈
(∂ψ,q,p)
∗∂ψ,q,p∗(y), x
〉
Lp∗ (VN(G)),Lp∗(VN(G))
(2.8)
=
〈
∂ψ,q,p∗(y), ∂ψ,q,p(x)
〉
Lp∗(VN(G)),Lp∗(VN(G))
(2.8)
=
〈
y, (∂ψ,q,p∗)
∗∂ψ,q,p(x)
〉
Lp∗ (VN(G)),Lp∗(VN(G))
.
Since PG is a core for A∗p = Ap∗ by definition, this implies [Kat1, Problem 5.24] that x ∈
domA∗∗p = Ap and that Ap(x) = (∂ψ,q,p∗)∗∂ψ,q,p(x).
The following result of commutation is necessary.
Lemma 4.29 Suppose 1 < p < ∞ and −1 6 q 6 1. If x ∈ dom ∂ψ,q,p and t > 0 then Tt,p(x)
belongs to dom ∂ψ,q,p and we have
(4.31)
(
IdLp(Γq(H)) ⋊ Tt,p
)
∂ψ,q,p(x) = ∂ψ,q,pTt,p(x).
Proof : For any s ∈ G, we have(
IdLp(Γq(H)) ⋊ Tt,p
)
∂ψ,q,p(λs)
(2.66)
=
(
IdLp(Γq(H)) ⋊ Tt,p
)(
sq(bψ(s))⋊ λs
)
= e−t‖bψ(s)‖
2
sq(bψ(s))⋊ λs
(2.66)
= e−t‖bψ(s)‖
2
∂ψ,q,p(λs) = ∂ψ,p
(
e−t‖bψ(s)‖
2
λs
)
= ∂ψ,pTt,p(λs).
So by linearity the equality (4.3) is true for elements of PG. Now consider some x ∈ dom ∂ψ,q,p.
By [Kat1, page 166], since ∂ψ,q,p is the closure of ∂ψ,q : PG ⊂ Lp(VN(G)) → Lp(Γq(H) ⋊α G),
there exists a sequence (xn) of elements of PG converging to x in Lp(VN(G)) such that the
sequence (∂ψ,q,p(xn)) converges to ∂ψ,q,p(x). The complete boundedness of Tt,p : L
p(VN(G))→
Lp(VN(G)) implies by Proposition 2.23 that we have a (completely) bounded operator IdLp(Γq(H))⋊
Tt,p : L
p(Γq(H) ⋊α G) → Lp(Γq(H) ⋊α G). We infer that in Lp(VN(G)) and Lp(Γq(H) ⋊α G)
we have
Tt,p(xn) −−−−−→
n→+∞ Tt,p(x) and
(
IdLp(Γq(H))⋊Tt,p
)
∂ψ,q,p(xn) −−−−−→
n→+∞
(
IdLp(Γq(H))⋊Tt,p
)
∂ψ,q,p(x).
For any integer n, we have
(
IdLp(Γq(H))⋊Tt,p
)
∂ψ,q,p(xn) = ∂ψ,q,pTt,p(xn) by the first part of the
proof. Since the left-hand side converges, we obtain that the sequence (∂ψ,q,pTt,p(xn)) converges
to (IdLp(Γq(H)) ⋊ Tt,p)∂ψ,q,p(x) in L
p(Γq(H) ⋊α G). Since each Tt,p(xn) belongs to dom ∂ψ,q,p,
the closedness of ∂ψ,q,p and [Kat1, page 166] show that Tt,p(x) belongs to dom ∂ψ,q,p and that
∂ψ,q,pTt,p(x) =
(
IdLp(Γq(H)) ⋊ Tt,p
)
∂ψ,q,p(x).
Proposition 4.30 For any s > 0 and any x ∈ dom ∂ψ,q,p, we have
(
IdLp(VN(G)) + sAp
)−1
x ∈
dom ∂α,q,p and
(4.32)
(
Id ⋊ (IdLp(VN(G)) + sAp)
−1)∂ψ,q,p(x) = ∂ψ,q,p(IdLp(VN(G)) + sAp)−1(x).
Proof : Note that for any s > 0 and any x ∈ Lp(VN(G)) the continuous functions R+ →
Lp(VN(G)), t 7→ e−ts−1Tt,p(x) and R+ → Lp(Γq(H) ⋊α G), t 7→ e−ts−1(Id ⋊ Tt,p)∂ψ,q,p(x) are
Bochner integrable. If t > 0 and if x ∈ dom ∂ψ,q,p, taking Laplace transforms on both sides
of (4.31) and using [HvNVW2, Theorem 1.2.4] and the closedness of ∂ψ,q,p in the penultimate
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equality, we obtain that
∫∞
0 e
−ts−1Tt,p(x) ds belongs to dom ∂ψ,q,p and that(
Id ⋊ (s−1IdLp(VN(G)) +Ap)−1
)
∂ψ,q,p(x)
= −(− s−1IdLp(Γq(H)⋊αG) − (Id ⋊Ap)−1)∂ψ,q,p(x)
(2.4)
=
∫ ∞
0
e−s
−1t(Id ⋊ Ts,p)∂ψ,q,p(x) dt
(4.31)
=
∫ ∞
0
e−s
−1t∂ψ,q,pTt,p(x) dt
= ∂ψ,q,p
(∫ ∞
0
e−s
−1tTt,p(x) dt
)
(2.4)
= ∂ψ,q,p
(
s−1IdLp(VN(G)) +Ap
)−1
(x).
We deduce the desired identity by multiplying by s−1.
We have the following analogue of Proposition 4.4 which can be proved in a similar manner.
Proposition 4.31 Suppose 1 < p <∞ and −1 6 q 6 1. The family
(4.33)
{
t∂ψ,q,p(Id + t
2Ap)
−1 : t > 0
}
of operators of B(Lp(VN(G)),Lp(Γq(H)⋊α G)) is R-bounded.
Proof : Note that the operator ∂ψ,p,qA
− 12
p : Lp(VN(G)) → Lp(Γq(H) ⋊α G) is bounded by
(3.40). Suppose t > 0. A standard functional calculus argument gives
t∂ψ,q,p(Id + t
2Ap)
−1 = ∂ψ,q,pA
− 12
p
(
(t2Ap)
1
2 (Id + t2Ap)
−1
)
.(4.34)
By [Arh7], note that Ap has a bounded H
∞(Σθ)-functional calculus for some 0 < θ < π2 .
Moreover, the Banach space Lp(VN(G)) has the triangular contraction property (∆). We
deduce by [HvNVW2, Theorem 10.3.4 (2)] that the operator Ap is R-sectorial. By [HvNVW2,
Example 10.3.5] applied with α = 12 and β = 1, we infer that the set{
(t2Ap)
1
2 (Id + t2Ap)
−1 : t > 0
}
of operators of B(Lp(VN(G))) is R-bounded. Recalling that a singleton is R-bounded by
[HvNVW2, Example 8.1.7], we obtain by composition [HvNVW2, Proposition 8.1.19 (3)] that
the set {
∂ψ,q,pA
− 12
p
(
(t2Ap)
1
2 (Id + t2Ap)
−1
)
: t > 0
}
of operators of B(Lp(VN(G)),Lp(Γq(H) ⋊α G)) is R-bounded. Hence with (4.34) we conclude
that the subset (4.5) is R-bounded.
Lemma 4.32 The operator (∂ψ,q,p∗)
∗|Ran ∂ψ,q,p is densely defined and is closed. More pre-
cisely, the subspace ∂ψ,q,p(PG) of dom(∂ψ,q,p∗)∗ is dense in Ran ∂ψ,q,p.
Proof : Let y ∈ Ran ∂α,q,p. Let ε > 0. There exists x ∈ dom ∂ψ,q,p such that ‖y − ∂ψ,q,p(x)‖ < ε.
By Proposition 3.35, there exist xfin ∈ PG such that ‖x− xfin‖Lp(VN(G)) < ε and∥∥(∂ψ,q,p(x)− ∂ψ,q,p(xfin)∥∥Lp(Γq(H)⋊αG) < ε.
We deduce that ‖y − ∂ψ,q,p(xfin)‖Lp(Γq(H)⋊αG < 2ε. By Proposition 4.28, ∂ψ,q,p(PG) is a sub-
space of dom(∂ψ,q,p∗)
∗. So ∂ψ,q,p(xfin) belongs to dom(∂ψ,q,p∗)∗.
Since (∂ψ,q,p∗)
∗ is closed, the assertion on closedness is (really) obvious.
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Proposition 4.33 1. For any s, t > 0, the operators Tt(∂ψ,q,p∗)
∗ and
(
IdSp
I
+sAp
)−1
(∂ψ,q,p∗)
∗
extend to bounded operators on Ran ∂ψ,q,p.
2. For any t > 0 and any y ∈ Ran(∂ψ,q,p), we have
(4.35) Tt(∂ψ,q,p∗)
∗(y) = (∂ψ,q,p∗)∗
(
IdLp(Γq(H)) ⋊ Tt
)
(y).
3. For any s > 0 and any y ∈ Ran ∂ψ,q,p, we have
(
Id⋊ (IdSp
I
+ sAp)
−1)(y) ∈ dom(∂ψ,q,p∗)∗
and
(4.36)
(
IdLp + sAp
)−1
(∂ψ,q,p∗)
∗(y) = (∂ψ,q,p∗)∗
(
IdLp(Γq(H)) ⋊ (IdLp + sAp)
−1)(y).
Proof : By Proposition 4.28, for any x ∈ domAp we have x ∈ dom ∂ψ,q,p and ∂ψ,q,p(x) ∈
dom(∂ψ,q,p∗)
∗. Moreover, for all t > 0 using [EnN1, (15) page 50] in the second equality, we
have
Tt(∂ψ,q,p∗)
∗∂ψ,q,p(x)
(4.29)
= TtAp(x) = ApTt(x)
(4.29)
= (∂ψ,q,p∗)
∗∂ψ,q,pTt(x)
(4.35)
= (∂ψ,q,p∗)
∗(Id⋊Tt)∂ψ,q,p(x).
By taking Laplace transforms and using the closedness of (∂ψ,q,p∗)
∗, we deduce that the element
(I + sId⋊Ap)
−1∂ψ,q,p(x) belongs to (dom ∂ψ,q,p∗)∗ for any s > 0 and that
(4.37) (Id + sAp)
−1(∂ψ,q,p∗)∗∂ψ,q,p(x) = (∂ψ,q,p∗)∗(Id⋊ s(Id +Ap))−1∂ψ,q,p(x).
By duality of (4.5), note that (Id + sAp)
−1(∂ψ,q,p∗)∗ induces a bounded operator. Let y ∈
Ran ∂ψ,q,p. There exists a sequence (xn) of dom ∂ψ,q,p such that ∂ψ,q,p(xn) → y. We have
(Id⋊ s(Id +Ap))
−1∂ψ,q,p(xn)→ (Id⋊ s(Id +Ap))−1(y). Moreover, we have
(∂α,q,p∗)
∗(Id⋊ s(Id +Ap))−1∂ψ,q,p(xn)
(4.37)
= (Id + sAp)
−1(∂ψ,q,p∗)∗∂ψ,q,p(xn)
−−−−−→
n→+∞ (Id + sAp)
−1(∂ψ,q,p∗)∗(y).
Since (∂ψ,q,p∗)
∗ is closed, we infer by (2.5) that (Id⋊ s(Id+Ap))−1(y) belongs to dom(∂ψ,q,p∗)∗
and that
(∂ψ,q,p∗)
∗(Id⋊ s(Id + Ap))−1(y) = (Id + sAp)−1(∂ψ,q,p∗)∗(y).
Using again Laplace transforms, we obtain the point 2.
We let Bp
def
= (IdLp(Γq(H)) ⋊Ap)|Ran ∂ψ,q,p.
Lemma 4.34 The operator Bp is injective and sectorial on Ran ∂ψ,q,p.
Proof : For the sectoriality of Bp, we note by [JMX, Lemma 3.9] and Proposition 2.23 that
Id ⋊ Ap is sectorial on the larger space L
p(Γq(H) ⋊α G). According to Lemma 4.2, Id ⋊ Tt
leaves Ran ∂ψ,q,p invariant (t > 0), so by continuity of Id ⋊ Tt also leaves Ran ∂ψ,q,p invariant.
By [EnN1, pages 60-61], we deduce that Bp is the generator of the restriction of (Tt)t>0 on
Ran ∂ψ,q,p, hence sectorial of type
π
2 by e.g. [JMX, page 25].
For the injectivity, we note that once Bp is known to be injective on a reflexive space, we
have the projection onto the null-space of Bp given by the strong limit
PN = lim
λ→0+
λ(λ + Id⋊Ap)
−1|Ran ∂ψ,q,p
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[HvNVW2, (10.5)]. It is easy to check that PNy = 0 for y ∈ ∂ψ,q,p(PG): Indeed, by linearity, we
can assume that y = ∂ψ,q(λs) = sq(bψ(s)) ⋊ λs for some s ∈ G such that moreover bψ(s) 6= 0.
We claim that
(4.38) (λ+ Id⋊Ap)
−1|Ran ∂ψ,q,psq(bψ(s))⋊ λs =
1
λ+ ‖bψ(s)‖2
sq(bψ(s))⋊ λs.
To see (4.10), it suffices to calculate (λ+Id⋊Ap)
1
λ+‖bψ(s)‖2 sq(bψ(s))⋊λs = λ
1
λ+‖bψ(s)‖2 sq(bψ(s))⋊
λs + ‖bψ(s)‖2 sq(bψ(s)) ⋊ λs = sq(bψ(s)) ⋊ λs. Now PN (y) = 0 follows from λλ+‖bψ(s)‖2 →
0
‖bψ(s)‖2 = 0 since ‖bψ(s)‖
2 6= 0.
Since PG is a core fore ∂ψ,q,p, we deduce that PNy = 0 also for y ∈ Ran ∂ψ,q,p. Finally by
continuity of PN , we deduce PN = 0. Thus, Bp is injective.
Proposition 4.35 If y ∈ domBp we have y ∈ dom ∂ψ,q,p(∂ψ,q,p∗)∗ and
(4.39) ∂ψ,q,p(∂ψ,q,p∗)
∗(y) = Bp(y).
Proof : For any s ∈ G, we have
∂ψ,q,p(∂ψ,q,p∗)
∗∂ψ,q,p(λs)
(4.1)
= ∂ψ,q,pAp(λs) = ‖bψ(s)‖2H ∂ψ,q,p(λs)
= ‖bψ(s)‖2H (sq(bψ(s))⋊ λs) = (Id ⋊Ap)
(
sq(bψ(s))⋊ λs
)
= (Id ⋊Ap)
(
∂ψ,q,p(λs)
)
.
We deduce that ∂ψ,q,p(∂ψ,q,p∗)
∗ and (IdLp(Γq(H)) ⋊ Ap) coincide on ∂ψ,q,p(PG). Note that
∂ψ,q,p(PG) is a dense subspace of Ran ∂ψ,q,p which is invariant under each operator (Id ⋊
Tt)|Ran ∂ψ,q,p by Proposition 4.2. By [HvNVW2, Proposition G.2.4], we deduce that ∂ψ,q,p(PG)
is a core of (Id⋊Ap)|Ran ∂ψ,q,p = Bp. Let y ∈ domBp. Since Bp is sectorial according to Lemma
4.7, there is z ∈ Ran ∂ψ,q,p such that y = Id⋊ (Id +Ap)−1z. Since Bp is injective according to
Lemma 4.7, it has dense image. We infer that there is a sequence (zn) in L
p(VN(G)) such that
Bpzn → z. As ∂ψ,q,p(PG) is a core of Bp, we can choose zn ∈ ∂ψ,q,p(PG). Now, by Proposition
4.6, we have that
(∂ψ,q,p∗)
∗(Id ⋊ (Id +Ap)−1)(Bpzn) is convergent.
We infer that y =
(
Id ⊗ (Id +Ap)−1
)
(z) belongs to dom(∂ψ,q,p∗)
∗ and that
(∂ψ,q,p∗)
∗y = lim
n
(∂ψ,q,p∗)
∗(Id ⋊ (Id +Ap)−1)(Bpzn).
Noting that Bpzn also belongs to ∂ψ,q,p(PG), we obtain
∂ψ,q,p(∂ψ,q,p∗)
∗(Id ⋊ (Id +Ap)−1)(Bpzn) (4.8)= ∂ψ,q,p(Id +Ap)−1(∂ψ,q,p∗)∗(Bpzn)
(4.4)
=
(
Id⋊ (Id +Ap)
−1)∂ψ,q,p(∂ψ,q,p∗)∗(Bpzn)
=
(
Id⋊ (Id +Ap)
−1)B2p(zn)→ Bp(Id⋊ (Id +Ap)−1)(z) = Bpy.
We infer that (∂ψ,q,p∗)
∗y belongs to dom(∂ψ,q,p) and that ∂ψ,q,p(∂ψ,q,p∗)∗y = Bpy.
Proposition 4.36 Suppose that G is weakly amenable. Then P⋊,G is a core of (∂ψ,q,p∗)∗.
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Proof : Let y ∈ dom(∂ψ,q,p∗)∗. Then (IdLp(Γq(H))⋊Mϕj)(y) belongs to P⋊,G. It remains to show
that (IdLp(Γq(H))⋊Mϕj)(y) converges to y in the graph norm. Recall that (IdLp(Γq(H))⋊Mϕj )(y)
converges to y in Lp(Γq(H)⋊α G). For any s ∈ G, we have〈
(∂ψ,q,p∗)
∗(Id⋊Mϕj)(y), λs
〉
=
〈
(Id⋊Mϕj )(y), ∂ψ,q,p∗(λs)
〉 (2.66)
=
〈
(Id⋊Mϕj)(y), sq(bψ(s))⋊ λs
〉
=
〈
y, (Id⋊Mϕj)(sq(bψ(s))⋊ λs)
〉
=
〈
y, sq(bψ(s)) ⋊Mϕj(λs)
〉
=
〈
y, ∂ψ,q,p∗Mϕj (λs)
〉
=
〈
(∂ψ,q,p∗)
∗(y),Mϕj (λs)
〉
=
〈
Mϕj(∂ψ,q,p∗)
∗(y), λs
〉
.
By linearity and density, we infer that
(∂ψ,q,p∗)
∗(IdLp(Γq(H)) ⋊Mϕj)(y) =Mϕj(∂ψ,q,p∗)
∗(y)
converges to (∂ψ,q,p∗)
∗(y) in Lp(VN(G)).
Suppose 1 6 p <∞. We introduce the unbounded operator
(4.40) Dψ,q,p
def
=
[
0 (∂ψ,q,p∗)
∗
∂ψ,q,p 0
]
on the Banach space Lp(VN(G)) ⊕p Ran ∂ψ,q,p defined by
(4.41)
Dψ,q,p(x, y)
def
=
(
(∂ψ,q,p∗)
∗(y), ∂ψ,q,p(x)
)
, x ∈ dom ∂ψ,q,p, y ∈ dom(∂ψ,q,p∗)∗ ∩ Ran ∂ψ,q,p.
We call it the Hodge-Dirac operator of the semigroup. This operator is a closed operator and
can be seen as a differential square root of the generator of the semigroup (Tt,p)t>0 since we
have Proposition 4.38.
Theorem 4.37 Suppose 1 < p < ∞ and −1 6 q 6 1. The Hodge-Dirac operator Dψ,q,p is
R-bisectorial on Lp(VN(G)) ⊕p Ran ∂ψ,q,p.
Proof : We will start by showing that the set {it : t ∈ R, t 6= 0} is contained in the resolvent
set of Dψ,q,p. We will do this by showing that Id − itDψ,q,p has a two-sided bounded inverse
(Id− itDψ,q,p)−1 given by
(4.42)[
(IdLp + t
2Ap)
−1 it(IdLp + t2Ap)−1(∂ψ,q,p∗)∗
it∂ψ,q,p(IdLp + t
2Ap)
−1 Id ⋊ (Id + t2Ap)−1
]
: Lp ⊕p Ran ∂ψ,q,p → Lp ⊕p Ran ∂ψ,q,p.
By Proposition 4.31 and since the operator Ap satisfies the property (2.3) of R-sectoriality, the
four entries are bounded. It only remains to check that this matrix defines a two-sided inverse
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of Id− itDψ,q,p. We have[
(IdLp + t
2Ap)
−1 it(IdSp
I
+ t2Ap)
−1(∂ψ,q,p∗)∗
it∂ψ,q,p(IdLp + t
2Ap)
−1 Id ⋊ (Id + t2Ap)−1
]
(Id− itDψ,q,p)
(4.40)
=
[
(IdLp + t
2Ap)
−1 it(IdLp + t2Ap)−1(∂ψ,q,p∗)∗
it∂ψ,p(IdLp + t
2Ap)
−1 Id ⋊ (Id + t2Ap)−1
] [
IdLp −it(∂ψ,q,p∗)∗
−it∂ψ,q,p Id
]
=
[
(Id + t2Ap)
−1 + t2(Id + t2Ap)−1(∂ψ,p∗)∗∂ψ,p
it∂ψ,p(Id + t
2Ap)
−1 − it(Id ⋊ (Id + t2Ap)−1)∂ψ,p
−it(Id + t2Ap)−1(∂ψ,p∗)∗ + it(Id + t2Ap)−1(∂ψ,p∗)∗
t2∂ψ,q,p(Id + t
2Ap)
−1(∂ψ,q,p∗)∗ + Id ⊗ (Id + t2Ap)−1
]
(4.1)(4.4)(4.8)
=
[
(Id + t2Ap)
−1 + t2(Id + t2Ap)−1Ap
it∂ψ,q,p(Id + t
2Ap)
−1 − it∂ψ,q,p
(
Id + t2Ap
)−1
0
(t2∂ψ,q,p(∂ψ,q,p∗)
∗ + Id)(Id ⋊ (Id + t2Ap)−1)
]
=
[
IdLp(VN(G)) 0
0 IdRan ∂ψ,q,p
]
and similarly
(Id− itDψ,p)
[
(IdLp + t
2Ap)
−1 it(IdLp + t2Ap)−1(∂ψ,p∗)∗
it∂ψ,q,p(IdLp + t
2Ap)
−1 Id ⋊ (IdLp + t2Ap)−1
]
=
[
Id −it(∂ψ,q,p∗)∗
−it∂ψ,q,p Id
] [
(IdLp + t
2Ap)
−1 it(IdLp + t2Ap)−1(∂ψ,q,p∗)∗
it∂ψ,q,p(IdLp + t
2Ap)
−1 Id ⋊ (IdLp + t2Ap)−1
]
=
[
(IdLp + t
2Ap)
−1 + t2(∂ψ,q,p∗)∗∂ψ,q,p(IdLp + t2Ap)−1
−it∂ψ,q,p(IdLp + t2Ap)−1 + it∂ψ,q,p(IdLp + t2Ap)−1
it(IdLp + t
2Ap)
−1(∂ψ,q,p∗)∗ − it(∂ψ,q,p∗)∗
(
Id ⋊ (IdLp + t
2Ap)
−1)
t2∂ψ,q,p(IdLp + t
2Ap)
−1(∂ψ,q,p∗)∗ + Id ⋊ (IdLp + t2Ap)−1
]
=
[
IdLp 0
0 IdRan ∂ψ,q,p
]
.
It remains to show that the set {it(it−D−1ψ,q,p : t 6= 0} = {(it−Dψ,q,p)−1 : t 6= 0} is R-bounded.
For this, observe that the diagonal entries of (4.42) are R-bounded by the R-sectoriality of
Ap. The R-boundedness of the other entries follows from the R-gradient bounds of Proposition
4.31. Since a set of operators matrices is R-bounded precisely when each entry is R-bounded,
we conclude that (2.2) is satisfied, i.e. that D is R-bisectorial.
Proposition 4.38 Suppose 1 < p < ∞ and −1 6 q 6 1. As densely defined closed operators
on Lp(VN(G))⊕p Ran ∂ψ,q,p, we have
(4.43) D2ψ,q,p =
[
Ap 0
0 (IdLp(Γq(H)) ⋊Ap)|Ran ∂ψ,q,p
]
.
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Proof : By Proposition 4.35, we have
Cp
def
=
[
Ap 0
0 (IdLp(Γq(H)) ⋊Ap)|Ran ∂ψ,q,p
]
(4.29)(4.39)⊂
[
(∂ψ,q,p∗)
∗∂ψ,q,p 0
0 ∂ψ,q,p(∂ψ,q,p∗)
∗|Ran ∂ψ,q,p
]
=
[
0 (∂ψ,q,p∗)
∗|Ran ∂ψ,q,p
∂ψ,q,p 0
]2
(4.40)
= D2ψ,q,p.
Now consider some λ ∈ ρ(Cp) ∩ ρ(D2ψ,q,p) (note that both operators are sectorial so such a λ
exists). Then Cp −λ ⊂ D2ψ,q,p− λ, the operator Cp −λ is surjective and D2ψ,q,p− λ is injective.
Now, it suffices to use the result [Sch1, page 5] (note that the proof extends verbatim to the
case of unbounded operators acting on Banach spaces) to conclude that Cp − λ = D2ψ,q,p − λ
and thus Cp = D
2
ψ,q,p.
In the proof of Theorem 4.40, we shall use the following folklore lemma, see e. g. [LM1,
Proposition 2.13].
Lemma 4.39 Let (Tt)t>0 be a bounded strongly continuous semigroup on a Banach space X.
Let −A be its infinitesimal generator. For any π2 < θ < π the following are equivalent
1. A admits a bounded H∞(Σθ) functional calculus.
2. There exists a constant C > 0 such that for any b ∈ L1(R+) whose Laplace transform
L (b) belongs to H∞0 (Σθ), we have
(4.44)
∥∥∥∥∫ +∞
0
b(t)Tt dt
∥∥∥∥
X→X
6 C ‖L (b)‖H∞(Σθ) .
Recall that the above integral is defined in the strong operator topology sense.
Theorem 4.40 Suppose 1 < p <∞. Suppose that the von Neumann algebra Γq(H)⋊αVN(G)
has QWEP. The operators Ap and Id⋊Ap have a bounded H
∞(Σθ) functional calculus of angle
θ for any θ > π| 1
p
− 12 |.
Proof : According to Proposition 2.23, Id⋊Tt extends to a (completely) contractive operator on
Lp(Γq(H)⋊αG). Moreover, since PΓq(H),G is dense in Lp(Γq(H)⋊αG), the property of (Tt)t>0
being a strongly continuous semigroup carries over to (Id⋊Tt)t>0. According to [Arh7, Theorem
5.1], Ap has a (completely) bounded H
∞(Σθ) calculus on Lp(VN(G)) for some π2 < θ < π. By
Lemma 4.39, for any b ∈ L1(R+) such that L (b) belongs to H∞0 (Σθ) we have
(4.45)
∥∥∥∥∫ ∞
0
b(t)Tt dt
∥∥∥∥
Lp(VN(G))→Lp(VN(G))
. ‖L (b)‖H∞(Σθ) .
Note that for any λs ∈ PG, we have(∫ ∞
0
b(t)Tt dt
)
(λs) =
∫ ∞
0
b(t)Tt(λs) dt =
∫ ∞
0
b(t)e−t‖bψ(s)‖
2
λs dt =
(∫ ∞
0
b(t)e−t‖bψ(s)‖
2
dt
)
λs.
So the (normal) map
∫∞
0
b(t)Tt dt is also a Fourier multiplier. Thus, by Proposition 2.23∥∥∥∥∫ ∞
0
b(t)Id⋊ Tt(x) dt
∥∥∥∥
Lp(Γq(H)⋊αG)→Lp(Γq(H)⋊αG)
=
∥∥∥∥Id⋊ (∫ ∞
0
b(t)Tt(x) dt
)∥∥∥∥
Lp→Lp
(2.56)
6
∥∥∥∥∫ ∞
0
b(t)Tt(x) dt
∥∥∥∥
Lp(VN(G))→Lp(VN(G))
(4.45)
. ‖L (b)‖H∞(Σθ) .
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By Lemma 4.39, Id ⋊ Ap admits a functional calculus for some θ >
π
2 . Now, we reduce the
angle and conclude with [JMX, Proposition 5.8].
Theorem 4.41 Suppose 1 < p < ∞ and −1 6 q 6 1. Let G an amenable discrete group or a
free group (in this case, take q = −1 or q = 1). The Hodge-Dirac operator Dψ,q,p is R-bisectorial
on Lp(VN(G))⊕p Ran ∂ψ,q,p and admits a bounded H∞(Σ±ω ) functional calculus on a bisector.
Proof : By proposition 4.40, the operator D2ψ,q,p
(4.15)
=
[
Ap 0
0 Bp
]
has a H∞ functional calculus
of angle 2ω < π2 . Since Dψ,q,p is R-bisectorial by Proposition 4.10, we deduce by Proposition
4.37 that the operator Dψ,q,p has a bounded H
∞(Σ±ω ) functional calculus on a bisector.
Remark 4.42 The boundedness of the H∞ functional calculus of the operator Dψ,q,p implies
the boundedness of the Riesz transforms and this result may be thought of as a strengthening
of the equivalence (1.1). Indeed, consider the function sgn ∈ H∞(Σω) defined by sgn(z) def=
1Σ+ω (z) − 1Σ−ω (z). By Theorem 4.41, the operator Dψ,q,p has a bounded H∞(Σ±ω ) functional
calculus on Lp(VN(G))⊕p Ran ∂ψ,q,p. Hence the operator sgn(Dψ,q,p) is bounded. This implies
that
(4.46)
(
D2ψ,q,p
) 1
2 = sgn(Dψ,q,p)Dψ,q,p and Dψ,q,p = sgn(Dψ,q,p)
(
D2ψ,q,p
) 1
2 .
For any x ∈ domDψ,q,p = dom
(
D2ψ,q,p
) 1
2 , we deduce that∥∥Dψ,q,p(x)∥∥Lp(VN(G))⊕pLp(Γq(H)⋊αG) (4.46)= ∥∥sign(Dψ,q,p)(D2ψ,q,p) 12 (x)∥∥Lp(VN(G))⊕pLp(Γq(H)⋊αG)
.p
∥∥(D2ψ,q,p) 12 (x)∥∥Lp(VN(G))⊕pLp(Γq(H)⋊αG)
and∥∥(D2ψ,q,p) 12 (x)∥∥Lp(VN(G))⊕pLp(Γq(H)⋊αG) (4.46)= ∥∥ sgn(Dψ,q,p)Dψ,q,p(x)∥∥Lp(VN(G))⊕pLp(Γq(H)⋊αG)
.p
∥∥Dψ,q,p(x)∥∥Lp(VN(G))⊕pLp(Γq(H)⋊αG).
Recall that on Lp(VN(G)) ⊕p Ran ∂ψ,q,p, we have
(D2ψ,q,p)
1
2
(4.43)
=
[
A
1
2
p 0
0 IdLp(Γq(H)) ⋊A
1
2
p
]
.
By restricting to elements of the form (y, 0) with y ∈ domA 12p , we obtain the desired result.
Proposition 4.43 We have RanAp = Ran(∂ψ,q,p∗)∗, RanBp = Ran ∂ψ,q,p, KerAp = Ker ∂ψ,q,p,
KerBp = Ker(∂ψ,q,p∗)
∗ = {0} and
(4.47) Lp(VN(G)) = Ran(∂ψ,q,p∗)∗ ⊕Ker∂ψ,q,p.
Here, by (∂ψ,q,p∗)
∗ we understand its restriction to Ran ∂ψ,q,p. However, we have Ran(∂ψ,q,p∗)∗ =
Ran((∂ψ,q,p∗)
∗|Ran ∂ψ,q,p).
Proof : Recall that [HvNVW2, Proposition 10.6.2 (2)], we have RanD2ψ,q,p = RanDψ,q,p and
KerD2ψ,q,p = KerDψ,q,p. It is not difficult to prove the first four equalities using (4.43) and
(4.41). The last one is a consequence of the definition of Bp and of [HvNVW2, page 361].
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4.5 Extension to full Hodge-Dirac operator and Hodge decomposition
We shall now extend the operator Dψ,q,p to a densely defined bisectorial operator Dψ,q,p on
the space Lp(VN(G))⊕Lp(Γq(H)⋊αG) which will also be bisectorial and have a bounded H∞
functional calculus on a bisector. The key will be Corollary 4.47 below. We let
(4.48) Dψ,q,p =
[
0 (∂ψ,q,p∗)
∗
∂ψ,q,p 0
]
along the decomposition Lp(VN(G)) ⊕ Lp(Γq(H) ⋊α G), with natural domains for ∂ψ,q,p and
(∂ψ,q,p∗)
∗.
Consider the sectorial operator A
1
2
p on Lp(VN(G)). According to [HvNVW2, (10.1) page
361], we have the topological direct sum decomposition Lp(VN(G)) = RanA
1
2
p ⊕ KerA
1
2
p . We
define the operator Rp
def
= ∂ψ,q,pA
− 12
p : RanA
1
2
p → Lp(Γq(H)⋊αG). According to the point 4 of
Proposition 3.16, Rp is bounded on RanA
1
2
p , so extends to a bounded operator on RanA
1
2
p . We
extend it to a bounded operator Rp : L
p(VN(G)) → Lp(Γq(H) ⋊α G), called Riesz transform,
by putting Rp|KerA
1
2
p = 0 along the above decomposition of Lp(VN(G)). We equally let
R∗p∗
def
= (Rp∗)
∗.
Lemma 4.44 Let −1 6 q 6 1 and 1 < p <∞. Then we have the decomposition
(4.49) Lp(Γq(H)⋊α G) = Ran ∂ψ,q,p +Ker(∂ψ,q,p∗)
∗.
Proof : Let y ∈ Lp(Γq(H)⋊α G) be arbitrary. We claim that y = RpR∗p∗(y) + (Id−RpR∗p∗)(y)
is the needed decomposition for (4.49). Note that Rp maps RanA
1
2
p into Ran ∂ψ,q,p, so by
boundedness, Rp maps RanA
1
2
p to Ran ∂ψ,q,p. Thus, we indeed have RpR
∗
p∗(y) ∈ Ran ∂ψ,q,p.
Next we claim that for any z ∈ Lp(VN(G)) and any x ∈ dom ∂ψ,q,p∗ , we have
(4.50)
〈
Rp(z), ∂ψ,q,p∗(x)
〉
Lp(Γq(H)⋊αG),Lp
∗(Γq(H)⋊αG)
=
〈
z,A
1
2
p∗(x)
〉
Lp(VN(G)),Lp∗(VN(G))
.
According to the decomposition Lp(VN(G)) = RanA
1
2
p ⊕ KerA
1
2
p above, we can write z =
limn→+∞A
1
2
p (zn) + z0 with zn ∈ domA
1
2
p and z0 ∈ KerA
1
2
p . Then using the “crucial identity”
of [JMP1, page 545] (extended to domains) in the second equality, we have〈
Rp(z), ∂ψ,q,p∗(x)
〉
= lim
n→+∞
〈
Rp
(
A
1
2
p (zn) + z0
)
, ∂ψ,q,p∗(x)
〉
= lim
n→+∞
〈
∂ψ,q,p(zn), ∂ψ,q,p∗(x)
〉
= lim
n→+∞
〈
A
1
2
p (zn), A
1
2
p∗(x)
〉
=
〈
z − z0, A
1
2
p∗(x)
〉
=
〈
z,A
1
2
p∗(x)
〉 − 〈z0, A 12p∗(x)〉 = 〈z,A 12p∗(x)〉.
Thus, (4.50) is proved. Now, for any x ∈ dom ∂ψ,q,p∗ , we have〈
(Id−RpR∗p∗)(y), ∂ψ,q,p∗(x)
〉
=
〈
y, ∂ψ,q,p∗(x)
〉 − 〈RpR∗p∗(y), ∂ψ,q,p∗(x)〉
(4.50)
=
〈
y, ∂ψ,q,p∗(x)
〉 − 〈R∗p∗(y), A 12p∗(x)〉 = 〈y, ∂ψ,q,p∗(x)〉− 〈y,Rp∗A 12p∗(x)〉
=
〈
y, ∂ψ,q,p∗(x)
〉− 〈y, ∂ψ,q,p∗A− 12p∗ A 12p∗(x)〉 = 0.
By [Kat1, Problem 5.27, page 168], we conclude that
(
Id−RpR∗p∗
)
(y) belongs to Ker(∂ψ,q,p∗)
∗.
In the proof of Proposition 4.46 below, we shall need some information on the Wiener-Ito
chaos decomposition for q-Gaussians. This is collected in the following lemma.
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Lemma 4.45 Let −1 6 q 6 1 and 1 < p < ∞. Let G be a weakly amenable discrete group.
Consider an approximating net (Mϕj ).
1. There exists a completely bounded projection W : Lp(Γq(H))→ Lp(Γq(H)) onto the closed
space spanned by {sq(h) : h ∈ H}. Moreover, the projections are compatible for different
values of p.
2. For any j and any y ∈ Lp(Γq(H) ⋊α G), the element (W ⋊Mϕj)(y) can be written as∑
s∈suppϕj sq(hs)⋊ λs for some hs ∈ H.
3. Denoting temporarily byWp andMϕj,p the operatorW andMϕj on the p-level, the identity
mapping on Γq(H)⋊ span{λs : s ∈ suppϕj} extends to an isomorphism
(4.51)
Jp,2,j : Ran(Wp ⋊Mϕj,p) ⊆ Lp(Γq(H)⋊α G)→ Ran(W2 ⋊Mϕj,2) ⊆ L2(Γq(H)⋊α G).
Proof : 1. This is contained in [JuL1, Theorem 3.5], putting there d = 1. Note that the closed
space spanned by {sq(h) : h ∈ H} coincides in this case with G1p,q there. For the fact that the
projections are compatible for different values of p, we refer to [JuL1, Proof of Theorem 3.1].
2. This is easy and left to the reader.
3. We have∥∥∥∥∥∥
∑
s∈suppϕj
sq(hs)⋊ λs
∥∥∥∥∥∥
Lp(Γq(H)⋊G)
6
∑
s∈suppϕj
‖sq(hs)‖Lp(Γq(H)) .q,p
∑
s∈suppϕj
‖hs‖H
(the same estimate on the L2-level). Note that for any s0 ∈ suppϕj fixed, we have a completely
contractive projection onto the span of λs0 . So we have∥∥∥∥∥∥
∑
s∈suppϕj
sq(hs)⋊ λs
∥∥∥∥∥∥
Lp(Γq(H)⋊αG)
& ‖sq(hs0)‖Lp(Γq(H)) &q,p ‖hs0‖H .
Considering the supremum over all s0 ∈ suppϕj , it follows that∥∥∥∥∥∥
∑
s∈suppϕj
sq(hs)⋊ λs
∥∥∥∥∥∥
Lp(Γq(H)⋊αG)
∼=
∑
s∈suppϕj
‖hs‖H ∼=
∥∥∥∥∥∥
∑
s∈suppϕj
sq(hs)⋊ λs
∥∥∥∥∥∥
L2(Γq(H)⋊αG)
.
Thus, (4.20) follows.
Proposition 4.46 Let −1 6 q 6 1 and 1 < p <∞. Let G be a weakly amenable discrete group
such that Γq(H)⋊αG is QWEP. Then the subspaces from Lemma 4.44 have trivial intersection,
i.e. Ran ∂ψ,q,p ∩Ker(∂ψ,q,p∗)∗ = {0}.
Proof : We begin with the case p = 2. According to Theorem 5.52, the unbounded opera-
tor Dψ,q,2 is self-adjoint on L2(VN(G)) ⊕ L2(Γq(H) ⋊α G). We thus have the orthogonal sum
RanDψ,q,2⊕KerDψ,q,2 = L2(VN(G))⊕L2(Γq(H)⋊αG). Considering vectors in the second com-
ponent, that is, in L2(Γq(H)⋊αG), we deduce that Ran ∂ψ,q,2 and Ker(∂ψ,q,2)
∗ are orthogonal,
hence have trivial intersection.
We turn to the case 1 < p < ∞. Consider an approximating net (Mϕj). According to
Lemma 4.45, Lemma 2.26 and Proposition 2.23, we have for any j a completely bounded
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mapping W ⋊Mϕj = (W ⋊ Id) · (Id ⋊Mϕj ) : Lp(Γq(H) ⋊α G) → Lp(Γq(H) ⋊α G). We claim
that
the subspace Ran ∂ψ,q,p is invariant under Id ⋊Mϕj(4.52)
the subspace Ker(∂ψ,q,p∗)
∗ is invariant under Id ⋊Mϕj(4.53)
the restriction of W ⋊ Id on Ran ∂ψ,q,p is the identity mapping.(4.54)
For (4.52), for any s ∈ G, note that
(Id⋊Mϕj )∂ψ,q,p(λs)
(2.66)
= (Id⋊Mϕj)
(
sq(bψ(s))⋊ λs
)
= 1suppϕj (s)sq(bψ(s))⋊ λs.
This element belongs to Ran ∂ψ,q,p. By linearity and since PG is a core for ∂ψ,q,p according to
Proposition 3.35, we deduce that Id⋊Mϕj maps Ran ∂ψ,q,p into itself. Now (4.52) follows from
the continuity of Id⋊Mϕj .
For (4.53), note that if x ∈ dom ∂ψ,q,p∗ and f ∈ Ker(∂ψ,q,p∗)∗, then〈
(Id⋊Mϕj)(f), ∂ψ,q,p∗(x)
〉
=
〈
f, (Id⋊Mϕj)∂ψ,q,p∗(x)
〉
=
〈
f, ∂ψ,q,p∗Mϕj(x)
〉
=
〈
(∂ψ,q,p∗)
∗(f),Mϕj (x)
〉
= 0.
By [Kat1, Problem 5.27, page 168], we conclude that (Id ⋊Mϕj)(f) belongs to Ker(∂ψ,q,p∗)
∗
and (4.53) follows.
For (4.54), we have
(W ⋊ Id)(∂ψ,q,p(λs))
(2.66)
= (W ⋊ Id)
(
sq(bψ(s))⋊ λs
)
= sq(bψ(s))⋊ λs ∈ Ran ∂ψ,q,p.
Now use in a similar manner as before linearity, the fact that PG is a core of ∂ψ,q,p and the
continuity of W ⋊ Id.
Now, let z ∈ Ran ∂ψ,q,p ∩ Ker(∂ψ,q,p∗)∗. Then according to (4.52) – (4.54), we infer that
(W ⋊Mϕj)(z) belongs again to Ran ∂ψ,q,p ∩ Ker(∂ψ,q,p∗)∗. We claim that Jp,2,j(W ⋊Mϕj)(z)
belongs to Ran ∂ψ,q,2∩Ker(∂ψ,q,2)∗, where the mapping Jp,2,j was defined in Lemma 4.45. First
(W ⋊Mϕj)(z) belongs to Ran ∂ψ,q,p, so that there exists a sequence (xn) in dom ∂ψ,q,p such
that
(4.55) (W ⋊Mϕj )(z) = lim
n→∞ ∂ψ,q,p(xn).
Then we have in Lp(Γq(H)⋊α G)
(W ⋊Mϕj)(z) = (Id⋊Mϕj) · (W ⋊Mϕj )(z)
(4.55)
= lim
n→∞(Id⋊Mϕj )∂ψ,q,p(xn)
= lim
n→∞ ∂ψ,q,pMϕj(xn) = limn→∞
∑
s∈suppϕj
xn,s∂ψ,q,p(λs).
Since Jp,2,j is an isomorphism, this limit also holds in L
2(Γq(H)⋊αG) and the element Jp,2,j(W⋊
Mϕj)(z) = limn→∞
∑
s∈suppϕj xn,s∂ψ,q,2(λs) belongs to Ran ∂ψ,q,2. Furthermore, for some
family (hs) of elements of H , we have
(4.56) (W ⋊Mϕj)(z) =
∑
s∈suppϕj
sq(hs)⋊ λs.
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Then using (W ⋊Mϕj )(z) belongs again to Ker(∂ψ,q,p∗)
∗ in the last equality
(∂ψ,q,2)
∗Jp,2,j(W ⋊Mϕj)(z)
(4.56)
= (∂ψ,q,2)
∗
( ∑
s∈suppϕj
sq(hs)⋊ λs
)
= (∂ψ,q,p∗)
∗
( ∑
s∈suppϕj
sq(hs)⋊ λs
)
= (∂ψ,q,p∗)
∗(W ⋊Mϕj)(z) = 0.
We have shown that Jp,2,j(W ⋊Mϕj )(z) belongs to Ran ∂ψ,q,2 ∩Ker(∂ψ,q,2)∗.
According to the beginning of the proof, the last intersection is trivial. It follows that
Jp,2,j(W ⋊Mϕj)(z) = 0. Since Jp,2,j is an isomorphism, we infer that (W ⋊Mϕj)(z) = 0 for
any j. Since G is weakly amenable, the net (Id⋊Mϕj) converges to IdLp(M⋊αG) for the point
norm topology of Lp(M ⋊α G). We deduce that (W ⋊ Id)(z) = 0. But we had seen in (4.54)
that (W ⋊ Id)(z) = z, so that z = 0 and we are done.
Combining Lemma 4.44 and Proposition 4.46, we can now deduce the following corollary.
Corollary 4.47 Let −1 6 q 6 1 and 1 < p < ∞. Let G be a weakly amenable discrete group
such that Γq(H)⋊α G is QWEP. Then we have a topological direct sum decomposition
(4.57) Lp(Γq(H)⋊α G) = Ran ∂ψ,q,p ⊕Ker(∂ψ,q,p∗)∗.
where the associated first bounded projection is RpR
∗
p∗ . In particular, we have
Ran(∂ψ,q,p∗)
∗ = Ran(∂ψ,q,p∗)∗|Ran ∂ψ,q,p .
Proof : According to Lemma 4.44, the above subspaces add up to Lp(Γq(H) ⋊α G), and
according to Proposition 4.46, the sum is direct. By [KaR1, Theorem 1.8.7], we conclude that
the decomposition is topological. In the course of the proof of Lemma 4.44, we have seen that for
any y ∈ Lp(Γq(H)⋊αG), we have the suitable decomposition y = RpR∗p∗(y)+ (Id−RpR∗p∗)(y).
So the associated first bounded projection is RpR
∗
p∗ .
Theorem 4.48 Let −1 6 q 6 1 and 1 < p < ∞. Let G be a weakly amenable discrete group
such that Γq(H) ⋊α G is QWEP. Consider the operator Dψ,q,p from (4.18). Then Dψ,q,p is
bisectorial and has a bounded H∞(Σ±ω ) functional calculus.
Proof : According to Corollary 4.47, the space Lp(VN(G))⊕Lp(Γq(H)⋊αG) admits the topo-
logical direct sum decomposition Lp(VN(G))⊕Lp(Γq(H)⋊αG) (4.57)= Lp(VN(G))⊕Ran ∂ψ,q,p⊕
Ker(∂ψ,q,p∗)
∗ into a sum of three subspaces. Along this decomposition, we can write18
Dψ,q,p (4.48)=
 0 (∂ψ,q,p∗)∗ 0∂ψ,q,p 0 0
0 0 0
 (4.40)= [Dψ,q,p 0
0 0
]
.
According to Theorem 4.41, the operatorDψ,q,p is bisectorial and does have a bounded H
∞(Σ±ω )
functional calculus. So we conclude that Dψ,q,p is also bisectorial and has a bounded H∞(Σ±ω )
functional calculus.
18. Here the notation (∂ψ,q,p∗ )
∗ is used for the restriction of (∂ψ,q,p∗ )
∗ on the subspace Ran ∂ψ,q,p.
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Theorem 4.49 (Hodge decomposition) Suppose 1 < p < ∞ and −1 6 q 6 1. Let G be a
weakly amenable discrete group such that Γq(H)⋊α G is QWEP. If we identify Ran ∂α,q,p and
Ran(∂ψ,q,p∗)∗ as the closed subspaces {0}⊕Ran∂ψ,q,p and Ran(∂ψ,q,p∗)∗⊕{0} of Lp(VN(G))⊕
Lp(Γq(H)⋊α G), we have
(4.58) Lp(VN(G)) ⊕ Lp(Γq(H)⋊α G) = Ran ∂ψ,q,p ⊕ Ran(∂ψ,q,p∗)∗ ⊕KerDψ,q,p.
Proof : From the definition (4.48), it is obvious that KerDψ,q,p = (Ker ∂ψ,q,p ⊕ {0})⊕ ({0} ⊕
Ker(∂ψ,q,p∗)
∗). We deduce that
Lp(VN(G))⊕ Lp(Γq(H)⋊α G)
(4.47)(4.57)
=
(
Ran(∂ψ,q,p∗)∗ ⊕Ker∂ψ,q,p
)⊕ (Ker(∂ψ,q,p∗)∗ ⊕ Ran ∂ψ,q,p)
= ({0} ⊕ Ran ∂ψ,q,p)⊕ (Ran(∂ψ,q,p∗)∗ ⊕ {0})⊕ (Ker ∂ψ,q,p ⊕ {0})⊕ ({0} ⊕Ker(∂ψ,q,p∗)∗)
= ({0} ⊕ Ran ∂ψ,q,p)⊕ (Ran(∂ψ,q,p∗)∗ ⊕ {0})⊕KerDψ,q,p.
Remark 4.50 An inspection in all the steps of the proof of Theorem 4.48 shows that the angle
of the H∞(Σ±ω ) calculus can be chosen ω >
π
2 | 1p− 12 | and that the norm of the calculus is bounded
by a constant Kω not depending on G nor the cocycle (bψ, H), in particular it is independent
of the dimension of H.
Proof : First note that since Ap has a (sectorial) completely bounded H
∞(Σ2ω) calculus with
angle 2ω > π| 1
p
− 12 | [Arh7, Theorem 5.1], by the representation (4.43) together with the fact
that the spectral multipliers of Ap are Fourier multipliers and with Proposition 2.23, D2ψ,q,p also
has a sectorial H∞(Σ2ω) calculus. According to [HvNVW2, Proof of Theorem 10.6.7, Theorem
10.4.4 (1) and (3), Proof of Theorem 10.4.9], the operator Dψ,q,p has then a H∞(Σ±ω ) bisectorial
calculus to the angle ω > π2 | 1p − 12 | with a norm control
(4.59) ‖f(Dψ,q,p)‖ 6 Kω
(
M∞2ω,D2
ψ,q,p
)2 (
MRω,Dψ,q,p
)2
‖f‖∞,ω ,
where Kω is a constant only depending on ω (and not on G nor the cocycle (bψ, H)). Here
M∞2ω,D2
ψ,q,p
is the H∞(Σ2ω) calculus norm of D2ψ,q,p and
(4.60) MRω,Dψ,q,p = R
({
λ(λ −Dψ,q,p)−1 : λ ∈ C\{0},
∣∣∣ | arg(λ)| − π
2
∣∣∣ < π
2
− ω
})
.
Thus it remains to show that both M∞
2ω,D2
ψ,q,p
and MRω,Dψ,q,p can be chosen independently
of the Hilbert space H and the cocycle bψ. Let us start with M
∞
2ω,D2
ψ,q,p
. It is controlled
according to the above reasoning and (4.43), by M∞2ω,IdSp⊗Ap , that is, the completely bounded
H∞ calculus norm of Ap. According to [Arh7, Theorem 5.1], we have a certain decomposition
of the semigroup Tt,p generated by Ap, given by
IdSp ⊗ Tt,p = (IdSp ⊗ Ep)(IdSp ⊗ Ut,p)(IdSp ⊗ Jp).
Here, IdSp ⊗ Ep and IdSp ⊗ Jp are contractions and IdSp ⊗ Ut,p is a group of isometries. An
inspection of the proof of Lemma 4.39 shows that the constant in the second condition there
is a bound of the H∞ calculus in the first condition there, so that it suffices to show that the
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generator of IdSp⊗Ut,p has a bounded H∞(Σ2ω) calculus with a norm controlled by a universal
constant. Moreover, an application of [JMX, Proposition 5.8] shows that it suffices to consider
only 2ω > π2 . By [HvNVW2, Proof of Theorem 10.7.10], the norm of the calculus of Ut,p is
controlled by c2ωβ
2
p,Xhp,X , c2ω denoting a constant depending only on 2ω, βp,X denoting the
UMD constant of X = Sp(Lp(M)) and hp,X denoting the Hilbert transform norm, i.e. on the
space Lp(R, Sp(Lp(M))).
These are controlled by a constant depending only on p but not on M . Indeed, using
[HvNVW2, Proposition 4.2.15], it suffices to control the UMD constant of Sp(Lp(M)) and thus
uniformly the one of Spn(L
p(M)). Now Mn(M) is a QWEP finite von Neumann algebra, so
Mn(M) admits a trace preserving embedding in a ultrapower B(ℓ
2
J)
U of B(ℓ2J) for some index
set J and some ultrafilter U . So Spn(Lp(M)) embedds in (SpJ)U . By [DJT, Theorem 8.13], (SpJ)U
is finitely representable in SpJ . We conclude since UMD is a super-property by [HvNVW2, page
308]. So we have the desired control of M∞2ω,IdSp⊗Ap , and thus of M
∞
2ω,Dψ,q,p .
We turn to the control of MRω,Dψ,q,p from (4.60). According to (4.66) extended to complex
times z belonging to some bisector Σ±σ with σ =
π
2 − ω, it suffices to control the following
R-bounds
R
({
(Id + z2Ap)
−1 : z ∈ Σ±σ
})
(4.61)
R
({
z(Id + z2Ap)
−1(∂ψ,q,p∗)∗ : z ∈ Σ±σ
})
(4.62)
R
({
z∂ψ,q,p(Id + z
2Ap)
−1 : z ∈ Σ±σ
})
(4.63)
R
({
Id⋊ (Id + z2Ap)
−1 : z ∈ Σ±σ
})
.(4.64)
Indeed, an operator matrix family is R-bounded if and only if all operator entries in the matrix
are R-bounded. According to [HvNVW2, Theorem 10.3.4 (1)], (4.61) is R-bounded since we can
write (Id + z2Ap)
−1 = Id− f(z2Ap) with f(λ) = λ(1 + λ)−1. Moreover, by the same reference,
its R-bound is controlled by M∞2ω−ε,Ap , which in turn, by the above argument of dilation can
be controlled independently of the Hilbert space H and the cocycle bψ. The same argument
shows that also (4.64) is R-bounded. Since the operator family in (4.62) consists of the family
of the adjoints in (4.63) and R-boundedness is preserved under adjoints, it suffices to prove that
(4.63) is R-bounded. To this end, we decompose
z∂ψ,q,p(Id + z
2Ap)
−1 =
[
∂ψ,q,pA
− 12
p
] (
z2Ap
) 1
2 (Id + z2Ap)
−1 =
[
∂ψ,q,pA
− 12
p
]
f(z2Ap)
with f(λ) =
√
λ(1+λ)−1. Again [HvNVW2, Theorem 10.3.4 (1)] shows that the term f(z2Ap)
is R-bounded with R-bound controlled by some constant independent of the cocycle. Finally, we
are left to show that the Riesz transform is bounded by a constant independent of the cocycle,
that is,
(4.65) ‖∂ψ,q,p(x)‖Lp(Γq(H)⋊αG) 6 C
∥∥A 12p (x)∥∥Lp(VN(G))
and this the case.
4.6 Hodge-Dirac operator on Lp(VN(G))⊕ Ωψ,q,p
For the rest of this section we consider the Hodge-Dirac operator on the bigger space
Dψ,q,p =
 0 (∂ψ,q,p∗)∗ 0∂ψ,q,p 0 0
0 0 0

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on the space Lp(VN(G))⊕Ran ∂ψ,q,p ⊕Ker(∂ψ,q,p∗)∗, with domain domDψ,q,p def= dom ∂ψ,q,p ⊕(
dom(∂ψ,q,p∗)
∗ ∩ Ran ∂ψ,q,p
)⊕Ker(∂ψ,q,p∗)∗. In the following, we consider the bounded operator
(4.66) T =
 (Id + t2Ap)−1 it(Id + t2Ap)−1(∂ψ,q,p∗)∗ 0it∂ψ,q,p(Id + t2Ap)−1 Id⋊ (Id + t2Ap)−1 0
0 0 IdKer(∂ψ,q,p∗ )∗

on the space Lp(VN(G)) ⊕ Ran ∂ψ,q,p ⊕ Ker(∂ψ,q,p∗)∗. Here, we interpret it∂ψ,q,p(Id +
t2Ap)
−1 and it(Id + t2Ap)−1(∂ψ,q,p∗)∗ as the bounded extensions Lp(VN(G)) → Ran ∂ψ,q,p ⊆
Lp(Γq(H) ⋊α G) resp. Ran ∂ψ,q,p ⊆ Lp(Γq(H) ⋊α G) → Lp(VN(G)) guaranteed by Proposi-
tion 4.31. Then this proposition and Theorem 4.49 yield that T is a bounded operator on
Lp(VN(G))⊕ Lp(Γq(H)⋊α G).
Proposition 4.51 We have
(4.67) T (Id− itDψ,q,p) = IddomDψ,q,p
and
(4.68) (Id− itDψ,q,p)T = IdLp(VN(G))⊕Lp(Γq(H)⋊αG).
Proof : A straightforward calculation shows that
T (Id− itDψ,q,p) =
R(Id + t2(∂ψ,q,p∗)∗∂ψ,q,p) 0 0it∂ψ,q,pR− itId⋊R∂ψ,q,p t2∂ψ,q,pR(∂ψ,q,p∗)∗ + Id⋊R 0
0 0 IdKer(∂ψ,q,p∗ )∗

=:
 (I) 0 0(II) (III) 0
0 0 IdKer(∂ψ,q,p∗ )∗
 ,
where R = (Id+t2Ap)
−1. We check the expressions (I), (II), (III). For (I), note that according
to Proposition 4.28, we have (I) = (Id + t2Ap)
−1 + (Id + t2Ap)−1(∂ψ,q,p∗)∗∂ψ,q,p = Iddom ∂ψ,q,p ,
since we recall that (Id + t2Ap)
−1(∂ψ,q,p∗)∗ is interpreted as a bounded operator Ran ∂ψ,q,p∗ →
Lp(VN(G)). Then (II) = 0 on dom ∂ψ,q,p according to Proposition 4.33 1. Finally, we note
that on the one hand, it is easy to check with Proposition 4.33 2. that (III) = Id on P⋊. On
the other hand, P⋊ is a core of (∂ψ,q,p∗)∗ according to Proposition 4.36 and ∂ψ,q,p(Id+ t2Ap)−1
is bounded, the two of which imply easily that (III) = IdRan ∂ψ,q,p∩dom(∂ψ,q,p∗ )∗ . Altogether,
we have shown (4.67). We turn to (4.68). Again a straightforward calculation shows that
(Id− itDψ,q,p)T =
(Id + t2(∂ψ,q,p∗)∗∂ψ,q,p)R itR(∂ψ,q,p∗)∗ − it(∂ψ,q,p∗)∗Id⋊R 00 t2∂ψ,q,pR(∂ψ,q,p∗)∗ + Id⋊R 0
0 0 IdKer(∂ψ,q,p∗ )∗

=:
(I) (II) 00 (III) 0
0 0 IdKer(∂ψ,q,p∗ )∗
 .
As for (4.67), one shows that (I) = IdLp(VN(G)). Again with Proposition 4.33 2., one shows that
(II) = 0 on dom(∂ψ,q,p∗)
∗. But (II) is closed, since the product AB of a closed operator A
and a bounded operator B is closed, so since dom(∂ψ,q,p∗)
∗ ∩ Ran ∂ψ,q,p is dense in Ran ∂ψ,q,p,
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(II) = 0 on Ran ∂ψ,q,p. Finally, we have already shown above that (III) = Id on dom(∂ψ,q,p∗)
∗,
and as before, (III) is closed. We infer that (III) = IdRan ∂ψ,q,p .
Note that according to Proposition 4.31 and the fact that Ap is sectorial on L
p(VN(G)), we
have a uniform norm bound ‖T ‖ 6 C for all t ∈ R. Thus, Proposition 4.51 yields that Dψ,q,p is
bisectorial on Lp(VN(G))⊕Lp(Γq(H)⋊αG). With Theorem 4.49 together with Theorem 4.41,
it follows that Dψ,q,p has a bounded H
∞(Σ±ω ) functional calculus on a bisector. Next we show
that an appropriate restriction of Dψ,q,p to the space L
p(VN(G)) ⊕ Ωψ,q,p, where
Ωψ,q,p
def
= Span
Lp {sq(ξ)⋊ λs : ξ ∈ Hψ, s ∈ G}
and Hψ
def
= Span {bψ(s) : s ∈ G}, is still bisectorial and admits an H∞(Σ±ω ) functional calculus
on a bisector.
Lemma 4.52 Assume −1 < q < 1. There is a bounded projectionW : Lp(VN(G))⊕Lp(Γq(H)⋊α
G)→ Ωψ,q,p ⊆ Lp(VN(G)) ⊕ Lp(Γq(H)⋊α G) such that Lp(VN(G)) ⊆ KerW .
Proof : We remind the reader that the bounded projection P : Lp(Γq(H)) → Lp(Γq(H)) from
Lemma 4.17 1. (calledW there) is given in the following way. If (ek)k>1 denotes an orthonormal
basis of H and for a multi-index i = (i1, i2, . . . , in) of length |i| = n ∈ N we let ei = ei1 ⊗
ei2 ⊗ . . . ⊗ ein ∈ Fq(H), then the Wick word w(ei) ∈ Γq(H) is determined by w(ei)Ω =
ei, where Ω denotes as usual the vacuum vector. Then a careful inspection of [JuL1], in
particular Theorem 3.5 there, shows that we have P (
∑
i αiei) =
∑
|i|=1 αiw(ei) for any finite
sum and αi ∈ C. Here, w(ei) = sq(ei) in case |i| = 1. Then by normality of P we also have
P (w(f1 ⊗ . . . ⊗ fn)) = δn=1w(f1) for any f1, . . . , fn ∈ H . Then according to [JuL1, Theorem
3.5], P : Γq(H)→ Γq(H) is a normal completely bounded mapping. This is where we need the
assumption −1 < q < 1. We note that P commutes with the action of α. Indeed, for any
Wick word w(ei) and any s ∈ G, we have Pαsw(ei) = Pw(Γq(αs)ei) = δ|i|=1w(αs(ei)) and
αsPw(ei) = δ|i|=1αsw(ei) = δ|i|=1w(αs(ei)). Then we can apply Lemma 2.26 and deduce that
also P ⋊ IdVN(G) : Γq(H)⋊αG→ Γq(H)⋊αG is a normal completely bounded mapping. Since
P is formally self-adjoint, by normality of P ⋊ IdVN(G), the latter extends again to a completely
bounded mapping P ⋊ IdLp(VN(G)) : L
p(Γq(H) ⋊α G) → Lp(Γq(H) ⋊α G), first for p = 1 and
then by complex interpolation for 1 6 p 6∞.
Now note that when Q : H → H denotes the orthogonal projection onto the subspace Hψ ⊆
H , then there exists a trace preserving conditional expectation E : Lp(Γq(H))→ Lp(Γq(H)) such
that E(w(ei)) = w(Fq(Q)ei) [BKS, Theorem 2.11]. Note that for any s ∈ G, αs : Hψ → Hψ,
and thus by orthogonality of αs−1 also αs : H
⊥
ψ → H⊥ψ . Thus αs and Q commute, whence
Γq(αs) and E = Γq(Q) commute. We can again apply Lemma 2.26 and deduce that E extends
to a complete contraction E ⋊ IdVN(G) : Γq(H) ⋊α G → Γq(H) ⋊α G. Since it is also trace
preserving projection, we infer that E ⋊ IdVN(G) is a conditional expectation again, so extends
to a contraction on Lp(Γq(H)⋊α G) for 1 6 p 6∞.
We claim that PE⋊ IdLp(VN(G)) is a projection. To this end, it suffices to check that P and
E commute. We assume that the orthonormal basis (ek)k∈N is chosen in such that a way that
(ek)k∈Nψ is an orthonormal basis of Hψ for some Nψ ⊆ N. Now for a Wick word w(ei) we have
according to the above
PEw(ei) = Pw(Fq(Q)ei) = δ|i|=1w(Fq(Q)ei) = δ|i|=1δi∈Nψw(ei)
and
EPw(ei) = Eδ|i|=1w(ei) = δ|i|=1w(Fq(Q)ei) = δ|i|=1δi∈Nψw(ei).
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Thus P and E commute on a total set, so commute on all of Lp(Γq(H)). It suffices to set
now W ′ = PE ⋊ IdLp(VN(G)), so that W ′W ′ = PEPE ⋊ IdLp(VN(G)) = PPEE ⋊ IdLp(VN(G)) =
PE ⋊ IdLp(VN(G)) = W
′ and W ′ is a projection. We finally extend it to W : Lp(VN(G)) ⊕
Lp(Γq(H)⋊αG)→ Ωψ by setting W (x, y) = 0⊕W ′(y) and observe by a standard density plus
continuity argument that RanW = Ωψ.
The proof of the following elementary lemma is left to the reader.
Lemma 4.53 Let X be a Banach space and Q1, Q2, Q3, Q4 ∈ B(X) be projections. Assume
that Q1 + Q2 + Q3 + Q4 = IdX and that QiQj = 0 for i 6 j. Then we have a direct sum
decomposition
X = Ran(Q1)⊕ Ran(Q2)⊕ Ran(Q3)⊕ Ran(Q4).
Lemma 4.54 The subspace Lp(VN(G))⊕Ωψ,q,p is invariant under the resolvents T from (4.66)
of the Hodge-Dirac operator Dψ,q,p.
Proof : First we write IdLp(VN(G))⊕Lp(Γq(H)⋊αG) = P1 ⊕ P2 ⊕ P3 the Hodge decomposi-
tion projections from Theorem 4.49. Then we claim that Lp(VN(G)) ⊕ Lp(Γq(H) ⋊α G) =
Lp(VN(G))⊕Ran ∂ψ,q,p ⊕Xψ︸ ︷︷ ︸
=Ωψ,q,p
⊕ Yψ for certain subspaces Xψ and Yψ , coming with projections
P1, P2W , P3W and V
def
= (P2 + P3)(Id − W ). To this end, we apply the auxiliary Lemma
4.53. Note first that P1 + P2W + P3W + V = P1 + (P2 + P3)W + (P2 + P3)(Id − W ) =
P1 + (P2 + P3) = Id. Then P2W , P3W and V are projections. Indeed, P2WP2W = P2P2W ,
since RanP2W ⊆ Ran ∂ψ,q,p ⊆ Ωψ = RanW , and P2P2W = P2W , since P2 is a projec-
tion. Moreover, P3WP3W = P3W (Id − P1 − P2)W = P3W − P3WP1W − P3WP2W =
P3W − P3 · 0 · W − P3P2W = P3W − 0 − 0 · W = P3W . Thus, P2W and P3W are pro-
jections. Moreover, V = (P2+P3)(Id−W ) = (P1+P2+P3)(Id−W )−P1 = Id−P1−W , and
V 2 = (Id−P1−W )2 = Id+P1+W−2P1−2W+P1W+WP1 = Id−P1−W+0+0 = V . Thus, also
V is a projection. Now we check that certain products of the four projections vanish as needed to
apply Lemma 4.53. We choose the order (Q1, Q2, Q3, Q4) = (P1, P3W,P2W,V ). First note that
this is clear if one of the factors is P1. Then P3WP2W = 0 since Ran(WP2W ) = Ran(P2W ) ⊆
Ran ∂ψ,q,p ⊆ KerP3. Moreover, P3WV = P3W (P2 + P3)(Id −W ) = P3W (Id −W ) = 0 and
also P2WV = P2W (P2 + P3)(Id −W ) = 0. We have shown the claim and thus have a direct
sum decomposition of the space into four closed subspaces.
Now write the resolvent
(4.69) T =
A B 0C D 0
0 0 IdKer(∂ψ,q,p∗ )∗

along the Hodge decomposition Id = P1 + P2 + P3. If x ∈ Lp(VN(G))⊕ Lp(Γq(H)⋊α G), then
x belongs to Lp(VN(G)) ⊕ Ωψ if and only if V x = 0. For such an x, we have
Tx = T (P1x+ P2Wx+ P3Wx)
= P1AP1x+ P2WCP1x+ P3WCP1x+ V CP1x+ P1BP2Wx
+ P2WDP2Wx+ P3WDP2Wx+ V DP2Wx+ P3Wx.
The summands starting with P1 and P2 lie in L
p(VN(G)) and Ran ∂ψ,q,p ⊆ Ωψ,q,p. The re-
maining summands are P3WCP1x = P3CP1x = 0 since CP1x ∈ Ran ∂ψ,q,p; V CP1x = 0 since
CP1x ∈ Ran ∂ψ,q,p ⊆ Ωψ; P3WDP2Wx = P3DP2Wx = 0; V DP2Wx = 0 since DP2Wx ∈
Ran ∂ψ,q,p ⊆ Ωψ.
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Theorem 4.55 Consider the part D′ψ,q,p of the Hodge-Dirac operator Dψ,q,p : domDψ,q,p ⊆
Lp(VN(G))⊕ Lp(Γq(H)⋊α G)→ Lp(Γq(H)⋊α G) on the closed subspace Lp(VN(G))⊕Ωψ,q,p.
Then D′ψ,q,p is bisectorial and has a bounded H
∞(Σ±ω ) functional calculus on a bisector.
Proof : We want to apply [Ege2, Proposition 3.2.15]. To this end, note that we have proved
above that Dψ,q,p is bisectorial on X = L
p(VN(G))⊕Lp(Γq(H)⋊αG). Moreover, for any t ∈ R,
(Id− itDψ,q,p)−1 leaves invariant Y = Lp(VN(G))⊕Ωψ,q,p according to the above Lemma 4.54.
Note that then the same holds for t belonging to any bisector Σ± to which Dψ,q,p is bisectorial.
Indeed, z 7→ (Id − izDψ,q,p)−1 is an analytic function on the subset of C where it is defined.
Then also Pi(Id− izDψ,q,p)−1Pj is analytic for i = 1, 2, 3. Therefore by the uniqueness theorem
of analytic functions, (Id − izDψ,q,p)−1 has the same form as (4.69) at least for z belonging
to such a bisector Σ±. But then the proof of Lemma 4.54 goes through for such z in place of
t. Now the Proposition follows from an application of [Ege2, Proposition 3.2.15] together with
Proposition 4.51.
4.7 Bimodule Ωψ,q,p,c
Here, we clarify and generalize some result of [JMP2, pages 585-586]. We need the following
notion of bimodule which is different from the notion of [JuS1, Definition 5.4] and is inspired
by the well-known theory of Hilbert bimodules.
Definition 4.56 Let M and N be von Neumann algebra. Suppose 1 6 p < ∞. A Lp-N -M -
bimodule is a right Lp-M -module X such that the associated L
p
2 (M)-valued inner product 〈·, ·〉X
satisfies
(4.70) 〈a∗x, y〉X = 〈x, ay〉X , x, y ∈ X, a ∈ N.
A Lp-M -bimodule is a Lp-M -M -bimodule.
Suppose 2 6 p <∞ and −1 6 q 6 1 (the case p < 2 is left to the reader). If E : Lp(Γq(H)⋊α
G)→ Lp(VN(G)) is canonical conditional expectation, it is obvious that the formula
(4.71) 〈ω, η〉 def= E(ω∗η)
defines a L
p
2 (VN(G))-valued inner product on Lp(Γq(H)⋊αG). We can consider the associated
right Lp-VN(G)-module Lpc(E). It easy to see that L
p
c(E) is a L
p-VN(G)-bimodule. We consider
the subspace
(4.72) span
{
∂ψ,q,p(x)(1 ⋊ a) : x ∈ dom ∂ψ,q,p, a ∈ VN(G)
}
.
of Lp(Γq(H)⋊α G). For any a, b ∈ VN(G) and any x ∈ dom ∂ψ,q,p, note that
∂ψ,q,p(x)(1 ⋊ a)(1 ⋊ b)
(2.52)
= ∂ψ,q,p(x)(1 ⋊ ab)
and
(1⋊ b)∂ψ,q,p(x)(1 ⋊ a)
(2.68)
=
[
∂ψ,q,p(bx)− ∂ψ,q,p(b)x
]
(1⋊ a)
= ∂ψ,q,p(bx)(1 ⋊ a)− ∂ψ,q,p(b)(1⋊ x)(1 ⋊ a) (2.52)= ∂ψ,q,p(bx)(1 ⋊ a)− ∂ψ,q,p(b)(1⋊ xa).
So this subspace is a VN(G)-bimodule. It is obvious that the restriction of the bracket (4.71)
defines a L
p
2 (VN(G))-valued inner product on this subspace. We can consider the associated
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right Lp-VN(G)-module Ωψ,q,p,c which is L
p-VN(G)-bimodule and which identifies canonically
to a closed subspace of Lpc(E)
(2.39)
= Lp(VN(G),L2(Γq(H))c,p). Finally, we recall that Hψ is the
real Hilbert space generated by the bψ(s)’s where s ∈ G.
Lemma 4.57 1. If ξ ∈ Hψ and if s ∈ G then sq(ξ)⋊ λs belongs to Ωψ,q,p,c.
2. Moreover, we have
(4.73) Ωψ,q,p,c = span
Ωψ,q,p,c
{
sq(ξ)⋊ λs : ξ ∈ Hψ, s ∈ G
}
.
Proof : 1. For any s ∈ G, we have
sq(bψ(s))⋊ 1
(2.52)
=
(
sq(bψ(s))⋊ λs
)
(1⋊ λs−1)
(2.66)
= ∂ψ,q,p(λs)(1 ⋊ λs−1).
Hence sq(bψ(s)) ⋊ 1 belongs to (4.72). If ξ belongs to the span of the bψ(s)’s where s ∈ G, we
deduce by linearity that sq(ξ)⋊1 belongs to Ωψ,q,p,c. Now, ξ ∈ Hψ, there exists a sequence (ξn)
of elements of the previous span such that ξn → ξ in H . By (2.16), we infer that sq(ξn)→ sq(ξ)
in L2(Γq(H)). Hence sq(ξn) ⋊ 1 → sq(ξ) ⋊ 1 in Lp(VN(G),L2(Γq(H))c,p). We conclude that
sq(ξ)⋊1 belongs to Ωψ,q,p. Since Ωψ,q,p is a right VN(G)-module, we conclude that sq(ξ)⋊λs =
(sq(ξ)⋊ 1)λs belongs to Ωψ,q,p,c.
2. For any s, t ∈ G, we have
∂ψ,q,p(λs)(1 ⋊ λt)
(2.66)
= (sq(bψ(s))⋊ λs)(1⋊ λt)
(2.52)
= sq(bψ(s))⋊ λst
which belongs to spanΩψ,q,p,c
{
sq(ξs) ⋊ λs : ξs ∈ Hψ, s ∈ G
}
. Since the closed span of the
∂ψ,q,p(λs)(1 ⋊ λt)’s is Ωψ,q,p,c, the proof is complete.
5 New compact quantummetric spaces and spectral triples
5.1 Background on quantum compact metric spaces
We recall definitions and characterizations of the notions that we need in this section. The
main notions are that of quantum compact metric space and quantum locally compact metric
space. The concept of quantum compact metric space has its origins in Connes’ paper [Con4],
of 1989 in which he first proposes using Dirac operators as the vehicle for metric data in
non-commutative geometry. Afterwards, Rieffel [Rie3] and Latrémolière [Lat1] among others
continued and deepened the study of quantum versions of (locally) compact metric spaces.
These are generalisations of (C(X), Lipdist), where X is a (locally) compact metric space, dist
is a continuous metric on X and Lipdist is the Lipschitz norm (see (5.1) below). The role of
the space C(X) of continuous functions is taken over by a C∗-algebra A. The smallest unital
C∗-algebra containing such an A, i.e. either A if A is unital, or its standard unitization A⊕C
otherwise, is denoted by uA. If A is not unital, note that
(uA)sa = Asa ⊕ R1uA.
The following is [Lat2, Definition 2.3], [Lat6, Definition 2.2].
Definition 5.1 A Lipschitz pair (A, ‖·‖) is a pair where A is a C∗-algebra and where ‖·‖ is a
seminorm on a dense subspace dom ‖·‖ of (uA)sa such that:{
a ∈ (uA)sa : ‖a‖ = 0
}
= R1uA.
A unital Lipschitz pair (A, ‖·‖) is a Lipschitz pair where A is unital.
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It is natural to wonder whether the norm of some Lipschitz pair gives back the weak∗
topology of the “quantum metric”, that is the Monge-Kantorovich metric on states of A (see
below). This desired property gives then our first central notion of this subsection. Namely,
the following is [Lat2, Theorem 2.42], [Lat3, Definition 1.2] or [Lat6, Definition 2.6].
Definition 5.2 A quantum compact metric space (A, ‖·‖) is a unital Lipschitz pair whose
Monge-Kantorovich metric
distmk,‖·‖(ϕ, ψ)
def
= sup
{|ϕ(a) − ψ(a)| : a ∈ Asa, ‖a‖ 6 1}, ϕ, ψ ∈ S(A)
metrizes the weak* topology restricted to the state space S(A) of A. When a Lipschitz pair
(A, ‖·‖) is a quantum compact metric space, the seminorm ‖·‖ is referred to as a Lip-norm.
This definition is hard to check in general. There exists the following equivalent condition
to this property [AgL, Theorem 2.5], [Lat2, Theorem 2.43] and [Lat6, Theorem 2.10].
Proposition 5.3 Let (A, ‖·‖) be a unital Lipschitz pair. The following assertions are equiva-
lent:
1. (A, ‖·‖) is a quantum compact metric space,
2. there exists a state µ ∈ S(A) such that the set {a ∈ Asa : ‖a‖ 6 1, µ(a) = 0} is norm
relatively compact in A.
The definition of a quantum conpact metric space has been extended in [Rie3, Definition
1.1], [Lat1, p. 393] to the case that A is merely an order-unit space. The definition of an
order-unit space below is due to Kadison [Kad] influenced by work of Stone.
Definition 5.4 1. An order-unit space is an R-subspace of the self-adjoint part of a unital
C∗-algebra containing the unit.
2. An order-unit space A together with a seminorm ‖·‖ is called a quantum compact metric
space provided that
(a) {a ∈ A : ‖a‖ = 0} = R1,
(b) The metric on the state space S(A) of A defined as in Definition 5.2 metrizes the
weak∗ topology restricted to S(A).
The proof of [OzR, Proposition 1.3] extends without modification to the order-unit case, so
that we find the following.
Proposition 5.5 Let ‖·‖ be a seminorm on a order-unit space E and let µ be a state of E.
If condition 2.(a) of Definition 5.4 is satisfied and {x ∈ E : ‖x‖ 6 1 and µ(x) = 0} is norm
relatively compact then ‖·‖ is a Lip-norm, that is, (E, ‖·‖) is a quantum compact metric space
in the sense of Definition 5.4.
The fundamental examples of quantum compact metric spaces are given [Lat7, Example 2.9]
by pairs (C(X), Lipdist), where X is a compact metric space, dist is a continuous metric on X
and, for any f ∈ C(X), we define:
(5.1) Lipdist(f) = sup
{ |f(x)− f(y)|
dist(x, y)
: x, y ∈ X,x 6= y
}
.
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The restriction of Lipdist to the space C(X)sa of real-valued continuous functions on X is a
Lip-norm in the above sense. The Lipschitz seminorm Lipdist associated to a compact metric
space (X,m) enjoys a natural property with regard to the multiplication of functions in C(X),
called the Leibniz property for seminorms:
(5.2) Lipdist(fg) 6 ‖f‖C(X) Lipdist(g) + Lipdist(f) ‖g‖C(X) , f, g ∈ C(X).
Moreover, the Lipschitz seminorm is lower-semicontinuous with respect to the C∗-norm of C(X),
i.e. the uniform convergence norm on X . These two additional properties were not assumed in
the above definition 5.2, yet they are quite natural. So, sometimes, some additional conditions
are added as in the following Definition 5.6 and Definition 5.9.
The following is [Lat2, Definition 2.21] (see also [Lat5, Definition 1.3]).
Definition 5.6 A Leibniz pair (A, ‖·‖) is a Lipschitz pair such that:
1. the domain dom ‖·‖ of ‖·‖ is a Jordan-Lie subalgebra of Asa,
2. for all a, b ∈ dom ‖·‖, we have:
‖a ◦ b‖ 6 ‖a‖A ‖b‖+ ‖a‖ ‖b‖A
and
‖{a, b}‖ 6 ‖a‖A ‖b‖+ ‖a‖ ‖b‖A .
Here and below, ‖·‖A stands for the original C∗-norm on A.
The following is [Lat7, Theorem 2.17], [Lat2, page 18].
Proposition 5.7 Let A be a unital C∗-algebra and ‖·‖ be a seminorm defined on a dense
C-subspace dom ‖·‖ of A, such that dom ‖·‖ is closed under the adjoint operation, such that
{a ∈ dom ‖·‖ : ‖a‖ = 0} = C1A and, for all a, b ∈ dom ‖·‖, we have:
‖ab‖ 6 ‖a‖A ‖b‖+ ‖b‖A ‖a‖ .
If ‖·‖sa is the restriction of ‖·‖ to Asa ∩ dom ‖·‖, then (A, ‖·‖sa) is a unital Leibniz pair.
The following is [Lat2, Theorem 2.16].
Proposition 5.8 Let (A, ‖·‖) be a Lipschitz pair. The following assertions are equivalent:
1. ‖·‖ is lower semicontinuous,
2. {a ∈ Asa : ‖a‖ 6 1} is closed in A.
Whenever a quantum compact metric space satisfies these two additional properties, we have
the following notation from [Lat2, Definition 2.45], [Lat7, Definition 2.19], [Lat6, Definition 2.19]
and [Lat4, Definition 2.2.2].
Definition 5.9 A unital Lipschitz pair (A, ‖·‖) is a Leibniz quantum compact metric space
when it is a Leibniz pair and when ‖·‖ is a lower semicontinuous Lip-norm.
The following is [Lat1, Definition 2.15] and [Lat2, Definition 2.54].
Definition 5.10 A topography on a C∗-algebra A is an abelian C∗-subalgebra D of A containing
an approximate identity for A. A topographic quantum space (A,D) is an ordered pair of a C∗-
algebra A and a topography D on A.
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5.2 Gaps and estimates of norms of Schur multipliers
Consider a semigroup (Tt)t>0 of selfadjoint unital completely positive Schur multipliers on B(ℓ
2
I)
as in (3.8). In this subsection, we suppose dimH <∞. We define the gap of α by
(5.3) Gapα
def
= inf
αi−αj 6=αk−αl
‖(αi − αj)− (αk − αl)‖2H .
Note that by the proof of [Arh1, Proposition 5.4] and [BHV, Theorem C.2.3] then Gapα is
independent of α.
Lemma 5.11 If dimH = n and Gapα > 0, for any integer k > 1, we have
card
{
αi − αj : k2Gapα 6 ‖αi − αj‖2H 6 (k + 1)2Gapα
}
6 (5n − 1)kn−1.
Proof : If Bn denotes the open Euclidean unit ball in H and if ξ1, ξ2 are distinct and can be
written ξ1 = αi − αj and ξ2 = αk − αl for some i, j, k, l ∈ I, we have19(
ξ1 +
√
Gapα
2
Bn
) ∩ (ξ2 + √Gapα
2
Bn
)
= ∅.
Counting the maximum number of disjoint balls of radius
√
Gapα
2 in the crown
(
(k+1)
√
Gapα+√
Gapα
2
)
Bn −
(
k
√
Gapα −
√
Gapα
2
)
Bn combinated with the binomial theorem we obtain
card
{
αi − αj : k2Gapα 6 ‖αi − αj‖2H 6 (k + 1)2Gapα
}
6
vol
((
(k + 1)
√
Gapα +
√
Gapα
2
)
Bn
)
− vol
((
k
√
Gapα −
√
Gapα
2
)
Bn
)
vol
(√
Gapα
2 Bn
)
= (2k + 3)n − (2k − 1)n =
n∑
j=0
(
n
j
)
(2k)n−j
(
3j − (−1)j) 6 kn−1 n∑
j=1
(
n
j
)
2n−j
(
3j − (−1)j)
6 kn−1
n∑
j=0
(
n
j
)
2n−j3j − kn−1
n∑
j=0
2n−j(−1)j = (5n − 1)kn−1.
The following lemma tells that Schur multipliers with 0 − 1 entries of diagonal block rect-
angular shape are completely contractive.
Lemma 5.12 Let {I1, . . . , IN} and {J1, . . . , JN} be two subpartitions of I, i.e. Ik ⊂ I and
Ik ∩ Il = ∅ for k 6= l (and similarly for J1, . . . , JN ). The matrix B = [bij ], where
bij =
{
1 if i ∈ Ik, j ∈ Jk for the same k
0 otherwise
,
induces a completely contractive Schur multiplier MB : S
∞
I → S∞I and also completely contrac-
tive on SpI for any 1 6 p 6∞.
19. If η ∈
(
ξ1+
√
Gapα
2
Bn
)
∩
(
ξ2+
√
Gapα
2
Bn
)
then |ξ1−ξ2| 6 |ξ1−η|+ |η−ξ2| <
√
Gapα
2
+
√
Gapα
2
=
√
Gapα
which is impossible.
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Proof : For any i ∈ {1, . . . , N} consider the orthogonal projections Pi : ℓ2I → ℓ2I , (ξk)k∈I →
(ξk1k∈Ii)k∈I and Qi : ℓ2I → ℓ2I , (ξk)k∈I → (ξk1k∈Ji)k∈I . If i 6= j the ranges Pi(ℓ2I) and Pj(ℓ2I)
(resp. Qi(ℓ
2
I) and Qj(ℓ
2
I)) are orthogonal. Moreover, if C ∈ S∞I it is obvious that MB(C) =∑N
i=1 PiCQi. Then for any ξ, η ∈ ℓ2I , using the Cauchy-Schwarz Inequality in the second
inequality, we obtain
∣∣〈MB(C)ξ, η〉ℓ2
I
∣∣ = ∣∣∣∣∣
〈 N∑
i=1
PiCQiξ, η
〉
ℓ2
I
∣∣∣∣∣ =
∣∣∣∣∣
N∑
i=1
〈CQiξ, Piη〉ℓ2
I
∣∣∣∣∣ 6
N∑
i=1
∣∣〈CQiξ, Piη〉ℓ2
I
∣∣
6
(
N∑
i=1
‖CQiξ‖2ℓ2
I
) 1
2
(
N∑
i=1
‖Piη‖2ℓ2
I
) 1
2
6 ‖C‖S∞
I
(
N∑
i=1
‖Qiξ‖2ℓ2
I
) 1
2
(
N∑
i=1
‖Piη‖2ℓ2
I
) 1
2
= ‖C‖S∞
I
∥∥∥∥∥
N∑
i=1
Qiξ
∥∥∥∥∥
ℓ2
I
∥∥∥∥∥
N∑
i=1
Piη
∥∥∥∥∥
ℓ2
I
6 ‖C‖S∞
I
‖ξ‖ℓ2
I
‖η‖ℓ2
I
.
We infer that ‖MB(C)‖S∞
I
6 ‖C‖S∞
I
. Thus MB : S
∞
I → S∞I is a contraction, and since it is a
Schur multiplier, it is even a complete contraction [Pau, Corollary 8.8]. Moreover, since B has
only real entries,MB is symmetric, so also (completely) contractive on S
1
I , and by interpolation
also on SpI for 1 6 p 6∞.
Recall that RanA∞ satisfies (3.56).
Lemma 5.13 If dimH = n, Gapα > 0 and if the function m˜ : H → C satisfies∣∣m˜(ξ)∣∣ 6 cn ‖ξ‖−(n+ε)H for some ε > 0,
then the Schur multiplier M
[m˜(αi−αj)] : S
∞
I → S∞I is completely bounded. Moreover, for any
t > 0, we have
‖Tt‖cb,RanA∞→RanA∞ 6
c(n)
(Gapα t)
n
2
.
Proof : Let {I1, . . . , IN} be the partition of I corresponding to the equivalence relation i ∼=
j
def⇐⇒ αi = αj , and let J1 = I1, . . . , JN = IN . Let B0 be the Schur multiplier symbol from
Lemma 5.12 associated with these partitions.
Moreover for ξ ∈ α(I)−α(I), we let {Iξ1 , . . . , IξN} and {Jξ1 , . . . , JξN} be the (possibly empty)
subpartitions of I such that αi − αj = ξ ⇔ i ∈ Iξk and j ∈ Jξk for the same k. We let Bξ be the
Schur multiplier symbol from Lemma 5.12 associated with these partitions. Then, for a finite
sum x =
∑
ij xij ⊗ eij ∈ S∞ℓ (S∞I ) with xij ∈ S∞ℓ (where ℓ is an integer), using Lemma 5.11 and
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our growth assumption on m˜ in the third inequality, we obtain∥∥∥∥∥∥
∑
i,j∈I
m˜(αi − αj)xij ⊗ eij
∥∥∥∥∥∥
S∞
ℓ
(S∞
I
)
=
∥∥∥∥∥ ∑
i,j∈I
αi=αj
m˜(αi − αj)xij ⊗ eij +
∑
k>1
∑
ξ∈α(I)−α(I)
k2Gapα6‖ξ‖2<(k+1)2Gapα
m˜(αi − αj)xij ⊗ eij
∥∥∥∥∥
S1
ℓ
(S∞
I
)
6 |m˜(0)|
∥∥∥∥∥∥∥
∑
i,j∈I
αi=αj
xij ⊗ eij
∥∥∥∥∥∥∥
S∞
ℓ
(S∞
I
)
+
∑
k>1
∑
ξ∈α(I)−α(I)
k2Gapα6‖ξ‖2<(k+1)2Gapα
|m˜(ξ)|
∥∥∥∥∥∥∥∥
∑
i,j∈I
αi−αj=ξ
xij ⊗ eij
∥∥∥∥∥∥∥∥
S∞
ℓ
(S∞
I
)
= |m˜(0)|∥∥(IdS∞
ℓ
⊗MB0)(x)
∥∥
S∞
ℓ
(S∞
I
)
+
∑
k>1
∑
ξ∈α(I)−α(I)
k2Gapα6‖ξ‖2<(k+1)2Gapα
|m˜(ξ)| ∥∥(IdS∞
ℓ
⊗MBξ)(x)
∥∥
S∞
ℓ
(S∞
I
)
6
(
|m˜(0)|+
∑
k>1
∑
ξ∈α(I)−α(I)
k2Gapα6‖ξ‖2<(k+1)2Gapα
|m˜(ξ)|
)
‖x‖S∞
ℓ
(S∞
I
)
6 5n
(
|m˜(0)|+
∑
k>1
kn−1
(
k
√
Gapα
)−(n+ε))
‖x‖S∞
ℓ
(S∞
I
)
(5.4)
= 5n
(
|m˜(0)|+
∑
k>1
k−1−ε (Gapα)
−n−ε2
)
‖x‖S∞
ℓ
(S∞
I
) = cn,ε(Gapα) ‖x‖S∞
ℓ
(S∞
I
) .
Note that the Riemann series
∑
k>1 k
−1−ε converges.
For the second assertion, we use the function m˜ = e−t‖·‖H . Since x ∈ RanA∞ we may
ignore the term |m˜(0)| above and from (5.4), it suffices to use the inequality
∞∑
k=1
kn−1e−tGapαk
2
6 c(n)(Gapαt)
−n2 .
5.3 Seminorms associated to semigroups of Schur multipliers
Suppose 2 6 p <∞. For any x ∈ domA 12p we let
(5.5) ‖x‖Γ,p
def
= max
{∥∥Γ(x, x) 12 ∥∥
S
p
I
,
∥∥Γ(x∗, x∗) 12 ∥∥
S
p
I
}
.
Proposition 5.14 Suppose 2 6 p <∞.
1. ‖·‖Γ,p is a seminorm on domA
1
2
p .
2. ‖·‖Γ,p is lower semicontinuous on domA
1
2
p equipped with the topology induced by the weak
topology of SpI .
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3. For any x, y ∈ domA 12p , we have
(5.6) ‖xy‖Γ,p 6 ‖x‖S∞
I
‖y‖Γ,p + ‖y‖S∞
I
‖x‖Γ,p .
Proof : 1. If x belongs to domA
1
2
p and k ∈ C, we have
‖kx‖Γ,p
(5.9)
= max
{∥∥Γ(kx, kx) 12∥∥
S
p
I
,
∥∥Γ((kx)∗, (kx)∗) 12∥∥
S
p
I
}
= max
{∥∥Γ(kx, kx) 12 ∥∥
S
p
I
,
∥∥Γ(kx∗, kx∗) 12 ∥∥
S
p
I
}
= max
{
|k|∥∥Γ(x, x) 12∥∥
S
p
I
, |k|∥∥Γ(x∗, x∗) 12∥∥
S
p
I
}
= |k|max
{∥∥Γ(x, x) 12∥∥
S
p
I
,
∥∥Γ(x∗, x∗) 12∥∥
S
p
I
}
(5.9)
= |k| ‖x‖Γ,p .
Let us turn to the triangular inequality. Assume that x, y ∈ MI,fin. Note that S
p
2
I is a normed
space since p > 2. According to the part 4 of Lemma 2.16 and (2.24) applied with Z = S
p
2
I , we
have
‖Γ(x+ y, x+ y)‖ 12
S
p
2
I
(2.24)
6 ‖Γ(x, x)‖ 12
S
p
2
I
+ ‖Γ(y, y)‖ 12
S
p
2
I
.
We can rewrite this inequality under the form
(5.7)
∥∥Γ(x+ y, x+ y) 12∥∥
S
p
I
6
∥∥Γ(x, x) 12 ∥∥
S
p
I
+
∥∥Γ(y, y) 12∥∥
S
p
I
.
Then, for the general case where x, y ∈ domA 12p consider some sequences (xn) and (yn) of MI,fin
such that xn
a−→ x and yn a−→ y with Lemma 3.22. By Remark 2.5, we have xn + yn a−→ x + y
and thus∥∥Γ(x+ y, x+ y) 12 ∥∥
S
p
I
=
∥∥Γ(x + y, x+ y)∥∥ 12
S
p
2
I
(2.27)
= lim
n
∥∥Γ(xn + yn, xn + yn)∥∥ 12
S
p
2
I
= lim
n
∥∥Γ(xn + yn), xn + yn)) 12∥∥Sp
I
(5.7)
6 lim
j
∥∥Γ(xn, xn) 12∥∥Sp
I
+ lim
n
∥∥Γ(yn, yn) 12∥∥Sp
I
(2.27)
=
∥∥Γ(x, x) 12∥∥
S
p
I
+
∥∥Γ(y, y) 12∥∥
S
p
I
.
A similar reasoning for x, y replaced by x∗, y∗ gives
(5.8)
∥∥Γ(x∗ + y∗, x∗ + y∗) 12∥∥
S
p
I
6
∥∥Γ(x∗, x∗) 12∥∥
S
p
I
+
∥∥Γ(y∗, y∗) 12∥∥
S
p
I
.
Now we have
‖x+ y‖Γ,p
(5.9)
= max
{∥∥Γ(x+ y, x+ y) 12 ∥∥
S
p
I
,
∥∥Γ(x∗ + y∗, x∗ + y∗) 12∥∥
S
p
I
}
(5.7)(5.8)
6 max
{∥∥Γ(x, x) 12 ∥∥
S
p
I
+
∥∥Γ(y, y) 12 ∥∥
Lp(VN(G))
,∥∥Γ(x∗, x∗) 12∥∥
S
p
I
+
∥∥Γ(y∗, y∗) 12∥∥
S
p
I
}
6 max
{∥∥Γ(x, x) 12 ∥∥
S
p
I
,
∥∥Γ(x∗, x∗) 12 ∥∥
S
p
I
}
+max
{∥∥Γ(y, y) 12∥∥
S
p
I
,
∥∥Γ(y∗, y∗) 12∥∥
S
p
I
}
(5.9)
= ‖x‖Γ,p + ‖y‖Γ,p .
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2. Let x ∈ S∞I and (xn) be a sequence of elements of domA
1
2
p such that (xn) converges to x
fo the weak topology of SpI and
∥∥∂α,1,p(xn)∥∥Sp
I
(L2(Ω)rad,p)
6 1. We have to show that x belongs to
domA
1
2
p and that
∥∥∂α,1,p(x)∥∥Sp
I
(L2(Ω)rad,p)
6 1. Note that the sequence (xn) converges weakly to
x in SpI . Then
(
(xn, ∂α,1,p(xn)
)
is a sequence of elements of the graph of ∂α,1,p which is bounded
for the graph norm. Note that this closed graph is convex, hence weakly closed. Since bounded
sets are weakly relatively compact, there exists a subnet
(
(xni , ∂α,1,p(xni)
)
which converges
weakly to an element
(
z, ∂α,1,p(z)
)
of the graph of ∂α,1,p. In particular, (xni ) converges weakly
to z and ∂α,1,p(xni) converges weakly to ∂α,1,p(z). Then necessarily x = z. We conclude that
x belongs to dom ∂α,1,p = domA
1
2
p . Moreover, we have∥∥∂α,1,p(x)∥∥Sp
I
(L2(Ω)rad,p)
6 lim inf
i
∥∥∂α,1,p(xni)∥∥Sp
I
(L2(Ω)rad,p)
6 1.
3. Suppose first that x, y ∈ MI,fin. Then using the structure of bimodule of SpI (L2(Ω)c,p) in
the second inequality, we see that∥∥Γ(xy, xy) 12∥∥
S
p
I
(2.47)
=
∥∥∂α(xy)∥∥Sp
I
(L2(Ω)c,p)
(2.45)
=
∥∥x∂α(y) + ∂α(x)y∥∥Sp
I
(L2(Ω)c,p)
6
∥∥x∂α(y)∥∥Sp
I
(L2(Ω)c,p)
+
∥∥∂α(x)y∥∥Sp
I
(L2(Ω)c,p)
6 ‖x‖B(ℓ2
I
)
∥∥∂α(y)∥∥Sp
I
(L2(Ω)c,p)
+
∥∥∂α(x)∥∥Sp
I
(L2(Ω)c,p)
‖y‖B(ℓ2
I
)
(2.47)
= ‖x‖B(ℓ2
I
)
∥∥Γ(y, y) 12 ∥∥
S
p
I
+
∥∥Γ(x, x) 12 ∥∥
S
p
I
‖y‖B(ℓ2
I
) .
Similarly, we have∥∥Γ(y∗x∗, y∗x∗) 12 ∥∥
S
p
I
6 ‖x∗‖B(ℓ2
I
)
∥∥Γ(y∗, y∗) 12∥∥
S
p
I
+
∥∥Γ(x∗, x∗) 12 ∥∥
S
p
I
‖y∗‖B(ℓ2
I
) .
Therefore, ‖·‖Γ,α,p satisfies the Leibniz condition (5.6) for any x, y ∈MI,fin.
We will extend the Leibniz property (5.6) to elements x, y of domA
1
2
p . We have x =
limJ TJ(x) and y = limj TJ (y) where the convergence holds in S∞I and in SpI . Thus also
xy = limj TJ (x)TJ (y) in S∞I . Using the lower semicontinuity of ‖·‖Γ,p in the first inequality, we
conclude that xy ∈ domA 12p and that
‖xy‖Γ,p 6 lim infj ‖TJ (x)TJ (y)‖Γ,p
(5.6)
6 lim inf
j
‖TJ (x)‖S∞
I
‖TJ(y)‖Γ,p + ‖TJ (y)‖S∞
I
‖TJ(x)‖Γ,p
(3.54)
= ‖x‖S∞
I
‖y‖Γ,p + ‖y‖S∞
I
‖x‖Γ,p .
The theorem is proved.
Remark 5.15 The argument proves that domA
1
2
p is an ∗-subalgebra of S∞I .
Suppose 1 < p < 2. For any element x of MI,fin, we let
(5.9) ‖x‖Γ,p
def
= inf
x=y+z
{∥∥Γ(y, y) 12 ∥∥ p2
S
p
I
+
∥∥Γ(z∗, z∗) 12∥∥ p2
S
p
I
} 2
p
where the infimum is taken over all y, z ∈ MI,fin such that x = y + z.
110
Proposition 5.16 For 1 < p 6 2, ‖·‖Γ,p is a p2 -seminorm on MI,fin, that is, the triangle
inequality holds under the form ‖x+ y‖
p
2
Γ,p 6 ‖x‖
p
2
Γ,p + ‖y‖
p
2
Γ,p.
Proof : The homogeneity of ‖·‖Γ,p can be shown as in the case p > 2 and is left to the reader.
Let us turn to the triangle inequality. For any y, y′ ∈ MI,fin, the part 4 of Lemma 2.16 says
that
(5.10)
∥∥Γ(y, y′)∥∥ p2
S
p
2
I
6
∥∥Γ(y, y) 12∥∥ p2
S
p
I
∥∥Γ(y′, y′) 12 ∥∥ p2
S
p
I
.
Recall that S
p
2
I is a
p
2 -normed space for p < 2. With this inequality, we can now estimate for
arbitrary y, y′ ∈MI,fin∥∥Γ(y + y′, y + y′) 12 ∥∥p
S
p
I
=
∥∥Γ(y + y′, y + y′)∥∥ p2
S
p
2
I
=
∥∥Γ(y, y) + Γ(y′, y′) + Γ(y, y′) + Γ(y′, y)∥∥p2
S
p
2
I
6
∥∥Γ(y, y)∥∥ p2
S
p
2
I
+
∥∥Γ(y′, y′)∥∥ p2
S
p
2
I
+
∥∥Γ(y, y′)∥∥ p2
S
p
2
I
+
∥∥Γ(y′, y)∥∥ p2
S
p
2
I
(5.10)
6
∥∥Γ(y, y) 12 ∥∥p
S
p
I
+
∥∥Γ(y′, y′) 12∥∥p
S
p
I
+ 2
∥∥Γ(y, y) 12∥∥ p2
S
p
I
∥∥Γ(y′, y′) 12∥∥ p2
S
p
I
=
(∥∥Γ(y, y) 12∥∥ p2
S
p
I
+
∥∥Γ(y′, y′) 12∥∥ p2
S
p
I
)2
.
Taking the square roots, we obtain
(5.11)
∥∥Γ(y + y′, y + y′) 12∥∥ p2
S
p
I
6
∥∥Γ(y, y) 12∥∥ p2
S
p
I
+
∥∥Γ(y′, y′) 12 ∥∥ p2
S
p
I
.
Now consider some elements x and x′ of MI,fin and some decompositions x = y+z and x′ = y′+z′
where y, z, y′, z′ ∈MI,fin. We have x+ x′ = y + y′ + z + z′. We obtain
‖x+ x′‖
p
2
Γ,p
(5.9)
6
∥∥Γ(y + y′, y + y′) 12∥∥ p2
S
p
I
+
∥∥Γ((z + z′)∗, (z + z′)∗) 12 ∥∥ p2
S
p
I
(5.11)
6
∥∥Γ(y, y) 12∥∥ p2
S
p
I
+
∥∥Γ(y′, y′) 12∥∥ p2
S
p
I
+
∥∥Γ(z∗, z∗) 12 ∥∥ p2
S
p
I
+
∥∥Γ(z′∗, z′∗) 12∥∥ p2
S
p
I
.
Passing to the infimum, we conclude that
‖x+ x′‖
p
2
Γ,p 6 ‖x‖
p
2
Γ,p + ‖x′‖
p
2
Γ,p .
Suppose 1 6 p 6 ∞. Let I be an index set. Recall that RanAp satisfies (3.56). Suppose
that the map α : I → H is injective. In this case, RanAp is the space of elements of SpI with
null diagonal. We will also use the subspace MI,fin ∩RanA of matrices with a finite number of
non null entries with null diagonal.
Note that we can see S∞I ⊕ CIdℓ2I as the standard unitization of the C∗-algebra S∞I . We
consider the subspace MI,fin ∩RanA⊕ CIdℓ2
I
of S∞I ⊕ CIdℓ2I .
Suppose 1 6 p 6 ∞. We define the (resp. p2 -) seminorm ‖·‖Γ,α,p
def
= ‖·‖Γ,p ⊕ 0 on(
domA
1
2
p
)
0
⊕ CIdℓ2
I
(resp. MI,fin ∩RanA⊕ CIdℓ2
I
). That is, for any element x = x0 + λIdℓ2
I
of(
domA
1
2
p
)
0
⊕ CIdℓ2
I
(resp. MI,fin ∩ RanA⊕ CIdℓ2
I
), we have
(5.12) ‖x‖Γ,α,p
def
=
infx0=y+z
{∥∥Γ(y, y) 12∥∥ p2
S
p
I
+
∥∥Γ(z∗, z∗) 12∥∥ p2
S
p
I
} 2
p
if 1 < p 6 2
max
{∥∥Γ(x0, x0) 12 ∥∥Sp
I
,
∥∥Γ(x∗0, x∗0) 12∥∥Sp
I
}
if p > 2
,
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where the infimum is taken over all y, z ∈ MI,fin such that x0 = y + z.
Proposition 5.17 Suppose 2 6 p 6∞. Assume that the map α : I → H is injective. If p =∞,
we suppose that I is finite. We have
(5.13)
{
x ∈ ( domA 12p )0 ⊕ CIdℓ2I : ‖x‖Γ,α,p = 0} = CIdℓ2I .
Proof : Case 1 < p <∞. Let x = x0+λIdℓ2
I
be an element of
(
domA
1
2
p
)
0
⊕CIdℓ2
I
. According to
Theorem 3.21, we have
∥∥A 12p (x0)∥∥Sp
I
(3.50)
. max
{∥∥Γ(x0, x0) 12 ∥∥Sp
I
,
∥∥Γ(x∗0, x∗0) 12 ∥∥Sp
I
}
(5.9)
= ‖x0‖Γ,p.
This implies that when ‖x‖Γ,α,p = 0, that is ‖x0‖Γ,p = 0, we have
∥∥A 12p (x0)∥∥Sp
I
= 0 and finally
A
1
2
p (x0) = 0. Since α : I → H is injective, the symbol of Ap and consequently that of A
1
2
p has
non-zero entries away from the diagonal. Thus, x0 has zero entries away from the diagonal.
We infer that x0 is a diagonal matrix. Since x0 ∈
(
domA
1
2
p
)
0
, we conclude that x0 = 0. The
reverse inclusion is true by (5.12).
Case p = ∞ and I finite. Fix some 2 < p0 < ∞. Let x = x0 + λIdℓ2
I
be an element of(
domA
1
2
p
)
0
⊕ CIdℓ2
I
. Using the part 2 of Theorem 3.21 in the first inequality, we can write
∥∥A 12 (x0)∥∥Sp0
I
(3.50)
.p0 max
{∥∥Γ(x0, x0) 12 ∥∥Sp0
I
,
∥∥Γ(x∗0, x∗0) 12∥∥Sp0
I
}
(5.14)
.I max
{∥∥Γ(x0, x0) 12∥∥S∞
I
,
∥∥Γ(x∗0, x∗0) 12 ∥∥S∞
I
}
(5.12)
= ‖x0‖Γ,∞ .
The end of the proof is similar to the case 2 6 p <∞.
5.4 New quantum compact metric spaces for semigroups of Schur
multipliers
By [Rie4, page 3], the linear space of all selfadjoint elements of a unital C∗-algebra is an order-
unit space. So if I is an index set (finite or infinite) then (S∞I )sa⊕RIdℓ2I is an order-unit space.
Moreover, by [Rie3, Proposition 2.3], a subspace of an order-unit space containing the order-unit
is itself also an order-unit space. We conclude that (RanA∞)sa ⊕RIdℓ2
I
is an order-unit space.
Now, we will prove in this subsection that (RanA∞)sa ⊕ RIdℓ2
I
equipped with the restriction
of ‖·‖Γ,α,p (defined by (5.12)) to this space (also denoted by ‖·‖Γ,α,p) is a quantum compact
metric space [Rie3].
Moreover, since Lipschitz pairs in the sense of Definition 5.1 are only defined for the moment
for seminorms and not for quasi-seminorms, in view of Proposition 5.17 above, we restrict our
family ‖·‖Γ,α,p in the next theorem to the case 2 6 p 6∞.
Recall that if A is a sectorial operator ona Banach space X with ω(A) < π2 and if (Tt)t>0 is
the associated semigroup. Then by [KW, Corollary 15.20], we have the following representation
for the (unbounded) operator A−
1
2
(5.15) A−
1
2 (x) =
1
Γ
(
1
2
) ∫ ∞
0
t−
1
2Tt(x) dt, x ∈ RanA.
Lemma 5.18 Let A be a sectorial operator on a Banach space X. with ω(A) < π2 and (Tt)t>0
be the associated semigroup. Assume that ‖Tt‖Ran(A)→X 6 C 1td for some d > 12 . Then A−
1
2 ,
initially defined on RanA, extends to a bounded operator on RanA.
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Proof : If x ∈ RanA, we have
∥∥A− 12 (x)∥∥
X
=
∥∥∥∥∥ 1Γ ( 12)
∫ ∞
0
t−
1
2Tt(x) dt
∥∥∥∥∥
X
6
1
Γ
(
1
2
) ∫ ∞
0
t−
1
2
∥∥Tt(x)∥∥X dt
.
∫ 1
0
t−
1
2 ‖Tt(x)‖X dt+
∫ ∞
1
t−
1
2 ‖Tt(x)‖X dt .
∫ 1
0
t−
1
2 ‖x‖X dt+
∫ ∞
1
t−
1
2−d ‖x‖X dt
6
(∫ 1
0
t−
1
2 dt+
∫ ∞
1
t−(d+
1
2 ) dt
)
‖x‖X .
Then A−
1
2 extends to a bounded operator on RanA.
Lemma 5.19 Assume that α : I → H is injective where H is a Hilbert space of dimension
n ∈ N, and that Gapα > 0, where we recall that Gapα is defined in (5.3).
1. For 2 6 p <∞, the operator A− 12p : RanAp → RanAp ⊆ RanA∞ is compact.
2. For 2 6 p <∞, let Bp = (IdLp(Γq(H))⊗Ap)|Ran ∂α,q,p : domBp ⊆ Ran ∂α,q,p → Ran ∂α,q,p.
Then the operator B
− 12
p is compact.
Proof : 1. We begin by showing that A
− 12
2 : RanA2 → RanA2 is compact. Note first that
since α is assumed to be injective, aij = ‖αi − αj‖2H > 0 for i 6= j, so that A
− 12
2 is a well-
defined diagonal operator on the Hilbert space RanA2. Since we have Gapα > 0, in particular,
we cannot have infinitely many points of α(I) − α(I) inside any ball of the finite-dimensional
Hilbert space H by Lemma (5.11). So
A
− 12
2 : RanA2 → RanA2
is a compact operator20. Next we show that A−
1
2 : RanA∞ → RanA∞ is bounded. Indeed,
note that (Tt)t>0 extends to a bounded C0-semigroup on RanA∞. Moreover, Lemma 5.13
(where we inject H beforehand into a 2-dimensional Hilbert space so that this lemma yields
an estimate ‖Tt‖∞→∞ 6 Ct−
n
2 with n2 >
1
2 ) together with Lemma 5.18 yield that A
− 12 is
bounded on RanA∞. We now interpolate the operator A−
1
2 between levels 2 resp. ∞, where it
is compact resp. bounded. First note that we have RanAp = (RanA2,RanA∞)θ for the right
θ ∈ [0, 1). Then the result follows from [KaMS, Theorem 5.5], noting that RanA2 is a Hilbert
space hence a UMD space.
2. According to the first part of the lemma, in particularA
− 12
2 : RanA2 → RanA2 is compact.
By [Tha1, Corollary 5.6], since A2 = (∂α,q,2)
∗∂α,q,2 and B2 = ∂α,q,2(∂α,q,2)∗|Ran ∂α,q,2, the
operators A2|Ker(∂α,q,2)⊥ and B2 = ∂α,q,2(∂α,q,2)∗|Ker((∂α,q,2)∗)⊥ are unitarily equivalent (the
operators A2 resp. B2 clearly leave the kernels invariant where the second kernel is reduced to
0 according to Proposition 4.15, hence by self-adjointness of A2 and B2 [Tha1, Theorem 5.5],
also the orthogonal complements of the kernels). Thus by functional calculus, also the operators
A
− 12
2 |Ker(∂α,q,2)⊥ and B
− 12
2 are unitarily equivalent. Since A
− 12
2 : RanA2 → RanA2 is compact,
also the restriction A
− 12
2 |Ker(∂α,q,2)⊥ and finally B
− 12
2 : Ran ∂α,q,2 → Ran ∂α,q,2 is compact.
20. Recall that a diagonalizable operator T : H → H is compact if and only if the family (λj)j∈J of its eigenvalues
corresponding to an orthonormal basis (ej)j∈J belongs to c0(J).
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Since Ap generates a contractive semigroup on S
p
I , IdLp(Γq(H))⊗Ap generates the contractive
semigroup IdLp(Γq(H))⊗e−tAp on Lp(Γq(H)⊗B(ℓ2I)). Moreover, since Bp leaves Ran ∂α,q,p invari-
ant according to Proposition 4.8, IdLp(Γq(H))⊗e−tAp also leaves Ran ∂α,q,p invariant. Thus, Bp is
the generator of the (strongly continuous) semigroup St = IdLp(Γq(H))⊗e−tAp |Ran ∂α,q,p . We now
apply Lemma 5.18 to this semigroup (for some 2 6 p <∞). Note that indeed, ‖St‖ 6
∥∥e−tAp∥∥ 6
Cmin(1, t−
n
2 ) according to Lemma 5.13. Thus, we obtain that B
− 12
p is bounded RanBp →
RanBp. According to Proposition 4.15, RanBp = Ran ∂α,q,p is the whole space where St is
defined. Now we want to interpolate the compactness of B
− 12
2 : Ran ∂α,q,2 → Ran ∂α,q,2 and the
boundedness of B
− 12
p0 : Ran ∂α,q,p0 → Ran ∂α,q,p0 to obtain compactness of B−
1
2
p : Ran ∂α,q,p →
Ran ∂α,q,p for 2 6 p < p0 < ∞ by [KaMS, Theorem 5.5] and the fact that on the L2-level, we
have a Hilbert space hence a UMD space. Note that the spaces Ran ∂α,q,p ⊆ Lp(Γq(H)⊗B(ℓ2I))
interpolate by the complex method and [Ran ∂α,q,p1 ,Ran ∂α,q,p2 ]θ = Ran ∂α,q,p3 for as usual
1
p3
= θ 1
p2
+ (1− θ) 1
p1
, since there are bounded projections
Pp : L
p(Γq(H)⊗B(ℓ2I))→ Ran ∂α,q,p ⊆ Lp(Γq(H)⊗B(ℓ2I))
which are compatible for different values of p. Indeed, we have Ran ∂α,q,p = RanBp and we can
choose Pp = limλ→0−−BpR(λ,Bp) according to [HvNVW2, pages 361 and 448].
Theorem 5.20 Assume that α : I → H is injective with values in a finite-dimensional Hilbert
space and that Gapα > 0 and that I is finite if p = ∞. Suppose 2 6 p 6 ∞. Then((
RanA∞
)
sa
⊕ RIdℓ2
I
, ‖·‖Γ,α,p
)
is a quantum compact metric space.
Proof : Case 2 6 p < ∞. Since dom ‖·‖Γ,α,p =
(
domA
1
2
p ∩ RanA∞
) ⊕ CIdℓ2
I
contains the
dense subspace MI,fin∩RanA⊕CIdℓ2
I
of RanA∞⊕CIdℓ2
I
, the C-subspace dom ‖·‖Γ,α,p is dense
in RanA∞ ⊕ CIdℓ2
I
. By Proposition 3.16, dom ‖·‖Γ,p and thus dom ‖·‖Γ,α,p is closed under the
adjoint operation. Since Tr⊕IdR : RanA∞ ⊕RIdℓ2
I
→ R, x+ λ 7→ λ is a state of the order-unit
space (RanA∞)sa ⊕ RIdℓ2
I
, it now suffices to show that
(5.16){
x ∈ dom ‖·‖Γ,α,p : ‖x‖Γ,α,p 6 1, (Tr⊕IdC)(x) = 0
}
is relatively compact in S∞I ⊕ CIdℓ2
I
.
According to the first part of Lemma 5.19, the set{
x ∈ domA 12p ∩ RanA∞ :
∥∥A 12p (x)∥∥Sp
I
6 1
}
is relatively compact in S∞I . Note that for any x ∈ domA
1
2
p we have
∥∥A 12p (x)∥∥Sp
I
(3.52)
.p max
{∥∥Γ(x, x) 12∥∥
S
p
I
,
∥∥Γ(x∗, x∗) 12∥∥
S
p
I
}
(5.9)
= ‖x‖Γ,p .
We deduce from this inequality that{
x ∈ domA 12p ∩ RanA∞ : ‖x‖Γ,p 6 1
}
is relatively compact in S∞I . We have{
x ∈ domA 12p ∩RanA∞ : ‖x‖Γ,α,p 6 1
}
=
{
x ∈ dom ‖·‖Γ,p : ‖x‖Γ,α,p 6 1, (Tr⊕IdC)(x) = 0
}
.
114
We deduce (5.16).
Case p = ∞. Fix some 2 < p0 < ∞. By finite-dimensionality, the operator A− 12 : Sp0I,0 →
RanA∞ is bounded. This implies that the set{
x ∈ RanA∞ :
∥∥A 12 (x)∥∥
S
p0
I
6 1
}
is bounded in S∞I . The inequality (5.14) says that the set{
x ∈ (RanA∞)sa ⊕ CIdℓ2
I
: ‖x‖Γ,α,∞ 6 1 and Tr(x) = 0
}
=
{
x ∈ (RanA∞)sa : ‖x‖Γ,∞ 6 1
}
is bounded, i.e. relatively compact in S∞I . The desired result follows from Proposition 5.5.
5.5 The case of discrete groups : new compact quantum metric spaces
In this subsection, we consider a markovian semigroup (Tt)t>0 of Fourier multipliers on a group
von Neumann algebra VN(G) as in Subsection 2.6. We introduce new compact quantum metric
spaces in the spirit of the ones of [JM1]. We also add in the picture the lower semicontinuity
and a careful examination of the domains. By Lemma 3.22, the following definition is correct.
Definition 5.21 Suppose 2 6 p < ∞. Let G be a discrete group. Let Ap denote the Lp
realization of the (negative) generator of (Tt)t>0. For any x ∈ domA
1
2
p we let
(5.17) ‖x‖Γ,p
def
= max
{∥∥Γ(x, x) 12∥∥
Lp(VN(G))
,
∥∥Γ(x∗, x∗) 12 ∥∥
Lp(VN(G))
}
.
Proposition 5.22 Suppose 2 6 p <∞. Let G be a discrete group. Then ‖·‖Γ,p is a seminorm
on the subspace domA
1
2
p of Lp(VN(G)).
Proof : 1. If x belongs to domA
1
2
p and k ∈ C, we have
‖kx‖Γ,p
(5.17)
= max
{∥∥Γ(kx, kx) 12∥∥
Lp(VN(G))
,
∥∥Γ((kx)∗, (kx)∗) 12∥∥
Lp(VN(G))
}
= max
{∥∥Γ(kx, kx) 12∥∥
Lp(VN(G))
,
∥∥Γ(kx∗, kx∗) 12 ∥∥
Lp(VN(G))
}
= max
{
|k|∥∥Γ(x, x) 12 ∥∥
Lp(VN(G))
, |k|∥∥Γ(x∗, x∗) 12∥∥
Lp(VN(G))
}
= |k|max
{∥∥Γ(x, x) 12 ∥∥
Lp(VN(G))
,
∥∥Γ(x∗, x∗) 12∥∥
Lp(VN(G))
}
(5.17)
= |k| ‖x‖Γ,p .
Let us turn to the triangular inequality. Assume that x, y ∈ PG. Note that L p2 (VN(G)) is a
normed space since p > 2. According to the part 4 of Lemma 2.27 and (2.24) applied with
Z = L
p
2 (VN(G)), we have
‖Γ(x+ y, x+ y)‖ 12
L
p
2 (VN(G))
(2.24)
6 ‖Γ(x, x)‖ 12
L
p
2 (VN(G))
+ ‖Γ(y, y)‖ 12
L
p
2 (VN(G))
.
We can rewrite this inequality under the form
(5.18)
∥∥Γ(x+ y, x+ y) 12∥∥
Lp(VN(G))
6
∥∥Γ(x, x) 12 ∥∥
Lp(VN(G))
+
∥∥Γ(y, y) 12 ∥∥
Lp(VN(G))
.
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Then, for the general case where x, y ∈ domA 12p consider some sequences (xn) and (yn) of PG
such that xn
a−→ x and yn a−→ y with Lemma 3.22. By Remark 2.5, we have xn + yn a−→ x + y
and thus∥∥Γ(x+ y, x+ y) 12∥∥
Lp(VN(G))
=
∥∥Γ(x+ y, x+ y)∥∥ 12
L
p
2 (VN(G))
(2.27)
= lim
n
∥∥Γ(xn + yn, xn + yn)∥∥ 12
L
p
2 (VN(G))
= lim
n
∥∥Γ(xn + yn), xn + yn)) 12∥∥Lp(VN(G))
(5.18)
6 lim
n
∥∥Γ(xn, xn) 12∥∥Lp(VN(G)) + limn ∥∥Γ(yn, yn) 12 ∥∥Lp(VN(G))
(2.27)
=
∥∥Γ(x, x) 12∥∥
Lp(VN(G))
+
∥∥Γ(y, y) 12∥∥
Lp(VN(G))
.
A similar reasoning for x, y replaced by x∗, y∗ gives
(5.19)
∥∥Γ(x∗ + y∗, x∗ + y∗) 12∥∥
Lp(VN(G))
6
∥∥Γ(x∗, x∗) 12 ∥∥
Lp(VN(G))
+
∥∥Γ(y∗, y∗) 12 ∥∥
Lp(VN(G))
.
Now we have
‖x+ y‖Γ,p
(5.17)
= max
{∥∥Γ(x+ y, x+ y) 12 ∥∥
Lp(VN(G))
,
∥∥Γ(x∗ + y∗, x∗ + y∗) 12∥∥
Lp(VN(G))
}
(5.18)(5.19)
6 max
{∥∥Γ(x, x) 12 ∥∥
Lp(VN(G))
+
∥∥Γ(y, y) 12∥∥
Lp(VN(G))
,∥∥Γ(x∗, x∗) 12∥∥
Lp(VN(G))
+
∥∥Γ(y∗, y∗) 12 ∥∥
Lp(VN(G))
}
6 max
{∥∥Γ(x, x) 12∥∥
Lp(VN(G))
,
∥∥Γ(x∗, x∗) 12∥∥
Lp(VN(G))
}
+max
{∥∥Γ(y, y) 12 ∥∥
Lp(VN(G))
,
∥∥Γ(y∗, y∗) 12∥∥
Lp(VN(G))
}
(5.17)
= ‖x‖Γ,p + ‖y‖Γ,p .
Now, we prove the Leibniz property of these seminorms.
Proposition 5.23 Suppose 2 6 p <∞. Let G be a discrete group. For any x, y ∈ PG, we have
(5.20) ‖xy‖Γ,p 6 ‖x‖C∗r(G) ‖y‖Γ,p + ‖x‖Γ,p ‖y‖C∗r(G) .
Proof : Let x, y ∈ PG. Using the structure of bimodule of Lp(VN(G),L2(Ω)c,p) in the second
inequality, we see that∥∥Γ(xy, xy) 12 ∥∥
Lp(VN(G))
(3.83)
=
∥∥∂ψ(xy)∥∥Lp(VN(G),L2(Ω)c,p) (2.68)= ∥∥x∂ψ(y) + ∂ψ(x)y∥∥Lp(VN(G),L2(Ω)c,p)
6
∥∥x∂ψ(y)∥∥Lp(VN(G),L2(Ω)c,p) + ∥∥∂ψ(x)y∥∥Lp(VN(G),L2(Ω)c,p)
6 ‖x‖C∗r(G)
∥∥∂ψ(y)∥∥Lp(VN(G),L2(Ω)c,p) + ∥∥∂ψ(x)∥∥Lp(VN(G),L2(Ω)c,p) ‖y‖C∗r(G)
(3.83)
= ‖x‖C∗r(G)
∥∥Γ(y, y) 12 ∥∥
Lp(VN(G))
+
∥∥Γ(x, x) 12 ∥∥
Lp(VN(G))
‖y‖C∗r(G) .
Similarly, we have∥∥Γ(y∗x∗, y∗x∗) 12∥∥
Lp(VN(G))
6 ‖x∗‖C∗r (G)
∥∥Γ(y∗, y∗) 12 ∥∥
Lp(VN(G))
+
∥∥Γ(x∗, x∗) 12 ∥∥
Lp(VN(G))
‖y∗‖C∗r(G)
= ‖x‖C∗r(G)
∥∥Γ(y∗, y∗) 12∥∥
Lp(VN(G))
+
∥∥Γ(x∗, x∗) 12 ∥∥
Lp(VN(G))
‖y‖C∗r(G) .
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Therefore, ‖·‖Γ,ψ,p satisfies the Leibniz property.
In the next lemma, recall that if A is the generator of a markovian semigroup of Fourier
multipliers, then there exists a real Hilbert space H together with a mapping bψ : G→ H such
that the symbol ψ : G → C of A satisfies ψ(s) = ‖bψ(s)‖2H . Following [JMP1, page 1962], we
define
(5.21) Gapψ
def
= inf
bψ(s) 6=bψ(t)
‖bψ(s)− bψ(t)‖2H .
By [BHV, Proposition 2.10.2], note that Gapψ is independent of bψ.
We denote by Lp0(VN(G)) the range of the bounded projection P : L
p(VN(G))→ Lp(VN(G)),
λs 7→ (1 − δs=e)λs = (1 − τ(λs))λs (see the proof of Lemma [ArK1, Lemma 7.27] for a proof
of the boundedness). Recall that C∗r(G) is the reduced group C
∗- algebra associated with the
discrete group G. We also write C∗r(G)0 for the range of the bounded projection C
∗
r(G) →
C∗r(G) : λs 7→ (1 − δs=e)λs, on the space of elements of C∗r(G) with vanishing trace (see again
the proof of Lemma [ArK1, Lemma 7.27] for a proof of the boundedness). In the sequel, we
denote by ‖·‖Γ,p the restriction of (5.17) on domA
1
2
p ∩C∗r(G).
Theorem 5.24 Let 2 6 p < ∞. Let G be a discrete group. Let bψ : G → H be an injective
cocycle with values in an finite-dimensional Hilbert space of dimension n < p. Assume that
Gapψ > 0.
1. If Lp(VN(G)) has CBAP then (C∗r(G), ‖·‖Γ,p) is a quantum compact metric space.
2. If G is weakly amenable and second countable then (C∗r(G), ‖·‖Γ,p) is a Leibniz quantum
compact metric space.
Proof : Since dom ‖·‖Γ,p = domA
1
2
p ∩ C∗r(G) contains the dense subspace PG of C∗r(G), the
C-subspace dom ‖·‖Γ,p is dense in C∗r(G). It is left to the reader to prove that dom ‖·‖Γ,p is
closed under the adjoint operation21. According to Proposition 5.22, ‖·‖Γ,p is a seminorm. We
will show that it is a Lip-norm, i.e.
(5.22)
{
x ∈ dom ‖·‖Γ,p : ‖x‖Γ,p = 0
}
= C1.
Indeed, we have A(1) = ψ(e)1 = 0, so that Γ(1, 1)
(2.59)
= 12
[
A(1∗)1 + 1∗A(1)− A(1∗1)] = 0 and
consequently ‖1‖Γ,p
(5.17)
= max
{∥∥Γ(1, 1) 12∥∥
Lp(VN(G))
,
∥∥Γ(1∗, 1∗) 12∥∥
Lp(VN(G))
}
= 0. In the other
direction, if ‖x‖Γ,p = 0, then according to (3.84), we have A
1
2
p (x) = 0. For any s ∈ G, we infer
that
0 = τG
(
A
1
2
p (x)λ
∗
s
)
= τG
(
xA
1
2
p ((λs)
∗)
)
= ψ(s−1)
1
2 τG(xλ
∗
s).
Since ψ(s−1) 6= 0 for s 6= e, we deduce that τG(xλ∗s) = 0 for these s, so that finally, x ∈ C1.
Thus, ‖·‖Γ,p is a Lip-norm.
Since τG : C
∗
r(G)→ C is a state, it now suffices to show that
(5.23)
{
x ∈ dom ‖·‖Γ,p : ‖x‖Γ,p 6 1, τG(x) = 0
}
is relatively compact in C∗r(G).
According to [JMP1, Lemma 5.8], [JM1, Theorem 1.1.7] applied with z = 12 and q =∞, the set{
x ∈ C∗r(G)0 ∩ domA
1
2
p :
∥∥A 12p (x)∥∥Lp(VN(G)) 6 1}
21. If in addition the von Neumann algebra L∞(Ω) ⋊α G has QWEP it is a consequence of Proposition 3.35.
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is relatively compact in C∗r(G). Note that for any x ∈ domA
1
2
p we have∥∥A 12p (x)∥∥Lp(VN(G)) (3.84).p max{∥∥Γ(x, x) 12∥∥Lp(VN(G)), ∥∥Γ(x∗, x∗) 12∥∥Lp(VN(G))} (5.17)= ‖x‖Γ,p .
We deduce from this inequality that{
x ∈ C∗r(G)0 ∩ domA
1
2
p : ‖x‖Γ,p 6 1
}
is relatively compact in C∗r(G). We have{
x ∈ C∗r(G)0 ∩ domA
1
2
p : ‖x‖Γ,p 6 1
}
=
{
x ∈ C∗r(G) ∩ domA
1
2
p : ‖x‖Γ,p 6 1, τG(x) = 0
}
.
We deduce (5.23).
Let x ∈ C∗r(G) and (xn) be a sequence of elements of domA
1
2
p ∩C∗r(G) such that ‖xn − x‖C∗r(G) →
0 and
∥∥∂ψ,1,p(xn)∥∥Lp(VN(G),L2(Ω)rad,p) 6 1. We have to show that x belongs to domA 12p and that∥∥∂ψ,1,p(x)∥∥Lp(VN(G),L2(Ω)rad,p) 6 1. Note that ‖xn − x‖Lp(VN(G)) → 0. Then ((xn, ∂ψ,1,p(xn)) is
a sequence of elements of the graph of ∂ψ,1,p which is bounded for the graph norm. Note that this
closed graph is convex, hence weakly closed. Since bounded sets are weakly relatively compact,
there exists a subnet
(
(xni , ∂ψ,1,p(xni)
)
which converges weakly to an element
(
z, ∂ψ,1,p(z)
)
of
the graph of ∂ψ,1,p. In particular, (xni) converges weakly to z and ∂ψ,1,p(xni) converges weakly
to ∂ψ,1,p(z). Then necessarily x = z. We conclude that x belongs to dom ∂ψ,1,p = domA
1
2
p .
Moreover, we have∥∥∂ψ,1,p(x)∥∥Lp(VN(G),L2(Ω)rad,p) 6 lim infi ∥∥∂ψ,1,p(xni )∥∥Lp(VN(G),L2(Ω)rad,p) 6 1.
Now, suppose that G is weakly amenable. We will extend the Leibniz property (5.20)
to elements x, y of domA
1
2
p ∩ C∗r(G). Let (ϕj) be a net of functions ϕj : G → C with finite
support such that the net (Mϕj ) converges to IdLp(VN(G)) and to IdC∗λ(G) in the point-norm
topologies with supj
∥∥Mϕj∥∥cb,Lp(VN(G)→Lp(VN(G) < ∞ (see the end of Section 2.7). We have
x = limjMϕj(x) and y = limjMϕj (y) where the convergence holds in C
∗
r(G) and in L
p(VN(G)).
Thus also xy = limjMϕj(x)Mϕj (y) in C
∗
r(G). Using the lower semicontinuity of ‖·‖Γ,p in the
first inequality, we conclude that
‖xy‖Γ,p 6 lim inf
j
∥∥Mϕj(x)Mϕj (y)∥∥Γ,p
(5.20)
6 lim inf
j
∥∥Mϕj (x)∥∥C∗r(G) ∥∥Mϕj(y)∥∥Γ,p + ∥∥Mϕj (y)∥∥C∗r(G) ∥∥Mϕj(x)∥∥Γ,p
(3.81)
= ‖x‖C∗r(G) ‖y‖Γ,p + ‖y‖C∗r(G) ‖x‖Γ,p .
The theorem is proved.
Remark 5.25 The argument for the lower semicontinuity is correct with the weaker assump-
tion “(xn) converges weakly to x in L
p(VN(G))” instead of ‖xn − x‖C∗r (G) → 0. In the part 2,
the argument proves that domA
1
2
p ∩ C∗r(G) is an ∗-subalgebra of C∗r(G).
Remark 5.26 Note that in Theorem 5.24 above, in contrast to its counterpart for Schur mul-
tipliers, Theorem 5.20, we have a restriction of the exponent p > n, where n denotes the
dimension of the representing Hilbert space. This restriction is in fact necessary in general as
the example in the following proof shows.
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Proof : Consider the abelian discrete group G = Z2, the canonical identification bψ : Z
2 → R2
of Z2 into R2 and the trivial homomorphism α : Z2 → O(R2), (n,m) 7→ IdR2 . The associated
length function is ψ : Z2 → R+, (n,m) 7→ ψ(n,m) = ‖bψ(n,m)‖2R2 = n2 +m2. Now pick the
critical exponent p = 2 = dimR2. Note that the operator space L2(VN(Z2)) = L2(T2) is an
operator Hilbert space by [Pis4, Proposition 2.1 (iii)] and consequently has CCAP22. We also
calculate
Gapψ
(5.21)
= inf
bψ(n,m) 6=bψ(n′,m′)
‖bψ(n,m)− bψ(n′,m′)‖2R2
= inf
(n,m) 6=(n′,m′)
‖(n,m)− (n′,m′)‖2
R2
= 1 > 0.
However, (C∗r(Z
2), ‖·‖Γ,2) is not a quantum compact metric space by [Lat2, Theorem 2.4.3].
Indeed, the set {
x ∈ C∗r(Z2)0 ∩ domA
1
2
2 : ‖x‖Γ,2 6 1
}
is not bounded, so in particular, not relatively compact. Indeed, consider the double sequence
(αn,m)n,m∈Z defined by
(5.24) αn,m
def
=
1
(1 + n2 +m2) log(2 + n2 +m2)
δ(n,m) 6=(0,0).
Fix a number N ∈ N and consider the selfadjoint element xN def=
∑
n2+m26N αn,me
2πi〈(n,m),·〉
of C∗r(Z2) = C(T2). We claim that (xN ) is an unbounded sequence in C∗r(Z2)0 = C(T2)0
but bounded in ‖·‖Γ,2-norm. Indeed, observe that xN is a trigonometric polynomial without
constant term, so belonging indeed to C∗r(Z
2)0 = C(T
2)0. Moreover, ‖xN‖C(T2) > |xN (0)| =∑
n2+m26N αn,m. But the series
∑
(n,m)∈Z2 αn,m diverges since using an integral test [GhL1,
Proposition 7.57] and a change of variables to polar coordinates we have∑
(n,m)∈Z2
αn,m ∼=
∫
R2
1
(1 + x2 + y2) log(2 + x2 + y2)
dxdy
= C
∫ ∞
0
1
(1 + r2) log(2 + r2)
r dr =∞.
On the other hand, using Plancherel theorem in the second equality and again an integral test
and a change of variables to polar coordinates, we obtain
‖xN‖2Γ,2
(1.1)∼=
∥∥A 12 (xN )∥∥2L2(T2) =
∥∥∥∥(δn2+m26Nψ(n,m) 12αn,m)(n,m)∈Z2
∥∥∥∥2
ℓ2
Z2
=
∑
n2+m26N
(n2 +m2)α2n,m
(5.24)
6
∑
(n,m)∈Z2
1
(1 + n2 +m2) [log(2 + n2 +m2)]
2
∼=
∫
R2
1
(1 + x2 + y2) [log(2 + x2 + y2)]
2 dxdy = C
∫ ∞
0
1
(1 + r2) [log(2 + r2)]
2 r dr <∞.
22. More generally, if 1 < p < ∞ the operator space Lp(T2) has CCAP by [JR1, Proposition 3.5] since an
abelian group is weakly amenable with Cowling-Haagerup constant equal to 1.
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5.6 Gaps of some markovian semigroups of Schur and Fourier multi-
pliers
In this subsection, we study some typical examples of markovian semigroups of Schur and Fourier
multipliers. We equally calculate their gaps (5.3) and (5.21) and examine the injectivity of their
Hilbert space representation. These informations are important for applications to compact
quantum metric spaces in Subsections 5.4 and 5.5.
Heat Schur and Poisson Schur semigroup In the following, I is equal to {1, . . . , n}, N
or Z. we consider the heat Schur semigroup (Tt)t>0 acting on B(ℓ
2
I) defined by
(5.25) Tt : [xij ] 7→
[
e−|i−j|
2txij
]
.
Moreover, we also consider the Poisson Schur semigroup (Tt)t>0 acting on B(ℓ
2
I) defined by
(5.26) Tt : [xij ] 7→
[
e−|i−j|txij
]
.
These two semigroups are examples of noncommutative diffusion semigroups consisting of Schur
multipliers.
Indeed, for the first one, we can take the real Hilbert space H = R and put αi = i for α ∈ I.
So we have ‖αi − αj‖2R = |i − j|2. For the second one, we can consider the real Hilbert space
H = ℓ2I and put αi =
∑i
k=0 ek for i ∈ I with i > 0 and αi =
∑|i|
k=0 e−k for i ∈ I with i < 0
(if I contains negative elements). Then for i > j > 0, using the orthogonality of the el’s in the
second equality, we have
‖αi − αj‖2ℓ2
I
=
∥∥∥∥∥
i∑
k=0
ek −
j∑
k=0
ek
∥∥∥∥∥
2
ℓ2
I
=
∥∥∥∥∥∥
i∑
k=j+1
ek
∥∥∥∥∥∥
2
ℓ2
I
=
i∑
k=j+1
‖ek‖2ℓ2
I
=
i∑
k=j+1
1 = i− j = |i− j|.
In a similar way, we obtain for i, j in general position that ‖αi − αj‖2ℓ2
I
= |i− j|. Note that both
mappings α are injective.
Lemma 5.27 Consider the above heat Schur semigroup from (5.25). We have Gapα = 1.
Proof : We have
Gapα
(5.3)
= inf
αi−αj 6=αk−αl
‖(αi − αj)− (αk − αl)‖2R = infi−j 6=k−l ‖(i− j)− (k − l)‖
2
R
which is clearly equal to 1.
Lemma 5.28 Consider again the above Poisson Schur semigroup from (5.26) with I = Z.
Then for any i, j, k, l ∈ Z, i > j > k > l, we have
〈αi − αj , αk − αl〉H = 0.
Proof : Indeed, we have
〈αi − αj , αk − αl〉H =
〈 i∑
r=0
er −
j∑
r=0
er,
k∑
r=0
er −
l∑
r=0
er
〉
H
=
〈 i∑
r=j+1
er,
k∑
r=l+1
er
〉
H
= 0
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Lemma 5.29 Consider again the above Poisson Schur semigroup from (5.26), we have Gapα =
1.
Proof : It is clear that it suffices to examine the case I = Z.
For the inequality Gapα 6 1, it suffices to take i = 1, j = k = l = 0, in which case we have
‖(αi − αj)− (αk − αl)‖2H = ‖αi − αj‖2H = |i− j| = 1.
For the reverse inequality Gapα > 1, consider any i, j, k, l such that αi − αj 6= αk − αl. We
want to estimate ‖(αi − αj)− (αk − αl)‖2 from below. Using that ‖x‖ = ‖−x‖ and exchanging
names of indices, we can assume without loss of generality that max(i, j, k, l) = i.
First case: We have l = min(i, j, k, l). Then exchanging the names of indices j and k if
necessary, we have i > j > k > l. Thus, according to Lemma 5.28, we have 〈αi−αj , αk−αl〉 = 0.
Consequently,
‖(αi − αj)− (αk − αl)‖2 = ‖αi − αj‖2 + ‖αk − αl‖2 − 2〈αi − αj , αk − αl〉
= |i− j|+ |k − l| − 0.
Clearly, if this expression is 0, then i = j and k = l, which is excluded by αi − αj 6= αk − αl,
or αi − αk 6= αj − αl in case that we had exchanged names of indices. In any other case, this
expression is > 1 since i, j, k, l take entire values.
Second case: We have min(i, j, k, l) ∈ {j, k} and l is the second smallest value among i, j, k, l.
Then exchanging the names of indices j and k if necessary, we can suppose min(i, j, k, l) = k.
So we have i > j > l > k, and thus by Lemma 5.28 〈αi − αj , αl − αk〉 = 0. We calculate
‖(αi − αj)− (αk − αl)‖2 = ‖αi − αj‖2 + ‖αk − αl‖2 + 2〈αi − αj , αl − αk〉
= |i− j|+ |k − l|+ 0.
We argue as before to see that this quantity is > 1.
Third case: We have min(i, j, k, l) ∈ {j, k} and l is the second biggest value among i, j, k, l.
Then exchanging the names of indices j and k if necessary, we can suppose min(i, j, k, l) = k.
So we have i > l > j > k, and thus by Lemma 5.28
〈αi − αj , αk − αl〉 = 〈αi − αl, αk − αl〉+ 〈αl − αj , αk − αl〉
= −0 + 〈αl − αj , αk − αj〉+ 〈αl − αj , αj − αl〉 = −0− 0− ‖αl − αj‖2 = −|l − j|.
Then we calculate
‖(αi − αj)− (αk − αl)‖2 = ‖αi − αj‖2 + ‖αk − αl‖2 − 2〈αi − αj , αk − αl〉
= |i− j|+ |k − l|+ 2|l− j| = i− j + l− k + 2l− 2j = i− k + 3(l− j).
Again we argue as before to see that this quantity is > 1.
Markovian semigroups of Herz-Schur multipliers vs. markovian semigroups of
Fourier multipliers. Let G be a discrete group and ψ : G → R be a function. Suppose
that ψ(e) = 0. Recall that by [BHV, Corollary C.4.19], the function ψ is conditionally negative
definite if and only if for any t > 0 the function e−tψ is of positive type. On the one hand,
by [DCH, Proposition 4.2] that exactly means that ψ induces a completely positive Fourier
multiplier Tt
def
= Mexp(−tψ) : VN(G) → VN(G) for any t > 0. On the other hand, by [BHV,
Definition C.4.1] and [BrO, Theorem D.3] that is equivalent to say that ψ induces a com-
pletely positive Herz-Schur multiplier THSt : B(ℓ
2
G) → B(ℓ2G) for any t > 0 (whose symbol is
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[
exp(−tφ(s, r))]
s,r∈G where φ(s, r)
def
= ψ(s−1r) for any s, r ∈ G). In this case, it is easy to
check and well-known that we obtain a markovian semigroup (Tt)t>0 of Fourier multipliers and
a markovian semigroup (THSt )t>0 of Schur multipliers. Hence there is a bijective correspondence
between markovian semigroups of Fourier multipliers on VN(G) and markovian semigroups of
Schur multipliers on B(ℓ2G). So any triple (b, π,H) associated to a markovian semigroup (Tt)t>0
of Fourier multipliers by Proposition 2.21 gives a couple (α,H) associated to (THSt )t>0 by [Arh1,
Proposition 5.4] and conversely. More precisely, if ψ(s) = ‖bψ(s)‖2H then for any s, r ∈ G
φ(s, r) = ψ(s−1r) =
∥∥bψ(s−1r)∥∥2H (2.64)= ‖bψ(s) + πs(bψ(t))‖2H
(2.65)
= ‖−πs−1(bψ(s)) + πs−1(bψ(r))‖2H = ‖bψ(r) − bψ(s)‖2H .
So we can consider the couple (bψ, H) for the semigroup (T
HS
t )t>0.
Next we compare the gaps of Herz-Schur and Fourier markovian semigroups as we encoun-
tered them in Subsections 5.4 and 5.5. We will see in Proposition 5.35 that a strict inequality
may occur in the following result.
Proposition 5.30 Let (Tt)t>0 and (T
HS
t )t>0 be markovian semigroups of Fourier multipliers
and Herz-Schur multipliers as above. Consider a triple (b, π,H) for the first semigroup and the
couple (α,H) such that α
def
= b for the second semigroup. We have
(5.27) Gapα 6 Gapψ
where Gapα and Gapψ are defined in (5.3) and (5.21).
Proof : For any i, j, l, k ∈ G, we have αi − αj = b(i)− b(j) (2.64)= πj(b(j−1i)) = πj(αj−1i) and
αk − αl = πl(αl−1k). Thus, we have
Gapα
(5.3)
= inf
αi−αj 6=αk−αl
‖(αi − αj)− (αk − αl)‖2H = infαi−αj 6=αk−αl
∥∥πj(αj−1i)− πl(αl−1k)∥∥2H
= inf
i,j,k,l
∥∥πl−1j(αj−1i)− αl−1k∥∥2H = infj,s,r ‖πj(αs)− αr‖2H ,
where the infimum is taken over those j, s, r ∈ G such that the considered norm is 6= 0. On the
other hand, we have, since b(s) = αs and by considering j = e and πe = IdH in the inequality
Gapψ
(5.21)
= inf
b(s) 6=b(t)
‖b(s)− b(t)‖2H = inf
αs 6=αr
‖αs − αr‖2H > infj,s,r ‖πj(αs)− αr‖
2
H
= Gapα,
(again infimum over non-zero quantities).
Finite-dimensional Hilbert spaces and coboundary cocycles over infinite groups: a
dichotomy between non-injective cocycles and the condition Gapψ = 0. Now, we
consider particular markovian semigroups of Fourier multipliers and their corresponding semi-
groups of Herz-Schur multipliers and ask whether the representations b = α are injective and
calculate the gaps Gapψ and Gapα defined in (5.3) and (5.21). We start with a general observa-
tion. Consider an infinite discrete group G and a finite-dimensional orthogonal representation
π : G → O(H). Consider a 1-cocycle b : G → H with respect to π. So we have a markovian
semigroup of Fourier multipliers on VN(G) and a semigroup of Herz-Schur multipliers on B(ℓ2G).
For 1-coboundaries, the situation is not as nice as in Subsections 5.4 and 5.5. Indeed, we
have the following proposition.
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Proposition 5.31 Let G be an infinite discrete group and b : G → H be a 1-coboundary with
respect to some finite-dimensional orthogonal representation π : G → O(H). If b is injective,
then Gapψ = Gapα = 0. So if Gapψ > 0 or Gapα > 0 then b is non-injective.
Proof : By definition [BHV, Definition 2.2.3], there exists ξ ∈ H such that b(s) = πs(ξ) − ξ
for any s ∈ G. Clearly, the formula b(s) = πs(ξ) − ξ implies that ξ 6= 0 in the casewhere b is
injective. For simplicity, we assume that ‖ξ‖H = 1. Since b is injective, O = {πs(ξ) : s ∈ G}
is an infinite subset of the sphere S of H . Since H is finite-dimensional, S is compact. So that
there exists some accumulation point η in the sphere of the orbit O. We have thus a convergent
sequence (πsn(ξ)) consisting by injectivity of b of different points. We infer that
0 6 Gapψ
(5.21)
6 lim
n→∞ ‖b(sn)− b(sn+1)‖
2
= lim
n→∞
∥∥πsn+1(ξ)− πsn(ξ)∥∥2 = 0.
Thus 0 6 Gapα
(5.27)
6 Gapψ = 0.
Remark 5.32 In the paper [JMP1, page 1967], the authors were able to find the original paper
which contains the famous Bieberbach Theorem. Unfortunately, this theorem is badly written
in [JMP1, page 1967] (since a crucial assumption is missing ; to compare with a textbook, e.g.
[Rat1, Th 7.2.4 page 306]). So the proof of [JMP1, Theorem 6.4] is doubtful since this “more
general version” of Bieberbach Theorem is used in the proof.
Recall that a topological group has property (FH) if every affine isometric action of G on a
real Hilbert space has a fixed point, see [BHV, Definition 2.1.4]. Note that by [BHV, Theorem
2.12.4], if a discrete group G has (T) then G has (FH) and the converse is true if G is countable.
A finite group has (FH). The groups Zk and free groups Fk does not have (FH) if k > 1. Using
[BHV, Proposition 2.2.10], we deduce the following result. In [JMP1, page 1968], it is written
that “infinite groups satisfying Kazhdan property (T) do not admit finite-dimensional standard
cocycles” (i.e. injective, finite-dimensional with Gapψ > 0). But from our point of view, the
proof is missing. Proposition 5.31 allow us to give a proof and to obtain a slightly more general
version.
Corollary 5.33 Let G be an infinite discrete group with property (FH) and b : G → H be a
1-cocycle with respect to some finite-dimensional orthogonal representation π : G→ B(H). If b
is injective, then Gapψ = Gapα = 0.
Semigroups on finite groups Let G be a finite group. By [JMP1, pages 1970-1971], there
exists always an orthogonal representation π : G → H on finite-dimensional real Hilbert space
H and an injective 1-cocycle b : G→ H with respect to π. In this case, since G is finite, b only
takes a finite number of values. This implies that Gapψ
(5.21)
= infb(s) 6=b(t) ‖b(s)− b(t)‖2H > 0. For
example, we can consider the left regular representation π : G→ B(ℓ2G) defined by πs(et) = est
for any s, t ∈ G and the cocycle b : G→ ℓ2G, s 7→ πs(ξ)−ξ where ξ is some vector of ℓ2G satisfying
πs(ξ) 6= ξ for any element s of G − {eG}. We refer to [JMP1, a) and b) page 1971] for other
interesting examples of 1-cocycles. Note in addition that in the context of Schur multipliers,
we also have Gapα > 0 if α = b.
Heat semigroup on Tn HereG = Zn. We consider the Heat semigroup (Tt)t>0 on L
∞(Tn) =
VN(Zn) defined by Tt : L
∞(Tn)→ L∞(Tn), eitk· 7→ e−t|k|2eitk·. The associated finite-dimensional
injective cocycle is given by the canonical inclusion b : Zn → Rn equipped with the trivial action
πk = IdRn for all k ∈ Zn.
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Lemma 5.34 Consider the above heat semigroup. We have Gapψ = 1.
Proof : Indeed, we have Gapψ
(5.21)
= infbψ(k) 6=bψ(l) ‖bψ(k)− bψ(l)‖2Rn = infk 6=l,k,l∈Zn |k− l|2 = 1.
The donut type markovian semigroup of Fourier and Herz-Schur multipliers. Con-
sider now the example of donut type Fourier multipliers in the spirit of [JMP1, Section 5.3].
That is, we consider the group G = Z with cocycle
(5.28) b(n)
def
=
(
e2πiαn, e2πiβn
)− (1, 1) ∈ C2 = R4,
where α, β ∈ R and we consider C2 as the real Hilbert space R4. The associated cocycle
orthogonal representation is23
(5.29) πn(x, y)
def
=
(
e2πiαnx, e2πiβny
)
n ∈ Z, x, y ∈ C.
Proposition 5.35 Consider the case that both α and β take rational values. Then b : Z→ C2 is
not injective, but Gapψ,Gapα > 0. Moreover, the strict inequality Gapα < Gapψ may happen.
Proof : Consider p, q ∈ Z and N ∈ N∗ such that α = p
N
and β = q
N
. We have
b(n+N) =
(
e2πi(p+αn), e2πi(q+βn)
)− (1, 1) = (e2πiαn, e2πiβn)− (1, 1) = b(n),
so that b is N -periodic, and hence only takes a finite number of values. In particular, the
function b : Z → C2 is not injective and the set {b(n) − b(m) : n,m ∈ Z} is finite, which
readily implies that Gapψ = infb(n) 6=b(m) ‖b(n)− b(m)‖2R4 > 0. In the same manner, we obtain
Gapα = infb(i)−b(j) 6=b(k)−b(l) ‖b(i)− b(j)− (b(k)− b(l))‖2R4 > 0.
We turn to the statement of strict inequality. To this end, we take α = β = 18 . Then
Gapψ = 2 inf
∥∥(e2πiαn − 1)− (e2πiαm − 1)∥∥2
C
= 2 inf
∥∥∥e2πiα(n−m) − 1∥∥∥2
C
= 2
∣∣∣e2πi 18 − 1∣∣∣2 = 2 · ∣∣∣∣1 + i√2 − 1
∣∣∣∣2 = 2 ·
((
1√
2
− 1
)2
+
1
(
√
2)2
)
= 4
(
1− 1√
2
)
.
On the other hand, according to the proof of Proposition 5.30, we have
Gapα = 2 inf
∥∥e2πiαn(e2πiαr − 1)− (e2πiαs − 1)∥∥2
C
6 2
∥∥e2πiα·1(e2πiα·2 − 1)− (e2πiα·4 − 1)∥∥2
C
= 2
∥∥∥∥1 + i√2 (i− 1)− (−1− 1)
∥∥∥∥2
C
= 2
∣∣∣∣ 1√2(i− 1− 1− i) + 2
∣∣∣∣2 = 2 ∣∣∣∣2(1− 1√2
)∣∣∣∣2
= 8
(
1− 1√
2
)2
< 4
(
1− 1√
2
)
= Gapψ,
since 1− 1√
2
∈ (0, 12).
23. For any n,m ∈ Z, we have the cocycle law
b(n) + πn(bm) =
(
e2πiαn, e2πiβn
)
− (1, 1) + πn
[(
e2πiαm, e2πiβm
)
− (1, 1)
]
=
(
e2πiαn, e2πiβn
)
− (1, 1) +
(
e2πiα(n+m), e2πiβ(n+m)
)
−
(
e2πiαn, e2πiβn
)
=
(
e2πiα(n+m), e2πiβ(n+m)
)
− (1, 1)
= b(n+m).
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Lemma 5.36 Suppose that at least one of the numbers α and β is irrational. Then the cocycle
b is injective, and Gapα = Gapψ = 0.
Proof : If, say α, is irrational, then e2πiαn = 1 for some n ∈ Z implies that αn ∈ Z, so n = 0.
Then b(n) = b(m) for some n,m ∈ Z implies that e2πiαn − 1 = e2πiαm − 1, so e2πiα(n−m) = 1,
and consequently, n−m = 0. We infer that b is injective. Note that G = Z is infinite, H = R4 is
finite-dimensional. Furthermore, since b(n)
(5.28)
=
(
e2πiαn, e2πiβn
)− (1, 1) (5.29)= πn(1, 1)− (1, 1),
the cocycle b is a coboundary. Thus the assumptions of Proposition 5.31 are fulfilled. This
proposition implies that Gapα = Gapψ = 0.
The free group F2. Consider now the example of the action of the free group F2 with two
generators a1 and a2 on R
3 from [JMP1, Section 5.5]. That is, we consider the representation
u : F2 → O(R3) from the Banach-Tarski paradox. Take an angle θ ∈ R\2πQ and define u
uniquely by putting
πa1 =
cos θ − sin θ 0sin θ cos θ 0
0 0 1
 and πa2 =
1 0 00 cos θ − sin θ
0 sin θ cos θ
 .
Then it is known that π : F2 → O(R3) is injective. Further it is shown in [JMP1, Section 5.5] that
there exists some ξ ∈ R3\{0} such that b : F2 → R3, b(s) = πs(ξ)− ξ is an injective coboundary
cocycle. We appeal again to Proposition 5.31 to deduce that in this case Gapα = Gapψ = 0.
5.7 Banach spectral triples
We refer to [CGRS1], [GVF1] and [CGIS1] for more information on spectral triples. A (possibly
kernel-degenerate, compact) spectral triple (A,H,D) consists of a unital C∗-algebra, a Hilbert
space H a selfadjoint operator D and a representation π : A→ B(H) which satisfy the following
properties.
1. D−1 is compact on RanD.
2. The set
LipD(A)
def
=
{
a ∈ A : π(a) · domD ⊂ domD and the unbounded operator
[D,π(a)] : domD ⊂ H → H extends to an element of B(H)}
is dense in A.
In the next section, we give new examples of spectral triples. Our examples can be general-
ized in the context of Lp-spaces instead of Hilbert spaces. So, it is natural to state the following
definition.
Definition 5.37 A Banach spectral triple (A,X,D) consists of the following data: a reflexive
Banach space X, a bisectorial operator D on X with a dense domain domD ⊂ X, a Banach
algebra A and a homomorphism π : A→ B(X) such that for all a ∈ A we have:
1. D admits a bounded H∞ functional calculus on a bisector Σ±ω .
2. |D|−1 is a compact operator on RanD.
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3. The set
LipD(A)
def
=
{
a ∈ A : π(a) · domD ⊂ domD and the unbounded operator(5.30)
[D,π(a)] : domD ⊂ X → X extends to an element of B(X)}
is dense in A.
In these conditions, D is closed since any operator with non-empty resolvent set is closed.
Moreover, by [HvNVW2, page 448], we have a direct sum decomposition X = RanD ⊕KerD.
Finally, note that a spectral triple is a Banach spectral triple. Note that we can define LipD(A)
in the case of a unbounded operator D with dense domain.
In the sequel, we will use sometimes the notation a for π(a). If a ∈ LipD(A), we let
(5.31) ‖a‖D
def
=
∥∥[D, a]∥∥
X→X .
In the following, at several places we will use ideas of the proofs of [Rie4, Proposition 3.7]
and [Lat8, Proposition 1.6]. We refer to [Wea1] for related things. The point 1 says that the
map ∂D : LipD(A)→ B(X), a 7→ [D, a] is a derivation.
Proposition 5.38 Let X be a reflexive Banach space X. Consider a closed linear operator D
on X with dense domain domD ⊂ X, a Banach algebra A and a homomorphism π : A→ B(X).
1. The space LipD(A) is a subalgebra of A. Moreover, if a, b ∈ LipD(A), we have
(5.32) [D, ab] = a[D, b] + [D, a]b and
∥∥ab∥∥
D
6 ‖a‖D ‖b‖A + ‖a‖A ‖b‖D .
2. ‖·‖D is a seminorm on LipD(A).
3. For any a ∈ LipD(A) we have π(a)∗ · domD∗ ⊂ domD∗ and the linear operator
[D∗, π(a)∗] : domD∗ ⊂ X∗ → X∗
extends to a bounded operator on X∗ denoted with the same notation and we have
(5.33) [D,π(a)]∗ = −[D∗, π(a)∗].
4. Suppose that π : A→ B(X) is continuous when A is equipped with the weak topology and
when B(X) is equipped with the weak operator topology. Then ‖·‖D is lower semicontinu-
ous on LipD(A) when LipD(A) is equipped with the induced topology by the weak topology
of A.
Proof : 1. If a, b ∈ LipD(A) then ab · domD = a · (b · domD) ⊂ a · domD ⊂ domD. Moreover,
if ξ ∈ domD then:
Dabξ − abDξ = Dabξ − aDbξ + aDbξ − abDξ = [D, a]bξ + a[D, b]ξ.
Thus, as operators on domD, we conclude that [D, ab] = a[D, b] + [D, a]b. So ab ∈ LipD(A).
Moreover, we have
‖ab‖D
(5.31)
=
∥∥[D, ab]∥∥
X→X =
∥∥[D, a]b+ a[D, b]∥∥
X→X
6
∥∥[D, a]∥∥
X→X ‖b‖A + ‖a‖A
∥∥[D, b]∥∥
X→X = ‖a‖D ‖b‖A + ‖a‖A ‖b‖D .
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2. If λ ∈ C and a ∈ LipD(A), we have ‖λa‖D
(5.31)
=
∥∥[D,λa]∥∥
X→X =
∥∥λ[D, a]∥∥
X→X =
|λ|∥∥[D, a]∥∥
X→X = |λ|
∥∥a∥∥
D
. If a, b ∈ LipD(A), we have ‖a+ b‖D
(5.31)
=
∥∥[D, a + b]∥∥
X→X =∥∥[D, a] + [D, b]∥∥
X→X 6
∥∥[D, a]∥∥
X→X +
∥∥[D, b]∥∥
X→X
(5.31)
= ‖a‖D + ‖b‖D.
3. Let a ∈ LipD(A). If ξ ∈ domD∗ and ζ ∈ domD then:〈
π(a)∗ξ,D(ζ)
〉
X∗,X
=
〈
ξ, π(a)D(ζ)
〉
X∗,X
=
〈
ξ,Dπ(a)ζ
〉
X∗,X
− 〈ξ, [D,π(a)]ζ〉
X∗,X
=
〈
D∗(ξ), π(a)ζ
〉
X,X∗
− 〈ξ, [D,π(a)]ζ〉
X,X∗
.
Now, the linear map ζ 7→ 〈D∗(ξ), π(a)∗ζ〉
X,X∗
is continuous. Since [D,π(a)] is bounded, the
linear map domD∗ → C, ζ 7→ 〈ξ, [D∗, π(a∗)]ζ〉
X,X∗
is also continuous. Hence domD∗ → C,
ζ 7→ 〈π(a)∗ξ,D∗(ζ)〉 is continuous. Hence π(a∗)ξ belongs to domD∗.
For any a ∈ LipD(A), any ξ ∈ domD and any ζ ∈ domD∗, we have〈
[D,π(a)]ξ, ζ
〉
X,X∗
=
〈
(Dπ(a)− π(a)D)ξ, ζ〉
X,X∗
=
〈
Dπ(a)ξ, ζ
〉
X,X∗
− 〈π(a)Dξ, ζ〉
X,X∗
=
〈
π(a)ξ,D∗η
〉− 〈Dξ, π(a)∗ζ〉
X,X∗
=
〈
π(a)ξ, π(a)∗D∗η
〉− 〈ξ,D∗π(a)∗ζ〉
X,X∗
=
〈
ξ,−[D∗, π(a)∗]ζ〉
X,X∗
.
Hence the operators [D,π(a)] and −[D∗, π(a)∗] are formal adjoint to each other in the sense of
[Kat1, page 167]. We infer that −[D∗, π(a)∗] ⊂ [D,π(a)]∗. Since this latter operator is bounded
and since the domain domD∗ of −[D∗, π(a)∗] is dense by [Kat1, Problem 5.248], we obtain the
result.
Suppose that π : A→ B(X) is continuous when A is equipped with the weak topology and
when B(X) is equipped with the weak operator topology and that if a ∈ LipD(A) we have
π(a)∗ · domD∗ ⊂ domD∗. Then ‖·‖D is lower semicontinuous on LipD(A) when LipD(A) is
equipped with the induced topology by the weak topology of A.
4. Let a ∈ A and (aj) be a net of elements of LipD(A) such that (aj) converges weakly to
a and ‖aj‖D 6 1. We have to show that a belongs to LipD(A) and that ‖a‖D 6 1. Note that
(5.34)
∥∥[D∗, π(aj)∗]∥∥X→X (5.33)= ∥∥[D,π(aj)]∥∥X→X 6 1
and that π(aj) → π(a) converges for the weak operator topology. Let ξ ∈ domD and let
ζ ∈ domD∗. Note that π(aj)∗(ζ) belongs to domD∗. Then for any integer n〈
π(aj)ξ,D
∗(ζ)
〉
X,X∗
=
〈
ξ, π(aj)
∗D∗(ζ)
〉
X,X∗
=
〈
ξ,D∗π(aj)∗(ζ)
〉
X,X∗
− 〈ξ, [D∗, π(aj)∗]ζ〉X,X∗
=
〈
D(ξ), π(aj)
∗ζ
〉
X,X∗
− 〈ξ, [D∗, π(aj)∗]ζ〉X,X∗ .
Passing to the limit and using the point 3, we deduce that∣∣∣〈π(a)ξ,D∗(ζ)〉
X,X∗
∣∣∣ = lim
j
∣∣∣〈π(aj)ξ,D∗(ζ)〉X,X∗ ∣∣∣
6 lim inf
j
[ |〈Dξ, π(aj)∗ζ〉X,X∗ |+ |〈ξ, [D∗, π(aj)∗]ζ〉X,X∗ | ]
(5.34)
6 |〈Dξ, π(a)∗ζ〉X,X∗ |+ ‖ξ‖X ‖ζ‖X∗ 6 ‖ζ‖X∗
( ‖D(ξ)‖X ‖π(a)‖A + ‖ξ‖X ).
So the function domD∗ → C, ζ 7→ 〈π(a)ξ,D∗(ζ)〉
X,X∗
is continuous, and thus π(a)ξ ∈
domD∗∗ = domD by [Kat1, Theorem 5.29]. We conclude that π(a) · domD ⊂ domD. If
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ξ ∈ domD and ζ ∈ domD∗ with ‖ξ‖X 6 1 and ‖ζ‖X∗ 6 1 then∣∣∣〈π(aj)ξ,D∗(ζ)〉X,X∗ − 〈D(ξ), π(aj)∗ζ〉X,X∗ ∣∣∣ = ∣∣∣〈Dπ(aj)(ξ), ζ〉X,X∗ − 〈π(aj)D(ξ), ζ〉X,X∗ ∣∣∣
=
∣∣∣〈(Dπ(aj)− π(aj)D)(ξ), ζ〉X,X∗ ∣∣∣ = ∣∣∣〈[D,π(aj)](ξ), ζ〉X,X∗ ∣∣∣
6
∥∥[D,π(aj)]∥∥X→X ‖ξ‖X ‖ζ‖X∗ 6 1.
Passing to the limit, we obtain∣∣∣〈[D,π(a)]ξ, ζ〉
X,X∗
∣∣∣ = ∣∣∣〈(Dπ(a)− π(a)D)ξ, ζ〉
X,X∗
∣∣∣
= |〈π(a)ξ,D∗ζ〉X,X∗ − 〈Dξ, π(a)∗ζ〉X,X∗ | 6 1.
Hence [D,π(a)] is bounded on domD and thus extends to X to a bounded operator and
‖[D,π(a)]‖ 6 1.
Remark 5.39 In the particular case of a spectral triple, we have D = D∗ and π(a)∗ = π(a∗).
So the above says that LipD(A) is a ∗-subalgebra of A (which is well-known folklore).
Remark 5.40 In the point 4, we can replace the weak topology on A by a topology such that
π : A→ B(X) remains continuous when B(X) is equipped with the weak operator topology.
The following is a Banach space generalization of [FMR1, Proposition 2.1] proved with a
similar method.
Proposition 5.41 Let X be a Banach space and D : domD ⊂ X → X be a closed operator.
1. Suppose that C is a core of D and that a ∈ B(X) satisfy
(a) a · C ⊂ domD
(b) [D, a]|C : C → X is bounded on C.
Then a · domD ⊂ domD and the operator [D, a] : domD → H is well-defined.
2. If in addition D is densely defined and if there exists an adjoint24 T : domT ⊂ X∗ →
domX∗ and a subspace Y of domT which is dense in X∗ such that a∗ · Y ⊂ domT , then
[D, a] : domD → X extends to a bounded operator on X.
Proof : 1. Let x ∈ domD. By (2.6) there exists a sequence (xn) of elements of C such that
xn → x and D(xn)→ D(x) in X . Since a ∈ B(X), we have a(xn)→ a(x) in X . Moreover, for
any integer n,m, we have∥∥Da(xn)−Da(xm)∥∥X = ∥∥aD(xn)− aD(xm) +Da(xn)− aD(xn)−Da(xm) + aD(xm)∥∥X
=
∥∥aD(xn)− aD(xm) + [D, a](xn)− [D, a](xm)∥∥X
6 ‖a‖X→X
∥∥D(xn)−D(xm)∥∥X + ∥∥[D, a]∥∥C→X ‖xn − xm‖X .
We infer that (Da(xn)) is a Cauchy sequence in X hence converges. Since D is closed, we
conclude that a(x) belongs to domD.
24. In the sense of [Kat1, page 167].
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2. Let x ∈ domD and y ∈ Y . Then〈
[D, a](x), y
〉
X,X∗
=
〈
(Da− aD)(x), y〉
X,X∗
=
〈
Da(x), y
〉
X,X∗
− 〈aD(x), y〉
X,X∗
=
〈
a(x), T (y)
〉
X,X∗
− 〈D(x), a∗(y)〉
X,X∗
=
〈
x, a∗T (y)
〉− 〈x, Ta∗(y)〉
X,X∗
=
〈
x,−[T, a∗](y)〉
X,X∗
.
We infer that y ∈ dom[D, a]∗. Hence Y ⊂ dom[D, a]∗. Since Y is dense in X∗, we deduce that
[D, a]∗ is densely defined. By [Kat1, Theorem 5.28], this implies that [D, a] is closable. From
[D, a]|C ⊂ [D, a], we have [D, a]|C ⊂ [D, a] and the closure [D, a]|C is the bounded extension
of [D, a]|C on X (note that C is dense in X since domD is dense). Hence the closed operator
[D, a] is defined on X hence bounded by [Kat1, Theorem 5.20].
Recall that a spectral triple (A,H,D) is even if there exists a selfadjoint unitary operator
γ : H → H such that γ2 = IdH , γD = −Dγ and γπ(a) = π(a)γ for all a ∈ A.
Definition 5.42 We say that a Banach spectral triple (A,X,D) is even there exists a surjective
isometry γ : X → X such that γ2 = IdX , γD = −Dγ and γπ(a) = π(a)γ for all a ∈ A.
5.8 Spectral triples associated to semigroups of Schur multipliers I
Suppose 1 < p < ∞ and −1 6 q < 1. Recall that the (full) Hodge-Dirac operator Dα,q,p with
domain domDα,q,p = dom ∂α,q,p ⊕ dom(∂α,q,p∗)∗ is defined in (4.18) by the formula
(5.35) Dα,q,p =
[
0 (∂α,q,p∗)
∗
∂α,q,p 0
]
.
For any a ∈ B(ℓ2I), we denote by L˜a def= IdLp(Γq(H)⊗La : Lp(Γq(H)⊗B(ℓ2I))→ Lp(Γq(H)⊗B(ℓ2I)), f⊗
eij 7→ f⊗aeij the left action and by R˜a def= IdLp(Γq(H)⊗Ra : Lp(Γq(H)⊗B(ℓ2I))→ Lp(Γq(H)⊗B(ℓ2I)), f⊗
eij 7→ f ⊗ eija the right action.
If a ∈ S∞I , we define the bounded operator π(a) : SpI ⊕p Lp(Γq(H)⊗B(ℓ2I)) → SpI ⊕p
Lp(Γq(H)⊗B(ℓ2I)) by
(5.36) π(a)
def
=
[
La 0
0 L˜a
]
, a ∈ S∞I
where La : S
p
I → SpI is the left multiplication operator defined in (2.11).
Lemma 5.43 The map π is continuous when S∞I is equipped with the weak topology and when
B(SpI ⊕p Lp(Γq(H)⊗B(ℓ2I))) is equipped with the weak* topology.
Proof : Indeed, we show that the map π˜ : B(ℓ2I)→ B(SpI ⊕p Lp(Γq(H)⊗B(ℓ2I))), a 7→
[
La 0
0 L˜a
]
is weak* continuous. Let (aj) be a bounded net of B(ℓ
2
I) converging in the weak* topology to
a. It is obvious that the nets (Laj ) and (L˜aj ) are bounded. If x ∈ SpI and if y ∈ Sp
∗
I , we have
〈Laj (x), y〉Sp
I
,S
p∗
I
= Tr(ajxy) −→
j
Tr(axy) = 〈La(x), y〉Sp
I
,S
p∗
I
since xy ∈ S1I . So (Laj ) converges
to La in the weak operator topology. Since S
p
I is reflexive, the weak operator topology and the
weak* topology of B(SpI ) coincide on bounded sets. We conclude that (Laj ) converges to (La)
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in the weak* topology. If
∑
k zk ⊗ tk and if
∑
l cl ⊗ bl are elements of Γq(H)⊗MI,fin we have〈
L˜aj
(∑
k
zk ⊗ tk
)
,
∑
l
cl ⊗ bl
〉
Lp(Γq(H)⊗B(ℓ2I )),Lp∗(Γq(H)⊗B(ℓ2I))
=
∑
k,l
τ(zkcl)Tr(ajtkbl)
−→
j
∑
k,l
τ(zkcl)Tr(atkbl) =
〈
L˜a
(∑
k
zk ⊗ tk
)
,
∑
l
cl ⊗ bl
〉
Lp(Γq(H)⊗B(ℓ2I)),Lp∗(Γq(H)⊗B(ℓ2I ))
.
By a “net version” of [Kat1, Lemma 3.6 page 151], the bounded net (L˜aj ) converges to L˜a in
the weak operator topology. Once again, since Lp(Γq(H)⊗B(ℓ2I)) is reflexive, the weak operator
topology and the weak* topology of B(Lp(Γq(H)⊗B(ℓ2I))) coincide on bounded sets. We infer
that (L˜aj ) converges to (L˜a) in the weak* topology. By [BLM, Theorem A.2.5 (2)], we conclude
that π˜ is weak* continuous.
Proposition 5.44 Suppose 1 < p <∞ and −1 6 q < 1.
1. We have (Dα,q,p)∗ = Dα,q,p∗ . In particular, the operator Dα,q,2 is selfadjoint.
2. We have
(5.37) S∞I ∩ dom ∂α,q,∞ ⊂ LipDα,q,p(S∞I ).
3. For any a ∈ S∞I ∩ dom ∂α,q,∞, we have
(5.38)∥∥[Dα,q,p, π(a)]∥∥Sp
I
⊕pLp(Γq(H)⊗B(ℓ2I ))→SpI⊕pLp(Γq(H)⊗B(ℓ2I))
6
∥∥∂α,q,∞(a)∥∥Γq(H)⊗B(ℓ2I).
4. Suppose p > 2. If Gapα > 0 and if H is finite-dimensional then the operator
|Dα,q,p|−1 : Ran(∂α,q,p∗)∗ ⊕ Ran ∂α,q,p → Ran(∂α,q,p∗)∗ ⊕ Ran ∂α,q,p
is compact.
Proof : 1. An element (z, t) of Sp
∗
I ⊕p∗Lp
∗
(Γq(H)⊗B(ℓ2I)) belongs to dom(Dα,q,p)∗ if and only if
there exists (a, b) ∈ SpI⊕pLp(Γq(H)⊗B(ℓ2I)) such that for any (x, y) ∈ dom ∂α,q,p⊕dom(∂α,q,p∗)∗
we have 〈[
0 (∂α,q,p∗)
∗
∂α,q,p 0
] [
x
y
]
,
[
z
t
]〉
=
〈[
x
y
]
,
[
a
b
]〉
(5.39)
⇐⇒ 〈(∂α,q,p∗)∗(y), z〉+ 〈∂α,q,p(x), t〉 = 〈y, b〉+ 〈x, a〉.
If z ∈ dom ∂α,q,p∗ and if t ∈ dom(∂α,q,p)∗ the latter holds with b = ∂α,q,p∗(z) and a =
(∂α,q,p)
∗(t). This proves that dom ∂α,q,p∗ ⊕ dom(∂α,q,p)∗ ⊂ dom(Dα,q,p)∗ and that
(Dα,q,p)∗(z, t) =
(
(∂α,q,p)
∗(t), ∂α,q,p∗(z)
)
=
[
0 (∂α,q,p)
∗
∂α,q,p∗ 0
] [
z
t
]
(5.35)
= Dα,q,p∗(z, t).
Conversely, if (z, t) ∈ dom(Dα,q,p)∗, choosing y = 0 in (5.39) we obtain t ∈ dom(∂α,q,p)∗ and
taking x = 0 we obtain z ∈ dom ∂α,q,p∗ .
2 and 3. By Proposition 3.16 and Proposition 4.9, MI,fin and L
p(Γq(H)) ⊗MI,fin are cores
of ∂α,q,p∗ and (∂α,q,p∗)
∗. So MI,fin⊕ (Lp(Γq(H))⊗MI,fin) is a core of Dα,q,p. For any a ∈MI,fin,
we have La(MI,fin) ⊂ MI,fin and L˜a(Lp(Γq(H)) ⊗ MI,fin) ⊂ Lp(Γq(H)) ⊗ MI,fin. We infer
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that π(a) · (MI,fin ⊕ (Lp(Γq(H)) ⊗ MI,fin)) ⊂ domDα,q,p. So the condition (a) of the first
point of Proposition 5.41 is satisfied. Note also that π(a)∗ · (MI,fin ⊕ (Lp(Γq(H)) ⊗MI,fin)) ⊂
domDα,q,p∗ = dom(Dα,q,p)∗ (condition 2 of Proposition 5.41).
Let a ∈MI,fin. A simple calculation shows that[Dα,q,p, π(a)] (5.35)(5.36)= [ 0 (∂α,q,p∗)∗∂α,q,p 0
] [
La 0
0 L˜a
]
−
[
La 0
0 L˜a
] [
0 (∂α,q,p∗)
∗
∂α,q,p 0
]
=
[
0 (∂α,q,p∗)
∗L˜a
∂α,q,pLa 0
]
−
[
0 La(∂α,q,p∗)
∗
L˜a∂α,q,p 0
]
=
[
0 (∂α,q,p∗)
∗L˜a − La(∂α,q,p∗)∗
∂α,q,pLa − L˜a∂α,q,p 0
]
.
We calculate the two non-zero components of the commutator. For the lower left corner, if
x ∈ MI,fin we have25
(∂α,q,pLa − L˜a∂α,q,p)(x) = ∂α,q,pLa(x)− L˜a∂α,q,p(x) = ∂α,q,p(ax)− a∂α,q,p(x)(5.40)
(2.45)
= ∂α,q,p(a)x = L∂α,q,p(a)J(x)
where J : SpI → Lp(Γq(H)⊗B(ℓ2I)), x 7→ 1 ⊗ x. For the upper right corner, note that for any
y ∈ Lp(Γq(H))⊗MI,fin and any x ∈MI,fin〈(
(∂α,q,p∗)
∗L˜a − La(∂α,q,p∗)∗
)
(y), x
〉
=
〈
(∂α,q,p∗)
∗L˜a(y), x
〉− 〈La(∂α,q,p∗)∗(y), x〉
=
〈
L˜a(y), ∂α,q,p∗(x)
〉− 〈(∂α,q,p∗)∗(y),Ra(x)〉 = 〈y, R˜a∂α,q,p∗(x)〉 − 〈y, ∂α,q,p∗Ra(x)〉
=
〈
y, R˜a∂α,q,p∗(x) − ∂α,q,p∗Ra(x)
〉
=
〈
y, ∂α,q,p∗(x)a − ∂α,q,p∗(xa)
〉 (2.45)
=
〈
y,−x∂α,q(a)
〉
=
〈
y,−R˜∂α,q(a)(1⊗ x)
〉
= −〈L˜∂α,q(a)(y), 1⊗ x〉 = −〈EL˜∂α,q(a)(y), x〉Sp
I
,S
p∗
I
.
We conclude that
(5.41)
(
(∂α,q,p∗)
∗L˜a − La(∂α,q,p∗)∗
)
(y) = −EL˜∂α,q(a)(y).
The two non-zero components of the commutator are bounded linear operators on MI,fin and on
Lp(Γq(H))⊗MI,fin. We deduce that
[Dα,q,p, π(a)] is bounded on the core MI,fin⊕(Lp(Γq(H))⊗
MI,fin) of Dα,q,p. By Proposition 5.41, this operator extends to a bounded operator on SpI ⊕p
Lp(Γq(H). Hence MI,fin is a subset of LipDα,q,p(S
∞
I ). If (x, y) ∈ domDα,q,p and a ∈ MI,fin, we
have in addition∥∥[Dα,q,p, π(a)](x, y)∥∥p = ∥∥(((∂α,q,p∗)∗L˜a − La(∂α,q,p∗)∗)y, (∂α,q,pLa − L˜a∂α,q,p)x)∥∥p(5.42)
=
( ∥∥((∂α,q,p∗)∗L˜a − La(∂α,q,p∗)∗)y∥∥pSp
I
+
∥∥(∂α,q,pLa − L˜a∂α,q,p)x∥∥pp ) 1p
(5.41)(5.40)
=
( ∥∥EL˜∂α,q(a)(y)∥∥pSp
I
+ ‖∂α,q(a)J(x)‖pLp(Γq(H)⊗B(ℓ2I ))
) 1
p
6 ‖∂α,q(a)‖Γq(H)⊗B(ℓ2I) ‖(x, y)‖p .
We conclude that
(5.43)
∥∥[Dα,q,p, π(a)]∥∥
S
p
I
⊕pLp(Γq(H)⊗B(ℓ
2
I
))→S
p
I
⊕pLp(Γq(H)⊗B(ℓ
2
I
))
6 ‖∂α,q(a)‖Γq(H)⊗B(ℓ2I) .
25. Recall that the term ∂α,q,p(a)x is by definition equal to ∂α,q(a)(1 ⊗ x).
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Let a ∈ S∞I ∩ dom ∂α,q,∞. Let (aj) be a net in MI,fin such that aj → a and ∂α,q,∞(aj) →
∂α,q,∞(a) both for the weak* topology. By Krein-Smulian Theorem, we can suppose that the
nets (aj) and (∂α,q,∞(aj)) are bounded. Note that aj → a for the weak topology of S∞I . By the
point 4 of Proposition 5.38, we deduce that a ∈ LipDα,q,p(S∞I ). By continuity of π, note that
π(aj)→ π(a) for the weak operator topology. For any ξ ∈ domDα,q,p and any ζ ∈ dom(Dα,q,p)∗,
we have〈
[Dα,q,p, π(aj)]ξ, ζ
〉
S
p
I
⊕pLp(Γq(H),Sp∗I ⊕p∗Lp∗ (Γq(H)
=
〈
(Dα,q,pπ(aj)− π(aj)Dα,q,p)ξ, ζ
〉
=
〈Dα,q,pπ(aj)ξ, ζ〉 − 〈π(aj)Dα,q,pξ, ζ〉 = 〈π(aj)ξ, (Dα,q,p)∗η〉− 〈π(aj)Dα,q,pξ, ζ〉
−→
j
〈
π(a)ξ, (Dα,q,p)∗η
〉− 〈π(a)Dα,q,pξ, ζ〉 = 〈[Dα,q,p, π(a)]ξ, ζ〉.
Since the net ([Dα,q,p, π(aj)]) is bounded by (5.43), we deduce that ([Dα,q,p, π(aj)]) converges to
[Dα,q,p, π(a)] for the weak operator topology by a “net version” of [Kat1, Lemma 3.6 page 151].
Furthermore, it is (really) easy to check that L∂α,q,∞(aj)J → L∂α,q,∞(a)J and −EL˜∂α,q,∞(aj) →
−EL˜∂α,q,∞(a) both for the weak operator theory. By uniqueness of the limit, we deduce that
the commutator is given by the same formula that in the case of elements of MI,fin. From here,
we obtain (5.38) as in (5.42).
4. Recall that RanAp = Ran(∂α,q,p∗)∗ by Proposition 4.15 and that
D2α,q,p
(4.15)
=
[
Ap 0
0 (IdLp(Γq(H)) ⊗Ap)|Ran ∂α,q,p
]
.
So
|Dα,q,p|−1 =
[
Ap|RanAp 0
0 (IdLp(Γq(H)) ⊗Ap)|Ran ∂α,q,p
]− 12
=
[
A
− 12
p 0
0 B
− 12
p
]
.
By Lemma 5.19, the operators A
− 12
p and B
− 12
p are compact. We conclude that |Dα,q,p|−1 is
compact.
Remark 5.45 We does not know if LipDα,q,p(S
∞
I ) = S
∞
I ∩ dom ∂α,q,∞.
Remark 5.46 Note that the (Banach) spectral triple (Dα,q,p, SpI ⊕p Lp(Γq(H)⊗B(ℓ2I)), S∞I )
is even. Indeed, the Hodge-Dirac operator Dα,q,p anti-commutes with the involution γp def=[−IdSp
I
0
0 IdLp
]
: SpI ⊕p Lp(Γq(H)⊗B(ℓ2I)) → SpI ⊕p Lp(Γq(H)⊗B(ℓ2I)) (which is selfadjoint if
p = 2) since
Dα,q,pγp + γpDα,q,p
(5.35)
=
[
0 (∂α,q,p∗)
∗
∂α,q,p 0
] [−IdSp
I
0
0 IdLp
]
+
[−IdSp
I
0
0 IdLp
] [
0 (∂α,q,p∗)
∗
∂α,q,p 0
]
=
[
0 (∂α,q,p∗)
∗
−∂α,q,p 0
]
+
[
0 −(∂α,q,p∗)∗
∂α,q,p 0
]
= 0.
Moreover, for any a ∈ S∞I , we have
γpπ(a)
(5.36)
=
[−IdSp
I
0
0 IdLp
] [
La 0
0 L˜a
]
=
[−La 0
0 L˜a
]
=
[
La 0
0 L˜a
] [−IdSp
I
0
0 IdLp
]
(5.36)
= π(a)γp.
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5.9 Spectral triples associated to semigroups of Schur multipliers II
Suppose 1 < p <∞ and −1 6 q < 1. Now, we define another “Hodge-Dirac operator”. We let
(5.44) Dα,q(x⊗ eij) def= sq(αi − αj)x⊗ eij , x ∈ Lp(Γq(H)), i, j ∈ I.
We can see Dα,q as an unbounded operator acting on the subspace L
p(Γq(H)) ⊗ MI,fin of
Lp(Γq(H)⊗B(ℓ2I)).
Lemma 5.47 Suppose 1 < p <∞ and −1 6 q < 1.
1. For any a, b ∈ Lp(Γq(H))⊗MI,fin we have
(5.45)
〈
Dα,q(a), b
〉
=
〈
a,Dα,q(b)
〉
where we use the duality bracket 〈x, y〉 = τ(x∗y).
2. The operator Dα,q : L
p(Γq(H))⊗MI,fin ⊂ Lp(Γq(H)⊗B(ℓ2I))→ Lp(Γq(H)⊗B(ℓ2I)) is clos-
able.
Proof : 1. For any x, y ∈ Lp(Γq(H)) and any i, j, k, l ∈ I, we have〈
Dα,q(x⊗ eij), y ⊗ ekl
〉 (5.44)
=
〈
sq(αi − αj)x⊗ eij , y ⊗ ekl
〉
= τ
(
x∗sq(αi − αj)y
)
Tr(e∗ijekl) = δikδjlτ
(
x∗sq(αk − αl)y
)
= Tr(e∗ijekl)τ
(
x∗sq(αk − αl)y
)
=
〈
x⊗ eij , sq(αk − αl)y ⊗ ekl
〉 (5.44)
=
〈
x⊗ eij ,Dα,q(y ⊗ ekl)
〉
.
Thus (5.45) follows by linearity.
2. Since Lp
∗
(Γq(H))⊗MI,fin is dense in Lp∗(Γq(H)⊗B(ℓ2I)), this is a consequence of [Kat1,
Theorem 5.28].
We denote by Dα,q,p : domDα,q,p ⊂ Lp(Γq(H)⊗B(ℓ2I)) → Lp(Γq(H)) ⊗p SpI its closure. By
definition, the subspace Lp(Γq(H)) ⊗MI,fin is a core of Dα,q,p. We define the homomorphism
π : S∞I → B(Lp(Γq(H)⊗B(ℓ2I))) by
(5.46) π(a)
def
= IdLp(Γq(H)) ⊗ La, a ∈ S∞I
where La is defined in (2.11). Note that π(a) is equal to the map L˜a of Section 5.8. It is not
difficult to see that π is continuous when S∞I is equipped with the weak topology and when
B(Lp(Γq(H)⊗B(ℓ2I))) is equipped with the weak operator topology, see also Lemma 5.43.
Theorem 5.48 Suppose 1 < p <∞ and −1 6 q < 1.
1. We have (Dα,q,p)
∗ = Dα,q,p∗ with respect to the duality bracket 〈x, y〉 = τ(x∗y). In
particular, the operator Dα,q,2 is selfadjoint.
2. We have
(5.47) LipDα,q,p(S
∞
I ) = S
∞
I ∩ dom ∂α,q,∞.
3. For any a ∈ S∞I ∩ dom ∂α,q,∞, we have
(5.48) [Dα,q,p, π(a)] = L∂α,q,∞(a).
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4. For any a ∈ dom ∂α,q,∞, we have
(5.49)
∥∥[Dα,q,p, π(a)]∥∥Lp(Γq(H)⊗B(ℓ2I ))→Lp(Γq(H)⊗B(ℓ2I )) = ∥∥∂α,q,∞(a)∥∥Γq(H)⊗B(ℓ2I ).
5. Suppose p = 2. We have (Dα,−1,2)2 = IdL2(Γ−1(H)) ⊗A2.
6. Suppose p ∈ [2,∞). If α : I → H is injective, Gapα > 0 and if H is finite-dimensional
then the operator |Dα,−1,2|−1 : RanDα,−1,2 → RanDα,−1,2 is compact and extends to a
compact operator RanDα,−1,p → RanDα,−1,p.
Proof : 1. By (5.45) and [Kat1, Problem 5.24], Dα,q,p and Dα,q,p∗ are formal adjoints. Hence
Dα,q,p∗ ⊂ (Dα,q,p)∗ by [Kat1, page 167]. Now, we will show the reverse inclusion. Let z ∈
dom(Dα,q,p)
∗. For any y ∈ domDα,q,p, we have
(5.50)
〈
Dα,q,p(y), z
〉
=
〈
y, (Dα,q,p)
∗(z)
〉
.
Note that (IdLp(Γq(H)) ⊗ TJ)(z)→ z. Now, for any y ∈ Lp(Γq(H)⊗MI,fin, we have〈
y,Dα,q,p∗(IdLp(Γq(H)) ⊗ TJ)(z)
〉
=
〈
Dα,q,p(y), (IdLp(Γq(H)) ⊗ TJ )(z)
〉
=
〈
(IdLp(Γq(H)) ⊗ TJ)Dα,q,p(y), z
〉
=
〈
Dα,q,p(IdLp(Γq(H)) ⊗ TJ )(y), z
〉
(5.82)
=
〈
(IdLp(Γq(H)) ⊗ TJ)(y), (Dα,q,p)∗(z)
〉
=
〈
y, (IdLp(Γq(H)) ⊗ TJ )(Dα,q,p)∗(z)
〉
.
Hence
Dα,q,p∗(IdLp(Γq(H)) ⊗ TJ)(z) = (IdLp(Γq(H)) ⊗ TJ)(Dα,q,p)∗(z)→ (Dα,q,p)∗(z)
By (2.5), we deduce that z ∈ Dα,q,p∗ and that
Dα,q,p∗(z) = (Dα,q,p)
∗(z).
2, and 3. For any i, j, k, l ∈ I and any x ∈ Lp(Γq(H)), we have[
Dα,q,p, π(eij)
]
(x⊗ ekl) = Dα,q,pπ(eij)(x ⊗ ekl)− π(eij)Dα,q,p(x⊗ ekl)(5.51)
(5.46)(5.44)
= Dα,q,p(x⊗ eijekl)− π(eij)(sq(αk − αl)x⊗ ekl)(5.52)
= δj=kDα,q,p(x⊗ eil)− sq(αk − αl)x⊗ eijekl
(5.44)
= δj=k
(
sq(αi − αl)x⊗ eil − sq(αk − αl)x⊗ eil
)
= δj=ksq(αi − αk)x ⊗ eil
= sq(αi − αj)x⊗ eijekl =
(
sq(αi − αj)⊗ eij
)
(x⊗ ekl) (2.44)= (∂α,q(eij))(x ⊗ ekl)(5.53)
(2.11)
= L∂α,q(eij)(x⊗ ekl).
By linearity and density, we obtain
[
Dα,q,p, π(eij)
]
= L∂α,q(eij). It suffices to use Proposition
5.41. Finally by linearity, for any a ∈MI,fin we obtain (5.48) and in addition
∥∥[Dα,q,p, π(a)]∥∥Lp(Γq(H)⊗B(ℓ2I ))→Lp(Γq(H)⊗B(ℓ2I )) (5.48)= ∥∥L∂α,q,∞(a)∥∥Lp(Γq(H)⊗B(ℓ2I))→Lp(Γq(H)⊗B(ℓ2I))
(5.54)
=
∥∥∂α,q,∞(a)∥∥Γq(H)⊗B(ℓ2I).
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We next claim that
(5.55) S∞I ∩ dom ∂α,q,∞ ⊂ LipDα,q,p(S∞I ).
Let a ∈ dom ∂α,q,∞ and consider a net (aj) of elements of MI,fin such that aj → a and ∂α,q(aj)→
∂α,q,∞(a) both for the weak* topology. By Krein-Smulian Theorem, we can suppose that the
nets (aj) and (∂α,q(aj)) are bounded. So by (5.54), the net (
[
Dα,q,p, π(aj)
]
) is also bounded.
Now by the part 4 of Proposition 5.38, a belongs to LipDα,q,p(S
∞
I ). We have shown (5.55).
Next we claim that for a ∈ S∞I ∩ dom ∂α,q,∞, we have
(5.56)
[
Dα,q,p, π(a)
]
= L∂α,q,∞(a).
Note that aj → a for the weak topology of S∞I . By continuity of π, π(aj)→ π(a) for the weak
operator topology of B(Lp(Γq(H)⊗B(ℓ2I))). For any ξ ∈ domDα,q,p and any ζ ∈ domDα,q,p∗ ,
we have〈
[Dα,q,p, π(aj)]ξ, ζ
〉
Lp(Γq(H)⊗B(ℓ2I)),Lp
∗(Γq(H)⊗B(ℓ2I ))
=
〈
(Dα,q,pπ(aj)− π(aj)Dα,q,p)ξ, ζ
〉
=
〈
Dα,q,pπ(aj)ξ, ζ
〉 − 〈π(aj)Dα,q,pξ, ζ〉 = 〈π(aj)ξ,Dα,q,p∗ζ〉− 〈π(aj)Dα,q,pξ, ζ〉
−→
j
〈
π(a)ξ,Dα,q,p∗ζ
〉− 〈π(a)Dα,q,pξ, ζ〉 = 〈[Dα,q,p, π(a)]ξ, ζ〉.
Since the net ([Dα,q,p, π(aj)]) is bounded by (5.54), we deduce that ([Dα,q,p, π(aj)]) converges to
[Dα,q,p, π(a)] for the weak operator topology by a “net version” of [Kat1, Lemma 3.6 page 151].
Furthermore, it is (really) easy to check that L∂α,q,∞(aj) → L∂α,q,∞(a) for the weak operator
topology of B(Lp(Γq(H)⊗B(ℓ2I))). By uniqueness of the limit, we deduce that the commutator
is given by the same formula that in the case of elements of MI,fin. From here, we obtain (5.49)
as in (5.54).
Next we pass to the reverse inclusion of (5.55) and claim
(5.57) LipDα,q,p(S
∞
I ) ⊂ S∞I ∩ dom ∂α,q,∞.
To this end, let a ∈ LipDα,q,p(S∞I ). Consider the bounded net (aJ ) defined by aJ
def
= TJ(a). We
have aJ(a)→ a in the weak* topology of B(ℓ2I). The essential point will be to prove that
(5.58) (∂α,q(aJ )) is a bounded net.
Indeed, once (5.58) is shown, it follows that the net (∂α,q(aJ)) converges for the weak* topology.
Indeed, by uniform boundedness, it suffices26 to test convergence against f ⊗ eij and we have〈
∂α,q(aJ ), f ⊗ eij
〉 (3.39)(??)
=
〈
sq(αi − αj), f
〉〈aJ , eij〉 −→
J
〈
sq(αi − αj), f
〉〈a, eij〉.
Thus a ∈ dom ∂α,q,∞ and (5.57) follows. To show (5.58), we note that ∂α,q(aJ ) belongs to
Lp(Γq(H)⊗B(ℓ2J). So∥∥∂α,q(aJ)∥∥Γq(H)⊗B(ℓ2I ) = ∥∥∂α,q(aJ )∥∥Γq(H)⊗B(ℓ2J ) = ∥∥L∂α,q(aJ )∥∥Lp(Γq(H)⊗B(ℓ2J ))→Lp(Γq(H)⊗B(ℓ2J ))
= sup
‖ξ‖
Lp(Γq(H)⊗B(ℓ
2
J
))
61, ‖η‖
Lp
∗
(Γq(H)⊗B(ℓ
2
J
))
61
∣∣〈∂α,q(aJ)ξ, η〉∣∣ .
26. Recall that if D is a total subset of a Banach space X, then a bounded net (yJ ) converge to some y of X
∗
for the weak* topology if and only if 〈yJ , x〉X∗,X → 〈y, x〉X∗,X for all x ∈ D.
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Now, for any i, j, k, l ∈ J , any x ∈ Lp(Γq(H)) and any y ∈ Lp∗(Γq(H)), we have〈[
Dα,q,p, π(a)
]
(x ⊗ eij), y ⊗ ekl
〉
=
〈
π(a)(x ⊗ eij),Dα,q,p∗(y ⊗ ekl)
〉− 〈π(a)Dα,q,p(x⊗ eij), y ⊗ ekl〉
=
〈
x⊗ aeij , sq(αk − αl)y ⊗ ekl
〉− 〈π(a)(sq(αi − αj)x⊗ eij), y ⊗ ekl〉
=
〈
x⊗ aeij , sq(αk − αl)y ⊗ ekl
〉− 〈sq(αi − αj)x⊗ aeij , y ⊗ ekl〉
= τ
(
x∗sq(αk − αl)y)Tr(ejia∗ekl
)− τ(x∗sq(αi − αj)y)Tr(ejia∗ekl)
= τ
(
x∗sq(αk − αl + αj − αi)y)Tr(ejia∗ekl
)
= δj=lakiτ
(
x∗sq(αk − αi)y
)
and〈[
Dα,q,p, π(aj)
]
(x ⊗ eij), y ⊗ ekl
〉
=
〈( ∑
r,s∈J
arssq(αr − αs)⊗ ers
)
(x ⊗ eij), y ⊗ ekl
〉
=
∑
r,s∈J
ars
〈(
sq(αr − αs)⊗ ers
)
(x⊗ eij), y ⊗ ekl
〉
=
∑
r,s∈J
arsτ
(
x∗sq(αr − αs)y
)
Tr(ejiesrekl)
=
∑
r,s∈J
δi=sδr=kδj=larsτ
(
x∗sq(αr − αs)y
)
= δj=lakiτ(x
∗sq(αk − αi)y).
Fixing ξ ∈ Lp(Γq(H))⊗MJ and η ∈ Lp∗(Γq(H))⊗MJ , we deduce that〈
∂α,q(aJ )ξ, η
〉 (5.48)
=
〈[
Dα,q,p, π(aJ )
]
ξ, η
〉
=
〈[
Dα,q,p, π(a)
]
ξ, η
〉
.
We conclude by estimating the absolute value of the last term against
∥∥[Dα,q,p, π(a)]∥∥ ‖ξ‖p ‖η‖p∗ .
4. For any a ∈ dom ∂α,q,∞, we have∥∥[Dα,q,p, π(a)]∥∥Lp(Γq(H)⊗B(ℓ2I ))→Lp(Γq(H)⊗B(ℓ2I )) (5.48)= ∥∥L∂α,q,∞(a)∥∥Lp(Γq(H)⊗B(ℓ2I))→Lp(Γq(H)⊗B(ℓ2I))
=
∥∥∂α,q,∞(a)∥∥Γq(H)⊗B(ℓ2I).
5. If x ∈ L2(Γ−1(H)) and i, j ∈ I, note that
(Dα,−1,2)2(x⊗ eij) (5.44)= Dα,−1,2
(
s−1(αi − αj)x⊗ eij
) (5.44)
= s−1(αi − αj)2x⊗ eij
(2.17)
= x⊗ ‖αi − αj‖2H eij = (IdL2(Γ−1(H)) ⊗A2)(x⊗ eij).
By [HvNVW2, Proposition G.2.4], note that L2(Γq(H))⊗MI,fin is a core of IdL2(Γ−1(H)) ⊗A2.
Then since D2α,−1,2 is again self-adjoint, thus closed, we have IdL2(Γ−1(H))⊗A2 ⊆ D2α,−1,2. Now
as in the proof of Proposition 4.11 it follows from the fact that both IdL2(Γ−1(H)) ⊗ A2 and
D2α,−1,2 are self-adjoint that both operators are in fact equal.
6. We start by the case p = 2. According to the point 5, we have (Dα,−1,2)2 = IdL2(Γ−1(H))⊗
A2, so |Dα,−1,2| = IdL2(Γ−1(H)) ⊗ A
1
2
2 . By Lemma 5.19, the operator A
− 12
2 : RanA2 → RanA2
is compact. Now it follows from the fact that H is finite dimensional, that also the fermionic
space F−1(H) is finite dimensional. Thus, IdL2(Γ−1(H)) ⊗ A−
1
2
2 : L
2(Γ−1(H)) ⊗2 RanA2 →
L2(Γ−1(H))⊗2 RanA2 is compact. Finally, we note that
L2(Γ−1(H))⊗2 RanA2 = Ran(IdL2(Γ−1(H)) ⊗ A2) = RanD2α,−1,2 = RanDα,−1,2
where the last equality follows from the fact that Dα,−1,2 is self-adjoint, see the first part.
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We turn to the case p ∈ [2,∞). We note that RanDα,−1,p = Lp(Γ−1(H)) ⊗ RanAp.
Moreover, according to Lemma 5.19, A
− 12
p : RanAp → RanAp is compact, so since Lp(Γ−1(H))
is finite dimensional, IdLp(Γ−1(H)) ⊗ A−
1
2
p : Lp(Γ−1(H)) ⊗ RanAp → Lp(Γ−1(H)) ⊗ RanAp is
compact. Now the result follows from the fact that L2(Γ−1(H))⊗
(
RanAp
p ∩ RanA22
)
is dense
in Lp(Γ−1(H))⊗ RanAp and that
IdLp ⊗A−
1
2
p |L2(Γ−1(H))⊗(RanApp∩RanA22) = IdL2 ⊗A− 122 |L2(Γ−1(H))⊗(RanApp∩RanA22)
= |Dα,−1,2|−1|L2(Γ−1(H))⊗(RanApp∩RanA22).
Remark 5.49 In the case p = 2, an alternative proof of the point 1. It suffices to show that
Dα,q : L
2(Γq(H)) ⊗MI,fin ⊂ L2(Γq(H)⊗B(ℓ2I))→ L2(Γq(H)⊗B(ℓ2I)) is essentially selfadjoint.
Proof : By linearity, (5.45) says that Dα,q is symmetric. By [ReS1, Corollary page 257], it
suffices to prove that Ran(Dα,q + iId) is dense in L
2(Γq(H)⊗B(ℓ2I)).
Let z = [zij ] ∈ L2(Γq(H)⊗B(ℓ2I)) be a vector which is orthogonal to Ran(Dα,q + iId) in
L2(Γq(H)⊗B(ℓ2I)). For any i, j ∈ I and any x ∈ L2(Γq(H)), we have〈
sq(αi − αj)x ⊗ eij , z
〉
L2(Γq(H)⊗B(ℓ2I ))
− iτ(x∗zij)
(5.44)
=
〈
Dα,q(x⊗ eij), z
〉
L2(Γq(H)⊗B(ℓ2I ))
− i〈x ⊗ eij , z〉L2(Γq(H)⊗B(ℓ2I ))
=
〈
(Dα,q − iId)(x⊗ eij), z
〉
L2(Γq(H)⊗B(ℓ2I ))
= 0.
We infer that〈
x, sq(αi − αj)zij
〉
L2(Γq(H))
= τ(x∗sq(αi − αj)zij) = iτ(x∗zij) =
〈
x, sq(αi − αj)zij
〉
L2(Γq(H))
.
We deduce that sq(αi−αj)zij = izij . Recall that by [JMX, page 96], the map Γq(H)→ Fq(HC),
y 7→ y(Ω) extends to an isometry ∆: L2(Γq(H)) → Fq(HC). For any x ∈ Γq(H) and any
y ∈ L2(Γq(H)), it is easy to check that ∆(xy) = x∆(y). We infer that
sq(αi − αj)∆(zij) = ∆(sq(αi − αj)zij) = ∆(izij) = i∆(zij).
Thus the vector ∆(zij) of Fq(HC) is zero or an eigenvector of sq(αi − αj). Since sq(αi − αj) is
self-adjoint, i is not an eigenvalue. So ∆(zij) = 0. Since ∆ is injective, we infer that zij = 0. It
follows that z = 0. The case with −i instead of i is similar.
In the case where −1 < q < 1, we have the following equivalence with the norm of the
commutator.
Lemma 5.50 Suppose −1 < q < 1. For any x ∈MI,fin, we have
(5.59)
∥∥∂α,q(x)∥∥Γq(H)⊗B(ℓ2I) ≈ max{∥∥Γ(x, x)∥∥ 12B(ℓ2I ), ∥∥Γ(x∗, x∗)∥∥ 12B(ℓ2I)}.
Proof : Here, we use an orthonormal basis (ek)k∈K of H . Using the C∗-identity, first note that
the noncommutative Khintchine inequalities of [BoS, Theorem 4.1] can be rewritten under the
137
following form for any element f =
∑
k∈K sq(ek) ⊗ xk where (xk)k∈K is a finitely supported
family of elements of B(ℓ2I)
‖f‖Γq(H)⊗B(ℓ2I) ≈ max
{∥∥∥∑
k∈K
x∗kxk
∥∥∥ 12
B(ℓ2
I
)
,
∥∥∥∑
k∈K
xkx
∗
k
∥∥∥ 12
B(ℓ2
I
)
}(5.60)
(2.16)
= max
{∥∥∥ ∑
k,j∈K
〈
sq(ek), sq(ej)
〉
L2(Γq)
x∗kxj
∥∥∥ 12
B(ℓ2
I
)
,
∥∥∥ ∑
k,j∈K
〈
sq(ek), sq(ej)
〉
L2(Γq)
xkx
∗
j
∥∥∥ 12
B(ℓ2
I
)
}
(2.31)
= max
{∥∥f∥∥
L∞(B(ℓ2
I
),L2(Γq)c)
,
∥∥f∥∥
L∞(B(ℓ2
I
),L2(Γq)r)
}
(2.37)(2.35)
= max
{∥∥E(f∗f) 12∥∥
B(ℓ2
I
)
,
∥∥E(ff∗) 12 ∥∥
B(ℓ2
I
)
}
.
By weak* density, it is true for any element of Gaussq,∞(B(ℓ2I)). Replacing f by ∂α,q(x) and
using (2.46), we obtain∥∥∂α,q(x)∥∥Γq(H)⊗B(ℓ2I ) (5.60)≈ max{∥∥E((∂α,q(x))∗∂α,q(x))∥∥ 12B(ℓ2I), ∥∥E(∂α,q(x)(∂α,q(x))∗)∥∥ 12B(ℓ2I )}
(2.46)
= max
{∥∥Γ(x, x)∥∥ 12
B(ℓ2
I
)
,
∥∥Γ(x∗, x∗)∥∥ 12
B(ℓ2
I
)
}
.
Remark 5.51 Suppose 2 6 p <∞. If x ∈ domA 12p , we have seen in the proof of Theoem 3.25
that
(5.61)
∥∥∂α,q,p(x)∥∥Lp(Γq(H)⊗B(ℓ2I)) ≈ max{∥∥Γ(x, x) 12∥∥SpI , ∥∥Γ(x∗, x∗) 12∥∥SpI} .
5.10 Spectral triples associated to semigroups of Fourier multipliers
I
Now, we generalize the construction of [JMP1, page 537] which corresponds to the case q = 1
and p = 2 below. So we obtain a scale of Lp-Banach spectral triples.
Note that the discussion of [JMP1] of the case q = 1 contains problematic or unclear as-
sertions. For example, it is written in [JMP1, page 537] that the commutator [Dψ,1,p, π(a)] is
bounded but it seems to us that is probably false since classical gaussians does not belong to
L∞(Ω). Furthermore the first equation (with the max) in [JMP1, page 538] is doubtful since we
have (5.69) and (5.70). Here, in this section, we try to correct, closes the gaps of [JMP1] and
complete the picture. By example, we prove the last axiom (point 6 below) of Connes Spectral
triples.
Suppose 1 < p <∞ and −1 6 q < 1. Recall that the Hodge-Dirac operator is defined by
(5.62) Dψ,q,p def=
[
0 (∂ψ,q,p∗)
∗
∂ψ,q,p 0
]
on the subspace domDψ,q,p = dom ∂ψ,q,p ⊕ dom(∂ψ,q,p∗)∗ of Lp(VN(G)) ⊕p Lp(Γq(H) ⋊α
G). If a ∈ C∗r(G), we define the bounded operator π(a) : Lp(VN(G)) ⊕p Lp(Γq(H) ⋊α G) →
Lp(VN(G))⊕p Lp(Γq(H)⋊α G) by
(5.63) π(a)
def
=
[
La 0
0 L˜a
]
, a ∈ C∗r(G)
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where La : L
p(VN(G)) → Lp(VN(G)) is the left multiplication operator defined in (2.11) and
where L˜a : L
p(Γq(H)⋊α G)→ Lp(Γq(H)⋊α G) is the left action of the bimodule. It is easy to
check that π : C∗r(G)→ B(Lp(VN(G))⊕pLp(Γq(H)⋊αG)) is continuous when C∗r(G) is equipped
with the induced weak* topology of VN(G) and when B(Lp(VN(G)) ⊕p Lp(Γq(H) ⋊α G)) is
equipped with the weak operator topology. See also Lemma 5.43.
Theorem 5.52 Suppose 1 < p <∞ and −1 6 q < 1.
1. We have (Dψ,q,p)∗ = Dψ,q,p∗ . In particular, the operator Dψ,q,2 is selfadjoint.
2. We have
(5.64) PG ⊂ LipDψ,q,p(C∗r(G)).
3. For any a ∈ PG, we have
(5.65)∥∥[Dψ,q,p, π(a)]∥∥Lp(VN(G))⊕pLp(Γq(H)⋊αG)→Lp(VN(G))⊕pLp(Γq(H)⋊αG) 6 ‖∂ψ,q(a)‖Γq(H)⋊αG .
4. Suppose that G has AP. We have
(5.66) C∗r(G) ∩ dom ∂ψ,q,∞ ⊂ LipDψ,q,p(C∗r(G)).
5. Suppose that G has AP. For any a ∈ C∗r(G) ∩ dom ∂ψ,q,∞, we have (5.67).
(5.67)∥∥[Dψ,q,p, π(a)]∥∥Lp(VN(G))⊕pLp(Γq(H)⋊αG)→Lp(VN(G))⊕pLp(Γq(H)⋊αG) 6 ∥∥∂ψ,q,∞(a)∥∥Γq(H)⋊αG.
6. Suppose p > 2. If bψ : G → H is injective, Gapψ > 0 and if H is finite-dimensional with
n < p then the operator
|Dψ,q,p|−1 : Ran(∂ψ,q,p∗)∗ ⊕ Ran ∂ψ,q,p → Ran(∂ψ,q,p∗)∗ ⊕ Ran ∂ψ,q,p
is compact.
Proof : 1. An element (z, t) of Lp
∗
(VN(G)) ⊕p∗ Lp∗(Γq(H) ⋊α G) belongs to dom(Dψ,q,p)∗
if and only if there exists (a, b) ∈ Lp(VN(G)) ⊕p Lp(Γq(H) ⋊α G) such that for any (x, y) ∈
dom ∂ψ,q,p ⊕ dom(∂ψ,q,p∗)∗ we have〈[
0 (∂ψ,q,p∗)
∗
∂ψ,q,p 0
] [
x
y
]
,
[
z
t
]〉
=
〈[
x
y
]
,
[
a
b
]〉
(5.68)
⇐⇒ 〈(∂ψ,q,p∗)∗(y), z〉+ 〈∂ψ,q,p(x), t〉 = 〈y, b〉+ 〈x, a〉.
If z ∈ dom ∂ψ,q,p∗ and if t ∈ dom(∂ψ,q,p)∗ the latter holds with b = ∂ψ,q,p∗(z) and a =
(∂ψ,q,p)
∗(t). This proves that dom ∂ψ,q,p∗ ⊕ dom(∂ψ,q,p)∗ ⊂ dom(Dψ,q,p)∗ and that
(Dψ,q,p)∗(z, t) =
(
(∂ψ,q,p)
∗(t), ∂ψ,q,p∗(z)
)
=
[
0 (∂ψ,q,p)
∗
∂ψ,q,p∗ 0
] [
z
t
]
(5.62)
= Dψ,q,p∗(z, t).
Conversely, if (z, t) ∈ dom(Dψ,q,p)∗, choosing y = 0 in (5.68) we obtain t ∈ dom(∂ψ,q,p)∗ and
taking x = 0 we obtain z ∈ dom ∂ψ,q,p∗ .
2. By Proposition 3.35 and Proposition 4.36, PG and P⋊,G are cores of ∂ψ,q,p∗ and (∂ψ,q,p∗)∗.
So PG⊕P⋊,G is a core of Dψ,q,p. For any a ∈ PG, we have La(PG) ⊂ PG and L˜a(P⋊,G) ⊂ P⋊,G.
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We infer that π(a) · (PG ⊕ P⋊,G) ⊂ domDψ,q,p. So the condition (a) of the first point of
Proposition 5.41 is satisfied. Note also that π(a)∗ · (PG⊕P⋊,G) ⊂ domDψ,q,p∗ = dom(Dψ,q,p)∗
(condition 2 of Proposition 5.41).
Let a ∈ PG. A simple computation shows that[Dψ,q,p, π(a)] (5.62)(5.63)= [ 0 (∂ψ,q,p∗)∗∂ψ,q,p 0
] [
La 0
0 L˜a
]
−
[
La 0
0 L˜a
] [
0 (∂ψ,q,p∗)
∗
∂ψ,q,p 0
]
=
[
0 (∂ψ,q,p∗)
∗L˜a
∂ψ,q,pLa 0
]
−
[
0 La(∂ψ,q,p∗)
∗
L˜a∂ψ,q,p 0
]
=
[
0 (∂ψ,q,p∗)
∗L˜a − La(∂ψ,q,p∗)∗
∂ψ,q,pLa − L˜a∂ψ,q,p 0
]
.
We calculate the two non-zero components of the commutator. For the lower left corner, if
x ∈ PG and if we consider the canonical map J : Lp(VN(G)) → Lp(Γq(H) ⋊α G), x 7→ 1 ⋊ x,
we have27
(∂ψ,q,pLa − L˜a∂ψ,q,p)(x) = ∂ψ,q,pLa(x)− L˜a∂ψ,q,p(x) = ∂ψ,q,p(ax)− a∂ψ,q,p(x)(5.69)
(2.68)
= ∂ψ,q,p(a)x = L∂ψ,q,p(a)J(x).
For the upper right corner, if E is the conditional expectation associated to J , note that for any
y ∈ P⋊,G and any x ∈ PG〈(
(∂ψ,q,p∗)
∗L˜a − La(∂ψ,q,p∗)∗
)
(y), x
〉
=
〈
(∂ψ,q,p∗)
∗L˜a(y), x
〉− 〈La(∂ψ,q,p∗)∗(y), x〉
=
〈
L˜a(y), ∂ψ,q,p∗(x)
〉 − 〈(∂ψ,q,p∗)∗(y),Ra(x)〉 = 〈y, R˜a∂ψ,q,p∗(x)〉 − 〈y, ∂ψ,q,p∗Ra(x)〉
=
〈
y, R˜a∂ψ,q,p∗(x)− ∂ψ,q,p∗Ra(x)
〉
=
〈
y, ∂ψ,q,p∗(x)a − ∂ψ,q,p∗(xa)
〉 (2.68)
=
〈
y,−x∂ψ,q(a)
〉
=
〈
y,−R˜∂ψ,q(a)(1 ⋊ x)
〉
= −〈L˜∂ψ,q(a)(y), 1⋊ x〉 = −〈EL˜∂ψ,q(a)(y), x〉Lp(VN(G)),Lp∗(VN(G)).
We conclude that
(5.70)
(
(∂ψ,q,p∗)
∗L˜a − La(∂ψ,q,p∗)∗
)
(y) = −EL˜∂ψ,q(a)(y).
The two non-zero components of the commutator are bounded linear operators on PG and on
P⋊,G. We deduce that
[Dψ,q,p, π(a)] is bounded on the core PG⊕P⋊,G ofDψ,q,p. By Proposition
5.41, this operator extends to a bounded operator on Lp(VN(G)) ⊕p Lp(Γq(H) ⋊α G). Hence
PG is a subset of LipDψ,q,p(C∗r(G)).
3. If (x, y) ∈ domDψ,q,p and a ∈ PG, we have∥∥[Dψ,q,p, π(a)](x, y)∥∥p = ∥∥(((∂ψ,q,p∗)∗L˜a − La(∂ψ,q,p∗)∗)y, (∂ψ,q,pLa − L˜a∂ψ,q,p)x)∥∥p(5.71)
=
( ∥∥((∂ψ,q,p∗)∗L˜a − La(∂ψ,q,p∗)∗)y∥∥pLp(VN(G)) + ∥∥(∂ψ,q,pLa − L˜a∂ψ,q,p)x∥∥pp ) 1p
(5.70)(5.69)
=
( ∥∥EL˜∂ψ,q(a)(y)∥∥pLp(VN(G)) + ‖∂ψ,q(a)J(x)‖pLp(Γq(H)⋊αG) ) 1p
6 ‖∂ψ,q(a)‖Γq(H)⋊αG ‖(x, y)‖p .
So we obtain (5.65).
4. Let a ∈ C∗r(G)∩dom ∂ψ,q,∞. Let (aj) be a net in PG such that aj → a and ∂ψ,q,∞(aj)→
∂ψ,q,∞(a) both for the weak* topology. By Krein-Smulian Theorem, we can suppose that the
27. Recall that the term ∂ψ,q,p(a)x is by definition equal to ∂ψ,q,p(x)(1 ⋊ a).
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nets (aj) and (∂ψ,q,∞(aj)) are bounded. By the point 4 of Proposition 5.38 and Remark 5.40,
we deduce that a ∈ LipDψ,q,p(C∗r(G)). By continuity of π, note that π(aj)→ π(a) for the weak
operator topology. For any ξ ∈ domDψ,q,p and any ζ ∈ dom(Dψ,q,p)∗, we have〈
[Dψ,q,p, π(aj)]ξ, ζ
〉
Lp(VN(G))⊕pLp(Γq(H)⋊αG),Lp∗(VN(G))⊕p∗Lp∗ (Γq(H)⋊αG)
=
〈
(Dψ,q,pπ(aj)− π(aj)Dψ,q,p)ξ, ζ
〉
=
〈Dψ,q,pπ(aj)ξ, ζ〉− 〈π(aj)Dψ,q,pξ, ζ〉
=
〈
π(aj)ξ, (Dψ,q,p)∗ζ
〉− 〈π(aj)Dψ,q,pξ, ζ〉 −→
j
〈
π(a)ξ, (Dψ,q,p)∗ζ
〉− 〈π(a)Dψ,q,pξ, ζ〉
=
〈Dψ,q,pπ(a)ξ, ζ〉− 〈π(a)Dψ,q,pξ, ζ〉 = 〈[Dψ,q,p, π(a)]ξ, ζ〉.
Since the net ([Dψ,q,p, π(aj)]) is bounded by (5.65), we deduce that ([Dψ,q,p, π(aj)]) converges
to [Dψ,q,p, π(a)] for the weak operator topology by a “net version” of [Kat1, Lemma 3.6 page
151]. Furthermore, it is (really) easy to check that L∂ψ,q,p(aj)J → L∂ψ,q,p(a)J and −EL˜∂ψ,q(aj) →
−EL˜∂ψ,q(a) both for the weak operator topology. By uniqueness of the limit, we deduce that
the commutator is given by the same formula that in the case of elements of PG.
5. We obtain (5.67) as in (5.71).
6. Recall that RanAp = Ran(∂ψ,q,p∗)∗ by Proposition 4.43 and that
D2ψ,q,p
(4.43)
=
[
Ap 0
0 (IdLp(Γq(H)) ⋊Ap)|Ran ∂ψ,q,p
]
.
So
|Dψ,q,p|−1 =
[
Ap|RanAp 0
0 (IdLp(Γq(H)) ⋊Ap)|Ran ∂ψ,q,p
]− 12
=
[
A
− 12
p 0
0 B
− 12
p
]
.
According to [JMP1, Lemma 5.8], [JM1, Theorem 1.1.7] applied with z = 12 and q = ∞ and
Lemma 5.18, the operators A
− 12
p and B
− 12
p are compact. We conclude that |Dψ,q,p|−1 is compact.
Remark 5.53 Suppose that G has AP. We does not know if LipDψ,q,p(C
∗
r(G)) = C
∗
r(G) ∩
dom ∂ψ,q,∞.
Remark 5.54 Note that the (Banach) spectral triple (Dψ,q,p,Lp(VN(G)) ⊕p Lp(Γq(H) ⋊α
G),C∗r(G)) is even. Indeed, the Hodge-Dirac operator Dψ,q,p anti-commutes with the involu-
tion γp
def
=
[−IdLp(VN(G)) 0
0 IdLp(Γq(H)⋊αG)
]
: Lp(VN(G))⊕p Lp(Γq(H)⋊αG)→ Lp(VN(G))⊕p
Lp(Γq(H)⋊α G). (which is selfadjoint if p = 2) since
Dψ,q,pγp + γpDψ,q,p
(5.62)
=
[
0 (∂ψ,q,p∗)
∗
∂ψ,q,p 0
] [−Id 0
0 Id
]
+
[−Id 0
0 Id
] [
0 (∂ψ,q,p∗)
∗
∂ψ,q,p 0
]
=
[
0 (∂ψ,q,p∗)
∗
−∂ψ,q,p 0
]
+
[
0 −(∂ψ,q,p∗)∗
∂ψ,q,p 0
]
= 0.
Moreover, for any a ∈ C∗r(G), we have
γpπ(a)
(5.63)
=
[−Id 0
0 Id
] [
La 0
0 L˜a
]
=
[−La 0
0 L˜a
]
=
[
La 0
0 L˜a
] [−Id 0
0 Id
]
(5.63)
= π(a)γp.
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5.11 Spectral triples associated to semigroups of Fourier multipliers
II
Now, we define another “Hodge-Dirac operator” by generalizing the construction of [JMP1,
page 537] which corresponds to the case q = 0 and p = 2 below. Recall that G is a discrete
group. Suppose 1 < p <∞ and −1 6 q < 1. We let
(5.72) Dψ,q(x⋊ λs)
def
= sq(bψ(s))x ⋊ λs, x ∈ Γq(H), s ∈ G.
We can see Dψ,q as an unbounded operator acting on the subspace P⋊,G of Lp(Γq(H)⋊α G).
Finally, note that [JMP1, page 588] the authors refer to a real structure but we warn the
reader that the antilinear isometry J : L2(Γq(H) ⋊α G) → L2(Γq(H) ⋊α G), x 7→ x∗ used in
[JMP1] does not28 commute or anticommute with the Dirac operator Dψ,q.
Lemma 5.55 Suppose 1 < p <∞ and −1 6 q < 1.
1. For any a, b ∈ P⋊,G we have
(5.73)
〈
Dψ,q(a), b
〉
=
〈
a,Dψ,q(b)
〉
where we use the duality bracket 〈x, y〉 = τ(x∗y).
2. The operator Dψ,q : P⋊,G ⊂ Lp(Γq(H)⋊α G)→ Lp(Γq(H)⋊α G) is closable.
Proof : 1. For any s, t ∈ G and any x, y ∈ Γq(H), we have〈
Dψ,q(x⋊ λs), y ⋊ λt
〉 (5.72)
=
〈
sq(bψ(s))x⋊ λs, y ⋊ λt
〉
= τ⋊
(
(sq(bψ(s))x ⋊ λs)
∗(y ⋊ λt)
)
(2.51)
= τ⋊
(
(αs−1(x
∗sq(bψ(s)))⋊ λs−1 )(y ⋊ λt)
) (2.52)
= τ⋊
(
αs−1(x
∗sq(bψ(s)))αs−1 (y)⋊ λs−1t
)
= τ
(
αs−1(x
∗sq(bψ(s))y)
)
δs=t
and〈
x⋊ λs,Dψ,q(y ⋊ λt)
〉 (5.72)
=
〈
x⋊ λs, sq(bψ(t))y ⋊ λt
〉
= τ⋊
(
(x⋊ λs)
∗(sq(bψ(t))y ⋊ λt)
)
(2.51)
= τ⋊
(
(αs−1(x
∗)⋊ λs−1)(sq(bψ(t))y ⋊ λt)
) (2.52)
= τ⋊
(
αs−1(x
∗)αs−1(sq(bψ(t))y)⋊ λs−1t
)
= τ
(
αs−1(x
∗sq(bψ(s))y)
)
δs=t.
Thus (5.73) follows by linearity.
2. Since P⋊,G is dense in Lp∗(Γq(H)⋊α G), this is a consequence of [Kat1, Theorem 5.28].
28. For any x ∈ Γq(H) and any s ∈ G, we have
JDψ,q(x ⋊ λs)
(5.44)
= J
(
sq(bψ(s))x ⋊ λs
)
=
(
sq(bψ(s))x ⋊ λs
)
∗ (2.51)
= αs−1 (x
∗sq(bψ(s))) ⋊ λs−1
and
Dψ,qJ(x ⋊ λs) = Dψ,q
(
αs−1 (x
∗) ⋊ λs−1
) (5.44)
= sq(bψ(s
−1))αs−1 (x
∗) ⋊ λs−1 = −sq(πs−1bψ(s))αs−1 (x∗) ⋊ λs−1
= −αs−1 (sq(bψ(s)))αs−1 (x∗) ⋊ λs−1 = −αs−1 (sq(bψ(s))x∗) ⋊ λs−1 .
.
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We denote by Dψ,q,p : domDψ,q,p ⊂ Lp(Γq(H) ⋊α G) → Lp(Γq(H) ⋊α G) its closure. So
P⋊,G is a core of Dψ,q,p. We define the homomorphism π : C∗r(G)→ B(Lp(Γq(H)⋊α G)) by
(5.74) π(a)
def
= IdΓq(H) ⋊ La, a ∈ C∗r(G)
where La is defined in (2.11). Note that π(a) is equal to the map L˜a of Section 5.10. Using
the idea of Lemma 5.43, it is not difficult to see that π : C∗r(G) → B(Lp(Γq(H) ⋊α G)) is
continuous when C∗r(G) is equipped with the induced weak* topology of VN(G) and when
B(Lp(Γq(H)⋊α G)) is equipped with the weak operator topology.
Theorem 5.56 Suppose 1 < p <∞ and −1 6 q < 1.
1. The operator Dψ,q,2 is selfadjoint.
2. Assume that Lp
∗
(VN(G)) has CBAP and that Γq(H)⋊α G has QWEP. For 1 < p <∞,
the unbounded operators Dψ,q,p and Dψ,q,p∗ are adjoint to each other (with respect to the
duality bracket 〈x, y〉 = τ(x∗y)).
3. We have
(5.75) PG ⊂ LipDψ,q,p(C∗r(G)).
4. For any a ∈ PG, we have
(5.76) [Dψ,q,p, π(a)] = L∂ψ,q(a)
and
(5.77)
∥∥[Dψ,q,p, π(a)]∥∥Lp(Γq(H)⋊αG)→Lp(Γq(H)⋊αG) = ∥∥∂ψ,q(a)∥∥Γq(H)⋊αG.
5. Suppose that G has AP. We have
(5.78) C∗r(G) ∩ dom ∂ψ,q,∞ ⊂ LipDψ,q,p(C∗r(G)).
6. Suppose that G is weakly amenable. We have
(5.79) LipDψ,q,p(C
∗
r(G)) = C
∗
r(G) ∩ dom ∂ψ,q,∞.
7. Suppose that G has AP. For any a ∈ C∗r(G) ∩ dom ∂ψ,q,∞, we have
(5.80) [Dψ,q,p, π(a)] = L∂ψ,q,∞(a).
8. Suppose that G has AP. For any a ∈ C∗r(G) ∩ dom ∂ψ,q,∞, we have
(5.81)
∥∥[Dψ,q,p, π(a)]∥∥Lp(Γq(H)⋊αG)→Lp(Γq(H)⋊αG) = ∥∥∂ψ,q,∞(a)∥∥Γq(H)⋊αG.
9. Suppose p = 2. We have (Dψ,−1,2)2 = IdΓ−1(H) ⋊A2.
10. Suppose p ∈ [2,∞). If ψ : G → H is injective, Gapψ > 0 and if H is finite-dimensional
then the operator |Dψ,−1,2|−1 : RanDψ,−1,2 → RanDψ,−1,2 is compact and extends to a
compact operator RanDψ,−1,p → RanDψ,−1,p.
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Proof : 1. It suffices to show that Dψ,q : P⋊,G ⊂ L2(Γq(H) ⋊α G) → L2(Γq(H) ⋊α G) is
essentially selfadjoint. By (5.73), we infer that Dψ,q is symmetric. By [ReS1, Corollary page
257], it suffices to prove that Ran(Dψ,q + iId) is dense in L
2(Γq(H)⋊α G).
Let z =
∑
s zs ⋊ λs ∈ L2(Γq(H) ⋊α G) be a vector which is orthogonal to Ran(Dψ,q + iId)
in L2(Γq(H)⋊α G). For any s ∈ G and any x ∈ L2(Γq(H)), we have〈
sq(bψ(s))x ⋊ λs, z
〉
L2(Γq(H)⋊αG)
− iτ(x∗zs)
(5.72)
=
〈
Dψ,q(x⋊ λs), z
〉
L2(Γq(H)⋊αG)
− i〈x⋊ λs, z〉L2(Γq(H)⋊αG)
=
〈
(Dψ,q − iId)(x ⋊ λs), z
〉
L2(Γq(H)⋊αG)
= 0.
We infer that〈
x, sq(bψ(s))zs
〉
L2(Γq(H))
= τ(x∗sq(bψ(s))zs) = iτ(x∗zs) = 〈x, izs〉L2(Γq(H)).
We deduce that sq(bψ(s))zs = izs. Recall that by [JMX, page 96], the map Γq(H)→ Fq(HC),
y 7→ y(Ω) extends to an isometry ∆: L2(Γq(H)) → Fq(HC). For any x ∈ Γq(H) and any
y ∈ L2(Γq(H)), it is easy to check that ∆(xy) = x∆(y). We infer that
sq(bψ(s))∆(zs) = ∆(sq(bψ(s))zs) = ∆(izs) = i∆(zs).
Thus the vector ∆(zs) of Fq(HC) is zero or an eigenvector of sq(bψ(s)). Since sq(bψ(s)) is
self-adjoint, i is not an eigenvalue. So ∆(zs) = 0. Since ∆ is injective, we infer that zs = 0. It
follows that z = 0. The case with −i instead of i is similar.
2. By (5.45) and [Kat1, Problem 5.24], Dψ,q,p and Dψ,q,p∗ are formal adjoints. Hence
Dα,q,p∗ ⊂ (Dψ,q,p)∗ by [Kat1, page 167]. Now, we will show the reverse inclusion. Let z ∈
dom(Dψ,q,p)
∗. For any y ∈ domDα,q,p, we have
(5.82)
〈
Dψ,q,p(y), z
〉
=
〈
y, (Dψ,q,p)
∗(z)
〉
.
Note that (Id ⋊Mϕj )(z)→ z in Lp
∗
(Γq(H)⋊α G). Now, for any y ∈ P⋊,G, we have〈
y,Dψ,q,p∗(Id ⋊Mϕj)(z)
〉
=
〈
Dψ,q,p(y), (Id ⋊Mϕj )(z)
〉
=
〈
(Id ⋊Mϕj )Dψ,q,p(y), z
〉
=
〈
Dψ,q,p(Id ⋊Mϕj )(y), z
〉 (5.82)
=
〈
(Id ⋊Mϕj)(y), (Dψ,q,p)
∗(z)
〉
=
〈
y, (Id ⋊Mϕj)(Dψ,q,p)
∗(z)
〉
.
Hence
Dψ,q,p∗(Id ⋊Mϕj)(z) = (Id ⋊Mϕj )(Dψ,q,p)
∗(z) −→
j
(Dψ,q,p)
∗(z)
By (2.5), we deduce that z ∈ Dψ,q,p∗ and that
Dψ,q,p∗(z) = (Dψ,q,p)
∗(z).
3 and 4. For any s, t ∈ G and any x ∈ Γq(H), using the relation αs = Γ∞q (πs) in the sixth
equality, we have[
Dψ,q,p, π(λs)
]
(x⋊ λt) = Dψ,q,pπ(λs)(x ⋊ λt)− π(λs)Dψ,q,p(x⋊ λt)
(5.74)(5.72)
= Dψ,q,p(αs(x) ⋊ λst)− π(λs)(sq(bψ(t))x ⋊ λt)
(5.74)
= Dψ,q,p(αs(x) ⋊ λst)− αs(sq(bψ(t))x) ⋊ λst
(5.72)
= sq(bψ(st))αs(x)⋊ λst − αs(sq(bψ(t))x) ⋊ λst
(2.64)
= sq(bψ(s))αs(x)⋊ λst + sq(πs(bψ(t)))αs(x) ⋊ λst − αs(sq(bψ(t))x) ⋊ λst
= sq(bψ(s))αs(x) ⋊ λst
(2.52)
=
(
sq(bψ(s))⋊ λs
)
(x⋊ λt)
(2.66)
= ∂ψ,q(λs)(x⋊ λt) = L∂ψ,q(λs)(x⋊ λt).
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By linearity and density, we obtain
[
Dψ,q,p, π(λs)
]
= L∂ψ,q(λs). It suffices to use Proposition
5.41. Finally by linearity, for any a ∈ PG we obtain (5.80). In addition, we have
∥∥[Dψ,q,p, π(a)]∥∥Lp(Γq(H)⋊αG)→Lp(Γq(H)⋊αG) (5.80)= ∥∥L∂ψ,q,∞(a)∥∥Lp(Γq(H)⋊αG)→Lp(Γq(H)⋊αG)
(5.83)
=
∥∥∂ψ,q,∞(a)∥∥Γq(H)⋊αG.
5. We next claim that
(5.84) C∗r(G) ∩ dom ∂ψ,q,∞ ⊂ LipDψ,q,p(C∗r(G)).
Let a ∈ C∗r(G) ∩ dom ∂ψ,q,∞ and consider a net (aj) of elements of PG such that aj → a and
∂ψ,q(aj) → ∂ψ,q,∞(a) both for the weak* topology. By Krein-Smulian Theorem (see Lemma
2.1), we can suppose that the nets (aj) and (∂ψ,q(aj)) are bounded. So by (5.77), the net
(
[
Dψ,q,p, π(aj)
]
) is also bounded. Now by the part 4 of Proposition 5.38 and Remark 5.40, a
belongs to LipDψ,q,p(C
∗
r(G)). We have shown (5.84).
6. Next we pass to the reverse inclusion of (5.84) and claim LipDψ,q,p(C
∗
r(G)) ⊂ C∗r(G) ∩
dom ∂ψ,q,∞. To this end, let a ∈ LipDψ,q,p(C∗r(G)) and denote aˆr
def
= 〈a, λr〉 its Fourier coeffi-
cients for r ∈ G. We define a linear form Ta : P⋊ → C by
Ta(x⋊ λs)
def
=
∑
r∈G
τ⋊
(
(aˆrsq(bψ(r)) ⋊ λr) · (x⋊ λs)
)
.
Since the trace vanishes for r 6= s−1, the sum over r is finite. We will show that it extends to
a bounded linear form on Lp(Γq(H) ⋊α G). To this end consider the bounded net (aj) in P⋊
defined by aj
def
= Mϕj(a), where (ϕj) is the approximating net guaranteed by the fact that G
has AP. By Proposition 2.24, we have aj → a in the weak* topology. Then for any ξ, η ∈ P⋊,
using the point 2 in the first equality, we obtain〈
[Dψ,q,p, π(a)]ξ, η
〉
=
〈
π(a)ξ,Dψ,q,p∗η
〉− 〈Dψ,q,pξ, π(a)∗η〉
= lim
j
〈
π(aj)ξ,Dψ,q,p∗η
〉− 〈Dψ,q,pξ, π(aj)∗η〉 = lim
j
〈
[Dψ,q,p, π(aj)]ξ, η
〉
(5.76)
= lim
j
〈
∂ψ,q(aj)ξ, η
〉
= τ⋊((∂ψ,q(aj)ξ)
∗η) = lim
j
τ⋊(ξ
∗∂ψ,q(aj)∗η)
= lim
j
τ⋊(η∗∂ψ,q(aj)ξ) = lim
j
τ⋊(∂ψ,q(aj)ξη∗) = Ta(ξη∗),
where in the last equality, we used ϕj(s) → 1 for each fixed s ∈ G and the definition of
Ta. Since a ∈ LipDψ,q,p(C∗r(G)), for any ξ, η ∈ P⋊, we deduce the estimate |Ta(ξη∗)| 6‖[Dψ,q,p, π(a)]‖p→p ‖ξ‖p ‖η‖p∗ . Choosing the element η = 1 of P⋊, we get |Ta(ξ)| . ‖ξ‖p,
so that Ta induces an element of (L
p(Γq(H) ⋊α G))
∗. We infer that the Fourier coefficient
sequence (aˆrsq(bψ(r)))r∈G belongs to an element b ∈ Lp∗(Γq(H) ⋊α G). But then the above
calculation shows that for any ξ, η ∈ P⋊
(5.85)
〈
[Dψ,q,p, π(a)]ξ, η
〉
= lim
j
〈∂ψ,q(aj)ξ, η〉 = 〈bξ, η〉.
It follows from a ∈ LipDψ,q,p(C∗r(G)) that |〈bξ, η〉| 6 ‖[Dψ,q,p, π(a)]‖p→p ‖ξ‖p ‖η‖p∗ , so that
‖bξ‖p 6 ‖[Dψ,q,p, π(a)]‖p→p ‖ξ‖p. Thus, the element b ∈ Lp
∗
(Γq(H) ⋊α G) is a pointwise
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multiplier Lp → Lp. It follows 29 that b ∈ Γq(H)⋊α G.
It remains to show that a ∈ dom ∂ψ,q,∞. To this end, thanks to the AP property of G, we
consider again the bounded net (aj) defined by aj
def
= Mϕj (a). By Proposition 2.24, we have
aj → a in the weak* topology. Moreover, we have
‖∂ψ,q(aj)‖Γq(H)⋊αG =
∥∥∥∥∥∂ψ,q
(∑
r
aˆrϕj(r)λr
)∥∥∥∥∥ =
∥∥∥∥∥∑
r
aˆrϕj(r)sq(bψ(r)) ⋊ λr
∥∥∥∥∥
=
∥∥∥∥∥∑
r
aˆr(Id⋊Mϕj)(sq(bψ(r)) ⋊ λr)
∥∥∥∥∥ = ∥∥(Id⋊Mϕj)(b)∥∥Γq(H)⋊αG
6
∥∥Id⋊Mϕj∥∥Γq(H)⋊αG→Γq(H)⋊αG ‖b‖Γq(H)⋊αG .
Using Proposition 2.24 in the last estimate (since G is weakly amenable), we deduce that
(∂ψ,q(aj)) is a bounded net. Now it follows that the net (∂ψ,q(aj)) converges for the weak*
topology. Indeed, by uniform boundedness, it suffices30 to test convergence against x⋊ λs and
we have〈
∂ψ,q(aj), x ⋊ λs
〉
=
〈
aj, (∂ψ,q)∗(x⋊ λs)
〉 (3.78)
=
〈
sq(bψ(s)), x
〉〈aj , λs〉 −→
j
〈
sq(bψ(s)), x
〉〈a, λs〉.
Thus ∂ψ,q(aj) converges in the weak* topology.
7. Let a a ∈ C∗r(G) ∩ dom ∂ψ,q,∞. Consider a net (aj) of elements of PG such that aj → a
and ∂ψ,q(aj) → ∂ψ,q,∞(a) both for the weak* topology. By the consequence of the Krein-
Smulian Theorem, Lemma 2.1, we can suppose that the nets (aj) and (∂ψ,q(aj)) are bounded.
By continuity of π, π(aj) → π(a) for the weak operator topology of B(Lp(Γq(H) ⋊α G)). For
any ξ ∈ domDψ,q,p and any ζ ∈ domDψ,q,p∗ , we have〈
[Dψ,q,p, π(aj)]ξ, ζ
〉
Lp(Γq(H)⋊αG),Lp
∗(Γq(H)⋊αG)
=
〈
(Dψ,q,pπ(aj)− π(aj)Dψ,q,p)ξ, ζ
〉
=
〈
Dψ,q,pπ(aj)ξ, ζ
〉 − 〈π(aj)Dψ,q,pξ, ζ〉 = 〈π(aj)ξ,Dψ,q,p∗ζ〉− 〈π(aj)Dψ,q,pξ, ζ〉
−→
j
〈
π(a)ξ,Dψ,q,p∗ζ
〉− 〈π(a)Dψ,q,pξ, ζ〉 = 〈[Dψ,q,p, π(a)]ξ, ζ〉.
Since the net ([Dψ,q,p, π(aj)]) is bounded by 5.77, we deduce that ([Dψ,q,p, π(aj)]) converges to
[Dψ,q,p, π(a)] for the weak operator topology by a “net version” of [Kat1, Lemma 3.6 page 151].
Furthermore, it is (really) easy to check that L∂ψ,q,∞(aj) → L∂ψ,q,∞(a) for the weak operator
topology of B(Lp(Γq(H) ⋊α G)). By uniqueness of the limit, we deduce that the commutator
is given by the same formula that in the case of elements of PG.
8. We obtain (5.81) as in (5.83).
9. If x ∈ L2(Γ−1(H)) and s ∈ G, note that
(Dψ,−1,2)2(x⋊ λs)
(5.72)
= Dψ,−1,2
(
s−1(bψ(s))x ⋊ λs
) (5.72)
= s−1(bψ(s))2x⋊ λs
(2.17)
= x⋊ ‖bψ(s)‖2H λs = x⋊ ψ(s)λs = (IdL2(Γ−1(H)) ⋊A2)(x⋊ λs).
29. For t > 0, let µt(b) denote the generalised singular number of b, so that τ⋊(φ(b)) =
∫
∞
0
φ(µt)dt for any
continuous function R+ → R of bounded variation [Xu, page 30]. If b were unbounded, then µt(b) → ∞ as
t → 0. Taking ξ = φ(b) 6= 0 with φ a smoothed indicator function of an interval [x, y] with large x, it is not
difficult to see that ‖bξ‖p > x ‖ξ‖p, which is the desired contradiction.
30. Recall that if D is a total subset of a Banach space X, then a bounded net (yj) converge to some y of X
∗
for the weak* topology if and only if 〈yj , x〉X∗,X → 〈y, x〉X∗,X for all x ∈ D.
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By [HvNVW2, Proposition G.2.4], note that P⋊,G is a core of IdL2(Γ−1(H)) ⋊ A2. Then since
D2ψ,−1,2 is again self-adjoint, thus closed, we have IdL2(Γ−1(H)) ⋊ A2 ⊆ D2ψ,−1,2. Now as in the
proof of Proposition 4.11 it follows from the fact that both IdL2(Γ−1(H)) ⋊ A2 and D
2
ψ,−1,2 are
self-adjoint that both operators are in fact equal.
10. Start with the case p = 2. According to the point 5, we have (Dψ,−1,2)2 = IdL2(Γ−1(H))⋊
A2, so |Dψ,−1,2| = IdL2(Γ−1(H))⋊A
1
2
2 . By the gap condition Gapψ > 0, the operatorA
− 12
2 : RanA2 →
RanA2 is compact. Now it follows from the fact that H is finite dimensional, that also the
fermionic spaceF−1(H) is finite dimensional. Thus, IdL2(Γ−1(H))⋊A−
1
2
2 : Ran(IdL2(Γ−1(H)) ⋊A2)→
Ran(IdL2(Γ−1(H)) ⋊A2) is compact. Finally, we note that Ran(IdL2(Γ−1(H)) ⋊A2) = RanD
2
ψ,−1,2 =
RanDψ,−1,2, where the last equality follows from the fact that Dψ,−1,2 is self-adjoint, see the
first part.
We turn to the case p ∈ [2,∞). We note that RanDψ,−1,p = Lp(Γ−1(H)) ⋊ RanAp.
Moreover, according to [JMP1, Lemma 5.8] and Lemma 5.18, A
− 12
p : RanAp → RanAp is com-
pact, so since Lp(Γ−1(H)) is finite dimensional, IdLp(Γ−1(H)) ⋊ A
− 12
p : Lp(Γ−1(H))⋊ RanAp →
Lp(Γ−1(H)) ⋊ RanAp is compact. Now the result follows from the fact that L2(Γ−1(H)) ⋊(
RanAp
p ∩ RanA22
)
is dense in Lp(Γ−1(H))⋊RanAp and that IdLp⋊A
− 12
p |L2(Γ−1(H))⋊(RanApp∩RanA22) =
IdL2 ⋊A
− 12
2 |L2(Γ−1(H))⋊(RanApp∩RanA22) = |Dα,−1,2|−1|L2(Γ−1(H))⋊(RanApp∩RanA22).
In the case of the free gaussian functor, we have the following equivalence with the norm of
the commutator.
Lemma 5.57 For any x ∈ PG, we have
(5.86)
∥∥∂ψ,0(x)∥∥Γ0(H)⋊αVN(G) ≈ max{∥∥Γ(x, x)∥∥ 12VN(G), ∥∥Γ(x∗, x∗)∥∥ 12VN(G)}.
Proof : It suffices to the ideas of [JMP1, page 589] and (2.69).
5.12 Boundeness of H∞ functional calculus of the Dirac operator II
Bisectoriality of Schur II on Lp(Γ1(H)⋊αG) In the following, we consider the case q = 1
which corresponds to classical Gaussian space. Consider the Dirac operator Dα,1(x ⊗ eij) =
W(αi − αj)x ⊗ eij for x ∈ Γ1(H) and i, j ∈ I. Moreover, consider the subspace Γ1(H)′ =
{f ∈ Γ1(H) : W(h)f ∈ Γ1(H) (h ∈ H)} of Γ1(H), which in case that H = Rn and Γ1(Rn) =
L∞(Rn, µ), such that W(h)(x) = 〈h, x〉, contains e.g. all compactly supported functions.
Proposition 5.58 There is a weak* continuous group (Ut)t∈R of ∗-automorphisms Ut : Γ1(H)⊗B(ℓ2I)→
Γ1(H)⊗B(ℓ2I), such that its generator, which is a weak* closed and weak∗ densely defined oper-
ator, contains iDα,1|Γ1(H)′⊗MI,fin .
Let 1 6 p <∞. The operator iDα,1 : Γ1(H)⊗MI,fin ⊂ Lp(Γ1(H)⊗B(ℓ2I))→ Lp(Γ1(H)⊗B(ℓ2I))
is closable and its closure iDα,1,p generates a strongly continuous group of completely positive
complete isometries Ut,p : L
p(Γ1(H)⊗B(ℓ2I)) → Lp(Γ1(H)⊗B(ℓ2I)) (t ∈ R). Moreover, the
mappings Ut and Ut,p are compatible in the sense of complex interpolation theory.
Proof : For t ∈ R, we define Vt =
∑
k∈I exp(itW(αk))⊗ekk (weak∗ convergent series). Note that
Vt is a unitary, VtVt′ = Vt+t′ and V
∗
t = V−t. Then we define Ut : Γ1(H)⊗B(ℓ2I)→ Γ1(H)⊗B(ℓ2I)
by Ut(x) = VtxV
∗
t . By the above properties of Vt, it is easy to check that Ut is a ∗-automorphism
with inverse U−t, and t 7→ Ut is a group homomorphism. Since both Ut and U−t are clearly
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completely contractive, Ut is moreover completely isometric. Note that t 7→ Vt is weakly
continuous. Indeed, for ξ, η ∈ F1(H)⊗2 ℓ2I , we have
〈Vtξ, η〉F1(H)⊗2ℓ2I =
∑
k∈I
〈
eitW(αk)ξk, ηk
〉 −−−→
t→t0
→
∑
k∈I
〈eit0W(αk)ξk, ηk〉
since (eitW(αk))t∈R is a strongly continuous group on F1(H) generated by the self-adjoint W(αk).
Then by [Str1, Lemma 13.4], t 7→ Vt is even strongly continuous. Now by [Tak2, page 238],
t 7→ Ut is weak* continuous. Note that for any t ∈ R, Ut is trace preserving. Indeed, for
x ∈ Γ1(H)⊗B(ℓ2I), we have
τ(Ut(x
∗x)) = τ(Vtx∗xV ∗t ) = τ(V
∗
t Vtx
∗x) = τ(x∗x).
Then since Ut is a ∗-automorphism, it extends for 1 6 p <∞ (uniquely) to a contraction Ut,p
on Lp(Γ1(H)⊗B(ℓ2I)), and by a standard matrix amplification argument, Ut,p is a complete
contraction. Since U−t,p = U−1t,p , Ut,p is a complete isometry. Next we show that Ut,p is
strongly continuous. To this end, we first let p = 1 and show that t 7→ Ut,1 is continuous with
respect to the weak operator topology topology. Indeed, we have for x ∈ L1(Γ1(H)⊗B(ℓ2I)) and
y ∈ Γ1(H)⊗B(ℓ2I) that〈
Ut,1(x), y
〉
= τ(VtxV
∗
t y
∗) = τ(xV−ty∗V ∗−t) = τ
(
x(V−tyV ∗−t)
∗) = 〈x, U−t(y)〉,
which is indeed a continuous function according to the above. Thus, t 7→ Ut,1 is continuous
for the weak operator topology. Then [Tak2, page 239 Proposition 1.2’] yields that t 7→ Ut,1 is
actually strongly continuous. Now essentially the same argument together with the fact that all
Ut,p are contractions yields that t 7→ Ut,p is also strongly continuous. Thus according to [Neer3,
Propositions 1.1.1 and 1.1.2 and Theorem 1.2.3], we have a weak* closed and weak* densely
defined generator iDα,1,∞ of (Ut)t∈R. Let us now show that iDα,1,∞ contains iDα,1|Γ1(H)′⊗MI,fin .
To this end, let x ∈ Γ1(H)′, i, j ∈ I and y =
∑
k,l ykl ⊗ ekl ∈ L1(Γ1(H)⊗B(ℓ2I)). We have
1
t
〈
(Ut − Id)x ⊗ eij , y
〉
=
1
t
τ
(
(eitW(αi−αj) − 1)x⊗ eijy∗
)
=
1
t
∫
Ω
(eitW(αi−αj)(ω) − 1)x(ω)yij(ω) dµ(ω)
−−−→
t→0
∫
Ω
iW(αi − αj)(ω)x(ω)yij(ω) dµ(ω) =
〈
iW(αi − αj)x⊗ eij , y
〉
.
Here we have used the description of Γ1(H) as a space L
∞(Ω, µ) as in Subsection 2.2, together
with the differentiation under the integral sign by domination. Here we used that x ∈ Γ1(H)′.
Next we show that the generator iDα,1,p is the closure of iDα,1 : Γ1(H)⊗MI,fin ⊂ Lp(Γ1(H)⊗B(ℓ2I))→
Lp(Γ1(H)⊗B(ℓ2I)). Let x ⊗ eij ∈ Γ1(H) ⊗ MI,fin. We have iDα,1,p(x ⊗ eij) = iW(αi −
αj)x ⊗ eij according to the same calculation as (5.87) with y ∈ Lp(Γ1(H)⊗B(ℓ2I)). So it
suffices to prove that Γ1(H) ⊗ MI,fin is a core for iDα,1,p. For J ⊆ I a finite subset, de-
note as beforehand TJ : SpI → SpI the Schur multiplier that projects onto the J × J cor-
ner. Note that IdLp(Γ1(H)) ⊗ TJ commutes with Ut,p. This is easy to check on elements of
the form x ⊗ eij and extends by a density argument to all of Lp(Γ1(H)⊗B(ℓ2I)). Thus, for
x ∈ dom(Dα,1,p), we have 1t (Ut,p−Id)(IdLp(Γ1(H))⊗TJ)(x) = 1t (IdLp(Γ1(H))⊗TJ)(Ut,p−Id)(x)→
i(IdLp(Γ1(H)) ⊗ TJ)Dα,1,p(x). We infer that IdLp(Γ1(H)) ⊗ TJ(x) belongs again to dom(Dα,1,p)
and Dα,1,p(IdLp(Γ1(H))⊗TJ)(x) = (IdLp(Γ1(H))⊗TJ)Dα,1,p(x). Moreover, (IdΓ1(H)⊗TJ)(x)→ x
as J → I and Dα,1,p(IdLp(Γ1(H)) ⊗ TJ)(x) → Dα,1,p(x) as J → I. Therefore, to show the core
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property, it suffices to approximate an element x ⊗ eij ∈ dom(Dα,1,p) in the graph norm by
elements in Γ1(H)⊗MI,fin. To this end, it suffices to take 1|x|6nx⊗ eij and to argue similar as
beforehand, noting that 1|x|6n ⊗ 1B(ℓ2
I
) · Ut,p(x⊗ eij) = Ut,p(1|x|6nx ⊗ eij) (let n→∞). Alto-
gether we have shown that iDα,1,p is the closure of iDα,1 : Γ1(H)⊗MI,fin ⊂ Lp(Γ1(H)⊗B(ℓ2I))→
Lp(Γ1(H)⊗B(ℓ2I)).
Corollary 5.59 Let 1 < p <∞. Then the operator Dα,1,p defined above is bisectorial and has
a bounded H∞(Σ±ω ) functional calculus to any angle ω > 0.
Proof : This follows at once from Proposition 5.58 together with the fact that a non-commutative
Lp-space is UMD [BGM] together with the Hieber Prüss Theorem on bounded strongly contin-
uous groups [HvNVW2, Theorem 10.7.10].
Bisectoriality of Fourier II on Lp(Γ1(H)⋊αG) Consider the Dirac operator Dψ,1(x⋊λs) =
W(bψ(s))x ⋊ λs for x ∈ Γ1(H) and s ∈ G. Moreover, consider the subspace Γ1(H)′ = {f ∈
Γ1(H) : W(h)f ∈ Γ1(H) (h ∈ H)} of Γ1(H), which in case that H = Rn and Γ1(Rn) =
L∞(Rn, µ), such that W(h)(x) = 〈h, x〉, contains e.g. all compactly supported functions.
Proposition 5.60 There is a weak* continuous group (Ut)t∈R of ∗-automorphisms Ut : Γ1(H)⋊α
G → Γ1(H) ⋊α G, such that its generator, which is a weak∗ closed and weak∗ densely defined
operator, contains iDψ,1 restricted to Span {x⋊ λs : x ∈ Γ1(H)′, s ∈ G}.
Let 1 6 p < ∞. The mappings Ut extend to a strongly continuous group of completely
positive complete isometries Ut,p : L
p(Γ1(H)⋊αG)→ Lp(Γ1(H)⋊αG) (t ∈ R). If in addition
Lp(VN(G)) has CBAP and VN(G) has QWEP, then the operator iDψ,1 : P⋊ ⊂ Lp(Γ1(H) ⋊α
G)→ Lp(Γ1(H)⋊α G) is closable and its closure iDψ,1,p is the generator of (Ut,p)t∈R.
Proof : We consider the group Ut from [Arh7, Section 3] given by (an additional factor
√
2 has
notational reasons there) Ut(x⋊λs) = e
itW(bψ(s))x⋊λs. It is shown in [Arh7, Section 3] that Ut
extends by linearity and normality to a weak∗ continuous group of ∗-automorphisms. Moreover,
the construction there shows that Ut(x) = VtxV
∗
t for some unitary Vt over F1(H)⊗2 ℓ2G, which
implies that Ut is completely isometric. It is also shown in [Arh7, Lemma 3.3] that Ut preserves
the trace for each t ∈ R. Thus, each Ut extends for 1 6 p < ∞ (uniquely) to a contraction
Ut,p on L
p(Γ1(H)⋊α G), and by a standard matrix amplification argument, Ut,p is a complete
contraction. It is easy to check that U−t,p = U−1t,p , so that Ut,p is a complete isometry. Next we
show that Ut,p is strongly continuous. To this end, we first let p = 1 and show that t 7→ Ut,1
is continuous with respect to the weak operator topology. Indeed, we have for x ∈ L1(Γ1(H)),
y ∈ Γ1(H) and s, r ∈ G that〈
Ut,1(x ⋊ λs), y ⋊ λr
〉
=
〈
eitW(bψ(s))x⋊ λs, y ⋊ λr
〉
= δs=r
〈
eitW(bψ(s))x⋊ λs, y ⋊ λr
〉
= δs=r
〈
x⋊ λs, e
−itW(bψ(r))y ⋊ λr
〉〈
x⋊ λs, U−t(y ⋊ λr)
〉
.
This shows that U∗t,1 = U−t. Moreover, it implies that t 7→ Ut,1 is continuous for the weak
operator topology since t 7→ Ut was weak∗ continuous. Then [Tak2, page 239 Proposition 1.2’]
yields that t 7→ Ut,1 is actually strongly continuous. Now essentially the same argument together
with the fact that all Ut,p are contractions yields that t 7→ Ut,p is also strongly continuous. Thus
according to [Neer3, Propositions 1.1.1 and 1.1.2 and Theorem 1.2.3], we have a weak* closed
and weak* densely defined generator iDψ,1,∞ of (Ut)t∈R. Let us now show that iDψ,1,∞ contains
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iDψ,1 restricted to Span {x⋊ λs : x ∈ Γ1(H)′, s ∈ G}. To this end, let x ∈ Γ1(H)′, s ∈ G and
y =
∑
r∈G yr ⋊ λr ∈ L1(Γ1(H)⋊α G). We have
1
t
〈
(Ut − Id)x⋊ λs, y
〉
=
1
t
τ
(
(eitW(bψ(s)) − 1)x⋊ λsy∗
)
(5.87)
=
1
t
∫
Ω
(eitW(bψ(s))(ω) − 1)x(ω)ys(ω) dµ(ω)
−−−→
t→0
∫
Ω
iW(bψ(s))(ω)x(ω)ys(ω) dµ(ω) =
〈
iW(bψ(s))x ⋊ λs, y
〉
.(5.88)
Here we have used the description of Γ1(H) as a space L
∞(Ω, µ) as in Subsection 2.2, together
with the differentiation under the integral sign by domination. Here we used that x ∈ Γ1(H)′.
Next we show that the generator iDψ,1,p is the closure of iDψ,1 : P⋊ ⊂ Lp(Γ1(H) ⋊α G) →
Lp(Γ1(H)⋊α G). Let x⋊ λs ∈ P⋊. We have iDψ,1,p(x⋊ λs) = iW(bψ(s))x⋊ λs according to a
quick computation calculation as with y ∈ Lp(Γ1(H) ⋊α G). So it suffices to prove that P⋊ is
a core for iDψ,1,p. We now use that L
p(VN(G)) has CBAP and VN(G) has QWEP. According
to Lemma 2.25 and Proposition 2.23, there exists a net (ϕj) of finitely supported functions
G → C converging pointwise to 1 such that IdLp(Γ1(H)) ⋊Mϕj converges to IdLp(Γ1(H)⋊αG) in
the point norm topology (and
∥∥IdLp(Γ1(H)) ⋊Mϕj∥∥cb,Lp(Γ1(H)⋊αG)→Lp(Γ1(H)⋊αG) 6 C). Note
that IdLp(Γ1(H))⋊Mϕj commutes with Ut,p. This is easy to check on elements of the form x⋊λs
and extends by a density argument to all of Lp(Γ1(H) ⋊α G). Thus, for x ∈ dom(Dψ,1,p), we
have 1
t
(Ut,p− Id)(IdLp(Γ1(H))⋊Mϕj)(x) = 1t (IdLp(Γ1(H))⋊Mϕj)(Ut,p− Id)(x)→ i(IdLp(Γ1(H))⋊
Mϕj)Dψ,1,p(x). We infer that (IdLp(Γ1(H))⋊Mϕj)(x) belongs again to dom(Dψ,1,p) and Dψ,1,p(IdLp(Γ1(H))⋊
Mϕj)(x) = (IdLp(Γ1(H)) ⋊Mϕj)Dψ,1,p(x). Moreover, (IdΓ1(H) ⋊Mϕj)(x) → x as j → ∞ and
Dψ,1,p(IdLp(Γ1(H)) ⋊Mϕj)(x) → Dψ,1,p(x) as j → ∞. Therefore, to show the core property,
it suffices to approximate an element x ⋊ λs ∈ dom(Dψ,1,p) in the graph norm by elements in
P⋊. To this end, it suffices to take 1|x|6nx⋊λs and to argue similar as beforehand, noting that
1|x|6n⋊ 1VN(G) ·Ut,p(x⋊λs) = Ut,p(1|x|6nx⋊λs) (let n→∞). Altogether we have shown that
iDψ,1,p is the closure of iDψ,1 : P⋊ ⊂ Lp(Γ1(H)⋊α G)→ Lp(Γ1(H)⋊α G).
Corollary 5.61 Let 1 < p <∞. Then the operator Dψ,1,p defined above is bisectorial and has
a bounded H∞(Σ±ω ) functional calculus to any angle ω > 0.
Proof : This follows at once from Proposition 5.60 together with the fact that a non-commutative
Lp-space is UMD [BGM] together with the Hieber Prüss Theorem on bounded strongly contin-
uous groups [HvNVW2, Theorem 10.7.10].
Remark 5.62 Now we study the properties of the operator (5.44) in the case where I is finite
and −1 6 q < 1. For any i, j ∈ I, we will use the maps Jij : Lp(Γq(H) → Lp(Γq(H)⊗B(ℓ2I)),
x 7→ x⊗ eij and Qij : Lp(Γq(H)⊗B(ℓ2I))→ Lp(Γq(H)), x 7→ xij . For any k, l ∈ I, we introduce
the operator Lkl : L
p(Γq(H)⊗B(ℓ2I))→ Lp(Γq(H)⊗B(ℓ2I)), x⊗ eij 7→ δi=k,j=lsq(αi−αj)x⊗ eij .
If k 6= k′ and l 6= l′, we have
LklLk′l′(x⊗ eij) = δi=k′,j=l′Lkl
(
sq(αi − αj)x⊗ eij
)
= δi=k′,j=l′δi=k,j=lsq(αi − αj)2x⊗ eij
= δi=k,j=lLk′l′
(
sq(αi − αj)x ⊗ eij
)
= Lk′l′Lkl(x⊗ eij).
So the operators Lkl commute. Moreover, we have
(5.89) Dα,q =
∑
k,l∈I
Lkl.
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For any k, l ∈ I, note that
(5.90) Lkl = JklLsq(αk−αl)Qkl.
Note that sq(αk − αl) is selfadjoint. So by [McM1, Remark 2.25] it is bisectorial of type 0 and
admits a bounded functional calculus for all θ ∈ (0, π2 ) (with Kθ = 1). By adapting [JMX,
Proposition 8.4], the operator Lsq(αk−αl) is bisectorial of type 0 on L
p(Γq(H)). By (5.90), the
operator Lkl is also bisectorial of type 0 on L
p(Γq(H)⊗B(ℓ2I)) and admits a bounded functional
calculus. By a bisectorial version of [LMTwo, Theorem 1.1] left to the readfer and (5.89), we
deduce that Dα,q is bisectorial and admits a bounded functional calculus. The study of the
operator 5.72 is similar and left to the reader.
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