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AN INTEGRAL EQUATION FOR FEYNMAN'S OPERATIONAL
CALCULUI
LANCE NIELSEN
Abstrat. In this paper we develop an integral equation satised by Feyn-
man's operational aluli in formalism of B. Jeeries and G. W. Johnson. In
partiular a redued" disentangling is derived and an evolution equation of
DeFaio, Johnson, and Lapidus is used to obtain the integral equation. Af-
ter the integral equation is presented, we show that solutions to the heat and
Shrodinger's equation an be obtained from the redued disentangling and its
integral equation. We also make onnetions between the Jeeries and Johnson
development of the operational aluli and the analyti Feynman integral.
1. Introdution
Feynman's operational alulus, originating with publiation of the paper [2℄,
onerns itself with the formation of funtions of nonommuting operators. Indeed,
even with funtions as simple as f(x, y) = xy, there is an ambiguity present in
evaluating f(A,B) if A and B do not ommute. One is then left with the problem
of deiding, typially with a partiular problem in mind, how best to form a given
funtion of nonommuting operators. One method of dealing with this problem
is to use the so-alled Feynman indies. That is, given operators A and B, assign
them indies. Then, no matter how the produt of A and B is written, the operator
with the smaller index ats rst (to the right) of the operator with the larger index.
Hene, for example, given the produt
1
A
4
B, we an rewrite this as
4
B
1
A sine the
index of A (= 1) is smaller than the index of B (=4). Indeed, this is an approah
to the operational alulus taken by Maslov in [12℄ and by Nasikinski, Shatalov,
and Sternin in [13℄.
In this paper we will follow the approah to the operational alulus originated
by Jeeries and Johnson in the series of papers [4, 5, 6, 7℄ and expanded on in
[8℄, [9℄, [10℄ and others. In this approah to the alulus, the order of operators
in produts is determined by the use of measures on intervals [0, T ]. One an use
ontinuous measures as was done originally by Jeeries and Johnson or one an use
a mixture of ontinuous and disrete measures, see [10℄. We will use ontinuous
measures in what follows.
All of this being said, the question remains as to how one an use measures to
determine the order of operators in produts. We will start with a statement of
Feynman's heuristi rules for the formation of funtions of nonommuting operators.
(1) Attah time indies to the operators to speify the order of operators in produts.
A substantial part of the researh for this artile was supported by the KRA grant (NSF
0354281) at the University of Nebraska-Linoln in May, 2006.
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(2) With time indies attahed, form funtions of these operators by treating them
as though they were ommuting.
(3) Finally, disentangle the resulting expressions; that is, restore the onventional
ordering of the operators.
As is well known, the entral problem of the operational alulus is the disen-
tangling proess. In his 1951 paper, [2℄, Feynman points out that The proess is
not always easy to perform and, in fat, is the entral problem of this operator
alulus.
We rst address rule (1) above. This is, in fat, where we will see measures
oming into play. We rst note that the operators involved may ome with time
indies naturally attahed. This is the ase, for example, with operators of multi-
pliation by time-dependent potentials, and also in onnetion with the Heisenberg
representation in quantum mehanis. However, it is also ommonly the ase that
the operators used are independent of time. Given suh an operator A, one an
(as Feynman most often did) attah time indies aording to Lebesgue measure as
follows:
A =
1
t
∫ t
0
A(s) ds
where A(s) := A for 0 ≤ s ≤ t. While this devie appears somewhat artiial, it is
extremely useful in many situations. Also, it is worth noting that mathematial or
physial onsiderations may ditate that one use a measure dierent from Lebesgue
measure in a given situation. For example, if µ is a probability measure on the
interval [0, T ], and if A is a linear operator, we may write
A =
∫
[0,T ]
A(s)µ(ds)
where again A(s) := A for 0 ≤ s ≤ T . Writing A in this fashion allows us to use
the time variable s to keep trak of when the operator A ats. Indeed, onsider two
operators A and B and the produt A(s)B(t) (time indies have been attahed).
If s < t, we have A(s)B(t) = BA and if t < s, A(s)B(t) = AB; the operator with
the smaller or earlier time index ats before or to the right of an operator with
a larger or later time index. (We stress here that these equalities are heuristi in
nature.) For a more detailed disussion of using measures to attah time indies to
operators, see the book [11℄.
Remark 1.1. It is worth mentioning that using Dira point mass measures to att-
tah time indies to the operators involved amounts to the use of the aforementioned
Feynman indies.
Conerning rules (2) and (3), we remark that, one time indies are attahed (so
that an order of operation is speied), one an alulate funtions of the nonom-
muting operators by treating them as if they atually do ommute. Of ourse, suh
alulations are heuristi in nature but the idea is that with time indies attahed,
one arries out the neessary alulations giving no thought to the operator order-
ing problem; the time indies will enable us to restore the desired ordering of the
operators one the alulations are nished  this is the disentangling proess.
The main subjet of this artile is to use the operational alulus as put down by
Jeeries and Johnson to derive an integral equation satised by fully disentangled
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(or time ordered) operator expressions, at least in a partiular setting. Of riti-
al importane in our derivation will be the evolution equation found by DeFaio,
Johnson, and Lapidus in [1℄ (it an also be found in [11℄, Chapter 19). In its initial
form, the equation we will obtain will be rather general. We will nd, on the way to
this equation, that the disentangled operator we require will be somewhat dierent
from the disentangling obtained by Jeeries and Johnson. However, the dierene
will be that the disentangled expression whih will enable us to use the previously
mentioned evolution equation will ontain fewer terms than the standard disen-
tangled expression one gets from Jeeries' and Johnson's formalism.
One we obtain our integral equation we will onsider several (related) examples
showing that the equation an be used to obtain solutions to the heat equation and
Shrodinger's equation. We will also use the integral equation to establish some
onnetions between disentangled operators obtained in the spirit of Jeeries and
Johnson and the analyti Feynman integral dened using the Wiener integral. Both
time independent and time dependent potentials will be onsidered as well. (See
Chapters 13 and 15 of [11℄ for a very lear and detailed disussion of the analyti
Feynman integral.)
2. The disentangling map
Before the derivation of the integral equation, we dene the disentangling map
in the time dependent setting. (The denition is essentially idential in the time
independent setting.) In doing this we follow the initial denitions set out in [14℄
and [8℄.
Remark 2.1. As the reader will note, the algebras of funtions dened below
are referred to as Banah algebras. We will not prove this assertion here but will
instead refer the reader to the paper [4℄ where the proof is arried out for the time
independent setting. However, as noted in [14℄ and [8℄, the proof of this fat for
the time dependent setting is the same.
Remark 2.2. We will assume throughout this setion that the Banah spae X is
separable.
Denition 1. Fix T > 0. For i = 1, . . . , k, let Ai : [0, T ]→ L(X) be maps that are
measurable in the sense that A−1i (E) is a Borel set in [0, T ] for any strong operator
open set E ⊂ L(X). To eah Ai we assoiate a nite nonnegative ontinuous Borel
measure µi on [0, T ] and require that, for eah i,
(1) ri =
∫
[0,T ]
‖Ai(s)‖L(X)µi(ds) <∞.
We dene, as in [4℄, [8℄, and [14℄, the ommutative Banah algebra AT (r1, . . . , rk)
of funtions f of k omplex variables that are analyti on the open polydisk
{(z1, . . . , zn) : |zi| < ri, i = 1, . . . , k} and suh that the power series for f(z1, . . . , zk)
onverges on {(z1, . . . , zk) : |zi| = ri, i = 1 . . . , k}. (We emphasize that the weights
we are using here depend on the operator-valued funtions as well as on T and on
the measures.) The norm for this Banah algebra is dened to be
(2) ‖f‖AT =
∞∑
m1,...,mk=0
|am1,...,mk |r
m1
1 · · · r
mk
k
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where we use the Taylor series for f :
(3) f(z1, . . . , zk) =
∞∑
m1,...,mk=0
am1,...,mkz
m1
1 · · · z
mk
k .
In the next denition we dene the disentangling algebra.
Denition 2. To the algebraAT we assoiate, as in [4℄, [8℄, and [14℄, a disentangling
algebra by reating formal ommuting objets (Ai(·), µi)
∼
, i = 1, . . . , k. (These
objets play the role of the indeterminants z1, . . . , zk.) We dene the disentangling
algebra DT ((A1, µ1)
∼, . . . , (Ak, µk)
∼) to be the olletion of funtions of the new
indeterminants with the same properties as the elements of the algebra dened in
Denition 1. However, rather than using the notation (Aj , µj)
∼
below, we will
often abbreviate to Aj(·)
∼
, espeially when arrying out alulations. The norm
for DT is the same as that dened in (2) for the Banah algebra AT though we will
refer to it as ‖ · ‖DT if a distintion needs to be made.
It is not hard to show that AT and DT are ommutative Banah algebras whih
are isomorphi to one another (see Propositions 1.1 - 1.3 in [4℄).
For eah t ∈ [0, T ] we now turn to the denition of the disentangling map
(4) T tµ1,...,µk : DT ((A1(·), µ1)
∼, . . . , (Ak(·), µk)
∼) → L(X).
This will be done exatly as in [4℄, [8℄, and [14℄. In order to state the next deni-
tion, whih gives the ation of the disentangling map on monomials, we must rst
introdue some notation. (This notation is essentially the same as used in [4℄, [8℄,
and [14℄.) For a nonnegative integer n and a permutation pi ∈ Sn, the set of all
permutations of 1, . . . , n, we dene subsets ∆tn(pi) of [0, t]
n
by
(5) ∆tn(pi) =
{
(s1, . . . , sn) ∈ [0, t]
n : 0 < spi(1) < · · · < spi(n) < t
}
.
We next dene, for nonnegative integers n1, . . . , nk and a permutation pi ∈ Sn with
n := n1 + · · ·+ nk,
(6) C˜pi(i)(spi(i)) =


A1(spi(i))
∼, if pi(i) ∈ {1, . . . , n1},
A2(spi(i))
∼, if pi(i) ∈ {n1, . . . , n1 + n2},
.
.
.
Ak(spi(i))
∼, if pi(i) ∈ {n1 + · · ·+ nk−1 + 1, . . . , n}.
Remark 2.3. If the measures µ1, . . . , µk are all probability measures it is straight
forward to show that
(A1(·)
∼)
n1 · · · (Ak(·)
∼)
nk =∑
pi∈Sn
∫
∆tn(pi)
C˜pi(n)(spi(n)) · · · C˜pi(1)(spi(1)) (µ
n1
1 × · · · × µ
nk
k ) (ds1, . . . , dsn).
(7)
This result is essential for the denition of the disentangling map.
Now, for every t ∈ [0, T ], we dene the ation of the disentangling map on
monomials.
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Denition 2.1. Let P
n1,...,nk
t (A1(·)
∼, . . . , Ak(·)
∼) = (A1(·)
∼)n1 · · · (Ak(·)
∼)nk .
We dene the ation of the disentangling map on this monomial by (see Remark
2.3)
T tµ1,...,µkP
n1,...,nk
t (A1(·)
∼, . . . , Ak(·)
∼)
= T tµ1,...,µk ((A1(·)
∼)
n1 · · · (Ak(·)
∼)
nk)
:=
∑
pi∈Sn
∫
∆tn(pi)
Cpi(n)(spi(n)) · · ·Cpi(1)(spi(1)) (µ
n1
1 × · · · × µ
nk
k ) (ds1, . . . , dsn)
(8)
where the notation is as dened in (6) exept that here we omit the tildes and
onsequently obtain the appropriate operator-valued funtions in plae of the formal
ommuting objets.
Finally, for f ∈ DT ((A1(·), µ1)
∼, . . . , (Ak(·), µk)
∼) written as
f (A1(·)
∼, . . . , Ak(·)
∼) =
∞∑
n1,...,nk=0
cn1,...,nk(A1(·)
∼)n1 · · · (Ak(·)
∼)nk
(9)
we dene the ation of the disentangling map on f by
T tµ1,...,µkf (A1(·)
∼, . . . , Ak(·)
∼)
=: ft;µ1,...,µk (A1(·)
∼, . . . , Ak(·)
∼)
=
∞∑
n1,...,nk=0
cn1,...,nkT
t
µ1,...,µk
P
n1,...,nk
t (A1(·)
∼, . . . , Ak(·)
∼) .
(10)
Remark 2.4. As is shown in [14℄ and [8℄, the disentangling map is a linear on-
tration from the disentangling algebra into the nonommutative Banah algebra
of bounded linear operators on the Banah spae X . This diers somewhat from
the time independent setting of [4℄ where the disentangling map (dened exatly
as above) is shown to be a norm one ontration. As remarked in [14℄ and [8℄, it is
the presene of time dependent L(X) - valued funtions that auses the map to be
a ontration not neessarily of norm one.
Next we dene, using the sets ∆tn(pi) dened above, a set of permutations that
will be very useful below. Let n1, . . . , nk be nonnegative integers and onsider the
sets ∆tn1 , . . . ,∆
t
nk (where ∆
t
j := ∆
t
j(id) with id being the identity permutation).
Write, for eah ∆tnj ,
(11) ∆tnj =
{
(sj,1, . . . , sj,nj ) ∈ [0, t]
nj : 0 < sj,1 < · · · < sj,nj < t
}
.
(We therefore have k bloks of ompletely timeordered nj - tuples, j = 1, . . . , k.)
The set of permutations that we want are those permutations σ of {1, . . . , n} that
preserve the ordering of eah blok sj,1, . . . , sj,nj . We will denote this set of permu-
tations by Pn1,...,nk . To be more spei, we require eah σ ∈ Pn1,...,nk to preserve
the order of the integers n1 + · · · + nj−1 + 1, . . . , n1 + · · · + nj−1 + nj in the list
σ(1), σ(2), . . . , σ(n) though these integers do not have to appear onseutively in
this list. In other words, the permutation σ preserves the ordering in eah blok of
time indies while at the same time putting the union of all the bloks of indies in
the orret time order. The ardinality of this set of permutations is
card(Pn1,...,nk) =
(n1 + · · ·+ nk)!
n1! · · ·nk!
.
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Given σ ∈ Pn1,...,nk , we let
(12) (∆tn1 × · · · ×∆
t
nk)(σ)
=
{
(t1, . . . , tn) ∈ ∆
t
n1 × · · · ×∆
t
nk : 0 < tσ(1) < · · · < tσ(n) < t
}
and note that, up to a set of measure zero (sine we're using ontinuous measures),
(13) ∆tn1 × · · · ×∆
t
nk
=
⋃
σ∈Pn1,...,nk
(∆tn1 × · · · ×∆
t
nk
)(σ).
A proof of this equality an be found in [11℄.
It is easy to show that the disentangling map an be written using a sum over
Pn1,...,nk in plae of the sum over Sn (see Proposition 2.5 of [4℄). Indeed, for f ∈ DT ,
we may write
T tµ1,...,µkf(A
∼
1 , . . . , A
∼
k ) =
∞∑
n1,...,nk=0
cn1,...,nkn1! · · ·nk!
∑
σ∈Pn1,...,nk
∫
(∆tn1×···×∆
t
nk
)(σ)
·
Cσ(n)(sσ(n)) · · ·Cσ(1)(sσ(1))(µ
n1
1 × · · · × µ
nk
k )(ds1, . . . , dsn).
(14)
A more omplete disussion of this set of permutations, with examples, an be
found in [1℄ or in [11℄.
3. The Integral Equation
Let H be a separable Hilbert spae. Let Ai : [0, T ] → L(H), i = 1, . . . , n,
be measurable in the sense of Denition 1. To eah Ai assoiate a ontinuous
nonnegative Borel measure µi on [0, T ] and assume that
(15) ri :=
∫
[0,T ]
‖Ai(s)‖µi(ds) <∞
for eah i. Assume as well that Ai(s)Ai(t) = Ai(t)Ai(s) for eah i.
Remark 3.1. We do not, however, assume that Ai(s)Aj(t) = Aj(t)Ai(s) if i 6= j.
Finally, assume that the linear operator −α : H → H generates a (C0) ontra-
tion semigroup of linear operators on H.
Using the nonnegative real numbers r1, . . . , rn we onstrut the ommutative
Banah algebra AT (r1, . . . , rn). Let g ∈ AT (r1, . . . , rn) and dene
(16) f (z0, z1, . . . , zn) = e
z0g(z1, . . . , zn).
Write
(17) g (z1, . . . , zn) =
∞∑
m1,...,mn=0
gm1,...,mnz
m1
1 · · · z
mn
n .
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Assoiating Lebsegue measure l with −α we have, using Denition 4.1 of [8℄,
(18)
T tl;µ1,...,µnf (−α
∼, A1(·)
∼
, . . . , An(·)
∼) := f tl;µ1,...,µn (−α, A1(·), . . . , An(·)) =
∞∑
m1,...,mn=0
gm1,...,mn
∑
pi∈Sm
∫
∆tm(pi)
e−(t−spi(m))αCpi(m)(spi(m)) · · ·Cpi(1)(spi(1))e
−spi(1)α
(µm11 × · · · × µ
mn
n ) (ds1, . . . , dsm)
as the disentangling out to time t ∈ [0, T ]. We an write this expression as (see
above or Proposition 2.5 of [4℄)
(19) f tl;µ1,...,µn (−α, A1(·), . . . , An(·)) =
∞∑
m1,...,mn=0
gm1,...,mnm1! · · ·mn!
∑
pi∈Pm1,...,mn
∫
(∆tm1×···×∆
t
mn
)(pi)
e−(t−spi(m))α
Cpi(m)(spi(m)) · · ·Cpi(1)(spi(1))e
−spi(1)α (µm11 × · · · × µ
mn
n ) (ds1, . . . , dsm)
In partiular we may write
(20) exptl;µ1,...,µn

−tα+ n∑
j=1
∫
[0,t]
Aj(s)µj(ds)

 =
∞∑
m1,...,mn=0
∑
pi∈Pm1,...,mn
∫
(∆tm1×···×∆
t
mn)(pi)
e−(t−spi(m))αCpi(m)(spi(m)) · · ·
Cpi(1)(spi(1))e
−spi(1)α (µm11 × · · · × µ
mn
n ) (ds1, . . . , dsm)
for the disentangling of the exponential funtion dened by ez0ez1+···+zn , that is
we are taking our funtion g to be g(z1, . . . , zn) = e
z1+···+zn
. The disentangling
displayed above in equation (20) is that derived in the paper [1℄ and an also be
found in [11℄.
While the expression seen in equation (19) is the disentangling series for the
funtion f(A1, . . . , An), we will not nd it useful in obtaining our integral equation.
Indeed, in order to use the evolution equation from [1℄ (see (29) below) , we need
the presene of the exponential funtion (20) in our disentangling. To hange the
form of our disentangling so that we an use the evolution equation, we rst re-
express the the power series oeients using the Cauhy Integral Theorem and
then slightly rewrite the operator funtions to aommodate the use of the integral
theorem. Using the integral form of k!, k ∈ N, we arrive at equation (22). This
is equivalent to the disentangling seen in equation (19) but it now ontains the
exponential funtion to whih we will apply the aforementioned evolution equation.
It is essentially equation (22) that we will work with.
As mentioned above, the rst step in rewriting the disentangling f tl;µ1,...,µn in
terms of the exponential funtion begins with the Cauhy Integral Theorem. Indeed,
we an use the Cauhy Theorem for derivatives to write the oeients in the power
series (17) as
(21)
gm1,...,mn =
1
(2pii)n
∫
|ξ1|=r1
· · ·
∫
|ξn|=rn
g(ξ1, . . . , ξn)ξ
−m1−1
1 · · · ξ
−mn−1
n dξ1 · · · dξn.
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Now, replae eah Aj with
uj
ξj
Aj(·). Then, for uj ∈ [0,∞) and ξj ∈ C\{0} we
obtain, provided we are able to interhange the order of summation and integration
as needed,
(22) f tl;µ1,...,µn(−α, A1(·), . . . , An(·)) =
1
(2pii)n
∫
|ξ1|=r1
· · ·
∫
|ξn|=rn
∫
[0,∞)n
g(ξ1, . . . , ξn)ξ
−1
1 · · · ξ
−1
n e
−u1 · · · e−un ·
exptl;µ1,...,µn

−tα+ n∑
j=1
uj
ξj
∫
[0,t]
Aj(s)µj(ds)

 du1 · · · dundξ1 · · · dξn
Of ourse, we have used the fat that
k! =
∫
[0,∞)
uke−udu
for k ∈ N. Hene, for m1, . . . , mn ∈ N,
m1! · · ·mn! =
∫
[0,∞)n
um11 · · ·u
mn
n e
−u1 · · · e−undu1 · · · dun.
Also, the presene of the fator
uj
ξj
with the operator Aj in the exponential supplies
the fator u
mj
j we need to obtain the neessary fatorials in (22). The ξj in the
denominator enables us to obtain the fators ξ
−mj−1
j that are needed to give the
power series oeients.
We now verify that the above-mentioned interhanges of integration and summa-
tion are valid. We use the vetorvalued version of the standard theorem from anal-
ysis that states that if a sequene {gn} of funtions is suh that
∑∞
n=1
∫
Ω
|gn|dµ ∈
L1, then
∑∞
n=1 gn ∈ L
1
(see, for example, Corollary 12.33 of [3℄). First note that
(23)
∞∑
m1,...,mn=0
∑
pi∈Pm1,...,mn
{
1
(2pii)n
∫
|ξ1|=r1
· · ·
∫
|ξn|=rn
g(ξ1, . . . , ξn)ξ
−m1−1
1 · · · ξ
−mn−1
n
um11 · · ·u
mn
n e
−u1 · · · e−undu1 · · · dundξ1 · · · dξn
}∫
(∆tm1×···×∆
t
mn
)(pi)
e−(t−spi(m))α
Cpi(m)(spi(m)) · · ·Cpi(1)(spi(1))e
−spi(1)α (µm11 × · · · × µ
mn
n ) (ds1, . . . , dsm),
being the disentangling series for f (A1(·), . . . , An(·)), onverges absolutely in L(H)
([11℄ or [1℄). It is lear that the salar funtions being summed/integrated are
ontinuous. The nite sum of integrals
(24) Lm1,...,mn :=
∑
pi∈Pm1,...,mn
∫
(∆tm1×···×∆
t
mn
)(pi)
e−(t−spi(m))αCpi(m)(spi(m)) · · ·
Cpi(1)(spi(1))e
−spi(1)α (µm11 × · · · × µ
mn
n ) (ds1, . . . , dsm)
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is an operator in L(H) for m1, . . . ,mn ∈ N. For xed nonnegative integers m1, . . . ,
mn, we an write
(25)
∫
|ξ1|=r1
· · ·
∫
|ξn|=rn
∫
[0,∞)n
g(ξ1, . . . , ξn)ξ
−m1−1
1 · · · ξ
−mn−1
n u
m1
1 · · ·u
mn
n ·
e−u1 · · · e−undu1 · · · dundξ1 · · · dξnLm1,...,mn
=
∫
[0,∞)n
∫
|ξ1|=r1
· · ·
∫
|ξn|=rn
g(ξ1, . . . , ξn)ξ
−m1−1
1 · · · ξ
−mn−1
n u
m1
1 · · ·u
mn
n ·
e−u1 · · · e−undξ1 · · · dξndu1 · · · dunLm1,...,mn
=
∫
[0,∞)n
∫
|ξ1|=r1
· · ·
∫
|ξn|=rn
g(ξ1, . . . , ξn)ξ
−m1−1
1 · · · ξ
−mn−1
n u
m1
1 · · ·u
mn
n ·
e−u1 · · · e−unLm1,...,mndξ1 · · · dξndu1 · · · dun.
The rst equality follows by virtue of the standard Fubini theorem. The seond
equality follows from the fat that for f : [a, b] → C integrable with respet to
Lebesgue measure and for T ∈ L(H), φ ∈ H, we have
∫ b
a
f(x) dxTφ =
∫ b
a
f(x)Tφdx =
∫ b
a
T (f(x)φ) dx = T
(∫ b
a
f(x)φdx
)
.
The seond, third, and fourth integrals just above are interpreted as Bohner inte-
grals. Further, note that
(26)
∞∑
m1,...,mn=0
∫
[0,∞)n
∫
|ξ1|=r1
· · ·
∫
|ξn|=rn
g(ξ1, . . . , ξn)ξ
−m1−1
1 · · · ξ
−mn−1
n u
m1 · · ·umnn ·
e−u1 · · · e−unLm1,...,mndξ1 · · · dξndu1 · · · dun
is the disentangling series for f and so onverges in L(H) - norm. Hene it follows
that we are able to interhange the sum and the integrals above, as asserted.
We may therefore write the disentangling of f as shown in equation (22). This in-
tegral expression gives us the disentangled expression for the operator f tl;µ1,...,µn(−α,
A1(·), . . . , An(·)) orresponding to the funtion
f(z0, z1, . . . , zn) = e
z0g(z1, . . . , zn).
However, the utility of the integral expression (22) for the disentangling is not, for
our purposes here, to further develop the operational aluli for funtions of the
form above. Instead we will modify the disentangling slightly in order to develop
an integral equation for the operational aluli (in the modied form). The reason
for this modiation is, even though we've now written f tl;µ1,...,µn with the disen-
tangled exponential funtion, the presene of the fatorial expression m1! · · ·mn!.
These fatorials would hinder the development of the appropriate integral equation
as an learly be seen when arrying out the alulations in equation (31). We
therefore disard the fator m1! · · ·mn! from our disentangling. This means, of
ourse, omitting the integral over [0,∞)n along with the assoiated portions of the
integrand. Consequently our disentangling series is "redued" in the sense that we
are summing over the smaller set of permutations Pm1,...,mn . What will be referred
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to heneforth as the "redued disentangling" is, then,
(27)
f t(R);l;µ1,...,µn(−α, A1(·), . . . , An(·)) =
1
(2pii)n
∫
|ξ1|=r1
· · ·
∫
|ξn|=rn
g(ξ1, . . . , ξn)·
ξ−11 · · · ξ
−1
n exp
t
l;µ1,...,µn

−tα+ n∑
j=1
1
ξj
∫
[0, t]
Aj(s)µj(ds)

 dξ1 · · · dξn.
Remark 1. From the struture of this expression it should be lear that it is a
sum of time - ordered operator produts and so it is, by denition, a disentangled
expression in the sense of Feynman's rules. Indeed, this expression ontains the
fully disentangled exponential funtion.
The reason we wish to work with the redued disentangling will beome lear.
From [1℄ or [11℄ we know that the disentangled exponential funtion
(28) Etl;µ1,...,µn := exp
t
l;µ1,...,µn

−tα+ n∑
j=1
1
ξj
∫
[0, t]
Aj(s)µj(ds)


satises the evolution equation
(29) Etl;µ1,...,µn = e
−tα +
n∑
j=1
∫
[0, t]
e−(t−s)α
1
ξj
Aj(s)E
s
l;µ1,...,µnµj(ds).
If we use this evolution equation in our redued disentangling f t(R);l;µ1,...,µn , we
obtain
f t(R);l,µ1,...,µn(−α, A1(·), . . . , An(·)) =
1
(2pii)n
∫
|ξ1|=r1
· · ·
∫
|ξn|=rn
g(ξ1, . . . , ξn)·
ξ−11 · · · ξ
−1
n

e−tα +
n∑
j=1
∫
[0, t]
e−(t−s)α
1
ξj
Aj(s)E
s
l;µ1,...,µnµj(ds)

 dξ1 · · · dξn
=
{
1
(2pii)n
∫
|ξ1|=r1
· · ·
∫
|ξn|=rn
g(ξ1, . . . , ξn)ξ
−1
1 · · · ξ
−1
n dξ1 · · · dξn
}
e−tα
(30)
+
n∑
j=1
1
(2pii)n
∫
|ξ1|=r1
· · ·
∫
|ξn|=rn
g(ξ1, . . . , ξn)ξ
−1
1 · · · ξ
−1
j−1ξ
−2
j ξ
−1
j+1 · · · ξ
−1
n ·
∫
[0, t]
e−(t−s)αAj(s)E
s
l;µ1,...,µnµj(ds)dξ1 · · · dξn
=
(∗) g(0, . . . , 0)e−tα +
n∑
j=1
∫
[0, t]
e−(t−s)αAj(s)
{
1
(2pii)n
∫
|ξ1|=r1
· · ·
∫
|ξn|=rn
·
g(ξ1, . . . , ξn)ξ
−1
1 · · · ξ
−1
j−1ξ
−2
j ξ
−1
j+1 · · · ξ
−1
n E
s
l;µ1,...,µndξ1 · · · dξn
}
µj(ds).
(The inequality (*) above follows from the standard Fubini theorem.)
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Now, the expression in the braes in the last two lines of equation (31) has the
form of a redued disentangling. In order to proeed we need to identify the funtion
being disentangled. The key to this identiation is ontained in the integrals
1
(2pii)n
∫
|ξ1|=r1
· · ·
∫
|ξn|=rn
g(ξ1, . . . , ξn)ξ
−1
1 · · · ξ
−1
j−1ξ
−2
j ξ
−1
j+1 · · · ξ
−1
n dξ1 · · · dξn
for j = 1, . . . , n. When Esl;µ1,...,µn is expanded in its disentangling series we obtain,
for eah j, the following integral whih is then written as the orresponding deriva-
tive evaluated at the origin in Cn using Cauhy's Integral Formula for derivatives:
(31)
1
(2pii)n
∫
|ξ1|=r1
· · ·
∫
|ξn|=rn
g(ξ1, . . . , ξn)ξ
−m1−1
1 · · · ξ
−mj−1−1
j−1 ξ
−mj−2
j ·
ξ
−mj+1−1
j+1 · · · ξ
−mn−1
n dξ1 · · · dξn
=
∂m1+···+mj−1+(mj+1)+mj+1+···+mng
∂z
m1
1 ···∂z
mj−1
j−1 ∂z
mj+1
j
∂z
mj+1
j+1 ···∂z
mn
n
(0, . . . , 0)
m1! · · ·mj−1!(mj + 1)!mj+1! · · ·mn!
In order to determine the salar funtion giving the disentangling with the Taylor
oeients just above, we onsider the orresponding power series for eah j =
1, . . . , n:
(32)
∞∑
m1,...,mn=0


∂m1+···+mj−1+(mj+1)+mj+1+···+mng
∂z
m1
1 ···∂z
mj−1
j−1 ∂z
mj+1
j
∂z
mj+1
j+1 ···∂z
mn
n
(0, . . . , 0)
m1! · · ·mj−1!(mj + 1)!mj+1! · · ·mn!

 ·
zm11 · · · z
mj−1
j−1 z
mj
j z
mj+1
j+1 · · · z
mn
n =
∞∑
m1,...,mj−1,mj+1,...,mn=0
·


1
zj
∞∑
mj=0


∂mg(0,...,0)
∂z
m1
1 ···∂z
mj−1
j−1 ∂z
mj
j
∂z
mj+1
j+1 ···∂z
mn
n
m1! · · ·mj−1!mj !mj+1! · · ·mn!

 zm11 · · · zmj−1j−1 zmjj zmj+1j+1 · · · zmnn
−
1
zj


∂m1+···+mj−1+mj+1+···+mng(0,...0)
∂z
m1
1 ···∂z
mj−1
j−1 ∂z
mj+1
j+1 ···∂z
mn
n
m1! · · ·mj−1!mj+1! · · ·mn!

 zm11 · · · zmj−1j−1 zmj+1j+1 · · · zmnn


=
1
zj
∞∑
m1,...,mn=0

 ∂
mg(0,...,0)
∂z
m1
1 ···∂z
mn
n
m1! · · ·mn!

 zm11 · · · zmnn −
1
zj
∞∑
m1,...,mj−1,mj+1,...,mn=0


∂m1+···+mj−1+mj+1+···+mng(0,...,0)
∂z
m1
1 ···∂z
mj−1
j−1 ∂z
mj+1
j+1 ···∂z
mn
n
m1! · · ·mj−1!mj+1! · · ·mn!

 ·
zm11 · · · z
mj−1
j−1 z
mj+1
j+1 · · · z
mn
n =
1
zj
(g(z1, . . . , zn)− g(z1, . . . , zj−1, 0, zj+1, . . . , zn))
With this done, we may now reord our integral equation:
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Theorem 3.1. Under the hypotheses stated at the beginning of the setion, the
redued disentangling f t(R);l;µ1,...,µn satises the equation
f t(R);l;µ1,...,µn(−α, A1(·), . . . , An(·)) = g(0, . . . , 0)e
−tα+
n∑
j=1
∫
[0, t]
e−(t−s)αAj(s)Φ
j, s
(R);l;µ1,...,µn
(−α, A1(·), . . . , An(·))µj(ds)
(33)
where
Φj(z0, z1, . . . , zn) =
ez0
zj
(g(z1, . . . , zn)− g(z1, . . . , zj−1, 0, zj+1, . . . , zn))
=
1
zj
(f(z0, z1, . . . , zn)− f(z0, z1, . . . , zj−1, 0, zj+1, . . . , zn))
(34)
for j = 1, . . . , n.
4. Examples
In order to investigate the integral equation above, we onsider some examples.
Before proeeding to our examples, however, we dene the mixed norm spae L∞1;l.
We say that V ∈ L∞1;η([0, T ]× R
d) if
‖V ‖∞1;η :=
∫
[0, T ]
‖V (s, ·)‖∞η(ds)
where η ∈ M([0, T ]). Given V ∈ L∞1;l([0, T ] × R
d) (l is Lebesgue measure) it
follows that MV , the operator of multipliation by V , is a bounded linear operator
on L2(Rd) for Lebesgue almost every s ∈ [0, T ]. The norm of MV is ‖MV ‖ =
‖V (s, ·)‖∞. (On an nd a disussion of the mixed norm spae in [11℄.)
We now proeed with our rst example. Let A1 be the operator of multipliation
by V : [0, T ]× Rd → R, V ∈ L∞1;l. Take α = H0 =
1
2∆. Dene
(35) f(z0, z1) = e
z0 (z1g1(z1) + g1(0))
for g1(z1) analyti on the disk D(0, ‖V ‖∞1;l) and ontinuous on its boundary. (Here
we are replaing the funtion g(z) above with the funtion z1g1(z1) + g1(0).) It is
well known that, for t > 0 and ψ ∈ L2(Rd),
(36)
(
e−tH0ψ
)
(x) = (2pit)−d/2
∫
Rd
ψ(u) exp
(
−‖x− u‖2
2t
)
du.
To proeed with our alulations we write the Taylor series for g1:
(37) g1(z1) =
∞∑
m=0
amz
m
1 .
To do the alulation on the right hand side of the integral equation (33), we rst
note that here n = 1 and assoiating Lebesgue measure to A1, the operator of
multipliation by V , we have
(38) f t(R);l;l(−H0, V ) = g1(0)e
−tH0 +
∫ t
0
e−(t−s)H0V (s)Φ1,s(R);l;l(−H0, V ) ds
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for our integral equation. From the denition of Φj we have, using z1g1(z1)+ g1(0)
in plae of g(z1),
(39) Φ1(z0, z1) = e
z0 ·
1
z1
(z1g1(z1) + g1(0)− g1(0)) = e
z0g1(z1).
Hene the redued disentangling Φ1,s(R);l;l(−H0, V ) is that of the funtion e
z0g1(z1)
for z0 = −H0 and z1 = V . Using the power series for g1 we have, given ψ ∈ L
2(Rd),
(40)
(Φ1,s(R);l;l(−H0, V )ψ)(x)
=
∞∑
m=0
am
∫
∆m(s)
(
e−(s−tm)H0V (tm) · · ·V (t1)e
−t1H0ψ
)
(x) dt1 · · · dtm
=
∞∑
m=0
am
∫
∆m(s)
(
(2pi)m+1(s− tm) · · · (t2 − t1)t1
)−d/2 ∫
R(m+1)d
V (xm, tm)·
V (xm−1, tm−1) · · ·V (x2, t2)V (x1, t1)ψ(x0) exp

−m+1∑
j=1
‖xj − xj−1‖
2
2(tj − tj−1)

 ·
dx0dx1 · · · dxm−1dt1dt2 · · · dtm
where xm+1 = x and tm+1 = s in the sum inside the exponential above. We now
alulate
e−(t−s)H0V (s)Φ1,s(R);l;l(−H0, V )ψ.
Using ontinuity of the semigroup we may write
(41)
(
e−(t−s)H0V (s)Φ1,s(R);l;l(−H0, V )ψ
)
(x)
=
∞∑
m=0
am
∫
∆m(s)
(
(2pi)m+2(t− s)(s− tm)(tm − tm−1) · · · (t2 − t1)t1
)−d/2
·
∫
R(m+2)d
V (xm+1, tm+1)V (xm, tm) · · ·V (x2, t2)V (x1, t1)ψ(x0)·
exp

−m+2∑
j=1
‖xj − xj−1‖
2
2(tj − tj−1)

 dx0dx1 · · · dxmdt1dt2 · · · dtm
where xm+2 = x, tm+2 = t and tm+1 = s. For any y ∈ C
t
0, the lassial Wiener
spae of paths, dene G : Ct0 → R by
(42) G(y) := V (y(t1), t1) · · ·V (y(tm+1), tm+1)ψ(y(t)).
Then ∫
Ct0
G(y + x)m(dy) =
(
(2pi)m+2(t− s)(s− tm) · · · (t2 − t1)t1
)−d/2 ∫
R(m+2)d
V (xm+1, s)V (xm, tm)
· · ·V (x2, t2)V (x1, t1)ψ(x0) exp

−m+2∑
j=1
‖xj − xj−1‖
2
2(tj − tj−1)

 dx0 · · · dxmdt1 · · · dtm(43)
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where m is Wiener measure on Ct0. Hene∫ t
0
e−(t−s)H0V (s)Φ1,s(R);l;l(−H0, V ) ds =∫ t
0
∞∑
m=0
am
∫
∆m(s)
∫
Ct0
G(y + x)m(dy)dt1 · · · dtmds =
∫ t
0
∫
Ct0
(
∞∑
m=0
am
∫
∆m(s)
G(y + x) dt1 · · · dtm
)
m(dy)ds
(44)
where the last equality follows from the dominated onvergene theorem and Fu-
bini's theorem. Finally, we may write the sum above in a dierent way using the
denition of G. In partiular, all of the terms in the produt dening G ommute
and we may write the integral of G over ∆m(s) as
(45)
1
m!
(∫ s
0
V (y(u) + x, u) du
)m
V (y(s) + x, s)ψ(y(t) + x).
Hene, for Lebesgue almost every x ∈ Rd,
∫ t
0
e−(t−s)H0V (s)Φ1,s(R);l;l(−H0, V ) ds =∫ t
0
∫
Ct0
(
∞∑
m=0
am
m!
(∫ s
0
V (y(u) + x, u) du
)m)
V (y(s) + x, s)ψ(y(t) + x)m(dy)ds
(46)
and our integral equation is, in this setting,
(47) f t(R);l;l(−H0, V )ψ(x) = g1(0)e
−tH0ψ(x)+∫ t
0
∫
Ct0
(
∞∑
m=0
am
m!
[∫ s
0
V (y(u) + x, u) du
]m)
V (y(s) + x, s)ψ(y(t) + x)m(dy)ds.
If V : Rd → R is a time independent potential with V ∈ L∞(Rd), the previous
alulations go through in exatly the same was as above and we obtain
(48) f t(R);l;l(−H0, V )ψ(x) = g1(0)e
−tH0ψ(x)+∫ t
0
∫
Ct0
(
∞∑
m=0
am
m!
[∫ s
0
V (y(u) + x) du
]m)
V (y(s) + x)ψ(y(t) + x)m(dy)ds.
With this equation in hand, we are now in a position where we an investigate some
examples by making a spei hoie for the funtion g1.
We will start in the time independent setting, taking g1(z1) =
1
1−z1
and will
assume here that ‖V ‖∞ < 1. As is well known, we may write
g1(z1) =
∞∑
m=0
zm1 .
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for |z1| < 1. We replae V with −V and obtain
(49) f t(R);l;l(−H0,−V )ψ(x) = e
−tH0ψ(x)−∫ t
0
∫
Ct0
(
∞∑
m=0
(−1)m
m!
(∫ s
0
V (y(u) + x) du
)m)
V (y(s) + x)ψ(y(t) + x)m(dy)ds
where it is lear that am = 1 and g1(0) = 1. Fubini's theorem enables us to write
this equation as
f t(R);l;l(−H0,−V )ψ(x) = e
−tH0ψ(x)−∫
Ct0
∫ t
0
exp
[
−
∫ s
0
V (y(u) + x) du
]
V (y(s) + x)ψ(y(t) + x) dsm(dy)
= e−tH0ψ(x) −
∫
Ct0
(
1− exp
(
−
∫ t
0
V (y(u) + x) du
))
ψ(y(t) + x)m(dy)
= e−tH0ψ(x) −
∫
Ct0
ψ(y(t) + x)m(dy) +
∫
Ct0
exp
(
−
∫ t
0
V (y(u) + x) du
)
·
ψ(y(t) + x)m(dy)
= e−tH0ψ(x) − e−tH0ψ(x) + e−t(H0+V )ψ(x) = e−t(H0+V )ψ(x)
(50)
where we've applied the Feynman-Ka formula (see, for example, [11℄, Chapter 12)
to the third term after the third equality above and the well known Wiener integral
representation of the heat semigroup to the seond term after the third equality.
Hene we see that the redued disentangling developed above supplies solutions to
the heat equation in this setting, for Lebesgue almost every x ∈ Rd.
We next make a onnetion between the redued disentangling and various types
of analyti Feynman integrals. We will stay in the setting of the alulation imme-
diately above, i.e. g1(z1) =
1
1−z1
and ‖V ‖∞ < 1.
Remark 2. We briey note that the example here involving H0 and V should also
work with H0 replaed by any operator α suh that −α generates a C0 semigroup
and V replaed by any bounded linear operator A with uniform norm ‖A‖ < 1.
The proof would not appeal to Wiener measure.
To begin, we reall the denition of the analyti in time Feynman integral J t(F )
given on page 299 (Denition 13.2.1) of [11℄:
Denition 3. Given t > 0, ψ ∈ L2(Rd) and ξ ∈ Rd, onsider the expression
(J t(F )ψ)(ξ) =
∫
Ct0
F (x+ ξ)ψ(x(t) + ξ)m(dx).
The operator-valued funtion spae integral J t(F ) exists if and only if the Wiener
integral above denes J t(F ) as an element of L(L2(Rd)). If J t(F ) exists for every
t > 0 and, in addition, has an extension (neessarily unique) as a funtion of t
to an operator-valued analyti funtion on C+ (the set of omplex numbers with
positive real part) and a strongly ontinuous funtion on C¯+, we say that J
t(F )
exists for all t ∈ C¯+. When t is purely imaginary, J
t(F ) is alled the analyti in
time operator-valued Feynman integral.
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In partiular we will onsider J t(FV ) where FV is given by
(51) FV (y) = exp
(
−
∫ t
0
V (y(s)) ds
)
for y ∈ Ct0. Indeed, as seen in Remark 13.2.2 on page 299 of [11℄,
(52) e−t(H0+V ) = J t(FV ).
Hene we see that
(53)
[
f(R);l;l(−H0,−V )
]
ψ(x) = J t(FV ).
Also, as is shown in Theorem 13.3.1 of [11℄,
(54) J it(FV ) = e
−it(H0+V ).
(So J t(FV ) is a solution to the heat equation for real t and a solution to the
Shrodinger equation for imaginary t.) Moreover, if we replae −H0 with −iH0
and −V with −iV in the redued disentangling f t(R);l;l that we alulated above,
we obtain, with ψ ∈ L2(Rd),
(55)
[
f t(R);l;l(−iH0,−iV )
]
ψ(x) = e−it(H0+V )ψ(x)
where the integrals appearing in the alulation must now be interpreted in the
mean. Hene, for ψ ∈ L2(Rd),
(56)
[
f t(R);l;l(−iH0,−iV )
]
ψ(x) = e−it(H0+V )ψ(x) = J it(FV )ψ(x).
It should be noted that if ψ ∈ L1(Rd) ∩ L2(Rd), then the integrals in the redued
disentangling as well as the integrals in J do not have to be interpreted in the mean.
Remark 4.1. The lass of potentials onsidered in Chapter 13 of [11℄ is quite large
but does, of ourse, inlude the type of potential we are onsidering in this paper.
We now move on to the setting where the potential V is time dependent. In this
ase we will make use of the mixed norm spae L∞1;l. We also need to reall the
following denition (Denition 15.2.1 on page 410 of [11℄) for the analyti (in mass)
operator-valued Feynman integral.
Denition 4. Fix t > 0. Let F be a funtion from Ct0 to C. Given λ > 0,
ψ ∈ L2(Rd) and ξ ∈ Rd, we onsider the expression
(Ktλ(F )ψ)(ξ) =
∫
Ct0
F (λ−1/2x+ ξ)ψ(λ−1/2x(t) + ξ)m(dx).
The operator-valued funtion spae integral Ktλ(F ) exists for λ > 0 if the integral
above denes Ktλ(F ) as an element of L(L
2(Rd)). If, in addition, Ktλ(F ), as a
funtion of λ, has an extension (neessarily unique) to an analyti funtion on
C+ and a strongly ontinuous funtion on C¯+\ {0}, we say that K
t
λ(F ) exists for
λ ∈ C¯+\ {0}. When λ is purely imaginary, K
t
λ(F ) is alled the analyti (in mass)
operator-valued Feynman integral of F .
For y ∈ Ct0 and V ∈ L∞1;l([0, T ]× R
d) we dene (see equation (48))
(57) FV (y) :=
∞∑
m=0
(−1)m+1am
(m+ 1)!
(∫ t
0
V (s, y(s)) ds
)m
.
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That is, for
G(z) =
∞∑
m=0
(−1)m+1am
(m+ 1)!
zm+1
with radius of onvergene stritly greater than ‖V ‖∞1;l we have
FV (y) = G
(∫ t
0
V (s, y(s)) ds
)
and it follows that ∫
Ct0
FV (y + x)ψ(y(t) + x)m(dy)
exists and is equal to Kt1(FV )ψ. Realling that g1(z1) =
∑∞
m=0 amz
m
1 , we an write
(58)
[
f t(R);l;l(−H0,−V )
]
ψ(x) = g1(0)
(
e−tH0
)
ψ(x) −Kt1(FV )ψ(x).
Remark 3. We have taken g1 to be analyti in |z1| < ‖V ‖∞1;l and suh that its
series onverges on |z1| = ‖V ‖∞1;l. Hene, for the series dening G(z) the radius
of onvergene is innite, as limm→∞
∣∣∣ amam+1
∣∣∣ = constant as the series for g1 has a
nite radius of onvergene.
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