Abstract -Aircraft parameter estimation is a vital technology in aeronautical industry. It is the fundamental of control law design and aircraft performance evaluation. Harmony Search (HS) is proposed in 2001, which mimics music players composing fantastic music. Its performance has been verified by many benchmark problems. In 1986, Reynolds proposed a mathematical model describing animals' group behavior, and he generally named the flocking creature "boids", which can be interpreted as "bird like objects". We modify the pitch adjustment step of HS inspired by the boid model. Our new method is named Boid-Inspired Harmony Search (BIHS). This paper investigates the application of BIHS to aircraft parameter estimation problem. In this work, the longitudinal state-space model of F-18 jet is used. It is shown that the BIHS approach is efficient, and in some ways, has an advantage over the classical Maximum Likelihood (ML) method.
I. INTRODUCTION
System identification is a well studied filed. Several classical methods, such as Least Square (LS) method and Maximum Likelihood method have been proposed in the past century. With the development of computer industry, scientists and engineers are able to process a much larger data set obtained from tests, which makes some effective methods possible to be implemented in practice.
Early research in system identification mainly focuses on several specific types of models. Nowadays, applications in different fields raise new challenges to identification technique [1] [2] . Since 1960s, parameter estimation technique has been successfully applied to aircraft parameter estimation. As the fundamental of control law design and performance evaluation, it becomes a vital technology in aeronautical industry. The central issue in aircraft parameter estimation is to predict and evaluate the performance and dynamical characteristics of a flight vehicle [3] . The direct estimation methods can be roughly classified into three categories: 1) equation error method, 2) output error method, 3) filter error method. The indirect estimation method sets the unknown parameters as augmented states, and applies a filter to estimate the augmented state variables. The equation error and output error methods are deterministic methods, whereas the filter error method and the indirect methods are statistical [4] [5] [6] .
More recently, new methods, such as neural network and intelligent optimization algorithms have been investigated to solve parameter estimation problems [7] [8] [9] [10] . The research on intelligent optimization algorithm is a flourishing filed today [11] [12] [13] .
Among them, bio-inspired algorithms mimic creatures' collective behavior to search for the global optimum of the cost function. Duo to their favourable statistical property, intelligent optimization algorithms are seen as a promising alternative method to traditional parameter estimation approaches. Genetic Algorithm (GA) is the first heuristic algorithm used in parameter estimation problems, and its capacity has been verified in many cases. In recent years, many novel optimization algorithms are proposed. Among them, HS is a promising one which has some advantages over GA. When generating a new individual, HS considers all the individuals in the group, while GA only considers two parents. So HS is supposed to utilize the global information of the group more adequately.
In this paper, we proposed a Boid-Inspired Harmony Search (BIHS) algoithm for solving the aircraft parameter estimation problems, and comparative results are also given to verify the feasiblity and effectiveness of our proposed BIHS approach.
II. BOID-INSPIRED HARMONY SEARCH ALGORITHM

A. The Basic HS
Inspired by musical performance, Z. W. Geem and J. H. Kim proposed HS in 2001 [14] .They realized the optimization process and musical performance have many common factors. They created a novel heuristic algorithm which searches for the global optimum imitating musicians compose fantastic music. Similar to other bio-inspired algorithms, such as GA, Particle Swarm Optimization, and Artificial Bee Colony, HS is also based on the concept of population. HS also has favourable statistical property. Its exploratory power has been proved in theory [15] . There are four key steps in HS. The flowchart of this basic HS algorithm is shown in Fig. 1 
Step2: Improvise a new harmony vector. The algorithm uses harmony memory consider rate (HMCR), pitch adjustment rate (PAR), and searching step bw to improvise a new harmony vector. Each element in the new vector is generated separately. For each element, the algorithm decides whether to generate a brand new one, or to choose an existing one from HM and adjust it. The improvising step is described as follows:
Step3: Update HM. In this step, the performance of the new vector is evaluated by the cost function, if it performs better than the worst vector in HM, then the worst vector will be replaced by the new one. Step4: Check the stopping criteria. If the stopping criteria are satisfied, end the algorithm. Otherwise, go back to the improvisation step.
B. The Improved HS
The performance of HS has been verified by many benchmark problems; however, there is still room for improvement. If HMS is large, in the initialization of HM, there is a possibility that a vector in HM is near the global optimum solution. To accelerate the convergence rate of HS, the new improvised vector in Step2 should approach the best solution in HM more quickly. Some researchers improved the basic HS and created a new method called Global-best Harmony Search (GHS) [16] . In GHS, the pitch adjusting step is modified by
GHS does accelerate the convergence rate of the algorithm. However, people worry that the modified pitch adjusting step leads to premature convergence to local optimum. In this paper, we propose a novel method inspired by the boid model. The boid model was proposed by Reynolds in 1986. It consists of three simple steering behaviors: separation, alignment and cohesion [17] . In cohesion behavior, boids gather towards the center of the flock. In HS, we want each pitch to converge faster to the best pitch. So we introduce the cohesion behavior into the pitch adjusting step. The idea is that, the algorithm choose a pitch If rand>HMCR
Parameters a and b affect the efficiency of the new algorithm. The selection of a depends on how you define a large distance, the parameter b affects the velocity. On the one hand, we expect our method to accelerate the convergence rate of HS; on the other hand, we try to enhance the randomness of the algorithm. In this paper, we set a be equal to 10, and b be equal to 0.5.
III. SYSTEM IDENTIFICATION PROBLEM
Generally, a dynamic model for identification is described as follows:
Equation ( w t denotes the process noise, and ( ) v k denotes the measurement noise, usually, they are assumed to be zero-mean white Gaussian noise. Matrixes F and G are process noise matrix and measurement noise matrix respectively. 0
x is the initial state of the system. In fact, F, G and 0 x can also be seen as unknown parameters to be estimated. However, in most cases, we are more interested in θ , see in Ref. [6] . θ is written in the following form:
A. Longitudinal State-space Model of F-18
In this paper, we estimate the parameters lying in the longitudinal state-space model of F-18 via a novel evolutionary algorithm BIHS. The longitudinal small perturbation state-space model is as follows:
In this work, we try to estimate all the parameters in A and partial parameters in B pertaining to the elevator input.
Therefore, θ is written as: 
BIHS is applied to the parameter estimation problem. The algorithm doesn't estimate all the thirteen parameters at one time, but decompose the identification problem into three subproblems.
B. Parameter Estimation Method
System input is essential in parameter estimation. In this work, the conventional 3-2-1-1 input is applied, which is the most-used type of input.
The output-error method is a classical approach in aircraft parameter estimation problem. It has several desirable statistical properties [18] . BIHS is used to minimize the output error. θ denotes the estimated parameters. For each givenθ , the predicted output value and predicted error can be computed by
The cost function is defined as follows The estimated parameter vector θ is obtained by In BIHS, HMS=100, HMCR=0.9, PAR=0.6 and the algorithm iterates 5000 times. The measured outputs and the model predicted outputs are shown in Fig.4-Fig.7 . As is shown, the output error method via BIHS gives a satisfying longitudinal model of the jet which can precisely predict the output variables. In the traditional ML method, Newton-Raphson is often applied to optimize the maximum likelihood function. However, a good initial value is crucial for Newton-Raphson, or the algorithm may diverge. When the ranges of the unknown parameters are relatively large and a good initial value is not available, the BIHS method seems like a promising alternative to ML. The initial value of NewtonRaphson algorithm is randomly generated in the interval defined in (16) , the interval is also taken as the searching range of BIHS, [ , ] [ , ]
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where lb and ub are the lower bound and the upper bound of the searching range respectively. Newton-Raphson algorithm tends to diverge more frequently as the interval gets larger. BIHS is able to search for the unknown parameters in a larger interval, as is shown in Table. 1. BIHS is supposed to converge faster than HS, and have a better ability to escape from local optimum than GHS. To verify its efficiency, we apply BIHS, GHS and HS in the parameter estimation problem. Evolutions curves of four parameters V Z , Z α , q Z and e Z δ are comparatively shown in Fig.8-Fig.11 . And the mean estimation values of the unknown parameters in 50 runs are shown in Table. 2. Fig.8-Fig.11 , parameters obtained via BIHS method converge to true values faster than that via HS method. In BIHS, parameters move toward the best ones in the flock at a certain possibility. As a result, many aimless searching is avoided. Evolution curves of the cost function are shown in Fig.12 . In this paper, we propose a novel method based on BIHS to estimate the unknown parameters in the longitudinal model of F-18 jet. Comparative results show that the modified algorithm converges much faster than the basic HS one.
