Abstract. We consider a Gaussian process X with smoothness comparable to the Brownian motion. We analyze reconstructions of X which are based on observations at nitely many points. For each realization of X the error is de ned in a weighted supremum norm; the overall error of a reconstruction is de ned as the pth moment of this norm. We determine the rate of the minimal errors and provide di erent reconstruction methods which perform asymptotically optimal. In particular, we show that linear interpolation at the quantiles of a certain density is asymptotically optimal.
Introduction
We study the problem of reconstructing the path of a stochastic process on the basis of observations at nitely many sampling points. This problem is of practical interest, for instance, in the elds of computer experiments, see Sacks, Welch, Mitchell and Wynn (1989) , and earth sciences, see Christakos (1992) .
In this paper we consider a process X(t) = m(t) + Z(t); 0 t 1; where m denotes the continuous mean response function of X and Z is a centered Gaussian process with continuous paths. A reconstruction of X which is based on observations at T = ft 1 ; : : :; t n g 0; 1] is of the form c X T = (X(t 1 ); : : :; X(t n )) where is a (measurable) mapping R n ! C( 0; 1] ). The set T is called a sampling design.
It is natural to compare a realization of the process X and a corresponding reconstruction c X T in some L q -norm. In this paper we use the uniform norm and measure the quality of where w is a positive and continuous weight function and 1 p < 1.
For a xed design T the optimal reconstruction c X T is given pointwise as the optimal estimator of X(t) from observations X(t i ). Basically it remains to study the design problem, i.e., the optimal choice of the sampling points t i .
The Gaussian process X is completely speci ed by its mean m and its covariance kernel R, and the smoothness of m and R determine how well X may be reconstructed from n observations. Here we assume that R satis es Sacks-Ylvisaker regularity conditions of order zero. The conditions imply c 1 sup jt?sj< E(Z(s) ? Z(t)) 2 c 2 with positive constants c i for the quadratic mean smoothness of the process Z. For sequences of positive real numbers a n and b n we write a n b n i lim n!1 a n =b n = 1: We show that :
Here minimization is with respect to all reconstructions c X T which are based on any n-point design T. Furthermore, we show that quantiles of the squared weight w 2 de ne an asymptotically optimal sequence of designs.
Clearly the optimal reconstruction c X T depends on the particular mean m and covariance kernel R. We show, however, that linear interpolation based on the quantiles of w 2 is asymptotically optimal if m is H older continuous with exponent 1=2. Under stronger assumptions on m optimal reconstructions for the centered case m = 0 and best linear unbiased predictors perform asymptotically optimal as well.
Similar results have been obtained for the zero mean Brownian motion, see Ritter (1990) , and, more generally, for linear and product type kernels, see M uller-Gronbach (1994) . Our method of proof reduces the general case to the case of a weighted Brownian motion by applying a comparison theorem for Gaussian processes and results from M uller-Gronbach (1995b) concerning the covariance structure of the error process. Su and Cambanis (1993) and M uller-Gronbach (1995a) study reconstruction with respect to the L 2 -norm for essentially the same class of processes as considered here. In this case, too, the above reconstruction methods perform asymptotically optimal, however sampling points have to be quantiles of the weight w. The order of the minimal errors is 1= p n. See also Lee (1986) and Abt (1992) for the particular case of a zero mean Brownian motion or Brownian bridge and w = 1.
For reconstruction with respect to the maximum mean squared error similar results have been established by M uller-Gronbach (1995b) . While the minimal errors are of order 1= p n as for L 2 -reconstruction, the sampling points have to be chosen as for L 1 -reconstruction.
L q -reconstruction with 1 q < 1 for classes of processes with higher regularity is studied in Speckman (1979) . In this case regularity of order r yields minimal errors of order 1=n r+1=2 . Furthermore, Wasilkowski (1992) has shown that p ln n=n r+1=2 is the order of the minimal errors for L 1 -reconstruction of the r-fold integrated Brownian motion.
Much less is known in the multivariate case, i.e., for random elds X(t) where t 2 0; 1] k and k > 1. Results on L 2 -reconstruction are obtained in Micchelli and Wahba (1981), Wo zniakowski (1992) , Wasilkowski (1993) , , Ritter, Wasilkowski and Wo zniakowski (1993 , 1995 ), and M uller-Gronbach and Schwabe (1995 .
In the following section we specify the assumptions on the covariance kernel R, introduce the above reconstruction methods and state the corresponding results on asymptotic optimality. The proofs are given in section 3.
Throughout the paper we will use certain standard facts about the reproducing kernel Hilbert space (H(R); ( ; ) R ) associated with the covariance kernel R. Recall that H(R) is the unique Hilbert space of real-valued functions on 0; 1] such that (i) R(t; ) 2 H(R) for each t 2 0; 1], (ii) (f; R(t; )) R = f(t) for each t 2 0; 1] and f 2 H(R). The mapping R( ; t) 7 ! Z(t) extends to an isomorphism between H(R) and the Hilbert space L 2 (Z) which is spanned by the process Z. For further readings we refer to Aronszajn (1950) , Parzen (1967) and Wahba (1990) .
Results
Regularity in quadratic mean of the stochastic process Z is speci ed by the regularity of its covariance kernel at the diagonal in 0; 1] 2 . We denote one-sided limits at the diagonal in the following way. Let + = f(s; + (t; )k R < 1: Sacks and Ylvisaker (1966) have introduced these conditions to study estimation of weighted integrals of stochastic processes. A detailed discussion and various examples are given there. The conditions are satis ed in particular if R(s; t) is given by min(s; t), (1? js?tj)=2, or exp(?js?tj)=2. Similar conditions, also for kernels of higher regularity, are used by several authors, see, e.g., Sacks and Ylvisaker (1970) , Su and Cambanis (1993 ), M uller-Gronbach (1995a , 1995b ), M uller-Gronbach and Schwabe (1995 , Ritter (1995) , and .
Due to (A) the Gaussian process Z is continuous with probability one. If R ful lls (A) and corresponds to a stationary process then the di erence in (B) is always a nonnegative constant. For arbitrary kernels which satisfy (A) and (C) this di erence is constant, too. For convenience we assume that the constant equals one.
In the sequel we always assume that (A), (B), and (C) are satis ed.
Consider a xed design T = ft 1 ; : : :; t n g and let opr T denote the orthogonal projector onto the subspace of L 2 (Z) which is spanned by Z(t 1 ); : : :; Z(t n ). The optimal reconstruction which uses the design T is given by c X T (t) = m(t) + opr T Z(t); 0 t 1; (1) i.e., e p (
The optimality of c X T holds for reconstruction with respect to the L q -norm for any 1 q 1. This follows from the fact that the conditional distribution of Z given Z(t 1 ); : : :; Z(t n ) is symmetric with respect to the conditional mean opr T Z( ). See, e.g., Traub, Wasilkowski, and Wo zniakowski (1988) . Note that (1) can be written in terms of the observations X(t i ). Assume that R T = (R(t i ; t j )) 1 i;j n is invertible, which involves no loss of generality. The corresponding sequence of designs T n = ft 1;n ; : : : ; t n;n g is called the regular sequence generated by and denoted by (T n ) n = RS( ). Regular sequences are easy to describe and implement, and they are also well suited for an error analysis. It turns out that regular sequences already lead to asymptotically optimal designs. Remark 1. Regular sequences are known to be asymptotically optimal for several other problems. A partial list of papers includes Sacks and Ylvisaker (1966 , 1968 , 1970 , Eubank, Smith, and Smith (1982) and Ritter (1995) for estimation of weighted integrals and Speckman (1979) , Su and Cambanis (1993 ), and M uller-Gronbach (1994 , 1995a , 1995b for reconstruction.
Clearly, a reconstruction c X T can be calculated on the basis of observations X(t i ) only if the mean m and the covariance kernel R are known. Even in this case, the covariance matrix R T has to be inverted, which may be a tedious task. Assume that 0 = t 1 < : : : < t n = 1: A very simple reconstruction which overcomes the above di culties is given by the linear interpolator If the covariance kernel R is known, there are at least two more methods of reconstruction which perform asymptotically optimal under appropriate conditions on the mean function m. Let X T = (X(t 1 ); : : : ; X(t n )) 0 and de ne The matrix A = ((f i ; f j ) R ) 1 i;j `i s positive de nite since f 1 ; : : : ; f`are linearly independent. Moreover, by continuity of R, the matrices A Tn converge to A if the sequence of designs T n gets dense in 0; 1]. In particular, c X B Tn is well de ned for large n if (T n ) n = RS(w 2 ). Remark 2. According to Theorems 2 and 3 an unknown mean m of a certain form has no e ect asymptotically. For reconstruction with respect to the L 2 -norm and the maximum mean squared error similar results are obtained in Su and Cambanis (1993) and M uller-Gronbach (1995b). The functions m which are considered in (i) form a dense subset in the reproducing kernel Hilbert space H(R). Furthermore, they are Lipschitz continuous while an arbitrary function from H(R) is merely H older continuous with exponent 1=2. Therefore the assumptions from Theorem 3 are stronger than those from Theorem 2.
Remark 3. The foregoing theorems deal with the optimal regular sequence (T n ) n = RS(w 2 ). Clearly equidistant designs (T n ) n = RS(1) are asymptotically optimal for constant weight functions w, and they yield errors of order q ln n=n for any w. However, they do not yield optimal asymptotic constants in general.
So far the optimal regular sequence depends only on the weight function w and not on local properties of the process X. In a more general approach we consider processes X(t) = m(t) + g(t) Z(f(t)) 0 t 1; where Z is zero mean Gaussian with covariance kernel satisfying (A), (B), and (C) Maiorov and Wasilkowski (1995) one cannot improve the order of minimal errors in this way. The error of any reconstruction which uses n functionals i is bounded from below by c q ln n=n under Sacks-Ylvisaker conditions of order zero. Here c > 0 depends only on the covariance kernel R of X. The corresponding asymptotic constant for minimal errors is unknown.
Furthermore, an adaptive (sequential) selection of the sampling points t i or functionals i does not lead to smaller errors. See Traub et al. (1988) and Novak (1995) for a comprehensive presentation of general results.
Note that the optimal reconstructions c X T are a ne operators with nite dimensional range in C( 0; 1]). More generally, we may allow any method which uses functions from a nite dimensional subspace U C( 0; 1]) to reconstruct X. This covers in particular best uniform approximation from U. Due to Maiorov (1993) there exists a sequence U n of subspaces of dimension n such that the error E( inf 
where the constant c is positive and independent of T and n. where the constant c 5 is independent of T and n. Now let (T n ) n = RS(w 2 ) and assume n dpe. 
