ABSTRACT Received-signal-strength (RSS)-based localization has received widespread attention recently. Due to the simple acquisition of the RSS measurements, the adequate inexpensive sensors in sensor networks are capable of providing the information needed for the positioning of multiple target sources. However, few studies have focused on the RSS-based localization of multiple directional sources that are common in reality. Based on the deduced parametric Optimal Maximum Likelihood (OML) solution, this paper proposes three new grid search-based algorithms, namely Alternating Projection (i.e., OMLAP) algorithm, Expectation-Maximization like (i.e., OMLEM) algorithm, and Particle Swarm Optimization (i.e., OMLPSO) algorithm. They can be utilized for estimating the transmit powers, locations, and orientations of multiple directional sources. Combining the interpolation process and proposed power threshold setting method, the search space is obviously reduced. Moreover, the corresponding Cramer-Rao lower bounds (CRLB) are also derived to characterize the estimation accuracy of the algorithms. Both the scenarios with different Signal-to-Noise Ratios (SNRs) and the scenarios with different sensor quantities are considered in the simulation, and the results demonstrate the effectiveness of the proposed algorithms and indicate that they are suitable for the parameter estimation of multiple directional sources.
I. INTRODUCTION
Localization plays an important role in many systems, such as wireless networks, cognitive radio networks, the global positioning system and wireless sensor networks (WSNs) [1] , [4] . Thanks to the miniaturization and low energy consumption of the equipment, source localization with a large number of low-complexity and low-cost devices in WSNs has gained extensive attention [2] . However, due to the diversity of WSN applications and the complexity of the localization environment, it is a challenge to design uncomplicated, accurate position estimation methods suitable for current devices with no hardware changes required.
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Several types of position estimation methods have been proposed [3] , [5] - [9] . In [3] and [5] , direction-of-arrival (DOA)-based localization methods were considered. Besides, time of arrival (TOA)-based methods and time-difference-ofarrival (TDOA)-based methods have been respectively presented in [6] , [7] and in [8] , [9] . As the sensors in WSNs are generally inexpensive sensing-enabled devices, they are not equipped with antenna arrays and are generally not fully synchronized. Therefore, the aforementioned methods are not applied to WSNs. The received-signal-strength (RSS)-based localization methods, however, do not require any hardware changes to the currently deployed WSN devices, they can be utilized to detect sources by the sensed energy of densely deployed sensors.
There exist some RSS-based localization methods in [10] - [22] . The Maximum Likelihood (ML) algorithm was adopted in [11] for estimating multiple unknown parameters of one single source, but the algorithm is usually computationally intensive with no guaranties of converging to the global optimal solution. Besides, its complexity will increase exponentially as the number of sources increases [10] . In view of these, an effective linear least squares (LLS) algorithm was proposed in [15] to bypass the non-convex problem of the ML, but its performance deteriorates. To tightly approximate the ML estimator, a new low-complexity estimator on the basis of second-order cone programming and semidefinite programming was proposed in [16] . The LLS algorithm together with a ratio approach was utilized in [17] to locate the source with unknown path loss exponent (PLE). In order to estimate the transmit power, PLE and location of the single source, [18] converted the ML problem as a general trust region subproblem, while [19] skillfully transformed the multi-parameter estimation problem into several single-parameter estimation problems on the basis of a linearizing variable constraint. In [14] , an estimation mechanism based on graph processing was raised, it can be utilized to determine the location, antenna radiation pattern, antenna orientation and PLE of the source.
To locate multiple sources in the region of interest (ROI), [12] presented an alternating projection (AP) algorithm and an expectation maximization (EM) algorithm, both of them can effectively estimate the locations of the sources. Considering the problem of large search space caused by positioning multiple sources, [20] proposed a grid based approach which is capable of refining the position of grid points adaptively. Furthermore, it is also believed that the multi-source localization problem can be solved by using the compressive sensing (CS) theory. In [21] , the multi-source locations were formulated as a sparse matrix and then estimated by the orthogonal matching pursuit method. While in [13] , the indoor positioning was considered by utilizing the CS theory to reconstruct the radio map with few RSS fingerprints. More recently, a more accurate localization model focusing on the off-grid sources was raised in [22] , and the localization problem was solved by sparse Bayesian learning with a new sparse prior.
However, most of the existing RSS-based methods assume that the transmission is omni-directional. This assumption may lack rationality, as many devices nowadays adopt spatial diversity through non-uniform antenna gain patterns [11] . This paper removes this assumption, and considers estimating multiple parameters including the locations, transmit powers and orientations of multiple directional sources in the ROI. Towards this end, we first formulate the parametric Optimal ML solution to the estimation problem, based on which we then respectively propose the AP algorithm, EM like algorithm and Particle Swarm Optimization (PSO) algorithm (we thus separately call them as OMLAP, OMLEM and OMLPSO algorithms). The search space of the three algorithms is reduced by power interpolation in the ROI and candidate points selection. Furthermore, to characterize the estimation performance of them, we also derive the corresponding Cramer-Rao lower bounds (CRLB). To the best of our knowledge, this is the first paper to consider estimating unknown parameters in the multiple directional sources localization scenario.
The remaining of this paper is organized as follows. Section II introduces the system model and formulates the estimation problem. The parametric ML solution and the search space reduction method are presented in Section III. The OMLAP algorithm, OMLEM algorithm and OMLPSO algorithm with their respective complexity analysis are shown in Section IV. Section V derives the corresponding Cramer-Rao lower bounds (CRLB). The performance of the proposed algorithms is verified, compared and analyzed in Section VI, and Section VII concludes the paper.
Notation: Throughout the paper, (·) T and E{·} signify matrix transpose and statistical expectation, respectively. Scalars are denoted by non-boldface type, while vectors and matrices are denoted by boldface type.X means an estimate of X .
II. SYSTEM MODEL
The transmission directionality can be generated by using directional antennas or phased arrays. This paper considers the former case, as we assume that all the directional sources in the ROI have the same main beam width β. Besides, the receiving antenna of the inexpensive sensor nodes is assumed to be isotropic. Without loss of generality, we assume that the directional antenna of each source is provided with the Gaussian-shaped radiation pattern [11] 
where τ 0 and θ 0 separately denote the transmit power and the orientation of a source, while M (·) is a function limiting the range of angles
We have ∂M (φ) ∂φ = 1, if the discontinuous point in the mod function is ignored.
The algorithms proposed in this paper are based on grid search [23] , which means they are operating on the space point grid with each point considered as the potential location of a source. Meanwhile, there randomly exist K directional sources with locations (x k , y k ), k = 1, 2, . . . , K and M sensors with positions (x m , y m ), m = 1, 2, . . . , M in the ROI. An example of the ROI is illustrated in Fig. 1(a) , which contains 4 directional sources and 100 sensors. For the mth sensor and the k-th source, their distance and angle are respectively
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where τ k and θ k respectively denote the transmit power and the orientation of the k-th (k = 1, 2, . . . , K ) source; d 0 = 1 indicates a reference distance for the sensor; n p is the path loss exponent, and typically, 2 ≤ n p ≤ 5 [25] ; while n m represents the zero-mean independently identically distributed (i.i.d.) white Gaussian noise process, i.e. n m ∼ N (0, σ 2 ). We take the shorthand
and let
Then equation (5) can be written as
Let we define the following matrix notations
Finally, we get the matrix form of equation (8) as
III. PARAMETRIC ML SOLUTION AND SEARCH SPACE REDUCTION
In this section, we first obtain the parametric ML solution to the multi-source localization problem, then we introduce the search space reduction method for grid search based algorithms.
A. PARAMETRIC ML SOLUTION
According to equation (14) , the unknown parameters include , τ and σ 2 . Note here that corresponds to the locations and orientations of all directional sources.
Next, we denote the residual vector ψ as
Then the likelihood function of ψ can be expressed as
By taking the logarithm of equation (16), we can obtain the log-likelihood function as
Now, the ML estimates of unknown parameters can be denoted as
We can consequently acquire the parametric ML solution to the estimation as
and
where † denotes the pseudo-inverse of .
It can be concluded from equations (19) and (20) that the transmit powers of the sources τ could be acquired by the estimated locations and orientations (i.e. ) with the known measurements Q. This paper considers obtaining the estimate of through a reduced search space, and the details will be described in the next subsection.
B. SEARCH SPACE REDUCTION
In order to estimate the parameters of K directional sources, the computational complexity will reach an order of K , with the number of search combinations for all parameters as the base, if the brute-force (i.e. exhaustive) search method is adopted. Mathematically, the complexity is O((LO num · OR num · PW num ) K ), where LO num , OR num and PW num respectively denote the number of potential locations, orientations and power values, and they are determined by the estimating resolutions of the parameters. The computation complexity is apparently excessive for the sensors with limited computing capabilities. To reduce the complexity of the search process, a power threshold setting method is presented in this paper for pruning the search space by combining the interpolation results of the ordinary Kriging method for the grid points. Besides, we also propose three feasible algorithms in the next section to replace the brute-force search method.
According to the measurements Q of M sensors, the power level at any grid point in the ROI can be acquired by interpolation. This paper adopts the ordinary Kriging method [26] which assumes that the power levels of points in the ROI constitute a random field. Specifically, denote Q( 0 ) as the power level of position (i.e. grid point) 0 in the ROI, its unbiased estimationQ( 0 ) can be calculated bŷ
where C(·, ·) means the covariance function, while 1 , 2 . . . , M are corresponding to the positions of the M sensors (x m , y m ), m = 1, 2, . . . , M . For more details about the ordinary Kriging method, the interested reader is referred to [26] .
With the estimated power of each of the grid point in the ROI, we can now select candidate points that are close to or coincide with the locations of sources by setting a power threshold P th . We believe that the threshold should be set to vary with the number of sensors, transmit powers of sources, etc. For simplicity, this paper proposes a threshold setting method by assuming that the transmission of each source is omnidirectional, considering the transmission orientations of the sources are undefined. Simultaneously, we also assume that there is only one source in the ROI and that the location of the source is at the center of the ROI. In the absence of noise, the received signal amplitude of a sensor can be denoted as
where τ min is the lower bound of the possible transmit power, and d indicates the Euclidean distance between the sensor and source. Then the energy contour has a circular shape. For M sensors with randomly generated positions in the ROI, the probability that they are all outside a circle with radius d is
where S denotes the area of the ROI. Then we have
Considering P rec ≥ P th , d 0 = 1 and substituting (24) into (22), we have
Equation (25) means that we can get the upper bound of P th by setting p out . Fig. 1(c) is a schematic diagram of the reduction of search space. In the figure, the interpolation results are first obtained by using the ordinary Kriging method, then grid points with interpolated powers greater than P th are selected as the candidate ones. It should be noted that the selected P th may be low when there are multiple sources in the ROI. However, this threshold ensures that the sources are in the reduced search space with a higher probability. Besides, we can also change P th by adjusting p out to a larger value when more sources exist.
IV. PROPOSED ALGORITHMS
In this section, three feasible algorithms are detailedly introduced for estimating the unknown transmit powers, locations and orientations of multiple directional sources, they can be adopted to replace the brute-force search method of high complexity.
A. OMLAP ALGORITHM
First of all, we consider utilizing the AP algorithm to obtain the location and orientation of each of the K sources iteratively on the basis of the parametric ML solution (i.e. (19) and (20)) derived in the previous section, as the AP algorithm is robust, simple and efficient [27] , it is capable of decomposing a multidimensional estimation problem into multiple single-dimensional estimation processes.
The proposed OMLAP algorithm is shown in Algorithm 1, where the estimated results are obtained through two sets of iterations. In the first set of iterations (see , the location and transmission orientation of each source (i.e. 
:
Obtain k = arg min 
, which is significantly lower than the complexity of the aforementioned brute-force search method especially when the number (i.e. K ) of directional sources is large.
B. OMLEM ALGORITHM
In view of the derived parametric ML solution (i.e. equations (19) and (20)) also applies to the scene with a single directional source [12] . By assigning M sensors reasonably to the K directional sources, we next introduce an EM like algorithm which implements the parameter estimation of multiple sources in parallel.
Denote the estimated or initialized location of the k-th source as (x k ,ŷ k ) with orientationθ k and transmit power τ k , k = 1, 2, . . . , K . In order to assign the M sensors, we define δ mk to characterize the relevancy between source k and sensor m, m = 1, 2, . . . , M , which is
where mk is defined by equation (7) with d mk and M mk calculated by (x k ,ŷ k ) andθ k . Obviously, the sensor should be assigned to the source with the highest relevancy. Mathematically, the subset of sensors assigned to the k-th source is
Denote |α k | as the number of elements (i.e. sensors) in subset α k , then sensors belong to the subset have posi-
and measurements
Besides,
In the expectation step, we aim to update the measurements of sensors in each subset. 1 Specifically, for the k-th source,
. . , |α k | should be acquired according to equations (3), (4) and (7). Then we have
According to equation (19) , we can thus acquire the estimated transmit power of the k-th source aŝ
1 It should be noted that the known measurements Q of M sensors are the superimposed received signal strength of all of all sources, we update Qα k , k = 1, 2, . . . , K in parallel so that it corresponds to the scene of a single source. Acquire the relevancy between each sensor and estimated source according to equation (26) . 8 :
Obtain the subset of sensors (i.e. α k ) by equation (27) .
------Expectation step -------10:
Acquire the estimated power by equation (31).
11: Update the measurements of sensors according to equation (33). ------Maximization step -------

12:
Get (x k ,ŷ k ) andθ k that satisfy equation (34). 15: Integrate the estimated locations and orientations of K sources. 16: Obtain the estimated transmit powers by equation (19) .
13:
End
14: End
The measurements of sensors in subset α k , k = 1, 2, . . . , K are updated by
where [[(·)]] α k denotes elements of (·) that are corresponding to the sensors in subset α k .
In the maximization step, we should update the locations and orientations of the sources with the newly obtained Q α k , k = 1, 2, . . . , K in equation (33). To be specific, (x k ,ŷ k ) and θ k that satisfy
will be regarded as the new location and orientation of the k-th source.
The parameters of multi-source can be ultimately acquired by iterative execution of the M sensors' assignment, expectation step and maximization step. Algorithm 2 summarizes the proposed OMLEM algorithm.
We now analyze the complexity of Algorithm 2. As mentioned in the previous subsection, the total complexity of Step 16 has complexity O(M K 2 ) and typically N < I EM · LO num ·OR num , the total complexity of the proposed OMLEM algorithm is O(I EM · LO num · OR num · M 2 ).
C. OMLPSO ALGORITHM
As analyzed in the previous, the brute-force method needs to examine each location and orientation on the grid to locate the multiple sources. For quick and easy estimation of the parameters of the directional sources, we finally propose to use the PSO algorithm [28] which exerts the correlation characteristics between the randomly initialized solutions (i.e. particles), it has a faster solving speed compare to the brute-force method under the premise of obtaining satisfactory estimation results.
According to [28] , each particle of the PSO algorithm corresponds to a solution to the problem, and particles in the swarm can interact with each other. Given the parametric ML solution (i.e. (19) and (20)) derived in this paper, we consider the locations and orientations of the K sources as the content of the particles in the proposed OMLPSO algorithm. Mathematically, the positional element of particle a, a = 1, 2, . . . , in the optimization space contains a set of estimates for unknown locations and orientations of K sources
which has 3K dimensions. Besides, we define the fitness function as
where x denotes the positional element of a particle. It should be noted that can be calculated by x according to equations (7), (12) and (13) . In the PSO algorithm, two optimal solutions, i.e. the previous best position for each particle p best and the current best position in the swarm g best , are recorded to guide the update process for all particles [28] . Specifically, the update process of particle a in the OMLAP algorithm can be expressed as follows For: a = 1 : 1 :
then y a (t) = x a (t).
10:
if f (x a (t)) < f (ỹ(t − 1)) 11: thenỹ(t) = x a (t).
12:
End If
13:
End -------Update the particles ------14:
For: a = 1 : 1 : and j = 1, 2, . . . , 3K 15: Compute v a,j (t + 1) and x a,j (t + 1) according to equations (37), (38) and (39).
16:
End 17: End 18: Obtain g best =ỹ(I PSO ), and get the estimated transmit powers of the sources by equations (7), (12), (13) and (19) .
where v a,j (t + 1) and v a,j (t) represent the velocity of particle a in j-th (j = 1, 2, . . . , 3K ) dimension at time instance t and t + 1 respectively; x a,j (t + 1) and x a,j (t) separately denote the position of particle a in j-th dimension at the two time instances. Furthermore, w(·) is the inertia weight, c 1 and c 2 are constants of acceleration, both r 1,j and r 2,j obey the uniform distribution, i.e. r 1,j , r 2,j ∼ U (0, 1), while y a,j (t) andỹ j (t) respectively denote currently recorded the best position of particle a and the best position among all particles in the swarm for the j-th dimension at time instance t. We have y a (t) = [y a,1 (t), y a,2 (t), . . . , y a,3K (t)] andỹ(t) = [ỹ 1 (t),ỹ 2 (t), . . . ,ỹ 3K (t)].
Recall that the search space has been reduced by the Kriging method and the set power threshold in Section III.B, we therefore define the following formula to limit the range of particle activity
where FR j signifies the feasible region of any particle in j-th
] is x a,j (t + 1) if the particle is in the reduced search space, and is the closest grid point to x a,j (t + 1) in the space otherwise. The accuracy of a particle in the swarm is measured by the fitness function f (x). The estimation results of locations and orientations of multi-source can be acquired by performing the update of particles several times, based on which the transmit powers can be calculated by equation (19) . We summarize the proposed OMLPSO algorithm in Algorithm 3.
The complexity of Algorithm 3 is analyzed as follows. 
V. DERIVATION OF CRLB
To show the estimation accuracy of the proposed algorithms, we derive the corresponding CRLB in this section.
Denote the vector of the parameters to be estimated as
The CRLB delimits the performance bounds for any unbiased estimates of the various parameters of multiple directional sources. Specifically, the trace of matrix F −1 is the minimum achievable covariance of unbiased unbiased estimates of the 4K parameters in λ, and the element of the Fisher Information Matrix (FIM) F can be denoted as
where the log-likelihood function L is given in equation (17) . Further, F ij can be written as
For the unknown parameters in λ, the corresponding partial derivatives are abbreviated and given as
where k = 1, 2, . . . , K , and
with m = 1, 2, . . . , M , while mk is given in (7) . Denote
Then the FIM is given by
. (50) where · signifies ''sample average''. In Section VI, the CRLB (i.e. the trace of the inverse of the FIM F) will be calculated numerically for different sensor quantities and different SNRs.
VI. SIMULATION AND EVALUATION
In this section, we evaluate the performance of the proposed three algorithms by comparing the numerical results of CRLB, 2 since the aforementioned methods in [11] and [14] can only be utilized to estimate the parameters of a single directional source.
A. SIMULATION SETUP
In the simulation, we consider a region of 100m×100m with three directional sources and multiple randomly placed sensors. The coordinate locations of the sources are randomly generated in (20m,30m)∼(21m,31m), (20m,80m)∼ (21m,81m) and (50m,75m)∼(51m,76m) three square areas respectively. Their orientations are separately 0.25π, 0.75π and 1.25π. While the transmit powers of them are randomly drawn from [100mW , 1100mW ], then τ min = 100mW . We set the location and orientation resolutions to 1m and π/180rad respectively. Thus LO num ≤ 101 × 101, OR num = 360. Besides, the PLE n p is set as 3. To ensure that the sources are contained in the reduced search space with a high probability, we set p out = 1 × 10 −40 . For the OMLPSO algorithm, the number of particles in the swarm is 200. The inertia weight w(·) is set as 0.8, both the acceleration constants c 1 and c 2 are set to 2 when updating the location estimate of a source (i.e. j = 3k, k = 1, 2, . . . , K ), and they are both set as π/90 when updating the orientation estimate of a source (i.e. j = 3k, k = 1, 2, . . . , K ). The number of iterations of Algorithm 1, Algorithm 2, and Algorithm 3 are 3, 5 and 100, respectively. 3 Table 1 summarizes the simulation parameters. To verify the performance of the proposed algorithms, we conduct the simulations in two scenarios. On one hand, the first simulation is performed for different sensor quantities with a fixed SNR. On the other hand, the algorithms are simulated for different SNRs with a fixed sensor quantity. Furthermore, we also compare the complexity of the three algorithms in terms of their average operation time, and analyze the suitable application scenario of each of them. All experiments are carried out in Matlab R2016a on a PC with Windows 10 and an Intel i7-6700 CPU, and all results shown are averaged over 500 randomized trials.
B. SENSITIVITY TO SENSOR QUANTITY
Firstly, the sensitivity of the proposed algorithms to the number of sensors in the ROI is verified. Fig. 2 shows the estimation errors for 10 to 200 sensors, where the average SNR of the sensors for each sensor quantity is set as 30dB. For each of the proposed algorithms and the corresponding CRLB, the average estimation root-mean-square (rms) errors of location LO e , orientation OR e and transmit power PW e of the directional sources are respectively illustrated in Fig. 2(a) , 2(b) and 2(c). While the average relative error in Fig. 2(d As can be seen in Fig. 2 , for the proposed algorithms and the CRLB, the estimation error of each of the parameters VOLUME 7, 2019 decreases as the number of sensors increases, and the performance of the OMLAP algorithm is sequentially inferior to that of the OMLEM algorithm and of the OMLPSO algorithm. Meanwhile, the CRLB shows the apparent performance boundaries for the proposed algorithms. For instance, the average relative errors E relative of the three algorithms and CRLB are respectively 6.34%, 5.12%, 2.66% and 1.32% when the number of sensors in the ROI is 100. While they are respectively 1.74%, 1.13%, 0.46% and 0.02% when the number of sensors in the ROI reaches 200.
Besides, it can be observed from the figure that the location estimation errors of the three algorithms (i.e. 0.29m, 0.26m and 0.25m) are all larger than 0.2m even though the number of sensors reaches 200. This is due to the mismatch between the set search resolution (i.e. 1m) of the three algorithms and the generating resolution of the source locations (which are completely random in the three square areas) in the simulation. And for the same reason, the orientation estimation errors of the three algorithms (i.e. 0.039rad, 0.034rad and 0.030rad) still exist. Considering that the transmit powers of the multi-source are calculated on the basis of the estimated values of the locations and orientations (see equation (19) ), the estimated transmit powers are also not completely accurate.
C. ROBUSTNESS AGAINST NOISE
Next, we test the robustness of the proposed three algorithms against the i.i.d. white Gaussian noise. The number of sensors is set as 100. By changing the average SNR of the sensors, we get the corresponding error results which are illustrated in Fig. 3 . Similarly, for each of the proposed algorithms and the corresponding CRLB, the average estimation errors of location LO e , orientation OR e and transmit power PW e of the directional sources for different SNRs are separately illustrated in Fig. 3(a), 3(b) and 3(c) . The average relative error shown in Fig. 3(d) is calculated through equation (51).
In Fig. (3) , for the proposed algorithms and the CRLB, the estimation error of each of the parameters decreases as the SNR increases, and the performance of CRLB is sequentially better than that of the proposed OMLPSO algorithm, OMLEM algorithm and OMLAP algorithm. To gain some intuition, the location estimation errors of the three algorithms and the CRLB are 4.95m, 4.13m, 2.56m and 1.12m respectively when the SNR is 20dB. In comparison, they are separately 0.23m, 0.21m, 0.20m and 0.005m when the SNR reaches 40dB. Besides, it can be concluded from Fig. (2) and Fig. (3) that the performance of the proposed algorithms is more sensitive to changes in SNRs than changes in sensor quantities, as the reduction magnitude with the increase of SNR is greater than the magnitude with the increase of sensor quantity for the estimation error of each of the algorithms.
D. COMPLEXITY COMPARISON AND APPLICATION ANALYSIS
In order to compare the actual complexity of the proposed algorithms, the average operation time of each of them in the simulation is obtained and illustrated in Table 2 . As can be seen, the OMLAP algorithm shows the best performance, while the OMLPSO algorithm is relatively time-consuming. We believe that the time it takes for the algorithms depends on the number of iterations (i.e. I AP , I EM and I PSO ). In other words, the OMLAP algorithm is sequentially better than the OMLEM algorithm and the OMLPSO algorithm in terms of the convergence speed. Furthermore, in conjunction with results in Fig. 2 and Fig. 3 , it can be concluded that the performance of the proposed algorithms is positively related to their actual complexity.
In view of the different operation times of the proposed algorithms, they are suitable for different localization scenarios. Specifically, due to its time-consuming properties, the OMLPSO algorithm does not apply to scenarios where the source parameters change quickly. The large number of particles required by the OMLPSO algorithm also imposes higher storage requirements on WSNs, although its estimation accuracy of parameters is the best among the proposed three algorithms. Besides, since the OMLEM algorithm estimates the parameters of each source in parallel, its complexity will be significantly reduced if the parallel computation is allowed in the WSNs.
VII. CONCLUSION
Transmission devices equipped with non-uniform antenna gain patterns are becoming increasingly common. To locate multiple directional sources, this paper has proposed three algorithms on the basis of the optimal parametric maximum likelihood solution to the parameter estimation problem. A power threshold setting method combining an interpolation method was proposed to select candidate points, the search space of the presented algorithms has thus been reduced significantly by conducting search among these candidate points instead of among all grid points in the ROI. The proposed algorithms are capable of estimating the locations, transmit powers and orientations of multiple sources simultaneously. Moreover, the corresponding Cramer-Rao Lower Bound was also derived to contrast with the performance of the proposed algorithms. Both the factor of sensor quantity and the factor of noise were considered in the simulation. The simulation results showed the performance of the proposed algorithms, which is believed to be positively related to their actual complexity. The feasible application scenarios of the proposed algorithms have also been analyzed.
