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A nodal line in a single-component molecular conductor [Pd(dddt)2] with a half-filled band
has been examined to elucidate the properties of a Dirac cone on the non-coplanar loop. The
velocity of the tilted cone is evaluated at respective Dirac points on the nodal loop, which
is obtained by our first-principles band structure calculations [J. Phys. Soc. Jpn. 87, 113701
(2018)]. In the previous study, we proposed a new method of deriving an effective Hamiltonian
with a 2 × 2 matrix using two kinds of velocity of the Dirac cone on the nodal line, by which the
momentum dependence of the Dirac points is fully reproduced only at symmetric points. In this
work, we show that our improved method well reproduces reasonable behavior of all the Dirac
cones and a very small energy dispersion of 6 meV among the Dirac points on the nodal line,
which originates from the three-dimensionality of the electronic state. The variation of velocities
along the nodal line is shown by using the principal axes of the gap between the conduction and
valence bands. Furthermore, such an effective Hamiltonian is applied to calculate the density
of states close to the chemical potential and the orbital magnetic susceptibility.
1. Introduction
The class of three-dimensional (3D) topological
semimetals called nodal line semimetals is a recent topic
in condensed matter physics.1–6) Although a number
of band calculations have predicted the existence of
nodal line semimetals near the Fermi level,7–15) only a
few candidate materials have been experimentally con-
firmed by angle-resolved photoemission and magnetore-
sistance.16–19) There are several protection mechanisms
of nodal line against vanishing, such as a combination of
inversion and time-reversal symmetry, mirror reflection
symmetry, and nonsymmorphic symmetry.20) The nodal
line takes the form of an extended line running across the
Brillouin zone (BZ), a closed loop inside the BZ or even
a chain of tangled loops. Such forms originate from ac-
cidental degeneracies in energy bands with an inversion
symmetry.21) The existence of an odd or even number
of nodal loops inside the BZ corresponds to the condi-
tion of a negative or positive sign of a product of parity
eigenvalues of filled bands at the time-reversal-invariant
momentum (TRIM), respectively. This condition is also
valid for weak spin–orbit coupling (SOC) materials with
light elements such as molecular conductors. The classi-
fication of band nodes has been recognized as underpin-
ning topological materials since the discovery of the Z2
topological insulator.22–24)
A notable molecular conductor that shows a single
nodal-loop semimetal was discovered by first-principles
calculation and transport measurement under pressure.
A single-component molecular conductor [Pd(dddt)2]
(dddt = 5,6-dihydro-1,4-dithiin- 2,3-dithiolate) exhibits
nearly massless Dirac electrons under high pressure, as
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shown by its almost temperature-independent electronic
resistivity and by theoretical structural optimization us-
ing first-principles calculations based on density func-
tional theory (DFT).25) Furthermore, the nodal line with
a loop of Dirac points has been analyzed using an ex-
tended Hu¨ckel calculation for the DFT-optimized struc-
ture.26) The formation of Dirac points originates from
the multiorbital nature, where the parity is different be-
tween the highest occupied molecular orbital (HOMO)
and the lowest unoccupied molecular orbital (LUMO).
The characteristic property of the nodal line semimetal
has been examined to comprehend such a nodal line. We
have calculated the anisotropic electric conductivity at
absolute zero and finite temperatures27, 28) and proposed
the reduced Hamiltonian with two components.26, 29)
Furthermore, the extensive studies have been performed
on the topological behavior of the Berry phase30) and
on a method of obtaining an effective Hamiltonian di-
rectly from the nodal line.31) To elucidate the condition
of the Dirac electrons,11, 22) the present Dirac nodal line
semimetal in a 3D system is compared with the previ-
ous case of massless Dirac electrons in a two-dimensional
molecular conductor. 26, 32–34) Note that [Pd(dddt)2] may
be regarded as a Dirac electron system with a gapless
nodal line,25, 31) although it becomes a strong topologi-
cal insulator35) in the presence of SOC.23)
In the previous work, a reduced model was introduced
to analyze Dirac cones in [Pd(dddt)2].
31) In fact, an ef-
fective Hamiltonian with a 2 × 2 matrix was derived by
employing a new method where two kinds of velocities of
the cone are successfully calculated from the momentum
dependence of the Dirac points on the nodal line. How-
ever, the description of the the matrix element is insuf-
ficient to reproduce the quantitative behavior of all the
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Fig. 1. (Color online) Crystal structure of [Pd(dddt)2] on the
plane with the a and c axes.25) The most conducting axis is
given by b being perpendicular to the a-c plane. There are four
Pd(dddt)2 molecules in the unit cell (the solid line), which con-
sists of two layers shown by Layer 1 and Layer 2. Each molecule
on an inversion center at Pd atom has HOMO and LUMO with
the different parity.
Dirac cones on the nodal line. The directions of both the
velocity and the principal axes of the cone are nontriv-
ial, and the cone is tilted when the energy of the Dirac
point depends on the line. Furthermore, it is significant
to determine the principal axes of the cone to calculate
the correct response to the external field, as seen from
the deviation of the current from the electric field for the
anisotropic conductivity.36)
In the present paper, by improving the previous
method,31) we demonstrate the effective model that re-
produces all the Dirac points obtained in the DFT cal-
culation. In Sect. 2, the velocities of the Dirac cone are
calculated from the gradient of matrix elements, while
the tilting velocity is obtained from the energy variation
of the Dirac point. In Sect. 3, the variation of the Dirac
cone along the nodal line is examined by calculating the
velocity fields and principal axes of the cone, which is ob-
tained from the gap between the conduction and valence
bands. The effect of tilting the cone is shown by calcu-
lating a tilting parameter. In Sect. 4, using the present
effective Hamiltonian, the density of states (DOS) and
orbital magnetic susceptibility are calculated to under-
stand the characteristics of the nodal line semimetal. A
summary is given in Sect. 5.
2. Nodal Line and Two-Band Model
2.1 Effective Hamiltonian
Figure 1 shows the crystal structure of the single-
component molecular conductor [Pd(dddt)2], where
there are two layers, 1 and 2, that are crystallographi-
cally independent. The Dirac point is determined by the
HOMO band of Layer 1 and the LUMO band of Layer
2. In the molecule, there is an inversion center at the
Pd atom, where the HOMO and LUMO have different
parities of ungerade and gerade symmetries. Since there
are four molecules in the unit cell, there are eight energy
bands, E1 > E2 > E3 > · · · > E8, where the upper
(lower) four bands are mainly determined by the LUMO
(HOMO). Under a high pressure of 8 GPa, the electronic
state shows the Dirac point due to the reverse given by
E4(k) for the HOMO and E5(k) for the LUMO close
to the Γ point. The tight-binding model shows that the
Dirac points k0 with E4(k0) = E5(k0) form a loop, i.e., a
nodal line between the conduction and valence bands.26)
Such a line has been verified by first-principles DFT cal-
culation.31)
Figure 2(a) shows a nodal line obtained by the DFT
calculation,31) which is utilized in the present calcula-
tion. Although the shape of the line is slightly different
from that of the tight-binding model, the condition of
the Dirac point at the TRIM remains the same.35) In the
previous paper,31) it was shown that the Dirac points in
Fig. 2(a) can be obtained using a two-band model of the
following effective Hamiltonian Heff(k) in the form of a
2 × 2 matrix;
Heff(k) =
(
f0(k) + f3(k) −if2(k)
if2(k) f0(k)− f3(k)
)
. (1)
The base is given by |H(k) > and |L(k) >, the wave
functions ofH0(k) corresponding to HOMO and LUMO,
i.e.,
H0(k)|α(k) >= Eα(k)|α(k) > (2)
with α = H and L. k = (kx, ky, kz) denotes a 3D wave
vector. kx, ky, and kz correspond to the reciprocal vector
for a+c, b, and c, respectively.25) Matrix elements f0(k),
f2(k), and f3(k) in Eq. (1) are given by
f2(k) = i < H(k)|Hint|L(k) > , (3)
f3(k) = (EH(k)− EL(k))/2 , (4)
f0(k) = (EH(k) + EL(k))/2 , (5)
where Hint denotes the HOMO–LUMO (H–L) interac-
tion. Although the off-diagonal element is treated by
the perturbation, such an effective Hamiltonian is jus-
tified for the limiting case of f2(k) → 0, which is the
present case of finding the Dirac point. The energy of
Eq. (1) is calculated as E± = f0 ±
√
f22 + f
2
3 , where
E+(E−) = Ec(Ev) corresponds to the energy of the con-
duction (valence) band. The Dirac point k0, which is
given by E+ = E−, is obtained from
f2(k0) = 0 , (6a)
f3(k0) = 0 . (6b)
Note that f0(k) and f2(k) are even functions of k because
of time-reversal symmetry and f2(k) is an odd function
of k because the HOMO and LUMO have different pari-
ties. Instead of calculating Eq. (2) directly, we utilize the
numerical results of the DFT calculation as follows. The
function f2(k) is estimated by projecting the nodal line
on the kx - kz plane, while f3(k) is estimated by project-
ing the nodal line on the kx - ky plane.
31) Such a method
is justified in the present because of the presence of the
inversion symmetry at ky = 0.
Here we discuss the linear dispersion in the present ef-
fective Hamiltonian of Eq. (1). Close to the Dirac point,
we rewrite fj(k) as fj(k) ≃ fj(k0) + vj · δk (j = 2, 3
and 0) with δk = k − k0, where f2(k0) = f3(k0) = 0
and f0(k0) 6= 0. Diagonalizing Eq. (1), the energy of
the Dirac cone is obtained as E±(k) ≃ f0(k0) + v0 · δk
±
√
(v2 · δk)2 + (v3 · δk)2. Thus, the energy difference
corresponding to half the energy difference between the
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Fig. 2. (Color online) (a) Nodal line in the 3D momentum space
(kx, ky, kz), which connects the Dirac point k0[= (k0x, k0y, k0z)]
calculated from first-principles calculation for the optimized
structure at 8 GPa.31) For example, Dirac points k0[=
(k0x, k0y, k0z)] which are scaled by 2pi are given by (-0.1967,
0.000, 0.3924) (II), (0, 0.086, 0) (I), and (0.1967, 0.0, -0.3924)
with decreasing kz . The other points are taken from Ref. 31.
These Dirac points show a mirror symmetry in the plane of
ky = 0, i.e., two points (k0x,±k0y, k0z) are symmetric. The nodal
line corresponding to the large symbols (i.e., ky ≥ 0 ) is exam-
ined in the present paper. (b) Energy δED(= ED − C0) in the
unit of eV along the Dirac point as a function of kz(≡ kz/2pi),
where C0 denotes ED at k0/2pi = (0, 0.086, 0) (I). For example,
δED = 0 for (I), -0.00321 for (II), and -0.0064 (minimum) for (-
0.143, 0.054, 0.238). The solid line was obtained by substituting
k0 of Eqs. (6a) and (6b) into Eq. (9). The open squares show
eigenvalues calculated using the first-principles band structure.
The dotted line denotes the chemical potential µ at the Dirac
points (-0.085, 0.075, 0.108) and (-0.191, 0.019, 0.372).
two bands is expressed as
∆k = [E+(k)− E−(k)]/2
=
√
(v2 · δk)2 + (v3 · δk)2 . (7)
Note that the momenta δk forming this linear dispersion
are within the v2-v3 plane. This plane is perpendicular
to the tangent of the nodal line since the latter is parallel
to v2 × v3.30)
2.2 Calculation of matrix elements
In this subsection, we examine f2(k), f3(k), and f0(k)
in terms of the power law of k. Hereafter, we take the
lattice constant as unity and scale kx, ky, and kz by
2π, i.e., kα/2π → kα for α = x, y, and z. The unit of
energy is taken as eV. First, to reproduce the nodal line
in Fig. 2(a),31) we determine
f2(k) ≃ C2(kz + kx + 40k3x − 380k5x) , (8a)
f3(k) ≃ C3((kx/0.1967)2 + (ky/0.086)2
+((kxky)
2/0.0272 − 1) . (8b)
Compared with the previous case,31) the present cal-
culation was improved by adding arbitrary C2 and C3.
Note that a non-coplanar nodal line is understood from
the nonlinear terms in Eq. (8a). We have determined
the coefficients in Eq. (8a) and (8b) except for C2 and
C3 by comparing Eqs. (6a) and (6b) with Dirac points
in Fig. 2(a). In fact, we used the two Dirac points
(0,0.086,0) (I) and ( - 0.1967, 0, 0.3924) (II), and some
other Dirac points in the intermediate region in Fig. 2(a).
Coefficients C2 and C3, which also depend on the loca-
tion on the nodal line, are determined using the velocities
of Dirac points (I) and (II). Here, the velocity of the cone
at the Dirac point k0 is obtained as v2 = ∇k0f2, v3 =
∇k0f3.30) From the DFT calculation, the velocities at
point (I) are v2 = (0.148, 0, 0.148) and v3 = (0, 1.25, 0),
while the velocities at Dirac point (II) are vx ≃ 0.36 and
vz ≃ 0.09. Furthermore, by interpolation between points
(I) and (II), we obtain C2 = 0.148(1 − 0.39(kz/0.392)2)
and C3 = 0.053(1 − 0.53(kz/0.392)2) for Eqs. (8a) and
(8b).
Next, we examine f0(k) assuming that it has the form
f0(k) ≃ bxk2x + byk2y + bzk2z
+bk2xk
2
z + dxk
2
yk
2
x + dzk
2
yk
2
z + C0 , (9)
where f0(k0) ( = ED) denotes the energy at Dirac point
k0.
Figure 2(b) shows the energy of the Dirac points as
a function of kz(← kz/2π), where the open squares de-
note the numerical results of the DFT calculation. Using
these data to fit Eq. (9), we obtain bx = −0.88, by =
−2.62, bz = −0.069, b = 3.7, dx = −98, and dz = 32.
Note that terms with coefficients b, dx, and dz are added
in contrast to the previous case,31) since terms with only
bx, by and bz are insufficient to reproduce the data in
Fig. 2(b). The coefficients bx, by, bz, and b in f0(k)
are determined from δED(≡ ED − C0) at Dirac point
(II), and the tilting velocities v0 = (0,−0.45, 0) and
v0 = (0.12, 0, 0.06) at Dirac points (I) and (II), respec-
tively. C0 denotes ED at Dirac point (I). Furthermore,
coefficients dx and dz are determined from Dirac points
(symbols) with δED = -0.0539 and -0.0642 close to the
minimum in Fig. 2(b). The energy ED (solid line) is
calculated by substituting the Dirac point into Eq. (9),
where k0 is obtained from Eqs. (6a) and (6b). It turns out
that ED (solid line) coincides reasonably well with that
obtained from first-principles calculation (open squares).
The chemical potential µ (dotted line) is obtained from
the condition of the half-filled band, which is shown later.
It is found that the Fermi surface cuts the entire line eight
times followed by the alternation of the hole and electron
pockets, e.g., the hole pockets are obtained for (I) and
(II).
From Eqs. (8a), (8b), and (9), the explicit form of vj
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is given as
v2 = ∇k0f2 ≃ C2(1 + 120k20x − 1900k40x, 0, 1), (10a)
v3 = ∇k0f3 ≃ C3(2k0x/0.19672+ 2k0xk20y/0.0272,
2k0y/0.086
2 + 2k20xk0y/0.027
2, 0) , (10b)
v0 = ∇k0f0 ≃ (2k0x(bx + bk20z + dxk20y),
2k0y(by + dxk
2
0x + dzk
2
0z),
2k0z(bz + bk
2
0x + dzk
2
0y)) . (10c)
Although the derivatives of C2(k0) and C3(k0) with re-
spect to k0 are finite, Eqs. (11a) and (10b) are still valid
owing to f2(k0)/C2 = 0 and f3(k0)/C3 = 0.
Here, we mention the behaviors of the velocity of the
Dirac cone in the region of −0.3924 ≤ kz ≤ 0.3924 and
for ky ≥ 0, which corresponds to the line given by the
large symbols in Fig. 2(a). An arbitrary k0 is calculated
self-consistently from Eqs. (6a) and (6b) with Eqs. (8a)
and (8b). Using these Dirac points, the velocities of the
Dirac cone v2 and v3 are obtained from Eqs. (11a) and
(10b). Velocities v2(k0) and v3(k0) as a function of kz
show that v2x, v2z, and v3y are even but v3x is odd. The
tilting velocities of the cone v0(k0) as a function of kz
show that v0y and v0x are even but v0z is odd. These
properties originate from f3(k) and f0(k) being even and
f2(k) being odd with respect to k → −k.
3. Properties of Dirac Cone
3.1 Unit vector along nodal line
Since v2 is not orthogonal to v3 except for k0z = 0,
we calculate the principal axes to understand clearly the
Dirac cone for an arbitrary Dirac point on the nodal
line. First, we introduce a set of three orthogonal unit
vectors, e1, e2, and e⊥. Quantities e2, e3, and e1 are unit
vectors parallel to v2, v3, and v2×v3, respectively. Since
the direction of e1 is the tangent of the nodal line, the
vectors of principal axes for the Dirac cone are located
on the plane perpendicular to e1, i.e., on the e2-e3 plane.
To consider the orthogonal basis on the e2-e3 plane, we
introduce e⊥(= e1×e2), which is orthogonal to both e1
and e2. These vectors expressed as
e2 = v2/v2 = (v2x, 0, v2z)/v2 , (11a)
e3 = v3/v3 = (v3x, v3y, 0)/v3, (11b)
e1 = e2 × e3/|e2 × e3| , (11c)
e⊥ = e1 × e2 , (11d)
where v2 =
√
v22x + v
2
2z and v3 =
√
v23x + v
2
3y . Figure
3(a) shows the components of e1 as a function of kz ;
e1y is odd while e1x and e1z are even. With increasing
kz, e1y changes from 1 to -1, while the signs of e1x and
e1z remain unchanged. Note that e1 with ky < 0 [small
symbols in Fig. 2(a)] is obtained from e1 with ky > 0 by
the replacement (k0x, k0y, k0z)→ (−k0x, k0y,−k0z).
3.2 Principal axes and velocities
Next, we examine the principal axes of the linear dis-
persion ∆k of Eq. (7), which is expressed in terms of e2
and e⊥. Since v2 is not orthogonal to v3 except when
kz = 0, we introduce φ as the angle between v2 and v3,
cosφ = (v2 · v3)/(v2v3) , (12a)
where φ − π/2 is an odd function of kz and | cosφ| in-
creases monotonically with |kz |. When ∆k is expressed
in terms of the principal axes, we note that ∆(q), where
q = k − k0 = q1e1 + q2e2 + q3e⊥, is written in terms of
the principal axes. Noting that cosφ = e2 ·e3, v2 = v2e2,
and v3 = v3 cos(φ)e2 + v3 sin(φ)e⊥, we obtain
v2 · q = v2q2 , (12b)
v3 · q = v3q2 cosφ+ v3q3 sinφ . (12c)
Thus, the explicit form of ∆(q) of Eq. (7) is written as
∆(q)2 = (v2 · q)2 + (v3 · q)2
= Aq22 + 2Cq2q3 +Bq
2
3 , (13a)
A = v22 + (v3 cosφ)
2 , (13b)
B = v23(sinφ)
2 , (13c)
C = v23 sinφ cosφ . (13d)
The principal axes are obtained by rotation from the
q2−q3 plane to the q−−q+ plane to eliminate the second
term that is proportional to q−q+. The result is obtained
as
∆(q)2 = V 2+q
2
+ + V
2
−q
2
− , (14a)
V 2± =
1
2
[
A+B ±
√
(A−B)2 + 4C2
]
,(14b)
tan(2θ) =
2C
A−B =
v23 sin 2φ
v22 + v
2
3 cos 2φ
, (14c)
where q+ and q− are the rotated coordinates of principal
axes given by
q = q1e1 + q+e+ + q−e− , (15a)
e− = cos θe2 + sin θe⊥ , (15b)
e+ = − sin θe2 + cos θe⊥ . (15c)
θ is the angle between e− and e2 and is chosen to be
|θ| ≤ π/2. V+ and V− are the velocities of the principal
axes. Note that V+ > V−.
Figures 3(b) and 3(c) show the kz dependence of the
unit vector, e±, for the respective principal axes. Figure
3(b) shows the component of e− = (e−,x, e−,y, e−,z). As
a function of kz , e−,x and e−,z(> 0) are even and e−,y is
odd. e−,z takes a minimum and ≃ 1 for kz = ±0.3924,
while e−,x takes a maximum and decreases almost to
zero for |kz | ≃ 0.3924. With increasing |kz|, |e−,y| in-
creases linearly, followed by a sudden decrease to zero
at |kz| ≃ 0.3924. Figure 3(c) shows the kz dependence
of the component for e+ = (e+,x, e+,y, e+,z). e+,y is an
even function, where e+,y = 1 at kz = 0 and decreases to
zero monotonically with |kz| increasing to 0.3924. e+,x
and e+z are odd functions, and e+,x changes from ≃ 1
to ≃ −1. The variation of e+,z is much smaller than that
of e+,x. The rotation of e+ with kz increasing from 0
to 0.3924 is also reasonable compared with that of e−,
because e+ · e− = 0.
J. Phys. Soc. Jpn. Full Paper Author Name 5
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Fig. 3. (Color online) (a) kz dependence of unit vector e1
[Eq. (11d)] parallel to the nodal line, where the components are
given by e1,x, e1,y , and e1,z. e1y is odd while e1x and e1z are
even. e1 = (−1, 0, 1)/
√
2 for kz = 0 and e1 = (0,∓1, 0) for
kz = ±0.3924. (b) kz dependence of unit vector e− [Eq. (15b)]
for the principal axis of V−, where the components are given
by e−,x, e−,y , and e−,z . (c) kz dependence of unit vector e+,
[Eq. (15c)], for the principal axis of V+, where the components
are given by e+,α (α = x, y, z). The vector e+ is also obtained
from e+ = e1 × e− with e1 in (a).
The cross section for ∆(k) = E0 is an ellipse with
the radius of the minor (major) axis calculated as a =
E0/V+ (b = E0/V−). Using V+ and V−, the area of
the ellipse, S, for the gap 2E0 = E+ − E− is given
by S(k0) = πab = πE
2
0/(V+V−) = πE
2
0/
√
AB − C2
= πE20/|v2(k0)×v3(k0)| = πE20/(v2v3| sinφ|). As a func-
tion of |kz|, S is almost constant but exhibits a rapid
increase at large |kz|.
Figure 4 shows the velocities V± obtained from
Eq. (14b). The principal axes of the ellipsoid are ob-
tained by a rotation of θ from the qx-qy plane to the
q−-q+ plane. The quantity θ is odd with respect to kz
and becomes ≃ ±π/2 for kz = ±0.3924. The velocity V+
decreases monotonically but V− takes a maximum with
increasing |kz |. Principal values V± (V+ > V−) show a
large anisotropy, where V+/V− is maximum (≃ 6.0) at
kz = 0 and minimum (≃ 2.3) at |kz | = 0.324.
3.3 Effect of tilting
We briefly mention the Dirac cone in the presence of
the tilting velocity v0. In terms of e±, the tilting velocity
is rewritten as
v0 = (v0x, v0y , v0z),
= v0,1e1 + v0,−e− + v0,+e+ , (16a)
v0,± = v0 · e± , (16b)
−0.4 −0.2 0 0.2 0.4
−0.5
0
0.5
1
0
0.5
1
kz
Vα
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V
−
v0,−
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V0,α
η
η
Fig. 4. (Color online) Velocities V+ and V−, obtained from
Eq. (14b). v0± [Eq. (16b)], denotes the tilting velocity for the
corresponding axis. The quantity η denotes a tilting parame-
ter given by η = ((v0,−/V−)2 + (v0,+/V+)2)1/2, as shown in
Eq. (18c).
with v0,1 = v0 ·e1. Figure 4 shows v0,±, where v0,− ( v0,+)
is an odd (even) function with respect to kz. By taking
account of v0 · q with q = q−e− + q+e+, the energy of
the upper band E+(q) = E is written as√
(V−q−)2 + (V+q+)2 + v0.−q− + v0,+q+ = E . (17)
Defining q˜± = V±q±, we examine the tilting on the
plane of q˜− and q˜+. Equation (17) is rewritten as√
q˜2− + q˜
2
+ +
~δ · (q˜−e− + q˜+e+) = E , (18a)
~δ = (v0,−/V−)e− + (v0.+/V+)e+ , (18b)
η = |~δ| =
√
(v0,−/V−)2 + (v0,+/V+)2 . (18c)
The quantity η denotes a tilting parameter and its
kz dependence is shown in Fig. 4. The Dirac cone is
tilted but not overtilted because η < 1. Defining θ′ by
e− sin θ
′ − e+ cos θ′ = ~δ/|~δ|, Eq. (18a) is rewritten as
(1− η2)Q2− + (1− η2)2
(
Q+ − Eη
1− η2
)2
= E2 ,
(19a)
where
q˜−e− + q˜+e+ = Q−eδ2 +Q+eδ1 , (19b)
eδ2 = cos θ
′e− + sin θ
′e+ , (19c)
eδ1 = − sin θ′e− + cos θ′e+ , (19d)
sin θ′ =
(v0,−/V−)
η
. (19e)
Equation (19a) shows an ellipsoid with radius E(1 −
η2)−1 [E(1− η2)−1/2] for Q+(Q−). The center is located
at [Eη/(1−η2)](− sin θ′, cos θ′) on the plane of q˜− and q˜+.
The phase θ′ is the angle between eδ,2 and e−, where eδ,1
and eδ,2 are orthogonal to each since due to e+ · e− = 0.
For kz = 0, the principal axis is given by e+ = eδ1, i.e.,
q˜+ = Q+ with θ
′ = 0 owing to v0,− = 0. Thus, the rota-
tion angle of the axes of the ellipsoid is obtained as θ′, i.e.,
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Fig. 5. (Color online) Density of states (DOS) as a function of ω
(solid line), which is given by Eq. (21). The origin is taken at
Ed of Dirac point (1). The dashed line denotes the DOS without
tilting. The inset denotes the corresponding δN , which is given
by Eq. (20). The vertical dotted line denotes the location of
the chemical potential. The closed circles denote DOS values
obtained by the first-principles DFT calculation.
Q− = q˜− cos θ
′+ q˜+ sin θ
′ and Q+ = −q˜− sin θ′+ q˜+ cos θ′
from Eqs. (19b), (19c), and (19d). Note that it is straight-
forward to calculate the anisotropic conductivity by pro-
jecting the electric field on the axes of eδ,1 and eδ,2.
36)
4. Electronic States and Response to Magnetic
Field
In this section, the present effective Hamiltonian is ap-
plied to calculate the density of states and orbital mag-
netic susceptibility.
4.1 Density of states
To calculate the number of states, we note that the
area of the ellipse of the Dirac cone with µ = E0 is
given by S(k0) = πE
2
0/(V+V−). Here V+V− turns out to
be v2v3| sinφ| from Eqs. (13b), (13c), (13d), (14a), and
(14b). Furthermore, this area is modified as S/(1−η2)3/2
in the presence of tilting, as can be seen from Eq. (19a).
Taking the origin of the number at the respective Dirac
point, the deviation of the total number of states from
that of a half-filled band is calculated as
δN(X) =
∫
C
ds · e1 (δED(k0)−X)2
× 2π sgn(δED(k0)−X)
v2v3| sin(φ)|(1 − η2)3/2
, (20)
where X and δED(k0) are measured from the energy
of the Dirac point (I), i.e., ED(k) at k = (0, 0.086, 0).
The quantity X is introduced as a chemical potential,
which gives the variation of δN(X). Here,
∫
C represents
the integral [corresponding to large symbols in Fig. 2(a)],
and the integral is performed using
∫
ds · e1 =
∫
dz/e1z.
From δN(X), the DOS is given by
D(ω) = −∂(δN)
∂X
|X=ω . (21)
In Fig. 5, the solid lines show D(ω) and δN(X) (in the
inset) as a function of ω (or X). Note that X at which
δN(X) = 0 holds corresponds to the chemical potential
µ. This gives µ = −0.0041, as can be seen in Fig. 5.
The dashed line denotes the DOS without tilting, i.e.,
η = 0, which is lower than the solid line, because the
tilting increases the area of the ellipsoid, S, with fixed
energy E0. Within the numerical accuracy, one finds the
relation (see the top x-axis in Fig. 5)
D(ω − µ) ∝ |µ− ω| , (22)
for 0.005 < |ω − µ|, while there is a slight deviation for
|ω−µ| < 0.005. This comes from the nonmonotonic vari-
ation of ED with respect to kz, as seen in Fig. 2(b).
Next, we compare the above results with those in
the DFT calculation. To obtain DOS using the first-
principles DFT method, we need a more elaborate nu-
merical calculation than that described in Sect. 2. For
this purpose, k-point meshes are taken as 16 × 32 ×
16 for the DFT-optimized structure under the pres-
sure of 8 GPa,25, 31) where Kohn–Sham equations are
self-consistently solved in a scalar-relativistic fashion
by the all-electron full-potential linearized augmented
plane wave (FLAPW) method37–39) within an exchange-
correlation functional of a generalized gradient approxi-
mation (GGA).40) The obtained DOS values are shown
in Fig. 5 by the closed circles. The finite DOS for small ω
suggests a metallic behavior. This is qualitatively consis-
tent with the experimental results28) and also with the
solid line in Fig. 5, while the behavior close to the min-
imum shows a deviation from the solid line. Thus, the
present calculation in terms of the effective model may
provide reasonable results for a nodal line semimetal.
4.2 Some properties of non-coplanar nodal loop
In this subsection, we clarify several properties of the
nodal line (loop). First, we define the average for some
quantity F along the nodal line by
< F >=
∫
C
ds · e1 F∫
C ds · e1
. (23)
In the present nodal line, a length of the line is obtained
as L = 2
∫
C ds · e1 = 1.856, which is smaller than 4,
being the length of the square of the Brillouin zone. This
can be verified by noting that the present nodal line is
almost an ellipse with major axis a ≃ 0.44 and minor axis
b ≃ 0.086. The ellipse length L˜ is given by L˜ = 4aE(k)
with k2 = 1 − (b/a)2, E(k) being the complete elliptic
integral of the second kind defined by E(k) =
∫ pi/2
0 [1 −
k2 sin2 x]1/2dx. Since E(k) ≃ 1.05 with k2 = 0.96 for
the present case, we obtain L˜ = 1.85 ≃ L, which well
reproduces the above numerical result. Furthermore, the
area of the nodal line (ellipse) is estimated as πab =
πL˜2(1−k2)1/2/(16E(k)2) ≃ 0.118, which is much smaller
than 1, corresponding to the area of the first Brillouin
zone.
Next, to examine the plane of the nodal line, we calcu-
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Fig. 6. (Color online) Orbital magnetic susceptibility χN under
magnetic field B (= BeB) applied in the plane of the nodal line
and given by Eq. (26). The phase φ is the rotation angle around a
normal vector enp[= (sin θ0, 0, cos θ0)] perpendicular to the plane
of the nodal line, where eB = (− cos θ0, 0, sin θ0) for φ = 0. Line
(1) corresponds to a half-filled band and line (2) denotes a case
of hole doping, where the chemical potential is given by δµ = 0
(1) and -0.003 (2). δµ = µ − µ0 and µ0 = -0.0041. The dashed
line denotes R defined by R = χN/ < (eB · e1)2 >, which is
almost constant except in the region close to the minimum (at
φ/pi = 0.5). In the inset, EL is shown as a function of φ/pi for a
magnetic field perpendicular to the normal vector enp.
late a unit vector enp perpendicular to the plane. Since
the present nodal line is non-coplanar, the condition
enp ·e1 = 0 is not always satisfied on the line. Therefore,
we determine enp to give the minimum < |enp · e1| >,
where e1 is given by Fig. 3(a). Because of the mirror
symmetry at ky = 0, we calculate enp in the form of
enp = (sin θ, 0, cos θ), where θ denotes the angle between
ez and enp. The minimum < |enp · e1| > is obtained
at θ = θ0 ≃ 0.36π, where < |enp · e1| >≃ 0.029. This
means that the deviation of the nodal line from te plane
is moderately small.
4.3 Orbital magnetic susceptibility
As one of the characteristic physical quantities, we
calculate the orbital susceptibility for the nodal line
semimetal. It is well known that the two-dimensional
massless Dirac electrons (or electrons in graphene) give a
delta-function-like orbital magnetic susceptibility,41–43)
χGR = − e
2v2
3π2Γ0
1
1 +X20
, (24)
where v is the velocity of the Dirac cone, X0 = µ/Γ0, and
the relaxation rate Γ0 has been introduced phenomeno-
logically. Note that in the limit of Γ0 → 0, 1/Γ0(1+X20 )
becomes πδ(µ). The effect of tilting on the magnetic sus-
ceptibility was studied previously.44, 45) Here we use
χtilting = − e
2v2
3π2Γ0
1
1 +X20
(1− η2)3/2. (25)
In this study, we estimate the orbital magnetic suscep-
tibility χ for the present nodal line, assuming that χ is
given by the sum of χtilting over the nodal line. To study
the angle dependence of χ, the direction of the magnetic
field is chosen to be within the nodal plane. For this pur-
pose, the unit vector of the magnetic field, eB = B/B,
is taken as
eB = (− cosφ cos θ0, sinφ, cosφ sin θ0) , (26)
so that B is always perpendicular to enp =
(sin θ0, 0, cos θ0). The phase φ represents the angle of B
and is chosen such that eB = (− cos θ0, 0, sin θ0) when
φ = 0. Therefore, the phase φ = 0 corresponds to the
case where B is parallel to the tangential direction at
Dirac point (I). In the same way, φ = π/2 corresponds
to the case where B is tangential at Dirac point (II).
Since the principal axes for the Dirac cone are located
in the e2-e3 plane, the effective magnetic field is consid-
ered to be (eB · e1)B. Taking account of the variation of
velocities and δED along the nodal line, χ is written as
χ = −e
2 < V+V− > L
3π2Γ0
χN , (27a)
χN =
〈
(eB · e1)2 V+V−
< V+V− >
1
1 + X˜2
(1− η2)3/2
〉
,
(27b)
where X˜ = (µ − δED)/Γ0 with Γ0 = 0.001. Quantities
V±, η, and X˜ vary along the 3D nodal line [Fig. 2(a)].
Figure 6 shows χN [line (1)] as a function of φ, where
χN is maximum, χN ≃ 0.0165, at φ/π = 0 and 1, and
minimum, χN ≃ 0.0003, at φ/π = 0.5. This means that
the maximum (minimum) χ occurs when B is parallel
to e1 at Dirac point (I) (Dirac point (II)). The reason
why χN is minimum at φ/π = 0.5 is that the Dirac
cone near Dirac point (II) is fairly distorted, as seen from
Figs. 3(b), 3(c), and 4. The experimental observation of
such an extremum will be useful in finding the direction
of the principal axis of the nodal plane.
We examine χN using a quantity R given by
R =
χN
< (eB · e1)2 > , (27c)
which is shown as a function of φ in Fig. 6. The quantity
R gives an estimation of the average of orbital magnetic
susceptibility along the nodal line without considering
the weight, (eB · e1)2. We obtain R ≃ 0.2477 at φ/π = 0
and R ≃ 0.2293 at φ/π =0.5. Since the variation of R is
small compared with that of χN , the φ dependence of χN
is essentially determined by (eB ·e1)2, i.e., the geometric
property of the nodal line. The average of the respective
quantities in Eq. (27b) is estimated as < V+V− > =
0.2462,
√
< η2 > = 0.528, < 1/(1+ X˜2) > = 0.364, and
< (eB ·e1)2 > = 0.0665 (for φ/π = 0), and< (1−η2)3/2 >
= 0.614. Furthermore, we note that (1− < η2 >)3/2 ≃
0.612. Using the average quantity, we obtain < 1/(1 +
X˜2) >< (1 − η2)3/2 >≃ 0.223, which is slightly smaller
than R in Fig. 6. Such an enhancement of R compared
with the product of the average quantities comes from
a combined effect of (eB · e1)2, V+V−, 1/(1 + X˜2), and
(1− η2)3/2.
Here, we briefly mention the effect of carrier doping,
which is given by the variation of chemical potential,
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i.e., δµ(= µ − µ0) with µ0= - 0.0041. In Fig. 6, χN
for hole doping is shown by line (2) with δµ = -0.003,
which is smaller than that of line (1). Note that,the φ-
dependence of χN does not change qualitatively. We find
that, with decreasing δµ, χN first becomes maximum
at δµ = -0.0018 and decreases rapidly, whereas χN de-
creases monotonically for increasing δµ(> 0). Such asym-
metry comes from that of the DOS (Fig. 5) and the vari-
ation in the energy δED on the nodal line in Fig. 2(a).
Finally, we discuss the average Landau level of the
nodal line for a magnetic field B = BeB in the nodal
plane. The Nth Landau level is given by E±N =
±
√
2Ne~B(1− η2)3/2v2.46) When we take the average
over the nodal line, we obtain E±N = ±
√
2Ne~B <√
V+V− > EL + E0, where
EL =
<
√
V+V−(1− η2)3/4
√
|eB · e1| >
<
√
V+V− >
. (28)
The quantity E0 is the average energy of the zeroth
Landau level measured from the chemical potential,
which is given by < δED(k0) − µ >≃ −0.0002. The
η-dependence of Eq. (28) has a common feature with
that of Eq. (25), suggesting that the effect of the mag-
netic field on the Landau orbit is reduced by a factor
of (1 − η2)3/2.47) In the inset of Fig. 6, EL is shown
as a function of φ for a magnetic field perpendicular to
enp = (sin θ0, 0, cos θ0). Note that EL in the plane per-
pendicular to (sin θ, 0, cos θ) is maximum at θ = θ0. The
behavior in the inset is similar to that of χN but dif-
fers at around φ/π = 1/2. |E±1| will be identified when
|E±1| is larger than the variation of δED. For a two-
dimensional organic conductor,48) it has been claimed
that the peak of the temperature dependence of inter-
layer longitudinal magnetoresistance is associated with
the energy separation between the N = 0 and N = ±1
Landau levels. Therefore, if the φ-dependence of |E±1| is
estimated from such a magnetoresistance experiment, we
can find the direction of the principal axis of the nodal
line.
5. Summary
We examined an effective Hamiltonian of a two-band
model, which describes the Dirac cone close to the nodal
line of a molecular conductor [Pd(dddt)2] with a half-
filled band. The energy with a dispersion perpendicular
to the nodal line was evaluated using the Dirac points ob-
tained by the DFT calculation. The energy difference be-
tween the conduction and valence bands was calculated
to obtain the principal axes and corresponding velocities,
V+ and V−, which rotate along the nodal line. Further-
more, the effect of tilting on the Dirac cone was exam-
ined, where the mutual relationship between the princi-
pal axis and the tilting direction was clarified. The Dirac
cone obtained by varying the nodal line gave reasonable
energies, since the density of states showing the char-
acteristics of the nodal line semimetal was i compatible
with that obtained by the DFT calculation. The deter-
mination of the tilting axis of the respective Dirac cone
in terms of the original momentum space k is useful for
calculaing an response to the external field with arbitrary
direction. As an example, we demonstrated the angular
dependence of orbital magnetic susceptibility χN , where
the magnetic field was applied in the plane of the nodal
line. Finally, we noted that the present method of deriv-
ing the effective Hamiltonian for the Dirac cone could be
applied to other systems of a nodal line with an inversion
symmetry.
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