The problem of quantifying the overlap of Hutchinsonian niches has received much attention lately, in particular in quantitative ecology, from where it also originates. However, the niche concept has the potential to also be useful in many other application areas, as for example in economics. We are presenting a fully nonparametric, robust solution to this problem, along with exact shortcut formulas based on rank-statistics, and with a rather intuitive probabilistic interpretation. Furthermore, by deriving the asymptotic sampling distribution of the estimators, we are proposing the first asymptotically valid inference method, providing confidence intervals for the niche overlap. The theoretical considerations are supplemented by simulation studies and a real data example.
Introduction
Recent methodological progress has reignited interest (see, e.g., [1] [2] [3] [4] [5] [6] ) in the problem of quantifying the overlap of -dimensional Hutchinsonian niches [7] , in the following simply referred to as H-niches. These H-niches represent multi-dimensional objects modeled as subsets of an -dimensional space, where each axis represents an individual trait or environmental factor of interest. In biology, these objects have long been considered to conceptualize and define ecological niches representing the requirements of species to establish and survive in a given habitat. Here, each dimension represents a limiting factor such as temperatur, or the availability of resources. Alternatively, H-niches can also be utilized to characterize the "impact niche" of a species where each dimension represents a functional trait. These impact niches or "trait spaces" are being used to work on a broad range of ecological questions. For instance, by comparing the volume and overlap of trait spaces of species within communities, hypotheses how climate or other factors influence species diversity and assembly of communities can be tested. For example, species tend to have similar "trait spaces if abiotic factors play an important role, while competition between species should limit this similarity [8, 9] . Or, by defining species traits as dimensions that influence resource utilization, it can be explored how species are specialized on certain resources and how several species partition resources that are locally available [10] . While these applications usually focus on species or communities, H-niches or "hypervolumes" can also be utilized to define the states of ecosystems and assess their shifts after environmental change [11] . Besides this ecological focused research, H-niches are becoming increasingly used in other areas of biology, such as animal behavior science or evolution [12, 13] and could be easily be extended to other disciplines, as for example, economics, where one may be interested in the market niche of a company or a product. We refer to the excellent review paper by [14] regarding further details on the theoretical foundation of H-niches, and fields of application.
The geometrical interpretation of the H-niche differs throughout the literature. While Hutchinson's original concept is a hyper-cube, other authors have interpreted H-niches to be ellipses or minimal convex sets. Each of these interpretations has its benefits and shortcomings, as discussed briefly in [14] .
In order to evaluate and compare H-niches, their size and their reciprocal overlap are valuable indicators. However, there are (at least) two challenges considering a useful and interpretable quantification of H-niche overlap. First, how to measure overlap of H-niches in one dimension and second, how to extend the concept to multi-dimensional situations? Our goal is to provide such a quantification, focusing mostly on the first question, and without imposing a particular parametric model or distribution family. That is, the approach presented here is fully nonparametric, it can even be applied when some of the measured variables are only ordinal, and it does not depend on the type of scale chosen (e.g., linear, or logarithmic). Further, we aim at devising an inferential tool to not only estimate overlap of hypervolumes, but also to provide a confidence interval for the true (and unknown) overlap. So far, in the vast literature following, adapting, and generalizing Hutchinson's work, no inference procedures can be found yet. The present manuscript attempts to close this gap by developing the appropriate techniques needed to draw inferential conclusions from samples of multivariate data in ecology, economy and beyond.
Let us start with the one-dimensional situation and the goal of quantifying H-niche overlap between two, say, objects. That is, there is one (real-valued) variable of interest, and for each subject under consideration, an observation of this variable can, at least theoretically, be obtained. Also, each subject can be classified into one of exactly two groups. The theoretical distributions of values for the two groups are described by their cumulative distribution functions (cdf), denoted by and , respectively.
Language convention: for simplicity of reading, we will not distinguish in the text between the distributions and their cdfs. The respective meaning will be clear from the context. The "range of a distribution " will be meant to be the interval between inf{ ∈ ℝ ∶ ( ) > 0} and sup{ ∈ ℝ ∶ ( ) < 1}. Further, even though Hutchinson has established the term d-dimensional hypervolume, which has caught on in the ecological and biological literature, we prefer to use here H-niche instead, due to the connotations evoked by the former term among mathematicians and statisticians. Further, we will assume that and are the true underlying population distributions from which samples are drawing representatively. Thus, we will not consider or discuss scenarios where the true distribution and the sampled distribution differ substantially due to bias in the sampling process, or other reasons. We will not explicitly define what the true underlying distribution function is -it may depend on the information of interest. For further discussion on the topic of underlying distributions we refer to [15] .
From a statistical point of view, the problem can generally be formulated as quantifying the proportion of values taken by one of the distributions, say , that is covered by the range of values taken by another distribution, . It is immediately clear that it would not make sense to limit oneself to the full support of the latter distribution, that is, the full range of values. For one thing, many common families of distributions have unbounded support, so one would basically be restricted to distributions whose densities have compact support. This may not seem crucial, for example in ecology, where one might assume that observations "live" on compact support sets. However, generality of the mathematical model may be an advantage when transferring the method to other fields of application. An arguably more severe problem in using the full support (or its empirical version, the data range) in practice is presented by the fact that the range is a very unrobust, albeit sometimes still not very informative functional [[16], p. 29] . Indeed, the range is so sensitive to outliers that relying on it alone would cause unstable estimation -individual observations can unduly influence it. On the other hand, the situation may also occur where two distributions have the exact same support, but still one of them is concentrated in the center of this support, while the other is more uniformly distributed, indicating that it would be advantageous to incorporate information regarding the full distribution, not only the smallest and largest observation, as in the range.
The recently published nonparametric solution approach by [5] consists of dynamic range boxes where for each quantile ∈ [0, 1], it is assessed how much of the central (1 − ) proportion of , loosely speaking, is covered by the range of the central (1 − ) proportion of . Integrating over leads to a rather robust estimator of overlap between the two distributions. As the coverage for each is between 0 and 1, the integral also takes values between 0 and 1. Outliers only contribute to the calculation for those -values that are close to 1. When integrating, their influence becomes reduced. The most extreme cases possible are the following. While their method has the advantages of being robust, it also suffers from three disadvantages which are remedied by the approach proposed here.
1. Dynamic range boxes [5] require the calculation of mutual coverages for each individually, resulting in either computational burden or resorting to an only approximate solution.
2. At each step, the relative proportion of the covered range is calculated as a fraction of the respective interval lengths. This assumes that the measured variables are metric, and the proportion is not invariant under nonlinear transformations of the variables. For example, sometimes researchers prefer to transform observed values onto a logarithmic scale -a change between linear and logarithmic scales would however change the results obtained using the above method.
3. The sampling distribution of the integral above is not known. Therefore inference (confidence intervals) can not be provided. As mentioned in different guidelines, see [17] [18] [19] , confidence intervals should be provided along with the estimator, whenever possible. Figure 1 illustrates the difference between the approach proposed in this paper and the one proposed by [5] , which is the method most closely resembling the newly proposed one. Please note that the methods were simplified for the visualization. The red arrows indicate the quantities measured at each , in order to calculate the niche overlap. The new method then integrates over all , the precise derivation of this calculation is given later. The method by [5] measures the overlap of the two individual intervals and averages across the resulting values.
New measures of H-niche containment and overlap
We propose the following approach for quantifying H-niche containment and overlap. For simplicity we will start with one-dimensional H-niche containment and overlap before shortly explaining how to expand the method to the -dimensional case in Section 2.5.
For each quantile , we consider the central (1 − ) portion of , as above. However, we now calculate the mass that assigns to exactly this region. This defines an H-niche containment function
with −1 the quantile function of F. With ℎ 1 we will denote the analogous function where the roles of and are switched. Note that ℎ ( ), = 1, 2, are monotonically decreasing in ∈ [0, 1].
Based on independent and respectively i.i.d. samples 1 , … , ∼ and 1 , … , ∼ , canonical estimators for ℎ ( ), = 1, 2, are given byĥ
and analogously definedĥ 1 , wherêand̂are the respective empirical distribution functions for and . The empirical distribution functionŝand̂are known to be strongly consistent, uniformly over ∈ ℝ, and unbiased at each .
Clearly, for each ∈ (0, 1),ĥ 1 ( ) andĥ 2 ( ) are invariant under strictly monotone (isotone or antitone) transformations of the observations. That is, if 1 , … , , 1 , … , are replaced by ( 1 ), … , ( ), ( 1 ), … , ( ) for strictly monotone , the quantitiesĥ 1 ( ) andĥ 2 ( ) remain unchanged. Thus, these functions are well equipped to serve as the foundation for a fully nonparametric quantification of H-niche containment and overlap.
Recall that the receiver operating characteristic (ROC) curve for two distribution functions and is defined as
is called the empirical ROC process, for which the following result holds. 
Proof
The Lemma is equivalent to Theorem 2.2. [20] .
We will denote the limit process of the empirical ROC process by ( ). The similarity between our H-niche containment function and the ROC process will be exploited in Section 2.2 for the derivation of asymptotic properties of the proposed estimators.
Asymmetric H-niche containment and its estimation
In this section we will focus on developing an estimator for, roughly speaking, how much of the range of is contained in the range of . As a robust measure of H-niche containment, let us now consider the statistical functional
as well as 1 , with the roles of and switched. These integrals basically average over H-niche overlap at the center, as well as at the margins of the individual H-niches -and everywhere in between. They take into account the full distribution information of , all the while set into corresponding relation with .
For a (not necessarily continuous) distribution function let −1 denote the pseudoinverse (quantile function). The following identities are straightforward to verify.
In the sequel we will refer to ( ) ∶= [ , ] as the range of . Letting denote the probability measure corresponding to the distribution function , the quantities 2 and 1 can be expressed as follows immediately.
ii. If 2 = 0 then, using the fact that
The other implication is obvious. In case is continuous (( , )) = 0 is equivalent to ([ , )] = 0, which completes the proof of the second assertion.
iii. If 2 = 1, again using monotonicity together with left-continuity of −1 on (0, 1) and the fact that
), −1 (
+)]) = 1 Since the reverse implication is trivial the proof of the third assertion is complete.
iv. Let be a strictly monotone transformation function and denote the new distribution functions of and with and . There exists an inverse −1 of . Now ( ) = ∘ −1 ( ) and the inverse −1 ( ) = ∘ −1 ( ), analogue for .
holds for all ∈ [0, 1].
The following examples illustrate that we can not get sharper versions of assertions (i)-(iv) in Lemma 2.2.
Example 2.3
In case of = = 1 [0,∞) we have ( , ) = ∅ and (∅) = 0. It then follows that 1 = 2 = 0.
Example 2.4 Consider = 1 [1,∞) and let denote the distribution function of a uniform distribution on ), −1 (
Intuitively, the expressions 1 and 2 can be interpreted as follows. If the range of is well contained within the range of then the values of the H-niche containment function ℎ 2 are small, and the integral 2 is close to zero. In these cases, ℎ 1 takes larger values, and 1 is closer to one. That is, 1 can be interpreted as a measure of "how much is (i.e., its range) contained in ", while 2 quantifies "how much is contained in ". This will be made more precise in Lemma 2.8.
Remark 2.6
In the following, we will always assume ∼ and ∼ to be independent, absolutely continuous random variables, even if not explicitly mentioned. Further requirements for the upcoming results are stated directly in the individual lemmas and theorems.
Denote the distribution of below its median as 1 and above its median as 2 , such that
Remark 2.7
The random variables (1) ∼ 1 and (2) ∼ 2 can be constructed from by conditioning on ≤ −1 (0.5) and < −1 (0.5), respectively.
Lemma 2.8
Let (1) ∼ 1 (2) ∼ 2 , and ∼ be three independent, absolutely continuous random variables. Then, 2 can be written as
using the fact that by construction (1) < (2) Proof Compare Chapter 1.4 of [20] .
Remark 2.9
When reformulating Lemma 2.8 for general, not necessarily continuous random variables, the normalized version of the distribution function, ( ) = 1 2 [ ( ≤ ) + ( < )] (as given in Definition 1.3 of [21] ), should be used, resulting in
In analogy to 1 and 2 , define distribution functions 1 and 2 based on . Let (1) ∼ 1 , (2) ∼ 2 be random variables, independent of (1) , (2) . Using these definitions, we can rearrange 2 to
Lemma 2.10 If and are continuous distribution functions then
1 + 2 ∈ [0, 1]
Proof
Due to the way the random variables are defined, one of the two probabilities will always be 1, while the other ranges between
Expressions (4) and (5) provide a rather intuitive probabilistic interpretation of 2 (and analogously for 1 ). Using the canonical estimatorŝand̂for the cdfs, we can construct the following consistent plugin estimators for 2 (and 1 ).̂2
The functional 1 is estimated analogously with the roles of̂and̂switched. Although the estimator in eq. (6) looks rather complex at first sight, there exists a surprisingly simple shortcut formula in order to evaluate the integral. This formula is based on rank statistics, as follows.
Rank all + observations, in case of ties use midranks. Sort the -sample, and without loss of generality, assume that 1 ≤ 2 ≤ ⋯ ≤ (to simplify notation). Then, all the -observations below their median are
where is the largest integer less than or equal to ( + 1)/2. Denote their ranks by 
Lemma 2.11
For > ⋅ and < ⋅ defined as above,̂2 can be rearranged to
with = − / for even and ≈ − / for odd, and and large.
Proof
The proof of this is given in the Appendix, Proof A.
Remark 2.12
Note, that the expression of c in the Lemma above only holds for samples without ties. The result for samples with ties is given in the Appendix, eq. (8) after Proof A.
The expression in (7) allows for a quick and direct estimation of 2 , and, analogously, of 1 . This is a major computational advantage, potentially also improving numerical stability, compared to the approach by [5] , which required evaluations of an H-niche containment function similar to ℎ 1 and ℎ 2 , but for several different values of separately.
Asymptotic sampling distribution, and inference
In this section, we will establish the sampling distribution of the estimator defined in eq. (6), using the relation to the empirical ROC process mentioned in the beginning of Section 2. To this end, let ∶= [0, 1] be the Skorokhod space, that is, the space of all càdlàg functions defined on [0, 1] (see Chapter VI of [21] ), and
Note that is a continuous linear map. The topology here is the Skorokhod topology, as given in Theorem 1.14 of Chapter VI of [21] .
Theorem 2.13
Let the map be defined as above. Then it holds that √ ( (̂∘̂− 1 ) − ( ∘ −1 )) converges weakly to 
Proof
The proof can be found in the appendix, Proof B.
Remark 2.14
In general̂∘̂− 1 is not a càdlàg function. However it is a monotone decreasing step function that can simply be transformed into a càdlàg function with identical values for .
Remark 2.15
An alternative way to derive the normality of̂2 in eq. (6) could be pursued by rewriting it as a finite sum of random variables, namely
with slight modification in case of ties among the . After establishing an asymptotic equivalence result with respect to the similarly defined sum
asymptotic normality can be established using the Lyapunov central limit theorem.
We have decided to elaborate more on the approach that uses the similarity to the ROC process, as we think that this relation may open up the path for further methodological developments. Thus, we intended to demonstrate its potential usefulness. But the next steps also show some limits when using the empirical process theory in practice.
Inference requires a valid variance estimation for the sampling distribution. However, considering the weak convergence of the empirical ROC process to the sum of two Brownian Bridges, we easily realize that calculating the resulting variance based on result (1) will be rather complex. Deriving a consistent empirical estimator for the variance based on this result alone would be even more complicated, as it would require density estimation for both distributions. Yet, as our goal is to construct confidence intervals, we will need an alternative approach for finding a consistent estimator of the variance. In our case the bootstrap supplies a feasible and justified alternative.
Theorem 2.16
Let̂ * and̂ * be the empirical distribution functions of the bootstrapped sample and̂ * 2 the estimator of 2 
Proof
The proof is given in the Appendix, Proof C. Now, we can give a confidence interval based solely on the empirical quantiles of the bootstrap process. Through simulation of̂ * 2 we can obtain an approximate -quantile of √ (̂ * 2 −̂2), denoted bŷ * .
Theorem 2.17
The asymptotic bootstrap confidence interval at level 1 − for the above defined estimator̂2 is given by
Further, as our process converges to a normal distribution, we can construct asymptotic confidence intervals by applying Slutzky's Lemma. We therefore can derive a symmetric confidence interval directly from the variance of the bootstrapped data.
Theorem 2.18
A second confidence interval at level 1 − for the estimator̂2 is given by
where denotes the (1 − /2)-quantile of the standard normal distribution.
Obviously, the same properties hold for 1 . Observe that the first confidence interval is not necessarily symmetric as the absolute values of the two bootstrap quantiles may differ, in contrast to the quantiles of the normal distribution. Note that in cases where the estimator is close to 0 or 1 this might yield better results, as the boundaries of the confidence interval based on the empirical quantiles never exceed the interval [0, 1], while the approach using the variance estimator could exceed it.
For certain special cases, a simplified direct variance estimator can be constructed.
Lemma 2.19
Let F and G be continuous distribution functions. Reconsider the random variables (1) , (2) , (1) , (2) defined in Section 2.1. Assume −1 (
) holds true, that is, the distributions and are assumed to have the same median. In that case, 2 , as given in eq. (5), further simplifies to
and analogously for 1 , which immediately yields 1 + 2 = 1.
Proof
By definition of the random variables every realization of (1) and (1) is contained in the interval (−∞, −1 ( )]. Similarly, (2) , (2) can only take values in ( −1 ( ), ∞). It then follows directly that ( (1) < (2) ) = ( (1) < (2) ) = 1 and ( (2) < (1) ) = ( (2) < (1) ) = 0. Entering these results into eq. (5) leads directly to the statement above.
As the random variables involved in estimating ( (1) < (1) ) and ( (2) < (2) ) are independent under the assumption of equal medians, we can construct a variance estimator for these cases using a simpler approach. We only require variance estimators for the canonical estimators of these two probabilities, namely for ∫
( )̂2( ). To this end, we can use the procedure developed by [22] . Without loss of generality, assume again, as in the description before eq. (7), that the -observations below their median are 1 , … , , while those above their median are +1 , … , . Analogously, sort the -sample to 1 , … , and +1 , … ,
. Now, the samples of and observations which are below (above) their respective medians are compared with each other. For = 1, … , , denote by (<) the rank of among the combined sample 1 , … , , 1 , … , , and bȳ( <)
. Finally, the internal ranks, where observations are ranked only within each of these four groups, are denoted by ( <) , ( <) ( >) , and ( >) , respectively. 
Lemma 2.20 Define
2 1 = 1 2 ( −1) ∑ =1 ( (<) − ( <) −̄( <) ⋅ + +1 2 ) 2 , 2 2 = 1 ( − ) 2 ( − −1) ∑ = +1 ( (>) − ( >) −̄( >) ⋅ + − +1 2 ) 2 ,2 2 = + 2 ⋅ ( 2 1 + 2 1 ) + + − − 2 ⋅ ( 2 2 − + 2 2 − ) .
Proof
This Lemma follows directly from the results of [22] , as well as the decomposition of̂2 given in eq. (5).
Note that this is the same variance estimator as for̂1.
Theorem 2.21
The confidence interval at level 1 − for the simplified estimator̂2 is then simply given by
where 1− /2 is again the (1 − /2)-quantile of the standard normal distribution.
Remark 2.22
Clearly, in practice, one may not know whether the assumption of equal medians is fulfilled, thus, the calculations for the simplified method may have limited application. So, why mention it then? Apart from the intriguing mathematical fact, a variance estimation in case of equal medians could be used in the construction of a hypothesis test. Additionally, we hope that the techniques used in the simplified variance estimation may be useful to other situations, in particular since simulations (see below) showed that one in general obtains narrower confidence intervals with the simplified method.
Symmetric H-niche overlap and its estimation
The concept of H-niche overlap describes the common share of two H-niches, or of their respective distribution ranges. The asymmetric containment index derived in the previous section provides a basis for defining a straightforward symmetric H-niche overlap index, namely as ( , ) = 4 1 2 , where the factor 4 arises from our desire to standardize the total overlap to 1 for two identical distributions. Using notation as in the intuitive interpretation above we can write ( , ) = 4 ( (1) < < (2) ) ( (1) < < (2) ). Thus, the symmetric H-niche overlap index ( , ) has the following properties, now formulated in terms of H-niches.
Similar to Lemma 2.2 we will give the most important properties of ( , ) in the subsequent lemma.
Lemma 2.23
Suppose that F and G are distribution functions, not necessarily continuous. Then the following properties hold:
1. In case of identical H-niches, = , and continuous we have ( , ) = 1. ), −1 (
As stated in the previous lemma, identical H-niches yield a symmetric H-niche overlap of 1. On the other hand, if one H-niche is well contained within the range of the other, then one of the factors, and thus the product ( , ) will be close to zero. By "well contained", we mean that most of the weight of the one niche is centered in a small area around the median of the other, as, for example, in the scenario of Example 2.24. A canonical and consistent estimator is given by( , ) = 4̂1̂2, where the shortcut formula (7) for̂2, and its analog for̂1, can be used.
Asymptotic distribution
In deriving confidence intervals for the overlap, we can not assume independence of the two random variableŝ 1 and̂2. Therefore, the properties of the individual convergences do not suffice here. As a consequence, we can only provide a conservative confidence interval for the general case, since estimation of the joint asymptotic distribution is rather complex. A conservative (1 − )-interval can be constructed based on individual (1 − /2)-intervals for 1 and 2 , which yields a simultaneous (1 − )-region for ( 1 , 2 ), and thus a straightforward (1 − )-interval for 4 1 2 . We will restrict the confidence interval obtained by this method to the interval [0, 1], as the true overlap only ranges in this interval.
Note that for an important special case, namely under the assumption of equal medians, −1 (
), a confidence interval for ( , ) can simply be constructed using a confidence interval for 2 and the fact that under the given assumption, ( , ) = 4 2 (1 − 2 ) =∶ ( 2 ). That is, the confidence interval for 2 , namely ℐ 2 = [ 2 , 2 ], is simply transformed to (ℐ 2 ). If ℐ 2 does not contain 1/2, the interval for ( , ) is directly obtained by transforming the limits 2 , 2 . If 1/2 is contained in the confidence interval, the upper limit of the confidence interval for ( , ) is set to 1.
Extension to the -dimensional case
In most applications of H-niche overlap, we not only have one trait, but many. Therefore, it is indispensable to extend our approach to the multi-dimensional case. In order to maintain certain properties for our -dimensional H-niche overlap, we propose to define the -dimensional asymmetric H-niche containment similar to [5] , as
where 2, , = 1, … , , is the one-dimensional asymmetric H-niche containment of component . The asymmetric H-niche containment 1 is defined analogously.
It then follows that the -dimensional symmetric H-niche containment is given by
where ( , ) , = 1, … , , is the one-dimensional symmetric H-niche containment of component . Here, and are -dimensional distribution functions. For the -dimensional H-niche containment ( ) ( , ) the following properties hold.
Lemma 2.25
Suppose that and are distribution functions, not necessarily continuous. Then the following properties hold
In case of identical H-niches, = , and if and are continuous, we have
( ) ( , ) = 1.
( ) ( , ) = 0 if and only if for at least one component
Consistent estimators are given through the estimators in the one-dimensional case. Confidence intervals can be obtained by transforming the boundaries of the one-dimensional intervals, similar to the transformations of the actual estimators.
Remark 2.26
If the correlation matrices between the traits are rather dissimilar between the two samples, one may be able to construct examples, where the -dimensional version of the H-niche will fail to describe the "true" relation between the two samples. For example, consider two bivariate samples where one has positively correlated traits, and the other has negatively correlated ones, while the marginal distributions are identical. In such a case, we would obtain an overlap close to one, while an intuitively "true" value should be closer to zero. This problem will require further research.
Simulation
In order to investigate the small sample properties of the estimator and its confidence intervals, we have performed simulation studies in R (R version 3.2.3, R Core Team, 2017). The first subsection considers asymmetric H-niche containment, while the second subsection focuses on the symmetric overlap. The simulations are split into two parts, where one shows the appropriateness of the confidence intervals with respect to the considered sample size, and the other demonstrates when the simplified version of the confidence interval can or cannot be used.
Asymmetric H-Niche Containment
To begin with, combinations of distributions , were analyzed, where both distributions had the same median, and each was normal, uniform, or Beta. Note that the simplified rank-based confidence interval formula requires equal medians. The sample sizes for each of the distributions were increased from 10 to 100 in steps of 10 and from 100 to 1,000 in steps of 100. For each combination of distributions 1,000 data sets were generated. The number of bootstrap runs per data set was set to 1,000. Simulated expected coverage probabilities (ECP) are shown in Table 1 and Table 2 , and average confidence interval lengths in Table 3 .
The true overlaps of 2 (and 1 ) were calulated by the following R-function, here given exemplarily for a Betaand a Normal-distribution.
True_I_2 < −function(a1, b1, a2, b2){ integ < − function(x){pbeta(x, a2, b2) * dnorm(x, a1, b1)} int_gtm = integrate(integ, qnorm(1/2, a1, b1), 1) int_stm = integrate(integ, 0, qnorm(1/2, a1, b1)) overlap = 2 * (int_gtm$value -int_stm$value) return(overlap) } Both methods (bootstrap and simplified) generally maintained the nominal confidence level well for sample sizes of at least 40. For small sample sizes, it depended on the underlying distribution which of the methods yielded results that were closer to the nominal level. For combinations of symmetric distributions, both methods performed similarly. When using two skewed distributions, such as the Beta-distribution, we noticed slight undercoverage of the simplilfied method, in particular for small to moderate sample sizes. The bootstrap generally maintained the nominal level well in these simulations. When was skewed and symmetric, both methods performed similarly, with small sample advantages of the simplified version, whereas for symmetric and skewed, the simplified method exhibited some undercoverage for small to moderate sample sizes. These similarities and differences are also illustrated in Figure 2 and Figure 3 for combinations of a skewed and a symmetric distribution. The plot of the boundaries in Figure 3 shows the similarities of the two confidence interval methods, with a slightly narrower bootstrap confidence interval, but at the expense of lower coverage than the rank-based interval in this situation, for sample sizes below 100. As to the second part, we have already mentioned in Section 2.2 that the simplified variance estimator is only valid under the assumption of equal medians. The authors conjectured that it might still be used for small deviations from this assumption. In order to investigate the conditions under which it might become inappropriate, we conducted simulations using increasing location shifts between both distributions. All results are based on 1,000 simulation runs for each configuration, a sample size of 1,000, and, in the comparative analysis of the bootstrap interval performance, 1,000 bootstrap runs. Figure 4 , and Table 4 demonstrate the effect on ECP when the equal median assumption for the simplified confidence interval method is violated. Here, two normal distributions with different variances were used. The distribution function was always standard normal, while was a normal distribution with means = 0, 0.1, … , 4.9, 5 and variances 1, 2, and 5. The simplified method exhibited increasing undercoverage, in particular for smaller variances ( 2 = 1), as the difference in the true medians between both distributions increased. For a difference of 0.4 between the means, coverage was still about 90%, however, it already dropped to 70% for a difference of 1 between the means, dropping further as the mean differences increased. This is caused by the variance estimator underestimating the true variance, leading to confidence intervals which are too short. For larger variances, the performance of the simplified version was better. In general, it would be a useful research task to devise a bias correction for the simplified rank-based variance estimator. While it seems that in distributions with infinite support and higher variance, the rank-based variance estimator can cope with rather small deviations from the equal median assumption, as seen in Table 4 , the same does not seem to hold when working with distributions with finite support, as illustrated in Figure 5 . Here, two uniform distribution were considered, each with a range of 1. In an almost linear manner the ECP of the simplified calculation dropped to zero up to = 0.5, as for ≥ 0.5 the range of can not possibly include the median of anymore, and vice versa. Thus, the probabilities ( 1 < 1 ) and ( 2 < 2 ) are both equal to 1 in this scenario, and the resulting variance estimator is simply zero, rendering the simplified method not usable. However, up to = 0.2, the simulated ECP was still higher than 80%. These results, together with the true values for 2 , are also contained in Table 5 . The simulated ECP dropped to zero for combinations of (−0.5, 0.5) and ( − 0.5, + 0.5) when we reached = 0.5. In comparison, the bootstrap confidence interval performed well until reached 1, where the true overlap equals zero and thus also the variance estimator becomes zero. As in general one does not know whether the assumption of equal medians is valid or not, and one may only have the results of a hypothesis test for equal medians, it is important to note the influence that minor deviations from the assumptions have on the results.
Simulating data from a normal (with infinite support) and a uniform distribution (with finite support), we additionally observed the following. The simulated ECP depended on which of the two asymmetric H-niche estimators we were calculating. This has implications for estimating the symmetric overlap with confidence, as only one of the two individual confidence intervals needs to fail, in order to render their product estimator unreliable. On the other hand, the bootstrap confidence interval obtained roughly the same ECP no matter whether̂1 or̂2 was estimated, as can be seen in Table 6 . Confidence intervals for the symmetric overlap were specifically assessed in additional simulations discussed below. In situations where the overlap between both distributions was small, the bootstrap also showed undercoverage due to underestimation of the estimator's variance. This was the case for true values of 1 or 2 close to zero, rougly less than 2/sample size. However, here the absolute difference between estimates and true values was still small, but the confidence intervals did not capture the true parameter due to their minuscule lengths. This is not surprising. Indeed, when the overlap between two distributions is close to zero, the bootstrap may yield two resamples which are fully separated in the sense that the largest observation in one sample is smaller than then smallest observation in the other. All those resamples would produce the same estimated zero for the overlap, with overall very little variation among the bootstrap samples, eventually yielding a variance estimator very close to zero. Concluding, we can say that our estimators and their confidence intervals appear to perform quite well. The simplified rank-based confidence interval should only be used when deviation from its equal median assumption is not strong. And, for highly skewed data, larger sample sizes than for symmetric data are needed to obtain fitting ECPs.
Symmetric overlap
In simulating the performance of the proposed confidence interval methods for the symmetric H-niche overlap, we used three combinations of distributions, namely (0, 1) and (0, 2), (0, 1) and (−1, 1), as well as (0.615, 1) and (3, 2). For these distributions and sample sizes 10, 20, … , 150 we simulated 1,000 data sets each. For each data set, we calculated the estimatorŝ1 and̂2 along with their corresponding confidence intervals, and the resulting symmetric H-niche overlap estimator and its confidence intervals. The bootstrap confidence intervals are again based on 1,000 bootstrap runs each.
We used individual asymptotic 95% confidence intervals for 1 and 2 . As can be seen in Table 7 , we obtained high ECPs even for sample sizes as small as 10. However the average length of the confidence intervals was too high as to actually provide any useful information about the true parameter value. Even for sample sizes of 150 each, we still had an average length of at least 1/3 for the three combinations. This would imply a need for larger sample sizes to actually obtain informatively precise confidence intervals, but such large samples may not always be available in practice.
Even though the length of the rank based confidence intervals is lower than for the bootstrap, without any significant loss of ECP, it still does not seem reasonable to use the confidence interval for small sample sizes as the contained information content is too low. 
Application to ecological data
To visualize our results on a real data set we chose the data set Finch2 from the R-package dynRB ( [5] ). This package implements the method developed by [5] . The data set contains nine morphological different traits for two species, Geospiza fuliginosa pavula and Geospiza fortis fortis that describe the similarity of both species. These two finch species are endemic to the Galápagos Islands. They are more commonly known as Darwin's finches, along with some other species. There are 81 observations for G. fuliginosa pavula and 22 for G. fortis fortis. Out of the nine traits, we chose four, one of which only had a small overlap (tarsus length), two had a more pronounced overlap (body length and wing length), and one with complete containment of one species' observed distribution within the other's (tail length). Figure 6 depicts the trait distributions for both species. In this example, we analyzed "impact niches" (see Introduction). One of the main features of the ecological system of the Galápagos Islands is that it is solitary. Thus, analyzing traits of two species living in this ecosystem and having similar abiotic factors is of interest in ecology.
For each of the chosen traits we calculated both H-niche containment estimatorŝ1 and̂2, as well as their 95% confidence intervals. We used both, the simplified rank-based method, and the bootstrap, for the confidence interval calculations even though the equal median assumption does not appear to hold for any of the traits. However, as we saw in the simulations of the previous section, it may still yield reasonable results. Further we calculated the values corresponding closely to 1 and 2 given by [5] using the R-package dynRB. Table 8 shows the estimates and the confidence intervals. Here, in all cases, the rank-based confidence interval is well contained in the respective bootstrap confidence interval. ordinal and binary variables, the authors conjecture that the method will also work, but a different mathematical proof needs to be provided. Nominal variables are outside of the scope of this approach, since it is not possible to assign ranks to nominal responses, while the proposed method utilizes ranks.
Specifically, two confidence interval methods are proposed. One is based on ranks, it can be calculated quickly using an explicit formula, but it requires an assumption on the distributions being compared. The other is based on the bootstrap, it can be used in general, based on the asymptotic theory shown, but it is obviously numerically more demanding. Simulations have demonstrated good performance of the proposed methods under their respective assumptions. Particularly for symmetric distributions, they work well also for small to moderate sample sizes. Thus, the proposed methods are also suitable for real data sets with low to moderate numbers of observations and thus well applicable for analyses of niches in ecological and other data sets.
Comparing the newly proposed method with previously proposed approaches, some similarities exist with the idea of [6] whose approach however was designed for data following multivariate normal distributions, while the presently proposed method does not make any distributional assumptions. Similar to our interpretation of Hutchinsonian niche overlap, the interpretation of their overlap factor is the probability that an individual from species A is found in the niche of B, which [6] defined to be the central 95%-region of the distribution of species B. They do allow for different choices of . However, depending on the choice of , it is then possible to obtain any value between 0 and 1 as an overlap factor, supplemented by heuristic confidence intervals based on Monte-Carlo simulations. Our new method, as well as [5] , uses every possible and combines them into an aggregated index, making the method also statistically robust.
The closest resemblance of the newly proposed method is indeed with the approach by [5] , and the new method can be seen as a direct improvement of this approach, rendering a more robust estimation process, with simpler formulas, and supplementing the possibility to provide valid inferential conclusions, in addition to estimates for asymmetric and symmetric Hutchinsonian niche overlap.
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Appendix

A Proof
Let and be continuously distributed random variables. As in Section 2.1, assume for simplicity of notation that all the -observations below or identical to their median̂− 1 (1/2) have indices 1, … , . Note that = /2 for even and = ( + 1)/2 for odd. In general, we will use the notations of Section 2.1 and 2.2.
First, we can rewrite the integral̂− 
A.1 Proof A adapted for data sets with ties
For data sets with ties, the sum over the ranks of observations below the median does not necessarily add up to ( + 1)/2 when ties occur around the median. We therefore can not simplify the terms ∑ 
B Proof
In this proof, the notation, if not specified otherwise, is the same as in [27] . Aŝ∘̂− 1 ⇝ ∘ −1 and a continuous linear map at every point of , we can apply the continuous mapping theorem, Theorem 1.3.6 of [27] . It follows that √ ( (̂∘̂− 1 ) − ( ∘ −1 )) ⇝ ′ ∘ −1 ( ) .
As the limit process is a tight Borel measurable map and is a continuous linear map, it follows with Theorem 3.9.8 of [27] that ′ ∘ −1 ( ) is normally distributed.
We still need to show that the expectation of our normal distributed process ′ −1 ( ) is zero. Let 1 and 2 be two independent Brownian bridges. Consider To calculate the expectation of the integral, we will apply the Fubini-Tonelli Theorem. First we however show that the requirements are fulfilled. As the proof is similar for both summands, we will only show it explicitly for one of them. We can limit | √ 1 ( −1 (1 − /2)) − √ 1 ( −1 ( /2))| by √ sup ( ), where ( ) is a Brownian excursion, see [28] . It therefore holds that
As given in Corollary 3.2 of [29] , the expectation of a Brownian excursion is given by √ /2. As further ∈ (0, 1) we can conclude that the term above is finite and that we can apply the Fubini-Tonelli Theorem. For the second summand, recall that the slope of ( −1 ( )) is bounded. Switching expectation and integral, we obtain that the expectation of the process is given by 
C Proof
In order to apply Theorem 3.9.11 of [27] , define = ( 1 , … , ) ′ ∈ ℝ , = ( 1 , … , ) ′ ∈ ℝ , and = ( ).
Further, let = ( −1 ), ∼ = 1, … , , and ∼ , = 1, … , . To show that the requirements of Theorem of 3.9.11 of [27] are fulfilled, we define the class ℱ as the set of functions 1 { ≤ }, and = 1, … , . Observe that this is simply the empirical counterpart to evaluated at the -quantile of the empirical counterpart to . As shown in Example 2.5.4 of [27] , the set of all indicator functions of cells in ℝ is a Donsker class. From this we can directly conclude that the individual sets of functions 1 { < },̂( )̂( ), and 1 {̂( ) ≤ } are Donsker classes. Theorem 2.10.8 of [27] states that the product of two Donsker classes is again a Donsker class. Further, it can easily be seen that the set of functions given by 1 − 1 {̂( ) ≤ } 1 { < } is also a Donsker class.
