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Waste electrical and electronics equipment
Two-phase iterative heuristicsa b s t r a c t
Closing the loop in the supply chains is one of the mandatory conditions for more sustainable develop-
ment. The Collection-Disassembly Problem appears in the reverse part of the closed-loop supply chains.
Its aim is to coordinate the activities of collection of end-of-life products from collection centres and their
subsequent disassembly. The disassembly step is required for efficient remanufacturing and recycling of
returned products. The Collection-Disassembly problem integrates such optimization problems as
dynamic lot-sizing and vehicle routing in general cases. In this paper, we develop a Two-Phase
Iterative Heuristic to efficiently address large size instances. The numerical tests show that the heuristic
provides good solutions under acceptable computational time.1. Introduction
The implementation of closed-loop supply chains for electrical
and electronic equipment (EEE) may have a sustainable impact in
several ways. From the economic point of view, the returned prod-
ucts can provide cheaper components and materials resulting also
in savings in energy, production and transportation costs. From the
environmental point of view, the recovery of materials and compo-
nents reduces the need for new (virgin) resources and avoids land-
fill. Recently, the 21st session of the Conference of the Parties (COP
21) 2015 held in Paris was one of the most important milestones to
tackle climate change and environmental issues including waste
electrical and electronic equipment (WEEE) minimisation. From
the social point of view, it was also shown that the creation of
new activities in reverse supply chains can be a source for new jobs
in logistics and recovery.
A successful collection of EEE from the collection centres and
their subsequent disassembly process are both important for the
sustainable operations in closed-loop supply chains. By definition,the disassembly process aims to extract the components and sub-
assemblies from End-of-Life (EOL) products (McGovern & Gupta,
2011) in order to satisfy customers’ demands for remanufacturing
and recycling processes. Referring to forward supply chains con-
text, both collection and disassembly processes are counterparts
of distribution and manufacturing processes, respectively. The
coordinated management of these activities through Production-
Distribution Problem (PDP) was proved to bring economic advan-
tage (Chandra & Fisher, 1994). Similarly, the Collection-
Disassembly Problem coordinating the collection and disassembly
processes will lead to such an economic advantage as proved in our
previous work (Habibi et al., 2017). This problem is especially rel-
evant for Third-Party Reverse Logistics Provider (3PRLP) which is
responsible to manage WEEE from its collection point until reman-
ufacturing process or disposal. As an integration of dynamic lot-
sizing and vehicle routing problem in general case, the problem
studied in this paper is NP-hard. To deal with large size instances,
we develop an efficient heuristic method.
The paper is organized as follows. The state-of-the-art is pro-
vided in Section 2. The optimisation problems are formalised in
Section 3. Section 4 contains the description of the solving method
developed. The obtained results are provided and analysed in Sec-
tion 5. Section 6 gives concluding remarks.
2. Literature review
To the best of our knowledge, the Collection-Disassembly Prob-
lem was initially introduced and formulated in Habibi et al. (2017).
Fig. 1 depicts the decision levels about the collection of end-of-life
products and their disassembly leading to the fulfilment of cus-
tomer demands in different types of components and subassem-
blies. In recent years, a lot of scientific attention has been
attracted to the disassembly process. Existing researches mainly
focus on single level decision such as lot-sizing (Barba-Gutiérrez,
Adenso-Díaz, & Gupta, 2008), line balancing (Bentaha, Battaïa, &
Dolgui, 2014a, 2014b), sequencing problem (Yeh, 2012), inventory
control (Godichaud et al.), RFID application (Ferrer et al., 2011).
However, the integration with the collection problem was rarely
considered despite the fact that it was shown to improve the over-
all benefit. The study of Habibi et al. (2017) evaluated the perfor-
mances of available commercial solvers to tackle the problem
instances of different level of difficulty. The authors concluded
about the necessity to develop an efficient approximate method
to deal with large size instances.
Since there is no such method available for the Collection-
Disassembly Problem, we conduct our literature analysis on the
similar works in PDP for forward supply chain context. Essentially,
PDP is a problem focusing on both production and distribution
aspects as depicted by Fig. 2. It integrates the production decision
(dynamic lot-sizing problem) and vehicle routing throughout a
planning horizon in operational level decision. It is widely con-
cerned by those who works on Vendor Managed Inventory and
Distribution (VMI/D) such as Kellogg Company and Frito-Lay’s
North America (Brown, Keegan, Vigus, & Wood, 2001; Çetinkaya,
Üster, Easwaran, & Keskin, 2009).
The first PDP formulation was proposed by Chandra and Fisher
(1994). Since then, an alternative formulation was proposed in
Archetti, Bertazzi, Paletta, and Speranza (2011) emphasizing the
use of so called the order-up to level (OU) and the maximum level
(ML) policies. The OU policy implies that the quantity of products
shipped to the customer at the maximum level of its inventory
capacity. Whereas the ML policy imposes that the quantity shipped
is such that the inventory level is not greater than its capacity.
Another formulation using Miller-Tucker-Zemlin subtour elimina-
tion constraints from Desrochers and Laporte (1991) was studied
in Boudia, Louly, and Prins (2007) and Boudia and Prins (2009).Fig. 1. Representations of our proPDP under uncertainty was considered in Adulyasak, Cordeau,
and Jans (2015) and solved using stochastic programming. A
multi-objective PDP considering multi-vehicle, carbon footprint
and time windows was proposed in Kumar et al. (2015).
The current trends of researches in PDP is to propose more effi-
cient solving methods for available data sets of Archetti et al.
(2011) and Boudia et al. (2007) and Boudia and Prins (2009) such
as exact methods (Amorim, Belo-Filho, Toledo, Almeder, &
Almada-Lobo, 2013), Branch & Price (Bard & Nananukul, 2010),
Branch & Cut (Archetti et al., 2011; Adulyasak, Cordeau, & Jans,
2014), Mathematical Programming-based Heuristics (Archetti
et al., 2011), Lagrangian Relaxation (Fumero & Vercellis, 1999),
Decomposition Heuristics (Bertazzi, Paletta, & Speranza, 2005;
Chandra & Fisher, 1994; Chen, Hsueh, & Chang, 2009; Çetinkaya
et al., 2009) and L-Shaped (Benders) Decomposition (Adulyasak
et al., 2015). Some (meta) heuristics were also proposed such as
Tabu Search (Shiguemoto & Armentano, 2010), Genetic Algorithm
(Buer, Woodruff, & Olson, 1999), Greedy Randomized Adaptive
Search Procedure (Boudia et al., 2007), Memetic Algorithm
(Boudia & Prins, 2009), Ant Colony Optimization (Calvete, Galé, &
Oliveros, 2011), Adaptive Large Neighbourhood Search
(Adulyasak et al.) and Two-Phase Iterative Heuristics (Absi,
Archetti, Dauzère-Pérès, & Feillet, 2014). To the best of our knowl-
edge, Two-Phase Iterative Heuristics provide the best solutions for
all available instances. Readers are suggested to read (Adulyasak,
Cordeau, & Jans, 2015; Díaz-Madroñero et al., 2015) for further
review in PDP.
The analysis of the literature suggested to use the solving
method proposed in (Absi et al., 2014) as a basis for an efficient
approximate method for Collection-Disassembly Problem. Before
the presentation of a new method developed, a detailed problem
formulation is given in the next section.
3. Problem definition
A single disassembly site having a capacitated inventory is
responsible for gathering a single type of EOL products available
at dispersed collection centres. A vehicle with fixed capacity is
available for collecting the products under full truck load policy.
The structure of product is known: it contains several compo-
nents with known and deterministic quantity. The disassembly
process releases all the components from a product. The capacityblem in Habibi et al. (2017).
Fig. 3. Subtour of three nodes.
Fig. 2. Representations of production-distribution problem (Adulyasak et al., 2015).of the disassembly line corresponds to its cycle time. The penalty
cost is occurred due to unmet demand of components. There is
no salvage value or disposal cost for any leftover components.
The optimization problem can be formulated as follows:
Parameter
A set of component indexed by a ¼ 1;2; . . . ;Af g
N set of nodes indexed by i; j ¼ 1;2; . . . ;Nf g
N c set of collection centres indexed by i; j ¼ 2; . . . ;Nf g
T planning horizon indexed by t ¼ 1;2; . . . ; Tf g
na amount of component a in product
Sit amount of products available at collection centre i at per-
iod t
qat demand of component a at period t
Q vehicle capacity
InvCap inventory capacity
DisCap disassembly capacity imposed from its cycle time
CF fixed vehicle dispatch cost
cij mileage cost from node i to j
CD unit disassembly cost
CH unit holding cost
CPa unit penalty cost of component a.
Decision variables
xijt
1 if j is visited after i directly at period t
0 otherwise:

yit vehicle load after visiting i at period t
It product inventory at period t
Pt number of products disassembled at period t
SOat unsatisfied demand of component a at period t.

























xv jt 8v 2N ; 8t 2 T ð3Þ
yit þðQ  SitÞ  x1it 6Q 8i2N c; 8t 2 T ð4Þ
yit yjt þQ  xijt þðQ  Sjt  SitÞ  xjit 6Q  Sjt i– j;






Sit  xijt Pt 8t 2 T ð6Þna Pt þ SOatP qat 8a2A; 8t 2 T ð7ÞX
j2N ;i–j
Sit  xijt 6 yit 6
X
j2N ;i–j
Q  xijt 8i2N ; 8t 2 T ð8Þ
It 6 InvCap 8t 2 T ð9Þ
Pt 6DisCap 8t 2 T ð10Þ
xijt 2 0;1f g 8i; j2N ; 8t 2 T ð11Þ
yit ;SOat ; It;Pt 2Zþ 8i2N ; 8a2A; 8t 2 T : ð12Þ
The objective function (1) minimises the total cost consisting of
total fixed vehicle dispatch cost, total mileage cost, total holding
cost, total disassembly cost and total penalty cost.
Constraints (2) impose that each collection centre is visited at
most once for each period. Constraints (3) ensure that the vehicle
has to leave collection centre once it is visited. Constraints (4)
ensure the charge of vehicle after visiting the first node. Con-
straints (5) prevent any subtour occurrence. The balance of inven-
tory level at the disassembly site is assured by constraints (6).
Constraints (7) impose that the demands need to be fulfilled,
otherwise penalty will incur. Constraints (8)–(10) are the bound
of the decision variables. Constraints (11) and (12) are domain con-
straints for decision variables.
Contraints (5) is able to prevent any subtour appearance. As
depicted in Fig. 3, there is a subtour involving three nodes: 2, 3
and 4. Following the contraints, the arcs of (2,3), (3,4) and (4,2)
imposes y2t  y3t 6 S3t , y3t  y4t 6 S4t and y4t  y2t 6 S2t ,
respectively. The sum of the three inequalities leads to
S2t þ S3t þ S4t 6 0 which is impossible unless S2t , S3t and S4t are
zero. If their values are zero, no vehicle visits the three nodes.4. Two-Phase Iterative Heuristic for collection-disassembly
problem
The developed method employs some ideas from Absi et al.
(2014) where a Two-Phase Iterative Heuristic method was devel-
oped to solve PDP. The two phases correspond to the decomposi-
tion of the problem into lot-sizing and distribution decisions. The
first phase uses approximate visiting costs which are updated
throughout the algorithm. This phase corresponds to lot-sizing
problem containing the decisions of when and how many products
to produce, when to visit retailers and how many products to deli-
ver. Consequently, the first phase provides a set of retailers visited
in each period. Accordingly, the second phase aims to determine
the vehicle route for each period. In the case of single vehicle,
the second phase is a multi-travelling salesman problem (multi-
TSP) since the vehicle capacity is already taken into account in
the first phase.
In our work, this method is redesigned for the reverse supply
chain context. Therefore, the first phase consists of lot-sizing prob-Algorithm 1. Efficient Two-Phase Iterative Heuristic.lem considering the number of components in each products as
well as the availability of products in each collection centre at each
period. This phase determines a number of decision variables:
 when and how many products to disassemble Pt ,
 how many products to put into the warehouse It ,
 how many penalty to be compensated for each component SOat ,
 and when to collect used products by visiting collection centres.It also uses SCit as approximate visiting costs of collection centre
i at period t. This phase is called Reverse Lot-Sizing Problem with
Approximate Visiting Costs (RLSP-AVC) in the first step of the
method and RLSP-AVC II in the second one.
The second phase computes the routing for the vehicle used in
each period. Since only one vehicle is considered, this phase deals
with classical TSP. Fig. 4 illustrates this method.
In each iteration, our method solves the problem by
following three steps. First, the problem is solved as RLSP-
AVC. Second, it tries to reduce the periods served by solving
RLSP-AVC II. The details on these problems and their solution
are given in Section 4.1. The proposed method is provided in
Algorithm 1.The method is started by setting the best solution found sol as
an empty solution. The value of SCit is initialised. The first phase
minimises RLSP-AVC containing the decisions of Pt ; It ; SOat and
when to collect products by visiting collection centres. Regarding
the decision of products collection, we introduce a binary variable,
cit and a non negative variable rit , 8i 2 Nc;8t 2 T , denoting whether
a collection centre i is visited at period t and number of products
collected from collection centre i at period t.
Fig. 4. Representation of reverse lot-sizing problem with approximate visiting costs.Instead of using mileage cost cij and fixed vehicle dispatch cost
CF, an approximate visiting cost, SCit ;8i 2 Nc;8t 2 T , is introduced.
This cost has a prominent role to bridge the two phases since it
contains an information regarding the cost occurred of visiting a
node in a period. This cost is updated in each iteration of the
method.
Initially, the value of SCit is fixed using c0i þ ci0 to force the first
phase serve retailers who are near from the disassembly centre
since it imposes high transportation cost. Accordingly, the first
phase is solved and we get the value of decision variables sol con-
sisting Pt ; It; SOat; cit and rit . Using the value of cit , the set of nodes
visited in each period is obtained. Consecutively, the routing prob-
lem is solved. After the route of each period constructed, the value
of SCit is updated.
The stopping criteria are as follows:
 the standard deviation of the last ten iterations’ objective values
 the maximum number of diversification mechanisms of SCit .
(detail in Section 4.4).
4.1. Reverse Lot-Sizing Problems with Approximate Visiting Costs
(RLSP-AVC)
In Algorithm 1, it is shown that our method poses two types of
reverse lot-sizing problem. RLSP-AVC is to determine Pt , It , SOat , cit
and rit . Based on the value cit , RLSP-AVC II is solved by introducing
Z denoting the number of periods served. A binary variable zt is
used in RLSP-AVC II denoting whether period t is served or not.
RLSP-AVC II attempts to find a solution in which the number of
periods served in RLSP-AVC is reduced. The following formulations
are dedicated to RLSP-AVC and RLSP-AVC II.Table 1
Global average gaps (in %).
Data set CPLEX H
CPU time (s) 625 s 650 s 675 s
Random 1 1715:5h46i 5.5 4.77 4.45
Random 2 1168:5h33i 0.98 0.73 0.58
Cluster 1 1961:4h46i 10.29 8.82 8.04
Cluster 2 2005:9h47i 8.68 7.19 6.85
h—i indicates number of instances that were not solved optimally. Note that each data sFormulation of RLSP-AVCMin
X
t2T
CH  It þ CD  Pt þ
X
a2A








It ¼ It1 þ
X
i2Nc
rit  Pt 8t 2 T ð14Þ
rit ¼ Sit  cit 8i 2 Nc; 8t 2 T ð15Þ
X
i2Nc





8t 2 T ð16Þ
cit 2 0;1f g 8i 2 N c; 8t 2 T ð17Þ
SOat; It ; Pt ; rit 2 Zþ 8a 2 A; 8i 2 N c; 8t 2 T : ð18Þ
The objective function (13) minimises the total cost consisting
total holding cost, total disassembly cost, total penalty cost and
total visiting cost. As mentioned previously, constraints (7) impose
the satisfaction of component demands. The capacity limitation
regarding the inventory and disassembly is denoted by constraint
(9) and (10). Constraints (14) balance the inventory level at the dis-
assembly site. Constraints (15) state that rit is limited by the num-
ber of products available at node i once it is visited. Constraints
(16) imposes that the total of rit at period t is limited by the min-
imum value between the capacity of vehicle and the biggest
remaining demands among components. Constraints (17) and
(18) are domain constraints for decision variables.H
6100 s 625 s 650 s 675 s 6100 s
4.22 1.68 1.08 0.83 0.74
0.49 0.17 0.38 0.48 0.55
7.56 1.02 0.74 0.57 0.46
6.48 1.22 0.76 0.59 0.5
et consists of 108 instances.
Table 2
Average gaps in data set - random 1 (in %).
N T A CPLEX H H
CPU time (s) 625 s 650 s 675 s 6100 s 625 s 650 s 675 s 6100 s
5 5 5 0.1 2.14 2.14 1.52 1.52 0 0 0 0
10 0.1 1.65 1.6 1.6 1.6 0.97 0.97 0.97 0.94
10 5 1.2 2.12 1.49 1.46 1.41 0.84 0.57 0.19 0.07
10 3.5 6.25 4.89 4.89 4.69 0.71 0.4 0.38 0.38
25 5 3806h2i 8.23 7.85 6.97 6.97 3.99 3.74 2.9 2.85
10 3856:1h4i 7.24 6.85 6.39 6.25 5.28 3.03 2.75 2.51
10 5 5 3.3 2.75 1.54 1.07 1.07 0.06 0.06 0.02 0.02
10 3.1 3.19 3.03 3.03 2.05 2.18 1.21 1.21 1.21
10 5 1471.5 6.66 4.95 4.51 4.27 0.25 0.21 0.08 0.08
10 2752:8h3i 4.86 4.05 3.88 3.84 1.29 0.88 0.68 0.55
25 5 3408:1h6i 6.99 6.36 6.14 6.06 3.9 3.33 3.03 2.36
10 4506:8h6i 5.98 5.6 5.6 5.31 2.43 2.02 1.8 1.18
25 5 5 391.4 5.94 4.85 4.23 4.23 0.39 0.2 0.2 0.2
10 851.4 5.97 5.08 5.05 4.59 1.39 1.39 1.11 1.11
10 5 4513:2h6i 8.11 7.08 6.23 5.98 1.57 0.93 0.93 0.91
10 1825h6i 5.77 5.09 4.71 4.31 0.73 0.16 0.41 0.41
25 5 1619:4h6i 7.98 7.22 7.03 6.7 3.86 1.65 0.14 0.14
10 1865:4h6i 7.08 6.17 5.8 5.05 0.3 1.02 1.02 0.88
Max 8.23 7.85 7.03 6.97 5.28 3.74 3.03 2.85
Min 1.65 1.49 1.07 1.07 0 1.02 1.02 0.88
Average 5.5 4.77 4.45 4.22 1.67 1.08 0.83 0.73
h—i indicates number of instances that were not solved optimally. Note that each line consists of 6 instances.
Table 3
Average gaps in data set - random 2 (in %).
N T A CPLEX H H
CPU time (s) 625 s 650 s 675 s 6100 s 625 s 650 s 675 s 6100 s
5 5 5 0.1 0.33 0.12 0.12 0.12 0 0 0 0
10 0.1 0.26 0.26 0.26 0.26 0.26 0.26 0.26 0.26
10 5 0.7 3.1 3.03 2.3 2.07 0.63 0.31 0.24 0.24
10 1.3 1.45 1.32 1.32 1.32 0.09 0.09 0.09 0.09
25 5 2413:4h1i 6.38 5.88 5.25 5.25 1.73 1.34 1.34 1.3
10 1555:3h2i 3.42 3.13 3.03 2.59 2.35 1.97 1.95 1.41
10 5 5 1.2 0.48 0.35 0.35 0.3 0 0 0 0
10 2 2.02 1.99 1.99 1.99 1.12 1.12 1.12 1.12
10 5 11 1.2 0.64 0.64 0.64 0.01 0.01 0.01 0.01
10 1497:2h1i 2.5 2.48 2.36 2.01 0.87 0.28 0.28 0.28
25 5 3038:5h3i 2.91 2.64 2.53 2.5 0.41 0.32 0.26 0.26
10 5194h5i 5.76 5.3 4.78 4.75 4.28 3.21 2.48 2.04
25 5 5 174.6 0.87 0.23 0.23 0.23 0.01 0.01 0.01 0.01
10 302.3 0.86 0.64 0.59 0.46 0 0 0 0
10 5 1350:1h3i 0.19 0.41 0.41 0.67 0.78 0.94 0.96 0.96
10 1817:7h6i 1.05 1.42 1.53 1.63 1.59 1.66 1.81 1.83
25 5 1833:1h6i 4.44 4.68 4.8 4.9 4.44 4.95 5.27 5.34
10 1840:4h6i 8.27 8.41 8.5 8.51 8.01 8.27 8.65 8.76
Max 6.38 5.88 5.25 5.25 4.28 3.21 2.48 2.04
Min 8.27 8.41 8.5 8.51 8.01 8.27 8.65 8.76
Average 0.98 0.73 0.58 0.49 0.17 0.38 0.48 0.55
h—i indicates number of instances that were not solved optimally. Note that each line consists of 6 instances.Formulation of RLSP-AVC II
Min ð13Þ
Subject to :
ð7Þ; ð9Þ; ð10Þ; ð14Þ—ð18ÞX
i2N c
cit 6 Nc  zt 8t 2 T ð19Þ
X
t2T
zt 6 Z  1 ð20Þ
zt 2 0;1f g 8t 2 T : ð21ÞHerein, the values of SCit are identical to those used in RLSP-
AVC. Constraints (19) impose that zt is equal to one if at least
one collection centre is visited at period t. The value of Z is fixed
according to the value of cit obtained from RLSP-AVC. Correspond-
ingly, constraints (20) force the number of periods visited to be
slightly lower than the one obtained in RLSP-AVC. Constraint (21)
is a domain constraint for zt .
Our experience shows that RLSP-AVC II improves the solution in
the very first iterations and often requires more CPU time than
RLSP-AVC. Henceforth, a probability Prob is attached to the second
step in order to stabilise the CPU time as shown in Algorithm 1.
Table 5
Average gaps in data set - cluster 2 (in %).
N T A CPLEX H H
CPU time (s) 625 s 650 s 675 s 6100 s 625 s 650 s 675 s 6100 s
5 5 5 0.1 2.55 2.02 2.02 1.68 0.25 0 0 0
10 0.2 4.68 2.19 2.19 1.23 0.82 0.82 0.82 0.82
10 5 1.3 4.59 4.44 3.33 3.33 1.05 0.82 0.82 0.82
10 2.3 5.14 4.67 4.39 4.35 0.78 0.6 0.59 0.59
25 5 3086.1 8.76 8.04 7.97 7.64 4.93 4.13 3.71 3.51
10 3900:8h2i 10.16 9.49 9.4 8.95 3.56 2.46 2.15 2.15
10 5 5 3.4 4.02 2.99 2.78 2.78 1.49 0.38 0.38 0.32
10 4.7 9.16 7.44 7.27 6.48 3.59 3.14 3.14 3.14
10 5 2015:2h1i 9.93 7.68 7.36 6.8 1.5 1.02 0.95 0.59
10 1802:4h1i 8.07 6.95 6.24 6.11 0.85 0.33 0.33 0.33
25 5 5411:3h6i 13.11 12.18 12.18 12.12 1.95 1.3 0.64 0.6
10 6305:5h6i 19.13 16.98 16.18 15.2 3.51 2.83 2.67 2.29
25 5 5 1912:2h3i 3.69 2.82 2.69 2.63 0 0 0 0
10 3660:1h3i 8.15 4.78 4.78 4.78 2.02 2.02 2.02 2.02
10 5 2514:7h6i 8.21 7.36 6.82 6.82 1.03 1.21 1.51 1.51
10 1822:2h6i 10.24 8.02 7.13 5.9 0.33 0.67 1.32 1.32
25 5 1829:3h6i 14.74 11.74 11.07 10.83 1.79 2.17 2.52 2.72
10 1833:8h6i 11.92 9.68 9.55 8.99 1.92 2.07 2.2 2.55
Max 19.13 16.98 16.18 15.2 4.93 4.13 3.71 3.51
Min 2.55 2.02 2.02 1.23 1.92 2.17 2.52 2.72
Average 8.68 7.19 6.85 6.48 1.22 0.76 0.59 0.5
h—i indicates number of instances that were not solved optimally. Note that each line consists of 6 instances.
Table 4
Average gaps in data set - cluster 1 (in %).
N T A CPLEX H H
CPU time (s) 625 s 650 s 675 s 6100 s 625 s 650 s 675 s 6100 s
5 5 5 0.1 2.95 2.08 1.54 1.47 0.83 0.83 0.71 0.71
10 0.2 4.08 2.96 1.83 1.65 1.54 1.54 1.43 1.43
10 5 8 8.45 6.92 6.68 6.44 2.01 1.96 1.95 1.69
10 11.9 7.96 5.44 4.4 4.06 1.29 0.52 0.27 0.27
25 5 158:6h1i 8.69 8.69 8.53 8.53 3.9 3.5 3.33 2.66
10 1906h1i 15.19 14.13 13.45 13.4 4.76 4.47 3.76 3.75
10 5 5 4.3 5.32 4.84 3.67 3.67 0.12 0.12 0.12 0.12
10 4.5 7.39 7.32 7.32 7.2 3.38 3.38 3.38 3.38
10 5 1853:7h1i 5.75 4.2 4.2 4.2 0.59 0.52 0.39 0.39
10 2818:9h2i 10.61 9.71 8.53 8.17 1.55 0.99 0.64 0.64
25 5 6306:9h6i 19.1 18.46 16.56 15.31 2.56 1.62 1.06 1.06
10 7203:8h6i 20.3 19.86 19.16 19.16 3.66 2.55 2.26 2.19
25 5 5 3615:9h2i 4.96 1.91 1.68 1.68 0.06 0.04 0.03 0.03
10 3640:7h3i 10.57 8.42 7.51 5.74 2.43 2.43 2.43 2.43
10 5 2313:5h6i 1.59 0.07 1.85 2.72 9.6 9.72 9.72 9.73
10 1814:5h6i 15.78 12.16 10.64 9.56 0.3 0.43 0.59 0.69
25 5 1822h6i 16.85 15.94 15.18 13.44 0.84 0.84 0.9 1.51
10 1821h6i 19.64 15.78 15.7 15.12 0.46 0.1 0.23 0.53
Max 20.3 19.86 19.16 19.16 4.76 4.47 3.76 3.75
Min 1.59 0.07 1.85 2.72 9.6 9.72 9.72 9.73
Average 10.29 8.82 8.04 7.56 1.02 0.74 0.57 0.46
h—i indicates number of instances that were not solved optimally. Note that each line consists of 6 instances.4.2. Routing problem
The first phase gives information regarding a set of nodes
served in each period. Therefore, the routing problem becomes
Multi-TSP. To construct the route, we use the Lin-Kernighan
Heuristic (Lin & Kernighan, 1973) as the state-of-the-art heuristic
of solving TSP.4.3. Update of Approximate Visiting Cost SCit
Suppose that routet is the route of period t obtained by solving
Routing Problem. For t 2 T and i 2 routet , let denote i and iþ as the
predecessor and the successor of node i in routet . For t 2 T and
i R routet , let Dit as the cheapest insertion of node i into routet .
For each step, SCit is updated using Algorithm 2.
Fig. 5. Results of data set - random 1 using H (in blue) and H (in red). (For interpretation of the references to colour in this figure legend, the reader is referred to the web
version of this article.)
Fig. 6. Results of data set - random 2 using H (in blue) and H (in red). (For interpretation of the references to colour in this figure legend, the reader is referred to the web
version of this article.)
Algorithm 2. Update of visiting cost.
4.4. Diversification mechanisms
The method uses two types of diversification mechanism: the
multi-start procedure and the update diversification.
The multi-start procedure initialises the value of SCit through
multiplication with a random value, qit . Its value is drawn between
[0.0,1.5]. Thus, SCit is set to qit  ðc0i þ ci0Þ. Each start is stopped
when its standard deviation of last ten iterations’ objective values
is less than a predetermined value.
The update diversification aims to reject a period having high
number of retailers visited. It helps the method to move to the
solution space that is not explored recently. For each t, the value
of SCit is multiplied by the number of retailers served plus one. Plus
one is kept to avoid zero multiplication.
5. Numerical experiments
In this section, we compare the obtained results by CPLEX, Two-
Phase Iterative Heuristic of (Absi et al., 2014) (denoted as H) andFig. 7. Results of data set - cluster 1 using H (in blue) and H (in red). (For interpretatio
version of this article.)
Fig. 8. Results of data set - cluster 2 using H (in blue) and H (in red). (For interpretatio
version of this article.)our proposed heuristic (denoted as H). All formulations and algo-
rithms were implemented in Java using Concert Technology and
were solved by CPLEX 12.6 on a PC with processor Intel CoreTMi7
CPU 2.9 GHz and 4 G RAM under Windows 7 Professional.
Four data sets were taken from Habibi et al. (2017). All
instances were solved with CPLEX. In order to avoid memory issues
with CPLEX and obtain its lower bounds, the following solution
procedure was adopted. Initially, all instances were solved under
2 h of CPLEX execution. The instances with memory issues were
resolved under 30 min of CPLEX execution. Those with persistent
memory issues were resolved under 10 min of CPLEX execution.
The gaps of CPLEX were obtained based on its best found solu-
tions and their corresponding lower bounds LBs (linear relaxation).
Similarly, the heuristics’ ones were also obtained between its best
solutions and LBs. The computational time takes into account the
whole multi-start procedure.
The global average gaps are provided in Table 1. The results of
each data set are provided in Tables 2–5. Both heuristics were exe-
cuted in 25, 50, 75 and 100 s of CPU time. In these tables, we onlyn of the references to colour in this figure legend, the reader is referred to the web
n of the references to colour in this figure legend, the reader is referred to the web
display the gaps between their obtained results and CPLEX’s ones
in percentage.
Based on these tables, we found that both heuristics propose
solutions with good quality under faster CPU time rather than
CPLEX. However, H always provides better solutions than H
within the same CPU time as shown in Figs. 5–8.
6. Conclusion and future works
In order to improve the sustainability of closed-loop supply
chains, the collection of used products and their disassembly have
to be coordinated. However, the optimisation problems to be con-
sidered at each step are NP-hard. Consequently, the integrated
problem called Collection-Disassembly Problem is difficult to be
dealt notably for large size instances. To tackle such instances in
a more efficient way, we propose an Efficient Two-Phase Iterative
Heuristic. In each iteration, this method solves the Collection-
Disassembly Problem by following two steps. First, Reverse Lot-
Sizing Problems with Approximate Visiting Costs (RLSP-AVC) is
solved. Second, the method tries to reduce the served periods by
solving RLSP-AVC II. The proposed method has been compared to
available commercial solver and the original form of Two-Phase
Iterative Heuristic. The obtained results show that our method pro-
vides the best solutions for all tested instances. Future research
should notably focus on the extension of the current formulation
by introducing multiple products and multiples vehicles. Then,
uncertainties related to the collection amount and quality of the
product as well as to the demand in components and materials
need to be considered.
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