Abstract. We study mean-square consistency, stability in the mean-square sense and meansquare convergence of drift-implicit linear multi-step methods with variable step-size for the approximation of the solution of Itô stochastic differential equations. We obtain conditions that depend on the step-size ratios and that ensure mean-square convergence for the special case of adaptive two-step Maruyama schemes. Further, in the case of small noise we develop a local error analysis with respect to the h−ε approach and we construct some stochastic linear multi-step methods with variable step-size that have order 2 behavior if the noise is small enough.
for t ∈ J , where J = [t 0 , T ]. The drift and diffusion functions are given as f :
. . , g m ) : R n × J → R n×m . The process W is a mdimensional Wiener process on a given probability space (Ω, F, P ) with a filtration (F t ) t∈J and X 0 is a given F t 0 -measurable initial value, independent of the Wiener process and with finite second moments. It is assumed that there exists a path-wise unique strong solution X(·) of (1.1).
In this paper the mean-square convergence properties of, in general, drift-implicit linear multi-step methods with variable step-size (LMMs) are analysed w. r. t. the approximation of the solution of (1.1). Although there is a well-developed convergence analysis for discretization schemes for SDEs, less emphasis has been put on a numerical stability analysis to estimate the effect of errors. Numerical stability allows to conclude convergence from consistency. So, we aim for a numerical stability inequality for such schemes with variable step-size. Our approach is based on techniques proposed in [2] in the context of equidistant grids.
Most common methods use fixed step-size and thus are not able to react to the characteristics of a solution path. It is clear that an efficient integrator must be able to change the step-size. However, changing the step-size with multi-step methods is difficult, so we have to construct methods which are adjusted to variable grid points. Only a few papers deal with adaptive step-size control; for an example for strong approximation see [3, 5] . Certainly, for an adaptive algorithm we have to explain the choice of suitable error estimates and step-size strategies. This will be the subject of a separate paper.
The structure of the paper is as follows. In Section 2 we introduce the class of SLMMs considered and provide necessary definitions and useful facts. In Section 3 we deal with variable step-size and we focus upon our main result of consistency, stability and convergence in the mean-square sense. Additionally to the properties in the context of equidistant grids we have to fulfill conditions for the maximum step-size on the grid and for the step-size ratios of the sequence. In Section 4 we consider adaptive twostep-Maruyama methods. Both the coefficients of such a scheme and the conditions for their mean-square consistency actually depend on the step-size ratios. As an application, we get some of the properties of deterministic LMMs for the SDEs with small noise, i. e. SDEs that can be written in the form for t ∈ J , where ε 1 is a small parameter. The appendix contains the proof of Theorem (3.2).
Definitions and preliminary results. We denote by | · | the Euclidian norm in R
n and by · the corresponding induced matrix norm. The mean-square norm of a vector-valued square-integrable random variable Z ∈ L 2 (Ω, R n ) , with E the expectation with respect to P , will be denoted by
Consider a discretization t 0 < t 1 < . . . < t N = T of J with step-sizes h := t − t −1 , = 1, . . . , N . Let h := max 1≤ ≤N h be the maximal step-size of the grid and κ = h /h −1 , = 2, . . . , N the step-size ratios.
We discuss mean-square convergence of possibly drift-implicit stochastic linear multistep methods (SLMM) with variable step-size, which for = k, . . . , N, takes the form
The coefficients α ,j , β ,j and the diffusion terms Γ ,j actually depend on the ratios κ j
As in the deterministic case, usually only X 0 = X(t 0 ) is given by the initial value problem and the values X 1 , . . . , X k−1 need to be computed numerically. This can be done by suitable one-step methods, where on has to be careful to achieve the desired accuracy. Every diffusion term Γ ,j (x, t) I t −j ,t −j+1 is a finite sum of terms each containing an appropriate function G ,j of x and t multiplied by a multiple Wiener integral over [t −j , t −j+1 ], i.e. it takes the general form 
where l 1 is the number of zero indices r i and l 2 the number of non-zero indices r i .
We point out that for β ,0 = 0, = k, . . . , N , the SLMM (2.1) is explicit, otherwise it is drift-implicit. For the diffusion term we use an explicit discretization.
3. Mean-square convergence of stochastic linear multi-step methods with variable step-size. We will consider mean-square convergence of SLMMs in the sense discussed in Milstein and others [1, 7, 6, 9] . Note that in the literature the term strong convergence is sometimes used synonymously for our expression meansquare convergence. 
with a grid-independent constant C > 0.
The mean-square convergence follows almost immediately with the notion of numerical stability in the mean-square sense together with mean-square consistency.
3.1. Numerical stability in the mean-square sense. We assume that the scheme (2.1) for the SDE (1.1) satisfies the following properties:
(A1) the function f : R n × J → R n satisfies a uniform Lipschitz condition with respect to x:
where L f is a positive constant; (A2) the functions Γ ,j : R n × J → R n×m Γ satisfies a uniform Lipschitz condition with respect to x:
where L Γ ,j is a positive constant; (A3) and the functions Γ ,j : R n × J → R n×m Γ satisfies a linear growth condition with a positive constant K Γ ,j in the form (i) the roots of the characteristic polynomial of (2.1)
lie on or within the unit circle and (ii) the roots on the unit circle are simple.
Conditions (A1) -(A3) are standard assumptions for analyzing stochastic differential systems, condition (A4) is known [4] in the context of deterministic variable step-size multi-step methods. We now formulate and prove our main theorem on numerical stability. Additionally to the properties in the context of equidistant grids we have to fulfill conditions for the maximum step-size on the grid and for the step-size ratios of the sequence. 
, and the mean-square norm of their differences e = X −X can be estimate by
The proof is divided into several parts and given in the appendix. First, we show the existence of unique solutions of the perturbed discrete system. Second, we show that the second moments of these solutions exists, and, third, we derive a stability inequality.
If scheme (2.1) for the SDE (1.1) fulfils the assertion of Theorem 3.2, we call it numerically stable in the mean-square sense.
3.2. Mean-square consistency. Different notions of errors for pathwise approximation are studied in the literature. We recall the notions from [2] and define the local error as the defect that is obtained when the exact solution values are inserted into the numerical scheme, i.e. the local error of SLMM (2.1) for the approximation of the solution of the SDE (1.1) is given as
In order to exploit the adaptivity and independence of the stochastic terms arising on disjoint subintervals we represent the local error in the form
where each
. . , N and j = 1, . . . , k as in [2] . Note that the representation (3.9) is not unique.
Definition 3.3. We call the SLMM (2.1) for the approximation of the solution of the SDE (1.1) mean-square consistent if the local error L satisfies
and mean-square consistent of order
with constants c,c > 0 only depending on the SDE and its solution.
Subsequently we assume that the conditions of theorem 3.2 are fulfilled. In order to prove mean-square convergence of order γ it is then sufficient to find a representation (3.9) of the local error L such that
with constants c ,c > 0 only depending on the SDE and its solution. Together the condition (3.12) imply the estimates
Local error analysis.
To analyse the local error L of a discretization scheme for the SDE (1.1) and to achieve a suitable representation (3.9) we want to derive appropriate Itô-Taylor expansions, where we take special care to separate the multiple stochastic integrals over the different subintervals of integration.
Let C s,s−1 denote the class of functions form R n × J to R n having continuous partial derivations up to order s − 1 and, in addition, continuous partial derivations of order s with respect to the first variable. Let C K denote the class of functions from R n × J to R n that satisfies a linear growth condition (A3).
We introduce operators Λ 0 and Λ r , r = 1, . . . , m, defined on C 2,1 and C 1,0 , respectively, by
and remind the reader of the notation for multiple Wiener integrals (2.2). Using these operators the Itô formula for a function y in C 2,1 and the solution X of (1.1) reads
4.1. Two-step-Maruyama schemes for general SDEs. We consider linear two-step-Maruyama schemes with variable step-size, thus we have for = 2, . . . , N
where the coefficients α ,j , β ,j and γ ,j actually depend on the ratio κ = h /h −1 .
We apply the Itô-formula (4.2) on the corresponding intervals to the drift coefficient f and trace back the values to the point t −2 to obtain
For the general SDE (1.1) we have the following result. 
m. Then the local error (3.7) of the stochastic 2-step scheme (4.3) allows the representation
where 
Then the global error of the scheme (4. 3) applied to (1.1) allows the expansion 
As the scheme (4.3) satisfies the conditions of Theorem 3.2, it is numerically stable in the mean-square sense. Now the assertion follows from the estimates (4.7) by means of the stability inequality.
Proof. (of Lemma 4.1)
To derive a representation of the local error in the form (4.6) we evaluate and resume the deterministic parts at the point (X(t −2 ), t 
we can express the local error (3.7) as
The SDE (1.1) implies the identities
and, additionally using (4.4),
Inserting this and the expansions (4.4), (4.5) into the local error formula and reordering the terms, yields
Finally, the estimates (4.7) are derived by means of (2.3) and (2.4), where the last terms in (4.10) and (4.11) determine the order O(h ). 
The Adams-Bashforth scheme is given as
where
, γ ,1 = 1 and β ,2 = α ,2 = γ ,2 = 0. The two-step BDF takes the form
.(4.14)
Here one has
Consistency of two-step-Maruyama schemes for small noise SDEs.
To be able to exploit the effect of the small parameter in the expansions of the local error we introduce operators Λ 
. , m of the small noise SDE (1.2), as well as
Λ f 0 f = f x f + f t belong to the class C 2,1 with Λ 0 f, Λ 0ĝr ,Λ r f, Λ qĝr , Λ 0 Λ f 0 f,Λ r Λ f 0 f ∈ C K for r, q = 1, .
. . , m. Let the stochastic 2-step scheme with variable step-size (4.3) satisfy the consistency conditions (4.8). Then the local error (3.7) of the method (4.3) for the small noise SDE (1.2) allows the representation
for the first integral in (4.20) . Integrating again we obtain for the second integral in (4.20)
Both the other integrals are over the interval [t −1 , t ] with step-size h . In the analogous expressions for these the term Λ f 0 f (X(t −1 ), t −1 ) has to be substituted by
Then we obtain from (4.20)
We arrive atR 3 =R 3f + 2R• . Finally, the estimates (4.18) are derived by means of (2.3) and (2.4). 
. , m, of the SDE (1.2) satisfy the assumptions of Lemma 4.4 and suppose they are Lipschitz continuous with respect to their first variable. Let the stochastic linear two-step scheme with variable step-size (4.3) are stable, the coefficients satisfy the consistency conditions (4.8) and
Then the global error of the scheme (4.3) applied to (1.2) allows the expansion
Proof. Lemma 4.4 stated the representation (4.17) for the local error. Applying the consistency condition (4.22) yields R 3 =R 3 and by (4.18) we have
. The stochastic terms S 2 h + h 3/2 ). As the scheme (4.3) satisfies the conditions (A1) -(A4), it is numerically stable in the mean-square sense. Applying the stability inequality (3.6) to the representation (4.17) of the local error yields the assertion.
We remark that the schemes (4.12), (4.13) and (4.14) satisfy the assumptions and the consistency conditions of corollary 4.5. Thus, these schemes are numerically stable in the mean-square sense and we can expect order 2 behavior if the term O(h 2 ) of the global error dominates the term O(εh + ε 2 h 1/2 ).
Appendix A. For the proof of Theorem (3.2) we need a discrete version of Gronwall's lemma.
Lemma A.1. Let a , = 1, . . . , N , and C 1 , C 2 be nonnegative real numbers and assume that the inequalities
Proof. (of Theorem (3.2)) Part1 (Existence of a solutionX ): We consider scheme (3.5) . If the right hand side does not depend on the variable X , the new iterateX is given explicitly. Otherwise, the new iterateX is given by (3.5) only implicity as the solution of the fixed point equation
is a known F t -measurable random variable. The function η (x; z 1 , . . . , z k , b) is globally contractive with respect to x, since, due to the global Lipschitz condition (A1), (·; z 1 , . . . , z k , b) has a globally unique fixed point x = ξ (z 1 , . . . , z k , b) , and ξ (X −1 , . . . ,X −k , B ) gives the unique solutionX of (3.5). Moreover, ξ depends Lipschitz-continuously on z 1 , . . . , z k and b since
Part 2 (Existence of finite second moments E|X | 2 < ∞): Assume that E|X −j | 2 < ∞ for j = 1, . . . , k. We compareX = ξ (X −1 , . . . ,X −k , B ) with the deterministic value X 0 := ξ (0, . . . , 0, 0). Using the Lipschitz continuity of the implicit function ξ we obtain 
]).
For X andX being the solutions of (2.1) and (3.5), respectively, let the n-dimensional vector E be defined as the difference X −X . We have with E 0 , .
We rearrange this k-step recursion in the space L 2 (Ω, R n ) to a one-step recursion in L 2 (Ω, R k×n ). Together with the trivial identities
The vector E k−1 consists of the perturbations to the initial values. We now trace back the recursion in E to the initial vector E k−1 . For = k, . . . , N we have
A crucial point for the subsequent calculations is to find a scalar product inducing a matrix norm such that this norm of the matrix product A +i · · · A for all and i ≥ 0 is less than or equal to 1 (see e.g. In [2] it is shown in detail for constant matrices A j = A, that this is possible if the eigenvalues of the Frobenius matrix A lie inside the unit circle of the complex plane and are simple if their modulus is equal to 1. Assumption (A4) implies that this property holds true for each A j . The eigenvalues of the companion matrix A of the constant step-size formula are the roots of the characteristic polynomial ρ (3.4) and due to the assumption that Dahlquist's root condition is satisfied they have the required property. Then there exists a non-singular matrix C with a blockstructure like A such that C −1 AC 2 ≤ 1, where · 2 denotes the spectral matrix norm that is induced by the Euclidian vector norm in R k×n . And, by continuity, 
Due to the norm equivalence there are constants c * , c * > 0 such that 
. multiple Wiener integrals over just one subinterval. The expectation of products of terms from different subintervals vanishes, hence we obtain
Thus, for the term labelled 3), we obtain If necessary we choose a bound h 0 on the step-size such that 4·h·L 0 < We now apply Gronwalls Lemma with a := 0, = 1, . . . , k − 2 and a := E|E | 
