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EQUATIONS OF THE MULTI-REES ALGEBRAS ON PRINCIPAL IDEAL
RINGS
BABAK JABBAR NEZHAD
Abstract. We already know that there is an explicit formula for defining equations of
multi-Rees algebra of a family of ideals, when each of these ideals contains at least one
nonzero divisor. However, this formula is not true, when at least one of these ideals does
not contain any nonzero divisor. In this paper we give an explicit formula for defining
equations of the multi-Rees algebra of any family of ideals of polynomial rings over principal
ideal rings. In general some of these ideals may not contain any nonzero divisors. Given
this explicit formula, we compute Gro¨bner basis of defining equations using an elimination
order.
1. Introduction
The concept of Gro¨bner bases for polynomial rings over a field was presented by Buch-
berger [3]. He also gave generalizations of this concept over some rings (e.g. [2]). During
decades this concept got many applications in different areas, including applied mathemat-
ics, pure mathematics and engineering. Besides, Trinks [19], gave a natural generalization
of Gro¨bner bases concept on polynomial rings over Noetherian rings based on S-polynomial
concept. The concept of Gro¨bner bases on polynomial rings over arbitrary rings is an active
area in commutative algebra as it has many applications. See [12], [1], [21], [11], [8].
The concept of Rees algebra R[It] is an important topic in commutative algebra as it
encodes asymptotic behavior of the ideal I. Let s1, . . . , sn be generators of the ideal I. We
define the epimorphism φ from the polynomial ring S = R[T1, . . . , Tn] to the Rees algebra
R[It] by sending Ti to sit. Then R[It] ∼= S/ ker(φ). The generating set of ker(φ) is referred
to as the defining equations of the Rees algebra R[It]. The concept of the Rees algebra
of a module is a natural generalization of the Rees algebra concept. If ideals Ij in the
commutative ring R are finitely generated, then we have [6, Theorem 1.4]
RR(I1 ⊕ · · · ⊕ Ir) ∼= R[I1t1, . . . , Irtr].
Finding defining equations of the multi-Rees algebra is open for many cases as there is little
work about it comparing to Rees algebra case. Some recent works about defining equations
of Rees algebra of ideal and multi-Rees algebra of ideals include [20], [15], [16], [13], [17],
[14], [18], [10], [4].
Defining equations of the multi-Rees algebra R[I1t1, . . . , Irtr], when R is a Noetherian ring
and each Ij contains at least one nonzero divisor is already known [5]. If fj is a nonzero
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divisor in Ij , and Φ is the presentation matrix of I1 ⊕ · · · ⊕ Ir, then defining equations is
I1(T.Φ) : (
r∏
j=1
fj)
∞.
However in general, this result is not true for the case when at least one ideal does not
contain any nonzero divisors. See Examples 4.1, 4.2, 4.4.
In the present paper we describe defining equations of the multi-Rees algebra of ideals for
certain rings when some of ideals may not contain nonzero divisors. We determine defining
equations of the multi-Rees algebra R[x1, . . . , xn][I1t1, . . . , Irtr], where R is a principal ideal
ring, and Ij are ideals of R[x1, . . . , xn]. By [9, Lemma 10, Corollary 11], every principal
ideal ring is a finite direct sum of quotients of Principal Ideal Domains (PIDs). Then every
principal ideal ring is isomorphic to ⊕ei=1Ri/NiRi, where Ri is a principal ideal domain and
Ni is either zero or Ni = p
ni
i , where pi is a prime element in Ri. Let I1, . . . , Ir be ideals of
R[x1, . . . , xn]. Then the multi-Rees algebra R[x1, . . . , xn][I1t1, . . . , Irtr] is isomorphic to the
product of multi-Rees algebras of the corresponding ideals on Ri/NiRi[x1, . . . , xn]. Then it is
enough to find equations of multi-Rees algebars on corresponding ideals inRi/NiRi[x1, . . . , xn].
To do this, we introduce some algorithms and using them we show that defining equations of
the multi-Rees algebra is a sum of saturated ideals of some explicit equations in T . In such a
case some of these equations may not be linear in T . These algorithms are modifications of
division algorithm, where we don’t put order on all variables. Finally, using Gro¨bner bases
concept on polynomial rings over principal ideal rings, we can compute defining equations
of the multi-Rees algebras. For example, a family of these principal ideal rings are strongly
discrete principal ideal rings [8]. Therefore, we see the present paper as a work, besides
others, that emphasizes how important is the concept of Gro¨bner bases on polynomial rings
over arbitrary rings.
Also, as an special case, we consider the multi-Rees algebra
R/pmi R[x1, . . . , xn][I1t1, . . . , Irtr],
where R is a principal ideal domain, pi is a prime element of R, and Ij are term ideals of
R/pmi R[x1, . . . , xn] (ideals that are generated by polynomials with one term). In this special
case we show that defining equations of the multi-Rees algebra R/pmi R[x1, . . . , xn][I1t1, . . . , Irtr]
is
L : (x1 . . . xn)
∞,
where the ideal L is generated by some explicit polynomials.
Similarly, as an special case, we consider the multi-Rees algebra
R[x1, . . . , xn][I1t1, . . . , Irtr],
where R is a principal ideal domain, and Ij are term ideals of R[x1, . . . , xn]. In this special
case we show that defining equations of the multi-Rees algebra R[x1, . . . , xn][I1t1, . . . , Irtr] is
L : (p1 . . . plx1 . . . xn)
∞,
where the ideal L is generated by some explicit polynomials. Also, pi are some distinct prime
factors of coefficients of generators of Ij.
Finally, we end the paper by giving some examples, in which we compute equations.
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2. Algorithms and the multi-Rees algebra
By [9, Lemma 10, Corollary 11], every principal ideal ring is a finite direct sum of quotients
of PIDs. Then every principal ideal ring is isomorphic to⊕ei=1Ri/NiRi, where Ri is a principal
ideal domain and Ni is either zero or Ni = p
ni
i , where pi is a prime element in Ri. Then we
fix such a ring and we set R = ⊕ei=1Ri/NiRi.
Let x = x1, . . . , xn. Let pii : R[x] → Ri/NiRi[x] be the projection, where for every
g ∈ R[x], pii(g) is a polynomial with the same support as g but its coefficients are ith
components of corresponding coefficients in g.
Remark 2.1. Let I1, . . . , Ir be ideals of R[x]. Then the multi-Rees algebra R[x][I1t1, . . . , Irtr]
is isomorphic to the product of multi-Rees algebras of the corresponding ideals onRi/NiRi[x].
Then it is enough to find equations of multi-Rees algebars Ri/NiRi[x][pii(I1)t1, . . . , pii(Ir)tr].
Therefore, we find equations of the multi-Rees algebras on polynomial rings over either B
or B/pmB, where B is a PID and p is a prime element of B. Afterwards, R is either B or
B/pmB.
We fix ideals I1, . . . , Ir of R[x]. Let f1, . . . , fq be the union of associated generating sets
of Ij .
We denote generating set of the ideal Ij by gen(Ij). Let
S := R[x]
[
{Tk,j}1≤j≤r,fk∈gen(Ij)
]
.
We define and fix the R[x]-algebra epimorphism
φ : S → R[x][I1t1, . . . , Irtr], by φ(Tk,j) = fktj ,
where R[x][I1t1, . . . , Irtr] is the multi-Rees algebra of ideals Ij. We want to find generators
of L = ker(φ). In the rest of this paper T is the set of defined Tk,j.
In B/pmB, every nonzero element can be shown uniquely as vpn+pmB, where n < m and
p does not divide v. Because if upn1 + pmB = vpn2 + pmB, then upn1 − vpn2 = lpm. Without
loss of generality we may assume n1 < n2. Hence u− vp
n2−n1 = lpn3 , n3 > 0. Then p divides
u, which is a contradiction. Clearly upn1 + pmB divides vpn2 + pmB iff n1 ≤ n2. In such a
case we write
vpn2 + pmB
upn1 + pmB
= vu−1pn2−n1 + pmB.
Proposition 2.2. Let f ∈ B/pmB[x]. Suppose at least one term of f is a nonzero divisor and
0 6= g ∈ B/pmB[x]. If pn + pmB | g and n is maximum, then pn+1 + pmB ∤ fg.
Proof. Let f = (r1+p
mB)f1+· · ·+(rk+p
mB)fk+· · ·+(rt+p
mB)ft, where fj are monomials.
Without loss of generality we may assume r1 + p
mB, . . . , rk + p
mB are nonzero divisors and
rk+1+p
mB, . . . , rt+p
mB are zero divisors. Note that by the assumption k ≥ 1. We see that
p | rj for k + 1 ≤ j ≤ t. Let g = (s1 + p
mB)g1 + · · ·+ (sl + p
mB)gl (gj are monomials) and
pn+1 + pmB | fg. We have pn | sj for 1 ≤ j ≤ l and n is maximum. Let f = r1f1 + · · ·+ rtft
and g = s1g1 + · · ·+ slgl. Then we have g = p
ng
′
and n is maximum. We have
((r1f1 + · · ·+ rkfk) + (rk+1fk+1 + · · ·+ rtft))g − p
n+1a = pmb
⇒ ((r1f1 + · · ·+ rkfk) + (rk+1fk+1 + · · ·+ rtft))g = p
n+1h
⇒ ((r1f1 + · · ·+ rkfk) + (rk+1fk+1 + · · ·+ rtft))g
′
= ph
⇒ (r1f1 + · · ·+ rkfk)g
′
+ pa = ph⇒ p | g
′
,
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which is a contradiction. 
Corollary 2.3. Let f ∈ B/pmB[x]. If at least one term of f is a nonzero divisor, then f is a
nonzero divisor.
2.1. An algorithm for PID. In this section R = B. We fix lexicographic order on R[x,T]
on T -monomials. We denote the leading term of f by LT(f). We also denote the leading
monomial of f (resp. the leading coefficient of f) by LM(f) (resp. lc(f)). Note that when
we put terms of a polynomial in descending order, coefficients are polynomials in x. Since
we have not put any order on x, then leading coefficient of f is a polynomial in x, and the
leading monomial of f is a monomial in T .
Theorem 2.4. Let F = (f1, . . . , ft) be an ordered t-tuple of polynomials in R[x,T] and let f
be a polynomial in R[x,T]. Consider the following algorithm:
1. g1 = g2 = · · · = gt = 0, s = 0, g = f , and h = f .
2. Find the smallest j ∈ {1, . . . , t} such that LM(g) is a multiple of LM(fj). If such a j
exists, replace gj by lc(fj)
(
gj +
LT(g)
LT(fj)
)
, replace the other gk by lc(fj)gk. Finally, replace g
by
lc(fj)
(
g −
LT(g)
LT(fj)
fj
)
,
and s by lc(fj)s. Also, replace h by lc(fj)h.
3. Repeat step 2 until there is no more j ∈ {1, . . . , t} such that LM(g) is a multiple of
LM(fj). Then replace s by s+ LT(g) and g by g − LT(g).
4. If now g 6= 0, start again with step 2. If g = 0 stop.
This is an algorithm which gives us t-tuple (g1, . . . , gt) ∈ R[x,T]
t and the polynomial
s ∈ R[x,T] such that
af = g1f1 + · · ·+ gtft + s,
and such that the following conditions are satisfied.
a. If s 6= 0, then none of terms of s is divisible by any of LM(f1), . . . ,LM(ft).
b. a is a product of lc(fj).
The algorithm terminates in finitely many steps, because in each step the leading term
becomes strictly smaller
2.2. An algorithm for B/pmB. In this section R = B/pmB, where B is a PID and p is
a prime element of B (m ≥ 2). Note that when m = 1, it is the field case, and we have
discussed this case in section 2.1.
Definition 2.5. If f ∈ R[x,T], then we say f is reduced if the greatest common divisor of its
coefficients is 1.
Definition 2.6. For every f ∈ R[x,T], we factor out the greatest common divisor of its
coefficients and we denote the remaining polynomial by fred.
If f ∈ R[x], then we write f = LC(f)fred.
We fix a monomial order on R[x,T] as follows: We order Tk,j lexicographically with respect
to j. For any j we say Tk1,j ≺ Tk2,j, if we have the following conditions: 1. LC(fk1) | LC(fk2).
2. If LC(fk2) | LC(fk1), then k1 < k2. Finally, we put lexicographic order on R[x,T] on T -
monomials. Note that when we put terms of a polynomial in descending order, coefficients are
polynomials in x; we call them x-coefficients. Then coefficients are in R and x-coefficients are
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in R[x]. Note that since we have not put any order on x then leading coefficient of f (denoted
by lc(f)) is a polynomial in x. Let f ∈ R[x,T]. Then we can write lc(f) = LC(f) xLC(f),
where LC(f) is the greatest common divisor of coefficients of lc(f). Note that LC(f) (resp.
xLC(f)) is unique up to unit.
Theorem 2.7. Let F = (f1, . . . , ft) be an ordered t-tuple of polynomials in R[x,T], and let
f be a polynomial in R[x,T]. Consider the following algorithm:
1. g1 = g2 = · · · = gt = 0, s = 0, g = f , and h = f .
2. Find the smallest j ∈ {1, . . . , t} such that LC(g) LM(g) is a multiple of LC(fj) LM(fj).
If such a j exists, replace gj by xLC(fj)
(
gj +
LT(g)
LT(fj)
)
, replace other gk by xLC(fj)gk. Finally,
replace g by
xLC(fj)
(
g −
LT(g)
LT(fj)
fj
)
,
and s by xLC(fj)s. Also, replace h by xLC(fj)h.
3. Repeat step 2 until there is no more j ∈ {1, . . . , t} such that LC(g) LM(g) is a multiple
of LC(fj) LM(fj). Then replace s by s+ LT(g) and g by g − LT(g).
4. If now g 6= 0, start again with step 2. If g = 0 stop.
This is an algorithm which gives us t-tuple (g1, . . . , gt) ∈ R[x,T]
t and the polynomial
s ∈ R[x,T] such that
af = g1f1 + · · ·+ gtft + s,
and such that the following conditions are satisfied.
a. If s 6= 0, then none of terms of s is divisible by any of LC(f1) LM(f1), . . . ,LC(ft) LM(ft).
b. a is a product of xLC(fj).
Proof. We see that the algorithm terminates in finitely many steps, because in each step
the leading term becomes strictly smaller. For divisibility, since the leading term of g in
each step becomes strictly smaller, when we replace s by s+LT(g), LT(g) does not combine
with other terms of s. So that in step 3 no more factor p + pmB is added to terms of s.
On the other hand, by induction we assume that in a step none of terms of s is divisible
by any of LC(f1) LM(f1), . . . ,LC(ft) LM(ft). When we replace s by xLC(fj)s, if a term of
xLC(fj)s is divisible by, say, LC(f1) LM(f1), then corresponding term in s, say, sl is divisible
by LM(f1), so that it is not divisible by LC(f1). Let p
n + pmB be the greatest factor of
sl. By Proposition 2.2, p
n+1 + pmB ∤ xLC(fj)sl. Hence LC(f1) ∤ xLC(fj)sl, which is a
contradiction. 
3. Equations of the multi-Rees algebra
In the beginning of this section we state elimination order concept for the ring A[x], where
A is a Noetherian ring. This fact is a natural generalization of field case which could be seen
easily. But to our knowledge it is not officially stated in the literature, then we state it here.
Definition 3.1. Let I be an ideal A[x] which has a monomial order. Suppose {g1, ..., gm} ⊆ I.
We say {g1, ..., gm} is a Gro¨bner basis for I if 〈LT(g1), ...,LT(gm)〉 = LT(I), where LT(I) is
the ideal generated by the leading terms of elements of I.
From [1, Corollary 4.1.15], we see that if I is an ideal of A[x] and G = {g1, ..., gm} is a
Gro¨bner basis for I, then G generates I. The concept of elimination order for A[x] is similar
to the field case. We have similar result to [7, Theorem 3.3] with a similar proof.
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Lemma 3.2. Let I ⊆ A[x] be an ideal and 1 ≤ t ≤ n an integer. If G is a Gro¨bner basis of
I with respect to some elimination order ≺ for x1, . . . , xt, then Gt = G ∩ A[xt+1, . . . , xn] is
a Gro¨bner basis of It = I ∩A[xt+1, . . . , xn] with respect to the induced order on the subring
A[xt+1, . . . , xn].
Proof. Let G = {g1, . . . , gm} and Gt = {g1, . . . , gs}. We show that 〈LT(g1), . . . ,LT(gs)〉 =
LT(It). First of all, by the choice of monomial order LT(gj) /∈ A[xt+1, . . . , xn] for all j > s.
Let f ∈ It be a nonzero polynomial. Then LT(f) =
∑m
j=1 rjhj LT(gj), where rj ∈ R
and hj are monomials. But variables of LT(f) are between xt+1, . . . , xn. Hence, LT(f) =∑s
j=1 rjhj LT(gj). 
Definition 3.3. A ring A is solvable when given a, a1, . . . , am ∈ A, we can determine whether
a ∈ 〈a1, . . . , am〉 and if it is, to find b1, . . . , bm ∈ A such that a = a1b1 + · · ·+ ambm.
Remark 3.4. If A is solvable, then A/αA (α ∈ A) is solvable. Because the question a+αA ∈
〈a1 + αA, . . . , ak + αA〉 and finding solutions goes to the question a ∈ 〈a1, . . . , ak, α〉 and
finding solutions.
Let A be a solvable PID. Then Gro¨bner basis on polynomial rings over A/αA is com-
putable [8]. Note that every Euclidean domain is solvable. Please notice that in [8], authors
consider discrete rings, which means rings whose equality is decidable. But whenever it is
possible we disregard this condition, as we are not dealing with constructive mathematics.
Now we come back to our main problem and we describe defining equations of multi-Rees
algebras on principal ideal rings. To do this for each i we describe equations of pii(L ).
3.1. Equations for B/pmB. In this section R = B/pmB, where B is a PID and p is a
prime element of B. Then our monomial order is the same as described in section 2.2. We
define
H = {pn + pmBT n1k1,j1 . . . T
ns
ks,js
; LC(fkt) is not a unit, 1 ≤ t ≤ s,
∀Tk,jt, (k 6= kt), Tkt,jt ≺ Tk,jt, 0 ≤ n, nt, n+ n1 + · · ·+ ns = m}.
It is clear that pn + pmBT n1k1,j1 . . . T
ns
ks,js
∈ L .
Let pα + pmBT β1k1,j1 . . . T
βs
ks,js
6= 0 ∈ L . Then clearly it is a multiple of an element of H .
Let Tkj ,j be the smallest T for arbitrary j. We define the ideal
L = 〈{(fkjTk,j − fkTkj ,j)red}〉+ 〈H〉.
Theorem 3.5. If
E = L :
(∏
(fkj)red
)∞
,
then L = E .
Proof. If f ∈ E , then (∏
(fkj )red
)l
f ∈ L.
If we substitute fktj for Tk,j we have(∏
(fkj )red
)l
f(fktj) = 0.
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But (∏
(fkj)red
)l
is a nonzero divisor. Then f(fktj) = 0. Hence f ∈ L . Now we prove the other direction.
Let hi (1 ≤ i ≤ v) be mentioned generators of L and let f ∈ L . Then by Theorem 2.7,
we have (∏
(fkj)red
)l
f = g1h1 + · · ·+ gvhv + s.
If s 6= 0, then none of its terms is divisible by any of LC(hi) LM(hi). Note that, with regard
to the order that we have, terms of s are in the form of ab, where a is an x-coefficient and
b is a monomial in Tk,j. We see that when we substitute fktj for Tk,j in equation above s
becomes zero.
Then for every Tk,j we have LC(fkj ) | LC(fk). Also, LC(fkjTk,j − fkTkj ,j)red is a unit.
Hence only these Tkj ,j appear in terms of s between T variables.
Then terms of s are in the form pv+pmBg
x
Tm1k1,1 . . . T
mr
kr,r
, where g
x
is a reduced polynomial
in R[x], and it is a nonzero divisor. When we substitute fktj for Tk,j, these terms individually
become zero. Hence by the argument above about H , g
x
= 0. Then s = 0. 
Now we state an elementary result which is well-known in the literature.
Proposition 3.6. Let
F = 〈y
∏
(fkj )red − 1〉+ 〈L〉 ⊆ R[x,T, y].
Then E = F ∩ R[x,T].
Proof. If f ∈ E , then (∏
(fkj )red
)l
f ∈ L.
But
1−
(
y
∏
(fkj)red
)l
=
(
1− y
∏
(fkj )red
)
g
⇒ f =
(
y
∏
(fkj)red
)l
f +
(
1− y
∏
(fkj )red
)
gf ∈ F .
Then E ⊆ F ∩R[x,T]. For the other direction, if f ∈ F ∩ R[x,T], then
f = a
(
1− y
∏
(fkj)red
)
+
∑
bαcα,
where a, bα ∈ R[x,T, y], and cα are generators of L. It is enough to replace y by
1∏
(fkj )red
in the equation above, which proceeds to the other direction. Note that in this part we do
calculation in the localization of the ring with multiplicative set generated by
∏
(fkj )red. 
Corollary 3.7. Let ≺ be an elimination order for y on the ring R[x,T, y] and let G be a
Gro¨bner basis for F with this order. Then G ∩R[x,T] is a Gro¨bner basis for L .
By what we have argued so far we can state the following result. Just notice that if f is a
term (a term is a polynomial with one term), then fred is a term whose coefficient is a unit.
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Corollary 3.8. Let all ideals Ij be generated by terms. If
E = L : (x1 . . . xn)
∞,
then L = E .
3.2. Equations for PID. Now we assume that R = B. Like section 2.1, we have lexico-
graphic order on T -monomials, where Tk,j are ordered lexicographically. For every 1 ≤ j ≤ r,
let Tkj ,j be the smallest T variable. We define
L = 〈{fkjTk,j − fkTkj ,j}〉.
Using Theorem 2.4, and with a similar idea in the proof of Theorem 3.5, we can prove the
following result.
Theorem 3.9. If
E = L :
(∏
fkj
)∞
,
then L = E .
Proposition 3.10. Let
F = 〈y
∏
fkj − 1〉+ 〈L〉 ⊆ R[x,T, y].
Then E = F ∩ R[x,T].
Proof. The proof is similar to the proof of Proposition 3.6. 
Corollary 3.11. Let ≺ be an elimination order for y on the ring R[x,T, y] and let G be a
Gro¨bner basis for F with this order. Then G ∩R[x,T] is a Gro¨bner basis for L .
Corollary 3.12. Let all ideals Ij be generated by terms. Suppose
E = L : (p1 . . . psx1 . . . xn)
∞,
where pi are all non-associate prime factors of fkj ’s. Then L = E .
Remark 3.13. Note that in the case that R is a PID, from [5], it is known that L = I1(T.Φ) :
(
∏r
j=1 fj)
∞. However, when Ir are not term ideals, finding I1(T.Φ) is tough. We have showed
that we don’t need to find I1(T.Φ), as L is a saturated ideal of Koszul relations.
4. Examples
In the following examples, whenever we compute Gro¨bner basis, we use algorithms given
in [8]. For convenience in each example instead of a+NZ, we write a.
Example 4.1. We consider the polynomial ring Z/9Z[x1, x2, x3]. Let f1 = 2x
2
1x2 + 6x3, f2 =
6x1x3, f3 = 3x
2
3. We consider the ideals I1 = 〈f1, f2, f3〉 and I2 = 〈f2, f3〉. Then we have the
epimorphism
Z/9Z[T3,2, T2,2, T3,1, T2,1, T1,1, x1, x2, x3]→ Z/9Z[x1, x2, x3][I1t1, I2t2]
Tk,j 7→ fktj .
We have
F = 〈y(2x21x2 + 6x3)(2x1x3)− 1, (2x
2
1x2 + 6x3)T2,1 − 6x1x3T1,1, (2x
2
1x2 + 6x3)T3,1 − 3x
2
3T1,1,
2x1x3T3,2 − x
2
3T2,2, 3T2,2, T
2
2,2〉.
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We put lexicographic order on the ring
Z/9Z[y, T3,2, T2,2, T3,1, T2,1, T1,1, x1, x2, x3].
Let G be intersection of Gro¨bner basis of F with
Z/9Z[T3,2, T2,2, T3,1, T2,1, T1,1, x1, x2, x3].
Then we have
L = G = 〈x1x2T2,1 − 3x3T1,1, 2x1T3,1 − x3T2,1, 2x1T3,2 − x3T2,2, 3T2,1, T
2
2,1, 3T3,1, T
2
3,1,
3T2,2, T
2
2,2, 3T3,2, T
2
3,2, T2,1T3,1, T2,1T2,2, T2,1T3,2, T3,1T2,2, T3,1T3,2, T2,2T3,2〉.
Example 4.2. We consider the polynomial ring Z/8Z[x1, x2, x3]. Let f1 = 2x
2
1x2, f2 =
2x1x3, f3 = x
2
1, f4 = x
2
1x2, f5 = x1x3. We consider the ideals I1 = 〈f1, f2〉, I2 = 〈f1, f3〉
and I3 = 〈f3, f4, f5〉 . Then we have the epimorphism
Z/8Z[T5,3, T4,3, T3,3, T1,2, T3,2, T2,1, T1,1, x1, x2, x3]→ Z/8Z[x1, x2, x3][I1t1, I2t2, I3t3]
Tk,j 7→ fktj .
We have
F = 〈yx1x2x3 − 1, x
2
1x2T2,1 − x1x3T1,1, x
2
1T1,2 − 2x
2
1x2T3,2, 4T1,1, 2T
2
1,1, T
3
1,1,
x21x2T5,3 − x1x3T4,3, x
2
1T5,3 − x1x3T3,3〉.
We put lexicographic order on the ring
Z/8Z[y, T5,3, T4,3, T3,3, T1,2, T3,2, T2,1, T1,1, x1, x2, x3].
Let G be intersection of Gro¨bner basis of F with
Z/8Z[T5,3, T4,3, T3,3, T1,2, T3,2, T2,1, T1,1, x1, x2, x3].
Then we have
L = G = 〈T1,2 − 2x2T3,2, T4,3 − x2T3,3, x1T5,3 − x3T3,3, T5,3T1,1 − x2T3,3T2,1, x1x2T2,1 − x3T1,1,
4T1,1, 2T
2
1,1, T
3
1,1, 4T2,1, 2T
2
2,1, T
3
2,1, T2,1T
2
1,1, T
2
2,1T1,1, 2T2,1T1,1〉.
Note that this is the Gro¨bner basis, and other relations such as T 31,2, 2T
2
1,2, 2T1,2T1,1 can be
generated by the equations of Gro¨bner basis.
Example 4.3. We consider the polynomial ring Z[x1, x2, x3]. Let f1 = 6x
2
1x2, f2 = 3x1x3, f3 =
5x1x
2
3, f4 = x2x3. We consider the ideals I1 = 〈f1, f2, f3〉 and I2 = 〈f1, f2, f4〉. Then we have
the epimorphism
Z[T4,2, T2,2, T1,2, T3,1, T2,1, T1,1, x1, x2, x3]→ Z[x1, x2, x3][I1t1, I2t2]
Tk,j 7→ fktj .
We have
F = 〈2.3yx1x2x3 − 1, 6x
2
1x2T2,1 − 3x1x3T1,1, 6x
2
1x2T3,1 − 5x1x
2
3T1,1,
6x21x2T2,2 − 3x1x3T1,2, 6x
2
1x2T4,2 − x2x3T1,2〉.
We put lexicographic order on the ring
Z[y, T4,2, T2,2, T1,2, T3,1, T2,1, T1,1, x1, x2, x3].
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Let G be intersection of Gro¨bner basis of F with
Z[T4,2, T2,2, T1,2, T3,1, T2,1, T1,1, x1, x2, x3].
Then we have
L = G = 〈2x1x2T2,1 − x3T1,1, 3T3,1 − 5x3T2,1, 2x1x2T2,2 − x3T1,2,
T2,2T1,1 − T1,2T2,1, 3x1T4,2 − x2T2,2, 3x3T4,2T1,1 − 2x
2
2T2,2T2,1,
5x23T4,2T1,1 − 2x
2
2T2,2T3,1, 5x1x3T4,2T1,1 − x2T1,2T3,1, 5x1x3T4,2T2,1 − x2T2,2T3,1,
10x21T4,2T2,1 − T1,2T3,1, 3x3T4,2T1,2 − 2x
2
2T
2
2,2, 5x
3
3T4,2T1,2T2,1 − 2x
2
2T
2
2,2T3,1〉.
In Examples 4.1, 4.2, we can see the L is not a saturated ideal of I1(T.Φ), where Φ is
the presentation matrix of direct sum of ideals. However we provide the following trivial
example to see this fact easier.
Example 4.4. We consider the polynomial ring Z/8Z[x1, x2]. Let f1 = 2x1, f2 = 2x2, and let
the ideal I be generated by f1 and f2. We consider the Rees algebra Z/8Z[x1, x2][It]. By
[8], we have
I1(T.Φ) = 〈x1T2,1 − x2T1,1, 4T1,1, 4T2,1〉.
We show that L is not equal to a saturated ideal of I1(T.Φ). Suppose I1(T.Φ) : h
∞ = L ,
where h ∈ Z/8Z[x1, x2]. If h is a zero divisor, then by Corollary 2.3, every term of h is a
multiple of 2. Hence there is a natural number n such that hn = 0. Therefore we have
I1(T.Φ) : h
∞ = Z/8Z[T2,1, T1,1, x1, x2].
But we know that for example T1,1 is not in L . Thus in this case I1(T.Φ) : h
∞ 6= L . So
that we consider the case that h is a nonzero divisor. Suppose that I1(T.Φ) : h
∞ = L . Then
T 31,1 ∈ I1(T.Φ) : h
∞. But T 31,1 /∈ I1(T.Φ). Because if not, then
T 31,1 = g1(x1T2,1 − x2T1,1) + g2(4T1,1) + g3(4T2,1).
We multiply both sides of equation above by 2 and we get
2T 31,1 = 2g1(x1T2,1 − x2T1,1),
which is not possible. Because all terms on the right side of equation have either x1 or x2.
Then there is a natural number n such that hnT 31,1 ∈ I1(T.Φ). But by Corollary 2.3, at least
one of terms of hn is not a multiple of 2. Now we have
hnT 31,1 = g1(x1T2,1 − x2T1,1) + g2(4T1,1) + g3(4T2,1).
Again we multiply both sides of the equation above by 2 and we get
2hnT 31,1 = 2g1(x1T2,1 − x2T1,1).
We have 0 6= 2hnT 31,1 = b1T
3
1,1 + · · · + bkT
3
1,1, where bi are terms that only involve some
constants and x’s. On the other hand 2g1 = a1+ · · ·+am, where ai are terms. Then we have
b1T
3
1,1 + · · ·+ bkT
3
1,1 = a1x1T2,1 + · · ·+ amx1T2,1 − a1x2T1,1 − · · · − amx2T1,1.
On the right side of the equation every aix1T2,1 must cancel. On the other hand every
aix1T2,1 can only cancel with an ajx2T1,1. But since right side is not zero, this not possible.
Which is a contradiction.
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