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Christian Kürschner, Wolfgang Schnotz
Konstruktion mentaler Repräsentationen bei
der Verarbeitung von Text und Bildern
Construction of Mental Representations in Learning with Text and
Pictures
Computerbasierte Lernumgebungen ermöglichen die Nutzung unterschied¬
licher Darstellungsformate und Sinnesmodalitäten. Dabei stellt sich die
Frage, welche Unterschiede zwischen dem Lernen mit Hör- und Lesetexten
bestehen und wie diese Unterschiede beeinflusst werden, wenn zusätzlich
zum Text auch Bilder beim Lernen dargeboten werden. 72 Versuchsperso¬
nen nahmen an einem Experiment mit einem 2x2 Design mit den Faktoren
Textmodalität (Hören / Lesen) und Repräsentationsformat (nur Text/Text
und Bilder) teil. Wie erwartetßhrte eine Kombination von Text und Bildern
zu einer elaborierteren Verarbeitung visuell-räumlicher Information und zu
einem tieferen Verständnis. Keine Unterschiede bezüglich der Präsentati¬
onsmodalität konnten zwischen der reinen Text- und der Text- und Bildbe¬
dingung gefunden werden. Dagegen zeigte sich unter beiden experimentel¬
len Bedingungen ein Vorteil für das Hören gegenüber dem Lesen bei der
Konstruktion visuell-räumlicher Repräsentationen. Als Erklärung für diese
Ergebnisse spielen Aspekte die über bisherige Annahmen der Cognitive Lo¬
ad Theorie beim Lernen mit Hör- und Lesetexten hinausgehen eine wesent¬
liche Rolle. Die Beßnde weisen daraufhin, dass unterschiedliche Verarbei¬
tungsprozesse beim Hör- und Leseverstehenßr visuell-räumliche Informa¬
tion im Arbeitsgedächtnis dazu führen, dass gerade bei visuell-räumlichen
Inhalten das Hör- dem Leseverstehen überlegen ist.
Computer-based learning environments allow to provide information by u-
sing different representational formats and sensory modalities. In the con¬
text of multimedia learning the question arises, what kind of differences e-
xist between learning from written text and learning from spoken text and
how these differences are modified by the additional presentation ofpictu¬
res. 72 university students participated in an experiment with a 2x2 design
including the factors text modality (written/spoken) and representational
format (text only/text with pictures). As expected learning from a combina-
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tion oftext and pictures leaded to more elaborated visuo-spatial mental re¬
presentations and to a deeper understanding of the content than learning
from text ahne. No different effects ofthe sensory modality were found be¬
tween the text-only condition and the text-plus-picture condition. lnstead,
listening was superior to reading under both experimental conditions for
the construction of visuo-spatial representations. The explanation ofthe re¬
sults goes beyond previous explanations in the light of the cognitive load
theory. The findings suggest that different processing conditions for liste¬
ning and reading in the working memory are responsible for the effect that
especially for visuo-spatial representations listening is more effective than
reading.
1. Einführung
In Lehr- und Lernsituationen kann Information über verschiedene Darstel¬
lungsarten vermittelt werden. Dabei können Sachverhalte entweder über
symbolische Repräsentationen, wie etwa Text, oder über analoge Repräsen¬
tationen, wie etwa Abbildungen, präsentiert werden. Zudem können dabei
unterschiedliche Sinnesmodalitäten angesprochen werden, indem Inhalte
auditiv oder visuell dargeboten werden (Schnotz, Seufert & Bannert 2001;
Weidenmann 2001). Innerhalb der Forschung wird kontrovers diskutiert,
welchen Einfluss die verschiedenen Darstellungsformen auf das Lernen, die
Konstruktion mentaler Repräsentationen, haben (Brünken, Steinbacher,
Schnotz & Leutner 2001; Mayer 2001; Schnotz & Bannert 1999).
1.1 Eigenschaften von Text und Bildern
Texte bestehen aus Symbolen, die nach gewissen Regeln miteinander ver¬
bunden sind. Symbole haben eine willkürliche, durch Konventionen festge¬
legte Beziehung zu einem Gegenstand (Schnotz 2002). Seit der Erfindung
der Schrift besteht die Möglichkeit, Texte sowohl visuell als auch auditiv zu
präsentieren. Wenngleich beim Hör- und Leseverstehen das gleiche Voka¬
bular und die selbe Syntax verwendet werden, existieren einige spezifische
Charakteristika. Sprecher haben die Möglichkeit, durch Variation von Ge¬
schwindigkeit, Frequenz, Intonation und den Einsatz von Pausen einem Hö¬
rer Verstehenshilfen anzubieten (Danks & End 1987; Samuels 1987) und
Emotionen zu vermitteln (Paechter 1996). Geschriebene Sprache ist in der
Regel permanent verfügbar und kann mehrmals und in variabler Geschwin¬
digkeit verarbeitet werden (Imhof, Echternach, Huber & Knorr 1996;
Paechter 1997). Durch die Verwendung graphischer Mittel bei der Textges¬
taltung, wie etwa Absätze oder Fettdruck, können Leser beim Verstehens-
prozess unterstützt werden. Bilder verwenden im Gegensatz zu Text Zei¬
chen, die mit dem bezeichneten Sachverhalt aufgrand gemeinsamer
Strukturmerkmale verknüpft sind. Man spricht bei Bildern im Gegensatz zu
Text nicht von deskriptionalen sondern von depiktionalen Repräsentationen
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nicht von deskriptionalen sondern von depiktionalen Repräsentationen
(Schnotz 2002).
1.2 Konstruktion mentaler Repräsentationen
In neueren Modellen der kognitiven Verarbeitung wird sowohl auf die Ver¬
arbeitung von Text und Bildern als auch auf Modalitätsunterschiede der
Textpräsentation Bezug genommen (Mayer 2001; Schnotz 2005). Es wird
angenommen, dass Lerner dabei unterschiedliche mentale Repräsentationen
des dargestellten Sachverhalts konstruieren (Graesser, Leon & Otero 2002;
Schnotz, Bannert & Seufert 2002). Dazu gehören Oberflächenrepräsentati¬
onen, Propositionen und mentale Modelle. Oberflächenrepräsentationen
umfassen die sprachlichen Details eines Textes: Die Formulierungen, die
lexikalische und die syntaktische Konstruktion. Bei der Bildverarbeitung
werden bei einer Oberflächenrepräsentation Bildmerkmale, wie etwa Größe
oder Texturen, repräsentiert. Bei der Repräsentation von Propositionen
spricht man bei Texten auch von der sogenannten Textbasis. Dabei wird die
explizite Bedeutung des Textes oder des Bildes repräsentiert. Als tiefste
Form des Verständnisses wird die Repräsentation eines mentalen Modells
oder Situationsmodells angenommen (Zwaan & Singer 2003). Dabei han¬
delt es sich um ganzheitlich gebildete Repräsentationen, die den wesentli¬
chen Sachverhalt eines Textes beschreiben und bei deren Zustandekommen
Textinformation und Weltwissen beteiligt sind.
1.3 Lernen mit Hör- und Lesetext
Verschiedene Forschungsarbeiten haben sich mit der Frage auseinanderge¬
setzt, wieweit sich das Hör- und Leseverstehen bei der Verarbeitung von
Text unterscheiden. Bei sehr schwierigen Texten besteht oftmals ein Vorteil
des Leseverstehens gegenüber dem Hörverstehen (Green 1981; Rickheit &
Strohner 1983), der zumindest teilweise durch höhere Selbststeuerungsmög¬
lichkeiten beim Lesen erklärt werden kann. Bei nicht explizit als schwierig
eingestuften Texten wurden teilweise unterschiedliche Ergebnisse gefunden
(Hartman 1961; Rickheit & Strohner 1983). Bei verschiedenen Untersu¬
chungen konnten keine Unterschiede hinsichtlich der Lernleistung gefun¬
den werden (Kintsch & Kozminsky 1977; Paechter 1997), teilweise eine
Überlegenheit des Lesens registriert werden (Sanders 1973) und bei ande¬
ren ein Vorteil für das Hörverstehen (Harris 1981; Horowitz & Berkowitz
1967). Unabhängig von diesen heterogenen Befunden entsteht ein etwas
klareres Bild von dem Verhältnis des Hör- und Leseverstehens, wenn wei¬
tere Variablen berücksichtigt werden. Verschiedene Autoren weisen darauf
hin, dass die Art der erfassten Lernleistung, wie etwa Behalten von Detail¬
wissen gegenüber Verstehen, einen Einfluss auf die Ergebnisse hat (Hildy-
ard & Olson 1978; Müsseier, Rickheit & Strohner 1985; Rubin, Hafer &
Arata 2000). Es scheint, als ob Hörer aufgrand geringerer Selbststeue-
rangsmöglichkeiten eher darauf bedacht wären, rasch semantische Makro¬
strukturen zu bilden, sich also auf die wesentlichen Informationen zu kon-
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zentrieren, während Leser dagegen den Fokus ihrer Verarbeitung stärker
auf Details legen können. Es wird auch diskutiert, wieweit sich Hör- und
Leseverstehen bei der Konstruktion visuell-räumlicher Repräsentationen
unterscheiden. Verschiedene Untersuchungen konnten zumindest hinsicht¬
lich des kurzfristigen Erinnerns kurzer Texte zeigen, dass die Konstruktion
und Aufrechterhaltung visuell-räumlicher Repräsentationen besser über das
Hören als über das Lesen gelingt (Hörnig, Eyferth & Claus 1999; Kaup,
Kelter, Habel & Clauser 1997). Es wird angenommen, dass aufgrand unter¬
schiedlicher Nutzung der verschiedenen Komponenten des Arbeitsgedächt¬
nisses (vgl. Baddeley 1986) die Verarbeitung von visuell-räumlicher Infor¬
mation beim Lesen schwieriger als beim Hören ist.
1.4 Lernen mit Text und Bildern
In multimedialen Informationssystemen werden oftmals Texte in Kombina¬
tion mit Bildern präsentiert. Derartige Lernbedingungen werden im Gegen¬
satz zu Situationen in denen nur ein Repräsentationsformat dargeboten wird
(etwa nur Text) als multicodal bezeichnet (Weidenmann 2001). Verschie¬
dene Autoren verweisen darauf, dass bei der Verarbeitung von Text und
Bildern, unterschiedliche interne Verarbeitungsprozesse angeregt werden
(Ainsworth 1999; Levin, Anglin & Carney 1987). Weidenmann (2002)
sieht für die Verwendung von Bildern in instruktionalen Angeboten beson¬
ders drei Funktionen als bedeutend an. Zum einen können Abbilder einen
Gegenstand oder etwas an einem Gegenstand zeigen (Zeigefunktion). Dabei
besteht das Ziel darin, dass Rezipienten mit Hilfe von Abbildungen ein zu¬
treffendes Bild über den zu vermittelnden Sachverhalt dargeboten bekom¬
men. Abbilder können aber auch ein Szenarium bereitstellen (Situierangs-
funktion). Dadurch wird dem Betrachter geholfen, Detailinformationen in
einen größeren Kontext einzuordnen. Abbilder können aber auch helfen, ein
mentales Modell zu konstruieren (Konstraktionsfunktion). Bilder unterstüt¬
zen diese Konstruktionsprozesse, indem sie sowohl über Elemente als auch
über das Zusammenspiel dieser Elemente informieren. Verschiedene Meta-
analysen konnten zeigen, dass Textinformation im Schnitt besser behalten
wird, wenn zu der Textpräsentation eine Illustration angeboten wurde, wel¬
che relevante Textinformationen abbildet (Levie & Lentz 1982; Levin et al.
1987). In jüngster Zeit wurden weniger Behaltensleistungen, sondern stär¬
ker Verstehensleistungen untersucht. Auch dabei können Bilder unterstüt¬
zend wirken (Glenberg & Langston 1992; Gyselinck & Tardieu 1999).
Mayer (2001) bezeichnet den Vorteil von Text- und Bildpräsentationen ge¬
genüber reinen Textpräsentationen als Multimedia Principle.
1.5 Bedeutung der Modalität der Textpräsentation beim Lernen mit
Text und Bildern
Wenngleich die meisten Untersuchungen zum Text- und Bildverstehen an
visuell präsentierten Texten durchgeführt wurden, existieren auch For¬
schungsarbeiten, die sich mit der modalitätsspezifischen Thematik der
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Textpräsentation in multicodalen Lembedingungen auseinandersetzen. Es
stellt sich dabei die Frage, ob, und wenn ja, unter welchen Bedingungen ei¬
ne multimodale Präsentation rein visuell präsentierter Information beim
Text- und Bildverstehen überlegen ist (vgl. Stiller 2001). Im Rahmen der
Cognitive Load Theorie wird auf die eingeschränkte Kapazität des Arbeits¬
gedächtnisses beim Lernen hingewiesen (Chandler & Sweller 1992). Durch
ungeeignete Gestaltung der Lemumgebung kann ein Split-Attention Effekt
entstehen, der aufgrand kognitiver Überlastung zu reduzierter Lemleistung
führt (Tabbers 2002). Mousavi, Low und Sweller (1995) untersuchten, wie¬
weit die kognitive Belastung beim Lernen mit Text und Bildern durch
auditive Textdarbietung reduziert werden kann. Auf Basis des Modalitätsef¬
fektes (vgl. Penney 1989) wurde angenommen, dass mehr Kapazität des
Arbeitsgedächtnisses (Baddeley 1986) genutzt werden kann, wenn Informa¬
tion in unterschiedlichen Modalitäten präsentiert wird. Sie konnten zeigen,
dass eine multimodale Präsentation (Hörtext und Bilder) zu einer geringe¬
ren kognitiven Belastung und höheren Lernleistungen führte als eine uni¬
modale Präsentation (Lesetext und Bilder). Auch weitere Untersuchungen
konnten einen Vorteil der Präsentation von Hörtexten mit Bildern gegen¬
über Lesetexten mit Bildern zeigen (Kalyuga, Chandler & Sweller 1999;
Mayer & Moreno 1998; Tindall-Ford, Chandler & Sweller 1997). Den Vor¬
teil für die auditive Textpräsentation gegenüber der visuellen Textpräsenta¬
tion beim Text- und Bildverstehen bezeichnet Mayer (2001) als Modality
Principle und Sweller, van Merrienboer und Pass (1998) als Modality Ef¬
fect. Untersuchungen weisen jedoch auch auf Einschränkungen des Modali¬
ty Effects beim Lernen mit Text und Bildern hin. Brünken und Leutner
(2001) konnten zeigen, dass Lemer bei der Verarbeitung von Lesetext und
Bildern nur bei textvermittelten aber nicht bei bildvermittelten Informatio¬
nen schlechter abschnitten als Personen, die mit Hörtext und Bildern gelernt
hatten. Zudem konnten Tabbers, Martens und van Merrienboer (2004) zei¬
gen, dass die Verarbeitungszeit einen Einfluss auf den Modality Effect hat.
Bei freier Verarbeitungszeit bestanden keine Unterschiede zwischen der
Hör- und Lesebedingung.
2. Fragestellung
Bei der Gestaltung multimedialer Lehr- und Lemumgebungen stellt sich die
Frage, welche Art und Weise der Darbietung von Information zu möglichst
hohen Lernergebnissen führt. Innerhalb der Forschung wird diskutiert,
wieweit sich der Einsatz von Text gegenüber der Verwendung von Text mit
Bildern unterscheidet. Hierbei zeigte sich, dass unter bestimmten Verarbei¬
tungsbedingungen die multicodale Informationsdarbietung der unicodalen
oftmals überlegen ist (Levie & Lentz, 1982; Levin et al. 1987). Verschiede¬
ne Untersuchungen haben sich zudem mit dem Thema beschäftigt, wieweit
Unterschiede in der Verwendung von Hör- und Lesetexten, sowohl bei der
Verarbeitung von reinem Text (Hartman, 1961; Rickheit & Strohner 1983)
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als auch bei der Verarbeitung von Text mit Bildern bestehen (Brünken &
Leutner 2001; Mousavi et al. 1995). Die Frage, welchen Einfluss die Moda¬
lität der Textpräsentation auf die Konstruktion mentaler Repräsentationen
hat, ist im Vergleich zu der Frage, welchen Einfluss Bilder beim Lernen mit
Text haben, unzureichend untersucht, insbesondere wenn es um die Kon¬
struktion unterschiedlicher mentaler Repräsentationen unter spezifischen
Lembedingungen geht. Die Analyse verschiedener Forschungsarbeiten zeigte
zudem, dass bezüglich des Einflusses der Modalität der Textpräsentation
teilweise heterogene Forschungsergebnisse bestehen, abhängig ob nur mit
Text oder mit Text und Bildern gelernt wurde. So wurde etwa bei der Ver¬
arbeitung von Text darauf verwiesen, dass teilweise Lesen zu höheren
Lemleistungen bei der Erinnerung von Detailwissen führt (Hildyard & 01-
son 1978; Rubin et al. 2000). Bei der Verarbeitung von Text und Bildern
wird dagegen oftmals von einer allgemeinen Überlegenheit des Hörens
ausgegangen (Mayer 2001; Sweller et al. 1998). Bislang fehlen Untersu¬
chungen, die den Einfluss der Codalität und der Modalität an gleichem
Textmaterial untersuchen. Auf Basis der bisherigen Forschungsarbeiten
wurden verschiedene Fragestellungen und Hypothesen formuliert, die in ei¬
ner experimentellen Untersuchung überprüft werden sollten.
2.1 Einfluss der Modalität der Textpräsentation beim Lernen mit Text?
Wenngleich zur Frage der Modalität der Textpräsentation bei der Verarbei¬
tung von Text nur wenige und teilweise heterogene Forschungsergebnisse
vorliegen (Hartman 1961; Rickheit & Strohner 1983), weisen einige Unter¬
suchungen darauf hin, dass bei bestimmten mentalen Repräsentationen mo¬
dalitätsspezifische Unterschiede bestehen. Es scheint, als ob Hörer aufgrand
der geringeren Selbststeuerangsmöglichkeiten eher darauf bedacht wären,
rasch semantische Makrostrukturen zu bilden, sich also auf die wesentli¬
chen Informationen zu konzentrieren, während Leser dagegen den Fokus
ihrer Verarbeitung stärker auf Details legen können. Hinsichtlich der Rep¬
räsentation von Detailwissen wurde daher angenommen, dass Leser auf¬
grund besserer Selbststeuerangsmöglichkeiten höhere Lemleistungen als
Hörer erzielen. Bei Verstehensaufgaben wurde dagegen vermutet, dass Hö¬
rer bessere Lemergebnisse als Leser erzielen (Hildyard & Olson 1978;
Müsseier et al. 1985). Auch wird darauf verwiesen, dass abhängig von der
Modalität der Textpräsentation unterschiedliche Belastungen des Arbeits¬
gedächtnisses bei der Konstruktion und Aufrechterhaltung visuell¬
räumlicher Repräsentationen vorhanden sind (Hömig et al. 1999; Kaup et
al. 1997). Es wurde daher vermutet, dass Hörer bessere Leistungen bei der
Konstruktion visuell-räumlicher Repräsentationen erzielen als Leser. Bis¬
lang nicht untersucht wurde, wieweit Unterschiede bezüglich der Repräsen¬
tation der Textoberfläche beim Hör- und Leseverstehen bestehen, so dass
hierzu keine gerichteten Hypothesen formuliert wurden. Wenngleich die
Textoberfläche meist nicht explizit gelernt wird, stellt sie ein wichtiger In-
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dikator dar, wieweit Unterschiede zwischen dem Hör- und Leseverstehen
vorhanden sind.
2.2 Einfluss von Bildern beim Lernen von Text?
In verschiedenen Forschungsarbeiten hat sich gezeigt, dass das Lemen mit
Text und Bildern dem Lernen mit reinem Text überlegen ist (Gyselinck &
Tardieu 1999; Levie & Lentz 1982). Dies ist insbesondere der Fall, wenn
Bilder bedeutsame Inhalte repräsentieren und die Konstruktion mentaler
Modelle unterstützen. Mayer (2001) bezeichnet den Vorteil von Text- und
Bildpräsentationen gegenüber reinen Textpräsentationen als Multimedia
Principle. Daher wurde hinsichtlich der Bildung mentaler Repräsentationen
angenommen, dass Personen, die mit Text und Bildern lernten, insgesamt
höhere Lemergebnisse bei der Konstruktion verschiedener mentaler Reprä¬
sentationen erzielen als Personen, die nur mit Text lernten.
2.3 Einfluss der Modalität der Textpräsentation beim Lernen mit Text
und Bildern?
Verschiedene Forschungsarbeiten konnten zeigen, dass aufgrand erhöhter
kognitiver Belastung oftmals Hörtext mit Bildern Lesetext mit Bildern ü-
berlegen ist (Mayer & Moreno 1998; Mousavi et al. 1995). Daher wurde
angenommen, dass generell bei eingeschränkter Lemzeit die bimodale In¬
formationsdarbietung bei der Konstruktion mentaler Repräsentationen der
Präsentation von Lesetext mit Bildern überlegen ist, da bei der rein visuel¬
len Informationsdarbietung unter anderem ein sogenannter Split-Attention
Effekt besteht, welcher zu erhöhter kognitiver Belastung und somit zu
schlechterer Lemleistung führt (Chandler & Sweller 1992; Tabbers 2002).
2.4 Einfluss der Modalität der Textpräsentation beim Lernen mit Text
im Vergleich zum Lernen mit Text und Bildern?
Vergleicht man die zuvor aufgestellten Hypothesen hinsichtlich der Frage
der Modalität der Textpräsentation in Abhängigkeit davon, ob nur mit Text
oder mit Text und Bildern gelernt wurde, zeigen sich einige Unterschiede.
Während bei der Verarbeitung von reinem Text aufgrand unterschiedlicher
Eigenschaften geschriebener und gesprochener Sprache je nach Art der
mentalen Repräsentation das Hören oder das Lesen besser ist (Hildyard &
Olson 1978; Rubin et al. 2000), wird beim Lernen mit Text und Bildern
aufgrund erhöhter kognitiver Belastung unimodaler Präsentationen ange¬
nommen, dass ein genereller Vorteil gesprochener gegenüber geschriebener
Sprache besteht (Mayer 2001; Sweller et al. 1998) . Daher wurde ange¬
nommen, dass Wechselwirkungen bei der Frage bestehen, welche Bedeu¬
tung die Modalität der Textpräsentation beim Gedächtnis für Detailwissen
in Abhängigkeit davon hat, ob nur mit Text oder mit Text und Bildern ge¬
lernt wird. Beim Lernen mit Text wurde erwartet, dass Leser sich besser als
Hörer an Detailwissen erinnern können, dagegen wurde beim Lernen mit
Text und Bildern angenommen, dass Hörer bessere Lemleistungen bei der
Erinnerung von Detailwissen erzielen als Leser.
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3. Methode
3.1 Stichprobe
Die Untersuchung fand an der Universität Koblenz-Landau/Campus Lan¬
dau statt. Insgesamt nahmen 72 Studierende im Vordiplom des Studiengan¬
ges Psychologie an der Untersuchung teil, die zufällig in die verschiedenen
Untersuchungsgruppen aufgeteilt wurden. Weibliche Personen (n = 47) wa¬
ren etwas häufiger vertreten als männliche Personen (n = 25). Das Alter der
Teilnehmer lag zwischen 19 und 49 Jahren mit einem Durchschnitt von 23
Jahren (M = 23.49, SD = 5.49).
3.2 Untersuchungsdesign
Zur Überprüfung der Fragestellung und der einzelnen Hypothesen wurde
ein 2x2 Design mit den Faktoren Modalität der Textpräsentation (Hör- oder
Lesetext) und Bilder (Text ohne oder mit Bildern) entworfen (vgl. Abbil¬
dung 1). Zur Überprüfung, wieweit die einzelnen Grappen hinsichtlich ihrer
verbalen Intelligenz und ihrer Merkfähigkeit (verbal und figural) vergleich¬
bar sind, wurden drei entsprechende Skalen aus dem Intelligenztest I-S-T
2000 (Amthauer, Brocke, Liepmann & Beauducel 1999) als Vortests einge¬
setzt.
3.3 Lernmaterial
Als Lernmaterial für die experimentelle Untersuchung diente ein selbstkon¬
struierter Text über eine fiktive Stadt, in der Wahlen zum Stadtparlament
stattfinden (644 Wörter). Dabei werden sowohl der Aufbau der Stadt als
auch die verschiedenen Parteien mit ihrem jeweiligen Spitzenkandidat be¬
schrieben. Es wird dargestellt, wo sich verschiedene Landschaftsteile und
Gebäude befinden. Zudem wird die politische Ausrichtung der einzelnen
Parteien sowie Stärken und Schwächen des Spitzenkandidaten aufgezeigt.
Manche Personen erhielten neben dem Text auch Visualisierungen der
wichtigsten im Text genannten Inhalte. Die Abbildungen sollten insbeson¬
dere die Konstruktion eines mentalen Modells des dargestellten Sachverhal¬
tes unterstützen (vgl. Weidenmann 2002). Dabei wurde sowohl der Aufbau
der Stadt als auch die wichtigsten Eigenschaften der Parteien und ihres
Spitzenkandidaten visualisiert.
3.4 Abhängige Variablen
Als abhängige Variablen wurden den Versuchspersonen verschiedene Arten
von Fragen zur Bearbeitung vorgelegt (vgl. Anhang 1). Zum einen wurden
den Probanden sogenannte Oberflächenfragen präsentiert. Dabei wurde so¬
wohl die Erinnerung der Bildoberfläche als auch die Erinnerung der Text¬
oberfläche abgefragt. Bei den Fragen zu Bildoberfläche mussten Personen
bei 8 Fragen das richtige Bild (wie es in der Präsentation gezeigt wurde)
gegenüber drei nicht richtigen Bildvarianten bestimmen. Bei den nicht rich¬
tigen Varianten wurde jeweils die Farbe geändert, die Ausrichtung variiert
oder es wurden einzelne Bildteile weggelassen. Insgesamt konnten bei den
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Fragen zur Bildoberfläche maximal 8 Punkte erreicht werden. Bei den
Textoberflächenfragen handelt es sich um insgesamt 10 inhaltlich richtige
Sätze, bei denen die Probanden jeweils entscheiden mussten, ob sie die
gleiche Oberflächenstruktur wie im Text haben oder es sich um eine Para¬
phrase handelt (Wiedererkennungsaufgabe). Um vergleichbare Testbedin¬
gungen für Personen die mit Hör- bzw. Lesetext gelernt haben zu erhalten,
wurde bei den Textoberflächenfragen die Modalität variiert, da herausge¬
funden wurde, dass höhere Wiedererkennungsleistungen erzielt werden,
wenn Lern- und Präsentationsmodalität identisch sind (vgl. Engelkamp
1990). Daher wurde die eine Hälfte der Textoberflächenfragen schriftlich
und die andere Hälfte als Audiotext präsentiert. Insgesamt konnten bei den
Fragen zur Textoberfläche maximal 10 Punkte erreicht werden. Hinsicht¬
lich des Gedächtnisses für Detailwissen wurden den Probanden 32 Fragen
bezüglich der Stadt, den Kandidaten und den Parteien gestellt. Insgesamt
konnten dabei 56 Punkte erzielt werden. Um das räumliche Modell zu er¬
fassen, welches sich die Personen von der Stadt aufgebaut hatten, wurden
die Kandidaten aufgefordert, verschiedene Objekte innerhalb der Stadt rich¬
tig in einem Stadtplan anzuordnen. Insgesamt konnten dabei maximal 20
Punkte erzielt werden. Um das Verständnis zu erfassen, wurden den Pro¬
banden 20 Inferenzfragen zu den Parteien und ihren Spitzenkandidaten ge¬
stellt. Dabei müsste unter anderem beantwortet werden, welche Partei bzw.
welcher Kandidat für eine bestimmte Aufgabe bzw. Herausforderung wahr¬
scheinlich am besten bzw. am wenigsten geeignet ist. Insgesamt konnten
dabei 22 Punkte erreicht werden.
3.5 Durchführung
Die Untersuchung wurde an der Universität Koblenz-Landau/Campus Lan¬
dau durchgeführt und dauerte etwa 1,5 Stunden. Es wurden jeweils Klein¬
gruppen von vier bis sechs Personen untersucht. Zunächst bearbeiteten alle
Probanden einen Fragebogen mit verschiedenen soziodemographischen
Angaben. Danach bearbeiteten alle Probanden drei Skalen aus dem Intelli¬
genztest I-S-T 2000 (Amthauer et al. 1999). Dabei handelte es sich um die
Skala Satzergänzungen, die einen Teil der verbalen Intelligenz erfasst, so¬
wie die Skalen Merkaufgaben für Text und Merkaufgaben für Figuren. An¬
schießend wurden den Versuchspersonen die Lemmaterialien als Hör- oder
Lesetext und als Text ohne oder mit Bildern präsentiert. Dabei war für alle
Personen die Lemzeit auf 5 Minuten und 45 Sekunden beschränkt. Ansons¬
ten wurden während der Lemphase keine Einschränkungen getroffen, die
das Lemverhalten der Probanden betreffen.
4. Ergebnisse
4.1 Allgemeine Ergebnisse
Um zu überprüfen, wieweit die Untersuchungsgrappen untereinander ver¬
gleichbar sind, wurde analysiert, wieweit Unterschiede hinsichtlich der
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Vortests (verbale Intelligenz sowie verbale Merkfähigkeit und figurale
Merkfähigkeit) vorhanden sind. Dabei zeigten sich bei einer 2x2 MANO¬
VA und den dazugehörigen univariaten Tests keine Haupt- oder Interakti¬
onseffekte für die Faktoren Modalität der Textpräsentation und Bilder (p >
.20). Somit konnte dokumentiert werden, dass in den Aufgaben gefundene
Effekte nicht auf unterschiedlichen Gruppenbesetzungen hinsichtlich der
Intelligenz oder der Merkfähigkeit berahen. Die Mittelwerte und Standard¬
abweichungen, welche die einzelnen Personen in den Untersuchungsgrup¬
pen erzielten, sind in Tabelle 1 abgebildet.




Text ohne Bilder Text mit Bilder
Wiedererkennen Bildoberfläche
Hörtext - M = 4.72 SD= 1.90
Lesetext - M = 3.77 SD= 1.44
Wiedererkennen Textoberfläche
Hörtext M = 5.89 SD =1.94 M = 6.33 SD =1.50
Lesetext M = 5.74 SD =1.28
Erinnerung Detailwissen
M = 6.35 SD =1.37
Hörtext M = 25.44 SD = 7.56 M_= 29.72 SD = 8.40
Lesetext M = 25.68 SD = 8.86 M= 27.35 SD = 7.70
Konstruktion visuell-räumliches Modell
Hörtext M= 13.28 SD = 5.28 M= 18.56 SD =1.79
Lesetext A/ = 11.95 SD_= 6.66
Verständnis Inhalt
M= 16.06 SD = 3.05
Hörtext M= 14.22 SD = 3.92 M= 16.78 SD = 2.90
Lesetext M= 14.11 SD = 3.14 M= 16.29 SD = 3.20
Die Voraussetzungen zur Berechnung varianzanalytischer Verfahren wur¬
den geprüft und ergaben keine Einschränkungen. Bei einer 2x2 MANOVA
(vgl. Tabelle 2) mit den Faktoren Modalität der Textpräsentation (Hören
oder Lesen) und Bilder (ohne oder mit Bilder) zeigte sich für die abhängi¬
gen Variablen Oberflächenaufgaben Text, Gedächtnis für Detailwissen,
Lokalisationsaufgaben und Inferenzen kein signifikanter Haupteffekt für
den Faktor Modalität der Textpräsentation und auch kein signifikanter In¬
teraktionseffekt, jedoch ein signifikanter Haupteffekt für den Faktor Bilder
(Pillai-Spur = .28, F (4, 65) = 6.38, p < .001, r,2 =.28).
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Tab 2 Multivanate Vananzanalyse mit den Faktoren Modalität der Textprasentation
und Bilder





0 84 4 65 51 05
6 38 4 65 00 28
0 16 65 96 01
Die Ergebnisse der umvanaten Tests sind in Tabelle 3 abgebildet





Modalität Textoberflache 0 03 1 68 86 00
Textprasentation
Gedächtnis 031 1 68 58 00
Detailwissen
Lokahsationen 3 03 1 68 09 04
Inferenzen 015 1 68 70 00
Bilder Textoberflache 2 13 1 68 15 03
Gedächtnis 2 38 1 68 13 03
Detailwissen
Lokahsationen 18 25 1 68 00 21
Inferenzen 9 22 1 68 00 12
Modalitat Textoberflache 0 06 1 68 81 00
Textprasentation x
Bilder
Gedächtnis 0 46 1 68 50 01
Detailwissen
Lokahsationen 0 28 1 68 60 00
Inferenzen 0 06 1 68 82 00
4.2 Prüfung der Forschungshypothesen
(1) Einfluss der Modalitat der Textprasentation beim Lernen mit Text9
Zuvor wurde bereits berichtet, dass bei einer 2x2 MANOVA mit den Fakto¬
ren Modalität der Textprasentation (Hören oder Lesen) und Bilder (ohne
oder mit Bilder) keine Haupteffekte und keine Interaktion für den Faktor
Modalitat der Textprasentation beobachtet werden konnten Die dazugehö¬
ren univariaten Vananzanalysen für den Faktor Modalität zeigten, dass
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nur bei Lokalisationsaufgaben (F (1, 68) = 3.03, p = .09, n,2 =.04), bei einer
aufgrand der gerichtet formulierten Hypothese legitimen, einseitigen Tes¬
tung, ein signifikanter Unterschied besteht (Einfacher Kontrast: Differenz =
1.91, p < .05). Die Effektgröße zeigt hierbei einen kleineren bis mittleren
Effekt an. Ein signifikanter Interaktionseffekt konnte auch bei den univaria¬
ten Analysen nicht gefunden werden. Dies weist darauf hin, dass bei der
Repräsentation von visuell-räumlichen Sachverhalten Hörer Lesem bei der
Verarbeitung von Text überlegen sind.
(2) Einfluss von Bildern beim Lernen von Text?
Die univariaten Analysen des zuvor berichteten Haupteffektes bei der 2x2
MANOVA für den Faktor Bilder zeigten, dass nur bei den abhängigen Va¬
riablen Lokalisationsaufgaben (F (1, 68) = 18.25, p < .001, n.2 =.21) und In¬
ferenzen (F (1, 68) = 9.22, p < .01, n.2 =.12) signifikante Unterschiede zwi¬
schen den Bedingungen ohne und mit Bildern bestehen. Die Effektgrößen
zeigen bei den Lokalisationsaufgaben einen großen und bei den Inferenzen
einen mittleren bis großen Effekt an. Bei den Textoberflächenaufgaben und
dem Gedächtnis für Detailwissen konnten keine signifikanten Effekte beo¬
bachtet werden.
(3) Einfluss der Modalität der Textpräsentation beim Lernen mit Text und
Bildern?
Die univariaten Varianzanalysen der zuvor berichteten 2x2 MANOVA für
den Faktor Modalität der Textpräsentation zeigten, dass nur bei Lokalisati¬
onsaufgaben (F (1, 68) = 3.03, p = .09, n,2 =.04), bei einer, aufgrand der ge¬
richtet formulierten Hypothese legitimen, einseitigen Testung, ein signifi¬
kanter Unterschied vorliegt (Einfacher Kontrast: Differenz = 1.91, p < .05).
Die Effektgröße zeigt hierbei einen kleineren bis mittleren Effekt an. Ein
signifikanter Interaktionseffekt konnte auch bei den univariaten Analysen
nicht gefunden werden. Da die Repräsentation der Bildoberfläche nur bei
den Personen, die mit Bildern lernten, abgefragt werden konnte, wurde zu¬
dem mit Hilfe eines t-Tests berechnet, ob sich die Hör- und Lesegruppen
bei der Repräsentation der Bildoberfläche bei der Verarbeitung von Text
und Bildern unterscheiden. Dabei wurden keine signifikanten Unterschiede
(t = 1.67, df= 33, p = . 10, d = 0.54) zwischen Personen, die den Text gehört
hatten (M = 4.72, SD = 1.90), und Personen, die den Text gelesen hatten (M
= 3.77, SD = 1.44), gefunden. Insgesamt weisen die Ergebnisse darauf hin,
dass nur bei der Repräsentation von visuell-räumlichen Sachverhalten Hö¬
rer Lesem bei der Verarbeitung von Text mit Bildern überlegen sind.
(4) Einfluss der Modalität der Textpräsentation beim Lernen mit Text im
Vergleich zum Lernen mit Text und Bildern?
Um zu klären, wieweit Unterschiede bezüglich des Einflusses der Modalität
der Textpräsentation bei der Verarbeitung von Text gegenüber der Verar¬
beitung von Text mit Bildern bestehen, wurden für die einzelnen abhängi-
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gen Variablen überprüft, ob Interaktionseffekte vorliegen. Weder für die
Repräsentation der Textoberfläche, bei der Erinnerung von Detailwissen,
bei Lokalisationsaufgaben noch bei der Konstruktion eines mentalen Mo¬
dells konnten Interaktionseffekte gefunden werden.
5. Diskussion
In computerbasierten Lehr- und Lemumgebungen besteht die Möglichkeit,
Inhalte mit Hilfe verschiedener Repräsentationsformen, wie etwa Text oder
Bilder, zu vermitteln (Schnotz et al. 2001; Weidenmann 2001). Dabei kön¬
nen auch unterschiedliche Modalitäten, wie etwa beim Hören und Lesen
von Text, angesprochenen werden (Paechter 1996). Es stellt sich die Frage,
wieweit das Lernen, die Konstruktion mentaler Repräsentationen, abhängig
von der Art der Informationsdarbietung ist (Brünken et al. 2001; Mayer
2001; Schnotz & Bannert 1999). In der vorliegenden Arbeit wurde anhand
eines experimentellen Designs zum einen überprüft, wieweit sich die Ver¬
arbeitung von Text gegenüber der von Text mit Bildern bei der Konstrukti¬
on mentaler Repräsentationen unterscheiden. Zudem wurde dabei die Mo¬
dalität der Textpräsentation berücksichtigt.
Bezüglich der Modalität der Textpräsentation wurde erwartet, dass bei rei¬
nem Text Leser bessere Lemleistungen beim Gedächtnis für Detailwissen
und Hörer bessere Lemleistungen bei Lokalisationsaufgaben und Inferen¬
zen erzielen (Hildyard & Olson 1978; Hömig et al. 1999; Kaup et al. 1997;
Müsseier et al. 1985). In Bezug auf Lokalisationen, der Repräsentation vi¬
suell-räumlicher Inhalte wurde angenommen, dass aufgrand unterschiedli¬
cher Belastungen im Arbeitsgedächtnis höhere Lemleistungen beim Hören
als nach dem Lesen erzielt werden (Hömig et al. 1999; Kaup et al. 1997). In
der vorliegenden Arbeit konnte die Hypothese bestätigt werden, dass unter
der Hörbedingung besser visuell-räumliche Repräsentationen konstraiert
und aufrechterhalten werden konnten als unter der Lesebedingung. Weitere
Untersuchungen müssen jedoch zeigen, wieweit bei schwierigeren und län¬
geren Texten dieser Vorteil auch noch vorhanden ist oder ob ab einen ge¬
wissen Punkt die höhere Selbststeuerung beim Lesen dazu führt, dass keine
Unterschiede zwischen beiden Modalitäten mehr zu finden sind oder sich
der Modalitätseffekt sogar ins Gegenteil verkehrt. Bei der Repräsentation
der Textoberfläche, beim Detailwissen und bei Inferenzen konnten keine
signifikanten Unterschiede zwischen dem Hör- und Leseverstehen festge¬
stellt werden. Möglicherweise war das Textmaterial zu einfach oder zu
kurz, so dass keine Unterschiede gefunden werden konnten. Neben dem
Faktor Textschwierigkeit und der damit verbundenen kognitiven Belastung
muss auch diskutiert werden, welchen Einfluss die Stichprobe hatte. Rick¬
heit, Strohner und Müsseier (1987) konnten zeigen, dass der Kommunikati¬
onsschwerpunkt von Personen (visuell oder auditiv) einen Einfluss auf das
Hör- und Leseverstehen hat. Sie bezeichnen das Vorherrschen des Hörver¬
stehens oder des Leseverstehens im Alltag einer Person als deren Kommu-
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nikationsschwerpunkt und operationalisieren diesen durch Zugehörigkeit zu
einer Berufsgruppe und individuelles Mediennutzungsverhalten. In der vor¬
liegenden Untersuchung wurden jedoch nur Studierende untersucht, die
aufgrund ihrer Leseerfahrung eher einen visuellen Kommunikations¬
schwerpunkt besitzen.
Verschiedene Untersuchungen konnten zeigen, dass höhere Lemleistungen
erzielt werden, wenn neben der Textpräsentation auch Bilder mit angeboten
werden (Levie & Lentz, 1982; Levin et al., 1987). Beim Vergleich der Un¬
tersuchungsbedingungen von reinem Text gegenüber Text mit Bildern wur¬
de daher erwartet, dass allgemein die Präsentation von Text mit Bildern über¬
legen ist. In der vorliegenden Untersuchung konnte die Hypothese bei den
Lokalisationen und dem Verständnis belegt werden, hinsichtlich der Text¬
oberfläche und dem Gedächtnis für Detailwissen konnten keine signifikan¬
ten Unterschiede beobachtet werden. Dies kann unter anderem darauf zu¬
rückgeführt werden, dass in den angebotenen Abbildungen nur die wesent¬
lichsten Inhalte explizit graphisch visualisiert wurden, um die Konstruktion
eines mentalen Modells des räumlichen Inhaltes und über die Parteien zu
fördern (vgl. Konstruktionsfunktion, Weidenmann 2002). Die dadurch ver¬
bundene Entlastung führte wohl nicht dazu, dass auch die Textoberfläche
und Detailwissen elaborierter verarbeitet wurden. Weitere Untersuchungen
zur Verarbeitung von Text und Bildern sollten differenziert beschreiben,
welche Art von Information in Text und Bildern repräsentiert wird und
welche Auswirkungen verschiedene Arten von Bildern auf die Konstruktion
unterschiedlicher mentaler Repräsentationen haben.
Auch wurde untersucht, welchen Einfluss die Modalität der Textpräsentati¬
on bei der Verarbeitung von Text mit Bildern hat. Verschiedene Untersu¬
chungen weisen darauf hin, dass Lernen mit Hörtext und Bildern oftmals
dem Lernen mit Lesetext und Bildern überlegen ist (Mayer & Moreno
1998; Mousavi et al., 1995). Dieser Vorteil wird als Modality Effect (Kaly-
uga et al. 1999) bezeichnet. Dabei wird angemerkt, dass durch eine multi¬
modale Präsentation von Text- und Bildmaterial eine größere Kapazität des
Arbeitsgedächtnisses genutzt werden kann als bei einer rein visuellen In¬
formationspräsentation. Es wird zudem angenommen, dass durch die Dar¬
bietung von auditiv präsentierten Texten beim Text- und Bildverstehen eine
kognitive Überlastung im Sinne eines Split-Attention Effekts vermieden
werden kann (Tabbers 2002). In der vorliegenden Arbeit zeigte sich ledig¬
lich bei Lokalisationsaufgaben ein Vorteil für die Bedingung Hörtext mit
Bildern gegenüber Lesetext mit Bildern. Da das vorliegende Versuchsmate¬
rial eher weniger schwer war und in den Bildern keine neuen sondern ledig¬
lich wichtige Sachverhalte nochmals visualiert wurden, was zu einer gewis¬
sen Redundanz von Text- und Bildmaterial führte, war womöglich die kog¬
nitive Belastung weniger hoch als in anderen einschlägigen Untersuchun¬
gen. Dies kann dazu geführt haben, dass keine Unterschiede bei der Reprä¬
sentation der Bildoberfläche, der Textoberfläche, dem Detailwissen und
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dem Verständnis vorhanden waren. Es stellt sich jedoch die Frage, wieso
gerade bei Lokalisationsaufgaben signifikante Unterschiede bestanden.
Hierbei müssen eventuell Aspekte diskutiert werden, die über herkömmli¬
che Annahmen der Cognitive Load Theorie (Chandler & Sweller 1992) hi¬
nausgehen. Eventuell spielen hierbei unterschiedliche Verarbeitungsprozes¬
se für visuell-räumliche Information beim Hör- und Leseverstehen im Ar¬
beitsgedächtnis eine Rolle (Baddeley 1986). Es konnte gezeigt werden, dass
beim Behalten von reinem Text Hörer Lesem bei der Konstruktion visuell¬
räumlicher Repräsentationen (Hömig et al. 1999; Kaup et al. 1997) überle¬
gen sind. Dabei wird vermutet, dass das Lesen und die Konstruktion visuell¬
räumlicher Repräsentationen aufgrund gemeinsam genutzter Komponenten
des Arbeitsgedächtnisses interferieren. Diese modalitätsspezifischen Verar¬
beitungsbedingungen im Arbeitsgedächtnis könnten mit dazu beigetragen ha¬
ben, dass gerade bei Lokalisationsaufgaben beim Lernen mit Text und Bil¬
dern Hörer Lesem überlegen sind, dagegen nicht bei der Konstruktion ande¬
rer mentaler Repräsentationen. Allerdings stellt sich wie auch bei der Bear¬
beitung von reinem Text die Frage, wieweit bei schwierigeren und längeren
Texten, insbesondere wenn keine Begrenzung der Arbeitszeit vorliegt, diese
Unterschiede auch auftreten, oder ob Leser aufgrand der höheren Selbst¬
steuerung diesen Nachteil dann kompensieren können. Weitere For¬
schungsarbeiten müssen untersuchen, wieweit die kognitive Belastung ei¬
nen Einfluss auf die Konstruktion mentaler Repräsentationen bei der Verar¬
beitung von Hörtext mit Bildern als auch bei Lesetext mit Bildern hat.
Hierbei müssen sowohl die Textschwierigkeit, die Dauer der Verarbei¬
tungszeit als auch die Art der Visualisierung variiert werden. Zudem muss
berücksichtigt werden, wieweit Text- und Bildmaterial redundant sind oder
ob bestimmte Inhalte nur in einer Repräsentationsform vorhanden sind.
Es stellte sich auch die Frage, wieweit Unterschiede des Hör- und Lesever¬
stehens bei der Textverarbeitung und der Text- und Bildverarbeitung vor¬
liegen. So wurde etwa in der reinen Textbedingung postuliert, dass Leser
besser beim Gedächtnis für Detailwissen abschneiden, jedoch bei der Text-
und Bildbedingung Hörer bessere Lemleistungen zeigen. Es konnten jedoch
keine signifikanten Interaktionen bei den einzelnen mentalen Repräsentati¬
onen festgestellt werden. Möglicherweise zeigen sich derartige spezifische
Effekte erst bei einer höheren kognitiven Belastung des Arbeitsgedächtnis¬
ses, etwa bei längerem oder schwierigerem Textmaterial. Hierbei kann auch
das Verhältnis von Text und Bildinformationen eine wesentliche Rolle spie¬
len. Da in der vorliegenden Arbeit die Abbildungen wesentliche Inhalte des
Textes visualisierten und somit eine gewisse Redundanz zwischen Text-
und Bildinformationen bestand, war möglicherweise eine geringere kogni¬
tive Belastung für Lemer als in anderen einschlägigen Arbeiten vorhanden.
Die verschiedenen Forschungsarbeiten zum Hör- und Leseverstehen beim
Textverstehen und Text- und Bildverstehen machen deutlich, dass es sehr
stark vom Lernmaterial und den Untersuchungsbedingungen ist, ob, und
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wenn ja, welche Unterschiede bei der Konstruktion mentaler Repräsentati¬
onen auftreten. In der vorliegenden Arbeit konnte anhand von relativ einfa¬
chem und kurzem Textmaterial unter anderem gezeigt werden, dass Hörer
bessere Lemleistungen als Leser bei der Konstruktion visuell-räumlicher
Repräsentationen erbringen. Hierbei scheinen spezifische Verarbeitungsbe¬
dingungen von Hör- und Lesetext im Arbeitsgedächtnis eine Rolle zu spie¬
len. Um die Ergebnisse der vorliegenden Untersuchung jedoch generalisie¬
ren zu können, müssen weitere Untersuchungen erfolgen, die das Hör- und
Leseverstehen miteinander vergleichen. Dabei sollten sowohl Texte mit un¬
terschiedlicher Schwierigkeit berücksichtigt werden als auch unterschiedli¬
che Arten von Bildern eingesetzt werden. Bei der Verarbeitung von Text
mit Bildern sollte auch berücksichtigt werden, in welchem Verhältnis die
Text- und die Bildinformationen stehen und somit der Grad der kognitiven
Belastung variiert werden. Zudem muss untersucht werden, wieweit sich
die berichteten Ergebnisse replizieren lassen, wenn die Teilnehmer interak¬
tiver mit dem Lernmaterial umgehen können und die Dauer Verarbeitungs¬
zeit variiert wird. Auch verschiedene Stichproben mit unterschiedlichem
Kommunikationsschwerpunkt müssen berücksichtigt werden. Ohne weitere
Untersuchungen, die unter verschiedenen Lembedingungen die Konstrukti¬
on verschiedener mentaler Repräsentationen vergleichen, besteht die Ge¬
fahr, dass Effekte des multimedialen Lernens, wie etwa der Modality Ef¬
fect, übergeneralisiert werden. Forschungsarbeiten zur Verarbeitung von
Text und Bildern, sind nicht nur aus wissenschaftlicher sondern auch aus
anwendungsorientierter Perspektive bedeutsam, damit die Gestaltung von
Lehr- und Lemumgebungen nicht nur auf intuitiven Vorgehensweisen be¬
ruht, sondern dabei auch auf empirisch gesicherte Befunde zurückgegriffen
werden kann.
Anmerkungen: Wir bedanken uns sehr herzlich bei Frau Petra Entzminger
für zahlreiche Korrekturen an dem Manuskript. Zudem möchten wir uns bei
den Vordiplomsstudenten des Studiengangs Psychologie an der Universität
Koblenz-Landau/Campus Landau für die Teilnahme an der Untersuchung
bedanken.
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Anhang I
Beispiele der Fragen zu Erfassung unterschiedlicher mentaler Repräsentationen
1. Bildoberfläche




Die folgenden Sätze sind inhaltlich alle richtig, bitte sagen Sie, ob der folgende Satz exakt die gleiche
Formulierung hatte.
+ „Das Industriegebiet mit verschiedenen Fabriken und Betrieben, ist im SQden der Stadt angesiedelt."
richtig 0 falsch O
3. Gedächtnis Detailwissen
+ Welchen Namen hat der Fußballclub von Polla?
4. Visuell-räumliches Modell
-i- Bitte zeichnen Sie den Verlauf des Flusses in die leere Karte der Stadt ein?
5. Verständnis Inhalt
+ Welche beiden Parteien würden bei der Verkehrspolitik am ehesten miteinander koalieren?
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