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Abstract. We develop an inverse scattering transform formalism for the “good”
Boussinesq equation on the line. Assuming that the solution exists, we show that it
can be expressed in terms of the solution of a 3×3 matrix Riemann-Hilbert problem.
The Riemann-Hilbert problem is formulated in terms of two reflection coefficients
whose definitions involve only the initial data, and it has a form which makes it
suitable for the evaluation of long-time asymptotics via Deift-Zhou steepest descent
arguments.
AMS Subject Classification (2010): 35G25, 35Q15, 37K15.
Keywords: Spectral analysis, Boussinesq equation, Riemann-Hilbert problem, inverse
scattering transform, initial value problem.
1. Introduction
About 150 years ago, the French mathematician Joseph Boussinesq derived an
equation for shallow water waves propagating in a rectangular channel [2]. In nondi-
mensional units, this equation—now known as the Boussinesq equation—takes the
form
utt − uxx − (u2)xx − uxxxx = 0, (1.1)
where u(x, t) is a real-valued function and subscripts denote partial derivatives, see [2,
Eq. (26)]. Equation (1.1) also describes ion sound waves in a plasma [18] and lattice
waves in the continuum approximation of the Fermi-Pasta-Ulam problem [19, 20].
The sign of the term (u2)xx in (1.1) can be reversed by replacing u by −u. More-
over, replacing u by u − 1 switches the sign of the uxx term. The sign of the uxxxx
term is more fundamental. In fact, since the utt and uxxxx terms in (1.1) have op-
posite signs, equation (1.1) is linearly ill-posed and is therefore sometimes referred
to as the “bad” Boussinesq equation. This is in contrast to the “good” Boussinesq
equation
utt − uxx + (u2)xx + uxxxx = 0, (1.2)
in which the utt and uxxxx terms have the same sign. Equation (1.2) models the
nonlinear dynamics of waves in a weakly dispersive medium and is also known as the
“nonlinear string equation” [12].
E-mail address: cchar@kth.se, jlenells@kth.se.
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2 THE “GOOD” BOUSSINESQ EQUATION
Both the good and the bad Boussinesq equations are integrable. In fact, explicit
formulas for the multisoliton solutions of (1.1) were found by Hirota using the bi-
linear transformation method [14], a Lax pair was presented in [20], and an inverse
scattering scheme was outlined in [21]. Hirota’s bilinear method was further used in
[5] to derive rational solutions of (1.1). First results on the well-posedness of (1.2)
were presented in [1] where it was shown to be locally well-posed for initial data
u(x, 0) and ut(x, 0) in H
s(R) × Hs−2(R) with s > 5/2. The initial-boundary value
problem for (1.2) on the half-line was studied in [13].
The uxx terms in (1.1) and (1.2) can be removed by replacing u by u− 12 and u+ 12 ,
respectively, and the two equations then reduce to
utt + σ((u
2)xx + uxxxx) = 0, σ = ±1, (1.3)
where σ = 1 and σ = −1 correspond to the good and bad versions, respectively.
An inverse scattering transform formalism for the solution on the line of (1.3) with
σ = −1 has been developed by Deift, Tomei, and Trubowitz [7].
In this paper, we develop an inverse scattering transform formalism for the solution
of (1.3) with σ = 1. For later convenience, we will rescale the coefficients in (1.3)
slightly and consider the following equation:
utt +
4
3
(u2)xx +
1
3
uxxxx = 0. (1.4)
Following [7, 20], equation (1.4) can be rewritten as the system{
vt +
1
3
uxxx +
4
3
(u2)x = 0,
ut = vx,
(1.5)
which is equivalent to (1.4) provided that the initial data u1(x) := ut(x, 0) satisfy∫
R
u1(x)dx = 0, (1.6)
see Lemma 2.8 for details. The system (1.5) admits the Lax pair representation [20]
Lt + [L,A] = 0, (1.7)
where the Lax operators L and A are defined by
L = ∂3x + 2u∂x + ux + v, A = ∂
2
x +
4u
3
. (1.8)
Assuming that the solution of (1.5) exists, we will show that it can be expressed
in terms of the solution of a 3 × 3 matrix Riemann-Hilbert (RH) problem whose
jump matrix is expressed in terms of two reflection coefficients r1(k) and r2(k). The
fact that the RH problem involves 3 × 3 matrices is related to the fact that the
operator L in (1.8) is third order. As usual in the implementation of the inverse
scattering transform, the reflection coefficients are defined in terms of the initial
data via linear integral equations. For simplicity, we will restrict ourselves to smooth
solitonless solutions which have rapid decay as |x| → ∞. Our main results are stated
in Theorem 2.3 and Theorem 2.6 and can be summarized as follows:
− Theorem 2.3 studies the map from the initial data {u(x, 0), v(x, 0)} to the scat-
tering data {r1(k), r2(k)}. In particular, it establishes several properties of the
functions r1(k) and r2(k), such as their behavior as k → 0.
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Figure 1. The contour Γ and the open sets Dn, n = 1, . . . , 6, which decompose the
complex k-plane.
− Theorem 2.6 shows that the solution {u(x, t), v(x, t)} of (1.5) can be recovered
from the solution M(x, t, k) of a 3× 3 matrix RH problem via the relations
u(x, t) = −3
2
∂
∂x
lim
k→∞
k
[
(M(x, t, k))33 − 1
]
,
v(x, t) = −3
2
∂
∂t
lim
k→∞
k
[
(M(x, t, k))33 − 1
]
.
(1.9)
The jump contour Γ of this RH problem consists of the three lines R ∪ ωR ∪ ω2R
where ω = e2pii/3, see Figure 1, and the jump matrix is given explicitly in terms
of r1(k) and r2(k), see (2.11).
The above theorems are formulated for the system (1.5). As corollaries, we obtain
analogous results for equation (1.4) provided that u satisfies (1.6). Moreover, if u
satisfies (1.4) then
uˆ(x, t) =
4√
3
u
(
x
31/4
, t
)
+
1
2
(1.10)
satisfies (1.2). Hence, as corollaries, we also obtain results for equation (1.2) under
the finite background density assumption that the solution approaches 1/2 as x →
±∞. Finite density boundary conditions have been frequently studied for integrable
equations, see e.g. [11].
Remark 1.1. The assumption (1.6) ensures that the integral
∫
R udx does not grow
linearly but is conserved in time. Indeed, assuming that u has sufficient smoothness
and decay and letting u0(x) := u(x, 0), it follows immediately from (1.4) that
d2
dt2
∫
R
udx = 0, i.e.
∫
R
udx =
(∫
R
u1dx
)
t+
∫
R
u0dx. (1.11)
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As usual in the implementation of the inverse scattering transform, the RH solution
M appearing in the expressions (1.9) for u and v is constructed via a spectral analysis
of the associated Lax operator L in (1.8). In the case at hand, it turns out that the
spectral analysis of L naturally leads to eigenfunctions which are singular at the
origin of the spectral k-plane. More precisely, we will show that M has a double pole
at k = 0 for generic initial data (for general initial data, it has at most a double pole
at k = 0). This has the effect that the RH problem for M has a somewhat unusual
form which is singular at the origin. Nevertheless, by prescribing the structure of
the behavior both at the origin and at infinity, we can still ensure uniqueness of the
solution of the RH problem for M . In fact, the handling of the singularity at k = 0
is one of the main difficulties in the proof of Theorem 2.6.
Apart from the immediate goal of implementing the inverse scattering transform
for the good Boussinesq equation (1.4), one of the main driving forces behind the
present work was the larger objective of obtaining detailed asymptotic formulas for
the solution of the (good and bad) Boussinesq equation. In the 1990s, Deift and
Zhou introduced a steepest descent method for RH problems, which is particularly
well-suited for the evaluation of asymptotics for integrable PDEs [10]. Although
the Deift-Zhou method by now has been successfully applied to a large number of
asymptotic problems for nonlinear integrable PDEs, the question of finding the long-
time asymptotics for the different versions of the Boussinesq equation remains an
outstanding problem [6]. There are several reasons why the analysis of the Boussinesq
equation is considerably more complicated than the analysis of many other integrable
equations, such as the nonlinear Schro¨dinger equation. One major reason is that the
spectral problem is third-order; another is that the eigenfunctions have additional
singularities (in our case at the origin).
One of the main advantages of the solution representation featured in Theorem
2.6 is that it is conducive to the evaluation of long-time asymptotics via Deift-Zhou
steepest descent arguments. In fact, in [4], the representation of Theorem 2.6 together
with a steepest descent analysis are used to establish asymptotic formulas for the
solution of (1.4).
1.1. Outline of the paper. The main results (Theorem 2.3 and Theorem 2.6) are
stated in Section 2. In Section 3, we begin the spectral analysis. We first transform
the third-order spectral problem Lϕ = λϕ into a convenient matrix form which makes
the underlying symmetries manifest. We then construct eigenfunctions X and Y of
this matrix equation which are normalized at x = +∞ and x = −∞, respectively,
and we study the scattering matrix s(k) which relates X and Y . Since the spectral
problem is third-order, the eigenfunctions X and Y alone are not sufficient for the
formulation of a RH problem (the analyticity domains of their columns are not large
enough to cover the whole complex plane). We therefore proceed as in [16] and define
two further eigenfunctions XA and Y A and an associated scattering matrix sA; if the
initial data have compact support, XA is the inverse transpose of X, but this is not
the case for general initial data. Section 3 concludes with the proof of Theorem 2.3.
In Section 4, we define the 3 × 3 matrix valued function M as the solution of a
Fredholm integral equation. In Section 5, we complete the proof of Theorem 2.6
by relating M to the functions X, Y , XA, Y A and showing that it satisfies a 3 × 3
matrix RH problem. Section 6 presents some numerical verifications of the results of
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the earlier sections. The proof of uniqueness for the RH problem for M is postponed
to an appendix.
2. Main results
Our results are formulated in terms of two spectral functions r1(k) and r2(k), which
can be viewed as the “reflection coefficients” for the system (1.5) determined by the
initial data
u0(x) := u(x, 0), v0(x) := v(x, 0).
The functions r1(k) and r2(k) can also be thought of as nonlinear Fourier transforms
of the initial data. They are used to formulate a RH problem from which the solution
{u(x, t), v(x, t)} can be obtained. We first consider the direct problem, i.e., the
construction of {rj(k)}21 in terms of the initial data {u0(x), v0(x)}.
2.1. The direct problem. Let S(R) denote the Schwartz class of rapidly decaying
functions on the real line. Let u0, v0 ∈ S(R) be two real-valued functions. The
reflection coefficients r1(k) and r2(k) associated to u0, v0 are defined as follows (we
refer to Section 3 for the origin of the following definitions and for full proofs that
the introduced functions are well-defined).
Let ω := e
2pii
3 and define {lj(k), zj(k)}3j=1 by
lj(k) = ω
jk, zj(k) = ω
2jk2, k ∈ C. (2.1)
Let the matrix-valued function U(x, k) be given by
U(x, k) = P (k)−1
 0 0 00 0 0
−v0(x)− u0x(x) −2u0(x) 0
P (k), (2.2)
where
P (k) =
 ω ω2 1ω2k ωk k
k2 k2 k2
 . (2.3)
Define the 3 × 3-matrix valued eigenfunctions X(x, k) and XA(x, k) as the unique
solutions of the Volterra integral equations
X(x, k) = I −
∫ ∞
x
e(x−x
′)L̂(k)(UX)(x′, k)dx′, (2.4a)
XA(x, k) = I +
∫ ∞
x
e−(x−x
′)L̂(k)(UTXA)(x′, k)dx′, (2.4b)
where L = diag (l1, l2, l3), Lˆ denotes the operator which acts on a 3× 3 matrix A by
LˆA = [L, A] (i.e. eLˆA = eLAe−L), and UT denotes the transpose of U. Define s(k)
and sA(k) by
s(k) = I −
∫
R
e−xL̂(k)(UX)(x, k)dx, (2.5)
sA(k) = I +
∫
R
exL̂(k)(UTXA)(x, k)dx. (2.6)
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The two spectral functions {rj(k)}21 are defined by{
r1(k) =
(s(k))12
(s(k))11
, k ∈ (0,∞),
r2(k) =
(sA(k))12
(sA(k))11
, k ∈ (−∞, 0). (2.7)
2.1.1. Assumption of no solitons. We will show in Proposition 3.5 that the entries
(s(k))11 and (s(k))12 of s(k) that appear in (2.7) are smooth functions of k ∈ (0,∞).
Similarly, we will show in Proposition 3.9 that the entries (sA(k))11 and (s
A(k))12
in (2.7) are smooth functions of k ∈ (−∞, 0). Thus r1(k) and r2(k) are smooth on
their respective domains, except possibly at points where s11 and s
A
11 have zeros. The
possible zeros of s11 and s
A
11 are related to the presence of solitons. In this paper, we
will only consider solitonless (i.e., pure radiation) solutions; it is well-known how to
handle the case when solitons are present by considering a RH problem with poles
and corresponding residue conditions, see e.g. [16] for a 3× 3 matrix case.
Propositions 3.5 and 3.9 imply that s11 and s
A
11 have analytic continuations to D1
and D4, respectively, where Dn, n = 1, . . . , 6, are the open sectors of the complex
k-plane displayed in Figure 1. Our main results will be stated under the following
assumption.
Assumption 2.1 (Absence of solitons). Assume that (s(k))11 and (s
A(k))11 are
nonzero for k ∈ D¯1 \ {0} and k ∈ D¯4 \ {0}, respectively.
2.1.2. Assumption of generic behavior at k = 0. It turns out that each of the four
functions s11, s12, s
A
11, and s
A
12 that appear in (2.7) has at most a double pole at
k = 0 (see Propositions 3.5 and 3.9). Moreover, s12 has a double pole if and only if
s11 has a double pole, and s
A
12 has a double pole if and only if s
A
11 has a double pole,
see (3.45) and (3.71). For simplicity, we will restrict ourselves to the generic case in
which all of these four functions have double poles. Our main results will therefore
be stated under the following assumption.
Assumption 2.2 (Generic behavior at k = 0). Assume that
lim
k→0
k2(s(k))11 6= 0, lim
k→0
k2(sA(k))11 6= 0.
2.1.3. Statement of the first theorem. We can now state our first theorem, which
concerns the direct problem, that is, the map from {u0, v0} to {rj}2j=1.
Theorem 2.3 (Properties of r1(k) and r2(k)). Suppose u0, v0 ∈ S(R) are such that
Assumptions 2.1 and 2.2 hold. Then the spectral functions r1 : (0,∞) → C and
r2 : (−∞, 0)→ C are well-defined by (2.7) and have the following properties:
(i) r1 ∈ C∞((0,∞)) and r2 ∈ C∞((−∞, 0)).
(ii) The functions r1(k), r2(k), and their derivatives ∂
j
kr`(k) have continuous bound-
ary values at k = 0 for ` = 1, 2 and for all j = 0, 1, 2, . . ., and there exist
expansions
r1(k) = r1(0) + r
′
1(0)k +
1
2
r′′1(0)k
2 + · · · , k → 0, k > 0, (2.8a)
r2(k) = r2(0) + r
′
2(0)k +
1
2
r′′2(0)k
2 + · · · , k → 0, k < 0, (2.8b)
which can be differentiated termwise any number of times.
(iii) The leading coefficients are given by
r1(0) = ω, r2(0) = 1. (2.9)
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(iv) r1(k) and r2(k) are rapidly decreasing as |k| → ∞, i.e.,
max
j=0,1,...,N
sup
k∈(0,∞)
(1 + k)N |∂jkr1(k)| <∞, (2.10a)
max
j=0,1,...,N
sup
k∈(−∞,0)
(1 + |k|)N |∂jkr2(k)| <∞, (2.10b)
for each integer N ≥ 0.
Proof. See Section 3.9. 
2.2. The inverse problem. We next consider the inverse problem of recovering
{u0, v0} from the scattering data. Since we are assuming that no solitons are present,
the scattering data consists only of the two reflection coefficients r1(k) and r2(k). We
will show that the inverse problem can be solved by means of a RH problem for a
3×3-matrix valued function M whose jump matrix is expressed in terms of r1 and r2.
As usual in the implementation of the inverse scattering transform, the time evolution
of the scattering data is very simple. By including this simple time-dependence in
the definition of the jump matrix, we obtain the solution {u(x, t), v(x, t)} at any later
time t from the relations (1.9). We first give the definition of the RH problem.
2.2.1. The RH problem for M . Let Γ be the contour consisting of the three lines
R∪ωR∪ω2R oriented away from the origin as in Figure 1. For 1 ≤ i 6= j ≤ 3, define
θij ≡ θij(x, t, k) by
θij(x, t, k) = (li − lj)x+ (zi − zj)t.
Define the jump matrix v(x, t, k) for k ∈ Γ by
v1 =
 1 −r1(k)e−θ21 0r∗1(k)eθ21 1− |r1(k)|2 0
0 0 1
 ,
v2 =
1 0 00 1− r2(ωk)r∗2(ωk) −r∗2(ωk)e−θ32
0 r2(ωk)e
θ32 1
 ,
v3 =
1− r1(ω2k)r∗1(ω2k) 0 r∗1(ω2k)e−θ310 1 0
−r1(ω2k)eθ31 0 1
 ,
v4 =
1− |r2(k)|2 −r∗2(k)e−θ21 0r2(k)eθ21 1 0
0 0 1
 ,
v5 =
1 0 00 1 −r1(ωk)e−θ32
0 r∗1(ωk)e
θ32 1− r1(ωk)r∗1(ωk)
 ,
v6 =
 1 0 r2(ω2k)e−θ310 1 0
−r∗2(ω2k)eθ31 0 1− r2(ω2k)r∗2(ω2k)
 , (2.11)
where vj denotes the restriction of v to the subcontour of Γ labeled by j in Figure
1. We consider the following RH problem.
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RH problem 2.4 (RH problem forM). Find a 3×3-matrix valued function M(x, t, k)
with the following properties:
(a) M(x, t, ·) : C \ Γ→ C3×3 is analytic.
(b) The limits of M(x, t, k) as k approaches Γ \ {0} from the left and right exist, are
continuous on Γ\{0}, and are denoted by M+ and M−, respectively. Furthermore,
they are related by
M+(x, t, k) = M−(x, t, k)v(x, t, k), k ∈ Γ. (2.12)
(c) As k →∞, k /∈ Γ, we have
M(x, t, k) = I +
M (1)(x, t)
k
+
M (2)(x, t)
k2
+O
(
1
k3
)
,
where the matrices M (1) and M (2) depend on x and t but not on k, and satisfy
M
(1)
12 = M
(1)
13 = M
(2)
12 +M
(2)
13 = 0. (2.13)
(d) There exist matrices {M(l)1 (x, t)}+∞l=−2 depending on x and t but not on k such
that, for any N ≥ −2,
M(x, t, k) =
N∑
l=−2
M(l)1 (x, t)kl +O(kN+1) as k → 0, k ∈ D¯1. (2.14)
Furthermore, there exist scalar coefficients α, β, γ, δ,  depending on x and t, but
not on k, such that
M(−2)1 (x, t) = α(x, t)
ω 0 0ω 0 0
ω 0 0
 , (2.15)
M(−1)1 (x, t) = β(x, t)
ω2 0 0ω2 0 0
ω2 0 0
+ γ(x, t)
ω2 0 01 0 0
ω 0 0

+ δ(x, t)
0 1− ω 00 1− ω 0
0 1− ω 0
 , (2.16)
and the third column of M(0)1 (x, t) is given by
[M(0)1 (x, t)]3 = (x, t)
11
1
 . (2.17)
(e) M satisfies the symmetries
M(x, t, k) = AM(x, t, ωk)A−1 = BM(x, t, k)B, k ∈ C \ Γ, (2.18)
where
A :=
0 0 11 0 0
0 1 0
 and B :=
0 1 01 0 0
0 0 1
 . (2.19)
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The functions α, β, γ, δ,  are not prescribed in the formulation of the RH prob-
lem 2.4. Nevertheless, as we show in Appendix A, the solution M is still uniquely
determined thanks to the additional assumptions (2.13) on the behavior at k =∞.
2.2.2. Statement of the second theorem. Our second theorem states that the solution
{u(x, t), v(x, t)} of the Boussinesq equation (1.5) can be recovered from the solution
M(x, t, k) of the RH problem 2.4 via the relations (1.9). Although it is possible to
carry out all the arguments under more restricted regularity and decay assumptions,
we will only deal with Schwartz class solutions for simplicity.
Definition 2.5. We call {u(x, t), v(x, t)} a Schwartz class solution of (1.5) with
existence time T ∈ (0,∞] and initial data u0, v0 ∈ S(R) if
(i) u, v are smooth real-valued functions of (x, t) ∈ R× [0, T ).
(ii) u, v satisfy (1.5) for (x, t) ∈ R× [0, T ) and
u(x, 0) = u0(x), v(x, 0) = v0(x), x ∈ R.
(iii) u, v have rapid decay as |x| → ∞ in the sense that, for each integer N ≥ 1,
sup
x∈R
t∈[0,T )
N∑
i=0
(1 + |x|)N(|∂ixu|+ |∂ixv|) <∞.
The second theorem can now be stated.
Theorem 2.6 (Solution of (1.5) via inverse scattering). Suppose {u(x, t), v(x, t)} is
a Schwartz class solution of (1.5) with existence time T ∈ (0,∞] and initial data
u0, v0 ∈ S(R) such that Assumptions 2.1 and 2.2 hold. Define the spectral functions
rj(k), j = 1, 2, in terms of u0, v0 by (2.7). Then the RH problem 2.4 has a unique
solution M(x, t, k) for each (x, t) ∈ R × [0, T ) and the formulas (1.9) expressing
{u(x, t), v(x, t)} in terms of M are valid for all (x, t) ∈ R× [0, T ).
Proof. See Section 5. 
2.3. Corollaries. We have stated Theorem 2.3 and Theorem 2.6 for the system (1.5).
We can easily obtain analogous results for equation (1.4) as corollaries provided that
u1 has zero mean. We begin by making the notion of solution of (1.4) precise.
Definition 2.7. We call u(x, t) a Schwartz class solution of (1.4) with existence time
T ∈ (0,∞] and initial data u0, u1 ∈ S(R) if
(i) u is a smooth real-valued function of (x, t) ∈ R× [0, T ).
(ii) u satisfies (1.4) for (x, t) ∈ R× [0, T ) and
u(x, 0) = u0(x), ut(x, 0) = u1(x), x ∈ R.
(iii) u has rapid decay as |x| → ∞ in the sense that, for each integer N ≥ 1,
sup
x∈R
t∈[0,T )
N∑
i=0
(1 + |x|)N |∂ixu| <∞. (2.20)
The next lemma shows that equation (1.4) is equivalent to the system (1.5) pro-
vided that u1 has zero mean.
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Lemma 2.8. Let T ∈ (0,∞]. If {u, v} is a Schwartz class solution of (1.5) with
existence time T and initial data u0, v0 ∈ S(R), then u is Schwartz class solution of
(1.4) with existence time T and initial data u0, u1 ∈ S(R), where u1(x) = ut(x, 0);
moreover, u1 satisfies (1.6).
Conversely, suppose u is Schwartz class solution of (1.4) with existence time T
and initial data u0, u1 ∈ S(R) such that (1.6) holds. Let
v(x, t) =
∫ x
−∞
ut(x
′, t)dx′, v0(x) =
∫ x
−∞
u1(x
′)dx′. (2.21)
Then {u, v} is a Schwartz class solution of (1.5) with existence time T and initial
data u0, v0 ∈ S(R).
Proof. Suppose {u, v} is a Schwartz class solution of (1.5) with existence time T and
initial data u0, v0 ∈ S(R). Differentiating the first equation in (1.5) with respect to x
and using the second equation in (1.5) to replace vtx with utt, we find that u satisfies
(1.4) with initial data u0(x) = u(x, 0) and u1(x) = ut(x, 0) = v0x(x).
For the converse, suppose u is Schwartz class solution of (1.4) with existence time T
and initial data u0, u1 ∈ S(R). We see from (1.4) that (2.20) holds with u replaced by
utt. Then, writing ut(x, t) =
∫ t
t0
utt(x, t
′)dt′, we infer from straightforward estimates
that (2.20) holds also with u replaced by ut. Define v by (2.21). It follows from
(1.6) and (1.11) that
∫
R udx is conserved in time. Thus
∫
R ut(x
′, t)dx′ = 0 and hence
(2.20) holds also with u replaced by v. Integration of (1.4) from −∞ to x yields∫ x
−∞
utt(x
′, t)dx′ +
1
3
uxxx +
4
3
(u2)x = 0.
Since ∫ x
−∞
utt(x
′, t)dx′ = vt(x, t),
we conclude that u, v satisfy (1.5). 
In view of Lemma 2.8, we immediately obtain the following corollary of Theorems
2.3 and 2.6.
Corollary 2.9 (Solution of (1.4) via inverse scattering). Suppose u(x, t) is a Schwartz
class solution of (1.4) with existence time T ∈ (0,∞] and initial data u0, u1 ∈ S(R)
such that
∫
R u1dx = 0. Define v0 ∈ S(R) by (2.21) and define r1 : (0,∞) → C and
r2 : (−∞, 0) → C by (2.7). Suppose Assumptions 2.1 and 2.2 hold. Then r1 and
r2 have all the properties listed in Theorem 2.3. Moroever, the RH problem 2.4 has
a unique solution M(x, t, k) for each (x, t) ∈ R × [0, T ) and the formula in (1.9)
expressing u in terms of M is valid for all (x, t) ∈ R× [0, T ).
Since the transformation (1.10) takes solutions of (1.4) to solutions of (1.2), we
can also express our results in terms of solutions of (1.2).
Definition 2.10. We call uˆ(x, t) a background density 1/2 solution of (1.2) with
existence time T ∈ (0,∞] and initial data uˆ0 ∈ 12 + S(R), uˆ1 ∈ S(R) if
(i) uˆ is a smooth real-valued function of (x, t) ∈ R× [0, T ).
(ii) uˆ satisfies (1.2) for (x, t) ∈ R× [0, T ) and
uˆ(x, 0) = uˆ0(x), uˆt(x, 0) = uˆ1(x), x ∈ R.
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(iii) uˆ has rapid decay to 1/2 as |x| → ∞ in the sense that, for each integer N ≥ 1,
sup
x∈R
t∈[0,T )
N∑
i=0
(1 + |x|)N ∣∣∂ix(uˆ− 12)∣∣ <∞.
In view of (1.10), Corollary 2.9 can be reformulated as follows.
Corollary 2.11 (Solution of (1.2) via inverse scattering). Suppose uˆ(x, t) is a back-
ground density 1/2 solution of (1.2) with existence time T ∈ (0,∞] and initial data
uˆ0 ∈ 12 + S(R), uˆ1 ∈ S(R) such that
∫
R uˆ1(x)dx = 0. Define u0, v0 ∈ S(R) by
u0(x) =
√
3
4
(
uˆ0(3
1/4x)− 1
2
)
, v0(x) =
√
3
4
∫ x
−∞
uˆ1(3
1/4x′)dx′,
and define r1 : (0,∞) → C and r2 : (−∞, 0) → C in terms of u0, v0 by (2.7).
Suppose Assumptions 2.1 and 2.2 hold. Then r1 and r2 have all the properties listed
in Theorem 2.3. Moroever, the RH problem 2.4 has a unique solution M(x, t, k) for
each (x, t) ∈ R × [0, T ) and the following formula for uˆ in terms of M is valid for
(x, t) ∈ R× [0, T ):
uˆ(x, t) =
1
2
− 2 · 33/4 ∂
∂x
lim
k→∞
k
(
M33
(
x
31/4
, t, k
)
− 1
)
.
Our next and last corollary is useful for the evaluation of long-time asymptotics of
the solution u(x, t) via steepest descent arguments. The RH problem 2.4 is singular
at the origin in the sense that the solution M is allowed to have a double pole at
k = 0. It is therefore not very convenient to perform a steepest descent analysis of
this RH problem. We can obtain a RH problem which is regular at the origin by
introducing the row-vector-valued function n by
n(x, t, k) =
(
ω ω2 1
)
M(x, t, k). (2.22)
Indeed, since the coefficients of k−2 and k−1 in the expansion of M at k = 0 are
such that they vanish when premultiplied by the row-vector (ω, ω2, 1) (see (2.15) and
(2.16)), the function n satisfies the following vector RH problem.
RH problem 2.12 (RH problem for n). Find a 1 × 3-row-vector valued function
n(x, t, k) with the following properties:
(a) n(x, t, ·) : C \ Γ→ C1×3 is analytic.
(b) The limits of n(x, t, k) as k approaches Γ \ {0} from the left and right exist, are
continuous on Γ\{0}, and are denoted by n+ and n−, respectively. Furthermore,
they are related by
n+(x, t, k) = n−(x, t, k)v(x, t, k), k ∈ Γ \ {0}. (2.23)
(c) n(x, t, k) = (ω, ω2, 1) +O(k−1) as k →∞.
(d) n(x, t, k) = O(1) as k → 0.
The RH problem for n is regular at the origin and is clearly simpler than the RH
problem for M . Moreover, the solution {u, v} of (1.5) can be recovered from n via
the relations {
u(x, t) = −3
2
∂
∂x
limk→∞ k(n3(x, t, k)− 1),
v(x, t) = −3
2
∂
∂t
limk→∞ k(n3(x, t, k)− 1).
(2.24)
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However, we have not been able to establish uniqueness of the solution of the RH
problem for n except in special cases (this is the reason why we have chosen to
formulate Theorem 2.6 in terms of M rather than n). When performing a steepest
descent analysis, the existence of a unique solution follows from the analysis of a
small-norm RH problem. The following corollary, which follows easily from Theorem
2.6, is therefore useful for the evaluation of long-time asymptotics, see [4].
Corollary 2.13 (Solution of (1.5) in terms of n). Suppose the assumptions of Theo-
rem 2.6 hold. Let U be an open subset of R× [0,∞) and suppose that the solution of
the RH problem 2.12 for n is unique for each (x, t) ∈ U whenever it exists. Then the
RH problem 2.12 has a unique solution n(x, t, k) for each (x, t) ∈ U and the formulas
(2.24) are valid for all (x, t) ∈ U .
3. Spectral analysis
3.1. Preliminaries. The Lax pair (1.7) can be expressed as the compatibility con-
dition of the equations
Lϕ = k3ϕ, ϕt = Aϕ, (3.1)
where ϕ(x, t, k) is a scalar-valued eigenfunction and k ∈ C is a spectral parameter.
We can rewrite the first equation in (3.1), which is a third-order differential equation,
as a first order system by defining the vector
Φ =
 ϕϕx
ϕxx
 .
In terms of Φ, the equations in (3.1) can be written as{
Φx = L˜Φ,
Φt = Z˜Φ,
(3.2)
where L˜ ≡ L˜(x, t, k) and Z˜ ≡ Z˜(x, t, k) are given by
L˜ =
 0 1 00 0 1
k3 − ux − v −2u 0
 , Z˜ =
 43u 0 1k3 + ux
3
− v −2
3
u 0
uxx
3
− vx k3 − ux3 − v −23u
 . (3.3)
In order to treat the three linearly independent solutions at once, we rewrite (3.2) in
matrix form as {
X˜x = L˜X˜,
X˜t = Z˜X˜,
(3.4)
where X˜(x, t, k) is a 3× 3-matrix valued function. It can easily be verified by direct
computation that (1.5) is the compatibility condition of (3.4). Note that L˜ and Z˜
are traceless. The transformation
X˜(x, t, k) = P (k)Xˆ(x, t, k), (3.5)
where
P (k) =
 ω ω2 1ω2k ωk k
k2 k2 k2
 , ω = e 2pii3 , (3.6)
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transforms (3.4) into {
Xˆx = LXˆ,
Xˆt = ZXˆ,
(3.7)
where
L = P−1L˜P, Z = P−1Z˜P.
Note that the above transformation is valid only for k ∈ C \ {0}, because
detP (k) = −3ω(1− ω)k3. (3.8)
Let us define
J =
ω 0 00 ω2 0
0 0 1
 . (3.9)
Then
L(x, t, k) = L+O(1/k), Z(x, t, k) = Z +O(1), as k →∞, (3.10)
where the diagonal matrices L ≡ L(k) and Z ≡ Z(k) are defined by
L = lim
x→±∞
L = kJ, Z = lim
x→±∞
Z = k2J2. (3.11)
We denote the diagonal entries of these matrices by {lj(k)}3j=1 and {zj(k)}3j=1, re-
spectively:
L = diag(l1, l2, l3), Z = diag(z1, z2, z3). (3.12)
Defining
U = L− L, V = Z −Z, (3.13)
we can rewrite (3.7) as {
Xˆx − LXˆ = UXˆ,
Xˆt −ZXˆ = VXˆ,
(3.14)
and
lim
x→±∞
U = 0, lim
x→±∞
V = 0. (3.15)
In particular, the transformation (3.5) diagonalizes the highest-order terms in k as
k → ∞ of the Lax pair (3.4) and ensures that the lower-order terms decay as x →
±∞. The transformation
Xˆ = XeLx+Zt (3.16)
transforms (3.14) into {
Xx − [L, X] = UX,
Xt − [Z, X] = VX.
(3.17)
3.1.1. Symmetries of L and Z. The matrices L and Z satisfy the Z3 symmetry
L(k) = AL(ωk)A−1, Z(k) = AZ(ωk)A−1, (3.18)
and, since u and v are real-valued, the Z2 symmetry
L(k) = BL(k)B, Z(k) = BZ(k)B, (3.19)
where A and B are the matrices defined in (2.19).
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3.1.2. Decomposition of U and V. A computation shows that
U(x, t, k) =
U(2)(x, t)
k2
+
U(1)(x, t)
k
, (3.20a)
V(x, t, k) =
V(2)(x, t)
k2
+
V(1)(x, t)
k
+ V(0)(x, t), (3.20b)
where
U(2) = −v + ux
3
ω ω2 1ω ω2 1
ω ω2 1
 , U(1) = −2u
3
ω2 ω 1ω2 ω 1
ω2 ω 1
 ,
V(2) =
−3vx + uxx
9
ω ω2 1ω ω2 1
ω ω2 1
 , V(0) = 2u
3
 0 ω ω2ω2 0 ω
ω ω2 0
 ,
V(1) =
v
3
−2ω2 ω2 ω2ω −2ω ω
1 1 −2
+ (1− ω)ux
9
 0 1 −1−ω2 0 ω2
ω −ω 0
 .
3.2. The eigenfunctions X and Y . From now until the end of Section 3, we fix
t = 0 and abuse notation by writing U(x, k) for U(x, 0, k). Consider the x-part of the
Lax pair (3.17) evaluated at t = 0:
Xx − [L, X] = UX. (3.21)
We define two 3 × 3-matrix valued solutions X(x, k) and Y (x, k) of (3.21) as the
solutions of the linear Volterra integral equations
X(x, k) = I −
∫ ∞
x
e(x−x
′)L̂(k)(UX)(x′, k)dx′, (3.22a)
Y (x, k) = I +
∫ x
−∞
e(x−x
′)L̂(k)(UY )(x′, k)dx′. (3.22b)
We decompose the complex k-plane into the six open subsets {Dn}61 defined by (see
Figure 1)
D1 = {k ∈ C |Re l1 < Re l2 < Re l3},
D2 = {k ∈ C |Re l1 < Re l3 < Re l2},
D3 = {k ∈ C |Re l3 < Re l1 < Re l2},
D4 = {k ∈ C |Re l3 < Re l2 < Re l1},
D5 = {k ∈ C |Re l2 < Re l3 < Re l1},
D6 = {k ∈ C |Re l2 < Re l1 < Re l3},
and let S = {k ∈ C | arg k ∈ (2pi
3
, 4pi
3
)} denote the interior of D¯3 ∪ D¯4.
Proposition 3.1 (Basic properties of X and Y ). Suppose u0, v0 ∈ S(R). Then the
equations (3.22) uniquely define two 3×3-matrix valued solutions X and Y of (3.21)
with the following properties:
(a) The function X(x, k) is defined for x ∈ R and k ∈ (ω2S¯, ωS¯, S¯) \ {0}. For each
k ∈ (ω2S¯, ωS¯, S¯) \ {0}, X(·, k) is smooth and satisfies (3.21).
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(b) The function Y (x, k) is defined for x ∈ R and k ∈ (−ω2S¯,−ωS¯,−S¯) \ {0}. For
each k ∈ (−ω2S¯,−ωS¯,−S¯) \ {0}, Y (·, k) is smooth and satisfies (3.21).
(c) For each x ∈ R, the function X(x, ·) is continuous for k ∈ (ω2S¯, ωS¯, S¯) \ {0}
and analytic for k ∈ (ω2S, ωS,S) \ {0}.
(d) For each x ∈ R, the function Y (x, ·) is continuous for k ∈ (−ω2S¯,−ωS¯,−S¯)\{0}
and analytic for k ∈ (−ω2S,−ωS,−S) \ {0}.
(e) For each x ∈ R and each j = 1, 2, . . . , the partial derivative ∂jX
∂kj
(x, ·) has a
continuous extension to (ω2S¯, ωS¯, S¯) \ {0}.
(f) For each x ∈ R and each j = 1, 2, . . . , the partial derivative ∂jY
∂kj
(x, ·) has a
continuous extension to (−ω2S¯,−ωS¯,−S¯) \ {0}.
(g) For each n ≥ 1 and  > 0, there are bounded smooth positive functions f+(x) and
f−(x) of x ∈ R with rapid decay as x → +∞ and x → −∞, respectively, such
that the following estimates hold for x ∈ R and j = 0, 1, . . . , n:∣∣∣∣ ∂j∂kj (X(x, k)− I)
∣∣∣∣ ≤ f+(x), k ∈ (ω2S¯, ωS¯, S¯), |k| > , (3.23a)∣∣∣∣ ∂j∂kj (Y (x, k)− I)
∣∣∣∣ ≤ f−(x), k ∈ (−ω2S¯,−ωS¯,−S¯), |k| > . (3.23b)
(h) X and Y obey the following symmetries for each x ∈ R:
X(x, k) = AX(x, ωk)A−1 = BX(x, k)B, k ∈ (ω2S¯, ωS¯, S¯) \ {0}, (3.24a)
Y (x, k) = AY (x, ωk)A−1 = BY (x, k)B, k ∈ (−ω2S¯,−ωS¯,−S¯) \ {0}. (3.24b)
(i) If u0(x), v0(x) have compact support, then, for each x ∈ R, X(x, k) and Y (x, k)
are defined and analytic for k ∈ C \ {0} and detX = detY = 1.
Proof. The proof follows from a relatively straightforward analysis of the Volterra
equations (3.22); see e.g. [8] or Theorem 3.1 in [15] for similar proofs. The key point
of the argument is as follows. The third columns of the matrix equations (3.22)
involve the exponentials
e(x−x
′)(l1−l3), e(x−x
′)(l2−l3).
These exponentials are bounded in the following regions of the complex k-plane:
{Re l3 ≤ Re l1} ∩ {Re l3 ≤ Re l2} if x ≤ x′,
{Re l1 ≤ Re l3} ∩ {Re l2 ≤ Re l3} if x ≥ x′.
Since the equations in (3.22) are Volterra integral equations, these boundedness prop-
erties imply that the third column vectors of X and Y are bounded and analytic for
k in S and −S, respectively, as long as k stays away from the singularity at 0. The
symmetries (3.24) hold because if F denotes one of the 3×3-matrix valued functions
L and U, then F (k) = AF (ωk)A−1 = BF (k)B for k ∈ C. 
3.3. Asymptotics of X and Y as k → ∞. We next consider the behavior of the
eigenfunctions X and Y as k → ∞. Our goal is to prove Proposition 3.2 which
essentially states that the asymptotics of X and Y as k → ∞ can be obtained by
considering formal power series solutions of (3.21). Let us first find these formal
solutions.
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Equation (3.21) admits formal power series solutions
Xformal(x, k) = I +
X1(x)
k
+
X2(x)
k2
+ · · · ,
Yformal(x, k) = I +
Y1(x)
k
+
Y2(x)
k2
+ · · · ,
normalized at x =∞ and x = −∞, respectively:
lim
x→∞
Xj(x) = lim
x→−∞
Yj(x) = 0, j ≥ 1. (3.25)
Indeed, the function U is of the form
U(x, k) =
U1(x)
k
+
U2(x)
k2
,
where
U1(x) = U
(1)(x, 0), U2(x) = U
(2)(x, 0).
Substituting
X = I +
X1(x)
k
+
X2(x)
k2
+ · · ·
into (3.21), the off-diagonal terms of O(k−j) and the diagonal terms of O(k−j−1)
yield the relations{
[J,Xj+1] = ∂xX
(o)
j − (U1Xj−1)(o) − (U2Xj−2)(o),
∂xX
(d)
j+1 = (U1Xj)
(d) + (U2Xj−1)(d),
(3.26)
since L = kJ (see (3.11)), and where A(d) and A(o) denote the diagonal and off-
diagonal parts of a 3 × 3 matrix A, respectively. The coefficients {Xj(x), Yj(x)}
are uniquely determined recursively from (3.25)-(3.26), the equations obtained by
replacing {Xj} with {Yj} in (3.26), and the initial assignments
X−2 = Y−2 = 0, X−1 = Y−1 = 0, X0 = Y0 = I.
The first few coefficients are given by
X1(x) = − 2
3
∫ x
∞
u0(x
′)dx′
ω2 0 00 ω 0
0 0 1
 ,
X2(x) =
2u0(x)
3(1− ω)
 0 1 −1−ω 0 ω
ω2 −ω2 0

− 1
3
∫ x
∞
(v0 + u0x + 2u0(X1)33) (x
′)dx′
ω 0 00 ω2 0
0 0 1
 ,
Y1(x) =− 2
3
∫ x
−∞
u0(x
′)dx′
ω2 0 00 ω 0
0 0 1
 ,
Y2(x) =
2u0(x)
3(1− ω)
 0 1 −1−ω 0 ω
ω2 −ω2 0

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− 1
3
∫ x
−∞
(v0 + u0x + 2u0(Y1)33) (x
′)dx′
ω 0 00 ω2 0
0 0 1
 .
We can now describe the behavior of X and Y for large k.
Proposition 3.2 (Asymptotics of X and Y as k →∞). Suppose u0, v0 ∈ S(R). As
k →∞, X and Y coincide to all orders with Xformal and Yformal, respectively. More
precisely, let p ≥ 0 be an integer. Then the functions
X(p)(x, k) := I +
X1(x)
k
+ · · ·+ Xp(x)
kp
, (3.27)
Y(p)(x, k) := I +
Y1(x)
k
+ · · ·+ Yp(x)
kp
,
are well-defined and, for each integer j ≥ 0,∣∣∣∣ ∂j∂kj (X −X(p))
∣∣∣∣ ≤ f+(x)|k|p+1 , x ∈ R, k ∈ (ω2S¯, ωS¯, S¯), |k| ≥ 2, (3.28a)∣∣∣∣ ∂j∂kj (Y − Y(p))
∣∣∣∣ ≤ f−(x)|k|p+1 , x ∈ R, k ∈ (−ω2S¯,−ωS¯,−S¯), |k| ≥ 2, (3.28b)
where f+(x) and f−(x) are bounded smooth positive functions of x ∈ R with rapid
decay as x→ +∞ and x→ −∞, respectively.
Proof. The proof follows by considering the equation satisfied by the quotient X−1(p)X;
see e.g. Theorem 3.3 in [15] for a similar proof in the context of the sine-Gordon
equation. See also the proof of Lemma 4.3. 
3.4. Asymptotics of X and Y as k → 0. If u0, v0 have compact support, then
the next proposition shows that X and Y have at most double poles at k = 0 with
residues of the form (3.31). If u0, v0 ∈ S(R) are not compactly supported, a more
careful statement is required because the columns of X and Y are then, in general,
not defined in neighborhoods of k = 0.
Proposition 3.3 (Asymptotics of X and Y as k → 0). Suppose u0, v0 ∈ S(R) and
let p ≥ 0 be an integer. Then there are 3×3-matrix valued functions C(l)i (x), i = 1, 2,
l = −2,−1, . . . , p, with the following properties:
• For x ∈ R and k ∈ (ω2S¯, ωS¯, S¯), the function X satisfies∣∣∣∣ ∂j∂kj (X − I −
p∑
l=−2
C
(l)
1 (x)k
l
)∣∣∣∣ ≤ f+(x)|k|p+1−j, |k| ≤ 12 , (3.29a)
while, for x ∈ R and k ∈ (−ω2S¯,−ωS¯,−S¯), the function Y satisfies∣∣∣∣ ∂j∂kj (Y − I −
p∑
l=−2
C
(l)
2 (x)k
l
)∣∣∣∣ ≤ f−(x)|k|p+1−j, |k| ≤ 12 , (3.29b)
where f+(x) and f−(x) are smooth positive functions of x ∈ R with rapid
decay as x→ +∞ and x→ −∞, respectively, and j ≥ 0 is any integer.
• For each l ≥ −2, C(l)1 (x) and C(l)2 (x) are smooth functions of x ∈ R which
have rapid decay as x→ +∞ and x→ −∞, respectively.
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• The leading coefficients have the form
C
(−2)
i (x) = αi(x)
ω ω2 1ω ω2 1
ω ω2 1
 , (3.30)
C
(−1)
i (x) = βi(x)
ω2 ω 1ω2 ω 1
ω2 ω 1
+ γi(x)
ω2 1 ω1 ω ω2
ω ω2 1
 (3.31)
C
(0)
i (x) =− I + δi,1(x)
1 1 11 1 1
1 1 1

+ δi,2(x)
 1 ω2 ωω 1 ω2
ω2 ω 1
+ δi,3(x)
 1 ω ω2ω2 1 ω
ω ω2 1
 (3.32)
where αi(x), βi(x), γi(x), δi,j(x), i = 1, 2, j = 1, 2, 3, are real-valued functions
of x ∈ R. Furthermore, there exists two bounded functions f1(x) and f2(x),
with rapid decay at +∞ and −∞ respectively, such that
|αi(x)| ≤ fi(x), (3.33)
|βi(x)|+ |γi(x)| ≤ (1 + |x|)fi(x), (3.34)
|δi,j(x)− 13 | ≤ (1 + |x|)2fi(x), (3.35)
for all x ∈ R, i = 1, 2 and j = 1, 2, 3.
Proof. The function X := PX satisfies the integral equation
X (x, k) = P (k)−
∫ ∞
x
P (k)e(x−x
′)L̂(k)(P (k)−1U˜(x′)X (x′, k))dx′,
x ∈ R, k ∈ (ω2S¯, ωS¯, S¯) \ {0}, (3.36)
where
U˜ := PUP−1 =
 0 0 00 0 0
−u0x − v0 −2u0 0
 (3.37)
is independent of k. A computation shows that the kernel
P(x, x′, k) := P (k)e(x−x′)L(k)P (k)−1
is analytic at k = 0. Moreover, the function P (k) is analytic for k ∈ C. Thus, an
analysis of the Volterra equation (3.36) as in Proposition 3.1 shows that X (x, k) is
analytic for k ∈ (ω2S, ωS,S) and that X and all its k-derivatives have continuous
extensions to (ω2S¯, ωS¯, S¯). In particular, X admits the Taylor expansion
X (x, k) = X (x, 0) + ∂kX (x, 0)k + 1
2
∂2kX (x, 0)k2 + · · · ,
k → 0, k ∈ (ω2S¯, ωS¯, S¯),
where the coefficients are smooth functions of x ∈ R. The derivative ∂jkX (x, k)
converges rapidly to ∂jkP (k) as x → +∞ for each j ≥ 0 and k ∈ (ω2S¯, ωS¯, S¯). Let
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us analyze the behavior of ∂jkX (x, 0), j = 0, 1, 2, as x→ −∞. A simple computation
shows that
P(x, x′, 0) =
1 x− x′ (x−x′)220 1 x− x′
0 0 1
 ,
and thus, using (3.37),
P(x, x′, 0)U˜(x′) =
−12(u0x(x′) + v0(x′))(x− x′)2 −u0(x′)(x− x′)2 0−(u0x(x′) + v0(x′))(x− x′) −2u0(x′)(x− x′) 0
−(u0x(x′) + v0(x′)) −2u0(x′) 0
 ,
from which we deduce (from a standard analysis of the associated Volterra equation)
that
X (x, 0) =
O(x2) O(x2) O(x2)O(x) O(x) O(x)
O(1) O(1) O(1)
 , as x→ −∞. (3.38)
There are similar estimates for the rows of ∂kX (x, 0) and ∂2kX (x, 0). First, note that
∂kP(x, x′, 0) = ∂2kP(x, x′, 0) =
0 0 00 0 0
0 0 0
 ,
which implies (from an analysis of the associated Volterra equations) that
∂kX (x, 0) =
O(x3) O(x3) O(x3)O(x2) O(x2) O(x2)
O(x) O(x) O(x)
 , ∂2kX (x, 0) =
O(x4) O(x4) O(x4)O(x3) O(x3) O(x3)
O(x2) O(x2) O(x2)
 ,
(3.39)
as x→ −∞. On the other hand, P (k)−1 has a double pole at k = 0:
P (k)−1 =
P (−2)
k2
+
P (−1)
k
+ P (0), (3.40)
where
P (−2) =
1
3
0 0 10 0 1
0 0 1
 , P (−1) = 1
3
0 ω 00 ω2 0
0 1 0
 , P (0) = 1
3
ω2 0 0ω 0 0
1 0 0
 .
It follows that X = P−1X has at most a double pole at k = 0 and that X admits an
expansion of the form
X(x, k) =
C
(−2)
1 (x)
k2
+
C
(−1)
1 (x)
k
+ I + C
(0)
1 (x) + C
(1)
1 (x)k + · · · , k ∈ (ω2S¯, ωS¯, S¯),
as k → 0 with
C
(−2)
1 (x) = P
(−2)X (x, 0), C(−1)1 (x) = P (−2)∂kX (x, 0) + P (−1)X (x, 0),
C
(0)
1 (x) =
1
2
P (−2)∂2kX (x, 0) + P (−1)∂kX (x, 0) + P (0)X (x, 0)− I, etc.
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Using that ∂jkX (x, k)→ ∂jkP (k) rapidly as x→ +∞ and equating powers of k in the
identity
I = P−1P =
(P (−2)
k2
+
P (−1)
k
+ P (0)
)
(P (0) + P ′(0)k +
1
2
P ′′(0)k2),
we find that the coefficients C
(l)
1 (x), l ≥ −2, vanish rapidly as x → +∞. From the
exact form of P (−2), it follows that there exist complex-valued functions a1(x), a2(x),
a3(x) such that
C
(−2)
1 (x) =
a1(x) a2(x) a3(x)a1(x) a2(x) a3(x)
a1(x) a2(x) a3(x)
 .
The symmetry X(x, k) = AX(x, ωk)A−1 implies a1 = ωa3 and a2 = ω2a3, and the
symmetry X(x, k) = BX(x, k)B implies that a3 = a¯3. Since the third row of X (x, 0)
is bounded for all x ∈ R by (3.38), so is C(−2)1 (x). This completes the proof of (3.30)
with i = 1 and α1 = a3. Similarly, the expressions for P
(−2) and P (−1) imply that
there exist complex-valued functions {bi}6i=1 such that
C
(−1)
1 (x) = P
(−2)∂kX (x, 0) + P (−1)X (x, 0)
=
b1(x) b2(x) b3(x)b1(x) b2(x) b3(x)
b1(x) b2(x) b3(x)
+
 ωb4(x) ωb5(x) ωb6(x)ω2b4(x) ω2b5(x) ω2b6(x)
b4(x) b5(x) b6(x)
 .
Furthermore, since the second row of X (x, 0) and the third row of ∂kX (x, 0) vanish
rapidly as x → +∞, and grow at most linearly as x → −∞ by (3.38) and (3.39),
we conclude that there exists a bounded positive function f1(x) with rapid decay as
x → +∞ such that bi(x) ≤ f1(x)(1 + |x|) for all x ∈ R. The symmetry X(x, k) =
AX(x, ωk)A−1 implies
b1 = ω
2b3, b2 = ωb3, b4 = ωb6, b5 = ω
2b6,
and the symmetry X(x, k) = BX(x, k)B implies b3 = b¯3 and b6 = b¯6. This completes
the proof of (3.31) with i = 1, β1 = b3 and γ1 = b6. The proofs for C
(0)
1 and for Y
are analogous. 
Remark 3.4. If u0 and v0 have compact support, then all entries of X and Y are
defined and analytic in punctured neighborhoods of k = 0 and the content of (3.29)
can be expressed more simply as the Laurent series identities{
X(x, k) = I +
∑∞
l=−2C
(l)
1 (x)k
l, k near 0,
Y (x, k) = I +
∑∞
l=−2C
(l)
2 (x)k
l, k near 0.
(3.41)
3.5. The spectral function s(k). The spectral function s(k) is defined by
s(k) = I −
∫
R
e−xL̂(k)(UX)(x, k)dx. (3.42)
Let R+ = (0,+∞) and R− = (−∞, 0).
Proposition 3.5 (Properties of s(k)). Suppose u0, v0 ∈ S(R). Then the spectral
function s(k) defined in (3.42) has the following properties:
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(a) The entries of s(k) are defined and continuous for k inω2S¯ R+ ωR+R+ ωS¯ ω2R+
ωR+ ω2R+ S¯
 \ {0}, (3.43)
that is, the (11) entry of s(k) is defined and continuous for k ∈ ω2S¯ \ {0}, etc.
(b) The diagonal entries of s(k) are analytic in the interior of their domains of
definition as given in (3.43).
(c) For j = 1, 2, . . . , the derivative ∂jks(k) is well-defined and continuous for k in
(3.43).
(d) s(k) obeys the symmetries
s(k) = As(ωk)A−1 = Bs(k)B.
(e) s(k) approaches the identity matrix as k →∞. More precisely, there are diagonal
matrices {sj}∞1 such that∣∣∣∂jk(s(k)− I − N∑
j=1
sj
kj
)∣∣∣ = O(k−N−1), k →∞, k ∈
ω2S¯ R+ ωR+R+ ωS¯ ω2R+
ωR+ ω2R+ S¯
 ,
for j = 0, 1, . . . , N and each integer N ≥ 1. In particular, the off-diagonal entries
of s(k) have rapid decay as k →∞.
(f) As k → 0,
s(k) =
s(−2)
k2
+
s(−1)
k
+ s(0) + s(1)k + . . . , k ∈
ω2S¯ R+ ωR+R+ ωS¯ ω2R+
ωR+ ω2R+ S¯
 , (3.44)
where
s(−2) = s(−2)
ω ω2 1ω ω2 1
ω ω2 1
 , s(−2) := ∫
R
(
2u0γ1 + (u0x + v0)δ1,3
)
dx ∈ R, (3.45)
and the expansion can be differentiated termwise any number of times.
(g) If u0(x), v0(x) have compact support, then s(k) is defined and analytic for k ∈
C \ {0}, det s = 1 for k ∈ C \ {0}, and
X(x, k) = Y (x, k)exL̂(k)s(k), k ∈ C \ {0}. (3.46)
Proof. The definition of the (ij)th entry of s(k) involves the exponential factor
e−x(li−lj). Properties (a)-(d) follow by using the boundedness properties of this factor
together with the properties of X given in Proposition 3.1 in the definition (3.42) of
s(k). To prove (e), we let p ≥ 1 be an integer and let X(p)(x, k) =
∑p
j=0Xj(x)k
−j,
X0 ≡ I, be the function in (3.27). Using (3.28a), we can replace X with X(p) in (3.42)
with an error of order O(k−p−1). Thus, as k → ∞ within the domain of definition
(3.43), we have
s(k) = I −
p∑
j=0
1
kj
∫
R
e−xL̂(k)
(
U(x, k)Xj(x)
)
dx+O(k−p−1). (3.47)
Since the functions Xj(x) and their derivatives are bounded and U(·, k) ∈ S(R), and
since lj(k)
−1 = O(k−1) as k → ∞ for each j = 1, 2, 3, integration by parts gives (e)
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for the off-diagonal elements of s(k) in the case k →∞. For the diagonal elements,
the exponential factor is absent from the integral in (3.47), and we obtain (e) for
k →∞ by substituting in (3.47) the expression (3.20a) of U and expanding.
Note that we can rewrite s(k) in terms of U˜ and X as follows:
s(k) = I −
∫
R
e−xL̂(k)
(
P (k)−1U˜(x)X (x, k))dx. (3.48)
Substituting the expansion of X as k → 0 into the expression (3.48) for s(k), we
have
s(k) = I −
∫
R
e−xL̂(k)
[(P (−2)
k2
+
P (−1)
k
+ P (0)
)
U˜(x)
(
X (x, 0) + ∂kX (x, 0)k + · · ·
)]
dx
(3.49)
which allows us to find the expansion (3.44). In particular, we have
s(−2) = −
∫
R
P (−2)U˜(x)X (x, 0)dx. (3.50)
The diagonal entries of (3.50) follow immediately from (3.49), but the off-diagonal
entries deserve some explanation, and we provide the argument for the (12) entry
(similar arguments apply to the other off-diagonal entries): Since l1 − l2 ∈ iR for
k ∈ R and l1 − l2 = O(k), we have, for any f ∈ S(R),∣∣∣∣ ∫
R
(e−x(l1−l2) − 1)f(x)dx
∣∣∣∣ ≤ ∫
R
|x(l2 − l1)f(x)|dx = O(k), k → 0, (3.51)
and using this estimate e−x(l1−l2) can be replaced by 1 in the derivation of (3.50).
Next we use (3.30)-(3.32) to obtain
X (x, 0) = 3
ωδ1,3 ω2δ1,3 δ1,3ωγ1 ω2γ1 γ1
ωα1 ω
2α1 α1
 , (3.52)
and we deduce the expression (3.45) by substituting (3.52), as well as the expressions
for P (−2) and U˜ given by (3.37) and (3.40), into (3.50).
Assume now that u0(x), v0(x) have compact support. Then the integral in (3.42)
converges for all k ∈ C \ {0}, so that all entries of X(x, k), Y (x, k), and s(k) are
well-defined and analytic for k ∈ C\{0}. Since both X and Y solve (3.21), it follows
that there exists a function s(k) which is independent of x and such that (3.46) holds.
We determine s(k) by rewriting (3.46) as
s(k) = e−xLˆ(Y −1X) = (e−xLˆ(Y −1))
(
I −
∫ ∞
x
e−x
′L̂(k)(UX)(x′, k)dx′
)
.
Taking the limit x → −∞ and using that Y (x, k) = I and U(x, k) = 0 for all
sufficiently large negative x, it follows that s(k) is given by (3.42). This proves (3.46).
Since both X and Y have unit determinant, we find det s = det(Y −1X) = 1. 
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3.6. The cofactor matrix. If a 3×3 matrix B has unit determinant then (B−1)T =
BA, where BA denotes the cofactor matrix of B defined by
BA =
 m11(B) −m12(B) m13(B)−m21(B) m22(B) −m23(B)
m31(B) −m32(B) m33(B)
 . (3.53)
Here mij(B) denotes the (ij)th minor B, i.e., mij(B) equals the determinant of the
2× 2-matrix obtained by deleting the ith row and the jth column from B.
Assume for the moment that u0, v0 ∈ S(R) are compactly supported so that all
entries of X(x, k), Y (x, k), and s(k) are defined for k ∈ C \ {0}. Using the relation
(XA)x = −XA(Xx)TXA in (3.21), we see that XA = (X−1)T satisfies
(XA)x + [L, XA] = −UTXA. (3.54)
Using that XA → I as x→ +∞, we conclude that XA satisfies the following Volterra
integral equation
XA(x, k) = I +
∫ ∞
x
e−(x−x
′)L̂(k)(UTXA)(x′, k)dx′. (3.55)
Moreover, the cofactor matrix sA = (s−1)T is well-defined for k ∈ C \ {0} and the
definition (2.7) of r2(k) can be written as
r2(k) = −m12(s(k))
m11(s(k))
=
s23(k)s31(k)− s21(k)s33(k)
s22(k)s33(k)− s23(k)s32(k) ,
k ∈ R−, u0 and v0 compactly supported. (3.56)
From this equation and Proposition 3.5, we can deduce various properties of r2(k) if
u0, v0 are compactly supported.
If u0, v0 are not compactly supported, then, in general, the entries sij of s appearing
on the right-hand side of (3.56) are not all defined for k ∈ R−. Therefore, the above
proof needs to be changed. Our strategy will be to show that the matrix sA is
well-defined in terms of XA by the following expression
sA(k) = I +
∫
R
exL̂(k)(UTXA)(x, k)dx, (3.57)
even if u0, v0 are not compactly supported. We will keep the notation s
A for the
function defined in (3.57) even if the minors of s are not defined in the usual sense.
3.7. The eigenfunctions XA and Y A. We define two 3 × 3-matrix valued solu-
tions XA(x, k) and Y A(x, k) of (3.54) as the solutions of the linear Volterra integral
equations
XA(x, k) = I +
∫ ∞
x
e−(x−x
′)L̂(k)(UTXA)(x′, k)dx′, (3.58a)
Y A(x, k) = I −
∫ x
−∞
e−(x−x
′)L̂(k)(UTY A)(x′, k)dx′. (3.58b)
The same kind of analysis that led to Propositions 3.1 and 3.2 gives the following
results for XA and Y A.
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Proposition 3.6 (Basic properties of XA and Y A). Suppose u0, v0 ∈ S(R). Then
the equations (3.58) uniquely define two 3× 3-matrix valued solutions XA and Y A of
(3.54) with the following properties:
(a) The function XA(x, k) is defined for x ∈ R and k ∈ (−ω2S¯,−ωS¯,−S¯)\{0}. For
each k ∈ (−ω2S¯,−ωS¯,−S¯) \ {0}, XA(·, k) is smooth and satisfies (3.54).
(b) The function Y A(x, k) is defined for x ∈ R and k ∈ (ω2S¯, ωS¯, S¯) \ {0}. For each
k ∈ (ω2S¯, ωS¯, S¯) \ {0}, Y A(·, k) is smooth and satisfies (3.54).
(c) For each x ∈ R, the function XA(x, ·) is continuous for k ∈ (−ω2S¯,−ωS¯,−S¯) \
{0} and analytic for k ∈ (−ω2S,−ωS,−S) \ {0}.
(d) For each x ∈ R, the function Y A(x, ·) is continuous for k ∈ (ω2S¯, ωS¯, S¯) \ {0}
and analytic for k ∈ (ω2S, ωS,S) \ {0}.
(e) For each x ∈ R and each j = 1, 2, . . . , the partial derivative ∂jXA
∂kj
(x, ·) has a
continuous extension to (−ω2S¯,−ωS¯,−S¯) \ {0}.
(f) For each x ∈ R and each j = 1, 2, . . . , the partial derivative ∂jY A
∂kj
(x, ·) has a
continuous extension to (ω2S¯, ωS¯, S¯) \ {0}.
(g) For each n ≥ 1 and  > 0, there are bounded smooth positive functions f+(x) and
f−(x) of x ∈ R with rapid decay as x → +∞ and x → −∞, respectively, such
that the following estimates hold for x ∈ R and j = 0, 1, . . . , n:∣∣∣∣ ∂j∂kj (XA(x, k)− I)
∣∣∣∣ ≤ f+(x), k ∈ (−ω2S¯,−ωS¯,−S¯), |k| > ,∣∣∣∣ ∂j∂kj (Y A(x, k)− I)
∣∣∣∣ ≤ f−(x), k ∈ (ω2S¯, ωS¯, S¯), |k| > .
(h) XA and Y A obey the following symmetries for each x ∈ R:
XA(x, k) = AXA(x, ωk)A−1 = BXA(x, k)B,
k ∈ (−ω2S¯,−ωS¯,−S¯) \ {0}, (3.59)
Y A(x, k) = AY A(x, ωk)A−1 = BY A(x, k)B,
k ∈ (ω2S¯, ωS¯, S¯) \ {0}, (3.60)
(i) If u0(x), v0(x) have compact support, then, for each x ∈ R, XA(x, k) and Y A(x, k)
are defined and analytic for k ∈ C \ {0} and detXA = detY A = 1.
Proposition 3.6 shows that the entries of the cofactor matrix XA have larger do-
mains of definitions than suggested by their definitions as minors of X. For example,
by Proposition 3.1, the second and third columns of X are defined for k ∈ ωS¯ \ {0}
and k ∈ S¯ \ {0}, respectively. The minors in the first column of the cofactor matrix
XA are therefore defined for k ∈ (ωS¯ ∩ S¯) \ {0} = ω2R+. However, Proposition 3.6
shows that the integral equation (3.55) actually defines the first column of XA for all
k in the larger set −ω2S¯ \{0}. By uniqueness, these two definitions of XA coincide for
k ∈ ω2R+. The point is that a combination such as m11(X) = X22X33−X23X32 can
be analytically extended to all of −ω2S\{0} even if the individual factors {Xij}i,j=2,3
cannot.
Proposition 3.7 (Asymptotics of XA and Y A as k → ∞). Suppose u0, v0 ∈ S(R).
As k →∞, XA and Y A coincide to all orders with XAformal and Y Aformal, respectively.
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More precisely, let p ≥ 1 be an integer and let XA(p)(x, k) and Y A(p)(x, k) be the cofactor
matrices of the functions in (3.27). Then, for each integer j ≥ 0,∣∣∣∣ ∂j∂kj (XA −XA(p))
∣∣∣∣ ≤ f+(x)|k|p+1 , x ∈ R, k ∈ (−ω2S¯,−ωS¯,−S¯), |k| ≥ 2, (3.61a)∣∣∣∣ ∂j∂kj (Y A − Y A(p))
∣∣∣∣ ≤ f−(x)|k|p+1 , x ∈ R, k ∈ (ω2S¯, ωS¯, S¯), |k| ≥ 2, (3.61b)
where f+(x) and f−(x) are bounded smooth positive functions of x ∈ R with rapid
decay as x→ +∞ and x→ −∞, respectively.
Proposition 3.8 (Asymptotics of XA and Y A as k → 0). Suppose u0, v0 ∈ S(R)
and let p ≥ 0 be an integer. Then there are 3 × 3-matrix valued functions D(l)i (x),
i = 1, 2, l = −2,−1, . . . , p, with the following properties:
• For x ∈ R and k ∈ (−ω2S¯,−ωS¯,−S¯), the function XA satisfies∣∣∣∣ ∂j∂kj (XA − I −
p∑
l=−2
D
(l)
1 (x)k
l
)∣∣∣∣ ≤ f+(x)|k|p+1−j, |k| ≤ 12 , (3.62a)
while, for x ∈ R and k ∈ (ω2S¯, ωS¯, S¯), the function Y satisfies∣∣∣∣ ∂j∂kj (Y A − I −
p∑
l=−2
D
(l)
2 (x)k
l
)∣∣∣∣ ≤ f−(x)|k|p+1−j, |k| ≤ 12 , (3.62b)
where f+(x) and f−(x) are smooth positive functions of x ∈ R with rapid
decay as x→ +∞ and x→ −∞, respectively, and j ≥ 0 is any integer.
• For each l ≥ −1, D(l)1 (x) and D(l)2 (x) are smooth functions of x ∈ R which
have rapid decay as x→ +∞ and x→ −∞, respectively.
• The leading coefficients have the form
D
(−2)
i (x) = α˜i(x)
 ω ω ωω2 ω2 ω2
1 1 1
 , (3.63)
D
(−1)
i (x) = β˜i(x)
ω2 1 ω1 ω ω2
ω ω2 1
+ γ˜i(x)
ω2 ω2 ω2ω ω ω
1 1 1
 , (3.64)
D
(0)
i (x) =− I + δ˜i,1(x)
 1 ω2 ωω 1 ω2
ω2 ω 1

+ δ˜i,2(x)
 1 ω ω2ω2 1 ω
ω ω2 1
+ δ˜i,3(x)
1 1 11 1 1
1 1 1
 , (3.65)
where α˜i(x), β˜i(x), γ˜i(x), δ˜i,j(x), i = 1, 2, j = 1, 2, 3 are real-valued functions
of x ∈ R. Furthermore, there exist bounded functions f1(x) and f2(x), with
rapid decay at +∞ and −∞ respectively, such that
|α˜i(x)| ≤ fi(x),
|β˜i(x)|+ |γ˜i(x)| ≤ (1 + |x|)fi(x),
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|δ˜i,j(x)− 13 | ≤ (1 + |x|)2fi(x),
for all x ∈ R, i = 1, 2, and j = 1, 2, 3.
Proof. The function XA := PAXA satisfies the integral equation
XA(x, k) = PA(k) +
∫ ∞
x
PA(k)e−(x−x
′)L̂(k)(P (k)T U˜(x′)TXA(x′, k))dx′,
x ∈ R, k ∈ (−ω2S¯,−ωS¯,−S¯) \ {0}, (3.66)
where U˜ = PUP−1 is independent of k. A computation shows that the kernel
P˜(x, x′, k) := PA(k)e−(x−x′)L(k)P (k)T
is analytic at k = 0 and satisfies
P˜(x, x′, 0) =
 1 0 0−(x− x′) 1 0
(x−x′)2
2
−(x− x′) 0
 ,
∂kP˜(x, x′, 0) = ∂2kP˜(x, x′, 0) =
0 0 00 0 0
0 0 0
 .
Moreover, we know from (3.40) that PA(k) has a double pole at k = 0. Thus,
multiplying (3.66) by k2 and viewing it as a Volterra equation for k2XA, we find
that k2XA(x, k) is analytic for k ∈ (−ω2S,−ωS,−S) and that k2XA and all its
k-derivatives have continuous extensions to (−ω2S¯,−ωS¯,−S¯). Furthermore, the
derivative ∂jk(k
2XA)(x, k) converges rapidly to ∂jk(k2PA(k)) as x → +∞ for each
j ≥ 0 and k ∈ (−ω2S¯,−ωS¯,−S¯). Let us analyze the behavior of ∂jk(k2XA)(x, 0),
j = 0, 1, 2 as x→ −∞. A simple computation shows that
P˜ (x, x′, 0)U˜(x′) =
0 0 −u0x(x′)− v0(x′)0 0 −2u0(x′) + (u0x(x′) + v0(x′))(x− x′)
0 0 2u0(x
′)(x− x′)− 1
2
(x− x′)2(u0x(x′) + v0(x′))
 ,
from which we deduce that
∂jk(k
2X )(x, 0) =
 O(xj) O(xj) O(xj)O(xj+1) O(xj+1) O(xj+1)
O(xj+2) O(xj+2) O(xj+2)
 , x→ −∞, j = 0, 1, 2.
Since k2XA is bounded as k → 0, XA has at most a double pole at k = 0. The
function P (k) is analytic at k = 0. In fact, we can write
P (k) = P (0) + P ′(0)k +
1
2
P ′′(0)k2, (3.67)
where
P (0) =
ω ω2 10 0 0
0 0 0
 , P ′(0) =
 0 0 0ω2 ω 1
0 0 0
 , 1
2
P ′′(0) =
0 0 00 0 0
1 1 1
 . (3.68)
Hence XA = P TXA has at most a double pole at k = 0 and the first three coefficients
are given by
D
(−2)
1 = P (0)
T (k2XA)(x, 0),
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D
(−1)
1 = P (0)
T∂k(k
2XA)(x, 0) + P ′(0)T (k2XA)(x, 0),
D
(0)
1 = −I + P (0)T
∂2k(k
2XA)(x, 0)
2
+ P ′(0)T∂k(k2XA)(x, 0) + P
′′(0)T
2
(k2XA)(x, 0).
Therefore each entry of D
(−2+j)
1 , j = 0, 1, 2 is of order O(x
j) as x → −∞. In
particular, the coefficient of k−2 is of the form
D
(−2)
1 (x) =
ω a˜1(x) ω a˜2(x) ω a˜3(x)ω2a˜1(x) ω2a˜2(x) ω2a˜3(x)
a˜1(x) a˜2(x) a˜3(x)

for some bounded complex-valued functions a˜1, a˜2, a˜3 with rapid decay as x→ +∞.
The symmetry XA(x, k) = AXA(x, ωk)A−1 implies a˜1 = a˜2 = a˜3, and the symmetry
XA(x, k) = BXA(x, k)B implies a˜3 ∈ R. This proves (3.63) with i = 1 and α˜1 = a˜3.
Similarly, for the coefficient D
(−1)
1 , there exist complex-valued functions {b˜i(x)}6i=1,
x ∈ R, such that
D
(−1)
1 =
 ωb˜1 ωb˜2 ωb˜3ω2b˜1 ω2b˜2 ω2b˜3
b˜1 b˜2 b˜3
+
ω2b˜4 ω2b˜5 ω2b˜6ωb˜4 ωb˜5 ωb˜6
b˜4 b˜5 b˜6
 ,
and where {b˜i(x)}6i=4 are O(x) as x→ −∞ and have rapid decay as x→ +∞. The
symmetry XA(x, k) = AXA(x, ωk)A−1 implies
b˜1 = ωb˜3, b˜2 = ω
2b˜3, b˜4 = b˜5 = b˜6,
and the symmetry XA(x, k) = BXA(x, k)B implies b˜3, b˜6 ∈ R. This proves (3.64)
with i = 1, β˜1 = b˜3 and γ˜1 = b˜6. The proofs for D
(0)
1 and for Y
A are analogous. 
3.8. The spectral function sA(k). The following proposition is proved in the same
way as Proposition 3.5.
Proposition 3.9 (Properties of sA(k)). Suppose u0, v0 ∈ S(R). Then the spectral
function sA(k) defined in (3.57) has the following properties:
(a) sA(k) is defined and continuous for k in−ω2S¯ R− ωR−R− −ωS¯ ω2R−
ωR− ω2R− −S¯
 \ {0}. (3.69)
(b) The diagonal entries of sA(k) are analytic in the interior of their domains of
definition as given in (3.69).
(c) For j = 1, 2, . . . , the derivative ∂jks
A(k) is well-defined and continuous for k in
(3.69).
(d) sA(k) obeys the symmetries
sA(k) = AsA(ωk)A−1 = BsA(k)B.
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(e) sA(k) approaches the identity matrix as k →∞. More precisely, there are diag-
onal matrices {sAj }∞1 such that∣∣∣∂jk(sA(k)− I − N∑
j=1
sAj
kj
)∣∣∣ = O(k−N−1), k →∞, k ∈
−ω2S¯ R− ωR−R− −ωS¯ ω2R−
ωR− ω2R− −S¯
 ,
for j = 0, 1, . . . , N and each integer N ≥ 1. In particular, the off-diagonal entries
of sA(k) have rapid decay as k →∞.
(f) As k → 0,
sA(k) =
sA(−2)
k2
+
sA(−1)
k
+ sA(0) + . . . , k ∈
−ω2S¯ R− ωR−R− −ωS¯ ω2R−
ωR− ω2R− −S¯
 , (3.70)
where
sA(−2) = sA(−2)
 ω ω ωω2 ω2 ω2
1 1 1
 , sA(−2) := −∫
R
(u0x + v0)δ˜1,3dx ∈ R, (3.71)
and the expansion can be differentiated termwise any number of times.
(g) If u0(x), v0(x) have compact support, then s
A(k) is defined and equals the cofactor
matrix of s(k) for all k ∈ C \ {0}.
3.9. Proof of Theorem 2.3. The theorem follows from Propositions 3.5 and 3.9.
Indeed, recall from (2.7) that r1 = s12/s11 and r2 = s
A
12/s
A
11. Statements (a) and
(c) of Propositions 3.5 and 3.9 imply that s12(k) and s11(k) are smooth on (0,∞),
while sA12(k) and s
A
11(k) are smooth on (−∞, 0). Since s11 and sA11 have no zeros by
Assumption 2.1, it follows that r1 ∈ C∞((0,∞)) and r2 ∈ C∞((−∞, 0)). Moreover,
statement (e) of the same propositions imply that r1(k) and r2(k) satisfy (2.10).
Assumption 2.2 implies that the coefficients s(−2) and sA(−2) in (3.45) and (3.71)
are both nonzero, ensuring that all four functions s12, s11, s
A
12, s
A
11 are of order k
−2
as k → 0. Hence properties (ii) and (iii) of Theorem 2.3 related to the behavior
of r1 and r2 as k → 0 follow from statement (f) of Propositions 3.5 and 3.9. This
completes the proof.
4. The function M
In this section, we construct the sectionally analytic function M which features in
the RH problem 2.4. The restriction of M to the sector Dn, n = 1, . . . , 6, will be
denoted by Mn.
4.1. The eigenfunctions Mn. For each n = 1, . . . , 6, we define a 3×3-matrix valued
solution Mn(x, k) of (3.21) for k ∈ Dn \ {0} by the following system of Fredholm
integral equations:
(Mn)ij(x, k) = δij +
∫
γnij
(
e(x−x
′)L̂(k)(UMn)(x′, k)
)
ij
dx′, i, j = 1, 2, 3, (4.1)
where the contours γnij, n = 1, . . . , 6, i, j = 1, 2, 3, are defined by
γnij =
{
(−∞, x), Re li(k) < Re lj(k),
(+∞, x), Re li(k) ≥ Re lj(k),
for k ∈ Dn. (4.2)
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The contours γnij are defined in such a way that the exponential e
(li−lj)(x−x′) appearing
in the equation for (Mn)ij in (4.1) is bounded for k ∈ Dn and x′ ∈ γnij. The definition
(4.1) of Mn can be extended by continuity to the boundary of Dn. As the next
proposition shows, this makes all entries of Mn well-defined for k ∈ D¯n \ Q, where
Q = {0} ∪ Z (4.3)
and Z denotes the set of zeros of the Fredholm determinants associated with (4.1)
(the intersection of Z with D¯1 is given by ∪3j=1{k ∈ D¯1|fj(k) = 0}, where fj(k) are
the Fredholm determinants given explicitly in (4.20)).
Proposition 4.1 (Basic properties of Mn). Suppose u0, v0 ∈ S(R). Then the equa-
tions (4.1) uniquely define six 3×3-matrix valued solutions {Mn}61 of (3.21) with the
following properties:
(a) The function Mn(x, k) is defined for x ∈ R and k ∈ D¯n\Q. For each k ∈ D¯n\Q,
Mn(·, k) is smooth and satisfies (3.21).
(b) For each x ∈ R, the function Mn(x, ·) is continuous for k ∈ D¯n \Q and analytic
for k ∈ Dn \ Q.
(c) For each  > 0, there exists a C = C() such that
|Mn(x, k)| ≤ C, x ∈ R, k ∈ D¯n, dist(k,Q) ≥ . (4.4)
(d) For each x ∈ R and each j = 1, 2, . . . , the partial derivative ∂jMn
∂kj
(x, ·) has a
continuous extension to D¯n \ Q.
(e) detMn(x, k) = 1 for x ∈ R and k ∈ D¯n \ Q.
(f) For each x ∈ R, the sectionally analytic function M(x, k) defined by M(x, k) =
Mn(x, k) for k ∈ Dn satisfies the symmetries
M(x, k) = AM(x, ωk)A−1 = BM(x, k)B, k ∈ C \ Q. (4.5)
Proof. Let us first consider the third column of M1. Define H(x) by H(x) = 1 for
x > 0 and H(x) = 0 for x ≤ 0. Letting wi(x, k) = (M1)i3(x, k), we can write the
third column of (4.1) as
wi(x, k) = δi3 +
∫ +∞
−∞
3∑
l=1
K(x, x′, k)ilwl(x′, k)dx′,
x ∈ R, k ∈ D¯1 \ {0}, i = 1, 2, 3. (4.6)
where the kernel K is defined for x, x′ ∈ R, k ∈ D¯1 \ {0}, i, l = 1, 2, 3 by
K(x, x′, k)il =
{
H(x− x′)e(x−x′)(li−l3)U(x′, k)il if γ1i3 = (−∞, x),
−H(x′ − x)e(x−x′)(li−l3)U(x′, k)il if γ1i3 = (∞, x).
(4.7)
Equation (4.6) is a Fredholm equation of the second kind. However, the standard
Fredholm theory does not immediately apply, because the integral kernel K in (4.6)
is, in general, not an L2-kernel. Indeed, for k such that Re (li−l3) = 0, the exponential
factor in (4.7) is bounded, but does not decay as x, x′ → ±∞. This means that the
kernel in (4.6) decays as |x′| → ∞, but not necessarily as |x| → ∞. Even though
the kernel Kj is not of L
2-type, equation (4.6) can be analyzed by an extension
of the standard Fredholm theory, see [3]. The remainder of the proof is a minor
generalization of the arguments of Appendix A of [3], allowing for a more general
k-dependence.
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Fix  > 0 small. Let D¯1 denote the set D¯1 with open disks of radius  centered at
the origin removed, i.e.,
D¯1 = D¯1 \ {|k| < }.
The exponential factor in (4.7) is bounded for k ∈ D¯1. Also, there is a function
b1 ∈ S(R) such that
|U(x, k)| ≤ b1(x), x ∈ R, k ∈ D¯1.
We infer that there exists a function b ∈ S(R) such that
|K(x, x′, k)il| ≤ b(x′), x, x′ ∈ R, k ∈ D¯1, i, l = 1, 2, 3. (4.8)
Set K(0) := 1 and define the complex-valued function K(m) for m ≥ 1 by
K(m)
(
x1,i1,x2,i2,...,xm,im
x′1,i
′
1,x
′
2,i
′
2,··· ,x′m,i′m; k
)
= det
 K(x1, x
′
1, k)i1i′1 · · · K(x1, x′m, k)i1i′m
...
...
K(xm, x
′
1, k)imi′1 · · · K(xm, x′m, k)imi′m
 . (4.9)
Hadamard’s inequality for an m×m matrix A,
| detA|2 ≤
m∏
i=1
m∑
j=1
|Aij|2,
together with the bound (4.8) gives∣∣∣K(m) (x1,i1,x2,i2,...,xm,imx′1,i′1,x′2,i′2,...,x′m,i′m; k)∣∣∣ ≤ mm/2 m∏
j=1
b(x′j), k ∈ D¯1, m = 1, 2, . . . . (4.10)
The Fredholm determinant f(k) and the Fredholm minor F (x, x′, k) associated with
equation (4.6) are defined by
f(k) =
∞∑
m=0
f (m)(k), k ∈ D¯1, (4.11)
F (x, x′, k)ii′ =
∞∑
m=0
F (m)(x, x′, k)ii′ , x, x′ ∈ R, k ∈ D¯1, i, i′ = 1, 2, 3, (4.12)
where f (m) and F (m) are defined for m ≥ 0 by1
f (m)(k) =
(−1)m
m!
3∑
i1,i2,...,im=1
∫
Rm
K(m)
(
x1,i1,x2,i2,...,xm,im
x1,i1,x2,i2,...,xm,im; k
)
dx1dx2 · · · dxm,
F (m)(x, x′, k)ii′ =
(−1)m
m!
3∑
i1,i2,...,im=1
×
∫
Rm
K(m+1)
(
x,i,x1,i1,x2,i2,...,xm,im
x′,i′,x1,i1,x2,i2,...,xm,im; k
)
dx1dx2 · · · dxm. (4.13)
1For m = 0 these definitions should be interpreted as
f (0)(k) = 1, F (0)(x, x′, k)ii′ = K(1)
(
x,i
x′,i′; k
)
= K(x, x′, k)ii′ .
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In view of (4.10), we have
|f (m)(k)| ≤ 3
mmm/2‖b‖mL1(R)
m!
, k ∈ D¯1, m ≥ 0. (4.14)
Using Stirling’s approximation m! ∼ √2pim(m/e)m, we see that the series in (4.11)
converges absolutely and uniformly for k ∈ D¯1. For each m, f (m)(k) is a continuous
function of k ∈ D¯1 which is analytic in the interior of D¯1. This shows that the
Fredholm determinant f(k) is a bounded continuous function of k ∈ D¯1 which is
analytic in the interior of D¯1. Similarly, the estimate
|F (m)(x, x′, k)ii′| ≤
3m(m+ 1)(m+1)/2‖b‖mL1(R)b(x′)
m!
, x, x′ ∈ R, k ∈ D¯1, m ≥ 0,
(4.15)
shows that the Fredholm minor F (x, x′, k) has the following properties: (i) For each
(x, x′) ∈ R2, F (x, x′, k) is a bounded continuous function of k ∈ D¯1 which is analytic
in the interior of D¯1; (ii) For each k ∈ D¯1, F (x, x′, k) is a smooth function of
(x, x′) ∈ R2 \ {x = x′} (since H(x− x′) has a discontinuity at x = x′); (iii) F obeys
the estimate
|F (x, x′, k)| ≤ Cb(x′), x, x′ ∈ R, k ∈ D¯1. (4.16)
Expanding the determinant in (4.9) along the first column, we find, for m ≥ 0,
K(m+1)
(
x,i,x1,i1,...,xm,im
x′,i′,x1,i1,...,xm,im; k
)
= K(x, x′, k)ii′K(m)
(
x1,i1,...,xm,im
x1,i1,...,xm,im; k
)
−
m∑
s=1
K(xs, x
′, k)isi′K
(m)
(
x,i,x1,i1,...,xs−1,is−1,xs+1,is+1,...,xm,im
xs,is,x1,i1,...,xs−1,is−1,xs+1,is+1,...xm,im; k
)
.
Substituting this identity into (4.13) and simplifying, we obtain
F (m)(x, x′, k)ii′ = f (m)(k)K(x, x′, k)ii′ +
3∑
is=1
∫
R
F (m−1)(x, x′′, k)iisK(x
′′, x′, k)isi′dx
′′,
or, in matrix-form,
F (m)(x, x′, k) = f (m)(k)K(x, x′, k) +
∫
R
F (m−1)(x, x′′, k)K(x′′, x′, k)dx′′, m ≥ 0,
where F (−1) := 0. Summing this equation from m = 0 to m = +∞, we find, for
x, x′ ∈ R and k ∈ D¯1,
F (x, x′, k) = f(k)K(x, x′, k) +
∫
R
F (x, x′′, k)K(x′′, x′, k)dx′′. (4.17a)
If we instead expand the determinant in (4.9) along the first row, the same type of
argument leads to
F (x, x′, k) = f(k)K(x, x′, k) +
∫
R
K(x, x′′, k)F (x′′, x′, k)dx′′. (4.17b)
The identities in (4.17) show that
R(x, x′, k) =
F (x, x′, k)
f(k)
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satisfies the resolvent equations
R(x, x′, k)−K(x, x′, k) =
∫
R
R(x, x′′, k)K(x′′, x′, k)dx′′
=
∫
R
K(x, x′′, k)R(x′′, x′, k)dx′′
for x, x′ ∈ R and k ∈ D¯1 \ Q. This shows that (4.6) has a unique solution given by
wi(x, k) = δi3 +
1
f(k)
∫
R
F (x, x′, k)i3dx′, x ∈ R, k ∈ D¯1 \ Q. (4.18)
Using the properties of f(k) and F (x, x′, k) and the fact that  > 0 was arbitrary, it
follows from this representation that the third column of M1 satisfies (a)-(d). The
proofs of (a)-(d) for the first and second columns of M1 are similar.
Letting x → ∞ in (4.1) and using (4.4), we find that limx→∞M1(x, k)ij = δij for
(i, j) such that γ1ij = (∞, x), and that M1(x, k)ij remains bounded as x → ∞ for
(i, j) such that γ1ij = (−∞, x). In other words, the entries of M1 above the diagonal
remain bounded as x → ∞, whereas the part of M1 on and below the diagonal
approaches the identity matrix:
M1(x, k)→
1 ? ?0 1 ?
0 0 1
 as x→ +∞. (4.19)
In particular, for each k ∈ D¯1 \ Q, M1(x, k) is invertible for all sufficiently large x.
From standard theory of ODEs, we conclude that M1(x, k) is invertible for all x ∈ R.
Since M1(·, k) is a smooth solution of (3.21), we infer that
(log detM1(x, k))x = tr (M
−1
1 Mx) = trU = 0,
from which we conclude that detM1(x, k) is independent of x. Using (4.19) again,
we find detM1(x, k) = 1 for all x ∈ R and k ∈ D¯1 \ Q, which proves (e) for n = 1.
The Fredholm equations (4.1) are consistent with the symmetries in (4.5), because
L(k) and U(x, k) obey these symmetries. Hence we can construct the unique solutions
Mn of (4.1) for n = 2, . . . , 6 in the same way as we constructed M1. By uniqueness,
these Mn will satisfy the symmetries in (4.5). 
Remark 4.2. In the proof of Proposition 4.1, we focused on the third column of
M1 to avoid an abundance of indices. More generally, the Fredholm determinant
associated with the jth column of M1 is defined by
fj(k) =
∞∑
m=0
(−1)m
m!
3∑
i1,i2,··· ,im=1
×
∫
Rm
det
 Kj(x1, x1, k)i1i1 · · · Kj(x1, xm, k)i1im... ...
Kj(xm, x1, k)imi1 · · · Kj(xm, xm, k)imim
 dx1dx2 · · · dxm,
(4.20)
where
Kj(x, x
′, k)il =
{
H(x− x′)e(li−lj)(x−x′)U(x′, k)il if γ1ij = (−∞, x),
−H(x′ − x)e(li−lj)(x−x′)U(x′, k)il if γ1ij = (∞, x).
(4.21)
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Each function fj(k) is an analytic function of k ∈ D1 with a continuous extension
to D¯1 \ {0}. Since it does not vanish identically (in fact, fj → 1 as k →∞, because
U(x, k) is O(1/k) as k →∞), it has at most countably many zeros in D1.
As in the case of X and Y , the asymptotics of Mn as k → ∞ can be obtained
by considering formal power series solutions of (3.21). The formal solutions take the
form
Mn,formal(x, k) = I +
Mn,1(x)
k
+
Mn,2(x)
k2
+ · · · , n = 1, . . . , 6,
with the normalization conditions limx→−∞(Mn,l(x))ij = 0 if γ
n
ij = (−∞, x),
lim
x→∞
(Mn,l(x))ij = 0 if γ
n
ij = (∞, x),
l ≥ 1. (4.22)
The coefficients Mn,j are uniquely determined from (4.22), the recursive relations
(3.26), and the initial assignments Mn,−2 = 0, Mn,−1 = 0, Mn,0 = I. In fact, since
γnii = (∞, x) for i = 1, 2, 3 and n = 1, . . . , 6, it follows that Mn,j(x) = Xj(x) for all n
and j.
Lemma 4.3 (Asymptotics of M as k →∞). Suppose u0, v0 ∈ S(R) and u0, v0 6≡ 0.
Given an integer p ≥ 1, let X(p)(x, k) be the function defined in (3.27). Then there
exists an R > 0 such that∣∣M(x, k)−X(p)(x, k)∣∣ ≤ C|k|p+1 , x ∈ R, k ∈ C \ Γ, |k| ≥ R.
Proof. Let M(p) := X(p+1). It is enough to show that there exists an R > 0 such that∣∣M(x, k)−M(p)(x, k)∣∣ ≤ C|k|p+1 , x ∈ R, k ∈ C \ Γ, |k| ≥ R. (4.23)
By induction on (3.26), one shows easily that
X
(o)
j ∈ S(R), ∂xX(d)j ∈ S(R), j ≥ 1. (4.24)
For n = 1, . . . , 6 and R > 1, let D¯Rn = D¯n ∩ {|k| ≥ R}. We choose R > 1 sufficiently
large such that
sup
|k|≥R
sup
x∈R
∣∣∣∣ p+1∑
j=1
Xj(x)
kj
∣∣∣∣ < 1.
Then the inverse M−1(p) exists and M(p),M
−1
(p) are uniformly bounded for x ∈ R and
|k| ≥ R. Define L(x, k) and L(p)(x, k) by
L = L+ U, L(p) =
(
∂xM(p) +M(p)L
)
M−1(p)
and let ∆ = L − L(p) denote their difference. The quotient M−1(p)M satisfies the
equation
(M−1(p)M)x = −M−1(p) (∂xM(p))M−1(p)M +M−1(p)∂xM
= −M−1(p) (L(p)M(p) −M(p)L)M−1(p)M +M−1(p) (LM −ML)
= M−1(p)∆M + [L,M−1(p)M ],
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that is, (
e−xLˆ(M−1(p)M)
)
x
= e−xLˆ(M−1(p)∆M).
The entries (M(p))ij and (Mn)ij (and hence also the entries (M
−1
(p)M)ij) approach δij
as x→ ±∞ for γnij = (±∞, x). We conclude that M satisfies the Fredholm equation
(M−1(p)Mn)(x, k)ij = δij +
∫
γnij
(
e(x−x
′)Lˆ(M−1(p)∆Mn)(x
′, k)
)
ij
dx′,
that is,
Mn(x, k)ij = M(p)(x, k)ij +
3∑
s=1
M(p)(x, k)is
∫
γnsj
(
e(x−x
′)Lˆ(M−1(p)∆Mn)(x
′, k)
)
sj
dx′
(4.25)
for x ∈ R and k ∈ D¯Rn . For definiteness, we focus on the third column of M1. Letting
wi(x, k) = (M1)i3(x, k), we can write the third column of (4.25) for n = 1 as
wi(x, k) = M(p)(x, k)i3 +
∫ ∞
−∞
3∑
l=1
K(x, x′, k)ilwl(x′, k)dx′, i = 1, 2, 3, (4.26)
where the kernel K is defined for x, x′ ∈ R, k ∈ D¯R1 , and i, l = 1, 2, 3 by
K(x, x′, k)il =
3∑
s=1
M(p)(x, k)isHs(x, x
′)e(ls−l3)(x−x
′)(M−1(p)∆)(x
′, k)sl (4.27)
with
Hs(x, x
′) =
{
H(x− x′) if γ1s3 = (−∞, x),
−H(x′ − x) if γ1s3 = (∞, x).
Let us now rewrite ∆ as follows:
∆ = (UM(p) + [L,M(p)]− ∂xM(p))M−1(p) .
For each k ∈ D¯R1 , the function [L,M(p)](·, k) only involves the off-diagonal entries of
M(p), and thus [L,M(p)](·, k) ∈ S(R) by (4.24). Since M(p) and M−1(p) are uniformly
bounded for x ∈ R and |k| ≥ R, and since U(·, k) ∈ S(R), we have ∆(·, k) ∈ S(R)
for each k ∈ D¯R1 . Furthermore, since Xformal is a formal solution of (3.21) (i.e., it
satisfies (3.26)), there exists a function b1 ∈ S(R) such that
|UM(p) + [L,M(p)]− ∂xM(p)| < b1(x)|k|p+1 , x ∈ R, k ∈ D¯
R
1 .
Since M−1(p) is uniformly bounded for x ∈ R and |k| ≥ R, we find
|∆(x, k)| < C b1(x)|k|p+1 , x ∈ R, k ∈ D¯
R
1 . (4.28)
We infer that there exists a function b ∈ S(R) such that the following analog of (4.8)
holds:
|K(x, x′, k)il| ≤ b(x
′)
|k|p+1 , x, x
′ ∈ R, k ∈ D¯R1 , i, l = 1, 2, 3. (4.29)
THE “GOOD” BOUSSINESQ EQUATION 35
Define f (m) and F (m) as in (4.13), but with K(x, x′, k) given by (4.27). Proceeding
as in the proof of Proposition 4.1, we find the following analogs of (4.14) and (4.15):
|f (m)(k)| ≤ 3
mmm/2‖b‖mL1(R)
m!|k|(p+1)m , k ∈ D¯
R
1 , m ≥ 0.
|F (m)(x, x′, k)ii′ | ≤
3m(m+ 1)(m+1)/2‖b‖mL1(R)b(x′)
m!|k|(p+1)(m+1) , x, x
′ ∈ R, k ∈ D¯R1 , m ≥ 0,
As a result, the Fredholm determinant f(k) =
∑∞
m=0 f
(m)(k) and the Fredholm minor
F (x, x′, k) =
∑∞
m=0 F
(m)(x, x′, k) associated with equation (4.26) obey the estimates
|f(k)− 1| ≤ C|k|p+1 , k ∈ D¯
R
1 , (4.30a)
|F (x, x′, k)| ≤ C b(x
′)
|k|p+1 , x, x
′ ∈ R, k ∈ D¯R1 . (4.30b)
Increasing R if necessary, (4.30a) implies |f(k)| ≥ 1/2 for k ∈ D¯R1 , and we arrive at
the solution representation
wi(x, k) = M(p)(x, k)i3 +
1
f(k)
∫
R
3∑
l=1
F (x, x′, k)ilM(p)(x′, k)l3dx′, x ∈ R, k ∈ D¯R1 .
In view of the boundedness of M(p) and the estimates (4.30), this yields
|wi(x, k)−M(p)(x, k)i3| ≤ C|k|p+1 , x ∈ R, k ∈ D¯
R
1 .
This proves (4.23) in the case of the third column and k ∈ D1; the proofs of the
other cases are similar. 
We saw in (3.46) that the spectral function s(k) relates the eigenfunctions X and
Y if u0 and v0 have compact support. The next lemma introduces spectral functions
Sn(k) and Tn(k), n = 1, . . . , 6, which relate the eigenfunctions Mn with X and Y .
Lemma 4.4 (Relation between Mn and X, Y ). Suppose u0, v0 ∈ S(R) have compact
support. Then
Mn(x, k) = Y (x, k)e
xL̂(k)Sn(k)
= X(x, k)exL̂(k)Tn(k), x ∈ R, k ∈ D¯n \ Q, n = 1, . . . , 6,
where Sn(k) and Tn(k) are given in terms of the entries of s(k) by
S1(k) =
s11 0 0s21 m33(s)s11 0
s31
m23(s)
s11
1
m33(s)
 , S2(k) =
s11 0 0s21 1m22(s) m32(s)s11
s31 0
m22(s)
s11
 ,
S3(k) =

m22(s)
s33
0 s13
m12(s)
s33
1
m22(s)
s23
0 0 s33
 , S4(k) =
 1m11(s)
m21(s)
s33
s13
0 m11(s)
s33
s23
0 0 s33
 ,
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S5(k) =
 1m11(s) s12 −
m31(s)
s22
0 s22 0
0 s32
m11(s)
s22
 , S6(k) =

m33(s)
s22
s12 0
0 s22 0
−m13(s)
s22
s32
1
m33(s)
 , (4.31a)
and
T1(k) =
1 − s12s11
m31(s)
m33(s)
0 1 −m32(s)
m33(s)
0 0 1
 , T2(k) =
1 −
m21(s)
m22(s)
− s13
s11
0 1 0
0 −m23(s)
m22(s)
1
 ,
T3(k) =
 1 −
m21(s)
m22(s)
0
0 1 0
− s31
s33
−m23(s)
m22(s)
1
 , T4(k) =
 1 0 0−m12(s)m11(s) 1 0
m13(s)
m11(s)
− s32
s33
1
 ,
T5(k) =
 1 0 0−m12(s)m11(s) 1 − s23s22
m13(s)
m11(s)
0 1
 , T6(k) =
 1 0
m31(s)
m33(s)
− s21
s22
1 −m32(s)
m33(s)
0 0 1
 . (4.31b)
Proof. Choose K > 0 such that u0, v0 have support in [−K,K] ⊂ R. Define Sn(k)
and Tn(k), n = 1, . . . , 6, bySn(k) = limx→−∞e
−xL̂(k)Mn(x, k),
Tn(k) = lim
x→∞
e−xL̂(k)Mn(x, k),
k ∈ D¯n \ Q, (4.32)
where the limits exist because U(x, k) = 0 for |x| > K, which implies by (4.1) that
e−xLˆMn(x, k) is independent of x for |x| > K. Recall that X(x, k), Y (x, k), and s(k)
are defined for all k ∈ C \ {0} for compactly supported data. We find
Mn(x, k) = Y (x, k)e
xL̂(k)Sn(k) = X(x, k)exL̂(k)Tn(k), (4.33)
and hence, comparing with (3.46),
s(k) = Sn(k)T
−1
n (k), k ∈ D¯n \ Q. (4.34)
Given s(k), equation (4.34) constitutes a matrix factorization problem which can be
uniquely solved for Sn(k) and Tn(k). In fact, the integral equations (4.1) imply that
(Sn(k))ij = 0 if γ
n
ij = (−∞, x),
(Tn(k))ij = δij if γ
n
ij = (∞, x),
so the relation (4.34) yields 9 scalar equations for 9 unknowns. The explicit solution
of this algebraic system gives (4.31). 2
Let η ∈ C∞c (R) be a cutoff function which equals one for |x| ≤ 1 and which vanishes
for |x| ≥ 2. For j ≥ 1, let ηj(x) = η(x/j). If f ∈ S(R), then ηjf is a sequence of
smooth functions with compact support which converges to f in S(R) as j →∞.
Lemma 4.5. Let u0, v0 ∈ S(R). Let {s(k),Mn(x, k)} and {s(i)(k),M (i)n (x, k)} be the
spectral functions and eigenfunctions associated with (u0, v0) and
(u
(i)
0 (x), v
(i)
0 (x)) := (ηiu0, ηiv0) ∈ S(R)× S(R), (4.35)
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respectively. Then
lim
i→∞
s(i)(k) = s(k), k ∈
ω2S¯ R+ ωR+R+ ωS¯ ω2R+
ωR+ ω2R+ S¯
 \ {0}, (4.36)
lim
i→∞
(sA)(i)(k) = sA(k), k ∈
−ω2S¯ R− ωR−R− −ωS¯ ω2R−
ωR− ω2R− −S¯
 \ {0}, (4.37)
lim
i→∞
X(i)(x, k) = X(x, k), x ∈ R, k ∈ (ω2S¯, ωS¯, S¯) \ {0}, (4.38)
lim
i→∞
Y (i)(x, k) = Y (x, k), x ∈ R, k ∈ (−ω2S¯,−ωS¯,−S¯) \ {0}, (4.39)
lim
i→∞
M (i)n (x, k) = Mn(x, k), x ∈ R, k ∈ D¯n \ Q, n = 1, . . . , 6. (4.40)
Proof. The proof amounts to verifying that the solutions of the Volterra equations
(3.22) and of the Fredholm equation (4.1) depend continuously on the potential
(u0, v0) ∈ S(R). Let  > 0 and let the superscript (i) indicate quantities associated
with the sequence (u
(i)
0 (x), v
(i)
0 (x)). It is easy to see from the Volterra series that
X(i)(x, k) converges pointwise to X(x, k) as i → ∞. Moreover, the following bound
holds uniformly with respect to i (cf. (3.23a)):
|X(i)(x, k)− I| ≤ C, x ∈ R, k ∈ (ω2S¯, ωS¯, S¯), |k| > . (4.41)
Indeed, the properties of the Volterra series defining X(i)(x, k) depend on the norm
‖U(i)(·, k)‖L1([x,∞)). Since these norms are uniformly bounded, we find (4.41). The
limit (4.36) now follows from the definition (3.42) of s(k) and dominated convergence.
The proof of (4.37) is similar.
We next prove (4.40). Consider the kernel K defined in (4.7). The expression
(3.20a) for U implies that K(i)(x, x′, k) converges pointwise to K(x, x′, k) as i →
∞. Moreover, we can choose a function b ∈ S(R) such that the bound (4.8) holds
uniformly for all i:
sup
i
|K(i)(x, x′, k)| ≤ b(x′), x, x′ ∈ R, k ∈ D¯1.
Using dominated convergence, we can then take the limit i → ∞ in the formulas
involving the Fredholm determinant and Fredholm minors in the proof of Proposition
4.1. In particular, the Fredholm determinant f (i)(k) converges pointwise to f(k)
and, by uniform convergence of the series in (4.12), the minor F (i)(x, x′, k) converges
pointwise to F (x, x′, k) and the bound (4.16) holds uniformly with respect to i. In
the case of n = 1 and the third column, the limit (4.40) follows by using dominated
convergence in the representation (4.18); the other cases are similar. 
Recall that the sectionally analytic function M(x, k) is defined by M(x, k) =
Mn(x, k) for k ∈ Dn.
Lemma 4.6 (Jump condition for M). Let u0, v0 ∈ S(R). For each x ∈ R, M(x, k)
satisfies the jump condition
M+(x, k) = M−(x, k)v(x, 0, k), k ∈ Γ \ Q,
where v is the jump matrix defined in (2.11) and Q is the set defined in (4.3).
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Proof. We will show that
M1 = M6v1, k ∈ (0,∞) \ Q; (4.42)
the proof that M4 = M3v4 for k ∈ (−∞, 0) \ Q is similar, and the jumps on the
remaining parts of Γ follow from these two jumps by symmetry.
Suppose first that u0, v0 have support in some compact subset [−K,K] ⊂ R,
K > 0. For each k, Mn(x, k) is a smooth function of x ∈ R which satisfies (3.21).
Hence there exists a matrix J1(k) independent of x such that
M1(x, k) = M6(x, k)e
xL̂(k)J1(k), k ∈ (0,∞). (4.43)
For x < −K we have Mn(x, k) = exL̂(k)Sn(k), where Sn(k) is the matrix defined in
(4.32). Hence, evaluation of (4.43) at x < −K gives
J1(k) = S6(k)
−1S1(k).
This completes the proof of (4.42) for compactly supported u0, v0, because, by (2.11)
and (4.31a),
exLˆ[S6(k)−1S1(k)] = exLˆ
 1 −r1(k) 0r∗1(k) 1− |r1(k)|2 0
0 0 1
 = v1(x, 0, k).
If u0, v0 ∈ S(R) are not compactly supported, we let (u(i)0 (x), v(i)0 (x)) be the se-
quence of smooth functions with compact support converging to (u0, v0) defined in
(4.35). In view of Lemma 4.5, the relation (4.42) for (u0, v0) follows immediately by
taking the limit i→∞ in the analogous relation for (u(i)0 (x), v(i)0 (x)). 
Lemma 4.7. Let u0, v0 ∈ S(R). The functions M1 and MA1 ≡ (M−11 )T can be
expressed in terms of the entries of X, Y,XA, Y A, s, and sA as follows:
M1 =

X11
Y A31X
A
23−Y A21XA33
s11
Y13
sA33
X21
Y A11X
A
33−Y A31XA13
s11
Y23
sA33
X31
Y A21X
A
13−Y A11XA23
s11
Y33
sA33
 , MA1 =

Y A11
s11
X31Y23−X21Y33
sA33
XA13
Y A21
s11
X11Y33−X31Y13
sA33
XA23
Y A31
s11
X21Y13−X11Y23
sA33
XA33
 ,
for all x ∈ R and k ∈ D¯1 \ Q.
Proof. Let (u
(i)
0 (x), v
(i)
0 (x)) be the sequence converging to (u0(x), v0(x)) in (4.35).
Then Lemma 4.4 implies
M (i)n (x, k) = Y
(i)(x, k)exL̂(k)S(i)n (k) = X
(i)(x, k)exL̂(k)T (i)n (k), k ∈ D¯n \ Q.
In particular, the first and third columns of M
(i)
1 admit the following representations
for x ∈ R, k ∈ D¯1 \ Q, and i ≥ 1:{
[M
(i)
1 (x, k)]1 = [X
(i)(x, k)]1,
[M
(i)
1 (x, k)]3 =
[Y (i)(x,k)]3
m33(s(i))
,
where we use the notation [A]j for the jth column of a matrix A. Using Lemma 4.5
to let i → ∞, we find (note that all quantities are well-defined also when u0, v0 are
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not compactly supported){
[M1(x, k)]1 = [X(x, k)]1,
[M1(x, k)]3 =
[Y (x,k)]3
(sA(k))33
,
x ∈ R, k ∈ D¯1 \ Q. (4.44)
Analogous arguments using that
S1(k)
A =
 1s11 − s21m33(s) m13(s)0 s11
m33(s)
−m23(s)
0 0 m33(s)
 , T1(k)A =
 1 0 0s12
s11
1 0
s13
s11
m32(s)
m33(s)
1
 ,
show that {
[MA1 (x, k)]1 =
[Y A(x,k)]1
s11(k)
,
[MA1 (x, k)]3 = [X
A(x, k)]3,
x ∈ R, k ∈ D¯1 \ Q. (4.45)
On the other hand, the trivial identity M = (MA)A shows that [M ]2 can be expressed
in terms of [MA]1 and [M
A]3 by
M12 = −m12(MA), M22 = m22(MA), M32 = −m32(MA). (4.46)
Similarly [MA]2 can be expressed in terms of [M ]1 and [M ]3 by
MA12 = −m12(M), MA22 = m22(M), MA32 = −m32(M). (4.47)
The lemma follows from equations (4.44)-(4.47). 
Lemma 4.7 shows that if u0, v0 satisfy Assumption 2.1, then M has no singularities
apart from k = 0 (because sA11(k) 6= 0 for k ∈ D¯4 \ {0} implies sA33(k) = sA22(ωk) =
sA11(ωk) 6= 0 for k ∈ D¯1 \ {0}); roughly speaking, this absence of singularities corre-
sponds to the absence of solitons. In this case, we can define the value of M(x, t, k)
at any point kj ∈ Q ∩ D¯n \ {0} by continuity:
Mn(x, t, kj) = lim
k→kj
k∈D¯n\Q
Mn(x, t, k). (4.48)
As a consequence, we can replace Q with {0} in all the above results.
Lemma 4.8. Suppose u0, v0 ∈ S(R) are such that Assumption 2.1 holds. Then the
statements of Proposition 4.1 and Lemmas 4.4-4.6 hold with Q replaced by {0}.
Proof. Lemma 4.7 shows that, by analyticity and continuity arguments, the state-
ments of Proposition 4.1 and Lemmas 4.4-4.6 can be extended to all k /∈ {0}. 
Lemma 4.9 (Asymptotics of M as k → 0). Suppose u0, v0 ∈ S(R) are such that
Assumptions 2.1 and 2.2 hold. Let p ≥ 1 be an integer. Then there are 3 × 3-
matrix valued functions {M(l)n (x),N (l)n (x)}, n = 1, . . . , 6, l = −2,−1, 0, . . . , p, with
the following properties:
(a) The function M satisfies, for x ∈ R,∣∣∣∣Mn(x, k)− p∑
l=−2
M(l)n (x)kl
∣∣∣∣C ≤ |k|p+1, |k| ≤ 12 , k ∈ D¯n.
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(b) The function M−1 satisfies, for x ∈ R,∣∣∣∣Mn(x, k)−1 − p∑
l=−2
N (l)n (x)kl
∣∣∣∣ ≤ C|k|p+1, |k| ≤ 12 , k ∈ D¯n.
(c) For each n and each l ≥ −2, {M(l)n (x),N (l)n (x)} are smooth functions of x ∈ R.
(d) For n=1, the first coefficients are given by
M(−2)1 (x) = α1(x)
ω 0 0ω 0 0
ω 0 0
 ,
M(−1)1 (x) = β1(x)
ω2 0 0ω2 0 0
ω2 0 0
+ γ1(x)
ω2 0 01 0 0
ω 0 0
+ δ(x)
0 1− ω 00 1− ω 0
0 1− ω 0
 ,
where
δ(x) =
α˜2(x)γ˜1(x)− α˜1(x)γ˜2(x)
s(−2)
,
and the third column of M(0)1 (x) is given by
M(0)1 (x) =
? ? (x)? ? (x)
? ? (x)
 with (x) = α2(x)
sA(−2)
, (4.49)
where ? denotes an unspecified entry. Moreover,
N (−2)1 (x) = α˜1(x)
0 0 00 0 0
ω ω2 1
 , (4.50)
N (−1)1 (x) = β˜1(x)
0 0 00 0 0
ω ω2 1
+ γ˜1(x)
 0 0 00 0 0
ω2 ω 1
 (4.51)
+ δ˜(x)
 0 0 0ω − 1 ω2 − ω 1− ω2
0 0 0
 , (4.52)
where
δ˜(x) =
α2(x)γ1(x)− α1(x)γ2(x)
sA(−2)
,
and the first row of N (0)1 (x) is given by
N (0)1 (x) =
˜(x) ˜(x) ˜(x)? ? ?
? ? ?
 with ˜(x) = α˜2(x)
s(−2)
. (4.53)
(e) For each x ∈ R, the function k 7→ (ω ω2 1)Mn(x, k) is bounded as k → 0,
k ∈ D¯n.
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Proof. We only consider the case k ∈ D¯1. The asymptotics in the other sectors can be
obtained from the symmetry M(x, k) = AM(x, ωk)A−1 = BM(x, k)B. Since u0, v0
satisfy Assumption 2.2, s(−2) 6= 0 and sA(−2) 6= 0. Lemma 4.7 provides expressions for
M1 and M
A
1 for k ∈ D¯1 \ {0} in terms of X, Y, s,XA, Y A, sA. Using the expansions
as k → 0 of the latter set of functions (see Propositions 3.3, 3.5, 3.8, and 3.9) and
recalling Assumptions 2.1 and 2.2, the lemma follows. 
5. Proof of Theorem 2.6
Suppose {u(x, t), v(x, t)} is a Schwartz class solution of (1.5) with existence time
T ∈ (0,∞] and initial data u0, v0 ∈ S(R). Suppose Assumptions 2.1 and 2.2 hold
and define the spectral functions r1(k) and r2(k) in terms of u0, v0 by (2.7). Define
time-dependent eigenfunctions {Mn(x, t, k)}6n=1 by replacing U(x, k) with the time-
dependent potential U(x, t, k) in the integral equations (4.1). Define the sectionally
analytic function M(x, t, k) by setting M(x, t, k) = Mn(x, t, k) for k ∈ Dn.
By Lemma 4.3 and the definition (3.27) of X(p), we have
lim
k→∞
k
[
(M(x, t, k))33 − 1
]
= −2
3
∫ x
∞
u(x′, t)dx′.
Recalling that u, v have rapid decay as x→∞ and that ut = vx, the formulas (1.9)
for u and v follow. On the other hand, uniqueness of the solution of the RH problem
2.4 is proved in Appendix A. Thus it only remains to verify that M satisfies the RH
problem 2.4.
Property (c) of RH problem 2.4 related to the asymptotics of M as k → ∞
follows from Lemma 4.3 and the definition (3.27) of X(p). Property (d) related to
the asymptotics of M as k → 0 follows from Lemma 4.9, whereas property (e)
follows from the symmetries (4.5) of M and Lemma 4.8. To prove the remaining two
properties (properties (a) and (b)) of RH problem 2.4 we need the following lemma.
Lemma 5.1. Let n = 1, . . . , 6. For each k ∈ D¯n \ {0}, Mn(x, t, k) is a smooth
function of (x, t) ∈ R× [0, T ) satisfying the Lax pair equations (3.17).
Proof. For each fixed t, the eigenfunctions Mn possess all the properties derived
in Section 3; in particular, they depend smoothly on x and satisfy the x-part of
(3.17). Using the smoothness of {u(x, t), v(x, t)} together with the decay assumption
(2.20), differentiation of the representation (4.18) for Mn shows that the Mn depend
smoothly on t whenever k ∈ D¯n\Q, where Q is the set defined in (4.3). Furthermore,
differentiation of (4.1) with respect to t shows that if k ∈ D¯n \Q, then the derivative
∂tMn satisfies the Fredholm equation
(∂tMn)ij(x, t, k) =
∫
γnij
(
e(x−x
′)L̂(k)(UtMn)(x′, t, k)
)
ij
dx′
+
∫
γnij
(
e(x−x
′)L̂(k)(U∂tMn)(x′, t, k)
)
ij
dx′, i, j = 1, 2, 3. (5.1)
Suppose k ∈ D¯n \ Q. The function Mˆn := MneLx+Zt satisfies the x-part in (3.7).
Furthermore, since {u(x, t), v(x, t)} solve (1.5), L and Z obey the compatibility con-
dition Lt − Zx + [L,Z] = 0. It follows that ∂tMˆn − ZMˆn also satisfies the x-part in
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(3.7), or, in other words, that
χn := (∂tMˆn − ZMˆn)e−Lx−Zt = ∂tMn − [Z,Mn]− VMn
satisfies the x-part in (3.17). For each t ≥ 0, Mn(x, t, k) is bounded for x ∈ R by (4.4)
and V(x, t, k) has decay as |x| → ∞. Moreover, we conclude from (4.1) and (5.1)
that the (ij)th entries of Mn and ∂tMn approach zero as x→ +∞ if γnij = (+∞, x),
whereas they approach zero as x→ −∞ if γnij = (−∞, x). It follows that
(χn)ij → 0 as
{
x→ −∞ if γnij = (−∞, x),
x→ +∞ if γnij = (+∞, x),
i, j = 1, 2, 3.
Hence χn satisfies the homogeneous version of the Fredholm equations (4.1) (i.e.,
the equations obtained from (4.1) by replacing δij with zero). These homogeneous
equations have no nonzero solution whenever the Fredholm determinant is nonzero.
Hence χn vanishes identically for each k ∈ D¯n \ Q. This shows that Mn satisfies
the t-part of (3.17) for k ∈ D¯n \ Q. Since the right-hand side of this t-part extends
continuously to k ∈ D¯n \{0}, so does ∂tMn (and by uniform convergence the limit in
(4.48) commutes with ∂t, see e.g. [17, Theorem 7.17]). Thus the t-part of (3.17) holds
for all k ∈ D¯n \ {0}. Recursive use of the t-part shows that Mn depends smoothly
on t also for k ∈ Q ∩ D¯n \ {0}. This completes the proof. 
The next lemma completes the proof that M satisfies the RH problem 2.4 and
therefore also the proof of Theorem 2.6.
Lemma 5.2. For each (x, t) ∈ R × [0, T ), M(x, t, k) is an analytic function of
k ∈ C \ Γ with continuous boundary values on Γ \ {0}. Moreover, M satisfies the
jump condition (2.12).
Proof. The analyticity and the existence of continuous boundary values are a conse-
quence of Proposition 4.1 and Lemma 4.8. By Lemma 5.1, Mn satisfies the Lax pair
equations (3.17). These equations imply that the functions Mn are related by
Mn+1(x, t, k) = Mn(x, t, k)e
Lˆx+Zˆt(Mn(0, 0, k)−1Mn+1(0, 0, k)),
for (x, t) ∈ R×[0, T ) and k ∈ D¯n∩D¯n+1, n = 1, . . . , 6 (with D¯7 := D¯1 and M7 := M1).
Equation (2.12) now follows from Lemma 4.6. 
6. Numerical example
The functions X, Y , s, XA, Y A, sA, M can all be computed numerically. All
properties of these functions listed in Sections 3 and 4 have been verified numerically
for various choices of the initial data. The aim of this section is to illustrate the
behavior of some of these functions as k → 0 for a particular choice of u0 and v0. Our
numerics are based on the Julia package “ApproxFun”, allowing for approximations
of compactly supported functions to high accuracy. For the illustration, we take the
following compactly supported initial data u0, v0 ∈ S(R):
u0(x) =
{
(1 + cos(3x)) exp
( −2
1−x2
)
, if x ∈ (−1, 1),
0, otherwise,
(6.1a)
v0(x) =
{
(1 + x) exp
( −2
1−x2
)
, if x ∈ (−1, 1),
0, otherwise.
(6.1b)
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Figure 2. The graphs of the functions α1(x), β1(x), γ1(x), δ1,3(x), δ2,3(x), and δ3,3(x)
associated to the initial data (6.1).
The functions α1, β1, γ1, δ1,3, δ2,3, and δ3,3 describe the behavior of X as k → 0 (see
Proposition 3.3) and their graphs as functions of x are displayed in Figure 2. We
observe that α1, β1, γ1, and δ1,j − 1/3, j = 1, 2, 3, have decay as x → +∞. We
Figure 3. The graphs of |r1(k)| and |r2(k)| for the initial data (6.1).
also observe that α1 is bounded on R, that β1 and γ1 grow linearly as x → −∞,
and that δ1,j, j = 1, 2, 3 seem to grow quadratically at −∞. These observations
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are consistent with the bounds (3.33)-(3.35). The value of s(−2) defined in (3.45) is
0.04848575... and we obtain excellent numerical agreement for the expansion (3.44).
Finally, Figure 3 shows the graphs of |r1(k)| and |r2(k)| for k > 0 and k < 0,
respectively. In agreement with Theorem 2.3, we observe that |r1(0)| = |r2(0)| = 1,
that |r1(k)| → 0 as k → +∞, and that |r2(k)| → 0 as k → −∞. It is also interesting
to note that |r1(k)| > 1 for small k > 0 in Figure 3. For the KdV equation, the
reflection coefficient is bounded above by 1 for all k (see e.g. [9]); Figure 3 shows
that the Boussinesq equation allows for a more general behavior.
Appendix A. Uniqueness of solution for RH problem 2.4
In this appendix, we show the following uniqueness result.
Proposition A.1 (Uniqueness of solution for RH problem 2.4). Let r1 : (0,∞)→ C
and r2 : (−∞, 0) → C be two functions which satisfy properties (i)-(iv) of Theorem
2.3. Then the solution of the RH problem 2.4 is unique, if it exists.
The proof of Proposition A.1 proceeds through a series of lemma. We assume
throughout the appendix that r1 : (0,∞)→ C and r2 : (−∞, 0)→ C satisfy (i)-(iv)
of Theorem 2.3.
Lemma A.2. Suppose that N is a 3× 3 matrix which obeys the symmetries (2.18)
and which admits an asymptotic expansion
N(x, t, k) = N (0)(x, t) +
N (1)(x, t)
k
+
N (2)(x, t)
k2
+O(k−3), k →∞. (A.1)
Then the coefficient matrices {N (j)}20 have the form
N (0) =
N
(0)
33 N
(0)
13 N
(0)
13
N
(0)
13 N
(0)
33 N
(0)
13
N
(0)
13 N
(0)
13 N
(0)
33
 , N (1) =
ω
2N
(1)
33 ωN
(1)
13 N
(1)
13
ω2N
(1)
13 ωN
(1)
33 N
(1)
13
ω2N
(1)
13 ωN
(1)
13 N
(1)
33
 ,
N (2) =
ωN
(2)
33 ω
2N
(2)
13 N
(2)
13
ωN
(2)
13 ω
2N
(2)
33 N
(2)
13
ωN
(2)
13 ω
2N
(2)
13 N
(2)
33
 ,
where {N (j)33 }20 are real-valued functions and {N (j)13 }20 are complex-valued functions.
Proof. It suffices to combine the large k asymptotics (A.1) with the symmetries
(2.18). After identifying the coefficients of different powers of k, we obtain
N (0) = AN (0)A−1 = BN (0)B, N (1) = ω2AN (1)A−1 = BN (1)B,
N (2) = ωAN (2)A−1 = BN (2)B.
Recalling the definitions (2.19) of A and B, the lemma follows. 
Lemma A.3 (Asymptotics of M as k → ∞). If M satisfies the RH problem 2.4,
then, as k →∞,
M(x, t, k) = I +
M
(1)
33
k
ω2 0 00 ω 0
0 0 1
+ M (2)33
k2
ω 0 00 ω2 0
0 0 1

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+
M˜
(2)
13
(1− ω)k2
 0 1 −1−ω 0 ω
ω2 −ω2 0
+O(k−3), (A.2)
where M
(1)
33 (x, t), M
(2)
33 (x, t), and M˜
(2)
13 (x, t) := −(1 − ω)M (2)13 (x, t) are real-valued
functions of x and t.
Proof. From Lemma A.2 and the conditions in (2.13), we see that, as k →∞,
M(x, t, k) = I +
M
(1)
33
k
ω2 0 00 ω 0
0 0 1
+ 1
k2
ωM
(2)
33 ω
2M
(2)
13 M
(2)
13
ωM
(2)
13 ω
2M
(2)
33 M
(2)
13
ωM
(2)
13 ω
2M
(2)
13 M
(2)
33
+O(k−3).
In particular, the last condition in (2.13) implies that ω2M
(2)
13 + M
(2)
13 = 0, i.e., that
(1− ω)M (2)13 is real-valued. 
Lemma A.4 (Unit determinant of M). If M is a solution of RH problem 2.4, then
M has unit determinant.
Proof. The determinant detM is analytic in C \ {0} and approaches 1 as k → ∞.
The assumption (2.14) on the behavior as k → 0 implies (by a direct computation)
that detM has at most a simple pole at k = 0. Thus,
detM(x, t, k) = 1 +
f(x, t)
k
,
for some function f(x, t). On the other hand, (A.2) implies that detM(x, t, k) =
1 +O(k−3) as k →∞ and thus f(x, t) = 0. 
Proof of Proposition A.1. Suppose M and N are two solutions of the RH problem
2.4. By Lemma A.4, detM and detN are identically equal to one. In particular, the
inverse transpose NA := (N−1)T of the matrix N can be expressed in terms of its
minors according to (3.53). Expanding this expression for NA as k → 0 in D1 and
using (2.14), we find
NA1 (x, t, k) =
1
k2
0 0 ?0 0 ?
0 0 ?
+ 1
k
0 ? ?0 ? ?
0 ? ?
+O(1) (A.3)
as k ∈ D1 approaches 0, where ? denotes an entry whose value is irrelevant for the
present argument. Similarly, expanding the expression for NA as k →∞ and using
(A.2), we find
NA(x, t, k) = I − N
(1)
33 (x, t)
k
ω2 0 00 ω 0
0 0 1
+ 1
k2
{
(N
(1)
33 (x, t)
2 −N (2)33 (x, t))
ω 0 00 ω2 0
0 0 1

+
N˜
(2)
13 (x, t)
1− ω
 0 ω −ω2−1 0 ω2
1 −ω 0
}+O(k−3), k →∞, (A.4)
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where N˜
(2)
13 = −(1− ω)N (2)13 . By (2.14) and (A.3), we have, as k ∈ D¯1 approaches 0,
MN−1 =
{
α
k2
ω 0 0ω 0 0
ω 0 0
+ 1
k
? ? 0? ? 0
? ? 0
+
? ? ? ? 
? ? 
+O(k)}
×
{
1
k2
0 0 00 0 0
? ? ?
+ 1
k
0 0 0? ? ?
? ? ?
+O(1)} = O(k−2), (A.5)
showing that MN−1 has at most a double pole at k = 0. Since MN−1 is analytic for
k ∈ C \ {0} and approaches the identity matrix as k →∞, we conclude that
M(x, t, k)N(x, t, k)−1 = I +
P (x, t)
k
+
Q(x, t)
k2
(A.6)
for some matrices P (x, t) and Q(x, t). In fact, keeping track of the terms of order
O(k−2) in (A.5), we see that
Q1j = Q2j = Q3j, j = 1, 2, 3. (A.7)
Furthermore, the symmetries (2.18) hold for M and N and hence also for MN−1.
Thus, by Lemma A.2, P and Q have the form
P =
ω2P33 ωP13 P13ω2P13 ωP33 P13
ω2P13 ωP13 P33
 , Q =
ωQ33 ω2Q13 Q13ωQ13 ω2Q33 Q13
ωQ13 ω
2Q13 Q33
 ,
where P33, Q33 are real-valued and P13, Q13 are complex-valued functions. Together
with (A.7), this implies that
Q = Q33
ω ω2 1ω ω2 1
ω ω2 1
 . (A.8)
On the other hand, substituting the expansion (A.2) of M and the transpose of the
expansion (A.4) of NA into the left-hand side of (A.6) and identifying the coefficients
of k−1 and k−2 in the resulting equation, we conclude that
P = (M
(1)
33 −N (1)33 )
ω2 0 00 ω 0
0 0 1
 , (A.9)
Q =
(
M
(2)
33 −M (1)33 N (1)33 + (N (1)33 )2 −N (2)33
)ω 0 00 ω2 0
0 0 1

+
M˜
(2)
13 (x)− N˜ (2)13 (x)
1− ω
 0 1 −1−ω 0 ω
ω2 −ω2 0
 . (A.10)
In order to reconcile the equations (A.10) and (A.8), we must have Q = 0, and then
(A.6) becomes
M(x, t, k)N(x, t, k)−1 = I +
M
(1)
33 (x, t)−N (1)33 (x, t)
k
ω2 0 00 ω 0
0 0 1
 .
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Since the determinant of the left-hand side is identically equal to one, we conclude
that M
(1)
33 − N (1)33 = 0. This shows that M = N and completes the proof of the
proposition. 
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