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ПРИМЕНЕНИЕ ЭНÒРОПИЙНОГО ÊОЭФФИЦИЕНÒА 
ÄЛЯ ОПÒИМИЗАЦИИ ЧИСЛА ИНÒЕРВАЛОВ  
ПРИ ИНÒЕРВАЛЬНЫХ ОЦЕНÊАХ
В ïðîцåññ óïðàâëåíèÿ êàчåñòâîм ïðîдóêцèè 
ïðîмышëåííîãî ïðåдïðèÿòèÿ âõîдèò ñбîð ýêñ-
ïåðèмåíòàëьíыõ дàííыõ ñ ïîñëåдóющåé èõ îб-
ðàбîòêîé. В ïðîцåдóðó ïåðâèчíîé îбðàбîòêè 
ðåзóëьòàòîâ ýêñïåðèмåíòà чàщå âñåãî âêëючà-
юò ñîïîñòàâëåíèå ãèïîòåз î зàêîíå ðàñïðåдåëå-
íèÿ дàííыõ, îïèñыâàющåм ñ íàèмåíьшåé ïî-
ãðåшíîñòью ñëóчàéíóю âåëèчèíó ïî íàбëюдà-
åмîé âыбîðêå. В ýòîм ñëóчàå âыбîðêà ïðåд-
ñòàâëÿåòñÿ â âèдå ãèñòîãðàммы, ñîñòîÿщåé èз k 
ñòîëбцîâ, ïîñòðîåííыõ íà èíòåðâàëàõ ïðîòÿжåí-
íîñòью d. Идåíòèфèêàцèè фîðмы ðàñïðåдåëå-
íèÿ ðåзóëьòàòîâ (èëè ïîãðåшíîñòåé) èзмåðåíèé 
òðåбóåò òàêжå ðÿд зàдàч, ýффåêòèâíîñòь ðåшå-
íèÿ êîòîðыõ ðàзëèчíà дëÿ ðàзëèчíыõ ðàñïðå-
дåëåíèé (íàïðèмåð, èñïîëьзîâàíèå мåòîдà íàè-
мåíьшèõ êâàдðàòîâ èëè âычèñëåíèå îцåíîê ýí-
òðîïèè). Идåíòèфèêàцèÿ ðàñïðåдåëåíèé íóжíà 
åщå è ïîòîмó, чòî ðàññåÿíèå âñåõ îцåíîê (ñðåд-
íåãî êâàдðàòèчåñêîãî îòêëîíåíèÿ, ýêñцåññà, êîí-
òðýêñцåññà è дð.) îïÿòь-òàêè зàâèñèò îò фîðмы 
зàêîíà ðàñïðåдåëåíèÿ, êàê ïîêàзàíî â èññëåдî-
âàíèÿõ, íà êîòîðыå ïðèíÿòî ññыëàòьñÿ êàê íà 
êëàññèчåñêèå [1—4].
Оò îбъåмà âыбîðêè зàâèñèò óñïåшíîñòь èдåí-
òèфèêàцèè фîðмы ðàñïðåдåëåíèÿ ýêñïåðèмåí-
òàëьíыõ дàííыõ, è åñëè îí мàë, îñîбåííîñòè 
ðàñïðåдåëåíèÿ îêàзыâàюòñÿ зàмàñêèðîâàííы-
мè ñëóчàéíîñòью ñàмîé âыбîðêè. В òàêîé ñèòó-
àцèè âàжíî íàèëóчшèм îбðàзîм ðàñïðåдåëèòь 
âыбîðîчíыå дàííыå ïî èíòåðâàëàм, êîãдà дëÿ 
дàëьíåéшåãî àíàëèзà è ðàñчåòîâ èíòåðâàëьíыé 
Показано, что в качестве критерия выбора числа интервалов группирования опытных данных при 
интервальных оценках может использоваться энтропийный коэффициент. В соответствии с опи-
санной  процедурой быстрого определения числа интервалов на массиве данных исследована точ-
ность имеющихся в литературе и предложенных новых формул. Проведен анализ в сравнении с 
ранее опубликованными результатами применения для этих целей критерия согласия Пирсона. 
Сделаны расчеты с целью сравнения эффективности применения одних и тех же формул при рас-
пределении выборочных данных по нормальному закону и по закону Рэлея.
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ðÿд íåîбõîдèм. И òóò ñðàзó жå âîзíèêàåò âî-
ïðîñ î íàзíàчåíèè чèñëà èíòåðâàëîâ k, ïîòîмó 
чòî îò ýòîãî зàâèñèò óñïåшíîñòь èдåíòèфèêàцèè.  
А. Хàëьд â êíèãå [1] ïðîñòðàííî óбåждàåò, чòî 
ñóщåñòâóåò îïòèмàëьíîå чèñëî èíòåðâàëîâ ãðóï-
ïèðîâàíèÿ, êîãдà ñòóïåíчàòàÿ îãèбàющàÿ ãèñòî-
ãðàммы, ïîñòðîåííîé íà ýòèõ èíòåðâàëàõ, íàè-
бîëåå бëèзêà ê ïëàâíîé êðèâîé ðàñïðåдåëåíèÿ 
ãåíåðàëьíîé ñîâîêóïíîñòè. Одíèм èз ïðàêòèчå-
ñêèõ ïðèзíàêîâ ïðèбëèжåíèÿ ê îïòèмóмó мîжåò 
ñëóжèòь èñчåзíîâåíèå â ãèñòîãðàммå ïðîâàëîâ, 
è òîãдà бëèзêèм ê îïòèмóмó ñчèòàåòñÿ íàèбîëь-
шåå k, ïðè êîòîðîм ãèñòîãðàммà åщå ñîõðàíÿåò 
ïëàâíыé õàðàêòåð. 
Очåâèдíî, чòî âèд ãèñòîãðàммы зàâèñèò îò 
ïîñòðîåíèÿ èíòåðâàëîâ ïðèíàдëåжíîñòè ñëó-
чàéíîé âåëèчèíы. Одíàêî дàжå â ñëóчàå ðàâíî-
мåðíîãî ðàзбèåíèÿ дî ñèõ ïîð íåò óдîâëåòâîðè-
òåëьíîãî ñïîñîбà òàêîãî ïîñòðîåíèÿ. Рàзбèåíèå, 
êîòîðîå мîжíî быëî бы ñчèòàòь ïðàâèëьíым, 
ïðèâîдèò ê òîмó, чòî îшèбêà àïïðîêñèмàцèè 
êóñîчíî-ïîñòîÿííîé фóíêцèåé ïðåдïîëîжèòåëь-
íî íåïðåðыâíîé ïëîòíîñòè ðàñïðåдåëåíèÿ (ãè-
ñòîãðàммîé) бóдåò мèíèмàëьíîé. Зàòðóдíåíèÿ 
òóò âызâàíы òåм, чòî îцåíèâàåмàÿ ïëîòíîñòь íå-
èзâåñòíà, ïîýòîмó чèñëî èíòåðâàëîâ ñèëьíî ñêà-
зыâàåòñÿ íà âèдå ðàñïðåдåëåíèÿ чàñòîò êîíåчíîé 
âыбîðêè. Пðè фèêñèðîâàííîé åå дëèíå óêðóï-
íåíèå èíòåðâàëîâ ðàзбèåíèÿ âåдåò íå òîëьêî ê 
óòîчíåíèю ýмïèðèчåñêîé âåðîÿòíîñòè ïîïàдàíèÿ 
â íèõ, íî è ê íåèзбåжíîé ïîòåðå èíфîðмàцèè 
(êàê â îбщåм шèðîêîм ñмыñëå, òàê è â ñмыñ-
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ëå êðèâîé ðàñïðåдåëåíèÿ ïëîòíîñòè âåðîÿòíî-
ñòè), ïîýòîмó ïðè дàëьíåéшåм íåîбîñíîâàííîм 
óêðóïíåíèè ñëèшêîм ñèëьíî ñãëàжèâàåòñÿ èзó-
чàåмîå ðàñïðåдåëåíèå. 
Одíàжды âîзíèêíóâ, зàдàчà îïòèмàëьíîãî 
ðàзбèåíèÿ ðàзмàõà ïîд ãèñòîãðàммó íå èñчåзà-
åò èз ïîëÿ зðåíèÿ ñïåцèàëèñòîâ, è ïîêà íå ïî-
ÿâèòñÿ åдèíñòâåííîå óñòîÿâшååñÿ мíåíèå îòíî-
ñèòåëьíî åå ðåшåíèÿ, зàдàчà бóдåò îñòàâàòьñÿ 
àêòóàëьíîé. Рåшåíèÿ âðåмÿ îò âðåмåíè ïðåдëà-
ãàюòñÿ — ëèбî ýмïèðèчåñêèå (îòêðîâåííî èëè 
зàâóàëèðîâàííî), ëèбî àâòîðы ñèëьíî óïðîщà-
юò зàдàчó, ñчèòàÿ àïðèîðè èзâåñòíым зàêîí ðàñ-
ïðåдåëåíèÿ âåðîÿòíîñòåé. Иíîãдà ðåêîмåíдàцèè 
èмåюò ïðîèзâîëьíî-дèðåêòèâíыé õàðàêòåð òèïà 
«чèñëî èíòåðâàëîâ íå дîëжíî âыõîдèòь зà ïðåдå-
ëы 6…20», ïðè ýòîм èãíîðèðóåòñÿ дàжå òî îчå-
âèдíîå îбñòîÿòåëьñòâî, чòî íàзâàííыé дèàïàзîí 
ñëèшêîм шèðîê è дåëàòь âыбîð íóжíî â íåм. 
Пåðâым, âåðîÿòíî, быë Сòàðджåñ, êîòîðыé 
åщå â 1926 ãîдó â [2] ðàññмîòðåë èдåàëèзèðîâàí-
íóю ãèñòîãðàммó èз k èíòåðâàëîâ, ãдå i-å зíàчå-
íèå быëî ðàâíî бèíîмèàëьíîмó êîýффèцèåíòó: 
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k = 1 + 3,3lgn, (1)
ãдå n — îбъåм âыбîðêè. 
В òàêîм âèдå фîðмóëà ïîïàëà ïðàêòèчåñêè âî 
âñå óчåбíèêè ïî ñòàòèñòèêå. Пðè ýòîм îíà ñòà-
òèñòèчåñêè íå îбîñíîâàíà, íî åå, ïîжàëóé, âñå 
жå мîжíî ñчèòàòь ïîëóýмïèðèчåñêîé, à íå ïîë-
íîñòью ïîдîбðàííîé. 
В 1942 ã. Мàíí è Вàëьд óшëè îò ëîãàðèфмè-
чåñêîé зàâèñèмîñòè è дàëè îцåíêó îïòèмàëьíîãî 
чèñëà èíòåðâàëîâ â âèдå ñòåïåííîé фóíêцèè [3]
k = 4⋅[0,75(n – 1)2]1/5. (2)
В 1950 ã. Н. В. Смèðíîâ ïîêàзàë, чòî îò-
êëîíåíèå ãèñòîãðàммы îò íåèзâåñòíîãî ãðàфè-
êà ïëîòíîñòè óбыâàåò ñ óâåëèчåíèåм âыбîðêè 
ïî зàêîíó 1/n1/3 [4].
В [5] Ä. Сêîòò дëÿ îцåíêè дëèíы èíòåðâàëà 
ãèñòîãðàммы мèíèмèзèðîâàë ñðåдíåêâàдðàòèчå-
ñêóю îшèбêó è ïîëóчèë дëÿ ñëóчàÿ дèффåðåí-
цèðóåмîé ïëîòíîñòè àñèмïòîòèчåñêóю îцåíêó 
îïòèмàëьíîé дëèíы èíòåðâàëà 
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ãдå s — ñðåдíåêâàдðàòèчåñêîå îòêëîíåíèå. 
Сëåдóåò îòмåòèòь, чòî чàñòî ýòó фîðмóëó ïðè-
мåíÿюò дëÿ ïåðâîíàчàëьíîé îцåíêè дëèíы èí-
òåðâàëîâ ïðè íåèзâåñòíîм зàêîíå ðàñïðåдåëåíèÿ.
В ñëóчàå ïðîñòîãî ëèíåéíîãî ðàñïðåдåëåíèÿ 
f(x) = 2x îïòèмàëьíàÿ дëèíà èíòåðâàëà
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3 2 .
3
nk 
 
(3)
В [6, ñ. 51] быëà ïðèâåдåíà îцåíêà чèñëà èí-
òåðâàëîâ îïòèмàëьíîãî ðàзбèåíèÿ дëÿ àïïðîê-
ñèмàцèè дâàжды дèффåðåíцèðóåмîé ïëîòíî-
ñòè f(x): 
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.
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Фîðмóëы (3) è (4) íåëьзÿ ïðèмåíÿòь ê ðàâ-
íîмåðíîмó ðàñïðåдåëåíèю è ê ïëîñêèм òðàïå-
цèåâèдíым ðàñïðåдåëåíèÿм.
Ещå îдíà фîðмóëà бåз êàêèõ-ëèбî ïîÿñíåíèé  
è дîêàзàòåëьñòâ ïðèâîдèòñÿ â [7, ñ. 178; 8, ñ. 81]  
(â [7] — ñî ññыëêîé íà àâòîðåфåðàò êàíдèдàò-
ñêîé дèññåðòàцèè И. Ó. Аëåêñååâîé, 1975 ã.): 
  5 21 1 ,
6
k n  
 
(5)
ãдå c — ýêñцåññ ðàñïðåдåëåíèÿ.
В [7] ñîбðàíî íåñêîëьêî ýâðèñòèчåñêèõ фîð-
мóë íàõîждåíèÿ чèñëà èíòåðâàëîâ â зàâèñèмîñòè 
îò âыбîðêè, ïðåдëîжåííыõ ðàзíымè àâòîðàмè. 
Нî ïîñêîëьêó ïðè зíàчèòåëьíыõ îбъåмàõ âыбî-
ðîê ðàзбðîñ зíàчåíèé èíòåðâàëîâ, зàдàâàåмыõ 
ðàзëèчíымè фîðмóëàмè, дîâîëьíî âåëèê, â [9] 
быëà ïîñòàâëåíà зàдàчà âыÿñíèòь, êàêàÿ èз èмå-
ющèõñÿ фîðмóë íàèëóчшàÿ. Пðåдïîëàãàëîñь, 
чòî ãåíåðàëьíàÿ ñîâîêóïíîñòь ýêñïåðèмåíòàëь-
íыõ дàííыõ, èз êîòîðîé âзÿòà èññëåдóåмàÿ âы-
бîðêà, èмååò ãëàдêóю êðèâóю ðàñïðåдåëåíèÿ, 
чòîбы мîжíî быëî ñчèòàòь, чòî ïîÿâëÿющèå-
ñÿ ïðè ãðóïïèðîâàíèè ïðîâàëы è âñïëåñêè íà 
îòдåëьíыõ èíòåðâàëàõ ïîðîждàюòñÿ ñëóчàéíî-
ñòью ïîïàдàíèÿ èзмåðåííыõ зíàчåíèé â мàëóю 
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âыбîðêó. Нà зàâîдå èз 500 зàãîòîâîê, ê êîòîðым 
ïðè èзãîòîâëåíèè ïðåдъÿâëÿëîñь òðåбîâàíèå ïî 
мàññå 060417m   êã, быëî îòîбðàíî 80 è èзмåðå-
íà èõ мàññà. Чèñëî èíòåðâàëîâ îïðåдåëÿëîñь ïî 
шåñòè фîðмóëàм, ñòðîèëèñь ðàâíîèíòåðâàëьíыå 
ðÿды, íà èõ îñíîâå — ãèñòîãðàммы è дåëàëîñь 
зàêëючåíèå î íàèбîëåå òîчíîé фîðмóëå. В êà-
чåñòâå êðèòåðèÿ èñïîëьзîâàëñÿ êðèòåðèé ñîãëà-
ñèÿ Пèðñîíà. 
Êðèòåðèé Пèðñîíà, êàê èзâåñòíî, òðåбóåò ðàз-
бèåíèÿ âыбîðêè íà èíòåðâàëы — èмåííî â íèõ 
ïðîèзâîдèòñÿ îцåíêà îòëèчèÿ мåждó ïðèíÿòîé 
мîдåëью è ñðàâíèâàåмîé âыбîðêîé. Одíàêî ïðè-
мåíåíèå ýòîãî êðèòåðèÿ â ñëóчàå èíòåðâàëîâ ïî-
ñòîÿííîé дëèíы, èñïîëьзóåмыõ îбычíî дëÿ ïî-
ñòðîåíèÿ ãèñòîãðàмм, íåýффåêòèâíî. Пîýòîмó 
â ðàбîòàõ ïî ýффåêòèâíîñòè êðèòåðèÿ Пèðñîíà 
ðàññмàòðèâàюòñÿ èíòåðâàëы íå ñ ðàâíîé дëè-
íîé, à ñ ðàâíîé âåðîÿòíîñòью â ñîîòâåòñòâèè ñ 
ïðèíèмàåмîé мîдåëью. Пðè ýòîм, îдíàêî, чèñ-
ëî èíòåðâàëîâ ðàâíîé дëèíы è чèñëî èíòåðâà-
ëîâ ðàâíîé âåðîÿòíîñòè ðàзëèчàюòñÿ â ðàзы (зà 
èñêëючåíèåм ðàâíîâåðîÿòíîãî ðàñïðåдåëåíèÿ), 
чòî ïîзâîëÿåò ñîмíåâàòьñÿ â дîñòîâåðíîñòè ïî-
ëóчåííыõ â [9] ðåзóëьòàòîâ.
В íàñòîÿщåé ðàбîòå ñ èñïîëьзîâàíèåм ýíòðî-
ïèéíîãî êîýффèцèåíòà â êàчåñòâå êðèòåðèÿ бëè-
зîñòè èññëåдîâàíà ïðàâîмîчíîñòь ïðèмåíåíèÿ 
èмåющèõñÿ â ëèòåðàòóðå è ïðåдëîжåííыõ àâòî-
ðîм фîðмóë, ïðåдíàзíàчåííыõ дëÿ îïðåдåëåíèÿ 
îïòèмàëьíîãî чèñëà èíòåðâàëîâ ãðóïïèðîâàíèÿ 
ýêñïåðèмåíòàëьíыõ дàííыõ, à òàêжå èõ ýффåê-
òèâíîñòь ïðè ðàñïðåдåëåíèè ïëîòíîñòè âåðîÿò-
íîñòè, îòëèчíîм îò íîðмàëьíîãî.
Èсследуемые формулы и методика 
проведения их оценки
Оцåíèм îдèííàдцàòь âыðàжåíèé — шåñòь, 
êîòîðыå быëè ðàññмîòðåíы â [9], è ïÿòь, ïðåдëî-
жåííыõ â íàñòîÿщåé ðàбîòå. Êðîмå ïðèâåдåííîé 
âышå фîðмóëы Сòàðджåñà (1), ýòî ñëåдóющèå:
— Бðóêñà è Êàððóзåðà 
k = 5lgn; (6)
— И. Хàéíõîëьдà è Ê. Гàåдå 
k = n1/2; (7)
— З. Òàóшàíîâà 
k = 4lgn; (8)
— Е. Òîíåâîé 
k = 5lg(0,1n); (9)
— Ê. Óèëьÿмñà 
k = 2[0,85(n – 1)]0,4 – 1; (10)
— k = 5lgn – 1; (11)
— k = 10(lgn – 1) (12)
— k = 2n1/3; (13)
— k = 6lg(0,1n) + 6; (14)
— k = 2(2n)1/3. (15)
Äëÿ âыбîðà íàèбîëåå òîчíîé фîðмóëы âîñ-
ïîëьзóåмñÿ ýíòðîïèéíым êîýффèцèåíòîм ký, 
ïðåдëîжåííым â êàчåñòâå чèñëîâîé õàðàêòåðè-
ñòèêè фîðмы ðàñïðåдåëåíèÿ â [10]. Пî ãèñòî-
ãðàммå îí âычèñëÿåòñÿ êàê 
10 ,
2э
dnk    
(16)
 

   
1
1
lg ,
k
j j
j
n n
n
 
ãдå  nj — чèñëî íàбëюдåíèé â j-м èíòåðâàëå, 
j = 0, ..., k.
Пðîцåдóðà, ïî êîòîðîé бóдåм ïðîâîдèòь îцåí-
êó òîчíîñòè фîðмóë, ñëåдóющàÿ.
1) Из èñõîдíîé, бîëьшîé, âыбîðêè ïóòåм óдà-
ëåíèÿ âñåõ íåчåòíыõ чëåíîâ ñфîðмèðóåм мåíь-
шóю âыбîðêó.
2) Нàéдåм зíàчåíèÿ чèñëà èíòåðâàëîâ ïî 
мåíьшåé âыбîðêå â ñîîòâåòñòâèè ñ ïðèâåдåííы-
мè фîðмóëàмè дëÿ ðàñчåòà k. 
3) Оïðåдåëèм дèàïàзîí зíàчåíèé k, â êîòî-
ðîм бóдóò ïðîâîдèòьñÿ ðàñчåòы ýíòðîïèéíîãî 
êîýффèцèåíòà ký.
4) Вычèñëèм ýíòðîïèéíыé êîýффèцèåíò ïî 
бîëьшîé âыбîðêå дëÿ мàêñèмàëьíîãî зíàчåíèÿ 
k è ïðèмåм åãî зà ýòàëîííыé (kýý).
5) Вычèñëèм ýíòðîïèéíыé êîýффèцèåíò ïî 
мåíьшåé âыбîðêå дëÿ âñåõ, êðîмå мàêñèмàëь-
íîãî, зíàчåíèé k (kýk).  
6) Пóòåм ñðàâíåíèÿ ïîëóчåííыõ дàííыõ óñòà-
íîâèм, ïðè êàêîм чèñëå èíòåðâàëîâ зíàчåíèå kýk 
бóдåò íàèбîëåå бëèзêèм ê ýòàëîííîмó, à зàòåм, êà-
êèå фîðмóëы дàëè òàêîå жå чèñëî èíòåðâàëîâ —  
èмåííî îíè бóдóò ñчèòàòьñÿ ñàмымè òîчíымè. 
Проверка формул на массиве данных, 
распределенных по закону Ãаусса
Äëÿ êîððåêòíîãî ñðàâíåíèÿ ðåзóëьòàòîâ íà-
шèõ èññëåдîâàíèé ñ ïîëóчåííымè â [9] бóдåм 
ðàññмàòðèâàòь ýêñïåðèмåíòàëьíóю âыбîðêó ñ 
òàêèмè жå, êàê è â [9], ïàðàмåòðàмè — îбъåм 
n = 80, ðàзмàõ R = 0,98 êã, ñðåдíåêâàдðàòèчå-
ñêîå îòêëîíåíèå s = 0,238 êã. Òîãдà, â ñîîòâåò-
ñòâèè ñ îïèñàííîé âышå ïðîцåдóðîé, ñфîðмè-
ðóåм мåíьшóю âыбîðêó îбъåмîм 40 è ðàññчè-
òàåм ïî èññëåдóåмым фîðмóëàм зíàчåíèÿ чèñ-
ëà èíòåðâàëîâ k.
 Êàê âèдíî èз табл. 1, зíàчåíèÿ k ëåжàò â дè-
àïàзîíå 3—10. Пîñêîëьêó зàдàâàòь k = 3 íåðà-
цèîíàëьíî, дëÿ дàëьíåéшèõ ðàñчåòîâ бóдåм ðàñ-
ñмàòðèâàòь зíàчåíèÿ k â дèàïàзîíå îò 4 дî 12.  
Пðè ðàзбèåíèè èñõîдíîé âыбîðêè íà 12 ðàâ-
íыõ чàñòåé (k = 12) ïîëóчàåм ïî фîðмóëå (16) 
ýòàëîííыé ýíòðîïèéíыé êîýффèцèåíò kýý = 1,89. 
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Нîмåð
фîðмóëы 
Чèñëî èíòåðâàëîâ k 
ïðè ðàñïðåдåëåíèè
Гàóññà Рýëåÿ
(1) 6 7
(6) 8 8
(7) 6 7
(8) 6 7
(9) 3 4
(10) 7 8
(11) 7 8
(12) 6 7
(13) 7 7
(14) 10 10
(15) 9 9
Рåзóëьòàòы ðàñчåòà kýk ïðè чèñëå èíòåðâàëîâ 
îò 4 дî 11 ïðèâåдåíы â табл. 2. Сðàâíåíèå ýòèõ 
зíàчåíèé ñ ýòàëîííым ïîêàзыâàåò, чòî íàèëóч-
шàÿ ãèñòîãðàммà бóдåò ïîñòðîåíà íà ñåмè èíòåð-
âàëàõ. Пðè ýòîм, êàê âèдíî èз òàбë. 1, зíàчåíèå 
k = 7 дàюò фîðмóëà Óèëьÿмñà (10) è ïðåдëî-
жåííыå â дàííîé ðàбîòå фîðмóëы (11) è (13). 
Одèíàêîâî óõóдшàåòñÿ ðåзóëьòàò ïðè ðàзбèåíèè 
íà 6 è 8 èíòåðâàëîâ, ïðè ýòîм k = 6 ïîëóчàåòñÿ 
ïî фîðмóëàм (1), (7), (8), (12), à k = 8 — ïî 
фîðмóëå (6). Ещå õóжå бóдåò ãèñòîãðàммà íà 
10 èíòåðâàëàõ (фîðмóëà (14)) è íà 9 (фîðмó-
ëà (15)).
Òàêèм îбðàзîм, ïðè èñïîëьзîâàíèè ýíòðî-
ïèéíîãî êîýффèцèåíòà фîðмóëы, ðàññмîòðåí-
íыå â [9], ïî óбыâàíèю òîчíîñòè ðàñïîëàãàюò-
ñÿ ñëåдóющèм îбðàзîм: (10), (1), (6), (7), (8), 
(9). Пîñëåдîâàòåëьíîñòь жå, ïîëóчåííàÿ â [9], 
дðóãàÿ, à èмåííî: (7), (1), (10), (8), (6), (9). 
Проверка формул на массиве данных, 
распределенных по закону Ðэлея
Пðîâåðèм, èзмåíèòñÿ ëè ïîëóчåííыé ðåé-
òèíã фîðмóë дëÿ ðàñïðåдåëåíèÿ, îòëèчíîãî îò 
íîðмàëьíîãî. Äëÿ îцåíêè âыбåðåм зàêîí Рýëåÿ
f(x) = x⋅exp(–x2/(2s2))/s2.
Чòîбы ïîëóчèòь èññëåдóåмóю âыбîðêó îбъ-
åмîм 100, ñ ïîмîщью ïðîãðàммы Mathworks 
Matlab быëè ñãåíåðèðîâàíы 100 чèñåë, ðàñïðå-
дåëåííыõ ïî ýòîмó зàêîíó â дèàïàзîíå îò 0 дî 
100 (ñ òîчíîñòью ïÿòè зíàêîâ ïîñëå зàïÿòîé), 
è îêðóãëåíы дî цåëыõ дëÿ âíåñåíèÿ ïîмåõè. 
Рàзмàõ ïîëóчåííîãî âàðèàцèîííîãî ðÿдà ñîñòà-
âèë 98. Сîîòâåòñòâåííî, îбъåм мåíьшåé âыбîðêè 
ñîñòàâëÿåò 50. Рàññчèòàííыå ïðè n = 50 зíàчåíèÿ 
чèñëà èíòåðâàëîâ k òàêжå ïðèâåдåíы â òàбë. 1.
В дàííîм ñëóчàå ðàзîбъåм бîëьшóю âыбîðêó 
íà 14 ðàâíыõ èíòåðâàëîâ è ïîëóчèм kýý = 2,23.
Оïðåдåëèм зíàчåíèÿ ký ïî мàëîé âыбîðêå дëÿ 
чèñëà èíòåðâàëîâ 4—10. Из ðåзóëьòàòîâ, ïðåд-
ñòàâëåííыõ â òàбë. 2, âèдíî, чòî ñàмыé бëèз-
êèé ê kýý ýíòðîïèéíыé êîýффèцèåíò — ký9, à íå 
ký7, êàê â ïðåдыдóщåм ñëóчàå. Пðèчèíîé ñдâè-
ãà îïòèмàëьíîãî чèñëà èíòåðâàëîâ â бîëьшóю 
ñòîðîíó, îчåâèдíî, ÿâëÿåòñÿ óâåëèчåíèå íà 25% 
îбъåмà âыбîðêè, à òàêжå èзмåíåíèå зàêîíà ðàñ-
ïðåдåëåíèÿ âыбîðîчíыõ дàííыõ.
Êàê мîжíî âèдåòь èз òàбë. 2, ïî óбыâàíèю 
òîчíîñòè фîðмóëы òåïåðь ðàñïîëîжèëèñь â òà-
êîé ïîñëåдîâàòåëьíîñòè: (15), (6), (10), (11), 
(1), (7), (8), (12), (13), (14), (9).
Òàêèм îбðàзîм, фîðмóëы, êîòîðыå быëè ëóч-
шèмè ïðè èññëåдîâàíèè íîðмàëьíîé âыбîðêè, â 
Òàбëèцà 2
Результаты расчета по малой выборке для двух видов распределения при различных заданных 
значениях k
Òàбëèцà 1
Результаты расчета k по малой выборке для 
двух видов распределения
k
Рàñïðåдåëåíèå Гàóññà Рàñïðåдåëåíèå Рýëåÿ
kýk Фîðмóëà* kýk Фîðмóëà*
4 ký4 = 1,51 ký4 = 1,66 (9)
5 ký5 = 1,81 ký5 = 1,72
6 ký6 = 1,82 (1); (7); (8); (12) ký6 = 1,73
7 ký7 = 1,85 (10); (11); (13) ký7 = 1,74 (1); (7); (8); (12); (13)
8 ký8 = 1,82 (6) ký8 = 1,75 (6); (10); (11)
9 ký9 = 1,77 (15) ký9 = 1,95 (15)
10 kэ10 = 1,8 (14) ký10 = 1,71 (14)
11 kэ11 = 1,78
*Нîмåðà фîðмóë, ïðè ðàñчåòå ïî êîòîðым ïî мåíьшåé âыбîðêå ïîëóчàåòñÿ 
  чèñëî èíòåðâàëîâ, óêàзàííîå â ãðàфå «k»    
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ñëóчàå ðàñïðåдåëåíèÿ âыбîðîчíыõ дàííыõ ïî зà-
êîíó Рýëåÿ ïîêàзàëè õîðîшèå, íî âñå жå íå ëóч-
шèå ðåзóëьòàòы, чòî ïîдòâåðждàåò зàâèñèмîñòь 
îïòèмàëьíîãî чèñëà èíòåðâàëîâ îò âèдà зàêî-
íà ðàñïðåдåëåíèÿ ýêñïåðèмåíòàëьíыõ дàííыõ.
Çаключение
В ðåзóëьòàòå ïðîâåдåííыõ ðàñчåòîâ быëè îб-
íàðóжåíы ðàзëèчèÿ â òîчíîñòè ðàññмîòðåííыõ 
фîðмóë ïðè îïðåдåëåíèè чèñëà èíòåðâàëîâ дëÿ 
ïîñòðîåíèÿ íàèëóчшåé ãèñòîãðàммы ïðè èíòåð-
âàëьíыõ îцåíêàõ ïî êðèòåðèÿм Пèðñîíà è ïðè 
èñïîëьзîâàíèè ýíòðîïèéíîãî êîýффèцèåíòà ký. 
Вî âòîðîм ñëóчàå ëóчшåé èз шåñòè èññëåдîâàí-
íыõ â [9] быëà îïðåдåëåíà фîðмóëà Бðóêñà è 
Êàððóзåðà (6) — è дëÿ ðàñïðåдåëåíèÿ Гàóññà, 
è дëÿ ðàñïðåдåëåíèÿ Рýëåÿ, òîãдà êàê â [9] îíà 
быëà ïðåдïîñëåдíåé â ðåéòèíãå. 
Òàêèм îбðàзîм, âычèñëåíèÿ, ïðîâåдåííыå â 
дèàïàзîíå ðàñïðîñòðàíåííыõ íà ïðîèзâîдñòâå 
мàëыõ âыбîðîê, ïîдòâåðдèëè ýффåêòèâíîñòь èñ-
ïîëьзîâàíèÿ ýíòðîïèéíîãî êîýффèцèåíòà âмå-
ñòî êðèòåðèÿ Пèðñîíà дëÿ âыбîðà чèñëà èíòåð-
âàëîâ â ñëóчàå ïîñòðîåíèÿ ðàâíîèíòåðâàëьíîé 
ãèñòîãðàммы ïî ýêñïåðèмåíòàëьíым дàííым.
Äàëåå èíòåðåñíым ïðåдñòàâëÿåòñÿ ïðîâåðèòь 
âîзмîжíîñòь èñïîëьзîâàíèÿ дðóãèõ õàðàêòåðè-
ñòèê ðàñïðåдåëåíèÿ ñëóчàéíыõ âåëèчèí, íàïðè-
мåð ýêñцåññà è êîíòðýêñцåññà, è ñðàâíèòь òîч-
íîñòь è óдîбñòâî ðàñчåòîâ ñ ïðèмåíåíèåм ýíòðî-
ïèéíîãî êîýффèцèåíòà.
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ЗАСÒОСÓВАННЯ ЕНÒРОПІЙНОГО ÊОЕФІЦІЄНÒА ÄЛЯ ОПÒИМІЗАЦІЇ 
ЧИСЛА ІНÒЕРВАЛІВ ПРИ ІНÒЕРВАЛЬНИХ ОЦІНÊАХ
Показано, що як критерій вибору числа інтервалів групування досліджених даних при інтервальних 
оцінках можна використовувати ентропійний коефіцієнт. Відповідно до описаної процедури швидкого 
визначення числа інтервалів на масиві даних досліджено точність наявних в літературі і запропонова-
них нових формул. Проведено аналіз в порівнянні з раніше опублікованими результатами застосуван-
ня для цих цілей критерію згоди Пірсона. Зроблено розрахунки з метою порівняння ефективності за-
стосування одних і тих самих формул при розподілі вибіркових даних за нормальним законом і за зако-
ном Релея.
Ключові слова: ентропійний коефіцієнт, число інтервалів групування, інтервальні оцінки, розподіл 
Релея.
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APPLICATION OF THE ENTROPIC COEFFICIENT FOR INTERVAL NUMBER 
OPTIMIZATION DURING INTERVAL ASSESSMENT
In solving many statistical problems, the most precise choice of the distribution law of a random variable is 
required, the sample of which the authors observe. This choice requires the construction of an interval series. 
DOI: 10.15222/TKEA2017.3.49
UDC 621.9
Òåõíîëîãèÿ è êîíñòðóèðîâàíèå â ýëåêòðîííîé àïïàðàòóðå, 2017, ¹ 3
54
ÌÅÒÐÎËÎÃÈЯ. ÑÒÀÍÄÀÐÒÈÇÀÖÈЯ
ISSN 2225-5818
Therefore, the problem arises of assigning an optimal number of intervals, and this study proposes a number 
of formulas for solving it. Which of these formulas solves the problem more accurately?
In [9], this question is investigated using the Pearson criterion. This article describes the procedure and on 
its basis gives formulas available in literature and proposed new formulas using the entropy coefficient. A 
comparison is made with the previously published results of applying Pearson's concord criterion for these 
purposes. Differences in the estimates of the accuracy of the formulas are found. The proposed new formulas 
for calculating the number of intervals showed the best results.
Calculations have been made to compare the work of the same formulas for the distribution of sample data 
according to the normal law and the Rayleigh law. 
Keywords: entropy coefficient, grouping intervals number, interval estimates, Rayleigh distribution.
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