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Abstract
Since the increase of the road traﬃc in modern metropolis, the need for
traﬃc prediction systems becomes signiﬁcant, while the traﬃc prediction
aims at an accurate estimate of the traﬃc ﬂow as an important item in
recent traﬃc control systems. Concretely, the traﬃc prediction system
analyzes data, especially real-time traﬃc data, predicts traﬃc situations,
and its major role is to forecast the congestion levels in advance of hours
and even days. Therefore, the traﬃc prediction system is becoming the
key issue in the advanced traﬃc management and information systems,
which reduces traﬃc congestions and improve traﬃc mobility.
Vast amount of traﬃc data are currently available using various compo-
nents of the intelligent transportation system(ITS). Satellite-based auto-
matic vehicle location technologies such as Global Positioning System
(GPS) and cellular phones can determine the vehicle positions at frequent
time intervals. These equipments collect the information on the vehicle
positions and speeds, which are archived in a large amount of databases,
enabling further analysis of the data about the traﬃc situations such as
traﬃc density patterns.
The evolutionary computation method named Genetic Network Program-
ming (GNP) has been proposed as an extension of typical evolutionary
computation methods, such as Genetic Algorithm (GA) and Genetic Pro-
gramming (GP). GNP-based data mining has been already proposed to
deal with high density databases with large amount of attributes. In or-
der to further extend the proposed data mining method using GNP to the
real- time traﬃc system, time related association rule mining methods have
been proposed and studied in this thesis. The extracted time related rules
are stored though generations in a rule pool and analyzed to build a classi-
ﬁer, based on which the future traﬃc density information can be provided
to the optimal route search algorithm of the navigation systems. Simula-
tion studies on the prediction accuracy of extracted rules and the average
traveling time of the optimal route using the future traﬃc information are
carried out to verify the eﬃciency and eﬀectiveness of the proposed mech-
anisms. Some analyses of the proposed methods are studied based on these
simulation results comparing to the conventional methods.
Unlike the other traﬃc density prediction methods, the main task of GNP-
based time related data mining is to allow the GNP individuals to self-
evolve and extract association rules as many as possible. What’s more,
GNP uses evolved individuals (directed graphs of GNP) just as a tool to
extract candidate association rules. Thus, the structure of GNP individu-
als does not necessarily represent the association relations of the database.
Instead, the extracted association rules are stored together in the rule pool
separated from the individuals. As a result, the structures of GNP individ-
uals are less restricted than the structures of GA and GP, thus GNP-based
data mining becomes capable of producing a large number of association
rules.
In chapter 2, a method of association rule mining using Genetic Net-
work Programming (GNP) with time series processing mechanism and
attributes accumulation mechanism was proposed in order to ﬁnd time re-
lated sequence rules eﬃciently in association rule extraction systems. In
this chapter, GNP is applied to generate candidate association rules using
the database consisting of a large number of time related attributes. In or-
der to deal with a large number of attributes, GNP individual accumulates
ﬁtter attributes gradually during rounds, and the rules of each round are
stored in a Small Rule Pool using a hash method, then the rules are ﬁ-
nally stored in a Big Rule Pool after the check of the overlap at the end of
each round. The aim of this chapter is to propose a method to better han-
dle association rule extraction of the databases in a variety of time-related
applications, especially in the traﬃc prediction problems. The algorithm
which can ﬁnd the important time related association rules is described and
several experimental results are presented considering a traﬃc prediction
problem.
In chapter 3, an algorithm capable of ﬁnding important time related as-
sociation rules is proposed, where Genetic Network Programming (GNP)
with not only Attribute Accumulation Mechanism (AAM) but also Extrac-
tion Mechanism at Stages (EMS) is used. Then, the classiﬁcation system
imitating the public voting process based on extracted time related associ-
ation rules in the rule pool is proposed to estimate to which class the cur-
rent traﬃc data belong. Using this kind of classiﬁcation mechanism, the
traﬃc prediction is available since the extracted rules are based on time
sequences. Furthermore, the experimental results on the traﬃc prediction
problem using the proposed mechanism are presented by the simple traﬃc
simulator.
In chapter 4, further improvements have been proposed for the time related
association rule mining using generalized GNP with Multi-Branches and
Full-Paths (MBFP) algorithm. For fully utilizing the potential ability of
GNP structure, the mechanism of Generalized GNP with MBFP is stud-
ied. The aim of this algorithm is to better handle association rule extraction
from the databases with high eﬃciency in variety of time-related applica-
tions, especially in the traﬃc density prediction problems. The general-
ized algorithm which can ﬁnd the important time related association rules
is described and experimental results are presented considering the traﬃc
prediction problem.
Chapter 5 is devoted to a further advanced method for extracting important
time related association rules using evolutionary algorithm named Genetic
Network Programming (GNP), where Accuracy Validation algorithm is
applied to further improve the prediction accuracy. The proposed method
provides more useful mean to investigate the future traﬃc density of traﬃc
networks and hence further help to develop traﬃc navigation systems. The
aim of this algorithm is to better handle association rule extraction using
prediction accuracy as one of the criteria and guide the whole evolution
process more eﬃciently, then the adaptability of the proposed mechanism
is studied considering the real-time traﬃc situations using a large scale
simulator SOUND/4U. The experiments deal with a traﬃc density predic-
tion problem using the database provided by the large scale simulator.
Chapter 6 describes a methodology for extracting important time related
association rules using an evolutionary algorithm named ﬁxed step GNP-
based association rule mining. And based on the rule pool of the ﬁxed
prediction step, it is also proposed that the prediction of the future traﬃc
is combined with a classical routing algorithm. The routing algorithm and
prediction results are combined using a large scale simulator SOUND/4U.
Simulation results showed that by providing future traﬃc information, the
average traveling time for the testing vehicles can be improved, which
proves that the proposed method can deal with the traﬃc prediction com-
bined with the optimal route search problem fairly well.
In chapter 7, after studying each research topic in this thesis, AAM and
EMS mechanisms have been proposed to improve the eﬀectiveness of rule
extraction, MBFP mechanism has also been proposed to further improve
the eﬃciency of rule extraction and Accuracy Validation mechanism aim-
ing at generating more general rules has been veriﬁed, ﬁnally the predicted
future information has been combined with the routing algorithm for nav-
igation systems. In conclusion, the eﬃciency and eﬀectiveness of the pro-
posed methods have been proved based on the simulation results.
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Chapter 1
Introduction
1.1 Background
Since the increase of traﬃc in modern metropolis, the need for traﬃc prediction
system becomes signiﬁcant, while the traﬃc prediction aims at an accurate estimate of
the traﬃc ﬂow as an important item in recent traﬃc control systems. Concretely, the
traﬃc prediction system analyzes data, especially real-time traﬃc data, predicts traﬃc
situations.
The traﬃc prediction system aims at an accurate estimate of the traﬃc ﬂow as an
important component of advanced traﬃc management and information systems, which
reduces traﬃc congestions and improve traﬃc mobility.
Vast amount of traﬃc data are currently available using various components of
the intelligent transportation system(ITS) [1]. Satellite-based automatic vehicle loca-
tion technologies such as Global Positioning System (GPS) and cellular phones can
determine vehicle positions at small time intervals. These equipments collect infor-
mation about the vehicle positions and speeds, which are archived in large amount
of databases, enabling further analysis of the data about the traﬃc situations such as
traﬃc volume patterns.
<Related Works>
In order to prevent the congestions or provide the useful information for traﬃc
management systems, when and where the traﬃc congestion or heavy traﬃc will occur
should be predicted, then the navigation system can choose the route avoiding the
sections with potential congestion and give higher priority to the sections with potential
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low traﬃc. Many traﬃc density prediction methods belong to the traﬃc congestion
prediction using regression analysis. Regression models have the advantage of accurate
prediction, especially when model assumptions are thoroughly examined.
Common approaches to the problem of forecasting traﬃc situations are based on
time series models. For example, autoregression models have been proposed and
widely used for traﬃc ﬂow prediction, especially when model assumptions are thor-
oughly examined. It is also mentioned that some of the time series models include
the averaging or smoothing of input data over long time intervals, which may result
in obscuring the association relationships in the database and thus aﬀect the predictive
performance[2].
Generally, the observation data collected either from the ﬁeld or laboratory are
noisy in nature. For example, in dynamic environments of traﬃc prediction, occa-
sional abnormal changes caused by the failure of equipments hamper the analysis of
traﬃc patterns. These abnormal changes are called noises in the database. Lingras and
Osborne[3] found that both the regression and neural network models are robust in the
presence of a small amount of noises. However, they also showed that, if the amount
of noises increases, which means the increase of abnormal changes in the database,
neural networks are more robust than statistical models.
Robustness to noises is necessary in traﬃc prediction since occasional changes
frequently appear on the traﬃc network. Bad weather or equipments’ failure may
easily cause the abnormal changes of the records, thus traﬃc density prediction needs
to ﬁnd accurate traﬃc density patterns under the inﬂuence of the abnormal changes, in
another words, noisy environments.
Soft Computing based methods such as Neural Networks can also be used to traﬃc
congestion prediction, where the self-evolved parameters are used and also robustness
under the noisy environment is obtained[3]. What’s more, they have a good adaptive
ability since the parameters can be adjusted automatically as the OD changes in the
environment. The proposed mechanism uses an evolutionary based method to extract
interesting association rules, while these rules are stored and used to construct an clas-
siﬁer model which predicts the traﬃc of the road networks, thus the proposed method
can deal with various real-time traﬃc situations and show good mining performances
under the noisy environments.
On the other hand, Dynamic Traﬃc Assignment(DTA)[4] has also attracted many
attention, since it is capable of processing time-varying properties of traﬃc ﬂows.
However, the biggest issue is the requirement of time-dependent OD(original and des-
tination) data and complex massive mathematical equations in the prediction process.
2
1.2 Evolutionary Algorithm
Optimization is a classical problem to deal with in all aspects of real world appli-
cations related to Physics, Mathematics, Economy or Biologies. Generally speaking,
purely analytical methods proved eﬃciency in optimization topics, however, still suﬀer
from one weakness, that is adaptivity.
The phenomena in nature rarely obey to simple rules and very hard to be accurately
deﬁned by mathematic diﬀerentiable functions, especially when the environment is
continuously changing, which makes the global optimization more diﬃcult to achieve.
Natural Process of Darwinian evolution intrigue the idea of Genetic based Opti-
mization algorithm, which imitate the natural adaptation processes, and this kind of
algorithm is called Evolutionary Algorithm. Holland ﬁrst proposed Genetic Algo-
rithm(GA) [5],[6] at the beginning of the 60s.
The basic idea is represent possible solutions as gene individuals with binary struc-
ture in a given population pool. Only the adaptive individual can survive the natural
selection and undergo the process of mutation and crossover to generate next genera-
tion.
GA is intrinsically a robust search and optimization mechanism. Evolution pro-
cess of GA is not a purposeful or directed process. Only the better individuals adapted
to the environment survive. This population-based optimization results in stochas-
tic optimization techniques that can often outperform classical analytical optimization
methods when applied to diﬃcult real-world problems.
Genetic Programming(GP)[7], [8] is the extension of the genetic model of learning
into the space of programs. That is, the objects that constitute the population are not
ﬁxed-length binary strings that encode possible solutions to the problem at hand, and
they are programs with the phenotype of tree structures.
GP is more expressive than binary string structures of GA. GP was ﬁrstly mainly
used to solve relatively simple problems because it is computationally intensive. How-
ever, due to the development of modern computational technology and improvement
of GP, it has recently produced many novel and outstanding results in areas such as
electronic design, sorting, and searching optimizations.
Genetic Network Programming(GNP)[9],[10] has been proposed as an extended
method of Genetic Algorithm (GA) and Genetic Programming (GP) by employing a
directed graph as its genes. The applicability and eﬃciency of GNP has been studied
by both virtual and real world applications. The directed graph of GNP contributes to
creating quite compact programs and generality the partial observable processes in the
network ﬂows. Also, GNP can ﬁnd solutions of problems without the bloating problem
compared with GP, because of the ﬁxed number of nodes in GNP.
3
1.3 Data Mining
The proposed method applies GNP to the data mining method to search for the
potential associations among events and hence predict the future traﬃc density.
Searching for the pattern from databases is a process for obtaining associations
where the occurrence of one event is related to other events. The association rule
mining method, i.e., one of the most popular data mining methods with a wide range
of applications is used in the proposed mechanism aiming at discovering association
relations or correlations among attributes encoded within a database [11].
Data mining, also called knowledge discovery, is the analytical process of digging
through and exploring the enormous sets of data in the search for consistent patterns
and/or systematic relationships between attributes. It aims at extracting implicit, pre-
viously unknown information from data sets, which could be useful for many applica-
tions.
Nowadays, data mining has become an important ﬁeld since huge amounts of data
have been collected in various applications. Mining these data sets eﬃciently and
eﬀectively are too diﬃcult and intricate when using conventional methods, especially
for the sequential time related database in dynamic systems.
As one of the most popular data mining methods with a wide range of applicabil-
ity, there is an association rule mining, where its major task is to detect relationships
or associations between attributes in large databases. That is, the association rule min-
ing aims at discovering association relations or correlations among attributes encoded
within a database [11]. The relationship between data sets can be represented as as-
sociation rules. An association rule has the form of (X ⇒ Y), where X represents
antecedent and Y represents consequent. The association rule ”X ⇒ Y” can be inter-
preted as: the set of attributes satisfying X is likely to satisfy Y .
In many applications, such as information systems, web access traces, system uti-
lization logs, transportation systems, etc., the data has naturally the form of time se-
quences. For example, in traﬃc systems, the sequential information such as ”The 5th
road has high traﬃc density, then, the 4th road will also have high traﬃc density on
the same day” has been of great interest for analyzing the time-related data to ﬁnd its
inherent characteristics.
Concretely, conventional association rules are not enough to predict the future traf-
ﬁc situations in real time systems, which means that the association rules should be
time related like the following: ”If section X on the traﬃc map has high traﬃc density
at time t = 0(current time), then section Y will also has high traﬃc density at t = 10(10
time steps later).”
Since mining real time data eﬃciently and eﬀectively is too intricate when using
conventional methods, especially for the time related sequential database in dynamic
systems, e.g., traﬃc systems, the proposed mechanism uses an evolutionary based
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method to extract interesting association rules, while these rules are stored and can
be used to predicts the traﬃc of the road networks, thus the proposed method can deal
with various real-time traﬃc situations and show good mining performances under the
changing environments.
To meet the diﬀerent needs of various applications, and also to analyze and un-
derstand the nature of various sequences, several models of sequential pattern mining
have been proposed. The proposed association rule mining mechanism not only brieﬂy
studies deﬁnitions and application domains of these models, but also more introduces
an evolutionary algorithm on how to ﬁnd these patterns eﬀectively and eﬃciently.
<Association Rule Mining Methods>
The most popular model in the association rule mining is Apriori algorithm, in
which Agrawal et. al. proposed the support-conﬁdence framework [12]. This al-
gorithm measures the importance of association rules with two factors: support and
conﬁdence. Chi-squared value has also been applied to association rule mining. Brin
et.al. suggested to measure the signiﬁcance of associations via the chi-squared test for
correlation used in classical statistics [13].
However, Apriori algorithm may suﬀer from large computational complexity for rule
extraction when extracting from dense databases. Many approaches have been pro-
posed to extract association information in various directions, including eﬃcient apriori-
like mining methods [14], [15]. The variations of Apriori approach such as the hash-
based algorithm have also been studied for eﬃciency [16], [17].
Another kind of data mining uses Neural Networks [18], [19], which is a collection
of neuron-like processing units with weighted connections between the units. How-
ever, they often produce incomprehensible models and require training data and long
training times.
Genetic Algorithm (GA), proposed by J.H. Holland, has also been applied to data
mining research in order to deal with dense databases. Holland proposed two kinds
of approaches, Pittsburgh approach and Michigan approach. Pittsburgh approach rep-
resents an entire rule set as an individual, and evolve the population of candidate rule
sets, while in Michigan approach, members of the population are individual rules and
a rule set is represented by the entire population. Both of the approaches evolve the
rules during generations and the individuals themselves represent the association rela-
tionships capable of acquiring inference rules. However, because a rule is represented
as an individual or part of an individual in GA, it is hard for them to give us a complete
picture of the underlying relationships in problem domains, thus not easy to extract
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enough number of association rules.
Genetic Programming improved the expression ability of GA by evolving individu-
als as tree structures. Although, GP enables a more explicit representation of reference
rules, it may suﬀer from the problem of loose structures and bloating, especially in
dynamic problems.
Recently, many data mining methods have been proposed to satisfy the increasing
demand for eﬃcient information mining in time-related dynamic systems. A. K. H.
Tung proposed the intertransaction association rule mining [20], which not only ex-
tracts relationship within the transaction, but also uses an extended Apriori method to
obtain inter-transaction associations by deﬁning and mining frequent intertransaction
itemsets(FITI). This method uses the sequential association between transactions to
represent temporal relations between transaction items. Since the method is basically
an Apriori-based mining method, it shares the same disadvantage not able to deal with
the databases with a very large number of attributes and high density.
TPreﬁxSpan algorithm [21] is a kind of nonambiguous temporal pattern mining and
it can deal with temporal databases using temporal relationships between two intervals
which was proposed by Kam and Fu in 2000 [22]. This method deals with interval-
based event data, however, it overcomes the ambiguous problem with interval-based
temporal mining by correctly describing the temporal relationship between every pair
of events. As a result, the method is capable of building an unique temporal sequence
for every time sequence of interval events. However, since there are 14 kinds of re-
lationships between every pair of attributes, it would suﬀer from eﬃciency problems
when processing the database with a large number of attributes.
Recurrent neural networks and associative memory can also deal with the time re-
lated database. Recurrent neural networks are used for extracting rules [23] as a form of
Deterministic Finite-state Automata. The recurrent connection and time delay between
neurons allows the network to generate time-varying patterns. Associative memory is
mainly a content-addressable structure that maps speciﬁc input representations to spe-
ciﬁc output representations, and the time delay between neurons also enables to mimic
the time related relationship patterns in real-time systems.
1.4 Contents of this Research
1.4.1 Motivations
GNP-based data mining method was ﬁrst proposed by Dr.Shimada[24]. The databases
used in the conventional GNP data mining method are transaction-related database,
which means that every tuple in the database represents one of the transactions. A
database transaction is a unit of events in the database that is treated in a coherent way.
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Traditional transaction based rules without time series can tell what interest events
happen together in one transaction, however, it can not represent at what time the event
will happen or how long the event will persist.
Therefore, a method of time-related association rule mining will by proposed in
this thesis[25] using Genetic Network Programming (GNP) to improve the eﬃciency
and eﬀectiveness of rule extraction in time related databases. In this thesis, the original
time-related association rule mining will be explained and extended, and its mecha-
nisms will be proposed in order to ﬁnd time related rules more eﬃciently.
Unlike the other methods mentioned above, the main task of GNP-based time re-
lated data mining is to allow the GNP individuals to self-evolve and extract association
rules as many as possible. What’s more, it uses evolved individuals(directed graphs of
GNP) just as a tool to extract candidate association rules. Thus, the structure of GNP
individuals does not necessarily represent the association relations of the database.
Instead, the extracted association rules are stored together in the rule pool separated
from the individuals. As a result, the structures of GNP individuals are less restricted
than the structures of GA and GP, and GNP-based data mining becomes capable of
producing a large number of association rules.
In order to verify the eﬃciency and eﬀectiveness of the proposed mechanism, this
research is carried out by gradually studying the performance of the proposed method
from simple ones to large scale real time ones in simulators. And the combination of
the proposed prediction mechanism with the routing algorithm has also been studied
in 2 kinds of simulators, and some analyses of the proposed methods are made based
on these test results comparing to conventional methods.
1.4.2 Research Topics
In this thesis, there are ﬁve topics discussed based on the former mentioned moti-
vations.
In chapter 2, a method of association rule mining using Genetic Network Pro-
gramming (GNP) with time series processing mechanism and Attributes Accumulation
Mechanism(AAM) was proposed in order to ﬁnd time related sequence rules eﬃciently
in association rule extraction systems. In this chapter, GNP is applied to generate can-
didate association rules using the database consisting of a large number of time related
attributes. In order to deal with a large number of attributes, GNP individual accumu-
lates ﬁtter attributes gradually during rounds, and the rules of each round are stored in
a Small Rule Pool using a hash method, then the rules are ﬁnally stored in a Big Rule
Pool after the check of the overlap at the end of each round. The aim of this chapter is
to better handle association rule extraction of the databases in a variety of time-related
applications, especially in the traﬃc prediction problems. The algorithm which can
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ﬁnd the important time related association rules is described and several experimental
results are presented considering a traﬃc prediction problem.
In chapter 3, an algorithm capable of ﬁnding important time related association
rules is proposed where Genetic Network Programming(GNP) with Attribute Accu-
mulation Mechanism (AAM) and Extraction Mechanism at Stages (EMS ) is used.
Then, the classiﬁcation system imitating public voting process based on extracted time
related association rules in the rule pool is proposed to estimate to which class the
current traﬃc data belong. Using this kind of classiﬁcation mechanism, the traﬃc pre-
diction is available since the rules extracted are based on time sequences. And, the
experimental results on the traﬃc prediction problem using the proposed mechanism
is presented by a simple traﬃc simulator.
In chapter 4, since Genetic Network Programming(GNP)-based time related as-
sociation rules mining method provides an useful mean to investigate future traﬃc
density of road networks, it helps us to develop traﬃc navigation system. Further
improvements have been proposed in this chapter about the time related association
rule mining using generalized GNP with Multi-Branches and Full-Paths(MBFP) algo-
rithm. For fully utilizing the potential ability of the GNP structure, the mechanism
of Generalized GNP with MBFP is studied. The aim of this algorithm is to better
handle association rule extraction from the databases with high eﬃciency in a vari-
ety of time-related applications, especially in the traﬃc density prediction problems.
The generalized algorithm which can ﬁnd the important time related association rules
is described and experimental results are presented considering the traﬃc prediction
problem.
Chapter 5 is devoted to extracting important time related association rules using
evolutionary algorithm named Genetic Network Programming(GNP), where Accuracy
Validation algorithm is applied to further improve the prediction accuracy. The pro-
posed method provides an useful mean to investigate the future traﬃc density of traﬃc
networks and hence help to develop traﬃc navigation systems. The aim of this algo-
rithm is to better handle association rule extraction using prediction accuracy as one
of the criteria and guide the whole evolution process eﬃciently, then investigate the
adaptability of the proposed mechanism to the real-time traﬃc situations using a large
scale simulator SOUND/4U. The experiments deal with a traﬃc density prediction
problem using the database provided by the large scale simulator.
Chapter 6 describes a methodology and results of traﬃc prediction by extracting
important time related association rules using an evolutionary algorithm named ﬁxed
step GNP-based association rule mining. The extracted rules provides an useful mean
to investigate the future traﬃc density of traﬃc networks and hence to develop traﬃc
navigation systems. The proposed methodology is implemented and experimentally
evaluated using a large scale simulator SOUND/4U. The routing algorithm combined
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with the traﬃc prediction results is studied using the environment of SOUND/4U.
In chapter 7, after giving the objectives and analyses of each research topic in
this thesis, some conclusions about the proposed mechanisms are drawn based on the
simulation results.
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Chapter 2
Basic Time Related Association Rule
Mining
2.1 Introduction
The major points of this chapter are included as follows:
• The database is time-related considering the real-time factor into consideration.
Then, the same attribute now has diﬀerent meanings at diﬀerent time units.
• The extracted association rule has the following form: ”X ⇒ Y”, where each
attribute of X and Y should have its time tag, and the rules obtained are actually
show the relationships between data sets with time sequence.
• Time delay tags are used for the connections of the judgment nodes in GNP-
based data mining, for example ”A(t = p)” means the judgment of the attribute
A at time p. Therefore, the searching for the database for calculating the conﬁ-
dence, support and chi-squared value becomes the two dimensional search.
• The concept of an Attribute Accumulation Mechanism (AAM) is introduced in
order to systematically and eﬃciently explore the search space. Each round has
its own attribute sub set and accumulate ﬁtter attributes in the sub set gradually.
In section 2.2, the basic structure of time related database are introduced. In sec-
tion 2.3, the algorithm of GNP-based time related sequence mining method will be
described. Section 2.4 shows examples of applying the proposed method to traﬃc
prediction using a simple simulator. And section 2.5 is devoted to conclusions.
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Table 2.1: Conventional Transactional Database
T A1 A2 A3
1 8 3 6
2 5 4 6
3 8 1 10
4 2 9 9
Table 2.2: Time Related Database after Discretization
Time A1 A2 A3
Low Middle High Low Middle High Low Middle High
0001 0 0 1 1 0 0 0 1 0
0002 0 1 0 0 1 0 0 1 0
0003 0 0 1 1 0 0 0 0 1
0004 1 0 0 0 0 1 0 0 1
Middle threshold=4; High threshold=7;
2.2 Database Environment
Time related database is the database that consists of the tuples with data indexed
by time, in other words, it is the database composed of sequential values or events
which occur along the time. Time related database is the typical representation of
the data gathered in many application ﬁelds, for example, stock markets, production
systems, scientiﬁc experiments, medical applications, etc. Therefore, the time related
data base can be considered as a kind of sequence database.
While the databases which consist of transactions are called transactional databases.
Most modern relational database management systems fall into this category as shown
in Table 2.1, where each tuple in the database represents one transaction. However,
when processing real-time information systems, the databases are to be designed and
developed to emphasize the need to satisfy time related requirements, like the necessity
to predict the occurrence of the critical events in the time domain. For example, traﬃc
prediction is one of these problems. As the traﬃc ﬂow in each section of the roads is
changing continuously as time goes on, the database should represent at what time the
events in the road section occur, in order to better predict the traﬃc ﬂow of the roads
in the future,.
Traditional transaction-based rules without time series can tell what interesting
events happen together, however, it can not represent at what time the event will happen
or how long the event will last.
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Thus, the database we handle here is no longer transaction-based, but time related-
based, i.e., the tuples in the time series database represent the time unit instead of the
transaction. The ”Time” in Table 2.2 represents the time unit, and it can be very small
ones as one second, one minute, or long ones like one year or one episode of a process
and so on, thus its concrete meaning is related to the concrete problem to solve.
In the traﬃc systems we deal with, the database have continuous attributes like
the traﬃc density of each section, so, we divided the continuous values to three cate-
gories, i.e., Low, Middle and High. Supposing that the Middle threshold is 4 and High
threshold is 7, the attribute A = 9 is ranked as A − High, i.e., (A − Low, A − Middle,
A − High)=(0, 0, 1). Thus, Table 2.2 shows the binary values of 0s and 1s after dis-
cretizing Table 2.1 using the above thresholds.
In the traﬃc prediction problem, we assume there exist many cars on each section
of the roads, thus the rows of the database are consisted of time units and the number
of cars on every section becomes the attribute columns of the database. ”The section
named A has the traﬃc density of 10 cars on the time unit 2.” is a typical case of
the events in the traﬃc systems. This event information is recorded in row 2 and the
column which represents A in the database. Since the value of the event is 10, we can
classify it to A − High using the thresholds mentioned above, and the event can be
represented as (A − Low, A − Middle, A − High)=(0, 0, 1) in the discretized database,
where, the A−Low, A−Middle and A−Highwith binary values are called attribute here.
Now the problem is to ﬁnd time related interesting sequential relationships among
attributes in the discretized database.
2.2.1 GNP for Association Rule Mining with Time Series
Association rule mining with time series is an extension of the GNP-based data
mining [24] in terms of treating time related rules. In the proposed method, GNP in-
dividual examines the attribute values of database tuples using judgment nodes and
calculates the measurements of association rules using processing nodes. Attributes of
the database and their values correspond to judgment nodes and their judgment objects
in GNP, respectively. Therefore, the connections of nodes are represented as candi-
dates of association rules. The measurements include support and Chi-squared values.
Judgment node determines the next node by a judgment result of (Yes/No). Fig.2.1
shows a basic structure of GNP for time-related association rule mining. P1 here is
a processing node and is a starting point of association rule mining. Each Processing
node has an inherent numeric order (P1, P2, ...) and is connected to a judgment node.
Yes-side of the judgment node is connected to another judgment node. No-side of the
judgment node is connected to the next numbered processing node. The total number
of tuples in the database moving to the Yes-side at each judgment node is calculated
for every processing node. These numbers are the fundamental values for calculating
12
criteria(support and chi-squared values) of the association rules.
N
A1=1
P 1
A2= 1 A3 =1 A4 =1
P 2
a b c d
P 2 P 2 P 2
T= 0
T= u T= v T= x T= y
: Yes-side connection : No-side connection
: Jumping T: Time Dela y
: P rosessing Node : Judgmen t Node : moved position
P 1
N
T= 0
J umping
Figure 2.1: The basic structure of individuals
In the proposed method, the examination should consider both the attribute dimen-
sion and the time dimension concurrently, thus the method is basicly two dimensional.
That is, not only the attributes but also the corresponding time delays should be con-
sidered: For example, as described in Fig.2.2: the judgment is not merely executed
row by row, but the procedure is like the following: ﬁrstly judge the tuple at time 0000,
and according to GNP individual structure of Fig.2.2, ﬁrst A1(Low) is judged and if
the value of A1(Low) at time 0000 is ′1′, then move to the next judgement node named
A2(Mid). Then, due to the time delay T =2 from A1(Low) to A2(Mid), we check the
value of A2(Mid) at time 0000+2=0002. If the value of A2(Mid) at time 0002 is ’1’,
continue the judgment likewise, if not, execute another turn of the judgment which
begins from time 0001, 0002, 0003, . . . , until the end of the tuple.
2.2.2 Extraction of Association Rule
The total number of moving to Yes-side from the processing node at each judgment
node is calculated for every processing node, which is a starting point for calculating
association rules. In Fig.2.1 and Fig.2.2, N is the number of the total search, and a, b,
c and d are the number of the searches moving to the Yes-side for each judgment node.
The measurements are calculated by these numbers.
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Time
A1 A2 A3 A4
Low Middlle High Low Middle High Low Middle High Low Middle High
0000 1 0 0 0 0 1 1 0 0 0 1 0
0001 1 0 0 1 0 0 0 1 0 1 0 0
0002 0 1 0 0 1 0 1 0 0 0 1 0
0003 1 0 0 0 0 1 0 1 0 1 0 0
0004 1 0 0 1 0 0 0 0 1 0 0 1
0005 0 1 0 1 0 0 0 0 1 0 1 0
0006 0 0 1 0 1 0 0 0 1 0 1 0
0007 1 0 0 0 1 0 0 1 0 1 0 0
0008 0 1 0 1 0 0 1 0 0 0 1 0
0009 1 0 0 0 1 0 0 1 0 1 0 0
N
A1(Low)
=1
P 1
A2(M id)
= 1
a b c
T= 0
T= 2 T= 2 T= 2
A3(High)
= 1
A4(M id)
= 1
P 1
d
T= 4
Jumping
Figure 2.2: Search method of time related data mining
Table 2.3 shows the measurements of the support and conﬁdence of association
rules. After the search described in Fig.2.2, we calculate the support and conﬁdence
of the rules like Table 2.3, but in order to calculate the chi-squared value of the rules,
we need the support of the consequent part of the rules. Therefore, in the next step, we
employ a jump method, which make the processing node randomly jump to another
judgement node following the connection between nodes, where the judgment nodes
after the jumped processing node correspond to the consequent part of the rules. Then,
by counting the number of the movings to the Yes-side for each judgment node from
the jumped processing node, we can calculate the support of the consequent part of
the rules for obtaining the chi-squared values. This kind of jump mechanism is taken
several times. For example, as represented in Fig.2.2, the processing node P1 jumps
from A1(Low) to A3(High), then the antecedent part of the candidate rules becomes
”A1(Low) ∧ A2(Mid)” and the judgement nodes after the jumped P1 will be the conse-
quent part of the candidate rules: ”A3(High) ∧ A4(Mid) . . . ”. If P1 node jumps from
”A1(Low) = 1” to ”A2(Mid) = 1”, we are able to calculate the support of A2(Mid),
A2(Mid) ∧ A3(High) and so on, as a result, chi − squared value can be calculated con-
sidering both the antecedent and consequent part of the candidate rules. We can repeat
this like a chain operation in each generation. Thus, we can obtain the values for cal-
culating the importance of the rules. Now, we deﬁne the important association rules as
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Table 2.3: Measure of association rules
Association rules support conﬁdence
A1(Low)⇒ A2(Mid) b/N b/a
A1(Low)⇒ A2(Mid) ∧ A3(High) c/N c/a
A1(Low)⇒ A2(Mid) ∧ A3(High) ∧ A4(Mid) d/N d/a
A1(Low) ∧ A2(Mid)⇒ A3(High) c/N c/b
A1(Low) ∧ A2(Mid)⇒ A3(High) ∧ A4(Mid) d/N d/b
A1(Low) ∧ A2(Mid) ∧ A3(High)⇒ A4(Mid) d/N d/c
the ones which satisfy the following:
χ2 > χ2min, (2.1)
support ≥ supmin, (2.2)
where, χ2min and supmin are the threshold of the minimum chi-squared and support
value given by supervisors. In this deﬁnition, if the rule ”X ⇒ Y’ is important, then,
X ⇒ ¬Y,¬X ⇒ Y,¬X ⇒ ¬Y,Y ⇒ X,Y ⇒ ¬X,¬Y ⇒ X and ¬Y ⇒ ¬X” are also
important rules. If necessary, we can also use the conﬁdence value in the deﬁnition.
The extracted important association rules are stored in a pool all together through gen-
erations in order to ﬁnd new important rules.
2.2.3 Attribute Accumulation Mechanism (AAM)
In order to deal with a large number of attributes, Attribute Accumulation Mecha-
nism (AAM) has been proposed, where GNP individual accumulates better attributes
in it gradually round by round of a sequence of generations.
The attribute accumulation mechanism proposed here ﬁrst randomly selects a small
attribute set of size s from the whole attribute set of size S (S ≥ s), then applies GNP
based data mining algorithm using GNP individuals generated exclusively from the
chosen attribute set and ﬁnally stores the extracted association rules in the correspond-
ing Small Rule Pool(SRP) using hash functions. This whole procedure is called Round
0.
After the processing of Round 0, we get the corresponding SRP(0). For each of the
rules stored in SRP(0), we check its overlap and sum up the count of the appearance
of the attributes in the chosen attribute set, and ﬁnally sort the attributes from the most
frequently used one to the least one. Then, the top v% (0 ≤ v ≤ 100) of the attributes
will be remained in the chosen attribute set. The attribute set of the next Round 1 is
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then composed of the top v% of the attributes and attribute set randomly chosen from
the original whole attribute set. Using the newly generated set, Round 1 searches the
important association rules and stores the newly generated rules in the corresponding
SRP, likewise.
The similar procedure is repeated Round by Round until the ﬁnal condition is sat-
isﬁed. The procedure is shown in Fig.2.3.
Whole Attr ibu te Set: 672
G et At t r ibute Sub Se tStart Sub Attribute Set:
(set s ize s)
Genera te GNP
Ind ividua ls from Set
Da ta Mining
Small Rule Poo l SRP (0)
(check overla p )
Initia l Round :
G et At t r ibute Sub SetStart Sub Attribute Set:
(set s ize s)
Genera te GNP
Ind ividua ls from Set
Da ta Mining Small Rule Poo l SRP (1)
(check overla p )
R ound 1 :
Choose Top v%
of At t r ibutes
B ig Rule Pool
(BRP)
G et At t r ibute Sub SetStart Sub Attribute Set:
(set s ize s)
Genera te GNP
Ind ividua ls from Set
Da ta Mining Small Rule Poo l SRP
(check overla p )
F inal Round:
Figure 2.3: Attribute Accumulation Mechanism (AAM)
2.2.4 Rule Pool and Hash function
As mentioned before, there are two kinds of Rule Pools: Small Rule Pool(SRP),
and Big Rule Pool(BRP). They both use hash functions to facilitate the speed of the
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search and judge the overlap. The hash function we used here is deﬁned by:
HVr = (asumr + tsumr mod T shi f t) mod BN, (2.3)
asumr =
∑
i∈I(r)
{Ini}, (2.4)
tsumr =
∑
i∈I(r)
{Delayi}. (2.5)
The symbols are as follows:
HVr : the hash value of rule r.
I(r) : the set of attributes which is contained in rule r.
Ini : the index of attribute i.
Delayi : the delay time of attribute i.
asumr : the sum of the attribute indexes of rule r.
tsumr : the sum of the attribute delay times of rule r.
T shi f t : the number of shifts to diﬀerentiate the rules with the same sum of the at-
tribute indexes but diﬀerent sum of the attribute delay times.
BN : the total number of hash buckets.
In the small rule pool(SRP), we use the Eq.2.3, Eq.2.4 and Eq.2.5 to map the rules
to the corresponding buckets of SRP, and each rule obtained in each generation of the
round is checked for its overlap in SRP. SRP is actually a mapping mechanism from
the rule to its relevant bucket in the form of hash tables.
Big Rule Pool(BRP) also employs the same hash function as SRP. Therefore, at the
end of each round, we are able to check the rules in the buckets of SRP and BRP with
the same hash value. Using this algorithm, the new rules are ﬁnally stored in the result
pool–Big Rule Pool(BRP). The procedure of checking the overlap is shown in Fig.2.4.
In other words, when an important rule is extracted by GNP, it is checked whether
an important rule is new, i.e., whether it is already in SRP or not in each generation of
the rounds. If the rule is new, it is stored in the SRP. At the end of each Round, every
rule in the SRP should be checked on whether it overlaps with the rules in BRP, and
only the rule never exist in the BRP before can be considered as a real new rule. The
appearance frequency of the attributes are also calculated using the rules in the BRP.
2.2.5 Fitness and Genetic Operators
When a new rule is generated, the rule like ”A ∧ A ⇒ A” is considered useless
in the original GNP-based data mining method. However, taking account of the time
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Figure 2.4: Checking the overlap of BRP and SRP(i)
series algorithm, even the same attribute has diﬀerent meanings at diﬀerent time units,
so the rule like :
Ai(∗)(t = p) ∧ · · · ∧ Ai(∗)(t = q)⇒
Ai(∗)(t = r) ∧ · · · ∧ Ai(∗)(t = s),
where p ≤ q ≤ r ≤ s, has its meaning. However, the number of this kind of rules should
be controlled, since too many rules of this kind would harm the evolving process and
produce a large number of GNP individuals with the same attribute. Now, we deﬁne
the concept of multiplicity. Multiple rules here mean the rules which contain many
diﬀerent kinds of attributes. Therefore, the ﬁtness function of GNP is deﬁned as:
F =
∑
r∈R
{χ2(r) + 10(nante(r) − 1) + 10(ncon(r) − 1)
+αnew(r) + αmult(r)}.
The symbols are as follows:
R : set of suﬃxes of important association rules which satisfy Eq.2.1 and Eq.2.2 in
GNP individuals.
χ2(r) : chi-squared value of rule r.
nante(r) : the number of attributes in the antecedent of
rule r.
ncon(r) : the number of attributes in the consequent of
rule r.
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αnew(r) : constant deﬁned as
αnew(r) =
{
αnew, if rule r is new
0, otherwise
αmult(r): constant deﬁned as
αmult(r) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
αmult, if rule r has many kinds of
diﬀerent attributes
0, otherwise
χ2(r), nante(r), ncon(r), αnew(r) and αmult(r) are concerned with the importance, com-
plexity, novelty and diversity of rule r, respectively. At each generation, GNP individu-
als are replaced with the new ones by the selection policy and other genetic operations.
We use four kinds of genetic operators:
• Crossover: The uniform crossover is used. Judgment nodes are selected as the
crossover nodes with the crossover rate. Two parents exchange the gene of the
corresponding nodes.
• Mutation-1: The connection of the judgment nodes is changed randomly by
mutation rate-1.
• Mutation-2: The function of the judgment nodes is changed randomly by muta-
tion rate-2.
• Mutation-3: The time delay between the judgment nodes is changed by mutation
rate-3. The mutation range depends on the concrete problems to solve.
The individuals are ranked by their ﬁtness and upper 1/4 individuals are selected.
After that, they are reproduced four times, then four kinds of genetic operators are
executed to them. These operators are executed for the gene of judgment nodes of
GNP individuals. All the connections of the processing nodes are changed randomly
in order to extract rules eﬃciently.
2.2.6 Summary of the proposed mechanism
The whole procedure of the proposed algorithm is shown in Fig.2.5. Two kinds
of iterations are included here, the outer iteration represents the attribute accumulation
mechanism, which means better attributes are gradually accumulated in the attribute
sub set of each round and GNP individuals are generated based on the attributes in the
attribute sub set during each round. The inner iteration represents the basic procedure
of the time related data mining method, which uses GNP individuals to generate the
candidate rules, calculate the support and chi-squared values of the candidate rules
based on the time related databases.
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Figure 2.5: Flowchart of time related GNP data mining
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2.3 Simulation
In this section, the eﬀectiveness and eﬃciency of the proposed method are studied
by simple traﬃc simulations.
2.3.1 Traﬃc Simulator
The main task of our simulator is to generate the databases to which we apply the
proposed method.
Each section between two intersections in the road has two directions, and we
assume each direction of the section represents diﬀerent literals, i.e., items or attributes.
The traﬃc simulator used in our simulations consists of the road model with 7×7 roads
like Fig.2.6, i.e., each section has the same length, and the shape of the total road is
like a grid network. Time shift in road setting of Fig.2.6 represents the time delay of
the traﬃc lights between neighboring intersections.
#N1 #N2 #N3 #N4 #N5 #N6 #N7
#S1 #S2 #S3 #S4 #S5 #S6 #S7
#W2
#W1
#W3
#W4
#W5
#W6
#W7
#E2
#E1
#E3
#E4
#E5
#E6
#E7
:r epr esent ca r #** : r ep r esen t O /D name
: r epr esent section fr om inter section W2N4 to W2N5
: r epr esent section fr om inter section W2N5 to W2N4
: r epr esent inter sectiuon W4N4
Road Setting
Maximum
number of
cars
10 cars per
section
Car arrival
distribution
exponential
distribution
Red
traffic light
10 time
units
Green
traffic light 7 time units
Yellow
traffic light 3 time units
Time shift 10 time
units
Figure 2.6: Road model used in simulations
Although the cars on the map share the same timer, they do not exactly have the
same speed. Every time unit, all the cars can move forward by length 1 if and only if
there exist spaces before them, thus the actual speed of all cars are inﬂuenced by the
traﬃc lights or traﬃc jams. For example, if a car encounters the red light or traﬃc jam,
it has to wait until the red light period passes or all the hindrances before it are moved.
Therefore, the cars have diﬀerent speeds depending on the concrete traﬃc situations.
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Table 2.4: Database generated by simulator
Time W1N1,W1N2 W1N1,W1N3
Low Middle High Low Middle High
0001 0 0 1 1 0 0
0002 0 1 0 0 1 0
0003 0 0 1 1 0 0
0004 1 0 0 0 0 1
Middle threshold=4; High threshold=7;
Table 2.5: Example of OD (Origin/Destination)
O
D
#N1 #N2 #N3 #N4
#N1 . . . 7 1 8
#N2 12 . . . 7 5
#N3 8 0 . . . 6
#N4 2 1 9 . . .
The database generated by our simulator is shown in Table 2.4. In this table,
”W1N1,W1N2” and ”W1N1,W1N3” represent sections in our simulator. The aver-
age traﬃc density of each section is discretized to Low/Middle/High groups, e.g., the
average traﬃc density of section ”W1N1,W1N2” has the value of 8 at time unit 0001,
which means it belongs to the group High at time unit 0001 considering the thresholds.
The generation of cars is based on O/D (Origin / Destination) shown in Table 2.5.
For example, in Table 2.5, the ” #N1” is the name of a starting/end point, and the
numerical value of 12 in the table means that the car traveling from the point named
”#N2” to the point named”#N1” has the traﬃc ﬂow of 12 vehicles per time unit. The
Table 2.6: Parameter setting for evolution
Items Values
Number of judgment nodes 100
Number of processing nodes 10
Number of attributes 672
Number of time units 800
Number of generations per Round 50
Sub attribute set size 100
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car traveling from the starting point to itself is forbidden here.
The parameter setting of the proposed data mining is presented in Table 2.6. At-
tributes here are the judgment node functions, for example, an attribute named ”W4N6
,W4N7(Low)” can be interpreted as section ”W4N6,W4N7” has low traﬃc. We have
7 × 8 × 2=112 sections here in our simulator and each section has two directions, so,
there exist 112 × 2 = 224 sections in total. What’s more, each section has 3 categories
(Low/Mid/High), thus we have 224 × 3 = 672 attributes. Time units in Table 2.5 rep-
resents the number of total time units in our database. Simulator runs for 5000 time
units, but, removes the ﬁrst and last 500 time units for stabilization from the proposed
data mining calculation. The samples are taken every 5 time units, i.e., the number
of time units is (5000-500-500)/5= 800, thus 800 time units are used in the following
simulations.
2.3.2 Simulation results
The aim of our data mining is to extract rules on the time-related association re-
lations among all of the sections on the map, and our method can be applied to the
database with a large number of attributes, e.g., 672 sections in our simulations.
<Test Case 1>
In test case 1, the number of rules stored in the Big Rule Pool(BRP) is compared
between the proposed method and the conventional method without the attribute accu-
mulation mechanism. Each round has the same number of generations of 50 and the
selected set size is 100.
Fig.2.7 shows the number of rules obtained in the BRP versus round number. In
the conventional method in Fig.2.7, GNP individuals are randomly initialized from the
whole attribute set at the beginning of each ”round”. We can see from Fig.2.7 that the
proposed method can extract important association rules eﬃciently, when compared
with the conventional one.
The rule extracted is like the following:
W4N5,W4N6, Low(t = 0)⇒
W4N5,W3N5,High(t = 9) ∧W3N5,W3N6,High(t = 11)
The above rule means that the section on the road named ”W4N5,W4N6” has low
traﬃc at time 0, then the section named ”W4N5,W3N5” will probably have high traﬃc
density at time 9, and the section named ”W3N5,W3N6” will also possibly have high
traﬃc density at time 11.
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Figure 2.7: Comparison of the number of rules between the proposed method and
conventional method
As Fig.2.8 describes, the above rule represents the trend that more cars will choose
the section ”W4N5,W3N5” and ”W3N5,W3N6”, which is triggered by the past low
traﬃc density of the section ”W4N5,W4N6”. According to this information, we can
update the routing algorithm more accurately.
<Test Case 2>
The aim of the second simulation is to study the relations between the selected
attribute set size and the performances of the algorithm. With other parameter setting
being unchanged, the attribute set size of 25, 50, 100, 125, 150, 200, 400 and 672 has
been studied. The result is shown in Fig.2.9.
From Fig.2.9 we can see that the performance of the attribute set size 672 is almost
the same as the result of the conventional method in Fig.2.7, since the number 672 is
the total attributes size.
We can also see from Fig.2.9 that both too large or too small attribute set size
will harm the performance of the algorithm and the best solution should be selected
according to the concrete problem to solve. In our cases, the best solution is obtained
when we use the attribute set size of 50.
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Figure 2.8: Map and rule
<Test Case 3>
The third simulation is to explore the relations between the generation size per
round and the performances of the algorithm. With other parameter setting being un-
changed, the performances of the algorithm with generation size of 25, 50, 100 and
150 are compared. The result is shown in Fig.2.10.
The average number of ﬁnding new rules per generation is shown in Fig.2.11 when
changing the generation size per round. Since the time consumed in one generation is
almost the same in four cases, the average number of extracted rules per generation in
Fig.2.11 actually represents the time complexity of four cases.
The larger generation size certainly contributes to ﬁnding more rules, however, the
time complexity increases. Considering this trade-oﬀ and that the diﬀerent round has
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Figure 2.9: Number of rules in case of changing the attribute size
diﬀerent convergence rate, the ﬁxed size of generations per round is not a good method,
which should be studied more in the future.
<Test Case 4>
The main purpose of the last simulation in this chapter is to study the eﬀects of
changing the accumulation percentage. With other parameter setting being unchanged,
the top 10%, 20%, 40%, 50% and 70% attributes of the new rules in BRP are used as
the attribute sub set of the next round. Here, the top attributes mean the attributes with
the most frequent occurrence in BRP. The results are shown in Fig.2.12.
The ﬁgure in the upper side of Fig.2.12 represents the number of rules obtained
from the ﬁrst to 1000th round. It is found from the ﬁgure that there is no huge dif-
ference among each other, since all of them are capable of obtaining a large number
of association rules. However, we can examine the diﬀerence more clearly from the
ﬁgure shown in the lower side of Fig.2.12, where the number of rules generated in the
ﬁnal 100 rounds is shown. We can see from the ﬁgure that both too large or too small
accumulation percentage will harm the performance of the algorithm. And the best
solution is obtained around 40% in our simulation.
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2.4 Conclusions
In this chapter, a method of association rule mining using Genetic Network Pro-
gramming with time series processing mechanism and Attribute Accumulation Mech-
anism (AAM) has been proposed. The proposed method can extract important time-
related association rules eﬃciently. Extracted association rules are stored temporar-
ily in Small Rule Pool(SRP) and ﬁnally all together in Big Rule Pool(BRP) through
rounds of generations. These rules are representing useful and important time related
association rules to be used in the real world. We have built a simple road simulator
and examined the eﬀectiveness and usefulness of the proposed algorithm. The results
showed that the proposed method extracts the important time-related association rules
in the database eﬃciently and the attribute accumulation mechanism improves the per-
formance considerably. These rules are useful in time-related problems, for example,
traﬃc prediction.
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Chapter 3
Class Association Rule Mining and
Classiﬁcation in Traﬃc Density
Prediction
3.1 Introduction
In this chapter, a time related class association rule mining method is applied to
estimate the real time temporal/sequential traﬃc situations. Although our lab. have
already reported Genetic Network Programming(GNP) based data mining [24], which
is a transaction related method, it means that every tuple in the database is not related to
time series, where GNP is a newly developed evolutionary method whose chromosome
is made of directed graphs [9][10][26].
The proposed method uses the time related database which has been introduced
in Chapter 2.2, and it has the following features for the time related association rule
mining and time related classiﬁcation in traﬃc density prediction.
• One feature of the proposed method is that the proposed method can predict
not only the traﬃc jam of a speciﬁc section on the road networks, but also can
predict the low, middle and high traﬃc density of all of the sections on the road
network, which might be useful in traﬃc applications.
• Extraction Mechanism at Stages(EMS ) has been proposed to extract a ﬁxed suf-
ﬁcient number of rules Nf for each class of each consequent attribute, i.e., each
traﬃc density level of each section of road networks.
• In order to obtain a suﬃcient number of class association rules for each class, a
kind of self-adaptive mechanism for decreasing the importance criteria and time
addition mechanism has been proposed.
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• Two unique timing methods have been proposed for matching the current traﬃc
data with the time related association rules to improve the prediction accuracy.
The proposed rule based class association rule mining contains two stages: training
and testing. In the training stage, the important rules are generated for classiﬁcation by
using the training data with class information. Then, the obtained rules are applied to
the classiﬁcation of the testing data.
The chapter is organized as follows: In section 3.2, the algorithm of the time re-
lated class association rule mining and classiﬁcation using GNP is described. Section
3.3 shows the simulation environments, conditions and several experimental results.
Section 3.4 is devoted to conclusions.
3.2 Time Related Class Association Rule Mining using
GNP with EMS and AAM
3.2.1 Outline of the Proposed Method
The whole procedure of the proposed algorithm is like Fig.3.1. The ﬁrst step is the
rule extraction step. In rule extraction procedure, two kinds of iterations are included,
i.e., the outer iteration represents the class association rule mining, which means to
extract the time related class association rules of all the consequent attributes with At-
tribute Accumulation Mechanism(AAM) and Extraction Mechanism at Stages(EMS ),
while the inner iteration represents the basic procedure of the time related data min-
ing, which uses GNP individuals to generate the candidate rules, then calculate the
support, conﬁdence and chi-squared values of the candidate rules based on the time
related databases[25][27][28][29][30].
In order to testify whether the obtained time related rules is accurate or not, the
second step is to use the extracted rules to predict the future events using the degree of
matching between data and antecedent part of the rules in each class, and the class with
the highest degree of matching will be assigned to data[24]. If the classiﬁcation result
is the same as the actual situation, then the prediction is correct, otherwise incorrect,
and we can obtain the accuracy of the prediction in this way.
3.2.2 Association Rules
The following is a formal statement of the problem of mining association rules.
Let A = {A1, A2, . . . , Ak} be a set of events, called items or attributes, e.g., it can rep-
resent the traﬃc density level(Low/Middle/High)of each section on the traﬃc network
in traﬃc density prediction problem. Let G be total number of time points in the time
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Extraction Mechanism
with Stages(EMS)
Time Related
Class Association
Rule Extraction
Attribute Accumulation
Mechanism(AAM)
Classification Testing database
Prediction Result Actual SituationCompare
Accuracy
Figure 3.1: Basic steps of proposed algorithm
related traﬃc density database. Each time point is associated with a unique identiﬁer
whose set is called TimeID. Let D={D1,D2, . . . ,Dk} be a set of time points according
to the time when the corresponding event(attribute)occurs, e.g., if attribute Ai occurs
at time unit 0003, then Di will be recorded as Di = 0003. Now, the set of time related
attribute Ai is deﬁned as At = {A1(D1), A2(D2), . . . , Ak(Dk)}.
Based on the deﬁnition, a time related association rule is an implication of the
”X ⇒ Y” where X ⊆ At, Y ⊆ At. Then, X is called antecedent and Y is called
consequent of the time related association rule.
In general, a set of items in At is called time transition. Fig.3.2 shows an example
of the time transition. Each transition has its own associated measure of statistical
signiﬁcance called support. If the number of time transitions containing X in G equals
t, and the total number of time transitions in G is N, then support(X) = t/N. The
rule X ⇒ Y has a measure of its strength called conﬁdence deﬁned as the ratio of
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:Time Related Transition in Database
Time
Unit
A1 A2 A3 Ac
Low Middlle High Low Middle High Low Middle High Low Middle High
0000 0 1 0 0 0 1 1 0 0 0 1 0
0001 0 1 0 1 0 0 0 1 0 1 0 0
0002 0 0 1 1 0 0 1 0 0 0 1 0
0003 0 1 0 0 0 1 0 1 0 1 0 0
0004 1 0 0 1 0 0 0 1 0 0 0 1
0005 0 1 0 1 0 0 1 0 0 0 1 0
0006 0 1 0 0 1 0 0 1 0 0 1 0
0007 0 0 1 0 0 1 1 0 0 1 0 0
0008 0 0 1 0 0 1 1 0 0 1 0 0
0009 0 0 1 0 0 1 1 0 0 1 0 0
0010 0 1 0 0 0 1 0 1 0 1 0 0
Figure 3.2: Time Transition
support(X ∪ Y)/support(X). Calculation of the chi-squared value of the rule X ⇒ Y
is described as follows. Let support(X) = x, support(Y) = y, support(X ∪ Y) = z.
If the events X and Y are independent, we can get support(X ∪ Y) = xy. Table 3.1
is the contingency of X and Y ; the upper parts are the expectation values under the
assumption of independence, and the lower parts are observational values.
Now, let E denote the value of the expectation under the assumption of indepen-
dence. O is the value of the observation. Then, the chi-squared value is deﬁned as
follows:
χ2 =
∑
AllCell
(O − E)2
E
. (3.1)
The AllCell in the Eq.3.1 represents the four sections like XY , X¬Y , ¬XY and
¬X¬Y in the contingency Table 3.1.
We can calculate the chi-squared value using x, y, z and N of Table 3.1 as follows:
χ2 =
N(z − xy)2
xy(1 − x)(1 − y) (3.2)
This has 1 degree of freedom. If it is higher than a threshold value (3.84 at the 95%
signiﬁcance level, or 6.63 at the 99% signiﬁcance level), we should reject the indepen-
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Table 3.1: The contingency of X and Y
Y ¬Y ∑row
X Nxy N(x − xy)
Nz N(x − z) Nx
¬X N(y − xy) N(1 − x − y + xy)
N(y − z) N(1 − x − y + z) N(1 − x)∑
col Ny N(1 − y) N
( N: the number of time points (= |TimeID|) )
dence assumption.
3.2.3 Structure of Rules
Let Ai(∗)(t = p) be an attribute in a database at time p and its value is 1 or 0. Ai(∗)
represents Ai(Low)/Ai(Mid)/Ai(High). The time related class association rule mining
extracts the following association rules:
(Aj(∗)(t = p) = 1) ∧ · · · ∧ (Ak(∗)(t = q) = 1)
⇒ (Ac(∗)(t = r) = 1),
where (Ac(∗)(t = r) = 1) indicates the class of the consequent attribute.
Here, p ≤ q ≤ r, and the ﬁrst t always equal 0 and other time points are the relative
time shifts from the ﬁrst attribute.
3.2.4 Time Related Class Association Rule Mining using GNP
Liu et al have proposed a method to integrate the classiﬁcation rule mining and
association rule mining [31]. The algorithm is called CBA (Classiﬁcation Based on
Associations). Two techniques are integrated by focusing on mining association rules
whose consequent is restricted to a certain classiﬁcation class attribute. The rules are
called class association rules (CARs).
Building an accurate and eﬃcient classiﬁer model becomes essential subjects in
the proposed Time Related Class Association Rule Mining method. The implicit in-
teresting temporal/sequential patterns in the training data are fundamental to build a
classiﬁer model, which could predict the unknown classiﬁcation attributes.
The proposed method extract important time related CARs using GNP supposing
that the connections of judgement nodes are represented as association rules. The basic
structure of it is also shown in Fig.3.3. The jump mechanism is also used in order to
determine only the antecedent part, but we don’t have to decide the consequent part of
the candidates rules any longer. All the items of the consequent part are placed in the
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Consequent Table(CT ) shown in Fig.3.3. In addition, a suﬃcient number of rules for
each item in the CT are obtained in the proposed method.
Fig.3.3 represents the transition starting from processing node P1. The connection
of the judgement nodes starting from P1 represents possible candidate time related as-
sociation rules. The transitions starting from processing P2, P3, . . . have been omitted
in Fig.3.3 for simplicity. The network structure of the GNP makes it possible that dif-
ferent processing nodes can reuse the same judgement node, thus GNP has a compact
structure.
Each processing node works as a starting point for calculating criteria of the can-
didate time related association rules, and if the no-side of the judgement node is taken,
the next processing node automatically starts as shown in Fig.3.3.
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Figure 3.3: The basic structure of time related general association rule mining and time
related class association rule mining
In the proposed method, the examination should consider both the attribute di-
mension and time dimension simultaneously, thus the method is fundamentally two
dimensional. That is, not only the attributes but also the time delays should be consid-
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ered: We will explain an example using the attributes of A1(Mid), A2(High), A3(High)
and A4(High) as described in Fig.3.4. The judgment is not merely executed row by
row, but the procedure is like the following: ﬁrstly judge the tuple at time 0000, and
according to GNP individual structure of Fig.3.4, ﬁrst A1(Mid) is judged and if the
value of A1(Mid) at time 0000 is ′1′, then move to the next judgement node named
A2(High). Then, due to the time delay T =2 from A1(Mid) to A2(High), we check
the value of A2(High) at time 0000+2=0002. The current classiﬁcation consequent
Ac(Mid) at time 0000+2=0002 is also checked for the candidate rule of
(A1(Mid)(t = 0) = 1)⇒ (Ac(Mid)(t = 2) = 1)
using the time delay addition mechanism, that is, using the time delay after A1(Mid). If
the value of A2(High) at time 0002 is ’1’, continue the judgment likewise, and continue
to add the time delay after A2(High), i.e., T = 2 to check Ac(Mid) at time 2+2=4 for
the candidate rule of
(A1(Mid)(t = 0) = 1) ∧ (A2(High)(t = 2) = 1)
⇒ (Ac(Mid)(t = 4) = 1)
The time delay addition method means that the consequent part is consistently
checked at every possible node transition, thus during one database searching, there
will be Na possible candidate rules to be checked simultaneously, where, Na represents
the length of the antecedent part.
As show in Fig.3.4 while carrying out the two dimensional searching for rule 3, the
counts moving to the Yes-side of rule 1 and rule 2 for the current consequent can be
obtained simultaneously.
Conventionally, one database searching just generates one possible association
rule, while Na association rules can be generated using the time delay addition method,
thus the time delay addition method increases the eﬃciency of the rule extraction.
The procedures something like these continue to execute another turn of the judg-
ments which begins from time 0001, 0002, 0003, . . . until the end of the tuple. By this
kind of time delay addition method, we can check many candidate rules simultaneously
within one jump, thus increase the eﬃciency of the process. The example is shown in
Fig.3.4, where the current consequent is Ac(Mid). When checking the count of moving
to the Yes-side about rule 3, both rule 1 and rule 2 can be checked simultaneously by
the time delay addition mechanism.
The searching process shown in Fig.3.4 exclusively concentrates on the searching
process of processing node P1. If the searching in the current time transition of P1
failed, the searching automatically moves to the search starting from P2 for the next
time transition. In the other words, for each time transition, all of the possible candidate
time related association rules are checked successively.
The total number of moving to Yes-side from the processing node at each judgment
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Figure 3.4: Two dimensional searching method
node is calculated for every processing node, which is a starting point for calculating
association rules. In Fig.3.4, N is the number of the total searches, and a, b, c and
d are the numbers of the search moving to the Yes-side at each judgment node. The
measurements are calculated by these numbers.
For example, as represented in Fig.3.4, the processing node P1 jumps from A1(Mid)
to A3(High), then the antecedent parts of the candidate rules becomes ”A1(Mid)”,
”A1(Mid) ∧ A2(High)” and ”A1(Mid) ∧ A2(High) ∧ A3(High)” and the current item in
the Consequent Table(CT ) is, for example, ”Ac(Mid)”. As a result, chi− squared value
can be calculated considering both the antecedent and consequent part of the candidate
rules. We can repeat this in each generation by jumping the processing nodes in the
time related class association rule mining using GNP. Thus, we can obtain the values
for calculating the importance of the rules. Now, we deﬁne the important association
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rules as the ones which satisfy the following:
χ2 ≥ χ2min, (3.3)
support ≥ supmin, (3.4)
con f idence ≥ con fmin, (3.5)
where, χ2min, supmin and con fmin are the thresholds of the minimum chi-squared,
support and conﬁdence values given by supervisors. The extracted important associ-
ation rules are stored in a pool all together through generations in order to ﬁnd new
important rules.
The threshold values are determined depending on concrete applications. Based on
experimental parameter tuning results, chi-squared threshed value is usually set at 6.63
to ensure 99% signiﬁcance level and the conﬁdence value more than 0.8 is appropriate
to maintain high prediction results in the model. The threshold for support values
should be ﬂexible depends on the databases.
3.2.5 Attribute Accumulation Mechanism(AAM) and Extraction
Mechanism at Stages(EMS )
The conventional method extracts association rules using the whole attribute set
without sub attribute sets and rounds. Since the whole attribute set we deal with is
very large, which attributes are used for initializing individuals will largely inﬂuence
the eﬃciency of the whole evolution process. When we use the Attribute Accumula-
tion Mechanism(AAM) in order to deal with databases which have a large number of
attributes, GNP individuals accumulate better attributes in it gradually round by round,
where each round is a sequence of generations[32] as described in chapter 2.
The attribute accumulation mechanism reviewed here ﬁrst randomly selects a small
attribute set of size si from the whole attribute set of size S i(S i ≥ si), then applies
GNP-based data mining algorithm using GNP individuals which are generated exclu-
sively from the chosen attribute set and ﬁnally stores the extracted association rules
in the corresponding rule pool using hash functions[32]. This procedure is so called
Round 0.
After the processing of Round 0, we get the rules in the corresponding rule pool
named SRP(0). For each of the rules stored in SRP(0), we check its overlap with others
and sum up the counts of the appearance of each attribute in the chosen attribute set,
and using the sum of the counts, the attributes are sorted from the most frequently used
one to the least one. Only the top 20%(could be ﬂexible according to the concrete
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problem) attributes can be remained in the chosen attribute set. The attribute set of
the next Round 1 is then composed of the top 20% of the attributes and attribute set
randomly chosen from the original whole attribute set. Using the newly generated set,
Round 1 searches the important association rules and stores the newly generated rules
in the rule pool as described in chapter 2.
In further extension of AAM, the Extraction Mechanism at Stages(EMS ) is pro-
posed to extract time related class association rules, while each stage of the EMS is
in charge of extracting the rules exclusively for each class of each section on the road
networks using AAM, which implies that one stage consists of at least one round to
obtain enough number of time related association rules.
Not only class association rules for one consequent attribute, i.e., one section on
the traﬃc network, is extracted, but also, all the class association rules for all of the
consequent attributes in the database, i.e., all of the sections on the traﬃc network are
obtained by EMS . Using EMS method, the overall prediction model can be obtained
for all necessary prediction requirements, and the navigation system could refer to the
prediction model for the calculation of the real-time optimal route. Once the naviga-
tion system ﬁnishes the calculation of the optimal route, we can use the current traﬃc
densities to predict again whether the sections of the optimal route will have a traﬃc
jam.
Suppose that there exists three diﬀerent classes for each section: Low/Middle/High
traﬃc density levels. When extracting rules, it is very important to extract enough
number of time related rules for every possible classes, otherwise the information could
not be suﬃcient for accurate classiﬁcation, i.e., if the rules corresponding to Low class
are missing, the remaining rules would lead to very low prediction accuracy due to
incompleteness of information.
Therefore, the proposed method aims at getting enough number (Nf ) of class as-
sociation rules for each class of all attributes in order to acquire the high prediction
accuracy of the classiﬁcation. If the number of the extracted rules reaches a certain
ﬁxed number Nf for the current class of the consequent attribute, then the stage for the
current class of the consequent attribute ends and another stage for the next item in the
CT will begin, likewise.
Although the number of the rules, Nf , should be a suﬃciently large value for all
classes of the consequent attributes, sometimes it might occur that there do not exist
enough number of rules for some classes of the consequent attributes at the current
importance level. Thus, we proposed a method for decreasing the thresholds of the
importance, where the criteria for important rules become self-adaptive and they are
adjusted gradually according to the number of new rules extracted during the recent
generations. If the number of new rules generated during the recent generations equal
to 0, which means no more important rules can be found for the current class of the
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consequent attribute in the Consequent Table(CT ), the criteria for important rules are
changed using the following equation until a certain ﬁxed number Nf of rules are
obtained .
χ2min ← χ2min × s1, (3.6)
supmin ← supmin × s2, (3.7)
con fmin ← con fmin × s3, (3.8)
where, s1, s2 and s3 belonging to (0, 1) represent the step size of the decrease for
the chi-squared, support and conﬁdence values, respectively. χ2min, supmin and con fmin
are initialized for each class of the consequent attributes of the Consequent Table(CT ).
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Figure 3.5: Flow chart of AAM and EMS
ExtractionMechanism at Stages(EMS ) means a method for extracting a ﬁxed num-
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ber Nf of rules for each class of the consequent attributes, sequentially. EMS with At-
tribute AccumulationMechanism(AAM) is used here to deal with consequent attributes
sequentially.
As shown in Fig.3.5, the main ﬂow chart consists of two kinds of iterations, the
ﬂow chart on the left side represents the main process of Extraction Mechanism at
Stages(EMS ) and each stage of EMS is in charge of exclusively extracting time re-
lated association rules for the current class of the consequent attribute. If enough
number(Nf ) of rules can not be obtained at the current stage, EMS uses the self-
adaptive criteria.
The iteration procedure on the right side of Fig.3.5 describes AAM process, which
is embedded in the rule extracting phase of EMS , thus each stage of EMS includes
some rounds, or at least one round in AAM. Each round of AAM accumulates better
attributes in the subset of the whole attribute set, which has the potential ability of gen-
erating more association rules, and those better attributes will have higher probability
to be used in individuals of the later rounds. Thus, AAM is a process to strengthen the
exploitation of the evolution.
The proposed GNP-based mining method to extract the association rules for each
class of the consequent attributes in the Consequent Table(CT ) is shown in Fig.3.6,
where GNP based data mining consists of a sequence of generations.
For example, the ﬁrst stage is in charge of extracting class association rules using
A1(Low) as the consequent part. Attribute Accumulation Mechanism is the same as
the one in the previous work[25], where GNP individual accumulates better attributes
in it gradually round by round. At each stage, each round consist of a certain number
of generations and has its accumulated chosen attribute subset, and the number of
extracted rules will be checked at the end of each round. If the rules are not extracted,
then a new round will begin with self adjusted criteria as shown before. Each stage
ends if and only if a ﬁxed Nf number of rules are extracted, thus a stage contains
several rounds, at least, one round.
3.2.6 Classiﬁcation
In order to test the prediction accuracy of the time related class association rules
we extracted, these rules are applied to predict the traﬃc density in the future using a
very simple classiﬁcation mechanism.
Firstly we classify the extracted association rules in the pool to the classes of the
consequent attributes. Every section attribute has three consequent attribute classes,
i.e., Low, Mid and High.
Then, the association rules in each class of the consequent attributes are used to
test whether the testing data satisﬁes the antecedent items of the rules based on two
diﬀerent kinds of timing mechanisms.
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Figure 3.6: Procedure for extracting class association rules
The structure of the time related association rules represents the if-then type time
sequential association relations and if the antecedent part of the rules satisfy the testing
database, then it is probable that the consequent part will also occur at some time units
later, therefore, the proposed method regards the antecedent part as the events already
happened and the consequent part as the future events.
After deﬁning the basic time span of the association rules, how to pinpoint the
current time unit is essential to the time related classiﬁcation mechanism. Two diﬀerent
mechanisms to choose the proper current time unit for each rule are proposed in this
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model.
One of the mechanisms is just to set the time unit of the last attribute in the an-
tecedent part as the current time unit, while another timing mechanism assigns the
current time unit between the last attribute of the antecedent part and consequent at-
tribute of association rules. These two mechanisms are described in Fig.3.7. In the
N-Step prediction process, only the rules having exactly the N time delay between
the last attribute in the antecedent part and consequent attribute are applicable in the
method-1, while the method-2 sets the current time unit more ﬂexibly.
Method 1
The cu r r en t t ime po in t
The cu r r en t t ime po in t
Method 2Antecedent Part
Antecedent Part Consequent Part
Consequent Part
Figure 3.7: Two timing methods
For example, if we obtain the following time related class association rule:
(Aj(∗)(t = p) = 1) ∧ · · · ∧ (Ak(∗)(t = q) = 1)
⇒ (Ac(∗)(t = r) = 1),
the time diﬀerence between the last attribute of the antecedent part and consequent
attribute is deﬁned as Prediction Span(PS ), thus we can deﬁne PS = r − q. If we
want to predict the traﬃc density of N time units later, we call this prediction N-step
Prediction, e.g., we want to predict the traﬃc density of 1 time unit later, this is called
1-step prediction.
Naturally, if we want to predict the traﬃc density of N time units later, we have
to use the time related rules which satisfy: PS  N. Method-1 uses only the time
related rules satisfying PS = N to predict the traﬃc density of N time units later,
while Method-2 uses all of the time related rules satisfying PS  N to predict the
traﬃc density of N time units later.
Instead of choosing only the rules with high quality, all of the matched rules with
traﬃc data can contribute to the prediction.
The ratio of the number of matched rules to the total number of rules of each class
of the consequent attributes is calculated, and the testing traﬃc data is classiﬁed to the
class whose ratio is the highest. The concrete process is like the following:
(1). Calculate Rk: set of the suﬃxes of the rules in class k whose antecede attributes
match the testing traﬃc data.
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(2). Calculate Creditk in class k:
Creditk =
∑
r∈Rk
con f idencer, (3.9)
(3). Calculate S corek in class k:
S corek =
Creditk
Totalk
, (3.10)
where, con f idencer is the conﬁdence of rule r and Totalk is the total number of rules
in class k, that is, the ﬁxed number of Nf in this chapter.
(4). Compare S corek and the class with the highest value becomes the winner for
the testing traﬃc data.
3.3 Simulations
In this section, the eﬀectiveness and eﬃciency of the proposed method are studied
by a simple traﬃc simulation. Unlike other methods in the traﬃc prediction of recent
years, we not only aim at predicting the traﬃc jam on a speciﬁc section of the road
networks, but also, we are interested in providing the whole traﬃc prediction for all
of the sections on the road networks so that the navigation system can refer to this
information for the calculation of the optimal route.
For example, we can extract the time related class association rules using a large
traﬃc database, which can provide a stable estimation of the traﬃc densities. And not
only the traﬃc congestion/jam can be predicted, but also the sections with low traﬃc
density can be predicted, which could be interesting since drivers might want to take a
path with few cars. So, the uniqueness of the proposed method is that all of the traﬃc
densities(Low/Middle/High) are predicted for all of the sections on road networks.
3.3.1 Traﬃc Simulator
Each section between two intersections in the road has two directions, and we
assume each direction of the section represents diﬀerent literals, i.e., attributes. The
traﬃc simulator used in our simulations consists of the road model with 7 × 7 roads
described in chapter 2, i.e., each section has the same length, all cars have the same
speed for simplicity, and the shape of the total road is like a grid network[32].
Actually the cars on the map do not have the same speed. Every time unit, all the
cars can move forward by length 1 if and only if there exist spaces before them, thus
the actual speed of all the cars are inﬂuenced by the traﬃc lights or traﬃc jams. For
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example, if a car encounters the red light or traﬃc jam, it has to wait until the red
light period passes or all the hindrances before it are moved. Therefore, the cars have
diﬀerent speeds depending on the concrete traﬃc situations.
All the cars use the optimal route by Q value-based dynamic programming[33].
Although in the real situations, not all the cars use the same optimal algorithm in the
traﬃc systems, but, in recent days, most of the cars in Japan have the optimal route
searching mechanism. Time shift in road setting in Fig.2.6 represents the time delay
of the traﬃc lights between neighboring intersections.
Table 3.2: Example of OD (Origin/Destination)
O
D
#N1 #N2 #N3 #N4
#N1 . . . 7 1 8
#N2 12 . . . 7 5
#N3 8 0 . . . 6
#N4 2 1 9 . . .
Table 3.3: Parameter setting for evolution
Items Values
Number of judgment nodes 100
Number of processing nodes 10
Number of attributes 672
Number of time units 800
Number of generations per round 100
Sub attribute set size 100
Fixed number of rules per class 100
Threshold for multiple rules 3
Mutation range of time delay 5
The generation of cars is based on O/D (Origin / Destination) shown in Table 3.2.
For example, in Table 3.2, the ” #N1” is the name of a starting/end point, and the
numerical value 12 in the table means that the car traveling from the point named
”#N2” to the point named”#N1” has the traﬃc ﬂow of 12 vehicles per time unit. The
car traveling from the starting point to itself is forbidden here.
The parameter setting of the proposed data mining is shown in Table 3.3. Attributes
correspond to the judgment node functions, and an attribute named ”W4N6,W4N7(Low)”
can be interpreted as the section ”W4N6,W4N7” has low traﬃc. We have 7×8×2=112
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sections in our simulator and each section has two directions, so, there exist 112 × 2 =
224 sections in total. What’s more, each section has 3 categories (Low/Mid/High), thus
we have 224 × 3 = 672 attributes including classes. Time units in Table 3.3 represents
the number of total time units in our database.
The adaptive step size of criteria s1, s2 and s3 are set at 0.9 based on our experi-
mental studies.
3.3.2 Simulation results
In the ﬁrst part of the simulations, the ﬁxed number Nf of rules are obtained using
the proposed method for each class of the consequent attributes. Nf is set at 100 in
order to get the complete picture of the whole databases as much as possible and each
round of the searching has the same number of generations, e.g., 100 [32].
We tested our method on 5 databases generated from our simulator using the same
OD table. But, 5 databases are diﬀerent due to the randomness of their generation. Q-
value based dynamic programming is used as the routing algorithm of each car. Class
association rules with χ2 test were extracted by GNP. Descretization of continuous
attributes is done using the thresholds, e.g., the middle threshold is 4 and high threshold
is 7. All the continuous attributes are transformed to a set of attributes, whose attribute
is 1 or 0.
In order to test the eﬃciency of the proposed time related class association rule
mining using GNP, the obtained rules for all consequent attributes are stored in the
corresponding rule pools. Fig.3.8 shows the average number of rules obtained in the
total rule pool using 5 databases versus round number.
In the conventional method without time delay addition mechanism, only two di-
mensional searching is used [32], which means no extra consequent points are checked
during the searching for one candidate rule, as a result, the consequent part can be
checked only after the transition of all antecedent part is ﬁnished. Thus, one searching
just generates one possible association rule.
Results in Fig.3.8 shows that the proposed time delay addition mechanism extracts
the important time related association rules from the database eﬃciently as the round
goes on, since the proposed method can generate several possible association rules
simultaneously during one searching.
An example of the rule extracted is like the following:
(W4N5,W4N6, Low(t = 0) = 1)
∧ (W4N5,W3N5,High(t = 9) = 1)
⇒(W3N5,W3N6,High(t = 11) = 1)
The above rule means that if the section on the map named ”W4N5,W4N6” has low
traﬃc at time 0, and the section named ”W4N5,W3N5” has high traﬃc at time 9, then,
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Figure 3.8: Number of the rules obtained using 5 databases
the consequent attribute, i.e., the section named ”W3N5,W3N6” will have high traﬃc
density at time 11.
Since all the extracted rules satisfy the conditions of importance, all of them have
the qualiﬁcation for the classiﬁer. Therefore, we do not need to store, retrieve, prune
or sort a large number of rules for classiﬁcation as conventional methods.
In the second part of the simulations, the extracted rules are used for estimating the
class of the testing traﬃc data, as a result, to which class the time-related data belong
is determined. Two diﬀerent kinds of timing mechanism are used in the simulations.
Firstly, we used 5 databases which are the same as the rule extraction.
The class association rules for one step prediction are generated based on each
database, then method-1 is applied. The accuracy is deﬁned in the following: if the
traﬃc prediction result of the section at time t is ”Low” and the real traﬃc of this
section at time t is exactly ”Low”, then, the accuracy is 100%. The Low/Middle/High
accuracy means the accuracy when the real traﬃc is Low/Middle/High, respectively.
The results of the accuracy averaged over all 224 sections by method-1 is shown in
Fig.3.9. It is found from Fig.3.9 that the middle accuracy is rather high compared to the
low and high accuracy as expected. Method-2 is also examined in a similar way, and its
results are shown in Fig.3.10. Fig.3.10 shows that almost the same prediction accuracy
is obtained as Fig.3.9, but the accuracy of method-2 is a bit higher than method-1.
Next, in order to test the time related class association rules for one step prediction
using the diﬀerent databases from the ones used for rule extraction, 4-fold validation
was carried out for 5 diﬀerent data, and its average accuracy over all 224 attributes is
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Figure 3.9: Result of Accuracy by Method-1
Figure 3.10: Result of Accuracy by Method-2
shown in Table 6, where D represents database index and M1 and M2 represent the
method-1 and method-2, respectively. The comparison between two methods on the
overall average accuracy using cross validation is shown in Fig.3.11.
It is found from Fig.3.11 that both of the two timing methods can get a relatively
accurate prediction on the traﬃc of all of the 224 sections on the map, which means
that the proposed method is useful in the traﬃc prediction problem. It is also found
that the timing method-2 is slightly more accurate than method-1.
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Table 3.4: Result of cross validation
Overall Low Middle High
D M1 M2 M1 M2 M1 M2 M1 M2
1 85.11 85.42 72.38 73.17 88.17 88.37 83.01 83.21
2 85.12 85.54 72.63 73.85 88.48 88.36 82.79 83.41
3 86.09 86.46 74.03 75.32 88.29 89.10 84.22 84.55
4 85.82 86.13 73.46 74.93 88.81 88.85 83.67 84.06
5 86.03 86.27 74.41 74.76 89.14 89.25 83.41 84.11
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Figure 3.11: Comparison of overall accuracy between two methods
And also longer step prediction is explored by studying the 2-step and 3-step pre-
diction. Results are shown in Fig. 3.12 using both method-1 and method-2. We can
see from Fig.3.12 that the increase of the steps does not aﬀect the overall accuracy so
much.
Method-1 becomes more accurate than method-2 in 3-step prediction in Fig.3.12,
because the matching condition of method-1 is more severe than method-2, therefore,
method-1 can not give prediction result for every class. Actually, a small number of
matched rules are produced in method-1 as shown in Fig.3.13. The average number
of usable association rules for prediction in method-1 and method-2 and each predic-
tion step shows that as the number of prediction steps increases, the number of rules
used for both timing methods decreases, however the number of rules for method-1 is
decreased more rapidly than method-2.
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Figure 3.12: Overall accuracy of 2 step and 3 step prediction
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Figure 3.13: Average number of usable rules for prediction per class
The proposed method cannot extract all the rules meeting the given deﬁnition of
importance since we use the ﬁxed number of rules for each class of the consequent
attributes, but the result shows that the ability to extract important rules is suﬃcient
enough for our purposes.
The proposed method uses the evolutionary computation, where time delays are
included to use the time series data from real traﬃc networks easily. Although training
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GNP from scratch needs comparatively long time(around 2 days under the environment
of IBM X32 with 512M Memory), the evolutionary based method is easy to adapt to
new environments by retraining GNP for a small number of generations using new
training data. What’s more, even though the training time of the GNP-based model
is computationally expensive, generally the training is done oﬀ-line, which means the
trained GNP-based prediction model would be used for on-line prediction in real-time
applications as any other statistical models.
3.4 Conclusions
In this chapter, a method of class association rule mining using Genetic Network
Programming with time series processing mechanism has been proposed. The pro-
posed method can extract important time-related association rules for each class of
the consequent attributes eﬃciently. These rules are used to decide to which class the
time-related traﬃc data belong using two diﬀerent kinds of timing mechanisms. From
simulation, it has been cleared that method-2, which is more ﬂexible than method-1, is
likely to have a bit higher prediction accuracy than method-1.
But in order to study the eﬀectiveness and eﬃciency of the proposed method, the
traﬃc data from just a simple road simulator were used, which is not suﬃcient enough
for conﬁrming the eﬀectiveness and eﬃciency of the proposed method, although the
basic algorithms for dealing with large scale traﬃc systems such as AAM, EMS , time
delay addition mechanism, self-adaptive mechanism and classiﬁcation timing method
have been studied.
Further improvement including the study of the applicability of the proposed method
to real traﬃc systems using the large scale traﬃc simulator is done, which has around
8000 sections in a joint research with a car company.
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Chapter 4
Multi-Branches and
Full-Paths(MBFP) Generalized
Association Rule Mining
In order to prevent the congestions or provide the useful information for traﬃc
management systems, when and where the traﬃc congestion or heavy traﬃc will occur
should be predicted, then, the navigation system can choose the route avoiding the
sections with potential congestion and give higher priority to the sections with potential
low traﬃc. Many traﬃc density prediction methods belong to the traﬃc congestion
prediction using regression analysis.
A Time Related Association Rules Mining with GNP in traﬃc prediction has been
already proposed in the previous chapters, however the method just uses simple if-then
type judgment connections, which is not eﬃcient. More sophisticated method is now
proposed named Simple Transition Route Searching(STRS), where the judgment logic
is no longer simple Yes/No-connections, instead, the Low/Middle/ High connections
are introduced in STRS method.
The proposed STRS method naturally leads to the problem of how to explore all
the possible combinations of the Low/Middle/High connections among attributes. In
order to realize this MBFP model, two basic methods are used named Transition Route
Searching(TRS) and Transition Route Memory(TRM).
The basic feature of the proposed mechanism is like the following:
• The GNP structure of rule representation is generalized to multiple branches
instead of simple “Yes-side” and “No-side” transitions. Thus, it could be applied
to generate candidate association rules in a more generalized and eﬃcient way.
• Multi-Branches and Full-Paths(MBFP) searching mechanisms are used to ﬁnd
all the potential combinations of the attributes using GNP, which can improve
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the eﬃciency of the proposed method.
• Two diﬀerent kinds of MBFP searching mechanisms are proposed and analyzed.
Transition Route Searching mechanism(TRS) ﬁrst determines the searching tran-
sition routes, then, examine the transitions according to the route using database,
so the form of judgments is something like ”The attribute is High?”, while
Transition Route Memory(TRM) mechanism realizes multi-judgments using the
form like ”What is the value of the attribute?”.
• The proposed method uses an evolutionary approach to obtain association rules,
however, unlike Pittsburgh approach and Michigan approach [5],[6], which rep-
resent the rules as individuals or a part of an individual, GNP is used as a tool
to pick candidate rules. Therefore, the aim of the evolution is not to ﬁnd the
best GNP individual, but to pick up an enough number of rules to carry out the
classiﬁcation eﬀectively and eﬃciently.
This chapter is organized as follows: In section 4.1, the algorithm of the time
related class association rule mining and classiﬁcation using Generalized GNP with
Multi-branches and Full-Paths is described. Section 4.2 shows the simulation environ-
ments, conditions and experimental results. Finally, section 4.3 is devoted to conclu-
sions.
4.1 Time Related Class Association Rule Mining Using
Generalized GNP
4.1.1 Outline of the Proposed Method
The whole procedure of the proposed algorithm is shown in Fig.4.1. The ﬁrst step
is the time related rule extraction step. In the rule extraction procedure, two kinds
of iterations are included, i.e., the outer iteration represents the class association rule
mining, which means to extract the time related class association rules of all the conse-
quents with Attribute Accumulation Mechanism(AAM) and Extraction Mechanism at
Stages(EMS )[25], while the inner iteration represents the basic procedure of the time
related data mining, which uses Generalized GNP individuals to generate the possible
candidate rules, then checks the counts of the possible candidate rules using Simple
Transition Route Searching(STRS), Multi-Branches and Full-Paths(MBFP) searching
including Transition Route Searching mechanism(TRS) and Transition Route Mem-
ory(TRM) mechanism which will be explained later.
How to obtain these important counts based on the databases eﬀectively and eﬃ-
ciently is the kernel issue of the proposed method, and this process is called searching
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mechanisms. Only after obtaining the counts based on the time related databases, the
important criteria of the candidate rules can be calculated and hence the important in-
teresting rules can be ﬁnally extracted using the criteria. As long as important counts
can be obtained eﬃciently and eﬀectively, important candidate rules can be properly
picked up as association rules, thus the searching mechanism is the fundamental mech-
anism for the whole rule extraction process.
Multi-Branches and
Full-Paths(MBFP)
Time Related
Class Association
Rule Extraction
Generalized GNP
with STRS
Classification Testing database
Prediction Result Actual SituationCompare
Accuracy rate
TRS
TRM
Figure 4.1: Basic steps of the proposed algorithm
The second step is to use the extracted rules to predict the future events using the
matching degree between the traﬃc data and antecedent part of the rules in each class,
and the class with the highest matching degree will be assigned to the traﬃc data[32].
If the classiﬁcation result is the same as the actual situation, then the prediction is
correct, otherwise incorrect, thus the accuracy of the prediction can be obtained in this
way.
4.1.2 Time Related Class Association Rule
The following is a formal statement of the problem of mining association rules. Let
A = {A1, A2, . . . , Ak} be a set of items or attributes, i.e., it can represent each section on
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the traﬃc networks in the traﬃc density prediction problem. LetG be the total number
of time units in the time related traﬃc volume database. Each time unit is associated
with a unique identiﬁer whose set is called TimeID. Let D={D1,D2, . . . ,Dk} be a set
of time units of the event occurrence of the corresponding attribute, i.e., if the event of
attribute Ai occurs at time unit 3, then Di is denoted as Di = 3.
Deﬁnition 1. Time Related Attribute: The sequence of time related attribute Ai is de-
ﬁned as At ={A1(D1), A2(D2), . . . , Ak(Dk)}, where Dk is the time unit when the event of Ak
occurs, Ak ∈ A and Dk ∈ D.
The continuous value of the time related database has been already discretized to
three diﬀerent levels: Low,Middle and High (brieﬂy, L,M and H). In general, a set of
items in At with its corresponding value level is called time transition. A time transition
is now deﬁned as follows:
Deﬁnition 2. Time Transition: Time related attribute set At with its corresponding
Low/Middle/High level is deﬁned as time transition TT={A1(V1)(D1),A2(V2)(D2)
, . . . , Ak(Vk)(Dk)}, where, Vk ∈ V = {Low,Middle,High}, Ak ∈ A and Dk ∈ D.
Deﬁnition 3. Sub Transition: A time transition S TT is called a sub time transition of
the time transition TT , if and only if it constitutes a sub sequence starting from the ﬁrst
attribute of TT .
Fig.4.2 shows an example of the time transition. Supposing time transition TT x={
A1(High)(0), A2(Middle)(1), A3(Middle)(2)}, the time transitions in the database starting
from time unit 0000 and 0004 are two examples of the time transition, and the time
transitions starting from 0002 and 0006, however, just satisfy a part of the above time
transition. Time transitions starting from 0002 and 0006 are in fact the sub transitions
of time transition TTX.
Based on the Def. 1 and Def. 2, a time related association rule is an implication
of the ”X ⇒ Y” where X ∈ At, Y ∈ At. While, X is called antecedent and Y is called
consequent of the time related association rule.
Deﬁnition 4. Time Related Class Association Rule: Let Ai(∗)(t = p) be an attribute
in a database at time p. Ai(∗) represents Ai(Low)/Ai(Mid)/Ai(High). The time related
class association rule mining extracts the following association rules:
Aj(∗)(t = p) ∧ · · · ∧ Ak(∗)(t = q)⇒ Ac(∗)(t = r),
where, Ac(∗)(t = r) indicates the class of the consequent attribute.
Here, p ≤ q ≤ r, and the ﬁrst t always equal 0 and other time units are the relative
time shifts from the ﬁrst attribute.
Each time transition has its own associated measure of statistical signiﬁcance called
support, conﬁdence and chi-squared value. These values are calculated based on the
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Time Unit A1 A2 A3
0000 H M H
0001 M M M
0002 H L M
0003 L M L
0004 H M L
0005 M M M
0006 H M M
0007 M L H
Figure 4.2: Time Transition
counts of the time transitions obtained from the searching mechanism. If the number
of time transitions containing X in database G equals t, and the total number of time
transitions in G is N, then support(X) = t/N. The rule X ⇒ Y has a measure of its
strength called conﬁdence deﬁned as the ratio of support(X ∪ Y)/support(X).
Calculation of the chi-squared value [24] of the rule X ⇒ Y is described as follows.
Let support(X) = x, support(Y) = y and support(X ∪ Y) = z. If the events X and Y
are independent, we can get support(X ∪ Y) = xy. The chi-squared value is calculated
using x, y, z and N as follows:
χ2 =
N(z − xy)2
xy(1 − x)(1 − y) (4.1)
This has 1 degree of freedom. If it is higher than a threshold value (3.84 at the 95%
signiﬁcance level, or 6.63 at the 99% signiﬁcance level), the independence assumption
will be rejected.
After calculating the criteria of time transitions, if the signiﬁcance level of the time
transition is important enough, which means this time transition shows the important
association between time related event sequences, then it can be picked up as an asso-
ciation rule. As a result, each time transition in fact represents an candidate rule in the
proposed method.
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4.1.3 Generalized GNP for Time Related Class Association Rules
Mining
The proposed method extracts important time related association rules using GNP
supposing that the connections of nodes are represented as candidate association rules.
The generalized GNP has a proper number of branches in the judgement nodes in stead
of simple “Yes-side” or “No-side” transition in the previous method [25].
The basic structure of the generalized GNP network structure for class association
rule mining is shown in Fig.4.3. Each judgement node of GNP is in charge of checking
whether the corresponding attribute - Low,Middle or High is satisﬁed. For example,
given a ”A1 − High” condition, then it corresponds to the High-side of the connec-
tion from node A1, and ”a, b and c” are the counts of the transitions moving to the
corresponding judgement result(Low/Middle/High) of attribute A1.
The time delay for Low,Middle or High connection is the same value in each
judgement node and evolves in the same way as other parameters and structures of
GNP.
Simple Association Rule Mining using Generalized GNP, Simple
Transition Route Searchings(STRS)
As a natural extension of the previously proposed method [25][32], a route with the
ﬁxed number of n attributes(user-deﬁned) starting from the processing node is used as
the possible antecedent parts, and it is combined with the current consequent class to
generate the time transitions.
All the items of the consequent part are placed in Consequent Table(CT )[25] as
shown in Fig.4.3. This means that GNP individuals are evolved to extract the class as-
sociation rules for each class of the attributes, respectively, i.e., for each traﬃc density
level of each section of the road networks, and this procedure is repeated for all the
consequent items.
When extracting the rules, the basic procedure for Simple Transition Route Search-
ing using Generalized GNP(STRS) is like the following: ﬁrstly, the node transition
moves to the connecting another judgement node from the current judgement node
one after another randomly. Then, a time transition(candidate rule) of length n(user-
deﬁned) can be obtained. After that, the criteria of this time transition will be checked
according to the database.
After one turn of the database searching, the counts for the given time transition
and all of its sub time transitions can be automatically obtained, as a result, the support,
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Figure 4.3: Basic structure of class association rule mining using Generalized GNP-
STRS
conﬁdence and chi-squared value can be calculated for the candidate rule and sub
candidate rules. If the criteria are higher than their thresholds, then the time transitions
and its sub time transitions become association rules and will be stored in a rule pool
during the generations.
The total number of moving to each branch from the processing node at each judg-
ment node is calculated for every processing node, which is a starting point for cal-
culating association rules as described above. In Fig.4.4, N is the total number of the
searches, and a, b and c are the number of searches moving to A1(Mid), A2(Low) and
A3(Mid) at each judgment node of A1, A2 and A3. While the count c corresponds to
the count for the whole time transition, the count a and b can be used for the sub time
transitions. The measurements of candidate rules are calculated by these numbers.
For example, as represented in Fig.4.4, if the node transition moves from A1 to A2
and from A2 to A3 randomly, and the class of the current consequent attribute Ac is
Middle, then following rule is obtained,
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If “A1(Middle)(t = 0) ∧ A2(Low)(t = 2)
∧ A3(Middle)(t = 4)”, then “Ac(Middle)(t = 6)” considering the time delay T = 2,
which can also be evolved. Sub candidate rules are also constructed as follows:
“A1(Middle)(t = 0)⇒ Ac(Middle)(t = 2)”,
“A1(Middle)(t = 0) ∧ A2(Low)(t = 2)⇒
Ac(Middle)(t = 4)”
In order to calculate the criteria of the given candidate rule, its corresponding time tran-
sition should be checked in the database starting from time unit ”0000”, ”0001”, . . . ,
until the end of the database. If the data satisﬁes the judgement of the time transition,
continue to the next judgement and increase the count of the corresponding connec-
tion, otherwise, start all over again from the next time unit as shown in Fig.4.4. Even
if the data doesn’t satisfy the whole time transition when starting from a certain time
unit, the satisﬁed parts can be used for criteria calculation of the sub time transitions.
The most diﬀerent point between STRS and conventional method [25] is that STRS
generates the time transition route randomly for each processing node, so even using
the same GNP structure, the same processing node can obtain diﬀerent time transition
routes generation by generation, which can reduce the overlap of the extracted rules
and hence increase the rule extracting eﬃciency.
Time Unit A1 A2 A3 Ac
0000 M H L M
0001 M L M L
0002 H L L M
0003 M H M L
0004 L L M H
0005 M L L M
0006 M M M M
0007 H H L L
N
P 1
T= 0
: Low
: Middle
: High
c
A1 Cu rren t Con sequ en t:
Ac, M iddle
A2
a b
T= 2 T= 2 T= 2
A3
: sa tisfied, incr ea se count
: not sa tisfied, sta r t fr om the next time point
T : T ime Dela y
Figure 4.4: Two dimensional searching method
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Multi-Branches and Full-Paths(MBFP) GNP Method
In STRS method, the time transition is randomly decided to obtain the possible
time transitions, and the obtained transition is one of the possible combinations of the
attributes, which could be used in the conventional way of GNP-based data mining
[25].
However, it is not eﬃcient and does not completely utilize the potential reusability
of the directed graph structure, thus more eﬃcient methods have been proposed here to
obtain all the possible combinations of n(user-deﬁned) judgment nodes starting from
the processing node using two diﬀerent MBFP methods.
There exists two diﬀerent ways on how to check the counts for all the possible
time transitions starting from the processing node. The ﬁrst one is a relatively naive
extension of STRS method, which is called MBFP-TRS.
A Transition Route Searching mechanism(TRS) based method ﬁrst determines the
route of transitions using GNP structure, then carry out the searching according to the
concrete data in the database using two-dimensional search[25].
STRS is obviously one kind of TRS based method, since it randomly generates
one possible time transition and checks the counts according to the concrete data in the
database. Actually, STRS just explores one possible time transition starting from the
processing node, while there could have 3n−1 possible time transitions with the length
of n.
Although MBFP attempts to record the counts for all the possible time transitions
from one processing node, a problem emerges as shown in Fig.4.5, where there are
two diﬀerent time transitions from P1 to C(Low) such as α=A(Low)0,C(Low)t1 and
β=A(High)0,D(Middle)t1 ,C(Low)(t1+t3).They both go through the C(Low) connection,
thus, the count of C(Low) in Fig.4.5 will be confused with each other for diﬀerent time
transitions. Here, attributes are denoted by A, B, C and so on. The problem is which
time transition this count corresponds to?
Simple memory structure to record the passed sub time transitions and their corre-
sponding counts can solve the problem, however, at the expense of huge overlap check-
ing during the searching. Therefore, a counting structure of Time Transition tree(TT
tree) is proposed, which indicates all the possible time transitions starting from one
processing node as a tree structure(Fig.4.5). The same node C in Generalized GNP
structure now becomes located in diﬀerent time transitions, hence the counts can be
recorded correctly without remembering the history of the passing routes. Traveling
through the tree to any of the nodes will automatically give the information of the
passed routes, and also, the counts for diﬀerent time transitions can be stored sepa-
rately.
TT tree is just a temporary searching structure for rule generation, and after all
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the counts are recorded, and importance criteria are evaluated, it can be destroyed
immediately. Individuals are encoded using GNP structure, while GNP can generate a
variety of diﬀerent TT trees for diﬀerent processing nodes.
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Figure 4.5: MBFP-TRS mechanism
MBFP-TRS method is also an TRS based method, and it aims at exploring all the
possible time transitions for one processing node. It is an natural extension of STRS
method, and it is only diﬀerent from the STRS method that MBFP-TRS method checks
all the possible time transitions starting from a processing node by traveling through
the tree in a root-ﬁrst order.
MBFP-TRS uses the same searching method as STRS mechanism when checking
the time transition according to the concrete data in the database. Although it checks
all the possible time transitions in a root-ﬁrst order, the basic methodology is not im-
proved, thus it is a naive extension of STRS method.
In order to further improve MBFP algorithm, instead of using the ”time transition
→ database” thinking logic, a backwards structure is proposed like ”database→ time
transition”.
This is a Transition Route Memory(TRM) mechanism, which means that the con-
crete transitions of the attributes in GNP are determined using the database. In other
words, ”What is the value of the attribute?” type judgement nodes are used in MBFP-
TRM.
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The conventional method does have to decide ﬁrstly the time transition, e.g.,
TT x={A(High)(0), B(Middle)(1)},
then the conventional method will check the database in the following: start from
database tuple 0000, check whether attribute A is high at 0000 and whether attribute
B is Middle at 0001, if the condition is satisﬁed, increase the corresponding count,
otherwise, start the same checking process from the next time unit 0001 checking
whether attribute A is High at 0001 and whether attribute B is Middle at 0002, and get
the ﬁnal counts after studying all the database, which is the one turn of checking in one
time transition.
However, TRM does not decide ﬁrst the time transition as the conventional meth-
ods, instead, transit the generalized GNP according to the concrete database as follows:
For example, given a TT tree by GNP structure as shown in Fig.4.6, ﬁrst attribute
A is checked using the database at time unit 0000, and since the value in the database
is Middle, the middle connection of TT tree will be selected, which means the count
a on the middle connection of TT tree will be increased by one and the next attribute
becomes attribute B. Since the time delay between attribute A and attribute B is 1 as
shown in TT tree, the value of B at 0001 is checked as the next attribute, the value
of B is Low, so we have now checked time transition {A(Middle)(0), B(Low)(1)}. And
as a result, the count b on that connection also increases by one and the next attribute
becomes C.
After checking the time transitions starting from 0000, the time transition starting
from 0001 will be checked in the same way. We should notice that the time transition
starting from 0001 is diﬀerent from the time transition starting from 0000 because of
the diﬀerent attribute values of the database. It means that diﬀerent time transitions are
checked during the one turn of checking the database. After checking all the time tran-
sitions from all the records starting 0000, 0001, 0002, . . . , using the TT tree structure,
if some of the time transitions in the TT tree do not appear in the database, then their
corresponding counts will be automatically zero.
When using TRS based MBFP mechanism, only one time transition and its sub
time transitions are checked during one turn of the database check, so if we use TRS
based approach, 3(n−1) turns of the database searching is necessary for one processing
node, where n is the user-deﬁned time transition length.
When using TRM based MBFP mechanism, all of the possible combinations of
the time transitions can be checked by only one database searching, which saves the
calculation time and the eﬃciency of the data mining is improved dramatically.
The counts recorded in the TT tree is fundamental data used for the calculation of
the support, conﬁdence and chi-squared value, which represent the interesting level of
the obtained time transition, e.g., the support counts how many records in the database
satisfy the time transition, conﬁdence calculates the rate of if antecedent occurs, then
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the consequent will also occur and chi-squared estimates the inner-relationships among
the antecedent and consequent parts.
Only the time transition with high support, conﬁdence and chi-squared values can
be considered as interesting time transitions and its corresponding rules becomes ex-
tracted as association rules and they will be stored in the rule pool. The high threshold
of the interesting level guarantees that the extracted rules are all important and inter-
esting, and since MBFP method can check a lot of time transitions during the one
database check, it has much more chance of generating rules during the one database
check, thus a larger number of important association rules can be obtained by MBFP
method.
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Figure 4.6: MBFP-TRM mechanism
In conclusion, two diﬀerent kinds of time related association rule mining methods
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using Generalized GNP have been proposed, one is a simple extension of the previous
method called STRS, and in order to further improve the algorithm and increase the
eﬃciency, MBFP searching methods, that is, a naive extension of STRS namedMBFP-
TRS and a more sophisticated mechanism named MBFP-TRM have been proposed.
4.2 Simulation
In this section, the eﬀectiveness and eﬃciency of the proposed MBFP methods are
studied by a simple traﬃc simulation. Unlike other methods in the traﬃc prediction
of recent years, the proposed MBFP methods not only aim at predicting the traﬃc jam
on a speciﬁc section of the road networks, but also interested in providing the whole
traﬃc prediction for all of the sections on the road networks so that the navigation
system can refer to this kind of information for the calculation of the optimal route of
the road networks.
The time related association rules can be extracted for classiﬁcation using a large
traﬃc database, which can provide a stable estimation of the traﬃc density. And not
only the traﬃc congestion/jam can be predicted, but also the sections with low traﬃc
density can also be predicted, which could be also interesting since drivers might want
to take a path with few cars. So, the uniqueness of the proposed method is that all of
the traﬃc volumes (High/Middle/Low) are predicted for all of the sections on road
networks.
4.2.1 Optimal Route Algorithm
In order to use more realistic traﬃc data for generalized association rule mining,
the Q-value based optimal routing algorithm is adopted[33]. Fig.4.7 shows the proce-
dures on how the optimal route is calculated and updated by using the Q values in the
simulator.
The detailed steps are as follows:
1. Initialize the traveling time of all sections.
ti j = di j/υa, (13)
where,
ti j: the traveling time from intersection i to
intersection j,
di j: distance from intersection i to intersection j,
υa: average speed of cars.
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Initialize:
tij=dij/ a
Q value Calculation:
For each destination d,
recursively calculate Qd(i,j) of
each pair of sections using tij.
Optimal Route:
Find the optimal route
using Boltzman Distribution
Update tij
N
Calculation of Tij(t):
Calculate the average
traveling time over all
sections.
Y
T>threshold
t=t+1
Calculate Difference:
T= [[Tij(t)-Tij(t-1)]
Figure 4.7: Optimal route calculation with Q values
2. For each destination d, Q values of all of the intersection pairs can be obtained
by iterating the following equation:
Qmd (i, j)←− ti j +mink∈A( j) Qm−1d ( j, k),
Qd(i, j) = limm→inf Qmd (i, j),
where,
A( j): set of suﬃxes of intersections directly
movable from intersection j,
Qd(i, j): optimal traveling time to destination
d, when the car bound for destination
d moves to intersection j
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at intersection i.
Qmd (i, j): Qd(i, j) in the m
th iteration.
3. The following probability Pd(i, j) using Qd(i, j) is used to navigate the car bound
for destination d.
Pd(i, j) =
e−
Qd (i, j)
τ∑
j∈A(i) e−
Qd (i, j)
τ
, (16)
where,
τ: temperature constant, τ =10 is used.
Pd(i, j): probability for the car bound for destination d to move to intersection j
at intersection i as the next intersection.
4. Calculate the average traveling time diﬀerence ΔT between the current time and
one step previous time over all sections.
5. When ΔT exceeds the threshold ΔT , revise ti j and go back to step 2, else go back
to step 4, ΔT = 10000 is used in the simulation.
4.2.2 Comparison between Generalized GNP with Simple Transi-
tion Route Search(STRS) and Conventional GNP method
In simulation 1, the number of rules stored in the rule pool is compared between
the proposed method with Generalized GNP with STRS and conventional method with
Conventional GNP using only the Yes-side and No-side transitions. Each round has the
same number of generations of 50 and the chosen set size for AAM is 100[25].
Fig.4.8 shows the total number of rules obtained in the rule pool versus round
number. In the conventional method, GNP individuals have only the Yes-side and No-
side connections, while Generalized GNP individuals with STRS have multi-branches
like Fig.4.3. We can see from Fig.4.8 that the proposed method can extract important
class association rules eﬃciently, when compared with the conventional one.
Fig.4.9 and Fig.4.10 shows the number of rules extracted per each round. Although
we can obtain around 500 rules in some rounds, the average number of rules extracted
per round is not high. There exist some rare cases where the consequent class does not
occur so often in the entire database. In these cases, it is diﬃcult to obtain association
rules that satisfy the required criteria, so the proposed methods gradually decrease the
criteria of interesting rules[25][34]. As a result, it is found that a good number of the
rules are ﬁnally obtained per each round in the proposed method.
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Figure 4.8: Total number of rules extracted.
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Figure 4.9: The number of rules extracted per each round in Conventional GNP
Fig.4.11 shows the average number of rules extracted per round. The reason for
Generalized GNP with STRS can get a larger number of rules than Conventional GNP
is that Generalized GNP with STRS provided more exploration ability than Conven-
tional GNP, that is, the Generalized GNP with STRS can generate diﬀerent candidate
rules based on its High/Middle/Low transitions, while Conventional GNP has only
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Figure 4.10: The number of rules extracted per each round in Generalized GNP with
STRS
one-way of Yes-side transitions. As a result, Generalized GNP with STRS shows bet-
ter eﬃciency than Conventional GNP. And also it shows that there are a number of
rounds where no rules are extracted, and in such cases the self-adaptive mechanism
adjusts the criteria of χ2min, supmin and con fmin gradually round by round. But, the av-
erage number of rules extracted per round is not very high, even though the proposed
method can extract around 500 rules in some rounds.
4.2.3 Multi-Branches and Full-Paths(MBFP) algorithms and STRS
In this simulation, the number of rules stored in the rule pool is compared among
the proposed Generalized GNP with Multi-Branches and Full-Paths(MBFP), the Gen-
eralized GNP with STRS mechanism and Conventional GNP. Each round has the same
number of generations of 50 and the chosen set size for AAM is 100 [25][34].
Fig.4.12 shows the total number of rules obtained in the rule pool versus round
number. In the conventional method, GNP individuals have only the Yes-side connec-
tion, while Generalized GNP individuals have multi-branches like Fig.4.3. We can see
from Fig.4.12 that the proposed MBFP methods can extract important class association
rules more eﬃciently, when compared with the conventional ones.
Since MBFP-TRS and MBFP-TRM methods both explore all the possible time
transitions for each processing node, and they are only diﬀerent in the searching method,
they show almost the same eﬃciency of rule extraction.
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Figure 4.11: Average number of rules extracted per round
Since all the possible time transitions are explored, a comparative high average
number of rules can be obtained in MBFP algorithms. As a result, it is found from
Fig.4.13 that a proper number of the rules are obtained eﬃciently by the proposed
MBFP methods.
Generalized GNP with MBFP mechanisms provided more exploration ability than
Generalized GNP with STRS, that is, Generalized GNP with STRS can generate can-
didate rules based on the random transition to Low/Middle/High sides, while Gen-
eralized GNP with MBFP can extracts all the possible transitions, thus it stresses the
exploration aspect more strongly than the Generalized GNP with STRS and Conven-
tional GNP.
As a result, Generalized GNP with MBFP methods shows better eﬃciency than
other GNP methods. However, the eﬃciency is not only related to the average number
of rules extracted, but also related to the real computation cost of the algorithm. The
computation time eﬃciency is shown in Table 4.1. Conventional GNP shows the best
time cost, however, in an ineﬃcient way of rule extraction, and GNP with STRS shows
almost the same time cost as Conventional GNP, but also with a comparatively lower
eﬃciency in rule extraction. Both MBFP methods obtain a good number of rules, but
with higher time cost as shown in Table 4.1, and GNP with TRS shows a extremely
high time cost compared with other methods, which proves that TRS based method
doesn’t show the appropriate performance in MBFP algorithms.
GNP with TRM shows better results since it can obtain more number of rules while
consuming the similar execution time as STRS method and Conventional GNP. The
69
0
10000
20000
30000
40000
50000
60000
70000
0 200 400 600 800 1000 1200
Round
To
ta
l  
N
um
be
r o
f
Ex
tra
ct
ed
 R
ul
es
Generalized GNP with STRS Conventional GNP
Generalized GNP with MBFP
Figure 4.12: Comparison of the total number of rules extracted.
process of rule extraction is not a linear procedure, and the generated rules might be
overlapped with the already obtained rules in the evolutionary process, thus the result
shows that the GNP with TRM can extract rules more eﬃciently than GNP with STRS
and Conventional GNP.
What’s more, since the algorithm shows that GNP with TRM can extract a large
number of rules using only the one turn of the database checking, it could be applied
more eﬃciently to the database in real-world environments, especially in huge real-
time traﬃc databases, where the access to the database is time consuming.
However, under diﬀerent experimental environments, for example, under short
ﬁxed calculation time limits, the GNP with STRS may be also a good choice to gener-
ate a relatively appropriate number of rules in a short time.
Table 4.1: Time Cost Comparison
Method Time per generation(Milliseconds)
GNPwithTRS 9278.06
GNPwithTRM 243.19
GNPwithS TRS 238.20
ConventionalGNP 230.13
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4.2.4 Self-decrease Criteria and Prediction Accuracy
As described in section 4.3.6, when there do not exist an enough number of associ-
ation rules satisfying the current criteria, the thresholds for evaluating the importance
of the rules should be decreased based on the self-decrease rate in order to extract
enough number of Nf rules for each class.
How to choose the proper self-decrease rate is very important, since it inﬂuences
the ﬁnal testing prediction accuracy as shown in Table 4.2 and Table 4.3. The accuracy
is deﬁned in the following: if the traﬃc prediction result of the section at time t is
”Low” and the real traﬃc of this section at time t is exactly ”Low”, then, the accuracy
is 100%. The Low/Middle/High accuracy means the accuracy when the real traﬃc
is Low/Middle/High, respectively. The results of the training and testing average
prediction accuracy over all 224 sections for 800 time units are shown in Table 4.2 and
Table 4.3, respectively.
It can be seen from Table 4.2 and Table 4.3 that the more the criteria for important
association rules decreases, the lower the prediction accuracies become.
4.2.5 Longer Prediction Steps
Longer step prediction is explored by studying the 2-step, 3-step and 4-step pre-
diction, where the notation of n-step means the prediction of the traﬃc density at n
time units later. It’s results are shown in Fig. 4.14, where the rules extracted by self-
decreasing rate of 0.9 are used. It is shown from Fig.4.14 that the prediction accuracy
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Table 4.2: Average Training Accuracy for diﬀerent self-decrease rate(Training)
self-decrease rate Prediction Accuracy
Overall Low Middle High
0.95 89.74 69.79 91.32 86.53
0.90 88.67 69.50 90.65 85.84
0.85 87.79 69.49 90.00 81.44
0.80 87.37 58.02 89.77 77.34
0.75 86.72 55.60 89.60 76.97
0.70 83.19 52.72 88.62 76.74
Table 4.3: Average Prediction Accuracy for diﬀerent self-decrease rate(Testing)
self-decrease rate Prediction Accuracy
Overall Low Middle High
0.95 85.01 65.76 88.44 84.01
0.90 82.26 64.98 85.31 80.81
0.85 81.72 60.19 82.26 71.83
0.80 80.97 59.70 82.01 70.41
0.75 80.67 58.02 73.92 73.68
0.70 76.04 54.75 83.39 67.93
decreases as the prediction step increases, but the increase of the steps does not aﬀect
the overall accuracy so much, so the proposed method can do relative stable prediction
even if the prediction step increases.
The ratio of the usable rules to the total number of rules in each prediction step
are shown in Fig.4.15, which describes that how the number of the usable rules for
prediction decreases by the increase of the steps, considering the condition that the
time delay between the antecedent part and consequent part is bigger or equal to the
prediction step. In another word, as the prediction step increases, the number of the
usable rules decreases.
The proposed method cannot extract all the rules meeting the given deﬁnition of
importance since it uses the ﬁxed number of rules for each class of the consequent
attributes, but the result shows that the ability to extract important rules is suﬃcient
enough for the purposes.
Since GNP data mining aims at picking up important rules during the evolution and
storing them in a separate pool, not to obtaining the optimal individuals using GNP
structure, so even if the rules are obtained by the training under a certain environment,
when the new database(environment) arrives, GNP can be trained again for a small
72
77
78
79
80
81
82
Pr
ed
ict
io
n 
Ac
cu
ra
cy
2-Step 3-Step 4-Step
Figure 4.14: Overall accuracy of 2-step, 3-step and 4-step prediction
number of generations using the new environment and an enough number of rules are
obtained.
Under changing environments, the rule extraction model could be used for retrain-
ing GNP, as a result, the proposed method can adapt to changing environments without
changing the model framework.
The proposed method uses the evolutionary computation, where the time delays
are also evolved easily using the time series data from real traﬃc networks. Although
training GNP from scratch needs comparatively long time(around 1 days under the
environment of LensanceDT with 1024M Memory), the evolutionary based method is
easy to adapt to new environments by retraining GNP for a small number of generations
using new training data. What’s more, even though the training time of the GNP based
model is computationally large, generally the training is done oﬀ-line, which means
that the trained GNP-based prediction model would be used for on-line prediction in
real-time applications as any other statistical models.
4.2.6 Optimal Route with Traﬃc Prediction
The next step is to use the prediction for the optimal route calculation in order to
obtain better routes. For example, if the navigation system knows section A in the route
will have a high traﬃc volume during the traveling, the navigation system can chose
another optimal route to avoid being trapped in the heavy traﬃc.
The future traﬃc information inﬂuences the optimal route mechanism in the opti-
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Figure 4.15: Average percentage of usable rules in each bucket
mal route selection phase shown in Fig.4.16. After the convergence of the Q value of
each section for the corresponding destination, at every crossing point(intersection) for
the current route, the future traﬃc volume of the candidate route is considered as the
following:
Q values at the intersections of the current route are revised as follows when the
car arrive at the intersection i at time t:
Qd(i, j)← Qd(i, j) − γ1, If Vi j(t + 1) = Low,
Qd(i, j)← Qd(i, j) + γ2, If Vi j(t + 1) = High,
where, Vi j(t+1) represents the traﬃc volume prediction from intersection i to intersec-
tion j at time t, γ1 and γ2 are the parameters for the reward and punishment by future
traﬃc prediction, respectively, and γ1=γ2= 5 are used.
In order to study the eﬃciency of the traﬃc volume prediction, the greedy method
is applied to the vehicle after the above update of Q values, which means the vehicle
will choose the route with the minimum Q-value.
Comparison is done between using updated Q values by traﬃc prediction and using
Q values based on the current traﬃc.
Three ODs are considered for calculating the routes with or without prediction,
which are shown in Fig.4.16.
As shown in the Table 4.4, Q-value based optimal route calculation with traﬃc
prediction can reduce the traveling time of the optimal route since it considers the
future traﬃc situations when choosing the next section on the optimal route.
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4.3 Conclusions
In this chapter, the time related association rule mining methods have been pro-
posed using Generalized Genetic Network Programming. STRS ﬁrstly proposed uses
the random mechanism to decide the time transition route. Since STRS doesn’t fully
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Table 4.4: Average Traveling time of optimal Route(time unit)
OD pair without prediction with prediction Improved Rate( % )
1 61 51 19.6 %
2 215 187 13.0 %
3 155 114 26.5 %
explore all the possible time transitions from each processing node, two diﬀerent
MBFP methods have been proposed to improve the eﬃciency of the rule extraction,
where the GNP with TRM outperforms the GNP with TRS, since it can obtain a suf-
ﬁcient number of rules and relatively low computation cost. The proposed methods
can extract important time-related association rules for each class of the consequent
attributes eﬃciently. These rules are used to decide to which class the time-related
traﬃc data belongs. It has been cleared from the simulations that the proposed meth-
ods can be used for traﬃc density prediction.
Self-adaptive criteria are also included in the proposed method as explained in
chapter 3. When dealing with various situations in the training process, the criteria
can be changed automatically, as a result, when an enough number of rules can not
be obtained for certain sections, the evolutionary program can adjust the parameters to
obtain enough rules.
In order to study the eﬀectiveness and eﬃciency of the proposed method, the traﬃc
data obtained from a simple road simulator were used, which is not suﬃcient enough
for totally conﬁrming the eﬀectiveness and eﬃciency of the proposed method, although
the basic algorithms for dealing with large scale traﬃc systems have been studied such
as AAM, EMS . And the obtained rules can provide useful information for the Q-value
based optimal route calculation, thus, ﬁnally improve the eﬀectiveness of the optimal
route algorithm for the navigation system.
Now, further studies should be carried out about the applicability of the proposed
method to real traﬃc systems using a large scale traﬃc simulator.
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Chapter 5
Accuracy Validation and Large Scale
Simulator
5.1 Introduction
Vast amount of traﬃc data are currently available using various components of
the intelligent transportation system(ITS) [1]. Historical and current traﬃc databases
provide the fundamental basis for the traﬃc prediction system relies on the collected
database to predict future traﬃc conditions and hence to plan the management appro-
priately.
The proposed mechanism uses an evolutionary based method to extract interesting
association rules, while these rules are stored and combined with a classiﬁer model
which predicts the traﬃc of the road networks, thus the proposed method can deal
with various real-time traﬃc situations and show good mining performances under the
changing environments.
The time related association rules mining with Genetic Network Programming(GNP)
[9][10] in traﬃc prediction has been already proposed in the previous research [32][29],
so this chapter is devoted to the further study of the performance of the time related
association rules mining and traﬃc prediction algorithm using real time large scale
simulator SOUND/4U. In this chapter, an accuracy validation mechanism is also pro-
posed and combined with the evolutionary based rule extracting process which leads
to generate more general time related association rules.
The proposed method has the following features for the time related association
rule mining, time related classiﬁcation and traﬃc prediction.
• The applicability of the proposed prediction mechanism has been veriﬁed in the
large scale simulator of SOUND/4U using a real world map.
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• The accuracy validation mechanism is used to overcome the overﬁtting problem
and more importantly, the prediction accuracy is used as one of the criteria in
evolutionary process, thus more general association patterns are obtained.
• The accuracy validation mechanism can obtain information from both the train-
ing and validation databases without rule mining for all of the two databases.
• The proposed method does not prune the already extracted association rules, and
all of the extracted association rules contribute to the ﬁnal prediction using a
partial match classiﬁer.
This chapter is organized as follows: section 5.2 is devoted to introduce the pro-
posed algorithm. Section 5.3 shows the simulation environments, conditions and sev-
eral experimental results in large scale simulator SOUND/4U. Final section 5.4 is de-
voted to conclusions.
5.2 Time Related Association Rule Mining using GNP
and Accuracy Validation
5.2.1 Accuracy Validation and Evolution
In order to verify the association patterns produced by the rule mining algorithms,
the basic approach is to separate the data into training and testing databases, i.e., the
daily collected datasets can be systematically divided to diﬀerent groups, e.g., the data
of one day for the training and the data of another day for the testing.
However, not all the patterns found in training database are valid, i.e., abnormal
changes or technical exceptions cause the noises in the common traﬃc database. It is
common for the data mining algorithms to extract patterns which are not suited to the
general data set, causing the overﬁtting problem. To overcome the overﬁtting problem
and to extract more general vehicle traﬃc association rules on the traﬃc network, extra
validation databases are used in this chapter.
The interesting rules are not only stored in the rule pool but also are validated by
the validation database. As a result, both the conventional criteria of the association
rules and the validation accuracy are considered in the rule extraction phase, thus the
evolution process can concentrate on extracting more general rules which adapt to
real-time traﬃc databases and avoid the over-ﬁtting to the training database during the
evolution process.
Actually, the validation accuracy is introduced to the ﬁtness function of rule ex-
traction in order to extract more general association rules.
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For interesting rule r, the validation accuracy is deﬁned as follows:
V(r) =
N(r)
Na(r)
,
where,
Na(r): the number of validation data which satisfy the
antecedent part of rule r.
N(r): the number of validation data which satisfy rule r.
Here, the satisﬁcation means that all the attributes of the antecedent part of rule r
match with validation data. Validation Accuracy tries to ﬁnd out all the data that satisfy
the antecedent part of the time related rules, and what percentage of them will satisfy
the consequent, so it has the range of [0,1].
After the validation of the interesting rules generated by a GNP individual, their
validation accuracies are taken into the ﬁtness function, hence the proposed algorithm
can guide the evolution to generate GNP individuals which can extract more general
rules adaptable to real-time databases.
The information contained in the training database and validation database is con-
sidered simultaneously in the proposed method, thus it can obtain more general rules
to improve the overall accuracy. The proposed method can obtain general association
rules over training and validation databases with only one round of rule mining in the
training, so another round of rule extraction about validation database is unnecessary,
which is time consuming.
The rules which contain more than Nthre kinds of attributes are so called multiple
rules, where Nthre is a user-deﬁned threshold [25]. The following αmult(r) is added to
the ﬁtness function to increase the diversity of the evolution process by including many
diﬀerent kinds of attributes in the rules.
αnew(r) in the following ﬁtness function is necessary in the evolutionary rule extrac-
tion since individuals might pick up the same association rules, thus really new rules
can be obtained by introducing αnew(r)[25].
Therefore, the ﬁtness function of the GNP individual is now deﬁned as:
F =
∑
r∈R
{χ2(r) + βV(r) + 10(nante(r) − 1)
+αnew(r) + αmult(r)}.
The symbols are as follows:
R : set of suﬃxes of important extracted association rules which satisfy the importance
requirements of chi-squared, support and conﬁdence values.
χ2(r) : chi-squared value of rule r.
β : coeﬃcient of validation accuracy.
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nante(r) : the number of attributes in the antecedent of
rule r.
αnew(r) : constant deﬁned by
αnew(r) =
{
αnew, if rule r is new
0, otherwise
αmult(r): constant deﬁned by
αmult(r) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
αmult, if rule r has more than
Nthre kinds of attributes
0, otherwise
χ2(r), V(r), nante(r), αnew(r) and αmult(r) are concerned with the importance, accu-
racy, complexity, novelty and diversity of rule r, respectively.
It can be seen from the above description that GNP individuals are deﬁned as a
tool to pick up candidate rules, then the proposed method does not aim at obtaining
the optimal individual itself, but aims at developing the GNP which produces as many
rules as possible. So, the individuals which can obtain many new important association
rules with multiple attributes will have high ﬁtness values.
In each generation, GNP individuals are replaced with the new ones by the selection
policy and other genetic operations. Four kinds of genetic operators are used, i.e.,
uniform crossover, mutation for functions, mutation for connections and mutation for
time delays of judgement nodes, respectively[25].
5.2.2 Classiﬁcation
The proposed method does not prune the extracted association rules, instead, all of
the rules are taking part in the ﬁnal decision of classiﬁcation according to their diﬀerent
reliability levels and validation accuracies by using a partial matching classiﬁcation
model[35]. This mechanism simulates the group discussion process, where the opinion
of the group with the highest credibility level becomes adopted.
Firstly, classify the extracted association rules in the pool into consequent classes.
Every attribute has three consequent classes, i.e., attribute Ac is classiﬁed into the fol-
lowing consequent classes, Ac(Low), Ac(Middle), Ac
(High).
Then, the association rules in each class are used to study whether the testing data
satisfy the antecedent attributes of rules. The testing data are called satisﬁed if they
satisfy the antecedent attributes of the rules.
Unlike the validation process, the following partial matching strategy is carried out
for calculating the matching of rule r with testing data d.
Mk(r) =
Nk(d, r)
Nk(r)
,
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where,
Nk(d, r): the number of matched attributes in the an-
tecedent part of rule r in class k with testing
data d.
Nk(r): the number of attributes in the antecedent part
of rule r in class k.
The credibility of the rules in every class is calculated considering the conﬁdence,
matching degree and validation accuracy. The testing data is classiﬁed into the class
whose credibility is the highest. The concrete process is like the following:
(1) Calculate Rk: Calculate the set Rk of suﬃxes of rules in class k.
(2) Calculate Creditk in class k:
Creditk =
∑
r∈Rk
Mk(r)(con f idence(r) + αV(r)),
where, α is a weight of the prediction accuracy.
(3) Calculate S corek in class k:
S corek =
Creditk
|Rk| ,
where, |Rk| is the ﬁxed number of Nf in this chapter[25][35].
(4) Compare S corek and the class with the highest score becomes the winner for
the consequent attribute Ac, e.g., if Ac(Low) has the highest score, then Ac is
classiﬁed into Low.
5.2.3 Outline of the Mining Method
The whole procedure of the proposed algorithm is shown in Fig.5.1. The ﬁrst pro-
cedure is the rule extraction process. In the rule extraction procedure, GNP individuals
are evolved to generate candidate rules, then the criteria of the support, conﬁdence and
chi-squared values of the candidate rules are calculated by the searching method based
on the time related training databases.
Secondly, each extracted interesting rule is validated according to its prediction
accuracy using the validation database, and the prediction accuracy is used as a part of
the ﬁtness functions as shown in Fig.5.1. Thus, whether the candidate rules are really
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Figure 5.1: Basic framework of the proposed algorithm
interesting rules or not are determined[25]. As a result, only the interesting, but enough
rules are ﬁnally stored in the rule pool.
The ﬁnal step is to use the extracted rules to predict the traﬃc density level, i.e.,
traﬃc density of each section of the road network in the future based on the credibility
of the rules using the matching degrees between the traﬃc data and antecedent part of
the rules in each class, and the class with the highest score is assigned to the traﬃc
data.
If the classiﬁcation result is the same as the actual situation, then the prediction is
correct, otherwise incorrect, as a result, the accuracy of the prediction can be obtained.
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5.3 Simulation
5.3.1 Objectives
In this section, the eﬀectiveness and eﬃciency of the proposed method are studied
by traﬃc simulations which are done using a large scale traﬃc simulator. The time
related association rule can be used for traﬃc density prediction. Actually, if we ﬁnd
that the current traﬃc data satisﬁes antecedent part of time related rules, then the future
traﬃc density can be predicted using the consequent part of association rules.
Unlike other methods in the traﬃc prediction of recent years, the proposed method
not only aims at predicting the traﬃc congestion on a speciﬁc section of the road net-
works, but also is interested in providing the whole traﬃc prediction for all of the
interesting sections on the road networks so that the navigation system can refer to the
information for the optimal route calculation of the road networks.
5.3.2 Simulator
Real-time simulator SOUND/4U, which is a fully-customizable macroscopic free-
ﬂow traﬃc simulator aiming at providing eﬃcient traﬃc control and management of
the urban-level large scale traﬃc network, is used. The SOUND/4U simulates the real-
time traﬃc density and traveling speed of vehicles on the VICS[36] systems based on
the OD(Origin/Destination) information.
The simulation is carried out using the traﬃc network of Kurosaki area in Ki-
takyusyu, Japan. As shown in Fig.5.2, the road model is based on the real traﬃc
network and there are a huge number of sections on the traﬃc network. The traﬃc
conditions are shown in the Table 5.1:
Table 5.1: Parameter setting for simulations
Items Values
Number of sections 7941
Number of intersections 4243
Number of traﬃc lights 142
Data collection interval 1(minute)
Total execution time 2(hr)
Number of OD points 20
Number of OD pairs 100
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Figure 5.2: Road model used in simulations
The real-time traﬃc density of section s, represented as T (s) is calculated as fol-
lows:
T (s) =
Nr(s) + Nin(s) − Nout(s)
Cs × Ls
The symbols are as follows:
Ls: length of section s.
Cs: capacity of section s, e.g., Cs = 1 for sections with
one lane, Cs = 2 for sections with two lane, likewise.
Nr(s): the number of cars that remain on section s from
the last time point.
Nin(s): the number of cars traveled to section s from
other sections at the current time point.
Nout(s): the number of cars traveled from section s to
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other sections at the current time point.
After calculating the traﬃc density T (s) for each section s, Nin(user-deﬁned) num-
ber of sections are chosen as the interesting sections, here in the simulation, Nin = 500
sections with heavier traﬃc densities were selected and their corresponding traﬃc den-
sities at every time point were discretized to Low/Middle/High.
Judging by common sense, the high threshold for traﬃc density is deﬁned as fol-
lows: for sections with one lane , if there exist 2 or more cars in 10 meters, then it is a
high traﬃc situation. On the other hand, the middle threshold is deﬁned as follows: for
sections with one lane, if there exist more than 0.5 and less than 2 cars in 10 meters, it
is a middle traﬃc situation. The remaining is discretized to low traﬃc situation.
The cars are randomly generated based on the values of the pre-deﬁned OD(Origin/
Destination) pairs, and the OD value for every OD pair is changing during the execu-
tion imitating the real traﬃc situation, for example, as shown in Fig.5.3.
There are two routing algorithms in the SOUND/4U, one of them is the determinis-
tic routing which just chooses the route with the smallest cost, and another one is based
on the probabilistic logit model, e.g., supposing the current section is s, the probability
Pk of chosing section k as the next section is deﬁned as follows:
Pk =
exp(−θ ·Ck)∑
i∈I exp(−θ ·Ci) ,
where, Ci represents the time cost of section i, I represents the set of all the possi-
ble sections from the current section s, and the parameter θ is a logit value. If the
logit value is approaching inﬁnity the algorithm becomes the greedy method, while if
the logit value is very small, the routing algorithm tends to choose the next section
randomly.
5.3.3 Simulation Result
The parameter setting of the proposed evolutionary data mining is shown in Table
5.2, and the optimal parameters are obtained by several trails[25]. The total number of
rules stored in the rule pool is shown in Fig.5.4. Each round has the same number of
generations of 50 and the chosen set size for AAM is 100[25].
In order to check the eﬀectiveness of the extracted rules, we tested the classiﬁcation
accuracy of the proposed method using the classiﬁer described in section 3.5. The
prediction accuracy is deﬁned as follows: if the result of the traﬃc prediction of the
section at time t is “Low” and the real traﬃc of this section at time t is exactly “Low”,
then the accuracy is 100%. The Low/Middle/High accuracy means the accuracy when
the real traﬃc is Low/Middle/H igh, respectively.
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Figure 5.3: Change of Origin/Destination values in simulations
Table 5.2: Parameter setting for evolution
Items Values
Number of judgment nodes 100
Number of processing nodes 10
Number of attributes 500
Number of consequents 1500
Number of time units 120
Minimum conﬁdence value 0.9
Minimum chi-squared value 6.63
Minimum support value 0.08
Table 5.3 shows that the deterministic routing algorithm with class association rule
mining obtains almost the same good prediction accuracy in Low, Middle and High
situations under the testing database in the case of one time step prediction, while the
probabilistic routing has small prediction accuracies in Middle traﬃc situations, where
Deter. and Prob. mean the deterministic and probabilistic routing , respectively.
Table 5.3 also shows that the method with Accuracy Validation(AcV) described in
Section 3.4 can improve the traﬃc prediction accuracy. As the logit value θ decreases
from 1.0 to 0.6 in the case of No AcV, which means the increase of the random factors
in the car routing, the degradation of the prediction accuracy largely increases, while
the method with AcV fairly maintains better performances. The Middle traﬃc situa-
tion of the traﬃc network can not be predicted accurately in the probabilistic routing
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Figure 5.4: Total number of rules extracted.
because the Middle can be easier to be mistaken to Low and High situations especially
in the probabilistic routing.
However, the proposed method can still provide the real important accurate infor-
mation to navigation systems, for example, which section will have high traﬃcs (con-
gestion) and which section will have low traﬃcs (vacant) are given by the proposed
method.
Table 5.3: Average Prediction Accuracy under Testing Database
Method Prediction Accuracy
Overall Low Middle High
Deter. AcV 93.52 94.02 89.20 95.08
No AcV 93.51 93.95 89.14 94.88
Prob.
1.0
AcV 82.49 83.60 63.79 87.95
No AcV 81.59 83.56 63.59 87.29
0.8
AcV 82.01 84.37 63.57 87.25
No AcV 80.94 82.27 63.44 87.07
0.6
AcV 76.04 83.67 50.24 82.32
No AcV 72.33 78.21 53.26 81.69
Table 5.4 and Table 5.5 show the percentage comparison between the actual situa-
tions and prediction results in the case of the probabilistic routing with the logit value
of 1.0, where the percentage on the diagonal represents the accurate prediction rate,
and other percentages show the wrong prediction rates, i.e., although the actual traﬃc
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Table 5.4: Result of Testing with AcV(%)
Actual Prediction Result
Situation Low Middle High
Low 85.84 05.27 08.89
Middle 23.84 57.71 18.45
High 07.06 03.23 89.72
Table 5.5: Result of Testing without AcV(%)
Actual Prediction Result
Situation Low Middle High
Low 83.57 07.62 08.81
Middle 24.85 56.57 18.57
High 08.38 04.49 87.13
is Low, the prediction says it is Middle. It can be seen from Table 5.4 and Table 5.5
that the method with Accuracy Validation(AcV) has better performances in reducing
the rate of the wrong prediction.
The evolutionary based rule mining method needs long oﬀ-line training time(around
1 day under the environment of LensanceDT with 1024M Memory). On the other
hand, since the AcV mechanism only validates the new generated rules, the time ef-
ﬁciency is not increased so much as shown in Table 5.6. Separatly using the training
and validation database, and proper combination of two rule pools obtained by these
databases may also improve the overall prediction accuracy, however it needs to dou-
ble the oﬀ-line training time, thus it is out of the consideration. For more detailed time
eﬃciency study, readers could refer to[35]. Therefore, AcV mechanism provides a
new way to use the information from both the training and validation database simul-
taneously without training large databases and without worrying about how to combine
two rule pools, which could be obtained by training data and validation data.
Table 5.6: Time Cost Comparison
Method
Time per generation
(milliseconds)
GNPwithAcV 250.72
ConventionalGNP 238.20
Although training GNP from scratch needs comparatively long time, the evolution-
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ary based method is easy to adapt to new environments by retraining GNP for a small
number of generations using new training data. What’s more, even though the training
time of the GNP based model is computationally expensive, generally the training is
done oﬀ-line, which means that the rules obtained by the trained GNP-based predic-
tion model would be used for on-line prediction in real-time applications as any other
statistical models.
The ratio of the usable rules to the total number of rules in each prediction time step
is shown in Fig.5.5, which describes that how the number of usable rules for prediction
decreases by the increase of the prediction time steps. It is caused by the fact that the
time delay between the antecedent part and consequent part should be bigger or equal
to the prediction time step[25].
Longer time step prediction, i.e., the n-time step prediction with decreased usable
rules is studied in Fig.5.6, where n-time step means the prediction of the traﬃc density
at n time steps later. Fig.5.6 shows the one to ten time step prediction using the logit
value equals to 1.0. It is shown from Fig.5.6 that the prediction accuracy decreases
as the number of prediction time step increases, but the increase of the number of
prediction time steps does not aﬀect the overall accuracy so much, so the proposed
method can do relative stable prediction even if the number of prediction time steps
increases.
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Figure 5.5: Average percentage of usable rules for each prediction time step
The proposed method cannot extract all the rules meeting the given deﬁnition of
importance, since it uses the ﬁxed number of rules for each class of the consequent
attributes[25][37][38], but the result shows that the ability to extract important rules
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is suﬃcient enough for the traﬃc prediction purposes. The mechanism of accuracy
validation maintains stable performances as shown in Fig.5.6.
5.4 Conclusion
In this chapter, an association rule mining method using GNP with Accuracy Val-
idation mechanism has been proposed. It is also clariﬁed from simulations that the
proposed method can extract important time-related association rules for each class
of the consequent attributes eﬃciently. What’s more important is that these rules can
be used to predict the traﬃc density in the road networks accurately using the mecha-
nism with accuracy validation. Further improvements of the proposed method will be
studied in terms of applying the proposed method to real world navigation systems.
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Chapter 6
Traﬃc Prediction using Time Related
Association Rules and Vehicle Routing
6.1 Introduction
In this chapter, how the traﬃc information aﬀects the vehicle routing is studied,
in particular, how the road traﬃc prediction aﬀects vehicles’ performance in routing
algorithms is analyzed. In order to do that, the performances of two groups of vehicles
are provided, while one group uses the rules extracted from the traﬃc database with
prediction information and another group always chooses the route using the current
shortest cost without prediction.
Conventional association rules are not enough to predict the future traﬃc situations
in real time systems, which means that the association rules should be time related
like the following: ”If section X on the traﬃc map has high traﬃc density at time
t = 0(current time), then section Y will also has high traﬃc density at t = 10(10 time
steps later).”
Since mining real time data eﬃciently and eﬀectively is too intricate when using
conventional methods, especially for the time related sequential database in dynamic
systems, e.g., traﬃc systems, the proposed mechanism uses an evolutionary based
method to extract interesting association rules, while these rules are stored and can
be used to predicts the traﬃc of the road networks, thus the proposed method can deal
with various real-time traﬃc situations and show good mining performances under the
changing environments.
The time related association rules mining with Genetic Network Programming(GNP)
[9][10] in traﬃc prediction has been already proposed in the previous research [39][34],
so in this chapter, the time related association rules mining with the combination of
traﬃc prediction and the routing algorithms is mainly studied using a real time large
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scale simulator SOUND/4U.
This chapter is organized as follows: In section 6.2, the feature of time related data
mining with ﬁxed prediction step using GNP is explained. Section 6.3 discuss how to
combine the extracted prediction information with routing algorithms. Section 6.4 is
devoted to introduce the simulation model and represent experimental results. Final
section 6.5 is devoted to conclusions.
6.2 Time Related Association Rule Mining using GNP
with Fixed Prediction Step
6.2.1 Outline of the Proposed Method
The whole procedure of the proposed algorithm is shown in Fig.6.1. The ﬁrst
phase is the time related rule extraction and prediction phase. In the rule extraction
procedure, time related association rules are extracted using an evolutionary algorithm
of GNP based on the past accumulated traﬃc database, and the extracted rules are
stored altogether in the rule pool, thus when a new current data arrives, the future traﬃc
situations can be predicted by matching the current data with time related association
rules[25] as shown in Fig.6.1.
Secondly, the future traﬃc prediction at a certain future time unit is combined with
the current routing algorithm, and there exist two methods of for the combination.
One is to update the traﬃc information by prediction for the routing algorithm without
actually obtaining the traﬃc information from the traﬃc network, and another one is to
consider the predicted traﬃc when calculating the current cost of each section on the
traﬃc network. Either method requires the prediction results, which will be explained
in detail later in Section 4.
Using the information provided by the prediction phase, more proper cost of each
section on the map can be estimated. In the routing phase, the Dijkstra routing algo-
rithm [40] is used for ﬁnding the optimal route, and ﬁnally the average traveling time
of vehicles using the proposed method can be obtained.
Although Dijkstra algorithm is used to investigate the eﬀectiveness of the proposed
result, in fact, the proposed mechanism of using the prediction information can be used
to any routing algorithm.
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Figure 6.1: Basic steps of the proposed algorithm
6.2.2 Generalized GNP for Time Related Class Association Rules
Mining
The proposed method uses GNP supposing that the connections of nodes are rep-
resented as candidate association rules. The generalized GNP has a proper number of
branches, (e.g., Low/Middle/High) in the judgement nodes. The generalized GNP net-
work structure for class association rule mining is shown in Fig.6.2. The time transition
with the ﬁxed number of user-deﬁned n attributes starting from the processing node is
used as the possible antecedent part, and it will be combined with the object conse-
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quent class to generate the candidate rules, e.g., the shading part of GNP individual in
Fig.6.2 constitute the antecedent part of candidate rule r.
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Figure 6.2: Generalized GNP structure
After generating candidate rules using GNP individual structure, these candidate
rules should be checked on how frequently the corresponding events happen in the
training database in sequence, then the corresponding counts will be used for calculat-
ing support, conﬁdence and chi-squared value[35].
Therefore, the examination for the counts should consider both the attribute dimen-
sion and time dimension concurrently. Actually, the process for calculating the criteria
of candidate rules becomes two dimensional by considering the time delays.
For example, As shown in Fig.6.3, the transition starts from database tuple 0000,
and which traﬃc level attribute A1 has is checked at 0000 and after that which traﬃc
level attribute A2 has is checked at 0000+ 1 = 0001, since A1 has Low level, Low levle
connection of A1 is connected to A2 and the time delay between two attributes is 1,
. . . , and the same process continues likewise until the end of the candidate rule. Then,
increases the count of a, b and c of Low level branch of A1, Middle level branch of A2
and Low level branch of A3 by one, respectively, since the above time transition was
satisﬁed in the database. Secondly, the transition starts the similar procedure checking
from the next tuple 0001, e.g., checks which traﬃc level A1 has at 0001 and which
traﬃc level A2 has at 0002, . . . , increase the counts likewise, and ﬁnally we can get all
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the counts after studying all the time transitions in the database, which is the one turn
of checking the candidate rules. For more detailed explanation of this process, readers
could refer to [35].
Actually, in Fig.6.3, N is the total number of searches, and a, b and c are the number
of transitions satisfying A1(Low), A2(Middle) and A3(Low) at judgment node of A1, A2
and A3, respectively. While the count c corresponds to the count of the time transition,
i.e., the candidate rule, the count a and b can be used for the sub time transitions, i.e.,
the sub candidate rules.
Now, the important association rules are deﬁned as the ones which satisfy the min-
imum chi-squared, support and conﬁdence threshold, i.e., χ2min, supmin and con fmin,
respectively. Only the important association rules can be considered as interesting and
stored in the rule pool.
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Figure 6.3: Two dimensional searching method
6.2.3 Fixed Prediction Time Step
Extracted important rules are explored for studying the n-time step prediction in
this section, where n-time step prediction means the prediction of the traﬃc density at
n time units later, e.g., n = 3 means to predict the traﬃc density 3 time units later.
The structure of the time related association rules represents if-then type time se-
quential association relations and if the antecedent part of the rules satisfy the testing
95
data, then it is probable that the consequent part will also occur at some time units
later, therefore, the proposed method regards the antecedent part as the events already
happened and the consequent part as the future events.
In another words, when using the extracted association rules, the time unit of the
last attribute of the antecedent part should before the current time unit, and the conse-
quent part will be the prediction of the future traﬃc.
Deﬁnition 5. Prediction Step: Let Ai(∗) (t = p) be an attribute in the database at time
unit p. Ai(∗) represents Ai(Low)/Ai(Middle)/Ai(High). Given the following association
rule r:
Aj(∗)(t = p) ∧ . . . ∧ Ak(∗)(t = q)⇒ Ac(∗)(t = s),
then the possible prediction range PR is deﬁned as s − q in association rule r.
Based on Def. 5, the time related association rule can be used for a n-time step
prediction if and only if PR  n is satisﬁed. Generally speaking, as the number n
increases in the prediction process, PR becomes larger, so the usable number of rules
decreases, which makes the prediction accuracy worse in the rule prediction phase.
In order to overcome this problem, the proposed method focuses on the extraction
of the rules exclusively for prediction time step n, which means, during the rule extrac-
tion and prediction phase, the time delay for the last attribute of the antecedent part of
the candidate rule is ﬁxed to PR = n as shown in Fig.6.4.
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Figure 6.4: Candidate rules with ﬁxed prediction time step
6.3 Routing Algorithm using Prediction
The obtained time related association rules can provide the estimation and predic-
tion of the future traﬃc density for the sections in traﬃc networks[25]. How to provide
this information to the routing algorithms of vehicles is discussed in this section.
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The vehicle routing uses Dijkstra search algorithm [40]. Its cost function of section
s at time unit t is deﬁned as follows:
Cost(s, t) = Cd · g(s) +Ct · f (s, t)
where, g is the constant traveling time depending on the distance of section s, f is the
current traveling time of section s at time t, Cd and Ct are the coeﬃcients for distance
and traveling time, respectively.
Dynamic real time traﬃc network systems are so complex that both updating the
traveling time information and future traﬃc prediction are needed for the intelligent
transportation system(ITS).
In real applications, although there exists frequent traveling time information up-
dating, however, due to the rapid change of the traﬃc situation on the traﬃc network,
if the future traﬃc information is provided and utilized, the routing algorithm could be
improved.
Estimated future traveling time f (s, t + n) is calculated as follows:
f (s, t + n) = f (s, t) + P
where, P is a constant time penalty deﬁned as:
P =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
pL, if predicted traﬃc density level is Low at time unit t+n
pM, if predicted traﬃc density level is Middle at time unit t+n
pH, if predicted traﬃc density level is High at time unit t+n
where, pL ≤ pM ≤ pH represent the corresponding time penalty for the predicted
traﬃc density level Low, Middle or High at time unit t + n, respectively.
Two methods of applying the future traﬃc information to the routing algorithm is
proposed. The ﬁrst method is to use the prediction of f (s, t + n) directly for determin-
ing the optimal route by Dijkstra search algorithm, where n is the future time unit to
predict the traﬃc and f (s, t + n) represent the predicted traﬃc density level of Low,
Middle or High respectively. This method uses the future traﬃc information simply
as additional traﬃc information updates when the traﬃc information is not updated
frequently enough. For example, suppose there is a traﬃc routing system updating the
current traveling time for each section every 60 minutes. As shown in Fig.6.5, vehicles
can only obtain new traﬃc information at time unit 60 minutes and time units 120 min-
utes, when the running time of the system is 120 minutes, while it is supposed that the
prediction of the traﬃc density at time unit 30 and 90 minutes is done based on data
accumulated at initial time unit 0 and time unit 60 minutes, respectively. As a result,
the prediction information make it possible to provide more frequent traﬃc updates.
Another method is a look-ahead method, where it combine the current update infor-
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Figure 6.5: Time line for prediction and update of traﬃcs
mation and predicted future traﬃc information for the routing algorithm, which means
when vehicles decide the optimal route, they consider not only the current traveling
time for the candidate routes, but also the future traﬃc information by changing the
cost function as follows:
Cost(s, t) = Cd · g(s) +Ct · [(1 − γ) · f (s, t)
+γ · p(s, t + n)]
where γ ∈ [0, 1] is a look-ahead parameter considering the future traﬃc situation, and
p(s, t+n) is the predicted traveling time at time unit t+n, which is calculated as follows:
p(s, t + n) = Cp ·
∑
s∈S (∗){ f (s, t + n)}
|S (∗)|
Here Cp is a coeﬃcient and S (∗) is the set of sections corresponding to ∗, which is
determined by whether section s at time t + n is Low, Middle or High by prediction,
e.g., if section s will have High traﬃc density at time unit t + n, then S (∗) = { s | s has
High traﬃc density }, which means p(s, t + n) is the average traﬃc density of High at
time t + n. |S (∗)| represents the number of sections with the traﬃc density of ∗.
This look-ahead method actually adds the future traﬃc to the current cost, and
coeﬃcient Cp is used to normalize the range of the predicted traﬃcs, while look-ahead
parameter γ deﬁnes howmuch the current routing algorithm considers the future traﬃc,
in another words, if γ increases, the routing algorithm depends on the future prediction
more, otherwise, the routing algorithm concentrates on the current traveling time more,
especially, if γ = 0, it is the same as the conventional method.
6.4 Simulation
In this section, the eﬀectiveness and eﬃciency of the proposed method are studied
by traﬃc simulations. The proposed prediction method not only aims at predicting
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the traﬃc congestion on a speciﬁc section of the road networks, but also is interested
in providing the whole traﬃc prediction for all of the interesting sections in the road
networks so that the navigation system can refer to this kind of information for the
calculation of the optimal route of the road networks.
As a result, the obtained prediction results are combined with Dijkstra routing al-
gorithm to provide the testing vehicles with the future traﬃc information, where the
eﬀectiveness of this information is studied considering the average traveling time of
testing cars.
6.4.1 Simulator
Real-time simulator SOUND/4U, which is a fully-customizable macroscopic free-
ﬂow traﬃc simulator aiming at providing an eﬃcient traﬃc control and management
of the urban-level large scale traﬃc network, is used. The SOUND/4U simulates the
real-time traﬃc density and traveling speed of vehicles on the VICS[36] systems based
on the OD(Origin/Destination) values.
The simulation is carried out using the traﬃc network of Kurosaki in Kitakyusyu,
Japan. As explained in the simulation part of chapter 5. The traﬃc conditions and
routing parameters are shown in the Table 6.1:
Table 6.1: Parameter setting for simulation
Items Values
Total execution time 2(hr)
Number of OD points 20
Number of OD pairs 100
Routing Algorithm Dijkstra
Prediction Time Step 30(minute)
Time Coeﬃcient Ct 1.0
Distance Coeﬃcient Cd 1.0
Coeﬃcient Cp 10
Time Penalty pL 30(second)
Time Penalty pM 80(second)
Time Penalty pH 120(second)
6.4.2 Simulation Results in Rule Extraction
The parameter setting of the proposed evolutionary data mining is shown in Table
6.2.
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Table 6.2: Parameter setting for evolution
Items Values
Number of judgment nodes 100
Number of processing nodes 10
Number of attributes 500
Number of consequents 1500
Number of time units 120
Minimum conﬁdence value 0.9
Minimum chi-squared value 6.63
Minimum support value 0.08
In order to check the eﬀectiveness of the extracted rules, we tested the prediction
accuracy of the proposed method. The prediction accuracy is deﬁned as: if the traﬃc
prediction result of the section at time t is “Low” and the real traﬃc of this section at
time t is exactly “Low”, then the accuracy is 100%. The Low/Middle/High accuracy
means the accuracy when the real traﬃc density is Low/Middle/High, respectively.
Although training GNP needs comparatively long time, the evolutionary based
method is easy to adapt to new environments by retraining GNP for a small number
of generations using new training data. What’s more, even though the training time of
the GNP-based model is computationally expensive, generally the training is done oﬀ-
line, which means that the rules obtained by the trained GNP-based prediction model
would be used for on-line prediction in real-time applications as any other statistical
models.
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Figure 6.6: Prediction result using conventional rule extraction
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As shown in Fig.6.6, as the number n increases in the n-time step prediction, the
prediction accuracy decreases. It is natural since the time delay between the last at-
tribute of the antecedent part and consequent part should be bigger or equal to the
prediction time steps, so the number of usable rules decreases as the number of predic-
tion time step increases.
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Figure 6.7: Prediction result using ﬁxed time step rule extraction (n = 30)
On the other hand, the ﬁxed time step method can concentrate on extracting the
rules for the object prediction time step, which is 30 in the simulations. Fig.6.7 shows
how the ﬁxed time step method performs to predict the future traﬃc density of 30 time
units(minutes) later. The prediction result shows that the ﬁxed time step method can
provide a relatively stable performance even under the long prediction time step of 30.
6.4.3 Simulation Results in Routing
Since the experiments in section 5.2 already shows that the proposed ﬁxed time step
rule mining method can extract enough association rules, and these rules can provide
the accurate traﬃc prediction information, the next step is to study how the extracted
traﬃc prediction information helps to improve the routing algorithms. The simulation
is studied in a relatively large area considering a long traveling route as shown in the
Fig.6.8.
In order to study the performance of diﬀerent routing strategies, diﬀerent testing
groups of vehicles are compared using diﬀerent routing algorithms. There considered
three testing groups of vehicles as follows:
• Ignorant Group
The ignorant group has no update traﬃc information and also no traﬃc predic-
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Desitnation
Figure 6.8: The map for routing algorithm
tion abilities, thus the vehicles just use the constant routing during the simulation
period using g(s) in Dijkstra routing method.
• Update Group
The update group can get the new traﬃc information at the traﬃc update time,
thus the vehicles can update the optimal route based on the new cost function
f (s, t) of Dijkstra method explained in Section 4.
• Prediction Group
The prediction group can also get the new traﬃc information f (s, t), and based
on the obtained new information, future traﬃc situations can be predicted using
time related association rules. Given the update information f (s, t) and future
traﬃc situation f (s, t + n), we studied the following two prediction groups:
– Prediction Group-1: to use the prediction of f (s, t + n) directly for deter-
mining the optimal route.
– Prediction Group-2: to combine the current update traﬃc information and
predicted future traﬃc information when calculating the cost function as
described in Section 4.
Fig.6.9 and Fig.6.10 show the average traveling time(ATT) of Ignorant Group, Up-
date Group, and Prediction Group-1 and the mean value of ATT for all the testing cars
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on the traﬃc network. It can be seen that Ignorant Group has the worst performance,
since no information is updated, while both the Update Group and Prediction Group-1
shows an improvement of the traveling time after the traﬃc information update at time
unit 60 minutes.
Results shows that the prediction is accurate at corresponding time units, thus pro-
vide additional update chances for the routing algorithm without actually obtaining
the information from the traﬃc network, as a result, it can improve the whole routing
algorithm as shown in Fig.6.10.
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Figure 6.10: Mean Average traveling time(ATT) over time units in Prediction Group-1
Fig.6.11 and Fig. 6.12 show the performance of Prediction Group-2 considering
diﬀerent look-ahead parameter, which is γ = { 0.3, 0.4, 0.5 } by comparing the ATT
of Ignorant Group and Update Group. By adding the future traﬃc to the current cost
function, the performance of the testing cars can be improved as shown in Fig.6.12.
The look-ahead parameter using γ = 0.5 shows the best performance. Results show
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that the predicted future traﬃc information for updating the cost function can beneﬁt
the current routing algorithm.
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Figure 6.11: Average traveling time(ATT) in Prediction Group-2
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Figure 6.12: Mean Average traveling time(ATT) over time units in Prediction Group-2
6.4.4 Small Area Simulation
In order to investigate the performance of the proposed method in more detail
considering the real route changes, a relatively small region on the traﬃc network
is checked with a closer view as shown in Fig.6.13.
Fig.6.13 shows that the original Dijkstra routing algorithm choose the route of Ig-
norant Group not awaring of the traﬃc information. However, the sections of the route
of Ignorant Group route have serious traﬃc congestions during the simulation period,
thus the vehicles of Update Group choose an new route after the traﬃc information
update as shown in the left side of Fig.6.13.
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: Ignorant Group Route
: Update Group Route
: Prediction Group-1 Route
: Prediction Group-2 Route
Figure 6.13: Route from Origin to Destination in diﬀerent groups
Traﬃc density prediction result of this small area is shown in Fig.6.14 using the
ﬁxed prediction time step n = 10, which means to predict every 10 minutes start-
ing from time unit 10. The traﬃc density distribution of Low/Middle/High is clearly
shown in the Fig.6.14. As a result, it is shown from Fig.6.14 that the future traﬃc
prediction result can accurately represents the real future traﬃc situation.
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Figure 6.14: Actual and predicted traﬃc density distribution
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Based on the traﬃc information accumulated at the update time units, Prediction
Group utilized the predicted traﬃc information in two diﬀerent ways, and chose their
corresponding routes as shown in the right side of Fig.6.13.
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Figure 6.15: Average traveling time of small area in diﬀerent groups
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groups
Comparisons between the performance of Update Group and Prediction Groups
are shown in Fig.6.15 and Fig.6.16, where Prediction Group-1 just uses the prediction
information at time unit 30 minutes and 90 minutes for additional update and Predic-
tion Group-2 uses the look-ahead parameter of γ = 0.5. Simulation shows that the
both Prediction Groups outperform the Update Group in this test area, where the route
shown in the right side of Fig.6.13 is used.
The route of Ignorant Group has such serious traﬃc congestion that the average
traveling time in this small route is even higher than the test case in the large area of
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Section 5.3. This situation can also be seen from Fig.6.14, where more than 50% of
the sections have High traﬃc situations. Under this heavy traﬃc density situation, the
prediction can largely improve the ATT for the optimal routes as shown in Fig.6.16.
In conclusion, simulation results show that the proposed prediction method can
extract important association rules and predict the future traﬃc density accurately, as
a result, the performance of the vehicles of Prediction Groups are improved by using
the predicted information. Simulation results are studied using Dijkstra routing algo-
rithm, however, the proposed prediction method can be easily extended to other routing
algorithms by simple amendment of the cost function.
6.5 Conclusions
In this chapter, an association rule mining method using GNP with ﬁxed prediction
time step has been proposed. From simulations it is clariﬁed that the proposed method
can extract important time-related association rules for each class of the consequent
attributes eﬃciently. Furthermore, it is also proposed and clariﬁed that these rules
are used to predict the future traﬃc densities which are combined with the routing
algorithms to improve the performance.
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Chapter 7
Conclusions
In this research, a time related class association rule mining method is used to
extract interesting associations between traﬃc time related databases, and represents
those extracted relationships as association rules.
The searching process for time related association rules is basically two-dimensional,
considering both attribute dimension and time dimension simultaneously. The pro-
posed method use an evolutionary optimization mechanism of GNP as a tool to pick
up interesting candidate rules, thus the aim of the evolution is not to ﬁnd the optimal
individual, instead, GNP evolves the individuals to extract as many association rules
as possible.
Time related association rules are analyzed to constitute an classiﬁer, which can
provide future traﬃc density information to the navigation systems for vehicles in traf-
ﬁc networks, hence ﬁnally help vehicles adapt to the constantly changing environments
of the traﬃc network and reduce traﬃc congestions in the traﬃc system.
In chapter 2, a method of association rule mining using Genetic Network Program-
ming with time series processing mechanism and attribute accumulation mechanism
has been proposed. The proposed method can extract important time-related associa-
tion rules eﬃciently. Extracted association rules are stored temporarily in Small Rule
Pool(SRP) and ﬁnally in Big Rule Pool(BRP) all together through rounds of genera-
tions. These rules are representing useful and important time related association rules
to be used in the real world. A simple road simulator has been built and the eﬀective-
ness and usefulness of the proposed prediction algorithm has been examined. The re-
sults showed that the proposed method extracts the important time-related association
rules in the database eﬃciently and the attribute accumulation mechanism improves
the performance considerably. These rules can be useful in time-related problems, for
example, traﬃc prediction.
After obtaining eﬀective time related association rules, the next problem is how to
apply them to the traﬃc prediction problem. Chapter 3 proposed a mechanism of using
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class association rules, which means the attribute in consequent part is restricted to the
corresponding class for each rule. Consequently, the mechanism of EMS are proposed
to extract rules about the current attribute class. The extracted time related class as-
sociation rules are tested by constituting an simple classiﬁer, which is applied to the
traﬃc density prediction of the simple simulator introduced in chapter 3. Result shows
that the proposed prediction method can predict future traﬃc situations eﬀectively.
In order to fully utilize the potential ability of Generalized GNP and more impor-
tantly to improve the rule extracting eﬃciency of the proposed rule extracting process,
a new logic of the searching process called TRM is proposed which can extract all the
possible rules starting from one processing node of GNP individual by using only one
turn of the database scan, and this mechanism signiﬁcantly improves the rule extracting
process as shown in chapter 4.
Further improvements of the proposed method also includes the Accuracy Valida-
tion(AV) mechanism explained in chapter 5, which will validate extracted important
rules using diﬀerent validating databases, thus self-adaptively adjust the evolutionary
process to generate more general rules, which shows better robustness and stable per-
formance in the simulation of a large scale simulator, SOUND/4U.
Finally, to achieve the objective and motivation of the proposed mechanism, the
rule extraction phase has been adjusted by using ﬁxed prediction step. And based
on the rule pool of the ﬁxed prediction step, the prediction of the future traﬃc has
been combined with a classical routing algorithm. Simulation results showed that by
providing future traﬃc information, the average traveling time for the testing vehicles
can be improved, which proves that the proposed method can deal with the traﬃc
prediction combined with the optimal route search problem fairly well.
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Appendix A
Genetic Network Programming(GNP)
Evolutionary Algorithm (EA) is a stochastic heuristic method for optimization.
Since the 1960s, there has been increasing interests in imitating living things to develop
powerful algorithms for diﬃcult optimization problems.
EA is now the general term for several computational techniques which are based
on the evolution of biological life in the natural world. Individuals in EA are solutions
of the problems, where the ﬁtness function is deﬁned in order to evolve the individuals.
Only the ﬁtter ones in the generation can survive to the next generation and produce
oﬀspring by mutation and crossover imitating the evolution process in the nature. Us-
ing this kind of selection and evolving process, the ﬁtter individual(solution) for the
problem can be obtained and applied to the problem to solve.
In this section, Genetic Network Programming(GNP)is brieﬂy introduced [9],[10],
[26]. GNP is a sort of evolutionary optimization techniques(EA), which evolves arbi-
trary directed graph programs as solutions(individuals). Because of the strong expres-
sion ability of the directed graph structures, GNP has the ability of partially observable
processes, where any kind of judgement nodes and processing nodes are used.
The structure of Genetic Network Programming(GNP) individual is brieﬂy intro-
duced in this section. GNP is an extended method of Genetic Algorithm (GA) [5][6],
and it uses directed graph structures as solutions [9][10]. The GNP individual can
also have compact structures because of the reusage of the nodes in GNP. Addition-
ally, GNP can ﬁnd solutions of the problems without bloating compared with Genetic
Programming (GP) [7][8], because of the ﬁxed number of nodes in GNP.
The genotype expression of GNP nodes is also shown in Fig.A.1. This describes the
gene of node i, then the set of these genes represents the genotype of GNP individuals.
NTi describes the node type, NTi = 0 means node i is the start node, NTi = 1 represents
node i is the judgment node and NTi = 2 represents node i is the processing node.
IDi is an identiﬁcation number, for example, NTi = 1 and IDi = 1 means node i is
110
: Sta rt Node
: P rocessing Node
: Judgment Node
NTi IDi d i Ci1 d i1 Cij d ij......
n ode
gen e
con n ection
gen e
n ode i
0, 0 ,0 1,0Node 0:
1, 1, 0 2,0Node 1:
2, 2, 0 3,0 4,0Node 2:
2 ,3 ,0 4,0 1,0Node 3:
1 ,4 ,0 1,0Node 4:
<Gen e Stru ctu re>
G enotype
Start:0
1
3
2
4
P 1
J2
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P 4
<Directed Gra ph >
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Figure A.1: The basic structure of GNP individual
J1(Judgment node with ID 1). Ci1, Ci2,..., denote the connections from node i. di and
di j are the delay time required to execute the processing of the nodes and transition
between nodes.
Each individual of GNP represents a solution of the problem, and the judgement
node is in charge of judging situation, while the processing node does the real process-
ing. Once GNP is started up, ﬁrstly the execution starts from the start node; conse-
quently, the next node to execute is determined according to the connection and if-then
judgment results of the current node. After the execution of the task, each individual
gets the ﬁtness value of itself depending on the accomplishment of the task.
As one of the applications of GNP, the proposed method uses the evolutionary
approach using GNP to obtain association rules, however, unlike other genetic data
mining method such as Pittsburgh approach and Michigan approach [5],[6], which
represent the rules as individuals or a part of an individual, GNP is used as a tool to
extract candidate rules. Therefore, the aim of the evolution is not to ﬁnd the best GNP
individual, but to pick up an enough number of rules to carry out the classiﬁcation
eﬀectively and eﬃciently.
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A.1 Evolution Process
The ﬂow chart of the GNP evolution process is shown in Fig. A.2. The ﬁrst step is
to initialize the population by randomly generating Judgement and Processing nodes
of each individual in the initial generation. Then, execute each individual(solution)
in the problem domain(environment) to obtain the ﬁtness value. This process is the
evaluation of the current generation.
Start
Ind=last Individual?
Initialization
Execution
(Judge/Processing)
ind=1
ind=ind+1
Reproduction
Last Generation?
End
Yes
No
Yes
No
Evalutaion
Figure A.2: The ﬂow chart of GNP evolution
After the evaluation, we select the individuals to reproduce new individuals for the
next generation. Generally, the individuals with higher ﬁtness values have the higher
chance to be selected for the reproduction. Most EA systems avoid selecting only
the ﬁttest individual in reproduction, but rather a random (or semi-random) selection
among the ﬁtter individuals is carried out, thus the diversity of the whole evolution can
be maintained.
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There are basically two methods of reproduction: mutation and crossover. In evo-
lutionary algorithms, mutation is a genetic operator used to maintain genetic diversity
in the population from one generation to the next generation. It is analogous to biolog-
ical mutation which mutate the gene structure of individuals. The purpose of mutation
in EAs is to help the algorithm to avoid local minima by preventing individuals from
becoming too similar to each other.
Generally, mutation is to change some of the nodes in GNP individual, randomly,
and connections and delays are also changed by mutation operator in GNP.
As shown in Fig.A.3, the based operation of mutation has following operations:
Start:0
1
3
2
4
0, 0 ,0 1,0
P 1
J2
J3
P 4
Node 0:
1, 1, 0 2,0Node 1:
2, 2, 0 3,0 4,0Node 2:
2 ,3 ,0 4,0 1,0Node 3:
1 ,4 ,0 1,0Node 4:
I ndividua l
Start:0
1
3
2
0, 0 ,0 1,0
P 1
J2
J3
Node 0:
1, 1, 0 2,0Node 1:
2, 2, 0 3,0 4,0Node 2:
Offspr ing
2 ,3 ,0 4,0Node 3:
1 ,4 ,0 1,0Node 4:
2,0
4P 4
Figure A.3: The basic procedure of GNP mutation
• Use any selection method to choose an individual for mutation
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• In one point crossover as shown in Fig. A.3, randomly choose a mutation point
by probability of Pm.
• Change the mutation parts randomly as shown in Fig.A.3 to generate new oﬀ-
spring.
Crossover is also a genetic operator used to change individuals from one genera-
tion to the next generation. It is analogous to biological crossover, upon which genetic
algorithms are based. Two parents exchange their gene and produce two oﬀspring. The
crossover operation is as follows:
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1 ,4 ,0 1,0Node 4:
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P 4
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2 ,3 ,0 4,0Node 3:
P a r en t 2
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0, 0 ,0 1,0
P 1
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1, 1, 0 2,0Node 1:
2, 2, 0 3,0 4,0Node 2:
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3 1 ,4 ,0 2,0Node 4:
2,0
2 ,3 ,0 4,0Node 3:
1 ,4 ,0 2,0Node 4:
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2, 2, 0 3,0 1,0Node 2:
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2 ,3 ,0 4,0 1,0Node 3:
1 ,4 ,0 1,0Node 4:
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J3P 4
Figure A.4: The basic procedure of GNP crossover
• Use any selection method to choose two parents for crossover
• In one point crossover as shown in Fig.A.4, randomly choose a crossing point
by probability of Pc.
• Exchange the parts divided by the crossing point as shown in Fig.A.4 to generate
new oﬀspring.
Using the above reproduction method, GNP generates the new population for the
next generation. Thus, GNP evolves individuals using the above evaluation and repro-
duction sequence generation by generation.
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Appendix B
Data Mining
B.1 Introduction
Data Mining, as the extraction procedure of implicit, previously unknown, and
potentially useful information from databases, has been able to grasp the attention
of many ﬁelds in scientiﬁc research, businesses, banking sectors, intelligence agencies
and others from the early days of its inception. However, the application of data mining
was not so easy as it is appears to be. People understand that data mining is a valuable
tool, but may not know where to start or how to apply it to their businesses. The rapid
growth of various tools and software during the recent years enable it to be used more
and more widely than ever before.
Recent developments in the computing and electronics technology, especially in
sensor devices and distributed systems, are leading to an exponential growth in the
amount of data stored in the database. It has been estimated that this amount doubles
every 20 years. For some applications, this data are doubling their size every 10 month.
As a result, the clear demand for sophisticated data mining tools is increasing to
support decision-making applications based on huge amount of achieved databases.
Data mining tools can be used to automatically ﬁnd important patterns and also, tries
to ﬁnd patterns able to predict the behavior of speciﬁc attributes or features, whose
particular process is also called predictive Data Mining.
Data Mining is used by businesses to improve its marketing performance and to
understand the buying patterns of clients. Attribute Analysis, Customer Segmentation
and Cross Selling are the important ways through which data mining is showing the
new techniques in which businesses can multiply their revenue.
Data Mining can also be used in the banking sector for credit card fraud detection
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by identifying the patterns involved in fraudulent transactions. It is also used to reduce
credit risk by classifying a potential client and predicting bad loans.
Methods of data mining not only show their penitential capabilities in the business
ﬁeld, they are also drawing more and more attentions in all aspects of application
ﬁelds, e.g., biology, environmental monitoring, satellite and medical images, security
data and web, government data management and other decision-making applications.
Computational tools or solutions based on intelligent systems are being used with
great success in data mining applications. Nature has been very successful in provid-
ing clever and eﬃcient solutions to diﬀerent sorts of challenges and problems. Data
mining methods inspired on the biological process can be found in a large number of
applications.
B.2 Association Rules
Data mining consists of attempting to discover novel and useful knowledge from
data, trying to ﬁnd patterns among databases that can help in intelligent decision mak-
ing. Association rule mining is one way of representing the ”useful knowledge” which
could be extracted from the database.
Association rule mining tries to discover important associations and potential rela-
tions from the database and represents them as association rules. An association rule
has the form of (X ⇒ Y), where X represents antecedent and Y represents consequent.
The association rule ”X ⇒ Y” can be interpreted as: the set of attributes satisfying X
is likely to satisfy Y .
The following is a formal statement of the problem of mining association rules.
Let A = {A1, A2, . . . , Ak} be a set of events, called items or attributes. Let G be a
large set of transactions, where each transaction T is a set of items such that T ⊆ A.
Each transaction is associated with a unique identiﬁer whose set is called T ID. We
deﬁne that a transaction T contains X, which is a set of some items in A, if X ⊆ T .
An association rule is an implication of the ”X ⇒ Y” where X ⊆ A, Y ⊆ A, and
X ∩ Y = ∅. As a result, X is called antecedent and Y is called consequent of the
association rule. In general, a set of items is called an itemset. Each itemset has its
own associated measure of statistical signiﬁcance called support. If the number of
transactions containing X in G equals t, and the total number of transactions in G is
N, then we say that support(X) = t/N. The rule X ⇒ Y has a measure of its strength
called conﬁdence deﬁned as the ratio of support(X ∪ Y)/support(X). Calculation of
the chi-squared value of the rule X ⇒ Y is described as follows. Let support(X) = x,
support(Y) = y, support(X ∪ Y) = z and the number of database tuples equals N.
If the events X and Y are independent, we can get support(X ∪ Y) = xy. Table B.1
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Table B.1: The contingency of X and Y
Y ¬Y ∑row
X Nxy N(x − xy)
Nz N(x − z) Nx
¬X N(y − xy) N(1 − x − y + xy)
N(y − z) N(1 − x − y + z) N(1 − x)∑
col Ny N(1 − y) N
( N: the number of tuples (= |T ID|) )
is the contingency of X and Y ; the upper parts are the expectation values under the
assumption of independence, and the lower parts are observational values.
Now, let E denote the value of the expectation under the assumption of indepen-
dence, and O is the value of the observation. Then, the chi-squared value is deﬁned as
follows:
χ2 =
∑
AllCells
(O − E)2
E
, (1)
We can calculate the chi-squared value using x, y, z and N of Table B.1 as follows:
χ2 =
N(z − xy)2
xy(1 − x)(1 − y) . (2)
This has 1 degree of freedom. If it is higher than a threshold value (3.84 at the 95%
signiﬁcance level, or 6.63 at the 99% signiﬁcance level), we should reject the indepen-
dence assumption.
The time related association rule is used to represent the sequence pattern between
attributes in the database in the GNP-based data mining method. Let Ai(∗)(t = p)
be an attribute in a database at time p and its value is binary values of 1 or 0(after
discretization). Here, Ai(∗) represents Ai(Low)/Ai(Middle)/Ai(High). The proposed
method extracts the following association rules:
(Aj(∗)(t = p) = 1) ∧ · · · ∧ (Ak(∗)(t = q) = 1)⇒
(Am(∗)(t = r) = 1) ∧ · · · ∧ (An(∗)(t = s) = 1)
(brieﬂy, Aj(∗)(t = p) ∧ · · · ∧ Ak(∗)(t = q)⇒
Am(∗)(t = r) ∧ · · · ∧ An(∗)(t = s))
Here, p ≤ q ≤ r ≤ s, and the ﬁrst t always equals 0, other time points are the relative
time shifts from the ﬁrst attribute. For example: A1(Low)(t = 0) ∧ A2(Low)(t = 6) ⇒
A3(High)(t = 22) means that A1 is Low at time 0 and A2 is Low at time 6, then A3
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becomes High at time 22. These kinds of rules could ﬁnd time related sequential
relations between attributes and would be used, for example, in prediction problems.
B.3 Time Transition and TimeRelated Association Rule
Deﬁnition
The proposed method extracts important associations between attributes(sections
on the traﬃc map) using association rule mining, and these associations are represented
by time related association rules, whose accuracy and understandability are ensured by
the proposed method.
The following is a formal statement of the problem of mining time related associ-
ation rules. Let A = {A1, A2, . . . , Ak} be a set of items or attributes, i.e., it can represent
each section on the traﬃc networks in the traﬃc density prediction problem. Let G
be the time related traﬃc density database. Each time unit is associated with a unique
identiﬁer whose set is called TimeID. Let D={D1,D2, . . . ,Dk} be a set of time units of
the event sequence occurrence, i.e., if attribute Ai of the event sequence occurs at time
unit 3, then Di is denoted as Di = 3.
Deﬁnition B.1. Time Related Attribute: The event sequence of time related attributes
is deﬁned as At = { A1(D1), A2(D2), . . . , Ak(Dk) }, where Dk is the time unit when the event
of Ak occurs, Ak ∈ A and Dk ∈ D.
The continuous value of the time related database has been already discretized to
three diﬀerent levels: Low,Middle and High (brieﬂy, L,M and H). In general, a set
of items in At with its corresponding value levels is called time transition. A time
transition is now deﬁned as follows:
Deﬁnition B.2. Time Transition: Time related attribute set At with its corresponding
Low/Middle/High levels is deﬁned as time transition TT= { A1(V1)(D1), A2(V2)(D2), . . . ,
Ak(Vk)(Dk) }, where, Vk ∈ V = {Low,Middle,High}.
Deﬁnition B.3. Sub Transition: A time transition S TT is called a sub time transition
of the time transition TT , if and only if it constitutes a sub sequence starting from the
ﬁrst attribute of TT .
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Based on the Def.B.1 and Def.B.2, a time related association rule is an implication
of the rule ”X ⇒ Y” where X ∈ TT , Y ∈ TT . While, X is called antecedent and Y is
called consequent of the time related association rule.
Deﬁnition B.4. Time Related Class Association Rule: Let Ai(∗) (t = p) be an attribute
in a database at time unit p. Ai(∗) represents Ai(Low)/Ai(Middle)/Ai(High). The time
related class association rule mining extracts the following association rule:
Aj(∗)(t = p) ∧ . . . ∧ Ak(∗)(t = q)⇒ Ac(∗)(t = s),
where, Ac(∗)(t = s) indicates the class of the consequent attribute.
Here, p ≤ q ≤ s, and the t of the ﬁrst attribute always equal 0 and other time units
are the relative time shifts from the ﬁrst attribute.
Each time transition has its own associated measure of statistical signiﬁcance called
support, conﬁdence and chi-squared value. These values are calculated based on the
counts of the time transitions obtained from the searching mechanism. If the number
of time transitions containing X in database G equals t, and the total number of time
transitions in G is N, then support(X) = t/N. The rule X ⇒ Y has a measure of its
strength called conﬁdence deﬁned as the ratio of support(X ∪ Y)/support(X).
After calculating the criteria of time transitions, if the signiﬁcance level of the
time transition is important enough, which means the transition shows the important
association between X and Y , then it can be picked up as an association rule. As a
result, each time transition in fact represents an candidate rule in the proposed method.
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