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Bäume sind wichtige Strukturen in der Informatik. Sie repräsentieren zum Beispiel
Programmcode oder Datenstrukturen. Ihre quantitativen Eigenschaften, wie zum
Beispiel ihr Ressourcenverbrauch, können mittels gewichteten Baumautomaten un-
tersucht werden. Wir definieren neue gewichtete endliche Bottom-Up-Baumautoma-
ten mit Gewichten aus Baumbewertungsmonoiden. Baumbewertungsmonoide sind
verallgemeinerte Bewertungsmonoide mit einer Bewertungsfunktion, die auf Bäumen
operiert. Sie ermöglichen es, unter anderem, den durchschnittlichen Ressourcenver-
brauch zu modellieren. Des Weiteren führen wir eine gewichtete Logik für Bäume
mit Gewichten aus Baumbewertungsmonoiden ein und zeigen, in Abhängigkeit von
den Eigenschaften des Bewertungsmonoids, dass Fragmente dieser Logik die Klasse
der erkennbaren Baumreihen über dem Baumbewertungsmonoid charakterisieren.
Damit verallgemeinern wir das Resultat von Droste und Meinecke [17] von Wort-
reihen über Bewertungsmonoiden auf Baumreihen über Baumbewertungsmonoiden.
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Bei der Analyse und Spezifikation von Systemen werden seit den letzten Jahren ver-
mehrt quantitative Aspekte, wie zum Beispiel Ressourcenverbrauch oder Leistungs-
verhalten, betrachtet. Gewichtete Wortautomaten mit Gewichten aus Semiringen
(vgl. [2,16,25,28]) ermöglichen es unter anderem den maximalen oder den minima-
len Ressourcenverbrauch eines Systems zu modellieren. Allerdings können andere
wichtige Aspekte, wie der Durchschnittsverbrauch oder die Durchschnittsleistung
eines Systems nicht mittels gewichteter Wortautomaten über Semiringen modelliert
werden. Chatterjee, Doyen und Henzinger [6–9] stellten gewichtete Wortautomaten
vor, die dazu in der Lage sind.
Eine andere Möglichkeit zur Systemanalyse bietet die Logik. Systeme oder deren
Verhalten können mittels logischer Formeln aus einer geeigneten Logik modelliert
werden. Nun stellt sich die Frage, in welcher Beziehung die Automaten und die
Logik stehen. Die Beziehung zwischen Automaten und Logik wurde erstmals von
Elgot und Büchi [5, 20] untersucht. Sie zeigten, dass endliche Wortautomaten und
die monadische Logik zweiter Stufe (auch MSO-Logik genannt) für Wörter die selbe
Ausdrucksstärke besitzen. Später führten Droste und Gastin [13] eine gewichtete
Logik mit Gewichten in Semiringen für Wörter ein und untersuchten deren Bezie-
hung zu gewichteten Wortautomaten über Semiringen. Droste und Meinecke [17]
definierten neue Bewertungsstrukturen, die Bewertungsmonoide. Sie beinhalten die
Semiringe und ermöglichen es den Durchschnittsverbrauch und noch weitere Kos-
tenstrukturen zu modellieren. Über diesen Bewertungsmonoiden definierten Droste
und Meinecke gewichtete Logiken für Wörter und gewichtete Wortautomaten. Die
gewichteten Wortautomaten über Bewertungsmonoiden stellen eine Erweiterung des
Automatenmodells von Chatterjee, Doyen und Henzinger [6–9] um Akzeptanzbedin-
gungen und um eine Bewertungsfunktion, die nicht nur auf R operieren kann, dar.
Das Hauptresultat der Arbeit von Droste und Meinecke ist der Beweis der äquiva-
lenten Ausdrucksstärke von den gewichteten Logiken über Bewertungsmonoiden für
Wörter und den gewichteten Wortautomaten über Bewertungsmonoiden.
All den bisher betrachteten Automaten und Logiken liegen Wörter zu Grunde.
Doch viele Systeme oder Strukturen in der Informatik basieren auf Bäumen. Zum
Beispiel Programmcode oder einige Datenstrukturen können als Bäume betrach-
tet werden. Dann können gewichtete Baumautomaten mit Gewichten in Semirin-
gen (vgl. [1, 18, 24, 27, 29]) zur effizienten Code Selection (vgl. [23]) genutzt werden
(vgl. [4, 21]). Den Transitionen eines Baumautomatens werden Werte zugewiesen,
die zum Beispiel die benötigten Ressourcen ihrer Ausführung beschreiben. Dadurch
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kann der Ressourcenverbrauch eines Codeabschnitts bestimmt werden. Möchte man
nun den durchschnittlichen Ressourcenverbrauch untersuchen, reicht dieses Bau-
mautomatenmodell allerdings nicht mehr aus. Wir werden analog zu Droste und
Meinecke [17] ein Automatenmodell definieren, mit dem solche Kostenstrukturen
modelliert werden können.
Die gewichteten Baumautomaten, die wir definieren, sind eine Kombination aus den
gewichteten Baumautomaten über Semiringen und den in [17] verwendeten neuen
gewichteten Wortautomaten. Sie besitzen Finalzustände und eine Bewertungsfunkti-
on, die auf Bäumen operiert. Die Struktur, die dieser Bewertungsfunktion zu Grunde
liegt, nennen wir Baumbewertungsmonoid. Das Gewicht eines Laufs wird mittels der
Bewertungsfunktion berechnet und der Nichtdeterminismus wird mit der Monoid-
operation aufgelöst.
Analog zu den auf Wörtern basierenden Systemen, ist es möglich Systeme, die auf
Bäumen basieren, mittels einer geeigneten Logik zu beschreiben. Auch deren Be-
ziehung zu den Baumautomaten ist von Interesse. Thacher und Wright [30] und
Doner [11] formulierten ein Büchi-ähnliches Resultat für Bäume. Droste und Vog-
ler [19] führten eine gewichtete Logik mit Gewichten in Semiringen für Bäume ein
und zeigten, dass diese genauso ausdrucksstark wie die gewichteten Baumautomaten
über Semiringen ist.
Die gewichtete MSO-Logik für Bäume, die wir hier verwenden, ist analog zu der
in [14, 17] verwendeten MSO-Logik für Wörter definiert. Sie ist eine Kombination
aus der Idee von Bollig und Gastin [3] und der gewichteten MSO-Logik (vgl. [19])
für Bäume mit Gewichten aus einem Semiring, wobei wir die Gewichte aus dem
Baumbewertungsmonoid wählen. In der gewichteten MSO-Logik für Bäume mit Ge-
wichten aus einem Semiring ist die Semantik der Konjunktion bzw. des Allquantors
mittels des Monoidprodukts definiert. Wir nutzen für die Semantik der Konjunktion
ein neues Produkt, welches weder assoziativ noch distributiv über der Baumbewer-
tungsoperation sein muss. Für die Semantik des Allquantors nutzen wir die Baum-
bewertungsfunktion.
Unser Hauptresultat beschreibt die Beziehung zwischen den von uns definierten
Automaten und der von uns definierten Logik. Analog zu [17] betrachten wir drei
Fragmente dieser Logik. In allen Fragmenten beschränken wir die Nutzung des All-
quantors, da dies schon in der gewichteten MSO-Logik über Semiringen notwendig
ist. Ein erklärendes Beispiel hierfür findet sich in [19] (vor Definition 4.8) bzw. [13]
(Beispiel 3.4). Der Unterschied der Fragmente liegt in der Verwendung der Kon-
junktion. Sie wird in allen drei Fragmenten syntaktisch beschränkt. In zwei neuen
Beispielen werden wir die Notwendigkeit einer Einschränkung erklären. Abhängig
von einigen Annahmen über das zu Grunde liegende Baumbewertungsmonoid zeigen
wir, dass die Fragmente und unsere gewichteten Automaten die gleiche Ausdrucks-
stärke besitzen, siehe Satz 4.1. Dabei folgen wir der Vorgehensweise von Droste und
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Meinecke [17]. Nur der Fall der Konjunktion lässt sich nicht einfach auf Bäumen
erweitern, da hierbei die Äquivalenz zwischen der Klasse der durch einen Wortau-
tomaten erkennbaren Wortsprachen und der Klasse der durch einen deterministi-
schen, initialnormalisierten Wortautomaten erkennbaren Wortsprachen verwendet
wird. Baumautomaten sind allerdings nicht deterministisch normalisierbar. In den
Beweisen zu Satz 4.9 und Satz 4.11 umgehen wir dieses Problem.
Wie in [17] benötigen wir nicht in allen Resultaten die Assoziativität, die Distri-
butivität über die Monoidsumme bzw. die Kommutativität des Monoidprodukts.
In [1,18,24,27,29] sind all diese Eigenschaften Bestandteil des Baumautomatenmo-
dells. Wir führen also eine neue Klasse von gewichteten Baumautomaten ein.
In Korollar 5.1 und Korollar 5.2 zeigen wir, dass unser Hauptresultat eine Verall-
gemeinerung der Hauptresultate aus [13, 19] ist. Abschließend untersuchen wir die
Beziehung zwischen unserem Hauptresultat und dem entsprechenden Hauptresultat
von Droste und Meinecke [17].
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Diesem Kapitel stellt eine Einführung in die Notationen, die wir in dieser Arbeit
verwenden werden, dar. Es werden Bäume, Baumautomaten und die MSO-Logik
über Bäumen vorgestellt, sowie deren Beziehung zueinander. Hierbei werden wir wie
Droste und Vogler in [19] vorgehen. Für einen allgemeinen Überblick über Bäume
und Baumautomaten empfiehlt es sich [10] zu lesen.
2.1 Rangalphabete, Bäume und Baumsprachen
Mit N bezeichnen wir die Menge der positiven, ganzen Zahlen und mit N0 die Menge
der positiven, ganzen Zahlen einschließlich der Null.
Definition 2.1. Ein Rangalphabet ist ein Paar (Σ, rkΣ), wobei Σ ein Alphabet, d.h.
eine endliche, nichtleere Menge ist und rkΣ : Σ → N0 eine Abbildung, die jedem
Symbol aus Σ seinen Rang zuordnet. Für m ∈ N0 bezeichnen wir mit Σ(m) die
Menge aller Symbole aus Σ deren Rang gleich m ist.
Im Folgenden werden wir Σ mit (Σ, rkΣ) identifizieren, wenn der Rang beliebig oder
aus dem Kontext ersichtlich ist.
Den maximalen Rang eines Rangalphabetes definieren wir als
maxΣ := max{rkΣ(a) | a ∈ Σ}.
Beispiel 2.2. Das Paar (Σ, rkΣ) mit Σ = {a, b, c} und rkΣ(a) = 1, rkΣ(b) = 2 und
rkΣ(c) = 0 ist ein ein Rangalphabet. Kurz schreiben wir dafür Σ = {a(1), b(2), c(0)}.
Als Nächstes wollen wir Bäume definieren. Hierbei werden wir jedoch von der Defini-
tion in [19] abweichen und wie in [26] vorgehen. Wir werden zunächst Baumbereiche
einführen. Diese dienen als „Grundgerüst“ für die Bäume, welche in Form einer Be-
schriftung der Knoten des Baumbereichs entstehen. Im Folgenden werden wir N∗ als
Knotenmenge betrachten. Wir nennen ε auch Wurzel und u′ ∈ N∗ Vorgänger (bzw.
Nachfolger) von u ∈ N∗, wenn es ein w ∈ N∗ mit u′ = u.w (bzw. u = u′.w) gibt. Ist
w ∈ N, so heißt u′ auch direkter Vorgänger (bzw. direkter Nachfolger) von u. Ein
u ∈ N, welches keinen Vorgänger besitzt, heißt Blattknoten.
Definition 2.3. Ein Baumbereich B ist eine nichtleere Teilmenge von N∗, die fol-
gende Bedingung erfüllt:
∀u ∈ N∗, i ∈ N : u.i ∈ B ⇒ u, u.1, . . . , u.(i− 1) ∈ B.
Definition 2.4. Sei M eine beliebige Menge.
Ein Baum über M ist eine Abbildung t : B →M , wobei B ein Baumbereich ist.
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Wir setzen dom(t) := B. Wir bezeichnen ein u ∈ dom(t) auch als Position von t
und somit ist dom(t) die Menge aller Positionen des Baums t. Außerdem nennen
wir t(u) ∈M Label oder Beschriftung von t an der Position u ∈ dom(t). Die Menge
aller Labels eines Baums t ist der Bildbereich im(t).
Mit TM bezeichnen wir die Menge aller Bäume über M .
Nun sei (Σ, rkΣ) ein beliebiges Rangalphabet.
Ein Baum t über (Σ, rkΣ) ist ein Baum über Σ, für den die folgende zusätzliche
Bedingung erfüllt sein muss:
Für alle u ∈ dom(t) sei V (u) := {u.i | i ≥ 1, u.i ∈ dom(t)} die Menge aller direkten
Vorgänger von u und sei |V (u)| = k für ein k ∈ N0, so ist t(u) ∈ Σ(k).
Die Menge aller Bäume über (Σ, rkΣ) heißt T(Σ).
Eine Baumsprache ist eine Teilmenge von T(Σ).
Beispiel 2.5. Wir betrachten den Baumbereich B = {ε, 1, 2, 2.1, 2.1.1, 2.2} und das
Rangalphabet Σ aus Beispiel 2.2.
Die Abbildung t : B → Σ mit t(ε) = t(2) = b, t(1) = t(2.1.1) = t(2.2) = c und
t(2.1) = a ist ein Baum aus T(Σ).
Die Abbildung t′ : B → Σ mit t(ε) = t′(2) = t′(1) = t′(2.1.1) = t′(2.2) = t′(2.1) = a
ist kein Baum aus T(Σ), aber einer aus TΣ.












In diesem Abschnitt werden wir Baumautomaten einführen und einen kurzen Über-
blick über sie geben. Unsere Baumautomaten sind endliche Bottom-Up-Baumauto-
maten, wie sie in [19] vorgestellt werden.
Im Folgenden sei Σ ein beliebiges Rangalphabet und a, b, c, ... bezeichnen Elemente
aus Σ.
Definition 2.6. Ein Baumautomat ist ein Quadrupel A = (Q,Σ, δ, F ), wobei
• Q eine endliche Zustandsmenge,
• Σ ein Rangalphabet,
8
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• δ = (δa)a∈Σ eine Familie von Transitionsfunktionen der Form δa : Qm → 2Q
für m ∈ N0 und a ∈ Σ(m) und
• F ⊆ Q eine Menge von Finalzuständen ist.
Ein Baumautomat heißt deterministisch, wenn für alle m ≥ 0, a ∈ Σ(m) und
q1, . . . , qm ∈ Q gilt, dass |δa(q1, . . . , qm)| = 1 ist. In diesem Fall identifizieren wir
δa(q1, . . . , qm) mit seinem Element.
Das Verhalten eines Baumautomaten A ist wie folgt definiert:
Ein Lauf von A auf t ∈ T(Σ) ist eine Abbildung r : dom(t) → Q. Ein Lauf r auf t
heißt gültig, wenn für alle u ∈ dom(t) und t(u) = a ∈ Σ(m) (für ein m ∈ N0) gilt,
dass r(u) ∈ δa(r(u.1), . . . , r(u.m)) ist. D.h. r ist gültig, wenn für jede Position u von
t das Ergebnis der Anwendung der nichtdeterministischen Transitionsfunktion des
Labels von t an u auf die Zustände, die den Vorgängern von u durch r zugewiesen
worden, gleich dem Zustand r(u) sein kann.
Ein gültiger Lauf r von A auf t heißt erfolgreich, wenn r(ε) ∈ F ist. Mit succ(A, t)
bezeichnen wir die Menge aller erfolgreichen Läufe von A auf t.
Definition 2.7. Sei A = (Q,Σ, δ, F ) ein Baumautomat.
Ein Baum t wird von A erkannt, wenn es einen erfolgreichen Lauf r von A auf t
gibt. Dann ist die von A erkannte Baumsprache definiert als
L(A) := {t ∈ T(Σ) | succ(A, t) 6= ∅}.
Sei L eine Baumsprache über Σ. Gibt es einen Baumautomaten A mit L = L(A),
so heißt L erkennbar.
Beispiel 2.8. T(Σ) ist erkennbar.
Sei A = ({q},Σ, δ, {q}) der Baumautomat mit δ = (δa)a∈Σ und δa(q, . . . , q) = q für
alle a ∈ Σ(m) (m ≥ 0).
Für jeden Baum t ∈ T(Σ) ist r : dom(t) → {q} ein erfolgreicher Lauf von A auf t.
Also gilt L(A) = T(Σ).
Proposition 2.9. ( [10, Theorem 1.1.9]) Für jeden Baumautomaten A existiert ein
deterministischer endlicher Baumautomat A′ mit L(A′) = L(A).
Beweis. (Potenzmengenkonstruktion)
Sei A = (Q,Σ, δ, F ). Dann ist A′ = (Q′,Σ, δ′, F ′) wie folgt definiert:
• Q′ := 2Q ( und ist endlich, da Q endlich ist),
• F ′ := {U ⊆ Q | U ∩ F 6= ∅} und
• für alle m ≥ 0 und a ∈ Σ(m), U1, . . . , Um ⊆ Q ist:
δ′a(U1, . . . , Um) := {q ∈ Q | ∃q1 ∈ U1, . . . , qm ∈ Um : q ∈ δa(q1, . . . , qm)}.
Der Baumautomat A′ ist deterministisch.
Außerdem ist einfach zu zeigen, dass L(A) = L(A′) ist.
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Proposition 2.10. ( [10, Kapitel 1.3]) Die Klasse der erkennbaren Baumsprachen
ist abgeschlossen unter den booleschen Operatoren (Vereinigung, Schnitt, Komple-
ment).
2.3 MSO-Logik für Bäume
Sei V1 bzw. V2 eine abzählbare, unendliche Menge von Variablen der 1. bzw. 2.
Ordnung und V := V1 ∪ V2. Kleinbuchstaben, wie x, y, . . . , stehen für Variablen 1.
Ordnung (Elementvariablen) und Großbuchstaben, zum Beispiel X, Y, . . . für Va-
riablen 2. Ordnung (Mengenvariablen).
Die Syntax der MSO-Logik über dem Rangalphabet Σ für Bäume ist definiert durch
folgende Grammatik in BNF:
α ::= labela(x) | edgei(x, y) | x ∈ X
ϕ ::= α | ϕ ∨ ϕ | ϕ ∧ ϕ | ¬ϕ | ∃xϕ | ∀xϕ | ∃Xϕ | ∀Xϕ
mit a ∈ Σ, 1 ≤ i ≤ maxΣ, x, y ∈ V1 und X ∈ V2.
Die Formeln α heißen atomare Formeln und die Formeln ϕ MSO-Formeln.
Eine Variable, die in ϕ vorkommt, heißt frei, wenn sie nicht im Wirkungsbereich
eines Quantors steht. Mit Free(ϕ) bezeichnen wir die Menge aller freien Variablen
von ϕ. Enthält eine MSO-Formel ϕ keine freien Variablen, so heißt sie MSO-Satz.
Nun wollen wir die Semantik der MSO-Logik definieren.
Sei ϕ eine MSO-Formel, V eine endliche Variablenmenge mit Free(ϕ) ⊆ V und
t ∈ T(Σ). Eine (V , t)-Zuweisung ist eine Abbildung σ : V → dom(t) ∪ 2dom(t), die
jeder Variablen 1. Ordnung ein Element aus dom(t) und jeder Variablen 2. Ordnung
eine Teilmenge von dom(t) zuordnet.
Nun können wir die Semantik einer MSO-Formel definieren. Allerdings ist es für
spätere Beweise nützlich, erweiterte Alphabete einzuführen.
Das erweiterte Rangalphabet ΣV ist definiert als ΣV := (Σ × {0, 1}V , rk) mit
rk((a, f)) = rk(a) für alle a ∈ Σ und alle Abbildungen f ∈ {0, 1}V .
Wir bezeichnen mit (a, f)1 = a die erste Komponente und mit (a, f)2 = f die zweite
Komponente des Tupels (a, f). Ein Baum s ∈ T(ΣV ) ist genau dann gültig, wenn es
für alle Elementvariablen x ∈ V genau eine Position u ∈ dom(s) mit s(u)2(x) = 1
gibt. Die Menge aller gültigen ΣV-Bäume bezeichnen wir mit T v(ΣV ).
Sei t ∈ T(Σ) und σ eine (V , t)-Zuweisung. Ein gültiger Baum s ∈ T(ΣV ) und das Paar
(t, σ) korrespondieren, wenn s aus t entsteht (d.h. dom(s) = dom(t)), indem an jede
Position u von s das Tupel (t(u), fu) eingesetzt wird, wobei fu ∈ {0, 1}V wie folgt
definiert ist:
∀x ∈ V1, X ∈ V2 : (fu(x) = 1⇔ u = σ(x)) ∧ (fu(X) = 1⇔ u ∈ σ(X)).
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Im Folgenden werden wir s und (t, σ) identifizieren.
Sei s = (t, σ) ∈ T(ΣV ), u ∈ dom(s) und x eine Elementvariable.
Die Aktualisierung s[x→ u] ∈ T(ΣV∪{x}) ist definiert als:
s[x→ u] = (t, σ[x→ u]) = (t, σ′) mit σ′|V\{x} = σ|V\{x} und σ′(x) = u.
Die Aktualisierung s[X → I] ∈ T(ΣV∪{X}) für eine Mengenvariable X und eine Teil-
menge I von dom(s) ist analog definiert:
s[X → I] = (t, σ[X → I]) = (t, σ′) mit σ′|V\{X} = σ|V\{X} und σ′(X) = I.
Offensichtlich sind s[x→ u] und s[X → I] gültig, wenn s gültig ist.
Sei ϕ eine MSO-Formel und V eine Variablenmenge, so dass Free(ϕ) ⊆ V ist. Die
Relation „Ein gültiger ΣV-Baum s = (t, σ) erfüllt ϕ“, geschrieben (t, σ) |= ϕ, ist
induktiv über den Aufbau von ϕ definiert:
(t, σ) |= labela(x) :⇔ t(σ(x)) = a (a ∈ Σ)
(t, σ) |= edgei(x, y) :⇔ σ(y) = σ(x).i (1 ≤ i ≤ maxΣ)
(t, σ) |= x ∈ X :⇔ σ(x) ∈ σ(X)
(t, σ) |= ϕ1 ∨ ϕ2 :⇔ (t, σ) |= ϕ1 oder (t, σ) |= ϕ2
(t, σ) |= ϕ1 ∧ ϕ2 :⇔ (t, σ) |= ϕ1 und (t, σ) |= ϕ2
(t, σ) |= ¬ϕ1 :⇔ nicht: (t, σ) |= ϕ1
(t, σ) |= ∃xϕ1 :⇔ existiert u ∈ dom(t) : (t, σ[x→ u]) |= ϕ1
(t, σ) |= ∃Xϕ1 :⇔ existiert I ⊆ dom(t) : (t, σ[X → I]) |= ϕ1
(t, σ) |= ∀xϕ1 :⇔ für alle u ∈ dom(t) : (t, σ[x→ u]) |= ϕ1
(t, σ) |= ∀Xϕ1 :⇔ für alle I ⊆ dom(t) : (t, σ[X → I]) |= ϕ1
Definition 2.11. Sei ϕ eine MSO-Formel, V eine Variablenmenge mit Free(ϕ) ⊆ V .
Die von ϕ erzeugte Baumsprache ist definiert als:
LV(ϕ) := {(t, σ) ∈ T(ΣV ) | (t, σ) ist gültig und (t, σ) |= ϕ}.
Für LFree(ϕ)(ϕ) schreiben wir auch L(ϕ).
2.4 Verallgemeinerung des Büchi-Resultats für
Bäume
In [5, 12] wird der Satz von Büchi für Wörter vorgestellt. Dieser Satz wurde von
Thatcher und Wright in [30] für Bäume erweitert.
Satz 2.12. ( [30, Theorem 14 und 17]) Sei Σ ein Rangalphabet.
• Sei L ⊆ T(Σ) erkennbar, dann existiert ein MSO-Satz ϕ mit L(ϕ) = L.
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• Sei ϕ eine MSO-Formel und V eine beliebige, endliche Variablenmenge mit
Free(ϕ) ⊆ V. Dann ist LV(ϕ) erkennbar über ΣV .
Beispiel 2.13. Sei V eine beliebige, endliche Variablenmenge.
Wir zeigen, dass T v(ΣV ) erkennbar ist.
Für alle Element-Variablen x ∈ V sei
Lx := {s ∈ T(ΣV ) | es existiert genau ein u ∈ dom(s) mit s(u)2(x) = 1}. Dann ist




Da die Klasse der erkennbaren Baumsprachen unter Schnitt abgeschlossen ist (siehe
Satz 2.10), ist T v(ΣV ) erkennbar, wenn für alle Element-Variablen x ∈ V die Baum-
sprache Lx erkennbar ist.
Sei x ∈ V eine beliebige Element-Variable und Ax = (Qx,ΣV , δx, Fx) der Baumau-





qx wenn f(x) = 1,
qxF wenn f(x) = 0
für alle (a(0), f) ∈ ΣV , bzw.
δx
(a(n),f)
(q1, . . . , qn) =

qx wenn f(x) = 0 und q1 = . . . = qn = qx,
qxF
wenn f(x) = 1 und q1 = . . . = qn = qx
oder
wenn f(x) = 0 und qi = qxF für genau ein i = 1, . . . , n
für alle (a(n), f) ∈ ΣV , q1, . . . , qn ∈ Qx und n ≥ 1 ist.
Sei nun s ∈ Lx. Dann existiert genau ein u ∈ dom(s) mit s(u)2(x) = 1.
Sei r der Lauf von Ax auf s, der diesem u und allen Nachfolgern von u den Zustand
qxF und allen anderen Positionen von s den Zustand qx zuordnet. Dann ist r ein
erfolgreicher Lauf von Ax. Also ist s ∈ L(Ax).
Ist s /∈ Lx, so gibt es entweder keine Position u von s mit s(u)2(x) = 1 oder es gibt
mindestens zwei solcher Positionen.
Gibt es keine solche Position, so ist jeder Lauf r, der mindestens einer Blattposition
von u von s den Zustand qxF zuordnet, nicht gültig. Also muss allen Blattpositio-
nen der Zustand qx zugeordnet werden. Auf Grund der Definition von δ ist es nun
unmöglich den Endzustand zu erreichen. Folglich ist s /∈ L(Ax).
Angenommen, es gibt zwei oder mehr Positionen von s, an denen der Variablen x
der Wert 1 zugeordnet wird und seien u und u′ zwei dieser Positionen. O.B.d.A.
können wir annehmen, dass u keinen Vorgänger u′′ mit s(u′′)2(x) = 1 hat. Dann ist
jeder Lauf r mit r(u) 6= qxF offensichtlich nicht gültig. Also muss r(u) = qxF sein,
damit r gültig sein kann. Nehmen wir nun weiter an, dass u′ und u auf einem Pfad
liegen und dass der einzige Vorgänger von u′, an dem der Variablen x der Wert 1
zugewiesen wird, u ist. Dann ist δs(u′)(n)(r(u′.1), . . . , r(u′.n)) = ∅, da s(u′)2(x) = 1
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und r(u′.i) = qxF für u′.i = u.w mit w ∈ N∗ und 1 ≤ i ≤ n sein muss (da r(u) = qxF
ist und sonst r kein gültiger Lauf wäre). Liegen u′ und u nicht auf einem Pfad kön-
nen wir o.B.d.A. annehmen, dass auch u′ keinen Vorgänger u′′ mit s(u′′)2(x) = 1
hat. Also muss auch r(u′) = qxF sein, damit r gültig sein kann. Nun sei u′′ der erste
gemeinsame Nachfolger von u und u′. Dann ist δs(u′′)(n)(r(u′′.1), . . . , r(u′′.n)) = ∅, da
zwei der r(u′′.i) gleich qxF sein müssen, damit r weiterhin gültig bleibt. D.h. s kann
nicht aus L(Ax) sein.
Wir haben gezeigt, dass Lx = L(Ax) ist. Somit ist die Behauptung bewiesen.
Der Beweis, dass T v(ΣV ) erkennbar ist, lässt sich auch mit Hilfe des vorherigen Satzes
führen.
Sei ϕ = ∃x∃X¬(x ∈ X ∧ ¬(x ∈ X)) eine MSO-Formel. Offensichtlich erfüllen alle
(t, σ) ∈ T(ΣV ) die Formel ϕ. Also ist:
LV(ϕ) = {(t, σ) ∈ T(ΣV ) | (t, σ) ist gültig und (t, σ) |= ϕ}
= {(t, σ) ∈ T(ΣV ) | (t, σ) ist gültig}
= T v(ΣV )
und nach Satz 2.12 erkennbar.
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3 Wichtung von Bäumen
Bis jetzt haben wir Baumautomaten und die MSO-Logik auf Bäumen betrachtet.
Beide Konstrukte bieten uns die Möglichkeit, bestimmte Teilmengen von T(Σ) zu
charakterisieren. Nun möchten wir die Transitionen eines Baumautomaten wichten
und das Verhalten dieser so entstandenen gewichteten Baumautomaten angeben.
Dazu führen wir eine algebraische Struktur für die Gewichte ein. Anschließend be-
trachten wir eine Logik, deren Semantik Bäume wichtet. Wir gehen analog zu Droste
und Meinecke [17] vor.
Sei im Folgenden Σ ein beliebiges Rangalphabet.
3.1 Baumbewertungsmonoide
In [17] werden Bewertungsmonoide und gewichtete Automaten darüber eingeführt.
Die gewichteten Automaten weisen jedem Wort einen Wert aus dem Bewertungsmo-
noid zu. Da wir gewichtete Baumautomaten betrachten wollen, brauchen wir eine
neue Bewertungsstruktur.
Definition 3.1. Ein Baumbewertungsmonoid (kurz BB-Monoid) ist ein Quadrupel
(D,+,Val, 0) für das gilt:
• (D,+, 0) ist ein kommutatives Monoid,
• Val : TD → D ist eine Bewertungsfunktion,
• Val(d) = d für alle d ∈ D,
• Val(t) = 0 für alle t ∈ TD mit 0 ∈ im(t).
Die binäre Verknüpfung + soll verwendet werden, um mit dem eventuellen Nichtde-
terminismus der gewichteten Automaten umzugehen. Die Bewertungsfunktion Val
soll die Gewichte, die den Positionen eines Laufs zugeordnet werden, zusammenfas-
sen.
Beispiel 3.2.





für alle t ∈ T(Σ) ein BB-Monoid.
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für alle t ∈ T(Σ) sind BB-Monoide.
3. (N0,+,Vallg+, 0) bzw. (N0,+,Vallg ·, 0) mit
Vallg+(t) =
{∑





u∈Plg t(u) wenn 0 /∈ im(t),
0 sonst
für alle t ∈ T(Σ), wobei Plg der längste Pfad von der Wurzel von t zu einem
Blattknoten von t ist (gibt es mehrere, so wird der am weitesten links im Baum
liegende Pfad gewählt), sind BB-Monoide.
4. (Q+0 ,+,GWurzel, 0) mit GWurzel(t) =
{
t(ε) wenn 0 /∈ im(t),
0 sonst
ist ein BB-Monoid.
3.2 Gewichtete Baumautomaten und Baumreihen
Sei (D,+,Val, 0) ein beliebiges BB-Monoid.
Definition 3.3. Ein gewichteter Baumautomat M über D ist ein Quadrupel
(Q,Σ, µ, F ), wobei:
• Q eine endliche Zustandsmenge,
• Σ ein Rangalphabet,
• µ = (µm)m≥0 eine Familie von Abbildungen µm : Σ(m) → DQ
m×Q und
• F ⊆ Q eine Menge von Finalzuständen ist.
Das Verhalten eines gewichteten Baumautomaten M = (Q,Σ, µ, F ) ist folgender-
maßen definiert:
Ein Lauf von M auf t ∈ T(Σ) ist eine Abbildung r : dom(t) → Q. Für alle Posi-
tionen u von t mit Label t(u) ∈ Σ(m) (für ein m ≥ 0) heißt µm(t(u))r(u.1)...r(u.m).r(u)
Gewicht von einem Lauf r und Baum t an Position u. Mit γM(t, r) bezeichnen wir
den Baum, der aus t entsteht, indem an jeder Position das Gewicht von r und t an
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selbiger einsetzt wird. D.h. γ(t, r) := tD ∈ TD mit dom(tD) = dom(t) und für alle
u ∈ dom(tD) ist tD(u) = µm(t(u)(m))r(u.1)...r(u.m).r(u). Wir bezeichnen einen Lauf r
von t als gültig, wenn für alle u ∈ dom(t) gilt, dass µm(t(u)(m))r(u.1)...r(u.m).r(u) 6= 0
ist.
Das Gewicht von r und t ist definiert als Val(γM(t, r)). Ist r(ε) ∈ F , so heißt r
erfolgreich. Mit succ(M, t) bezeichnen wir die Menge aller erfolgreichen Läufe von
M auf t.






für alle t ∈ T(Σ).
Wenn es keinen erfolgreichen Lauf von t gibt, ist also ‖M‖(t) = 0.
Ein gewichteter Baumautomat charakterisiert somit eine Abbildung von T(Σ) nach
D. Wir interessieren uns nun für alle solche Abbildungen, die durch einen gewichte-
ten Baumautomaten charakterisiert werden können.
Definition 3.5. Eine Baumreihe über D und Σ ist eine Funktion S : T(Σ) → D .
Eine Baumreihe S heißt erkennbar, wenn es einen gewichteten BaumautomatenM
mit ‖M‖ = S gibt.
Beispiel 3.6. Sei Σ ein beliebiges Rangalphabet, (Q ∪ {∞,−∞},max, avg,−∞)
das BB-Monoid aus Beispiel 3.2. Dann ist M = ({q},Σ, µ, {q}) mit µ = (µm)m≥0
und µ0(a)ε.q = 1 für alle a ∈ Σ(0) und µm(b)q...q.q = 0 für alle b ∈ Σ(m) und m ≥ 1
ein gewichteter Baumautomat über diesem BB-Monoid.
Für jeden Baum t gibt es genau einen gültigen und erfolgreichen Lauf r′, der jeder
Position von t den Zustand q zuordnet, also ist
‖M‖(t) = max
r∈succ(M,t)
(avg(γ(t, r))) = avg(γ(t, r′)) = avg(tD)





1 wenn m = 0,
0 wenn m 6= 0
=
{
1 wenn u Blattknoten ist,
0 sonst







u ist Blattknoten 1
| dom(t)|
=
„Anzahl Blattknoten von t“
„Anzahl Knoten von t“
.
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Also ordnetM jedem t ∈ T(Σ) das Verhältnis zwischen der Anzahl der Blattknoten
von t zu der Gesamtknotenanzahl von t zu.
3.3 Produkt-Baumbewertungsmonoide
In diesem Kapitel werden wir uns mit der algebraischen Struktur beschäftigen, die
wir der gewichteten MSO-Logik zu Grunde legen wollen. Auch die Semantik der
Formeln der gewichteten MSO-Logik soll Bäume mit Werten aus dem Bewertungs-
monoid D wichten. Da das logische Oder und der Existenzquantor die Möglichkeit
für Nichtdeterminismus bilden, ist es naheliegend deren Semantik mittels der binären
Verknüpfung + zu definieren. Die Semantik des Allquantors kann mittels der Bewer-
tungsfunktion Val definiert werden. Weiterhin können wir den Wahrheitswert „false“
durch den ausgezeichneten Wert 0 ∈ D beschreiben. Allerdings lassen sich weder
die Semantik der logischen Konjunktion noch der Wahrheitswert „true“ mit den zur
Verfügung stehenden Mitteln definieren. Wir werden also die Bewertungsmonoide
erweitern.
Definition 3.7. Ein Produkt-Baumbewertungsmonoid (kurz PBB-Monoid) ist ein
6-Tupel (D,+,Val, , 0, 1) für das gilt:
• (D,+,Val, 0) ist ein Baumbewertungsmonoid,
•  : D2 → D ist eine binäre Verknüpfung,
• 1 ∈ D,
• Val(tD) = 1 für alle tD ∈ TD mit im(t) = {1} und
• 0  d = d  0 = 0 bzw. 1  d = d  1 = d für alle d ∈ D.
Zu beachten ist, dass die Verknüpfung  im Allgemeinen weder kommutativ noch
assoziativ ist. Ihre Einschränkung auf {0, 1} besitzt jedoch beide Eigenschaften.
Jetzt können wir die Semantik der logischen Konjunktion mittels der Verknüpfung
 und den Wahrheitswert „true“ durch 1 beschreiben.
Beschäftigen wir uns nun mit einigen wichtigen Eigenschaften von PBB-Monoiden.
Ein PBB-Monoiden (D,+,Val, , 0, 1) heißt:
• links--distributiv bzw. rechts--distributiv, wenn d(d1+d2) = (dd1)+(dd2)
bzw. (d1 + d2)  d = (d1  d) + (d2  d) für alle d, d1, d2 ∈ D ist,
• -distributiv, wenn es rechts- und links--distributiv ist,
• assoziativ, wenn  assoziativ ist,
• links-multiplikativ, wenn für alle d ∈ D und t, t′ ∈ TD mit dom(t) = dom(t′),
t′(ε) = d  t(ε) und t′(u) = t(u) für alle u ∈ dom(t) \ {ε} gilt:
d  Val(t) = Val(t′),
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• links-Val-distributiv, wenn für alle d ∈ D und t, t′ ∈ TD mit dom(t) = dom(t′)
und t′(u) = d  t(u) für alle u ∈ dom(t) gilt:
d  Val(t) = Val(t′),
• links-distributiv, wenn es links--distributiv und zusätzlich links-multiplikativ
oder links-Val-distributiv ist.
Seien d1, d2 ∈ D und es gilt d1d2 = d2d1, so sagen wir d1 und d2 kommutieren. Zwei
Teilmengen D1 und D2 von D kommutieren, wenn für alle d1 ∈ D1, d2 ∈ D2 gilt,
dass d1 und d2 kommutieren. Wir nennen D bedingt kommutativ, wenn für alle zwei
Bäume t, t′ ∈ TD mit dom(t) = dom(t′) und für die im(t) und im(t′) kommutieren
gilt, dass
Val(t)  Val(t′) = Val(t′′)
für t′′ ∈ TD mit dom(t′′) = dom(t) und t′′(u) = t(u)  t′(u) für alle u ∈ dom(t′′) ist.
Bei der Definition von „bedingt kommutativ“ sind wir nicht ganz analog zu [17]
vorgegangen. In [17] wird nur gefordert, dass für zwei Sequenzen (d1, . . . , dn) und
(d′1, . . . , d
′
n) die Werte di und d′j für alle 1 ≤ i < j ≤ n kommutieren. Solch eine
Einschränkung macht in unserem Fall wenig Sinn, da in Bäumen nicht zwingend
eine lineare Anordnung der Werte vorliegt.
Sei D ein -distributives und assoziatives PBB-Monoid. Dann ist (D,+, , 0, 1) ein
Semiring. In diesem Fall nennen wir D Baumbewertungssemiring. Ist ein Baum-
bewertungssemiring zusätzlich links-multiplikativ oder links-Val-distributiv, sowie
bedingt kommutativ, heißt er bk-Baumbewertungssemiring. Offensichtlich ist jeder
bk-Baumbewertungssemiring links-distributiv.
Ein d ∈ D heißt regulär, falls für jedes Rangalphabet Σ ein gewichteter Baum-
automat Md existiert, so dass ‖Md‖(t) = d für alle t ∈ T(Σ). Ein BB-Monoid
(D,+, V al, 0) heißt regulär, wenn jedes d ∈ D regulär ist und ein PBB-Monoid
heißt regulär, wenn das zu Grunde liegende BB-Monoid regulär ist.
Lemma 3.8. Das PBB-Monoid D sei links-multiplikativ oder links-Val-distributiv.
Dann ist D auch regulär.
Beweis. Sei Rangalphabet Σ und d ∈ D beliebig.
Wir wollen zeigen, dass d regulär ist.
• Angenommen, D ist links-multiplikativ.
Wir definieren den gewichteten Baumautomaten Md = ({q, qF},Σ, µ, {qF})
mit µ = (µm)m≥0 und
µm(a)q1...qm.qm+1 =

d wenn q1 = · · · = qm = q, qm+1 = qF ,
1 wenn q1 = · · · = qm = qm+1 = q,
0 sonst
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für alle m ≥ 0, a ∈ Σ(m) und q1, . . . , qm, qm+1 ∈ {q, qF}.
Offensichtlich gibt es für jedes t ∈ T(Σ) genau einen gültigen und erfolgreichen
Lauf r′, der jeder Position von t, außer ε, den Zustand q zuordnet und für den




V al(γMd(t, r)) = V al(γMd(t, r
′)) = V al(tD)
für tD ∈ TD mit dom(tD) = dom(t) und tD(u) = µm(t(u))q...q.q = 1 für alle
u ∈ dom(tD) \ {ε}, t(u) ∈ Σ(m) für ein m ≥ 0 bzw. tD(ε) = µn(t(ε))q...q.qF = d
für t(ε) ∈ Σ(n) für ein n ≥ 0. Auf Grund der links-Multiplizität von D ist somit
V al(tD) = d  V al(t′D), wobei t′D der Baum über D ist, der aus tD entsteht, in
dem an jede Position eine 1 eingesetzt wird.
Folglich ist ‖Md‖(t) = d  V al(t′d) = d  1 = d.
• Angenommen, D ist links-Val-distributiv.
Wir zeigen, dass der gewichtete BaumautomatMd = ({q},Σ, µ, {q}) mit
µ = (µm)m≥0 und den Abbildungen µm : Σ(m) → {d}Q
m×Q jedem t ∈ T(Σ) den
Wert d zuordnet.
Sei t ∈ T(Σ) beliebig und r′ der Lauf vonM auf t, der jeder Position von t den
Zustand q zuordnet. Dann ist r′ der einzige, erfolgreiche und gültige Lauf von
M auf t. Also ist:
‖Md‖(t) = V al(γMd(t, r′)) = V al(tD)
für tD ∈ TD mit dom(tD) = dom(t) und td(u) = µm(t(u))q...q.q = d für alle
u ∈ dom(tD) mit t(u) ∈ Σ(m) für ein m ≥ 0. Da D links-Val-distributiv ist, ist
V al(tD) = d  1 = d.
Beispiel 3.9.
1. Sei (S,+, ·, 0, 1) ein Semiring und (S,+,Val, 0) das BB-Monoid aus Bei-
spiel 3.2.1. Dann ist (S,+,Val, ·, 0, 1) ein links-multiplikativer, bedingt kom-
mutativer Baumbewertungssemiring, also ein bk-Baumbewertungssemiring.
2. Nicht jedes reguläre PBB-Monoid ist auch links-distributiv.
Betrachten wir das PBB-Monoid (Q ∪ {∞,−∞},max, avg,min,−∞,∞) mit
avg definiert wie in Beispiel 3.2.2. Sei d ∈ Z ∪ {∞,−∞} beliebig. Dann er-
kennt der in Lemma 3.8 „Fall: D ist links-Val-distributiv“ definierte gewichtete
Baumautomat wegen der Definition von Val=avg die Baumreihe, die jedem
t ∈ T(Σ) den Wert d zuordnet. Also ist das PBB-Monoid regulär.
Außerdem ist dieses PBB-Monoid -distributiv, aber weder links-multiplikativ
noch links-Val-distributiv, also ist es auch nicht links-distributiv. Zusätzlich
ist es assoziativ und nicht bedingt kommutativ. Wählen wir anstatt von min
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wie in [17] die Operation + und somit als neue 1 die 0, dann ist das entste-
hende PBB-Monoid assoziativ, -distributiv, links-Val-distributiv und bedingt
kommutativ, also ein bk-Baumbewertungssemiring.
3. Das BB-Monoid (N0,+,Vallg+, 0) aus Beispiel 3.2.3 ist nicht regulär.
Angenommen das BB-Monoid wäre regulär und M der gewichtete Baumau-
tomat, der jedem t ∈ T(Σ) für ein beliebiges Rangalphabet Σ den Wert 2
zuordnet. Sei Σ = {a(0), b(1)} und t = b(b(a)) ∈ T(Σ). Der längste und einzige
Pfad von der Wurzel von t bis zu einen Blattknoten von t enhält 3 Positio-
nen. Sei weiter r ein gültiger und erfolgreicher Pfad von M auf t. Dann ist
Vallg+(γM(t, r)) =
∑
u∈Plg γM(t, r)(u) ≥ 3.
Also ist 2 nicht regulär, und somit ist auch (N0,+,Vallg+, 0) nicht regulär.
Das BB-Monoid (N0,+,Vallg ·, 0) aus Beispiel 3.2.3 ist regulär.
Denn für jedes d ∈ N0 erkennt der in Lemma 3.8 „Fall:D ist links-multiplikativ“
definierte gewichtete Baumautomat, wenn die 1 durch den Wert 1 ersetzt wird
und wegen der Definition von Vallg ·, die Baumreihe, die jedem t ∈ T(Σ) den
Wert d zuordnet.
Betrachten wir nun das PBB-Monoid (N0,+,Vallg ·, ,̂ 0, 1) mit (̂a, b) = ab und
a0 = 0a = 0 für alle a, b ∈ N0 und a1 = 1a = a für alle a ∈ N0. Dieses PBB-
Monoid besitzt bis auf die Regularität keine weitere der von uns eingeführten
Eigenschaften.
4. Sei div : Q+20 → Q+0 definiert durch div(a, b) = b÷ a für alle a, b ∈ Q+0 \ {0, 1}
und div(a, 0) = div(0, a) = 0, div(a, 1) = div(1, a) = a für alle a ∈ Q+0 .
Dann ist (Q+0 ,+,GWurzel, div, 0, 1) mit GWurzel definiert wie in Beispiel 3.2.4
ein links--distributives und PBB-Monoid, denn
div(a, (b+ c)) = (b+ c)÷ a = b÷ a+ c÷ a = div(a, b) + div(a, c)
für alle a, b, c ∈ Q+0 . Außerdem ist
div(d,GWurzel(t)) = div(d, t(ε)) = GWurzel(t
′)
mit dom(t′) = dom(t) und
t′(u) =
{
div(d, t(ε)) wenn u = ε,
t(u) sonst
bzw. t′(u) = div(d, t(u))
für alle u ∈ dom(t′), also ist es links-multiplikativ bzw. links-Val-distributiv
und somit links-distributiv. Allerdings ist dieses PBB-Monoid weder assozia-
tiv noch rechts--distributiv, also kein Baumbewertungssemiring, aber es ist
bedingt kommutativ.
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3.4 Gewichtete MSO-Logik für Bäume
Für diesen Abschnitt sei (D,+,Val, , 0, 1) ein PBB-Monoid und V1 bzw. V2 eine
abzählbare, unendliche Menge von Element- bzw. Mengenvariablen und V := V1∪V2.
Definition 3.10. Die Syntax der gewichteten MSO-Logik über D und Σ für Bäume
ist definiert durch folgende Grammatik in BNF:
β ::= labela(x) | edgei(x, y) | x ∈ X | ¬β | β ∧ β | ∀xβ | ∀Xβ
ϕ ::= d | β | ϕ ∨ ϕ | ϕ ∧ ϕ | ∃xϕ | ∀xϕ | ∃Xϕ
wobei d ∈ D, a ∈ Σ, 1 ≤ i ≤ maxΣ, x, y,X ∈ V und x, y sind Elementvariablen und
X ist eine Mengenvariable.
Die Formeln β heißen boolesche Formeln und die Formeln ϕ gewichtete MSO-
Formeln oder wMSO-Formeln. Zu beachten ist, dass die Negation und der Allquantor
2. Ordnung nur auf boolesche Formeln angewendet werden dürfen.
Nun wollen wir die Semantik der gewichteten MSO-Logik definieren. Die Mengen
Free(ϕ), ΣV , usw. sind wie in Abschnitt 2.3 definiert.
Definition 3.11. Die Semantik einer wMSO-Formel ϕ ist die Baumreihe [[ϕ]]V über
D und T(ΣV ), die jedem nicht gültigen s ∈ T(ΣV ) den Wert 0 zuordnet und für gültige
s wie folgt induktiv definiert ist:









1 wenn σ(y) = σ(x).i,
0 sonst
[[x ∈ X]]V(s) =
{




1 wenn [[β]]V(s) = 0,
0 sonst
[[ϕ ∨ ψ]]V(s) = [[ϕ]]V(s) + [[ψ]]V(s)
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[[∀xϕ]]V(s) = Val(td)
für td ∈ TD mit dom(td) = dom(s) und td(u) = [[ϕ]]V∪{x}(s[x→ u])
für alle u ∈ dom(td)
[[∀Xβ]]V(s) = Val(td)
für td ∈ TD mit td(u) = [[β]]V∪{X}(s[X → I]), wobei die Teilmengen
I ⊆ dom(s) in fester Ordnung durchnummeriert werden, z.B. lexi-
kographisch und in einer festen Reihenfolge an die Positionen von
td gebunden werden,
für alle d ∈ D, a ∈ Σ, 1 ≤ i ≤ maxΣ und x, y,X ∈ V .
Wir schreiben [[ϕ]] für [[ϕ]]Free(ϕ).
Lemma 3.12. Sei β eine boolesche Formel und V eine beliebige Variablenmenge
mit Free(β) ⊆ V. Dann ist [[β]]V(s) ∈ {0, 1} für alle s ∈ T(ΣV ).
Beweis. Wir gehen induktiv über den Aufbau von β vor:
• Für β = labela(x), β = edgei(x, y), β = x ∈ X oder β = ¬β′ mit a ∈ Σ,
1 ≤ i ≤ maxΣ, x, y,X ∈ V und einer booleschen Formel β′ gilt die Aussage
offensichtlich.
• Sei β = ϕ∧ψ für zwei boolesche Formeln ϕ und ψ. Sei weiter V eine beliebige
Variablenmenge mit Free(ϕ),Free(ψ) ⊆ Free(β) ⊆ V . Dann gilt nach Indukti-
onsvoraussetzung: [[ϕ]]V(s), [[ψ]]V(s) ∈ {0, 1} für alle s ∈ T(ΣV ).
Also ist für ein beliebiges s′ ∈ T(ΣV ):
[[β]]V(s







′) = 1, da [[ϕ]]V(s′) 
[[ψ]]V(s
′) = 1  1 = 1.
0 wenn [[ϕ]]V(s
′) = 0 oder [[ψ]]V(s′) = 0, da
0  d = d  0 = 0 für alle d ∈ D.
Also ist [[β]]V(s′) ∈ {0, 1}.
• Sei β = ∀xϕ für eine boolesche Formel ϕ.
Nach Induktionsvoraussetzung ist [[ϕ]]V(s) ∈ {0, 1} für alle s ∈ T(ΣV ) und alle
Variablenmengen V mit Free(ϕ) ⊆ Free(β) ⊆ V . Dann ist für alle s′ ∈ T(ΣV ):
[[β]]V(s
′) = [[∀xϕ]]V(s′) = Val(tD)
für tD ∈ TD mit dom(tD) = dom(s′) und tD(u) = [[ϕ]]V∪{x}(s′[x → u]) für alle




1 wenn im(tD) = {1},
0 wenn 0 ∈ im(tD).
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Das heißt [[β]]V(s′) ∈ {0, 1}.
• Sei nun β = ∀Xϕ für eine boolesche Formel ϕ.
Dann ist [[β]]V(s) ∈ {0, 1} für alle Variablenmengen V mit Free(β) ⊆ V und
alle s ∈ T(ΣV ). Der Beweis ist analog zu β = ∀xϕ.
Lemma 3.13. Sei ϕ eine wMSO-Formel und V eine beliebige Variablenmenge mit
Free(ϕ) ⊆ V. Dann ist [[ϕ]]V(t, σ) = [[ϕ]](t, σ|Free(ϕ)) für alle (t, σ) ∈ T(ΣV ).
Beweis. Wir werden den Beweis analog zu [14, Proposition 3.3] und induktiv über
den Aufbau von ϕ führen. Dass die Aussage für die atomaren Formeln ϕ = d,
ϕ = labela(x) oder ϕ = edgei(x, y) gilt, ist klar. Für Negation einer Formel, Kon-
junktion und Disjunktion folgt der Beweis direkt nach Induktionsvoraussetzung und
der Semantikdefinition.
Die interessanten Fälle sind die Quantoren. Wir werden den Fall ϕ = ∃xϕ′ genauer
betrachten. Die Beweise zu den anderen Fällen sind ähnlich.
Sei (t, σ) ∈ T(ΣV ) beliebig. Dann ist σ[x → u] für alle u ∈ dom(t) eine (V ∪ {x}, t)-
Zuweisung. Nach Induktionsvoraussetzung und da Free(ϕ′) ⊆ V ∪ {x} ist, ist
[[ϕ′]]V∪{x}(t, σ[x→ u]) = [[ϕ′]](t, σ[x→ u]|Free(ϕ′)) (3.1)
für alle u ∈ dom(t). Außerdem ist σ|Free(ϕ)[x → u] für alle u ∈ dom(t) eine
(Free(ϕ) ∪ {x}, t)-Zuweisung. Also ist
[[ϕ′]]Free(ϕ)∪{x}(t, σ|Free(ϕ)[x→ u]) = [[ϕ′]](t, σ[x→ u]|Free(ϕ′)), (3.2)
da Free(ϕ′) ⊆ Free(ϕ) ∪ {x} ist und nach Induktionsvoraussetzung. Wegen Glei-
chung (3.1) und Gleichung (3.2) ist
[[ϕ′]]V∪{x}(t, σ[x→ u]) = [[ϕ′]]Free(ϕ)∪{x}(t, σ|Free(ϕ)[x→ u])
und somit ist nach der Definition der Semantik von ϕ = ∃xϕ′:









Definition 3.14. Die Menge der beinahe booleschen Formeln ist die kleinste Menge,
die alle booleschen Formeln und alle d ∈ D enthält und abgeschlossen ist unter
Konjunktion und Disjunktion.
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Für eine wMSO-Formel ϕ bezeichnen wir mit const(ϕ) die Menge derjenigen d ∈ D,
die in ϕ vorkommen.
Nun wollen wir genau wie in [17] einige interessante Fragmente der gewichteten
MSO-Logik einführen.
Definition 3.15. Sei ϕ eine wMSO-Formel über D und Σ.
Gilt für jede Teilformel der Form ∀xψ von ϕ, dass ψ beinahe boolesch ist, so sagen
wir: ϕ ist ∀-beschränkt.
Außerdem ist ϕ
• stark ∧-beschränkt, wenn für alle Teilformeln der Form ϕ1 ∧ ϕ2 von ϕ gilt:
entweder ϕ1 und ϕ2 sind beide beinahe boolesch oder mindestens eine ist
boolesch,
• ∧-beschränkt, wenn für alle Teilformeln der Form ϕ1 ∧ ϕ2 von ϕ gilt: ϕ1 ist
beinahe boolesch oder ϕ2 ist boolesch,
• kommutativ ∧-beschränkt, wenn für alle Teilformeln der Form ϕ1 ∧ ϕ2 von ϕ
gilt: ϕ1 ist beinahe boolesch oder const(ϕ1) und const(ϕ2) kommutieren.
Offensichtlich ist jede stark ∧-beschränkte wMSO-Formel auch ∧-beschränkt. Ist
ϕ ∧-beschränkte wMSO-Formel und gelte für jede beliebige Teilformel der Form
ϕ1 ∧ϕ2 von ϕ, dass ϕ2 boolesch ist, so kommutieren const(ϕ1) und const(ϕ2). Denn
in jedem PBB-Monoid D gilt, dass 0  d = d  0 und 1  d = d  1 für alle d ∈ D ist.




und der gewichteten Logik
Nun widmen wir uns dem Hauptresultat dieser Arbeit. Wir wollen den Zusammen-
hang zwischen erkennbaren Baumreihen und der Semantik von gewichteten MSO-
Formeln untersuchen.
Wie bisher sei (D,+,Val, , 0, 1) ein PBB-Monoid und Σ ein Rangalphabet.
Es gilt folgenden Satz zu beweisen:
Satz 4.1. Sei S : T(Σ) → D eine Baumreihe.
1. Ist D regulär, dann ist S erkennbar genau dann, wenn ein ∀- und stark ∧-
beschränkter wMSO-Satz ϕ existiert mit S = [[ϕ]].
2. Ist D links-distributiv, dann ist S erkennbar genau dann, wenn ein ∀- und
∧-beschränkter wMSO-Satz ϕ existiert mit S = [[ϕ]].
3. Ist D ein bk-Baumbewertungssemiring, dann ist S erkennbar genau dann, wenn
ein ∀- und kommutativ ∧-beschränkter wMSO-Satz ϕ existiert mit S = [[ϕ]].
Wir wollen überprüfen, ob es überhaupt notwendig ist, Bedingungen an das PBB-
Monoid D zu stellen.
Angenommen, D ist nicht regulär. Dann gibt es mindestens ein d ∈ D und ein Rang-
alphabet Σ, für dass es keinen gewichteten BaumautomatenMd mit ‖Md‖(t) = d
für alle t ∈ T(Σ) gibt. Also ist auch die Semantik des ∀- und stark ∧-beschränkten
wMSO-Satzes ϕ = d über Σ nicht erkennbar. Folglich benötigen wir die Regularität
von D.
Nun widmen wir uns in zwei Beispielen der Notwendigkeit einer weiteren Einschrän-
kung in Satz 4.1.2 bzw. Satz 4.1.3.
Beispiel 4.2. Sei Σ = {a(0), b(1), c(2)} und D = (N0,+,Vallg ·, ,̂ 0, 1) das PBB-
Monoid aus Beispiel 3.9.3. Dieses PBB-Monoid ist regulär, aber nicht links-distributiv.
Nach Satz 4.1.1 sind [[2]] und [[∃x(
∨
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für alle t ∈ T(Σ). Außerdem ist 2 ∧ ∃x(
∨
a∈Σ labela(x)) ein ∀- und ∧-beschränkter
wMSO-Satz. Sei t ∈ T(Σ) beliebig und S definiert durch







= 2| dom(t)| .
Wir zeigen, dass S erkennbar ist. Sei M = ({q1, q2},Σ, µ, {q1, q2}) der gewichtete
Baumautomat mit µ = (µm)m≥0 und µm : Σ(m) → {1}{q1,q2}
m×{q1,q2}. Dann gibt es
offensichtlich für jedes t ∈ T(Σ) genau 2|dom(t)| gültige und erfolgreiche Läufe, die alle




1 = 2|dom(t)| .
Betrachten wir nun den wMSO-Satz 2 ∧ (2 ∧ ∃x(
∨
a∈Σ labela(x))). Auch dieser Satz
ist ∀- und ∧-beschränkt und es gilt für alle t ∈ T(Σ):










Wir nehmen an, es gibt einen gewichteten BaumautomatenM′ = (Q′,Σ, µ′, F ′), der
S ′ := [[2∧ (2∧∃x(
∨
a∈Σ labela(x)))]] erkennt. Da Q
′ und Σ endlich sind, kannM′ nur
endlich viele Gewichte besitzen. D.h. es gibt ein k ∈ N, das größer als alle Gewichte























≤ k|dom(t)| · |Q′||dom(t)| = (k · |Q′|)| dom(t)|.
Allerdings kann die Anzahl aller Positionen eines Σ-Baums jeden beliebigen Wert
aus N annehmen. Also müsste 22i ≤ (k · |Q′|)i für alle i ∈ N sein, damit M′ die
Baumreihe S ′ erkennen kann. Diese Aussage ist allerdings nicht wahr, egal wie groß
die natürliche Zahl k·|Q′| ist, und somit ist S ′ nicht erkennbar in (N0,+,Vallg ·, ,̂ 0, 1).
Es ist nicht ausreichend zu fordern, dass ein PBB-Monoid regulär ist, um die Er-
kennbarkeit der Semantik ∀- und ∧-beschränkter wMSO-Formeln zu garantieren.
Beispiel 4.3. Sei Σ das obige Rangalphabet und D = (Q+0 ,+,GWurzel, div, 0, 1) das
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PBB-Monoid aus Beispiel 3.9.4. Dieses PBB-Monoid ist links-distributiv, aber kein
bk-Baumbewertungssemiring. Wir zeigen, dass der ∀- und kommutativ ∧-beschränkte
wMSO-Satz ∃x(
∨
a∈Σ(0) labela(x)) ∧ 2 (kommutativ ∧-beschränkt, da ∅ und {2} tri-
vialerweise kommutieren) in D nicht erkennbar ist.










= „Anzahl der Blattknoten von t“











„Anzahl Blattknoten von t“
=: S
für alle t ∈ T(Σ).
Wir nehmen wieder an, dass es einen gewichteten Baumautomaten M gibt, der
S erkennt. Da M nur endlich viele Gewichte besitzen kann, gibt es eine positive
rationale Zahl q die echt kleiner als alle von Null verschiedenen Gewichte von M
ist. Sei t′ ∈ T(Σ) ein Baum mit n = 2q Blättern. Dann ist S(t








für alle t ∈ T(Σ) eine Summe aus positiven rationalen Zahlen echt größer q ist, ist
‖M‖(t′) ≥ q oder ‖M‖(t′) = 0.
Also ist S nicht erkennbar in (Q+0 ,+,GWurzel, div, 0, 1) und es ist nicht ausreichend
die links-Distributivität von einem PBB-Monoid zu fordern, um die Erkennbarkeit
der Semantik ∀- und kommutativ ∧-beschränkter wMSO-Formeln zu garantieren.
Um den Beweis des Hauptresultats führen zu können, werden wir zunächst in Ab-
schnitt 4.1 eine Teilmenge der Baumreihen, die Menge der erkennbaren Treppenfunk-
tionen, einführen und untersuchen. In Abschnitt 4.2 werden wir einige Eigenschaften
der Klasse der erkennbaren Baumreihen genauer untersuchen.
Anschließend werden wir uns in Abschnitt 4.3 mit der Erkennbarkeit der Semantik
der wMSO-Formeln beschäftigen. In Abschnitt 4.4 konstruieren wir für jede erkenn-
bare Baumreihe einen ∀- und stark ∧-beschränkten wMSO-Satz, der diese Baum-
reihe erzeugt. Bei unserem Beweis werden wir der Vorgehensweise von Droste und
Meinecke [17] folgen.
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4.1 Erkennbare Treppenfunktionen
Definition 4.4. Eine erkennbare Treppenfunktion S über D und Σ ist eine Baum-
reihe über D und Σ für die endlich viele, paarweise disjunkte, (durch einen Baum-
automaten) erkennbare Baumsprachen L1, . . . , Ln ⊆ T(Σ) und Werte d1, . . . , dn ∈ D
existieren, so dass für alle i ∈ 1, . . . , n gilt:
S(t) = di ⇔ t ∈ Li .
Eine Baumreihe S über D und Σ heißt boolesche Treppenfunktion, wenn S erkenn-
bare Treppenfunktion ist und S(T(Σ)) ⊆ {0, 1}.
Um uns in Beweisen den Umgang mit erkennbaren Treppenfunktionen zu erleich-
tern, werden wir eine weitere Möglichkeit Treppenfunktionen zu charakterisieren,
betrachten. Dazu definieren wir charakteristische Baumreihen und das Skalarpro-
dukt, die Summe und das Produkt auf Baumreihen.
Definition 4.5. Sei L ⊆ T(Σ) eine Baumsprache.
Die charakteristische Baumreihe 1L von L ist definiert durch:
1L(t) =
{
1 wenn t ∈ L,
0 sonst
für alle t ∈ T(Σ).
Seien S1 und S2 zwei Baumreihen über D und Σ und sei d ∈ D. Wir definieren das
Skalarprodukt dS1 (auch als d S1 geschrieben), die Summe S1 +S2 und das Produkt
S1  S2 punktweise durch:
• (d  S1)(t) = d  S1(t),
• (S1 + S2)(t) = S1(t) + S2(t) und
• (S1  S2)(t) = S1(t)  S2(t)
für alle t ∈ T(Σ).
Offensichtlich sind die charakteristischen Baumreihen erkennbarer Baumsprachen
genau die booleschen Treppenfunktionen. Wir schreiben 1L für 11L.





für endlich viele, paarweise disjunkte erkennbare Baumsprachen L1, . . . , Ln ⊆ T(Σ)
und Werte d1, . . . , dn ∈ D.
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Beweis. Nach Voraussetzung ist S eine erkennbare Treppenfunktion, d.h. es gibt
endlich viele, paarweise disjunkte, erkennbare Baumsprachen L1, . . . , Ln ⊆ T(Σ) und
Werte d1, . . . , dn ∈ D mit S(t) = di genau dann, wenn t ∈ Li für alle i ∈ 1, . . . , n.
Also ist für alle t ∈ Lj und j ∈ 1, . . . , n:
S(t) = dj = dj  1Lj(t) =
n∑
i=1







da die (Li)1≤i≤n paarweise disjunkt sind. Dies zeigt die Behauptung.
Definieren wir Ln+1 als Ln+1 := (
⋃n
i=1 Li)
C = T(Σ) \ (
⋃n
i=1 Li), lässt sich (Li)1≤i≤n
zu einer Partition von T(Σ) erweitern. Dann ist S =
∑n+1
i=1 di1Li für dn+1 = 0.
Lemma 4.7. Die Klasse der erkennbaren Treppenfunktionen über D und Σ ist ab-
geschlossen unter den Operationen + und .
Beweis. Seien d1, . . . , dn, d′1, . . . , d′m ∈ D und (Li)1≤i≤n und (L′j)1≤j≤m Partitionen
von T(Σ), sowie S =
∑n





j1L′j zwei erkennbare Treppen-
funktionen. Sei weiter t ∈ T(Σ) beliebig. Da (Li)1≤i≤n bzw. (L′j)1≤j≤m eine Partition
von T(Σ) ist, ist t ∈ Lk bzw. t ∈ L′l für genau ein k ∈ {1, . . . , n} bzw. genau ein
l ∈ {1, . . . ,m} und somit ist auch t ∈ Lk ∩ L′l. Außerdem ist (Li ∩ L′j)i=1...n, j=1...m
eine Partition von T(Σ). Also ist:






d′j1L′j(t) = dk + d
′
l


















eine erkennbare Treppenfunktion, da erkennbare Baumsprachen nach Satz 2.10 un-
ter Schnitt abgeschlossen sind und für alle i ∈ {1, . . . , n}, j ∈ {1, . . . ,m} gilt, dass
di + d
′
j ∈ D ist.
Analog dazu lässt sich zeigen, dass






und somit auch eine erkennbare Treppenfunktion ist.
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4.2 Abschlusseigenschaften der Klasse der
erkennbaren Baumreihen
Lemma 4.8. Sei L eine beliebige erkennbare Baumsprache. Dann ist die charakte-
ristische Funktion von L erkennbar.
Beweis. Sei A = (Q,Σ, δ, F ) ein deterministischer Baumautomat, der L erkennt.




1 wenn δa(q1, . . . , qm) = q,
0 sonst
für alle a ∈ Σ(m), q1, . . . , qm, q ∈ Q und m ≥ 0 die Baumreihe 1L erkennt:
Sei t ∈ T(Σ) beliebig. Da A deterministisch ist, gibt es genau einen gültigen Lauf r′
von A auf t. Dieser Lauf ist nach Definition vonM auch der einzige gültige Lauf in
M auf t. Das Gewicht von r′ und t ist an jeder Position gleich 1. Nach Definition















1 wenn t ∈ L,
0 sonst
= 1L(t)
Satz 4.9. Sei D links-distributiv. Dann ist die Klasse der erkennbaren Baumreihen
abgeschlossen unter der Skalarmultiplikation.
Beweis. Sei S eine beliebige erkennbare Baumreihe. Wir zeigen, dass d  S für alle
d ∈ D erkennbar ist.
Da D links-distributiv ist, ist D links-multiplikativ oder links-Val-distributiv.
• Angenommen D ist links-multiplikativ.
Wegen der Erkennbarkeit von S gibt es einen gewichteten Baumautomaten
MS = (QS,Σ, µS, FS) mit ‖MS‖ = S. Sei |FS| =: k für ein k ∈ N0 und
FS := {qFi | 1 ≤ i ≤ k} eine Kopie von FS. Wir konstruieren den gewichteten




µSm(a)q1...qm.q wenn q1, . . . , qn, q ∈ QS,
d  µSm(a)q1...qm.qFi
wenn q1, . . . , qn ∈ QS, q = qFi ∈ FS für
ein 1 ≤ i ≤ k,
0 wenn qi ∈ FS für ein 1 ≤ i ≤ m
30
Doreen Götze Kapitel 4. Beziehung zwischen gewichteten Baumautomaten und der gewichteten Logik
für alle a ∈ Σ(m), m ≥ 0 und q1, . . . , qm, q ∈ QS ∪ FS ist.








für tD ∈ TD mit dom(tD) = dom(t) und tD(u) = µm(t(u))r(u.1)...r(u.m).r(u) für
alle u ∈ dom(tD) (t(u) ∈ Σ(m) für ein m ≥ 0).
Für jeden erfolgreichen Lauf r von M auf t muss r(ε) ∈ FS sein. Außerdem
kann r nur dann gültig sein, wenn allen Positionen außer ε ein Zustand aus




µSm(t(u))r(u.1)...r(u.m).r(u) wenn u ∈ dom(t) \ {ε},
d  µSm(t(u))r(1)...r(m).r(ε) wenn u = ε,
wobei r(ε) ∈ FS das Original zu r(ε) ∈ FS ist.
Wegen der links-Multiplizität von D ist Val(γM(t, r)) = dVal(γMS(t, r′)) mit

















= d  ‖MS‖(t) = d  S .
Hierbei verwenden wir, dass D links--distributiv ist. Folglich ist dS erkenn-
bar für alle d ∈ D.
• Angenommen D ist links-Val-distributiv.
Sei wiederMS = (QS,Σ, µS, FS) der gewichtete Baumautomat, der S erkennt.
Wir zeigen, dass der gewichtete BaumautomatM = (QS,Σ, µ, FS) mit
µ = (µm)m≥0 und
µm(a)q1...qm,q = d  µSm(a)q1...qm,q
für alle a ∈ Σ(m), q1, . . . , qm, q ∈ Q und m ≥ 0 die Baumreihe d  S erkennt:
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für tD ∈ TD mit dom(tD) = dom(t) und
tD(u) = µm(t(u)
(m))r(u.1)...r(u.m).r(u) = d  µSm(t(u)(m))r(u.1)...r(u.m).r(u)














= d  ‖MS‖(t) = d  S .
Im vorletzten Schritt verwenden wir die links--Distributivität von D. Wir
haben gezeigt, dass d  S erkennbar ist.
Satz 4.10. Die Klasse der erkennbaren Baumreihen ist abgeschlossen unter Sum-
menbildung.
Beweis. Seien S1 und S2 zwei erkennbare Baumreihen über D und Σ. Dann gibt es
zwei gewichtete Baumautomaten M1 = (Q1,Σ, µ1, F1) bzw. M2 = (Q2,Σ, µ2, F2)
über D mit Q1 ∩ Q2 = ∅ und ‖M1‖ = S1 bzw. ‖M2‖ = S2.
Nun zeigen wir, dass die disjunkte Vereinigung dieser beiden gewichteten Baumau-
tomatenM = (Q1 ∪Q2,Σ, µ, F1 ∪ F2) mit µ = (µm)m≥0 und
µm(a)q1...qm.q =

µ1m(a)q1...qm.q wenn q1, . . . , qm, q ∈ Q1,
µ2m(a)q1...qm.q wenn q1, . . . , qm, q ∈ Q2,
0 sonst
für alle m ≥ 0 und a ∈ Σ(m), der gewichtete Baumautomat ist, der S1 + S2 erkennt.
Sei t ∈ T(Σ) und r ein Lauf von M auf t. Ordnet r einigen Positionen von t ein

















= ‖M1‖(t) + ‖M2‖(t) = S1(t) + S2(t) = (S1 + S2)(t)
Also ist die Baumreihe S1 + S2 erkennbar.
32
Doreen Götze Kapitel 4. Beziehung zwischen gewichteten Baumautomaten und der gewichteten Logik
Wir haben bereits die Abschlusseigenschaften bezüglich der Skalarmultiplikation und
der Addition untersucht. Widmen wir uns nun der Produktbildung. Wenn wir uns
die Betrachtungen vom Anfang dieses Kapitels zur Notwendigkeit der Einschränkung
für die im Hauptresultat verwendeten PBB-Monoide ansehen (Beispiel 4.2 und Bei-
spiel 4.3), stellen wir fest, dass die Klasse der erkennbaren Baumreihen nicht für alle
PBB-Monoide unter Produktbildung abgeschlossen ist. Also werden wir Einschrän-
kungen bezüglich des PBB-Monoids und der betrachteten Baumreihen vornehmen.
Satz 4.11. Sei D ein PBB-Monoid und Σ ein Rangalphabet.
1. Ist S1 eine erkennbare Baumreihe über D und Σ und S2 eine boolesche Trep-
penfunktion über D und Σ, dann sind S1S2 und S2S1 erkennbare Baumreihen
über D und Σ.
2. Ist D links-distributiv, S1 eine erkennbare Treppenfunktion über D und Σ sowie
S2 eine erkennbare Baumreihe über D und Σ, dann ist S1 S2 eine erkennbare
Baumreihe über D und Σ.
3. Ist D ein bk-Baumbewertungssemiring und es existieren gewichtete Baumauto-
matenM1 undM2 über D, so dass die Menge der Gewichte vonM1 und die
Menge der Gewichte von M2 kommutieren und ‖M1‖ = S1 bzw. ‖M2‖ = S2
ist, dann ist S1  S2 eine erkennbare Baumreihe über D und Σ.
Beweis. (1) Auf Grund der Erkennbarkeit von S1 existiert ein gewichteter Baumau-
tomatM1 = (Q1,Σ, µ1, F1) mit ‖M1‖ = S1.
Da S2 eine boolesche Treppenfunktion ist, gibt es zwei disjunkte, erkennbare Baum-
sprachen L1 und L2 mit L1∪L2 = T(Σ) und S2 = 01L1 +11L2 = 1L2 . Nach Lemma 4.8
ist somit S2 erkennbar. SeiM2 = (Q2,Σ, µ2, F2) der, wie in Beweis zu Lemma 4.8
konstruierte, gewichtete Baumautomat, der S2 erkennt.
Nun bilden wir den gewichteten ProduktbaumautomatenM = (Q,Σ, µ, F ) ausM1
undM2 wie folgt:
Q := Q1 ×Q2, F := F1 × F2 und µ = (µm)m≥0 mit
µm(a)(q11 ,q21 )...(q1m ,q2m ).(q1,q2) := µ1m(a)q11 ...q1m .q1  µ2m(a)q21 ...q2m .q2
für alle a ∈ Σ(m) und m ≥ 0. Auf Grund der Konstruktion in Lemma 4.8 gibt es
genau einen gültigen Lauf von M2 auf t ∈ T(Σ). Sei r′ dieser Lauf. Es gilt, dass
µ2m(t(u))r′(u.1)...r′(u.m),r′(u) = 1 ist für alle u ∈ dom(t) (t(u) ∈ Σ(m) für ein m ≥ 0).
Ist r′ erfolgreich, hatM genauso viele erfolgreiche Läufe wieM1 erfolgreiche Läufe









für ein tD ∈ TD mit dom(tD) = dom(t) und tD(u) = µm(t(u))r(u.1)...r(u.m).r(u) für alle
u ∈ dom(tD) (t(u) ∈ Σ(m) für ein m ≥ 0).
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Sei r(v) = (q1v , q2v) ∈ Q = Q1 ×Q2 für alle v ∈ dom(t). Dann ist:
tD(u) = µm(t(u))(q1u.1 ,q2u.1 )...(q1u.m ,q2u.m ).(q1u ,q2u )
= µ1m(t(u))q1u.1 ...q1u.m .q1u  µ2m(t(u))q2u.1 ...q2u.m .q2u
= µ1m(t(u))q1u.1 ...q1u.m .q1u
für alle u ∈ dom(tD), falls der Lauf r2 mit r(v)2 = q2v für alle v ∈ dom(t) der
erfolgreiche und valide Lauf von M2 auf t ist (also, wenn t ∈ L2 ist). Andernfalls
gibt es mindestens eine Position mit dem Gewicht 0. Also ist:
‖M‖(t) =
{




‖M1‖(t)  1, wenn t ∈ L2
‖M1‖(t)  0, sonst
= ‖M1‖(t)  1L2(t) = ‖M1‖(t)  ‖M2‖(t)
= S1  S2.
(2) Nach Voraussetzung ist S1 eine erkennbare Treppenfunktion. Also gibt es eine
Partition von T(Σ) in erkennbare Baumsprachen (Li)1≤i≤n und Werte d1, . . . , dn ∈ D
mit S =
∑n
i=1 di1Li . Sei t ∈ T(Σ) beliebig und t ∈ Lj für ein beliebiges j ∈ {1, . . . , n}.
Dann ist:







(di1Li)(t))  S2(t) = dj  S2(t) = (dj  S2)(t)
= 1Lj(t)  (dj  S2)(t) =
n∑
i=1
(1Li(t)  (di  S2)(t)).
Da D links-distributiv ist, ist nach Satz 4.9 di  S2 erkennbar für alle 1 ≤ i ≤ n.
Außerdem wissen wir, dass die charakteristischen Baumreihen 1Li auch boolesche
Treppenfunktionen sind (da die (Li)1≤i≤n erkennbare Baumsprachen sind). Somit
ist nach (1) auch 1Li  (di S2) erkennbar für alle 1 ≤ i ≤ n. Wegen der Abgeschlos-
senheit der Klasse der erkennbaren Baumreihen unter der Summenbildung (siehe
Satz 4.10) ist S1  S2 erkennbar.
(3) Nach Voraussetzung ist S1 bzw. S2 erkennbar durch einen gewichteten Bau-
mautomaten M1 = (Q1,Σ, µ1, F1) bzw. M2 = (Q2,Σ, µ2, F2) und die Menge der
Gewichte vonM1 und die Menge der Gewichte vonM2 kommutieren.
Wir zeigen, dass der gewichtete ProduktbaumautomatM = (Q1×Q2,Σ, µ, F1×F2)
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mit µ = (µm)m≥0 und
µm(a)(q1,q′1)...(qn,q′n).(qn+1,q′n+1) = µ1m(a)q1...qn.qn+1  µ2m(a)q′1...q′n.q′n+1
für alle a ∈ Σ(m) und m ≥ 0 die Baumreihe S1  S2 erkennt:
Sei t ∈ T(Σ) beliebig und r ein Lauf vonM auf t. Dann ist Val(γM(t, r)) = Val(tD)
für ein tD ∈ TD mit dom(tD) = dom(t) und
tD(u) = µm(t(u))r(u.1)...r(u.m).r(u)
= µm(t(u))r(u.1)1...r(u.m)1.r(u)1  µm(t(u))r(u.1)2...r(u.m)2.r(u)2
für alle u ∈ dom(tD) (t(u) ∈ Σ(m) für ein m ≥ 0).
Da D bedingt kommutativ ist und die Gewichte von M1 und M2 kommutieren,
ist Val(γM(t, r)) = Val(γM1(t, r1))  Val(γM2(t, r2)). Hierbei sind r1(v) = r(v)1 und
r1(v) = r(v)1 für alle v ∈ dom(t). Außerdem ist r genau dann erfolgreich, wenn r1





















= ‖M1‖(t)  ‖M2‖(t) = S1(t)  S2(t) = (S1  S2)(t)
Es wurde die -Distributivität von D verwendet.
Folgendes Lemma lässt sich mit Satz 4.10 recht einfach beweisen.
Lemma 4.12. Sei D ein reguläres PBB-Monoid, Σ ein Rangalphabet und S eine
erkennbare Treppenfunktion über D und Σ. Dann ist S auch eine erkennbare Baum-
reihe über D und Σ.
Beweis. Die Baumreihe S ist eine erkennbare Treppenfunktion ist. Also gibt es end-
lich viele erkennbare Baumsprachen L1, . . . , Ln für ein n ∈ N, die eine Partition von
T(Σ) bilden und Werte d1, . . . , dn ∈ D, so dass gilt: S =
∑n
i=1 di1Li .
Da Li für alle i ∈ {1, . . . , n} eine erkennbare Baumsprache ist, existieren nach
Satz 2.9 deterministische Baumautomaten Ai = (Qi,Σ, δi, Fi) mit L(Ai) = Li.
Wegen der Regularität von D gibt es für jedes i ∈ {1, . . . , n} einen gewichteten
BaumautomatenMi = (Q′i,Σ, µi, F ′i ) mit ‖Mi‖(t) = di für alle t ∈ T(Σ).
Aus den Ai undMi bilden wir die gewichteten Produktbaumautomaten Pi wie folgt:
Pi = (Q
′′
i ,Σ, αi, F
′′
i ) und Q′′i = Qi×Q′i, F ′′i = Fi×F ′i , αi = (αim)m≥0 ist eine Familie
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µim(a)q′1...q′m.q′ wenn δia(q1, . . . .qm) = q,
0 sonst.
Da Ai deterministisch ist, gibt es für jedes t ∈ T(Σ) entweder keinen erfolgreichen
Lauf von Pi auf t (d.h. t /∈ Li) und ‖Pi‖(t) = 0 oder es gibt genauso viele erfolgreiche
Läufe von Pi auf t, wie es erfolgreiche Läufe vonMi auf t gibt.







und für jeden dieser Läufe r′ : dom(t)→ Qi ×Q′i gilt für alle u ∈ dom(t):
r′(u)1 = r(u) = δia(r(u.1), . . . , r(u.m)) mit a = t(u) ∈ Σ(m) für ein m ≥ 0 und







′′)) = ‖Mi‖(t) = di.
Das heißt:
‖Pi‖(t) = di1Li(t) =
{
di wenn t ∈ Li,
0 wenn t /∈ Li.
Wir haben gezeigt, dass die (di1Li)1≤i≤n erkennbar sind, also ist auch S erkenn-
bar. Denn erkennbare Baumreihen sind abgeschlossen unter Summenbildung (siehe
Satz 4.10).
Nun wollen wir noch eine weitere interessante Abschlusseigenschaft betrachten. Dazu
führen wir wie in [19] Projektionen über Baumreihen ein.
Seien Σ und Γ zwei Rangalphabete und sei weiter h : Σ → 2Γ eine Abbildung so,
dass für alle a ∈ Σ und b ∈ h(a) ⊆ Γ gilt:
rkΣ(a) = rkΓ(b) .
Dann existiert eine Umbenennung h′ : T(Σ) → 2T(Γ) mit
h′(a(n)(t1, . . . , tn)) = {b(n)(t′1, . . . , t′n) | b(n) ∈ h(a(n)) und ∀i = 1, . . . , n : t′i ∈ h′(ti)}
für alle n ≥ 0, a(n) ∈ Σ(n) und t1, . . . , tn ∈ T(Σ). Im Folgenden werden wir h′ und h
identifizieren.
Definition 4.13. Für jede Baumreihe S über D und Σ sei die Projektion h(S) eine
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Baumreihe über D und Γ definiert als:
h(S)(t) :=
∑
(S(s) | s ∈ T(Σ), t ∈ h(s))
für alle t ∈ T(Γ).
Satz 4.14. Erkennbare Baumreihen sind abgeschlossen unter Projektion.
Beweis. Sei S eine erkennbare Baumreihe und M = (Q,Σ, µ, F ) der gewichtete
Baumautomat, der S erkennt. Wir definieren den gewichteten Projektionsbaumau-
tomatenM′ = (Q′,Γ, µ′, F ′) wie folgt:




µm(a)q1...qm.q wenn b ∈ h(a),
0 sonst
für alle b ∈ Γ(m) und m ≥ 0. Wir zeigen, dassM′ die Baumreihe h(S) erkennt:
Sei r ein erfolgreicher Lauf vonM′ auf t ∈ T(Γ). Dann ist r(ε) = (q, a) ∈ F ′ = F×Σ,
also ist q ∈ F . D.h. Lauf r ist genau dann erfolgreich, wenn Lauf rS mit rS(u) = r(u)1
für alle u ∈ dom(t) erfolgreich ist. Außerdem ist µ′m(b)r(u.1)...r(u.m).r(u) 6= 0 genau








für tD ∈ TD mit dom(tD) = dom(t) und tD(u) = µ′n(t(u))r(u.1)...r(u.n),r(u) für alle
u ∈ dom(tD) (t(u) ∈ Γ(n) für ein n ≥ 0). Nun ist r(v) = (qv, av) ∈ Q′ = Q × Σ für
alle v ∈ dom(t). Also ist tD(u) = µ′n(t(u))(qu.1,au.1)...(qu.n,au.n).(qu,au) = µn(au)qu.1...qu.n.qu









für Baum t′D ∈ TD mit dom(t′D) = dom(s) und t′D(u) = µn(s(u))qu.1...qu.n.qu für alle























(S(s) | s ∈ T(Σ), t ∈ h(s))
= h(S)(t)
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4.3 Von der gewichteten MSO-Logik zum
gewichteten Baumautomaten
Nun wollen wir die Erkennbarkeit der Semantik einer gewichteten MSO-Formel ϕ
induktiv über den Aufbau von ϕ zeigen. Dazu benötigen wir noch zwei Lemma-
ta. Wir werden allerdings nur die Rück-Richtung dieser Lemmata in den weiteren
Beweisen dieser Arbeit verwenden.
Lemma 4.15. Sei ϕ eine wMSO-Formel und Free(ϕ) ⊆ V für eine beliebige, end-
liche Variablenmenge V. Dann ist [[ϕ]]V erkennbar genau dann, wenn [[ϕ]] erkennbar
ist.
Beweis. Wir werden bei der Beweisführung analog zu [19, Lemma 4.7] vorgehen.
„⇐“ : Sei [[ϕ]] erkennbar und π : ΣV → ΣFree(ϕ) eine Abbildung die
π((t, σ)) = (t, σ|Free(ϕ)) für alle (t, σ) ∈ T(ΣV ) setzt. Dann ist π−1 : ΣFree(ϕ) → 2ΣV
eine Umbenennung und somit ist π−1([[ϕ]]) erkennbar nach Satz 4.14. Wir wissen,
dass π(s) = s|Free(ϕ) = s′ für ein s ∈ T(ΣV ) und ein s′ ∈ T(ΣFree(ϕ)) ist, wenn
s ∈ π−1(s′) ist. Also ordnet π−1([[ϕ]]) jedem s ∈ T(ΣV ) einen Wert zu, indem es
[[ϕ]] auf s|Free(ϕ) anwendet. Dazu muss s aber nicht gültig gewesen sein. Betrachten
wir π−1([[ϕ]])  1T v
(ΣV )
. Diese Baumreihe weist jedem gültigen s ∈ T(ΣV ) den Wert
[[ϕ]](s|Free(ϕ)) zu. Somit ist [[ϕ]]V = π−1([[ϕ]])  1T v
(ΣV )
und erkennbar, da 1T v
(ΣV )
boolesche Treppenfunktion ist (denn nach Beispiel 2.13 ist T v(ΣV ) erkennbar) und da
das Produkt einer erkennbaren Baumreihe und einer booleschen Treppenfunktion
wieder erkennbar ist (siehe Satz 4.11.1).
„⇒“ : Nun sei [[ϕ]]V erkennbar und E = {(t, σ) ∈ T v(ΣV ) | σ(x) = ε bzw. σ(X) = {ε}
für alle Element-Variablen x bzw. Mengen-Variablen X aus V\Free(ϕ)}. Wir zeigen,
dass der Baumautomat A = ({q, qF},ΣV , δ, {qF}) mit
δ(a,f)(q1, . . . , qn) =
{
q wenn q1 = . . . = qn = q und im(f |V\Free(ϕ)) = {0},
qF wenn q1 = . . . = qn = q und im(f |V\Free(ϕ)) = {1}
für alle a ∈ Σ(n)V , q1, . . . , qn ∈ {q, qF} und n ≥ 0 die Baumsprache E erkennt:
Sei s ∈ E. Der Lauf r mit r(u) = q für alle u ∈ dom(s) \ {ε} und r(ε) = qF ist ein
erfolgreicher Lauf von A auf s. Also ist s ∈ L(A).
Ist s /∈ E, so ist entweder s(ε)2(v) 6= 1 für ein v ∈ V \ Free(ϕ) oder s(u)2(v) = 1 für
mindestens ein u ∈ dom(s) \ {ε} und für mindestens eine Element- oder Mengen-
Variable v ∈ V . Im ersten Fall ist r(ε) = δs(ε)(r(1), . . . , r(n)) 6= qF für alle gültigen
Läufe r von A auf s. Also ist s /∈ L(A). Im zweiten Fall gilt für alle gültigen Läufe
r, dass δs(u)(r(u.1), . . . , r(u.n)) = ∅ ist, falls s(u)2(v) = 1 für mindestens eine, aber
nicht für alle Element- oder Mengen-Variablen v ∈ V ist, also ist s /∈ L(A) oder, dass
δs(u)(r(u.1), . . . , r(u.n)) = qF ist (falls im(f |V\Free(ϕ)) = {1} ist). Da u ∈ dom(s)\{ε}
ist, ist der Folgezustand nicht definiert. Folglich ist auch in diesem Fall s /∈ L(A)
und wir haben gezeigt, dass L(A) = E ist.
38
Doreen Götze Kapitel 4. Beziehung zwischen gewichteten Baumautomaten und der gewichteten Logik
Für jedes (t, σ) ∈ T v(ΣFree(ϕ)) gibt es ein eindeutiges (t, σ
′) ∈ E, so dass
(t, σ) = π((t, σ′)) ist. Also ist [[ϕ]] = π([[ϕ]]V 1E) und erkennbar nach Voraussetzung,
Lemma 4.8, Satz 4.11.1. und Satz 4.14.
Lemma 4.16. Sei ϕ eine wMSO-Formel und Free(ϕ) ⊆ V für eine beliebige Va-
riablenmenge V. Dann ist [[ϕ]]V erkennbare Treppenfunktion genau dann, wenn [[ϕ]]
erkennbare Treppenfunktion ist.
Beweis. „⇐“ : Sei [[ϕ]] erkennbare Treppenfunktion. Dann gibt es disjunkte, er-
kennbare Baumsprachen (Li)1≤i≤n über ΣFree(ϕ) und Werte d1, . . . , dn ∈ D, so dass
[[ϕ]] =
∑n
i=1 di1Li ist und sei wieder π : ΣV → ΣFree(ϕ) eine Umbenennung mit
π((t, σ)) = (t, σ|Free(ϕ)). Dann ist für alle s ∈ T(ΣV ):
π−1([[ϕ]])(s) =
∑






genau dann, wenn s|Free(ϕ) ∈ Lj ist genau dann, wenn s ∈ π−1(Lj) ist.
Außerdem bilden die (π−1(Li))1≤i≤n eine Partition von TΣV . Also ist π−1([[ϕ]]) eine
erkennbare Treppenfunktion (nach der Definition für erkennbare Treppenfunktio-
nen). Da 1T v
(ΣV )
eine erkennbare Treppenfunktion ist und nach Lemma 4.7 die Klas-
se der erkennbaren Treppenfunktionen unter Produktbildung abgeschlossen ist, ist
[[ϕ]]V = π
−1([[ϕ]])  1T v
(ΣV )
erkennbare Treppenfunktion.
„⇒“ : Sei nun [[ϕ]]V eine erkennbare Treppenfunktion. So ist [[ϕ]]V 1E für die Baum-
sprache E, definiert wie in Lemma 4.15, nach Lemma 4.7 auch eine erkennbare
Treppenfunktion. Für alle s′ ∈ T(ΣFree(ϕ)) ist
π([[ϕ]]V  1E)(s′) =
∑
(([[ϕ]]V  1E)(s) | s ∈ T(ΣV ), s′ = π(s))
= ([[ϕ]]V  1E)(s′′)
für s′′ = (t, σ) ∈ T(ΣV ) mit σ(x) = ε bzw. σ(X) = {ε} für alle Element-Variablen
x bzw. Mengen-Variablen X aus V \ Free(ϕ). Da [[ϕ]]V  1E eine erkennbare Trep-
penfunktion ist und ([[ϕ]]V  1E)(t) = 0 ist für alle t ∈ T(ΣV ) \ E gibt es disjunkte,
erkennbare Baumsprachen (Li)1≤i≤n über E und Werte d1, . . . , dn ∈ D und für alle
s ∈ T(ΣV ) und 1 ≤ i ≤ n ist ([[ϕ]]V 1E)(s) = di genau dann, wenn s ∈ Li ist. Also ist
[[ϕ]]V(s
′′) = dj genau dann, wenn s′′ ∈ Lj genau dann, wenn π(s′′) = s′ ∈ π(Lj) ist.
Da es für jedes s ∈ E genau ein s̄ ∈ T(ΣV ) existiert, sind die (π(Li))1≤i≤n disjunkte,
erkennbare Baumsprachen über ΣFree(ϕ). Also ist [[ϕ]] = π([[ϕ]]V 1E) eine erkennbare
Treppenfunktion.
Proposition 4.17. Sei S eine Baumreihe über D und Σ.
Dann ist S erkennbare Treppenfunktion genau dann, wenn eine beinahe boolesche
Formel ϕ mit S = [[ϕ]] existiert.
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Beweis. „⇒“ : Sei S eine beliebige erkennbare Treppenfunktion über D und Σ. Dann
existiert eine Partition (Li)i=1...n von T(Σ) in erkennbare Baumsprachen und Werte
d1, . . . , dn ∈ D für ein n ∈ N, so dass S =
∑n
i=1 di1Li ist.
Nach Satz 2.12 existieren MSO-Sätze αi mit L(αi) = Li für alle i = 1, . . . , n. Ersetzt
man nun die Existenzquantoren und Disjunktionen in den αi durch Allquantoren,
Konjunktion und Negation (durch Anwendung der De Morganschen Regeln), so
erhält man gewichtete boolesche Formeln βi über D und Σ und es gilt:










(di ∧ βi)]] =
n∑
i=1
[[di ∧ βi]] =
n∑
i=1




„⇐“ : Sei ϕ eine beinahe boolesche Formel überD und Σ. Der Beweis erfolgt induktiv
über den Aufbau von ϕ.
• Sei ϕ = d für ein d ∈ D. So ist offensichtlich [[ϕ]] = d1T(Σ) und somit ist [[ϕ]]
eine erkennbare Treppenfunktion.
• Sei ϕ boolesch. Dann können wir ϕ auch als klassische MSO-Formel über
Bäumen betrachten. Sei L(ϕ) die Sprache, die von ϕ definiert wird. Diese ist
nach Satz 2.12 erkennbar. Nun lässt sich einfach induktiv über den Aufbau von
ϕ zeigen, dass [[ϕ]] = 1L(ϕ) ist. Also ist [[ϕ]] eine erkennbare Treppenfunktion.
• Sei nun ϕ = ϕ1 ∨ ϕ2 oder ϕ = ϕ1 ∧ ϕ2 für zwei beinahe boolesche Formeln
ϕ1 und ϕ2 und V = Free(ϕ1 ∨ ϕ2) = Free(ϕ1 ∧ ϕ2) = Free(ϕ) ∪ Free(ψ).
Nach Voraussetzung sind [[ϕ1]] und [[ϕ2]] erkennbare Treppenfunktionen und
somit nach Lemma 4.16 auch [[ϕ1]]V und [[ϕ2]]V . Folglich sind nach Lemma 4.12
ϕ1 ∨ ϕ2 und ϕ1 ∧ ϕ2 erkennbare Treppenfunktionen.
Proposition 4.18. Seien ϕ und ψ zwei wMSO-Formel über D und Σ.
Dann sind [[ϕ∨ψ]], [[∃xϕ]] und [[∃Xϕ]] erkennbar, wenn [[ϕ]] und [[ψ]] erkennbar sind.
Beweis. (a) Sei V = Free(ϕ ∨ ψ) = Free(ϕ) ∪ Free(ψ). Angenommen [[ϕ]] und [[ψ]]
sind erkennbar, dann sind, nach Lemma 4.15, auch [[ϕ]]V und [[ψ]]V erkennbar. Nun
ist [[ϕ∨ψ]] = [[ϕ]]V+[[ψ]]V . Da die Klasse der erkennbaren Baumreihen unter Addition
abgeschlossen ist (siehe Satz 4.10), ist [[ϕ ∨ ψ]] erkennbar.
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(b) Um zu zeigen, dass [[∃xϕ]] erkennbar ist, wenn [[ϕ]] erkennbar ist, werden wir die
Abgeschlossenheit der Klasse der erkennbaren Baumreihen unter Projektion (siehe
Satz 4.14) verwenden. Da Free(∃xϕ) = Free(ϕ)\{x} ist, definieren wir die Abbildung
h : ΣFree(ϕ) → ΣFree(∃xϕ) durch Streichen der x-Zeile in ΣFree(ϕ) (wenn es diese gibt).
Sei nun s ∈ T(ΣFree(∃xϕ)). Dann gilt:
[[∃xϕ]](s) =
∑
([[ϕ]]Free(∃xϕ)∪{x}(s[x→ u]) | u ∈ dom(s))
=
∑
([[ϕ]](s[x→ u]) | u ∈ dom(s)) =
∑
([[ϕ]](s′) | h(s) = s′) = h([[ϕ]])(s).
Also ist [[∃xϕ]] erkennbar.
(c) Wir wollen zeigen, dass aus der Erkennbarkeit von [[ϕ]] die Erkennbarkeit von
[[∃Xϕ]] folgt. Der Beweis dazu ist analog zu (b).
Nun wollen wir zeigen, dass die Semantik 1. Ordnung allquantifizierter, beinahe boo-
lescher Formeln erkennbar ist. Sei ϕ eine beinahe boolesche Formel über D und Σ.
Nach Satz 4.17 ist [[ϕ]] eine erkennbare Treppenfunktion. Also gibt es eine Partition




Zunächst führen wir wie in [19] das Alphabet Σ̃ = Σ× {1, . . . , n} ein. Einen Baum
aus T(Σ̃Free(∀xϕ)) schreiben wir als (t, ν, σ), wobei (t, σ) ∈ T(ΣFree(∀xϕ)) ist und ν eine
Abbildung von dom(t) nach {1, . . . , n} ist.
Sei ψ eine beliebige klassische MSO-Formel über Σ. Dann ist ψ̃ die MSO-Formel über




Lemma 4.19. Für alle endlichen Variablenmengen V mit Free(ψ) ⊆ V und für alle
Bäume (t, ν, σ) ∈ T(Σ̃V ), für die (t, σ) ∈ T(ΣV ) gültig ist, gilt:
(t, ν, σ) |= ψ̃ ⇔ (t, σ) |= ψ. (4.1)
Beweis. Gibt es keine Teilformel der Form labela(x) in ψ, so ist die Gültigkeit dieser
Äquivalenz offensichtlich. Wenn solch eine Teilformel existiert und (t, σ) |= ψ, so ist
t(σ(x)) = a. Außerdem ist (t, ν)(σ(x)) = (a, i) für ein i ∈ {1, . . . , n}. Folglich gilt
(t, ν, σ) |= ψ̃. Wird ψ nicht (t, σ) erfüllt, so ist t(σ(x)) 6= a, also (t, ν)(σ(x)) 6= (a, i)
für alle i ∈ {1, . . . , n} und (t, ν, σ) 2 ψ̃.
Sei nun L̃ ⊆ T(Σ̃Free(∀xϕ)) die Baumsprache aller (t, ν, σ) für die (t, σ) ∈ T(ΣFree(∀xϕ))
gültig ist und für die gilt:
ν(u) = i⇒ (t, σ[x→ u]) ∈ Li
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für alle i ∈ {1, . . . , n} und u ∈ dom(t). Da die (Li)1≤i≤n eine Partition von T(ΣFree(ϕ))
bilden, existiert für ein festes, gültiges (t, σ) genau eine Abbildung ν, die diese Be-
dingung erfüllt. Wir codieren also mit ν in welchem Li die jeweilige Aktualisierung
von (t, σ) und x liegt.
Lemma 4.20. L̃ ist erkennbar.
Beweis. Dieses Lemma ist in [19] bereits bewiesen worden, indem ein Baumautomat
konstruiert wird, der L̃ erkennt. Wir wollen hier wie in [14, 17] vorgehen und den
Satz von Büchi (Satz 2.12) verwenden.
Da die (Li)1≤i≤n erkennbare Baumsprachen sind, gibt es nach Satz 2.12 MSO-Sätze
ϕi über ΣFree(ϕ), welche die Li erzeugen. Also gilt für alle gültigen (t, σ) ∈ T(ΣFree(ϕ))
folgende Äquivalenz:







eine MSO-Formel über Σ̃. Des Weiteren sei (t, ν, σ) ∈ T(Σ̃Free(∀xϕ)) mit gültigem
(t, σ) ∈ T(ΣFree(∀xϕ)), u ∈ dom(t) beliebig und ν(u) = i für ein i ∈ {1, . . . , n}.
Falls (t, ν, σ) ∈ L̃ ist, ist (t, σ[x → u]) ∈ Li und somit folgt nach Gleichung (4.2):
(t, σ[x → u]) |= ϕi. Wegen Gleichung (4.1) gilt: (t, ν, σ[x → u]) |= ϕ̃i. Außerdem
ist t(σ[x→ u](x)) = t(u) genau dann, wenn (t, ν)(σ[x→ u](x)) = (t(u), i) ist. Also
erfüllt (t, ν, σ[x → u]) die Teilformel label(t(u),i)(x) → ϕ̃i. Für 1 ≤ j ≤ n, j 6= i
und a ∈ Σ, a 6= t(u) wird label(a,j)(x) nicht durch (t, ν, σ[x → u]) erfüllt, also gilt
(t, ν, σ[x→ u]) |= label(t(u),i)(x)→ ϕ̃i trivialerweise. Zusammengefasst gilt daher für
alle u ∈ dom(t):





und somit erfüllen alle (t, ν, σ) ∈ L̃ nach Definition der Relation „|=“ die Formel ξ.
Wenn (t, ν, σ) /∈ L̃ ist, gibt es mindestens ein u ∈ dom(t) und ein i ∈ {1, . . . , n}
mit ν(u) = i, so dass (t, σ[x → u]) /∈ Li ist. Wegen der Gleichung (4.2) und
der Gleichung (4.1) gilt: (t, ν, σ[x → u]) 2 ϕ̃i. Allerdings wird label(t(u),i)(x) von
((t, ν, σ[x→ u])) erfüllt. Folglich wird label(t(u),i)(x)→ ϕ̃i nicht durch (t, ν, σ[x→ u])
erfüllt und daher gilt:
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D.h. wenn der Baum (t, ν, σ) /∈ L̃ ist, erfüllt er nicht ξ.
Wir haben gezeigt, dass die von der MSO-Formel ξ erzeugte Sprache L̃ ist. Laut
Satz 2.12 ist L(ξ) = L̃ erkennbar.
Proposition 4.21. Sei ϕ eine beinahe boolesche Formel über D und Σ.
Dann ist [[∀xϕ]] erkennbar.
Beweis. Sei A = (Q, Σ̃Free(∀xϕ), δ, F ) der deterministische Baumautomat, der L̃ er-
kennt undM = (Q, Σ̃Free(∀xϕ), µ, F ) mit µ = (µm)m≥0 und
µm((a, i, f))q1...qm.q =
{
di wenn δ(a,i,f)(q1, . . . , qm) = q
0 sonst
für alle (a, i, f) ∈ Σ̃(m)Free(∀xϕ), q1, . . . , qm, q ∈ Q und m ≥ 0. Da A deterministisch ist,
gibt es für jedes (t, ν, σ) ∈ L̃ genau einen gültigen und erfolgreichen Lauf r vonM
auf (t, ν, σ), welcher wie folgt bewertet wird:
Val(γM((t, ν, σ), r)) = Val(tD)
für ein tD ∈ TD mit dom(tD) = dom(t) und tD(u) = µm((a, i, f))q1...qm.q = di
für alle u ∈ dom(tD), wobei (a, i, f) = (t, ν, σ)(u) ∈ Σ̃(m)Free(∀xϕ) für ein m ≥ 0 ist. Sei
u ∈ dom(tD) beliebig. Da ν(u) = i ist, ist (t, σ[x→ u]) ∈ Li und da [[ϕ]] =
∑n
i=1 di1Li
ist, ist [[ϕ]]((t, σ[x→ u])) = di. Folglich ist tD(u) = [[ϕ]]((t, σ[x→ u])) und somit
‖M‖ = Val(tD) = [[∀xϕ]]((t, σ)).
Sei nun h : Σ̃Free(∀xϕ) → ΣFree(∀xϕ) definiert durch h((a, i, f)) = (a, f) eine Umbenen-
nung. Dann erhalten wir für alle gültigen (t, σ) ∈ T(ΣFree(∀xϕ)):
h(‖M‖)((t, σ)) =
∑
(‖M‖((t, ν, σ)) | (t, ν, σ) ∈ T(Σ̃Free(∀xϕ)), (t, ν, σ) ∈ h((t, σ)))
= ‖M‖(t, ν ′, σ) = [[∀xϕ]]((t, σ)).
Denn es gibt für jeden Baum (t, σ) ein eindeutiges ν ′.
Also ist [[∀xϕ]], wegen der Abgeschlossenheit erkennbarer Baumreihen unter Projek-
tion (Satz 4.14), erkennbar.
Da wir die Semantik der logischen Konjunktion mittels Produkt definiert und wir
schon in Abschnitt 4.2 festgestellt haben, dass die Klasse der erkennbaren Baumrei-
hen über D nicht für alle PBB-Monoide D unter Produktbildung abgeschlossen ist,
werden wir auch hier einige Einschränkungen bezüglich D tätigen.
Wenn wir einen bk-Baumbewertungssemiring betrachten, wissen wir, dass das Pro-
dukt zweier erkennbarer Baumreihen erkennbar ist, wenn es zwei gewichtete Baum-
automaten gibt, die diese Baumreihen erkennen und deren Gewichte-Mengen kom-
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mutieren. Nun wollen wir überprüfen, ob und unter welchen Umständen es solche
gewichteten Baumautomaten gibt, die die Semantik zweier wMSO-Formeln erken-
nen.
Mit 〈K,+, 〉 bezeichnen wir den von K ⊆ D erzeugten Untersemiring von D.
Lemma 4.22. Sei D ein bk-Baumbewertungssemiring und ϕ eine beinahe boolesche
Formel. Dann ist [[ϕ]](t) ∈ 〈const(ϕ) ∪ {0, 1},+, 〉 für alle t ∈ T(Free(ϕ)).
Beweis. Wir gehen induktiv über den Aufbau von ϕ vor.
• Sei ϕ boolesch oder ϕ = d, dann ist die Gültigkeit der Behauptung klar.
• Nun sei ϕ = ϕ1 ∨ ϕ2 oder ϕ = ϕ1 ∧ ϕ2 und ϕ1 bzw. ϕ2 eine beinahe boo-
lesche Formel. Dann gibt es eine Partition (Li)1≤i≤n von T(ΣFree(ϕ1)) bzw. eine
Partition (L′j)1≤j≤m von T(ΣFree(ϕ2)) in erkennbare Baumsprachen und Werte
d1, . . . , dn, d
′
1, . . . , d
′
m ∈ D, so dass [[ϕ1]] =
∑n





ist. Nach Induktionsvoraussetzung ist [[ϕ1]](t) ∈ 〈const(ϕ1) ∪ {0, 1},+, 〉 für
alle t ∈ T(ΣFree(ϕ1)) und [[ϕ2]](t) ∈ 〈const(ϕ2)∪{0, 1},+, 〉 für alle t ∈ T(ΣFree(ϕ2)).
Sei V = Free(ϕ1) ∪ Free(ϕ1). Nach Beweis zu Lemma 4.16 ist
[[ϕ1]]V = (
∑n




j1π−1(L′j))1T vΣV und so-
mit ist [[ϕs]]V(t) ∈ 〈const(ϕs)∪{0, 1},+, 〉 für alle s = {1, 2} und alle t ∈ T(ΣV ).






j)1π−1(Li)∩π−1(L′j))  1T vΣV bzw.




j=1(di  d′j)1π−1(Li)∩π−1(L′j))  1T vΣV ist:
Sei t ∈ TΣV beliebig. Da die (π−1(Li))1≤i≤n bzw. die (π−1(L′j))1≤j≤m eine Par-
tition von TΣV bilden, gibt es ein k ∈ {1, . . . , n} bzw. ein l ∈ {1, . . . ,m} mit
t ∈ π−1(Lk) bzw. t ∈ π−1(L′l). Also ist t ∈ π−1(Lk) ∩ π−1(L′l) und
[[ϕ1 ∨ ϕ2]](t) = [[ϕ1]]V(t) + [[ϕ2]]V(t)
= dk  1T vΣV (t) + d
′
l  1T vΣV (t) = (dk + d
′
















j)1π−1(Li)∩π−1(L′j))  1T vΣV (t).
Der Beweis für die Konjunktion lässt sich analog führen.
Also sind [[ϕ1∨ϕ2]](t), [[ϕ1∧ϕ2]](t) ∈ 〈const(ϕ1) ∪ const(ϕ2)∪{0, 1},+, 〉 für
alle t ∈ T(ΣV ).
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Lemma 4.23. Sei D ein bk-Baumbewertungssemiring und ϕ eine ∀- und kommu-
tativ ∧-beschränkte wMSO-Formel über D und Σ.
Dann gibt es einen gewichteten BaumautomatenM = (Q,Σ, µ, F ), der [[ϕ]] erkennt
und dessen Gewichte in der Menge 〈const(ϕ) ∪ {0, 1},+, 〉 liegen.
Beweis. Wir werden wieder induktiv über den Aufbau von ϕ vorgehen.
• Sei ϕ boolesch. So kann ϕ als klassische MSO-Formel betrachtet werden, wel-
che die Baumsprache L(ϕ) definiert und [[ϕ]] = 1L(ϕ) .
Nach Satz 2.12 ist L(ϕ) erkennbar. Also ist nach Beweis zu Lemma 4.8 die
Baumreihe [[ϕ]] erkennbar durch einen gewichteten Baumautomaten mit Ge-
wichten aus 〈const(ϕ) ∪ {0, 1},+, 〉.
• Sei ϕ = d für ein d ∈ D, dann ist [[d]] = d1T(Σ) und const(ϕ) = {d}.
– Angenommen, D ist links-multiplikativ.
Dann erkenntMd = ({q, qF},Σ, µ, {qF}) mit µ = (µm)m≥0 und
µm(a)q1...qm.qm+1 =

d wenn q1 . . . qm = q, qm+1 = qF
1 wenn q1 . . . qm.qm+1 = q
0 sonst
für alle a ∈ Σ(m) und m ≥ 0 die Baumreihe d1T(Σ) (siehe Beweis zu
Lemma 3.8) und für alle a ∈ Σ(m), q1, . . . , qm, qm+1 ∈ Q und m ≥ 0 ist
µm(a)q1...qm.qm+1 ∈ 〈const(ϕ) ∪ {0, 1},+, 〉.
– Angenommen, D ist links-Val-distributiv.
Dann wird d1T(Σ) von Md = ({q},Σ, µ, {q}) mit µ = (µm)m≥0 und
µm : Σ
(m) → {d}{q}m×{q} erkannt (siehe Beweis zu Lemma 3.8) und die
Gewichte vonMd liegen in 〈const(ϕ) ∪ {0, 1},+, 〉.
• Seien ϕ1 und ϕ2 zwei ∀- und kommutativ ∧-beschränkte wMSO-Formeln und
sei ϕ = ϕ1∨ϕ2 und V = Free(ϕ1∨ϕ2). Nach Induktionsvoraussetzung ist [[ϕ1]]
bzw. [[ϕ2]] erkennbar durch einen gewichteten BaumautomatenM1 bzw.M2,
dessen Gewichte in 〈const(ϕ1)∪ {0, 1},+, 〉 bzw. in 〈const(ϕ2)∪ {0, 1},+, 〉
liegen. Des Weiteren ist nach Lemma 4.15 und Beweis zu Satz 4.14 [[ϕ1]]V bzw.
[[ϕ2]]V erkennbar durch einen gewichteten BaumautomatenM′1 bzw.M′2, des-
sen Gewichte aus der Menge der Gewichte vonM1 vereinigt mit {0} bzw. aus
der Menge der Gewichte vonM2 vereinigt mit {0} sind. Außerdem wissen wir,
dass const(ϕ) = const(ϕ1) ∪ const(ϕ2) ist.
Nach Satz 4.10 erkennt der gewichtete Vereinigungsbaumautomat ausM′1 und
M′2 dann [[ϕ]] = [[ϕ1]]V + [[ϕ2]]V . Die Gewichte der gewichteten Vereinigungsau-
tomaten liegen in 〈const(ϕ1) ∪ const(ϕ2) ∪ {0, 1},+, 〉.
• Sei ϕ = ∃xϕ1 oder ϕ = ∃Xϕ1 für eine ∀- und kommutativ ∧-beschränkte
wMSO-Formel ϕ1.
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Dann ist [[ϕ1]] nach Induktionsvoraussetzung erkennbar durch einen gewichte-
ten BaumautomatenM1, dessen Gewichte in 〈const(ϕ1)∪{0, 1},+, 〉 liegen.
Da nach Satz 4.18 die Baumreihen [[∃xϕ1]] bzw. [[∃Xϕ1]] gleich der Projekti-
on hx([[ϕ1]]) bzw. hX([[ϕ1]]) für eine Umbenennung hx bzw. hX sind und die
Gewichte der gewichteten Projektionsbaumautomaten gleich denen von M1
sind (siehe Beweis zu Satz 4.14), liegen sie in 〈const(∃xϕ1)∪{0, 1},+, 〉 bzw.
〈const(∃Xϕ1) ∪ {0, 1},+, 〉.
• Sei ϕ1 beinahe boolesch und ϕ = ∀xϕ1. Dann ist [[ϕ1]] eine erkennbare Trep-
penfunktion und es gibt disjunkte erkennbare Baumsprachen (Li)1≤i≤n über
ΣFree(ϕ1) und Werte d1, . . . , dn ∈ D mit [[ϕ1]] =
∑n
i=1 di1Li . Nach Lemma 4.23
gilt, dass di ∈ 〈const(ϕ1) ∪ {0, 1},+, 〉 für alle i ∈ {1, . . . , n} ist. Nach
Satz 4.21 ist [[∀xϕ1]] erkennbar. SeiM der, wie in Satz 4.21 konstruierte gewich-
tete Baumautomat, der diese Semantikfunktion erkennt. Offensichtlich liegen
die Gewichte vonM in 〈const(ϕ1)∪{0, 1},+, 〉 = 〈const(∀xϕ1)∪{0, 1},+, 〉.
• Sei V = Free(ϕ1 ∧ ϕ2), ϕ = ϕ1 ∧ ϕ2, ϕ1 beinahe boolesch und ϕ2 eine ∀-
und kommutativ ∧-beschränkte wMSO-Formel. Dann ist [[ϕ1]] eine erkennbare
Treppenfunktion und somit auch [[ϕ1]]V . Sei [[ϕ1]] =
∑n
i=1 di1Li für die Werte
d1, . . . , dn ∈ D und eine Partition von T(ΣFree(ϕ1)) in erkennbare Baumsprachen
(Li)1≤i≤n. Nach Lemma 4.22 sind die di ∈ 〈const(ϕ1)∪{0, 1},+, 〉. Außerdem
ist nach Lemma 4.16 [[ϕ1]]V = (
∑n
i=1 di1π−1(Li))  1TΣvV .
Nach Induktionsvoraussetzung ist [[ϕ2]] erkennbar durch einen gewichteten
BaumautomatenM2, dessen Gewichte in 〈const(ϕ2)∪{0, 1},+, 〉 liegen. Wie
oben liegen dann die Gewichte des gewichteten BaumautomatenM′2, der [[ϕ2]]V
erkennt, auch in 〈const(ϕ2) ∪ {0, 1},+, 〉.
Nach Satz 4.11.2 ist [[ϕ]] = [[ϕ1]]V  [[ϕ2]]V erkennbar durch einen gewichte-
ten Produktbaumautomaten M, dessen Gewichte Produkte aus den di bzw.
0 und den Gewichten von M′2 sind. D.h., die Gewichte von M liegen in
〈const(ϕ1) ∪ const(ϕ2) ∪ {0, 1},+, 〉 = 〈const(ϕ) ∪ {0, 1},+, 〉.
• Sei nun V = Free(ϕ1∧ϕ2), ϕ = ϕ1∧ϕ2, ϕ1 bzw. ϕ2 eine ∀- und kommutativ ∧-
beschränkte wMSO-Formel und const(ϕ1) und const(ϕ2) kommutieren. Nach
Induktionsvoraussetzung gibt es einen gewichteten BaumautomatenM1 bzw.
M2, dessen Gewichte in 〈const(ϕ1)∪{0, 1},+, 〉 bzw. 〈const(ϕ2)∪{0, 1},+, 〉
liegen und der [[ϕ1]] bzw. [[ϕ2]] erkennt. Des Weiteren sind nach Lemma 4.15
[[ϕ1]]V bzw. [[ϕ2]]V erkennbar durch einen gewichteten BaumautomatenM′1 bzw.
M′2, dessen Gewichte aus der Menge der Gewichte vonM1 vereinigt mit {0}
bzw. aus der Menge der Gewichte vonM2 vereinigt mit {0} sind.
Zunächst wollen wir zeigen, dass Gewichte vonM′1 undM′2 kommutieren.
Dazu zeigen wir, dass 〈const(ϕ1) ∪ {0, 1},+, 〉 und 〈const(ϕ2) ∪ {0, 1},+, 〉
kommutieren, wenn const(ϕ1) und const(ϕ2):
Da const(ϕ1) und const(ϕ2) kommutieren, gilt für alle d ∈ const(ϕ1) ∪ {0, 1}
und di ∈ const(ϕ2) ∪ {0, 1} (i = 1, 2) oder umgedreht: d  di = di  d.
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Nun ist
(d1  d2)  d = d1  (d2  d) = d1  (d  d2)
= (d1  d)  d2 = (d  d1)  d2 = d  (d1  d2)
und
(d1 + d2)  d = (d1  d) + (d2  d) = (d  d1) + (d  d2) = d  (d1 + d2).
Hierbei wurde die Assoziativität und -Distributivität von D verwendet. Also
kommutieren auch 〈const(ϕ1) ∪ {0, 1},+, 〉 und 〈const(ϕ2) ∪ {0, 1},+, 〉.
Nun ist nach Satz 4.11.3 [[ϕ1]]V  [[ϕ2]]V = [[ϕ1 ∧ ϕ2]] erkennbar durch einen
gewichteten Produktautomaten, dessen Gewichte Produkte aus Gewichten von
M′1 undM′2, also aus 〈const(ϕ) ∪ const(ψ) ∪ {0, 1},+, 〉 sind.
Proposition 4.24. Seien ϕ und ψ zwei wMSO-Formel über D und Σ.
Dann ist [[ϕ ∧ ψ]] erkennbar, wenn:
(a) [[ϕ]] erkennbar und ψ boolesch ist (in diesem Fall ist auch [[ψ ∧ ϕ]] erkennbar),
(b) D linksdistributiv, ϕ beinahe boolesch und [[ψ]] erkennbar ist.
Beweis. (a) Sei V = Free(ϕ ∧ ψ) und [[ϕ]] erkennbar. So ist auch [[ϕ]]V erkennbar
(nach Lemma 4.15). Sei weiter ψ boolesch. Dann kann ψ auch als MSO-Formel be-
trachtet werden und L(ψ) ist die von ψ erzeugte Baumsprache. Nach Satz 2.12 ist
diese erkennbar. Nun ist [[ψ]] = 1L(ψ) eine boolesche Treppenfunktion und somit
nach Beweis zu Lemma 4.16 auch [[ψ]]V . Also sind nach Satz 4.11.1 die Baumreihen
[[ϕ]]V  [[ψ]]V = [[ϕ ∧ ψ]] und [[ψ]]V  [[ϕ]]V = [[ψ ∧ ϕ]] erkennbar.
(b) Sei wieder V = Free(ϕ ∧ ψ). Da ϕ beinahe boolesch ist, ist nach Satz 4.17 [[ϕ]]
eine erkennbare Treppenfunktion und somit nach Lemma 4.16 auch [[ϕ]]V . Weiterhin
ist [[ψ]]V erkennbar, da [[ψ]] erkennbar ist. Dann ist nach Satz 4.11.2 die Baumreihe
[[ϕ]]V  [[ψ]]V = [[ϕ ∧ ψ]] erkennbar.
Fassen wir nun alle bisherigen Ergebnisse zusammen, haben wir die Rück-Richtung
unseres Hauptresultats bewiesen.
Satz 4.25. Sei ϕ eine wMSO-Formel über D und Σ. Dann ist [[ϕ]] erkennbar, wenn:
1. PBB-Monoid D regulär und ϕ eine ∀- und stark ∧-beschränkte wMSO-Formel,
2. PBB-Monoid D links-distributiv und ϕ eine ∀- und ∧-beschränkte wMSO-
Formel oder
3. PBB-Monoid D ein bk-Baumbewertungssemiring und ϕ eine ∀- und kommu-
tativ ∧-beschränkte wMSO-Formel ist.
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Beweis.
1. Das PBB-Monoid D ist regulär und ϕ ist eine ∀- und stark ∧-beschränkte
wMSO-Formel. Per Induktion über den Aufbau von ϕ zeigen wir, dass [[ϕ]]
erkennbar ist:
• Sei ϕ = d. Dann ist [[ϕ]] wegen der Regularität von D erkennbar.
• Sei ϕ boolesch. Dann ist [[ϕ]] nach Satz 4.17 und Lemma 4.12 bzw. wegen
der Regularität von D erkennbar.
• Sei ϕ = ϕ1 ∨ ϕ2, ϕ = ∃xϕ1 oder ϕ = ∃Xϕ1. Nach Induktionsvoraus-
setzung sind [[ϕ1]] und [[ϕ2]] erkennbar. Die Erkennbarkeit von [[ϕ]] ist in
Satz 4.18 nachgewiesen worden.
• Sei ϕ = ϕ1 ∧ ϕ2. Nach Voraussetzung sind entweder ϕ1 und ϕ2 beinahe
boolesch oder eine der beiden ist boolesch. Im ersten Fall ist [[ϕ1]] bzw.
[[ϕ2]] nach Satz 4.17 eine erkennbare Treppenfunktion und da nach Lem-
ma 4.7 die Klasse der erkennbaren Treppenfunktionen unter Produktbil-
dung abgeschlossen ist, ist auch [[ϕ]] eine erkennbare Treppenfunktion und
somit nach Lemma 4.12 erkennbar.
Betrachten wir den zweiten Fall. O.B.d.A. können wir annehmen, dass ϕ2
boolesch ist. Nach Induktionsvoraussetzung ist [[ϕ1]] erkennbar. Dann ist
die Erkennbarkeit von [[ϕ]] in Satz 4.24(a) bewiesen worden.
• Sei nun ϕ = ∀xϕ1 und nach Voraussetzung ϕ1 beinahe boolesch. Dann
ist [[ϕ]] erkennbar (siehe Satz 4.21).
2. Das PBB-Monoid D ist links-distributiv und ϕ ist eine ∀- und ∧-beschränkte
wMSO-Formel. Wir werden nur die Unterschiede zu 1. betrachten.
Sei ϕ = d. Da D links-distributiv ist, ist nach Lemma 3.8 D auch regulär.
Also ist [[ϕ]] erkennbar. Sei nun ϕ = ϕ1 ∧ ϕ2, dann ist nach Voraussetzung ϕ1
beinahe boolesch oder ϕ2 boolesch. Im ersten Fall ist die Erkennbarkeit von
[[ϕ]] durch die Induktionsvoraussetzung und Satz 4.24(b) und im zweiten Fall
durch die Induktionsvoraussetzung und Satz 4.24(a) gegeben.
3. Das PBB-Monoid D ist ein bk-Baumbewertungssemiring und ϕ ist eine ∀- und
kommutativ ∧-beschränkte wMSO-Formel. Es folgt direkt aus Lemma 4.23,
dass [[ϕ]] erkennbar ist.
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4.4 Vom gewichteten Baumautomaten zur
gewichteten MSO-Logik
Nun werden wir uns mit der Hin-Richtung des Hauptresultats beschäftigen.
Satz 4.26. Sei S eine erkennbare Baumreihe über einem PBB-Monoid D und einem
Rangalphabet Σ.
Es gibt einen ∀- und stark ∧-beschränkten wMSO-Satz ϕ mit [[ϕ]] = S.
Beweis. Für den Beweis ist es hilfreich einige MSO-Formel einzuführen. Diese sollen
uns später als Makros dienen. Die Formel
partition(X1, . . . Xn) := ∀x
∨
1≤i≤n










wird erfüllt, wenn σ(z) = ε ist. Außerdem sei die wMSO-Formel
(x ∈ X)→ d := (x /∈ X) ∨ ((x ∈ X) ∧ d)
und für ein t ∈ T(Σ) und eine Zuweisung σ ist folglich:
[[(x ∈ X)→ d]](t, σ) =
{
d wenn σ(x) ∈ σ(X),
1 sonst.
SeiM = (Q,Σ, µ, F ) ein gewichteter Baumautomat über D, der S erkennt.
Zunächst wollen wir eine klassische MSO-Formel konstruieren, welche die gültigen
und erfolgreichen Läufe vonM beschreiben soll.
Wir definieren den Baumautomaten A = (Q,Σ, δ, F ) über Σ mit δ = (δa)a∈Σ durch
q ∈ δa(q1, . . . qn)⇔ µn(a)q1...qn,q 6= 0
für alle q, q1, . . . , qn ∈ Q, a ∈ Σ(n) und n ≥ 0. Ein Lauf von A ist genau dann
erfolgreich (und gültig), wenn dieser Lauf erfolgreich und gültig in M ist. Nun sei
Xq1,...,qn,a(n),q eine Mengenvariable genau dann, wenn q ∈ δa(n)(q1, . . . qn). Es kann nur
endlich viele solcher Variablen geben, da Σ und Q endlich sind. Sei weiter X̄ eine
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die erfolgreichen Läufe von A. Um das zu beweisen, zeigen wir, dass für alle t ∈ T(Σ)
gilt: t ∈ L(A) genau dann, wenn eine (X̄, t)-Zuweisung σ existiert mit (t, σ) |= ψ(X̄).
Sei t ∈ L(A). Dann gibt es einen erfolgreichen Lauf r : dom(t) → Q von A auf t.
Wir wollen zeigen, dass es auch eine (X̄, t)-Zuweisung σ gibt mit (t, σ) |= ψ(X̄).
Da r gültig ist, gilt für alle u ∈ dom(t), dass r(u) ∈ δt(u)(n)(r(u.1), . . . , r(u.n)) ist.
Es müssen daher die Xr(u.1),...,r(u.n),t(u)(n),r(u) ∈ X̄ sein. Nun wählen wir σ wie folgt:
r(u) ∈ δt(u)(n)(r(u.1), . . . , r(u.n))⇔ u ∈ σ(Xr(u.1),...,r(u.n),t(u)(n),r(u))
Wir sagen, σ codiert r. Es lässt sich leicht prüfen, dass (t, σ) die MSO-Formel ψ(X̄)
erfüllt und dass zudem σ auch eindeutig ist.
Ist t /∈ L(A) gibt es keinen gültigen, erfolgreichen Lauf r vonM auf t. Sei r gültig,
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erfüllt, muss es q1, . . . , qn ∈ Q und ein q ∈ F mit ε ∈ σ[z → ε](Xq1,...,qn,t(ε)(n),q))
geben, da (t, σ[z → ε]) die Teilformel root(z) erfüllt. Somit kommt es zu einem Wi-
derspruch, da (t, σ) die Teilformel partition(X̄) erfüllt und ε ∈ Xr(1),...,r(n),t(ε)(n),r(ε)
mit r(ε) /∈ F sein muss, damit ψt(X̄) erfüllt wird.
Folglich existiert keine (X̄, t)-Zuweisung σ mit (t, σ) |= ψ(X̄). Ist r nicht gültig, so
lässt sich ähnlich beweisen, dass es keine (X̄, t)-Zuweisung σ geben kann, so dass
(t, σ) die MSO-Formel ψ(X̄) erfüllt (siehe dazu auch [19, Definition 5.10]).
Nun sei ψ+(X̄) die ∀- und stark ∧-beschränkte, gewichtete MSO-Formel, die aus
ψ(X̄) durch Anwendung der De Morganschen Regel entsteht.
Dann ist [[ψ+(X̄)]] = 1L(ψ(X̄)), d.h. ψ+(X̄) bewertet jeden erfolgreichen Lauf von A
und somit auch jeden gültigen, erfolgreichen Lauf vonM mit 1, jeden anderen Lauf
mit 0.
Des Weiteren sei





(x ∈ Xq1,...,qn,a(n),q)→ µn(a
(n))q1...qn.q)
eine gewichtete MSO-Formel. Diese ist offensichtlich ∀- und stark ∧-beschränkt.
Für einen Baum t ∈ T(Σ) und eine Zuweisung σ kann σ(x) nur in einer der Mengen






(x ∈ Xq1,...,qn,a(n),q)→ µn(a
(n))q1...qn.q)]](t, σ) = Val(tD)






(x ∈ Xq1,...,qn,a(n),q)→ µn(a
(n))q1...qn.q]](t, σ[x→ u])
= 1  · · ·  1  µn(a(n))q1...qn.q  1  · · ·  1
= µn(a
(n))q1...qn.q,
wenn u ∈ σ(Xq1,...,qn,a(n),q) ist. Sei r ein gültiger und erfolgreicher Lauf von M auf
t ∈ T(Σ) und σ die Zuweisung, die r codiert. So gilt für alle Positionen u ∈ dom(t),
dass u ∈ Xr(u.1),...,r(u.n),t(u)(n),r(u) ist. Somit ist tD(u) = µn(t(u)(n))r(u.1)...r(u.n).r(u) und
Val(tD) = Val(γM(t, r)).
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Zusammengefasst ist also










wenn σ einen gültigen und erfolgreichen Lauf r
vonM auf t codiert,
0 sonst.
Wir definieren den wMSO-Satz ϕ durch ϕ := ∃X1 . . . ∃Xkϕ(X1, . . . , Xk). Dieser ist







({X1,...,Xk},t)−Zuweisung σ codiert r




[[ϕ(X1, . . . , Xk)]](t, σ




[[∃Xkϕ(X1, . . . , Xk)]](t, σ′[X1 → I1] . . . [Xk−1 → Ik−1])
= [[∃X1 . . . ∃Xkϕ(X1, . . . , Xk)]](t, σ′) = [[ϕ]](t).
Hierbei ist σ′ die „leere“ Zuweisung, d.h. t = (t, σ′).
Nun folgt aus Satz 4.26 und Satz 4.25 unser Hauptresultat und somit ist dieses
bewiesen.
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5 Einordnung des Hauptresultats
In [19] haben Droste und Vogler die Beziehung zwischen gewichteter Logik und
gewichteten Baumautomaten über Semiringen untersucht. Das Hauptresultat von
[19] lässt sich mittels Satz 4.1 beweisen.
Korollar 5.1. ( [19, Theorem 5.1]) Sei Σ ein Rangalphabet und (K,+, ·, 0, 1) ein
kommutativer Semiring. Sei weiter S eine Baumreihe über Σ und K.
S ist genau dann erkennbar, wenn es einen beschränkten wMSO-Satz ϕ über K gibt,
mit [[ϕ]] = S.
Beweis. Fassen wir den Semiring als Produkt-Baumbewertungsmonoid auf. Dann





Dieses PBB-Monoid ist auch ein links-multiplikativer bk-Baumbewertungssemiring,
da · assoziativ, distributiv über + und kommutativ ist.
„⇒“ : Sei S eine erkennbare Baumreihe über dem Semiring K und Σ.
Sei weiter M = (Q,Σ, µ, γ) ein gewichteter Baumautomat über dem Semiring K,
der S erkennt. Dann istM′ = (Q ∪ {f},Σ, µ′, {f}) für einen neuen Zustand f und
mit µ′ = (µ′m)m≥0,
µ′m(a)q1...qm.q =

µm(a)q1...qm.q wenn q1, . . . , qm, q 6= f,∑
q̃∈Q µm(a)q1...qm.q̃ · γ(q̃) wenn q1, . . . , qm 6= f, q = f,
0
wenn q1 = f, . . . , qm−1 = f oder
qm = f
für alle a ∈ Σ(m), q1, . . . , qm, q ∈ Q ∪ {f} und m ≥ 0 ein gewichteter Baumau-
tomat über dem bk-Baumbewertungssemiring K. Es gilt für alle t ∈ T(Σ), dass
‖M‖(t) = ‖M′‖(t) ist. Der Beweis dafür ist leicht ersichtlich mit Theorem 3.6
aus [22].
Nun können wir einen ∀- und stark ∧-beschränkten wMSO-Satz ϕ über Σ und dem
bk-Baumbewertungssemiring K mit [[ϕ]] = S konstruieren (siehe Satz 4.26). Diese
Formel ϕ kann auch als wMSO-Formel über Σ und dem Semiring K betrachtet wer-
den. Sie ist offensichtlich auch beschränkt.
„⇐“ : Sei ϕ ein beschränkter wMSO-Satz über dem Semiring K. D.h. ϕ enthält
keinen Allquantor 2. Ordnung und ist ∀-beschränkt. Somit können wir ϕ auch
als wMSO-Formel über Σ und dem bk-Baumbewertungssemiring K betrachten.
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Da K kommutativ ist, kommutieren alle zwei beliebigen Teilmengen von K. Al-
so kommutieren auch const(ϕ1) und const(ϕ2) für alle Teilformeln der Form ϕ1∧ϕ2
von ϕ. Folglich ist ϕ eine ∀- und kommutativ ∧-beschränkte wMSO-Formel. Nach
Satz 4.25(c) ist [[ϕ]] erkennbar. Also gibt es einen gewichteten Baumautomaten
M = (Q,Σ, µ, F ) über dem bk-Baumbewertungssemiring K, der [[ϕ]] erkennt. Dann
istM′ = (Q,Σ, µ, γ) mit
γ(q) =
{
1 wenn q ∈ F,
0 wenn q /∈ F
für alle q ∈ Q ein gewichteter Baumautomat über dem Semiring K.
Offensichtlich gilt: ‖M′‖ = ‖M‖. Somit ist [[ϕ]] erkennbare Baumreihe über Σ und
dem Semiring K.
Wir haben gezeigt, dass unser Hauptresultat eine Verallgemeinerung des Theorems
5.1 aus [19] ist. Dieses wiederum ist eine Verallgemeinerung des entsprechenden Re-
sultats aus [14] für Wortreihen. Somit ist mit unserem Hauptresultat auch folgendes
bewiesen.
Korollar 5.2. ( [14, Theorem 3.7]) Sei A ein Alphabet und (K,+, ·, 0, 1) ein kom-
mutativer Semiring. Sei weiter S eine Reihe über Σ und K.
S ist genau dann erkennbar, wenn es einen beschränkten wMSO-Satz ϕ über K gibt,
mit [[ϕ]] = S.
Betrachten wir nun das folgende Hauptresultat der Arbeit [17] von Droste und Mei-
necke:
Satz 5.3. ( [17, Theorem 4.4]) Sei Σ ein Rangalphabet und (D,+,Val, , 0, 1) ein
Produktbewertungsmonoid. Sei weiter S : Σ+ → D eine Reihe.
(a) Sei D regulär. Dann ist S erkennbar genau dann, wenn ein ∀- und stark ∧-
beschränkter wMSO-Satz ϕ mit S = [[ϕ]] existiert.
(b) Sei D links-distributiv. Dann ist S erkennbar genau dann, wenn ein ∀- und ∧-
beschränkter wMSO-Satz ϕ mit S = [[ϕ]] existiert.
(c) Sei D bk-Bewertungssemiring. Dann ist S erkennbar genau dann, wenn ein ∀-
und kommutativ ∧-beschränkter wMSO-Satz ϕ mit S = [[ϕ]]existiert.
Die Vermutung liegt nahe, dass unser Hauptresultat eine Verallgemeinerung dieses
Satzes ist. Die Hin-Richtung des Beweises dieser Vermutung lässt sich allerdings
nicht mit den Standardmitteln, wie sie in [22] vorgestellt werden, führen.
In [22] wird für das Alphabet Σ das Rangalphabet Σb := {a(1) | a ∈ Σ} ∪ {e(0)}
eingeführt und die Abbildung tree : Σ∗ → T(Σb) durch
tree(ε) = e(0) und tree(wa) = a(1) tree(w)
für alle a ∈ Σ und w ∈ Σ∗ definiert.
Sei nun (D,+,Val, , 0, 1) ein Produktbewertungsmonoid.
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Dann ist (D,+,Valb, , 0, 1) mit
Valb(t) =
{
Val(w) wenn 0 /∈ im(t),
0 sonst
für alle t ∈ TD, wobei w das Wort ist, dass durch Rotation des längsten (am weitesten
links stehenden) Pfades von t ohne den Blattknoten um 90◦ mit dem Uhrzeigersinn
entsteht (falls w = ε entstehen sollte, ist Valb(t) := 0), ein PBB-Monoid.
Es lässt sich zeigen, dass für jeden gewichteten Wortautomaten M über Σ und
(D,+,Val, , 0, 1) ein gewichteter BaumautomatM′ über Σb und (D,+,Valb, , 0, 1)
mit
‖M‖(w) = ‖M′‖(tree(w))
für alle w ∈ Σ+ existiert. Nach Satz 4.1 existiert dann ein ∀- und stark ∧-beschränkter
wMSO-Satz ϕ′ über Σb und (D,+,Valb, , 0, 1) mit
‖M′‖ = [[ϕ′]].
Nun müssen wir einen ∀- und stark ∧-beschränkten wMSO-Satz ϕ über Σ und
(D,+,Val, , 0, 1) mit
[[ϕ]](tree−1(t)) = [[ϕ′]](t)
für alle (t) ∈ T(Σb) finden. Um induktiv vorzugehen, müssen wir auch labele(0)(x)
übersetzen. Es ist jedoch völlig offen, wie diese Formel übersetzt werden soll.
Die Rück-Richtung lässt sich aus unserem Hauptresultat folgern. Wir werden einen
Großteil der dazu notwendigen Übersetzungen zeigen:
Der Einfachheit halber weichen wir von der Standardvariante, wie sie in [22] vorge-
stellt wird, ab. Sei Σ ein Alphabet. Dann ist Σb := {a(0) | a ∈ Σ} ∪ {a(1) | a ∈ Σ}
ein Rangalphabet.
Die Abbildung tree : Σ+ → T(Σb) ist definiert durch tree(a) = a(0) für alle a ∈ Σ und
tree(wa) = a(1) tree(w) für alle a ∈ Σ und w ∈ Σ+. Sie lässt sich auf erweiterte Al-
phabete erweitern. Für alle (w, σ) ∈ Σ+V mit |w| = n ist tree((w, σ)) = (tree(w), σ′)
mit der (V , tree(w))-Zuweisung σ′, für die gilt:
∀x ∈ V1, X ∈ V2 : (σ′(x) = 1n−1−i ⇔ σ(x) = i) ∧ (1n−1−i ∈ σ′(X)⇔ i ∈ σ(X)).
Diese Abbildung ist eine Bijektion.
Sei nun (D,+,Val, , 0, 1) ein Produktbewertungsmonoid.
Dann ist (D,+,Valb, , 0, 1) mit
Valb(t) =
{
Val(w) wenn 0 /∈ im(t),
0 sonst
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für alle t ∈ TD, wobei w das Wort ist, dass durch Rotation des längsten (am wei-
testen links stehenden) Pfades von t um 90◦ mit dem Uhrzeigersinn entsteht, ein
PBB-Monoid. Außerdem besitzt (D,+,Valb, , 0, 1) die von uns untersuchten Ei-
genschaften für PBB-Monoide, wenn (D,+,Val, , 0, 1) diese besitzt. Den Fall der
bedingten Kommutativität sehen wir uns etwas genauer an, da Droste und Meine-
cke [17] diese Eigenschaft etwas allgemeiner definiert haben.
Seien t, t′ ∈ TD mit dom(t) = dom(t′) und im(t) und im(t′) kommutieren und sei
weiter w = (d1, . . . , dn) ∈ D+ bzw. w′ = d′1, . . . , d′n ∈ D+ der längste Pfad (am
weitesten links stehende) Pfad von t bzw. t′. Dann kommutieren auch di und dj für
alle 1 ≤ j < i ≤ n. Wenn (D,+,Val, , 0, 1) bedingt kommutativ ist, dann ist:
Valb(t)  Val(t′) = Val(w)  Val(w′) = Val(d1  d′1, . . . , dn  d′n) = Valb(t′′)
mit t′′ ∈ TD, dom(t′′) = dom(t) und t′′(u) = t(u)  t′(u) für alle u ∈ dom(t′′) und
somit ist auch (D,+,Valb, , 0, 1) bedingt kommutativ.
Lemma 5.4. Sei ϕ eine wMSO-Formel über Σ und (D,+,Val, , 0, 1).
Dann gibt es eine gewichtete wMSO-Formel ϕ′ über Σb und (D,+,Valb, , 0, 1) mit
[[ϕ′]](tree((w, σ)) = [[ϕ]](w, σ) für alle (w, σ) ∈ Σ+Free(ϕ).
Beweis. Sei ϕ′ die wMSO-Formel über Σb und (D,+,Valb, , 0, 1), die
aus ϕ entsteht, indem jede Teilformel der Form labela(x) von ϕ durch
labela(0)(x) ∨ labela(1)(x) und jede Teilformel der Form x ≤ y von ϕ durch
∀X(x ∈ X ∧ (∀u∀v(u ∈ X ∧ edge1(v, u)→ v ∈ X))→ y ∈ X) ersetzt wird.
Nun lässt sich einfach induktiv über den Aufbau von ϕ zeigen, dass
[[ϕ′]](tree(w, σ)) = [[ϕ]](w, σ) für alle (w, σ) ∈ Σ+Free(ϕ) ist.
Sei c ∈ {∀, stark ∧, ∧, kommutativ ∧}. Offensichtlich ist ϕ c-beschränkt, wenn ϕ′
c-beschränkt ist.
Lemma 5.5. Sei M′ = (Q,Σb, µ, F ) ein gewichteter Baumautomat über
(D,+,Valb, , 0, 1). Dann gibt es einen gewichteten Wortautomaten M über Σ und
(D,+,Val, , 0, 1) mit ‖M′‖(t) = ‖M‖(tree−1(t)) für alle t ∈ T(Σb).
Beweis. Wir definieren den gewichteten WortautomatM = (Q ∪ I, I, T, F, γ) über
Σ und (D,+,Val, , 0, 1) mit I := {qa(0),q | ∃ a(0) ∈ Σ, q ∈ Q : µ0(a(0))ε.q 6= 0}
(I ∩Q = ∅), T = (Q ∪ I)× Σ×Q und
γ(q, a, q′) =
{
µ1(a
(1))q.q′ wenn q, q′ ∈ Q,
µ0(a
(0))ε.qi wenn q = qa(0),qi , q
′ ∈ Q (qi ∈ Q)
für alle a ∈ Σ, q ∈ Q∪ I und q ∈ Q und zeigen, dass ‖M‖(t) = ‖M′‖(tree−1(t)) für
alle t ∈ T(Σb) ist:
Sei r mit r(1n−i) = qi für alle i ∈ {1, . . . , n} ein erfolgreicher und gültiger Lauf von
M auf t = a(1)n (. . . a(1)2 (a
(0)
1 ) . . . )
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⇔ µ0(a(0)1 )ε.r(1n−1) = µ0(a
(0)
1 )ε.q1 6= 0, µ1(t(1n−i))r(1n−i+1).r(1n−i) = µ1(a
(1)
i )qi−1.qi 6= 0
für alle i ∈ {2, . . . , n} und r(ε) = qn ∈ F
⇔ q0 = qa(0)1 ,q1 ∈ I, (q0, a1, q1) ∈ T , γ((q0, a1, q1)) = µ0(a
(0)
1 )ε.q1 6= 0 und
(qi−1, ai, qi) ∈ T , γ((qi−1, ai, qi)) = µ1(a(1)i )qi−1.qi 6= 0 für alle i ∈ {2, . . . , n} und
qn ∈ F
⇔ r′ = ((qi−1, ai, qi))1≤i≤n ist ein erfolgreicher Lauf vonM′ auf a1 . . . an = tree−1(t)








1 ) . . . ), r)) = Val((γ(qi−1, ai, qi))1≤i≤n) = Val(γ(r
′)).









Nun ist der Beweis des folgenden Korollars mit Lemma 5.4, Lemma 5.4 und der
Definition von Σb bzw. (D,+,Valb, , 0, 1) klar.
Korollar 5.6. Sei Σ ein Rangalphabet und (D,+,Val, , 0, 1) ein Produktbewer-
tungsmonoid. Dann ist [[ϕ]] erkennbar, wenn:
(a) D regulär und ϕ ein ∀- und stark ∧-beschränkter wMSO-Satz über D und Σ ist,
(b) D links-distributiv und ϕ ein ∀- und ∧-beschränkter wMSO-Satz über D und Σ
ist oder
(c) D bk-Bewertungssemiring und ϕ ein ∀- und kommutativ ∧-beschränkter wMSO-
Satz über D und Σ ist.
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6 Ausblick
Wir haben das Konzept der gewichteter Baumautomaten über Rangalphabeten und
Semiringen auf eine neue Gewichtsstruktur, den Baumbewertungsmonoiden erwei-
tert und deren Beziehung zur gewichteten MSO-Logik mit Gewichten aus dieser
Gewichtsstruktur für Bäume untersucht. Dabei haben wir zwei Beispiele gegeben,
die die Notwendigkeit einer Einschränkung auf drei Fragmente der betrachteten ge-
wichteten MSO-Logik rechtfertigen.
Betrachen wir nun folgende quantitative Entscheidungsprobleme:
• Erfüllbarkeitsproblem: Sei D ein Baumbewertungsmonoid, Σ ein Rangalpha-
bet, ϕ eine gewichtete MSO-Formel über D und Σ und d ∈ D.
Gibt es einen Σ-Baum t mit [[ϕ]] > d ?
• Gültigkeitsproblem: Sei D ein Baumbewertungsmonoid, Σ ein Rangalphabet,
ϕ eine gewichtete MSO-Formel über D und Σ und d ∈ D.
Gilt für alle Σ-Baum t, dass [[ϕ]] > d ist?
• Inklusionsproblem: Sei D ein Baumbewertungsmonoid, Σ ein Rangalphabet
und seien ϕ und ψ zwei gewichtete MSO-Formeln über D und Σ.
Gilt [[ϕ]] ≥ [[ψ]] ?
• Äquivalenzproblem: Sei D ein Baumbewertungsmonoid, Σ ein Rangalphabet
und seien ϕ und ψ zwei gewichtete MSO-Formeln über D und Σ.
Gilt [[ϕ]] = [[ψ]] ?
Wir haben gezeigt, dass die Semantik unserer Fragmente der gewichteten MSO-
Logik und die gewichteten Automaten die gleiche Ausdrucksstärke besitzen. Da all
unsere Beweise, die wir dazu duchführten, konstruktiver Art sind, ist es möglich ge-
wichtete MSO-Formeln dieser Segmente in gewichtete Automaten zu übersetzen und
somit die obigen quantitativen Entscheidungsprobleme der gewichteten MSO-Logik
auf die entsprechenden Entscheidungsprobleme für gewichtete Automaten zu redu-
zieren. Allerdings ist die Entscheidbarkeit dieser Probleme eine in weiterführender
Arbeit zu klärende Frage.
Außerdem könnten in weiterführenden Arbeiten gewichtete Automaten und eine ge-
wichtete MSO-Logik über Baumbewertungsmonoiden für Bäume über Alphabeten
ohne Rang oder für unendliche Bäume über Alphabeten mit oder ohne Rang einge-
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