Summary and Concluding Remarks
In this paper we h a v e developed, analyzed, and tested an adaptive, or on-line, identication scheme for linear second order distributed parameter systems. The approach w e h a v e taken represents an innite dimensional extension, and extension to second order systems, of what is a well-known and standard approach for nite dimensional rst order systems. In particular, our scheme and corresponding convergence analysis are based on, and are an extension of, the nite dimensional treatment in [14] . We constructed a combined state and parameter estimator in the form of an abstract innite dimensional linear non-autonomous evolution system. A Lyapunov-like argument w as used to establish convergence of the state estimate, and, with the additional assumption of persistence of excitation, convergence of the parameter estimates could also be guaranteed. We also developed an abstract nite dimensional approximation theory and established a corresponding convergence result. Numerical studies were carried out and the results reported on. The feasibility of our approach was demonstrated via its application to the identication of a one dimensional damped wave equation. Using a simulated plant, we showed that our scheme could be used eectively to estimate both constant and functional (i.e. spatially varying) parameters.
In the case W = V , the identication scheme for second order systems and the associated approximation theory that we h a v e considered here could also be analyzed as a special case of a more general abstract treatment of rst order systems. Furthermore, because of the relative abundance of regularity results for rst order equations, such a treatment would allow one to better address the questions of well-posedness of the estimator, and the required regularity of the plant, u, and the innite dimensional estimates, u and q, to ensure convergence of the approximating estimates, u n and q n .
We are currently involved in a joint eort with researchers at the U.S. Air Force Phillips Laboratory at Edwards Air Force Base in California to develop an experiment which will allow us to test our on-line real-time identication scheme with an actual plant. The experiment will involve the estimation of stiness and damping parameters in an EulerBernoulli model for the transverse vibration of a exible cantilevered beam. That is, a second order linear partial dierential equation of the form @ 2 u @t 2 (t; x) + q 2 @ 4 @x 4 @u @t (t; x) + q 1 @ 4 u @x 4 (t; x) = f ( t; x); t > 0 ; 0 < x < 1 ;
where, for example, we h a v e c hosen to include Kelvin-Voigt dissipation in the model. We intend to eect actuation via an appropriately designed piezo-electric patch placed near the root of the beam and to measure displacement a t a n umber of points along the length of the beam using proximity sensors. In doing this, we will take advantage of the fact that when our approximating estimator, (4.1), (4.2) , is used with u replaced by u n , distributed measurement is not required. This project is currently in the design and simulation stage and will be moving towards hardware fabrication and testing in the near future. We are also intending to investigate the incorporation of our on-line identication scheme into an indirect adaptive linear quadratic control algorithm for distributed parameter systems. In this case, the controller would serve to excite the system for the purpose of identication, while the identied parameters are being used to compute the optimal LQ controller. Many i n teresting questions, including a number related to the stability of the scheme and nite dimensional approximation and convergence, will have to be addressed. 
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behavior to only a minor degree. Our adaptive s c heme is surprisingly stable, and obtains valid estimates for rather large (with respect to n) values of m. We do note however, that our scheme did have more diculty when we attempted to use it to estimate functional damping coecients. We believe that this can be remedied with appropriate choices for the input (this may be related to the persistence of excitation condition), and the gains q 1 , q 2 , , ! 1 and ! 2 . It also may be related to the fact that our plant simulation yielded velocity data that was somewhat less accurate than the corresponding displacement data. We did observe that the performance of the scheme improves with the accuracy of the plant's simulation. We are currently carrying out further studies in this direction.
Let p m (t) = [ p m 0 ( t ) ; : : : ; p m m ( t )] T 2 R m+1 denote the coordinate vector for the estimate q m (t) with respect to the basis f' m j g m j=0 , and for simplicity w e take the gain q 1 to be constant. In this case the matrix form of the approximating estimator is given by Note that q m 1 (0; ) 2 Q m , for all m. All computational considerations are as they were described for our rst example above. In Figures 5.7 -5.9 we plot our nal (t=100) estimate for q 1 , holding n xed and varying m. In Figure 5 .10 we do the same except this time holding m xed and varying n. Finally in gure 5.11 and Figure 5 .12 we plot time histories for our estimates for two dierent c hoices for the values of m and n. In each gure we also plot the actual value of (solid line), and the initial estimate (dashed line) for, the parameter q 1 .
Once again that convergence is achieved (with respect to both time and approximation) is evident. The one most remarkable feature of the numerical results is the degree of stability of the scheme with respect to the parameter space discretization index m. Indeed, the ill -posedness of the un-regularized parameter estimation problem for distributed parameter systems is well known (see, for example [3] and [22] ). Our scheme appears to exhibit this error vector, r n (t) = q n ( t ) q 2 R 2 (dotted line). We h a v e also plotted the true values of the unknown parameters, q 1 and q 2 (dashed lines). In Figure 5 .6 we h a v e plotted jr n (t)j, for dierent v alues of n. That convergence is achieved as t ! 1 and n ! 1 is immediately evident. It is worth pointing out that the speed of convergence, the amount o f o v ershoot, and the degree of oscillation in the estimates as functions of time depend on the choice of the gains q , ! 1 , ! 2 and , and the level of persistence of excitation in the plant, u. W e study these phenomena in detail in [6] .
As a second example of the application of our scheme we consider the identication of a functional parameter. We again consider a one dimensional wave equation with Kelvin -V oigt damping. However, in this case we assume that the unknown stiness coecient, q 1 = q 1 (x), is spatialy varying. We assume that the damping coecient, q 2 , where for i = 1 ; 2 ; : : : ; n 1, ' n i is given by ( 5. by the linear second order system M n U n (t) + q 2 K n _ U n ( t ) + q 1 K n U n ( t ) + q n 2 ( t ) K n _ U n ( t ) + q n 1 ( t ) K n U n ( t ) = F n ( t ) + q 2 K n _ U n ( t ) + q 1 K n U n ( t ) ; t > 0 ;
(5:5)
where for t > 0 F n ( t ) j = Z 1 0 f ( t; x)' n j (x)dx; j = 1 ; 2 ; : : : ; n 1 :
We n o w describe the results of some of our numerical studies. We note that our intent here is to simply demonstrate feasibility of the scheme. We did not pay particular attention to the level of persistence of excitation in u induced by our choice of input f. W e h a v e carried out just such a study for both rst and second order systems and have reported on these results elsewhere (see for various values of n. On the same set of axes we also plot the Euclidean norms of the 5{23 linear spline functions (see [19] ) it is not dicult to verify that all of the conditions of Assumption 4.1 are satised. Consequently, the conclusion of Theorem 4.2 follows.
Furthermore, if we let P n denote the orthogonal projection of V = H 1 0 (0; 1) onto H n (with respect to the standard H 1 0 inner product), and set u n = P n u, it is once again not dicult to verify the convergence required in Assumption 4.3. It follows that the conclusions of Theorem 4.4 hold as well. It is also worth noting that there are benets to chosing u n in this manner. First we note that for q 2 Q and ' 2 V we h a v e a ( q ; P n '; n ) = a ( q; '; n ); n 2 H n ; and b(q; P n '; n ) = b ( q ; '; n ); n 2 H n ; where the forms a(q; ; ) and b(q; ; ) are given by ( 5.1), and (5.2), respectively. Second, if we set u n (t) = P n u ( t ) = n 1 X j =1 U n (t) j ' n j ; (i.e. let U n (t) 2 R n 1 be the coordinate vector for u n (t) with respect to the basis f' n j g n 1 j=1 ) then
where for ' 2 V , h n (') 2 R n 1 is given by h n (') j = It follows that to implement our scheme (i.e. use the approximating estimator (4.1), ( 4.2), (4.4) with u replaced by u n ) w e do not require spatially distributed data. Indeed, for a given value of n, w e need only to measure u and _ u at the nodal points, 0; 1=n; 2=n; : : :; 1.
If we let U n (t) 2 R n 1 be the vector representation of u n (t); that is
U n (t) j ' n j ; 5{22 
Examples and Numerical Results
As an illustration of the application of the abstract theory presented above, we consider the identication of the one dimensional wave equation with Kelvin -Voigt viscoelastic damping given by @ 2 u @t 2 (t; x) q 2 @ 2 @x 2 @u @t (t; x) q 1 @ 2 u @x 2 (t; x) = f ( t; x); t > 0 ; 0 < We approximate using linear B -splines. For n = 1 ; 2 : : : ;let f' n j g n j=0 be the standard . Since Q is already nite dimensional, we simply set Q n = Q, n = 1 ; 2 ; : : : .F or each n = 1 ; 2 ; : : : ;let P n denote the orthogonal projection of H onto H n . I f ( q;u) is the solution to the initial value problem (2.4) -(2.6) with _ u 2 L 2 (0; T ; V ) and u 2 L 2 (0; T ; H ) and we set u n = P n u, then using standard approximation results for 5{21 +a(r n ; u; _ e n ) + b ( r n ; _ e n ; _ u n ) + a ( r n ; e n ; _ u n ) + 2 j _ e n j 2 + 2 b ( r n ; _ u n ; e n ) + a ( r n ; u n ; e n ) + b ( q ; _ e n ; e n ) + a ( q ; e n ; e n ) b ( q ; _ e n ; e n ) a ( q ; e n ; e n )
+ h e n ; e n i + b ( q ; _ e n ; e n ) + a ( q ; e n ; e n ) b ( r n ; _ u n ; e n ) b ( r n ; _ e n ; u ) + b ( r n ; _ u ; e n ) + b ( r n ; _ e n ; u n ) a ( r n ; u n ; e n ) a ( r n ; e n ; u ) + a ( r n ; u ; e n ) + a ( r n ; e n ; u n ) g + 2 h _ r n ; r n i Q ;
where r n =n , e n = u u n , and e n = u u n . N o w, using Assumptions (A2), (B2), (A5) and (B5), we obtain D t n h a(q ; e n ; e n ) + j _ e n j 2 i + 2 h e n ; _ e n i + b ( q ; e n ; e n ) + j r n j 2 Q o +2b(q ; _ e n ; _ e n ) + 2 a ( q ; e n ; e n ) 2 b j r n j Q k _ u n k W k _ e n k W + D t a ( r n ; u n ; e n ) + a j _ r n j Q k u n k V k e n k V + a j r n j Q k _ u n k V k e n k V + b j q j Q k _ e n k W k _ e n k W + D t a ( q ; e n ; e n ) + a j _ q j Q k e n k V k e n k V + a j q j Q k _ e n k V k e n k V + 0 ( q ) k _ e n k W k _ e n k W D t a ( q ; e n ; e n ) + 0 ( q ) k _ e n k V k e n k V + j e n jj_ e n j + 0 (q )k _ e n k W k_ e n k W + D t a(q ; e n ; e n )
e n k W k e n k W + 0 ( q ) k e n k V k e n k V + j e n jje n j + 0 (q )k _ e n k W ke n k W + 0 (q )ke n k V ke n k V + b jr n j Q k _ u n k W ke n k W + b jr n j Q k _ e n k W kuk W + jr n j Q ke n k W + b jr n j Q k _ e n k W ku n k W + a jr n j Q ku n k V ke n k V + a jr n j Q ke n k V kuk V + a jr n j Q ke n k V ku n k V g + 2 j _ r n j Q j r n j Q :
The remainder of the argument is analogous to the one used to establish Theorem 4. ; for some positive constant c, which, together with (4.7) -(4.9), proves the remaining result. 2 Since the state of the plant at each time t, u(t), is also in the innite dimensional space V , from an implementation point of view, it may be more convenient to replace u in the approximating estimator (4.1) -(4.3) by a nite dimensional approximation, u n . W h y this is in fact the case will be addressed in greater detail when we present our numerical ndings in the next section. Here however, we will establish the requisite convergence result which is in the spirit of Theorem 4.2 above. We require the following additional conditions on the forms a(; ; ) and b(; ;) and the following assumption. hold. Let (q;u) be the solution to the initial value problem (2.4) -(2.6) and for each n = 1 ; 2 ; : : : ;let (q n ; u n )b e the solution to the initial value problem (4.1),(4.2),(4.4) with u replaced b y u n . Then u n ! u in C(0; T ; V ) ,_ u n !_ uin C(0; T ; H )and L 2 (0; T ; W )and q n ! q in C(0; T ; Q ) . Proof. Once again, letting e n = u n u n and r n = q n q n , w e obtain the identity D t n h a(q ; e n ; e n ) + j _ e n j 2 i + 2 h e n ; _ e n i + b ( q ; e n ; e n ) + j r n j Q o +2b(q ; _ e n ; _ e n ) + 2 a ( q ; e n ; e n ) = 2 b ( r n ; _ u n ;_ e n ) + D t a ( r n ; u n ; e n ) a ( _ r n ; u n ; e n ) a ( r n ; _ u n ; e n ) + b ( q ; _ e n ; _ e n ) + D t a ( q;e n ; e n ) a ( _ q ; e n ; e n ) a ( q ; _ e n ; e n ) b ( q ; _ e n ;_ e n ) D t a ( q ; e n ; e n ) + a ( q ; _ e n ; e n ) + h e n ; _ e n i + b ( q ; _ e n ; _ e n ) + D t a ( q ; e n ; e n ) a ( q ; _ e n ; e n ) b ( r n ; _ u n ;_ e n ) a ( r n ; u n ;_ e n ) b ( r n ; _ e n ;_ u ) a ( r n ; e n ;_ u ) + b ( r n ; _ u ; _ e n ) 4{19 +2b(q ; _ e n ; _ e n ) + 2 a ( q ; e n ; e n ) = 2 b (n ; _ u ;_ e n ) + a (n ; u ; _ e n ) b ( q ; _ u n _ u; _ e n ) h u n u; _ e n i + a(q ; _ u n _ u; e n ) D t a(q ; u n u; e n )g +2b(n ; _ u; e n ) + 2 a (n ; u ; e n ) 2 b ( q ; _ u n _ u; e n ) +2b(r n ; u; u n u ) + 2 a ( r n ; u ; u n u ) 2 a ( q ; u n u; e n ) +2b(r n ; _ u;_ u n _ u) + 2 a(r n ;u;_ u n _ u) + 2 j _ e n j 2 2 h u n u; e n i + 2 h _ q _ q n ; r n i Q :
Using Assumptions (A2) and (B2), Denition 2.1, and the Cauchy-Schwarz inequality, w e have D t n h a(q ; e n ; e n ) + j _ e n j 2 i + 2 h e n ; _ e n i + b ( q ; e n ; e n ) + j r n j 2 Q o +2b(q ; _ e n ; _ e n ) + 2 a ( q ; e n ; e n )
uk W ke n k W + 2 j r n j Q k u n u k W + 2 0 ( q ) k u n u k V k e n k V +2jr n j Q k_ u n _ uk W + 2 j _ e n j 2 + 2 j u n u jje n j + 2 j _ q _ q n j Q j r n j Q :
Integrating (4.5) from 0 to t, using (4.4), and recalling (3.7), w e nd that for any > 0 0 n k e n ( t ) k 2 V + j _ e n ( t ) j 2 + j r n ( t ) j 2 Q h D t q n ( t ) ; p n i Q + b ( p n ; D t u ( t ) ; u ( t ) u n ( t )) + a(p n ; u(t); u(t) u n (t)) +fb(p n ; D t u(t); D t u ( t ) D t u n ( t )) + a(p n ; u(t); D t u ( t ) D t u n ( t ))g = 0 ; (4.2) p n 2 Q n ; t > 0 ; u n (0) 2 H n ; D t u n (0) 2 H n ; q n (0) 2 Q n :
We let T > 0 be xed but arbitrary, and we make the following standard Galerkin approximation assumption. Proof. Let e n = u n u n and r n = q n q n . I f w e can argue that e n ! 0 i n C (0; T ; V ), _ e n ! 0 i n C (0; T ; H ) and L 2 (0; T ; W ), and r n ! 0 i n C (0; T ; Q ), Assumption 4.1 together with the triangle inequality will yield the desired result.
Setting ' = ' n = _ e n in equations (2.4) and (4.1), and p = p n = r n in equations (2.5), and (4.2) we obtain the identity D t n h a(q ; e n ; e n ) + j _ e n j 2 i + 2 h e n ; _ e n i + b ( q ; e n ; e n ) + j r n j On the other hand, it is also possible to prove Theorem 3.5 using an alternative (and marginally weaker) denition of persistence of excitation. However, the proof, while certainly valid, is indirect in nature and therefore does not provide the insight of the proof given above. This treatment is analogous to the one given in [4] for the identication of nite dimensional rst order systems. We summarize this alternative approach here in the context of our innite dimensional second order systems. We n o w prove Theorem 3.5 using Denition 3.8. Note that the theorem can be proved without the aid of Lemmas 3.6 and 3.7.
Proof of Theorem 3.5 The fact that E given by ( 3.4) is both nonnegative and nonincreasing (see Theorem 3.2), yields that lim t1 E(t) exists. Furthermore, since by Theorem 3.2, lim t1 ke(t)k V = 0 and lim t1 jD t e(t)j = 0 , ( 3.28) implies that lim t1 jr(t)j must exist as well. However, suppose that the limit is not zero. Then, without loss of generality, w e can assume that for all positive i n tegers k, jr(t k )j Q ; (3:37) for some > 0. For any 2 Note that in the above estimates we h a v e used the fact that (3.30) implies that 0 2 (0; 1) and therefore that (1 0 )E(t 0 2 ) (1 0 )E(t 0 1 ). We h a v e also used the fact that t 0 2 2 (1 0 ) (j+1) g j 3 ; k K;
we obtain
It follows that we h a v e established (3.29) witht = t K 1 , and the Theorem is proved. 2
The proof of Theorem 3.5 given above is somewhat lengthy and rather technical. It is valuable in that it illustrates how the nite dimensional result in [14] can be extended to second order systems and innite dimensions. Moreover, it provides valuable insight into how this convergence is achieved. In particular, the constants dened in the above proof yield upper bounds for the rate of convergence and how they depend on the level of 3{14 Using (3.31) we obtain (t 0 2 ) 1 1 It follows from (3.13) that for every > 0 and > 0, there exists t 0 > 0 such that for all t 2 > t 1 > t 0 with t 2 t 1 we h a v e j ( t 2 ) ( t 1 ) j < :
Now, suppose that lim t1 (t) 6 = 0 . Then, there exists > 0 and ft n g 1 n=1 R + with lim n1 t n = 1 and t n+1 t n 2 such that (t n ) :
(3:15) Setting = 1 and = 2 in (3.14), it follows that there exists t 0 > 0 such that if t 2 > t 1 > t 0 with t 2 t 1 < 1, then j(t 2 ) (t 1 )j < 2 : (3:16) Let n 0 be such that t n 0 > t 0 + 1. Then, from (3.15) and (3.16) we h a v e that for all n n 0 and t 2 [t n 1; t n + 1 ] 
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From assumptions (A2) and (B2) we nd that E(t) 0 (q )ke(t)k 2 V +jD t e(t)j 2 + 2 j e ( t ) jjD t e(t)j + 0 (q )ke(t)k 2 W + jr(t)j 2 Q n 0 (q ) + K 2 V + 0 ( q ) K 2 W ;V o ke(t)k 2 V + ( + 1 ) j D t e ( t ) j 2 + j r ( t ) j 2 Q (3.7) 1 n ke(t)k 2 V + jD t e(t)j 2 + jr(t)j 2 Q o ;
for some 1 > 0. Also, from 2he(t); D t e ( t ) i j e ( t ) jjD t e(t)j K V k e ( t ) k 2 V + K V j D t e ( t ) j 2 ;
it follows from (3.4) that 0 n ke(t)k 2 V + jD t e(t)j 2 + jr(t)j 2 Q o E(t); (3:8) for some 0 > 0. The desired result then follows from (3.6), ( 3.7), ( 3.8), and the assumed lower bound on .2
The next theorem establishes the convergence of the state estimate. The proof is in the spirit of the arguments used to verify an analogous result for elliptic systems in [3] . Proof. That E is nonincreasing follows immediately from the estimate (3.6). F or t > 0, let (t) = a ( q ; e ( t ) ; e ( t )) + jD t e(t)j 2 :
(3:9) Assumptions (A2) and (A3) imply that In this section we establish convergence of the state estimate (i.e lim t1 ke(t)k V = 0 and lim t1 jD t e(t)j = 0) and, with the additional assumption of Persistence of Excitation, parameter convergence. That is, lim t1 jr(t)j Q = lim t1 jq(t) qj Q = 0 . W e assume throughout this section that (q;u) is a plant (see Denition 2.1). Using (2.2), ( 2.4), and (2.5), w e h a v e that e and r satisfy the linear, homogeneous, non-autonomous, initial value problem given in weak or variational form by hD 2 t e(t); ' i + b ( q ; D t e ( t ) ; ' ) + a ( q ; e ( t ) ; ' ) (3.1) +b(r(t); D t u(t); ' ) + a ( r ( t ); u(t); ' ) = 0 ; ' 2 V;t>0; hD t r(t); p i Q b ( p ; D t u ( t ) ; e ( t )) a(p; u(t); e ( t )) fb(p; D t u(t); D t e ( t )) + a(p; u(t); D t e ( t ))g = 0 ; p 2 Q; t > 0; (3.2) e(0) 2 V; D t e(0) 2 H; r(0) 2 Q:
3) The arguments leading to the well posedness of the estimator, (2.4) -(2.6), described in Section 2 apply as well to the initial value problem (3.1) -(3.3). In fact, the system (3.1), (3.2) is the homogeneous system corresponding to the nonhomogeneous system (2.4), ( 2.5).
We begin by establishing a Lyapunov-like estimate for the system (3.1) -(3.3). We let the unique mild solution to the initial value problem (2.4) -(2.6) be given by z(t) = U ( t; 0)z(0) + where F is given by ( 2.8) and z(t) = ( z 1 ( t ) ; z 2 ( t ) ; z 3 ( t )) (u(t); D t u ( t ) ; q ( t )) for t 0. When the initial data, z(0), is suciently regular (i.e. z(0) 2 D) and F is suciently regular (which essentialy depends upon the regularity of the plant state, u) ( 2.9) denes a strong solution to the initial value problem (2.4) -(2.6). In this case we h a v e z ( t ) = ( z 1 ( t ) ; z 2 ( t ) ; z 3 ( t )) = (u(t); D t u ( t ) ; q ( t )), t 0. In what is to follow, we assume that the initial data and the plant are suciently regular to ensure that the initial value problem (2.4) -(2.6) has a strong solution.
Setting e(t) = u ( t ) u ( t ) = z 1 ( t ) u ( t ) and r(t) = q ( t ) q = z 3 ( t ) q , it is desired that lim t1 ke(t)k V = 0 , l i m t 1 jD t e(t)j = lim t1 jD t u(t) D t u(t)j = lim t1 jz 2 (t) D t u(t)j = 0, and lim t1 jr(t)j Q = 0 . W e establish this convergence in the next section.
We note that the parameters q 2 Q and > 0 can be thought of as gains, or tuning parameters, which are used to \tune" the estimator. They must satisfy certain constraints (which will be made precise in the subsequent section) and how they are selected typically results in a trade-o between the stiness of the system (2.4), ( 2.5) and the rate of convergence of the estimates (see [6] and [7] ). Of course q must be such that Assumptions (A2), (A3), (B2), and (B3) are satised. We note as well, that weighting the Q inner product can also serve to tune the scheme. We address this in somewhat greater detail in Section 5 where we present our numerical ndings. Assumptions (A4) and (B4) imply that the system (2.4) -(2.5) is linear. One way that the initial value problem (2.4) -(2.6) can be shown to be well posed is in the sense of the existence of a unique mild or generalized solution. This can be argued via the theory of innite dimensional evolution equations as presented in, for example, Pazy [17] o r T anabe [21] . We briey outline the requisite arguments here. h; i X is in fact an inner product on X and moreover, that the corresponding induced norm, j j X , is equivalent to the norm on X induced by the more standard inner product on X given by We note that it is possible to specify sucient conditions for a solution u to the initial value problem (2.2),(2.3) to have the necessary regularity for (q;u) to be a plant (see [7] ).
Given a plant ( q;u) w e dene our estimator for q and Let Q be a real Hilbert space with inner product h; i Q and corresponding induced norm j j Q , and for each q 2 Q let a(q;;) : V V! R 1 be a bilinear form on V satisfying Sprekels improve on their earlier results by incorporating a form of regularization into their embedding equations. A stronger Lyapunov-like estimate is now obtained and a completely innite dimensional approach is used to establish weak parameter convergence. They also show that the nite dimensional Galerkin approach treated in their earlier paper can also be used, this time to obtain strong parameter convergence. Once again, however, the data is assumed to lie in the nite dimensional space. In [11] (see also [12] ) the same authors provide an abstract functional analytic framework for their earlier results and extend them to certain classes of stationary elliptic and evolutionary parabolic nonlinear variational inequalities. They treat the time dependent problems by essentially reducing them to the static case. Once again their approach is based upon nite dimensional Galerkin approximation and requires that the data be an element in the nite dimensional Galerkin subspace.
Somewhat closer to our approach are the eorts by Baumeister and Scondo ([4] and [5] ; see also [3] ). In [4] they consider nite dimensional evolution equations, while in [5] they treat linear elliptic partial dierential equations. The elliptic equation is embedded in a pseudo-parabolic evolution equation having the solution to the elliptic equation and the true parameters as an equilibrium point. Using a richness-like assumption, and linear semigroup theory, they are able to establish uniform exponential convergence to this equilibrium as t ! 1 . The resulting semigroup is shown to be analytic, and the exponential stability i s established via the spectral properties of the semigroup. It is not immediately clear how this approach could be extended to the case of evolution equations. The resulting embedding equations involve time dependent operators and consequently semigroup theory is no longer directly applicable.
Our approach, on the other hand, closely parallels the nite dimensional treatment i n [14] . Other than the independent approximation theory that we provide for implementation purposes, our analysis is entirely innite dimensional and, other than the richness condition, we only require some mild regularity assumptions on the data to ensure the well-posedness of the estimator equations. In particular, we do not require that the data be nite dimensional.
O-line, optimization based, identication schemes for distributed parameter systems have been the focus of an extensive research eort for the past two decades. Included in these techniques would be output least squares, maximum likelihood estimation, equation error methods, etc. A rather comprehensive treatment of this approach together with an extensive bibliography of the associated literature can be found in [3] . Our interest in pursuing online as opposed to o-line schemes is motivated by our desire to develop indirect adaptive control algorithms for distributed parameter systems. An on-line parameter identier is an essential component i n s u c h a s c heme.
An outline of the remainder of the paper is as follows. In Section 2 we dene the plant and the estimator equations. In Section 3 we dene the notion of persistence of excitation and establish the convergence of our scheme. Persistence of excitation also allows us to establish an identiability result. Our approximation results are presented in Section 4, while an example and our numerical ndings are discussed in Section 5. A nal sixth section contains a brief summary of the paper and some concluding remarks.
Introduction
In this paper we develop, analyze, and test an adaptive, or on-line, identication scheme for linear second order distributed parameter systems typical of the type used to model exible structures (i.e. abstract wave and beam equations). Our treatment is analogous to, and an extension to innite dimensions of, what is a common approach in nite dimensions (see, for example [2] , [4] , [9], [13], [15] , and [18] ). A combined state and parameter estimator is constructed in the form of an initial value problem for a linear non-autonomous evolution system. The objective is to construct the system so that the trivial solution is a (possibly globally) asymptotically stable equilibrium point of a corresponding set of error equations. In the case of a distributed parameter system, both the underlying plant and the estimator are innite dimensional. Consequently, the requisite analysis to establish the stability and convergence of the scheme is more delicate. Furthermore, as a result of the innite dimensionality of the estimator, implementation of the scheme requires some form of nite dimensional approximation and a corresponding convergence theory. One should note that it is frequently the case, and in fact one of the primary attractions of distributed parameter modeling, that the unknown parameters in the model are functional (i.e. spatially varying) in nature. Thus, in addition to the state estimator being innite dimensional, it is likely to be the case that the parameter estimator is innite dimensional as well. It follows that an approximation theory must be able to handle both forms of innite dimensionality.
In nite dimensions, the stability and convergence analysis for an adaptive estimation scheme such as ours is typically based on a Lyapunov's method-like argument. By constructing the state estimator so that it is inherently stable, convergence of the state estimate often will follow directly. H o w ever, the parameter estimator, being non-coercive, requires additional hypotheses to ensure convergence. This hypothesis, which takes the form of an observability, coercivity, or richness condition, is frequently referred to as persistence o f excitation. It reduces to a condition on the plant, and thereby indirectly to a condition on the input signal. In extending these ideas to innite dimensions, we follow the nite dimensional treatment presented by Morgan and Narendra in [14] (see also [15] and [16] ). However, as we pointed out earlier, because of the innite dimensionality (wherein matrices become unbounded linear (dierential) operators), the extension of the nite dimensional approach, and in particular, the notion of persistence of excitation, to distributed parameter systems is somewhat delicate and must be treated carefully.
We are not the rst researchers to propose the application of adaptive identication techniques to distributed parameter systems. In [1] Alt, Homann, and Sprekels considered an asymptotic embedding method for the identication of functional parameters in linear elliptic (stationary) partial dierential equations. In their approach, the elliptic equation is embedded in a non-autonomous pseudo-parabolic evolution equation in such a w a y that the elliptic equation's solution becomes an asymptotic steady state of the parabolic equation. A L y apunov-like estimate is obtained and used to prove convergence of the solution of the evolution equation to the solution of the elliptic equation as t ! 1 . P arameter convergence of a sort is also obtained. The arguments are based upon nite dimensional Galerkin approximation, and the parameter estimates are shown to converge to the true parameters for the Galerkin equations corresponding to the plant. The theory also requires that the plant data be contained in the nite dimensional Galerkin subspace. In [10] Homann and
