Let N ≥ 2 and let 1 < a 1 < · · · < a N be relatively prime integers.
Introduction
Let N ≥ 2 be an integer and let a 1 , ..., a N be positive relatively prime integers. Define the Frobenius number F = F (a 1 , ..., a N ) of this N -tuple to be the largest positive integer that cannot be expressed as N i=1 a i x i where x 1 , ..., x N are nonnegative integers. The condition that gcd(a 1 , ..., a N ) = 1 implies that such F exists. The general problem of determining the Frobenius number given N and a 1 , ..., a N is NP-hard. For each fixed N , however, it is possible to give a polynomial time algorithm for finding the Frobenius number of a given N -tuple (see [13] ). Since there can be no explicit formula for the Frobenius number, it is interesting to produce upper bounds for it. A large amount of work has been done on this problem. The case of N = 2 is the only one where an explicit formula, known most likely to Sylvester [15] , is available:
F (a 1 , a 2 ) = (a 1 − 1)(a 2 − 1) − 1.
In a more general case N ≥ 3, the bounds on the Frobenius number in the literature are vast. Among many others, they include results by Beck, Diaz, and Robins [4] produced with the use of bounds on Fourier-Dedekind sums:
(2) F ≤ 1 2 a 1 a 2 a 3 (a 1 + a 2 + a 3 ) − a 1 − a 2 − a 3 , as well as earlier results by Erdös and Graham [7] (3) F ≤ 2a N a 1 N − a 1 , by Selmer [14] (4)
and by Vitek [16] 
where [ ] denotes integer part function. See [4] for further bibliography. For comparison, here is a lower bound on F by Aliev and Gruber [1] :
See [1] for more information on lower bounds. The objective of this paper is to produce new upper bounds for the Frobenius number when N ≥ 3.
In [13] , Kannan relates the Frobenius number F to the covering radius of a certain convex body with respect to a certain lattice. More precisely, let
Then Theorem 2.5 of [13] states that
where µ(S, L) is the covering radius (also known as the inhomogeneous minimum) of S with respect to L, namely
Identity (7) then suggests that one could produce bounds on F by bounding µ(S, L). This, however, appears difficult, since the standard techniques for bounding a covering radius only work in the case when the convex body is symmetric with respect to the origin, which is clearly not the case here. Our approach relates the Frobenius number to a covering radius of a Euclidean ball with respect to a different lattice, which is much easier to estimate. Let a = (a 1 , ..., a N ) ∈ Z N ≥0 , with 2 ≤ a 1 < a 2 < · · · < a N relatively prime, as above. Let
be the linear form in N variables with coefficients a 1 , ..., a N , and define the lattice
Let V a = span R Λ a , then V a is an (N − 1)-dimensional subspace of R N and Λ a = V a ∩ Z N is a lattice of full rank in V a . Let B(R) be the (N − 1)-dimensional closed ball of radius R > 0 centered at the origin in V a . Then
Define the covering radius of the lattice Λ a to be
It is not difficult to see that R a is the radius of the smallest ball that can be circumscribed around the Voronoi cell of Λ a , which is defined by
where stands for the usual Euclidean norm on vectors. Notice that unlike µ(S, L) of (8), R a is a well understood invariant of the lattice. We will discuss it in further details in section 3. The main result of this paper is the following theorem. Theorem 1.1. Let N ≥ 3 and let 2 ≤ a 1 < a 2 < · · · < a N be relatively prime integers. Write a = (a 1 , ..., a N ), and let F = F (a) be the Frobenius number of this N -tuple. Then
where R a is as in (10) .
Our approach uses some classical results from the geometry of numbers. Here is a brief outline of our argument. Let t be a positive integer, and consider the hyperplane in R N defined by the equation
The intersection of this hyperplane with the positive orthant R N ≥0 is an (N − 1)dimensonal simplex, call it S(t). An integral point in this simplex corresponds to a solution of (12) in non-negative integers, hence for every t > F such a point must always exist. Moreover, F is precisely the smallest positive integer such that for each integer t > F the simplex S(t) contains a point of Z N . By definition of R a , a ball of radius ≥ R a must contain an integer lattice point. On the other hand, it is possible to bound the inradius of the simplex S(t) from below using a standard isoperimetric inequality. Combining these two estimates produces a value t * large enough so that for every t ≥ t * the simplex S(t) is guaranteed to contain an integral point.
A particularly nice explicit bound for F can be derived from Theorem 1.1 for a special class of latices Λ a . For each 1 ≤ i ≤ N − 1, the i-th successive minimum λ i of Λ a is defined to be the infimum of all λ > 0 such that B(λ) ∩ Λ a contains i non-zero linearly independent vectors in V a . Hence 1 ≤ λ 1 ≤ ... ≤ λ N −1 . If λ 1 = · · · = λ N −1 , we say that Λ a is an ESM lattice (equal successive minima). This is a very important class of lattices, which are widely used for instance in coding theory (see [2] ). Corollary 1.2. Let the notation be as above. Then
where ω N −1 is as in (9) . In case Λ a is an ESM lattice, λ N −1 = λ 1 in (13).
One interesting feature of our bounds (11) and (13) is that they depend symmetrically on all numbers a 1 , . . . , a N , unlike the previously known bounds (2) -(5).
In section 2 of this paper we prove Theorem 1.1. In section 3 we discuss the ESM case, deriving Corollary 1.2, as well as some other related cases using additional tools from the classical geometry of numbers. We also show some examples and exhibit some computational data comparing our bounds to the previously known ones quoted in (2) - (5) . In particular, when Λ a is an ESM lattice, Corollary 1.2 will often produce a better bound on F than (2) - (5) . We discuss this further in section 3. In section 4 we prove that Λ a is an ESM lattice for infinitely many N -tuples a. In fact, in Theorem 4.2 we construct an explicit infinite family of ESM lattices Λ a parametrized by integer values of a single variable t when N = 4. We also explain how families like this can be constructed in higher dimensions. Finally we demonstrate that for all such infinite families of ESM lattices Λ a our bound (13) on F (a) is significantly better than the previously known ones.
Proof of Theorem 1.1
Let the notation be as in section 1 above.
and let V a (t) = span R Λ a (t) be the corresponding hyperplane. Fix u t ∈ Λ a (t), and define a translation f t : V a → V a (t) given by f t (x) = x + u t for each x ∈ V a . Then f t is bijective and preserves distance; moreover, it maps Λ a bijectively onto Λ a (t).
., e N are the standard basis vectors. For each 2 ≤ i ≤ N define
and let W be the (N − 1) × N matrix with row vectors w 2 , ..., w N . By Gram determinant formula
It is easy to see that
is an (N − 1) × (N − 1) symmetric matrix. We want to compute det(W W T ). For this we will need the following lemma.
Proof. It is easy to notice that det(A) = det(B), where
We will prove identity (15) for det(B) by induction on k. If k = 2, then
which is (15) . Assume k > 2. Then, by Laplace's expansion combined with the induction hypothesis, we obtain
This completes the proof.
Applying Lemma 2.1 to W W T , a direct computation shows that
and so combining (14) with (16) we obtain
We also need to compute the surface area A N −1 (S(t)). Notice that S(t) has N faces
Then, applying (17) in one less dimension we see that for each 1 ≤ i ≤ N .
where α i = (a 1 , ..., a i−1 , a i+1 , ..., a N ). Then
Write r(t) for the inradius of S(t), i.e. the radius of the largest ball that can be inscribed into S(t). By a standard isoperimetric inequality for the inradius of a simplex (see for instance (9) of [11] )
where the last identity follows by combining (17) and (18). Let us choose a positive integer t such that r(t) ≥ R a . By (19) we see that it suffices to take
We will write t * for the value of t as in (20). Let t ≥ t * , and let B t (r(t)) be the (N − 1)-dimensional ball of radius r(t) contained in S(t). Then f −1 t (B t (r(t))) is an (N − 1)-dimensional ball of radius r(t) ≥ R a in V a . By definition of R a in (10), we see that whenever R ≥ R a the translated ball B(R) + x will contain at least one nonzero lattice point for every x ∈ V a , and hence f −1 t (B t (r(t))) contains a nonzero point of Λ a . Therefore B t (r(t)) contains a point of Λ a (t), that is Λ a (t) ∩ Z N ≥0 is not empty for each integer t ≥ t * . Therefore F ≤ t * , and observing that α i = a 2 − a 2 i for each 1 ≤ i ≤ N finishes the proof. Remark. It is possible to replace (19) by stronger versions of this isoperimetric inequality, which follow from the proof of Wills conjecture and its various strengthenings (see, for instance, (4), (6) , and Theorem 4 of [5] ). This may lead to a slightly better although much less readable bound than (11).
Corollaries
In this section we discuss consequences of Theorem 1.1, in particular we derive Corollary 1.2. Let N ≥ 3, and let all the notation be as in sections 1 and 2 above. First of all notice that if for some 1 < i ≤ N we can express a i in the form
a j x j , for some nonnegative integers x 1 , ..., x i−1 , then (22) F (a 1 , ..., a N ) = F (a 1 , ..., a i−1 , a i+1 , ..., a N ).
We will call the relatively prime N -tuple a reduced if (21) is not true for any i. By (22), every relatively prime N -tuple can be reduced to a relatively prime reduced k-tuple for some 1 ≤ k ≤ N by eliminating all a i 's for which (21) is true. Moreover, if a 1 = 2, then there must exist 1 < i ≤ N such that a i is odd, since gcd(a 1 , ..., a N ) = 1; let i be the smallest such index. It is easy to see that in this case F = a i − 1. In particular, if a is reduced, then F = a 2 − 1. Hence we can conclude that either a 1 ≥ 3, or
From here on we will assume that a is reduced and a 1 ≥ 3. Therefore coordinates of a can be thought of as Grassmann coordinates of Λ a up to ± signs (some sources also call them Plucker coordinates). They are well defined in the sense that they do not depend on the choice of the basis (see [12] for details). Then, by the Cauchy-Binet formula (see for instance [8] )
Let λ 1 , ..., λ N −1 be the successive minima for Λ a as defined in section 1. An immediate observation is that since a is reduced,
Indeed, if λ 1 < 2, then there must exist 0 = x ∈ Λ a with x < 2, hence at most three of its coordinates are non-zero, call them x i , x j , x k , 1 ≤ i < j < k ≤ N . Assume x i ≥ 0 (take −x otherwise). Then either x i , x j = 1 and x k = −1, or one of them is 0 and the other two are ±1 and ∓2 respectively. In the first case it must therefore be that a k = a i + a j while the second case implies that one of the coordinates of a is a multiple of another. Both of these conclusions contradict the assumption that a is reduced.
Combining Minkowski's second convex body theorem (see [6] , p. 203) with (25), we obtain
Combining Jarnik's inequality (see Theorem 1 on p. 99 of [10] ) with (27), we obtain a bound on R a :
Then Theorem 1.1 combined with (26) and (28) yields a general bound
however we can do much better for more specialized classes of lattices Λ a . Combining (27) and (28), we obtain
which, combined with Theorem 1.1, immediately implies Corollary 1.2. Clearly the bound of Corollary 1.2 becomes better when the ratio λN−1 λ1 is small, and especially in case Λ a is an ESM lattice.
We will now show a few examples of a such that Λ a is an ESM lattice for which (13) of Corollary 1.2 produces a better bound on the Frobenius number than (2) -(5). In the following comparison tables of the bounds (2) -(5) with (13) , λ a stands for the common value of the successive minima of Λ a . First let N = 4.
4-tuple a
λ a min (2) -(5) It is of course possible to come up with numerous such examples for these and higher dimensions. In fact, in the next section we will show that Λ a is an ESM lattice for infinitely many a.
ESM Lattices
Let N ≥ 4. In this section we will describe a procedure that allows to construct infinite families of sublattices of Z N of rank N − 1 which have equal successive minima and are of the form Λ a for N -tuples a of relatively prime positive integers 1 < a 1 < · · · < a N .
We start with some additional notation, following [3] . An ordered collection of linearly independent vectors {x 1 , . . . , x k } ⊂ Z N , 2 ≤ k ≤ N , is called nearly orthogonal if for each 1 < i ≤ k the angle between x i and the subspace of R N spanned by x 1 , . . . , x i−1 is in the interval π 3 , π 2 . In other words, this condition means that for each 1 < i ≤ k
for all non-zero vectors y ∈ span R {x 1 , . . . , x i−1 }, where < , > stands for the usual inner product on R N . The following result is Theorem 1 of [3] ; it is our main tool in this section. In particular, if all vectors x 1 , . . . , x k of Theorem 4.1 have the same norm, then Λ is an ESM lattice. We are now ready to describe our construction for infinite families of ESM lattices. Let x 1 = (t 1 , . . . , t N ) be a variable vector, and write S N for the symmetric group on N letters where id stands for the identity permutaion. Assume that there exist id = σ 1 , σ 2 , . . . , σ N −1 ∈ S N and N (N − 1) integers m 11 , . . . , m (N −1)N ∈ {0, 1} such that
x i = (−1) mi1 t σi(1) , . . . , (−1) miN t σi(N ) , 1 ≤ i ≤ N − 1, satisfy the following conditions for infinitely many positive integer values of the variables t 1 , . . . , t N :
(1) x 1 , . . . , x N −1 are linearly independent, (2) For each 1 ≤ i ≤ N the corresponding Grassmann coordinate det(X Ii ) of the matrix X = (x 1 . . . x N −1 ) t satisfies the condition Then, by construction and by Theorem 4.1, for each such N -tuple t 1 , . . . , t N the lattice span Z {x 1 , . . . , x N −1 } is ESM and of the form Λ a where a is the vector with coordinates a i = (−1) N +1−i det(X Ii ), for each 1 ≤ i ≤ N ; the last statement follows by (24). This would mean that there exist infinite families of ESM lattices of the form Λ a . It appears to be possible to find such permutations for each N . As an example, we exhibit such a family for N = 4.
Then for each t ∈ Z >0 , a(t) = (a 1 (t), a 2 (t), a 3 (t), a 4 (t)) ∈ Z 4 , and there exist infinitely many positive integer values of t such that
gcd (a 1 (t), a 2 (t), a 3 (t), a 4 (t)) = 1, and the lattice
is ESM. Moreover, for each such a(t) the minimum of bounds (2) -(5) on the Frobenius number F (a(t)) is O(t 4 ) while our bound (13) is O(t 3 ). For instance, a(t) has these properties for all t = 13s + 2, where s ≥ 2 is an integer.
Proof. Let t ∈ Z >0 and define (35) x 1 (t) = (−7, t, 6, −6), x 2 (t) = (−6, 7, t, −6), x 3 (t) = (−6, −6, 7, t).
A direct computation shows that
where a(t) is as in (32), and its coordinates can be seen to have no common roots. In particular, Λ a(t) has rank 3 and basis vectors x 1 (t), x 2 (t), x 3 (t) are linearly independent for all real values of t. Also notice that for each t ≥ 10, (33) is satisfied.
To demonstrate that (34) holds infinitely often, notice that gcd(a 1 (t), a 2 (t), a 3 (t), a 4 (t)) ≤ gcd(a 2 (t), a 3 (t)), and define d(t) = gcd(a 2 (t), a 3 (t)) = gcd(7t 2 − 174, 6t 2 − 125). Then d(t) must divide both a 2 (t) − a 3 (t) = t 2 − 49, 7a 2 (t) − 6a 3 (t) = 13 2 . Notice that if, for instance, t = 13s + 2 for any s ∈ Z >0 , then t 2 − 49 = 169s 2 + 52s − 45 ≡ 7 (mod 13), hence gcd(t 2 − 49, 13 2 ) = 1, and so d(t) = 1 for all such t. This proves that (34) holds for infinitely many t ∈ Z >0 .
We now want to show that {x 1 (t), x 2 (t), x 3 (t)} is a nearly orthogonal ordered collection of vectors for infinitely many t ∈ Z >0 . For this we refer to criterion (31) and first observe that
for all t ≥ 28. Also, for each non-zero vector y = ux 1 + vx 2 ∈ span R {x 1 ,
A computation of the critical points of f (u, v) in Maple shows that if t ≥ 17 then − 1 2 ≤ f (u, v) ≤ 1 2 for all u, v ∈ R, not both zero. Hence by criterion (31) we conclude that {x 1 (t), x 2 (t), x 3 (t)} is a nearly orthogonal ordered collection of vectors for all integers t ≥ 28. Therefore, by Theorem 4.1 and remark after it the lattice Λ a(t) is ESM for all such values of t.
Finally, a direct computation shows that for each a(t) as in (32) the minimum of bounds (2) -(5) on the Frobenius number F (a(t)) is O(t 4 ) while bound (13) is
Combining all these observations, we conclude that the statement of the theorem is true for instance for all t of the form (37) t = 13s + 2, where s ≥ 2 is an integer. This completes the proof.
Notice in particular that the first example from the table in case N = 4 in section 3 is precisely of the form (32) where t is as in (37) with s = 3. A good strategy to obtain one-parameter infinite families of ESM lattices of the form Λ a in different dimensions seems to be by a variation on a circulant basis matrix with ± signs as in (35). In fact, the rest of the examples in the table of section 3 can also be seen to come from such infinite families.
Moreover, one can see that for a general N if a lattice Λ a(t) is ESM and is generated by an (N − 1) × N circulant basis matrix with ± signs similar to (35), call this matrix X(t), then t appears precisely once in every row of X(t) and in all, except for one, columns of X(t). This means that all, except for one, Grassmann coordinates of X(t) in general will be polynomials of degree N − 2 in t, and one will be a polynomial of degree N − 1. It is not difficult to see that in general in this case the minimum of bounds (2) -(5) on the Frobenius number F (a(t)) will be O t 2(N −2) while our bound (13) will be O t N −1 .
