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Abstract
In this research, we determine the structure of (claw, bull)-free graphs. We show that
every connected (claw, bull)-free graph is either an expansion of a path, an expansion
of a cycle, or the complement of a triangle-free graph; where an expansion of a graph G
is obtained by replacing its vertices with disjoint cliques and adding all edges between
cliques corresponding to adjacent vertices of G. This result also reveals facts about the
structure of triangle-free graphs, which might be of independent interest.
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1 Introduction
The structure of graphs with some given forbidden subgraphs is well studied, and quickly
gained several applications in graph theory and in theoretical computer science. For some of
the known results in this field see [3], and [4].
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In this paper, we study the structure of (claw, bull)-free graphs. A graph is a claw if it is
isomorphic to K1,3, and a bull if it can be obtained from a triangle by adding two pendant
edges at two different vertices (Figure 1).
Claw Bull
Figure 1: Claw and bull
Definition 1.1. An expansion of a graph G with vertex set V (G) = {v1, . . . , vn} is any graph
H obtained from G by substituting its vertices with disjoint cliques K [i], i = 1, . . . , n, (called
the bags of the expansion) and adding the edges of the complete bipartite graphs with the
partite sets V (K [i]) and V (K [j]) for each vivj ∈ E(G).
Notation. Let X and Y be disjoint subsets of the vertex set of a graph G. Then we write
X ⇔G Y (or simply X ⇔ Y if the graph G is understood from the context) to mean that
every vertex in X is adjacent to every vertex in Y . We also denote by NG(X) (or N(X), if
G is understood) the open neighborhood of X, defined by
NG(X) =
( ⋃
x∈X
NG(x)
)
\X.
Furthermore, given a natural number n ∈ N we write [n] := {1, 2, . . . , n}.
The main result in this paper is as follows:
Theorem 1.1. A connected graph G is (claw, bull)-free graph if and only if it belongs to one
of the following (disjoint) classes of graphs:
• the class of graphs which are expansions of paths of length at lesat four,
• the class of graphs which are expansions of cycles of length at least six,
• the class of connected graphs which are complements of triangle-free graphs.
Since the complement of a bull is still a bull, the complement of triangle free graphs are
also (claw, bull)-free. As a corollary of Theorem 1.1, this two classes are almost the same.
Corollary 1.2. The class of triangle-free graphs is the union of the class of complete bipartite
graphs and the class of complements of all graphs G where G is a connected (claw,bull)-graph
which is not an expansion of a path of length at least 4 or an expansion of a cycle of length
at least 6.
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In the following three sections we consider three sub-classes of (claw, bull)-free graphs
based on the length of a longest cycle. Finally we combining the result of these sections to
show Theorem 1.1. We will use standard definitions and notation for graphs as given in [2].
Notation. Given a graph G, we define `(G) as the length of a longest induced cycle in G.
This research was inspired by the following result on the structure of (claw,bull)-free
graphs, obtained in a study of the game of cops and robbers[1]:
Lemma 1.3. [5] Let u0 and u1 be two adjacent vertices in a (claw,bull)-free graph G, and
let U be the set of neighbor of u0 in G − u1. Then, the component H of u0 in G − U is
an expansion of a path whose bags; in other words, with N0 = {u0} and Ni being the ith
neighborhood of u0 in H for each positive integer i, each Ni is a clique and we have Ni ⇔ Ni−1
for each i ≥ 1.
Indeed, we shall use Lemma 1.3 to show that the sub-class of (claw,bull)-free graphs under
consideration in Section 4 consists of expansions of paths.
2 The case `(G) ≥ 6.
Lemma 2.1. Let G be a (claw, bull)-free graph, C an induced cycle of length k ≥ 4 and
x ∈ N(C). Then N(x) contains two consecutive vertices of C. Moreover, if k ≥ 5 then N(x)
contains three consecutive vertices of C.
. . .
vk v4
v1
v2
v3
x
Figure 2: Consecutive neighbors for vertices in N(C) where C has length ≥ 4
Proof. Let V (C) = {v1, . . . , vk} and suppose xv1 ∈ V (G). Since G is claw-free, we must have
xv2 ∈ E(G) or xvk ∈ E(G), establishing the first claim. Suppose, without loss of generality,
that xv2 ∈ E(G). Then, in case k ≥ 5 one must have xv3 ∈ E(G) or xvk ∈ E(G), for
otherwise G[{x, v1, v2, v3, vk}] would be a bull (See Figure 2).
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Figure 3: Proof of Lemma 2.2; the case
|N(x) ∩ V (C)| ≥ 3.
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Figure 4: Proof of Lemma 2.2; the case
|N(x) ∩ V (C)| = 2.
Lemma 2.2. Let G be a connected (claw, bull)-free graph, and C an induced cycle of length
≥ 4. Then N [C] = V (G).
Proof. Suppose N [C] 6= V (G). Choose a vertex y at distance two from C and a vertex
x ∈ N(C) ∩ N(y). If N(x) ∩ V (C) ≥ 3, then there exist two vertices u, v ∈ N(x) ∩ V (C)
which are not adjacent, in which case {x, y, u, v} induces a claw, a contradiction. Therefore,
according to Lemma 2.1, C is a cycle of length 4 such that N(x) ∩ V (C) consists of two
consecutive vertices of C. Then G[{N(x) ∩ V (C)} ∪ {x, y, z}] is a bull for z ∈ V (C) \N(x);
a contradiction.
Lemma 2.3. Let G be a connected (claw, bull)-free graph and C an induced cycle of G of
length k. If k ≥ 6, then G is an expansion of C.
Proof. Let V (C) = {v1, v2, . . . , vk}. By Lemma 2.2 we know that N [C] = V (G) and every
vertex outside of C has at least three neighbours in C.
Claim 1. Let x ∈ V (G) \ V (C). Then |N(x) ∩ V (C)| = 3.
Proof of Claim 1. If |N(x) ∩ V (C)| = 5, then N(x) would contain an independent set of size
three, i.e. G[N [x]] would contain a claw. Hence, proceeding by the way of contradiction and
in light of Lemma 2.1 we may assume |N(x) ∩ V (C)| = 4. As such, without loss of generality
we may assume N(x) = {v1, va, vb, vc} where 1 < a < b < c < k. Note that 1, a, b, c cannot
be consecutive for otherwise G[{x, v1, v2, v4, vk}] would be bull. Moreover, if a > 2 (resp.
c > b + 1) then G[{x, v1, va, vc}] (resp. G[{x, v1, vb, vc}]) would be a claw, a contradiction.
Hence, one must have a = 2, b > 3 and c = b+ 1. But then G[{v1, v2, vb, vk, x}] would be a
bull, a contradiction. Claim 1
For the rest of the proof, set Nx := N(x) ∩ V (C) for each x ∈ V (G).
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(a) The case a = 2, b = 3, c = 4
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(b) The case a > 2 (the case c > b + 1 is
similar)
Figure 5: Ruling out the case |N(x) ∩ V (C)| = 4 in Claim 1, Lemma 2.3, by considering
N(x) = {v1, va, vb, vc} where 1 < a < b < c < k
Claim 2. Let x, y be distinct vertices of G such that |Nx ∩Ny| ≥ 2. Then xy ∈ E(G).
Proof of Claim 2. If x ∈ V (C) then y ∈ V (G) \ V (C); thereby, according to Lemma 2.1, Ny
consists of three consecutive vertices of C. Hence by Claim 1 we have Ny = Nx ∪ {x} and; in
particular, xy ∈ E(G). Hence, we may assume x, y ∈ V (G) \ V (C). Suppose, contrary to the
claim, that xy /∈ E(G).
Case I: |Nx ∩Ny| = 2.
Let Nx = {v1, v2, v3} and Ny = {v2, v3, v4}. As such, G[{x, y, v3, v4, v5}] would be a bull
unless xy ∈ E(G).
Case II: |Nx ∩Ny| = 3.
In this case, Nx and Ny are the same set, say, {v1, v2, v3}. As such, G[{x, y, v3, v4}] would
be a claw unless xy ∈ E(G). Claim 2
For each i ∈ [1 ·· k] set Ci = {x ∈ V (G) : Nx ⊇ Nvi}. According to Lemma 2.1 Cis
partition V (G). Furthermore, in light of Claim 2 it follows that:
• each Ci is a clique,
• E[Ci, Cj] is a complete bipartite graph if vi and vj are consecutive vertices of C, and
• E[Ci, Cj] has no edge if vi and vj are distinct nonconsecutive vertices of C;
from which it follows that G is an expansion of C, as desired.
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(a) The case |Nx ∩Ny| = 2. With
Nx = {v1, v2, v3} and Ny = {v2, v3, v4},
G[{x, y, v3, v4, v5}] would be a bull unless
xy ∈ E(G).
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(b) The case |Nx ∩Ny| = 2. With Nx =
Ny = {v1, v2, v3}, G[{x, y, v3, v4}] would be
a claw unless xy ∈ E(G).
Figure 6: Cases I and II in Claim 2, Lemma 2.3
3 The case `(G) ∈ {4, 5}.
Lemma 3.1. Let G be a (claw, bull)-free graph. If `(G) = 4 or 5, then the maximum size of
an independent set of vertices in G is at most 2.
Proof. Let I be a largest independent set in G with |I| ≥ 3.
Case 1: `(G) = 4.
Let C = v1, v2, v3, v4, v1 be an induced cycle in G. Since α(C) = 2, |I ∩ V (C)| ∈ {0, 1, 2}.
Subcase 1.1: |I ∩ V (C)| = 2.
According to Lemmas 2.1 and 2.2 every vertex x ∈ I \V (C) is adjacent to two consecutive
vertices of C. Hence, I ∩V (C) has to consist of two consecutive vertices of C, a contradiction.
Subcase 1.2: |I ∩ V (C)| = 1.
Let I ∩ V (C) = v1 and x, y be distinct vertices in I \ V (C). Without loss of generality,
suppose v2, v3 ∈ N(x). Note that if v2y ∈ E(G), then G[{v1, v2, x, y}] would be a claw. Hence,
we must have v3, v4 ∈ N(y). But then G[{v1, v2, v3, x, y}] would be a bull, a contradiction.
Subcase 1.3: |I ∩ V (C)| = 0.
Let x, y, z be distinct vertices in I. Since G is claw-free, no vertex of C is adjacent to
all three of x, y, z. Hence, by the pigeonhole principle and Lemmas 2.1 and 2.2, we may
assume v3 /∈ N(x) and v4 /∈ N(x), which imply xv1, xv2 ∈ E(G). Furthermore, we may
assume v1 /∈ N(y) (See Figure 8). If in addition v4 /∈ N(y), we would have v2y, v3y ∈ E(G)
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Figure 7: Subcase 1.2, Lemma 3.1. With {x, y, v1}⊆ I one must have v2y 6∈ E(G); thereby,
{v3, v4}⊆N(y). Then G[{v1, v2, v3, x, y}] will be a bull.
in which case G[{v2, v3, v4, x, y}] would be a bull. Hence, v4y ∈ E(G), which in turns
implies v3y ∈ E(G) (according to Lemma 2.1). Now observe that if v1, v4 ∈ N(z) then
G[{v1, v4, x, y, z}] would be a bull, and if only one of v1, v4 is in N(z) then G[{v1, v4, x, z}]
or G[{v1, v4, y, z}] would be a claw. Hence, v1 /∈ N(z) and v4 /∈ N(z); thereby v2, v3 ∈ N(z).
But then G[{v2, v3, v4, x, z}] would be a bull, a contradiction.
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Figure 8: General situation in Subcase 1.3, Lemma 3.1. With {x, y, z}⊆ I, one may assume
xv3 6∈ E(G), xv4 6∈ E(G), implying xv1, xv2 ∈ E(G). One may further assume yv1 6∈ E(G).
As such, Lemmas 2.1 and 2.2 imply yv3 ∈ E(G).
Case 2: `(G) = 5
Let C = v1, v2, v3, v4, v5, v1 be an induced cycle in G.
Subcase 2.1: |I ∩ V (C)| = 2.
Every vertex x ∈ I \ V (C) is adjacent to three consecutive vertices of C. Hence, likewise
Case 1.1, I has to contain two consecutive vertices of C, a contradiction.
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(a) If v4y 6∈ E(G), then yv2 ∈ E(G);
thereby, G[{v2, v3, v4, x, y}] would be a bull.
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(b) If v1z, v4z ∈ E(G), G[{v1, v4, x, y, z}]
would be a bull.
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(c) If v1z ∈ E(G) and v4z 6∈ E(G) then
G[{v1, v4, x, z}] would be a claw.
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(d) If v4z ∈ E(G) and v1z 6∈ E(G) then
G[{v1, v4, y, z}] would be a claw.
v1
z
v2
v3v4
x
(e) Since v2z, v3z ∈ E(G) and v4z 6∈ E(G),
G[{v2, v3, v4, x, z}] is a bull, a contradiction.
Figure 9: Lemma 3.1 with `(G) = 4. From the general situation described in Figure 8 one
gets {v3, v4}⊆N(y) and N(z) ∩ V (C) = {v2, v3}, leading to the bull in (e)
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Subcase 2.2: |I ∩ V (C)| = 1.
Let I ∩ V (C) = {v1} and x, y be distinct vertices in I \ V (C). Without loss of generality,
suppose v2, v3, v4 ∈ N(x). If v2y ∈ E(G), then G[{v1, v2, x, y}] would be a claw. Hence,
N(y) ∩ V (C) = {v3, v4, v5}. But then G[{v1, v2, v3, x, y}] would be a bull, a contradiction.
v1
y
v2
v3
v4
x
v5
Figure 10: Subcase 2.2, Lemma 3.1. With {x, y, v1}⊆ I and {v2, v3, v4}⊆N(x), one gets
v2y 6∈ E(G), since G is claw-free. But then G[{v1, v2, v3, x, y}] will be a bull, a contradiction
v1
y
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Figure 11: General situation in Subcase 2.3, Lemma 3.1. With {x, y, z}⊆ I, one may
assume xv4 6∈ E(G), xv5 6∈ E(G), implying xv1, xv2, xv3 ∈ E(G). One may further assume
yv1 6∈ E(G). As such, yv5 ∈ E(G), for otherwise G[{v3, v4, v5, x, y}] would be a bull.
Subcase 2.3: |I ∩ V (C)| = 0.
Let x, y, z be distinct vertices in I. Since G is claw-free, no vertex of C is adjacent to all
three of x, y, z. Hence, by the pigeonhole principle and Lemmas 2.1 and 2.2, we may assume
v4 /∈ N(x) and v5 /∈ N(x), which imply xv1, xv2, xv3 ∈ E(G). Furthermore, we may assume
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v1 /∈ N(y); thereby, yv3, yv4 ∈ E(G). But then we must have yv5 ∈ E(G) for otherwise
G[{v3, v4, v5, x, y}] would be a bull. If v1, v5 ∈ N(z) then G[{v1, v5, x, y, z}] would be a bull,
and if only one of v1, v5 is in N(z) then G[{v1, v5, x, z}] or G[{v1, v5, y, z}] would be a claw.
Hence, v1 /∈ N(z) and v5 /∈ N(z); thereby v2, v3, v4 ∈ N(z). But then G[{v3, v4, v5, x, z}]
would be a bull, a contradiction.
v1
y
v2
v3
v4
x
v5z
(a) If v1z, v5z ∈ E(G), G[{v1, v5, x, y, z}]
would be a bull.
v1
y
v2
v3
v4
x
v5z
(b) If v1z ∈ E(G) and v5z 6∈ E(G) then
G[{v1, v5, x, z}] would be a claw.
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x
v5z
(c) If v5z ∈ E(G) and v1z 6∈ E(G) then
G[{v1, v5, y, z}] would be a claw.
v1
v2
v3
v4
x
v5
z
(d) Since v3z, v4z ∈ E(G) and v5z 6∈ E(G),
G[{v3, v4, v5, x, z}] is a bull, a contradiction.
Figure 12: Lemma 3.1 with `(G) = 5. From the general situation described in Figure 11
one gets {v3, v4}⊆N(y) and N(z) ∩ V (C) = {v1, v2, v3}, leading to the bull in (d).
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4 The case `(G) ≤ 3 with α(G) ≥ 3.
Lemma 4.1. Let G be a (claw, bull)-free graph with α(G) ≥ 3 and diam(G) = 2. Then
`(G) ≥ 6.
Proof. Let {α1, α2, α3} be an independent set of vertices in G. Since diam(G) = 2, for each
i ∈ [3] there is a common neighbor wi ∈ V (G) of the αjs for j ∈ [3] \ {i}. Moreover, for
each i ∈ [3] we have wiαi 6∈ E(G), for otherwise G[{α1, α2, α3} ∪ {wi}] would be a claw. We
shall show that the 6-cycle C : α1w3α2w1α3w2α1 is induced; thereby `(G) ≥ 6. To this end,
suppose on the contrary, that C has a chord. As such, without loss of generality we may
assume w2w3 ∈ E(G). But then G[{α1, α2, α3, w2, w3}] will be a bull, a contradiction. Hence,
C is an induced cycle, as desired.
w2
α1
w3 α2
w1
α3
Figure 13: Cycle C introduced in the proof of Lemma 4.1 is induced: If w2w3 ∈ E(G) then
G[{α1, α2, α3, w2, w3}] would be a bull, a contradiction.
The following proposition will be used in multiple occasions in the proof of Lemma 4.3.
Proposition 4.2. Let u, v0, v1, . . . , vk, u be a cycle in a graph G with `(G) ≤ 3, such that
v0, v1, . . . , vk is an induced path in G. Then uvi ∈ E(G) for each i ∈ [k].
The following Lemma is the main result of this subsection.
Lemma 4.3. Let G be a (claw, bull)-free graph with `(G) ≤ 3 and α(G) ≥ 3. Then:
a. diam(G) ≥ 4; and
b. G is an expansion of a path.
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Proof. Let k = diam(G). According to lemma 4.1 we have k ≥ 3. Let v0, vk ∈ V (G) such
that dG(v0, vk) = k, and let P = v0, . . . , vk be a geodesic path between them. Moreover,
let U = NG(u0) \ {u}, set H = G − U and define Ni’s as in Lemma 1.3. Moreover, let
A = {α1, α2, α3} be an independent set of vertices where αis are distinct.
Claim 1. No vertex in U is adjacent to v3 or a vertex in any Ni with 3 < i ≤ k. Moreover,
a vertex of U adjacent to a vertex in some Ni is adjacent to every vertex in every Nj with
j < i.
Proof of Claim 1. If the first part does not hold, then one has dG(v0, vk) < 2 + k − 3 < k, a
contradiction. As for the second part of the claim, consider a vertex u ∈ U which is adjacent
to a vertex wi ∈ Ni and for each j ∈ {0, . . . , i− 1} choose a vertex wj ∈ Nj. Then, by the
definition of the Njs, w0, w1, . . . , wi is an induced path. Since uw0 = uv0, uwi ∈ E(G), by
Proposition 4.2 it follows that every uwj is an edge of G. This establishes the second part of
the claim. Claim 1
Claim 2. Ni = ∅ for i > k.
Proof of Claim 2. It suffices to show that Nk+1 = ∅. To this end, by the way of contradiction
suppose Nk+1 6= ∅ and choose a vertex wk+1 ∈ Nk+1. Let Q be a geodesic path in G from
wk+1 to v0. Considering the fact that dH(wk+1, v0) = k + 1 > k, we conclude that Q must
contain exactly one vertex, say u, from U . As such, we must also have uv0 ∈ E(Q), i.e. uv0
must be the last edge of Q. Moreover, since V (Q) \ {u}⊆V (H), every vertex in V (Q) \ {u}
must be in some Nj. Suppose the vertex of Q preceding u is in Ni and call it wi.
Case I: i > k.
Set w3 = v3 and for each j ∈ (([i − 1] ∪ {0}) \ {3}) choose wj ∈ Nj. Note that as
i k ≥ 3, the induced path w0, w1, . . . , wi contains v3. Moreover, since uw0 = uv0 ∈ E(G) and
uwi ∈ E(G), we must have uwj ∈ E(G) for each j ∈ {0, . . . , i}; in particular, uv3 ∈ E(G).
But the latter contradicts Claim 1. Hence, this case does not happen.
Case II: i ≤ k.
Q will be of the form wk+1wk, . . . , wi, u, v0 where each wj (j ∈ {i, i + 1, . . . , k + 1}) is
in Nj. In particular the length of Q, which is bounded above by the diameter k of G, is
k + 3 − i. Hence, i ≥ 3. On the other hand, by Claim 1, we must have i < 4 (since u
is not adjacent to v3 ∈ N3). Therefore, i = 3 and, hence, uv1, uv2 ∈ E(G), according to
Claim 1. Moreover, we have uw4 6∈ E(G), by Claim 1, whereas v2w3, w3w4 ∈ E(G) and
v0v2, v0w3, v0w4, v2w4 6∈ E(G). Thus, G[{v0, v2, w3, w4, u}] will be a bull, a contradiction.
Claim 2
Claim 3. V (G) = (
⋃k
1 Ni) ∪ U .
Proof of Claim 3. Contrary to the claim, assume (
⋃k
1 Ni) ∪ U ( V (G) or, equivalently,
W := N(U) \ (⋃k1 Nj) 6= ∅. Let R be the set of paths of the shortest length from a vertex in
W to vk. Note that every path in R has at least one vertex in common with U , for otherwise
w would be in
⋃k
1 Nj, a contradiction. Choose R ∈ R such that |V (R) ∩ U | is the minimum.
Furthermore, let w be the initial vertex of R and u the last vertex of R which is in U . Observe
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that every vertex of R that follows u is in some Nj with j ∈ [k] and, according to Claim 1,
the immediate successor of R is in
⋃3
1Nj. Let the latter be wi ∈ Ni. Then, we must have
R(u, vk) =

u,wi, . . . , wk−1, vk if i < k − 1;
u,wk−1, vk if i = k − 1;
u,w3, v3 if i = k = 3;
(1)
where each wj is in Nj and w3 6= v3. (Recall that uv3 6∈ E(G); thereby, in case i = 3 we must
have w3 6= v3.) As a result, the length of R(u, vk) is the max{k − i+ 1, 2}. Then. from the
facts that
• R has at least one edge more than R(u, vk),
• length of R is bounded above by the diameter k, and
• i ≤ 3,
it follows that i ∈ {2, 3}. In particular, v0wi 6∈ E(G).
Consequently, if i = 2 or i = k = 3 then we must have wu ∈ E(G) (for otherwise the
length of R would be grater than k); hence, G[{w, u, v0, vi}] would be a claw, a contradiction.
Also, G[{w, u, v0, vi}] would be a claw if i = 3, k > 3 and wu ∈ E(G). Hence, the only case
to examine is when i = 3 < k and wu 6∈ E(G). As such, that R has length ≤ k implies
R =
{
w, u′, u, w3, v4 if k = 4;
w, u′, u, w3, . . . , wk−1, vk if k > 4;
(2)
Note that we must have u′ ∈ U , for otherwise R(u′, vk), would be in R, contradicting the
v1 v2 v3 v4v0
U
N2 N3 N4
u′ u
w3
w
Figure 14: Ruling out the case i = 3 < k and wu 6∈ E(G) in the proof of Claim 3, Lemma
4.3. With R(w,wi) = w, u
′, u, w3, G[{u′u, v2, v4, w3}] will be a bull.
choice of R as a path of the shortest length in R. Likewise, we must have u′w3 6∈ E(G), for
otherwise wu′ + u′w3 +R(w3, vk) would be a path in R yet shorter than R. Furthermore, we
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must have u′v2 6∈ E(G), for otherwise the path R′ := wu′ + u′v2 + v2w3 + R(w3, vk) would
have the same length as R, implying R′ ∈ R, with the property that
|V (R′) ∩ U | < |V (R) ∩ U | ,
contradicting the choice of R as an element in R with minimum size intersection with U . But
then G[{u′u, v2, v4, w3}] will be a bull, a contradiction. Claim 3
Claim 4. Let U ′ ⊆ U such that any two vertices in U ′ have a common neighbor in N2. Then
U ′ is a clique.
Proof of Claim 4. According to Claim 1 no vertex in U ′ is adjacent to v3. Hence, for any pair
x, y of distinct vertices in U ′ with xy 6∈ E(G), and for every common neighbor w2 ∈ N2 of
x, y the graph G[{x, y, w2, v3}] is a claw. Therefore, U ′ must be a clique. Claim 4
Claim 5. If there is a vertex u ∈ U such that NG(u) ∩N3 6= ∅ then diam(G) = 3.
Proof of Claim 5. Consider any vertex w3 ∈ NG(u) ∩ N3. According to Claim 1 we have
w3 6= v3, and uv2 ∈ E(G). If, in addition, diam(G) ≥ 4 or, equivalently, if N4 6= ∅, then
G[{u, v0, v2, w3, v4}] would a bull, a contradiction. Hence, Hence, we must have diam(G) = 3.
Claim 5
Claim 6. U ⇔ {v1}.
Proof of Claim 6. Let u ∈ U such that uv1 6∈ E(G). Then, by Claim 1 u is adjacent to no
vertex in an Ni with i > 0; in other words, we have
NG(u)⊆U ∪ {v0}. (3)
Let Q be the set of paths of the shortest length from u to vk. Note that every path Q ∈ Q
has at least two vertices in U (one of which is of course u), for otherwise one would have
uv0 ∈ Q, implying that l(Q) = l(Q(v0, vk)) + 1 > k, a contradiction. Hence,
|V (Q) ∩ U | ≥ 2 ∀Q ∈ Q. (4)
Choose Q′ ∈ Q such that |V (Q′) ∩ U | is the minimum and let u′ be the last vertex of Q′
which is in U . Note that
l(Q′(u′, vk)) ≥
{
k − 2 if k > 3;
k − 1 if k = 3; (5)
where the second inequality follows from the fact that u′v3 6∈ E(G). Note that u′ must be
adjacent to some vertex w2 ∈ N2, for otherwise one would have l(Q′) > k+ 1, a contradiction.
As such, we must have
uu′ 6∈ E(G), (6)
for otherwise G[{u, u′, v1, v3, w2}] would be a bull. (See Figure 15.)
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v1 v2 v3v0
U
N2
u′u
w2
Figure 15: Ruling out the case that |V (Q′) ∩ U | = 1 in the proof of Claim 6, Lemma 4.3.
For every w2 ∈ N2 ∩NG(u′′), the graph G[{u, u′, v1, v3, w2}] will be a bull.
Thus, according to 5 we must have k > 3. Moreover,
∃ u′′ ∈ U : Q′(u, u′) = u, u′′, u′, (7)
and u′ is followed by a vertex w3 ∈ N3 along Q′. Note that
u′′w3 6∈ E(G), (8)
for otherwise the path from u to vk obtained by augmenting the path u, u
′, w3 to Q′(w3, vk)
would be shorter than Q′, a contradiction. Moreover, as such, we must have
u′′v2 6∈ E(G), (9)
v1 v2 v3 v4v0
U
N2
N3
N4
u′′ u′
w3
u
Figure 16: Ruling out the case that |V (Q′) ∩ U | ≥ 2 in the proof of Claim 6, Lemma 4.3.
By (8) and (9) the graph G[{u′, u′′, v2, v4, w3}] will be a bull.
for otherwise the path Q′′ obtained by augmenting the path u, u′′, v2, w3 to Q(w3, vk) will
have the same length as Q′ whereas
|V (Q′′) ∩ U | < |V (Q′) ∩ U | ,
15
contradicting the choice of Q′. Finally, as shown in Figure 16, G[{u′, u′′, v2, v4, w3}] will be a
bull, a contradiction. Hence, U ⇔ {v1}, as desired. Claim 6
Claim 7. U is a clique.
Proof of Claim 7. Suppose, contrary to the claim, that x, y are distinct vertices in U such
that xy 6∈ E(G). By Claim 6 we have
xv1, yv1 ∈ E(G) (10)
Moreover, we have xv2 ∈ E(G) or yv2 ∈ E(G), for otherwise G[{x, yv1, v2}] would be a claw.
In addition, according to Claim 4, v2 cannot be adjacent to both x and y. Hence, we may
assume
xv2 6∈ E(G) & yv2 ∈ E(G). (11)
But then, G[{x, y, v1, v2, v3}] would be a bull, a contradiction. Hence, U is a clique.
Claim 7
(a) Let I be a largest independent set in G. By Claim 7 we have |I ∩ U | ≤ 1. Hence, by
Lemma 1.3, Claim 3 and that |I| ≥ 3, we must have k ≥ 4, as desired.
(b) As k ≥ 4 and according to Claims 1 and 5, no vertex in U is adjacent to a vertex in
any Ni with i ≥ 3. Note that by Claim 6, we have uv1 ∈ E(G) for every u ∈ U . We
shall show that every vertex in U is either adjacent to every vertex in N2 or non-adjacent
to every vertex in N2. To this end, by the way of contradiction, let there be u ∈ U and
s2, t2 ∈ N2 such that us2 ∈ E(G) and ut2 6∈ E(G). Then G[{s2, t2, u, v3, v4}] will be a bull, a
contradiction. Therefore, U is the disjoint union of the sets V0 := {u ∈ U : {u} ⇔ N2} and
V1 := {u ∈ U : @w ∈ N2 : uw ∈ E(G)}, and G is the expansion of the path v0, . . . , vk where
each vertex vi is replaced by the bag Mi defined by Mi = Ni ∪ Vi for i = 0, 1 and Mi = Ni
for i > 1.
v1 v3v0
N2
u s2
v4
t2
Figure 17: proof of part (b) of Lemma 4.3; showing that V0 ∩ V1 = ∅. If u ∈ U ,s2, t2 ∈ N2
with us2 ∈ E(G) and ut2 6∈ E(G), then G[{s2, t2, u, v3, v4}] will be a bull
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5 Proof of Theorem 1.1
Proof of Theorem 1.1. It is easy to check that an expansion of a path, that of a cycle, and
the complement of a triangle-free graph are all (claw, bull)-free. Conversely, by Lemmas 2.3,
3.1, and 4.3, every (claw, bull)-free graph is either an expansion of a cycle of length ≥ 6, or
the complement of a triangle-free graph, or an expansion of a path of length ≥ 4.
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