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1 Introduction
The main goal of the present paper is to develop the nonrestricted representation
theory for the restricted Lie color algebras. The restricted Lie color algebras was
defined in [1, 2, 3, 6]. Progresses have been made concerning both the structure
theory and the representation theory of the restricted Lie color algebras in the
literature(see [1, 2, 3, 18, 6]). But the study on the representation theory so far has
been solely about the restricted case.
Assume F is an algebraically closed field with char.F = p > 3. Let g =
⊕α∈Γgα be a restricted Lie color algebra over F, where Γ is an abelian group with a
bicharacter (, ). Unless indicated, we allow Γ to be infinite throughout the paper, so
we consider both the case g is infinite dimensional and the case g is finite dimensional.
The aim of this paper is primarily about the nonrestricted representations of g.
By introducing the p-characters for locally finite simple g-modules, we work on
both restricted and nonrestricted g-modules. From Sec. 3 on, we are particularly
interested in the modules for a class of restricted Lie color algebras named algebraic
Lie color algebras.
The paper is arranged as follows: In Sec. 2 we give the definition of the re-
stricted Lie color algebras, and define the p-character χ for the simple locally finite
g-modules. Then we study the χ-reduced enveloping algebras uχ(g) for g, and de-
termine the PBW-type of basis of uχ(g). Unlike the Lie algebra case, a p-character
χ is not a linear function unless χ(gα) = 0 for all α ∈ Γ with pα 6= 0.
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In Sec. 3, we define the algebraic Lie color algebras. We introduce the FP
triple, and determine the simplicity for the induced module associated with a FP
triple.
In Sec. 4, we are concerned with the applications of the main theorems to
the algebraic Lie color algebra g = cgl(V ). We then obtain an analogue of the
Kac-Weisfeiler theorem. The second application of the main theorem is determining
the simplicity of the baby Verma module Zχ(λ) for g = cgl(V ). When g is infinite
dimensional, we employ the uχ(g)−T method given in [8, 13] to work on the modules
in the Category O.
In the appendix, we define the infinite dimensional algebraic group GL({mi},F)
and its Lie algebra. Since there are no literature accessible to the author on this sub-
ject, we give a brief introduction for the reader’s convenience. The conclusion in this
section is needed in the definition of algebraic Lie color algebras, and independent
of the other results in the paper.
2 Preliminaries
2.1 notions and definitions
Let F× denote the set F \ 0, and let N denote the set of all nonnegative integers.
Definition 2.1. [1, 18, 6] Let Γ be an abelian group. A bicharacter on Γ is a
mapping (, ) : Γ× Γ→ F× such that
(α, β)(β, α) = 1, (α, β + γ) = (α, β)(α, γ),
(α+ β, γ) = (α, γ)(β, γ),
for all α, β, γ ∈ Γ.
To avoid any confusion, we denote the zero element in Γ by 0¯.
A Lie color algebra g is a Γ-graded F-vector space g = ⊕α∈Γgα with a bilinear
map [, ] : g× g −→ g satisfying [gα, gβ] ⊆ gα+β for every α, β ∈ Γ and
(1) [y, x] = −(β, α)[x, y],
(2) (γ, α)[x, [y, z]] + (α, β)[y, [z, x]] + (β, γ)[z, [x, y]] = 0
for every x ∈ gα, y ∈ gβ, z ∈ gγ and α, β, γ ∈ Γ. (1) is called color skew-symmetry
and (2) is called the Jocobi color identity [18, 6].
Let Γ be an abelian group with a bicharacter (, ). Let A = ⊕α∈ΓAα be an
associate Γ-graded F-algebra. We define [x, y] = xy − (α, β)yx, for any x ∈ Aα,
y ∈ Aβ , then A becomes a Lie color algebra. We denote this Lie color algebra
usually by A−.
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Let g = ⊕α∈Γgα be a Lie color algebra. A color subalgebra of g is a Γ-graded
subspace g1 which is closed under the Lie bracket operation [, ]. i.e., [g1, g1] ⊆ g1.
A color ideal of g is a Γ-graded subspace I of g such that [g, I] ⊆ I. Note that the
color symmetry implies that [I, g] ⊆ I. We can also define the the Lie color algebra
g/I by letting [x+ I, y+ I] =: [x, y]+ I for x, y ∈ g [6, Sec. 3]. Similarly one defines
the solvable and nilpotent Lie color algebras [1, 6]. The maximal nilpotent ideal of
a Lie color algebra g is called the nilradical of g. If it is zero, then we say that g is
reductive.
A morphism of Lie color algebras f : g −→ h is a F-linear mapping satisfying:
(1) f(gα) ⊆ hα for any α ∈ Γ.
(2) f([x, y]) = [f(x), f(y)] for any x, y ∈ g.
Lemma 2.2. [1, Lemma 1.8] Let g be a Lie color algebra. We take x ∈ gα, y ∈ gβ
and z ∈ gγ with α ∈ Γ+ and β ∈ Γ−. If 2, 3 ∈ F×. Then
[x, x] = 0, [[y, y], y] = 0, [[y, y], z] = 2[y, [y, z]].
We assume that char.F = p > 3 throughout the paper.
Let Γ be an abelian group with bicharacter (, ). Let V = ⊕α∈ΓVα be a Γ-
graded vector space. We then define the general linear Lie color algebra gl(V ) =
⊕α∈Γgl(V )α, where
gl(V )α = {f ∈ gl(V )|f(Vγ) ⊆ Vγ+α, for all γ ∈ Γ}.
Then the associative algebra gl(V ) becomes a Lie color algebra with Lie multiplica-
tion defined by [f, g] = fg − (α, β)gf , for all f ∈ gl(V )α, g ∈ gl(V )β.
Definition 2.3. Let A = ⊕α∈ΓAα be a (not necessarily associative) Γ-graded algebra
and let d ∈ gl(A)δ satisfy d(xy) = d(x)y + (δ, α)xd(y) for any α ∈ Γ, x ∈ gα, y ∈ g,
then d is called a derivation of A of degree δ.
Let g = ⊕α∈Γgα be a Lie color algebra. By the Jocobi color identity one sees
that adx is a derivation for any homogeneous x ∈ g.
Assume Γ is a countable set, and let dimVα = mα < ∞, for each α ∈ Γ. We
define a subalgebra cgl(V ) of gl(V ) as
cgl(V ) = {f ∈ gl(V )|f(Vα) = 0 for all but finitely many α}.
Let Γ = {αi}i≥1 be given the order that αi < αj if i < j. Taking an ordered
homogeneous basis {vi}i≥1 of V such that αi ≤ αj, whenever vi ∈ Vαi , vj ∈ Vαj . We
define eij ∈ cgl(V ) by eij(vk) = δjkvi. Then {eij|i, j ∈ Z+} is a basis of cgl(V ), and
we may identify cgl(V ) with the matrix algebra
{(aij)i,j≥1|aij = 0 for all but finitely many i, j}.
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If Γ is finite, then cgl(V ) = gl(V ). In this case we denote the finite dimensional gen-
eral linear Lie color algebra gl(V ) also by gl(m,Γ), wherem = dimV =
∑
α∈Γ dimVα.
Let g = ⊕a∈Γgα be a Lie color algebra. A g-module M is a Γ-graded vector
space M = ⊕γ∈ΓMγ such that gα ·Mβ ⊆Mα+β for every α, β ∈ Γ, and
[x, y] ·m = x · (y ·m)− (α, β)y · (x ·m)
for every m ∈ M , x ∈ gα, y ∈ gβ. We say that the g-module M is locally finite if
there is a finite dimensional Γ-graded x-invariant subspace 0 6= Mx ⊆ M , for any
homogeneous x ∈ g. We see from Lemma 2.2 that, g itself is a locally finite g-module
under the adjoint action and the assumption p > 3. A g-module M is called simple
if it has no nontrivial Γ-graded submodules.
Let g be a Lie color algebra. A representation of g is a Lie color algebra
homomorphism ρ : g −→ gl(V ) for some Γ-graded F-space V = ⊕α∈ΓVα. Each
representation ρ of g defines a g-module structure on V and vice versa. We say that
the representation ρ is afforded by the g-module V .
The bicharacter (, ) induces a partition of Γ
Γ = Γ+ ∪ Γ−,
where Γ± = {γ ∈ Γ|(γ, γ) = ±1}. We denote g
+ =
∑
γ∈Γ+ gγ and g
− =
∑
γ∈Γ− gγ.
g+ is referred as the even subalgebra of g.
A Lie color algebra is called restricted if for every γ ∈ Γ+ there exists a map
(, )[p] : g+γ → g
+
pγ such that [6]
(1) (x+ y)[p] = x[p]+ y[p]+
∑p−1
i=1 si(x, y), where isi(x, y) is the coefficient of t
i−1
in the polynomial (adg(tx+ y))
p−1(x) ∈ g[t];
(2) (rx)[p] = rpx[p];
(3) adgx
[p] = (adgx)
p for every x, y ∈ gγ and every r ∈ F.
Let A = ⊕α∈ΓAα be a Γ-graded associative algebra. Then A− becomes a
restricted Lie color algebra if we define x[p] = xp, the p-th power, for any x ∈ gα,
α ∈ Γ+. So that gl(V ) is restricted and cgl(V ) is its restricted subalgebra.
The Lie color algebra cgl(V ) has a maximal torus H = {eii|i ≥ 1} ⊆ g0¯. Let
dimVα = mα. Then g0¯ is a restricted Lie algebra ⊕αi∈Γgl(mαi).
Let g be a Lie color algebra. Consider the two-sided ideal I(g) of the tensor
algebra T (g) of g over F generated by x⊗ y− (α, β)y⊗x− [x, y] for x ∈ gα, y ∈ gβ,
α, β ∈ Γ. Then U(g) = T (g)/I(g) is the universal enveloping algebra of g[6].
Similar to the Lie algebra case, there is an equivalence between the category of
g-modules and the category of unitary Γ-graded U(g)-modules[6, p.114].
Let A = ⊕α∈ΓAα be an associative Γ-graded algebra, we define the center of A
by Z(A) = ⊕α∈ΓZ(A)α, where
Z(A)α = {a ∈ Aα|ab = (α|β)ba, for all b ∈ Aβ, β ∈ Γ}.
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Let q ∈ F× and n ∈ N. We denote
[n]q =
1− qn
1− q
=
{
1 + q + · · ·+ qn−1, if q 6= 1
n, if q = 1.
Recall the quantum binomial coefficient Qin =:
[n]!q
[i]!q[n−i]!q
. Let a ∈ Z(A)α and b ∈ Aβ.
Then by induction, one gets the binomial formula
(a+ b)n =
n∑
i=0
Qina
ibn−i,
where Qin is defined with q = (β, α).
Let g = ⊕α∈Γgα be a Lie color algebra. By induction, one can show that, in
the universal enveloping algebra U(g) of g,
(adx)ky =
k∑
i=0
(−1)i(α|β)iC ikx
k−iyxi,
for all x ∈ gα, y ∈ gβ, α, β ∈ Γ. If g is restricted, then we have
(xp − x[p])y = (pα|β)y(xp − xp])
and hence xp − x[p] ∈ Z(U(g))pα, for all x ∈ gα, y ∈ gβ, α ∈ Γ
+, β ∈ Γ.
Let g be a Lie color algebra and let U(g) be its universal enveloping algebra.
For each k ≥ 0, we define a subspace U(k) of U(g) as follows: If k = 0, we let
U(0) = F. If k ≥ 1, we let
U(k) =: 〈Π
l
j=1xj |xj ∈ gα, α ∈ Γ; l ≥ 0, l ≤ k〉.
Then {U(k)}k∈N is a filtration of U(g).
Let I be a totally ordered set. We denote
N(I) = {f : I −→ N|f(i) = 0 for all but finitely many i ∈ I}.
For each s ∈ N(I), we denote |s| =
∑
i∈I s(i). Let g be a Lie color algebra and let
{zi}i∈I be a set of elements in U(g). For each r ∈ N(I), we use zr to denote the
ordered product Πi∈Iz
r(i)
i ∈ U(g).
Lemma 2.4. Let (ei)i∈I be a totally ordered homogeneous basis of g = ⊕α∈Γgα, and
let J be a subset of I. Assume k ∈ N(I). Suppose there are two sets of homogeneous
elements (vi)i∈I , (zi)i∈I in U(g) having the following properties:
(1) If i ∈ J , ek(i)i = vi + zi, vi ∈ U(k(i)−1), zi ∈ Z(U(g));
(2) If i ∈ I \ J , there is a θ(i) ∈ J such that
e
k(i)
i = vi + zi + tie
k(i)
θ(i) ,
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where zi ∈ Z(U(g)), vi ∈ U(k(i)−1) and ti ∈ F. Then
B := {zres|r, s ∈ N(I), s(i) < k(i), for all i ∈ I}
is a basis of U(g),
Proof. We prove by induction that
Bn = {z
res|
∑
i∈I
(r(i)k(i) + s(i) ≤ n, s(i) < k(i)}
is a basis of U(n) for any n ∈ N. The case n = 0 is trivial. Assume the claim is true
for the case n− 1 with n ≥ 1. By the PBW theorem, U(n) is spanned by the set
Pn =: {e
s1
i1
es2i2 · · · e
sk
ik
|i1 < · · · < ik, s1 + · · ·+ sk ≤ n}.
For any Πie
li
i ∈ Pn with
∑
li = n, assume li = qik(i) + r(i), 0 ≤ r(i) < k(i), we get
Πie
li
i = Πj∈J,i/∈J · · · e
lj
j · · · e
qik(i)+r(i)
i · · ·
= Πj∈J,i/∈J · · · e
lj
j · · · (vi + zi + tie
k(i)
θ(i))
qie
r(i)
i · · ·
≡ Πj∈J,i/∈J · · · e
lj
j · · · (zi + tie
k(i)
θ(i))
qie
r(i)
i · · · (modU(n−1))
(using the binomial formula given earlier)
≡
∑
i/∈J,ηi≤qi
c(Πi/∈Jz
ηi
i )(· · · e
lj+
∑
j=θ(i)(qi−ηi)k(i)
j · · · e
r(i)
i · · · )(modU(n−1))
≡
∑
i/∈J,ηi≤qi
c(Πj∈Jz
qi,j
j )(Πi/∈Jz
ηi
i )(· · · e
r(j)
j · · · e
r(i)
i · · · )(modU(n−1)),
where for each i /∈ J and j ∈ J ,
lj +
∑
j=θ(i)
(qi − ηi)k(i) = qijk(j) + r(j),
0 ≤ r(j) < k(j), and each coefficient c is resulted from the applications of the
binomial formula. It is easy to see that each term in the summation lies in Bn, so
that U(n) is spanned by Bn.
To verify the linear independency of Bn, we note that
z
r(i)
i ≡
{
e
k(i)r(i)
i , if i ∈ J
(e
k(i)
i − tie
k(i)
θ(i))
r(i), if i /∈ J
(modU(k(i)r(i)−1)).
For each zres ∈ Bn, we have
zres ≡ Πi/∈J,j∈J · · · e
k(j)r(j)+s(j)
j · · · (e
k(i)
i − tie
k(i)
θ(i))
r(i)e
s(i)
i · · · (modU(n−1))
≡
∑
i/∈J,η(i)≤r(i)
cΠj∈J · · · e
k(j)r(j)+s(j)+
∑
θ(i)=j η(i)r(i)
j · · · e
k(i)(r(i)−η(i))+s(i)
i · · · (modU(n−1)),
where each term in the summation is a basis element in Pn multiplied by some
c ∈ F×. Note that the term with the minimal power for all j ∈ J is Πi∈Ie
k(i)r(i)+s(i)
i ,
so by basic linear algebra we get the linear independency of Bn.
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Definition 2.5. Let A = ⊕α∈ΓAα be an associative Γ-graded F-algebra. If ab =
(α, β)ba for any a ∈ gα, b ∈ gβ or, equivalently, A− is abelian, then we say that A
is a color commutative algebra.
Let g be a restricted Lie color algebra. Suppose g = g+ and (ei)i∈I is a totally
ordered homogeneous basis of g. Let zi = e
p
i − e
[p]
i ∈ Z(U(g)). Then R = F[zi, i ∈ I]
is a color commutative polynomial ring with indeterminate’s zi.
2.2 p-characters for the simple modules
Let g = ⊕α∈Γgα be a restricted Lie color algebra. We say that g is p-finite, if the
abelian subalgebra 〈x〉p =: 〈x[p], x[p]
2
, · · · 〉 is finite dimensional for any homogenous
x ∈ g. Then each finite dimensional restricted Lie color algebra is p-finite. It is also
easy to see that g = cgl(V ) is p-finite.
Let g be a p-finite Lie color algebra. In this section we introduce for each locally
finite simple g-module a p-character χ.
Proposition 2.6. Let g = ⊕α∈Γgα be a p-finite Lie color algebra, and V = ⊕α∈ΓVα
be a locally finite simple g-module. Assume α ∈ Γ+ such that pα has finite order s.
Then there exists a function κ: g+α −→ F, for each α ∈ Γ
+ such that
((xp − x[p])s − κ(x)) ·m = 0,
for any x ∈ gα, m ∈ V .
Proof. Let x ∈ gα. Then we have xp − x[p] ∈ Z(U(g))pα, and hence (xp − x[p])s ∈
Z(U(g))0¯. Since V is locally finite, there is a finite dimensional Γ-graded x-invariant
subspace Vx ⊆ V . Since g is p-finite, the Γ-graded subspace V ′ = Vx +
∑
i≥1 x
[p]iVx
is finite dimensional and invariant under the action of both x and x[p]. Acting on
V ′, the element (xp − x[p])s has an eigenvalue λ, since F is algebraically closed.
Let Vλ = {v ∈ V |(xp − x[p])sv = λv}. It is easy to see that Vλ is a nonzero
Γ-graded submodule of V . The simplicity of V implies that Vλ = V . Then the
mapping x −→ λ defines a function κ(x).
Note that if g is a finite dimensional restricted Lie color algebra, then [1, Lemma
2.5] says that each simple g-module is finite dimensional, so that the assumption of
the proposition is satisfied.
Definition 2.7. [1, 1.11] Let g = ⊕α∈Γgα be a Lie color algebra and let V = ⊕α∈ΓVα
be a g-module. Suppose φ ∈ gl(V )α. If yφ(m) = (β, α)φ(y ·m) for any y ∈ gβ, β ∈ Γ,
m ∈ V , then we say that φ is a centralizer of the g-module V.
Let g = ⊕α∈Γgα be a p-finite Lie color algebra, and let V = ⊕α∈ΓVα be a
simple g-module as that in the proposition above. If α ∈ Γ+ and pα = 0, we let
χ(x) = κ(x)
1
p . Then we have
(xp − x[p] − χ(x)p) ·m = 0,
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for any x ∈ gα and m ∈ V . By [19, Prop 2.1, p.70], the mapping x −→ xp − x[p]
from gα to U(g) is p-semilinear. It follows that χ|gα ∈ g
∗
α. If pα 6= 0 has finite order
s. Let x ∈ gα with κ(x) = 0. Then Proposition 2.5 says that xp − x[p] is a nilpotent
centralizer of g-module V . But (xp − x[p])V is also a graded submodule of V , so we
have (xp − x[p])V = 0.
Lemma 2.8. If pα 6= 0 and κ|gα 6= 0, then there exists an invertible centralizer
φ ∈ gl(V )pα, and c(x) ∈ g∗α such that
(xp − x[p] − c(x)pφ) ·m = 0
for any x ∈ gα and m ∈ V .
Proof. Let ρ be the representation afforded by the g-module V . By assumption, we
get κ(y) 6= 0 for some y ∈ gα. Then the centralizer φ =: ρ(y
p − y[p]) ∈ gl(V )pα is
invertible. For each x ∈ gα, we have
ρ(xp − x[p])φ−1 ∈ ρ(Z(U(g))0¯).
Since the mapping x −→ ρ(xp−x[p]) is p-semilinear, we get, in the light of the proof
of Prop. 2.6, a linear function c(x) ∈ g∗α such that
[(xp − x[p])φ−1 − c(x)p] ·m = 0
for any x ∈ gα, m ∈ V . Thus we have [(xp − x[p])− c(x)pφ] ·m = 0.
Let g = ⊕α∈Γgα be a restricted Lie color algebra, and V = ⊕α∈ΓVα be a simple
g-module as above. Assume ρ is the irreducible representation afforded by the g-
module V . Suppose α ∈ Γ+ has infinite order. Let x ∈ gα. Then since ρ(xp − x[p])
is a centralizer of g-module V , we get either (xp−x[p]) ·V = 0 or (xp−x[p]) ·V = V .
In the latter case, φ = ρ(xp − x[p]) is invertible. In the light of the proof of Prop.
2.6, we get a linear function c(y) ∈ g∗α such that
(yp − y[p] − c(y)pφ) ·m = 0
for any y ∈ gα and m ∈ V . In the case V is a locally finite g-module, the freeness of
the subgroup (a) ⊆ Γ implies that xp− x[p] acts nilpotently on V , hence annihilates
V .
Proposition 2.9. Let pα 6= 0 and κ|gα 6= 0. Assume pα ∈ Γ
+ has finite order s.
There exist 0 6= ξ ∈ gα and c(x) ∈ g∗α such that for any x ∈ gα and m ∈ V , we have:
(1) [(ξp − ξ[p])s − 1] ·m = 0.
(2) ρ(xp − x[p]) = c(x)pρ(ξp − ξ[p]).
(3) c(x)ps = κ(x).
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Proof. By assumption κ(x0) 6= 0 for some x0 ∈ gα. Since F is algebraically closed,
we get (1) from the semilinearity of the mapping x −→ xp − x[p] from g into U(g)
and Prop. 2.6.
(2) We fix ξ ∈ gα as in (1). Let φ = ρ(ξp − ξ[p]). Then Lemma 2.8 gives
c(x) ∈ g∗α as required.
(3) By taking the s-th power on both sides of (2) and using Prop. 2.6, one gets
c(x)ps = κ(x) for any x ∈ gα.
Let α ∈ Γ+ such that pα 6= 0 has finite order s. We define an equivalence
relation on the set
{(ξ, c(x))|c(x) ∈ g∗α, ξ ∈ gα, c(ξ) = 1}
as follows:
(ξ, c(x)) ∽ (η, b(x)) if c(x) = c(η)b(x), b(x) = b(ξ)c(x)
and c(η)s = b(ξ)s = 1.
Each equivalent class is denoted by [ξ, c(x)]. We denote by Fα the set all such
equivalency classes. We shall now define the generalized p-character χ.
Definition 2.10. Let g = ⊕α∈Γgα be a restricted Lie color algebra. A p-character
of g is a set {χα}α∈Γ+ satisfying the following properties:
(1) If pα = 0, then χα ∈ g
∗
α.
(2) If α has infinite order, then χα = 0.
(3) If pα 6= 0 has finite order s, then χα ∈ Fα ∪ 0.
We denote the set {χα|a ∈ Γ+} usually by χ.
Definition 2.11. Let g = ⊕α∈Γgα be a restricted Lie color algebra. A g-module
V = ⊕α∈ΓVα is said to have a p-character χ if the following statements hold.
(1) If χα ∈ g∗α, then (x
p − x[p] − χα(x)p) ·m = 0 for any x ∈ gα, m ∈ V .
(2) If χα = [ξ, c(x)] ∈ Fα, then Prop. 2.9(1),(2) are satisfied.
It is easy to check that (2) is independent of the representatives for χα.
Let g be a p-finite Lie color algebra. Then each locally finite simple g-module
has a p-character.
Let g be a restricted Lie color algebra, and let χ be a p-character for g. We
shall now define the χ-reduced universal enveloping algebra for g. Let U(g) be the
universal enveloping algebra of g. We define a two-sided ideal Iχ of U(g) generated
by the homogeneous elements as follows:
xp − x[p] − χ(x)p · 1, x ∈ gα, if χα ∈ g
∗
α
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(ξp − ξ[p])s − 1, (xp − x[p])− c(x)p(ξp − ξ[p]), x ∈ gα, if χα = [ξ, c(x)] ∈ Fα.
It is easy to check that the definition of the quotient U(g)/Iχ is independent of the
representatives of each χα = [ξ, c(x)] ∈ Fα.
Let A = ⊕α∈ΓAα and B = ⊕α∈ΓBα be two Γ-graded associative algebras. By
a homomorphism f from A to B we usually mean that f is a homomorphism of
algebras satisfying f(Aα) ⊆ Bα.
Definition 2.12. Let g = ⊕α∈Γgα be a restricted Lie color algebra, and let χ be
a p-character of g. A pair (uχ(g), σ) consisting of an associate Γ-graded F-algebra
with unity and a homomorphism σ : g −→ uχ(g)
− is called a χ-reduced universal
enveloping algebra if:
(1)
σ(x)p − σ(x[p]) = χ(x)p, for any x ∈ gα, if χa ∈ g
∗
α;
(σ(ξ)p − σ(ξ[p]))s = 1, σ(xp)− σ(x[p]) = c(x)p(σ(ξ)p − σ(ξ[p]),
for any x ∈ gα, if χα = [ξ, c(x)] ∈ Fα.
(2) Given any Γ-graded associate F-algebra A = ⊕α∈ΓAα with unity and any ho-
momorphism g : g −→ A− such that condition (1) is satisfied, there is a unique
homomorphism g˜: uχ(g) −→ A of associate Γ-graded algebras such that g˜ · σ = g.
Let g = ⊕α∈Γgα be a restricted Lie color algebra. Assume {ei}i∈I(resp. {fi}i∈M)
is a totally ordered homogeneous basis of g+(resp. g−). Let χ be a p-character of g.
With a minor adjustment, we may choose a basis {ei}i∈I of g+ containing each ξ, if
χα = [ξ, c(x)] ∈ Fα for some α ∈ Γ+. Let J denote the subset of I
{i ∈ I|ei = ξ, if χα = [ξ, c(x)] ∈ Fα, ξ ∈ gα}.
For α ∈ Γ+, assume pα 6= 0 has finite order s. s varies with different α. We denote
all these different orders simply by s.
Recall the notation N(I) for each set of indices I. We have
Theorem 2.13. Let g = ⊕α∈Γgα be a restricted Lie color algebra. Assume {ei}i∈I(resp.
{fi}i∈M) be a totally ordered homogeneous basis of g+(resp. g−). Let χ be a p-
character of g. Then the quotient U(g)/Iχ is the χ-reduced universal enveloping
algebra having the basis
{σ(f)δσ(e)n|δ ∈ N(M), n ∈ N(I), δj = 0, 1, j ∈M ; 0 ≤ n(i) <
{
p, if i ∈ I \ J
ps, if i ∈ J
}.
Proof. The universal property is obvious. We now apply Lemma 2.4 to get a basis
of U(g)/Iχ. For each i ∈ J , we choose k(i) = ps, then we have e
ps
i = vi + zi, where
vi = e
ps
i − (e
p
i − e
[p]
i )
s + 1 ∈ U(ps−1)
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and
zi = (e
p
i − e
[p]
i )
s − 1 ∈ Z(U(g)).
Both vi and zi are homogeneous with the Γ-grading 0¯. If i /∈ J and ei ∈ gα with
χα = [ξ, c(x)] ∈ Fa, we choose ki = p, then we have e
p
i = zi + vi + tiξ
p, where
zi = e
p
i − e
[p]
i − c(ei)
p(ξp − ξ[p]) ∈ Z(U(g)),
vi = e
[p]
i − c(ei)
pξ[p] ∈ U(p−1) and ti = −c(ei)
p.
If i /∈ J and ei ∈ gα with χa ∈ g∗α, we choose k(i) = p, then we get e
p
i = vi + zi,
where vi = e
[p]
i ∈ U(p−1) and zi = e
p
i − e
[p]
i ∈ Z(U(g)).
For each i ∈ M , let fi ∈ gα, α ∈ Γ
−. Then since (α, α) = −1 and p > 3, we
have in U(g) that f 2i =
1
2
[fi, fi] ∈ g, so that we may choose k(i) = 2,
vi =
1
2
[fi, fi] ∈ g = U(1), zi = 0.
Then we have f
k(i)
i = vi + zi.
Applying Lemma 2.4, we get
Iχ = 〈z
rf δen|r, n ∈ N(I), |r| ≥ 1, n(i) < k(i)〉,
so that U(g)/Iχ has the basis claimed, where σ is the canonical epimorphism:
U(g) −→ U(g)/Iχ.
We will denote U(g)/Iχ by uχ(g) in the following. In particular, if χ = 0,
we simply denote u0(g) by u(g), which is also referred to as the restricted universal
enveloping algebra[6, 5.7]. Then each locally finite simple g-module is a simple uχ(g)-
module for some p-character χ. A u(g)-module is also referred to as a restricted
g-module.
2.3 The Frobenious algebra uχ(g)
Definition 2.14. (1) Let V = ⊕α∈ΓVα be a Γ-graded space, and let f be a bilinear
form on V . Then f is called symmetric if f(x, y) = (α, β)f(y, x) for any x ∈ Vα,
y ∈ Vβ.
(2) Let A = ⊕α∈ΓAα be a Γ-graded algebra. A bilinear form f on A is called
invariant if f(xy, z) = f(x, yz) for any x ∈ Aα, y ∈ Aβ, z ∈ Aγ, α, β, γ ∈ Γ.
Definition 2.15. An associate Γ-graded algebra is called Frobenious if it has a
nondegenerate invariant bilinear form.
Let g be a restricted finite dimensional Lie color algebra. Let χ = {χa}a∈Γ+ be
a p-character of g. We now show that the χ-reduced universal enveloping algebra
uχ(g) is a Frobenious algebra.
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Taking for g+(resp. g−) a homogeneous basis {ei|i ≤ k}(resp. {ei|k + 1 ≤ i ≤
n}) containing each ξ if χα = [ξ, c(x)] ∈ Fα, we denote
J =: {1 ≤ i ≤ k|ei = ξ for some χα = [ξ, c(x)]}.
Note that J = φ simply means that each χα is a linear function on gα, such that
χα = 0 for all α ∈ Γ with pα 6= 0.
By the PBW theorem, U(g) is a free left U(g+)-module with a basis
{Πni=k+1e
ai
i |0 ≤ ai ≤ 1}.
Let x ∈ gα, α ∈ Γ. For the simplicity, we also use x¯ to denote α in the following.
Let R be the Γ-graded subalgebra of U(g) generated by
zi =


epi − e
[p]
i − χ(ei)
p · 1, if i ≤ k, and χe¯i is linear
epi − e
[p]
i − c(ei)
p(ξp − ξ[p]), if χe¯i = [ξ, c(x)], i /∈ J
(epi − e
[p]
i )
s − 1, if i ∈ J.
By Lemma 2.4, R is a color commutative polynomial algebra with indeterminate
z′is. Then U(g
+) is free over R with a basis
{Πki=1e
ai
i |0 ≤ ai ≤ p− 1, if i /∈ J, 0 ≤ ai ≤ ps− 1 if i ∈ J}.
Recall that we denote the set of all the mappings from {1, . . . , n} toN byN({1, . . . , n}).
We now define τ ∈ N({1, . . . , n}) by
τ(i) =


p− 1, if i ≤ k and i /∈ J
ps− 1, if i ∈ J
1, if i ≥ k + 1.
For two mappings a, b ∈ N({1, . . . , n}), we define a ≤ b if a(i) ≤ b(i) for each
1 ≤ i ≤ n, and a < b if a ≤ b and at least there is 1 ≤ i ≤ n such that a(i) < b(i).
Then by Lemma 2.4 U(g) is free over R with a basis {ea|0 ≤ a ≤ τ}. As a R-module,
U(g) =
∑
a<τ
Rea ⊕Reτ .
We denote the R-submodule
∑
a<τ Re
a by V . We define the R-linear map pτ :
U(g) −→ R by pτ (v + re
τ ) = r, v ∈ V, r ∈ R. Then we get a R-bilinear form µ:
U(g) × U(g) −→ R, µ(x, y) = pτ (xy), for any homogeneous x, y ∈ g. Obviously we
have µ(xy, z) = µ(x, yz).
Let g be a Lie color algebra. For each homogeneous x ∈ g, the derivation
adx is naturally extended to a derivation on U(g) which is also denoted by adx. A
straightforward computation shows that
adx(Πni=1yi) =
n∑
i=1
(x¯,
i−1∑
l=1
y¯l)y1 · · · yi−1[x, yi]yi+1 · · · yn,
for any homogeneous y1, . . . , yn ∈ g.
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Lemma 2.16. Let µ be the bilinear form defined above, and let I be a Γ-graded ideal
of R. Then
IU(g) = {u ∈ U(g)|µ(u, U(g)) ⊆ I}.
Proof. (see [19, Th.4.2(1)] for the Lie algebra case) If J = φ, then the proof for
[19, Th. 4.2] also works here. Now we assume J 6= φ. Using the identities given
in the proof of Th. 2.13, one can show that if a(i) > τ(i) for some i ∈ J , then
ea ∈ RU(|a|−1); if a(j) ≤ τ(j) for all j ∈ J , and a(i) > τ(i) for some i /∈ J , then
ea ≡ cbeb(modU(|a|−1)), where b ≤ τ, |b| = |a|, cb ∈ F
×. In the light of the proof of
[19, Th.4.2(1)], one gets V = RU(|τ |−1).
Taking a, b ≤ τ with |a + b| ≤ τ and using the discussions above, we get
eaeb ≡ δa,τ−br(a, b)eτ (modV ), where
0 6= r(a, b) = Πn−1i=1 (
n∑
j=i+1
aj e¯j |bie¯i).
Then the arguments leading to [19, Th 4.2 (1)] can be repeated to give the desired
result.
Theorem 2.17. Let g be a restricted Lie color algebra, and let χ be a p-character
of g. Then uχ(g) is Frobenious.
Proof. Recall the ideal Iχ of U(g) defined earlier. With a minor adjustment of the
proof for [19, Coro 4.3, p. 218], we get the induced bilinear form µ¯:{
uχ(g)× uχ(g) −→ R/Iχ ∼= F
(x¯, y¯) −→ µ(xy) + Iχ,
which is well defined and nondegenerate.
Definition 2.18. Let g be a restricted Lie color algebra. For each x ∈ gα ⊆ g+, if
there is n ∈ Z+ such that x[p]
n
= 0, then we say that g is unipotent.
Lemma 2.19. Let g be a finite dimensional unipotent Lie color algebra. Then u(g)
is a symmetric algebra.
Proof. Let e1, . . . , en be a basis of g consisting of homogeneous elements. For a
homogeneous x ∈ g, suppose that adx(ej) =
∑n
i=1 kijei, 1 ≤ j ≤ n. A straightfor-
ward calculation shows that
adx(ea) =
n∑
i=1
(Πi−1j=1(x¯, e¯j))
1− (x¯, e¯i)ai
1− (x¯, e¯i)
kiie
a +
∑
|b|=|a|,b6=a
cbe
b(modU(|a|−1)).
Since g is unipotent, g is a restricted g-module under the adjoint action. By [6,
Th. 3.2], g acts strictly triangulable on g. Then we can find a homogeneous basis
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of g, under which the matrix of adx is strictly upper triangular for all homogeneous
x ∈ g. Using the formula above and the identity V = RU(|τ |−1), one can easily get
[x, eτ ] ∈ V for any homogeneous x. Then using the fact [x, ea] ∈ U(|a|) we obtain
xu − (x¯|u¯)ux ∈ V for all homogeneous u ∈ U(g), and hence vu − (v¯|u¯)uv ∈ V for
all homogeneous v, u ∈ U(g). Therefore, µ is symmetric, so is the induced bilinear
form µ¯.
3 The main theorems
Let g = ⊕α∈Γgα be a restricted Lie color algebra. Let Aut(g) be the group of all the
automorphisms for g. We denote
Autres(g) = {f ∈ Aut(g)|f(x[p]) = f(x)[p] for any x ∈ gα, α ∈ Γ
+}.
Recall the Lie color algebra g = cgl(V ) in 2.1. Then g0¯ = ⊕αi∈Γgl(mαi ,F). If we
denote the linear algebraic group Παi∈ΓGL(mαi ,F) by GL({mαi},F), then we get
Lie(GL({mαi},F)) = g0¯
(see the Appendix for the infinite dimensional case). Acting on g by conjugation,
GL({mαi},F) becomes a subgroup of Aut
res(g).
Definition 3.1. Let g = ⊕α∈Γgα be a restricted Lie color subalgebra of cgl(V ). If
there is a linear algebraic group G ⊆ Autres(g)∩GL({mαi},F) such that Lie(G) = g0¯.
Then g is referred to as an algebraic Lie color algebra.
Let g be an algebraic Lie color algebra. We fix a maximal torus T of G. Then
g has the root space decomposition relative to T : g = H ⊕
∑
δ∈Φ gδ. Then we get a
triangular decomposition of g: g = N− ⊕H ⊕N+, where
N+ = ⊕δ∈Φ+gδ N
− = ⊕δ∈Φ−gδ H = Lie(T ).
For each δ ∈ Φ+, we use eδ(resp. fδ, Hδ) to denote the positive root vector(resp.
negative root vector, [eδ, fδ]).
In this section we study the simple modules for the algebraic Lie color algebras.
We keep the convention that χ ∈ g∗0¯ implies that χ ∈ g
∗ and χ(gα) = 0 for all
0¯ 6= α ∈ Γ.
Let Γ be an abelian group, and let V = ⊕α∈ΓVα be a Γ-graded F-vector space.
We define the F-linear vector space
V ∗f = {f ∈ HomF(V,F)|f(Vα) = 0 for all but finitely many α
′s}.
Then V ∗f = V
∗ in case V is finite dimensional.
Let g = ⊕α∈Γgα be a Lie color algebra. For each α ∈ Γ, we let
g∗f,α = {ψ ∈ g
∗
f |ψ(gβ) = 0 for all β 6= α}.
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Then g∗f = ⊕α∈Γg
∗
f,α is also a Γ-graded F-vector space.
A linear function χ ∈ g∗f,0¯ is called in the standard form if χ = χs + χn, if
χs(N
±) = 0, χn(H +N
+) = 0, and χ(Hδ) 6= 0 implies that χ(gδ) = χ(g−δ) = 0. We
say that χ is standard semisimple(resp. nilpotent), if χ = χs(resp. χ = χn).
3.1 The algebraic Lie color algebra g = cgl(V )
Let g = cgl(V ) and let G = GL({mαi},F). If Γ is infinite(resp. finite), then the
linear algebraic group G has the maximal torus:
T = {(aii)|aii ∈ F
×, i ∈ Z+}(resp.T = {diag(t1, . . . , tn)|ti ∈ F
×}, n = dimV ).
We have the root space decomposition g = ⊕δ∈Φgδ relative to T , where
Φ = {ǫi − ǫj |i 6= j}, gǫi−ǫj = Feij .
We take the set of positive(resp. negative) roots Φ+ = {ǫi − ǫj |i < j}(resp. Φ− =
{ǫi − ǫj |i > j}. Then
∆ = {ǫi − ǫi+1|i = 1, 2, · · · , }
is a set of simple roots.
For each δ = ǫi − ǫj ∈ Φ+, we denote
eδ = eij fδ = eji Hδ =
{
eii − ejj, if e¯δ ∈ Γ+
eii + ejj, if e¯δ ∈ Γ−.
Suppose eij ∈ gα and α ∈ Γ
+. Then the subalgebra < eij , eji, eii − ejj > is
isomorphic to the Lie algebra sl2. If α ∈ Γ−, then the subalgebra < eij , eji, eii+ejj >
is isomorphic to the Hensenberg algebra. g has the triangular decomposition: g =
N+ +H +N−, where
N+ =
∑
i<j
Feij , N
− =
∑
i>j
Feij , H =
∑
i≥1
Feii.
Note that if e¯ij = α ∈ Γ, then e¯ji = −α.
We now define a bilinear form on g by setting
b(x, y) = (α, β)tr(xy), x ∈ gα, y ∈ gβ.
It is easy to see that b(x, y) = 0 if x¯+ y¯ 6= 0¯ ∈ Γ.
Lemma 3.2. (1) b(, ) is nondegenerate, that is, for x ∈ gα, α ∈ Γ, x = 0 if and
only if b(x, y) = 0 for any homogeneous y ∈ g.
(2) b(, ) is invariant, that is, b([x, y], z) = b(x, [y, z]), for any x ∈ gα, y ∈ gβ,
z ∈ gγ.
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Proof. (1) is obvious.
(2) By definition, we have
b([x, y], z) = (α + β, γ)tr([x, y]z) = (α+ β, γ)tr(xyz)− (α + β, γ)(α, β)tr(yxz)
= δα+β,−γ(α+ β, γ)tr(xyz)− (α + β, γ)(α, β)tr(yxz)
= δ−α,β+γ(α, β + γ)tr(xyz)− (α, β + γ)(β, γ)tr(xzy)
= b(x, [y, z]),
where the second last equality is given by the identity
(α + β, γ)(α, β) = (α, β + γ)(β, γ).
Note that the restriction of b(, ) to g0¯ is the usual trace form, which is again
nondegenerate and invariant.
Lemma 3.3. Let x ∈ gα, y ∈ gβ and let g ∈ G =: GL({mαi},F). Then
b(g · x, y) = b(x, g · y).
We say that b(, ) is G-invariant.
The proof is a straightforward computation. We leave it to the interested reader.
For each homogeneous x ∈ g, b(x,−) defines a linear function on g. Moreover,
b(x,−) ∈ g∗f . g
∗
f is a G-module defined by the coadjoint action:
g · χ(x) =: χg(x) = χ(g−1xg),
for any g ∈ G, χ ∈ g∗f , x ∈ g. We define a linear mapping θ: g −→ g
∗
f such that
θ(x) = b(x,−). It is easy to see that θ is surjective. Then the G-invariancy of b(, )
ensures that θ is an isomorphism of G-modules. Since the restriction of b(, ) to g0¯ is
also G-invariant, we get θ(g0¯) = g
∗
f,0¯.
For each x ∈ g0¯, we say that x is semisimple(resp. nilpotent), if gxg
−1 ∈ H(resp.
gxg−1 ∈ N−) for some g ∈ G. We claim that each x ∈ g0¯ has a unique Jordan
decomposition: x = xs + xn, where xs(resp. xn) is semisimple(resp. nilpotent) and
[xs, xn] = 0. This is well known in the case g is finite dimensional. Suppose g is
infinite dimensional. Then there is n ∈ Z+ such that x ∈ ⊕i≤ngl(mαi). Therefore x
has a Jordan decomposition in ⊕i≤ngl(mαi). Since the decomposition is unique in
any finite dimensional Lie subalgebra of g0¯, all these decompositions agree. So we
can define it to be the Jordan decomposition for x ∈ g0¯.
Let χ ∈ g∗f,0¯. By our convention this means χ(gα) = 0 for all 0 6= α ∈ Γ.
Then there is N ∈ Z+ such that χ(gl(mαi)) = 0 for all i > N . Applying a similar
argument as that for finite dimensional algebraic Lie algebras[16], and using the
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Jordan decomposition in g, we get χ = χs+χn, and there is g ∈ ⊕Ni=1GL(mαi) ⊆ G,
such that χgs(N
±) = 0 and χgn(H +N
+) = 0. Besides, χgs(Hα) 6= 0 implies χ
g(eα) =
χg(fα) = 0, so that χ
g = χgs + χ
g
n is in the standard form.
Let χ ∈ g∗f,0¯. For each g ∈ G, obviously the Γ-graded algebras uχ(g) and uχg(g)
are Morita equivalent, so we can assume that χ is in the standard form in the rest
of the paper.
Let χ = χs + χn ∈ g∗0¯,f be in the standard form. For each α ∈ Γ, we define
Zα =: cgα(χs) = {x ∈ gα|χs([x, y]) = 0 for any homogeneous y ∈ g}.
Then Z = ⊕α∈ΓZα is a Lie color subalgebra of g. In particular, we have
Z = ⊕δ∈Φ,χ(Hδ)=0gδ ⊕H.
Since χ ∈ g∗0¯,f , the codimension of Z in g is finite. Let P = Z + N
+. Then P is a
parabolic subalgebra of g. Let N + denote P⊥ with respect to the invariant form
b(, ). It is easy to check that
N
+ = ⊕δ∈Φ+,χ(Hδ)6=0gδ,
and N + is the finite dimensional nilradical of P .
3.2 Category O
Let g be an algebraic Lie color algebra, and let χ = χs+χn ∈ g∗f,0¯ be in the standard
form. Recall G ⊆ Autres(g) with a maximal torus T such that Lie(G) = g0¯. We
choose T0 to be a subgroup of T such that χs(Lie(T0)) = 0, and χ(Ad(t)x) = χ(x)
for all x ∈ g, t ∈ T0.
Let S denote a restricted Lie color subalgebra of g containing Lie(T0). We
identify uχ(S ) with its canonical image in uχ(g). Following [8, 14], we define the
uχ(S )− T0 modules. A Γ-graded F-vector space V = ⊕α∈ΓVα is called a uχ(S )−
T0 module if it is both a uχ(S )-module and a T0-module such that the following
conditions holds:
(1) We have t(xv) = Ad(t)(x)(tv) for all t ∈ T0, x ∈ Sα, v ∈ Vβ, α, β ∈ Γ.
(2) The restriction of the S -action on V to Lie(T0) is equal to the derivative
of the T0-action on V .
Let uχ(g) be the χ-reduced universal algebra of g, and let uχ(g)−ModT0 be the
category of uχ(g)−T0-modules. We define the category O to be the full subcategory
of uχ(g)−ModT0 whose objects satisfying the following conditions([10]).
(1) M = ⊕α∈ΓMα is a finitely generated uχ(g)− T0-module.
(2) M = ⊕α∈ΓMα is H − T0-semisimple, that is, M is a weight module: Mα =
⊕λ∈H∗Mλ = ⊕λ∈X(T0)Mλ for each α ∈ Γ.
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(3)M is locally N+-finite: for each homogeneous v ∈M , the Γ-graded subspace
u(N+) · v of M is finite dimensional.
It is also easy to see that O is closed under submodules, quotients, and finite
direct sums.
Example: Let g = cgl(V ) and let dimg = ∞. Assume χ ∈ g∗f,0¯. Then there is
N ∈ Z+ such that χ(gl(mαi)) = 0 for all i ≥ N . Let Tαi denote the maximal torus
of GL(mαi ,F) consisting of diagonal matrices. We choose
T0 =: Πi≥NTαi = {(Ai)|Ai = Eαi for all i < N,Ai ∈ Tαi for all i ≥ N}.
Then we see that χ(Ad(t)x) = χ(x) for all t ∈ T0 and x ∈ g0¯.
By assumption χ(N+) = 0, u(N+) ⊆ uχ(g) is the reduced enveloping algebra
for N+. Then it is easy to see that g = cgl(V ), as a g-module under the adjoint
action, is in Category O for χ = 0 and T0 = T .
3.3 The Harish-Chandra homomorphism
Let g =
∑
δ∈Φ gδ be an algebraic Lie color algebra, where Φ = Φ
+ ∪ Φ− is its root
system. We define a mapping p¯ : ∪gα − {0} −→ N by
p¯(x) =
{
p, if x ∈ gα, α ∈ Γ+
2, if x ∈ gα, α ∈ Γ−.
For the simplicity, we write p¯ instead of p¯(x).
Let χ ∈ g∗f,0¯ be standard semisimple. For each h ∈ H , the derivation adh of
g can be extended naturally to the χ-reduced universal enveloping algebra uχ(g).
Then uχ(g) has a weight space decomposition: uχ(g) = ⊕λ∈H∗uχ(g)λ. It is easy to
see that uχ(g)0 is spanned by
ek1δ1 · · · e
kn
δn
uχ(H)f
k1
δ1
· · · fknδn , δi ∈ Φ
+, 0 ≤ k1, . . . , kn ≤ p¯− 1.
Recall N+ =
∑
δ∈Φ+ gδ and N
− =
∑
δ∈Φ+ g−δ. Applying a similar argument as that
for [5, 7.4], we have
Lemma 3.4. Let L = uχ(g)N+ ∩ uχ(g)0. Then
(1) L = N−uχ(g) ∩ uχ(g)0, and L is a two-sided ideal of uχ(g)0.
(2) uχ(g)0 = uχ(H)⊕ L.
The projection of uχ(g)0 onto uχ(H) with kernel L is called the Harish −
Chandra homomorphism, denoted by γ.
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3.4 FP triples
Definition 3.5. Let Φ be the root system of an algebraic Lie color algebra g. We call
a subset Φ1 ⊆ Φ a subsystem(resp. an additive subset) of Φ if: for any δ1, δ2 ∈ Φ1,
l1δ1 + λ2δ2 ∈ Φ1(resp. δ1 + δ2 ∈ Φ1), whenever l1δ1 + l2δ2 ∈ Φ, l1, l2 ∈ Z(resp.
δ1 + δ2 ∈ Φ).
Let g be the Lie algebra of a semisimple, simply connected algebraic group G.
Let χ ∈ g∗ be in the standard form χ = χs + χn. By [7], χ induces a parabolic
subalgebra P = Z ⊕N of g, where Z is a Levi factor of P and N is the nilradical.
Let T be the maximal torus of of G, and let Φ+, Φ1 and Φu denote the positive roots
of T in g of Z and N . Then Friedlander and Parshall proved that [7, Lemma 8.4],
there is an ordering of Φu as δ1, . . . , δt such that for each 1 ≤ i ≤ m+ 1,
Φ+i = Φ
+
1 ∪ {−δ1, . . . ,−δi−1, δi, . . . , δt}
is a system of positive roots for Φ in which δi is a simple root. For each i,
{−δ1, . . . ,−δi} is an additive subset of Φ normalized by Φ
+
1 .
Definition 3.6. Let g = ⊕α∈Γgα be an algebraic Lie color algebra with root system
Φ, and let Φ1 be a subsystem of Φ such that the set Φ \ Φ1 is finite. Put Z =
⊕δ∈Φ1gδ ⊕H. Let Φ
+ − Φ+1 = {δ1, . . . , δm}. For each i, suppose
Φ+i =: Φ
+
1 ∪ {−δ1, . . . ,−δi−1, δi, . . . δm}
is a positive root system of g, in which δi is a simple root, and {−δ1, . . . ,−δi} is an
additive subset of Φ normalized by Φ+1 . Then we call (g,Z, {δi}
m
i≥1) a Friedlander-
Parshall triple, or simply a FP triple.
Examples: (1) Let g = gl(m,Γ) and let Φ = Φ+ ∪ Φ− be its root system. We
denote the root system of g0¯ by Φ0. Let N
+
0 =
∑
δ∈Φ+0
gδ. Assume χ ∈ g
∗
0¯ is in
the standard form: χ = χs + χn, where χs(resp. χn) is standard semisimple(resp.
nilpotent). Let Z = cg(χs). Then
Z =
∑
χs(Hα)=0
gα +H, N
+ =
∑
α∈Φ+,χs(Hα)6=0
gα.
By [7, 8.4] and Lemma 4.1, there is an order of the roots of N +: δ1, . . . , δm, such
that (g,Z, {δ1, . . . , δm}) is a FP triple.
(2) Let g = gl(m,Γ) and let H be its maximal torus as above. By the argument
in the proof of [7, 8.4] and Lemma 4.1, we can put Φ+ in such an order that (g, H,Φ+)
is a FP triple.
(3) Let g = cgl(V ) be infinite dimensional, and let χ ∈ g∗0¯,f be in the standard
form. Recall the Lie color subalgebra Z and N +. We claim that an order can be
given to the roots of N +: δ1, . . . , δm, such that (g,Z, (δi)mi=1) is a FP triple. For each
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n ∈ Z+, let us denote gn =: gl(
∑
i≤nmαi ,F) ⊆ g. Then gn is a Lie color subalgebra
of g with the 0¯ component ⊕ni=1gl(mαi ,F). Moreover, (gn)
∞
n=1 is a filtration for g:
g1 ⊆ g2 ⊆ · · · ⊆ g = ∪
∞
n=1gn.
Let n be large enough that the root system of gn contains δ1, . . . , δm. Then the claim
follows from [7, Lemma 8.4] and Lemma 4.1.
Let (g,Z, {δ1, . . . , δm}) be a FP triple. For each 0 ≤ k ≤ m, we denote the
subspace of g
N
+
k =:
k∑
i=1
g−δi +
m∑
i=k+1
gδi .
Let P0 be the subspace of g defined by
P0 =: Z + N
+
0 = Z +
m∑
i=1
gδi.
Then we have
Lemma 3.7. P0 is a parabolic Lie color subalgebra of g with N
+
0 as its nilpotent
radical.
Proof. Since {δ1, δ2, . . . , δm} is an additive subset of Φ+, N
+
0 is a nilpotent subal-
gebra of g. Let δ ∈ Φ+1 . By definition, we have
{δ − δ1, δ − δ2, . . . , δ − δm} = {−δ1,−δ2, . . . ,−δm},
so that [fδ,N
+] ⊆ N +0 . Let δ ∈ Φ
+
1 . Suppose δ + δi /∈ {δ1, δ2, . . . , δm} for some
1 ≤ i ≤ m. Then we get δ+δi ∈ Φ
+
1 , and hence δi = (δ+δi)−δ ∈ Φ1, contrary to the
assumption that Φ1 is a subsystem of Φ. Then we conclude that [eδ,N
+
0 ] ⊆ N
+
0 .
It follows that [Z,N +0 ] ⊆ N
+
0 . Thus, P0 is a parabolic subalgebra of g and N
+
0 is
an ideal of P0.
Let us denote P−0 =: Z + N
+
m = Z +
∑m
i=1 g−δi . Similarly one can prove that
P−0 is a parabolic Lie color subalgebra of g with N
+
m as its nilpotent radical.
3.5 Induced modules associated with the FP triples
Let g be an algebraic Lie color algebra, and let (g,Z, (δi)mi=1) be a FP triple. Assume
χ = χs+χn ∈ g∗f,0¯ is in the standard form, and assume χ(g±δi) = 0 for all 1 ≤ i ≤ m.
Let M be a simple uχ(P0)(resp. uχ(P
−
0 )) module. Then by [6, Coro. 3.2], M is
annihilated by N +0 (resp. N
+
m ).
Definition 3.8. Let g = N− +H + N+ be the triangular decomposition of g, and
let M be a g-module. Assume 0 6= v ∈ Mα. If there is λ ∈ H∗ such that N+v = 0
and hv = λ(h)v for all h ∈ H, then v is called a maximal vector with H-weight λ.
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Let B = H +N+. Then each maximal vector v defines a 1-dimensional uχ(B)-
module with λ satisfying λ(h)p−λ(h) = χ(h)p, h ∈ H , and v also defines an induced
uχ(P0)-module uχ(P0)⊗uχ(B)Fv. We denote each simple quotient of uχ(P0)⊗uχ(B)Fv
by M(λ).
Remark: M(λ) is a simple uχ(P0)-module generated by a maximal vector v of
weight λ. v may not be unique, so that λ is not necessarily unique. But this does
no harm to our discussions in the following. If χ is standard semisimple, one can
easily show that uχ(P0) ⊗uχ(B) Fv has a unique simple quotient M(λ), and M(λ)
contains a unique maximal vector v(with H-weight λ).
Suppose M(λ) is a simple uχ(P0)-module as that given above. We now define
the induced module
Zχ(M(λ)) = uχ(g)⊗uχ(P0) M(λ).
First, let g be finite dimensional. Then each simple uχ(g)-module M is finite
dimensional. We have by using [6, Th.3.2] that each simple uχ(P0)-submodule of M
contains a maximal vector, and hence in the formM(λ), so thatM is a homomorphic
image of Zχ(M(λ)).
Secondly, let g = cgl(V ) be infinite dimensional, and let (g,Z, (δi)mi=1) be the
FP triple given in Example (3) of Sec 3.4, with T0 given in Example 3.2. We now
have
Lemma 3.9. Each simple uχ(P0)-module M in Category O contains a maximal
vector.
Proof. Recall the definition of T0. Let us denote m =:
∑
i<N mαi . From 3.2, we
have
T0 = {(tii)|tii ∈ F
×, tii = 1 for all i ≤ m}.
Let us denote the weight lattice of T0 by Λ = ⊕∞i=m+1Zǫi. For λ =
∑
niǫi ∈ Λ, we
define the T0-height of λ to be |λ| =
∑
ni. It should be noted that the weight of
the positive root vector eij relative to T0 is
wt(eij) =


ǫi − ǫj , if m < i < j
−ǫj , if i ≤ m < j
0, if i < j ≤ m.
Let M be a simple uχ(P0)-module in the category O of uχ(P0) − T0-modules.
Assume 0 6= u ∈ M is a homogeneous weight vector. Since M is locally N+-finite,
N =: u(N+)u ⊆ M is a finite dimensional uχ(B0) − T0-submodule. Recall the
T0-action on N is given by
t(xu) = Adt(x)tu.
Then using the PBW theorem, with a given order for the positive root vector e′ijs,
N is spanned by a finite set of H − T0-weight vectors:
S =: {Πi<je
kij
ij u|0 ≤ kij ≤ p¯}.
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Assume the T0-weight of u is λ ∈ X(T0). Then each vector Πi<je
kij
ij u has the T0-
weight
λ+
∑
m<i<j
kij(ǫi − ǫj)−
∑
i≤m<j
kijǫj ∈ Λ,
and the T0-height |λ| −
∑
i≤m<j kij.
Let Sl be the subset of S consisting of elements with the minimal T0-height
l ∈ Z, and let Nl be the subspace of N spanned by Sl. Then it is easy to see that
eijSl = 0 for any i ≤ m < j, and eijNl ⊆ Nl for any m < i < j or i < j ≤ m.
Each element in Sl has the weight
λ′ +
∑
m<i<j
kij(ǫi − ǫj), |λ
′| = l.
Let Shl be the subset of Sl consisting of elements with the largest number
∑
m<i<j kij,
and let N hl be the subspace spanned by S
h
l . Then we have eijS
h
l = 0 for all m < i <
j, and eijN hl ⊆ N
h
l for all i < j ≤ m. This implies that N
h
l is u(N
+
n )-submodule,
where N+n is the sum of all positive root spaces of gn. By [6, Th.3.2], there is a
homogeneous weight vector 0 6= v ∈ N hl , such that N
+
n ·v = 0, and hence N
+ ·v = 0.
Thus, v ∈ M is a maximal vector.
By the lemma, each simple uχ(P0)-moduleM in Category O is a homomorphic
image of the induced uχ(P0)-module defined above, and hence each simple uχ(g)-
module in Category O is a homomorphic image of the induced module Zχ(M(λ)).
3.6 The simplicity of Zχ(M(λ))
With the same assumption as above. Recall N +m = ⊕
m
i=1g−δi . Suppose δi1 , · · · , δim
is the roots of N +m in the order of increasing heights. By Th. 2.13, u(N
+
m ) has a
basis
{fa1δ1 · · · f
am
δm
|0 ≤ ai ≤ p¯− 1.}
For the convenience, we denote fa1δ1 · · · f
am
δm
∈ u(N +m ) by [a1, a2, · · · , am], and
fa1δ1 · · · f
ak
δk
fδjf
ak+1
δk+1
· · ·famδm ∈ u(N
+
m )
by [a1, · · · , ak−1, fδj · · · ].
Lemma 3.10. Let [a1, · · · , am] ∈ u(N +m ) and let 1 ≤ s ≤ m. If aij = p¯− 1 for all
j ≥ s, then [a1, · · · , ak−1, fδis , · · · ] = 0 for any 1 ≤ k ≤ m+ 1.
Proof. Let us note that if gδ ⊆ gα and if α ∈ Γ−, then it is possible that 2δ is also
a root of g (see [16, p.51]). In this case 2δ is a root of g+ with the height greater
than that of δ. Let fδ ∈ g−δ. Then we have f 2δ =
1
2
[fδ, fδ] ∈ g−2δ.
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In u(N +m ), we have
(∗) [fδi , fδj ] = fδifδj − (f¯δi , f¯δj )fδjfδi =
{
cfδi+δj , if δi + δj is a root
0, otherwise,
where c ∈ F×. We shall proceed with induction on s. Suppose s = m. Then since
δim has the greatest height, [fδim , fδj ] = 0 for all 1 ≤ j ≤ m. The fact that f
p¯
δim
= 0
gives
[a1, · · · , ak−1, fδim , · · · ] = 0,
for any 1 ≤ k ≤ m+ 1 whenever aim = p¯− 1.
Suppose [a1, · · · , am] ∈ u(N
+
m ) with aij = p¯ − 1 for all j ≥ s and s < m. For
any 1 ≤ k ≤ m+ 1, if δs = δk, then
[a1, · · · , ak−1, fδs, · · · ] = [a1, · · · , ak−1, p¯, · · · ]
=
{
c[a1, · · · , ak−1, f2δk , p¯− 2, · · · ], if 2δk is a root
0, otherwise.
Since the height of 2δk is greater than that of δk, the induction hypothesis yields
[a1, · · · , ak−1, fδs, · · · ] = 0. The case δs = δk−1 is similar.
Now suppose δs /∈ {δk−1, δk}. By repeated applications of the formula (∗) and
the induction assumption, we have
[a1, · · · , ak−1, fδs, · · · ] = c[a1, · · · , as−1, fδs, · · · ]
for some c ∈ F. Then the discussion above applied, we get [a1, · · · , ak−1, fδs , · · · ] = 0.
It follows from the lemma that
fδi [p¯− 1, · · · , p¯− 1] = 0 [p¯− 1, · · · , p¯− 1]fδi = 0,
for all 1 ≤ i ≤ m.
Recall the induced module Zχ(M(λ)). Let v ∈ M(λ) be a maximal vector of
H-weight λ ∈ H∗. By applying the Harish-Chandra homomorphism, we get
ep¯−1δ1 . . . e
p¯−1
δm
f p¯−1δ1 · · · f
p¯−1
δm
⊗ v = f(h)⊗ v = 1⊗ f(λ(h))v,
where
f(h) = γ(ep¯−1δ1 . . . e
p¯−1
δm
f p¯−1δ1 · · · f
p¯−1
δm
) ∈ uχ(H).
Theorem 3.11. Zχ(M(λ)) is simple if and only if f(λ(h)) 6= 0.
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Proof. Let N be a simple submodule of Zχ(M(λ)). Let us take
0 6= v =
∑
fk1δ1 · · · f
km
δm
⊗mk1,...,km ∈ N ,
where each mk1,...,km ∈ M(λ) is homogeneous. Let δi1 , . . . , δim be in the order of
increasing heights. Using Lemma 3.10 and applying fδim , . . . , fδi1 repeatedly, we get
0 6= f p¯−1δ1 · · · f
p¯−1
δm
⊗m ∈ N , with m homogeneous. It then follows that
ep¯−1δ1 · · · e
p¯−1
δm
f p¯−1δ1 · · · f
p¯−1
δm
⊗m ∈ N .
By the assumption χ(g±δi) = 0, 1 ≤ i ≤ m, we can regard e
p¯−1
δ1
· · · ep¯−1δm f
p¯−1
δ1
· · · f p¯−1δm ∈
uχ(g) as an element in some uχ′(g) with χ
′ being standard semisimple, so that we can
apply the Harish-Chandra homomorphism γ. Using the fact that eδi · M(λ) = 0,
i = 1, . . . , m and applying γ, we get 1 ⊗ f(λ(h))m ∈ N . Then the assumption
f(λ(h)) 6= 0 says that 1⊗m ∈ N , henceM(λ) ⊆ N . Thus, we get N = Zχ(M(λ)),
so that Zχ(M(λ)) is simple.
Let (δi)i∈I be the positive root system of Z. Then (δi)i∈I ∪ {δ1, . . . , δm} is a
positive root system of g. For any j ∈ I, if [fδj , fδi ] 6= 0, then it must be a nonzero
multiple of fδi+δj . The height of δi + δj ∈ {δ1, . . . , δm} is greater than that of δi.
Using the formula for adx|U(g) in 2.3 and Lemma 3.10, we get [fδj , f
p¯−1
δ1
· · ·f p¯−1δm ] = 0.
If [eδj , fδi ] 6= 0, then it must be a multiple of fδi−δj with δi− δj ∈ {δ1, . . . , δm}, since
N +m is an ideal of P
+
0 = Z ⊕N
+
m . Applying Lemma 3.10, we get
[eδj , f
p¯−1
δ1
· · · f p¯−1δm ] = 0.
This implies that M0 = f
p¯−1
δ1
· · · f p¯−1δm ⊗ M(λ) is a Z-submodule of Z
χ(M(λ)).
By Lemma 3.10, M0 is annihilated by N +m , so it is a uχ(P
−
0 )-submodule. Recall
N
+
0 = ⊕
m
i=1gδi . The simplicity of Z
χ(M(λ)) says that
u(N +0 )M0 = u(N
+
0 )uχ(P
−
0 )M0 = uχ(g)M0 = Z
χ(M(λ)).
Let (vi)i∈I be a basis of M0. Then
{ek1δ1 · · · e
km
δm
vi|0 ≤ ki ≤ p¯− 1, i ∈ I}
is a basis of Zχ(M(λ)). Taking f p¯−1δ1 · · · f
p¯−1
δm
⊗ v ∈ M0, where 0 6= v ∈ M(λ) is a
maximal vector of H-weight λ, we get
0 6= ep¯−1δ1 · · · e
p¯−1
δm
f p¯−1δ1 · · · f
p¯−1
δm
⊗ v = 1⊗ f(λ(h))v,
so that f(λ(h)) 6= 0.
3.7 The determination of f(λ(h))
Recall N +k =
∑k
i=1 g−δi +
∑m
i=k+1 gδi , 0 ≤ k ≤ m.
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Lemma 3.12. With the same assumption as in 3.6. For each 0 ≤ k ≤ m, we define
a subspace of Zχ(M(λ)) by
Mk =: f
p¯−1
δk
· · ·f p¯−1δ1 ⊗M(λ).
If 2δ /∈ {δ1, . . . , δm} for any δ ∈ {δ1, . . . , δm}, then Mk is annihilated by N
+
k .
Proof. We proceed with induction on k. The case k = 0 is given by the definition.
Assume the claim is true for Mk−1 with k ≥ 1. By definition, Mk = f
p¯−1
δk
Mk−1.
Using Lemma 3.10 and the assumption that {−δ1, . . . ,−δk} is a closed system, we
get fδiMk = 0 for all i = 1, . . . , k.
Suppose δ = δi and i ≥ k+1. Then δ is also a positive root of N
+
k−1 and δ 6= δk,
so it suffices to assume [eδ, fδk ] 6= 0. Since δk is simple in the positive root system
Φ+k−1, δ− δk a positive root for Φ
+
k−1. Then we must have [eδ, fδk ] = ceδ−δk for some
c ∈ F×.
If δk is root for g
+, by assumption we get δ − δk ∈ Φ
+
k−1 \ {δk}. Then since δk
is simple, we have for any i ∈ N, δ − iδk ∈ Φ
+
k+1 \ {δk} if δ − iδk ∈ Φ, and so the
induction assumption yields
eδf
p¯−1
δk
Mk−1 = ([eδ, fδk ]f
p−2
δk
+ · · ·+ f p−2δk [eδ, fδk ])Mk−1
= c(eδ−δkf
p−2
δk
+ · · ·+ f p−2δk eδ−δk)Mk−1 = 0.
If δk is a root for g
−, then we have p¯ = 1, so that
eδ ·Mk = eδfδkMk−1
= (e¯δ, f¯δk)fδkeδMk−1 + ceδ−δkMk−1 = 0,
where the last equality is given by induction hypothesis.
Let A = ⊕α∈ΓAα be a finite dimensional Frobenious algebra. We use the
notation AL(resp. AR) to denote the left(resp. right) Γ-graded regular A-module
A. For each α ∈ Γ, let
A∗α = {f ∈ A
∗|f(Aβ) = 0, for all β 6= α}.
Then we have A∗ = ⊕α∈ΓA
∗
α. It is easy to check that A
∗
L(resp. A
∗
R) is a right(resp.
left) Γ-graded A-module.
Lemma 3.13. [4, Th. 61.3] For a finite dimensional Γ-graded algebra A, the fol-
lowing are equivalent.
(1) A is Frobenious.
(2) AL ∼= A∗R, AR
∼= A∗L.
Definition 3.14. [6]Let g be a restricted Lie color algebra. We call g unipotent if
for every x ∈ gα with α ∈ Γ+, there exists r > 0 such that x[p]
r
= 0.
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Proposition 3.15. Let g = ⊕α∈Γgα be a finite dimensional unipotent Lie color alge-
bra. Then the left(resp. right) regular u(g)-module u(g) has a unique 1-dimensional
trivial submodule.
Proof. Let x ∈ gα with α ∈ Γ
+. Then we have (xp − x[p])u(g) = 0. Since g is
unipotent, there is n ∈ Z+ such that x[p]
n
= 0. Hence we get xp
n
u(g) = 0. If x ∈ gα,
α ∈ Γ−, then we get x2 = 1
2
[x, x] ∈ g2α, so x is also nilpotent in u(g), since 2α ∈ Γ+.
By [6, Th. 3.2], u(g) has a 1-dimensional trivial submodule Fv.
To show the uniqueness, we let f be the nondegenerate invariant bilinear form
on u(g). Then we get f(x, v) = f(1, xv) = 0 for all homogeneous x ∈ g, so that
v is in the homogeneous right orthogonal complement of u(g)g. Since u(g)g has
codimension 1 in u(g)g, its homogeneous orthogonal complement is 1-dimensional.
This implies that u(g) has a unique trivial submodule Fv.
Proposition 3.16. [13] Let g be a finite dimensional unipotent Lie color algebra,
and let χ = {χα|α ∈ Γ+} be a p-character of g. Then uχ(g) has only one(up to
isomorphism) simple module.
Proof. Let M = ⊕α∈ΓMα and M
′ = ⊕α∈ΓM
′
α be two simple uχ(g)-modules. By [1,
Lemma 2.5], we have dimM, dimM ′ <∞. For any α ∈ Γ, let
HomF(M,M
′)α = {f ∈ HomF(M,M
′)|f(Mβ) ⊆M
′
β+α}.
Then HomF(M,M
′) = ⊕α∈ΓHomF(M,M ′)α. HomF(M,M ′) is a g-module with the
g-action defined by([6])
(x · f)(m) = x · f(m)− (x¯|f¯)f(x ·m)
for all homogeneous x and f . Then one can easily check that HomF(M,M
′) is a
restricted g-module.
For each x ∈ gα, by the proof of Proposition 3.15, we see that x acts nilpotently
on HomF(M,M
′). A straightforward computation shows that HomF(M,M
′)0¯ is
a u(g)-submodule of HomF(M,M
′). By [6, Th.3.2], HomF(M,M
′)0¯ contains an
1-dimensional trivial submodule Ff . By definition, f is a homomorphism of g-
modules. Then the simplicity of both M and M ′ implies that f is an isomorphism.
Thus, M ∼= M ′.
Lemma 3.17. Let FvL(resp. FvR) be the unique trivial u(g)-submodule of u(g)L(resp.
u(g)R). Then vL = cvR, for some c ∈ F
×.
Proof. By Lemma 2.19, u(g) is a symmetric algebra. Let f be a nondegenerate
invariant bilinear form on u(g). The symmetry of f implies that both vL and vR are
in the right homogeneous orthogonal complement of u(g)g, which is 1-dimensional.
Then we get vL = cvR for some c ∈ F
×.
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Let (g, Z, {δ1, . . . , δm}) be a FP triple. Recall N +m = ⊕
m
i=1g−δi . By the remark
following Lemma 3.10, Ff p¯−1δ1 · · · f
p¯−1
δn
(resp. Ff p¯−1δn · · · f
p¯−1
δ1
) is a 1-dimensional trivial
submodule of the Γ-graded regular u(N +m )-module u(N
+
m )L(resp. u(N
+
m )R), so we
get
f p¯−1δ1 · · ·f
p¯−1
δn
= cf p¯−1δn · · · f
p¯−1
δ1
for some c ∈ F×.
Lemma 3.18. Let g = ⊕α∈Γgα be a Lie color algebra, and let M = ⊕α∈ΓMα be a
g-module. We take e ∈ gα, f ∈ g−α and assume [e, f ] = h. Let v ∈ M such that
e · v = 0.
(1) If (α, α) = −1, then efv = (fe+ h)v.
(2) If (α|α) = 1, then
elf lv = l!Πl−1i=0(h− i)v
for every l > 1.
(3) If h · v = λ(h)v, for some λ(h) ∈ F, then
ep¯−1f p¯−1v = (p¯− 1)![(λ(h) + 1)p¯−1 − 1]v.
Proof. (1) is obvious. (2) is given by induction on l.
(3) From (1) and (2), we get
ep¯−1f p¯−1v = (p¯− 1)!Πp¯−2i=0 (λ(h)− i)v.
Then the claim follows from the identity
xp−1 − 1 = Πp−1i=1 (x− i).
Theorem 3.19. Let f(λ(h)) be the polynomial given in Sec. 3.6. Assume 2δ /∈
{δ1, . . . , δm}, for any δ ∈ {δ1, . . . , δm}. Then we have
f(λ(h)) = cΠmi=1[(λi(Hδi) + 1)
p¯−1 − 1]
for some c ∈ F×, where λi = λ− [(p¯− 1)δ1 + · · ·+ (p¯− 1)δi−1], 1 ≤ i ≤ m.
Proof. Since f p¯−1δm · · · f
p¯−1
δ1
= kf p¯−1δ1 · · · f
p¯−1
δm
in u(N +m ), k ∈ F
×, we get
ep¯−1δ1 · · · e
p¯−1
δm
f p¯−1δ1 · · · f
p¯−1
δm
⊗ v
= kep¯−1δ1 · · · e
p¯−1
δm
f p¯−1δm · · · f
p¯−1
δ1
⊗ v
= kep¯−1δ1 · · · e
p¯−1
δm−1
(ep¯−1δm f
p¯−1
δm
)f p¯−1δm−1 · · · f
p¯−1
δ1
⊗ v
(using Lemma 3.12 and Lemma 3.18)
= k(p¯− 1)![(λm(Hδm) + 1)
p¯−1 − 1]ep¯−1δ1 · · · e
p¯−1
δm−1
f p¯−1δm−1 · · · f
p¯−1
δ1
⊗ v
= · · · = cΠmi=1[λi(Hδi) + 1)
p¯−1 − 1]v,
c ∈ F×. Thus, the claim holds.
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4 Applications
In this section, we consider the applications of Th. 3.11 and Th. 3.19 to the Lie
color algebra g = cgl(V ). We prove an analogue of Kac-Weisfeiler theorem. Then
we determine the condition for the baby Verma module to be simple.
4.1 The Kac-Weisferlar theorem
Let g = cgl(V ). The F-vector space cgl(V ) also has a natural Γ-graded restricted
Lie algebra structure with the Lie product defined by [x, y] = xy − yx, x, y ∈
∪α∈Γcgl(V )α. We denote this Lie algebra by cgl(V )−. Recall that g has a filtration
g1 ⊆ g2 ⊆ · · · ⊆ ∪
∞
i=1gi = g
in case g is infinite dimensional. Then the underlining F-vector subspace of each gn
becomes a Lie subalgebra of cgl(V )−, denoted g−n .
Recall the linear algebraic group G with Lie(G) = g0¯. Then G is also a group
of automorphisms for cgl(V )− which keeps both the Γ-grading and the p-mapping.
Moreover, cgl(V )− has the same root space decomposition relative to T with that
of cgl(V ). i.e., Φ+(resp. ∆) in 3.1 is the positive(resp. simple) root system for both
cgl(V )− and cgl(V ). Recall the notion eδ, fδ for δ ∈ Φ
+.
We use [, ]Γ(resp. [, ]) momentarily to denote the Lie color product(resp. Lie
product) in cgl(V ). Then it is easy to see that
[eδi , eδj ]Γ = cij[eδi , eδj ], [fδi , fδj ]Γ = cij[fδi , fδj ] for any δi, δj ∈ Φ
+
and
[eδi , fδj ]Γ = kij[eδi , fδj ] whenever δi 6= δj ,
where cij, kij ∈ F×.
4.1.1 The refections
Recall the simple roots ∆ for Φ+:
∆ = {ǫ1 − ǫ2, ǫ2 − ǫ3, . . . , ǫn−1 − ǫn, · · · }.
We define a real vector space V having a basis ∆. Then V is infinite dimensional if
Γ is infinite. For any δi, δj ∈ ∆, we let
〈δi, δj〉 =


2, if i = j
−1, if i ∈ {j − 1, j + 1}
0, otherwise.
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For each δ ∈ ∆, we define a linear function 〈−, δ〉 ∈ V ∗ by
〈β, δ〉 =
∑
i
ci〈δi, δ〉 if β =
∑
i
ciδi ∈ V.
For each δ ∈ ∆, we define a reflection on V by
τδ(β) = β − 〈β, δ〉δ.
It is easy to see that τδ(δ) = −δ, and τδ(β) = 0 for any β ∈ V with 〈β, δ〉 = 0. The
group W generated by all τδ’s,δ ∈ ∆+ is called the Weyl group of the Lie algebra
cgl(V )−. Then W is an infinite group in case Γ is infinite.
Let g = cgl(V ) be infinite dimensional. Then the Lie algebra cgl(V )− has a
filtration
g−1 ⊆ g
−
2 ⊆ · · · ⊆ ∪
∞
i=1g
−
i = cgl(V )
−.
Let us denote the root system(resp. positive root system, simple root system, Weyl
group) of gn by Φn(resp. Φ
+
n , ∆n, Wn). Let Vn(resp. V) denote the real vector space
spanned by Φ+n (resp. Φ). Then we get
Φ = ∪∞n=1Φn, Φ
+ = ∪∞n=1Φ
+
n ∆ = ∪
∞
n=1∆n.
By extending the action of each σ ∈ Wn on Vn to that of V , we can identify Wn as
a subgroup of W . Then we get W = ∪∞n=1Wn.
Let σ ∈ W and assume σ = τδ1 · · · τδl, δ1, . . . , δl ∈ ∆. Let N be large enough
that ∆N contains each δi. Then for each n ≥ N , we have σ|Vn ∈ Wn, and hence
σ(Φn) ⊆ Φn. This gives σ(Φ) = Φ, and hence σ(Φ+) is a system of positive roots of
cgl(V )− with the set of simple roots σ(∆).
Lemma 4.1. For each σ ∈ W , σ(Φ+) is a system of positive roots of the Lie color
algebra g = cgl(V ) with the set of simple roots σ(∆).
Proof. Since σ(Φ+) is a positive root system of the Lie algebra cgl(V )− with simple
roots σ(∆), σ(∆) is a minimal subset σ(Φ+) satisfying:
(1) {eγ|γ ∈ σ(∆)} (resp. {fγ |γ ∈ sα(∆)}) generates {eγ|γ ∈ σ(Φ+)}(resp.
{fγ|γ ∈ σ(Φ+)}).
(2){eγ, fγ|γ ∈ σ(∆)} generates cgl(V )−.
(3) [eα, fβ] = δα,βh ∈ H , for any α,β ∈ σ(∆).
Since each eγ above is also a root vector for the Lie color algebra g = cgl(V ),
the formulas preceding 4.1.1 implies that σ(Φ+) is a positive root system of cgl(V )
with the set of simple roots σ(∆).
Let g = cgl(V ) and let χ ∈ g∗0¯,f be in the standard form. We consider both the
case g is finite dimensional and the case g is infinite dimensional. Let
Z = cg(χs) = ⊕α∈ΓZα,
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where Zα = {x ∈ gα|χs([x,−]) = 0}. Then by Example (1), (3) of 3.4, we get a
resulted FP triple (g,Z, (δi)mi=1). Recall the parabolic color subalgebra P0 having
N
+
0 =
∑
δ∈Φ+,χ(Hα)6=0
gδ = ⊕
m
i=1gδi
as its nilradical.
Recall the definition of Zχ(M(λ)) and f(λ(h)). Since 2δ /∈ Φ+ for every δ ∈ Φ+,
we get by Th. 3.19 that
f(λ(h)) = cΠmi=1[(λi(Hδi) + 1)
p¯−1 − 1], c ∈ F×.
For each 1 ≤ i ≤ m, we have H [p]δi = Hδi . This implies that
λ(Hδi)
p − λ(Hδi) = χ(Hδi)
p 6= 0,
and hence λ(Hδi) /∈ Fp. Thus f(λ(h)) 6= 0. Then we get from Th.3.11 that
Corollary 4.2. (Kac-Weisfeiler Theorem) Let g = cgl(V ). With the assumption as
above, then Zχ(M(λ)) is a simple uχ(g)-module.
4.2 The simplicity of the baby Verma module
In this subsection, we consider the simplicity of the baby Verma module for the
algebraic Lie color algebra g = cgl(V ).
4.2.1 g is finite dimensional
Let Γ be finite. Then cgl(V ) is the general linear Lie color algebra g = gl(m,Γ).
Recall the triangular decomposition of g: g = N+ ⊕ H ⊕ N−. We assume χ ∈ g∗0¯
is standard semisimple. Then by Example (2) of 3.4, there is a resulted FP triple:
(g, H,Φ+).
In the present situation, the parabolic subalgebra P0 is just the Borel subalgebra
B = H ⊕ N+, and N +0 = N
+ is its nilradical. By [6, Th. 3.2], each simple uχ(B)-
module M(λ) is 1-dimensional and defined as follows:
M(λ) = Fv,N+v = 0, h · v = λ(h)v for every h ∈ H,
where λ(h) ∈ H∗ satisfies λ(Hδi)
p − λ(Hδi) = χ
p(Hδi) for any δi ∈ Φ
+. Recall the
induced module Zχ(M(λ)) =: uχ(g)⊗uχ(B+)Fv. We call it the baby Verma module
with character χ and denote it by Zχ(λ). Then by Th. 3.11, we get
Corollary 4.3. Zχ(λ) is simple if and only if f(λ) 6= 0.
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Note: In the special case that g is a finite dimensional semisimple Lie algebra, a
conclusion analogous to Corollary 4.3 was proved by Rudakov in a different approach
[17].
By Th. 3.19, we get f(λ) = cΠδi∈Φ+ [(λi(Hδi) + 1)
p¯−1− 1], c ∈ F×. This formula
enables us to conclude with
Corollary 4.4. Let g = gl(m,Γ) and assume that χ ∈ g∗0¯ is regular semisimple, that
is, χ(Hδ) 6= 0 for every δ ∈ Φ+. Then the baby Verma module Zχ(λ) is simple.
4.2.2 g is infinite dimensional
We now let g = cgl(V ) be infinite dimensional. Recall the triangular decomposition
of g in 3.1: g = N+⊕H⊕N−. Let B denote the Borel subalgebra H⊕N+. Assume
χ ∈ g∗0¯,f is standard semisimple. We take T0 as that in the Example 3.2. By Lemma
3.9, any simple uχ(B)− T0 module in Category O is 1-dimensional. Let us denote
it by Fv and assume λ ∈ H∗ is the H-weight of v. Then the (Γ-graded)baby Verma
module is defined as
Zχ(λ) = uχ(g)⊗uχ(B) Fv.
It is easy to see that Zχ(λ), as a uχ(g) − T0 module, is also an object in Category
O.
Recall the finite dimensional Lie color subalgebra gn for each n ∈ Z
+. Let Hn
be its maximal torus consisting of diagonal matrices, and let δ1, . . . , δkn be the set
of all its positive roots. By the arguments in [7, Lemma 8.4] and Lemma 4.1, the
set of roots can be ordered such that (gn, Hn, δ1, . . . , δkn) is a FP triple. Then we
obtain a polynomial:
fn(λ(h)) = Π
kn
i=1[λi(Hδi) + 1)
p¯−1 − 1].
Theorem 4.5. Zχ(λ) is simple if and only if fn(λ(h)) 6= 0 for all n ≥ 1.
Proof. Assume fn(λ(h)) 6= 0 for all n ≥ 1. Let N ⊆ Zχ(λ) be a simple uχ(g)-
submodule. Let us take an element
0 6=
∑
f l1δ1 · · · f
lk
δk
⊗ v ∈ N , 0 ≤ li ≤ p¯.
Let n be large enough that the root system of gn contains all δ
′
is appeared in the
summation. Then by applying a similar argument as that used in the proof of Th.
3.11, we get 1⊗fn(λ(h))v ∈ N . This gives 1⊗v ∈ N , and hence N = Zχ(λ). Thus,
Zχ(λ) is simple.
On the other hand, suppose fn(λ(h)) = 0 for some n. Then by Coro. 4.3, the
baby Verma module Zχn (λ) for the Lie color subalgebra gn fails to be simple. Here
χ(resp. λ) is the restriction of that for g(resp. H) to gn(resp. Hn). Let us take the
parabolic subalgebra Pn = gn +B. We can write Pn in the form
Pn = gn ⊕H
c
n ⊕N
(n),
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where N (n) is the nilradical of Pn and
Hcn =
∑
l>
∑
i≤nmαi
Fell.
Since [Hcn, gn] = 0 and N
(n) annihilates the maximal vector v of Zχ(λ), N (n) anni-
hilates the induced uχ(Pn)-submodule
uχ(Pn)⊗uχ(B) Fv ⊆ Z
χ(λ).
Also Hcn acts as scalar multiplications on uχ(Pn)⊗uχ(B)Fv, so that uχ(Pn)⊗uχ(B)Fv
is isomorphic to Zχn (λ) as a uχ(gn)-module. Conversely, we can regard each uχ(gn)-
module Zχn (λ) as the induced uχ(Pn)-module above by letting N
(n) annihilate Zχn (λ),
and letting Hcn act on Z
χ
n (λ) as multiplications by λ(h), h ∈ H
c
n. Therefore, there is
an isomorphism of uχ(g)-modules:
Ψ : uχ(g)⊗uχ(Pn) Z
χ
n (λ) −→ Z
χ(λ).
Since uχ(g)⊗uχ(Pn) − is exact, Z
χ(λ) is not simple. This completes the proof.
5 Appendix: The linear algebraic group GL({mi},F)
and its Lie algebra
In this section, we define an infinite dimensional algebraic group GL({mi},F) and
its Lie algebra. We draw most of the notation and standard procedure from [9].
Let K be an algebraically closed filed. The set K × · · · × K · · · is called an
infinite affine space and denoted Aω. Then each element a ∈ Aω is an infinite
sequence a = (ai)
∞
i=1, denoted simply by (ai) in the following.
Let K[T ] = K[Ti]
∞
i=1. For each ideal I in K[T ], let V (I) denote the common
zeros of all f ∈ I. Then the collection of all V (I)′s defines the Zariski topology on
Aω. We call each open or closed set X with coordinate ring K[X ] an affine variety.
Similarly one can define the morphisms of affine varieties.
Let (a, b) denote the countable set (ai, bj)
∞
i,j=1 for each a = (ai), b = (bj) ∈ A
ω.
We define
Aω × Aω = {(a, b)|a, b ∈ Aω}.
The set Aω × Aω has the Zariski topology defined with the coordinate ring
K[Ti, Uj ]
∞
i,j=1
∼= K[T ]⊗K[U ].
Then Aω × Aω becomes the product of Aω with Aω.
Let {mi|i ∈ Z+} be a sequence of positive integers, and let GL(mi) be the
general linear group consisting of invertible mi by mi matrices. We denote the
direct product
G =: GL({mi},F) = {f : Z
+ −→ ∪∞i=1GL(mi)|f(i) ∈ GL(mi)}.
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We regard each element g ∈ G as an infinite diagonal block matrix, with the ith block
in GL(mi). Let Ii be the set of all pairs of integers (i, j) such that
∑i−1
k=1mk + 1 ≤
i, j ≤
∑i
k=1mk. Then
GL(mi) = {(ast)mi×mi |(s, t) ∈ Ii, det(ast) 6= 0}.
Since the set ∪∞i=1Ii is countable, we can identify G with an open subset of A
ω:
G = Aω − V ({det(Tij)(i,j)∈Ii|i ∈ Z
+}).
Let {Ai|i ∈ Z+} be a sequence of finitely-generated commutative K-algebras.
We define the infinite tensor product by
⊗iAi =: {⊗iai|ai = 1 for all but finitely many i’s}.
Then we can write each element ⊗iai by a finite product, say, ai1 ⊗ · · · ⊗ ain if all
ai = 1 for i /∈ {i1, . . . , in}. It follows that ⊗iAi is a commutative algebra with a
countable set of generators consisting of finite products. Then the coordinate ring
of the group G is
K[G] = ⊗iK[GL(mi)] = ⊗i(K[Tij ](i,j)∈Ii)det(Tij ).
Let us denote the coordinate ring of K[GL(mi)] by K[t]i =: K[tsr|(s,r)∈Ii]. We
identify it with its canonical image in K[G]. By identifying G × G with an open
subset of Aω × Aω with induced topology, we have that the group multiplication
φ : G×G −→ G defined by
φ((Ai), (Bi)) = (AiBi)
is a morphism of affine varieties, since φ = (φij)(i,j)∈∪lIl, where for each (i, j) ∈ Il,
we have
φij =
mi∑
k=1
tikukj ∈ K[t]l ⊗K[u]l.
Similarly, one can show that the map i : G −→ G defined by i(x) = x−1 is also
a morphism of affine varieties. Thus, G is an algebraic group in the sense of [9].
One can also define as in [9] the G-action on K[G] via left(resp. right) translation
λx(resp. ρx).
We are now ready to define the Lie algebra of G. Let A = K[G]. Then DerA
is a Lie algebra. We define the Lie subalgebra
Lie(G) = {δ ∈ DerA|δλx = λxδ, for all x ∈ G,
δ(K[GL(mi)]) = 0, for all i greater than some N ∈ Z
+},
and call it the Lie algebra of G. There are also equivalent definitions of the Lie
algebra Lie(G) as in [9]. For each x ∈ G, we can write x as a sequence (xi) with
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each xi ∈ GL(mi). Let Oxi denote the local ring of the finite dimensional group
GL(mi) at xi with the unique maximal mxi . Let us denote the ideal of ⊗iOxi
m(i)x =:
∞∑
i=1
Ox1 ⊗ · · · ⊗Oxi−1 ⊗mxi ⊗ (⊗
∞
j=i+1Oxj).
Then the local ring Ox is ⊗iOxi localized by mx =
∑∞
i=1m
(i)
x .
Identifying each Oxi with its canonical image in Ox, we can define Lie(G) to be
the set of all point derivations from Ox to F such that δ(Oxi) = 0 for all i greater
than some N ∈ Z+. While in terms of tangent spaces, Lie(G) can be defined as
(mx/m
2
x)
∗
f =: {φ ∈ m
∗
x|φ(m
2
x) = 0,
φ(m(i)x ) = 0, for all i greater than some N ∈ Z
+.}
By similar arguments as those used in [9], one can show that all these definitions
agree.
Then we can define the differentiation for each morphism of algebraic groups.
It is easy to see that Lie(G) = ⊕∞i=1gl(mi,F). Each element x ∈ Lie(G) is a diagonal
block matrix. Taking the differentiation of the automorphism Intx of G, x ∈ G, one
gets the adjoint action of G on Lie(G):
Adg(x) = gxg−1, x ∈ Lie(G), g ∈ G,
where the right side of the equality is the product of infinite block matrices.
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