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Resumen
Esta memoria describe el trabajo realizado para aprovechar la naturaleza multilngue de Wi-
kipedia con el n de construir sistemas de traduccion especializados en diferentes dominios de
interes que mejoren los resultados obtenidos con un sistema de referencia. Para ello se expli-
can los procedimientos seguidos para extraer un corpus paralelo valido a partir de los artculos
de la enciclopedia y el posterior entrenamiento de los traductores. Finalmente se exponen los
resultados obtenidos al evaluar los nuevos sistemas y compararlos con el de referencia.
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Captulo 1
Introduccion
Este proyecto, ubicado en el area del Procesamiento del Lenguaje Natural, se realiza en el
marco del proyecto TACARDI, Traduccion Automatica en Contexto y Aumentada con Recursos
Dinamicos de Internet (TIN2012-38523-C02-00)1, llevado a cabo por los grupos de investigacion
TALP (Universitat Politecnica de Catalunya) e IXA (Universidad del Pas Vasco/Euskal Herriko
Unibertsitatea). Uno de los objetivos de TACARDI es enriquecer los recursos orientados a los
sistemas de traduccion automatica mediante la generacion de corpus paralelos extrados de
Internet.
En este caso se ha jado Wikipedia como fuente de textos con los que generar dichos corpus.
Esta seleccion se debe a la cantidad de texto que compone Wikipedia y que estos textos se
pueden seleccionar atendiendo a su anidad tematica gracias a su naturaleza enciclopedica. De
esta forma, se pueden crear traductores \especializados" en un area de conocimiento, haciendo
posible que el sistema sepa producir mejor una traduccion en el contexto en el que se quiere
utilizar. Este proyecto se centra en tres dominios de interes: ciencia, deporte e informatica.
Respecto al par de idiomas de los traductores, se ha escogido ingles-castellano (en-es), dando
prioridad a los traductores que tengan como lengua origen el ingles ya que se ha considerado
que son mas utiles a la hora de aplicar estos sistemas en la mejora de la Wikipedia.
1.1. Conceptos basicos
En esta memoria se utilizan una serie de terminos relacionados con la extraccion de texto y
los sistemas de traduccion. A continuacion de denen los conceptos mas importantes.
Un corpus comparable es un conjunto de textos en dos lenguas que hablan de un mismo
tema. Un corpus paralelo es una coleccion de textos en dos lenguas que cumplen la condicion de
1http://ixa.si.ehu.es/tacardi
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que cada uno es traduccion del otro. En este proyecto se trabaja unicamente a nivel de oracion,
llamandose oraciones paralelas a cada uno de los pares de fragmentos traducidos que compongan
los corpus.
Un modelo de similitud translingue permite comparar pares de oraciones en diferentes len-
guas con el n de extraer aquellas que se consideren paralelas. Para aplicar estos modelos es
necesario generar una representacion del texto a comparar, es decir, abstraer su informacion
en las unidades de comparacion que utiliza dicho modelo. Finalmente, estas abstracciones se
comparan mediante medidas de similitud, que otorgan un resultado numerico a cada par de
representaciones comparados.
Un traductor automatico es un sistema que genera las traducciones de los textos que se le
proporciona sin intervencion humana. Estos sistemas pueden generar sus resultados de diversas
formas. En este proyecto se ha decidido utilizar un sistema de traduccion automatica estadstica,
que utiliza metodos probabilsticos para decidir cual es la opcion mas acertada en cada caso.
Para determinar la calidad de un traductor automatico hay que realizar un proceso de eva-
luacion, que consiste en comparar el resultado obtenido con los pares de referencia que han sido
seleccionados anteriormente. Este proceso asigna una puntuacion al traductor determinando
como de correctas han sido las traducciones con base en las diferentes metricas evaluadas. Entre
los diferentes metodos existentes, los traductores entrenados en este proyecto se puntuaran con
el modelo BLEU (Bilingual Evaluation Understudy).
1.2. Motivacion
Desde que iniciara su recorrido en la web en enero de 2001, Wikipedia ha ido creciendo hasta
tener hoy en da, junio de 2014, ediciones en 287 idiomas diferentes con distintos niveles de
desarrollo2. En ocasiones los contenidos en una lengua son reutilizados para enriquecer otras,
caracterstica que hace que Wikipedia sea un recurso a tener en cuenta si se desea obtener de
forma automatizada fragmentos de texto traducidos.
Por otra parte, hoy en da es muy comun el uso de traductores automaticos, como por ejemplo
Google Translate3 o Bing Translator4. Estas herramientas han sido creadas para poder traducir
textos de dominio general, es decir, sin ninguna tematica especca. Sin embargo, cuando se
2Hoy en da hay 276 ediciones activas y 11 de ellas superan el millon de artculos (Wikipedia, 2014b).
3https://translate.google.es Actualmente soporta traducciones entre 80 lenguas diferentes (Google,
2014).
4http://www.bing.com/translator Actualmente soporta traducciones entre 45 lenguas diferentes (Bing,
2014).
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quiere traducir un texto de un dominio especco, es necesario tener en cuenta su vocabulario y
forma de expresarse, siendo mas difcil encontrar sistemas que lo hagan. Por ello en este proyec-
to se quieren usar textos provenientes de Wikipedia que permitan crear sistemas de traduccion
orientados a enriquecer la enciclopedia utilizando registros propios de cada dominio de la mis-
ma. Ello implica tener en cuenta vocabularios y estilos inherentes a los diferentes campos de
conocimiento.
1.3. Objetivos
Este apartado describe los objetivos del proyecto. En primer lugar se explican los objetivos
generales, que son los que denen a grandes rasgos los hitos planteados. A continuacion se
exponen los objetivos especcos que se desprenden de los generales. Estos objetivos especcos
componen las tareas necesarias para obtener los denidos como principales.
1.3.1. Objetivos generales
1. Obj 1: Obtener un corpus comparable a partir de Wikipedia. Partiendo de un
par de lenguas y un dominio de interes o area de conocimiento, se trata de identicar los
artculos que traten de temas del dominio y que existan en ambas lenguas. Se conside-
rara cubierto en el momento en que se hayan creado las relaciones de que artculos de la
Wikipedia en ingles existen en castellano y son del dominio indicado.
2. Obj 2: Obtener un corpus paralelo a partir del corpus comparable. Este objetivo
busca la generacion de una coleccion de pares de oraciones paralelas extradas directamente
de los artculos que conforman el corpus comparable de un dominio en Wikipedia. El
resultado obtenido al cumplir este objetivo sera determinante a la hora de alcanzar el
tercer y ultimo objetivo general.
3. Obj 3: Enriquecer un sistema de traduccion automatica estadstica. Se trata de
obtener traductores especializados en un area de interes a partir de un traductor base
entrenado con un corpus sin ningun dominio especco y conseguir que las traducciones de
los sistemas entrenados en este proyecto mejoren las realizadas por el sistema seleccionado
como base.
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1.3.2. Objetivos especcos
1. Obj 1.1: Analizar la taxonoma de Wikipedia. Este paso es necesario para poder
crear las estrategias de seleccion de categoras y, por consiguiente, artculos de Wikipedia
relacionados con un dominio de interes. En el se obtendra una descripcion de la organi-
zacion y clasicacion de los artculos en la enciclopedia y la forma de ralcionarse con los
artculos homologos en otras lenguas.
2. Obj 1.2: Extraer los artculos relativos a los dominios de interes. Una vez conocida
la estructura de Wikipedia, este objetivo es necesario para cubrir el primer objetivo general,
ya que el resultado de esta extraccion sera una relacion de pares de artculos que pertenecen
a un dominio de interes y estan relacionados en las Wikipedias en ingles y en castellano.
3. Obj 2.1: Procesar los artculos. Antes de poder abstraer y comparar fragmentos de
texto, con el n de crear un corpus paralelo, es necesario obtener los fragmentos de texto
que nos interesen de cada artculo. En este paso se espera obtener el contenido de los
artculos en texto plano, de forma que se pueda trabajar con el en pasos posteriores.
4. Obj 2.2: Estimar las similitudes entre oraciones. Este es el objetivo mas crtico de
los necesarios para alcanzar el segundo objetivo general ya que los resultados obtenidos
aqu determinaran la calidad del corpus creado y, por consiguiente, la de los traductores a
entrenar. Una vez alcanzado este hito se habran calculado las similitudes entre todos los
pares de oraciones posibles por cada artculo procesado.
5. Obj 2.3: Obtener Extraer los pares de oraciones paralelas. Antes de comenzar
el entrenamiento de los traductores, se seleccionaran aquellos pares de oraciones que se
consideren paralelos con base en las similitudes otorgadas a cada uno de ellos por los
diferentes modelos de similitud translingue utilizados.
6. Obj 3.1: Entrenar los traductores. Se trata de entrenar diversos sistemas de traduc-
cion utilizando los corpus paralelos obtenidos de los artculos de Wikipedia. Para ello
sera necesario seleccionar que pares de oraciones formaran parte de cada uno de los con-
juntos necesarios: el de entrenamiento, el de desarrollo y el de test.
7. Obj 3.2: Evaluar los traductores. Ultimo objetivo, se considerara cubierto el mismo
una vez se hayan calculado las diferentes metricas de calidad de la traduccion de cada uno
de los traductores entrenados y del traductor base y se hayan analizado con el n de poder
conrmar que los construidos en este proyecto mejoran al que se use como referencia.
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1.4. Organizacion de la memoria
Esta memoria describe el trabajo llevado a cabo para enriquecer un sistema de traduccion
automatica estadstica a partir de pares de oraciones paralelas extradas de Wikipedia. El resto
de la misma se estructura de la siguiente manera:
El captulo 2 describe los antecedentes en los campos de la recuperacion de informacion
y la traduccion automatica. Este captulo permite poner en contexto al lector sobre los
metodos aplicados a lo largo del trabajo realizado.
El captulo 3 expone los motivos por los que Wikipedia es un recurso adecuado para la
obtencion de corpus. En el tambien se explican los pasos llevados a cabo en este proyecto
para formar un corpus comparable de la enciclopedia.
El captulo 4 explica los modelos de similitud translingue aplicados en el proyecto y los
pasos seguidos desde dicha aplicacion hasta la generacion de un corpus paralelo. Estos
pasos son, basicamente, el analisis de los valores de similitud estimados y la denicion de
una estrategia para seleccionar aquellos pares considerados paralelos.
El captulo 5 indica como se han construido los conjuntos de entrenamiento, desarrollo y
test para entrenar los sistemas de traduccion. Ademas, muestra la evaluacion realizada a
dichos sistemas as como un analisis de estos resultados.
El captulo 6 contiene la planiacion del proyecto junto con la descripcion de los motivos
que han retrasado la misma. Por otra parte, tambien recoge un estudio economico que
muestra el coste real del trabajo realizado.
El captulo 7 recopila las conclusiones alcanzadas con el trabajo realizado e indica los
posibles pasos a seguir en el futuro a partir de los resultados aqu alcanzados.
12

Captulo 2
Antecedentes
Antes de comenzar a exponer el trabajo desarrollado durante este proyecto es conveniente
poner en contexto las tecnologas y metodologas usadas para llevarlo a cabo. Anteriormente se
ha dicho que este proyecto esta enmarcado en el area del Procesamiento del Lenguaje Natural ya
que en el se trata texto escrito por los usuarios de Wikipedia con el n de que sirva de entrada
al entrenamiento de traductores. Sin embargo, atendiendo a los procesos realizados para llevar
a buen termino el proyecto, los campos mas relacionados son la Recuperacion de Informacion
(RI) durante la primera fase del proyecto, y la Traduccion automatica (TA) durante la segunda
etapa. En este captulo se explica el trabajo realizado en estas areas y que tecnologas y metodos
relacionados con ellas se han utilizado, sirviendo de introduccion a las tareas descritas mas
adelante.
2.1. Recuperacion de informacion
Segun Manning et al. (2008, pag. 1), \la recuperacion de informacion, como campo academi-
co, es la busqueda de material (normalmente documentos) de naturaleza no estructurada (nor-
malmente texto) que satisface una necesidad de informacion desde grandes colecciones (usual-
mente almacenadas en ordenadores)". En mi caso el objetivo es recopilar las oraciones paralelas
contenidas en una serie de artculos de Wikipedia seleccionados previamente, y para ello se ha
utilizado un modelo de recuperacion, el cual permite obtener una valoracion decimal compren-
dida entre 0 y 1 que mida como de similar es el documento evaluado.
Una vez puestos en el contexto de que tipo de recuperacion se va a realizar, conviene aclarar
los metodos con los que se lleva a cabo. Lo primero de todo es incidir en el uso delndice invertido
para estructurar la informacion y poder as trabajar con ella. El uso del ndice invertido consiste
en usar un diccionario de terminos o lexicon que por cada una de sus entradas almacene la lista
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de documentos en el que ha aparecido (Manning et al., 2008, pag. 6), en contraposicion de lo
que hara una indexacion normal, la cual almacenara los documentos como ndice y cada una de
ellos apuntara al termino que se encuentra en el. Dado que mi objetivo es recuperar oraciones se
considera que mis documentos son precisamente eso, oraciones dentro de los pares de artculos
de Wikipedia.
Por otra parte hay que destacar el uso del modelo de espacio vectorial para obtener los
resultados de las comparaciones de los fragmentos de texto y poder as tomar decisiones sobre
ellos. Para aplicar este modelo hay que representar los textos como vectores, pudiendo ademas
ponderar los terminos que los conforman. Una vez obtenidos dichos vectores, mediante el calculo
del coseno del angulo que forman se obtiene la similitud entre ambos (Manning et al., 2008, pag.
109) u otras medidas como son los factores de longitud, ambas explicadas a continuacion.
Dadas dos oraciones s y t, el calculo del coseno se realiza a partir de una representacion
vectorial (~s y ~t respectivamente). La medida de similitud de coseno se dene como:
simiCos(s; t) = cos () =
~s  ~t
k~skk~tk =
Pn
i=1 ~si  ~tipPn
i=1(~si)
2 
qPn
i=1(~ti)
2
(2.1)
es decir, el producto escalar entre los vectores dividido por el producto de sus magnitudes. Por
su parte, el modelo de longitud calcula la probabilidad de que t sea traduccion de s segun sus
longitudes (len(s) y len(t) respectivamente) utilizando para ello una distribucion normal. Para
denir la distribucion es necesario calcular previamente que diferencia de longitud se genera al
traducir un conjunto de oraciones desde el idioma origen al idioma destino y obtener el promedio
de estas diferencias () y su desviacion estandar ():
simFL(s; t) = e
 0;5
0@ len(t)len(s) 

1A2
(2.2)
2.1.1. Preprocesamiento
Para poder representar el texto de los artculos con los que se va a trabajar es necesario
obtener el texto de los mismos y procesarlo de manera que los sistemas sean capaces de tratarlo
correctamente, es decir, hay que crear un vocabulario de terminos que sirva a los metodos de RI
como unidad de comparacion. En los modelos de similitud translingue utilizados para extraer las
oraciones paralelas se utilizan diferentes unidades de comparacion, como pueden ser los stems
o los n-gramas, por lo que a continuacion se describen las diferentes tecnicas utilizadas para
obtenerlas a partir del fragmento de texto completo. Cabe destacar que para poder utilizar estos
procedimientos es necesario que los textos hayan sido formateados a texto plano.
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El primer metodo es el case-folding que, al contrario que la capitalizacion, supone convertir
todos los caracteres del texto a minuscula (Manning et al., 2008, pag. 30). De esta manera
se consigue que no se considere diferente un termino por el tipo de caracterizacion utilizado,
hecho que podra ocurrir con vocablos que aparezcan al inicio de oraciones, por ejemplo en las
oraciones:
\Pienso, luego existo." (Rene Descartes)
\Verdaderamente tiemblo por mi patria cuando pienso que Dios existe." (Thomas Jeerson)
El termino \pienso" aparece en ambas, pero en una su primer caracter se encuentra en
mayuscula, hecho por el que si se comparan tal cual, \Pienso"6=\pienso". Sin embargo al aplicar
case-folding, tenemos que \pienso"=\pienso".
El siguiente mecanismo utilizado es la tokenizacion, es decir, dividir el texto en las unidades
signicativas mnimas, llamadas tokens (Manning et al., 2008, pag. 22). Esto, llevado al caso
que nos ata~ne signica \trocear" el texto separando los signos de puntuacion y utilizando los
caracteres blancos (espacios y tabuladores) como delimitador del resto del texto. Por ejemplo, la
oracion \Science is a dierential equation. Religion is a boundary condition."1 (Alan M. Turing)
se convertira en el conjunto fscience, is, a, dierential, equation, ., religion, is, a, boundary,
condition, .g, habiendo aplicado tambien un plegado de letra.
Por ultimo, es destacable la necesidad de aplicar procesos de stemming u \obtencion heursti-
ca del fragmento de un termino resultante de eliminar los prejos y sujos que lo compo-
nen" (Porter, 1980). El algoritmo, basado en una serie de reglas, permite eliminar las variaciones
entre las palabras de forma que converjan en una misma. Esto resulta muy util para conside-
rar dos palabras cuya unica diferencia sea el genero o numero y tomar ambas como un mismo
termino. Este proceso se puede aplicar unicamente a textos ya tokenizados, por lo que sirve el
conjunto de tokens obtenido en el ejemplo anterior para mostrar como se realiza. As, el conjun-
to fscience, is, a, dierential, equation, ., religion, is, a, boundary, condition, .g se convierte en
fscienc, is, a, dierenti, equat, ., religion, is, a, boundari, condit, .g2
2.1.2. Recuperacion de informacion translingue
Ahora que ya esta descrita la RI a nivel general, en esta seccion se explican los principios
basicos de la aplicacion de estos metodos a la obtencion de informacion translingue, es decir,
entre diferentes lenguas. Estos trabajos son de suma importancia para la tarea que nos ata~ne
1\La ciencia es una ecuacion diferencial. La religion es una condicion de frontera."
2Resultado obtenido con el algoritmo de stemming de Porter.
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ya que en este proyecto los textos que se quieren recuperar son pares de oraciones en diferentes
idiomas, ingles y castellano, que sean tan similares entre s que en realidad se trate de una
traduccion de una a la otra.
Al respecto hay que nombrar los trabajos de Oard y Hackett (1997) respecto al uso de la
traduccion de documentos como aproximacion a la recuperacion de informacion translingue. En
estos primeros trabajos se experimento con dos tipos de tecnicas: la RI con textos en diferentes
idiomas y la RI de fragmentos en documentos que haban sido traducidos previamente. Del
primer tipo son los modelos aplicados en este trabajo que se basan en la caracterizacion del
texto mediante cognados o n-gramas de caracteres, los cuales se explican en la seccion 4.2
detallando como se han aplicado en este problema. Respecto al segundo tipo, concluyen que la
recuperacion de informacion en documentos previamente traducidos es mejor, por lo que se ha
decidido utilizar tambien metodos de este tipo basados en trabajos posteriores al aqui citado.
2.1.3. Evaluacion en RI
Los resultados de las tecnicas expuestas en esta seccion deben ser analizados y evaluados
para determinar si son correctos o no, y, en caso de que mas de uno lo sea poder indicar cual
es mejor. Para ello los metodos mas utilizados son el calculo de la precision y la cobertura del
conjunto recuperado (Manning et al., 2008, pag. 154). Para medir estas dos variables es necesario
tener dos conjuntos: uno de referencia y otro a evaluar. El primero clasica los elementos como
relevantes o no relevantes, siendo los primeros los casos que interesan. El otro conjunto, por su
parte, dene cada elemento como recuperado o no recuperado. De esta forma es posible clasicar
los elementos obtenidos en 4 categoras:
Verdaderos positivos (Pv). Son los elementos recuperados que se consideran relevantes.
Falsos positivos (Pf ). Son los elementos recuperados que no son relevantes.
Verdaderos negativos (Nv). Son los elementos no recuperados que el conjunto de referencia
tambien considera no relevantes.
Falsos negativos (Nf ). Son los elementos no recuperados y que, sin embargo, estan consi-
derados relevantes.
A partir de esta clasicacion es posible denir las dos medidas de evaluacion de la siguiente
forma: la precision es la proporcion de elementos recuperados que son relevantes; mientras que
la cobertura mide el porcentaje de elementos relevantes que han sido seleccionados mediante RI.
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Ademas, existe una medida que combina estas dos puntuaciones mediante su media harmonica,
de forma que sea mas simple la comparacion de los diferentes resultados obtenidos (Manning
et al., 2008, pag. 156). Esta medida sera la que se usara en todo el proyecto para tomar decisiones
respecto a los pasos a seguir en el proceso de creacion de un corpus paralelo a partir de Wikipedia.
Todas estas medidas se denen a continuacion partiendo de un conjunto de oraciones O y el
listado de referencia R. Primero se escoge de manera un subconjunto de oraciones OA que
consideramos el conjunto de oraciones recuperadas en un artculo. La precision de OA mide el
porcentaje de frases escogidas que son realmente paralelas, es decir:
precision(OA) =
jOA \ P j
jOAj (2.3)
La cobertura, por el contrario, mide el numero de oraciones paralelas que han sido recuperadas
del total de oraciones que contiene P , es decir:
cobertura(OA) =
jOA \ P j
jP j (2.4)
Estos dos valores se combinan en la medida F1, que se calcula haciendo la media harmonica de
los valores de precision y cobertura del conjunto OA:
F1 = 2  p  c
p+ c
(2.5)
2.2. Traduccion automatica
Desde que a mediados del siglo pasado Warren Weaver propusiera el uso de computadoras
para crear sistemas de traduccion automatica y que la Universidad de Georgetown fuese capaz
de traducir 60 oraciones del ruso al ingles de forma automatica (Hutchins, 1997), la construccion
de los sistemas de traduccion ha avanzado mucho.
Al principio los sistemas de traduccion trataban de hacer frente al problema de una for-
ma directa traduciendo las palabras una por una y sin tener en cuenta otros parametros mas
lingusticos. Mas adelante, hacia nales de los a~nos 70 del siglo pasado, comenzo a tomar fuerza
la idea de que estos sistemas fueran capaces de entender como funciona el idioma al que se quiere
traducir. Con esta idea surgieron los traductores basados en reglas (RBMT), los cuales necesitan
de conjunto de normas que indiquen como tratar el texto para \transformarlo" en la traduccion
correcta. Mas adelante estos traductores evolucionaron hacia sistemas empricos, los cuales se
basan en una serie de datos y no en las directrices que hayan denido otras personas para tra-
ducir de un idioma a otro y pueden ser clasicados, a su vez, en sistemas basados en ejemplos
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(EBMT) o sistemas estadsticos (SMT) (Espa~na-Bonet, 2008). En esta seccion se describen y
comparan los sistemas RBMT y SMT ya que son los mas representativos de la evolucion de los
sistemas de traduccion.
Un RMBT es un sistema de traduccion automatica que se vale de las reglas de denidas
por un grupo de expertos para tomar las decisiones oportunas a la hora de generar el texto
traducido. Por otra parte, un SMT calcula las probabilidades con las que se usa cada posible
traduccion a una palabra y como se ordenan las mismas en una oracion a partir de un conjunto
de fragmentos paralelos. En este proyecto se ha decidido entrenar un SMT en lugar de programar
un RBMT debido a que los primeros tan solo necesitan un corpus paralelo para poder aprender
como realizar las traducciones. En la seccion siguiente se describe el funcionamiento de un SMT
y que recursos es necesario proveerle para que funcione correctamente.
2.2.1. Sistema basico de traduccion
Un sistema de traduccion automatica estadstica implementa la ecuacion basica
T (f) = e^ = argmaxe P (ejf) = argmaxe P (e)P (f je) : (2.6)
en las que las probabilidades P (e) and P (f je) representan le modelo de lenguaje y el modelo
de traduccion respectivamente. Un modelo de lenguaje indica la probabilidad de que una frase
cualquiera pertenezca a un determinado idioma, lo que permite evaluar como de bien se ha
formado una oracion en el idioma destino. Por otra parte, el modelo de traduccion indica como
de probable es la transformacion aplicada a f para convertirse en la traduccion e. Ademas de
la consulta de estos dos modelos, en estos sistemas hay un tercer paso encargado de buscar
la maximizacion (argmax ). Esta tarea la realiza el decodicador (decoder) y requiere de una
busqueda en un espacio exponencial en funcion del tama~no de la entrada del traductor.
Actualmente se usa una generalizacion, el modelo log-linear (Koehn, 2004), que permite
a~nadir mas probabilidades al sistema y no usar unicamente los modelos de lenguaje y de traduc-
cion. Partiendo de la aproximacion original de los traductores a nivel de oracion, este modelo es
una extension que aprovecha el hecho de que la estimacion de maxima verosimilitud generaliza
a la de maxima entropia, reescribiendose la ecuacion (2.6) como un sumatorio pesado de sus
logaritmos:
argmax P (ejf) = argmax
X
m
mhm(f je) : (2.7)
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Construccion de un SMT
En la practica para construir un SMT es necesario seguir una serie de pasos que permitan
generar los modelos necesarios para el calculo de las probabilidades que se utilizan durante la
tarea de traduccion. Las tareas a realizar para ello son:
1. Estimar el modelo de lenguaje del idioma al que va a traducir el sistema.
2. Depurar el corpus de entrenamiento.
3. Alinear el corpus paralelo a nivel de palabra.
4. Construir del modelo de traduccion a partir de dicho alineamiento.
5. Ajustar los pesos obtenidos para el modelo de traduccion.
En este proyecto se han utilizado los sistemas SRILM3, GIZA++4 y MOSES5. El primero
de ellos es utilizado para la creacion de los modelos de lenguaje; el segundo para realizar el
alineamiento a nivel de palabra; y el ultimo para calcular el modelo de traduccion, construir el
sistema y ajustar los parametros del mismo (Koehn et al., 2007).
Como se ha dicho, la primera etapa a llevar a cabo es construir el modelo de lenguaje del
idioma destino, castellano en este caso. Este proceso lo realiza la herramienta ngram-count
de SRILM que es capaz de contar n-gramas y estimar modelos de lenguaje del texto dado. Con
ella se ha construido un modelo de lenguaje de orden 5, es decir, que estima probabilidades para
n-gramas desde 1 elemento hasta 5. El modelo de lenguaje del idioma origen no es necesario
construirlo ya que un traductor solo hace uso de este recurso para ver que traduccion es mas
probable, es decir, para decidir cuales son los n-gramas mas probables en el idioma destino y
cual es su orden dentro de la oracion.
Para depurar el corpus que se va a emplear en el entrenamiento se ha usado el script
clean-corpus-n.perl de MOSES, al cual se le indica el nombre del corpus y dos nume-
ros, el mnimo y el maximo numero de tokens que debe contener una frase. En este caso se
usaran los valores 1 y 100, de forma que se eliminen las lneas que no contengan ninguna oracion
y aquellas que sean excesivamente largas. Ademas, este script normaliza los espacios en blanco,
es decir, si encuentra una secuencia de mas de un espacio o tabulador, lo convierte en un unico
espacio en blanco.
3www.speech.sri.com/projects/srilm/
4www.statmt.org/moses/giza/GIZA++.html
5http://www.statmt.org/moses/
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Una vez esta el modelo de lenguaje construido y el corpus de entrada limpio es el momento
de comenzar a entrenar. Inicialmente, con GIZA++, se alinea el corpus a nivel de palabra (Och y
Ney, 2003), es decir, para cada palabra en el idioma origen asignan aquellas que son su traduccion
de forma que cada palabra en el idioma destino este alineada unicamente con una palabra del
origen. Una vez realizado este paso MOSES calcula las tablas de traduccion lexica, es decir, las
probabilidades de que una palabra sea utilizada como traduccion de otra.
Por ultimo, con el decoder de MERT6 se ajustan los pesos del modelo de traduccion (Och,
2003) usando como entrada un conjunto de desarrollo que sea disjunto al utilizado para el
entrenamiento realizado en los pasos precedentes. Al terminar este proceso se puede considerar
que el traductor esta listo para ser usado.
Evaluacion en traduccion automatica
Al igual que con los procedimientos de RI, es necesario poder evaluar los traductores en-
trenados y as tener referencias objetivas para decidir cual es mejor. Esta evaluacion se puede
hacer de forma manual, pero eso supone una tarea colosal ya que habra que dedicar muchas
horas a comprobar diferentes traducciones y casos intrnsecos al idioma destino. Por ello se
han dise~nado tecnicas que permiten dar una puntuacion a los sistemas de traduccion de forma
totalmente automatica.
En este proyecto se ha usado la medida BLEU7, calculada mediante el script multi-bleu
proporcionado por MOSES. Esta medida es una de las mas usadas hoy en da y se basa en
la coincidencia de 4-gramas comparando la traduccion realizada de forma automatica con una
traduccion de referencia proporcionada.
6Minimum Error Rate Training.
7Bilingual Evaluation Understudy
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Captulo 3
Organizacion de Wikipedia como
corpus comparable
En esta seccion se denen las estrategias llevadas a cabo para diferenciar los artculos relativos
a cada dominio de interes con el n de poder generar traductores especializados en ellos. Ademas
se explica como se han seleccionado los artculos sobre los que nalmente se ha trabajado.
3.1. Creacion del entorno de trabajo
Debido a que el trabajo que se va a realizar sobre Wikipedia es de asignacion de pares de
artculos comunes y comparacion de texto, es recomendable utilizar una version estatica de la
misma, ya que si se trabaja con la publicacion en lnea es posible que alguno de los artculos
sea modicado e incluso borrado, echando a perder el avance que se haya conseguido hasta ese
momento. Para evitar este riesgo se ha decidido aprovechar la publicacion periodica que realiza
la fundacion Wikimedia de Wikipedia (y otros recursos) en diferentes lenguas1. En particular,
se han tomado los registros disponibles en julio de 2013.
Estos volcados se conforman de cheros2 que permiten, tras un procesamiento previo, la
creacion de las tablas necesarias y la posterior importacion de los datos de manera automatica.
Debido a la naturaleza relacional de estos datos hubo que elegir un sistema de gestion de bases
de datos acorde a ello, pero dado el amplio numero de posibilidades se decidio seleccionar pre-
viamente la herramienta que se iba a utilizar para acceder y explotar los datos almacenados. En
1http://dumps.wikimedia.org/
2Las tablas de paginas se encuentran en formato XML mientras que las que relacionan paginas, es decir, los
enlaces, se distribuyen en formato SQL
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este caso se encontraron dos buenas opciones: JWPL (Zesch et al., 2008)3 y WikiXRay (Ortega
Soto, 2009)4. Ambas bibliotecas proporcionan herramientas para explotar datos de Wikipedia
almacenados en bases de datos relacionales. La mayor diferencia se encuentra en el lenguaje para
el que han sido creadas: Java en el caso de JWPL y Python en el de WikiXRay. Dado que no
hay ninguna desventaja que haga posible una decision clara hacia alguno de los sistemas, se ha
trabajado con JWPL por ser Java el lenguaje utilizado en el proyecto en el que se enmarca este
trabajo. Esta biblioteca se distribuye en formato JAR, lo que permite utilizarla congurando
unicamente el classpath de la maquina virtual de Java en la que se va a desarrollar. Esta selec-
cion nos limita la seleccion del sistema de gestion de bases de datos, por lo que nalmente se
decidio utilizar MySQL5 ya que es el que requiere JWPL.
El ultimo punto importante a tener en cuenta en la creacion del entorno de trabajo es la
maquina que va a procesar la informacion. Debido al volumen de datos que hay que procesar se
ha decidido utilizar el cluster que gestiona el Laboratorio de Investigacion y Desarrollo (RDLab)
para el departamento de Lenguajes y Sistemas Informaticos (LSI). En terminos generales este
conjunto de maquinas se compone de 90 nodos de computo con procesadores Intel Xeon6 a los
que se accede mediante 3 servidores de clustering, 2 servidores de disco7 y un switch Ethernet de
48 puertos. Respecto al software utilizado, los nodos y servidores utilizan el sistema operativo
Ubuntu 12.04 LTS; Open Grid Engine es utilizado para realizar las tareas de clustering y los
discos estan formateados con el sistema de cheros distribuido Lustre.
3.2. Denicion de los dominios de interes
Los dominios de interes se han denido teniendo en cuenta principalmente dos variables:
el tama~no y la tematica. En el primer punto se ha decidido utilizar areas que no fuesen muy
especializadas, ya que esto provocara que el subconjunto de artculos que los conformasen fuese
muy reducido. En cuanto a la tematica, se ha optado por escoger los dominios ya denidos por
TACARDI como dominios de interes: deporte (sp), ciencia (sc) e informatica (cs).
La primera consecuencia de esta decision es la necesidad de analizar la categorizacion de
3https://code.google.com/p/jwpl/
4http://meta.wikimedia.org/wiki/WikiXRay
5http://www.mysql.com
6Aunque todos los procesadores son Intel Xeon, la composicion de los nodos es bastante heterogenea, usandose
desde procesadores QuadCore a HexaCore. Ademas, existen nodos que usan un procesador y otros dos. En cuanto
a la memoria RAM, todos los nodos tienen entre 32 y 128GB.
7Los servidores de disco se componen de varios discos SAS de 600Gb a 15.000 rpm montados sobre un array
de 4 cabinas. La capacidad de almacenamiento una vez formateado es de 20TB.
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artculos de Wikipedia con el n de obtener los artculos que estan relacionados con cada uno de
estos temas. La solucion mas trivial sera acceder a la categora correspondiente a cada dominio
y seleccionar los artculos que contiene, pero este metodo no tiene sentido ya que no se tienen en
cuenta los artculos de categoras mas especcas a las que se accede a partir de esta, omitiendo
un gran volumen de datos. Por ello ha sido necesario llevar a cabo diferentes pasos que nos
acercaran al conjunto de paginas que nos interesaban.
3.2.1. Exploracion del arbol de categoras
Normalmente un sistema de clasicacion mediante categoras es jerarquico. En el caso de
Wikipedia se supone que esta caracterstica se cumple, ya que provee una pagina especial llamada
\Arbol de categoras"8 que despliega las paginas y subcategoras de la categora que se busque.
Sin embargo, tras un analisis a esta clasicacion, se ve que a menudo una categora subcategoriza
a otra mas generica, provocando ciclos y convirtiendo la estructura en un grafo dirigido con
ciclos9. Aun con esta peculiaridad, es posible utilizar esta informacion con el n de extraer
los grupos de categoras mediante un recorrido del grafo a partir de la categora que dene el
dominio a denir, tal y como muestra la gura 3.1. Inicialmente consideramos que no se ha
visitado ningun nodo excepto la categora raz, que ademas es la unica seleccionada como parte
del dominio en este punto. A partir de este nodo se realiza una busqueda en anchura sobre el
grafo seleccionando todos los nodos a los que se pueda acceder por este camino.
Una vez realizada la extraccion de categoras mediante este metodo se observo que no era el
mas adecuado, ya que retornaba cerca del 90% del total de las categoras. Este resultado se debe
a que en ocasiones se relacionan subcategoras de otras tematicas y no solo las especializaciones
de la categora actual, es decir, los diferentes dominios de interes estan fuertemente intersecados
entre s. Un ejemplo de ello se observa en la gura 3.2 que contiene, de forma parcial, los arboles
obtenidos para los dominios Deporte y Ciencia. En ella se ve que la categora \Pirineos" es
accesible desde en ambos dominios en menos de 10 pasos10:
Deporte ! Deportes ! Deportes de monta~na ! Monta~nismo ! Monta~nas ! Mon-
ta~nas por pas ! Monta~nas de Andorra ! Pirineos.
Ciencia ! Ramas de la ciencia ! Ciencias naturales ! Ciencias de la Tierra ! Geo-
loga ! Geologa por pas ! Geologa de Espa~na ! Cordilleras de Espa~na ! Pirineos.
8http://en.wikipedia.org/w/index.php?title=Special:CategoryTree
9Los propios editores de la Wikipedia en castellano los consideran una consecuencia de que, a menudo, un
editor confunde los conceptos de categora y etiqueta e incluyen categoras generales como subcategoras de otras
mas especcas. Llaman a este fenomeno \categorizacion circular" (Wikipedia, 2014a).
10Para esta demostracion se ha consultado el arbol de categoras de la Wikipedia en castellano el da 26/05/2014.
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Extraccion de categoras: Dado un grafo de categoras C y una categora raz cr:
// Marcar nodos visitados
Para cada nodo ci en C:
visitado(ci) = falso
visitado(cr) = cierto
// Inicializacion del conjunto resultante D y de la cola de nodos pendientes Q
D = fcrg
Insertar subcategoras de cr en la cola Q
// Recorrido en anchura
Mientras Q no esta vaca:
ci = siguiente elemento en Q
Si visitado(ci) == falso:
visitado(ci) = cierto
D = D [ fcig
insertar subcategoras de ci en la cola Q
Figura 3.1: Algoritmo de seleccion de categoras mediante recorrido del arbol de un dominio.
Por esta causa el recorrido en anchura del grafo de categoras no es suciente para determinar
que nodos pertenecen al dominio y cuales no, motivo por el cual ha sido necesario experimentar
con otras alternativas.
3.2.2. Extraccion de las categoras de un dominio
Para resolver el problema expuesto anteriormente se ha mejorado el algoritmo de exploracion
inpirandose en el propuesto por Cui et al. (2008), Classication Tree-Breadth First Search (CT-
BFS). Este metodo, que tambien recorre el grafo mediante una busqueda en anchura, propone
puntuar las categoras de forma que se pondere su posible pertenencia al dominio.
El sistema de puntuacion propuesto ha sido binario, una categora pertenece al area de
interes o no en funcion de si su nombre contiene alguna palabra clave del dominio en cuestion.
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Figura 3.2: Arbol de categoras de los dominios Deporte y Ciencia que muestra la interseccion
de ambos en la categora \Pirineos".
Sin embargo, como este tipo de clasicacion puede descartar categoras que s interesan pero
su nombre no es tan determinante, se ha decidido puntuar grupos de categoras de forma que
se asigna el porcentaje de categoras positivas que contiene. Los grupos se han formado segun
la distancia a la que se encuentra la subcategora de la categora inical, siendo esta la unica
componente del primer grupo. Es decir, dada la categora raz cr y otra categora c, c 2 Ci ()
d(cr; c) = i.
Para aplicar el sistema de puntuacion establecido se ha generado un vocabulario por cada
dominio e idioma. Tal y como se observa en la tabla 3.1, las categoras seleccionadas como
raz de las areas de interes contienen varios artculos. Estos artculos se considera que estan
muy relacionados con el area a explorar, por lo que son una buena opcion para generar un
vocabulario. Para ello se han realizado las siguientes acciones para cada uno de ellos:
26
Tabla 3.1: Artculos pertenecientes a la categora raz para cada dominio en ingles y castellano
en julio de 2013. El texto de estos artculos ha sido utilizado para crear el vocabulario de cada
dominio de interes.
sc cs sp
en 29 4 3
es 3 130 10
1. Se ha extrado el texto de todos los artculos de la categora raz.
2. Se ha tokenizado el texto y se han descartado las palabras de paro11, dgitos y signos de
puntuacion.
3. Se ha aplicado un proceso de stemming (Porter, 1980)12 a los tokens restantes.
4. Se han considerado solo los tokens de al menos 4 caracteres y se han ordenado con base
en tf 13.
La gura 3.3 muestra como puntuar los grupos de categoras segun el metodo descrito an-
teriormente. El algoritmo procesa cada grupo de manera independiente. En cada grupo se con-
tabilizan el numero de elementos que tiene y cuantos de ellos son considerados positivos con el
n de obtener su puntuacion (p = positivos=totales). Para decidir si un elemento es positivo
se le aplica el mismo procesado de texto que se ha usado en la generacion del vocabulario y se
comprueba si alguno de los stems resultantes se encuentra en el listado del vocabulario. Este
metodo retorna la relacion de puntuaciones para cada grupo, de forma que se puede gracar la
precision de los mismos y tomar decisiones con base en estos resultados. En la gura 3.4 se pue-
den ver los resultados obtenidos con este analisis. La caracterstica mas evidente es la tendencia
descendente de las puntuaciones a medida que se distancia de la categora raz. El otro hecho
remarcable es que este descenso es brusco desde una distancia relativamente peque~na (en torno
al 5).
Con base en estos datos se han denido 3 estrategias de extraccion: (a) seleccionar las cate-
goras de todos los grupos hasta que la puntuacion sea inferior a 0;6, (b) seleccionar las categoras
de todos los grupos hasta que la puntuacion sea inferior a 0;5, y (c) seleccionar unicamente las
11Nombre que reciben las palabras sin signicado como artculos, pronombres o preposiciones. En ingles reciben
el nombre de stopwords.
12Proceso por el que se reduce una palabra a su raz. De esta manera no se tienen en cuenta rasgos como el
genero o numero a la hora de analizar los tokens. Por ejemplo, \actriz" y \actores" comparten el stem \act".
13La medida tf (term frequency) se obtiene contabilizando el numero de apariciones de los terminos en un
conjunto de documentos.
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Puntuacion de grupos de categoras: Dados los grupos de categoras Ci y un vocabulario V :
// Inicializacion del conjunto de puntuaciones P
P = ;;
Para cada Ci:
total = 0
positivos = 0
// Calculo de puntuacion
Para cada categora c en Ci:
total = total + 1;
Tokenizar y procesar nombre de c para generar la lista de tokens T
Si algun token de T tambien pertenece a V :
positivos = positivos + 1
pi = positivos / total
P = P [ f< i; pi >g
Figura 3.3: Algoritmo de puntuacion de grupos de categoras segun su anidad al dominio.
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(a) Resultados para la Wikipedia en ingles.
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(b) Resultados para la Wikipedia en castellano.
Figura 3.4: Puntuacion de grupos de categoras en los dominios ciencia, deporte e informatica.
Cada grupo de categoras indicado en el eje X esta puntuado entre 0 y 1 segun lo anes que son
al dominio, siendo 0 nada anes y 1 totalmente anes.
categoras marcadas como positivas independientemente del grupo al que pertenezcan. Tras rea-
lizar una extraccion segun los 3 metodos, mediante una inspeccion visual, se ha observado que
el tercer sistema, aun siendo el mas preciso en cuanto a los resultados globales, no selecciona
categoras que se puedan considerar del dominio dado que sus ttulos no contienen palabras del
vocabulario. Sin embargo, los otros metodos s obtienen una buena cobertura sin penalizar en
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exceso su precision. Por este motivo se ha decidido desestimar la extraccion (c) y comparar los
otros dos conjuntos para nalmente decidir cual se usara.
Para decidir que conjunto es mejor se han denido 3 parametros: (i) el numero de categoras
extradas, (ii) la profundidad o distancia que se ha alcanzado, y (iii) el numero de artculos que
contienen las categoras extradas. El valor mas determinante a la hora de escoger el dominio
que se va a usar es el numero de artculos extrados, ya que el tama~no del corpus es directamente
proprocional a el. Ademas hay que tener en cuenta que el numero de artculos que realmente se
van a utilizar son menos, ya que tan solo se seleccionaran aquellos que existan en ambas lenguas.
En la gura 3.5 esta la comparativa de estos parametros. Se ve que la diferencia de uno o dos
niveles de profundidad aumentan considerablemente el tama~no del conjunto, tanto de categoras
como de artculos y, ademas, que el conjunto mas restrictivo (puntuacion superior a 0;6) extrae
muy pocos artculos. Por ello se ha decidido trabajar con las categoras seleccionadas por el
metodo (a) .
ciencia
informática
deportes
categorías
3,2K  /  46K
1,4K  / 3,2K
 800  /  89K
profundidad
4 / 6
5 / 6
4 / 8
artículos
146K / 1,4M
 55K / 127K
 15K / 1,9M
ingles
ciencia
informática
deportes
categorías
 711 /  711
1,4K / 1,4K
3,3K /  31K
profundidad
4 / 4
5 / 5
4 / 8
artículos
11,8K / 11,8K
  32K /   32K
  19K /  321K
castellano
Figura 3.5: Comparacion de la seleccion de categoras y artculos del dominio con los umbrales
0;6 (barra oscura) y 0;5 (barra clara). Observe que las barras de deporte correspondientes a
categoras y artculos en ingles con umbral=0;5 van mas alla de la graca.
3.3. Seleccion de documentos comparables
En esta seccion se explican los ultimos pasos a seguir para obtener un corpus comparable
valido a partir de Wikipedia. Para ello se parte de los listados de categoras descritos en la
seccion 3.2.2 para cada dominio e idioma y se extraen los identicadores de las paginas de tipo
artculo que contiene cada una de ellas.
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Tabla 3.2: Pares de artculos seleccionados para cada dominio.
Ciencia Deporte Informatica
161,130 72,315 18,168
En la gura 3.6 se expone el algoritmo utilizado para obtener los pares de artculos con los que
se ha trabajado en cada uno de los dominios. El primer paso es conseguir de forma independiente
los identicadores de los artculos contenidos en cada una de las listas para luego buscar aquellos
que identican el mismo artculo en ambos idiomas. La obtencion de los conjuntos de artculos
para cada listado es trivial utilizando la biblioteca JWPL, ya que abstrae la entidad categora
con la clase de.tudarmstadt.ukp.wikipedia.api.Category que implementa la funcion
getArticlesIds():Set<Integer>. Despues hay que procesar los dos conjuntos obtenidos
y ver, en ambos sentidos, cuales contienen langlinks14 que los conecten a alguno de los artculos
del otro idioma. En la tabla 3.2 se muestra la cantidad de pares de artculos extrados para cada
dominio.
14Enlaces internos de Wikipedia que conectan una pagina con la homologa en otro idioma. Los volcados
de Wikimedia contienen tablas que recogen estainformacion. http://www.mediawiki.org/wiki/Manual:
Langlinks_table
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Extraccion de pares de artculos: Dados dos idiomas i; j y los conjuntos de categoras Ci y Cj:
// Obtener los conjuntos de artculos
Ai = ;;
Para cada c en Ci:
Ai = Ai [ c.getArticlesIDs();
Aj = ;;
Para cada c en Cj :
Aj = Aj [ c.getArticlesIDs();
// Reconocer los pares de artculos
Pij = ;;
Para cada a en Ai:
La = a:langlinks();
Para cada l en La:
Si (l 2 Aj):
Pij = Pij[ < a; l >;
Para cada a en Aj :
La = a:langlinks();
Para cada l en La:
Si (l 2 Ai):
Pij = Pij[ < l; a >;
retorna Pij;
Figura 3.6: Extraccion de los artculos de un dominio comunes a dos Wikipedias dados los
conjuntos de categoras que denen el dominio.
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Captulo 4
Extraccion del corpus paralelo
Para poder entrenar traductores es necesario obtener un corpus paralelo, debiendo estar
alineado a nivel de oracion en nuestro caso. La peculiaridad de un corpus alineado es que se
puede relacionar cada oracion del idioma origen con el par suyo en el idioma destino de forma
directa al ocupar ambas la misma posicion dentro del corpus. En esta seccion se exponen los
pasos a seguir para obtenerlo a partir del corpus comparable descrito en el captulo 3.
4.1. Preprocesamiento de los textos
En este proyecto han sido necesarios dos tipos de tratamiento de los textos de los artculos
obtenidos de Wikipedia. Esto se debe a los requisitos solicitados por los modelos de similitud
translingue seleccionados para generar los corpus deseados (cf. seccion 4.2). Los formatos nece-
sarios para los modelos son: texto plano y texto plano traducido. En esta seccion se describe
la adquisicion del texto plano, mientras que la forma en que se ha traducido se expone en el
momento en que se necesita dicho formato.
Los artculos de Wikipedia importados a las bases de datos estan en wikitexto1, lo que
diculta la extraccion de fragmentos en texto plano ya que contiene varios caracteres no deseados.
En la gura 4.1 se muestra el wikitexto del artculo \ASCII" almacenado en la base de datos
y la visualizacion que genera Wikipedia al procesarlo. Para poder llevar a cabo la tarea de
interpretar el wikitexto que se ha importado a la base de datos se ha utilizado JWPL. Esta
biblioteca permite acceder de forma estructurada al contenido de Wikipedia mediante el uso de
objetos Java. Ademas, esta herramienta incorpora un parser o analizador sintactico de paginas
que posibilita la inspeccion de las mismas a nivel de seccion, parrafo, lista, tabla o contenidos
1El wikitexto se elabora mediante la combinacion de texto plano con etiquetas de algun lenguaje de marcado
que puedan ser procesadas por un software para wikis. (Wikipedia, 2014c)
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multimedia de forma que no es necesario generar gramaticas por parte nuestra que hagan este
trabajo.
(a) Wikitexto del artculo. (Junio de 2013)
(b) Vista del artculo ya procesado en el navegador.
Figura 4.1: Ejemplo de visualizacion en Wikipedia del artculo \ASCII" en ingles.
Ademas del formato en el que se encuentra la informacion en la base de datos ha sido
necesario tener en cuenta que los artculos de Wikipedia pueden contener una serie de secciones
especiales que contienen elementos como referencias, notas o enlaces a paginas externas. Estas
secciones se han omitido en el procesamiento ya que la informacion que contienen no es relevante
para el objetivo del proyecto. La gura 4.2 contiene el algoritmo utilizado para obtener el texto
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plano de un artculo. El metodo utilizado es muy simple y obtiene todo el texto excepto el de las
secciones no deseadas y el texto de las tablas, ya que estas no suelen tener oraciones. Genera un
texto formado por el ttulo del artculo y el texto valido de las secciones no especiales. Por cada
seccion se a~nade su ttulo a un conjunto de cadenas de caracteres y las oraciones existentes en
sus parrafos y listas. Finalmente se crea un chero de texto en el que cada cadena de caracteres
se escribe en una lnea.
Extraccion de texto plano: Dado un artculo a y los nombres de las secciones no deseadas S:
// Inicializar la lista de texto T con el ttulo del artculo
T = fttulo de ag
// Procesar el artculo por secciones
Para cada seccion s en el artculo a:
Si (ttulo de la seccion s 62 S):
T = T [ fttulo de la seccion sg
Para cada parrafo p 2 s:
Tp = foraciones en pg
T = T [ Tp
Para cada lista l en s:
Tl = foraciones en lg
T = T [ Tl
Escribir chero con los fragmentos de T
Figura 4.2: Extraccion de texto plano de un artculo.
4.2. Estimacion de similitudes entre oraciones
La anotacion de todos los pares paralelos y comparables del corpus de Wikipedia es un
trabajo inmenso para realizarlo de manera manual. El primer paso a seguir es calcular la similitud
entre todas las oraciones de los artculos para, como segundo paso, seleccionar con base en este
resultado aquellas que se consideren paralelas (cf. seccion 4.3).
Para estimar la similitud entre dos oraciones se han utilizado dos medidas: coseno y modelo
de longitud (cf. seccion 2.1). Los vectores representativos de cada texto a comparar se pueden
componer de diversas maneras. En este trabajo se han considerado: la tokenizacion en n-gramas
de caracteres, la obtencion de pseudocognados y la generacion de bolsas de palabras con ambos
textos en un mismo idioma.
Tokenizacion en n-gramas de caracteres (cng). Para obtener la representacion es ne-
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cesario transformar todo el texto a minusculas para luego dividirlo en grupos de n caracteres,
teniendo en cuenta los espacios y puntuacion existentes en los fragmentos originales (McNamee
y Mayeld, 2004). Aprovechando la variabilidad que ofrece este sistema al modicar el tama~no
de los grupos, en el proyecto se ha calculado la similitud para los diferentes pares de oraciones
con n = f1; 2; : : : ; 5g.
Obtencion de pseudocognados (cog). De acuerdo con The American Heritage dictionary
of the English Language (2011), dadas dos palabras en diferentes idiomas, estas forman un
cognado si comparten un origen etimologico; por ejemplo, los vocablos name (ingles) y nombre
(castellano) forman un cognado al derivar ambas del latn nomen. En este trabajo no se ha hecho
ningun tipo de analisis lingustico sobre las palabras de las oraciones, por lo que en lugar de
cognados se usa el termino pseudocognado para denir aquellos terminos que por su composicion
se puede suponer que comparten este origen etimologico. Basandose en la descripcion de Simard
et al. (1992) se ha denido que una palabra es un pseudocognado si (i) con dgitos, (ii) es una
combinacion de letras y numeros, o (iii) si su longitud es igual o mayor a 4. Para representar
una oracion de esta manera es necesario eliminar los signos de puntuacion y diacrticos antes
de separar en tokens el texto. Una vez separados se seleccionan solo aquellos que cumplen los
requisitos descritos, truncando a 4 caracteres aquellos que pertenecen a la ultima condicion.
Traduccion de un texto y generacion de bolsa de palabras (mono). Una bolsa
de palabras de un texto es el conjunto formado por los terminos que aparecen en dicho texto
anotando el numero de veces de aparicion (Manning y Schutze, 1999). La representacion que
hemos propuesto se basa en Uszkoreit et al. (2010) que propone traducir uno de los textos al
idioma del otro y representar ambos textos mediante n-gramas de caracteres para luego hacer
una comparacion monolngue. En este caso se ha optado por tokenizar el texto, aplicarle un
proceso de stemming y agrupar los stems resultantes en una bolsa de palabras en lugar de los n-
gramas, ya que es mas exible a la hora de ser comparado, supliendo as las posibles deciencias
del sistema utilizado para traducir. Esta representacion se ha realizado en ambos sentidos, es
decir, traduciendo los textos de castellano a ingles y viceversa. Para obtener los textos traducidos
se ha usado un sistema MOSES previamente entrenado con el corpus Europarl v72, tal y como
se ha explicado en la seccion 2.2.1. Dado que los sistemas MOSES deben cargar los modelos
de lenguaje y de traduccion al inicio de su ejecucion para cada texto a traducir es conveniente
agrupar los artculos de forma que esta caracterstica no ralentice la traduccion de los textos
que sean muy cortos y esta se realice de forma mas rapida. Por otra parte tambien hay que
tener en cuenta que si este agrupamiento genera textos muy largos, el proceso sera mas costoso,
2La version v7 de Europarl fue publicada en mayo de 2012. http://www.statmt.org/europarl/v7/
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motivo por el cual se ha denido un tama~no aproximado de 90 000 lneas para cada chero de
entrada. El proceso consiste en concatenar los artculos de forma que agrupen el numero de
lneas denido guardando los osets3 que indican en que lnea comienza cada artculo agrupado.
Una vez creados, los nuevos textos se traducen con MOSES y su resultado, que debe ser del
mismo tama~no ya que MOSES traduce a nivel de oracion, se separan de acuerdo a los osets
almacenados anteriormente. De esta manera se consigue que al dividir las traducciones se formen
cheros que corresponden a un solo artculo en el idioma origen.
Calculo de longitudes del texto y comparacion mediante factores de longitud
(len). Este metodo se basa en que al traducir un texto de una lengua a otra, este aumenta o
disminuye su longitud de forma acorde a ciertos factores de longitud. Teniendo en cuenta esto,
este modelo calcula cual es la probabilidad de que un texto sea traduccion de otro en funcion
de las longitudes de ambos (Pouliquen et al., 2003). Por lo tanto, la representacion del texto es
simplemente su longitud en numero de caracteres teniendo en cuenta los signos de puntuacion,
por lo que podemos decir que este es un modelo que no se basa en el lexico a diferencia de
las otras expuestas anteriormente. Una vez obtenidos los dos valores, mediante una distribucion
normal se calcula como de probable es la traduccion. Un factor de longitud viene denido por la
diferencia de longitud del texto traducido respecto al original. Sin embargo, para poder calcular
la probabilidad es necesario dar los valores de  y  a la distribucion normal. Estos valores
se calculan a partir de los factores de longitud obtenidos en un corpus de entrenamiento de
forma que  es el promedio de estas diferencias y  su desviacion estandar. En este caso se ha
aprovechado el trabajo de Gonzalez et al. (2014) que a partir del corpus WMT13 (Bojar et al.,
2013) calcularon los valores  = 1;133 y  = 0;415 que denen el factor de longitud al traducir
del ingles al castellano.
Una vez implementados los diferentes modelos de similitud se ha procedido a aplicarlos sobre
todos los pares de oraciones que se han obtenido de los artculos seleccionados. Cada sistema
ha sido ejecutado tomando como entrada el conjunto total de pares disponibles, generando
as una coleccion de resultados por cada uno de ellos. En la gura 4.3 se observa como se genera
una matriz de similitud para un par de artculos cualquiera. Inicialmente se toman todos los
fragmentos de texto de los artculos, las oraciones en este caso para posteriormente crear una
matrizMNM , siendo N el numero de oraciones del primer artculo yM el del segundo. En esta
matriz se almacenan los valores de similitud entre los pares de oraciones identicados por i y j
respectivamente, es decir, la posicion dada por la la i y la columna j indica la similitud entre
3Anglicismo utilizado para referirse al desplazamiento que hay que recorrer en un chero para acceder a la
informacion deseada.
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la oracion i en el idioma origen y la oracion j en el idioma destino.
Calculo de similitud para un par de artculos: Dados los artculos a y b:
// Inicializar matriz de similitudes y los conjuntos de oraciones
Crear la matriz Mnp donde n = a:longitud y p = b:longitud .
A =fragmentos de texto del artculo a
B =fragmentos de texto del artculo b
// Calcular las similitudes para todos los pares posibles
Para cada fragmento fA en A:
Para cada fragmento fB en B:
M [fA][fB ] = similitud(fA; fB);
retorna M ;
Figura 4.3: Calculo de la similitud de oraciones entre dos artculos de Wikipedia.
Para poder ver como estan repartidos los valores dentro de una matriz se ha implementado
una peque~na aplicacion que genera un mapa de calor de las similitudes calculadas. En la gu-
ra 4.4 se puede apreciar uno de estos mapas de calor. El eje X indexa las oraciones del artculo en
castelano, mientras que el eje Y las de ingles, siendo el cuadrado superior izquierdo el correspon-
diente con la similitud entre los primeros segmentos de cada artculo. En este mapa se ha tomado
el tono blanco para indicar que no hay similitud y tonos mas oscuros segun esta aumenta. En
general se ve que las oraciones con similitudes altas no estan agrupadas en una zona especca
sino que se reparten de forma mas o menos homogenea por toda la matriz representada.
4.3. Extraccion del corpus paralelo
En esta seccion se exponen los pasos para obtener un conjunto de oraciones paralelas a partir
de artculos de Wikipedia. El primer paso es hacer un analisis de las similitudes calculadas. Para
ello se ha procedido a hacer una anotacion manual de algunos artculos con el n de tener
referencias buenas con las que poder contrastar los resultados.
4.3.1. Anotacion manual de artculos comparables
Para poder evaluar la bondad de los modelos de similitud es necesario generar un conjunto
de referencia que contenga oraciones paralelas y comparables. Dos oraciones son comparables
si contienen texto que, si bien no es una traduccion una de la otra, signica practicamente lo
mismo o si una parte es traduccion exacta, mientras que la otra no lo es. Un ejemplo de ello es
el siguiente par de oraciones
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Figura 4.4: Mapa de calor del artculo \GameSpy Industries", del dominio de Informatica. En
el se muestran en color oscuro las similitudes mas altas y en blanco las mas bajas, tomando
diferentes tonalidades de gris el resto de ellas.
He also got his rst strikeout on that day
Tambien consiguio su primer ponche en ese da, si bien no sera el unico de su carrera
Este paso es recomendable que sea manual ya que no se puede tener una certeza absoluta
sobre ningun sistema para aceptar los resultados que nos de sin ningun tipo de supervision, por
ese motivo se han seleccionado algunos pares de artculos de los que un grupo de voluntarios ha
extrado oraciones paralelas y comparables. Para seleccionar los pares de artculos se han tenido
en cuenta las siguientes metricas sobre los cheros de las paginas ya preprocesadas:
1. Longitud de chero. Este atributo limita los pares de artculos de forma que ninguno de
los cheros que forman el par tuvieran menos de 3 ni mas de 60 lneas. Los artculos res-
tantes se ponderaron por grupos segun la longitud del artculo mas largo del par, teniendo
mayor probabilidad de ser escogido un artculo corto y menor uno largo.
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2. Divergencia entre longitudes4. Con este atributo se eliminan los pares con una diver-
gencia menor a 0;25 y se agrupan el resto en tres grupos (a) 0;25 < divergencia <= 0;5,
(b) 0;5 < divergencia <= 0;75 y (c) 0;75 < divergencia <= 1;0.
Una vez obtenidos los pares de artculos y organizados en grupos segun su longitud y su
divergencia se han escogido 300 pares para cada dominio de forma aleatoria. En el algoritmo de
seleccion de estos pares se le ha dado la misma probabilidad a los diferentes grupos de diver-
gencia y mayor probabilidad a los pares con mas peso segun su longitud. Despues de este paso
automatico se han seleccionado 10 artculos de cada dominio para ser anotados manualmente por
dos personas cada uno (cf. anexo A). En la gura 4.5 se puede ver la interfaz graca desarrollada
anteriormente a este proyecto, utilizada en el proceso de anotacion. Esta interfaz muestra los
dos cheros del par en sendos cuadros de texto y el anotador tan solo tiene que escoger cada
par seleccionandolo con el raton y posteriormente indicar si se trata de una par paralelo o uno
comparable mediante el boton correspondiente.
Figura 4.5: Captura de pantalla de la herramienta de anotacion (artculo \Carlos Rosa"). En
la parte izquierda se muestran las oraciones en ingles, mientras que en la derecha estan las de
castellano. La herramienta permite seleccionar pares de oraciones y marcarlos como paralelos o
comparables.
El resultado de esta anotacion se ha guardado para poder evaluar los modelos de similitud
y tomar decisiones como que modelo puede proveer un mejor corpus paralelo o si es necesario
combinar los resultados de alguna manera. Para determinar la calidad de las anotaciones se han
calculado los acuerdos entre anotadores mediante el coeciente kappa de Cohen (Cohen, 1960),
el cual mide el acuerdo entre dos evaluadores al clasicar N elementos en C categoras, siendo
en este caso N el numero de pares de oraciones y C = fparalelo; comparable; ningunag:
4La divergencia de un par de artculos se calcula dividiendo la longitud del artculo mas corto entre la del mas
largo. Cuanto mas proximo a 1 sea el valor, mas similares son las longitudes.
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 =
Pr(a)  Pr(e)
1  Pr(e) (4.1)
donde Pr(a) es el acuerdo observado entre los dos evaluadores y Pr(e) la probabilidad hipotetica
de acuerdo en caso de que los anotadores realicen de forma aleatoria su tarea (Carletta, 1996).
En la tabla 4.1 se observan los resultados de la evaluacion de la anotacion manual realizada.
Esta tabla muestra por segmentos los valores del coeciente kappa para cada anotador (A1)
incluyendo el identicador del otro anotador (A2) y los identicadores de los artculos anotados
por el (ID). Finalmente, para cada anotador, se muestra en negrita el valor promedio de los
acuerdos a los que ha llegado con los otros anotadores, de forma que se pueda ver facilmente si
la anotacion ha sido correcta o ha habido algun desacuerdo. A la vista de los buenos resultados
obtenidos al evaluar el acuerdo entre los anotadores, se ha decidido dar por validos los pares
indicados por ellos como referencia a para evaluar los modelos de similitud.
4.3.2. Tuning
Para poder hacer un tuning o ajuste de parametros de forma correcta es necesario evaluar los
valores de similitud calculados sobre el conjunto de pares anotados manualmente y as tomar las
decisiones mas convenientes. La evaluacion de las medidas de similitud se ha realizado calculando
la precision y cobertura obtenida por cada una de ellas tomando como referencia los pares
de artculos anotados. Como es necesario tener un grupo de candidatos escogidos de forma
automatica se ha denido el conjunto generico U = f0;0; 0;05; : : : ; 1;0g, el cual dene los valores
umbral para seleccionar los elementos que denen cada subconjunto de similitudes a evaluar.
De esta manera, dado un umbral u 2 U , el grupo de oraciones Ou esta formado por todos
los elementos con una similitud mayor o igual al umbral, es decir, dada la similitud x; x 2
Ou () x  u. A continuacion se analizan los resultados de esta evaluacion para los 9 modelos
de similitud considerados. Se ha seleccionado el maximo alcanzado por F1 para seleccionar
que umbral es el mejor a aplicar a cada conjunto de similitudes para maximizar los resultados
en cada uno de ells. Finalmente se detalla como se han utilizado estas medidas y que mejoras
se han probado sobre las similitudes obtenidas.
Analisis de resultados
El primer metodo calculado ha sido la tokenizacion de fragmentos de texto en n-gramas de
caracteres, utilzando los valores n = 1 : : : 5. Estos modelos se nombran sustituyendo el valor de
n en el acronimo cng. En la gura 4.6 podemos observar las gracas resultantes del analisis.
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Tabla 4.1: Acuerdo entre anotadores en la anotacion manual de pares de artculos de Wikipedia.
A1 A2 ID 
1 3 1016238 0;35
1 6 2439963 0;67
1 2 2899220 0;84
1 3 3617429 0;71
1 2 5250166 1;00
1 8 5585748 1;00
1 4 941121 0;94
1 0;79
2 1 2899220 0;84
2 1 5250166 1;00
2 8 121982 0;95
2 7 1442469 0;28
2 5 2090638 1;00
2 7 4358215 0;88
2 3 508140 0;49
2 7 741312 0;75
2 0;76
3 1 1016238 0;35
3 1 3617429 0;71
3 2 508140 0;49
3 6 1091160 0;52
3 8 152918 0;86
3 6 2720529 0;76
3 5 3175837 0;70
3 8 948901 0;33
3 0;62
A1 A2 ID 
4 1 941121 0;94
4 9 1077240 0;59
4 6 145321 0;48
4 6 1695687 0;66
4 9 2436477 0;70
4 9 3193649 0;72
4 0;63
5 2 2090638 1;00
5 3 3175837 0;70
5 9 297342 0;78
5 7 3329373 0;84
5 6 5672222 0;82
5 8 5777133 0;65
5 0;76
6 1 2439963 0;67
6 3 1091160 0;52
6 3 2720529 0;76
6 4 145321 0;48
6 4 1695687 0;66
6 5 5672222 0;82
6 7 1475656 0;56
6 7 5124707 0;19
6 0;57
A1 A2 ID 
7 2 1442469 0;28
7 2 4358215 0;88
7 2 741312 0;75
7 5 3329373 0;84
7 6 1475656 0;56
7 6 5124707 0;19
7 8 5344091 0;74
7 0;66
8 1 5585748 1;00
8 2 121982 0;95
8 3 152918 0;86
8 3 948901 0;33
8 5 5777133 0;65
8 7 5344091 0;74
8 0;71
9 4 1077240 0;59
9 4 2436477 0;70
9 4 3193649 0;72
9 5 297342 0;78
9 0;73
Mirando la curva producida por la cobertura se observa que su tendencia es negativa y que
cuanto mayor es el valor de n, mas desciende. Esto se debe a que cuanto mas grandes son los
n-gramas, es menos probable que coincidan los obtenidos en el idioma origen con los obtenidos
en el idioma destino.
Respecto a la precision, tiene dos caractersticas a comentar: la primera es que a pesar de
tener una tendencia ascendente muestra cambios de pendiente a medida que se va incrementando
el umbral, y la segunda es que los maximos de la curva se van desplazando hacia umbrales
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(e) Modelo c5g
Figura 4.6: Precision y cobertura del modelo cng.
mas bajos a medida que se incrementa n. La variacion de la pendiente se explica teniendo
en cuenta el comportamiento de los dos parametros que denen la precision, el numero de
elementos correstamente extrados y el numero total de elementos extrados. Para tener una
tendencia ascendente es necesario que se incrementen los casos positivos pero no los casos totales
o que se decremente el numero de elementos sin perder casos correctos. Mientras que para que
decremente debe ocurrir lo contrario. Tomando estas dos aserciones y sabiendo que a medida que
se incrementa el umbral el numero de elementos seleccionados disminuye es trivial deducir que
los cambios de pendiente se deben a la perdida o ganancia brusca de casos positivos. Un buen
ejemplo de esto es la gura 4.6(b) que sufren un cambio a descendente en el umbral 0;6 y luego
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otro cambio ascendente con el umbral 0;8. Sin embargo en la gura 4.6(a) se ve que para n = 1
no llega a producirse este efecto ya que el tama~no de sus tokens hace que los valores de similitud
obtenidos sean muy altos y se acumulen entre 0;8 y 1;0. La segunda caracterstica comentada
anteriormente sobre la precision se debe a donde se acumulan las similitudes obtenidas. En
general, el primer maximo de la curva indica el umbral alrededor del cual se distribuyen la
mayor parte de elementos calculados que realmente son paralelos, o al menos comparables. Por
ejemplo, en la gura 4.6(c) se ve un primer maximo en el umbral 0;35 que nos indica que
aplicando el metodo c3g, los resultados de elementos paralelos se encuentran en torno a dicho
valor.
Finalmente, hay que analizar la curva de F1, ya que indica que metodo ha sido mejor sobre
el conjunto de artculos anotados, hecho que genera la hipotesis de que cuanto mayor sea el valor
maximo de F1, mejor es el modelo de similitud a la hora de obtener las oraciones paralelas para
el corpus que se usara para entrenar los traductores. En el caso de los n-gramas de caracteres
se ve claramente que esta curva es muy similar a la de la precision. En la tabla 4.2 se observa
que desde n = 1 hasta n = 3 el valor maximo de F1 se incrementa y a partir de ese valor
va decreciendo. Por lo tanto el modelo c3g es el que mejor resultados da para esta familia de
similitudes, aunque los resultados para el resto de valores, excepto n = 1, tambien indican que
se podran obtener pares paralelos utilizandolos como sistema de extraccion.
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(b) Modelo mono-es
Figura 4.7: Precision y cobertura del modelo mono.
El siguiente modelo a analizar es el propuesto por Uszkoreit et al. (2010), que se basa en
la comparacion monolngue de dos textos, uno en el idioma original (tambien llamado base) y
el otro traducido a dicho idioma. En primer lugar, indicar que la gura 4.7(a) muestra que al
traducir textos de castellano a ingles para hacer la comparacion monolngue se obtienen mejores
resultados que al hacer la traduccion a la inversa (gura 4.7(b)). Respecto a la cobertura, ambas
gracas tienen una curva muy similar que desciende rapidamente al incrementar los umbrales
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Tabla 4.2: Valores maximos de F1 para las estimaciones de similitud realizadas junto con los
umbrales en los que se ha obtenido.
Modelo F1 Umbral
c1g 0;2109 0;95
c2g 0;3008 0;60
c3g 0;3642 0;25
c4g 0;3184 0;20
c5g 0;3120 0;15
cog 0;2424 0;30
mono-en 0;3644 0;20
mono-es 0;2963 0;15
len 0;1368 0;90
y mas suavemente a partir de los umbrales 0;55 para el modelo mono-en y 0;35 para mono-
es. La curva de la precision tambien es muy similar aunque en el caso de tomar espa~nol como
idioma de comparacion (mono-es) se vuelve a producir el mismo efecto que con el modelo
basado en n-gramas, es decir, a partir de cierto punto sufre un descenso pronunciado (umbral
0;4). Sin embargo la graca 4.7(a) se comporta de la manera ideal que se espera en este tipo de
experimento, es decir, la precision va en aumento a medida que se reduce el tama~no del conjunto
de elementos escogidos. Finalmente, la tabla 4.2 muestra los umbrales en los que se alcanza la
mejor medida F1 para este modelo. Tal y como se adelantaba antes, el modelo mono-en recibe
una mejor puntuacion entre las dos variantes, siendo esta mnimamente mejor que el metodo
c3g.
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Figura 4.8: Precision y cobertura del modelo cog.
En tercer lugar esta el resultado del modelo basado en cognados. La notacion usada para
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nombrar a este metodo es cog. En la gura 4.8 se observa que las curvas tienen tendencias
similares a las del modelo mono. Esto se debe a que el tipo de comparacion es muy similar ya
que, aunque no se traduce ningun artculo, la deteccion de pseudocognados genera una bolsa de
palabras que incluye los valores numericos y alfanumericos del texto de forma completa y los
alfabeticos truncandolos a 4 caracteres (cf. . seccion 4.2) con lo que se consigue que los tokens
que no componen palabras se mantengan (numericos y alfanumericos) y los que son palabras
solo a~nadan la informacion del inicio de su formacion (stems truncados a 4 caracteres). Esto
hace que las bolsas de palabras obtenidas sean bastante similares entre s a pesar de no haber
traducido ningun texto. Por tanto, la cobertura desciende de una manera mas o menos contnua
mientras que la precision tiene una tendencia positiva hasta alcanzar un maximo en el umbral
0;35 y luego desciende un poco, manteniendose en torno al 0;1. Respecto a la medida F1, su
curva es muy similar a la de la precision, obteniendo su maximo en el umbral 0;3, tal y como
muestra la tabla 4.2. Sin embargo este obtiene una puntuacion bastante baja en comparacion
con los descritos anteriormente.
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Figura 4.9: Precision y cobertura del modelo len.
El ultimo metodo es el basado en factores de longitud (len). La gura 4.9 muestra los
resultados obtenidos, los cuales son muy similares a los calculados con el modelo c1g, hecho que
se considera normal ya que son los dos modelos que menos informacion lexica tienen en cuenta
para calcular sus valores. La cobertura se mantiene bastante alta hasta llegar al umbral 0;9 en
el que cae bruscamente. En cuanto a la precision, siempre es ascendente, sin presentar ningun
tipo de maximo relativo, aunque nunca supera la puntuacion 0;1. Esta particularidad junto
con su valor maximo de F1 hace imaginar que este modelo no es de los mejores para obtener
corpus paralelos, aunque es un modelo a tener en cuenta para combinar con otros gracias a
los resultados obtenidos por Barron-Cede~no et al. (2013) a la hora de identicar fragmentos
paralelos con este sistema. En la tabla 4.2 se ve que este modelo de similitud translingue es el
que peor resultados da, con un valor maximo casi una decima inferior que el modelo c1g, que
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era el que haba obtenido la puntuacion mas baja hasta este momento.
Ajuste de las medidas de similitud
Los resultados obtenidos han sido reveladores para ver que en general todos los modelos de
similitud dan resultados similares a excepcion de c1g y len, siendo este ultimo el peor de todos.
Por ello se ha decidido realizar algunas combinaciones de los resultados de similitud obtenidos
por los modelos con el n de mejorar los valores obtenidos. Estas combinaciones se notaran como
comb al referirse a ellas como grupo, y son:
mean . Esta combinacion se realiza calculando el promedio de los modelos lexicos5. Es
decir, dado el conjunto ML de modelos lexicos y las oraciones a y b, el valor mean(a; b) se
dene como:
mean(a; b) =
PjMLj
i=1 MLi(a; b)
jMLj (4.2)
mean len . Esta medida se obtiene ponderando los valores del metodo mean por el valor
correspondiente que da el modelo de factores de longitud. Es decir, dado el conjunto ML
de modelos lexicos y las oraciones a y b, el valor mean len(a; b) se dene como:
mean len(a; b) = len(a; b) 
PjMLj
i=1 MLi(a; b)
jMLj (4.3)
mean f . Este resultado se calcula haciendo la media ponderada de las similitudes dadas
por los modelos lexicos. Para ponderar se utiliza el valor de la F1 maxima obtenida por
cada uno de ellos. Es decir, dado el conjunto ML de modelos lexicos, los valores F1 de los
modelos y las oraciones a y b, el valor mean f (a; b) se dene como:
mean f(a; b) =
PjMLj
i=1 MLi(a; b)  F1i
jMLj (4.4)
mean f len . Al igual que el metodo mean len, esta similitud se calcula multiplicando los
valores del metodo mean f por el valor correspondiente al modelo de factores de longitud.
Es decir, dado el conjunto ML de modelos lexicos, los valores F1 de los modelos y las
oraciones a y b, el valor mean f len(a; b) se dene como:
mean f len(a; b) = len(a; b) 
PjMLj
i=1 MLi(a; b)  F1i
jMLj (4.5)
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Figura 4.10: Precision y cobertura del modelo comb.
En la gura 4.10 se muestra la evaluacion de las cuatro combinaciones sobre el mismo con-
junto de referencia. Lo primero de todo hay que destacar que a excepcion del mean el resto de
gracas no muestran valores por encima de ciertos umbrales, ya que no es posible generar ningun
subconjunto de oraciones a partir de ese punto6. Dejando de lado esta particularidad se observa
que todas las combinaciones presentan una curva de cobertura descendente muy similar tal y
como se espera. Respecto a las curvas de precision, su comportamiento tambien es muy parecido
en todas las combinaciones. Todas las curvas se pueden separar en tres tramos: (i) ascenso brusco
en los umbrales inferiores, (ii) descenso leve en los umbrales intermedios y, (iii) ascenso de nuevo
en los valores mas altos. Esto se debe a que las medidas calculadas inicialmente no agrupan las
similitudes en el mismo rango de umbrales, sino que unas lo hacen en los valores mas bajos y
otras en los mas altos, lo que provoca ese leve descenso en el tramo (ii) . Respecto al valor de F1,
la tabla 4.3 muestra que solo dos combinaciones (mean len y mean f len) suponen una mejora
considerable respecto a los valores sin combinar, hecho que conrma la hipotesis formulada sobre
la ayuda que aporta el modelo len al ser combinado conotro metodo para ajustar las similitudes.
5Los modelos denidos como lexicos son: c1g, c2g, c3g, c4g, c5g, cog, mono-en, mono-es
6Estos umbrales son: 0;30 para los casos mean f y mean f len y 0;90 para el modelo mean len)
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Tabla 4.3: Valores maximos de F1 para las combinaciones de los modelos de similitud aplicados
junto con los umbrales en los que se ha obtenido.
Modelo F1 Umbral
mean 0;3472 0;25
mean len 0;4344 0;15
mean f 0;2894 0;05
mean f len 0;4286 0;05
4.3.3. Extraccion nal
Una vez obtenidas todas las similitudes, tanto de forma individual como combinada, es el
momento de extraer los fragmentos que compondran los corpus paralelos que se van a utilizar.
Para esta tarea se usa un metodo de extraccion que ordena todos los pares de oraciones de
mayor a menor similitud y selecciona las k primeras, que de acuerdo a las metricas calculadas
son las que mejor resultado deben dar. Una vez obtenido este conjunto, se extraen todos los
pares siguientes que tengan una similitud igual que la del par k-esimo ya que no pueden ser
descartadas simplemente porque en la ordenacion hayan acabado en una posicion mas alla del
lmite impuesto por k. En este caso se han generado dos resultados uno con k = 1000 000 y otro
con k = 2000 000. En el primer caso una inspeccion visual ha determinado que el corpus obtenido
no era bueno ya que contena muchos ttulos y nombres propios y pocas oraciones completas, por
lo que nalmente se ha decidido utilizar los conjuntos de oraciones obtenidos para k = 2000 000.
A partir de este corpus se han clasicado los pares segun el dominio al que pertenecen para
poder as utilizarlos de forma que los traductores que los utilicen se \especialicen" en el area
que corresponda. En la tabla 4.4 se muestra el numero de pares de artculos extrados para cada
dominio segun los diferentes modelos de similitud.
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Tabla 4.4: Tama~no, en numero de oraciones, de los corpus obtenidos para cada dominio segun
el modelo de similitud.
Modelo cs sc sp
c1g 207 592 1 585 582 404 656
c2g 99 964 745 821 326 882
c3g 96 039 724 210 335 147
c4g 110 701 863 090 394 105
c5g 126 692 1 012 993 466 007
cog 182 981 1 215 008 451 941
len 271 073 1 941 866 550 338
mono-en 211 209 1 367 917 461 731
mono-es 183 439 1 273 509 435 671
mean 154 917 1 098 453 450 933
mean len 121 697 957 662 390 783
mean f 153 056 1 085 502 448 076
mean f len 121 407 957 967 392 241
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Captulo 5
Enriquecimiento del traductor
En este captulo se expone el trabajo realizado para alcanzar el ultimo objetivo del proyecto,
la obtencion de sistemas de traduccion entrenados a partir del corpus paralelo extrado durante
el trabajo precedente. El proceso consta de 3 pasos: entrenamiento, ajuste y evaluacion.
5.1. Denicion de los traductores y conjuntos de entrada
El primer paso a seguir antes de comenzar a entrenar traductores es analizar los resultados
de la extraccion de los corpus paralelos con el n de decidir cuales de ellos se utilizaran en
el entrenamiento de los traductores. Ademas de los valores obtenidos al calcular la precision
y cobertura de cada uno de los modelos se han obtenido las intersecciones entre los conjuntos
de oraciones extrados para formar los diferentes corpus paralelos. En general, el tama~no de la
interseccion de los conjuntos extrados no superaba el 30%, aunque si solo se comparaban las
extracciones realizadas con las variantes de un mismo modelo de similitud, este s era mas alto.
Por ese motivo se ha decidido clasicar las extracciones en familias, siendo de una misma familia
todas aquellas que han sido obtenidas con el mismo modelo de similitud. As pues tenemos 5
familias: cng, cog, mono, len y, por ultimo comb, formado por las combinaciones descritas en la
seccion 4.3.2, es decir mean, mean len, mean f y mean f len. Una vez hecha esta agrupacion de
modelos, dado que todos ellos se han analizado mediante el calculo de su precision y cobertura
respecto a un conjunto de artculos anotados manualmente, se ha utilizado dicho analisis para
tomar esta decision, concretamente se ha utilizado el valor F1 para hacer esta seleccion, tomando
los corpus de aquellos que tuvieran la mayor puntuacion dentro de su grupo. La tabla 5.1 muestra
cual ha sido el conjunto seleccionado para cada grupo denido. Cabe destacar que el grupo len,
que solo contena un modelo de extraccion, ha sido descartado debido a la puntuacion tan baja
que haba obtenido, aunque, tal y como se ha visto con los modelos mean f len y, especialmente,
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Tabla 5.1: Corpus seleccionados para entrenar traductores.
Grupo Corpus seleccionado
cng c3g
cog cog
mono mono en
len -
comb mean len
mean len, es una medida a tener en cuenta para mejorar otras medidas al combinarlas con ella.
Tras esta decision tenemos 12 corpus, uno por cada sistema y dominio, con los que entrenar,
lo que supone entrenar el mismo numero de traductores. Ademas, se han generado corpus mas
grandes para ver la importancia del tama~no del corpus en nuestro caso y el efecto que tiene
sobre el dominio. Estos nuevos corpus se crean de dos formas: (a) uniendo las extracciones de
cada sistema para todos los dominios, creando as un nuevo dominio global notado como wk, y
(b) haciendo la union de los pares obtenidos con todos los modelos de similitud por cada dominio
denido, excepto el de factores de longitud; este corpus es nombrado union. Finalmente se utiliza
otro traductor generico (baseline) que sirve de referencia a la hora de comparar los resultados
obtenidos. Este ultimo traductor se describe en la seccion correspondiente a la evaluacion de los
traductores.
Cabe destacar que teniendo en cuenta posibles objetivos posteriores a este trabajo, por
ejemplo, ampliar una Wikipedia a partir del contenido de su homologa en otro idioma, se ha
decidido entrenar traductores de ingles a castellano, al ser la primera mas prolca que la segunda.
Es decir, en caso de que los nuevos traductores sean evaluados de forma satisfactoria se podran
aprovechar para completar artculos en castellano utilizando informacion de la enciclopedia
anglosajona.
5.2. Generacion de los conjuntos de entrenamiento, desarrollo
y test
Por otra parte, para entrenar un traductor es necesario tener 3 conjuntos disjuntos de ora-
ciones: (a) el de entrenamiento, (b) el de desarrollo o ajuste y, (c) el de referencia o test. La
necesidad de disyuncion de estos conjuntos se debe a que de esa manera se puede asegurar que
ningun paso del proceso ha sido adulterado al tener informacion \extra" de ningun paso prece-
51
dente. Por ejemplo, si se utiliza la oracion \El coche es rojo." para entrenar y esta esta contenida
tambien en el conjunto de referencia, los resultados de la evaluacion estaran sobrevalorados ya
que el hecho de que el sistema traduzca correctamente esta entrada durante la evaluacion no
implica que sepa traducir oraciones similares como \El coche es azul." sino que la ha memori-
zado y es capaz de repetirla directamente. En este proyecto se ha decidido obtener estos tres
conjuntos de los pares extrados anteriormente, ya que en el caso del conjunto de desarrollo es
una buena tecnica para conseguir la especializacion por dominio que se esta buscando; y en el
caso del de test, ya que los textos de referencia deben pertenecer al dominio del traductor en
cuestion, es la mejor opcion que se tiene. Los conjuntos de desarrollo y test estan formados por
1000 oraciones cada uno y el de entrenamiento por todas las restantes una vez se eliminan las
2000 seleccionadas. Ademas, antes de comenzar a manipular los corpus, los fragmentos de texto
se han cambiado a minusculas y se han tokenizado de acuerdo a la tokenizacion esperada por el
sistema MOSES con el que se va a trabajar.
Es necesario que los conjuntos de desarrollo y test sean paralelos realmente y, dado que
la seleccion automatica deja fragmentos que no lo son, es necesario seleccionar aquellos que
cumplen los requisitos. La primera opcion utilizada para obtener estos 2000 pares de oraciones
por dominio ha sido seleccionarlos del corpus que se considera esta mejor formado segun su
F1, el conseguido usando las similitudes de mean len. Para llevar a cabo esta seleccion se ha
hecho un ltrado previo ya que no interesa que estos elementos sean muy peque~nos (menos de
4 tokens) ni que esten en un idioma diferente al esperado1 o se formen con dgitos y smbolos
unicamente. Para eliminar los elementos no alfanumericos y de longitud menor a 4 tokens se
han utilizado expresiones regulares, mientas que para escoger aquellos elementos que realmente
estan en el idioma corecto se ha usado la biblioteca language-detection2, implementada para
Java, que permite identicar el idioma de un texto mediante un clasicador Naive Bayes usando
n-gramas de caracteres como entrada (Shuyo, 2010). Una vez hecho el ltrado, se han creado
dos conjuntos de 1000 pares de oraciones: para el de test se han seleccionado directamente los
pares con una similitud mayor y para el de desarrollo se ha hecho una extraccion aleatoria entre
los 5000 pares mas similares. Basarse en los pares con de similitud mas elevada ha tenido como
consecuencia obtener un conjunto formado basicamente por ttulos y nombres propios, tal y
como se puede apreciar en la tabla 5.2 que muestra algunos de los pares seleccionados con este
metodo para los diferentes dominios.
1El texto extrado contiene elementos en latn, por ejemplo los nombres cientcos de plantas o animales; y
citas en otros idiomas.
2http://code.google.com/p/language-detection/
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Tabla 5.2: Fragmentos no deseados para los conjuntos de desarrollo y test obtenidos al seleccionar
los pares con similitud mas alta.
Dominio en es
cs f ( x ) = 2x ^ 3-4x ^ 2 + 3x f ( x ) = 2x ^ 3-4x ^ 2 + 3x
sc georges auric ( 1899 { 1983 ) ; georges auric ( 1899 { 1983 ) ;
sp copa asobal 2003-2004 , campeon copa asobal 2003-2004 ,
En la tarea de ajuste de atributos una entrada compuesta por este tipo de texto hace que
el traductor no aprenda correctamente, es decir, aprende a traducir los fragmentos dados, pero
no consigue saber como se deben ordenar otras oraciones que se le den posteriormente; mientras
que durante la evaluacion este tipo de texto provocara una puntuacion bastante alta3 pero que
realmente no tiene sentido ya que se evaluan pares que no son traducciones realmente, como por
ejemplo los nombres propios.
Debido a este resultado se ha considerado otro metodo para crear los conjuntos necesarios.
Este metodo se basa en el calculo de la perplejidad de los pares de oraciones candidatos a formar
parte del conjunto de test y del de desarrollo. La perpelejidad (ppl), en este caso indica como de
uida es la oracion dentro de un idioma y para calcularla se ha utilizado el algortimo incluido
en las herramientas SRILM4, cuya formula es:
ppl = 10
  logprob
palabras OOV

(5.1)
donde logprob es la propabilidad dada por el modelo de lenguaje a la oracion, palabras es
el numero de vocablos conocidos por el modelo y 00V5 el numero de terminos que no estan
contemplados en el modelo de traduccion.
Para poder calcular las perplejidades necesarias se ha utilizado un modelo de lenguaje cons-
truido a partir de un corpus formado por el corpus de Europarl en su version 7 al que se le han
a~nadido los corpus extrados de Wikipedia. Dado que esta medida se aplica a una frase en un
idioma, el valor obtenido para un par se ha calculado realizando el promedio de la perplejidad
de cada una de las oraciones del par en la lengua correspondiente. Una vez hecho este paso
de calculo, los pares se han ordenado de menor a mayor perplejidad, ya que cuanto menor sea
esta, mas uida es la oracion en su lengua. Finalmente se han seleccionado los 5000 pares con
3BLEU  80 en las pruebas realizadas
4SRI Language Model Toolkit es una coleccion de bibliotecas C++, programas y scripts que permiten
trabajar con modelos de lenguaje (Stolcke, 2002). El proyecto esta mantenido por SRI International. http:
//www.speech.sri.com/projects/srilm/
5Acronimo de Out of Vocabulary
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Tabla 5.3: Tama~no de los conjuntos de entrenamiento para cada traductor en numero de pares
de oraciones.
cs sc sp wk
c3g 95 715 723 760 334 828 883 366
cog 182 283 1 213 965 451 324 1 430 962
mono en 210 664 1 367 169 461 237 1 638 777
mean len 120 835 956 346 389 975 1 160 977
union 577 428 3 847 381 1 181 664 4 948 241
valores mas altos para hacer un ltrado manual. Este metodo se ha aplicado para cada uno de
los dominios denidos. Debido a que en el momento de ejecutar este metodo el proyecto tena un
retraso bastante considerable y que el ltrado manual es largo, se ha decidido reducir el tama~no
de los conjuntos, siendo ahora de 900 pares para desarrollo, 300 aportados por cada dominio,
y 500 para el de test. En el caso del nuevo dominio wk, se utiliza la concatenacion de estos
conjuntos, siendo por tanto tres veces mas grande. Este sistema s ha permitido obtener unos
conjuntos que se consideran buenos para ajustar y evaluar el traductor por lo que han sido los
denitivos para esta tarea.
En la tabla 5.3 se muestra el tama~no de los corpus de entrada a los traductores entrenados,
tomando el par de oraciones como unidad de medida. En ella se aprecia que Informatica ha sido
el dominio con menos pares recuperados, mientras que ciencia el que mas pares ha obtenido para
entrenar sus traductores, hecho logico ya que la proporcion de artculos recuperados para cada
dominio cumple la misma proporcion (cf. tabla 3.2).
5.3. Evaluacion de los traductores
Antes de poder extraer conclusiones sobre cual es el mejor traductor de los que se deben
analizar, y para ello es necesario jar otro traductor como referencia. El sistema de referencia o
baseline escogido es un sistema MOSES entrenado con el corpus Europarl en su septima version
y el corpus de 2009 de News Commentary (NC-2009). La tabla 5.4 muestra los datos relacionados
con este sistema de referencia, incluyendo los corpus utilizados para cada paso y el tama~no de
los mismos.
Tal y como se ha descrito en la seccion 2.2.1, el sistema de evaluacion utilizado es BLEU, que
se calcula con el script multi-bleu de MOSES. Una vez denido el traductor que servira de
referente y la puntuacion que se comparara para decidir si los sistemas entrenados en este
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Tabla 5.4: Informacion de los corpus utilizados para entrenar y ajustar el traductor usado como
referencia.
Corpus Oraciones Tokens en Tokens es
Entrenamiento Europarl-v7 1 965 734 49 093 806 51 575 748
Desarrollo NC-2009 2525 65 595 68 089
Tabla 5.5: Puntuaciones BLEU de los traductores entrenados y el sistema de referencia. Se han
marcado con letra negrita las mejores puntuaciones para cada dominio.
cs sc sp wk
Europarl v7 27;99 34;00 30;02 30;63
c3g 38;81 40;53 46;94 43;68
cog 57;32 56;17 57;60 58;14
mono en 54;27 52;96 55;74 55;17
mean len 56;14 57;40 58;39 58;80
union 64;65 62;95 62;65 64;47
proyecto son mejores o no, es necesario traducir los textos de referencia con cada uno de los
traductores entrenados ademas de con el baseline ya que BLEU evalua la calidad de un texto
traducido por el sistema de traduccion frente al mismo texto traducido anteriormente. Este
texto, como es logico, es el conjunto de test.
La tabla 5.5 muestra las puntuaciones BLEU obtenidas por los nuevos sistemas y por el
traductor baseline, estando en negrita aquellos que mejor resultado han dado para cada domi-
nio. En los resultados se ve que la union de todos los corpus extrados con diferentes modelos
de similitud es la mejor opcion en todos los casos. Este hecho es bastante logico ya que por
su naturaleza, el corpus de entrenamiento es mayor, consiguiendo as un mayor vocabulario y
muchas mas referencias a la hora de estimar las probabilidades de los modelos de lenguaje.
Por otra parte se percibe que los modelos que utilizan sistemas de bolsa de palabras, bien sean
pseudocognados, o bien sean stems, dan buenos resultados, incluso mejor que los n-gramas de
caracteres. De hecho, estos resultados desbaratan la hipotesis formulada anteriormente de que
el valor F1 esta directamente relacionado con la calidad del corpus y, por consiguiente, la del
traductor. Por ejemplo, el modelo c3g que fue seleccionado con F1 = 0;36 ha conseguido una
puntuacion mejora media respecto al traductor baseline de 11;83 puntos, mientras que el mode-
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lo cog, con F1 = 0;24 ha alcanzado una diferencia media respecto a Europal de 24;15, es decir,
2;04 veces mayor incremento que c3g. Finalmente, cabe destacar que el modelo de factores de
longitud s es un buen corrector de las medidas de similitud, ya que el modelo mean len ha
conseguido una mejora media de 27;02 puntos sobre Europarl, obteniendo un segundo puesto
en la comparacion de los modelos y el primero si no se tiene en cuenta el corpus union, que ha
sido generado posteriormente a partir de los anteriores.
56

Captulo 6
Planicacion y costes
6.1. Planicacion
Aunque este proyecto comenzo a realizarse en marzo de 2013, el trabajo se ha hecho de forma
intermitente debido a que durante una buena parte del mismo se ha tenido que compaginar con
otra actividad laboral. Por ello, en lugar de presentar la planicacion durante todo este a~no se
muestra un diagrama de Gantt idealizado al eliminar los periodos de tiempo en los que no se
ha dedicado tiempo al proyecto. En la tabla 6.1 se muestra el listado de tareas en el que se
ha descompuesto el trabajo a realizar, agrupandolas en grupos segun el objetivo que permitan
alcanzar; junto con las horas planicadas para acabar cada una de ellas y la acumulacion de
tiempo en cada punto del proyecto.
La gura 6.1 muestra el diagrama de Gantt correspondiente a la planicacion expuesta
teniendo en cuenta jornadas de 8 horas y semanas laborables de 40 horas. Tambien se puede
apreciar que todas las tareas son secuenciales excepto la anotacion manual de artculos (T3.3)
que se realiza mientras se estan computando las similitudes por lo que cualquier retraso en una
de las tareas supone un retraso en el resto de la planicacion. De hecho se han producido ciertos
retrasos que en su conjunto han supuesto un incremento del tiempo de proyecto en 168 horas.
En la gura 6.2 se aprecia en rojo las tareas retrasadas, que han sido: \Seleccion de categoras"
(48 horas), \Extraccion de texto" (40 horas) y \Creacion de los conjuntos de desarrollo, test y
entrenamiento" (80 horas), que supone un incremento de un 24% respecto al tiempo inicial. El
motivo de estos retrasos ha sido que la estrategia decidida originalmente para realizar la tarea no
ha funcionado correctamente por lo que se ha tenido que dedicar tiempo a decidir y desarrollar
alternativas. La discusion de los metodos que han fallado y la opcion utiliza como sustituto se
ha expuesto en las secciones. Por otra parte hay que destacar que el cluster de computacion de
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Tabla 6.1: Estimacion temporal de las tareas del proyecto.
ID Descripcion Horas/Tarea Total
T1 Preparacion del entorno
T1.1 Entorno de desarrollo 16 16
T1.2 Creacion e importacion de la base de datos 24 40
T2 Obtencion del corpus comparable
T2.1 Denicion de dominios y estrategia 8 48
T2.2 Seleccion de categoras 80 128
T2.3 Seleccion de artculos 40 168
T3 Extraccion del corpus paralelo
T3.1 Denicion de estrategias 8 176
T3.2 Extraccion de texto 64 240
T3.3 Anotacion manual de artculos 56 296
T3.4 Estimacion de similitudes 72 368
T3.5 Extraccion de pares de oraciones 40 408
T3.6 Tuning 88 496
T4 Experimentos
T4.1 Seleccion de corpus a usar
T4.2 Creacion de los conjuntos de desarrollo, test y entrenamiento 56 560
T4.3 Entrenamiento de traductores
T4.4 Evaluacion de traductores 32 632
T5 Analisis y conclusiones 56 688
RDLab estuvo fuera de servicio durante aproximadamente 10 das y luego tardo otra semana
en volver a funcionar a un ritmo normal. Esta incidencia ha provocado otra semana de retraso
que ya no se ha contemplado en el Gantt dado que en este se ha querido exponer unicamente
los retrasos provocados por las decisiones tomadas durante el proyecto.
6.2. Estudio economico
Para realizar dicho estudio se han considerado los medios humanos, materiales y tecnologicos
utilizados para el desarrollo del proyecto. Para estimar el coste de los recursos humanos, se ha
considerado un unico perl de trabajador, el investigador, y se ha considerado que tiene un
coste de 16;50 e/hora1. Respecto a los materiales, se ha utilizado un portatil con Ubuntu2, una
pantalla adiccional para el portatil y el cluster que gestiona el Laboratorio de Investigacion y
1Estimacion de coste realizada con el salario publicado en Glassdoor para un investigador en la UPC (Glassdoor,
2014)
2La version utilizada ha sido Ubuntu 12.04 LTS
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Tabla 6.2: Coste del proyecto
Concepto Coste
Mano de obra 14 124;00 e
Cluster 2386;40 e
Portatil 600;00 e
Pantalla 180;00 e
Total 17 290;40 e
Desarrollo (RDLab). La tabla 6.2 muestra la relacion de costes dividida por conceptos junto al
montante total. Cabe destacar que el coste del cluster incluye el coste de todos los trabajos que
se han enviado sin tener en cuenta si han terminado correctamente o han fallado durante su
ejecucion, hecho que ha ocurrido en un 22% de las ocasiones. Por lo tanto, en caso de que todas
estas tareas hubieran funcionado bien, el coste del cluster se habra reducido en 525 e y el total
del proyecto hubiera sido de 16 795;40 e.
Por otra parte, la gura 6.3 muestra la factura emitida por RDLab con el coste desglosado
en colas de nodos utilizados. Para calcular este coste RDLab divide el uso de los nodos en packs
de 1 hora y 2GB de RAM que tienen un precio de 0;40 e cada uno.
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Figura 6.1: Diagrama de Gantt con la planicacion inicial del proyecto.Duracion estimada: 16
semanas.
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Figura 6.2: Diagrama de Gantt con el desarrollo real del proyecto, que ha supuesto 4 semanas
mas de trabajo.
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Figura 6.3: Factura emitida por RDLab con el coste del procesamiento en el cluster.
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Captulo 7
Conclusiones
A lo largo de esta memoria se han descrito los pasos y decisiones seguidos para obtener
traductores automaticos a partir de textos extrados de Wikipedia. Ademas, el desarrollo del
mismo ha permitido conocer mejor algunas de las caractersticas de Wikipedia y como afectan a
la recuperacion de informacion, independientemente de para que n sea esta minera de datos.
En este captulo se exponen las conclusiones del trabajo realizado a n de alcanzar cada uno de
los objetivos generales del proyecto (cf. seccion 1.3), los cuales han sido logrados en su totalidad.
El objetivo Obj 1 que implicaba la obtencion de un corpus comparable a partir de Wikipe-
dia ha sido posiblemente la tarea que mejores resultados ha dado ya que en todos los dominios
se ha conseguido una cantidad considerable de pares de artculos. Por otra parte, hay que des-
tacar que el mayor problema encontrado en esta fase ha sido la dicultad para poder diferenciar
que categoras deban ser incluidas en cada dominio. Este problema se deriva de la sobrecate-
gorizacion de los artculos de Wikipedia y se ve magnicado por la categorizacion circular que
hace que ciertas categoras contengan a otra entre sus subcategoras y sus supercategoras al
mismo tiempo y se ha solventado mediante el uso de vocabularios de dominio creados para este
n.
El objetivo Obj 2, Obtener unn corpus paralelo a partir del corpus comparable, ha supuesto
ciertas complicaciones que se han superado mediante la redenicion de estrategias de procesa-
miento de texto. Uno de los puntos mas costosos ha sido ser capaces de eliminar correctamente
el texto que no se deseaba de los artculos, ya que a priori no se haba denido que partes intere-
saban y cuales no debido al desconocimiento de la estructura de los artculos en la enciclopedia.
Tal y como se ha expuesto en la seccion 4.1 se extrajeron unicamente las oraciones de los parrafos
y listas de todas las secciones junto a los ttulos de las mismas, sin embargo, una vez nalizados
los experimentos se ha llegado a la conclusion de que los requisitos denidos para escoger una
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Tabla 7.1: Tama~no de los conjuntos de entrenamiento de cada traductor a~nadiendo Europal v7
cs sc sp wk
c3g 2 061 449 2 689 494 2 300 562 2 849 100
cog 2 148 017 3 179 699 2 417 058 3 396 696
mono en 2 176 398 3 332 903 2 426 971 3 604 511
mean len 2 086 569 2 922 080 2 355 709 3 126 711
union 2 543 162 5 813 115 3 147 398 6 913 975
oracion han sido un tanto decientes, provocando un postprocesamiento dicultoso del corpus
para poder crear los conjuntos de entrenamiento, desarrollo y test que se iban a utilizar para
entrenar.
El objetivo Obj 3, enriquecer un sistema de traduccion automatica estadstica, ha supuesto
un reto debido a que los corpus conseguidos en el trabajo precedente eran muy densos y necesi-
taban un postprocesamiento. La idea inicial para este objetivo era utilizar el corpus extrado en
los puntos anteriores al corpus del traductor baseline (Europarl v7) de forma que realmente se
enriqueciera un traductor y no se creara uno sin tener en cuenta el corpus base. En la tabla 7.1 se
observa el tama~no de los conjuntos de entrenamiento resultantes de a~nadir el corpus de Europarl
(1 965 734 oraciones) a los conjuntos obtenidos de Wikipedia. Debido a esta cantidad de texto y
el tiempo que se dispona para realizar los entrenamientos se ha optado por utilizar unicamente
el corpus de WIkipedia. Aun con esta modicacion leve del objetivo, se considera ampliamente
alcanzado ya que la puntuacion BLEU de los mejores traductores entrenados en este trabajo ha
superado a la obtenida por el traductor de referencia en una media de 33 puntos (cf. tabla 5.5).
En el terreno personal este proyecto ha supuesto la adquisicion de nuevos conceptos sobre dos
areas apenas conocidas por el autor: la recuperacion de informacion y la traduccion automatica.
Si bien haba asistido a asignaturas relacionadas con el procesamiento del lenguaje natural y el
aprendizaje automatico, nunca haba llegado a profundizar en estos dos campos. Por otra parte,
el desarrollo de este proyecto ha implicado conocer una salida profesional, la investigacion,
quizas no tan tenida en cuenta durante la carrera, que la misma esta mas orientada a las salidas
dedicadas al desarrollo de sistemas informaticos, desde el dise~no a la implementacion y a la
administracion de sistemas.
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7.1. Trabajo futuro
Con el trabajo descrito en esta memoria es posible obtener los artculos de Wikipedia que
pertenecen a un campo determinado, oraciones paralelas de artculos comparables de la enci-
clopedia y entrenar traductores de ingles a castellano. A partir de este punto surgen nuevas
posibilidades para este proyecto que se presentan a continuacion.
En relacion con los procedimientos de extraccion del texto plano de los artculos de Wi-
kipedia, se propone buscar alternativas que alivien la carga de trabajo del postprocesado
del corpus. Principalmente se recomienda utilizar la biblioteca language-detection (Shuyo,
2010) para obtener unicamente las oraciones que se encuentren en el idioma seleccionado.
A la vista de los buenos resultados conseguidos con las extracciones realizadas con las
similitudes calculadas al combinar los modelos de longitud, especialmente el modelo len,
se considera oportuno investigar en esta direccion, probando diferentes combinaciones e
incluso nuevos modelos de similitud que puedan surgir en un futuro.
Si bien los resultados obtenidos entrenando unicamente con los corpus extrados de Wi-
kipedia ya superan las expectativas que se tena, es necesario terminar la investigacion
inicial utilizando corpora formada por la union de los conjuntos extrados y Europarl.
En este trabajo se han sentado las bases para construir sistemas de traduccion especiali-
zados en areas de conocimiento especcas a partir de Wikipedia. Sin embargo solo se ha
utilizado el par en-es para ello. Debido a que TACARDI ampla el conjunto de lenguas
contempladas con el catalan y el euskera, este es un buen punto de partida para trasladarlo
a los pares formados por el resto de idiomas.
En la misma direccion que el trabajo anterior se propone aplicar estos procedimientos a
lenguas cuya distancia lingustica1 sea mayor que la de los idiomas utilizados, por ejemplo,
ingles y arabe.
Por ultimo s2e propone investigar el comportamiento de estos traductores en un entorno
real con el n de poder enriquecer las diferentes Wikipedias a partir de los artculos homolo-
gos en otros idiomas. Tambien se puede pensar en utilizar estos traductores para obtener
informacion en otros medios como puede ser la divulgacion cientca.
1La distancia lingustica es un termino usado para referirse a las diferencias lingusticas entre dos lenguas (Cen-
tro Virtual Cervantes, 2014)
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Apendice A
Artculos anotados manualmente
En las siguientes tablas se incluyen los pares de artculos anotados manualmente (cf. sec-
cion 4.3.2) separados segun el dominio al que pertenecen. Cada tabla muestra el identicador
dado al par de artculos que es el mismo que tiene el artculo en la Wikipedia en castellano y
los ttulos de las entradas en cada una de las Wikipedias.
Tabla A.1: Relacion de los artculos del dominio Informatica
ID Artculo en ingles Artculo en espa~nol
1016238 Knowledge base Base de conocimiento
1442469 Rail Fence Cipher Cifrado Rail Fence
152918 GNU C Library Glibc
297342 OpenGL Utility Library OpenGL Utility
5250166 Chaocipher Chaocipher
2439963 Telsecundaria Telesecundaria
2090638 Smart label Etiqueta RFID
1695687 Webometrics Cibermetra
5124707 Pixmania Pixmania
948901 BLAG Linux and GNU BLAG Linux and GNU
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Tabla A.2: Relacion de los artculos del dominio Ciencia.
ID Artculo en ingles Artculo en espa~nol
3175837 16th meridian west Meridiano 16 oeste
121982 Larry Wall Larry Wall
3617429 Marvel Super Heroes: War of the Gems Marvel Super Heroes: War of the Gems
741312 Egyptan geometry Geomatra en el Antiguo Egipto
5344091 Blotting paper Papel secante
1475656 Why I Am Not a Christian Por que no soy cristiano
5672222 Swype Swype
508140 Beta Tauri Elnath
2436477 Mineral Water Agua mineral
3329373 Homo sovieticus Homo sovieticus
Tabla A.3: Relacion de los artculos del dominio Deportes.
ID Artculo en ingles Artculo en espa~nol
5585748 Raul Orosco Raul Orosco
5777133 1993 Men's European Volleyball Chamionship Campeonato Eurpeo de Voleibol Masculino de 1993
3193649 International Orienteering Federation Federacion Internacional de Orientacion
145321 FIFA U-20 World Cup Copa Mundial de Futbol Sub-20
1077240 Young rider classication in the Tour de France Maillot blanco
2829220 Smash (tennis) Smash (tenis)
4358215 Ron Carter (basketball) Ron Carter (baloncestista)
1091160 Markel Susaeta Markel Susaeta
2720529 Dmytro Chygrynskiy Dmitro Chigrinskiy
941121 Qatar Open (tennis) Torneo de Doha
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