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2 Formulation and basic assumptions for the Markov decision system
7
(X, $A,$ $T,$ $r,$ $\square ,p_{\pi},$ $\alpha$)
(a) $\mathfrak{X}$ Polish ( )
$e_{x}$ \mbox{\boldmath $\sigma$}-
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(b) $A$ Polish
$B_{A}$ $A$ \mbox{\boldmath $\sigma$}-
(c) $\mathcal{T}=[0, \infty)$
(d) $r$ : $[0, \infty)\mathrm{x}\mathfrak{X}\cross Aarrow \mathbb{R}$ (loss rate function)
$M$
$r(t, x, a)\leq M$ , $\forall t,$ $x,$ $a$
(e), II (admissible policies) ( )
(f) $P\pi$ $-\pi\in\Pi$ (nonstationary transition
probability function) $s\geq 0$
$x\in \mathfrak{X}$ $t(\geq s)$ $p_{\pi}(s, x;t, \cdot)$
$p_{\pi}$
(i) $t\geq s\geq 0_{\text{ }}x\in \mathfrak{X}$ $p_{\pi}(s, x;t, \cdot)$
$p_{\pi}(s, x ; s, \{x\})=1$ $\forall s\geq 0,\forall x\in \mathfrak{X}$
(ii) $t\geq s\geq 0_{\text{ }}\Gamma\in e_{x}$ $p_{\pi}(s, \cdot ; t, \Gamma)$
(iii) Chapman-Kolmogorov
$p_{\pi}(s, x;u, \mathrm{r})=\int_{X}p_{\pi}(t, y;u, \mathrm{r})p\pi(S, x;t, dy)$ , $0\leq s\leq t\leq u$ .
(g) $\alpha$ (discount rate)
(Markov policies)
$\pi$ T $\cross$ $A$ (Borel measurable
stochastic kernel)
$\pi(\cdot|t, x)$ : $(t, x)$ \in T $\cross$ $A$








$\bullet$ $\{X_{t;}\theta\geq 0\}$ sample path
$t\geq 0_{\text{ }}$ $x\in \mathfrak{X}$
$\pi\in\Pi$ (total expected discounted loss)
$V_{\pi}^{\alpha}(t, x)=E_{\pi}[ \int_{t}^{\infty}e^{-\alpha}r(S-t)\pi(S, X_{S})ds|xt=x]$ (2.1)
$E_{\pi}$
$p_{\pi}$ (expectation operator) $e^{-\alpha}\in$
$(0,1)$ (discount factor) $r_{\pi}$ : $\mathcal{T}\cross Xarrow \mathbb{R}$ (loss
rate function)
$r_{\pi}(t, x)= \int_{A}r(t, x, a)\pi(da|t, X)$ , $t\geq 0,$ $x\in \mathfrak{X}$
$r_{\pi}$
$|V_{\pi}^{\alpha}(t, X)| \leq\frac{M}{\alpha}$ , $\forall\pi\in\Pi$
(2.1)
$V_{\pi}^{\alpha}(t, x)= \int_{t}^{\infty}e^{-\alpha()}-tE_{\pi}s[r\pi(S, x_{s})|xt=x]ds$
$= \int_{0}^{\infty}e^{-}\alpha s\{\int_{x^{r_{\pi}(}}t+s,$ $y)p_{\pi}(t, x;t+s, dy)\}ds$ (2.2)
(P)




Definition 2.1 (i) (optimal value function)
$\ovalbox{\tt\small REJECT}_{\mathrm{t}}(t, x)=\inf_{\Pi\pi\in}$ V\mbox{\boldmath $\pi$}\alpha ( $x$ )
(ii) $\pi^{*}\in\Pi$ $\Pi$ (optimal)
Kt $(t, x)= \inf_{\pi\in\Pi}V_{\pi}^{\alpha}(t, x)$ , $\forall(t, x)\in T\cross \mathfrak{X}$
(iii) $\epsilon>0$ $\pi_{\epsilon}\in\Pi$
$\epsilon$- ( $\epsilon$-optimal)
$V_{\pi_{\epsilon}}^{\alpha}(t, x)\leq V_{\mathrm{o}\mathrm{p}\mathrm{t}}^{\alpha}(t, x)+\mathcal{E}$ , $\forall(t, x)\in T\cross X$
3 Optimality equation and existence of $\epsilon$-optimal policies
(optimality equation)
$T$ $\mathcal{T}’$
$\bullet$ $I(T’\cross\chi)$ : $t\in T’$ $u(t, \cdot)$
$u$ : $T’\cross Xarrow \mathbb{R}$
$\bullet$ $B(T’\cross \mathfrak{X})$ : $T’\cross \mathfrak{X}$ $u$ : $T’\cross Xarrow \mathbb{R}$
$\ovalbox{\tt\small REJECT}$ | supremum norm
$||u||=$ $\sup$ $|u(t, X)|$
$(t,x)\in\tau\prime \mathrm{X}x$
$\bullet$ $D(T’\cross \mathfrak{X})$ : $T’$ $\cross$ $u$
(i) $x$ $u(\cdot, x)$ $t\in T’$ $D_{t}u(t, X)$
(ii) $D_{t}u(\cdot, x)\text{ }D_{t}u(t, \cdot)$ $|D_{t}u(t, x)|\leq b(t)$
$b$
$\pi\in\Pi_{\text{ }}s\geq 0$ $P_{s}^{\pi}$ : $I(T\cross x)arrow I(T\cross \mathfrak{X})$
$P_{s}^{\pi}u(t, X)=E_{\pi}[u(x_{t+s})|x_{t}=x]$
$= \int_{\mathrm{X}}u(t+s, y)p_{\pi}(t, X;t+s, dy)$ , $(t, x)\in T\cross \mathfrak{X}$ (3.1)
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(i) $P_{0}^{\pi}=I$ (identity operator)
(ii) $P_{s}^{\pi}P^{\pi}1S2=P_{s+s_{2}}^{\pi_{1}}$ , $\forall s_{1},$ $s_{2}\geq 0$
(iii) $||P_{s}^{\pi}u||\leq||u||$ , $\forall u\in B(T\cross \mathfrak{X})$ (by the Chapman-Kolmogorov equation)
(2.2)
$V_{\pi}^{\alpha}(t, X)= \int_{0}^{\infty}e^{-\alpha s}P^{\pi}r_{\pi}(St,x)d_{S}$ (3.2)
$p_{\pi}$
Assumption A (i) $(t, x)\in\tau\cross x\text{ }\Gamma\in B_{X}$ $p_{\pi}(t, x;., \Gamma)$
(ii) $q_{\pi}$ : $T\cross x\cross B_{X}arrow \mathbb{R}$
(a) $q_{\pi}(t, x;.)$ (signed measure) $q_{\pi}(t, \cdot ; \Gamma)$
(b) $c$ $q_{\pi}(t, x;\{x\})\geq-c(t)$
(c) $s\geq t$
$D_{s}p_{\pi}(t, x;s, \Gamma)=\int_{X}q_{\pi}(_{S}, y;\Gamma)p_{\pi}(t, x;s, dy)$ (3.3)
Lemma 3.1 . (i) $x\in\Gamma$ $-c(t)\leq q_{\pi}(t,$ $x;^{\mathrm{r})}\leq 0$
(ii) $x\not\in\Gamma$ $0\leq q_{\pi}(t, x;^{\mathrm{r}})\leq c(t)$
(iii) $q_{\pi}(t, x;\mathfrak{X})=0$
(iv) $D_{s}p_{\pi}(t, x;s, \cdot)$
Proof. (3.3) $s=t$
$q_{\pi}(t, x ; \Gamma)=\lim_{0h\downarrow}\frac{1}{h}\{p_{\pi}(t, X ; t+h, \Gamma)-\delta(x\mathrm{r})\}$ (3.4)
$\delta_{x}$
$\delta$ $x\in\Gamma$ $\delta_{x}(\Gamma)=1_{\text{ }}x\not\in\Gamma$ $\delta_{x}(\Gamma)=0$
(3.4) (iii) $x\in\Gamma$ $q_{\pi}(t, x;\Gamma)\leq 0_{\text{ }}x\not\in\Gamma$
$q_{\pi}(t, x;\Gamma)\geq 0$ $x\in\Gamma$
$q_{\pi}(t, x ; \Gamma)\geq q_{\pi}(t, x ; \{x\})\geq-C(t)$
(i) (iii) $q_{\pi}(t, x;\Gamma)=-q\pi(t, x;\mathfrak{X}\backslash \Gamma)$ |
(i) $x\not\in\Gamma$ $q_{\pi}(t, x;\Gamma)\leq c(t)$ (ii)
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(iv) (3.3) L $\in \mathcal{B}_{X^{\text{ }}}$ $n=1,2,$ $\cdots$
$D_{s}p_{\pi}(t, x;s, \cup n\mathrm{r}n)=\int_{x^{\sum_{n}q_{\pi}}}(s, y;\Gamma_{n})p_{\pi}(t, x;s, dy)$
$(\mathrm{i})_{\text{ }}$ (ii)
$| \sum_{n=1}^{m}q\pi(s, y,’\Gamma n)|=|q_{\pi}(_{S}, y;\cup^{m}\Gamma n=1n)|\leq c(s)$
$D_{s}p_{\pi}(t, x;s, \cdot)$ \mbox{\boldmath $\sigma$}
$A_{t},$ $t\geq 0$ $p_{\pi}$ (infinitesimal generators) $\Gamma$
$I\mathrm{r}(x)$ $A_{t}I_{\Gamma}$ $q_{\pi}(t, x;\Gamma)=A_{t\Gamma}I(X)$
Friedman [4, Chapter 2]
$B(\mathcal{T}\cross \mathfrak{X})$ $Q_{\pi}$
$Q_{\pi}u(t, X)= \int_{X}u(t, y)q_{\pi}(t, X;dy)$
$= \int_{x^{u(t}’}y)q^{+}\pi(t, X;dy)-\int_{x^{u(t,y}})q_{\pi}^{-}(t, x;dy)$, $(t, x)\in T\cross X$
$q_{\pi}^{+}(t, x;)$ , $q_{\pi}^{-}(t, x;)$ $q_{\pi}(t, x;)$
(Jordan decomposition) (upper variation measures)
(lower variation measures) $\pi\in\Pi_{\text{ }}u\in B(T\cross x_{)}\text{ }(t, x)\in T\cross X$
$Q_{\pi}u(t, X)= \int_{x}\backslash \{x\}u(t, y)q_{\pi}(t, X;dy)+u(t, X)q\pi(t, x;\{x\})$
Lemma 31(i), (ii)
$|Q_{\pi}u(t, x)| \leq\int_{X\backslash \{x\}}|u(t, y)|q\pi(t, X;dy)+|u(t, X)q_{\pi}(t, X;\{x\})|$
$\leq q_{\pi}(t, x ; X\backslash \{x\})\sup|u(t, x)|-q\pi(t, x ; \{x\})\sup|u(t, X)|$
$x\in X$ $x\in X$
$\leq 2c(t)||u||$ (3.5)
$Q_{\pi}u\in I(T\cross x)$
Lemma 32 $\pi\in\square ,$ $V\in D(T\cross \mathfrak{X}),$ $g\in B(T\cross \mathfrak{X})$ $x\in \mathfrak{X}$
$\alpha V(t, x)\leq r_{\pi}(t, X)+Q\pi V(t, x)+D_{t}V(t, x)+\mathit{9}(t, X)$ $\mathrm{a}.\mathrm{a}.t\in T$
$(\geq)$
$V(t, x) \leq V_{\pi}^{\alpha}(t, x)+\int_{0}^{\infty}e^{-\alpha S}P_{s}^{\pi}g(t, x)d_{S}$ , $\forall(t, x)\in T\cross X$ (3.6)
$(\geq)$
aa. $t\in T$ (almost all) $t\in T$
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Proof $t\in T$ $V(t, \cdot)_{\text{ }}Q_{\pi}V(t, \cdot)\text{ }D_{t}V(t, \cdot)$
$P_{s}^{\pi}$
$\alpha e^{-\alpha s}P^{\pi}VS-e^{-\alpha s}P_{s}^{\pi}Q\pi V-e^{-\alpha s}P_{s}^{\pi}D_{t}V\leq e^{-\alpha s}P_{s}^{\pi}r\pi+e^{-\alpha s}P_{s}\pi g$ aa. $s\geq 0$ (3.7)
$(\geq)$
$(t, x)\in T\cross X$ $F(s):=-e^{-\alpha}Pss\pi V(t, X)$ $[0, \infty)$
$F’$ (3.7) $0$
$h$
$\frac{1}{h}\{P_{s+h}^{\pi}V(t, X)-P_{s}^{\pi_{V}}(t, X)\}=\frac{1}{h}\int_{X}\{V(t+s+h, y)-V(t+s, y)\}p_{\pi}(t, x;t+s, dy)$
$+ \int_{X}\int_{X}V(t+s+h, y)q\pi(t+S, z;dy)p\pi(t, X;t+S, d\mathcal{Z})$
$+ \frac{1}{h}\int_{X}V(t+S+h, y)\psi(h, dy)$ (3.8)
$V\in D(T\cross \mathfrak{X})$ $D_{t}V(t+S, X)$ $\sup_{x\in X}|D_{t}V(t+S, X)|\leq$
$b(t+s)$ $s\geq 0$ (3.8) $harrow \mathrm{O}$
$P_{s}^{\pi}D_{t}V(t, x)$ $V(\cdot, x)$ $V$ $harrow \mathrm{O}$
(3.8) 2 $P_{s}^{\pi}Q_{\pi}V(t, X)$ 3 $0$
(3.8) $(t, x)\in T\cross \mathfrak{X}$
$\lim_{harrow 0}\frac{1}{h}\{P_{s+h}^{\pi}V(t, x)-P^{\pi}V(St, X)\}=P_{s}^{\pi}Q_{\pi}V(t, X)+P_{s}^{\pi}D_{t}V(t, x)$ $\forall s\geq 0$
$F$
$F’(s)= \alpha e^{-\alpha s}P_{s}\pi V(t, X)-e^{-\alpha s}\frac{d}{ds}P_{s}^{\pi}V(t, x)$
(3.7) $F’$
$\frac{d}{ds}[-e^{-\alpha s}P_{S}^{\pi}V(t, x)]_{(}\leq e^{-}P_{s}\alpha s\pi(r_{\pi}t, X)+e^{-}\geq)\alpha s_{P^{\pi}s}g(t, x)$ (3.9)
(3.9) $s=0$ $s=\tau$
$V(t, x)-e- \alpha\tau P_{\mathcal{T}}\pi V(t, X)\leq\int_{0}^{\mathcal{T}}e-\alpha sP\pi_{\Gamma\pi}(sXt,)ds+\int^{\tau}0e^{-}P_{s}^{\pi}\alpha sg(\geq)(t, x)d_{S}$
$\forall\tau>0$
$\tauarrow+\infty$ (3.2) (3.6)
Lemma 32 $g=0$ $g=\alpha\epsilon 1$
\epsilon -
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Theorem 3.1 $\pi^{*},$ $\pi^{**}\in\Pi_{\text{ }}$ $V,$ $V_{\pi^{\prime,V_{*}}}^{\alpha}\alpha \mathrm{r}$ $\in D(\mathcal{T}\cross x)$
(i) $\pi\in\Pi$ $V$
$\alpha V(t, x)=r\pi(t, x)+Q_{\pi}V(t, X)+D_{t}V(t, x)$ aa. $t\in T,$ $x\in \mathfrak{X}$ (3.10)
$V=V_{\pi}^{\alpha}$
(ii) $V_{\pi}^{\alpha}$.
$\alpha V(t, x)=\inf_{\pi\in\Pi}\{r(\pi t, X)+Q_{\pi}V(t, X)+D_{t}V(t, X)\}$ aa. $t\in T,$ $x\in \mathfrak{X}(3.11)$
$\pi^{*}$
(iii) $\epsilon>0$ $V_{\pi^{*}}^{\alpha}$ .




Lemma 3.3 $\lambda\in[0,1)$ $f$ : $Tarrow$
$[0, \infty)$ $\{\tau_{n}\}_{n\geq 0}$
$\tau_{0}=0$ , $\tau_{n}\uparrow+\infty$ , $\int_{\tau_{n}}^{\tau}n+1sf()dS\leq\lambda$
Proof $\lambda\in[0,1)$ $f$ $\{\tau_{n}\}_{n\geq 0}$ Qiying [8]
Lemma 33 $\lambda\in[0,1/2)$ $\alpha 1+2c$ Lemma 33
$\{t_{n}\}_{n}\geq 0$
$t_{0}=0$ , $t_{n}\uparrow+\infty$ , $\int_{t_{n}}^{t_{n+1}}\{\alpha+2_{C(_{S})}\}ds\leq\lambda$ $\forall n\geq 0$
| $c$ Assumption $\mathrm{A}(\mathrm{i}\mathrm{i})(\mathrm{b})$ $\{t_{n}\}$
$T_{n}=[t_{n}, t_{n+1}]$ $B(T_{n}\cross X)$ $S_{n}$ , $n\geq 0$
$S_{n}g(t, X)= \int_{t}^{t_{n+1}}\pi\in\inf\Pi\{r_{\pi}(s, X)+Q_{\pi}g(s, X)-\alpha g(S, x)\}ds+V_{\mathrm{o}\mathrm{p}\mathrm{t}}^{\alpha}(t_{n+}1, x)$,
$(t, x)\in \mathcal{T}_{n}\cross x$ ,
$V_{\mathrm{o}\mathrm{p}\mathrm{t}}^{\alpha}$
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Assumption $\mathrm{B}$ $g\in B(\mathcal{T}_{n}\cross \mathfrak{X})$
(i) $x\in X$ $\inf_{\pi\in\Pi}\{r_{\pi}(\cdot, x)+Q_{\pi}g(\cdot, x)\}$ $T_{n}$
(ii) $t\in$ $\inf_{\pi\in\Pi}\{r_{\pi}(t, \cdot)+Q_{\pi}g(t, \cdot)\}$
(iii) $S_{n}g$ Tn $\cross$
Lemma 34
(i) $n\geq 0$ $S_{n}$ $B(\mathcal{T}_{n}\cross X)$ – $g_{n}^{*}$
(ii) $\sup_{n\geq 0}||g_{n}^{*}||_{n}<+\infty$
$||g_{n}^{*}||=$ $\sup$ $|g_{n}^{*}(t, X)|$
$(t,x)\in \mathcal{I}_{n}\cross x$
Proof. (3.5) $\pi\in\Pi_{\text{ }}g\in B(T_{n^{\mathrm{X}}}x_{)}\text{ }x\in \mathfrak{X}$
$|Q_{\pi}g(t, x)|\leq 2c(t)||g||_{n}$ (3.12)




(3.12) $f,$ $g\in B(\mathcal{T}_{n}\cross x)\text{ }(t, x)\in T_{n}\cross \mathfrak{X}$
$|S_{n}f(t, X)-S_{n}g(t, x)| \leq\int_{t}^{t_{n+1}}|\inf_{\pi\in\Pi}\{r_{\pi}(s, X)+Q_{\pi}f(s, x)-\alpha f(S, X)\}$
$- \inf_{\pi\in\Pi}\{r_{\pi}(s, X)+Q_{\pi}g(s, x)-\alpha g(s, x)\}|ds$
$\leq\int_{t_{n}}^{t}n+1|d\mathrm{s}\mathrm{u}\mathrm{p}|Q_{\pi}(f-\mathit{9})(S, X)-\alpha\{f\pi\in\Pi(s, X)-g(s, x)\}s$
$\leq\int_{t_{n}}^{t}n+1\{_{\pi\in\Pi}\sup|Q_{\pi}(f-g)(_{S,X})|+\alpha||f-g||n\}ds$
$\leq||f-g||_{n}\int_{t_{n}}^{t}n+1|\{\alpha+2c(S)\}ds\leq\lambda|f-g||_{n}$
$||S_{n}f-S_{n}g||n\leq\lambda||f-g||_{n}$ $0\leq\lambda<1/2$ $S_{n}$ ; $B(T_{n}\cross x)arrow$
$B(T_{n}\cross x)$ (Banach fixed point theorem)









Lemma 35Lemmma 34 $g_{n}^{*}$ $(t, x)$ \in Tn $\cross$ (3.11)
$g_{n}^{*}(t_{n+1}, x)=V_{\mathrm{o}}^{\alpha}(\mathrm{p}\iota+1, Xt_{n})$ $D(T_{n}\cross X)$ –
Proof. Lemma 34 $S_{n}$ $B(T_{n}\mathrm{X}\mathfrak{X})$ – $g_{n}^{*}$
$(t, x)\in\tau_{n^{\chi}}\mathfrak{X}$
$g_{n}^{*}(t, x)= \int_{t}^{t_{n+1}}\pi\in\inf\{\Pi r(\pi S, x)+Q_{\pi}g_{n}^{*}(s, x)-\alpha gn(*S, x)\}ds+V_{\mathrm{o}\mathrm{p}\mathrm{t}}^{\alpha}(t_{n}+1, x)$ (3.14)
(3.14) $g_{n}^{*}(\cdot, x)$ $t\in$ $D_{t}g_{n}^{*}(t, x)$
$D_{t}g_{n}^{*}(t, X)=- \inf_{\pi\in\Pi}\{r_{\pi}(t, X)+Q_{\pi}g_{n}^{*}(t, x)-\alpha gn(*t, X)\}$ $(t, x)\in T_{n}\cross \mathfrak{X}$ (3.15)
$g_{n}^{*}$ $(t, x)\in T_{n}\cross X$ (3.11)
(3.12), (3.15)
$|D_{t}g_{n}(*t, x)|\leq M+\{\alpha+2c(t)\}||g_{n}^{*}||_{n}$ (3.16)
Assumption $\mathrm{B}(\mathrm{i})(\mathrm{i}\mathrm{i})$ (3.14), (3.16) $D(T_{n}\cross \mathfrak{X})$
– $g\in D(\mathcal{T}_{n}\cross \mathfrak{X})$ $(t, x)\in T_{n}\mathrm{x}\mathfrak{X}$
$g(t_{n+1}, X)=V_{\mathrm{o}_{\mathrm{P}}}^{\alpha}(\mathrm{t}t1, X)n+$
$D_{t}g(s, X)=- \inf_{\pi\in\Pi}\{r_{\pi}(S, x)+Q_{\pi}g(s, x)-\alpha g(S, X)\}$
$s=t\in T_{n}$ $s=t_{n+1}$ $T_{n}$ x $g=S_{n}g$
Lemma 34 L $\cross$ $g=g_{n}^{*}$ $\square$
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Theorem 32 (3.11) $D(\mathcal{T}\cross \mathfrak{X})$
Proof. Lemma 35 $g_{n}^{*}$ $g^{*}:$ $\tau\cross \mathfrak{X}arrow \mathbb{R}$
$g^{*}(t, X)=n= \sum^{\infty}I[tn’ t_{n+}1)(t0)g_{n}(*t, X)$
$I_{[t_{n^{n}n}}$ , $t_{n+1}$ ) $T$ (3.15) $g^{*}$
(3.11)
$g^{*}$ $D(T\cross x)$ - Lemma 34
$|g^{*}(t, x).| \leq\sup|n\geq 0|gn|*|_{n}<+\infty$
$g^{*}\in B(\mathcal{T}\cross \mathfrak{X})$ (3.16)
$|D_{t}g^{*}(t, x)| \leq M+\sup_{n\geq 1}||g_{n}^{*}||_{n}\{\alpha+2c(t)\}$
Assumption $\mathrm{B}(\mathrm{i})(\mathrm{i}\mathrm{i})$ $g^{*}$ $D(\mathcal{T}\cross \mathfrak{X})$ (ii)
$x\in X$ $g^{*}(\cdot, x)$ $T$ (3.14)
$g^{*}(\cdot, x)$ $\mathcal{T}$ $\mathcal{T}\backslash \{t_{\mathit{0}}, t_{1}, t2, \cdots\}$
$g^{*}(\cdot$ , $t_{n}$
$t_{n} \wedge=t_{n}+\inf_{k\geq 0}(t_{k1^{-}}+tk)$ , $\hat{T}_{n}=[t_{n}, t_{n+1}\wedge\wedge]$ , $n\geq 0$
$\int_{t}^{t_{n+1}}\wedge\{\alpha+2C(s)\}dS\leq 2\lambda n<1$
Lemma $3.4_{\text{ }}3.5$ $n\geq 1$ 2
g^n*-l $D(\hat{T}_{n-1^{\cross}}X)$ –
$\forall x\in \mathfrak{X}$,
$\hat{g}_{n-1}^{*}$ – Lemma 35
$g_{n-1}(\wedge*t, X)=$
$\hat{g}_{n-1}^{*}(\cdot, x)$ $t_{n}$
$\lim_{h\downarrow 0}|g^{*}(t_{n}-h, x)-g^{*}(tn’ x)|=\lim_{h\downarrow 0}|g_{n-1}^{*}(tn-h, X)-g_{n}^{*}(tn’)x|$
$= \lim_{h\downarrow 0}|\hat{g}_{n-1}^{*}(t-nh, x)-\hat{g}_{n-}^{*}1(tn’ x)|=0$
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$g^{*}(\cdot, x)$ $t_{n}$ $g^{*}(\cdot, x)$ $T$
$g^{*}$ $D(\mathcal{T}\cross x)$
\epsilon -
Assumption $\mathrm{C}$ $\epsilon>0$ (3.11) $g\in D(\mathcal{T}\cross x)$
$\pi_{\epsilon}\in\Pi$ $x\in \mathfrak{X}$
$\alpha g(t, x)\geq r_{\pi_{\epsilon}}(t, x)+Q\pi_{\epsilon}g(t, X)+Dtg(t, x)-\epsilon$ aa. $t\in T$
Theorem 33 Assumption $C$
(i) $V_{\mathrm{o}\mathrm{p}\mathrm{t}}^{\alpha}$ (3.11) $D(T\cross \mathfrak{X})$ –
(ii) $\epsilon>0$ \epsilon -
Proof. $g\in D(\mathcal{T}\cross \mathfrak{X})$ (3.11) $\pi\in\Pi$ $x\in \mathfrak{X}$
$\alpha g(t, x)\leq r_{\pi}(t, x)+Q_{\pi}g(t, X)+D_{t}g(t, X)$ aa. $t\in T$
$\pi\in\Pi$ Lemma 32
$g\leq V_{\mathrm{o}\mathrm{p}\mathrm{t}}^{\alpha}$ (3.17)
– Assumption $\mathrm{C}$ $\epsilon>0$ – $\pi_{\epsilon}\in\Pi$
$x\in X$
$\alpha g(t, x)\geq r_{\pi_{\epsilon}}(t, x)+Q\pi_{\epsilon}g(t, x)+Dtg(t, X)-\alpha\epsilon$ aa. $t\in T$
Lemma 32
$g\geq V_{\pi_{\epsilon}}^{\alpha}-\epsilon 1\geq V_{\mathrm{o}\mathrm{p}}^{\alpha}-\iota\epsilon 1$ (3.18)
$\epsilon\downarrow 0$ $g\geq V_{\mathrm{o}\mathrm{p}}^{\alpha}\iota$ (3.17) $g=V_{\mathrm{P}}^{\alpha}\mathrm{t}$
(3.18) $\epsilon>0$ $V_{\pi_{\epsilon}}^{\alpha}\leq V_{\mathrm{o}\mathrm{p}\mathrm{t}}^{\alpha}+\epsilon 1$ $\pi_{\epsilon}$
$\epsilon$-
Assumption $\mathrm{A}_{\text{ }}$ $\mathrm{B}_{\text{ }}\mathrm{C}$ $V_{\pi}^{\alpha}$ (3.10) –
$n\geq 0_{\text{ }}\pi\in\Pi$




(i) Assumption $A$ $(ii)(b)$ $q_{\pi}$ $c_{\pi}$ ( $\pi$
) $q_{\pi}(t, x;\{x\})\geq-c_{\pi}(t)$
(ii) $n\geq 0$ $S_{n}^{\pi}G$ $\cross$
$V_{\pi}^{\alpha}$ (3.10) $D(T\mathrm{x}\mathfrak{X})$ –
Proof. Theorem 3.1 $D(T\cross x)$ (3.10) $V$ $V_{\pi}^{\alpha}$
Theorem 32 $\Pi$ 1 $\pi$ $\{\pi\}$
(3.10)
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