We deal with backward stochastic differential equations with time delayed generators. In this new type of equations, a generator at time t can depend on the values of a solution in the past, weighted with a time delay function for instance of the moving average type. We prove existence and uniqueness of a solution for a sufficiently small time horizon or for a sufficiently small Lipschitz constant of a generator. We give examples of BSDE with time delayed generators that have multiple solutions or that have no solutions. We show for some special class of generators that existence and uniqueness may still hold for an arbitrary time horizon and for arbitrary Lipschitz constant. This class includes linear time delayed generators, which we study in more detail. We are concerned with different properties of a solution of a BSDE with time delayed generator, including the inheritance of boundedness from the terminal condition, the comparison principle, the existence of a measure solution and the BMO martingale property. We give examples in which they may fail.
Introduction
Backward stochastic differential equations have been introduced in [13] . Since then, they have been thoroughly studied in the literature, see [6] or [8] and references therein. The classical theory of BSDE driven by Brownian motions and with Lipschitz continuous generators has been extended in different directions. For instance, [10] discusses the existence of a solution in case the generator is of quadratic growth in the control variable; the existence of a solution for BSDE driven on a more general stochastic basis, created by Lévy processes resp. continuous martingales, is considered respectively in [2] and in [12] ; a theory of BSDE with random time horizon is investigated in [3] .
In this paper we study a new class of backward stochastic differential equation, the dynamics of which is given by
Here, a generator f at time s depends arbitrary on the past values of a solution (Y s , Z s ) = (Y (s + u), Z(s + u)) −T ≤u≤0 . They can be called backward stochastic differential equations with time delayed generators. This type of equations has been investigated for the first time very recently in [4] , where only a special form of time delay in Z is considered, namely f (s, y s , z s ) = 0 −T g(s + u, z(s + u))α(du) with a measure α. The authors prove that in this case, there exists a unique solution on [0, T ] for T = 1.
We aim at providing some contributions to a general theory of BSDE in which the time delayed generators satisfy Lipschitz conditions. We are interested in existence and uniqueness results and in properties of solutions. We prove that a unique solution exists provided that the generator's Lipschitz constant is sufficiently small or the evolution is constrained to a sufficiently small time horizon. The result is optimal as, in general, existence and uniqueness for a solution of a backward stochastic differential equation with time delayed (Lipschitz) generator may fail, contrary to the classical theory of BSDEs without delays, where global existence and uniqueness results are proved, see [6] or [8] . For cases of general Lipschitz constants or time horizons we give examples of BSDE that have multiple solutions or no solutions at all. Following [4] , we also study BSDE with time delayed generators independent of y, and fulfilling Lipschitz conditions. We show that a unique solution exists if the delay measure α is supported on [−γ, 0] with a sufficiently small time delay γ. Moreover, in the case of a linear time delayed generator, which fits into the framework of [4] , we derive an explicit solution to our BSDE.
We further consider properties of solutions of time delayed BSDE, such as the inheritance of boundedness from the terminal condition, the comparison principle, measure solutions and the BMO martingale property. All these concepts have turned out to be very useful in the theory of BSDE without delay, see [8] and [6] . We find again that without requiring additional assumptions these well-known properties, which hold in the classical setting, may fail for a solution of a time delayed BSDE. We are only able to prove that the BMO martingale property holds in the case of linear time delayed generators independent of Y .
We would like to point out that except [4] the only paper we are aware of that deals with BSDE with time delayed generators is [7] . In [7] a forward-backward system of stochastic differential equations is considered in which the time delay appears in the forward component, and not in the backward one. This setting is completely different from the one considered in [4] and here. We would like to recall that forward stochastic differential equations with time delays, called functional stochastic differential equations, have been studied extensively in the literature. See for example [11] , [15] and references therein.
Finally, we would like to refer the reader to the accompanying paper [5] , where existence and uniqueness of a solution of a BSDE driven by a Brownian motion and a Poisson random measure and with time delayed generator is discussed, together with its Malliavin's differentiability, both with respect to the continuous as well as the jump component.
This paper is structured as follows. In Section 2, we deal with uniqueness and existence of a solution of a backward stochastic differential equation with time delayed generator. Counterexamples showing that we cannot obtain unique solutions in a more general setting are given in Section 3. Linear time delayed generators, depending only on the control variable z, are studied in Section 4, together with the inheritance of boundedness from the terminal condition and the BMO property. Section 5 investigates the concepts of measure solution and the comparison principle.
F-adapted and Lipschitz continuous in the sense that for some probability
We remark that f (t, 0, 0) in (A3) should be understood as a value of the generator f (t, y t , z t ) at y(t + u) = z(t + u) = 0, −T ≤ u ≤ 0. We would like to point out that the assumption (A4) in fact allows us to take Y (t) = Y (0) and Z(t) = 0 for t < 0, as a solution of (2.1). Examples of generators could be linear functions of the form
, 0 ≤ t ≤ T with a fixed time delay r, as studied in more detail in Section 4.
Note that for (Y, Z) ∈ S 2 (R) × H 2 (R) the generator is well-defined and P-a.s integrable as
To justify this, we apply Fubini's theorem, change the variables, use the assumption that Z(t) = 0 and Y (t) = Y (0) for t < 0 and the fact that the probability measure α integrates to 1. We first state some a priori estimates.
solutions of (2.1) with corresponding parameters (ξ, f ) and (ξ,f ) which satisfy the assumptions (A1)-(A4). Then the following inequalities hold
3)
The a priori estimates are classical in the theory of BSDEs without time delay and can be extended to our setting. The inequality (2.3) follows from Lemma 3.2.1 in [8] .
By applying Itô's formula to e βt |Y (t) −Ỹ (t)| 2 on [0, T ], taking the expected value and reordering the terms we derive
By noticing that
we obtain (2.3). In order to prove the second inequality, first notice that for all
Applying Doob's martingale inequality and Cauchy-Schwarz' inequality provides the second estimate.
We state the main theorem of this section. 
Proof:
To prove existence and uniqueness of a solution, we follow the classical idea by constructing a Picard scheme and show its convergence. See Theorem 2.1 in [6] or Theorem 3.2.1 in [8] . Let Y 0 (t) = Z 0 (t) = 0 and define recursively for n ∈ N Y n+1 (t) = ξ
Step
Based on the inequality (2.2), we can conclude that
As in the case of a BSDE without a time delay, the martingale representation provides a unique process
and we take Y n+1 as a continuous version of
Similarly, as in Lemma 2.1, Doob's inequality, Cauchy-Schwarz' inequality and the estimates (2.2) yield that Y n+1 ∈ S 2 (R).
In
Step 2) we show the convergence of the sequence
The estimates (2.3) and (2.4) give the inequality
By applying the Lipschitz condition (A2), Fubini's theorem, changing the variables and using the assumption that Y n (s) = Y n (0) and Z n (s) = 0 for s < 0 and all n ≥ 0, we can derive
From (2.6) and (2.7), we obtain
For a sufficiently small T or for a sufficiently small K, the inequality (2.8) is a contraction, and there exists a unique limit
, which satisfies the fixed point equation
Step 4) Define a solutionȲ of (2.1) as a continuous version of
where (Y, Z) is the limit constructed in Step 3.
Theorem 2.1 triggers the immediate question: is it possible to obtain existence and uniqueness for a bigger time horizon T and/or an arbitrary Lipschitz constant K? In the following section we show that such an extension is not possible. However, for a special class of generators Theorem 2.1 may be generalized, as we now show. Theorem 2.2. Assume that (A1)-(A4) hold and that the generator is independent of y t , i. e. for t ∈ [0, T ] we have f (t, y t , z t ) = f (t, z t ). Let the measure α be supported on the interval [−γ, 0], where γ is a constant. For a sufficiently small time delay γ the backward stochastic differential equation
Proof:
The proof is very similar to the previous one. Note that in this case, based on (2.6) and (2.7), we have
which is smaller than 1 for sufficiently big β and small γ. This proves the convergence of (Z n ) n∈N . To get the convergence of (Y n ) n∈N , notice again that, by (2.6) and (2.7)
Finally, to complete our presentation of the current state of knowledge on BSDE with time delayed generators, we shall recall a theorem proved in [4] recently. Theorem 2.3. Assume that ξ ∈ L 2+ǫ (R) for some ǫ > 0 and that (A2)-(A4) hold with respect to a generator of the form
where α is a finite measure. The BSDE (2.1) has a unique solution
We remark that our Theorem 2.3 is a slight extension of the theorem stated in [4] . First, it is straightforward to extend the result of [4] from T = 1 to an arbitrary T . Secondly, it is possible to prove the result of [4] under weaker integrability assumptions concerning ξ, by following the proof in [4] and replacing the Cauchy-Schwarz inequality with the Hölder inequality. This allows for ξ ∈ L 2+ǫ (R) in Theorem 2.3.
Non-uniqueness and multiple solutions
In this section we discuss examples of BSDE with time delayed generators that fail to have solutions or have more than one. This confirms that there is a natural boundary for extensions of the local existence and uniqueness result from Theorem 2.1, and that one cannot expect to have existence and uniqueness for an arbitrary time horizon T and an arbitrary Lipschitz constant K without additional requirements.
Example 1 Let us first investigate the backward stochastic differential equation with the following generator of Lipschitz constant K > 0 and of fixed time delay
Using the notions of the previous section, (3.1) can be rewritten as
with Dirac measure α concentrated at the point T . The equation (3.1) is clearly equivalent to
For t = 0 we arrive at
and integrating on both sides produces the condition
We consider three cases. Case 1) T K < 1. Define Z as the unique square integrable process from the martingale representation of ξ ∈ L 2 (R) given by
and the process Y , according to (3.2) , by
suppose there were another solution (Ỹ ,Z) of (3.1) on [0, T ]. Writing the difference of (3.2) for the two solutions, and using
is not satisfied and therefore equation (3.1) does not have any solution. Case 3) T K = 1 and E[ξ] = 0. As in case 1), define Z as the unique square integrable process appearing in the martingale representation of ξ ∈ L 2 (R), and the process Y as
with an arbitrary
Example 2 Next, again let K ∈ R, so that |K| stands for the Lipschitz constant of the time delayed generator, we study the backward stochastic differential equation
With the notation of the previous section the equation is of the form 
In the sequel we construct a solution of (3.5). We comment on the main steps and leave details of the tedious but simple calculations to the reader. Consider for a moment the deterministic integral equation corresponding to (3.6)
with a twice continuously differentiable function h ∈ C 2 (R) such that h(0) = 0 and with a given initial condition y(0). By differentiating, we obtain the nonhomogeneous linear second order differential equation
The fundamental solution of the homogeneous part of (3.8) is well known and its general form is
where A, B are constants, and √ −K for K > 0 is understood as a complex number. It is easy to check that the following formula gives a general solution of the inhomogeneous equation (3.8):
Integrating by parts twice gives
One can further check that the part of the solution (3.9) containing h satisfies the integral equation (3.7) even without any differentiability assumptions concerning h. One can finally derive the following conditions, under which (3.9) solves the integral equation (3.7):
Returning to our backward stochastic differential equation, it is straightforward to replace h with · 0 Z(s)dW (s), and to conclude that a solution of (3.6) must be of the form
By applying Fubini's theorem for stochastic integrals, see Theorem 4.65 in [14] , we finally derive
for t ∈ [0, T ], and Y (0) is determined by
Case 1) Let us assume that K < 0. In this case the unique solution (Y, Z) ∈ S 2 (R) × H 2 (R) of (3.5) is given by
, for 0 ≤ t ≤ T , where M := (M(t)) 0≤t≤T is the unique square integrable process appearing in the martingale representation of ξ ∈ L 2 (R), namely
M(t)dW (t).
Case 2) Let us assume now that K > 0. This case is more interesting, as it allows for uniqueness, nonexistence and multiplicity of solutions. By Euler's formula
where M is the unique process arising from the martingale representation of ξ ∈ L 2 (R).
Case 2.2). T
and E[ξ] = 0. Equation 
with an arbitrary Y (0) ∈ L 2 (R) which is F 0 -measurable.
To make the example complete, take K = 1 and notice that for ξ = 
BSDEs with linear time delayed generators
In this section we investigate in more details the following backward stochastic differential equation with a linear time delayed generator
with (A5) a measurable, uniformly bounded function g : [0, T ] → R and the assumption g(t) = 0 for t < 0.
As for the measure α, we are particularly interested in the two extreme cases in which α is uniform or a Dirac measure. For the linear equations (4.1) it is possible to describe solutions explicitly. 
2)
under the equivalent probability measure Q given by the density dQ dP
with a Q-Brownian motion
and the process Y defined by
Proof: First we notice that the generator of the equation (4.1) is Lipschitz continuous in the sense of (A2) from Section 2, since for λ-a.e. t ∈ [0, T ]
where we apply Cauchy-Schwarz' inequality, and G denotes the uniform bound on g. By recalling Theorem 2.3 we can conclude that there exists a unique solution
Notice that by applying Fubini's theorem, changing the variables and using the assumption that g vanishes for t < 0, we can derive an alternative form of the integral of the generator
for 0 ≤ t ≤ T . This allows us to rewrite the BSDE (4.1) as
The measure defined in (4.3) is an equivalent probability measure because 
where W Q is a Q-Brownian motion on [0, T ]. The assumption that ξ ∈ L 2+ǫ (R), for some ǫ > 0, under the measure P, yields that ξ ∈ L 2+ ǫ 2 (R) under the measure Q. This is justified by the inequality
which uses that the density dQ dP possesses moments of all orders. Define (Y, Z) according to (4.2) and (4.4). Clearly, (Y, Z) is a solution of (4.5). The martingale representation theorem in L
< ∞, see Theorem 5.1 in [6] . The process Z is also square integrable under P, as is seen by
It is standard to prove that Y ∈ S 2 (R). We can conclude now that (Y, Z) defined by (4.2) and (4.4) is the unique solution of (4.1).
We can state two corollaries. 
under the equivalent probability measure
The proof is a straightforward application of Theorem 4.1. 
has a unique solution (Y, Z) ∈ S 2 (R) × H 2 (R), given by the following statements.
1. On the interval [0, T − r), define Z as the process arising in the martingale representation
and
2. On the interval [T − r, T ], define Z as the process arising in the martingale representation
Proof:
First we notice that in the case of a Dirac measure concentrated at r we have α((s − T, 0]) = 1 [0,T −r) (s). We conclude that α((s − T, 0]) = 0 for s ∈ [T − r, T ] and the Q-Brownian motion is the P-Brownian motion on the interval [T − r, T ] (given F T −r ). As α((s −T, 0]) = 1 for s ∈ [0, T −r) we can define the corresponding density process dQ dP Ft
. Moreover, notice that α((s − T, s − t]) = 1 [t−r,T −r) (s). Consider t ∈ [0, T − r). By taking the conditional expectation under P, we derive
Defining (Y, Z) as in the the first part of the statement, we get a solution on [0, T −r). Consider t ∈ [T − r, T ]. We now have to deal with the equation
Defining (Y, Z) as in the second part of the statement, we obtain a solution on [T − r, T ]. One can verify, similarly as in the proof of Theorem 4.1, that the solution constructed in this way belongs to the right space: (Y, Z) ∈ S 2 (R) × H 2 (R). This completes the proof.
We next consider the BMO (bounded mean oscillation) property of the stochastic integral process ZdW of the control component Z of the solution, which is important for solutions of BSDE without time delay in the generator. We discuss the question whether this property continues to hold if the generator possesses some linear time delay feature, such as in (4.1).
It is well-known, see Lemma 3.1.2 in [8] , that for a BSDE with generator not subject to a time delay, a terminal condition ξ that is P-a.s. bounded, and satisfying appropriate assumptions, the integral process ZdW is a BMO martingale. It is a rather easy exercise to prove this result for a linear Lipschitz generator without a time delay. We show that for linear BSDEs with time delayed generators, this property still holds.
Recall that a stochastic integral process (
where the supremum is taken over all stopping times τ with respect to F and bounded by T , and F τ denotes the σ-algebra of the τ -past.
Lemma 4.1. Assume that ξ is P-a.s. bounded and (A5) holds. The backward stochastic differential equation
and the integral process ( t 0 Z(s)dW (s)) 0≤t≤T is a BMO martingale.
Take two stopping times τ 1 , τ 2 ≤ T such that 0 ≤ τ 2 − τ 1 ≤ δ holds P-a.s., with a sufficiently small constant δ to be specified later in the proof. The martingale representation (4.2) gives
Now take a stopping time θ such that θ ≤ τ 1 holds P-a.s. As Z ∈ H 2 (R), we have
where C denotes the uniform bound of ξ and G the one of g. For a sufficiently small δ <
4G
we have
holds with a finite constant M (independent of the stopping times). Now let δ <
, and take an arbitrary stopping time τ . Define τ k = (τ +kδ)∧T, k ≥ 0. Then (τ k ) k≥0 is a sequence of stopping times with respect to F such that τ k −τ k−1 ≤ δ,
] + 1. We can deduce from the inequality proved before
This proves the BMO property.
For generators without time delay, it is well known that the solution component Y inherits uniform boundedness from the terminal condition ξ, see Proposition 2.1 in [10] . We shall now exhibit an example showing that this is not the case if the generator has a linear delay dependence, as in Corollary 4.1.
Example 4 Consider first the local martingale M(t) = 
We start by showing that τ can take values arbitrarily close to 1 with positive probability for Q, hence also for the equivalent P. This claim follows from classical results. In fact, by time change with the quadratic variation
with q(t) = 1 − (1 − t) 5 , t ∈ [0, 1), (M(t)) 0≤t<1 has the same law as (B(
we obtain that under Q, σ has the same law as 4q(τ ) 5(1−τ ) 5 . Since σ can take values arbitrarily close to ∞ with positive probability, τ can take values arbitrarily close to 1 with positive probability.
Consider the linear BSDE
and define ξ = M τ . Then ξ is bounded, and we have the stochastic integral representation
Therefore, Corollary 4.1 yields the solution
Take an arbitrary constant C > 0. We can find u ∈ [0, 1) such that
As τ takes values arbitrarily close to 1 with positive probability, P(τ ≥ u) > 0 and with positive probability
We can conclude that for an arbitrarily large C there exists u ∈ [0, 1) such that the process Y at time u crosses C with positive probability, P(Y (u) > C) > 0. This establishes the lack of uniform boundedness for Y .
The comparison principle and measure solutions
The concepts of comparison principle and measure solutions play an important role in the theory of BSDE without time delays. In this section we first show by an example that they cannot be extended to time delayed BSDE. We shall see that the failure of the properties can be traced back to a sign change of the control process Z, and consequently show that they continue to hold on stochastic intervals on which Z stays away from 0. For a statement of the comparison principle, we refer the reader to Theorem 2.2 in [6] , and for the concept of a measure solution to the paper [1] .
Example 5
We first give an example exhibiting a failure of the comparison principle. Consider the linear backward stochastic differential equation with time delayed generator 
and we can derive the solution
Clearly,ξ ≤ ξ holds P-a.s. It is straightforward to note thatỸ (0) ≤ Y (0) holds P-a.s. However, we claim that for any t ∈ (0, T ) we have Q Ỹ (t) > Y (t) > 0, which, by equivalence of the measures, contradicts the comparison principle under P.
To prove that Q Ỹ (t) > Y (t) > 0, it is sufficient to show that the conditional law of t 0 W Q (s)ds given W Q (t) = x is unbounded for any t ∈ (0, T ) and any x ∈ R.
This can be verified under P for W instead of W Q as well. First recall, see Chapter 5.6.B in [9] , that the conditional law of W (s) given W (t) = x is nondegenerate Gaussian, for 0 < s < t, for any (t, x) ∈ (0, T ) × R, and that the process [0, t] ∋ s → W (s) is a Brownian bridge from 0 to x conditional on {W t = x}. We have the convergence
for a sequence of equidistant partitions 0 = t 0 < t
. As the L 2 -limit of a Gaussian sequence t 0 W (s)ds is Gaussian. It is straightforward to show that the variance of t 0 W (s)ds conditional on {W t = x} is strictly positive. We conclude that the conditional law of t 0 W (s)ds given {W (t) = x} is unbounded for any t ∈ (0, T ) and any x ∈ R.
A failure of the comparison principle indicates that it may also not always be possible to represent a solution of a BSDE with a time delayed generator as a measure solution. Recall, that for a BSDE without time delay and with a Lipschitz continuous generator independent of Y , a unique square integrable solution can always be represented as a conditional expectation of the terminal value under an appropriate probability measure (a measure solution), see Theorem 1.1 in [1] . The following example shows that this property may fail for the solution of a time delayed BSDE. This shows that an equivalent probability measure cannot be defined on [0,
]. In summary we have established a BSDE with a time delayed generator, for which there is a unique square integrable solution, whereas a measure solution fails to exist.
One observation we can draw from the preceding two examples is that the comparison principle may not hold and measure solutions may fail to exist, while the (continuous) control process Z can cross 0. In the following two Theorems we shall exclude the approach of the difference of two control processes resp. one control process to 0 or ∞ by stopping them before passages of small or large thresholds happen. We shall prove that on the corresponding stochastic intervals, the comparison principle holds, and a measure solution exists. • Y (τ n ) ≥Ỹ (τ n ), P-a.s.,
• δf (t, y t , z t ) := f (t, y t , z t ) −f (t, y t , z t ) ≥ 0,
Then, Y (t) ≥Ỹ (t) holds P-a.s on [0, τ n ].
Proof:
We follow the idea from the proof of Theorem 2.2 in [6] . For t ∈ [0, T ] let δY (t) = Y (t) −Ỹ (t), δZ(t) = Z(t) −Z(t),
The proof requires a change of measure argument, just as in the preceding proof. Details are omitted.
We remark that if Y is P-a.s. bounded, one can define τ m n = inf{t ≥ 0 : |Z(t)| ≤ 
