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Abstract
A well-known method to represent a partially ordered set P (order for short) consists in
associating to each element of P a subset of a 7xed set S = {1; : : : ; k} such that the order
relation coincides with subset inclusion. Such an embedding of P into 2S (the lattice of all
subsets of S) is called a bit-vector encoding of P. These encodings provide an interesting way
to store an order. They are economical with space and comparisons between elements can be
performed e:ciently via subset inclusion tests.
Given an order P, minimizing the size of the encoding, i.e. the cardinal of S, is however a
di:cult problem. The smallest size is called the 2-dimension of P and denoted by Dim2(P).
In the literature, the decision problem for the 2-dimension has been classi7ed as NP-complete
and generating small bit-vector encodings is a challenging issue.
Several works deal with bit-vector encodings from a theoretical point of view In this ar-
ticle, we focus on computational complexity results. After a synthesis of known results, we
come back on the NP-completeness by detailing a proof and enforcing the conclusion with
non-approximability ratios. Besides this general result, we investigate the complexity of the
2-dimension for the class of trees. We describe a 4-approximation algorithm for this class. It
uses an optimal balancing strategy which solves a conjecture of Krall, Vitek and Horspool.
Several interesting open problems are listed.
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1. Introduction
A well-known method to represent a partially ordered set (order for short) is to
embed it into another order with good properties. More formally, let P=(X;6P) be
an order where 6P is an order relation (i.e. reIexive, antisymmetric and transitive) on
a ground set X , and Q=(Y;6Q) another order. An embedding from P into Q is a map-
ping 	 from X into Y such that for all x; y∈X , x6P y if and only if 	(x)6Q 	(y).
By requiring that Q should belong to a particular class of orders, diKerent interesting
classes of embeddings can be de7ned.
In this article, we study bit-vector encodings of orders which are embeddings into
boolean lattices. In other words, let P=(X;6P) be an order, a bit-vector encoding of
P is a mapping 	 from X into 2S (the set of all the subsets of a set S, ordered by
inclusion) such that for all x; y∈X , x6P y if and only if 	(x)⊆	(y). We will only
consider 7nite orders and the size of the encoding 	 is the cardinal of S. It is well
known that there always exists a canonical bit-vector encoding embedding P into 2X
and de7ned for all x∈X by 	(x)= {y∈X |y6P x}.
Fig. 1 shows three diKerent descriptions of a unique bit-vector encoding 	 of size
|S|=4 for a given order P. Note that conventionally orders will be drawn in a bottom-
up fashion. The 7rst description (a) associates to each element x its code 	(x) which is
a subset of S = {1; 2; 3; 4}, and checking whether x6P y is equivalent to check whether
	(x)⊆	(y). The second one (b) associates to each element x a vector Vx of |S| bits
where bit i is equal to 1 if i∈	(x) and equal to 0 otherwise. In that case, checking
whether x6P y is equivalent to check whether Vx OR Vy =Vy on the vectors. The last
one (c) associates with each element x its reduced code 	r(x)=	(x)\
⋃
y6Px;y =x 	(y).
These three representations are perfectly equivalent. The complete code of an element
is obtained by propagating the reduced codes of its predecessors. The reduced codes do
not provide a direct test to compare two elements, they are mainly introduced to study
and generate bit-vectors encodings of an order. In order to distinguish the elements of
S and the ones of X , we will call the elements of S colors.
Bit-vector encodings provide a compact way to store an order. The size of a bit-
vector encoding can be really lower than the n bits per element required for instance
0 0
0
0
{1,3}
{1,4} {2,4}{1,2,3}
{1,2} {2,3} {4}
{1,2,3,4}
10101100 00010110
1110 1001 0101
1111
0000
{1,3}{1,2} {2,3} {4}
{1} {2}
(a) (b) (c)
Fig. 1. Three descriptions of a unique bit-vector encoding.
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by the binary matrix storage of the order relation (where n is the number of elements).
Concerning the speed of the inclusion tests, we have seen that checking whether x6P y
is equivalent to check whether Vx OR Vy =Vy on the vectors of bits. These are ele-
mentary bitwise boolean operations, and the speed is proportional to the size of the
encoding divided by the length of machine words. This is a reason why these encodings
have been so used (see for instance [1,12,41]).
Thus, minimizing the size of a bit-vector encoding improves both space compression
and comparison speed. However this optimization problem (referred as problem Dim2)
is a challenging issue.
Problem 1. Dim2: embedding orders into boolean lattices.
INSTANCE: An order P.
GOAL: minimize k such that there exists an embedding of P into a boolean lattice
2S with |S|= k (i.e. a bit-vector encoding of size k).
Given an order P, the smallest size of a bit-vector encoding of P is called the
2-dimension of P and denoted by Dim2(P). The associated decision problem, i.e. de-
ciding whether Dim2(P)6k for an order P and an integer k, is NP-complete. The
proof of this result is attributed to Stahl and Wille [35] (but unfortunately we could
not get this paper to read this proof, this is why we present our own proof in this
paper). As a consequence, generating small bit-vector encodings for orders is a chal-
lenging problem. A bit-vector encoding of size Dim2(P) is called an optimal bit-vector
encoding of P.
The 2-dimension was originally studied from a mathematical point of view. In 1963,
extending the de7nition and characterization of the dimension of orders by Dushnik
and Miller [11] and Ore [27], Novak introduced the k-dimension of an order P as the
minimum number of chains of height k − 1 such that there exists an embedding of P
into their cartesian product [26]. The 2-dimension is a particular case as a cartesian
product of chains of height 1 is isomorphic to a boolean lattice and also called hy-
percube. One of the 7rst study of the 2-dimension was led by Trotter [38] and some
results about k-dimension can be found in [39]. Representations of orders, and more
speci7cally lattices, by sets have also been studied by Markowski [23] and Bouchet
[6]. In particular, they solve a more constrained version of the 2-dimension: they give
characterizations of the smallest bit-vector encodings of lattices that preserve in7mum
or supremum. Some exact formulas or bounds were given for a few particular classes
of orders such as chains, antichains, crowns, some suborders of boolean lattices, dis-
tributive and extremal lattices.
Some previous syntheses introducing algorithmic aspects were written by Habib and
Nourine [18,19] and Fall [14]. Several combinatorial optimization problems were linked
with the computation of the 2-dimension, such as graph coloring [32]. From then, sev-
eral heuristics have been proposed in order to generate small bit-vector encodings.
One of the most famous is the simple coloring heuristic introduced by Caseau [7]:
the idea is to restrict to the search of bit-vector encodings such that the reduced
code of each element has cardinality at most 1. This heuristic takes its name from
an equivalence with a graph coloring problem on the elements of the order. In [22],
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Vitek et al. revisited this approach mainly by adding a preprocessing step which mod-
i7es the initial order. Detailed studies of this heuristic can be found in [20,8]. Appli-
cation 7elds of bit-vector encodings include databases [1], knowledge representation
[12], object oriented programming [41].
This work focuses on the algorithmic point of view. First, we investigate the com-
plexity of approximating the 2-dimension. We detail a proof of NP-completeness
and show that the reduction ful7lls all conditions so that non-approximability results
from graph coloring can be transferred to the computation of the 2-dimension. As a
consequence, the 2-dimension cannot be approximated within a constant factor unless
P=NP.
Moreover, little is known about the complexity of the 2-dimension for speci7c classes
of orders. The class of trees looks as a good candidate for further investigation: it
belongs to many classical classes of orders and in many applications, the orders in-
volved are tree-like. Such a study could lead to new ideas in order to design e:cient
heuristics. We study in detail an algorithm which was 7rst presented in [29] and
which generates compact bit-vector encodings for trees. It is based on a “splitting and
balancing” strategy. We show that we have obtained an optimal balancing strategy for
trees, working in polynomial time and thus solving a conjecture of [22]. We also prove
that the generated encodings approximate the 2-dimension of trees within a factor 4,
but we conjecture that this factor may be improved down to 2.
Section 2 introduces useful de7nitions and propositions for orders and lattices. An
overview of known results about the 2-dimension, such as equalities and bounds, is
presented in Section 3. In Section 4, non-approximability results for the 2-dimension in
the general case are presented. As a consequence of these complexity results, Section 5
shows that the recognition of orders with their 2-dimension equal to their height, is
NP-complete. Finally, Section 6 describes our “splitting and balancing” algorithm for
the class of trees and evaluates the performances of this algorithm.
2. Denitions and notations
2.1. Partial order de<nitions
Let P=(X; 6P ) be a partial order (or order) on the ground set X . We only consider
7nite orders and we also denote by |P| the cardinal of X . The same order relation 6P
restricted to a subset Y of X is called a suborder of P and also referred as the order
induced by P on Y . Let x; y∈X , x =y, we say that x and y are comparable in P if
either x6P y or y6P x. Otherwise we say that x and y are incomparable. A partial
order where every pair of elements is comparable is called a chain. A partial order
where every pair of elements is incomparable is called an antichain. By extension, for
the order P=(X;6P), a nonempty subset Y of X is called a chain (resp. antichain)
of P if every pair of elements of Y is comparable (resp. incomparable) in P. The
maximum cardinality of a chain of P minus 1 is called the height of P. The maximum
cardinality of an antichain of P is called the width of P. An element x∈X is called
the maximum (resp. minimum) of P if for all y∈X , y6P x (resp. x6P y).
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The comparability graph of P, denoted by G(P), is the undirected graph whose ver-
tices are the elements of X and where two elements are adjacent if they are comparable
in P.
The strict order relation for P=(X;6P) is denoted by ¡P and de7ned for all
x; y∈X as x¡P y if x6P y and x =y. For each x∈X , we will consider the set of
predecessors (resp. successors) of x in P de7ned by PredP(x)= {y∈X |y¡P x} (resp.
SuccP(x)= {y∈X |x¡P y}).
Moreover we say that x is covered by y in P, denoted by x≺P y, if x¡P y and there
is no element z ∈X such that x¡P z and z¡P y. To manipulate this cover relation, for
each x∈X , we de7ne the set of immediate predecessors (resp. immediate successors)
of x in P which is ImPred(x)= {y∈X |y≺P x} (resp. ImSucc(x)= {y∈X |x≺P y}).
An order P=(X;6P) is called a bipartite order if there exists a partition of X into
two sets X1 and X2 such that for all x; y∈X , x¡P y implies that x∈X1 and y∈X2.
In that case, the order is also denoted by P=(X1; X2;¡P). A complete bipartite order
P=(X1; X2;¡P) is a bipartite order such that for all x∈X1 and y∈X2, we have x¡P y.
An order P=(X;6P) is isomorphic to an order Q=(Y;6Q) if there exists a
bijection 	 from X into Y which is an embedding from P into Q (as de7ned in the
introduction), it is denoted by P∼Q. Given two orders P=(X;6P) and Q=(Y;6Q)
where X and Y are disjoint sets, we can also de7ne their parallel composition P ∪Q
which is the order on the ground set X ∪Y such that the order induced by P ∪Q
on X (resp. Y ) is P (resp. Q) and for all pairs x∈X , y∈Y , x and y are
incomparable.
An order T =(X;6T ) is called a tree if it has a minimum m (called the root
of T ) and for x∈X , x =m, x has a unique immediate predecessor (called the parent
of x). In that case, the elements of T without any successor are called leaves. When
they exist, the immediate successors of an element x are called the children of x. A
subtree of T is a suborder of T and let x∈X we denote by T (x) the subtree that is
induced by T on {x}∪ SuccT (x). A forest is the parallel composition of several trees.
2.2. Lattice de<nitions
A lattice L=(X;6L) is an order such that for all x; y∈X , the pair {x; y} has an
in7mum x∧L y and a supremum x∨L y. For instance, the set of all the subsets of
a 7xed set S ordered by inclusion is a lattice. It is denoted by 2S for short and
called a boolean lattice of dimension |S|. All boolean lattices of dimension k are
isomorphic.
Some elements of a lattice play an essential role : join-irreducible and meet-
irreducible elements. Let L=(X;6L) be a lattice, an element j∈X is called join-
irreducible if j covers only one element. In the same way, an element m∈X is called
meet-irreducible if m is covered by only one element. The set of all join-irreducible
(resp. meet-irreducible) elements of L is denoted J (L) (resp. M (L)). We can also
associate with L its incidence bipartite order de7ned as Bip(L)= (J (L); M (L);L).
The irreducible elements may be used to represent all other elements as shown in
Proposition 2 (see [10] for a proof).
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afg
abg(abg)
(afg)
(afc)afc
(efc)efc
abcd(abc)
(MA(Red(B))MA(B)
Y
X
B Red(B)
a b c d
e g h e f g
a b c a b c
gfef h
Fig. 2. A bipartite order B, its reduced bipartite Red(B), their lattice of maximal antichains (MA(L) in bold,
MA(Red(L)) between parentheses).
Proposition 2 (Davey and Priestley [10]). Let L=(X;6L) be a lattice. For all x∈X ,
de<ne Jx(L)= { j∈ J (L) | j6L x} (resp. Mx(L)= {m∈M (L)|x6L m}). Then for all
x; y∈X , x6L y if and only if Jx(L)⊆ Jy(L) (resp. Mx(L)⊇My(L)).
From an order P=(X;6P), several useful lattices can be constructed such as its
Dedekind–MacNeille completion and its lattice of maximal antichains. They both
enable to reconstruct a lattice from its irreducible elements.
The Dedekind–MacNeille completion of P is the unique lattice (up to an isomor-
phism) denoted by DM (P) verifying the two properties: there exists an embedding of
P into DM (P) and for any lattice L such that there exists an embedding of P into L,
then there exists an embedding of DM (P) into L (see [10] for a proof of its existence).
Theorem 3 shows the link with irreducible elements (see [10] for a proof).
Theorem 3 (Davey and Priestley [10]). Let L be a lattice and JM (L)= (J (L)∪
M (L); 6L) the order induced on its irreducible elements. Then L is isomorphic to
DM (JM (L)).
Let P=(X;6P) be an order and let A1; A2 be two maximal antichains of P (with
respect to inclusion). We say that A16MA(P) A2 if for every element x∈A1, there exists
an element y∈A2 such that x6P y. We denote by MA(P) the set of all maximal
antichains (with respect to inclusion) of P ordered by the relation 6MA(P). This order
MA(P) is a lattice called the lattice of maximal antichains of P.
Moreover it has been proved that any lattice L is the lattice of maximal antichains
of some order [4] and more precisely of the bipartite order Bip(L) [30]. This result has
been expanded by Theorem 5 which makes use of the reduction given in De7nition 4.
This reduction process and the theorem are illustrated on Fig. 2 where it can be seen
that MA(B) is isomorphic to MA(Red(B)).
Denition 4 (Morvan and Nourine [24]). Let B=(X; Y;¡B) be a bipartite order. This
order is called reduced if there is neither x∈X nor y∈Y satisfying one of the following
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conditions:
(1) SuccB(x)=
⋃
x′ =x; SuccB(x′)⊆SuccB(x) SuccB(x
′).
(2) PredB(y)=
⋃
y′ =y;PredB(y′)⊆PredB(y) PredB(y
′).
For any bipartite order B, repeatedly removing vertices satisfying condition (1) or (2)
eventually leads to a unique (up to an isomorphism) reduced bipartite order denoted
by Red(B).
Theorem 5 (Morvan and Nourine [24]). Let L be a lattice, then Bip(L) is reduced
and L is isomorphic to MA(Bip(L)). Moreover, let B be a bipartite order such that
L=MA(B) then Red(B) is isomorphic to Bip(L).
Theorems 3 and 5 as well as Proposition 2 will play an important role in the study
of the computational complexity of the 2-dimension.
3. Basic results
3.1. Formulas and bounds on the 2-dimension
Several bounds have been established concerning the 2-dimension of orders, and in
a few particular cases, some exact formulas have been set. We give here an overview
of these results. The following equalities and inequalities give some precisions on the
general behavior of the 2-dimension. At 7rst, Proposition 6 concerns duality, monotony
and continuity. For any order P=(X;6P), its dual Pd=(X;6Pd) is de7ned by x6Pdy
iK y6P x. Let x∈X , then P − x denotes the order induced by P on X \{x}. Proofs
for these 7rst properties can be found in [39,36].
Proposition 6 (Folklore). (1) Let P be an order, then Dim2(Pd)=Dim2(P) (Duality
principle).
(2) Let P and Q be two orders, if there exists an embedding of P into Q then
Dim2(P)6Dim2(Q). As a consequence, if P is a suborder of Q, then Dim2(P)6Dim2
(Q) (Monotony).
(3) Let P be an order and x one of its elements. Then Dim2(P)6Dim2(P− x)+2
(Continuity).
The next proposition presents the 7rst natural bounds for the 2-dimension.
Proposition 7 (Folklore). For any order P, log2(|P|)6Dim2(P)6|P|.
Proof. On one hand let 	 be an embedding of P into 2S . As 	 is injective and the
cardinal of 2S is 2|S| we have |P|62|S| and thus log2(|P|)6Dim2(P). On the other
hand, as the canonical embedding which associates to each element x of P the set
{y∈X |y6P x} is a bit-vector encoding of size |P|, we have Dim2(P)6|P|.
These two bounds are tight. On one hand, any boolean lattice 2S has Dim2(2S)= |S|
= log2(2
S). On the other hand, Trotter has given in [38] a complete characterization of
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the orders satisfying Dim2(P)= |P|. These orders are particular cases of series–parallel
orders and thus they can be recognized with a linear algorithm (see for instance [40]).
We now give two important particular cases where the exact 2-dimension is known.
The 7rst case is trivial, but the other one corresponds to a theorem of Sperner, set in
1928, which has lead to a large amount of work known as Sperner Theory [2,13].
Proposition 8 (Folklore). Given a total order P with n elements, then Dim2(P)= n−1.
Let x0; x1; : : : ; xn−1 be the n elements of P ordered by x0¡P x1¡P · · ·¡P xn−1, then
an optimal bit-vector encoding 	 using colors from S = {1; : : : ; n − 1} is given by
	(x0)= ∅ and 	(xi)= {1; : : : ; i} for all 16i6n− 1.
Proposition 9 (Sperner [33]). Given an antichain P with n elements, then Dim2
(P)= sp(n) where sp(n)= min{k|( kk=2)¿n}. An optimal bit-vector of P is obtained
by associating with each element a combination of sp(n)=2 colors from S =
{1; : : : ; sp(n)}.
We have provided a tight approximation of the numbers sp(n) for n¿2.
Proposition 10. Let n¿2 and sp(n)= min{k|( kk=2)¿n}. Then
log2(n) + log2 log2(n)=2 ¡ sp(n) ¡ log2(n) + log2 log2(n)=2 + 2:
Hence sp(n)∈{log2(n) + log2 log2(n)=2 + 1; log2(n) + log2 log2(n)=2 + 2}.
Proof. We use the next inequality that can be found in [3]. For all real x¿0 and
integer k¿1,
$(x)
k
x + k
6
kxk!
x(x + 1) · · · (x + k) 6 $(x);
where $ is the Gamma function. We apply this inequality for x=1=2, knowing that
$(1=2)=
√
%. It gives
√
%
k
1
2 + k
6
k1=2k!2k+1
1 · 3 · · · · · (2k + 1) 6
√
%:
This inequality can be reformulated as
√
%
k
1
2 + k
6 k1=222k+1
k!k!
(2k + 1)!
6
√
%; (1)
Since % is transcendental, we have at least here strict inequalities and these inequalities
can be rewritten in two versions in order to introduce binomial coe:cients:
√
%
k
1
2 + k
¡ k1=2
22k+1
k + 1
1(2k+1
k
) ¡ √%; (2)
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√
%
k
1
2 + k
¡ k1=2
22k+1
2k + 1
1(2k
k
) ¡ √%: (3)
First we prove the lower bound of Proposition 10.
Claim 1. For all k¿1 and n¿2,
(2k
k
)
¿n, we have 2k¿ log2(n) + log2 log2(n)=2.
It is su:cient to prove for all k¿1 that 2k¿ log2
(2k
k
)
+ 12 log2 log2
(2k
k
)
. Due to
inequality (3), we have
(2k
k
)
¡ 2
2k√
%k
. Thus
2k −
(
log2
(
2k
k
)
+
1
2
log2 log2
(
2k
k
))
¿ 2k − log2
(
22k√
%k
)
− 1
2
log2 log2
(
22k√
%k
)
¿ 2k −
(
2k − 1
2
log2 k − log2
√
%
)
− 1
2
log2
(
2k − 1
2
log2 k − log2
√
%
)
¿
1
2
log2 k + log2
√
%− 1
2
log2(2k)
¿ log2
√
%− 1
2
¿ 0:
Claim 2. For all k¿1, n¿2,
(2k+1
k
)
¿n, we have 2k + 1¿ log2(n) + log2 log2(n)=2.
If
(2k+1
k
)
¿n, then
(2k+2
k+1
)
=2
(2k+1
k
)
¿2n. Due to Claim 1, it implies that 2k + 2¿
log2(2n) + log2 log2(2n)=2. And 7nally 2k + 1¿ log2(n) + log2 log2(n)=2.
Claims 1 and 2 can be used to deal with sp(n) even or odd, which achieves to prove
the lower bound for sp(n). Now we prove the upper bound of Proposition 10.
Claim 3. For all k¿1 and n¿2,
(2k+1
k
)
¡n, we have 2k + 2¡ log2(n) +
log2 log2(n)=2 + 2.
It is su:cient to prove for all k¿1 that 2k + 2¡ log2(
(2k+1
k
)
+ 1) + 12 log2
log2(
(2k+1
k
)
+ 1) + 2. Due to inequality (2), we have
(2k+1
k
)
¡ k
1=222k+1√
%(k+1) . Thus
log2
(
2k + 1
k
)
+
1
2
log2 log2
(
2k + 1
k
)
+ 2− (2k + 2)
¿ log2
(
k1=222k+1√
%(k + 1)
)
+
1
2
log2 log2
(
k1=222k+1√
%(k + 1)
)
− 2k
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¿ 1− log2
√
%+
1
2
log2 k − log2(k + 1)
+
1
2
log2
(
2k + 1− log2
√
%+
1
2
log2 k − log2(k + 1)
)
¿
3
2
− log2
√
%+
1
2
log2 k − log2(k + 1)
+
1
2
log2
(
k +
1
2
log2
√
%+
1
4
log2 k −
1
2
log2(k + 1)
)
:
Consider this last line as a function of k that we denote by f(k). A careful study
(using derivation) shows that this function f is non-decreasing for all k¿0 and that
it converges to 32 − log2
√
% when k tends to in7nity. It can be checked that f(3)¿0
and therefore for all k¿3, f(k)¿0 which implies that 2k + 2¡ log2(
(2k+1
k
)
+ 1) +
1
2 log2 log2(
(2k+1
k
)
+ 1)+ 2. The cases when k =1 and k =2 can be checked indepen-
dently.
Claim 4. For all k¿2 and n¿2,
(2k
k
)
¡n, we have 2k + 1¡ log2(n) +
log2 log2(n)=2 + 2.
If
(2k
k
)
¡n, then
(2k−1
k−1
)
=
(2k
k
)
=2¡n=2. Due to Claim 3, it implies that 2k¡ log2(n=2)+
log2 log2(n=2)=2. And 7nally 2k + 1¡ log2(n) + log2 log2(n)=2.
Claims 3 and 4 can be used to deal with sp(n) even or odd, which achieves to prove
the upper bound for sp(n).
Note that the proof has also given the asymptotic approximation of sp(n):
log2(n) +
log2 log2(n)
2
+ log2
√
%− 1
2
¡ sp(n)
¡ log2(n) +
log2 log2(n)
2
+ log2
√
%+
1
2
+ o(1)
These bounds are really close together. And we may hope to 7nd a simple closed
formula to compute exactly sp(n) from n.
Fig. 3 shows some optimal bit-vector encodings for a chain and for an antichain.
As a corollary of these two previous propositions and because of monotony, we have
the following lower bounds.
Corollary 11. Let P=(X;6P) be an order whose height is h(P) and width w(P) then
Dim2(P)¿h(P) and Dim2(P)¿sp(w(P)).
Note that, contrary to the upper bound of Proposition 7, we will show in Section 5
that deciding whether Dim2(P)= h(P) is NP-complete.
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{1,2}
{1,2,3}
{1}
0
Chain
{2,4}{2,3}{1,4}{1,3}{1,2}
Antichain
Fig. 3. Optimal encodings for a chain and for an antichain (sp(5)= 4).
P
{1}
{1,3}{1,2} {1,4}
{3,4}{2,4}{2,3}
{2,3,4}
{1,4} {2,4} {3,4}{1,2,5} {1,3,5} {2,3,5}
{1,2,3,5} {1,2,3,4}
Q
Fig. 4. Two orders with optimal bit-vector encodings.
A parameter of orders is called a comparability invariant if its value remains the
same for all orders having isomorphic comparability graphs. Unlike the dimension of
orders and in spite of property (1) of duality, the 2-dimension is not a comparability
invariant as shown in Fig. 4.
Proposition 12. The 2-dimension is not a comparability invariant.
Proof. The orders P and Q on Fig. 4 have isomorphic comparability graphs, how-
ever it can be checked that Dim2(P) =Dim2(Q). Due to the encodings on the 7gure,
we have Dim2(P)64 and Dim2(Q)65. In order to show that Dim2(Q)= 5, suppose
that Dim2(Q)= 4, then the antichain of Q with six elements necessarily receives the
codes {1; 2}; {1; 3}; {1; 4}; {2; 3}; {2; 4}; {3; 4} (see Proposition 9). However, it can be
checked that there is no way to assign these codes to the six elements in order to have
a bit-vector encoding (there is always one of the maximal elements receiving a code
greater than the code of an incomparable element).
In the particular case of lattices, the upper bound of Proposition 7 may be
improved.
Proposition 13 (Folklore). Let L be a lattice, then we have Dim2(L)6max(|J (L)|;
|M (L)|).
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This is a consequence of Proposition 2 which involves that 	(x)= Jx(L) as well as
	(x)=M (L)\Mx(L) are bit-vector encodings.
Lattices L such that h(L)= |J (L)| or h(L)= |M (L)| are called extremal lattices, and
distributive lattices belong to this class. Thanks the previous propositions, given an
extremal lattice L, we have Dim2(L)= h(L).
A few other classes of orders have been studied for the 2-dimension and bounds
have been given for crowns [34] and parts of boolean lattices [38,21]. These results
are not developed here, an interested reader is also referred to [37].
3.2. An equivalence theorem
It is known that the problem of computing the 2-dimension of an order or a lattice
can be reduced to some other optimization problems such as covering bipartite orders
by complete bipartite orders, graph coloring, minimal set basis or non-ambiguous rank
of boolean matrices [19]. For our purposes, we will focus on the covering by complete
bipartite orders (referred as problem BipCover) and Theorem 15 sets the reduction for
lattices.
Problem 14. BipCover: covering by complete bipartite orders.
INSTANCE: A bipartite order B.
GOAL: minimize k such that there exists a family of k complete bipartite orders
covering B. A bipartite order B is said to be covered by a family B1; B2; : : : ; Bk of
complete bipartite orders if and only if for all 16i6k, Bi is a suborder of B and
for all x; y, x¡By implies that there exists i such that x¡Biy.
The minimal number of complete bipartite orders necessary to cover B is denoted
by BipCover(B). The decision problem associated with Problem 14 is NP-complete
(GT18 in [17]). In particular, it has been studied by Fishburn and Hammer [16], by
Muller [25] and it is also called s-dimension by Stahl and Wille [42,35].
Theorem 15 (Habib and Nourine [19]). Let L=(X;6L) be a lattice and k an integer,
the three following propositions are equivalent:
(1) there exists an embedding of L into a boolean lattice of dimension k;
(2) there exists an embedding of JM (L)= (J (L)∪M (L);6L) into a boolean lattice
of dimension k;
(3) there exists a covering of Bip(L) by k complete bipartite orders.
As a consequence we have Dim2(L)=Dim2(JM (L))=BipCover(Bip(L)).
Proof (Sketch). (1)⇒ (2). This is just monotony: as JM (L) is a suborder of L, it is
su:cient to restrict the embedding of L to JM (L).
(2)⇒ (3). Let 	 be an embedding of JM (L) into 2{1;:::;k}. Then for each 16i6k,
consider all the couples of elements j∈ J (L) and m∈M (L) such that i∈	(j)\	(m),
and call Bi the order induced by Bip(L) on these elements. It can be checked that
B1; : : : ; Bk form a covering of Bip(L) by complete bipartite orders. We just need to use
the fact that 	 is an embedding of JM (L)= (J (L)∪M (L);6L) into 2{1;:::; k}.
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(3)⇒ (1). Now let B1; : : : ; Bk be a covering of Bip(L) by k complete bipartite orders.
Then the mapping 	 from X into 2{1;:::;k} de7ned for all x∈X by the formula below
is an embedding of L into 2{1;:::;k}:
	(x)=
⋃
j∈J (L);m∈M (L)
j6Lx
jLm
{i | j ¡Bi m}:
If x6L y, then it is clear that 	(x)⊆	(y). On the other hand, it is known that if
xLy, then there exists j∈ J (L) and m∈M (L) such that j6L x, y6L m and jLm. It
implies that there exists at least one integer i such that j¡Bi m and thus i∈	(x). But
i ∈	(y), otherwise we would have some j′ ∈ J (L) and m′ ∈M (L) such that j′6L y,
j′6L m′, j′¡Bi m
′ and then j′6L m. It would mean that j′ ¡Bip(L) m which prevents
Bi from being complete.
The next proposition describes the behavior of the reduction process of De7nition 4
in relationship with the BipCover problem.
Proposition 16. For any bipartite B, BipCover(Red(B))=BipCover(B).
Proof (Sketch). It is easy to check that each element removal during the reduction
process does not change BipCover. More precisely, let B=(X; Y;¡B) be the bipartite
order and x∈X an element satisfying the condition (1) of De7nition 4. By removing
x, we obtain the bipartite order B − x=(X \{x}; Y;¡B). Let B1; B2; : : : ; Bk be k com-
plete bipartite orders covering B, by removing x from all Bi containing x, we get a
family of k complete bipartite orders covering B− x. Conversely, let B1; B2; : : : ; Bk be
k complete bipartite orders covering B − x, by adding x to all Bi =(Xi; Yi;¡B) such
that Bi⊆ SuccB(x), we get a family of k complete bipartite orders and the condition
(1) ensures that this family covers B. The dual constructions applies to an element
satisfying the condition (2) of De7nition 4.
4. Non-approximability of the 2-dimension
In light of all the previous results, Theorem 17 now describes a reduction of the
problem BipCover to the problem Dim2 which does not only ensure that the deci-
sion problem associated to Dim2 is NP-complete but also enables to transfer non-
approximability results.
Theorem 17. There exists a polynomial algorithm generating from any bipartite order
B an order P with |P|6|B| such that for any covering of B by k complete bipartite
orders we can construct polynomially an embedding of P into 2{1;:::; k} and vice versa.
Proof. This algorithm reducing the problem BipCover to the problem Dim2 works as
follows:
• First, we compute the reduced bipartite order B′=Red(B) from B as described in
De7nition 4. It can be done polynomially in |B|. Due to the proof of Proposition 16,
414 M. Habib et al. / Theoretical Computer Science 312 (2004) 401–431
a b c
gfe
Y
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B’=Red(B) ~ Bip(L)
U
M
MJ
a b c
gfe
e’ g’f ’
B’’ ~ B(L) P ~ JM(L)
Fig. 5. A bipartite order B, its reduced bipartite B′ =Red(B) isomorphic to Bip(L) where L=MA(B′), the
bipartite order B” built from B and isomorphic to B(L), the order P built from B” and isomorphic to JM (L).
we know that from any covering of B′ by complete bipartite orders we can construct
in polynomial time a covering of B with the same number of complete bipartite
orders, and inversely. Thus we can focus on the coverings of B′.
• Now consider its lattice of maximal antichains L=MA(B′). From Theorem 5, B′ is
isomorphic to Bip(L). From Theorem 15, we know that Bip(L) behaves for BipCover
like JM (L)= (J (L)∪M (L);6L) for Dim2. Thus we aim at generating an order
isomorphic to JM (L).
• The core of the reduction lies in the fact that from Bip(L)= (J (L); M (L);L), we
can rebuild JM (L)= (J (L)∪M (L);6L) in polynomial time. From Bip(L), construct
the bipartite order B(L)= (J (L) ∪˙M (L); M (L);¡B(L)) where J (L) ∪˙M (L) is the dis-
joint union of J (L) and M (L), and for all j∈ J (L), m∈M (L), j¡B(L)m if and
only if j¡Bip(L) m, and for all m∈M (L), m′ ∈M (L), m¡B(L)m′ if and only if
PredBip(L)(m)+PredBip(L)(m′). This can be done in polynomial time from Bip(L).
• Then for all x; y∈ J (L) ∪˙M (L), it can be proved that x6L y if and only if SuccB(L)
(x)⊆ SuccB(L)(y) (use Proposition 2 to prove that for all x∈ J (L) ∪˙M (L), SuccB(L)(x)
=M (L)\Mx(L) and conclude with the same proposition). This equivalence enables
to rebuild 6L from B(L) in polynomial time. Note that SuccB(L)(x)= SuccB(L)(y)
may only occur when x∈ J (L) and y∈M (L) and means that x=y∈ J (L) ∩M (L),
which enables to rebuild J (L)∪M (L). All these inclusion tests of successors’ sets
can be done in polynomial time, thus we can construct JM (L)= (J (L)∪M (L);6L)
from B(L) in polynomial time.
• This construction of ¡B(L) and then 6L is independent of the labels of the elements
of Bip(L), it just uses inclusion tests of successors’ sets. Thus we can apply it to
B′=(J;M;¡B′) which is isomorphic to Bip(L), we assimilate J to J (L), M to M (L)
and follow exactly the same steps. It produces an order P isomorphic to JM (L) (but
whose elements have the labels of the elements of B′).
• The equivalence of Theorem 15 can be used then: from any covering of B′ by
k complete bipartite orders we can construct an embedding of P into 2{1;:::;k} and
conversely. A careful study of these transformations in Theorem 15 shows that they
can be done in polynomial time.
This reduction is illustrated in Fig. 5. Note that from B′, we could have simply built
L=MA(B′) which also satis7es Theorem 17 except that |L| may be exponential in |B′|.
Thus considering JM (L) which shares the same properties as L for Theorem 15 but
also veri7es |JM (L)|6|B′| enables to have a polynomial reduction.
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As proved in [28] the decision problem associated to BipCover is NP-complete.
Due to Theorem 17 we have the following corollary.
Corollary 18. Deciding whether Dim2(P)6k for any order P and integer k is
NP-complete.
Moreover in [31], Simon presented a reduction showing that for any function f
on integers, if there exists a polynomial algorithm approximating BipCover(B) within
f(n) for any bipartite order B with n elements, then there exists a polynomial algo-
rithm approximating the chromatic number of any graph G within 2f(n3) where n is
the number of vertices of G. Approximating the chromatic number of graphs has been
intensively studied and one of the main result is due to Bellare et al. [5]: for all *¿0,
there is no polynomial algorithm approximating the chromatic number of graphs within
O(n1=7−*) unless P=NP. Theorem 17 allows to transfer the non-approximability re-
sults of BipCover to Dim2 and the next corollary sums up the consequence of all these
results.
Corollary 19. For all *¿0, there is no polynomial algorithm approximating Dim2(P)
within O(n1=21−*) for any order P with n elements, unless P=NP.
This corollary has consequences on the approximability of some other minimal em-
beddings: for all integers k¿2, denote by Dimk(P) the k-dimension of the order P as
it is de7ned in the introduction. The next proposition links the values Dimk(P) and
Dim2(P).
Proposition 20. Let k¿2 be an integer and P an order. Then Dimk(P)6Dim2(P)
6 k ∗Dimk(P).
Proof. We consider here embeddings of P into products of chains. A k-embedding
of dimension d of P=(X;6P) is a mapping 	 from X into [1; k]d (where [1; k]
is the set of all integers between 1 and k) de7ned by 	(x)= (x1; : : : ; xd) and such
that x6P y iK xi6yi for all 16i6d. A bit-vector encoding of P of size d is ex-
actly a 2-embedding of dimension d. As any 2-embedding may be viewed as a k-
embedding, we have Dimk(P)6Dim2(P). And if we consider a k-embedding 	 of
dimension d, we can construct a 2-embedding 	′ of dimension k ∗ d by replac-
ing 	(x)= (x1; : : : ; xi; : : : ; xd) by 	′(x)= (x1;1; : : : ; x1; k ; : : : ; xi;1; : : : ; xi; k ; : : : ; xd;1; : : : ; xd; k)
where (xi;1; : : : ; xi; k)= (0; : : : ; 0; 1; : : : ; 1︸ ︷︷ ︸
xi times
). This implies that Dim2(P)6k ∗Dimk(P).
As a consequence, for any 7xed integer k¿2, Dimk and Dim2 have the same
behavior for approximation (up to a constant factor), leading to the next corollary.
Corollary 21. Given a <xed integer k¿2, then for all *¿0, there is no polynomial
algorithm approximating Dimk(P) within O(n1=21−*) for any order P with n elements,
unless P=NP.
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5. Recognition of orders such that Dim2(P)= h(P)
It is easy to 7nd an order P such that Dim2(P)= h(P) where h(P) is the height
of P: consider for instance a chain. Extremal lattices also work (see Section 3.1).
However recognizing such orders is di:cult in general: it is NP-complete. A proof
of this result relies on the NP-completeness of the decision problem associated with
Dim2 and on the following lemma.
Lemma 22. Let P=(X;6P) and Q=(Y;6Q) be two orders such that P has a mini-
mum mP and a maximum MP , and Q has a minimum mQ and a maximum MQ. Then
their parallel composition P ∪Q satis<es Dim2(P ∪Q)= max(Dim2(P);Dim2(Q))+2.
Proof. Without loss of generality, suppose that Dim2(P)6Dim2(Q). Thus there ex-
ists an embedding 	1 of P into 2S1 and an embedding 	2 of Q into 2S2 such that
|S1|=Dim2(P), |S2|=Dim2(Q) and S1⊆ S2. Add two new colors a and b to S2. We
can easily check that the mapping 	 de7ned from X ∪Y into 2S2∪{a; b} by 	(x)=	1(x)
∪{a} if x∈X and 	(x)=	2(x)∪{b} if x∈Y is an embedding of P ∪Q. Thus
Dim2(P ∪Q)6max(Dim2(P);Dim2(Q)) + 2.
Consider now an embedding 	 of P ∪Q into 2S . There exists a color a∈ S such that
a∈	(mP)\	(MQ) since mPP∪Q MQ. It means that for all y∈Y , a ∈	(y). Dually,
there exists b∈ S such that b∈	(mQ)\	(MP) implying that for all x∈X , b ∈	(x).
Then we can check that the mapping 	1 (resp. 	2) from X (resp. Y ) into 2S\{a; b}
de7ned by 	1(x)=	(x)\	(mP) (resp. 	2(x)=	(x)\	(mQ)) is an embedding of P
(resp. Q). Thus |S\{a; b}|¿max(Dim2(P);Dim2(Q)), which enables to conclude that
Dim2(P ∪Q)¿max(Dim2(P);Dim2(Q)) + 2.
Note that the condition on the existences of a minimum and a maximum for both or-
ders is important. Otherwise we may have the inequality Dim2(P ∪Q)¡max(Dim2(P);
Dim2(Q)) + 2. Now we can prove the NP-completeness.
Proposition 23. Deciding whether Dim2(P)= h(P) for any order P is NP-complete.
Proof. Consider an instance of the decision problem associated to Dim2, such that
the order P has a maximum and a minimum, and such that the integer k satis7es
h(P)6k6|P|. The restrictions on P and k do not change the complexity since adding
a maximum (resp. minimum) to an order which has no maximum (resp. minimum)
does not change its 2-dimension, and since we always have h(P)6Dim2(P)6|P| (see
Corollary 11). Thus deciding whether Dim2(P)6k for such instances isNP-complete
(see Corollary 18).
The reduction proving Proposition 23 transforms this instance as follows. Con-
sider a chain Ck+1 with k + 1 elements and build the parallel composition P ∪Ck+1.
Add a minimum and a maximum to P ∪Ck+1, which gives the order Q. This
order Q satis7es h(Q)= max(h(P); h(Ck+1)) + 2= k + 2 since h(P)6k = h(Ck+1),
and Dim2(Q)= max(Dim2(P); k) + 2 due to Lemma 22. The construction of Q is
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P
k+1
P
Q
elements
Fig. 6. Transformation of P into Q such that Dim2(P)6k iK Dim2(Q)= h(Q).
polynomial (since k6|P|) and Dim2(Q)= h(Q) if and only if Dim2(P)6k, which
completes the proof of NP-completeness. The transformation is illustrated in
Fig. 6.
6. The class of trees
As mentioned before, there are really few classes of orders for which the compu-
tational complexity of the 2-dimension has been set. This section is dedicated to the
class of trees which appears as an interesting case since trees belong to several classical
classes of orders and are a common structure encountered in practice.
After presenting the previous works about this class of orders, we introduce a partic-
ular class of bit-vector encodings: dichotomic encodings. They formalize the “splitting
and balancing” strategies used to compute bit-vectors of trees. Then we describe a new
algorithm generating very compact bit-vector encodings for trees. We show that our
algorithm produces dichotomic encodings of minimum size. And 7nally we demonstrate
that the bit-vector encodings generated by our algorithm approximate the 2-dimension
of a tree within a factor 4 (which we think may be improved).
6.1. Previous work on trees
Bit-vector encodings of trees have been studied by Caseau [7], Krall et al. [22] and
Caseau et al. [8]. All these authors have proposed some heuristics in order to produce
some bit-vector encodings of small size. We will brieIy present two of them. They
use the following de7nitions.
Denition 24. Let T =(X;6T ) be a tree. The degree of an element x∈X is degT (x)=
|ImSuccT (x)|. Let C be a chain of T , the chain-degree of C is de7ned as degT (C)=∑
x∈C degT (x). The maximum chain-degree of T is max{degT (C)|C chain of T}.
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Algorithm Cmax described below is the heuristic proposed by Caseau in [7]. This
algorithm proceeds in a top-down way and associates to each element a reduced code
which is a singleton. Then the full codes are obtained at step 2 by propagating the
colors of the reduced codes.
Theorem 25 (Caseau [7]). Let T be a tree. Then Algorithm Cmax generates in
polynomial time bit-vector encodings of T with sizes equal to the maximum chain-
degree.
In [8], Caseau et al. have modi7ed the step 1 of Algorithm Cmax. We call their
heuristic Algorithm CHNR. It replaces step 1 by associating to the elements v1; : : : ; vk
reduced codes which are the codes of an optimal bit-vector encoding of the antichain
of width k using colors from max + 1 to max + sp(k). It is easy to check that
Algorithm CHNR still generates bit-vector encodings and Theorem 26 sums up the
consequences.
Theorem 26 (Caseau et al. [8]). Let T be a tree. Then Algorithm CHNR generates in
polynomial time bit-vector encodings of T with sizes equal to max{∑x∈C sp(degT (x))|
C chain of T}.
Algorithm Cmax : Caseau encoding generation for a given tree T
Data : A tree T .
Result: A bit-vector encoding of T .
begin
Each leaf v receives a weight: weight(v)← 0;
Other elements are not given any weight;
while There exists an element s without weight such that all its children have
a weight do
Let v1; :::; vk be the k children of s, and max the maximum of the weights of
these children;
1 for i from 1 to k do Give to vi the color : c(vi)←max + i;
Give to s the weight : weight(s)←max + k;
2 Associate with each node s of T the following encoding : code(s) = {c(s′)|s′ ∈ T
and s′ 6BT s};
end
Fig. 7 represents the reduced codes of a bit-vector encoding generated by Algorithm
Caseau and of another one generated by Algorithm CHNR.
Our algorithm for trees is presented in the next subsections. It is based on two
ideas that were 7rst suggested by Caseau [7] and Krall et al. [22]: “splitting” and
“balancing”. We start by formalizing the “splitting” idea in the following subsection.
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{1} {2} {3} {1}
{4} {5} {6} {7} {8}
{1} {2} {3} {1}
{4,5} {4,6} {4,7} {5,6} {5,7}
Caseau encoding CHNR encoding
Fig. 7. The reduced codes of a Caseau encoding and a CNHR encoding.
6.2. Dichotomic encodings
The idea consists in splitting into two parts the initial tree and giving a diKerent
color to the codes of each part. By repeating this operation on each part recursively
until we end on singletons, we are able to produce what we call a dichotomic encoding.
Let T be an order with a bit-vector encoding, let i be a color (not necessarily
belonging to any code), we will call Ti the set (possibly empty) of the elements of T
which contain i in their code. We give a recursive de7nition of a dichotomic encoding.
Denition 27. Let T be an order, we will say that a bit-vector encoding of T is
dichotomic if there exist two distinct colors i and j such that:
• Each non-empty code of an element of T contains either i or j.
• If Ti is non-empty, the codes of Ti minus i form a dichotomic encoding of Ti.
• If Tj is non-empty, the codes of Tj minus j form a dichotomic encoding of Tj.
• If T is composed of a singleton, the empty code is considered as a dichotomic
encoding.
We call this technique dichotomic because we split the order into two diKerent parts
(each one possibly empty but not both) which can be encoded independently. Trees
and forests are the only orders admitting dichotomic encodings (otherwise the recursive
splitting cannot end on singletons). Let us remark 7rst that a dichotomic encoding of
a tree is equivalent to an embedding of the tree into a binary tree, i.e. a tree where
all elements have at most two children.
Proposition 28. Let T be a tree. Then there exists a dichotomic encoding of T of
size at most k if and only if there exists an embedding of T into a binary tree of
maximum chain-degree at most k.
Proof. Consider a dichotomic encoding of T of size k. There exist two colors i and
j satisfying the conditions of De7nition 27. If Ti is non-empty and has a minimum
whose code is {i}, consider the tree T ′i =Ti with the dichotomic encoding obtained
by removing i from the codes of Ti (and label the minimum with i). Otherwise, if Ti
is non-empty, add a new element x (label it with i) and insert it as a child of the
root of T and a predecessor of all the elements of Ti, and then consider the tree T ′i
composed of x with an empty code as a root and Ti with the dichotomic encoding
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{4,6}{2,3,6}  {1,2,4,7}
{2,4,7} {1,5,7} {2,5,7}
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T
Fig. 8. A dichotomic encoding of the tree T and the associated binary tree with its reduced codes.
obtained by removing i from the codes of Ti. Do the same for Tj (which gives T ′j ).
Then if T ′i (resp. T
′
j ) is non-empty, repeat recursively this construction on T
′
i (resp. T
′
j ).
The additions of new elements lead to the construction of a binary tree BT in which
T is embedded.
Except the root of T , all elements of BT receive a label and for all element x of
BT , there exists an element y of T such that x6BTy. It can be easily checked that two
comparable elements of BT cannot have the same label i (consider an element of T
greater than both of them and the eKects of the removal of i in the recursive process).
Two incomparable elements x; y of BT admit a greatest common predecessor z which
necessarily has two children u; v that were labelled at the same step of recursion by
distinct colors (the pair satisfying De7nition 27). Moreover none of the successors of
u in BT has the label of v, and vice versa. Consequently, the labels are the reduced
codes of a bit-vector encoding of BT , which is dichotomic and equal to the initial
dichotomic encoding when restricted to T .
Let C be a chain of T , then the labels of
⋃
x∈C ImSuccBT (x) are all distinct. Other-
wise suppose that we have x; y∈C; u∈ ImSuccBT (x); v∈ ImSuccBT (y), x6BTy; u = v
but u and v have the same label i. By union of the reduced codes, the code of u is
included in the code of v. It implies u¡BTv, which is in contradiction with u and v
having the same reduced code {i}. Hence degBT (C)=|
⋃
x∈C ImSuccBT (x)|6k.
Conversely, if there exists an embedding of T into a binary tree BT of maximum
chain-degree k, use Algorithm Cmax to construct a bit-vector encoding of BT of size
k, which is clearly dichotomic. Restricted to T , this provides a dichotomic encoding
of T of size k. These constructions are illustrated in Fig. 8 (on the right, the added
elements are in white).
There exist many dichotomic encodings for a given tree. In the next subsection, we
present an algorithm which produces dichotomic encodings of minimum size.
6.3. The algorithm
Our algorithm, called Algorithm Dicho, is a top-down greedy algorithm which
basically constructs a binary tree BT from the input tree T by introducing interme-
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diate elements (symbolising “splitting” operations) and it associates weights with the
elements in order to “balance” this binary tree. The weight of an element x denoted by
weight(x) corresponds to the number of colors necessary to encode the subtree com-
posed of x and all its successors (this subtree is denoted by T (x)). The computation
of the weights follows a top-down topological order of the tree: we need to calculate
the weights of all the children of an element before calculating its own weight.
At step 2, the algorithm has constructed the binary tree BT in which the input tree T
is embedded and every element s of BT (the elements of T and the new intermediate
elements) has a unique color stored in c(s). It corresponds to the reduced encoding of
our bit-vector encoding and the last step consists in propagating these colors through
the tree to obtain the 7nal encoding.
Algorithm Dicho : Dichotomic encoding generation for a given tree T
Data : A tree T .
Result: A dichotomic encoding of T .
begin
Each leaf v receives a weight: weight(v)← 0;
Other elements are not given any weight;
while There exists an element s without weight such that all its children have
a weight do
if s has a unique child v then
Give to v the color : c(v)←weight(v) + 1;
1 Give to s the weight : weight(s)←weight(v) + 1;
if s has exactly 2 children u and v then
Give to u the color : c(u)← max(weight(u); weight(v)) + 1;
Give to v the color : c(v)← max(weight(u); weight(v)) + 2;
Give to s the weight :
weight(s)← max(weight(u); weight(v)) + 2;
if s has more than 3 children then
Choose u and v two children whose weights are minimal;
Introduce a new node w whose children are u and v, and which is the
child of s;
Give to u the color: c(u)← max(weight(u); weight(v)) + 1;
Give to v the color : c(v)← max(weight(u); weight(v)) + 2;
Give to w the weight :
weight(w)← max(weight(u); weight(v)) + 2;
2 Let BT be the tree generated from T , associate with each node s of T the
following encoding : code(s) = {c(s′)|s′ ∈ BT and s′ 6BT s};
end
Fig. 9 shows an execution of Algorithm Dicho which generates the tree BT from T .
Intermediate elements are in white, the color c(s) of a node s is given by an integer, the
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Fig. 9. The initial tree T , the binary tree BT and the 7nal dichotomic encoding computed by Algorithm
Dicho.
integer given between parentheses corresponds to the weight carried by the node. The
last drawing represents the initial tree with its 7nal bit-vector encoding (after step 2).
Computing the weight of a node from the weight of its k children can be done in
O(k ∗ log2 k) time by sorting the weights of the children. Algorithm Dicho can be
implemented in a top-down way running in O(n ∗ log2 2) time with O(n) space up to
step 2 and O(n ∗ e) time and space for step 2, where n is the number of elements of
the tree, 2 is the maximum degree of an element of the tree and e is the size of the
output encoding.
6.4. Optimality result
The next theorem guaranties that in the framework of “splitting and balancing”
strategies, our algorithm provides a bit-vector encoding of optimal size. In [22], Krall
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A level L Its embedding BL
Binary tree BTInitial tree T
Fig. 10. A level of the initial tree and its embedding.
et al. conjectured it was feasible in polynomial time. Algorithm Dicho solves this
conjecture.
Theorem 29. Algorithm Dicho generates dichotomic encodings of minimum size, in
O(n ∗ e) time where e is the size of the output encoding, e6n.
Proof. Due to Proposition 28, we know that producing a dichotomic encoding of
smallest size for a tree T is equivalent to an embedding of T into a binary tree BT
with the smallest maximum chain-degree (and both smallest values are equal).
Let T be the initial tree. Consider an embedding of T into a binary tree BT . For
each element x of BT , we will denote by w(x) the maximum chain-degree of the
subtree BT (x) having x as a root (in terms of dichotomic encoding this is the number
of colors needed to encode this subtree).
To prove that our algorithm computes a binary tree embedding T with the smallest
maximum chain-degree, we just have to prove locally that it makes the best embedding
for a level, namely a subtree L consisting of an element s of T with all its children
x carrying a 7xed weight w(x) (see Fig. 10). The embedding of L as well as the
weights w(x) are clearly the only information we need to compute w(s). We are go-
ing to prove that the construction of Algorithm Dicho minimizes the weight w(s) that
will be propagated to the element s. We only consider the case when s has at least
two children in T , otherwise with one child, Algorithm Dicho has clearly the best
behavior.
(1) Consider an embedding of this level into a binary tree BL with weighted leaves:
each leaf x carries the weight w(x). We associate with each element x its height
h(x) in BL. The weight w(s) propagated to the root s of BL only depends on
the structure of BL, we denote it by weight(BL). If BL has some elements with
degree 1, we can remove them. It is still an embedding of L giving a smaller
weight to s. Thus we can suppose that all elements of BL have degree 0 or 2, and
weight(BL) is the maximum of w(x) + 2 ∗ h(x) for all the leaves of BL.
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Fig. 11. Transformation of the embedding when h36h4.
(2) Suppose now that two leaves 5 and 6 of BL with the smallest weights w(5)
and w(6) are not “married” in BL (the children of the same element). Then we
can construct another binary tree BL′ embedding the level such that 5 and 6 are
married and weight(BL′)6weight(BL). Fig. 11 describes this situation. Initially the
elements 5 and 6 have a 7rst common ancestor which is s′, 5 is “married” with
the element 3 and 6 is “married” with the element 4. The height of the parent of
5 and 3 (resp. 6 and 4) from s′ is denoted by h3 (resp. h4). Now suppose that
h36h4, by inverting 4 and 5 we have a new binary tree BL′ where 5 and 6 are
“married” and such that weight(BL′)6weight(BL) (if we had h3¿h4, we would
have inverted 3 and 6).
(3) Suppose now that we suppress two “married” leaves of BL with weights 5 and 6
and we associate with the new leaf (their common parent) the weight max(w(5);
w(6)) + 2. Then it is clear that this new binary tree BL′ veri7es weight(BL′)=
weight(BL).
Given a level with weights on the leaves, consider an embedding BL of minimum
weight weight(BL). By alternatively using the transformations (2) and (3), we trans-
form BL into another binary tree BL′ with the same optimal weight and which is an
embedding of the level that can be constructed by Algorithm Dicho. Since Algorithm
Dicho provides embeddings that propagate always the same weight to the root, they
are all optimal.
Another formulation of this result is that for any tree T , Algorithm Dicho computes
a binary tree of smallest maximum chain-degree in which T is embedded. If all the
elements of T have zero or at least two children, then Algorithm Dicho computes a
binary tree of smallest height in which T embeds (since chain-weight is twice the
height in that case).
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Note the analogy between Algorithm Dicho and the usual algorithm used to compute
HuKman encodings in compression theory. They are both greedy algorithms construct-
ing binary trees and guided by the propagation of weights. The proof of optimality
above is clearly similar to proofs of optimality for HuKman encodings (such as the
one in [9]).
6.5. 4-Approximation result
Algorithm Dicho does not provide the exact value of the 2-dimension for trees, as
it can be seen for a tree simply composed of a root with n children: Algorithm Dicho
generates encodings of size 2log2(n) whereas the 2-dimension is the one of the an-
tichain, namely sp(n). However we are going to prove that our algorithm approximates
the 2-dimension of trees within a factor 4. For sake of simplicity, we will consider a
variant of our algorithm, called DichoEven, such that all the propagated weights are
even: at step 2, change “weight(s)←weight(v) + 1;” by “weight(s)←weight(v) + 2;”
(it does not change anything if initially all the elements have zero or at least two chil-
dren). For an element x and the associated subtree T (x), we will denote by algo(T (x))
half the weight propagated to x during the running of the variant of the algorithm (it
is possible since all computed weights will be even).
Proposition 30. Let T be a tree and let s be an element without weight having k
children respectively carrying the weights 2p1; 2p2; : : : ; 2pk , then Algorithm
DichoEven will always associate to s the weight 2p such that p= min{n|2p1 + 2p2 +
· · ·+ 2pk62n} if k¿2, and 2p1 + 2 if k =1.
Proof. By induction on the number k of children of s.
• If s has only one child whose weight is 2p1, Algorithm DichoEven gives to s the
weight 2p1 + 2.
• Suppose now that the proposition is true for elements having at most k−1 children.
Let s be an element with k children with weights 2p162p26 · · ·62pk . Algorithm
DichoEven replaces the two children of weight 2p1 and 2p2 by a unique new child
whose weight is 2p2 + 2 and goes on with the k − 1 children. Since Proposition 30
applies for k − 1 children, in order to prove the formula for k children, we just
have to prove the equivalence: for all n60; 2p1 + 2p2 + · · · + 2pk62n if and only
if 2p2+1 + 2p2 + · · · + 2pk62n. The equivalence involves that the minimal value
n is not changed after the replacement of the two children. The direction ⇐ is
clear since 2p1 + 2p262p2+1. To prove the other implication, let us assume that
2p1 + 2p2 + · · · + 2pk62n. By deleting the 7rst term, we get the strict inequality
2p2 + · · ·+ 2pk¡2n. A division by 2p2 gives 1 + 2p3−p2 + · · ·+ 2pk−p2¡2n−p2 and
then 2 + 2p3−p2 + · · · + 2pk−p262n−p2 . A 7nal multiplication by 2p2 provides the
expected result.
Proposition 31. Let T be a tree of height h and with l leaves, then algo(T )6h +
log2(l).
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Proof. By induction on the height of the tree.
• If T is reduced to one node, algo(T ) is equal to zero, so the statement holds.
• Let us assume that the root of T has only one child. Let T1 =T (x1) be the subtree
rooted at x1. We have algo(T )= algo(T1) + 1. Let h1 be the height of T1 and l1 its
number of leaves, then h= h1 +1 and l= l1. Since h1¡h, by applying the induction
hypothesis, we have algo(T1)6h1 + log2(l1) and thus algo(T )= algo(T1)+16h1 +
1 + log2(l1)= h+ log2(l).
• If the root of T has k children x1; : : : ; xk ; k¿2. Let Ti =T (xi) be the subtree
rooted at xi with height hi and li leaves, 16i6k. We have h= max16i6k (hi) + 1
and l =
∑
16i6k (li) and the induction hypothesis ensures that for all i; 16i6k,
algo(Ti)6hi + log2(li). From Proposition 30, algo(T )= min{n|2algo(T1) + 2algo(T2)
+ · · ·+ 2algo(Tk )62n}. Since 2algo(T1) + 2algo(T2) + · · ·+ 2algo(Tk )62max(hi)(l1 + l2 + · · ·
+ lk)= 2h−1l, we get algo(T )6h− 1 + log2(l)6h+ log2(l).
Theorem 32. Let T be a tree, then Algorithm Dicho generates bit-vector encodings
approximating Dim2(T ) within a factor 4.
Proof. We show this ratio for Algorithm DichoEven. Let T be a tree with height h
and l leaves, we know from Proposition 11 that Dim2(T )¿max(h; log2(l)). The size
of a dichotomic encoding generated by Algorithm DichoEven is equal to 2 ∗ algo(T ).
From Proposition 31, we have algo(T )6h+ log2(l) thus algo(T )62∗Dim2(T ). As
a consequence the size of the dichotomic encoding generated by Algorithm DichoEven
is at most 4 ∗Dim2(T ).
Theorem 32 shows that the computational complexity of the 2-dimension in the case
of trees is diKerent from the general case where there is no polynomial algorithm
approximating the 2-dimension of any order within a constant factor unless P=NP.
Experimentation on benchmarks [29] and small examples have shown that Algorithm
Dicho performs very well and it seems that its approximation ratio is better than 4. It
has lead us to state the following conjecture.
Conjecture 33. Let T be a tree, then Algorithm Dicho generates bit-vector encodings
approximating Dim2(T ) within a factor 2.
The approximation ratio of Algorithm Dicho cannot be lower since it is reached
for instance when T is a comb tree where all the elements diKerent from leaves have
a degree equal to 2 and when its height tends to in7nity (see Fig. 12). For such
a comb of height h, Algorithm Dicho generates a dichotomic encoding of size 2h
whereas Dim2(T )= h + 1. To obtain this last value, consider Td, the dual of T , a
bit-vector encoding of Td can be easily constructed by associating with each former
leaf of T an integer from 1 to h+ 1 as reduced code and with each other element ∅,
thus Dim2(Td)6h+1. Then consider a bit-vector encoding of Td and one of the two
longest chains in Td, it is clear that the codes along the chain are strictly increasing
(with respect to ⊆) and the smallest element of the chain cannot receive the empty
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{1,3,4}{2,3,4}
{3,4}
{4}
0
h
0
{5}
{3,5}
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{4,5}
Optimal encoding Dichotomic encoding Dual of the tree
Fig. 12. A comb tree of height 3 with an optimal bit-vector encoding, with an encoding generated by
Algorithm Dicho and the dual of this tree.
code. There are h+ 1 elements in such a chain, thus the code of its greatest element
has at least h+ 1 colors and Dim2(Td)¿h+ 1.
For now, we have only been able to prove that Conjecture 33 is true for trees where
all elements have a degree at most 4.
We can prove that for any tree where all elements have degree at most 4 there
always exists a dichotomic encoding whose size approximates the 2-dimension within
factor 2. Due to Theorem 29, this involves that Conjecture 33 is true for these particular
trees. The proof uses the next lemma.
Lemma 34. Let T be a tree such that its root has two children x1 and x2. Let
T1 =T (x1) (resp. T2 =T (x2)) be the subtree of T rooted at x1 (resp. x2). Let
d=Dim2(T ), then Dim2(T1)=d− 1 implies that Dim2(T1)6d− 3.
Proof. Let 	 be an optimal embedding of T into 2S , |S|=d, and suppose that
Dim2(T1)=d − 1. Then the mapping 	1 which associates with each element x of
T1 the code 	1(x)=	(x)\	(x1) is a bit-vector encoding of size |S| − |	(x1)|. Since
	(x1) = ∅ and Dim2(T1)=d − 1, it implies that |	(x1)|=1. Thus 	(x1)= {a} with
a∈ S.
Let us study the code of x2. It is clear that 	(x2) = ∅. Suppose that 	(x2)= {b},
b∈ S. As x2 is incomparable to all the elements of T1, we would have for all x element
of T1, b =∈	(x). This would imply that 	1 is in fact an embedding of T1 into 2S\{a;b},
and thus Dim2(T1)6d − 2 which contradicts the hypothesis. Consequently we have
|	(x2)|¿2.
Now consider the mapping 	2 de7ned for any element x of T2 by 	2(x)=
	(x)\	(x2), this is a bit-vector encoding of T2. Since x1 is incomparable to all the
elements of T2, we have a =∈ 	(x) for all x element of T2. Thus 	2 is in fact an
embedding of T2 into 2S\({a}∪	(x2)), of size 6d− 3. The lemma is proved.
Fig. 13 sums up the two kinds of distribution of the 2-dimension which are permitted
when Dim2(T )=d and its root has two children.
Proposition 35. Let T be a tree where all elements have a degree at most 4. Then
there exists an dichotomic encoding whose size approximates the 2-dimension within
a factor 2.
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1st distribution 2nd distribution
Fig. 13. The two possible distributions of the 2-dimension when Dim2(T )= d and the root of T has two
children.
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Fig. 14. First distribution of the 2-dimension and the associated embedding into a binary tree.
Proof. By induction on the height of the tree. If T is reduced to a single element, the
empty code works. Otherwise we consider the worst case, namely when the root has
four children x1; x2; x3; x4 (the others cases when there are fewer children can be easily
deduced from this case). Let T1 =T (x1); T2 =T (x2); T3 =T (x3); T4 =T (x4) the four
corresponding subtrees of T , with respective 2-dimensions equal to d1; d2; d3; d4. Let
d be the 2-dimension of T .
Suppose that d1¿d2¿d3¿d4. By induction, there exists a dichotomic encoding for
each tree Ti with size 62di (16i64). For greater convenience, we will consider these
dichotomic encodings as embeddings into binary trees (see Proposition 28). Two cases
occur:
• Suppose that d1 =d − 1. Then the subtree consisting in T1; T2 and the root of T
is a tree of 2-dimension at most d. Thus due to Lemma 34, Dim2(T2)6d − 3. In
the same way, Dim2(T3)6d − 3 and Dim2(T4)6d − 3. In that case, by using the
embeddings of T1; T2; T3; T4 into binary trees and ending by the construction presented
in Fig. 14, we can build an embedding of T into a binary tree such that the corre-
sponding dichotomic encoding is clearly of size at most 2d. On the left of Fig. 14
the 2-dimensions of the subtrees are indicated in the triangles representing them and
on the right the label of an element indicates the number of colors used to encode
the subtree rooted at this element.
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Fig. 15. Second distribution of the 2-dimension and the associated embedding into a binary tree.
• Otherwise d16d−2, which implies that d26d−2, d36d−2 and d46d−2. In the
same way as the previous case, we can build an embedding of T in a binary tree
by using the embeddings of T1; T2; T3; T4 into binary trees and ending with a diKerent
construction which is presented on Fig. 15. The notations on the 7gure are the same
as the previous 7gure, and we can check that the construction leads to a dichotomic
encoding of T of size at most 2d.
Unfortunately this reasoning does not apply when some elements have a degree
greater than 4. In order to ensure the existence of dichotomic encodings approximating
the 2-dimension of any tree, we probably need a more general lemma concerning the
distribution of the 2-dimension among the subtrees of the initial tree: we think that the
approximation within a factor 2 is a consequence of a structural property of optimal
embeddings into boolean lattices which is formulated in Conjecture 36.
Conjecture 36. Let T be a tree and x1; : : : ; xk the children of its root. Let Ti =T (xi)
the subtree rooted at xi; 16i6k. Then 2Dim2(T1) + · · ·+ 2Dim2(Tk )62Dim2(T ).
By using Proposition 30 and reasoning by induction, it easy to check that Conjec-
ture 36 implies that with Algorithm DichoEven we have algo(T )6Dim2(T ) for any
tree T , which leads to a proof of Conjecture 33.
7. Conclusion and open problems
This study of the computational complexity of the 2-dimension in the general case
and for trees has provided some approximability results. We think it is possible to
give worse non-approximability ratios for the general case by 7nding a more econom-
ical transformation between graph coloring and covering by complete bipartite orders.
Moreover any improvement of the non-approximability ratios for graph coloring will
also improve the non-approximability ratios for the 2-dimension.
Some recent improvements of Algorithm Dicho have been published in [15], but
they do not compute the exact 2-dimension of trees. The computational complexity of
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the 2-dimension for trees remains an open problem, as well as for lattices. In light of
the approximation results, we state the following conjecture.
Conjecture 37. Computing the 2-dimension of trees can be done in polynomial time.
We hope that such theoretical results will lead to the design of new heuristics to
generate e:ciently small bit-vector encodings of orders.
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