Abstract. The proliferation of client-server systems in business continues unabated, as applications are split into local tasks run on 'client' workstations and resource-intensive computations run on a 'server' mainframe. The complexity of such systems requires quantitative modelling for their efficient design and reconfiguration throughout their lifetime. The tools and techniques that are needed for the effective performance management of distributed client-server systems are discussed and illustrated by a case study taken from the financial sector.
Introduction
Many large scale information processing systems are now geographically distributed, implemented on multiple computers (in some cases thousands) which are connected in a variety of ways in client-server relationships. The architecture is diverse, typically supplied by several vendors using several operating systems.
It is also complex with new levels of systems software such as the Distributed Computing Environment (DCE) superimposed on the traditional layers of operating system, database and application. Many of these systems are provided for non-IT staff-even customers-so inadequate performance is directly exposed.
The end-user should not be aware of the complexity of the underlying architecture. The ultimate measure of service level is that perceived at the point of service delivery, e.g. on the end-user's desk or at the automatic teller machine. This changes the whole performance management ethos, away from a focus on the box-the planning horizon is no longer the wall of the corporate data centre-towards service planning. The primary objective of performance management still remains, however: to provide, and continue to provide, the required service levels at the minimum possible cost; see [3] for example. Only the definition of 'service' has changed.
The management of these large scale client-server systems poses new challenges. In a distributed environment the performance manager must be able to monitor many remote systems from a central location, create a single base of planning information from diverse sources, mine the database to identify trends and potential problems and diagnose the cause of actual performance problems. The manager must also forecast future service levels and resource requirements, considering computers, networks and virtual resources such as those provided by DCE. This normally has to be done with support teams that are much smaller than in the past, both in absolute terms and in proportion to the number of computers that are managed. This paper describes an approach to performance management and capacity planning in distributed clientserver systems and provides a new analytical model to approximate end-user quality of service in terms of response time. Section 2 describes the problems posed by the architecture itself and also the deficiencies in the data currently available from the individual components of the system. Section 3 describes the analytical model that is used to predict the appropriate performance measures, such as the crucial distribution of end-user response time. A practical strategy to establish a performance management regime in this environment is outlined in section 4 and illustrated by a real, commercial case study in the financial sector. The paper concludes in section 5 with a summary and thoughts on future directions. The phrase client-server as used in this paper is intended to cover both client-server and distributed computing environments.
Client-server performance management
We now consider the performance problems posed by the new generations of client-server systems-in terms of both their architecture and the applications they run. We further discuss the implications on performance management arising from limited data collection facilities and existing analytic methods.
Architecture
The main difficulties that are caused by the physical layout of these new architectures arise from the large number of components, their geographical dispersion, and their diversity.
A client-server system may include many classes of component systems, each with its own hardware and software architecture, management and measurement regime. The systems are frequently geographically dispersed with diverse local or widearea networks providing the required communications.
The components may be from a variety of different manufacturers-each of which has its own particular way of reporting performance and resource consumption. As a result, performance prediction requires correspondingly complex, heterogeneous models.
Distributed applications
Distributed application environments, foremost among which is the Open Software Foundation's Distributed Computing Environment (DCE), provide a mechanism to transform a group of networked computers into what is, in effect, a single coherent computing engine. Its aim is to make computer resources available without concern for the location of the services within the network. Once again, it should not matter if the end-user is ignorant of the underlying architecture.
As always there is a price to pay for such flexibility and power. DCE relies upon a number of specialist servers which work alongside the application servers. These specialist servers provide services such as authorization, time coordination, name resolution and many more. A significant amount of network traffic is generated merely to administer the environment. The total power that is required to process one unit of end-user work is therefore significantly greater in a DCE environment. It is therefore important to represent this overhead in any performance prediction exercise. This leads to further complexity in the models.
A further complication lies in difficulties with data acquisition; for example, the current release of DCE has limited performance monitoring tools. Sizing and capacity planning in a DCE environment is, at present, largely based on experiment and rule-of-thumb. Its reliability is therefore poor.
Modelling objectives and monitoring requirements
The following measurements and technologies are needed to provide a performance analysis and capacity planning function in a client-server environment: A fundamental problem affecting performance analysis in client-server environments is that of trying to relate a given end-user work-unit to the resources that it consumes on each component. Many client and server processors are likely to use the UNIX operating system. The performance metrics provided by UNIX are neither complete nor consistent across different manufacturers' systems [9] . Moreover, UNIX itself has no concept of a transaction or end-user work-unit. It is often difficult to associate UNIX usernames or processes with the application work units. For example, consider one of the most common implementations of client-server-a Microsoft Windows based front-end client and a UNIX database server. As far as the server is concerned, it sees a stream of data (often SQL commands) that it services. There are no transaction identifiers to associate server resource consumption with the work-unit input by the end-user. The client application and the database server frequently run under a single user name. In this case it is impossible to divide the workload into sub-classes or components for performance analysis or as the basis of a model.
Many of the servers will use a relational database management system (RDBMS) such as ORACLE, SYBASE or SQL/Server. These have their own performance measurement systems of varying adequacy. These data are produced outside of (and bear no direct relationship to) the UNIX measurements. None of the RDBMS packages adequately report resource consumption on a transaction basis at present, although future versions of Oracle are expected to provide better facilities.
The data which are available from the local and wide area networks are generally concerned with overall utilizations, packet size distributions etc. Few, if any, data are available to relate the network traffic to the business or user level transactions that generated it. Some network analysis products, such as Microsoft's Network Monitor (part of the System Management Server), can be programmed to be sensitive to the data content of network traffic. Information from such monitors can therefore be used to analyse network loading by application and work-unit which is essential for obtaining the required measurements (a) and (d) above. One difficulty with this approach, apart from dire inefficiency, is that inspecting the content of network messages may be a breach of security.
However, data can be obtained for the overall performance of the system, i.e. aggregate statistics relating to the whole mixture of work-unit types. This type of information can be fed into a performance model of the system which can be calibrated and validated to provide reliable information about contention for resources, including queueing times (the time spent waiting to commence service at a resource after arrival). Such a model merely needs to know the resource demands of a particular work-unit type in order to determine its response time distribution. Ideally, such work-unit specific information should be measurable, but it is sometimes possible to estimate it by inspection of its specification in conjunction with aggregate data. (Unfortunately this approach to workload specification requires a level of expertise that is often not available in a typical commercial IT department.) The following section describes such an analytical contention-model which is novel in that it computes distributions of response time and accounts for components in the clients, network and server.
Analytical modelling
In an abstract model of a client-server system, there are logically three sources of delay: the client (a sum of subdelays comprising user 'think time' at a terminal and further ones in the host computer system, typically represented by just one server), the network and the server (figure 1). Response time, the sum of these delays, is the objective of this section. Resource-based measures are more easily predicted by conventional methods (see for example [5] ), and are not considered further here.
In the rest of this section, an approximation to the Laplace transform of the response time probability density function is derived. We make the approximating assumption that the sojourn times spent by a task at each node are statistically independent. Then the required Laplace transform is just the product of the Laplace transforms of the constituent sojourn time densities. This common assumption is subject to numerical validation, but, especially in an open model of the type we consider, experience suggests it holds up well in practice. Theoretically, this is explained to some extent by Palm's theorem [8] . Informally, this states that the superposition of a large number of traffic streams approaches a Poisson process as the number of streams increases but their individual rates decrease proportionally, so that the overall rate is constant. Thus the aggregate traffic at a node in a queueing network can often reasonably be approximated by an independent Poisson process. Consequently, to estimate response time, we can solve for the aggregate queueing delay at each node (experienced equally by all classes of task) and add task-specific service times, either known a priori or measured as per section 2.
Sojourn time density at any queueing node with a first come first served (FCFS) queueing discipline depends on the steady state queue length probability for that node and its Laplace transform is straightforward to compute (see section 3.1). For an infinite server (IS), i.e. a 'delay node' at which there is infinite capacity and so no queueing, sojourn time is the same as service time and so the Laplace transform of its density is given. Moreover, for an IS node, the above independence assumption is always valid. However, special techniques are required for the density of the delay on the network and these need to be tailored to the particular characteristics of that network. We consider an Ethernet in section 3.2 but a token ring or other type (such as FDDI) could be analysed analytically using a similar approach.
After computing the Laplace transforms associated with each node, the only remaining problems are to multiply them to get the Laplace transform of response time density and then to invert numerically to find the required density from which quantiles will follow. A simpler inverter has been written in C, based on the method of [2] , but more sophisticated inverters are available.
Representation of queueing nodes
We assume that the server can be modelled as an open multi-class, FCFS queueing node, i, with R classes, or an independent sequence of such nodes. The classes represent different types of work-units from the clients as well as different types of background workload-i.e. any other work that competes for the server with the client traffic. We have chosen to use a FCFS queueing discipline, but many other alternatives can also be solved by standard methods, for example priority queues or processor-sharing queues. Notice that we can aggregate any number of classes into a superclass by estimating their combined parameters-net arrival rate (sum of individual arrival rates) and average service time-typically through direct measurement. This is entirely sufficient for predicting queueing time distribution which is the same for all classes. Sojourn time for a given class is this queueing time added to the (independent) service time for the said class, the distribution of which is known.
Let the arrival rate of class r be λ ir and the service time density for class r, b ir (t), have Laplace transform b * ir (s). Also denote by µ ir the service rate, i.e. the reciprocal of the mean service time, −[db * ir /ds] evaluated at s = 0. Assuming Poisson arrivals (so the Random Observer Property holds) and exponential service times (so residual service times are statistically equivalent to full service times), the Laplace transform, Q i (s), of the queueing time (excluding service time) is obtained directly from the BCMP theorem [1, 5] by replacing the node load factors ρ ir by ρ ir b * ir (s) since these Laplace transforms must be multiplied in multiple convolutions of degree equal to the queue length seen on arrival at node i. This gives a queueing time Laplace transform:
where ρ ir = λ ir /µ ir and ρ i = ρ i1 + . . . + ρ iR . For exponential service times, b * ir (s) = µ ir /(s + µ ir ) so that the expression becomes:
and in particular, if R = 1, we get Q i (s) = (s + µ i1 )(1 − ρ i )/(s + µ i1 − λ i1 ) as expected, λ i1 being the local arrival rate.
The final formula for the Laplace transform of class r sojourn time density at node i is therefore:
Closed classes (i.e. with fixed population in the network) can be handled similarly and also combined with the open classes at a node in a mixed network.
The network
The network can be the crucial resource in a heavily loaded system, especially if the applications include bandwidth intensive applications such as document imaging. (Note that this is not always the case; the server I/O subsystem is usually the bottleneck in conventional transaction processing systems). Here we consider the ubiquitous Ethernet, which in some ways resembles a generalized bus, and which could be modelled as a FCFS queue with a random queueing discipline. However, it is also necessary to represent the retry protocol. We represent back-offs explicitly using a variable rate IS node with its service time dependent on the visitation rate. This leads to an iterative method of solution. Other types of network can be modelled analytically also, using specially tailored methods; token rings and multistage networks are two alternatives [4, 6] .
The essential details of Ethernet operation which we model are as follows. A message transmission comprises two phases: initialization (typically the time to traverse the Ethernet in each direction), during which any clashes are detected and all clashing transmissions back-off, and message transmission which is entered if and only if there are no clashes. Message transmission is never interrupted since new transmissions sense that the Ethernet is busy and backoff immediately. We assume backoff times are exponential random variables. The offered rate of traffic to the Ethernet, λ say, is given by a standard queueing network analyser for the whole system (at population one less than the one being analysed currently in a closed system), given the service rate at the Ethernet. The rate λ in turn determines the service rate function of the Ethernet node in the same model, yielding a fixed point equation which we solve iteratively.
The expectation of the message transmission time is m i + m t where m i is the (constant) initialization time and m t is the mean transmission time of the actual message. The probability of an arrival seeing the Ethernet busy, i.e. transmitting an actual message, is λm t -call this ρ. Let us assume that, when the Ethernet is idle, the probability that a transmission attempt fails is constant, p say. This turns out to be a reasonable approximation, especially for exponential backoff times, but clearly the more retransmissions there are pending, the greater will be the probability of failure. However, at low loads, the approximation should be satisfactory since there would rarely be more than two attempts. For one or two attempts (assuming the arrival theorem holds), the method is exact, up to the estimation of p in the steady state. We therefore estimate p, in the Kleinrock way [7] , for an open Ethernet model with Poisson arrival rate λ.
Given constant p, backoff time density function β, initialization time density function φ, transmission time density function τ and sojourn time density function at the Ethernet f e , we have (where * denotes Laplace transform):
The ith term in the sum corresponds to i attempts, each retry-attempt being necessary if either the Ethernet is busy (probability ρ) or it is not but there is a collision (probability (1 − ρ)p). The mean sojourn time is therefore
It remains to calculate p. We use Kleinrock's argument [7] which is as follows. A task gets the Ethernet if no other transmission has been attempted within an initialization time previously nor will be attempted within an initialization time afterwards, i.e. within a window of length two initialization times. Let the total rate at which transmissions and retransmissions are attempted be (> λ). Then clearly,
But net arrivals are Poisson under our assumptions and so, assuming (quite reasonably) that initialization periods are constant, say (so that m i = ): Hence we obtain p in terms of λ (produced by the queueing network analyser, initially assuming no Ethernet), which yields a new mean sojourn time which is fed back into the analyser to produce a new p and so on until convergence is achieved. In the queueing network analyser, we assume that the Ethernet is an IS server with mean service time m e although a more realistic model would use a single server queue with random queueing discipline and service rate obtained by matching mean waiting time with m e .
In the preceding, message transmission time has been assumed class-independent. To make it class-dependent is easy: just make τ class-dependent (and similarly m t ) and adjust ρ to where e r is the visitation rate of class r at the Ethernet node.
Strategy and practice
This section outlines a practical strategy for successful performance management and capacity planning of distributed client-server systems, using the techniques described in the previous section. The strategy is illustrated by a practical case study.
Monitoring strategy
Traditional performance management is based on the 'if it moves, measure it' philosophy. This is impractical in a client-server environment as it results in large amounts of uncoordinated and unreconcilable data that contain very little useful information. In most computer systems, 15% of the users are responsible for 85% of resources consumed. This is true of client-server systems according to data captured. A few important metrics are sufficient to answer the majority of performance and planning questions with the required accuracy. Unfortunately some of these metrics are not readily available.
The process of restricting the range of metrics which we need to consider starts with an assessment of those components which are either expensive to install or replace, and those components which contribute most to delivered service levels.
A client-server case study
The importance of identifying those components which contribute most to delivered service was amply illustrated during a recent client-server performance study. The system concerned provided document imaging services in a financial environment. The application is essentially a work flow management system that supports staff dealing with telephone enquiries from customers. Thus response times are a very important contributor to delivering a high level of customer service and have a direct bearing on the cost of running the business. Long response times result in poor customer service and lower throughput, resulting in the possible employment of more staff to maintain the service and directly increasing costs. The system delivered poor and inconsistent service levels and it was thought that a substantial number of additional servers would be needed to obtain the service levels that were required by the business. This additional expenditure was not allowed for in the project budget.
The client systems are Personal Computers (PCs) running Microsoft Windows/3 connected via Novell Netware servers to a UNIX server. The UNIX server is connected to a document storage juke-box system using optical WORM disks. Measurement of the loading levels of the various components of the system showed that server, client and LAN utilization levels were below the point at which service degradation could be expected.
From an end-user point of view, the most important function was the retrieval and presentation of document images. Further research found that a requested document could be in one of four locations on the system, each with its own service-time characteristics:
(a) In RAM on the workstation.
In this case the retrieval time was very small-less than ten microseconds. (b) In magnetic disk cache on the UNIX server.
Retrieval time here was dominated by the time taken to read the document from the disk, with an average service time of around 10-15 milliseconds. (c) In the active optical disk drive of the document jukebox. In this case the retrieval time was dominated by the time taken to read the optical disk. Disks of this type have an average service time of around 150 milliseconds. (d) In a disk which must be retrieved and loaded into one of the four juke-box drives. In this case the retrieval time was dominated by the robotic platter load time, which is around 10 seconds.
An analytical model was constructed that represented the behaviour of this system using the client-server version of the Athene modelling package [10] . This software implements the techniques described in section 3. Whilst resource-based metrics are needed for identifying bottlenecks, and more importantly, their onset as business volumes increase, the primary performance goal is a satisfactory response time for the end-user. Not only must mean response time be below a given threshold, it must also be reasonably consistent. Such consistency is commonly quantified by the 95th quantile of the distribution, i.e. the response time value which is not exceeded by more than 5% of transactions. Hence, prediction of this quantile was crucial to the customer as a yardstick by which to assess the performance of various proposed system enhancements. It could be obtained directly from the predicted response time distribution, which was also used in the identification of performance problems, see below. Experience in client-server environments has shown that the majority of end-user response time (often around 80% or more) is often spent busy or queueing for server resources. The pie chart in figure 2 shows how the response time predicted during the case study is distributed across the various components of the client-server system. These figures conformed closely with measured data, with an error of less than 5%. Notice that in this case the effect of the network is negligible and can be regarded as an additional fixed delay. A detailed model such as that described in section 3.2 is therefore unnecessary here, but in other environments, as more and more users hook in to a central database for example, the network can quickly saturate and become the critical resource to model. However, in any effective system, network utilization should be low (as here). The role of the network sub-model is in capacity planning, i.e. to predict the maximum level of loading consistent with satisfactory performance.
The model-in particular the form of the sojourn time distribution at the server-demonstrated that the key driver of the system performance was the cache hit rate. The number of times that the system accessed the optical jukebox directly had to be minimized. Unfortunately the hit-rate on the document cache on the UNIX server was less than 50%. This meant that more than half of the document requests had to be serviced from the juke-box with a serious impact on average retrieval times and hence end user response times.
The correct way of improving the end user response time was to increase the cache hit-rate and not to add servers. This was achieved by pre-processing the workqueues in batch overnight. This enabled a prediction to be made of the documents that would be required on the following day. These documents were then pre-fetched into the document cache stored on the server's magnetic disk. Quantitative analysis showed that this would give an improvement in the cache hit-rate to over 90%.
The Athene analytical model confirmed that the new cacheing strategy would reduce the end-user response time, in particular the 95th quantile, to a level that did meet the needs of the business. This solution required no new hardware and no more staff and may be compared with the perception that existed before the study. However it was only recognised after making systematic measurements, analysing the behaviour of the system and understanding that behaviour by representing it in an Athene model. The model made it possible to evaluate possible solutions before spending any money whilst the availability of accessible measurement data made it possible to confirm the modelled results and the validity of the solution. Needless to say the performance management study cost a great deal less than the hardware upgrade that was originally envisaged and was accomplished within two weeks. Detailed validation of the model is continuing as part of an ongoing study †.
The case study illustrates an important practical point. Performance management techniques were only applied when problems with the production system became apparent. A broad brush performance model can be constructed during the design phase, using design estimates as input parameters. Such a design model makes assumptions explicit (in this case the proportion of documents that would be in the server cache), and often reveals potential bottlenecks and weaknesses that can be rectified at a low cost. This model is revised and updated with measurements during system testing, again providing an opportunity to detect and evaluate problems and solutions before live running starts. The integration of modelling and measurement with the development process would have revealed the importance of the document cache and the need to exploit it during development.
Layered model
The graphic in figure 3 attempts to clarify the requirement for performance management in client-server systems.
The bottom layer shows the individual components required to deliver the service. Layer 2 shows the variety of different agents which are required to extract the required data. The third layer represents the integration mechanism which is required to provide the required presentation at level 4. It is possible, at least for the UNIX components of the system, that the emergence and adoption of the proposed Universal Measurement Architecture (UMA) will simplify levels 2 and 3. (Unfortunately the widespread use of UMA is a distant prospect despite the efforts of some pioneers; it is equally likely that the increasing market presence of Windows/NT with its rationally structured measurement tools will solve the problem in a different way.)
The performance analyst must always remember the old computing adage that 'Information costs money'. There is always a cost in terms of human, computer and network resources to capture, retrieve, store and analyse performance and resource consumption data. This cost must be offset against the utility of the information provided. And so, returning to the first point in this section, we should replace the 'if it moves, measure it' approach not by asking 'what data are available?' but rather 'what data do we need in order to satisfy our management information requirements?' This is, in part, driven by the nature of the prediction technology that is employed. One of the advantages of the analytical model described in section 3 is that it is relatively economical to parametrize it, in contrast to more cumbersome techniques based on discrete event simulation or direct experimentation. 
Conclusion
The establishment of performance management in clientserver environments, whilst not by any means without difficulties, is essential if high quality IT services are to be developed and delivered in a cost-effective manner. The IT industry has known for a long time that performance problems that are found when operational running starts will cost two to three orders of magnitude more to fix than those detected during design. The continuing reluctance to adopt formal performance management techniques is in part due to their perceived complexity and in part due to the absence of measurement and prediction tools. However, the methods that we have described can be readily applied to form a central part of a coherent design strategy. The case study of section 4 shows that substantial financial gains are possible with relatively little effort.
It is possible, particularly for less complex client-server implementations, to provide an adequate performance management service based on traditional componentoriented techniques.
Here the strategies outlined in section 2 will lead to concentration on those components which have the most effect-either on performance, or on overall costs. A number of successful projects in this area have used controlled performance trials (required in order to track a particular work-unit through the components of the service) to estimate end-user response time distribution through measurement.
However, the tools and techniques described in sections 2 and 3 are now available for performance monitoring and prediction of client-server systems as a whole. Most practical approaches to performance management are based in varying degrees on the centralized architecture described above, supplemented by data mining, statistical methods and graphical analysis tools to integrate the separate measurements into a system-wide view. The resulting model-based methodology has great flexibility, allowing tests to be made easily to evaluate diverse configurations of both hardware, its controlling systems software and workload profiles. The previous need to rely entirely on the specialist experience of architects and engineers is largely removed, and now, with the accessibility provided by present-day GUIs, the approach can be appreciated by management and technically oriented users alike.
The successful use of such techniques for detailed analysis relies on the ability to routinely associate the resources consumed at each component (or service centre) with each workload component. Although the controlled performance trials mentioned earlier can help with this process by tracking each work unit through the client-server maze they are not a universally applicable solution because of their high cost. It is essential that operating system and RDBMS vendors extend their monitoring tools to track transactions; there are encouraging signs that the problem is now at least understood and that we can expect to see new facilities in some products in the near future.
