Empirical likelihood inference for median regression models for censored survival data  by Qin, Gengsheng & Tsao, Min
Journal of Multivariate Analysis 85 (2003) 416–430
Empirical likelihood inference for median
regression models for censored survival data
Gengsheng Qina and Min Tsaob,*
aGeorgia State University, Atlanta, GA, USA
bDepartment of Mathematics & Statistics, University of Victoria, P.O. Box 3045, Victoria, BC, Canada
V8W 3P4
Received 28 November 2002
Abstract
Recent advances in median regression model have made it possible to use this model for
analyzing a variety of censored survival data. For inference on the model parameter vector,
there are now semiparametric procedures based on normal approximation that are valid
without strong conditions on the error distribution. However, the accuracy of such procedures
can be quite low when the censoring proportion is high. In this paper, we propose an
alternative semiparametric procedure based on the empirical likelihood. We deﬁne the
empirical likelihood ratio for the parameter vector and show that its limiting distribution is a
weighted sum of chi-square distributions. Numerical results from a simulation study suggest
that the empirical likelihood method is more accurate than the normal approximation based
method of Ying et al. (J. Amer. Statist. Assoc. 90 (1995) 178).
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1. Introduction
The accelerated failure time (AFT) model is a valuable model for the analysis of
survival data. Its simple structure and ease of interpretation make it an attractive
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method to practitioners. The application of the AFT model to survival data subject
to right censoring has received a lot of attention in recent years. There are two main
approaches in the literature: one is to extend the least squares method (LSE) in the
complete data case to the incomplete data case. See, for instance, [3,8,11,12,26,27].
The other is to extend robust estimators to incomplete data settings. See
[9,10,19,21,23] among others.
In survival analysis, it is often of interest to estimate median life length at given
covariate levels. A special class of AFT models also known as the median regression
models can be used for this purpose. The median regression models assume that the
median life length or a transformation of it is a known function of the covariates.
They are useful alternative to the commonly used Cox proportional hazards models
and other AFT models due to their robustness and ease of interpretation. Extracting
information about the median life length from the latter two types of model is
complicated. Nevertheless, until recently the application of the median regression
model is only limited to some special cases due to the lack of methods for model
parameter estimation and inference for more general situations. For uncensored
data, robust estimation of the model parameters can be obtained by the method of
the least absolute deviations, i.e., the L1 regression. The asymptotic properties of the
L1 regression estimator have been studied by Bassett and Koenker [2] and Chen et al.
[5], among others. Powell [13,14] also used the L1 regression to analyze censored data
for the special case where the censoring variables are observable. For the general case
with censored data, however, the L1 regression no longer applies.
A recent work by Ying et al. [25] proposed an estimating equation approach which
provided a tool for parameter estimation and inference for a general median
regression model that allows for right censoring and random covariates. To arrive at
the desired estimating equation, the authors ﬁrst observed that the method of L1
regression has an estimating equation representation. Although L1 regression cannot
be applied to the median regression models for right censored data with random
covariates, the corresponding estimating equation can be adapted to deal with this
case. The estimator based on the (adapted) estimating equation was shown to be
consistent and asymptotically normal. Numerical results suggest that this estimating
equation approach is more accurate and robust than the log-rank method for the
AFT model [22]. However, its accuracy deteriorate when the censoring proportion
increases. In a recent paper, Yang [24] proposed some alternative semiparametric
estimators. These estimators are based on some weighted empirical survival and
hazard functions. They have a nice interpretation as the extension of the sample
median to the censored regression model. See Yang [24] for this and other properties
of these estimators.
In the present paper, we develop an empirical likelihood approach for making
inference for the median regression model considered by Ying et al. [25]. The
empirical likelihood approach is more accurate than the normal approximation in
many situations where the underlying distribution is non-normal. For the present
problem, it complements the normal approximation in that it is more accurate when
the censoring proportion is high. The method of empirical likelihood was introduced
by Owen [15,16]. Its advantages have been well-recognized (see, e.g., Hall and
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La Scala [28]) and it has found applications in many areas of statistics. These include
Owen [17] and Chen [4] on empirical likelihood methods in regression analysis, Chen
and Hall [6] on quantile estimation, Qin and Lawless [18] on estimating equations.
Owen [17] contained a brief discussion on robust regression which covers the case of
the L1 regression for uncensored data. Two recent work relevant to the present paper
are Adimari [1] on the empirical likelihood inference for the M-estimators of
location under random censorship and Shi and Lau [20] on robust empirical
likelihood inference for linear models under median constraints for uncensored data.
The median regression model of Ying et al. [25] differs from those considered by
Owen [17] and Shi and Lau [20] in that it allows for random covariates and
censoring. Thus results in the latter two papers do not apply to this model. To
develop empirical likelihood inference for this model, we make full use of the
estimating equation of Ying et al. [25]. We deﬁne an empirical likelihood ratio for the
parameter vector of the median regression model using elements of the estimating
equation and show that its limiting distribution is a weighted sum of chi-square
distributions. This leads to an empirical likelihood ratio conﬁdence region for the
model parameter. Note that the usual limiting distribution of the empirical
likelihood ratio is a chi-square distribution. The same phenomena has also be
observed for the sieve likelihood ratio [7]. In the present paper, however, the
presence of censoring has led to a somewhat different kind of limiting distribution.
For a censoring proportion of zero, the estimating equation amounts to the L1
regression and the limiting distribution of the empirical likelihood ratio reduces to a
chi-square distribution.
This paper is organized as follows. In Section 2, we describe the general median
regression model and introduce the empirical likelihood for the model parameter
vector. We also give the main results of this paper on the limiting distribution of the
empirical likelihood ratio. In Section 3, we present some simulation results which
compare the empirical likelihood method with the normal approximation method of
Ying et al. [25]. The results suggest the empirical likelihood method is in general
more accurate. The proofs of our results are given in the appendix.
2. Methodology and main results
The median regression model of Ying et al. [25] is,
Ti ¼ b0Zi þ ei; ð2:1Þ
where Ti is the response of interest (e.g. failure time, lifetime, etc.), Z
0
i ¼ ð1;X0iÞ0 is a
ðp þ 1Þ  1 vector of covariates, b is a ðp þ 1Þ-dimensional unknown vector of
regression parameters, and the ei’s are the observation errors whose conditional
median given the Zi’s are zero. Each Ti may be censored by some random variable
Ci: That is, instead of observing ðZ0i; TiÞ; one observes only ðZ0i; Yi; diÞ; where
Yi ¼ minðTi; CiÞ; di ¼ IfTipCig; i ¼ 1;y; n:
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Here as in [25], we assume that the censoring variables Ci’s are iid with a common
distribution function G: Also the Zi’s and the Ci’s are independent, or the covariate
Z is discrete and can assume only ﬁnitely many values.
With ðZ0i; Yi; diÞ; the L1 regression can no longer be used to make inference about
the parameter vector b in model (2.1). To look for an alternative, Ying et al. [25]
noted that IðYiXb00ZiÞ has expectation ð1	 Gðb00ZiÞÞ=2; where b0 is the true value of
b; hence proposed the following estimating equation:
Xn
i¼1
Zi
IðYi 	 b0ZiX0Þ
1	 Gˆðb0ZiÞ
	 1
2
 !
E0; ð2:2Þ
where Gˆ is the Kaplan–Meier estimator of G given by
1	 GˆnðtÞ ¼
Y
upt
1	 DN
cðuÞ
Y ðuÞ
 
;
where
NcðuÞ ¼
Xn
i¼1
IðYipu; di ¼ 0Þ; Y ðuÞ ¼
Xn
i¼1
IðYiXuÞ; DNcðuÞ ¼ NcðuÞ 	 Ncðu	Þ:
When the censoring variable is dependent on the covariate vector Z and Z takes only
ﬁnitely many values, they proposed the following alternative estimating equation:
Xn
i¼1
Zi
IðYi 	 b0ZiX0Þ
1	 Gˆðb0Zi;ZiÞ
	 1
2
 !
E0; ð2:3Þ
where Gˆðt; zÞ is the local Kaplan–Meier estimator of Gðt; zÞ ¼ PðCptjZ ¼ zÞ; the
conditional distribution function of C given Z: A ‘‘root’’ #b for (2.2) or (2.3) is deﬁned
as a minimizer of the Euclidean norm of the estimating function. Here #b is the point
estimator of the parameter vector b; and #b may be computed using a grid search
method [25]. Under certain conditions, they have shown that
n1=2ð #b	 bÞ -L Nð0; A	1GA	1Þ;
where the matrix A and G are given later in this section. This may be used to make
inference about b: In the following, we will only be concerned with empirical
likelihood inference for the case where the censoring variable is independent of the
covariate. The case where the censoring variable is dependent on a covariate which
can only take ﬁnitely many values can be handled by extending results for the
independent case. See also [25].
To deﬁne an empirical likelihood ratio for b; ﬁrst note that
E Zi
IðYi 	 b00ZiX0Þ
1	 Gðb00ZiÞ
	 1
2
  
¼ 0; i ¼ 1;y; n:
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Let p ¼ ðp1;y; pnÞ be a probability vector, i.e.,
Pn
i¼1 pi ¼ 1 and piX0 for all i: For
1pipn; we deﬁne
Wi ¼ Zi IðYi 	 b
0
0ZiX0Þ
1	 Gðb00ZiÞ
	 1
2
 
;
Wni ¼ Zi IðYi 	 b
0
0ZiX0Þ
1	 Gˆðb00ZiÞ
	 1
2
 !
:
Then, the empirical likelihood, evaluated at the true parameter value b0; is deﬁned by
L˜ðb0Þ ¼ sup
Yn
i¼1
pi :
X
pi ¼ 1;
Xn
i¼1
piWi ¼ 0
( )
:
Since the Wi’s depend on GðÞ which is unknown, we replace them by the Wni’s.
Therefore, an estimated empirical likelihood, evaluated at the true value b0 of b; is
deﬁned by
Lðb0Þ ¼ sup
Yn
i¼1
pi :
X
pi ¼ 1;
Xn
i¼1
piWni ¼ 0
( )
:
By the Lagrange multiplier, we have
pi ¼ 1
n
f1þ l0Wnig	1; i ¼ 1;y; n;
where l ¼ ðl1;y; lpÞ0 is the solution of
1
n
Xn
i¼1
Wni
1þ l0Wni
¼ 0: ð2:4Þ
Note that
Qn
i¼1 pi; subject to
Pn
i¼1 pi ¼ 1; attains its maximum n	n at pi ¼ n	1: So
we deﬁne the empirical likelihood ratio at b0 by
Rðb0Þ ¼
Yn
i¼1
ðnpiÞ ¼
Yn
i¼1
f1þ l0Wnig	1;
and the corresponding empirical log-likelihood ratio is deﬁned as
lðb0Þ ¼ 	2 log R ¼ 2
Xn
i¼1
logf1þ l0Wnig; ð2:5Þ
where l is the solution of (2.4).
The above deﬁnition of the empirical log-likelihood ratio lðb0Þ; given by (2.4) and
(2.5), looks similar to the uncensored case. There is, however, one essential
difference, that is, the Wni’s are not independent random variables. This makes the
limiting behavior of lðb0Þ different from the usual Wilks theorem in the context of
linear regression. To derive the limiting distribution, let D be a bounded convex
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region which has the true value b0 of b in its interior. Furthermore, assume the
following general conditions hold (cf. [25]):
1. Z is bounded, i.e., jjZjjpB for some positive constant B:
2. For bAD; there exists a constant t0 such that PðYXt0jZÞ40 and b0Zpt0; with
probability 1.
3. The conditional survival function of T ; namely Fðt; zÞ; is bounded away from zero
over the region ð	N; t0  ½	B; B: The derivatives of 	Fðt; zÞ and Gðt; zÞ with
respect to t; f ðt; zÞ and gðt; zÞ; are uniformly bounded in ðt; zÞAð	N; t0 
½	B; B:
4. The matrix A ¼ E½ZZ0f ð0jZÞ is positive deﬁnite, where f ðtjzÞ ¼ f ðt þ b00z; zÞ is
the conditional density of e ¼ T 	 b00z given Z ¼ z:
Let
G1 ¼ lim
n-N
n	1
Xn
i¼1
IðYi 	 b00ZiX0Þ
1	 Gðb00ZiÞ
	 1
2
 2
ZiZ
0
i;
G2 ¼ 1
4
Z þN
	N
qðtÞqðtÞ0
hðtÞ dLGðtÞ
where
qðtÞ ¼ lim
n-N
n	1
Xn
i¼1
Iðb00ZiXtÞZi; hðtÞ ¼ limn-N n
	1Xn
i¼1
IðYiXtÞ:
Also, let G ¼ G1 	 G2: The following theorem, proved in the appendix, gives the
limiting distribution of lðb0Þ:
Theorem 2.1. Assume conditions 1–4 hold. If b0 is the true value of b; then the limiting
distribution of lðb0Þ is a weighted sum of chi-square distributions with 1 degree of
freedom, that is,
lðb0Þ -L l1w21;1 þ?þ lpþ1w2pþ1;1;
where the weights li are the eigenvalues of G	11 G and w
2
i;1 ði ¼ 1; 2;y; p þ 1Þ are
independent chi-square random variables each with one degree of freedom.
In order to apply Theorem 2.1, one has to ﬁrst estimate the weights li: Under the
assumptions of Theorem 2.1, the limiting covariance matrix G1; G2 (hence G) can be
consistently estimated by
#G1 ¼ n	1
Xn
i¼1
IðYi 	 #b0ZiX0Þ
1	 Gˆð #b0ZiÞ
	 1
2
 !2
ZiZ
0
i; ð2:6Þ
#G2 ¼ 1
4n
Xn
i¼1
ð1	 diÞ
Pn
j¼1 ZjIð #b0ZjXYiÞPn
j¼1 IðYjXYiÞ
 !#2
; ð2:7Þ
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where a#2 ¼ aa0 for any vector a: See also [25]. It follows that the li’s can be
consistently estimated by the lˆi’s which are the eigenvalues of #G	11 #G; where
#G ¼ #G1 	 #G2:
Conﬁdence regions for b can be constructed as follows. Let
RaðbÞ ¼ fb : lðbÞpcag; ð2:8Þ
where ca is the ð1	 aÞth quantile of the weighted chi-square distribution lˆ1w21;1 þ
?þ lˆpþ1w2pþ1;1: Then by Theorem 2.1, RaðbÞ is an approximate conﬁdence region for
b with asymptotically correct coverage probability 1	 a; i.e.,
Pðb0ARaðbÞÞ ¼ 1	 aþ oð1Þ:
3. Numerical results
In this section, we compare the performance of the empirical likelihood method to
that of the normal approximation based method of Ying et al. [25] in terms of their
coverage probabilities. We consider the following simple linear models where the
true values of the intercept and slope parameters are 0 and 1, respectively.
Model A: The covariates xi’s are drawn from the uniform distribution U ½0; 1: For
a given xi value, the corresponding Ti is generated from a normal distribution with
mean xi and constant variance 1. The censoring time is given by Ci ¼ log Ui; where
Ui is generated from the uniform distribution U ½0; c:
Model B: The same as Model A except that Ti is generated from a normal
distribution with mean xi and variance xi; i.e., the error term ei in model (2.1)
depends on xi:
Model C: For this model, xi ¼ Ui; Ti ¼ xi þ 0:5Ni; Ci ¼ c þ xi þ 0:5Mi: Here Ui is
the uniform random variable U ½0; 1; Ni’s and Mi’s are iid standard normal, Ni’s and
Mi’s are independent.
Model D: The same model as Model C except that the covariates are now set to
xi ¼ i=n; i ¼ 1;y; n:
The value of the constant c in each model determines the censoring proportion. In
our simulation study, we set c for each model to three different values to achieve
15%, 25% and 40% censoring proportions, respectively. The sample size n is always
60. Thus a set of simulated observations from one of the above censored median
regression models consists of ðxi; Yi; diÞ for i ¼ 1;y; 60; where
Yi ¼ minðTi; CiÞ; di ¼ IfYipCig:
Note that technically the normal approximation based method and the empirical
likelihood method both require the assumption that Ti be independent of Ci: In
Models C and D, however, Ti and Ci are dependent. In practice, the dependence
between Ti and Ci is not uncommon, especially when the observations are obtained
from an observational study instead of a controlled one. While the theoretical impact
of this dependence on the validity of the normal approximation based method and
the empirical likelihood method remains unknown, practitioners may be interested
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in the robustness of these methods against departure from the independence
assumption. We include these two examples to examine this robustness.
For each model, we generate M ¼ 1000 sets of data. Then we simulated coverage
probabilities of the empirical likelihood method and the normal approximation
based method using these M data sets. Computational details of the simulation can
be found later in this section. The simulation results are summarized in Table 1.
Results in Table 1 led to the following observations:
(1) In the case of heavy censoring (40%), the empirical likelihood method
outperforms the normal approximation based method. Typically, it is about
3–5% more accurate than the latter.
Table 1
Comparisons of empirical likelihood and normal approximation. Coverage probabilities for b:
Nominal Models Censoring Normal Empirical
levels proportion approximation likelihood
(%)
0.90 A 15 0.87 0.87
25 0.90 0.90
40 0.79 0.84
B 15 0.87 0.87
25 0.87 0.91
40 0.69 0.75
C 15 0.88 0.89
25 0.87 0.88
40 0.81 0.85
D 15 0.90 0.90
25 0.89 0.91
40 0.81 0.85
0.95 A 15 0.92 0.93
25 0.94 0.95
40 0.86 0.90
B 15 0.94 0.94
25 0.93 0.95
40 0.77 0.82
C 15 0.94 0.95
25 0.92 0.93
40 0.88 0.91
D 15 0.95 0.95
25 0.94 0.94
40 0.86 0.90
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(2) When the censoring is not heavy (15% or 25%), both the empirical likelihood
and the normal approximation based methods have good coverage probabilities,
but the empirical likelihood method still performs better than the normal
approximation based methods.
(3) The coverage of the normal approximation based method seems to be
consistently lower than the nominal level whereas that of the empirical
likelihood does not have this problem when the censoring is not heavy.
(4) Note that in Models C and D, Ti and Ci are dependent but are conditionally
independent given Zi: By comparing the coverage probabilities of both Methods
on Models A and B to that on Models C and D, we see no evidence that this
type of dependence between Ti and Ci has a negative impact on the coverage
probability of the methods. This suggests the methods are robust against this
type of departure from the independence assumption. Furthermore, this and the
fact that the methods are valid in the presence of such dependence so long as Zi
can only assume ﬁnitely many values also points to the possibility that they
remain valid as long as Ti and Ci are conditionally independent given Zi:
To summarize, we note that the empirical likelihood method gives very
competitive coverage probabilities. The shape of the empirical likelihood conﬁdence
region is completely determined by the data and does not have the artiﬁcial
symmetry which is always present in normal approximation based conﬁdence
regions. These advantages of the empirical likelihood method make it a valuable
alternative to the normal approximation based method of Ying et al. [25].
Finally, as one referee pointed out that the computation of the empirical
likelihood ratio conﬁdence region and the normal approximation based conﬁdence
region for the median regression model considered here is rather complicated. There
is no readily available software for handling the computation. We now give the
algorithm that we used for computing our examples. The algorithm is reliable, albeit
a bit slow at times for the purpose of simulating the coverage probabilities.
For a given data set ðZ0i; Yi; diÞ ði ¼ 1;y; nÞ:
(i) Use a grid search to locate #b as suggested by Ying et al. [25] using (2.2) or (2.3).
Here di is implicitly used by the Kaplan–Meier estimator Gˆ:
(ii) Once #b is found, use (2.6) and (2.7) to ﬁnd matrices #G1; #G2 and #G:
(iii) Find the eigenvalues of #G	11 #G; lˆi ði ¼ 1;y; p þ 1Þ: Then use Monte Carlo
method to ﬁnd ca; the 100ð1	 aÞth percentile of the weighted chi-square
distribution lˆiw21;1 þ?þ lˆpþ1w2pþ1;1:
(iv) The empirical log-likelihood ratio for any vector b in the parameter space can
be evaluated through (2.5) and (2.4) upon replacing all b0 in these formulas and
the formula for Wni with b: The l value in (2.4) is computed numerically. The
empirical likelihood ratio conﬁdence region (based on the given data set) for b0
is then the collection of b values that satisfy
lðbÞpca: ð3:9Þ
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Similarly, the normal approximation based conﬁdence region for b0 is the
collection of b values that satisfy
n	1
Xn
i¼1
Wni
 !0
#G	1
Xn
i¼1
Wni
 !
ow22;1	a: ð3:10Þ
See [25] or Lemma A.1(i) in the appendix.
Now with M generated data sets and the true value b0 known, the simulated coverage
probability for the empirical likelihood ratio conﬁdence region is the proportion of the
data sets for which b0 satisﬁes (3.9). That for the normal approximation based region is
the proportion of the data sets for which b0 satisﬁes (3.10).
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Appendix. Proof of Theorem 2.1
We need the following three lemmas for the proof of Theorem 2.1.
Lemma A.1. Under the same conditions as in Theorem 2.1, we have
(i) 1ﬃﬃ
n
p
Pn
i¼1 Wni -
L
Nð0;GÞ; ðiiÞ #b	 b0 ¼ Opðn	1=2Þ:
Proof. See [25, Appendices B and A]. &
Lemma A.2. Under the same conditions as in Theorem 2.1, we have
(i) 1
n
Pn
i¼1 WniW
0
ni -
p
G1; ðiiÞ #G1 -p G1; ðiiiÞ #G -p G:
Proof. Let
#G1n ¼ 1
n
Xn
i¼1
WniW
0
ni; G1n ¼
1
n
Xn
i¼1
WiW
0
i :
In order to prove (i), we only need to prove #G1n ¼ G1n þ opð1Þ: For any aARp; we
have the following decompositions:
a0ð #G1n 	 G1nÞa ¼ 1
n
Xn
i¼1
ða0ðWni 	 WiÞÞ2 þ 2
n
Xn
i¼1
ða0WiÞða0ðWni 	 WiÞÞ
 I1 þ 2I2: ðA:1Þ
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We now show that I1 and I2 are both opð1Þ: First note that
a0ðWni 	 WiÞ ¼ a0Zi IðYi 	 b
0
0ZiX0Þ
1	 Gˆðb00ZiÞ
	 IðYi 	 b
0
0ZiX0Þ
1	 Gðb00ZiÞ
 !
¼ Gˆðb00ZiÞ 	 Gðb00ZiÞ
   a0ZiIðYi 	 b00ZiX0Þð1	 Gðb00ZiÞÞ2  1þ
Gˆðb00ZiÞ 	 Gðb00ZiÞ
1	 Gˆðb00ZiÞ
 !
:
Note that under condition 2, a0Wi ¼ ða0ZiÞOpð1Þ: It follows from conditions 1, 2 and
the LIL of Kaplan–Meier estimator that
jI2jpC sup
tpt0
jGˆðtÞ 	 GðtÞj 1þ sup
tpt0
GˆðtÞ 	 GðtÞ
1	 GˆðtÞ


 !
 1
n
Xn
i¼1
a0Zið Þ2IðYi 	 b00ZiX0Þ
ð1	 Gðb00ZiÞÞ2
¼ opð1Þ;
where C is a generic constant. Similarly, we can show that I1 ¼ opð1Þ: Hence #G1n ¼
G1n þ opð1Þ and Lemma A.2(i) is proved.
In order to prove Lemma A.2(ii), in light of Lemma A.2(i), we only need to show
that #G1 ¼ #G1n þ opð1Þ: Let
Ji ¼ IðYi 	
#b0ZiX0Þ
1	 Gˆð #b0ZiÞ
	 IðYi 	 b
0
0ZiX0Þ
1	 Gˆðb00ZiÞ
; i ¼ 1;y; n:
Then for any aARp; we have
a0ð #G1 	 #G1nÞa ¼ 1
n
Xn
i¼1
a0Zið Þ2J2i þ
2
n
Xn
i¼1
ða0ZiÞ2Ji IðYi 	 b
0
0ZiX0Þ
1	 Gˆðb00ZiÞ
	 1
2
 !
:
By conditions 1, 2 and the LIL of the Kaplan–Meier estimator,
ja0ð #G1 	 #G1nÞajp max
i
ða0ZiÞ2 1
n
Xn
i¼1
J2i
þ max
i
ða0ZiÞ2 2
n
Xn
i¼1
jJij 1
1	 Gðt0Þ suptpt0
1	 GðtÞ
1	 GˆðtÞ

þ 12
 !
;
pC 1
n
Xn
i¼1
J2i þ
1
n
Xn
i¼1
jJij
 !
:
Now that
Ji ¼ 1	 Gð
#b0ZiÞ
1	 Gˆð #b0ZiÞ
IðYi 	 #b0ZiX0Þ 	 IðYi 	 b00ZiX0Þ
ð1	 Gðb00ZiÞÞ þ ðGðb00ZiÞ 	 Gð #b0ZiÞÞ
þ 1	 Gð
#b0ZiÞ
1	 Gˆð #b0ZiÞ
1	 Gðb00ZiÞ
1	 Gˆðb00ZiÞ
 IðYi 	 b
0
0ZiX0Þ
ðð1	 Gðb00ZiÞÞ þ ðGðb00ZiÞ 	 Gð #b0ZiÞÞÞð1	 Gðb00ZiÞÞ
 ððGˆð #b0ZiÞ 	 Gð #b0ZiÞÞ þ ðGð #b0ZiÞ 	 Gðb00ZiÞÞ þ ðGðb00ZiÞ 	 Gˆðb00ZiÞÞÞ:
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It follows that
jJijpC sup
tpt0
1	 GðtÞ
1	 GˆðtÞ

jIðYi 	
#b0ZiX0Þ 	 IðYi 	 b00ZiX0Þj
1	 Gðt0Þ
þ C sup
tpt0
1	 GðtÞ
1	 GˆðtÞ


2
suptpt0 jGˆðtÞ 	 GðtÞj
ð1	 Gðt0ÞÞ2
:
By Lemma A.1(ii), (A.7) in [25] holds. ThusXn
i¼1
jIðYi 	 #b0ZiX0Þ 	 IðYi 	 b00ZiX0Þj ¼ Opðn2=3Þ:
It follows that by the LIL of Kaplan–Meier estimator,
1
n
Xn
i¼1
jJijpC 1
n
Xn
i¼1
IðYi 	 #b0ZiX0Þ 	 IðYi 	 b00ZiX0Þ
 þ opð1Þ
¼ opð1Þ
and
1
n
Xn
i¼1
J2i p
1
n
Xn
i¼1
jJij 1
1	 Gð #b0ZiÞ
þ 1
1	 Gðb00ZiÞ
 !
sup
tpt0
1	 GðtÞ
1	 GˆðtÞ


pC1
n
Xn
i¼1
jJij
¼ opð1Þ:
Therefore a0ð #G1 	 #G1nÞa ¼ opð1Þ: Hence #G1 ¼ #G1n þ opð1Þ and Lemma A.2(ii) is
proved. Similarly, #G2 is a consistent estimator of G2: This and Lemma A.2(ii) imply
Lemma A.2(iii). See also [25]. The proof of Lemma A.2 is thus complete. &
Lemma A.3. Let Y -
L
Nð0; IpÞ; where Ip is the p  p identity matrix. Let U be a
p  p nonnegative definite matrix with eigenvalues l1;y; lp: Then,
Y 0UY -
L
l1w21;1 þ?þ lpw2p;1;
where w2i;1 are as defined in Theorem 2.1.
Proof. Omitted.
Proof of Theorem 2.1. Applying Taylor’s expansion to (2.5), we have
lðb0Þ ¼ 2
Xn
i¼1
logf1þ l0Wnig ¼ 2
Xn
i¼1
l0Wni 	 1
2
ðl0WniÞ2
 
þ rn ðA:2Þ
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with
jrnjpC
Xn
i¼1
ðl0WniÞ3 in probability:
Write l ¼ ry where rX0 and jjyjj ¼ 1: Since #G1n ¼ G1n þ opð1Þ (see the proof of
Lemma A.2(i)), we have
y0 #G1ny ¼ y0G1nyþ opð1Þ:
By conditions 1 and 2,
n	2
Xn
i¼1
E Zi
IðYi 	 b00ZiX0Þ
1	 Gðb00ZiÞ
	 1
2
 



4
¼ oð1Þ:
Then, applying the same arguments used in [17], we can prove
jjljj ¼ Opðn	1=2Þ: ðA:3Þ
Again by conditions 1 and 2,
max
1pipn
jjWnijjp max
i
ZiIðYi 	 b00ZiX0Þ
1	 Gðb00ZiÞ



 sup
tpt0
1	 GðtÞ
1	 GˆðtÞ

þ 12 maxi jjZijj
¼Opð1Þ: ðA:4Þ
Hence,
jrnjpCnjjljj3 max
1pipn
jjWnijj
 3
¼ Opðn	1=2Þ: ðA:5Þ
Note that
Xn
i¼1
Wni
1þ l0Wni
¼
Xn
i¼1
Wni 1	 l0Wni þ ðl
0WniÞ2
1þ l0Wni
" #
¼
Xn
i¼1
Wni 	
Xn
i¼1
WniW
0
ni
 !
lþ
Xn
i¼1
Wniðl0WniÞ2
1þ l0Wni :
From (2.4), (A.3), (A.4) and Lemma A.2(i), it follows that
l ¼
Xn
i¼1
WniW
0
ni
 !	1Xn
i¼1
Wni þ opðn	1=2Þ: ðA:6Þ
Again by (2.4), we get that
0 ¼
Xn
i¼1
l0Wni
1þ l0Wni
¼
Xn
i¼1
ðl0WniÞ 	
Xn
i¼1
ðl0WniÞ2 þ
Xn
i¼1
ðlW 0niÞ3
1þ l0Wni
: ðA:7Þ
By (A.3) and (A.4),Xn
i¼1
ðl0WniÞ3
1þ l0Wni
¼ Opðn	1=2Þ: ðA:8Þ
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From (A.5) and (A.8), we getXn
i¼1
l0Wni ¼
Xn
i¼1
ðl0WniÞ2 þ opð1Þ: ðA:9Þ
By (A.2), (A.5), (A.6) and (A.9) and Lemma A.2(i), we get
lðb0Þ ¼
Xn
i¼1
l0WniW 0nilþ opð1Þ
¼ n	1=2
Xn
i¼1
Wni
 !0
n	1
Xn
i¼1
WniW
0
ni
 !	1
n	1=2
Xn
i¼1
Wni
 !
þ opð1Þ
¼ G	1=2n	1=2
Xn
i¼1
Wni
 !0
G1=2G	11 G
1=2
 
G	1=2n	1=2
Xn
i¼1
Wni
 !
þ opð1Þ:
By Lemma A.1, we have G	1=2ðn	1=2Pni¼1 WniÞ -L Nð0; IpÞ: Also note that
G1=2G	11 G
1=2 and G	11 G have the same eigenvalues. Then Theorem 2.1 follows from
Lemma A.3. &
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