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ABSTRAKT
Diplomova´ pra´ce se zaby´va´ postrann´ımi kana´ly v kryptologii. Hlavn´ı pozornost je
veˇnova´na postrann´ım kana´l˚um umozˇnˇuj´ıc´ı u´tok na kla´vesnici pocˇ´ıtacˇe. Zvla´sˇteˇ pak na
akusticky´ postrann´ı kana´l. Pomoc´ı neˇho jsou provedeny dva demonstracˇn´ı u´toky na
kla´vesnici.
Nejprve je popsa´na rozpozna´vac´ı metoda. K rozpozna´va´n´ı slouzˇila neuronova´ s´ıt’. Pote´
jsou popsa´ny demonstracˇn´ı u´toky na kla´vesnici. Prvn´ı demonstracˇn´ı u´tok prob´ıha´ v labo-
ratorn´ıch podm´ınka´ch a druhy´ v podm´ınka´ch doma´c´ıch. V pra´ci jsou popsa´ny oba u´toky
od za´znamu, pˇres rozpozna´va´n´ı dat neuronovou s´ıt´ı azˇ po samotne´ vyhodnocen´ı demon-
stracˇn´ıho u´toku. Da´le jsou popsa´ny doporucˇen´ı pro znemozˇneˇn´ı u´toku. Vy´sledky jsou
doplneˇny grafy a diskutova´ny.
KL´ICˇOVA´ SLOVA
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ABSTRACT
This thesis is focused on the side-channels in the cryptology. The main attention is paid
to the side-channels, which allow an attack on a computer keyboard. Especially the
acoustic side-channel is focused on. Through this channel are demonstrated two attacks
on the keyboard.
At first, the method of recognizing is described. The neural network was used for the
recognition. Then, the demonstration attacks on the keyboard are described. The first
demonstration is an attack in laboratory conditions and the other in terms of household
conditions. The thesis describes two attacks from the record, through data recognition by
neural networks to evaluate the actual demonstration of attack. The following describes
the recommendations for disabling attack. The results are supplemented by graphs and
discussed.
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U´VOD
V dnesˇn´ı dobeˇ je bezpecˇnost dat d˚ulezˇity´m faktorem, nebot’ s informacˇn´ımi tech-
nologiemi se setka´va´me kazˇdodenneˇ. Vezmeme-li v u´vahu jen ty nejbeˇzˇneˇjˇs´ı sluzˇby
jako mobiln´ı telefon, platebn´ı karta, pra´ce s elektronicky´m bankovnictv´ım apod.,
vsˇechny jsou zabezpecˇeny proti zneuzˇit´ı.
Souboje mezi kryptografiky a kryptoanalytiky se vedou jizˇ od same´ho pocˇa´tku
kryptologie. S prˇ´ıchodem postrann´ıch kana´l˚u se tak kryptografici mus´ı zaby´vat i
jejich prˇ´ıpadny´m vyuzˇit´ım kryptoanalytiky.
Pra´ce uva´d´ı za´kladn´ı pojmy, ktere´ se v kryptologii vyskytuj´ı, prˇedstavuje podmı´nky
pro bezpecˇny´ kryptograficky´ modul, pote´ plynule prˇecha´z´ı k prˇedstaven´ı postrann´ıch
kana´l˚u v kryptoanaly´ze.
Na´sleduj´ıc´ı kapitola se pak veˇnuje jednotlivy´m postrann´ım kana´l˚um, jejich vyuzˇit´ı
a zp˚usob pouzˇit´ı.
Da´le pra´ce prˇedstavuje u´toky na pocˇ´ıtacˇovou kla´vesnici pomoc´ı postrann´ıch
kana´l˚u. S pocˇ´ıtacˇovou kla´vesnic´ı se setka´va´me te´meˇrˇ denneˇ, a tud´ızˇ mu˚zˇe by´t zjiˇsteˇn´ı
zranitelnosti kla´vesnic vskutku znepokojuj´ıc´ı. Za´veˇr pra´ce patrˇ´ı dveˇma demonstracˇn´ım
u´tok˚um na kla´vesnice. Nejprve je prˇedstavena rozpozna´vac´ı metoda, ktera´ bude
vyuzˇita v obou u´toc´ıch. Pote´ je jizˇ detailneˇ popsa´n u´tok, od z´ıska´n´ı potrˇebny´ch
dat, prˇes jejich u´pravu azˇ k samotne´mu vyhodnocen´ı. V prvn´ım prˇ´ıpadeˇ byl u´tok
veden na kla´vesnici k PC, prˇicˇemzˇ bylo vyuzˇito laboratorn´ıch podmı´nek a kvalitn´ıch
mikrofon˚u. Druhy´ u´tok byl veden ve zcela beˇzˇne´m provozu, na kla´vesnici notebooku
a k porˇ´ızen´ı za´znamu klapek pak slouzˇil jeho mikrofon. Za´veˇrem je u´tok vyhodno-
cen, jak po stra´nce u´speˇsˇnosti, tak i na´rocˇnosti prˇ´ıpravy. Samozrˇejmeˇ nechyb´ı ani
za´sady zabranˇuj´ıc´ı proveden´ı u´toku.
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1 U´VOD DO PROBLEMATIKY
1.1 Za´kladn´ı pojmy v kryptologii
Kryptologie
Je veˇdecka´ discipl´ına, ktera´ se zaby´va´ sˇifrova´n´ım a desˇifrova´n´ım. Sdruzˇuje v sobeˇ
dveˇ hlavn´ı discipl´ıny, ktere´ se nazy´vaj´ı kryptografie a kryptoanaly´za. Zarˇazuje se
zde take´ steganografie.
Obr. 1.1: Cˇleneˇn´ı kryptologie.
Kryptografie
Pocha´z´ı z rˇecky´ch slov krypto´s cˇesky skryty´ a gra´phein znamena´ psa´t. Kryptografie
neboli cˇesky sˇifrova´n´ı se zaby´va´ metodami utajova´n´ı smyslu zpra´v do stavu, ktere´
jsou cˇitelne´ pouze se specia´ln´ı znalost´ı (naprˇ. sˇifrovac´ıho kl´ıcˇe). Kryptografie se
zaby´va´ sˇifrovac´ımi algoritmy, jejich fyzickou implementac´ı, dalˇs´ımi kryptograficky´mi
na´stroji a protokoly.
Kryptoanaly´za
Opeˇt pocha´z´ı z rˇecˇtiny a to ze slov krypto´sa analy´ein, kde cˇesky´ ekvivalent znamena´
”
uvolnit“ cˇi
”
rozva´zat“. Jedna´ se tedy o veˇdu zaby´vaj´ıc´ı se metodami z´ıska´va´n´ı
obsahu sˇifrovany´ch informac´ı bez specia´ln´ı znalosti (veˇtsˇinou se jedna´ o sˇifrovac´ı
kl´ıcˇ). Jedna´ se vlastneˇ o opak kryptografie, ktera´ sˇifry vytva´rˇ´ı.
Steganografie
Je veˇdn´ı discipl´ına zaby´vaj´ıc´ı se skryt´ım samotne´ tajne´ informace, prˇicˇemzˇ tajna´
informace mu˚zˇe by´t prˇeda´na ve srozumitelne´ formeˇ. Nejstarsˇ´ı zaznamenany´ prˇ´ıpad
steganografie popisuje Herodotos (zhruba 484 prˇ. n. l. – 425 prˇ. n. l.) ve svy´ch Deˇjina´ch.
”
Odes´ılatel zpra´vy Histiaeus napsal zpra´vu na oholenou hlavu sve´mu otroku, ktery´
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ji po te´, co mu zarostly vlasy, dopravil do Mile´tu a pomohl tak ke koordinaci povsta´n´ı
proti Persˇan˚um“ [2].
Mezi nejcˇasteˇjˇs´ı zp˚usoby utajova´n´ı zpra´vy patrˇ´ı pouzˇit´ı tajne´ho inkoustu, neˇktera´
p´ısmena jsou v neza´vadne´m textu psa´na tucˇneˇji. Mezi nove´ zp˚usoby patrˇ´ı ulozˇen´ı
textu do neˇktere´ho zna´me´ho forma´tu (naprˇ. bmp, jpg, gif, doc) takovy´m zp˚usobem,
zˇe prˇi prohl´ızˇen´ı se prˇ´ıslusˇny´ text nezobraz´ı na obrazovce, ale prˇi prohl´ızˇen´ı surovy´ch
dat je cˇitelny´.
Kryptograficky´ (sˇifrovac´ı) algoritmus
Jedna´ se o matematickou funkci, ktera´ prˇeva´d´ı otevrˇeny´ text (nezasˇifrovany´) na
nesrozumitelny´ sˇifrovany´ text. K zasˇifrova´n´ı otevrˇene´ho textu se pozˇ´ıvaj´ı sˇifrovac´ı
algoritmy. Jako vstup slouzˇ´ı otevrˇeny´ text a kl´ıcˇ. Kl´ıcˇ i samotny´ sˇifrovac´ı algoritmus
maj´ı kriticky´ vy´znam pro sˇifrova´n´ı. V dnesˇn´ı dobeˇ deˇl´ıme sˇifrovac´ı algoritmy na dveˇ
za´kladn´ı trˇ´ıdy. Symetricke´ a asymetricke´ sˇifry.
Kryptograficky´ protokol
Dle definice se jedna´ o distribuovany´ algoritmus definovany´ sekvenc´ı krok˚u, ktere´
specifikuj´ı akce na dvou a v´ıce entita´ch. U´kolem tohoto algoritmu je dosa´hnout
urcˇite´ho bezpecˇnostn´ıho c´ıle [3]. Mezi nejvy´znamneˇjˇs´ı kryptograficke´ protokoly dnesˇn´ı
doby patrˇ´ı Transport Layer Security (TLS) a jeho prˇedch˚udce Secure Socket Layer
(SSL), ktere´ poskytuj´ı mozˇnost zabezpecˇene´ komunikace na internetu, zejme´na pak
pro sluzˇby jako jsou elektronicka´ posˇta, www, internetovy´ fax a dalˇs´ı datove´ prˇenosy.
Symetricke´ sˇifrovac´ı algoritmy
Symetricke´ sˇifrovac´ı algoritmy (obra´zek 1.2) pouzˇ´ıvaj´ı stejny´ tajny´ kl´ıcˇ pro sˇifrova´n´ı
i pro desˇifrova´n´ı. Ru˚zne´ symetricke´ sˇifrovac´ı algoritmy pozˇ´ıvaj´ı r˚uzne´ de´lky kl´ıcˇ˚u.
Obecneˇ vsˇak plat´ı, zˇe cˇ´ım je kl´ıcˇ delˇs´ı, t´ım je algoritmus bezpecˇneˇjˇs´ı. Symetricke´ sˇifry
jsou oproti asymetricky´m sˇifra´m obvykle podstatneˇ rychlejˇs´ı a pouzˇ´ıvaj´ı podstatneˇ
kratsˇ´ı kl´ıcˇ.
Asymetricke´ sˇifrovac´ı algoritmy
Asymetricke´ sˇifrovac´ı algoritmy (obra´zek 1.3) pozˇ´ıvaj´ı vzˇdy r˚uzne´ kl´ıcˇe. Jeden z kl´ıcˇ˚u
je nazy´va´n verˇejny´ a druhy´ soukromy´. Prˇi komunikaci docha´z´ı k prˇenosu pouze
verˇejne´ho kl´ıcˇe. Soukromy´ kl´ıcˇ se nikdy neprˇena´sˇ´ı. Verˇejny´m kl´ıcˇem je informace
zasˇifrova´na a na´sledneˇ soukromy´m kl´ıcˇem informace desˇifrova´na. Syste´my s verˇejny´m
kl´ıcˇem jsou vy´razneˇ pomalejˇs´ı, nezˇ symetricke´ syste´my.
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Obr. 1.2: Symetricky´ sˇifrovac´ı algoritmus.
Obr. 1.3: Asymetricky´ sˇifrovac´ı algoritmus.
1.2 Bezpecˇny´ kryptograficky´ syste´m
Abychom mohli v soucˇasne´ dobeˇ povazˇovat kryptograficky´ syste´m za bezpecˇny´, mus´ı
na´m poskytovat alesponˇ cˇtyrˇi za´kladn´ı kryptograficke´ sluzˇby. Pomoc´ı nich se da´
zjistit veˇtsˇina bezpecˇnostn´ıch c´ıl˚u. Mezi neˇ patrˇ´ı na´sleduj´ıc´ı sluzˇby.
Du˚veˇrnost dat
Jedna´ se o za´ruku, zˇe k informac´ım nema´ prˇ´ıstup zˇa´dny´ neopra´vneˇny´ uzˇivatel.
Za´ruka d˚uveˇrnosti dat se da´ realizovat mnoha zp˚usoby. Prˇ´ıklad mu˚zˇe by´t naprˇ.
zabra´neˇn´ı fyzicke´mu prˇ´ıstupu k dat˚um nebo v´ıce pouzˇ´ıvane´ zasˇifrova´n´ı dat [4] [5].
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Autentizace
Jistota, zˇe se jedna´ o p˚uvodn´ı informace. Zjiˇst’uje se vlastneˇ proklamovana´ iden-
tita dat. To znamena´, zˇe data pocha´z´ı od uvedene´ho uzˇivatele, pocˇ´ıtacˇe, vznikla
v uvedene´m cˇase, v dane´m programu, procesu. . .
Autentizace se zajiˇst’uje identifikacˇn´ımi a autentizacˇn´ımi mechanismy. Jedna´ se
trˇeba o elektronicky´ podpis.
Integrita dat
Zajiˇsteˇn´ı, aby data nebyla u´myslneˇ cˇi neu´myslneˇ pozmeˇneˇna u´tocˇn´ıkem. Prˇ´ıkladem
mu˚zˇe by´t smaza´n´ı cˇa´sti dat, prˇida´n´ım cˇa´sti dat, pozmeˇneˇn´ı urcˇite´ cˇa´sti, opakova´n´ım
urcˇity´ch u´sek˚u zpra´vy.
Nepopiratelnost
Zajiˇsteˇn´ı, aby urcˇity´ zdroj nebo c´ıl s postupem cˇasu nemohl poprˇ´ıt nebo vyvra´tit
fakt, ktery´ drˇ´ıve vykonal. V prˇ´ıpadeˇ sporu dvou stran mu˚zˇe d´ıky nepopiratelnosti
trˇet´ı neza´visla´ strana rozhodnout, zda se tento cˇin stal. Rozezna´va´me hned neˇkolik
druh˚u nepopiratelnosti [4].
1.3 Kryptograficky´ modul
Hlavn´ım u´kolem kryptograficke´ho modulu (obra´zek 1.4) je fyzicka´ realizace urcˇite´ho
kryptograficke´ho algoritmu. Kryptograficke´ moduly se pouzˇ´ıvaj´ı ve vsˇech syste´mech,
ve ktery´ch je pozˇadova´no zabezpecˇen´ı dat. Realizuje se jako softwarovy´ nebo hard-
warovy´.
Obr. 1.4: Sche´ma krypotgraficke´ho modulu.
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Uvnitrˇ kryptograficke´ho modulu prob´ıhaj´ı vsˇechny procesy a citlive´ u´kony, ktere´
jsou spojene´ s sˇifrova´n´ım, desˇifrova´n´ım, oveˇrˇen´ım, podepisova´n´ım, atd. V praxi maj´ı
kryptograficke´ moduly r˚uznou podobu. Mu˚zˇe se jednat o r˚uzne´ programy, hrac´ı
automaty, bankomaty, servery, hardwarove´ moduly, cˇipove´ karty, SIM karty. . .
Prˇi na´vrhu kryptograficke´ho modulu je trˇeba dba´t na urcˇitou u´rovenˇ bezpecˇnosti.
Tuto bezpecˇnost definuje americky´ federa´ln´ı standard FIPS 140 (vydany´ 25. kveˇtna
2001). Zahrnuje jak hardwarovou cˇa´st, tak i softwarovou. Dle na´rok˚u na bezpecˇnost
se rozdeˇluje do cˇtyrˇ u´rovn´ı, od nejnizˇsˇ´ı po nejvysˇsˇ´ı.
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2 POSTRANNI´ KANA´LY
Beˇhem posledn´ıch let se v kryptoanaly´ze objevila nova´ metoda u´toku i na doposud
neprolomene´ sˇifry. Hlavn´ı rozd´ıl se skry´va´ v tom, zˇe se kryptoanaly´za nezameˇrˇuje
pouze na matematickou podstatu sˇifer, jako tomu bylo v klasicke´ kryptoanaly´ze, ale
take´ na jej´ı fyzickou implementaci.
Postrann´ı kana´ly mohou mı´t r˚uzne´ podoby, a proto je jejich definice r˚uzna´.
V odborne´ literaturˇe se nejcˇasteˇji uva´d´ı, zˇe postrann´ım kana´lem je kazˇda´ nezˇa´douc´ı
komunikace kryptograficke´ho modulu s okol´ım. Vı´me, zˇe informace je bezpecˇna´
po zasˇifrova´n´ı, do doby nezˇ je adresa´tem rozsˇifrova´na. Z toho logicky vyply´va´,
zˇe mus´ıme informaci z´ıskat jesˇteˇ prˇed samotny´m zasˇifrova´n´ım nebo azˇ po jej´ım
rozsˇifrova´n´ı. Samozrˇejmeˇ takovouto mozˇnost vzˇdy nema´me. Bylo vsˇak zjiˇsteˇno,
zˇe informaci, ktera´ na´m minima´lneˇ prˇinese vod´ıtko k desˇifrova´n´ı, mu˚zˇeme z´ıskat
i v pr˚ubeˇhu sˇifrova´n´ı cˇi desˇifrova´n´ı. Jedna z metod u´toku na sˇifru Rivest, Shamir
a Adleman (RSA) v pr˚ubeˇhu odsˇifrova´n´ı meˇrˇ´ı dobu potrˇebnou k desˇifrova´n´ı. Takto
z´ıskana´ informace vede k omezen´ı mnozˇiny faktorizace a t´ım k rychlejˇs´ımu prolomen´ı
hrubou silou.
Pro analyzova´n´ı dat z postrann´ıch kana´l˚u existuj´ı vzˇdy dveˇ za´kladn´ı metody.
Prvn´ı je jednoducha´ analy´za a druhou pak diferencˇn´ı analy´za. Jednoducha´ analy´za
spocˇ´ıva´ v tom, zˇe z´ıskane´ informace z postrann´ıho kana´lu jsou prˇ´ımo pozorova´ny
a vyhodnoceny. Diferencˇn´ı analy´za je slozˇiteˇjˇs´ı, nebot’ vyuzˇ´ıva´ matematicky´ch postup˚u,
ale cˇasto d´ıky n´ı nalezneme citlive´ informace z postrann´ıch kana´l˚u, kde prˇ´ıtomnost
nen´ı na prvn´ı pohled patrna´ [6].
2.1 U´tok konvencˇn´ım zp˚usobem
Jesˇteˇ v neda´vne´ dobeˇ se kryptoanalytici prˇi prolamova´n´ı sˇifer soustrˇedili na matem-
atickou podstatu algoritmu a hledali slabinu v na´vrhu. Pokud se jim slabina naj´ıt
nepodarˇila, byli odka´za´ni na u´tok hrubou silou. Tento u´tok spocˇ´ıva´ v systemat-
icke´m zkousˇen´ı vsˇech mozˇny´ch kombinac´ı dany´ch znak˚u. U´speˇsˇnost nasta´va´ prˇi
shodeˇ soukrome´ho kl´ıcˇe s na´hodnou kombinac´ı znak˚u. Doba potrˇebna´ na prolomen´ı
sˇifry pak je da´na vy´pocˇetn´ı silou u´tocˇn´ıka a de´lkou sˇifrovac´ıho kl´ıcˇe. Tuto dobu si
ovsˇem kryptografici spocˇ´ıtaj´ı a velikost kl´ıcˇe nastav´ı tak, aby doba potrˇebna´ pro
prolomen´ı byla veˇtsˇ´ı, nezˇ je vyuzˇitelnost z´ıskany´ch dat. Z tohoto d˚uvodu je metoda
velmi neefektivn´ı v boji proti dnesˇn´ım sˇifrovac´ım algoritmu˚m. Prˇi soucˇasne´ u´rovni
technologie jsou de´lky pouzˇ´ıvany´ch kl´ıcˇ˚u voleny tak, aby u´tok na sˇifru trval des´ıtky
cˇi stovky let. Nav´ıc prˇi zvy´sˇen´ı vy´pocˇetn´ıho vy´konu lze de´lku kl´ıcˇe jednodusˇe prod-
louzˇit.
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2.2 U´tok s vyuzˇit´ım postrann´ıch kana´l˚u
Prˇi u´toku postrann´ım kana´lem se nebere v potaz jen samotny´ sˇifrovac´ı algorit-
mus, ale i jeho implementace do kryptograficke´ho modulu a na´sledneˇ jeho chova´n´ı
v provozu. Kazˇdy´ takovy´to modul vykazuje urcˇite´ fyzika´ln´ı vlastnosti. Modul ma´
urcˇitou teplotu, vyzarˇuje elektromagneticke´ vlny, odeb´ıra´ urcˇity´ proud, vyda´va´ zvukove´
vlny. . . Tyto projevy za´vis´ı prˇedevsˇ´ım na operac´ıch, jake´ modul prova´d´ı. Dı´ky teˇmto
vlastnostem je kryptoanalytik schopen z´ıskat dalˇs´ı potrˇebne´ informace a pomoc´ı nich
sna´ze prolomit sˇifru.
Jelikozˇ se jedna´ o pomeˇrneˇ novou metodu u´toku, jsou zde kryptoanalytici ve
vy´hodeˇ. Vezmeme-li totizˇ v u´vahu, zˇe v dobeˇ na´vrhu urcˇity´ch sˇifrovac´ıch algo-
ritmu˚ a na´sledneˇ jejich implementace do kryptograficky´ch modul˚u neuvazˇovali kryp-
tografici vyuzˇit´ı postrann´ıch kana´l˚u prˇi u´toku nasta´va´ proble´m. Kryptoanalytik ma´
ulehcˇenou pra´ci a pomeˇrneˇ jednodusˇe doka´zˇe prolomit sˇifrovac´ı algoritmy, ktere´ byly
bez vyuzˇit´ı postrann´ıch kana´l˚u te´meˇrˇ neprolomitelne´.
Obr. 2.1: Druhy postrann´ıch kana´l˚u.
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Cˇasova´ analy´za
Je typicky´ postrann´ı kana´l. U´tok poprve´ publikoval uzna´vany´ americky´ kryptograf
Paul Kocher Carl v roce 1996. Vznika´ vsˇude tam, kde implementace do kryp-
tograficke´ho modulu je takova´, zˇe pr˚ubeˇh operace vy´znamny´m zp˚usobem za´vis´ı na
datech. U symetricky´ch sˇifer jsou to naprˇ. RSA, Digital Signature Algorithm (DSA).
U sˇifer asymetricky´ch pak Data Encryption Standard (DES), Rivest Cipher (RC5),
Advanced Encryption Standard (AES).
Prˇi tomto u´toku vyuzˇ´ıva´ u´tocˇn´ık faktu, zˇe doba vy´pocˇtu je za´visla´ na tajne´m
kl´ıcˇi. U´tocˇn´ık pote´ pos´ıla´ na vstup programu r˚uzne´ data a meˇrˇ´ı, jak dlouho trva´
jejich zpracova´n´ı. Vsˇe lze videˇt na na´sleduj´ıc´ım algoritmu pro oveˇrˇen´ı hesla, jenzˇ se
v praxi pouzˇ´ıva´. Kde PU prˇedstavuje osmi bajtove´ heslo zadane´ uzˇivatelem a PS
znacˇ´ı spra´vne´ heslo.
Input: PU =(P[0], ... , P[7]), PS =(P[0], ... ,P[7]),
Output: ’true’or’false’
1: for j = 0 to 7, j++
2: if (PU[j] = PS[j])
3: return ’false’
4: end
5: return ’true’
Obr. 2.2: Algoritmus oveˇrˇen´ı hesla.
Vid´ıme, zˇe doba vykona´va´n´ı cyklu
”
for“ za´vis´ı na vstupn´ıch datech. Budou-li
se data liˇsit jizˇ po prvn´ım pr˚uchodu cyklem, tak se cyklus ukoncˇ´ı a vra´t´ı
”
false“.
Tedy cyklus bude beˇzˇet kratsˇ´ı dobu, nezˇ kdyby se data liˇsili azˇ prˇi osme´m pr˚uchodu
cyklem.
V prˇ´ıpadeˇ, kdy u´tocˇn´ık mu˚zˇe meˇrˇit dobu vykona´va´n´ı cyklu, sta´va´ se algoritmus
nevyhovuj´ıc´ı. Pocˇet kombinac´ı, ktere´ mus´ı u´tocˇn´ık vyzkousˇet, klesne z pocˇtu 2568 =
264 pouze na 256× 8 = 2048 = 211 [4].
Proudova´ analy´za
Patrˇ´ı mezi nejoba´vaneˇjˇs´ı u´toky soucˇasne´ kryptoanaly´zy. Hlavn´ı mysˇlenka u´toku
spocˇ´ıva´ ve faktu, zˇe spotrˇeba elektricke´ energie kryptograficke´ho modulu je za´visla´
na pra´veˇ vykona´vane´ instrukci a na datech, se ktery´mi instrukce pracuje. Vezmeme-li
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v u´vahu, zˇe u´tocˇn´ık mu˚zˇe sledovat spotrˇebu modulu prˇi prova´deˇn´ı sˇifrovac´ıch op-
erac´ı, otv´ıra´ se mu cesta k z´ıska´n´ı prova´deˇny´ch operac´ı a take´ mu mu˚zˇe napomoci
k z´ıska´n´ı tajne´ho kl´ıcˇe, se ktery´m sˇifrovac´ı algoritmus pracoval.
Na vy´konovou analy´zu jsou na´chylne´ zejme´na kryptograficke´ moduly, jezˇ nemaj´ı
sv˚uj vlastn´ı zdroj a jsou napa´jeny externeˇ. Tud´ızˇ se na nich snadno meˇrˇ´ı spotrˇeba.
Mezi takove´ kryptograficke´ moduly patrˇ´ı zejme´na kryptograficke´ cˇipove´ karty cˇi SIM
karty.
Vy´konovou analy´zu lze rozdeˇlit do trˇ´ı za´kladn´ıch skupin:
• jednoducha´ proudova´ analy´za (Simple Power Analysis (SPA)) - prˇ´ımo sleduje
spotrˇebu proudu v syste´mech. Lze pomoc´ı n´ı zjistit typ pouzˇite´ho algoritmu,
odhalit posloupnost instrukc´ı, anebo zjistit Hammingovu va´hu kl´ıcˇe. Tato in-
formace na´m na´sledneˇ zjednodusˇ´ı u´tok hrubou silou,
• diferencia´ln´ı proudova´ analy´za (Differential Power Analysis (DPA)) - pouzˇ´ıva´
statistickou analy´zu a techniky ke korekci chyb ke zjiˇsteˇn´ı kl´ıcˇe. Je mnohem
u´cˇinneˇjˇs´ı nezˇ jednoducha´ proudova´ analy´za,
• diferencia´ln´ı proudova´ analy´za vysˇsˇ´ıho rˇa´du (High Order DPA (HO-DPA)) -
pouzˇ´ıva´ pro korelaci informace z v´ıce kryptograficky´ch operac´ı. Vznikla zejme´na
z d˚uvodu, zˇe s vy´vojem neˇktery´ch kryptograficky´ch modul˚u odolny´ch difer-
encia´ln´ı proudove´ analy´ze se otevrˇely nove´ mozˇnosti pro HO-DPA.
Elektromagneticka´ analy´za
Vycha´z´ı ze skutecˇnosti, zˇe zmeˇna proudu prˇi cˇinnosti r˚uzny´ch zarˇ´ızen´ı vyvola´ strˇ´ıdave´
magneticke´ pole. To pokud je dostatecˇneˇ silne´ mu˚zˇe by´t detekova´no. U´tocˇn´ıkovi pak
stacˇ´ı umı´stit do bl´ızkosti zarˇ´ızen´ı ante´nu a nameˇrˇene´ elektromagneticke´ pole posle´ze
analyzuje [4]. T´ımto vyzarˇova´n´ım se zacˇaly zaby´vat bezpecˇnostn´ı u´rˇady a slozˇky.
Zavedla se tzv. emisn´ı bezpecˇnost. Jedna´ se o bezpecˇnostn´ı opatrˇen´ı, jehozˇ c´ılem je
znemozˇnit z´ıska´n´ı informac´ı prostrˇednictv´ım parazitn´ıch emis´ı. Zabezpecˇen´ım proti
emis´ım se zaby´va´ emisn´ı bezpecˇnost (EMSEC =
”
Emission Security“) a studium
cele´ problematiky parazitn´ıch emis´ı najdeme pod zkratkou TEMPEST [7]. I kdyzˇ
americka´ vla´da uva´d´ı, zˇe se nejedna´ o zkratku a slovo nema´ zˇa´dny´ zvla´sˇtn´ı vy´znam,
v literaturˇe se mu˚zˇeme setkat hned s neˇkolika tvary. Mezi ty nejcˇasteˇjˇs´ı patrˇ´ı:
• Transmitted Electro-Magnetic Pulse / Energy Standards & Testing,
• Telecommunications ElectroMagnetic Protection, Equipment, Standards & Tech-
niques,
• Transient ElectroMagnetic Pulse Emanation Standard.
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U´tok zava´deˇn´ım chyb
Prˇi tomto u´toku se snazˇ´ı u´tocˇn´ık z´ıskat potrˇebne´ informace za´meˇrny´m vyvola´n´ım
chyby z kryptograficke´ho modulu. Mezi nejcˇasteˇjˇs´ı zp˚usoby, ktery´mi mu˚zˇe u´tocˇn´ık
z´ıskat potrˇebne´ informace, patrˇ´ı na´sleduj´ıc´ı zp˚usoby:
• kra´tky´m zvy´sˇen´ım napa´jec´ıho napeˇt´ı,
• kra´tky´m sn´ızˇen´ım napa´jec´ıho napeˇt´ı,
• extre´mn´ımi teplotami,
• oza´rˇen´ım intenzivn´ım sveˇtlem (oza´rˇen´ı prˇechod˚u tranzistor˚u),
• zaveden´ım nedefinovany´ch dat.
Akusticka´ analy´za
Jedna´ se o jeden z nejstarsˇ´ıch postrann´ıch kana´l˚u. Byl pouzˇ´ıva´n jizˇ v dobeˇ, kdy se
pojem postrann´ı kana´ly nevyskytoval. U´tok totizˇ nevedl na kryptograficky´ modul,
ny´brzˇ na psac´ı stroj. U´dery mechanicke´ psac´ıho stroje byly akusticky zaznamena´ny
a pote´ rekonstruova´ny zpeˇt na text. Nyn´ı se tento postrann´ı kana´l zameˇrˇuje na zvuky
vyda´vane´ pocˇ´ıtacˇovy´mi kla´vesnicemi a take´ na vnitrˇn´ı komponenty PC. Na´chylne´
na tento u´tok jsou take´ kla´vesnice pouzˇ´ıvane´ u bankomat˚u.
Dalˇs´ı postrann´ı kana´ly
Existuj´ı i dalˇs´ı postrann´ı kana´ly, ktere´ jsou v´ıce cˇi me´neˇ zna´me´ a dalˇs´ı nejsp´ıˇse
budou vznikat. Mu˚zˇeme vz´ıt naprˇ´ıklad mechanicky´ postrann´ı kana´l. Lze cˇasto videˇt
na domovn´ıch cˇ´ıselny´ch za´mc´ıch, kdy je cˇ´ıselna´ kombinace prˇ´ımo videˇt z osˇoupany´ch
tlacˇ´ıtek.
2.3 U´toky postrann´ımi kana´ly na kla´vesnici
Pocˇ´ıtacˇova´ kla´vesnice je cˇasto pouzˇ´ıva´na pro prˇenos citlivy´ch informac´ı, jako je
uzˇivatelske´ jme´no a heslo (naprˇ. pro prˇihla´sˇen´ı do pocˇ´ıtacˇe, na email, do elektron-
icke´ho bankovnictv´ı. . . ). Zranitelnost tohoto zarˇ´ızen´ı zajiste´ prˇekona´ zabezpecˇen´ı
libovolne´ho pocˇ´ıtacˇe.
Elektromagneticke´ vyzarˇova´n´ı dra´tove´ a bezdra´tove´ kla´vesnice
Dra´tove´ a bezdra´tove´ kla´vesnice vyzarˇuj´ı elektromagneticke´ vlny, protozˇe obsahuj´ı
elektronicke´ soucˇa´stky. Toto za´rˇen´ı by pak mohlo odhalit citlive´ informace jako je
stisk kla´vesy.
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Na´sleduj´ıc´ı u´tok vyuzˇ´ıva´ faktu, zˇe veˇtsˇina kla´vesnic z ekonomicky´ch d˚uvod˚u
nepouzˇ´ıva´ st´ıneˇne´ prˇ´ıvodn´ı sˇnˇ˚ury. Z tohoto d˚uvodu tyto kabely vyzarˇuj´ı elektro-
magneticke´ vlny do prostoru.
U´tok prezentovali Martin Vuagnoux a Sylvain Pasini na 18. USENIX Security
Symposium v roce 2009. Testova´no bylo 12 r˚uzny´ch kla´vesnic s r˚uzny´m rozhran´ım
(USB, PS/2, notebook) a rekonstrukce u´hoz˚u byla z 95 % u´speˇsˇna´ a to azˇ na
vzda´lenost 20 m (dokonce i prˇes zed’) [8].
Obr. 2.3: Diagram experimenta´ln´ıho pracoviˇsteˇ.
Sche´ma pracoviˇsteˇ je vyobrazeno na obra´zku 2.3. U´tocˇn´ıci analyzovali data zachycene´
na ante´neˇ, a tud´ızˇ pracovali se surovy´mi daty (obra´zek 2.4) [9]. Celkem nasˇli 4 r˚uzne´
zp˚usoby rekonstrukce dat. Ty byly zcela nebo cˇa´stecˇneˇ u´speˇsˇne´.
Odposlech PS/2 kla´vesnice z elektricke´ s´ıteˇ [9]
U´tok opeˇt vyuzˇ´ıva´ faktu, zˇe vodicˇe vedouc´ı od kla´vesnice do pocˇ´ıtacˇe jsou veˇtsˇinou
velmi sˇpatneˇ st´ıneˇny a nav´ıc vedeny bl´ızko sebe. Vznikaj´ı prˇeslechy informac´ı z da-
tove´ho vodicˇe na zemn´ıc´ı vodicˇ. Zemn´ıc´ı vodicˇ je pak da´le veden na hlavn´ı napa´jec´ı
adapte´r, ktery´ je jizˇ prˇipojen do za´suvky elektricke´ s´ıteˇ, kde je informace nameˇrˇena
(obra´zek 2.6) a na´sledneˇ vyfiltrovana´ (obra´zek 2.7) a rekonstruova´na.
O bezpecˇnostn´ım riziku se v´ı jizˇ delˇs´ı dobu, ale azˇ Andrea Barisani a Daniele
Bianco prˇedvedli na konferenci BlackHat v roce 2009 u´tok v rea´lne´m prostrˇed´ı.
PS/2 signa´l tvorˇ´ı ra´mec 11–12 bit˚u ve frekvencˇn´ım rozsahu mezi 10–6,7 kHz.
Tento signa´l se z obrovske´m mnozˇstv´ı sˇumu z´ıska´ pomoc´ı Finite Impulse Response
(FIR) filtru (obra´zek 2.7).
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Obr. 2.4: Surovy´ signa´l prˇi stisku kla´vesy
”
E“.
Obr. 2.5: Sche´ma pracoviˇsteˇ.
Tab. 2.1: PS/2 ra´mec.
Start bit Data Parita Stop bit ACK
1 bit 8 bitu˚ 1 bit 1 bit 1 bit
2.4 U´tok na kla´vesnici pomoc´ı akusticke´ho kana´lu
Vedle elektromagneticke´ho a proudove´ho u´toku na kla´vesnici existuje i u´tok po-
moc´ı akusticke´ho kana´lu. Jeho historie spada´ jizˇ do dob psac´ıch stroj˚u, kdy tajne´
vla´dn´ı slozˇky odposloucha´vali pomoc´ı postrann´ıho akusticke´ho kana´lu (tehdy jesˇteˇ
nezavedeny´ pojem) u´hozy psane´ na psac´ım stroji. Ty na´sledneˇ ve svy´ch laboratorˇ´ıch
rekonstruovali zpeˇtneˇ na text [10].
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Obr. 2.6: Zachycene´ data.
Obr. 2.7: Vyfiltrovane´ data, zde kla´vesa
”
A“.
V dnesˇn´ı dobeˇ se tento u´tok transformoval na kla´vesnice jak jizˇ stoln´ıch PC tak
i notebook˚u a mozˇna´ i na kla´vesnice bankomat˚u (tento u´tok jesˇteˇ nebyl publikova´n,
avsˇak teoreticky je tento zp˚usob u´toku mozˇny´). Samozrˇejmeˇ je potrˇeba jemneˇjˇs´ı
techniky, nezˇ tomu bylo u psac´ıch stroj˚u.
Existuje v´ıce publikovany´ch u´tok˚u na kla´vesnice pomoc´ı akusticke´ho kana´lu.
Tabulka 2.2 zobrazuje jme´na autor˚u, u´speˇsˇnost u´toku a rok zverˇejneˇn´ı.
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Tab. 2.2: Publikova´ne´ u´toky na kla´vesnici akusticky´m kana´lem [11] [12] [13] [14].
Autorˇi Na´zev pra´ce U´speˇsˇnost1 Rok publikova´n´ı
D. Asonov,
R. Agrawal
Keyboard Acoustic Emana-
tions
79 % 2004
L. Zhuang,
F. Zhou
a J. D. Tygar
Keyboard Acoustic Emana-
tions Revisited
80–96 % 2005
Y. Berger,
A. Wool
a A. Yeredor
Dictionary Attacks Using
Keyboard Acoustic Emana-
tions
73 % 2006
Au Hiu Yan
Fiona
Keyboard Acoustic Trian-
gulation Attack
80 % 2006
V jednotlivy´ch u´toc´ıch byly pouzˇity r˚uzne´ metody pro prˇevod zvukove´ho signa´lu
kla´vesnice zpeˇt na text. Naprˇ. v pra´ci
”
Dictionary Attacks Using Keyboard Acoustic
Emanations“ se pro zpeˇtnou analy´zu vyuzˇ´ıva´ anglicky´ slovn´ık a neuronove´ s´ıteˇ [13].
Pra´ce Au Hiu Yan Fiona pouze pocˇ´ıta´ rozd´ıly v dobeˇ prˇ´ıchodu zvukove´ vlny na dva
mikrofony [14].
V jednotlivy´ch prac´ıch rekonstruuj´ı u´tocˇn´ıci zvukove´ signa´ly zpeˇtneˇ na text,
ovsˇem kazˇdy´ jiny´mi metodami. Zˇa´dna´ z metod ale neumı´ rekonstruovat stisk v´ıce
kla´ves najednou. Mezi nejcˇasteˇjˇs´ı pouzˇit´ı te´to kombinace prˇi psan´ı textu zajiste´ patrˇ´ı
kombinace kla´vesy
”
Shift“ s neˇjakou jinou kla´vesou.
1U´speˇsˇnost se liˇs´ı v za´vislosti na konkre´tn´ıch podmı´nka´ch. Zde uva´deˇna´ je vzˇdy ta spodn´ı
hranice u´speˇsˇnosti. Da´le je nutne´ vz´ıt v u´vahu r˚uzne´ typy u´tok˚u. Tud´ızˇ porovna´n´ı jednotlivy´ch
u´tok˚u nen´ı plneˇ smeˇrodatne´.
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3 ROZPOZNA´VACI´ METODA
3.1 Vy´beˇr metody rozpozna´va´n´ı
Na rozpozna´va´n´ı dat existuj´ı r˚uzne´ metody a prostrˇedky. Ve veˇtsˇineˇ z nich se vyuzˇ´ıva´
matematicke´ apara´tu. Prˇi rozpozna´va´n´ı jednotlivy´ch klapek z postrann´ıho aku-
sticke´ho kana´lu je kladen pozˇadavek na univerza´lnost klasifika´toru, nebot’ v pr˚ubeˇhu
pra´ce se budou meˇnit vstupn´ı data, jak do pocˇtu, tak i do de´lky. Proto hlavn´ı
pozˇadavky jsou na´sleduj´ıc´ı:
• Mozˇnost modifikovat vstup pro jina´ data,
• prˇesnost vy´sledku,
• rozpozna´va´n´ı dle vzoru.
Vzhledem k teˇmto pozˇadavk˚um se pro funkci rozpozna´va´n´ı zvolila umeˇla´ neuronova´
s´ıt’. Neuronova´ s´ıt’ totizˇ vy´sˇe zminˇovane´ v´ıce cˇi me´neˇ splnˇuje.
3.2 Charakteristika umeˇly´ch neuronovy´ch s´ıt´ı
Vznik oboru neuronovy´ch s´ıt´ı je datova´n k roku 1943, kdy vznikla pra´ce Warrena Mc-
Cullocha a Waltera Pittse. V n´ı vytvorˇili velmi jednoduchy´ matematicky´ model neu-
ronu, cozˇ je za´kladn´ı bunˇka nervove´ soustavy. V pra´ci publikovali, zˇe nejjednodusˇsˇ´ı
typy neuronovy´ch s´ıt´ı mohou v principu pocˇ´ıtat libovolnou aritmetickou nebo log-
ickou funkci. Autorˇi sice nepocˇ´ıtali s mozˇnost´ı bezprostrˇedn´ıho vyuzˇit´ı sve´ho modelu,
ale pra´ce zaujala ostatn´ı badatele a ti ji rozv´ıjeli da´l.
Za´kladn´ım c´ılem neuronovy´ch s´ıt´ı byla snaha pochopit a modelovat zp˚usob fun-
gova´n´ı lidske´ho mozku. Neurofyziologicke´ poznatky prˇipravily mozˇnost vytvorˇit
zjednodusˇene´ matematicke´ modely. Tyto modely se daj´ı vyuzˇ´ıt pro neurovy´pocˇty
prˇi rˇesˇen´ı prakticky´ch u´loh z oblasti umeˇle´ inteligence. Prˇi vytva´rˇen´ı model˚u neu-
ronovy´ch s´ıt´ı na´m jde o napodoben´ı za´kladn´ıch funkc´ı mozku.
Za´kladn´ım funkcˇn´ım prvkem nervove´ soustavy je neuron (nervova´ bunˇka). Neu-
rony jsou samostatne´ specializovane´ bunˇky. Slouzˇ´ı k prˇenosu, zpracova´n´ı a uchova´n´ı
informac´ı. Tyto bunˇky jsou take´ nutne´ pro realizaci zˇivotn´ıch funkc´ı organismu.
V matematicke´m modelu neuronove´ s´ıteˇ je to pak forma´ln´ı neuron, viz obra´zek 3.1
(da´le v textu oznacˇova´n jen neuron), neˇkdy oznacˇova´n i jako perceptron. Kazˇdy´
neuron ma´ x vstup˚u o va´ze w. Vstup x0 s va´hou w0 = −θ zna´zornˇuje prahovou
hodnotu neuronu. Uvnitrˇ neuronu prob´ıhaj´ı dva vy´pocˇty. Prvn´ım je vy´pocˇet post-
synapticke´ho potencia´lu, ktery´ je definova´n jako vnitrˇn´ı funkce neuronu ξ =
∑n
i=1 xiwi−
θ a ma´ nejcˇasteˇji sigmoidn´ı pr˚ubeˇh. Z vy´sledne´ funkce je pak vypocˇtena vy´stupn´ı
hodnota neuronu y = f(ξ) [16] [17].
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Obr. 3.1: Forma´ln´ı neuoron.
Neuron vsˇak samostatneˇ nen´ı mozˇne´ pouzˇ´ıt k rˇesˇen´ı slozˇiteˇjˇs´ıch proble´mu˚. Proto
jsou neurony spojova´ny do r˚uzny´ch s´ıt´ı. Jednotlive´ topologie jsou pak prˇedurcˇeny
k rˇesˇen´ı r˚uzny´ch proble´mu˚, nebot’ na topologii a pocˇtu neuron˚u je za´visla´ vhod-
nost pouzˇit´ı ke konkre´tn´ımu u´cˇelu. Prˇ´ıkladem topologie neuronove´ s´ıteˇ mu˚zˇe by´t
v´ıcevrstva´ neuronova´ s´ıt’ (MPL), obra´zek 3.2, jenzˇ je tvorˇena trˇemi vrstvami. Prvn´ı
vrstva je oznacˇova´na jako vstupn´ı, na´sleduje druha´ vrstva oznacˇova´na jako skryta´
a posledn´ı, trˇet´ı vrstva, se jmenuje vy´stupn´ı. V prˇ´ıpadeˇ, zˇe by meˇla s´ıt’ v´ıce vrstev,
jsou vsˇechny vrstvy mezi vstupn´ı a vy´stupn´ı vrstvou oznacˇova´ny jako skryta´ vrstva.
Znacˇen´ı neuronovy´ch s´ıt´ı je ve forma´tu X-Y-Z, kde X oznacˇuje pocˇet vstupn´ıch
neuron˚u, Y pocˇet neuron˚u ve skryte´ vrstveˇ a Z pocˇet vy´stupn´ıch neuron˚u [19].
Prˇi pra´ci s v´ıcevrstvy´mi neuronovy´mi s´ıteˇmi je nutne´ stanovit optima´ln´ı pocˇet
neuron˚u v jednotlivy´ch vrstva´ch s´ıteˇ (ve vstupn´ı, skryte´ a vy´stupn´ı vrstveˇ). V soucˇasne´
dobeˇ vsˇak neexistuje jednoznacˇne´ pravidlo pro stanoven´ı optima´ln´ıho pocˇtu neuron˚u
ve vrstva´ch s´ıteˇ.
Funkce umeˇle´ neuronove´ s´ıteˇ se skla´da´ ze dvou fa´z´ı. Prvn´ı fa´z´ı je ucˇen´ı, neˇkdy
te´zˇ oznacˇova´no tre´nova´n´ı, neuronove´ s´ıteˇ. Jedna´ se vlastneˇ o to, zˇe neuronova´
s´ıt’ porovna´va´ vstupn´ı hodnoty a na vy´stupu ocˇeka´va´ konkre´tn´ı vy´sledek. Aby
se konkre´tn´ıho vy´sledku neuronova´ s´ıt’ dobrala, ucˇ´ı se v cyklech, kde meˇn´ı va´hy
vstup˚u jednotlivy´ch neuron˚u do doby, nezˇ s´ıt’ poskytuje dostatecˇneˇ prˇesne´ vy´sledky.
Mu˚zˇe se ovsˇem sta´t zˇe s´ıt’ nen´ı schopna se dobrat k dostatecˇneˇ prˇesne´mu vy´sledku.
Chyba mu˚zˇe by´t zp˚usobena nevhodnou topologi´ı, nebo sˇpatneˇ zvoleny´m pocˇtem
neuron˚u. Proble´m ovsˇem mu˚zˇou zp˚usobovat i samotna´ vstupn´ı data, kdy se r˚uzne´
mnozˇiny vstupn´ıch hodnot te´meˇrˇ neliˇs´ı. Druhou fa´z´ı je pak vyuzˇit´ı s´ıteˇ k rˇesˇen´ı
proble´mu [20] [19].
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Obr. 3.2: Neuronova´ s´ıt’ (4-6-3).
Princip popsany´ vy´sˇe se nazy´va´ jako proces ucˇen´ı s ucˇitelem, nebot’ se neuronove´
s´ıti poskytly vstupn´ı data a k nim spra´vny´ vy´sledek. Ty dohromady tvorˇ´ı tre´novac´ı
mnozˇinu. Na za´kladeˇ teˇchto dat se jednotlive´ vstupn´ı va´hy neuron˚u meˇnily do doby,
kdy se dobraly spra´vne´ho vy´sledku.
Toto kra´tke´ prˇedstaven´ı neuronovy´ch s´ıt´ı zajiste´ nepopisuje vesˇkere´ mozˇnosti to-
hoto veˇdn´ıho oboru, ani to nen´ı jeho c´ılem, ale pouze se snazˇ´ı cˇtena´rˇe ve strucˇnosti
sezna´mit s touto problematikou a nast´ınit vyuzˇit´ı prˇi rozpozna´va´n´ı dat z postrann´ıch
kana´l˚u. V tomto prˇ´ıpadeˇ z akusticke´ho postrann´ıho kana´lu. O problematice neu-
ronovy´ch s´ıt´ı se lze docˇ´ıst v´ıce v knize Teoreticke´ ota´zky neuronovy´ch s´ıt´ı [19].
3.3 Klasifikace dat pomoc´ı neuronove´ s´ıteˇ
Jelikozˇ se data zpracova´vaj´ı v programu MATLAB, vyuzˇ´ıva´ se pro pra´ci s umeˇlou
neuronovou s´ıt´ı volneˇ sˇiˇritelny´ bal´ık Free NN NETLAB Toolbox, ktery´ lze do prostrˇed´ı
MATLAB implementovat.
Jako vstupn´ı hodnoty budou slouzˇit hodnoty z akusticke´ho postrann´ıho kana´lu.
Konkre´tneˇ se bude jednat o zvuky jednotlivy´ch klapek kla´vesnice zachyceny´ch mikro-
fonem. Pro klasifikaci dat pak bude slouzˇit MLP s´ıt’ v trˇ´ıvrstve´m usporˇa´da´n´ı (vs-
tupn´ı, skryta´ a vy´stupn´ı vrstva). Prˇi pouzˇit´ı te´to s´ıteˇ, jak jizˇ bylo napsa´no, vsˇak
neexistuje jednoznacˇne´ pravidlo pro stanoven´ı optima´ln´ıho pocˇtu neuron˚u. V tomto
prˇ´ıpadeˇ pro optima´ln´ı urcˇen´ı pocˇtu neuron˚u ve skryte´ vrstveˇ, nebot’ vstupn´ı pocˇet
neuron˚u je da´n pocˇtem vsˇech tre´novac´ıch klapek a vy´stupn´ı neurony jsou urcˇeny
pocˇtem r˚uzny´ch klapek. Tedy, jsou-li k dispozici naprˇ. 3 r˚uzne´ klapky po 10 vzorech,
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budou dohromady tvorˇit 30 neuron˚u vstupn´ı vrstvy a 3 neurony vy´stupn´ı vrstvy.
Pocˇet neuron˚u ve skryte´ vrstveˇ pak bude muset by´t zvolen na za´kladeˇ provedeny´ch
experiment˚u.
3.4 Vytvorˇen´ı klasifika´toru
Vytvorˇen´ı klasifika´toru v prostrˇed´ı MATLAB s knihovnou Free NN NETLAB Tool-
box je pomeˇrneˇ jednoduche´ a pra´ce s toolboxem je popsa´na na na´sleduj´ıc´ım vzorove´m
zdrojove´m ko´du.
addpath(’NETLAB’)
nn = mlp(10, 1, 2, ’logistic’);
options = zeros(1,18);
options(1) = 1;
options(14) = 200;
[nn, options] = netopt(nn, options, data_trenovaci, class, ’scg’);
mlpfwd(nn,data_klasifikace);
Obr. 3.3: Uka´zka za´kladn´ıho programu pro klasifikaci dat.
Nejprve se tedy mus´ı prˇidat toolbox do programu prˇ´ıkazem addpath(’NETLAB’).
T´ım se doc´ıl´ı prˇida´n´ım cesty k toolboxu. Z uvdene´ho prˇ´ıkazu vyply´va´, zˇe se toolbox
nacha´z´ı v adresa´rˇi NETLAB a ten je nav´ıc ve stejne´ slozˇce jako pra´veˇ vytva´rˇeny´
program. Po u´speˇsˇne´m prˇida´n´ı se pak mu˚zˇou zacˇ´ıt pouzˇ´ıvat jeho funkce. Na´sleduje
funkce z pra´veˇ prˇidane´ho toolboxu a to funkce mlp. Funkce mlp se stara´ o vytvorˇen´ı
v´ıcevrstve´ s´ıteˇ. Dle dokumentace mu˚zˇe obsahovat azˇ 6 argument˚u, ale ve vzorove´m
programu se vyuzˇ´ıva´ pouze 4. Prvn´ı argument uda´va´ pocˇet vstupn´ıch neuron˚u,
na´sleduje pocˇet neuron˚u skryte´ vrstvy a na´sledneˇ pocˇet neuron˚u ve vy´stupn´ı vrstveˇ.
Posledn´ım argumentem je typ aktivacˇn´ı funkce.
O konfiguraci neuronove´ s´ıteˇ v tomto toolboxu se stara´ promeˇnna´ options, ktera´
naby´va´ 18 hodnot. Promeˇnna´ se nejprve napln´ı nulami (slouzˇ´ı pro zaka´za´n´ı vsˇech
prˇedvoleb) a na´sledneˇ je nastavena dle potrˇeb. Konkre´tneˇ se povol´ı vypisova´n´ı chyby
do konzole options(1) = 1, pro prˇehled, jak se neuronova´ s´ıt’ postupneˇ ucˇ´ı. Dalˇs´ı
prˇ´ıkaz v nastaven´ı options(14) = 200 je velmi d˚ulezˇity´, nebot’ uda´va´ maxima´ln´ı
pocˇet cykl˚u ucˇen´ı. V tomto konkre´tn´ım prˇ´ıpadeˇ 200. Maxima´ln´ı proto, zˇe kdyby
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se s´ıt’ natre´novala jizˇ drˇ´ıve, tak by dosˇlo k automaticke´mu ukoncˇen´ı ucˇen´ı. Jestlizˇe
z˚ustane nastavena 0, nastav´ı se pocˇet cykl˚u na implicitn´ı hodnotu 100.
O spusˇteˇn´ı tre´nova´n´ı vytvorˇene´ s´ıteˇ se stara´ pomocna´ funkce netopt. Jej´ımi
parametry jsou:
• Nn - jedna´ se o neuronovou s´ıt’ vytvorˇenou funkc´ı mlp
• options - vysveˇtleno vy´sˇe
• data trenovaci - jedna´ se o data ktery´mi se bude dana´ s´ıt’ tre´novat
• class - mnozˇina spra´vny´ch vy´sledk˚u (spolu s data trenovaci tvorˇ´ı tre´novac´ı
mnozˇinu 3.4)
• ’scg’ - oznacˇuje metodu ucˇen´ı a aktivuje zaznamena´va´n´ı chyb beˇhem ucˇen´ı
Obr. 3.4: Struktura promeˇnne´ data trenovaci a class.
Na´sledneˇ se spust´ı proces tre´nova´n´ı neuronove´ s´ıteˇ. Po jeho ukoncˇen´ı vznikne
natre´novana´ neuronova´ s´ıt’, ktera´ se mu˚zˇe pouzˇ´ıt pro klasifikaci dat. K tomu slouzˇ´ı
posledn´ı rˇa´dek uka´zkove´ho programu. Tedy funkce mlpfwd. Jej´ımi parametry pak
je natre´novana´ s´ıt’ a data, ktera´ se maj´ı pomoc´ı te´to s´ıteˇ oklasifikovat. Vy´stupem
je vektor s procentua´ln´ım vyja´drˇen´ım jednotlivy´ch podobnost´ı, obra´zek 3.5. De´lka
vektoru odpov´ıda´ pocˇtu neuron˚u na vy´stupn´ı vrstveˇ s´ıteˇ.
Obr. 3.5: Vy´stup funkce mlpfwd prˇi trˇech neuronoech ve vy´stupn´ı vrstveˇ.
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4 LABORATORNI´ U´TOK NA KLA´VESNICI
4.1 Porˇ´ızen´ı vzork˚u
Po prˇedstaven´ı rozpozna´vac´ı metody zby´va´ z´ıskat data pro natre´nova´n´ı a na´sledneˇ
i pro klasifikaci dat pomoc´ı neuronove´ s´ıteˇ.
Pro za´znam zvuk˚u vznikaj´ıc´ı prˇi psan´ı na kla´vesnici bylo pro lepsˇ´ı prˇesnost
za´znamu vyuzˇito bezodrazove´ komory. Da´le byly pouzˇity 2 meˇrˇ´ıc´ı mikrofony
MiniSPL a za´znamove´ zarˇ´ızen´ı TASCAM HD–P2.
Pro prˇesneˇjˇs´ı vy´sledky bylo kazˇde´ meˇrˇen´ı provedeno 5x. Za´znam prob´ıhal dle
n´ızˇe uvedene´ho obra´zku 4.1.
Obr. 4.1: Za´znamove´ pracoviˇsteˇ.
Mikrofony byly umı´steˇny 9 cm nad kla´vesnic´ı a 12 cm od jednotlivy´ch okraj˚u.
Cele´ meˇrˇ´ıc´ı pracoviˇsteˇ si mu˚zˇete prohle´dnout na na´sleduj´ıc´ıch fotografiıch (obra´zky 4.2
a 4.3). Prˇi demonstracˇn´ım u´toku vzniklo celkem 175 nahra´vek ve forma´tu ’wav’ se
vzorkovac´ım kmitocˇtem 48 kHz a hloubkou 16 bit˚u. Zaznamena´ny byly jednotlive´
klapky stylem start nahra´va´n´ı, u´der klapky, stop nahra´va´n´ı.
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Obr. 4.2: Meˇrˇ´ıc´ı pracoviˇsteˇ.
Obr. 4.3: Meˇrˇ´ıc´ı pracoviˇsteˇ.
4.2 Prˇ´ıprava nahra´vek
Jelikozˇ po nahra´n´ı jednotlivy´ch klapek meˇly soubory r˚uznou de´lku a pro dalˇs´ı pra´ci
by byly nevhodne´, musely se jednotlive´ soubory upravit tak, aby cˇas nahra´vky byl
stejny´ a u´hoz kla´vesy vzˇdy zacˇ´ınal ve stejnou dobu. Toho se doc´ılilo tak, zˇe z leve´ho
kana´lu se zjistila maxima´ln´ı hodnota, ta prˇedstavuje u´hoz do kla´vesnice, a podle n´ı se
upravil zbytek nahra´vky. Zpracova´n´ı nahra´vek prob´ıhalo v programu Matlab, ktery´
podporuje pra´ci se soubory ’wav’. Vy´sledkem u´pravy je zvukovy´ za´znam dlouhy´
zhruba 0,4 s. Jeho pr˚ubeˇh je zobrazen na obra´zku 4.4.
32
Obr. 4.4: Kla´vesa ’D’.
Z obra´zku 4.4 lze videˇt, zˇe jednotlive´ kana´ly se liˇs´ı. To je zp˚usobeno samozrˇejmeˇ
t´ım, zˇe jednotlive´ mikrofony jsou umı´steˇny na r˚uzny´ch mı´stech nad kla´vesnic´ı.
Za povsˇimnut´ı stoj´ı zejme´na fakt, zˇe pravy´ mikrofon jizˇ te´meˇrˇ nezachytil pusˇteˇn´ı
tlacˇ´ıtka. Pro na´zornost je vsˇe popsa´no na obra´zku 4.5.
Obr. 4.5: Rozbor signa´lu (zde levy´ kana´l kla´vesy ’D’).
33
Jizˇ prˇi porovna´n´ı pr˚ubeˇh˚u r˚uzny´ch klapek v cˇasove´ ose (obra´zky 4.6, 4.7) bez
dalˇs´ıho zpracova´n´ı lze pozorovat, zˇe se signa´ly liˇs´ı. Z tohoto d˚uvodu se da´ prˇedpokla´dat,
zˇe je mozˇne´ prove´st prˇevod zvukovy´ch signa´l˚u zpeˇt na text.
Obr. 4.6: Kla´vesa ’G’.
Obr. 4.7: Kla´vesa ’N’.
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4.3 Prˇevod do frekvencˇn´ı oblasti
Jelikozˇ by data v cˇasove´ oblasti nebyla vhodna´ pro dalˇs´ı zpracova´n´ı, kv˚uli mnoha
vzork˚um, r˚uzny´m prodleva´m v psan´ı textu a s´ıle u´hozu, musely se prˇeve´st do oblasti
frekvencˇn´ı.
K prˇevodu do frekvencˇn´ı oblasti nestaciona´rn´ıch signa´l˚u slouzˇ´ı mimo jine´ metody
i kra´tkodoba´ Fourierova transformace (Short-Time Fourier Transform (STFT)),
ktera´ je definova´na vztahem [18]
SFFT (ω, τ) = 〈f, gω,τ 〉 =
∫ −∞
∞
f(t)w∗(t− τ)e−jωtdt, (4.1)
kde
gω,τ (t) = w(t− τ)e−jωt. (4.2)
Signa´l f(t) je tedy nejprve vyna´soben okenn´ı funkc´ı w(t− τ) a pote´ je na takto
omezeny´ signa´l aplikova´na klasicka´ Fourierova transformace. Vy´sledkem STFT je
spektrogram (obra´zek 4.8).
Obr. 4.8: Uka´zka spektrogramu.
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Prˇi realizaci STFT se tedy zada´vaj´ı parametry, ktere´ urcˇ´ı, na jak velke´ okna
bude signa´l rozdeˇlen, jak se budou jednotliva´ okna prˇekry´vat a jakou okenn´ı funkc´ı
se bude signa´l na´sobit. Tyto parametry do jiste´ mı´ry urcˇuj´ı, jake´ u´speˇsˇnosti dosa´hne
neuronova´ s´ıt’. Proto bylo provedeno rozpozna´va´n´ı i s odliˇsny´mi parametry STFT.
Obecne´ nastaven´ı vsˇak bylo zvoleno na za´kladeˇ r˚uzny´ch meˇrˇen´ı na´sledovneˇ. Velikost
okna 10 ms a prˇekryv 2 ms. Okenn´ı funkce byla pouzˇita Hammingova.
4.4 Pra´ce s neuronovou s´ıt´ı
Nyn´ı, kdyzˇ jsou jednotlive´ vzorky klapek prˇevedeny do frekvencˇn´ı oblasti, se lze
pustit do pra´ce s neuronovou s´ıt´ı. Prvn´ı se vsˇak mus´ı zvolit, jake´ vzorky se pouzˇij´ı
jako tre´novac´ı mnozˇina. Da´ se prˇedpokla´dat, zˇe nejv´ıce informac´ı o klapce bude v
dobeˇ jej´ıho u´hozu, proto se vyuzˇila okna pra´veˇ v te´to dobeˇ. Tedy ty kolem cˇasu
0,025 s. Okno se na´sledneˇ normovalo do intervalu <0,1> a z neˇho se vytvorˇila
tre´novac´ı matice. Celkem bylo k dispozici 15 r˚uzny´ch klapek, vzˇdy po 5 vzorech.
Aby zbyl i vzorek pro rozpozna´n´ı, vyuzˇily se pro tre´novac´ı mnozˇinu vzˇdy 4 vzorky
od kazˇde´ klapky. Vy´sledkem pote´ byla matice o pocˇtu 4 × 15 = 60 rˇa´dk˚u. Pocˇet
rˇa´dk˚u matice urcˇil i pocˇet neuron˚u na vstupn´ı vrstveˇ. Pocˇet neuron˚u na vneˇjˇs´ı
vrstveˇ byl urcˇen pocˇtem klapek, tedy 15. Pocˇet neuron˚u ve skryte´ vrstveˇ vsˇak
nen´ı prˇedurcˇen zˇa´dny´m parametrem. Jelikozˇ neexistuje jednoznacˇne´ pravidlo pro
stanoven´ı optima´ln´ıho pocˇtu, byly provedeny testy pro optima´ln´ı nastaven´ı. Nejprve
se zvolil pouze 1 neuron ve skryte´ vrstveˇ. Tomu odpov´ıda´ konfigurace 60 - 1 - 15,
ale vy´sledek rozpozna´va´n´ı kolem 6 % nebyl v˚ubec dobry´. Proble´m byl zp˚usoben
t´ım, zˇe se s´ıt’ nedoka´zala pomoc´ı tre´novac´ı mnozˇiny naucˇit s prˇijatelnou chybou. Ve
druhe´m meˇrˇen´ı byl pocˇet neuron˚u ve skryte´ vrstveˇ roven 50 (konfigurace 60 - 50 - 15)
a vy´sledna´ pr˚umeˇrna´ u´speˇsˇnost byla 53 % prˇi metodice, kdy jako spra´vneˇ rozpoz-
nana´ klapka je povazˇova´na ta, ktere´ neuronova´ s´ıt’ prˇideˇlila nejvysˇsˇ´ı procentua´ln´ı
cˇ´ıslo. Vezme-li se vsˇak v potaz i druha´ nejvysˇsˇ´ı, poprˇ. trˇet´ı nejvysˇsˇ´ı, hodnota bude
vy´sledkem zaj´ımaveˇjˇs´ı hodnota. Konkre´tneˇ 66,7 % prˇi respektova´n´ı i 2. nejvysˇsˇ´ı hod-
noty, resp. 80 % prˇi vyuzˇit´ı trˇ´ı nejvysˇsˇ´ıch hodnot. Ve trˇet´ım meˇrˇen´ı se navy´sˇil pocˇet
neuron˚u ve skryte´ vrstveˇ na 500 (konfigurace 60 - 500 - 15). To vsˇak s´ıt’ prˇi tre´nova´n´ı
pomeˇrneˇ brzdilo a na vy´sledek se muselo cˇekat delˇs´ı dobu. U´speˇsˇnost rozpozna´va´n´ı
vsˇak nebyla vysˇsˇ´ı a dosahovala hodnoty 33,3 % respektive (66,7 % a 73 %).
Z test˚u vyply´va´, zˇe prˇ´ıliˇs maly´ pocˇet neuron˚u ve skryte´ vrstveˇ znemozˇn´ı samotne´
naucˇen´ı. Na druhou stranu, ani prˇ´ıliˇs mnoho neuron˚u nemus´ı znamenat u´speˇch
a nav´ıc nadmeˇrneˇ zateˇzˇuj´ı celou s´ıt’. Nejle´pe dopadlo 50 neuron˚u ve skryte´ vrstveˇ,
a proto prˇi zkouma´n´ı vlivu parametr˚u STFT na kvalitu rozpozna´va´n´ı byl zvolen
pocˇet neuron˚u ve skryte´ vrstveˇ 50.
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4.5 Vliv parametr˚u STFT na kvalitu rozpozna´va´n´ı
Jelikozˇ se vlivem r˚uzne´ho nastaven´ı STFT meˇn´ı vstupn´ı data pro neuronovou s´ıt’,
bylo provedeno meˇrˇen´ı zkoumaj´ıc´ı vliv parametr˚u STFT na maxima´ln´ı u´speˇsˇnost
rozpozna´va´n´ı. Jelikozˇ pro rozezna´va´n´ı jednotlivy´ch klapek jsou pouzˇity okna z STFT,
ktere´ v˚ucˇi r˚uzne´mu nastaven´ı meˇn´ı de´lku a tedy i cˇas okna, mu˚zˇe se tabulka z meˇrˇen´ı
jevit dosti neprˇehledna´, proto je tabulka 4.1 zjednodusˇena´ a kompletn´ı tabulka
z meˇrˇen´ı prˇilozˇena do prˇ´ılohy A. Na´sleduj´ıc´ı graf 4.9 vyobrazuje u´speˇsˇnost rozpozna´n´ı
15 r˚uzny´ch klapek v cˇase 0 azˇ 100 ms. Mı´rny´ na´r˚ust u´speˇsˇnosti lze zaznamenat kolem
cˇasu 20 ms, kdy dosˇlo k u´deru klapky na desku kla´vesnice. V tomto cˇase je take´ za-
znamena´na nejvysˇsˇ´ı dosazˇena´ hodnota u´speˇsˇnosti a to 66,7 %, prˇi metodice, kdy se
jako spra´vneˇ rozpoznana´ klapka povazˇuje ta, ktere´ neuronova´ s´ıt’ prˇideˇlila nejvysˇsˇ´ı
procentua´ln´ı cˇ´ıslo.
Tab. 4.1: Vliv parametr˚u STFT na kvalitu rozpozna´va´n´ı.
Meˇrˇen´ı Prˇekryv
[ms]
Velikost
okna [ms]
Zkoumana´
oblast [ms]
Maxima´ln´ı
u´speˇsˇnost [%]
1 0 5 0 - 50 46,0
2 1 5 0 - 40 53,3
3 2 5 0 - 30 66,7
4 3 5 8 - 28 46,6
5 4 5 8 - 24 53,3
6 0 10 0 - 100 33,3
7 1 10 0 - 90 53,3
8 2 10 0 - 80 53,3
9 3 10 0 - 70 46,7
10 4 10 0 - 60 46,7
11 4 10 6 - 66 46,7
12 0 5 0 - 50 46,7
13 0 5 0 - 50 46,7
14 0 4 0 - 40 40,0
15 0 3 0 - 30 46,7
16 0 2 8 - 28 26,7
17 0 1 14 - 24 26,7
37
Obr. 4.9: U´speˇsˇnost rozpozna´va´n´ı dle cˇasu a velikosti okna.
Z tabulky 4.1 vyply´va´, zˇe r˚uzne´ nastaven´ı STFT ma´ vliv na u´speˇsˇnost rozpozna´va´n´ı,
avsˇak nelze z n´ı vycˇ´ıst, jake´ nastaven´ı je nejvy´hodneˇjˇs´ı. Lze vsˇak vypozorovat to,
ktere´ nastaven´ı se prˇ´ıliˇs nehod´ı. Konkre´tneˇ se jedna´ o nastaven´ı s maly´mi okny
(meˇrˇen´ı 16 a 17).
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4.6 Vyhodnocen´ı u´toku
Porˇ´ızen´ı vzork˚u v bezodrazove´ komorˇe pomohlo eliminovat okoln´ı ruchy, ktere´ by
mohly demonstracˇn´ı u´tok znehodnotit. Po u´praveˇ vzork˚u v cˇasove´ oblasti, ktera´
spocˇ´ıvala v zasynchronizova´n´ı u´der˚u jednotlivy´ch klapek na stejny´ cˇas, se prˇistoupilo
na prˇevod do frekvencˇn´ı oblasti. K tomuto prˇevodu byla vyuzˇita STFT s velikost´ı
okna 10 ms a prˇekryvem 2 ms. Prˇi hleda´n´ı optima´ln´ı konfigurace s´ıteˇ (pocˇet neuron˚u
skryte´ vrstvy) se za´rovenˇ dosa´hlo u´speˇsˇnosti rozpozna´va´n´ı kolem 53 %. Kdyby se
ovsˇem bralo za u´speˇch 2. i 3. nejvysˇsˇ´ı hodnota, dosa´hne se u´speˇsˇnosti azˇ 80 %. Tato
hodnota sice nen´ı prˇ´ıliˇs vysoka´ na rozpozna´va´n´ı psane´ho textu, ale pro z´ıska´n´ı hesla
mu˚zˇe by´t velmi na´pomocna´.
V za´veˇru u´toku se jesˇteˇ provedlo meˇrˇen´ı, ve ktere´m se zkoumal vliv nastaven´ı
STFT na celkovou kvalitu rozpozna´va´n´ı. Z nameˇrˇeny´ch dat vyply´va´, zˇe na nastaven´ı
v´ıce cˇi me´neˇ za´lezˇ´ı.
Lepsˇ´ı rozpozna´vac´ı schopnosti se nedosa´hlo nejsp´ıˇs z d˚uvodu male´ho pocˇtu tre´novac´ıch
dat jednotlivy´ch klapek. Jelikozˇ bylo zaznamena´no od kazˇde´ klapky pouze 5 vzork˚u,
vyuzˇily se 4 vzorky jako tre´novac´ı data a 1 vzorek slouzˇil na rozpozna´va´n´ı. Pro
tre´nova´n´ı vsˇak mohly by´t jesˇteˇ vyuzˇity data z druhe´ho kana´lu, avsˇak musela by se
vytvorˇit nejsp´ıˇs druha´ neuronova´ s´ıt’ a vy´sledky dle matematicky´ch pravidel kom-
binovat s prvn´ı. Nav´ıc by se z´ıskalo pouze 5 vzor˚u, a proto se radeˇji rozhodlo o
proveden´ı nove´ho u´toku s mnohona´sobneˇ vysˇsˇ´ım pocˇtem vzork˚u.
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5 U´TOK NA KLA´VESNICI NOTEBOOKU
5.1 Porˇ´ızen´ı vzork˚u
Z prˇedchoz´ıho meˇrˇen´ı se prˇedpokla´da´, zˇe maly´ pocˇet tre´novac´ıch klapek mu˚zˇe sn´ızˇit
kvalitu rozezna´va´n´ı, a proto se prˇi tomto demonstracˇn´ım u´toku zaznamenalo v´ıce
vzor˚u klapek (80 vzor˚u od kazˇde´ klapky). Porˇizova´n´ı klapek vsˇak jizˇ neprob´ıhalo
v bezodrazove´ komorˇe s drahy´mi kvalitn´ımi mikrofony, ale pro za´znam poslouzˇilo
beˇzˇne´ prostrˇed´ı s beˇzˇnou technikou. Konkre´tneˇ se jednalo o notebook HP Compaq
6715b, ktery´ poslouzˇil za´rovenˇ svou kla´vesnic´ı, tak i zabudovany´m mikrofonem.
Jednotlive´ vzorky klapek byly zaznamena´ny do souboru typu ’wav’ s ko´dova´n´ı
Pulse-Code Modulation (PCM) a vzorkovac´ım kmitocˇtem 48 kHz prˇi rozliˇsen´ı 16
bit˚u, mono. Porˇizova´n´ı vzork˚u se vsˇak v´ıce prˇibl´ızˇilo beˇzˇny´m podmı´nka´m a za-
znamena´va´n´ı prob´ıhalo kontinua´lneˇ. Tud´ızˇ se mus´ı prˇed samotny´m zpracova´n´ım
zvukovy´ za´znam nasegmentovat a vyexportovat z neˇj jednotlive´ klapky. Po z´ıska´n´ı
klapek ze souboru jizˇ na´sledoval obdobny´ postup rozpozna´va´n´ı jako u prˇedchoz´ıho
demonstracˇn´ıho u´toku.
Obr. 5.1: Blokove´ sche´ma prˇi u´toku postrann´ım kana´lem.
Pro oveˇrˇen´ı prˇedpokladu, zˇe n´ızka´ hodnota rozpozna´va´n´ı byla zp˚usobena maly´m
pocˇtem tre´novac´ıch dat, se vyuzˇilo testu prˇi rozpozna´n´ı trˇ´ı klapek. Jednalo se o klapky
’A’, ’mezern´ık’ a
’
’P’. Kazˇda´ klapka byla zaznamena´na celkem 80x, z toho se 50
vyuzˇilo na tre´nova´n´ı a 30 na rozpozna´va´n´ı. Z jizˇ takto male´ho pocˇtu klapek se
mohlo konstatovat, zˇe n´ızka´ hodnota rozpozna´va´n´ı byla zp˚usobena n´ızky´m pocˇtem
tre´novac´ıch dat, nebot’ u´speˇsˇnost takto natre´novane´ neuronove´ s´ıteˇ dosahovala u´speˇsˇnosti
prˇes 95 %, jak je patrne´ z na´sleduj´ıc´ıho grafu 5.2.
Graf 5.2 v podstateˇ popisuje, jak byly pr˚umeˇrneˇ jednotlive´ klapky ohodnoceny.
Tedy z 30 testovany´ch zvuk˚u od klapky ’P’ byla u´speˇsˇnost 96,6 %. Tzn., zˇe se
neuronova´ s´ıt’ zmy´lila pouze jedenkra´t. Na´sleduj´ıc´ı grafy 5.3, 5.4 jizˇ neprˇedstavuj´ı
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Obr. 5.2: U´speˇsˇnost rozpozna´va´n´ı kla´ves ’A’ , ’MEZERNI´K’ a ’P’.
pr˚umeˇrne´ hodnoty, ale prˇ´ıme´ vy´sledky z neuronove´ s´ıteˇ pro klapku ’P’. Nejprve
je proveden test s daty, ktery´mi se neuronova´ s´ıt’ natre´novala. Je-li s´ıt’ spra´vneˇ
natre´nova´na, meˇla by jednotlive´ vzorky bez proble´mu zarˇadit, cozˇ je patrne´ z grafu 5.3.
Na´sledneˇ se vyuzˇij´ı ostatn´ı vzorky, o ktery´ch neuronova´ s´ıt’ zat´ım nev´ı, tedy
zbyly´ch 30 vzork˚u co je k dispozici a provede se obdobny´ test. Z grafu 5.2lze odecˇ´ıst,
zˇe kla´vesa ’P’ uspeˇla v 96,6 %. Nyn´ı lze na grafu 5.4 pozorovat, zˇe se dle prˇedpokladu
s´ıt’ jedenkra´t zmy´lila a to tak, zˇe jednou prˇisoudila klapku ’P’ nespra´vneˇ klapce
’mezern´ık’.
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Obr. 5.3: Rozpozna´n´ı klapky ’P’ pomoc´ı natre´novany´ch dat.
Obr. 5.4: Rozpozna´n´ı klapky ’P’ pomoc´ı dat, ktere´ nebyly pouzˇity k natre´novan´ı
neuronove´ s´ıteˇ.
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5.2 Vliv parametr˚u STFT na kvalitu rozpozna´va´n´ı
S t´ımto pocˇtem klapek, se opeˇt zkoumal vliv nastaven´ı STFT na vy´slednou u´speˇsˇnost
jako v prˇedchoz´ım u´toku na kla´vesnici. Opeˇt je uvedana zjednodusˇena´ tabulka 5.1
(u´plna´ tabulka z meˇrˇen´ı v prˇ´ıloze B), ve ktere´ jsou obsazˇeny vsˇechny podstatne´ nas-
taven´ı a samozrˇejmeˇ dosazˇene´ vy´sledky prˇi jednotlivy´ch nastaven´ı. Pro prˇehlednost
je tabulka opeˇt jesˇteˇ doplneˇna grafem 5.5, ktery´ by meˇl zvy´sˇit vypov´ıdaj´ıc´ı hodnotu
tabulky.
Tab. 5.1: Vliv parametr˚u STFT na kvalitu rozpozna´va´n´ı.
Meˇrˇen´ı Prˇekryv
[ms]
Velikost
okna [ms]
Zkoumana´
oblast [ms]
Maxima´ln´ı
u´speˇsˇnost [%]
1 0 2 18 - 38 82,2
2 1 2 14 - 24 80,0
3 0 5 0 - 50 94,4
4 1 5 0 - 40 95,6
5 2 5 6 - 36 87,8
6 3 5 14 - 34 94,4
7 4 5 19 - 29 96,7
8 0 7 0 - 70 95,6
9 1 7 0 - 60 87,8
10 2 7 0 - 50 96,7
11 3 7 4 - 44 91,1
12 4 7 9 - 39 91,1
13 0 10 0 - 100 95,6
14 2 10 0 - 80 97,8
15 4 10 0 - 60 97,8
16 6 10 8 - 40 95,6
17 8 10 14 - 32 96,7
Z tabulky opeˇt nelze z´ıskat idea´ln´ı nastaven´ı, pouze se potvrdila skutecˇnost, zˇe
kra´tke´ okna opravdu nejsou vhodna´ pro rozpozna´va´n´ı pomoc´ı neuronove´ s´ıteˇ.
43
Obr. 5.5: U´speˇsˇnost rozpozna´va´n´ı dle cˇasu a velikosti okna.
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5.3 Vliv tre´novac´ıch cykl˚u a pocˇet neuron˚u ve
skryte´ vrstveˇ
Vliv tre´novac´ıch cykl˚u
V prˇedchoz´ım u´toku na kla´vesnici se problematice tre´novac´ıch cykl˚u neveˇnovalo,
nebot’ male´ mnozˇstv´ı tre´novac´ıch vzork˚u by znemozˇnilo vytvorˇen´ı uka´zkovy´ch graf˚u.
Nyn´ı s dostatecˇny´m pocˇtem hodnot bude tato problematika objasneˇna.
Neuronova´ s´ıt’ se ucˇ´ı v cyklech a na za´kladeˇ vy´stupu meˇn´ı va´hy jednotlivy´ch
neuron˚u. Je-li vsˇak pocˇet cykl˚u maly´, nestihne se s´ıt’ nicˇemu naucˇit. O tom vypov´ıda´
i graf 5.6, ktery´ popisuje stav rozpozna´va´n´ı po jednom cyklu ucˇen´ı. Rozpozna´va´na
je kla´vesa ’mezern´ık’ a je porovna´va´na jesˇteˇ s kla´vesami ’A’ a ’P’. Lze pozorovat, zˇe
vsˇechny hodnoty jsou kolem 30 %. Pote´ na´sleduje graf 5.7 s 10 cykly ucˇen´ı, kde lze
pozorovat znacˇne´ navy´sˇen´ı u´speˇsˇnosti. Trˇet´ı graf 5.7 jizˇ pak popisuje natre´novanou
s´ıt’ po zhruba 150 cyklech.
Obr. 5.6: Stav neuronove´ s´ıteˇ po 1 cyklu ucˇen´ı.
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Obr. 5.7: Stav neuronove´ s´ıteˇ po 10 cyklech ucˇen´ı.
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Obr. 5.8: Natre´novana´ neuronova´ s´ıt’.
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Vliv pocˇtu neuron˚u ve skryte´ vrstveˇ
Vlivu pocˇtu neuron˚u se veˇnovalo jizˇ v prˇedchoz´ım u´toku. Z neˇho vyplynulo, zˇe je-
den neuron ve skryte´ vrstveˇ nestacˇ´ı na natre´nova´n´ı s´ıteˇ a velky´ pocˇet neuron˚u zase
velmi zateˇzˇuje celou s´ıt’ a nav´ıc, zˇe nedosahuje vysˇsˇ´ı u´speˇsˇnosti jak s´ıt’ s 50 neu-
rony ve skryte´ vrstveˇ. Vysˇsˇ´ı u´speˇsˇnosti nejsp´ıˇse nedosahuje z d˚uvodu prˇetre´nova´n´ı.
Prˇetre´nova´n´ı je stav neuronove´ s´ıteˇ, kdy perfektneˇ reaguje na tre´novac´ı mnozˇinu,
ale jakmile ma´ oklasifikovat nezna´my´ vzor, tak selha´va´.
Pro oveˇrˇen´ı vlivu pocˇtu neuron˚u ve skryte´ vrstveˇ se vyslala do trˇ´ı natre´novany´ch
neuronovy´ch s´ıt´ı (150 -1 -3, 150 -25 -3 a 150 -50 -3) sekvence 90 klapek na rozpozna´n´ı.
Sekvenci tvorˇila 30× kla´vesa ’A’, 30× ’mezern´ık’ a 30× ’ P ’ celkem tedy zminˇovany´ch
90 klapek.
Na grafu 5.9 s jedn´ım neuronem ve skryte´ vrstveˇ lze pozorovat vysokou chybovost
s´ıteˇ, zejme´na prˇi klasifikaci kla´vesy ’P’. Jiste´ proble´my se vyskytly i u kla´vesy ’A’.
Kla´vesa ’mezern´ık’ vsˇak byla pomeˇrneˇ dobrˇe rozeznatelna´.
Na grafu 5.10 s 25 neurony ve skryte´ vrstveˇ lze videˇt jizˇ znacˇne´ zlepsˇen´ı. Kla´vesu
’mezern´ık’ rozezna´ te´meˇrˇ dokonale, velke´ zlepsˇen´ı se projevuje i u zbyly´ch dvou
klapek, i kdyzˇ s mensˇ´ımi vy´kyvy.
Na grafu 5.11 s doporucˇeny´m nastaven´ım z prˇedchoz´ıho meˇrˇen´ı, tedy 50 skryty´ch
neuron˚u se daj´ı pozorovat nejlepsˇ´ı pr˚ubeˇhy. Provedl se jesˇteˇ test s 500 neurony ve
skryte´ vrstveˇ, ale vy´sledkem bylo opeˇt zhorsˇen´ı rozpozna´vac´ı schopnosti neuronove´
s´ıteˇ.
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Obr. 5.9: Rozpozna´vac´ı schopnosti neuronove´ s´ıteˇ s 1 neuronem ve skryte´ vrstveˇ.
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Obr. 5.10: Rozpozna´vac´ı schopnosti neuronove´ s´ıteˇ s 25 neurony ve skryte´ vrstveˇ.
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Obr. 5.11: Rozpozna´vac´ı schopnosti neuronove´ s´ıteˇ s 50 neurony ve skryte´ vrstveˇ.
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5.4 Rozpozna´va´n´ı kompletn´ı abecedy
Po oveˇrˇen´ı, zda lze klasifikovat i data porˇ´ızene´ v beˇzˇne´m prostrˇed´ı na beˇzˇne´m note-
booku se natre´novala s´ıt’ s veˇtsˇ´ım pocˇtem klapek. Konkre´tneˇ se jednalo o klapky
’Q-P’, ’A-L’ a ’Y-M’, tedy o 26 r˚uzny´ch klapek. Pro tre´nova´n´ı, resp. rozpozna´va´n´ı
se opeˇt pouzˇilo rozvrzˇen´ı 50 klapek pro tre´nova´n´ı a 30 pro rozpozna´va´n´ı. Takto
rozsa´hla´ s´ıt’ je jizˇ vy´pocˇetneˇ a pameˇt’oveˇ na´rocˇna´ a cely´ proces od prˇevodu klapek
z cˇasove´ oblasti do frekvencˇn´ı azˇ po vyhodnocen´ı dat trva´ prˇiblizˇneˇ 1 hodinu na PC
s dvou-ja´drovy´m procesorem o frekvenci 2 GHz a pameˇt´ı 2 GB RAM.
U´speˇsˇnost rozpozna´va´n´ı byla v pr˚umeˇru 67 %, prˇi metodice, kdy se jako spra´vneˇ
rozpoznana´ klapka povazˇuje ta, ktere´ neuronova´ s´ıt’ prˇideˇlila nejvysˇsˇ´ı procentua´ln´ı
cˇ´ıslo. Vezme-li se vsˇak v potaz i druha´ nejvysˇsˇ´ı, poprˇ. trˇet´ı nejvysˇsˇ´ı, hodnota dosta´va´
se jizˇ vysˇsˇ´ı hodnota. Konkre´tneˇ tedy 80,2 % prˇi respektova´n´ı i 2. nejvysˇsˇ´ı hodnoty,
resp. 86,5 % prˇi vyuzˇit´ı trˇ´ı nejvysˇsˇ´ıch hodnot. Z teˇchto hodnot je patrne´, zˇe kdyzˇ neu-
ronova´ s´ıt’ neohodnot´ı klapku spra´vneˇ s nejvysˇsˇ´ı hodnotou je velka´ pravdeˇpodobnost,
zˇe spra´vna´ klapka bude mı´t druhou poprˇ. trˇet´ı nejvysˇsˇ´ı procentua´ln´ı hodnotu, viz
graf na obra´zku 5.12.
Obr. 5.12: U´speˇsˇnost rozpozna´va´n´ı jednotlivy´ch klapek.
Te´to vlastnosti by se dalo vyuzˇ´ıt prˇi aplikova´n´ı slovn´ıku, jako zkvalitneˇn´ı rozpozna´va´n´ı.
Naprˇ´ıklad neuronova´ s´ıt’ rozpoznala p´ısmeno ’P’ s pravdeˇpodobnost´ı 99 % a na´sledneˇ
dalˇs´ı p´ısmeno ohodnotila s nejvysˇsˇ´ı pravdeˇpodobnost´ı 78 % kla´vesu ’X’ na´sledova´no
druhou nejvysˇsˇ´ı pravdeˇpodobnost´ı 69 % p´ısmeno ’E’. Prˇi prozkouma´n´ı slovn´ıku vsˇak
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nebylo nalezeno slovo, ktere´ by obsahovalo ’PX’, tud´ızˇ by se vyhodnotila spra´vneˇ
klapka ’E’, kterou jizˇ v databa´zi cˇesky´ch slov nasˇel nespocˇetneˇ kra´t.
5.5 Vyhodnocen´ı u´toku
Prˇi u´toku na kla´vesnici notebooku, se nejprve na trˇech klapka´ch oveˇrˇilo, zda p˚ujde
rozpoznat vzorky i s vestaveˇny´m mikrofonem, ve zcela beˇzˇny´ch podmı´nka´ch a za´rovenˇ
se oveˇrˇilo, zda nizˇsˇ´ı rozpozna´vac´ı schopnost v prˇedchoz´ım u´toku byla zp˚usobena
n´ızky´m pocˇtem vzor˚u tre´novac´ı mnozˇiny. Meˇrˇen´ı se obohatilo rˇadou graf˚u, prˇi r˚uzne´
konfiguraci neuronove´ s´ıteˇ a take´ na pocˇtu tre´novac´ıch cykl˚u. Hlavn´ım vy´sledkem
meˇrˇen´ı bylo, zˇe kla´vesy lze rozpoznat i pomoc´ı mikrofonu zabudovane´ho v note-
booku, vedlejˇs´ım pak azˇ 97,8 % u´speˇsˇnost rozpozna´n´ı trˇ´ı klapek.
Pote´ se jizˇ prˇistoupilo k zaznamena´n´ı jednotlivy´ch klapek cele´ abecedy a provedla
se analy´za s vy´slednou u´speˇsˇnost´ı 67 %, prˇi metodice, kdy jako spra´vneˇ rozpoznana´
klapka se povazˇuje ta, ktere´ neuronova´ s´ıt’ prˇideˇlila nejvysˇsˇ´ı procentua´ln´ı cˇ´ıslo. Tento
pokles byl samozrˇejmeˇ zp˚usoben na´rustem pocˇtu rozpozna´vac´ıch klapek, avsˇak lze
prˇedpokla´dat, zˇe kdyzˇ neuronova´ s´ıt’ neprˇisoud´ı dane´ klapce nejvysˇsˇ´ı procentua´ln´ı
cˇ´ıslo, bude spra´vna´ klapka s 2. poprˇ. 3. nejvysˇsˇ´ım procentua´ln´ım vyja´drˇen´ı. Prˇi testu
se tento prˇedpoklad proka´zal a u´speˇsˇnost rozpozna´va´n´ı stoupla azˇ na 86,5 %.
U´speˇsˇnost rozpozna´va´n´ı klapek z postrann´ıho akusticke´ho kana´lu teˇsneˇ pod 90 %
je vhodna´ sp´ıˇse na odposlech hesla. Pouzˇ´ıva´li napadeny´ ucˇivatel heslo o de´lce 10
znak˚u, prˇicˇemzˇ heslo obsahuje pouze male´ p´ısmena existuje celkem 2610 mozˇnost´ı.
Prˇi u´toku hrubou silou a rychlosti testova´n´ı 1000 hesel za sekundu by la´ma´n´ı hesla
trvalo azˇ 4 000 let. Ovsˇem uha´dneli u´tocˇn´ık alespnˇ 5 klapek, klesa´ pocˇet mozˇnost´ı
na 265=11 881 376 a prˇi stejne´ rychlosti z´ıska´ u´tocˇn´ık heslo za zhruba 3 hodiny.
K uha´dnut´ı (odposlechu) teˇchto 5 cˇ´ısel mu tak mu˚zˇe pomoci pra´veˇ tato metoda.
Bude-li vsˇak cht´ıt u´tocˇn´ık vyuzˇ´ıt tuto metodu na rozpozna´va´n´ı psane´ho textu,
bude ji muset rozsˇ´ıˇrit o slovn´ık, se ktery´m bude jednotlive´ klapky porovna´vat. S n´ım
jizˇ mu˚zˇe dosahovat u´speˇsˇnosti bl´ızˇ´ıc´ı se ke 100 % [12].
Na´rocˇnost zaznamena´n´ı zvuk˚u jednotlivy´ch klapek je pomeˇrneˇ jednoduche´ a u´tocˇn´ıkovi
stacˇ´ı do bl´ızkosti kla´vesnice umı´stit za´znamove´ zarˇ´ızen´ı. O pozna´n´ı slozˇiteˇjˇs´ı je
na´sledna´ analy´za z´ıskany´ch dat. U´tocˇn´ık mus´ı nejprve z´ıskat vzorek tre´novac´ıch
dat, naprˇ. vza´jemnou konverzac´ı. Pote´ jizˇ nastupuje nejzdlouhaveˇjˇs´ı cˇinnost a tou je
prˇ´ıprava vzork˚u pro neuronovou s´ıt’. Tato doba zabere zhruba 80 % vesˇkere´ho cˇasu
u´toku. Po z´ıska´n´ı a prˇ´ıpraveˇ dat pro neuronovou s´ıt’ mu˚zˇe u´tocˇn´ık spustit analy´zu
a cˇekat na vy´sledky.
A jak se proti u´toku mu˚zˇe obeˇt’ bra´nit? Asi nejspolehliveˇjˇs´ım prostrˇedkem je
mı´t zapnutou hudbu. Hudba totizˇ u´tocˇn´ıkovi znemozˇn´ı, poprˇ. do velke´ mı´ry zt´ızˇ´ı
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zaznamena´n´ı klapek. Dalˇs´ı mozˇnost´ı je zada´vat hesla velmi jemneˇ, aby mikrofon
u´hoz klapky nezachytil. Mozˇnost´ı z˚usta´va´ i pouzˇit´ı specia´ln´ıch typ˚u kla´vesnic bez
mechanicky´ch cˇa´st´ı (obra´zek 5.13).
Obr. 5.13: Kla´vesnice odolne´ v˚ucˇi popsane´mu demonstracˇn´ımu u´toku.
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6 ZA´VEˇR
V pra´ci jsou nejprve uvedeny za´kladn´ı pojmy vyskytuj´ıc´ı se v kryptologii, prˇedevsˇ´ım
je rozebra´no zarˇazen´ı kryptografie a kryptoanaly´zy. Da´le jsou ve strucˇnosti prˇedstaveny
symetricke´ a asymetricke´ sˇifrovac´ı algoritmy. Na´sleduj´ıc´ı cˇa´st se zaby´va´ popisem
bezpecˇnosti kryptograficke´ho syste´mu a vlastnostmi, ktere´ mus´ı kazˇdy´ kryptograficky´
syste´m mı´t, aby byl povazˇova´n za bezpecˇny´.
Po uveden´ı do problematiky se jizˇ prˇedstavuj´ı u´toky na kryptograficky´ modul
prˇed objeven´ım postrann´ıch kana´l˚u a dnes, kdy se bez nich modern´ı kryptoanalytik
neobejde. Na´sledneˇ jsou rozebra´ny r˚uzne´ typy postrann´ıch kana´l˚u a nast´ıneˇn´ı jejich
mozˇne´ho vyuzˇit´ı prˇi u´toku.
Na´sleduj´ıc´ı kapitola se zameˇrˇuje na postrann´ı kana´ly, ktere´ lze vyuzˇ´ıt prˇi u´toku na
kla´vesnici. Jedna´ se o elektromagneticky´ postrann´ı kana´l, kdy u´tocˇn´ık odposloucha´va´
elektromagneticke´ vlny vyzarˇovane´ kla´vesnic´ı a zpeˇtneˇ tyto vlny rekonstruuje na
text. Na´sleduje u´tok proudovy´m kana´lem, prˇi neˇmzˇ doka´zˇe u´tocˇn´ık odposloucha´vat
kla´vesnici skrze elektrickou za´suvku. Mezi dalˇs´ı postrann´ı kana´l, ktery´m se podarˇilo
odposlechnout kla´vesnici je uveden postrann´ı kana´l akusticky´, jimzˇ byl take´ veden
demonstracˇn´ı u´tok.
Prˇi demonstracˇn´ım u´toku je nejprve prˇedstavena rozpozna´vac´ı metoda, ktera´ se
v obou u´toc´ıch vyuzˇ´ıva´. Pro rozpozna´va´n´ı je vybra´na umeˇla´ neuronova´ s´ıt’, ktera´ je
charakterizova´na od sve´ho vzniku, prˇes analogii k nervove´ bunˇce, azˇ po prˇedstaven´ı
v´ıcevrstve´ neuronove´ s´ıteˇ. Ta se da´le vyuzˇ´ıva´ v obou u´toc´ıch. Po kra´tke´m uveden´ı do
problematiky neuronovy´ch s´ıt´ı je prˇedstaven volneˇ sˇiˇritelny´ bal´ık Free NN NETLAB
Toolbox, ktery´ umozˇnˇuje pra´ci s neuronovou s´ıt´ı v prostrˇed´ı Matlab. Da´le je uveden
a podrobneˇ popsa´n uka´zkovy´ program tvorˇeny´ ja´drem programu pro rozpozna´va´n´ı
klapek pomoc´ı neuronove´ s´ıteˇ.
Po prˇedstaven´ı rozpozna´vac´ı metody je popsa´n u´tok na pocˇ´ıtacˇovou kla´vesnici.
U´tok zacˇ´ına´ nameˇrˇen´ım 175 vzork˚u v bezodrazove´ komorˇe dveˇma mikrofony. Tyto
zvukove´ signa´ly jsou na´sledneˇ upraveny a jejich pr˚ubeˇhy vyobrazene´ v cˇasove´ ose.
Z pr˚ubeˇh˚u vyply´va´, zˇe se jednotlive´ kla´vesy od sebe liˇs´ı. Na´sledneˇ jsou jednotlive´
klapky prˇevedeny pomoc´ı STFT do frekvencˇn´ı oblasti. Hodnoty z frekvencˇn´ı oblasti
totizˇ poslouzˇili jako vstupn´ı hodnoty pro neuronovou s´ıt’. Po natre´nova´n´ı neuronove´
s´ıteˇ na rozpozna´n´ı 15 r˚uzny´ch klapek bylo pomoc´ı n´ı provedeno rozpozna´va´n´ı.
U´speˇsˇnost vsˇak byla pouze 53 %. Z vlastnost´ı neuronove´ s´ıteˇ vsˇak vybly´va´, zˇe kdyzˇ
nen´ı klapka ohodnocena nejvysˇsˇ´ım procentn´ım cˇ´ıslem, s velkou pravdeˇpodobnpst´ı
bude ohodnocena druhou, poprˇ. trˇet´ı nejvysˇsˇ´ı hodnotu. To se take´ potvrdilo a u´speˇsˇnost
stoupla k 80 %. V za´veˇru u´toku je jesˇteˇ zkouma´n vliv nastaven´ı STFT na kvalitu
rozpozna´va´n´ı a diskuze nad zvy´sˇen´ım u´speˇsˇnosti.
Jelikozˇ z diskuze vyplynul prˇedpoklad, zˇe se vysˇsˇ´ı u´speˇsˇnosti nedosa´hlo z d˚uvodu
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male´ho pocˇtu vzorovy´ch klapek, byl proveden druhy´ demonstracˇn´ı u´tok. Tentokra´t
vsˇak nebyla pouzˇita bezodrazova´ komora a kvalitn´ı mikrofony, ale pouze beˇzˇny´ note-
book. Notebook obstaral jak kla´vesnici, tak i mikrofon. Byla zaznamena´na kompletn´ı
abeceda a to od kazˇde´ klapky 80x. Po u´praveˇ a prˇ´ıpraveˇ vzork˚u byla neuronova´ s´ıt’
nejprve natre´nova´na pouze na 3 klapky. Na teˇchto trˇech klapka´ch byl zkouma´n
vliv nastaven´ı neuronove´ s´ıteˇ jak do pocˇtu neuron˚u ve skryte´ vrstveˇ, tak i do pocˇtu
tre´novac´ıch cykl˚u. Po oveˇrˇen´ı prˇedpokladu, ktery´ vzesˇel z diskuze prˇedchoz´ıho u´toku
se neuronova´ s´ıt’ natre´novala na 26 klapek. U´speˇsˇnost byla zprvu 67 %. Ovsˇem prˇi
hodnocen´ı trˇ´ı nyjvysˇsˇ´ıch hodnot dosa´hla azˇ na 86,5 %.
Z obou u´tok˚u vyplynulo, zˇe pocˇ´ıtacˇova´ kla´vesnice i kla´vesnice notebooku je po-
moc´ı tohoto postrann´ıho kana´lu napadnutelna´, zejme´na pak jedna´-li se o odposlech
hesla. Bra´nit se proti tomuto u´toku da´ naprˇ´ıklad posloucha´n´ım hudby, nebot’ znemozˇn´ı
u´tocˇn´ıkovi kvalitn´ı za´znam jednotlivy´ch klapek. Druhou mozˇnost´ı by bylo naopak
zada´vat heslo velmi jemneˇ, aby mikrofon nebyl schopen zachytit cvaka´n´ı jednotlivy´ch
klapek. Trˇet´ı mozˇnost´ı z˚usta´va´ vyuzˇit´ı kla´vesnice bez mechanicky´ch cˇa´st´ı.
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SEZNAM SYMBOLU˚, VELICˇIN A ZKRATEK
ACK Acknowledgment
AES Advanced Encryption Standard
DES Data Encryption Standard
DPA Differential Power Analysis
DSA Digital Signature Algorithm
EMSEC Emission Security
FIPS Federal Information Processing Standard
FIR Finite Impulse Response
HO-DPA High Order DPA
PCM Pulse-Code Modulation
RC5 Rivest Cipher
RSA Rivest, Shamir a Adleman
SIM Subscriber Identity Module
SPA Simple Power Analysis
SSL Secure Socket Layer
STFT Short-Time Fourier Transform
TLS Transport Layer Security
USB Universal Serial Bus
WAV Waveform Audio File Format
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1 0 5 logistic 1,00 0,0 6,7 26,0 20,0 46,0 20,0 20,0 26,0 6,7 13,0 46,0 0 50
2 1 5 logistic 1,00 0,0 6,6 0,0 20,0 46,6 53,3 26,6 20,0 20,0 47,0 53,3 0 40
3 2 5 logistic 1,00 0,0 6,6 13,3 13,3 20,0 27,0 13,3 66,7 20,0 13,3 66,7 0 30
4 3 5 logistic 5,00 0,0 20,0 13,3 26,6 46,6 13,3 46,6 26,6 33,3 40,0 46,6 8 28
5 4 5 logistic 15,00 26,6 33,3 40,0 20,0 13,3 26,6 40,0 53,3 33,3 33,3 53,3 14 24
6 0 10 logistic 1,00 6,7 20,0 20,0 33,3 26,7 26,7 26,7 13,3 20,0 20,0 33,3 0 100
7 1 10 logistic 1,00 20,0 20,0 53,3 33,3 20,0 26,7 33,3 13,3 13,3 13,3 53,3 0 90
8 2 10 logistic 1,00 13,3 13,3 33,3 20,0 33,3 13,3 26,7 26,7 26,7 20,0 33,3 0 80
9 3 10 logistic 1,00 13,3 13,3 26,7 40,0 46,7 20,0 6,7 20,0 13,3 13,3 46,7 0 70
10 4 10 logistic 1,00 13,3 6,7 40,0 46,7 33,3 33,3 26,7 6,7 13,3 40,0 46,7 0 60
11 4 10 softmax 2,00 13,3 13,3 40,0 46,7 33,3 33,3 26,7 6,7 13,3 46,7 46,7 6 66
12 0 5 logistic 1,00 13,3 6,7 26,7 26,7 46,7 20,0 6,7 13,3 13,3 20,0 46,7 0 50
13 0 5 logistic 1,00 0,0 6,7 26,7 40,0 46,7 26,7 26,7 20,0 6,7 6,7 46,7 0 50
14 0 4 logistic 1,00 0,0 6,7 0,0 26,7 26,7 40,0 33,3 26,7 6,7 33,3 40,0 0 40
15 0 3 logistic 1,00 6,7 0,0 6,7 6,7 13,3 6,7 26,7 46,7 33,3 6,7 46,7 0 30
16 0 2 logistic 5,00 0,0 26,7 6,7 6,7 13,3 26,7 6,7 13,3 13,3 26,7 26,7 8 28
17 0 1 logistic 15,00 6,7 6,7 6,7 20,0 6,7 13,3 13,3 13,3 26,7 13,3 26,7 14 24
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1 0 5 logistic 1,00 0,0 6,7 26,0 20,0 46,0 20,0 20,0 26,0 6,7 13,0 46,0 0 50
2 1 5 logistic 1,00 0,0 6,6 0,0 20,0 46,6 53,3 26,6 20,0 20,0 47,0 53,3 0 40
3 2 5 logistic 1,00 0,0 6,6 13,3 13,3 20,0 27,0 13,3 66,7 20,0 13,3 66,7 0 30
4 3 5 logistic 5,00 0,0 20,0 13,3 26,6 46,6 13,3 46,6 26,6 33,3 40,0 46,6 8 28
5 4 5 logistic 15,00 26,6 33,3 40,0 20,0 13,3 26,6 40,0 53,3 33,3 33,3 53,3 14 24
6 0 10 logistic 1,00 6,7 20,0 20,0 33,3 26,7 26,7 26,7 13,3 20,0 20,0 33,3 0 100
7 1 10 logistic 1,00 20,0 20,0 53,3 33,3 20,0 26,7 33,3 13,3 13,3 13,3 53,3 0 90
8 2 10 logistic 1,00 13,3 13,3 33,3 20,0 33,3 13,3 26,7 26,7 26,7 20,0 33,3 0 80
9 3 10 logistic 1,00 13,3 13,3 26,7 40,0 46,7 20,0 6,7 20,0 13,3 13,3 46,7 0 70
10 4 10 logistic 1,00 13,3 6,7 40,0 46,7 33,3 33,3 26,7 6,7 13,3 40,0 46,7 0 60
11 4 10 softmax 2,00 13,3 13,3 40,0 46,7 33,3 33,3 26,7 6,7 13,3 46,7 46,7 6 66
12 0 5 logistic 1,00 13,3 6,7 26,7 26,7 46,7 20,0 6,7 13,3 13,3 20,0 46,7 0 50
13 0 5 logistic 1,00 0,0 6,7 26,7 40,0 46,7 26,7 26,7 20,0 6,7 6,7 46,7 0 50
14 0 4 logistic 1,00 0,0 6,7 0,0 26,7 26,7 40,0 33,3 26,7 6,7 33,3 40,0 0 40
15 0 3 logistic 1,00 6,7 0,0 6,7 6,7 13,3 6,7 26,7 46,7 33,3 6,7 46,7 0 30
16 0 2 logistic 5,00 0,0 26,7 6,7 6,7 13,3 26,7 6,7 13,3 13,3 26,7 26,7 8 28
17 0 1 logistic 15,00 6,7 6,7 6,7 20,0 6,7 13,3 13,3 13,3 26,7 13,3 26,7 14 24
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C OBSAH PRˇILOZˇENE´HO ME´DIA
• diplomova-prace.pdf – elektronicka´ verze diplomove´ pra´ce
• program.m – zdrojovy´ ko´d uka´zkove´ho programu
• NETLAB – Free NN NETLAB Toolbox
• laborator – test v laboratorn´ıch podmı´nka´ch
• notebook – test v doma´c´ıch podmı´nka´ch
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