We present a weighted estimator of the covariance and correlation in bipartite complex systems with a double layer of heterogeneity. The advantage provided by the weighted estimators lies in the fact that the unweighted sample covariance and correlation can be shown to possess a bias. Indeed, such a bias affects real bipartite systems, and, for example, we report its effects on two empirical systems, one social and the other biological. On the contrary, our newly proposed weighted estimators remove the bias and are better suited to describe such systems.
INTRODUCTION
Bipartite systems consist of two sets of elements in which elements of one set directly relate to elements of the other set only. Often these systems are described as networks. Complete information about bipartite systems can usually be incorporated in bipartite networks, however, many studies use the bipartite structure of the system only to set relationships between the elements of one of the two sets. For instance, the scientific collaboration network in [1] , [2] can be seen as the projection of the bipartite system of authors and papers, where co-authored papers are only used to set a relationship between any pair of authors.
Bipartite networks and their projections are widely used to study complex systems such as mobile communication [3, 4] , criminal activity [5] , interbank credit markets [6, 7] , investors activity [8] , and recommendation systems for users and objects [9, 10] . A common feature of complex bipartite systems is heterogeneity, which typically characterizes both sides of the system and makes the statistical analysis of the various properties a challenging task. This is apparent in the scientific collaboration network, where there is heterogeneity of authors in terms of the number of papers they authored, and heterogeneity of papers in terms of the number of co-authors. Indeed, Newman -to account for such heterogeneity -assigned a weight to the link between two coauthors that takes into account information about the number of authors of each paper they have in common [2] .
However, when one is interested in covariance and correlation coefficients, we show that even Newman's solution is not sufficient to account for the double heterogeneity present in complex bipartite systems. In general, the presence of such heterogeneity of degree may induce a bias in covariance and correlation coefficient estimates, which, in turn, would make the task of discriminating information from noise in covariance/correlation matrices even more impervious [11] , [12] , [13] .
To remove such a bias from covariance and correlation coefficients we introduce weighted estimatorsthat take into account, at once, the heterogeneity on both sides of a bipartite network. Moreover, we also quantify the improvement of the new estimators compared to unweighted ones and demonstrate the power of the introduced methodology with applications to two real social and biological datasets. From a conceptual point of view, the newly proposed estimators are such that the covariance/correlation between any two given elements in the system depends on all the others, in such a way that adding or removing even a single element influences the value of the estimator. To prove the stability of the weighted estimators against such a change in the system, we ran a robustness analysis and show that the proposed estimators are rather robust to changes in the system composition up to 30%.
The paper is structured in the following way. Section I discusses the problem of a bias in the sample covariance and correlation of bipartite systems and in Section II we propose a model of the rewiring process which demonstrates that the expected value of the covariance is different from zero. In Section III we define the new weighted covariance estimator in the multivariate case and show that its expected value is indeed null, and in Section IV we focus on the weighted correlation coefficient and show the improvement it offers over the unweighted one. Section V displays the results of employing the weighted against the unweighted estimators in two empirical datasets.
I. SAMPLE COVARIANCE AND CORRELATION IN BIPARTITE SYSTEMS
In bipartite networks elements can be divided in two disjoint, independent sets, such that only links between the two sets are allowed, see Fig. 1 .
Let's suppose we measure the sample covariance between two elements i and j in set A of a bipartite system, as the scalar product between the binary vectors v i and v j . A component
h in set B, and 0 otherwise. Therefore, the sample covariance estimator between two binary vectors can be written as [10] :
the hat is henceforth used to denote an estimator, as opposed to its theoretical counterpart.
In Eq. (1)n ij is the observed number of links in common between the pair of elements i and j, of degree K i = g., authors, and T nodes in set B (blue), e. g., papers. Links are only possible between the two sets and are shown in red. A projected network of nodes in set A is obtained by linking any two nodes in A that share one or more connections to nodes in set B of the bipartite network.
whereσ i andσ j are standard deviation estimators of vector v i and v j ,
As it often happens when dealing with correlations, the evaluation of noise plays a crucial
role. For what concerns bipartite systems, the most widely used procedure to deal with noise is to use a randomized network as a null model, by performing a rewiring of the full bipartite system [14] . Basically, one step in the rewiring procedure consists in randomly sampling a pair of links in the bipartite network, involving two nodes on each side, and a swap of the target nodes of the link in set B, if the latter newly formed links are not already present in the system. For example, from Fig. 1 , one randomly selects the pair of links 4−II and 6−IV and swaps the target nodes in set B to obtain two new links 4 − IV and 6 − II, since neither 4 nor 6 were already linked, respectively, to IV and II. In order to randomize the network, one needs to perform a great number of swaps, stopping when the overlapping between the original and rewired networks, evaluated with an appropriate measure, stabilizes around a minimum value (see Section V for details).
Unfortunately, we found out that even rewiring the bipartite network, cannot get rid of all the noise present in the covariance and correlation matrices. The residual noise still present in the rewired network appears to depend on both sets' degree distributions, that is, on the intrinsic double heterogeneity of the system. Thus, the sample covariance and correlation estimators appear biased in such systems, and the bias won't be uniform.
II. EXPECTED VALUE OF THE COVARIANCE AND CORRELATION UNDER A BIASED URN MODEL
Here, we propose a model which approximately describes the statistical properties of the outcome of a random rewiring procedure. The model we propose is a simplification of the problem which, nonetheless, allows us to exactly preserve the degree distribution on one side of the bipartite network, and to keep the degree distribution on average on the other side. The underlying idea is to model the random rewiring as a sampling from a biased urn, followed by a sampling from an unbiased urn, both without replacement (to preserve degrees).
Our aim is to show the origin of the bias in the covariance and correlation coefficient in Eqs. (1) and (2) To show the presence of a bias we describe a simplified situation, where nodes in set B
only have either a high degree, which we'll formalize as a heavy weight w 2 , or a low degree w 1 (a "light" weight). If we now look at how random links form between a node i in set A and a number K i of nodes in set B, such a process can be modeled as a sampling of exactly
, from the total of T marbles in set B. The crucial hypothesis is that we assume that marbles have two different probabilities of being selected. Specifically, m marbles have a probability to be sampled proportional to weight w 2 (heavy), whereas the remaining T − m marbles have a probability to be sampled proportional to w 1 (light), and we define the weight ratio as w = w 2 /w 1 > 1. The weight models the heterogeneity in set B. We'll focus on Eq. (1), and show that the expected value of σ ij is, in general, different from zero, if w > 1.
In this model, each node i in set A samples a total of K i marbles, of which k w i are heavy and the remaining K i − k w i are light. In a biased urn problem without replacement, a single variable w is sufficient to describe the system, with the stochastic variable k
following the Wallenius non-central hypergeometric distribution [15] .
If all marbles are distinguishable, for example labeled, we now ask ourselves what would be the intersection n ij between the marbles sampled by two different nodes, i and j, in A.
The expected number of sampled objects E[n ij |k w i , k w j ] in common between i and j will be the sum of the expected number of heavy marbles in common, n w ij , and the expected number of light ones in common, n
The underlying probability distribution, since each weight-group is now homogeneous, is the Hypergeometric distribution. Specifically, the probability that both nodes sampled exactly n w ij heavy marbles in common out of the m available ones is given by P (n
and, for what concerns the light marbles in common, P (n
Since the sampling processes are indipendent, variables n w ij and n 1 ij are independent as well, so that the joint probability distribution is just the product of the previous two. The expected numbers of common heavy and light marbles can be easily calculated,
thus the expected number of marbles in common between i and j turns out to be:
where µ i (µ j ) is the expected value of k
however, the approximate solution of the following equation is reasonably accurate [16] :
Finally, by calculating the Taylor series up to second order of E[n ij ] in Eq. (3) near w = 1 and due to the linearity of operator E[], the expected value of the covariance can be approximated by:
For a graphical representation of the dependency of
, the function is strictly negative and displays a minimum in x m = 1 − 1/e 0.632. Right panel: 3D plot of
, the function is strictly positive and shows a maximum in
The expected value of the correlation coefficient in Eq. (2) can be calculated from Eq.
(5) dividing by the standard deviations, which depend only on fixed parameters:
From Eq. (5) and Eq. (6) it's easy to see how the expected value of both the covariance and the correlation coefficient depends on i's and j's degrees, K i and K j , as well as on w, which is the ratio of w 2 to w 1 (here representing the heterogeneity of the other set, B, in the bipartite system). Thus, we've shown there exists a bias due to the interplay between both sets' heterogeneity in a bipartite system. Now, we'd like to get rid of this bias, by defining new estimators of the covariance and correlation coefficient, whose expected value is zero.
III. MULTIVARIATE WEIGHTED COVARIANCE ESTIMATOR
In the most general case, we're dealing with n < T groups, each containing m = 
where each δ s is either 1 or 0, and the following constraints hold,
Having thus re-normilized the original vectors by the weight functions f (w q , K i ), we can now define the weighted covariance estimator as:
wheren q ij is the number of marbles of weight w q in common between i and j. Working under the multivariate version of the biased urn model introduced in Section II, we're now in the position to calculate the expected value of the weighted covariance. Under the Hypergeometric distribution hypothesis, see Eq. (3) we have that,
so that the expected value of the weighted covariance in Eq. (7) can be written as:
From Eq. (8), we can define the group of weight functions {f (w 1 , K j ), ..., f (w n , K j )} as those which zero the expected value of the weighted covariance, that is, the solutions of the following system of equations:
System 9 is indeterminate and can be solved after assigning an arbitrary value to one of the weight functions, for example f (w 1 , K j ). Then all the other weight functions can be
Thus, by defining the weight functions {f (w 1 , k j ), ..., f (w n , k j )} with Eq. (10), it's guaranteed that the expected value of the weighted covariance estimator in Eq. (7) is zero.
In the multivariate case, the Wallenius distribution PDF for the vector of variables
.., k n j }, with weight vector w = {w 1 , w 2 , ..., w n } and number of marbles per weight group m = {m 1 , m 2 , ..., m n }, takes the form:
The group means µ q = E[k q j ] with q ∈ [1, n] satisfy the system of equations [17] :
with the constraint n q=1 µ q = K j . From this constraint and Eq. (10), we can write each group mean µ q in terms of the weight functions,
and inserting Eq. (12) in Eq. (11), we find a set of equations for the weight functions:
System 13 provides a way to directly calculate the weight functions, without having to compute the group means first.
IV. MULTIVARIATE WEIGHTED CORRELATION ESTIMATOR
In this section, we write down the weighted estimator for the correlation coefficient and quantitatively show the improvement it offers over the unweighted one.
From Eq. (8) it's straightforward to define the weighted correlation coefficient estimator as the Pearson correlation coefficient of the weighted vectors:
. (14) Unfortunately, from Eq. (14) one realizes immediately that having E[σ 
From Eq. (15) , remembering that the Wallenius distribution in w = 1 becomes the Hypergeometric distribution, we can calculate the zero order term in the Taylor series, which turns out to be null. To calculate the first and second order terms, we define the function:
by exploiting the advantage of first evaluating the derivatives of F (x i , x j , w) near w = 1, and then summing over the variables. The first non-null term is the second order one, so that the expected value of the weighted correlation coefficient near w = 1 is:
where h (n) = n k=1 1/k is the n-th harmonic number, that is, the sum of the reciprocals of the first n natural numbers.
A graphic comparison between the unweighted estimator in Eq. (6) and the weighted estimator in Eq. (16) is shown in Fig 3, where the improvement of the latter is clear.
Finally, to quantify the improvement offered by the weighted estimator over the unweighted one, we use the asymptotic expansion of the harmonic number,
valid when T → ∞ and T >> K i .
Within the former asymptotic limit, we have that the ratio of the expected value of the weighted correlation coefficient to the unweighted one, near w = 1, is
Thus, when T >> K i , K j , we find that the expected value of the weighted correlation estimator is 1/K i K j times the expected value of the unweighted one. This database has been widely studied, see for example [19] and [20] .
The fundamental property in both datasets that makes them well-suited for our purpose is the high degree of heterogeneity present in both sides of the bipartite system, as can be seen from TABLE I. However, such a high degree of heterogeneity is frequently found in bipartite systems.
A. Rewiring algorithm
If we want to assess the noise present in the correlation matrix computed according to Eq. (2), one of the approaches used in the literature [14] is the rewiring of the bipartite network. Our rewiring algorithm samples randomly a pair of MPs/organisms according to a probability distribution equal to their degree distribution, then samples randomly two initiatives/COGs out of those already linked to the first sampled pair, again according to the degree distribution of initiatives/COGs. Then, if neither in the pair is already linked to the other's sampled initiative/COG, the two links are swapped, otherwise the swap is rejected.
The swapping procedure is iterated many times, until full randomization is achieved. Such an algorithm performs a random rewiring of the entire bipartite system, preserving both sides degree distributions.
In the former procedure, the only problem lies in understanding when to stop, that is, we need a measure of randomness. We employed the Jaccard similarity index [21] as a measure of randomness, terminating the algorithm after one million shuffles for the social dataset and after five million for the biological dataset, well after the Jaccard index stabilised around a minimum (see Fig. 4 ). We can now compare the weighted estimators against and biological (right) networks, in log-log scale. A unit in the x-axis corresponds to 1,000
shuffles. the unweighted ones, over both datasets. The first result, as shown in Fig. 5 , is that the weighted covariance estimator completely destroys the structure still present in the unweighted covariance matrix of the rewired network. This feature translates also to the weighted/unweighted correlation coefficients in Fig. 6 , although, where the expected value of the weighted covariance estimator is zero, we only have an approximated result for the expected value of the weighted correlation estimator. In Fig. 7 we show how the weighing, though getting rid of the noise, still grasps the cluster-structure present in the system.
An unexpected result is that the weighted correlation matrix seems to actually better and Cyanobacteria (cyan).
In the Finnish parliament dataset, in Fig. 7 top row, we can see how the weighing destroys the cluster of party KESK, showing how this cluster is more due to noise than to a real collaboration between MPs, while at the same time it preserves the cluster of party PS, which appears to be a real one. This finding is in accord with the general trend observed in [18] , where the evolution of this network over 4 Finnish parliament terms is studied. In fact, 
B. Robustness analysis
Since the proposed weighted estimator depends on both sides degrees, if we sample a subset of the group of interest (MPs/organisms), the degree distribution on the other side (initiatives/COGs) decreases as well and, as a result, the weighted correlations change for the remaining elements in the set of interest. Since this makes it so that the correlation coefficient between two elements would depend on who is also present in the subset, a robustness analysis is in order, to show how the weighted estimator holds up when subsetting data.
We ran 1,000 sampling of, respectively, 90%, 80% and 70% MPs/organisms out of the rewired network, then plotted the Frobenius distance between pairs of weighted correlation matrices (by taking each time the intersection of those present in both matrices), the Frobe-nius distance between the 1,000 sampled weighted correlation matrices and the identity matrix (which corresponds to the noiseless null-model) and the Frobenius distance [23] between the 1,000 sampled unweighted correlation matrices and the identity matrix. In order to compare matrices of different dimensions, we renormalized each distance by n(n − 1), where n is the size of the pair of matrices over which the distance is calculated. From Fig. 8 
FIG. 8: Robustness analysis performed on the weighted correlation coefficient between
MPs (top) and between organisms (bottom) in the rewired network. We display in violet the distribution of Frobenius distances between weighted correlation matrices, in yellow the distribution of weighted-Identity distances, in green the distribution of unweighted-Identity distances.
we can clearly see that, although the distribution of distances between weighted correlation matrices broadens and shifts to the right as the percentage of sampled elements decreases, it still stands to the left of the weighted-Identity distance distribution, which keeps well to the left of the unweighted-Identity one. We can thus conclude that the weighted estimator proves robust even when sampling subsets of data.
C. Weight-groups and Odds-ratios Estimation
Up to now we've run all the calculations under the following assumption: the oddsratios estimator w is exactly equal to the heterogeneity of set B in the bipartite system, meaning, for example, that in the Finnish parliament the weight of an initiative is equal to the number of MPs who signed it and in the COGs dataset, the weight of a COG is equal to the number of organisms in whose genome it shows up. Such a rough estimate has the benefit of automatically defining the weight-groups vector m as well, by grouping together all the initiatives/COGs which have the same weight.
In truth, the estimation of the odds-ratios in a Wallenius distribution with different sampling processes, that is, a different number of total marbles sampled by each user, is not straightforward in and of itsels, and has not been thoroughly investigated in the literature.
In this section, we propose a simple method, whose efficacy is proven through simulations, of determining first the groups of marbles of different weight and then the weight corresponding to each group. In this context, we'll show the improvement the weighted estimators for both covariance and correlation offer over the simple idea of just dividing the original vectors v i (v j ) by the weight w defined by set B's heterogeneity, as inspired by the reading of Newman's paper [2] , which shall henceforth be referred to as Newman's estimator. Basically, Newman's estimator may work well when one is dealing with datasets with low hetereogeneity, so that the noise can be modeled as a multinomial distribution, but it becomes dramatically biased as heterogeneity on both sides of the system grows, as is typically the case in many complex systems.
The setting of the simulation is as follows: we define set A heterogeneity, by fixing v i 's degree for every i, we consider four groups of marbles of equal size, and set the odds-ratios as w = {0.05, 0.2, 0.5, 1}, since all the weights can be normalized in terms of any of the other weights. We ran an exploratory simulation with m = {1000, 1000, 1000, 1000}, encompassing the whole spectrum of values of K i , from 10 to 3990 in steps of 10 for a total of 300 users.
With these initial parameters, the simulation runs a random sampling from a biased urn with the odds-ratios w, one user at a time, then the marbles sampled in each weight-group are labeled randomly out of the total set of labeled marbles, so that the corresponding user's profile binary vector can be constructed. Finally, the adjacency matrix is built by just stacking all profile vectors one next to the other, taking care of removing any marbles in the biased urn which were never sampled by any user.
Having thus constructed our synthetic database, we can easily calculate Newman's covariance and correlation estimators by simply dividing every row of the matrix by its corresponding marble's weight, which is just the number of users who sampled it, and then computing the unweighted estimators on the resulting matrix.
For what concerns our newly proposed weighted estimators, in order to calculate the weight functions f (w h , K i ) one needs to estimate both the weight-groups m and the oddsratios w from the synthetic dataset. In order to do so, we suggest a 3 steps procedure:
1. Calculate the distribution of the marbles in weight-groups by (a) counting the number of users who sampled each marble, that is the sum of each row of the binary matrix (the row-sum),
(b) tallying all the marbles (the rows in the matrix) sampled by the same number of users (all those with the same row-sum), which is simply the distribution of the marbles in weight-groups, and plotting this distribution as a xy curve, where the y is the tally (number of marbles with a given row-sum) and the x is the corresponding row-sum.
2. The main issue is how to identify the groups under the obtained xy curve, a task accomplished, for example, by using a segmented algorithm on a linear fit of the curve, to determine the points psi where the slope of the curve changes. These breaking points identify the group of marbles in a given row-sum interval, so that one can calculate the vector m = {m 1 , m 2 , . . . , m n } and which marbles belong to each group. Notice that each group needs to contain more than one point of the xy curve, in order for the odds-ratios equation detailed at the next step to work, and it's up to one whether to use left closed or right closed intervals.
3. Once one knows the groups of marbles, the odds ratio can be estimated by setting the heaviest group weight equal to one: w n = 1, and then building a vector of n − 1 weights for each user, according to the following equation inspired by Eq. (11):
From Eq. (18) it's possible to reconstruct each weight by averaging over all the users and keeping in mind that, in a multivariate Wallenius distribution, the odds-ratios are distributed according to a log-normal:
number of users and marbles in each group grows and the better one identifies the weight-groups. Obviously, when going from Eq. (18) In Fig. 9 we report the results of the exploratory simulation, by showing the distribution of the row-sums of the synthetic data matrix, the identification of weight-groups through a linear segmented algorithm, the plot of both covariance and correlation estimators calculated with Newman's weight and with our weighted estimators as a function of users' degree:
After exploring the spectrum of
, we ran two simulations with initial parameters closer to our empirical datasets, by setting user's degrees exactly equal to those of each dataset, the weight-groups vector m = {500, 500, 500, 500} for the Finnish parliament and m = {1200, 1200, 1200, 1200} for the COGs dataset andthe odds-ratios vector w = {0.05, 0.2, 0.5, 1}. The results are shown in Fig. 10 and Fig. 11 .
From all the simulations we ran, it's quite clear that the weighted estimators perform better than Newman's ones, which are still affected by a bias growing as user's degree increases. There are many other ways in which one can attempt to identify the weightgroups in empirical datasets when they are unknown a priori, but ours is quite simple and works well when the groups are not too superimposed.
In Fig. 12 and 13 we show the above described method to identify groups and relative odds-ratios for the rewired matrices of the Finnish parliament and COGs databases. The parameters we obtained from the algorithm are summarized in TABLE II.
From Fig. 12 and 13 one can see how it is not always straightforward to single out the weight-groups in real systems. Nonetheless, even with a rough estimate, the weighted covariance and correlation coefficients are still closer to their expected values of zero than their Newman's counterparts.
CONCLUSIONS
We have provided evidence of biasing in the binary covariance and correlation estimators when applied to bipartite systems with a high degree of heterogeneity on both sides. Such a bias is already apparent in two systems, one social and the other biological, when looking at the correlation and covariance matrices of the randomly rewired network, which is supposed to be completely randomized, whereas both the correlation and covariance matrices turn out to be structured instead.
To explain the former structure and devise an unbiased estimator, we developed a simple theoretical model of the rewiring process, as a sampling without replacement from a biased urn, where the weights of the labeled marbles represent the degrees on the side of the net- In conclusion, our paper serves both as a warning to other researchers when using binary correlation and covariance to investigate bipartite systems with a high heterogeneity on both sides, and as a solution to the problem, in that we propose weighted estimators, which get rid of the bias problem. An R function that calculates weighted correlation and covariance of a bipartite system is provided in the supplementary information to the paper.
