For a noisy quantum channel, a quantum error correcting code exists if and only if the joint higher rank numerical ranges associated with the error operators of the channel is non-empty. In this paper, geometric properties of the joint higher rank numerical ranges are obtained and their implications to quantum computing are discussed. It is shown that if the dimension of the underlying Hilbert space of the quantum states is sufficiently large, the joint higher rank numerical range of operators is always star-shaped and contains a non-empty convex subset. In case the operators are infinite dimensional, the joint infinite rank numerical range of the operators is a convex set closely related to the joint essential numerical ranges of the operators.
Introduction
In quantum computing, information is stored in quantum bits, abbreviated as qubits. Mathematically, a qubit is represented by a 2 × 2 rank one Hermitian matrix Q = vv * , where v ∈ C 2 is a unit vector. A state of N -qubits Q 1 , . . . , Q N is represented by their tensor products in M n with n = 2 N . A quantum channel for states of N -qubits corresponds to a trace preserving completely positive linear map Φ : M n → M n . By the structure theory of completely positive linear map [2] , there are T 1 , . . . , T r ∈ M n with r j=1 T * j T j = I n such that
In the context of quantum error correction, T 1 , . . . , T r are known as the error operators. Let V be a k-dimensional subspace of C n and P the orthogonal projection of C n onto V. Then V is a quantum error correcting code for the quantum channel Φ if there exists another trace preserving completely positive linear map Ψ : M n → M n such that Ψ•Φ(A) = A for all A ∈ P M n P . By the results in [9] , this happens if and only if there are scalars γ ij with 1 ≤ i, j ≤ r such that P T * i T j P = γ ij P.
Let P k be the set of rank k orthogonal projections in M n . Define the joint rank k-numerical range of an m-tuple of matrices A = (A 1 , . . . , A m ) ∈ M m n by Λ k (A) = {(a 1 , . . . , a m ) ∈ C m : there is P ∈ P k such that P A j P = a j P for j = 1, . . . , m}.
Then the quantum channel Φ defined in (1.1) has an error correcting code of k-dimension if and only if Λ k (T The results extend those in [1, 12] . Let S(H) be the real linear space of self-adjoint operators in B(H). Suppose A j = H 2j−1 + iH 2j with H 2j−1 , H 2j ∈ S(H) f or j = 1, . . . , m.
Then Λ k (A) ⊆ C m can be identified with Λ k (H 1 , . . . , H 2m ) ⊆ R 2m . Thus, we will focus on the joint rank k-numerical ranges of self-adjoint operators in our discussion.
2 Basic properties of Λ k (A) Proposition 2.1 Suppose A = (A 1 , . . . , A m ) ∈ S(H) m , and T = (t ij ) is an m × n real matrix. If
t ij A i for j = 1, . . . , n, then {aT : a ∈ Λ k (A)} ⊆ Λ k (B).
Equality holds if {A 1 , . . . , A m } is linearly independent and span {A 1 , . . . , A m } = span {B 1 , . . . , B n }.
Proof. The set inclusion follows readily from definitions. Evidently, the equality holds if n = m and T is invertible.
Suppose {A 1 , . . . , A m } is linearly independent and span {A 1 , . . . , A m } = span {B 1 , . . . , B n }. First consider the special case when
. Then there exists a rank k orthogonal projection P such that P B i P = b i P for i = 1, . . . , n. Therefore, we have (b 1 , . . . , b m ) ∈ Λ k (A) and for 1 ≤ j ≤ n,
For the general case, by applying a permutation, if necessary, we may assume that {B 1 , . . . , B m } is a basis of span {B 1 , . . . , B n }. Then there exists an m × m invertible matrix S = (s i j ) such that
In view of the above proposition, in the study of the geometric properties of Λ k (A), we may always assume that A 1 , . . . , A m are linearly independent.
Proposition 2.2 Let
m , and let k < dim H.
Remark 2.3 By Proposition 2.2 (a), we can replace A j to A j − µ j I for j = 1, . . . , m, without affecting the geometric properties of Λ k (A 1 , . . . , A m ).
Suppose dim H = n < 2k − 1 and A 1 = diag (1, 2, . . . , n). Then Λ k (A 1 ) = ∅. By Proposition 2.2 (c), we see that Λ k (A) = ∅ for any A 2 , . . . , A m . Thus, Λ k (A) can be empty if dim H is small. However, a result of Knill, Laflamme and Viola [10] shows that Λ k (A) is non-empty if dim H is sufficiently large. By modifying the proof of Theorem 3 in [10] , we can get a slightly better bound in the following proposition. The proof given here is essentially the same as that of Theorem 3 and 4 in [10] , except the choice of x 1 . We include the details here for completeness.
Proof. We may assume that dim H = n = (k − 1)(m + 1) 2 . Otherwise, replace each A j by U * A j U for some U such that U * U = I n . Let q = (m + 1)(k − 1) + 1. Choose an eigenvector x 1 of A 1 with x 1 = 1. Then choose a unit vector x 2 orthogonal to x 1 , A 2 x 1 , . . . , A m x 1 . By the assumption on n, we can choose an orthonormal set {x 1 , x 2 , . . . , x q } of q vectors in C n such that for 1 < r ≤ q, x r is orthogonal to A j x i for all 1 ≤ i < r and 1 ≤ j ≤ m. Let X be the n × q matrix with x i as the i-th column. Then X * A j X is a diagonal matrix for 1 ≤ j ≤ m. By Tverberg's Theorem [17] , we can partition the set {i :
Then there exist non-negative numbers
. . , y k } is orthonormal and Ay j , y j = a for all
Proposition 2.5 Suppose A ∈ S(H) m and 1 ≤ r < k ≤ dim H. Let V r be the set of operator
has dimension at least s = k − r. Let U : H 0 ֒→ H be given by U x = x for all x ∈ H 0 . Then we have U * U = I H 0 and U * (X * A j X) U = a j I H 0 for j = 1, . . . , m. Thus, (2.1) holds, and the inclusion (2.2) follows. Proposition 2.5 extends [14, Proposition 4.8] corresponding to the case when m = 2. In such a case, the set inclusion (2.1) becomes a set equality if dim H < ∞ or if (A 1 , A 2 ) is a commuting pair, i.e., A 1 + iA 2 is normal; see [14, Corollary 4.9] . The following example shows that the set equality in (2.1) may not hold even in the finite dimensional case if m ≥ 3.
is convex [11] .
Consequently, ∩{Λ k−r (X * A 1 X, X * A 2 X, X * A 3 X) : X ∈ V r } is convex and cannot be equal to
For m > 3, we can take A 1 , A 2 , A 3 as above and A j = 0 2k for 3 < j ≤ m. Then we have
To verify (a), suppose
By a similar argument or putting k = 1, we see that Λ 1 (B 1 , B 2 , B 3 ) has the same form.
It is natural to ask if the set equality in (2.2) can hold for for m > 2. Also,
It is interesting to determine whether the two sets are equal.
Geometric properties of
is not convex. Furthermore, for any A 1 , A 2 , A 3 ∈ S(H) such that span {I, A 1 , A 2 , A 3 } has dimension 4, there is always an A 4 ∈ S(H) for which Λ 1 (A 1 , . . . , A 4 ) is not convex; see [11] . Nevertheless, for m ≥ 4 we will show that Λ k (A) is always star-shaped if dim H is sufficiently large.Moreover, it always contains the convex hull of Λk(A) fork = (m + 2)k. If k = 1, the result can be further improved. We begin with the following result.
is star-shaped and contains the convex subset conv Λk(A) so that every element in conv Λk(A) is a star center of Λ k (A).
Note that Λk(A) may be empty if dim H is small relative tok. Even if Λk(A) is non-empty, it may be much smaller than its convex hull; for example, see Example 2.6. So, the conclusion in Theorem 3.1 is rather remarkable.
Proof. We may assume a = 0 ∈ Λk(A). Then there exists Y such that
Suppose X and Y are the range spaces of X and Y , respectively. Then we have
, where Y i has columns forming an orthonormal basis of Y i for i = 1, 2. Then we have Z * Z = I (m+2)k and for 1 ≤ j ≤ m, Z * A j Z has the form
Clearly, Λk(A) ⊆ Λ k (A). Since every element of Λk(A) is a star center of Λ k (A) and the set of star centers of a star-shaped set is convex, we see that every element in conv Λk(A) is a star center of Λ k (A). Hence, conv Λk(A) ⊆ Λ k (A).
If dim H is finite, then Λ k (A) is always closed. But this may not be the case if dim H is infinite. Using Theorem 3.1, we can prove the star-shapedness of cl (Λ k (A)). Proof. Suppose a ∈ cl (Λk(A)) and b ∈ Λ k (A). Then for every ε there isã = (ã 1 , . . . ,ã m ) ∈ Λk(A) such that ℓ 1 (ã − a) < ε. By Theorem 3.1, we see that the line segment joiningã and b lies in Λ k (A). Consequently, the line segment joining a and b lies in cl (Λ k (A) ). The proof of the last assertion is similar to that of Theorem 3.1.
It is easy to see that a star center of Λ k (A) is also a star center of cl (Λ k (A)). However, the converse may not hold. The following example from [12 A = (A 1 , . . . , A 4 ) with
By Proposition 2.4, we see that Λk(A) is non-empty if dim H is sufficiently large. So, Λ k (A) is star-shaped and contains a convex set. The same comment also holds for cl (Λ k (A)). More specifically, we have the following. In Theorem 3.7, we will show that the classical joint numerical range is star-shaped with a much milder restriction on dim H comparing with that in Theorem 3.4. To demonstrate this, we need two related results. For any t ∈ (0, 1), we can choose a unit vector of the form For any t ∈ (0, 1), consider a vector of the form
where ξ ≥ t and w j = a j u 0 (t − ξ 2 )/(2ξ) + tu j /ξ for j = 1, . . . , m. Then
. . , u m−1 + iu m ) t has norm less than 1; if ξ → ∞, then x ξ ≥ |ξu 0 | → ∞. Thus, there is ξ > t such that x ξ is a unit vector satisfying Bx ξ , x ξ = t Bx, x . So, Λ 1 (B) is star-shaped with 0 as a star center. By Proposition 2.1, Λ 1 (A) = {bT −1 : b ∈ Λ 1 (B)}. The result follows.
Theorem 3.6 Let
is star-shaped and contains conv Λk(A) such that every element in conv Λk(A) is a star center of
Proof. We may assume a = 0 ∈ Λk(A) withk > (m + 1)/2. Suppose x ∈ H is a unit vector and b = Ax, x ∈ Λ 1 (A). Suppose X is such that X * X = Ik and X * A j X = 0k for j = 1, . . . , m. 
Theorem 3.7 Let
A = (A 1 , . . . , A m ) ∈ S(H) m . If dim H ≥ m + 1 2 (m + 1) 2 , then Λ 1 (A) is star-shaped. Proof. Letk = m + 1 2 + 1 > m + 1 2 . Then dim H ≥ (k − 1)(m + 1
Results on Λ ∞ (A)
In this section, we always assume that H has infinite dimension. Denote by P ∞ the set of infinite rank orthogonal projections in S(H), and let
there is P ∈ P ∞ such that P A i P = γ i P for all 1 ≤ i ≤ m} for A ∈ S(H) m . By the result in Section 3, we have the following.
Proposition 4.1 Suppose A ∈ S(H)
m , where H is infinite-dimensional. Then Λ k (A) is starshaped for each positive integer k. Moreover, if a ∈ Λ ∞ (A), then a is a star center for Λ k (A) for every positive integer k.
When m = 2, it was conjectured in [16] and confirmed in [14] that
in [1, Theorem 4] , it was proven that
In the following, we extend the above results to Λ ∞ (A 1 , . . . , A m ) for m > 2. Moreover, we show that Λ ∞ (A) = k≥1 S k (A), where S k (A) is the set of star centers of Λ k (A). Hence, Λ ∞ (A) is always convex.
be the set of star-center of Λ k (A). Then
Proof. It follows from definitions and Theorem 3.1 that
We are going to prove that
. Then there exists a rank K orthogonal projection P such that P A j P = µ j P for 1 ≤ j ≤ m. Let
Then dim H 0 ≥ 1. Let x be a unit vector in H 0 . Then we have (A + F) x, x = Ax, x = µ µ µ. Therefore, µ µ µ ∈ W (A + F). Hence, we have
Next, we prove that ∩{W (A + F) :
By Remark 2.3, we may assume that µ µ µ = 0. Then 0 ∈ W (A) and there exists a unit vector x 1 such that Ax 1 , x 1 = 0. Suppose we have chosen an orthonormal set of vectors {x 1 , . . . , x n } such that Ax i , x j = 0 for all 1 ≤ i, j ≤ n. Let H 0 be the subspace spanned by
and P the orthogonal projection of H onto H 0 . Suppose
Hence, there exists a unit vector
x ∈ H such that 0 = (A + F)x, x . Let x = y + z, where y ∈ H 0 and z ∈ H ⊥ 0 . Then y 2 + z 2 = x 2 = 1. If z = 0, then 0 = b ∈ W (B). If z = 0, then by Proposition 4.1, we have
So there exists a unit vector x n+1 ∈ H ⊥ 0 such that
Hence, inductively, we can choose an orthonormal sequence of vectors {x n } ∞ n=1 such that
Thus, we have
Since S k (A) is convex for all k ≥ 1, the last statement follows.
The last equality in (4.1) establishes a relationship between Λ ∞ (A) and the joint numerical ranges of finite rank perturbation of A. The following result gives an extension. 
Proof. By Theorem 4.2, we have
This proves the equality of the sets in a) and b). For the equality of the sets of a) and c), let
It follows that
The equivalence of a) and d) follows immediately.
Recall that V r is the set of X : H ⊥ 1 → H such that dim H 1 = r and X * X = I H ⊥
1
. Then X * AX is a compression of A to H ⊥ 1 . The next result is an analog to Theorem 4.3 for Λ k (X * AX).
Theorem 4.4 Suppose
Let n, r 0 ≥ 1 and X 0 ∈ V r 0 . Then for X * AX = (X * A 1 X, . . . , X * A m X), the following sets are equal.
Proof. By (4.1) and (2.1), we have
This proves the equality of the sets in a) and b). For the equality of the sets of a) and c), we will first show that
Let µ µ µ ∈ ∩{Λ 1 (X * AX) : X ∈ ∪ r≥1 V r }. By Remark 2.3, we may assume that µ µ µ = 0. Then there exists a unit vector x 1 such that Ax 1 , x 1 = 0. Suppose we have chosen an orthonormal set of vectors {x 1 , . . . , x N } such that Ax i , x j = 0 for all 1 ≤ i, j ≤ N . Let H 1 be the subspace spanned by
Inductively, we can find an orthonormal sequence {x i } in H such that Ax i , x j = 0 for all i, j.
To continue the proof of the equality of the sets of a) and c). Let X ∈ ∪ r≥1 V r . Then we have
The equality of the sets of a) and d) follows immediately.
Recall that the joint essential numerical range of A ∈ S(H) m is defined by
Using the last two theorems, we have the following. g) ∩ k≥1 (∩{cl ((Λ k (X * AX))) : X ∈ ∪ r≥1 V r }).
Let A ∈ S(H) and k be a positive integer. Denote by U k the set of X : C k → H such that X * X = I k and λ k (A) = sup{min σ(X * AX) : X ∈ U k }, a = (a 1 , . . . , a m ) ∈ Λ k (A). Then there exists P ∈ P k such that P A j P = a j P for all 1 ≤ j ≤ m. For every c ∈ R m , we have P (c · A)P = (c · a)P . Hence, c · a = λ k (c · P AP ) = λ k (P (c · A)P ) ≤ λ k (c · A). 
