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Abstract: In supergravity compactifications, there is in general no clear prescription on
how to select a finite-dimensional family of metrics on the internal space, and a family of
forms on which to expand the various potentials, such that the lower-dimensional effective
theory is supersymmetric. We propose a finite-dimensional family of deformations for
regular Sasaki–Einstein seven-manifolds M7, relevant for M-theory compactifications down
to four dimensions. It consists of integrable Cauchy–Riemann structures, corresponding to
complex deformations of the Calabi–Yau cone M8 over M7. The non-harmonic forms we
propose are the ones contained in one of the Kohn–Rossi cohomology groups, which is finite-
dimensional and naturally controls the deformations of Cauchy–Riemann structures. The
same family of deformations can be also described in terms of twisted cohomology of the
base M6, or in terms of Milnor cycles arising in deformations of M8. Using existing results
on SU(3) structure compactifications, we briefly discuss the reduction of M-theory on our
class of deformed Sasaki–Einstein manifolds to four-dimensional gauged supergravity.
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1 Introduction
Compactifications of superstring/M-theory to lower dimensions are often treated in terms
of a reduction to lower-dimensional effective theories. Focusing on the low-energy regime,
where the massless modes are described in terms of supergravity theories in ten and eleven
dimensions, there has been a long-standing effort to understand the possible reductions to
lower-dimensional supergravities, which lend themselves to a simpler treatment.
The clearest example of this approach is given by Calabi–Yau compactifications. The
fields of the higher-dimensional supergravity are expanded on the harmonic forms present
on the Calabi–Yau manifold, leading to the various fields contained in the multiplets of the
lower-dimensional supergravity. Here, the number of such harmonic forms fixes the number
of multiplets in the reduced theory. The common origin of all such compactifications in the
assumption of vanishing internal fluxes implies strong restrictions on the lower dimension
theory: all multiplets are uncharged under the gauge fields and the supergravity potential
vanishes.
When fluxes are added, it is not straightforward to give a principle that determines the
type of internal manifold. The existence of a supersymmetric vacuum leads to conditions on
the internal manifold; e.g. for Type II compactifications to four dimensions, the internal
manifold should admit an SU(3) structure [1] (or its T ⊕ T ∗ counterpart [2]), together
with a system of differential conditions that generalize the special holonomy condition. To
obtain a lower-dimensional supergravity, however, one wants a family of internal metrics,
which may or may not contain a metric leading to a supersymmetric vacuum. This is
sometimes called a “nonlinear” reduction, as opposed to a “linearised” one, which only
looks at infinitesimal fluctuations around a given solution. It is natural to require again
the presence of a G-structure, but this by itself is a very weak constraint, which leads to
an infinite-dimensional family of metrics. It is not a priori clear how to select a finite-
dimensional subfamily. Related to this, the space of forms to be used in the reduction is
now no longer restricted to the space of harmonic forms, but has to be enlarged to include
non-closed forms. The appropriate space of forms has to obey some stringent constraints
(which were spelled out in [3] for type II theories), but in general there is no clear strategy
on how to solve those.
In spite of all these difficulties, there are some examples where the approach based on
SU(3) structures does work, and one indeed obtains reductions consistent with supersym-
metry and the known structure of gauged supergravity. One idea is to take as expansion
forms the forms defining the SU(3) structure themselves; it works well when they satisfy
some simple differential conditions relating them to each other. For type II this means [4]
taking a real two-form J and a complex three-form Ω, related to each other in a so-called
nearly Ka¨hler structure (namely, a manifold whose cone has G2 holonomy). For M-theory
[5], the SU(3) structure requires also a one-form η, and the differential conditions define a
Sasaki–Einstein manifold (a manifold whose cone is a Calabi–Yau manifold). The family
of metrics is very simple in this case, corresponding to a change of the overall volume.
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Any strategy to obtain compactifications where finer data on the internal manifold are
probed needs to include a prescription for the appropriate additional forms on which to
expand the SU(3) structure forms. One possibility is to take the internal space to be a coset
G/H; the relevant forms are then identified with the set of left-invariant forms. This was
done in [6] for type II, and in [7] for M-theory, see also [8, 9] for a five-dimensional example.
Unfortunately, it is difficult to infer from such examples an intrinsic characterization of a
more general class of manifolds sharing the same properties. Another point of view is to
remain agnostic on the characterisation of the internal manifold, and only assume that
it admits a set of two- and three-forms with convenient properties; this essentially boils
down to the requirement that they close under the exterior differential and Hodge duality.
The reduction can then proceed in a very similar way as for the Calabi–Yau case, where
the parameters describing the non-closure of the forms are viewed as charges, or gauging
parameters, for the multiplets in the lower-dimensional theory. This approach was taken
for example in [1, 10, 11] for IIA compactifications and in [12, 7] for M-theory.
In this paper, we propose another class of solutions to this supersymmetric family
problem. We will put forward a concrete proposal for a class of seven-dimensional manifolds
with an SU(3) structure and a natural finite-dimensional set of forms defined on them. They
are deformations of regular Sasaki–Einstein manifolds, i.e. those that can be described as a
U(1) fibration over a Ka¨hler–Einstein base M6. In other words, the Sasaki–Einstein metric
is a point in our family of metrics.
Our class can be described in several equivalent ways. The strong presence of algebraic-
geometric techniques makes it in a sense an AdS analogue of a Calabi–Yau reduction. One
way to describe our supersymmetric family is as “links”, M7, around complex deforma-
tions of a non-compact eight-dimensional Calabi–Yau cone M8, constructed as a complete
intersection; namely, M7 is obtained by intersecting the deformed M8 with a large sphere.
The Sasaki–Einstein metric on M7 is recovered when the complex deformation is turned
off and M8 is conical. The complex deformations of M8 are naturally described in terms of
its middle-dimensional cohomology, which can be computed in a simple algebraic fashion
from the properties of the singularity. In particular, the overall number of such deforma-
tions is equal to the Milnor number, µ, of the singularity. The induced deformations on
the link M7 also admit an intrinsically seven-dimensional description, in terms of so-called
Cauchy–Riemann (CR) structures.
The set of forms we propose can also be described in several ways. One is as a finite-
dimensional Kohn–Rossi (KR) cohomology group of the CR structure on M7. (Other KR
cohomologies, of infinite dimension, were used in earlier work on KK reduction on Sasaki–
Einstein manifolds [13, 14].) Another is as a sum of twisted cohomologies on M6. Finally,
our forms are related to de Rham and relative middle-dimensional cohomologies on M8.
All these descriptions are useful in different ways.
While we make no claim of achieving full mathematical rigor, using these comple-
mentary points of view we provide strong evidence that the forms we propose satisfy the
M-theory analogues of the conditions in [3]. That means they can be used in compactifica-
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tions to a four-dimensional gauged N = 2 supergravity, thus generalizing the constructions
reviewed above. In particular we provide an extension of the Sasaki–Einstein compactifi-
cations where several charged hypermultiplets are present.
On the other hand, one issue we do not address in this paper is the consistency of our
compactification. This is the property that every solution of the four-dimensional theory
can be lifted to a solution of the higher-dimensional one. It means that the equations of
motion of any modes that have not been kept go to zero on the “supersymmetric family”
one is considering. Consistent compactifications were once rare, but are now a lot more
common; the truncations in both [5] and [7] are consistent. This issue is not so pressing
for compactifications that have Minkowski vacua, which are usually not consistent but
which can be physically justified by arguing that the modes which have been kept in the
compactification are much lighter than those which have not. For compactifications with
AdS vacua, however, the spectrum usually has no “separation of scales”, and the usefulness
of a non-consistent compactification is debatable.
In our case, the modes that are kept can be viewed as deformations of the six-
dimensional base of the internal manifold, making our compactification analogous to that
on a Calabi–Yau, which in the Minkowski case does not lead to a consistent reduction. We
argue that, even if strict consistency is not achieved in our reductions, one may use this
structure to organise the eigenmodes of the internal Laplacian in terms of the Laplacian
associated to the CR structure, with the modes considered in this paper belonging to the
lowest eigenvalue.
It would of course be very interesting to clarify this point. As a limited piece of
evidence that our reduction does capture some of the eleven-dimensional physics in a
useful way, we notice that in our compactification all complex deformations of the Ka¨hler–
Einstein base M6 are automatically moduli of the solution; this can be confirmed using
recent mathematical results [15]. In any case, we hope that the kind of techniques we are
introducing in this paper will be useful for other reductions as well.
This paper is organized as follows. Section 2 serves as an extended introduction,
as it contains a general discussion of the issues arising in nonlinear reduction of higher-
dimensional theories and introduces the particular class of SU(3) structures on regular
Sasaki–Einstein manifolds we aim to realize in this paper. In particular, in section 2.4 we
give an overview of our approach to the three-form deformations of regular Sasaki–Einstein
manifolds, presented in sections 3, 4 and 5 through three different and complementary
routes. Section 3 focuses on the definition of a Sasaki–Einstein manifold as a U(1) bundle
over a Ka¨hler–Einstein space and deals with the possible charged (2, 1) forms on a class
of such manifolds. In view of the definition of a Sasaki–Einstein manifold as a link around
an isolated singularity of a Calabi–Yau cone, section 4 provides a concise discussion on
the deformations of isolated singularities and the (co)homology of the resulting geometries.
In section 5 we consider the implications of these structures on the deformations induced
on the link around the singularity and provide their description in terms of CR structure
deformations. The results are shown to agree with the ones derived in section 3 at the
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Sasaki–Einstein point. In section 6 we consider the reduction of M-theory on the mani-
folds described in the previous sections, and briefly discuss the resulting four-dimensional
N = 2 gauged supergravity. Finally, Appendix A discusses some examples of Sasaki–
Einstein manifolds arising from complete intersections, while Appendix B applies some of
the concepts introduced in section 4 to the Gibbons–Hawking metrics, that provide a useful
nontrivial example in four dimensions.
2 Deformations of Sasaki–Einstein manifolds
We are interested in reductions of M-theory to N =2 four-dimensional gauged supergravity
theories with AdS4 vacua. In particular we will focus on the case where the internal
manifold corresponding to that vacuum is a seven-dimensional Sasaki–Einstein space, while
the various fields in the four-dimensional supergravity theory correspond to deformations
away from the Sasaki–Einstein point. Moreover we will assume the Sasaki–Einstein to be
regular, meaning that it is a circle fibration over a six-dimensional manifold, which is then
required to be Ka¨hler–Einstein.
In general one may consider various deformations away from the Sasaki–Einstein point.
However, it is not easy to identify a class of deformations that leads to an N = 2 super-
symmetric theory in four dimensions. We will first review in section 2.1 some of the general
obstacles one finds, and then describe in later sections our strategy to overcome them, for a
restricted family of SU(3) structures defined in section 2.2. In section 2.3 we discuss defor-
mations of the two-form, while in section 2.4 we present a short summary of the treatment
of three-form deformations in later sections.
2.1 General issues with nonlinear reductions
We want to perform a so-called “nonlinear reduction”. Namely, we want to evaluate the
action of eleven-dimensional supergravity on a certain slice of the space of all fields, and
in particular of all metrics on M7, such that the resulting evaluated action is an N = 2
supergravity in four dimensions. The task is non-trivial because of this last requirement.
A well-understood case of nonlinear reduction consists in considering special holonomy
metrics on M7. An example is SU(3) holonomy, which leads to spaces of the form CY6×S1.
It is natural (as in the literature on supersymmetry-preserving solutions) to try more
generally to use SU(3) structures on M7. These are described by any choice of tensors
whose common stabilizer in SO(7) is SU(3); for example by a real one-form η, a real two-
form J , and a complex three-form Ω, with some algebraic conditions — namely, that Ω is
decomposable (i.e. it can be expressed locally as a wedge of three one-forms); and that
J ∧ Ω = 0 , 13! J ∧ J ∧ J =
1
(2i)3 Ω ∧ Ω¯ . (2.1)
Given a set of such forms one can then define a metric g on M7, with the property that
η · J = η · Ω = 0 . (2.2)
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There are however infinitely many SU(3) structures on a given M7, and one wants to
pick a finite-dimensional family F .1 As we will now see, this choice of slice is severely
restricted by supersymmetry, since on top of the choice of the family F , we also need to
pick a set of forms along which we can expand the fluxes and gauge potentials. Now, the
action contains the exterior differential d and the Hodge ∗, so that one needs to impose that
the set of forms be closed under the action of d and ∗. The simplest possibility consists of
picking harmonic forms; this is particularly appropriate for reductions on special holonomy
manifolds. As explained in the introduction, however, for various physical applications we
need to keep forms that are not harmonic. This would suggest, for example, to keep
eigenspaces of the Laplacian with higher eigenvalue.
The constraints imposed by supersymmetry arise by the fact that the choice of the
family F of SU(3) structures enters in the kinetic terms of the scalars, while the choice of
forms enters in the kinetic terms of the vectors. The requirement of supersymmetry on the
lower-dimensional theory relates these two. The clearest way of achieving four-dimensional
supersymmetry is to take the forms defining the SU(3) structure to be linear combinations
of the forms defining the expansion for the fluxes and potentials. For example, denoting
the relevant forms as αΛ and βΛ, corresponding to electric and magnetic fluxes respectively,
we can mimic the Calabi–Yau case and consider the following expansion for the three-form
Ω = XΛαΛ − FΛβΛ (2.3)
for some constant coefficients XΛ and FΛ, half of which will become the “moduli” (namely
coordinates for the family F). Let us stress once again that the forms αΛ and βΛ are in
general not harmonic.
An expansion as in (2.3) is a nontrivial requirement. The forms αΛ and βΛ span a
vector space VF , which depends on the point on the family F . It is not unusual to demand
that a variation of an object belongs to a vector space; but here we are demanding that
the full finite object belongs to a vector space, even though the vector space depends on
the point. Imagine following a path in F and computing the finite variation ∆Ω from
many small variations δΩ, each of which belonging to VF .2 If these vector spaces were
really completely unrelated to each other, each small variation δΩ would take us in a
direction completely independent from the previous one, and the finite variation ∆Ω could
not possibly belong to a finite-dimensional vector space. The only option seems to be that
the vector spaces VF are really all related to each other in some fashion.
Several such examples are provided by compactifications on coset manifolds, in which
case the vector space of forms VF is identified as the space of invariant forms. A larger
1Formally it is not even necessary to do this; one can simply rewrite the higher-dimensional action
as a four-dimensional action with infinitely many fields, as done for example in [2] for type II theories.
However, one sometimes ends up with puzzling features such as a Ka¨hler potential that also depends on
the coordinates of the internal manifold.
2There is an additional subtlety in making such statement: varying (2.3) to get δΩ one sees that the
variations δαΣ and δβΣ also appear. As emphasized in [3], these terms have to be taken care of somehow,
in order for the supersymmetric reduction to work.
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class is provided by Calabi–Yau compactifications, where VF is the space of harmonic three-
forms and the deformations δΩ are all (3, 0) and (2, 1) forms inside this space [16]. In other
words, in this case (2.3) is consistent because Dolbeault cohomology is contained inside de
Rham cohomology. The formal description of the total space resulting from varying VF
in this case was given in [17], which identified the flat structure on the total space as a
manifold with a Frobenius structure.
In this paper, we will use a VF that does not consist of harmonic forms, but that
still has a geometrical meaning. This is perhaps most clear in terms of an auxiliary eight-
dimensional manifold M8, of which M7 is the boundary; a natural space of forms on
M8 with a Frobenius structure is known to arise in the class of manifolds we discuss.
In addition, there are other perspectives that involve only the geometry of M7, or the
geometry of a lower-dimensional manifold, M6, such that M7 is a fibration over it, which
will be introduced in due course.
2.2 A family of SU(3) structures
As anticipated in the introduction, the family of SU(3) structures we will consider contains
the Sasaki–Einstein structure as a particular case. Recall that a Sasaki–Einstein structure
is given by a one-form η, a two-form JSE and a three-form ΩSE, satisfying (2.1) and
dη = 2JSE ,
dΩSE = 4 iη ∧ ΩSE . (2.4)
This is a particular example of an SU(3) structure in seven dimensions; in general, an
SU(3) structure is again given by a triplet (η, J, Ω), whose derivatives are parametrised by
several tensors, known as torsion classes [18, 19].
More specifically, we will restrict our attention to regular Sasaki–Einstein manifolds:
this implies that the orbits of the vector ξ dual to η should be closed, and they should
define a U(1) fibration over a manifold M6:
S1 ↪→M7 →M6 . (2.5)
The metric will then be
ds2(M7) = η2 + ds2(M6) , (2.6)
and the vector dual to η is an isometry acting on the fibre of (2.5). It also follows that
the base M6 is a Ka¨hler–Einstein manifold, with Ka¨hler form JSE proportional to the Ricci
form, ρ, with a canonical proportionality constant:
ρ = 6JSE . (2.7)
While the list of compact Ka¨hler–Einstein manifolds is relatively short in dimension 4, in
dimension 6 there are many examples, some of which will appear in our discussion in the
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main text (e.g. section 3.2) and some of which we review in appendix A. In fact this subject
is undergoing rapid development, due to the recent proof of the K-stability conjecture [20],
that relates the existence of Ka¨hler–Einstein metrics to an algebraic-geometrical condition
— which makes this class a bit like the Calabi–Yau case.
Having described a Sasaki–Einstein structure, let us now describe the more general
family of SU(3) structures relevant for this paper, of which the Sasaki–Einstein will be
a particular point. We will take most of the torsion classes to vanish: in other words,
even though dη, dJ and dΩ will be more general than in (2.4), they will still be severely
restricted. In particular, we assume that the base remains symplectic, meaning that the
symplectic form J is always closed, ultimately leading to ungauged vector multiplets in
the four-dimensional supergravity theory obtained by compactification of M-theory on M7.
Similarly, we only allow for a small subset of the torsion classes parametrising the derivative
of the complex structure.
More concretely, we focus on SU(3) structures satisfying3
dη = 13 ρ ,
dJ = 0 , (2.8)
dΩ = η ∧ (iE Ω + S) .
Here, E is an SU(3)-singlet, while S is a complex (2, 1)-form in the 6 of SU(3). The two-
form ρ stands for the Ricci form on the Ka¨hler–Einstein base M6, which is fixed to this value
when deforming away from the Sasaki–Einstein metric. This is a particular assumption
on the SU(3) structure, since dη is parametrised by several non-constant torsion classes in
general.
These simplifications make it possible to show that the set of forms required for the
reduction of both the Ka¨hler and three-form sectors do indeed exist for a class of manifolds.
It turns out that the Ka¨hler sector is simpler and can be described in terms of harmonic
forms on the Ka¨hler–Einstein base M6 at the Sasaki–Einstein point of the family, as dis-
cussed in some detail in the following subsection 2.3. A similar discussion at a general
point is given in section 5.4, after introducing the relevant mathematical background. On
the other hand, the discussion of the deformations for the three-form is significantly more
complicated and spans sections 3, 4 and 5. For the convenience of the reader, section 2.4
provides an overview of the main results shown in these sections.
2.3 Ka¨hler deformations
We start with the Ka¨hler deformations, whose description turns out to be only a slight
deviation from the well established Calabi–Yau case. In view of (2.8), it is clear that any
3In terms of the general SU(3) structures in seven dimensions and using the notation of [19], our as-
sumption that dJ = 0 sets W3 = W4 = T2 = V2 = 0. The quadratic constraints can be solved by
W1 = W2 = 0, while different possible choices impose restrictions on the Ka¨hler moduli. The assumption on
dη reparametrises two more classes through RJ+T1 = ρ, while we further assume that W0 = W5 = V1 = 0.
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deformation of the Ka¨hler form J , is uncharged with respect to the U(1) bundle over the
six-dimensional Ka¨hler–Einstein base, M6. It follows that it is sufficient to consider the
Ka¨hler deformations of a manifold with constant Ricci form ρ, so that the U(1) fibration
described by η remains unchanged.
Consider a basis {Γa}, of H2(M6,Z), in terms of which we expand the Ricci form as
ma = 13
∫
Γa
ρ , (2.9)
where the somewhat unconventional normalisation factor of is added for later convenience.
The components parametrised by the constants ma will be taken as fixed throughout this
paper and will turn out to correspond to a gauging in the lower-dimensional supergravity
obtained after reduction. Similarly, a set of coordinates ta on the space of Ka¨hler classes
can be introduced as
ta =
∫
Γa
J , (2.10)
for J an arbitrary representative of the Ka¨hler class [J ].
By the Calabi conjecture, later proven by Yau, given a complex structure on M6 and
a Ka¨hler class specified by the ta, one can find a metric with associated Ka¨hler form J(t)
within this Ka¨hler class, such that it leads to a fixed Ricci form ρ. Note that the statement
of this result does not put any restriction on the Ricci form. This is exactly the same as in
the familiar setting of a vanishing Ricci form for Calabi–Yau manifolds, where this result
has been used extensively in the physics literature. In this paper, we make use of the Calabi
conjecture in the more general case of an arbitrary but fixed Ricci form, parametrised by
the constants ma. As it turns out, the steps required are very similar to the Calabi–Yau
case, so we consider these in some detail.
In order to study the moduli space defined by the ta, we consider a basis {[ωa]} of
integral cohomology H2(M6,Z), dual to the basis {Γa} introduced above, satisfying∫
Γa
ωb = δab . (2.11)
Assuming a complex structure on M6, the {[ωa]} can be taken to be (1, 1) forms and provide
a basis for the Ka¨hler class and the Ricci class as
J = taωa , ρ = 3maωa . (2.12)
By Yau’s theorem, these data uniquely determine a metric via
igmn¯ = Jmn¯ , (2.13)
which in turn specifies the harmonic representatives ωa(t) in each cohomology class. This
puts constraints on the moduli dependence of the base of (1,1)-forms, as one can verify by
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considering a variation of the metric (2.13) with respect to the ta. Using (2.12), this reads
∂Jmn¯
∂ta
= ωamn¯ + tb
∂
∂ta
ωbmn¯ . (2.14)
By the above construction, the moduli dependence in the ωa(t) only modifies each form by
possible exact pieces, required by Yau’s theorem, so that the basis {[ωa]} is constant and
∂aωb is an exact form. Therefore, (2.14) describes the relation between the form ∂aJmn¯
and its harmonic representative, ωamn¯, identifying tb∂aωbmn¯ as the relevant exact form
connecting the two.
In order to restrict this exact contribution, we turn to a direct generalisation of the
standard computation leading to the Lichnerowicz equation for Calabi–Yau manifolds.
Since we are to keep the Ricci form fixed, one may set the variation of the Ricci tensor to
zero to obtain the constraint
δRMN = 0 ⇒ ∇2δgMN − 2RMPNQ δgPQ + 2R(MP δgN)P = 0 , (2.15)
where we used the standard coordinate condition ∇MδgMN = 0 and we discarded a term
proportional to ∇M∇N tr(δg). Note that the last term of (2.15) vanishes for Calabi–Yau
manifolds, while the first two terms are the Lichnerowicz equation in that case. One can
now rewrite this equation in (anti-)holomorphic indices and specialise to the case of Ka¨hler
variations, δgmn¯, to find
∇2δgmn¯ +Rmn¯pq¯ δgpq¯ −Rmpδgpn¯ −Rn¯p¯δgmp¯ = 0 . (2.16)
The constraint (2.16) can be recognised as the standard Weitzenbo¨ck identity, which relates
the scalar Laplacian to the Laplacian acting on a (1, 1) form. It then follows that (2.16)
simply imposes that δgmn¯ is a harmonic (1, 1) form.
Returning to (2.14), we note that it relates two harmonic forms, namely ∂aJmn¯ =
i∂agmn¯ and ωa, by an exact piece. However, the standard Hodge decomposition for compact
Ka¨hler manifolds implies that harmonic forms are unique, so we conclude
tb
∂
∂ta
ωbmn¯ = 0 . (2.17)
This condition is important for the reduction of the Ricci tensor over M6, as has been
stressed in the literature (see [3] for details).
In summary, we have shown that the Ka¨hler moduli space for a compactification on a
regular Sasaki–Einstein manifold, as in (2.5), can be described by a standard expansion of
the Ka¨hler form over the harmonic (1, 1) forms on the base M6, under the assumption of
a fixed Ricci form ρ on M6 appearing in (2.8). Relying on the natural complex structure
available for a Sasaki–Einstein manifold, the Calabi conjecture, proven by Yau’s theorem,
guarantees the existence of a unique metric in each Ka¨hler class. In the following sections we
will describe the deformations of the three-form Ω away from the Sasaki–Einstein point, so
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that a generalisation of the discussion above is required. We return to this point in section
5.4.
2.4 Overview of three-form deformations
We now turn to the deformations of the three-form Ω away from the Sasaki–Einstein point
(2.4), within the class given in (2.8). This task is more complicated than the description
of Ka¨hler deformations in the previous subsection and extends over the following sections,
where three complementary approaches are discussed. Here, we give an overview of the
main ideas, to be used as a road map for what follows.
Drawing inspiration from the previous subsection, it is natural to treat the deforma-
tions of a Sasaki–Einstein manifold using its description as a U(1) bundle over a Ka¨hler–
Einstein base, M6, as in (2.5). However, unlike the the situation for the Ka¨hler form above,
the three-form Ω is not a well-defined form on M6 but only on the total space, as signalled
by its nontrivial Lie derivative along the circle, computed by (2.4) as
£ξΩSE = 4 i ΩSE , (2.18)
where ξ is the vector dual to the one-form η. If we define the coordinate ψ such that
ξ = ∂ψ, we may however write
ΩSE = e4iψΩ0 , (2.19)
where Ω0 is not a three-form on M6, but can be viewed as a section of the anticanonical
bundle, K∗, over the base. This fact makes it clear that the standard deformation theory
on the base is not sufficient, but also suggests that one may consider deformations charged
under K∗, since the non-closure of Ω is due to a nontrivial charge with respect to that
bundle.
Taking this point of view, we proceed in the next section to construct deformations of
(2.19) by allowing a sum over appropriate charges, schematically
Ω =
∑
k
eikψωk . (2.20)
Here, the ωk stand for appropriate sections of the k-th power4 of the anticanonical bundle
K∗ over M6. The range of the sum is not infinite, as one might be afraid, as we show in
section 3.2 for some simple concrete examples of hypersurfaces in CP4. Using standard
techniques in algebraic geometry, we define the appropriate twisted cohomology to which
the forms ωk in (2.20) belong. We find that the relevant cohomology groups are controlled
by a finite set of monomials of the coordinates of CP4, thus restricting the sum in (2.20)
to a finite range.
More precisely, we find that for a hypersurface in CP4, specified by a homogeneous
4This can be relaxed in some cases, as will be made more precise in section 3.1.
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polynomial
f(zi) = 0 , zi ∈ C5 , (2.21)
the forms in (2.20) are in one to one correspondence with the monomials parametrising the
Jacobi ring, J, of the polynomial. The latter is defined as the quotient of all polynomials
in the zi, denoted C[zi], modulo the ideal generated by the derivatives of the polynomial,
〈∂if 〉, as
J ≡ C[zi]〈∂if 〉 . (2.22)
Effectively, J contains all polynomials that are not functionally dependent on the derivatives
∂if and is finite by definition for any polynomial f(zi). The occurrence of the Jacobi
ring (2.22) signals a connection between the deformations described in terms of twisted
cohomology on the Ka¨hler–Einstein base of a regular Sasaki–Einstein manifold and the
cone over it. The latter is described as a complex isolated singularity and the deformations
of such varieties are also known to be described by (2.22). The description of deformations
away from the conical singularity is the subject of section 4.
More concretely, the cone over a Sasaki–Einstein manifold M7, denoted as M8, is
defined as
ds2(M8) = dr2 + r2ds2(M7) , (2.23)
and is a noncompact Calabi–Yau manifold by construction. The tip of the cone features
an isolated singularity, except for the case where the cone is simply C4 and M7 = S7.
More general examples are provided by considering the homogeneous equation (2.21) as
a hypersurface in C5 rather than in CP4. This is equivalent to constructing the complex
cone over M6, which is indeed Calabi–Yau if M6 is assumed to be Ka¨hler–Einstein.
One may now define the deformation space of this non-compact Calabi–Yau hyper-
surface singularity, which turns out to be identified exactly as (2.22). The homogeneity
of (2.21) is crucial in this respect, as it allows to lift the the Reeb U(1) isometry of the
Sasaki–Einstein manifold to an isometry of the Calabi–Yau hypersurface that acts nontriv-
ially on the deformations. In fact, the deformations of the CY cone carry exactly the same
grading of charges under this isometry as the deformations constructed in terms of twisted
cohomology on the Ka¨hler–Einstein base.
The description in terms of the cone provides the advantage of a geometrical picture,
due to a famous result of Milnor identifying the homology structure of the deformed cone
with a bouquet of topological four-spheres. In simpler terms, this implies that upon de-
formation the cone develops µ= dim J nontrivial four-cycles (see Figure 3 on page 27); µ
is known as the Milnor number. An example of this deformation is given by the Stenzel
metrics in dimension n, also referred to as n-dimensional conifolds in the physics literature.
These arise from deformations of the polynomial
fS(zi) =
n+1∑
i=1
(zi)2 , ⇒ J ≡ C[zi]〈∂ifS〉 = {1} , (2.24)
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so that the Jacobi ring is one-dimensional, describing the deformation induced by adding a
constant to fS. One therefore expects to find a deformed metric featuring a single nontrivial
n-cycle, which indeed exists and is known explicitly [21–23]. Similar metrics are expected
to arise from the deformations of isolated singularities with µ > 1, but obtaining these
explicitly is a rather difficult task.
The deformations of the cone can be used to define deformations away from the Sasaki–
Einstein point independently of the twisted cohomology described above, by viewing M7
as a hypersurface enclosing (or as the link over) the singularity. Since the deformed cone
features nontrivial four-cycles, it admits a metric that is only asymptotically conical, so
that the seven-dimensional metric on the hypersurface is also deformed. This new metric
on the link differs from the Sasaki–Einstein metric by a change of complex structure, Ω4,
of the embedding space, parametrised in terms of 2 (µ + 1) complex parameters (XΛ, FΛ)
as
Ω4 = XΛαΛ − FΛβΛ . (2.25)
Here, the βΛ and αΛ are two sets of four-forms belonging to ordinary and relative de Rham
cohomology respectively, which are naturally dual to the compact and relative homology
four-cycles arising on the deformed cone. Upon restriction to the link M7, the parametrisa-
tion in (2.25) leads to a family of SU(3) structures in the class specified in (2.8), expanded
on the basis forms αΛ and βΛ.
The restriction of the complex structure on M8 to M7 allows to view our family of
SU(3) structures as a family of induced Cauchy–Riemann (CR) structures. CR structures
are the odd-dimensional analogue of complex structures, in the same way as a Sasaki
structure is analogous to a Ka¨hler structure. One can define intrinsically seven-dimensional
deformations based on CR-structures, which turn out to be equivalent to the deformations
constructed through twisted cohomology for the case of regular Sasaki–Einstein manifolds
considered in this paper. However, the approach based on (2.25) has the advantage of
providing a definition of an induced CR structure for a general deformation of the cone,
and it therefore allows to describe the family of SU(3) structures VF around any such point.
In fact, the deformations of the cone are known to admit a flat structure [24, 17], confirming
the relation between the vector spaces at different points of this family anticipated in section
2.1.
We close this section with some comments on the application of our reasoning to more
general cases. In this paper, we restrict ourselves to the case of hypersurfaces, so that both
the Ka¨hler–Einstein base and the singular cone over the Sasaki–Einstein spaces we consider
are given by a single equation in CP4 and C5 respectively. A wider class of examples is given
by complete intersections of s functions in CP3+s and C4+s respectively. The techniques
used to argue towards the finiteness of twisted cohomology over Ka¨hler–Einstein spaces in
section 3 are readily available in the case of complete intersections, so that the argument
can be extended in principle. In terms of the cone, an extension of deformation theory to
complete intersection singularities is known, as discussed briefly in Appendix A.
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Finally, we point out that the ideas developed in the following sections do not depend
crucially on the dimensionality, so that it is straightforward to consider deformations of
regular Sasaki–Einstein manifolds in five or more dimensions in exactly the same way.
3 Three-form deformations from twisted cohomology
In this section we describe how to obtain deformations of the three-form Ω away from the
Sasaki–Einstein point (2.4) in the more general class (2.8) we have identified, using the
picture of the seven-dimensional manifold as a circle fibration over a Ka¨hler–Einstein base
space. We do this by first describing an appropriately twisted Dolbeault cohomology on
the Ka¨hler–Einstein manifold in section 3.1, which is then worked out in detail for some
examples in section 3.2, while a real version is briefly explored in section 3.3. Finally, in
section 3.4 we proceed to use this twisted cohomology to define a family of deformations
for the three-form.
3.1 Deformations from twisted cohomology
In order to motivate the deformations of the three-form ΩSE, we first need some background
on its properties. As explained in section 2.4, the nontrivial Lie derivative of this form along
the U(1) Reeb isometry implies that it cannot be viewed as an honest form on the base
M6. Rather, one may write it as in (2.19)
ΩSE = e4iψΩ0 , (3.1)
where Ω0 is not a three-form but a section of the line bundle K∗, the anticanonical bundle.
A (3, 0)-form without zeros does not always exist, because the bundle Λ3T ∗(1,0) ≡ Λ3Ω
is in general nontrivial; but Ω0 is viewed as a (3, 0)-form valued in K∗, i.e. a section of
Λ3Ω ⊗K∗ = K ⊗K∗ = O, the trivial line bundle, which does have global sections. As a
consequence, Ω0 is not closed under the ordinary Dolbeault ∂¯ but under a “twisted” ∂¯+4w,
where w is a connection on K. All in all, we have
dΩSE = 4i(dψ + w) ∧ ΩSE = 4 iη ∧ ΩSE , (3.2)
which is (2.4).
From this point of view, it is clear how one should satisfy our more general Ansatz
(2.8): one can just add 3-forms ωk which are valued in different powers of the anticanonical
bundle K∗, as in (2.20). Actually, a slightly more general possibility sometimes exists. For
most Ka¨hler–Einstein manifolds, the anticanonical bundle K∗ does not admit a “root”, in
the sense that there is no positive line bundle L such that Lj∗ = K∗ for some integer j∗;
however, in some cases that is possible, and j∗ is called the “index” of M6. (A famous case
is CP3, for which j∗ = 4.) To take this possibility into account, we will consider powers of
L rather than K∗, although one should bear in mind that often j∗ = 1 and L = K∗. So a
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first rough idea is that we should write
Ω =
∑
k
eikψˆωk , ψˆ =
4
j∗
ψ , (3.3)
where ωk will be 3-forms valued in Lk, which will also be sometimes called ”twisted forms”.
We will denote the differential on the formal sum ⊕Lk by ∂¯0; it is the usual Dolbeault
differential, plus a connection term which depends on the twisting of the form we are
acting on. On M6, the expression (3.3) is a sum of sections of different bundles, which
ordinarily we would not want to consider; but on M7 it is a perfectly sensible three-form.
We should specify, however, the range of k in the sum (3.3). A priori, it seems there
are infinitely many possible values for k, and one might think there is no natural way
of truncating the sum to finitely many forms. In fact, however, some of the Dolbeault
cohomologies that describe these three-forms are non-zero only in a finite range of k’s.
In general, if E is a holomorphic bundle with a connection A, the (0, 2) part of the
curvature can be taken to vanish, and thus ∂¯E ≡ ∂¯ + A0,1 is a differential. In the case at
hand, we identify E = Lk for each k and define Hp,q(M6, E) as the space of (p, q)-forms
which are closed under ∂¯E , modulo those that are exact. An alternative way of writing
this space is Hq(M6,ΛpΩ ⊗ Lk), where recall that Ω ≡ T ∗1,0 is the holomorphic cotangent
bundle. Then our statement is that
H2,1(M6,Lk) = H1(M6,Λ2Ω⊗ Lk) (3.4)
is non-zero only for a finite range of k. (Serre duality also gives us H1,2(M6,Lk)∗ ∼=
H2,1(M6,Lk).) In fact, we will also see that the total space ⊕kH2,1(M6,Lk) has a natural
algebraic interpretation; these statements will be given a topological interpretation in terms
of the cone over M7, in section 4.
We will often also consider the closely related twisted Beltrami differentials, µk, namely
elements of the cohomology
µk ∈ H1(M6, T ⊗ Lk) . (3.5)
An element of this space, acting on Ω0 ∈ H3,0(M6,K∗) = H0(M6,Λ3Ω⊗K∗) = C, produces
an element
µk · Ω0 ∈ H2,1(M6,Lk ⊗K∗) = H2,1(M6,Lk+j∗) . (3.6)
This is entirely analogous to the action of an ordinary Beltrami differential (an infinitesimal
change in complex structure) on the three-form Ω of a Calabi–Yau manifold; the only new
element is that both µ and µ · Ω0 carry a twist, in other words they take values in a line
bundle.
3.2 An example: hypersurfaces in CP4
We will illustrate all this in a couple of simple examples, which should hopefully also give
an idea of how the general story works. We will namely consider homogeneous degree d
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Fermat hypersurfaces in CP4:
{f(zi) =
5∑
k=1
zdk = 0} ⊂ P ≡ CP4 . (3.7)
These are known [25] to be positive curvature Ka¨hler–Einstein for d = 2, 3, 4; they are in a
sense the natural counterpart in our setting of the case d = 5, which is the famous quintic
Calabi–Yau. The case d = 2, the quadric, can be viewed as the quotient SO(5)SO(3)×SO(2) ; the
corresponding Sasaki–Einstein manifold is the coset M7 = SO(5)SO(3) and is known as the Stiefel
manifold V5,2. This manifold has also appeared in the physics literature, as the reduction
of M-theory on V5,2 was considered in [7], using its coset structure, while the cone over it
and its deformation belong to the class of Stenzel spaces [22, 23].
For these examples, one can identify the line bundle L as the restriction to M6 of
O(1) on CP4, so that the anticanonical is K∗ = O(5 − d)|M6 and the index is j∗ = 5 − d.
We can thus identify (3.5) as H1(M6, T (k)), where T (k) ≡ T ⊗ O(k). We will compute
this cohomology class by using the definition of the normal bundle N as a quotient of the
tangent bundle of CP4 by the one of M6. This is commonly expressed as an exact sequence:
0→ TM6 i→ TP φ→ N → 0 . (3.8)
The adjunction formula also tells us N = O(d)|M6 . If we take the tensor product of (3.8)
by O(k) and consider the associated long exact sequence,
0→ H0(M6, T (k))→ H0(M6, TP (k)|M6) φ→ H0(M6,O(d+ k)) pi→
pi→ H1(M6, T (k))→ H1(M6, TP (k)|M6) φ→ . . . , (3.9)
the desired cohomology (3.5) appears, along with other cohomologies that we have to eval-
uate. In particular, we aim to show that H1(M6, TP (k)|M6) = 0, so that (3.9) truncates.
To do this we can use the “resolution”
0→ O(k − d)→ O(k)→ OM6(k) ≡ O(k)|M6 → 0 , (3.10)
and the Euler exact sequence
0→ O → 5O(1)→ TP → 0 . (3.11)
The long exact sequence associated to (3.10) shows that the holomorphic functions of
degree k on M6 are those of degree k on CP4, modded out by those that can be factorized
as f pd−k and thus vanish on M6 (pd−k being a polynomial of degree d− k, and f(z) from
(3.7) being the polynomial that defines M6). In particular there are
dimH0(M6,OM6(k)) =
(
k + 4
4
)
−
(
k − d+ 4
4
)
(3.12)
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such functions. Since H1(CP4,O(k)) = 0, the same long exact sequence also shows
H1(M6,OM6(k)) = 0. This implies that the long exact sequence associated to (3.11)
truncates:
0→ H0(M6,OM6(k))→ 5H0(M6,OM6(k + 1)) e→ H0(M6, TP (k)|M6)→ 0 . (3.13)
The map e in (3.13) takes five degree k + 1 polynomials ai on M6 to a section of the
restricted tangent bundle TP (k)|M6 ; intuitively this simply means that such a section α
can be written as
α =
5∑
i=1
ai∂i . (3.14)
The exactness of (3.13) also tells us that if the ai = zia, for a a degree k polynomial,
then the corresponding section of TP (k)|M6 should vanish: this is indeed the case, since
zi∂i = 0 on P = CP4. In addition, (3.13) goes on to show that H1(M6, TP (k)|M6) = 0,
which indeed truncates the long exact sequence (3.9) to:
0→ H0(M6, T (k))→ H0(M6, TP (k)|M6) φ→ H0(M6,O(d+ k)) pi→
pi→ H1(M6, T (k))→ 0 . (3.15)
It follows that the space we want to understand, H1(M6, T (k)), has thus been expressed
as a cokernel of the map denoted φ in (3.15). Recalling that a section, α, of TP (k)|M6 can
be written as (3.14), the map φ can be written as
φ :
5∑
i=1
ai∂i 7→
5∑
i=1
ai∂if , (3.16)
where once again f from (3.7) is the polynomial defining M6. Note that this is formally
the same map as in (3.8), only restricted to elements of H0. Thus our problem has been
reduced to an algebraic one: computing the cokernel of (3.16).
Let us study this for d = 3, namely for the case where M6 is a cubic. From (3.12)
we see that both the source and target vector spaces of φ are zero unless k ≥ −3. For
k = −3 and −2 actually H0(M6, TP (k)|M6) still vanishes (there are no nonzero ai), while
the dimension of H0(M6,O(d+ k)) is 1 and 5 respectively. These are simply degree 0 and
1 polynomials; see Table 1, left column. The first interesting case is k = −1, where source
and target have dimensions respectively 5 and 15. φ takes a choice of 5 constants ai to∑5
i=1 ai∂if = 3
∑5
i=1 aiz
2
i . The map has no kernel, so the cokernel has dimension 10. We
can also think of it this way: it is the space of quadratic polynomials which cannot be
written as ∑5i=1 aiz2i for any choice of ai. So we can take it to be generated by monomials
zizj , i 6= j; there are 10 such monomials.
The next case is k = 0; here the dimensions of the source and target are 24 and 34, and
again there is no kernel, so the cokernel has dimension 10. It is now the space of degree
4 polynomials that cannot be written as ∑5i=1 aiz2i , with the ai some linear polynomials.
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This time we can take it to be generated by zizjzk, i 6= j 6= k 6= i. Going to higher k,
the source and target vector spaces for φ have higher and higher dimensions; it is easier
to describe the cokernel directly as a space of monomials. For k > 2, there is no such
monomial; for k = 2 there is only one, z1z2z3z4z5.5 We summarized the results in Table 1
on the left. On the right we have also shown the results for the quartic, which proceeds in
exactly the same way, but involves a more extended set of monomials. Notice that in both
cases there is a duality that takes a monomial m to Qd/m, where Qd = (z1z2z3z4z5)d−2.
k dimension generators
2 1 Q3 ≡ z1z2z3z4z5
1 5 Q3/zi
0 10 Q3/zizj , i 6= j
-1 10 zizj , i 6= j
-2 5 zi
-3 1 1
k dimension generators
6 1 Q4 ≡ z21z22z23z24z25
5 5 Q4/zi
4 15 Q4/(all quadr.)
3 30 Q4/(all cubic except z3i )
2 45 Q4/(all quartic except z3i zj)
1 51 all quintic except z3i · quadr.
0 45 all quartic except z3i zj
-1 30 all cubic except z3i
-2 15 all quadr. monomials
-3 5 zi
-4 1 1
Table 1. Dimension and generators of H1(M6, T (k)) for all the k for which it is non-zero. Left,
d = 3; right, d = 4.
All in all, we see that the twisted Beltrami differentials are in one-to-one correspon-
dence with the elements of the generators of the Jacobi ring,
J ≡ C[zi]〈∂if〉 . (3.17)
The numerator denotes the ring of all polynomials in the zi; the denominator is the ideal
generated by the derivatives of f , namely the set of all polynomials that can be written as
pi∂if for some polynomials pi. Its total dimension
µ ≡ dim(J) (3.18)
is called the Milnor number.6 In the hypersurface case of the present subsection,
µ = (d− 1)5 (3.19)
which can indeed be seen to be the sum of all the numbers of each of the two columns in
Table 1. In section 4.1 we will also see an alternative (and quicker) way of obtaining the
5This single monomial is the analogue of the monomial called Q in [26], where it played an important
role in the computation of the Yukawa couplings for a Calabi–Yau model.
6Unfortunately it is traditional to call this number by the letter µ, which is also a traditional name for
a Beltrami differential.
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numbers in that table.
Using the result of the above computation of (3.5), one can now obtain (3.4) by acting
on Ω0 with the twisted Beltrami differentials. For example, for d = 3, the index is j∗ = 2,
so Ω0 ∈ H3,0(M6,L2). Acting with the µ’s in Table 1, we find that H2,1(M6,Lk) 6= 0
for −1 ≤ k ≤ 4. For d = 4, a similar computation shows that H2,1(M6,Lk) 6= 0 for
−3 ≤ k ≤ 7. We summarize the situation in figure 1.
(3, 0) (3, 0) (3, 0)(2, 1) (2, 1) (2, 1)(1, 2) (1, 2) (1, 2)(0, 3) (0, 3) (0, 3)
3
 3
 1
1
2
 2 1
1
4
 4
1
 7
7
 3
3
 1
d = 2 d = 3 d = 4
Figure 1. The range of twisted cohomologies for the Fermat quadric, cubic, quartic (d = 2, 3, 4
respectively). In degrees (2, 1) and (1, 2), a tick denotes a degree for which twisted cohomology is
non-vanishing; the actual dimensions are equal to the ones for H1(M6, T (k)) in Table 1. In degree
(3, 0), cohomology is non-zero for k ≥ the black tick; in (0, 3), for k ≤ the black tick.
In figure 1 we have also shown the situation for the quadric, the case d = 2. In that
case, we see that there is only one element of the Jacobi ring, which is the constant 1.
Further inspection reveals that this single element has charge −2: in other words, the only
twisted Beltrami is the single generator of H1(M6, T (−2)). Acting on Ω0, which has charge
3, this gives one element ω ∈ H2,1(M6,L). The real and imaginary parts of Ω0 and ω can
be identified, up to a linear redefinition, with the basis of three-forms called αA and βA, for
A = 0, 1 in [7], obtained using the coset structure of the manifold mentioned below (3.7).
The twisted (2, 1)-form also appears in [14, App. D]. We will come back to this case later.
There are other instructive cross-checks. The k = 0 case, H1(M6, T ), represents un-
twisted Beltrami differential. We have just seen that there are none in the d = 2 case,
while for d = 3 and 4 we see from Table 1 that there are respectively 10 and 45. These
numbers can also be obtained by recalling that complex structure deformations can be
obtained by deforming the polynomial p away from the Fermat point. There are
(d+4
4
)
such deformations. However, some of these can be undone by linear redefinitions of the
coordinates zi of CP4, which make up the group GL(5), of dimension 25. Thus we arrive
at
(d+4
4
)− 25. For d = 3 and 4 this is indeed equal to 10 and 45 respectively. For d = 2 it
is negative, signalling that there are indeed no complex deformations.
Another important case is when the (2, 1) forms obtained from the Beltrami are un-
twisted. For d = 2, this cannot happen, so dimH2,1(M6) = 0. For d = 3, since Ω0 has
charge 2, we can obtain untwisted (2, 1)-forms by acting on Ω0 with a µ of charge k = −2;
from Table 1 we see that there are 5 such differentials, so dimH2,1(M6) = 5. Finally, for
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d = 4 we can act on Ω0 (of charge 1) with 30 µ’s of charge −1, so dimH2,1(M6) = 30.
These numbers match with [27, p.215], and with a simple index calculation (taking into
account that dimH1,1 = 1 in all these cases).
Notice that we have considered only d < 5 because in this paper we are interested in
the case of Ka¨hler–Einstein manifolds with positive curvature; however, the computations
in this section also apply to the case d = 5, and in particular, recalling (3.19), lead to a
45-dimensional twisted cohomology. This includes the familiar 101-dimensional untwisted
(2, 1) cohomology, which in this case is also identified with the space of complex deforma-
tions. It might be interesting to consider reductions in which this cohomology needs to
be considered. Line-bundle-valued cohomology was already used (for line bundles whose
c1 = 0) in heterotic reductions on Calabi–Yau’s in [28].
Let us also have a look at the explicit expressions for the twisted forms and Beltrami
differentials described above. We obtain these by explicitly computing the map called
pi in (3.15), following the definitions leading from the short exact sequence (3.8) to the
associated long exact sequence (3.15). Consider a section s in H0(M6,O(d + k)). Since
φ in (3.8) is surjective,7 we can define its preimage, s′, a section of the bundle TP (k)|M6 .
Consider now the derivative ∂¯s′ and compute
φ∂¯s′ = ∂¯φs′ = ∂¯s = 0 , (3.20)
where we used the fact that ∂¯s = 0. (For notational simplicity, we denote by ∂¯ all the
Dolbeault differentials in the various bundles; they should all be understood as being
appropriately twisted.) Since (3.8) is exact, the kernel of φ should equal the image of i.
Thus there should exist a section s′′ of the bundle TM6 such that
∂¯s′ = is′′ . (3.21)
This will now satisfy 0 = ∂¯is′′ = i∂¯s′′, and since i has zero kernel it follows ∂¯s′′ = 0; in
other words, s′′ will be in H1(M6, TM6 ⊗ O(k)) = H1(M6, T (k)), as desired. This is the
general idea: let us now find out what these sections are explicitly. We can take
s′ = s|∂f |2
5∑
i=1
∂if ∂i , where |∂f |2 ≡
5∑
i=1
∂if ∂if . (3.22)
Indeed we can check from (3.16) that φs′ = s. Now we can compute (using repeated indices
convention)
µ = pis = ∂¯
(
s
|∂f |2∂if ∂i
)
= sPik ∂j∂kf dz¯j ∂i , (3.23)
where
Pik ≡ 1|∂f |2
(
δik − 1|∂f |2 ∂if ∂kf
)
(3.24)
7Note that this is not the case with the related map φ in (3.15), which is not surjective.
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is a projector on TM6. (Indeed it satisfies Pik∂if = 0.) We have omitted the map i,
because it just instructs us to consider a vector in TP which has no normal components
(as s′′ is) as a vector in TM6.
Thus (3.23) is the explicit expression of the twisted Beltrami associated to s under the
map pi in (3.15). Notice that it is proportional to s, which can be thought of as a polynomial
in the Jacobi ring (3.17). The expression (3.23) was also found for Calabi–Yau’s in [26]
using the differential geometry of the manifold P .
So far we have not made any statements about twisted (3, 0) cohomology. As it turns
out, that is not finite-dimensional. For the examples in figure 1, the ticks in (3, 0) coho-
mology merely represent the lowest allowed absolute value of the charge, not the only one.
In other words, H3,0(M6,Lk) 6= 0 for all k ≥ 5 − d. Dually, all H0,3(M6,Lk) 6= 0 for all
k ≤ d− 5. (For d = 2, the dimensions can be found in [14, App. D].)
To summarize, in this section we have seen that for our hypersurfaces the space of
twisted Beltrami differentials (3.5) and the space of twisted (2, 1)-forms (3.4) are finite-
dimensional, and in one-to-one correspondence with the Jacobi ring (3.17).
3.3 Analogue of de Rham cohomology
Ordinary Dolbeault cohomology on a compact Ka¨hler space is related to de Rham coho-
mology by the Hodge decomposition. As we remarked in section 2.1, this plays a crucial
role in Calabi–Yau compactifications. We will now see that some analogue of this is also
available for twisted cohomology.
For ordinary Dolbeault cohomology, one chooses harmonic representatives, namely
forms which are not only annihilated by ∂¯ but also by ∂¯†. One then observes that the
Dolbeault Laplacian ∆∂¯ = ∂¯∂¯† + ∂¯†∂¯ is proportional to the ordinary Laplacian ∆ =
dd†+d†d. Hence the harmonic representatives are in fact also annihilated by the Laplacian,
and by a standard argument on a compact manifold they are also annihilated by d and d†.
In particular, they are in de Rham cohomology.
For twisted Dolbeault cohomology, the argument is a little different, but similar in
spirit. We will use the following result8 for the Laplacian acting on primitive p-forms on a
Sasaki–Einstein space [30]
∆ = 2∆∂¯ −£2ξ − 2i(3− p)£ξ , (3.25)
where ∆∂¯ = ∂¯∂¯†+ ∂¯†∂¯ is the Laplacian constructed out of the twisted Dolbeault differential
∂¯. We again select representatives which are “harmonic”, namely belonging to the space
H2,1k ≡ {ωk ∈ H2,1(M6,Lk) | ∂¯†ωk = 0} . (3.26)
As pointed out for example in [14, App. C], for k 6= 0 (which is the case of interest) we
can assume such representatives to be primitive, namely annihilated by contraction with
8We could also invoke more directly [29, Thm. 2.3].
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J . Moreover, as noted in section 3.1, to such forms ωk we can associate a well-defined form
ωˆk ≡ eikψˆωk on M7. This has the feature that
£ξωˆk = ik ωˆk . (3.27)
and that ιξωˆk = 0. Using these properties, (3.25) reduces to
∆ωk = k2ωˆk . (3.28)
Consider now the operator
dk ≡ d− ikη∧ , (3.29)
which obeys
{dk, d†k} = ∆ + ik£ξ − ik ∗£ξ∗+k2 . (3.30)
On ωk ∈ H2,1k , recalling its primitivity, we have ∗ωk = iωk; so
{dk, d†k} ωˆk = (∆− k2) ωˆk . (3.31)
Comparing with (3.28) we see that
dkωˆk = d†kωˆk = 0 . (3.32)
In particular, ωˆk is annihilated by the operator dk, which generalizes the usual de Rham
differential. Notice that it is not in general a differential, given that d2k = −ik dη∧; but it
is on forms annihilated by dη∧, which is the space of primitive forms when dη = J .
3.4 Family of three-form deformations
In subsection 3.2 we have performed a detailed computation of the twisted (2, 1) cohomol-
ogy defined in (3.4) for Fermat hypersurfaces; we have found that the result is in one-to-one
correspondence with the Jacobi ring (3.17). In fact this is a general conclusion for hyper-
surfaces. It is also not hard to imagine how to generalize both our computation and our
conclusion for complete intersections, i.e. manifolds M6 defined by s equations in CPs+3.
In fact, the incarnation of the same structures on the complex cone over M6, which is by
definition a Calabi–Yau manifold, are known to have an extension to the case of complete
intersections, as explained briefly in section 4 and in Appendix A.
Let us now try to make (3.3) more precise. It is instructive to first look back at
deformations of ordinary complex structures, which are associated to untwisted Beltrami
differentials. (In our hypersurface examples of section 3.2, those are present for d = 3 and
4.) On the base M6, Ω0 in (3.1) satisfies dΩ0 = 4w∧Ω0: this equation is in fact equivalent
to integrability of the complex structure I0 associated to Ω0.9 Acting with an untwisted
Beltrami µ at the infinitesimal level produces a (2, 1) deformation µ ·Ω0; at the finite level,
9The connection 4w is usually called W5 in the literature about SU(3) structures in six dimensions.
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one can integrate this as Ω = eµ·Ω0. A check that this is the correct finite expression is
that Ω satisfies
dΩ = 4w ∧ Ω (3.33)
if and only if µ satisfies the Kodaira–Spencer equation.
For twisted Beltrami differentials, a similar story applies, with some changes. We have
several different possible charges; as we did earlier, we denote these charges by an index,
so that for example µk ∈ H1(M6, T ⊗ Lk). We can formally collect the twisted Beltrami
with all the different allowed charges in a single object, µ, defined as
µ =
∑
k
eikψˆµk , (3.34)
where we recall that we introduced ψˆ = 4j∗ψ in (3.3) to take into account the possibility
that the canonical K might have a root. When viewed as a form on the base (by fixing ψ
to 0, for example), (3.34) is a formal sum of sections of different bundles on M6. We can
think of the full expression (3.34) as tensor on M7, analogous to a Beltrami differential on
a complex manifold.
We can use the µ in (3.34) to deform the three form at the Sasaki–Einstein point, ΩSE
in (3.2), as:
µ · ΩSE = µ ·
(
ei j∗ψˆΩ0
)
=
∑
k
ei (k+j∗)ψˆµk · Ω0 . (3.35)
Again this can be seen as a form on M7, or on M6 as a twisted (2, 1)-form with mixed
charges; in other words, a section of
H2,1tw ≡ ⊕kH2,1(M6,Lk) , (3.36)
where each value of the charge k corresponds to a set of forms ωk = ei (k+j∗)ψˆµk · Ω0 as in
(3.3), satisfying
dωk = 4
(
k
j∗
+ 1
)
(dψ + w) ∧ ωk . (3.37)
In the hypersurface examples of last subsection, the allowed values for k are depicted in
figure 1 (the ticks in the second vertical line) and the form in (3.35) can be thought of as
having components along this entire range.
At the finite level, (3.35) should get integrated to
Ω = eµ·ΩSE , (3.38)
again in analogy with the untwisted case. The Kodaira–Spencer equation is now equivalent
not to (3.33) but to the last equation in (2.8). Again, the crucial conceptual difference with
the untwisted case is that now acting with µ on ΩSE results in an object like (3.3), which on
M6 would be a sum of sections of different bundles, while on M7 is a perfectly well-defined
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three-form.10
We have already commented on the (3, 0) and (2, 1) parts of (3.38). The (1, 2)-
part 12(µ·)2Ω0 would have components even outside the finite cohomology range; those
components exist, but are necessarily exact. For example, in figure 1 for d = 3, if we
consider an element µ2 ∈ H2(M6, T ⊗ L2), then µ2 · Ω0 is in H2,1(M6,L4) 6= 0, while
(µ2·)2Ω0 ∈ H1,2(M6,L6). This cohomology vanishes because 6 is outside the range [−4, 1];
so (µ2·)2Ω0 is exact.
Finally, the (0, 3) part of (3.38) is 16(µ·)3Ω0. This has a component proportional to
Ω¯0, which is in H0,3(M6,Lj∗). However, it also has components in lower degrees, not all
of which vanish. For example, for d = 3 in figure 1, (µ·)3Ω0 has components in degrees
∈ [−7,−2]; these degrees are denoted in the figure by gray ticks.
These (0, 3) components are a priori not exact. While the presence of this “tail” is a
departure from the more familiar Calabi–Yau setting, it has in fact little effect. Recall that
all these (0, 3) components are in fact proportional to each other. In the hypersurface case,
we can see this explicitly from (3.23): s, a polynomial in the Jacobi ring (3.17), appears
there multiplicatively. Multiplying Ω by a suitable function f , one can then make sure that
the (3, 0) and (0, 3) parts of fΩ are actually proportional, up to ∂¯0-exact terms. We can
moreover choose f such that ∂¯0f = 0. (Recall that ∂¯0 is the twisted Dolbeault differential
on ⊕kLk.)
Let us show this for our example of hypersurfaces. The (0, 3)-part of Ω, (µ·)3Ω0, can
be written as s3µ3−d · Ω0, where µ−d is the single generator of H1(M6, T ⊗ L−d); µ3−d · Ω0
is the lowest gray tick in figure 1, and the various terms in s3, where s is the polynomial
mentioned above, generate all the forms of higher degree. The form Qµ3−d ·Ω0, where Q is
the single generator of the Jacobi ring of highest degree (as in Table 1), is equal to Ω¯0 up
to exact terms. We now need to find an f such that
f s3µ3−d ·Ω0 = f Qµ3−d ·Ω0 , (3.39)
up to exact terms. For any polynomial q of degree higher than Q, the form q µ3−d ·Ω0 is
exact. So a possible f is given by q
s3−Q .
In the following two sections, we will consider the deformations from the point of view
of the cone, naturally leading to the so-called Kohn–Rossi cohomology Hp,q
∂¯B
on M7, that
generalizes the twisted cohomology Hp,qtw ≡ ⊕kHp,q(M6,Lk) we considered so far. This
new cohomology is “adapted” to the deformed Ω, in the sense that Ω will belong to H3,0
∂¯B
;
the variation δΩ will then be in H2,1
∂¯B
and the function f in (3.39) will be an element of
H0,0
∂¯B
, fixed by appropriate requirements on the three-form. The corresponding theory of
deformations of CR structure is described in terms of these objects.
10Alternatively to (3.38), it would also be possible to parametrize deformations by ReΩ, and use the
techniques in [31] to obtain ImΩ from it. The main features of the discussion below would not change.
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4 Isolated singularities and their deformations
In this section, we provide some mathematical background on cones described as singular
hypersurfaces in C5, focusing on the algebraic structure of their deformations and their
(co)homology. In this paper, we are interested in hypersurfaces that are in addition Calabi–
Yau,11 whose base is by definition Sasaki–Einstein, but most of the considerations in this
section are independent of this requirement. Section 4.1 discusses the algebraic description
of the deformations away from a conical singularity, providing several examples, including
the cones over the compact Ka¨hler–Einstein hypersurfaces of section 3.2. We then proceed
to discuss a similar description of the (co)homology of the deformed manifolds in section
4.2. Finally, section 4.3 discusses the definition of a fixed, real, basis of (co)homology, near
the boundary of the deformed manifold, which will be useful in the next section.
4.1 Isolated singularities
In this section we collect useful facts about isolated singularities, focusing on the Milnor
fibration and the monodromy operator. The noncompact Calabi–Yau manifolds we consider
in the rest of this paper are a subset of this class, since isolated singularities need not be
Ricci flat. For simplicity, we refer only to hypersurface singularities, described by a single
complex equation in Cn+1, commenting on the generalization to complete intersections in
Appendix A. In this subsection we will keep the dimension n general, while from the next
one we will focus on the case of interest to us, n = 4.
Consider a function f(z), where z ∈ Cn+1, such that it has an isolated singularity at
the origin, i.e. df
∣∣
z=0 = 0 and we assume that f(0) = 0. In order to study the resulting
hypersurface, we consider a deformation away from the singular value for f and define the
manifolds
Mλ = { z ∈ Cn+1 | f(z) = λ } ; (4.1)
M0 is then the n-dimensional manifold containing the singularity. We also introduce the
link, by intersecting Mλ with the 2n+ 1-dimensional sphere, as
M2n−1 = Mλ ∩ {
∑
i
|zi|2 = 1 } . (4.2)
We will also sometimes work with M¯λ = Mλ ∩ {
∑
i |zi|2 ≤ 1 }, the part of Mλ which is
“inside” M2n−1, such that ∂M¯λ = M2n−1.
All this is illustrated for a simple example in Figure 2; in this case a λ 6= 0 makes a
single finite one-cycle emerge. By a famous result of Milnor, for general hypersurface (later
extended to complete intersection) singularities, Mλ has the homology type of a bouquet of
n-dimensional spheres: Hn(Mλ) is its only nontrivial (co-)homology group. The number of
spheres and the dimension of the middle cohomology group are identified with the Milnor
number of the singularity µ, which we defined already in (3.18) as the dimension of the
11This excludes toric CY cones, which cannot be described in this way in general, but allows for a
straightforward extension to complete intersection CY’s.
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Jacobi ring (3.17). (Note that this quotient can in principle be infinite-dimensional, but in
this paper we will deal exclusively with polynomials, for which (3.18) is always finite.)
M0
M 
Figure 2. The singular manifold described by f(z) = z21 + z22 is the cone M0. When the small real
deformation λ in (4.1) is turned on, the resulting smooth manifold Mλ features a finite one-cycle
with size controlled by the deformation parameter λ.
An important example class, which includes the explicit CY examples considered later,
are the Brieskorn–Pham manifolds, defined by a sum of monomials, as
fBP =
n+1∑
i=1
zdii , (4.3)
where the di ≥ 2 are integers and the Milnor number turns out to be
µBP =
n+1∏
i=1
(di − 1) . (4.4)
A well known example in this class are the Aµ singularities, for which
fAµ = z
µ+1
1 +
n+1∑
i=2
z2i . (4.5)
In four dimensions, i.e. for n = 2, these manifolds admit the well known Gibbons–Hawking
metrics [32]. In this case, the deformation to a non-singular manifold is easy to obtain by
decomposing the µ-th order singularity in (4.5) to a metric which explicitly features µ+ 1
non-singular centres and µ spheres defined between them, as reviewed in more detail in
Appendix B. This situation is illustrated in Figure 3.
In higher dimensions, the explicit metrics are not easy to obtain. Nevertheless, one may
describe the deformed manifolds algebraically, using the µ-dimensional space of functions
defined by (3.17) to deform the function f(z), in such a way that the resulting manifold
is non-singular. Denoting the basis elements of the Jacobi ring J in (3.18) by Jα, where
– 26 –
}µ
 M 
M0
M0
 M0
M 
M 
Figure 3. An illustration of the deformation of a conical singularity to a bouquet of µ spheres,
when passing from the homogeneous function f(z) to the unfolding F (z, t) in (4.6). The point-like
singularity is replaced by a deformed space that features nontrivial cycles, which vanish when the
deformation parameters ta are switched off.
α = 1, . . . , µ and introducing corresponding complex parameters tα, one can define this
generic deformation as
Mtα = { z ∈ Cn+1 | F (z, t) ≡ f(z) + tα Jα = 0 } , (4.6)
which is usually called an unfolding. For example, for the case of Brieskorn–Pham manifolds
(4.3), a basis for the Jacobi ring (3.17) is given by the monomials
JBP = { 1 , zi , zi zj
∣∣∣
i 6=j
, . . . ,
n+1∏
i=1
zdi−2i } . (4.7)
For di = d = 3, 4 and n = 4, these are identical to the ones shown in Table 1. The unfolding
(4.6) corresponds to a generic deformation of the singularity that preserves the topological
properties, in particular the middle (co)homology.
In general, the deformation (4.6) is not equivalent to the complex deformations of the
singular manifold, whose number is given by the so-called Tjurina number
τ ≡ dim C[zi]〈f, ∂if 〉 . (4.8)
This is clearly similar to the expression for the Milnor number in (3.18), and in fact one finds
that µ ≥ τ . The inequality is saturated for the so-called quasihomogeneous singularities,
which are invariant under rescaling the coordinates as
zi → ζd/dizi ⇒ f(z)→ ζdf(z) , (4.9)
for ζ ∈ C and some integer d and di. For example, the Brieskorn-Pham class in (4.3) satisfies
this requirement. It follows that for quasihomogeneous singularities, one may identify the
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space of complex deformations (4.8) with the general deformations in (3.17) and use the
unfolding in (4.6) to describe them. In this paper, we will only consider quasihomogeneous
singularities, as our examples in section 3 belong to the Brieskorn-Pham class.
The C∗ action defined by (4.9) leaves M0 = {f = 0} invariant. At the same time, it
maps the deformed manifolds Mλ = {f = λ} into one another. This leads to the concept
of monodromy.12 Consider for example the path in the moduli space of the deformations
Mλ defined by
λ = δ eiθ , 0 ≤ θ ≤ 2pi . (4.10)
Although Mδ = Mδe2pii , the µ cycles in the middle homology will be mixed nontrivially.
This operation defines a µ × µ matrix, m, acting on Hn(Mδ), known as the monodromy
operator.
By a fundamental theorem of singularity theory, the eigenvalues of the monodromy
are of unit absolute value, usually parametrised as exp(2pii να) for a set of real να with
α = 1, . . . , µ, called the spectrum of the singularity. The diagonalisation is justified in
this paper as m admits a semisimple representation for singularities arising from quasi-
homogeneous polynomials f(z). One can compute both the eigenvalues να and the corre-
sponding multiplicities bα for a hypersurface in the class (4.3) using the so-called spectral
polynomial [33, Prop. 7.27]
S(T ) ≡ 1
T 2
n+1∏
i=1
T 1/di − T
1− T 1/di =
∑
[α]
b[α] T
[να] , (4.11)
where in the second equality we expand S(T ) in monomials and the sum over [α] is over
the distinct values of the να. Whenever explicit values for the quantities να and bα are
given below, they are understood as arising from (4.11), unless stated otherwise.
We now give some details on the example hypersurfaces considered in Section 3.2 from
the point of view of the cone. These examples are contained in the Brieskorn-Pham class
(4.3), upon setting n = 4 and all exponents equal, i.e. di = d, with d = 2, 3, 4. The
resulting noncompact manifolds are identified with the Calabi–Yau manifolds constructed
as complex cones over the hypersurfaces (3.7). The Milnor number is given by (4.4) as
µ = (d− 1)5, which indeed matches with the total number of twisted Beltrami differentials
in (3.19). The spectral polynomials for these three singularities read
d = 2 : S(T ) = T 1/2
d = 3 : S(T ) = T−1/3 + 5 + 10T 1/3 + 10T 2/3 + 5T + T 4/3 (4.12)
d = 4 : S(T ) = T−3/4 + 5T−1/2 + 15T−1/4 + 30 + 45T 1/4 + 51T 1/2
+ 45T 3/4 + 30T + 15T 5/4 + 5T 3/2 + T 7/4 .
12The monodromy is fundamental in the study of general singularities, but it is particularly simple for
quasihomogeneous singularities.
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Notice that the coefficients of in each monomial, corresponding to the multiplicities of each
eigenvalue, reproduce precisely the dimensions of the cohomologies in Table 1. The ranges
for the eigenvalues να also reproduce the ones presented in figure 1, up to a normalization
factor of d. The hypersurface for d = 2 with the single deformation in (4.12) turned
on is described by the well known 8-dimensional Ricci-flat Stenzel metric [22, 23]. The
corresponding metrics for the deformed hypersurfaces for d = 3, 4 are not known explicitly,
but it was shown in [34, Rem. 5.3–5.4] that the subset of the deformations in (4.7) that
preserve the order of the defining polynomial also admit Ricci-flat metrics.
As we mentioned in section 3.2, it is also interesting (although not immediately relevant
for the present paper) to consider the case d = 5, for which the spectral polynomial reads:
S(T ) =T−1 + 5T−4/5 + 15T−3/5 + 35T−2/5 + 65T−1/5 + 101
+ 135T 1/5 + 155T 2/5 + 155T 3/5 + 135T 4/5 + 101T
+ 65T 6/5 + 35T 7/5 + 15T 8/5 + 5T 9/5 + T 2 , (4.13)
One indeed sees here the appearance of the 101 elements of untwisted cohomology in the
vanishing eigenvalue/exponent sector.
4.2 Cohomology and monodromy
We now turn to a discussion of the cohomology of Mλ, and the way monodromy acts on the
corresponding representatives. To this end, we first define the vector field corresponding
to the C∗ action in (4.9) on the hypersurface f(z) = 0 as
X0 =
5∑
i=1
1
di
zi
∂
∂zi
. (4.14)
This action makes M0 a complex cone, since the absolute value |ζ| of the dilatation param-
eter in (4.9) corresponds to dilatations along the cone, while the phase arg ζ corresponds
to the so-called Reeb Killing vector ξ0 = ImX0.
Let us now assume that the canonical bundle of M0 is trivial, which is the case of
interest for us. There exists then a globally defined holomorphic 4-form Ω04. (The subscript
4 is to remind us that it is a four-form on M0, related to but not to be confused with the
three-form Ω of section 3; the superscript 0 marks the fact that it is the one appropriate for
the conical case.) Like any such form on a complex manifold, integrability of the complex
structure is equivalent to (3.33). When H0,1 = 0, the one-form w can actually be taken to
vanish, so that dΩ04 = 0.
For the case at hand, Ω04 can be constructed from the top holomorphic form on C5 as
the form satisfying
dz1 ∧ · · · ∧ dz5 = df ∧ Ω04 . (4.15)
– 29 –
On a patch where ∂1f 6= 0, for example, this can be represented as
Ω04 =
dz2 ∧ · · · ∧ dz5
∂1f
, (4.16)
while similar representations can be written on other patches, with holomorphic transition
functions between them. These representations fit into a globally defined holomorphic 4-
form without zeros or poles away from the tip of the cone. Note that Ω04 defined as above
has a well-defined weight [Ω04] =
∑
i
d
di
− d under (4.9).
The above construction is known as the residue map Res, which takes a 5-form σ on
C5 to a 4-form Resσ on M0, defined by:∫
C
σ =
∫
c
Resσ , (4.17)
where c is a 4-cycle inM0 and C is a 5-cycle obtained as a tube over c (namely by considering
the S1 fibre of the normal bundle to M0 over each point of c). Returning to Ω04 in (4.16),
this form is obtained as
Res 1
f
dz1 ∧ . . . ∧ dz5 = Res df
f
Ω04 = Ω04 . (4.18)
Intuitively, this is because one integrates over the “coordinate” f around the f = 0 locus.
For a noncompact manifold, the holomorphic top form Ω04 is actually not in cohomology,
since the volume form Ω04∧ Ω¯04 is exact. There is however a description in terms of residues
for the cohomology as well. One can obtain cohomology representatives Ωα for the middle
cohomology as
Ω0α = Res
Jα
f2
dz1 ∧ . . . ∧ dz5 . (4.19)
Since these forms are defined in terms of a basis {Jα} for the Jacobi ring, there are µ of them;
thus they are in one to one correspondence with the elements of the set of deformations
and the 4-cycles in Mλ. They also have well-defined weights under (4.9), since
[Ω0α] =
∑
i
d
di
− 2 d+ [Jα] . (4.20)
Note the similarity with the twisted Beltrami differentials (3.23), for the particular exam-
ples in section 3.2, which are also proportional to the elements of the Jacobi ring.
The weights in (4.20) are yet another manifestation of the monodromy eigenvalues να
for a quasihomogeneous polynomial:
[Ω0α] = να , (4.21)
as one can check using (4.11). They represent the action of the Reeb vector ξ0 = ImX0 on
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the basis {Ω0α} of the middle cohomology H4(M0):
£ξ0Ω0α = iλαΩ0α . (4.22)
The constants λα in (4.22) are determined by the να once a convenient normalisation
convention for the Killing vector X0 is chosen. In this paper, we fix this convention to
match the normalisation in (2.4) for the three-form on the Sasaki–Einstein base of the cone,
implying that the holomorphic 4-form Ω04 has the canonical charge 4 under the action of
ξ0:
£ξ0Ω04 = 4iΩ04 . (4.23)
For an n-dimensional hypersurface as in (4.3), this choice results in the eigenvalues λα
given by
λα =
4∑
i
1
di
− 1 να . (4.24)
In what follows, we prefer to use the eigenvalues λα to characterise the deformations and the
cohomology, with the understanding that they are given in terms of the more fundamental
eigenvalues of the monodromy, through (4.24).
We have seen that the eigenvalues of the monodromy are related in a simple fashion
to the eigenvalues of the Reeb action on the cohomology of M0. It is perhaps not too
surprising, then, that the latter can be extended to an action on the unfolding (4.6). We
can deform the vector field (4.14) to one that leaves Mtα invariant:13
X = X0 +
tα∗ Jα∑
j ∂jF (z, t)2
5∑
i=1
∂iF (z, t)
∂
∂zi
, (4.25)
where the parameters tα∗ are determined by the linear equation
X0(tα Jα) + tα∗ Jα = d tα Jα . (4.26)
Note that X0(tαJα) is by definition an element of the Jacobi ring, if f(z) is polynomial, so
that (4.26) can be solved as a linear system. The imaginary part of (4.25) again identifies
a U(1) vector field on the deformed hypersurface, for any value of the tα.
The existence of such a vector field is intimately tied with the fact that away from
special loci in the moduli space of {tα}, where some cycles of Mtα collapse, the manifolds
Mtα are diffeomorphic to each other [35, 10.3.1]. Since the identification of the action of the
Reeb vector with the eigenvalues of the monodromy was done for a small δ in (4.10), it then
follows that such an identification can be extended for an appropriate vector for a more
general deformation. Similarly, the cohomology bundle Hp(Mλ) is naturally defined on
the punctured disc where λ takes values [36, 10.2], so that one again finds a µ-dimensional
cohomology bundle by extension to Mtα . A formal basis of forms Ωα on each Mtα can then
13Note that the second term in (4.25) is directly analogous to the vector fields (3.22), which determine
the deformations of the Ka¨hler–Einstein base.
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be constructed as in (4.19), upon replacing f(z) by the unfolding F (z, t). The action of ξ,
the imaginary part of (4.25), can then be arranged to satisfy
£ξΩα = iλαΩα , (4.27)
with the same eigenvalues λα.
The statements of the previous paragraph form the basis for the construction of so-
called Frobenius manifolds associated to quasi-homogeneous hypersurface singularities [36,
11.1]. In particular, this relies on the extension of the forms in (4.18)–(4.19) to the deformed
manifold (4.6), in terms of the so called primitive form [24, 37]. While this overarching
structure will not be directly relevant for the considerations of this paper, we point out
that this property identifies the cohomology spaces at the various points in the deformation
family parametrised by the tα and guarantees that the space of deformations is controlled
by a single holomorphic function. This construction is analogous to what is known for the
moduli spaces of Calabi–Yau compactifications, and in fact recently this approach has been
applied to the computation of the Ka¨hler potential on the complex structure deformations
of the quintic (the subsector of vanishing charge in (4.13)), in [38].
The fact that one can choose de Rham representatives Ωα which are (4, 0) is unlike
what happens in compact Calabi–Yau’s, where the cohomology representatives have various
(p, q) degrees, and in fact Hk,0 is one-dimensional for k = 0, d and zero otherwise. But
for a non-compact manifold the situation is a little different. Indeed for smooth Stein
manifolds (complex submanifolds of CN ) it is known that Dolbeault cohomology vanishes
for all degrees except (p, 0):
Hp,q = 0 , q 6= 0 . (4.28)
(See for example [39, Th. 2.4.6]; this is sometimes called “Cartan’s Theorem B”). De Rham
cohomology is still related to Dolbeault, but by taking the ∂ cohomology on the complex
H•,0. Namely,
Hph ≡ Hp,0/∂Hp−1,0 , (4.29)
which is often called holomorphic de Rham group, is isomorphic to the usual de Rham
cohomology. So in fact in the smooth case forms will have (k, 0) representatives. For
example, the complex deformations of Ω4 will generate (3, 1)-forms. But these forms will
be equivalent in cohomology to a linear combination of the (4, 0) representatives Ωα.14 On
the special loci of the moduli space where the singularity has not been completely smoothed
out, the situation is a little more complicated, as we will explain in section 5.2.
4.3 Fixed basis for homology and cohomology
For our purposes, we also need a fixed basis of forms, adapted to the topological cycles of
the manifold, similar to the basis one uses for reductions on compact Calabi–Yau’s. Let us
14In particular, around a smooth point all infinitesimal complex deformations are in fact trivial, since they
are parametrized by H3,1, which vanishes. However, finite complex deformations can still be nontrivial, in
general. We thank J. Stoppa for an illuminating conversation on this point.
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start by looking at the cycles. Denote by Aα the µ topological compact vanishing cycles
described by the Milnor spheres, shown in figure 3; these are a basis for the homology
group Hn(Mλ). One can in fact also introduce dual non-compact covanishing cycles Bα,
defined so that
〈Aα, Bα〉 = δβα . (4.30)
The cycles Bα can be seen as a basis for the relative homology group of M¯λ (defined just
below (4.2)):
Hn(M¯, ∂M¯) =
{Cn|∂Cn ⊂ ∂M¯ }
{ ∂Cn+1 } ⊃ Hn(M¯) , (4.31)
where we omit the subscript λ in this section for simplicity. Since Hn(M¯) ⊂ Hn(M¯, ∂M¯),
the Aα themselves also belong to Hn(M¯, ∂M¯), so that the two homology bases are related:
Aα = CαβBβ , (4.32)
for some matrix Cαβ with entries in Z. The latter is then identified with the intersection
matrix of the Aα, as we have
〈Aα, Aβ〉 = Cαβ . (4.33)
A related concept is the variation operator Var, which describes the action of the mon-
odromy operator m on the covanishing cycles. The monodromy acts as the identity far
from the singularity; so mBα differs from Bα only by a compact cycle, as illustrated in
Figure 4 for the cone singularity in Figure 2. In other words,
VarBα ≡ mBα −Bα = vαβAβ (4.34)
for an integer-valued matrix vαβ, which happens to be triangular and invertible over the
integers. Thus Var gives another way of relating the two sets of cycles, which is in fact
related to (4.33): (
v−1 + (v−1)t
)
αβ
= Cαβ . (4.35)
For more details see [35, Ch. 1-2], [40, Ch. 5]. In appendix B we work out these concepts
explicitly for Gibbons–Hawking spaces ((4.5) for n = 2).
We now introduce 2µ real n-forms, αα, βα, dual to the two sets of cycles, in the sense
that ∫
Aα
αβ =
∫
Bβ
βα = δαβ ,
∫
Aα
ββ =
∫
Bα
αβ = 0 . (4.36)
Both sets of forms belong to the usual de Rham cohomology Hn(M¯). We can also define
the more restrictive relative cohomology
Hn(M¯, ∂M¯) ≡ {ωn|dωn = 0, ωk |∂M¯ = dλk−1 }{ dωk−1 } ⊂ H
n(M¯) , (4.37)
in other words, it consists of the forms that are closed, and whose restriction to ∂M¯ is
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Figure 4. Left: a basis of one compact and one noncompact cycle for the singularity in Figure 2.
Right: the noncompact cycle before and after a monodromy; the difference of the two noncompact
cycles is homologous to the compact cycle.
exact as a form on that manifold. While the αα also belong to Hn(M¯, ∂M¯), the βα do
not;15 this is dual to the fact we saw below (4.31), that the the Bα only belong to relative
homology, while the Aα also belong to ordinary homology. Similarly, the variation operator
can be shown to provide an isomorphism between the two cohomologies.
We will also take the αα and βα to be harmonic, in the sense of being closed and co-
closed. For compact manifolds, one can use the Hodge decomposition, which implies that
every de Rham cohomology class has a harmonic representative. The analogue statement
for noncompact manifolds is a bit more subtle: as summarized for example in [42], the
space of all forms, Λp, and the space of harmonic forms H decompose as16
Λp = cEpN ⊕Hp ⊕ EpD , Hp = HpN ⊕ EcCp = HpD ⊕ CcEp . (4.38)
Here cEp, Ep, EcCp, CcEp denote respectively the spaces of co-exact, exact, exact and
co-closed, closed and co-exact p-forms. The summands are all orthogonal to each other.
The subscripts N and D stand for “Neumann” and “Dirichlet”, in the following sense:
introducing a local coordinate ρ near the link, so that ρ = ρ0 describes the link itself, we
decompose locally the metric as
ds2 = dρ2 + ds2M7 , (4.39)
where ds2M7 is allowed to depend on ρ in principle and reduces by definition to the metric
15We could also take both the αα and the βα to belong in L2 cohomology, for which also quite a bit is
known (see for example [41]), but the characterization we have just described will be more useful for us.
16In [42], the word “harmonic” is reserved for zero-modes of the Laplacian, while forms that are harmonic
in our sense are simply called “closed and co-closed”, and their space is denoted CcCp.
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on the link for ρ = ρ0. Neumann forms are purely tangential,
ı∂ρχ = 0 , (4.40)
while Dirichlet forms ωD are such that ı∂ρωD 6= 0. Now, de Rham and relative cohomology
can be represented as Neumann and Dirichlet harmonic forms:
Hp(M¯) ∼= HpN , Hp(M¯, ∂M¯) ∼= HpD . (4.41)
Using this, we can take
αα ∈ HpD , βα ∈ HpN . (4.42)
From (4.42) we see that ∗αα ∈ HpN and ∗βα ∈ HpD, since the Hodge star ∗ exchanges the
Dirichlet and Neumann properties. So in particular the ∗ closes on that basis.
One would now like to expand the four-form Ω4, that defines the volume form Ω4 ∧ Ω¯4
of the general deformed M¯λ, on the basis we have just described, just as one does for the
compact case. One subtlety, however, arises from the behaviour for r → ∞. Our forms
were so far defined on the M¯ with boundary ∂M¯ , but there is a similar formulation where
one considers L2 cohomology on the whole of M instead of relative cohomology on M¯ . The
analogues of the αα and βα in this formulation are both decaying at infinity. But Ω4 does
not behave like that, and in fact it is asymptotic to Ω04 at r → ∞. This suggests that we
enlarge our basis to include an additional pair of real forms α0 and β0, which we define as
the real and imaginary part of the holomorphic volume form Ω04 for the conical Calabi–Yau
M0:
Ω04 = α0 + iβ0 . (4.43)
We can also introduce an index Λ that includes both 0 and α, so that
αΛ = (α0, αα ) , βΛ = (β0, βα ) , (4.44)
a notation that will be used throughout the remainder of the paper.
Let us now consider ∆Ω4 ≡ Ω4−Ω04. Since this form is closed, according to (4.38) it can
be written as a form in HN plus an exact form. Let us redefine Ω04 so as to include this exact
form. Now we have that ∆Ω4 ∈ H4. We could now use either of the two decompositions
for H in (4.38). Since Ω4 is self-dual, however, we expect it to have components both along
HN and along HD. In other words, we would like to expand ∆Ω4 on a basis for HN ⊕HD,
where now the two summands are non-orthogonal to each other and in fact are maximally
so [43]. The remainder can be taken to lie in the space that is orthogonal to both HN and
HD; since EcC = H⊥N and CcE = H⊥D, this space is EcC ∩ CcE = EcE, the space of forms
that are exact and co-exact. To sum up, we can refine (4.38) as
H = HN ⊕HD ⊕ EcE . (4.45)
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A basis for forms in EcE can in fact be taken to be forms that are ∂-exact. So we have
that ∆Ω4 is a sum of the αα, the βα, and a ∂-exact term, and then we can write
Ω4 = XΛαΛ − FΛβΛ + ∂(. . .) . (4.46)
We can notice already at this stage the similarity with the analogous expansion of the
three-form on compact Calabi–Yau manifolds.
We should also stress, however, that (4.46) is different from the usual expression in
the compact case in a crucial respect: as we saw in (4.28) and in the discussion below, at
a generic point of the moduli space, where M8 is smooth, all de Rham cohomology can
be represented by (4, 0) forms. As also noticed there, this might seem to be in apparent
tension with the fact that infinitesimal complex deformations are generated by Beltrami
differentials, which live in H1(M8, T ) and produce (3, 1) forms upon acting on Ω. There
is no contradiction: (4.46) is a statement about the finite deformation, which is perhaps
less commonly done in mathematics but will be useful for us. On the other hand, infinites-
imal complex deformations of an affine manifold (i.e. around a smooth point in moduli
space) are indeed always trivial, in the sense that they can always be seen as induced by
a diffeomorphism. This is not true at points in the moduli space where the singularity is
only partially resolved, at which points part of the de Rham cohomology migrates to (3, 1)
degree, as we will see more quantitatively in (5.16).
After this caveat, we can also simply reabsorb the ∂(. . .) terms in (4.46) again in the
definition of α0 and β0. If we do this, we can complete the action of the Hodge star ∗ as
follows. We know already that the ∗αα is a linear combination of the βα, and vice versa.
Since Ω is self-dual, we can see also that ∗α0 and ∗β0 should be a linear sum of all the
forms αΛ, βΛ. Thus, if we assemble all the forms as
Σ8 =
(
βΛ
αΛ
)
, (4.47)
the nontrivial intersection matrix (4.33), or equivalently the variation matrix, is then en-
coded in the “twisted selfduality” property
∗Σ8 =MΣ8 , (4.48)
where M is a constant symmetric matrix.
We have not assumed a particular point in deformation space, parametrised by the tα,
in writing the conditions (4.47)–(4.48), so that one can make such a choice for any tα for
which no cycles degenerate. It then follows that the matrix M in (4.48) can be taken to
depend on the deformation parameters and thus corresponds to a period matrix, familiar
from compact Calabi–Yau manifolds.
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5 Deformation space for Sasaki–Einstein manifolds
In this section, we describe the space of deformations away from the Sasaki–Einstein metric
for a manifold constructed as a link around a Calabi–Yau conical singularity. We will take
here the odd-dimensional point of view, using the language of Cauchy–Riemann structures,
at the same time connecting with results and ideas from sections 3 and 4, where the
deformations were viewed in terms of the base of and the cone over the Sasaki–Einstein
manifold.
We consider a seven-dimensional regular Sasaki–Einstein manifold M7, i.e. a circle
fibration over a six-dimensional Ka¨hler–Einstein base. The latter is assumed to be a hy-
persurface in most considerations, as in the two previous sections, for simplicity. On M7
there exists an SU(3) structure, described by a Ka¨hler form JSE, a complex three-form ΩSE,
and a one-form η, dual to the Killing vector along the circle, satisfying (2.4)–(2.7), with
ρ standing for the Ricci tensor on the Ka¨hler–Einstein base. We wish to describe more
general SU(3) structures on such manifolds of the restricted type given in (2.8), which
reduce back to the SU(3) structure at the Sasaki–Einstein metric, for particular choices of
J and Ω. Based on the discussion in sections 3 and 4, we have established the existence of
a finite set of forms that can be used to describe deformations for the complex structure,
while in section 2.3 a set of two-forms relevant for the Ka¨hler deformations around the
Sasaki–Einstein metric was introduced.
Our discussion of three-form deformations will hinge on the notion of Cauchy–Riemann
(CR) structures and of Kohn–Rossi (KR) cohomology, which we will introduce in sections
5.1 and 5.2 respectively. In section 5.3 we discuss deformations of CR structure, which are
governed by the Kohn–Rossi cohomology. We then go on in section 5.4 to introduce the
description of Ka¨hler deformations using a general CR structure, extending the discussion
in section 2.3. In each case, we discuss the special geometry in the space of deformations,
which is crucial both for performing the reduction and for matching to an N = 2 super-
gravity in four dimensions, following the standard treatment of [2, 3, 44] which is itself
analogous to the corresponding construction for Calabi–Yau compactifications [16].
5.1 Cauchy–Riemann manifolds
In this subsection, we will describe the geometry of the link M7 in a more intrinsic way, in
terms of the so called Cauchy–Riemann structure, which arises generically on real hyper-
surfaces in a complex manifold. We refer to [45] for a comprehensive introduction to the
subject.
A Cauchy–Riemann (CR) structure on an odd-dimensional manifold M2n+1 is defined
as a n+ 1-dimensional subbundle T of the complexified tangent bundle T ⊂ TM2n+1 ⊗C,
such that T ∩ T¯ = {Lξ}, where Lξ is a one-dimensional real subbundle of TM2n+1. In
other words, the complexified tangent bundle of M2n+1 can be decomposed as
TM2n+1 ⊗ C = T ⊕ T¯0 = T0 ⊕ T¯0 ⊕ Lξ , (5.1)
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where T0 is the complement of T with respect to Lξ. This structure is the odd-dimensional
analogue of an almost complex structure on an even-dimensional manifold. Here, we specify
n = 3, since we are mainly interested in seven-dimensional manifolds, noting that all
statements hold for any n > 1.
On an M7 which is the boundary of an almost complex manifold M8, such as for
example the link over a quasihomogeneous isolated singularity, one can naturally define
a CR structure T . Consider a local radial coordinate ρ on a patch of M8 such that M7
is the real hypersurface {ρ = ρ0}, as discussed around (4.39). The normal space of M7
inside M8 is along dρ. Let us fix a Hermitian metric g8 on M8. We can now define T as
the subbundle of holomorphic forms, ω ∈ (TM8)1,0, which are orthogonal to dρ under g8,
i.e. those satisfying ω · dρ = 0. In this situation one can also define the Reeb vector as
ξ ≡ I8dρ, where I8 is the almost complex structure on M8. Lξ in (5.1) is then generated
by this ξ. If the Reeb vector has closed orbits, we can view M7 as a U(1)-fibration, as for
example for regular Sasaki–Einstein manifolds arising when M8 is a Calabi–Yau cone and
ρ is the corresponding radial coordinate.
A CR structure also induces a decomposition on the complexified cotangent bundle
and on the exterior algebra, Λ∗C. Denoting by η the contact form dual to the vector ξ, such
that ıξη = 1, this decomposition reads
Λ∗C =
⊕
p,q
Λp,q . (5.2)
Here, Λp,q stands for the bundle of forms with p legs along T and q legs along T¯0. This
asymmetry in the two types of indices is made to accommodate the legs along η, which are
then conventionally counted as holomorphic, and is convenient when relating forms on M7
to forms on M8, see (5.13) below.
The restriction of the Hermitian form J8 on M8 to M7 is a two-form J which satisfies
dJ = 0 ıξJ = 0 , (5.3)
and is (1, 1) in the sense of (5.2). Similarly, the almost complex structure I8 induces a
corresponding tensor I of type (1, 1) (one index up and one down) such that I2 = −1+ξ⊗η,
so that it provides a CR structure by definition. Note that the derivative of the contact
form, dη, known as the Levi form, also has the properties (5.3); it induces a metric on M6
which is widely used in the CR literature. In general dη may be degenerate, but when
M7 admits a Sasaki–Einstein structure, it is by definition given in terms of the canonical
Einstein metric by (2.4) and is therefore of maximal rank. CR manifolds for which the
Levi metric dη is non-degenerate are known as strongly pseudoconvex.
A CR structure is said to be integrable if the holomorphic subbundle T is closed under
the Lie bracket, [T0, T0] ⊂ T0. This is the analogue of integrability for a complex structure.
In fact, a CR structure induced on a boundary M7 of a complex manifold, as in our case, is
integrable. Conversely, an integrable CR manifold is the boundary of a complex manifold
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if dη is non-degenerate [46].
There is also an analogue of a top-holomorphic form Ω; it is a form that can be written
locally as
η ∧ Ω = η ∧ w1 ∧ w2 ∧ w3 , (5.4)
where wi are (1, 0)-forms in the sense of (5.2). Just like for complex manifolds, integrability
of a CR structure can be reformulated as the equation
d(η ∧ Ω) = w ∧ η ∧ Ω (5.5)
for some 1-form w. In fact, one may obtain such a form by restriction of the holomorphic
(4, 0)-form Ω4 on the ambient complex manifold. From the earlier definition of the ξ = I8dρ
we see that
Ω4 = (dρ+ iη) ∧ Ω (5.6)
on the points of M8 at its boundary. In particular we can write
η ∧ Ω = Ω4|M7 . (5.7)
Since dΩ4 = 0 on the complex manifold M8, η∧Ω is closed, i.e. w = 0 in (5.5); in particular
this implies integrability of the CR structure, as mentioned above.
5.2 Kohn–Rossi cohomology
On a complex manifold, besides the de Rham differential d, one can also define a Dolbeault
differential ∂, such that d = ∂ + ∂¯, and ∂2 = 0. Similarly, on an integrable CR manifold
one can use the decomposition (5.2) to define a differential operator ∂B on the space of
(p, q)-forms, such that
d = ∂B + ∂¯B + η ∧£ξ , (5.8)
and ∂B2 = ∂¯2B = 0. Each of ∂B and ∂¯B increases the (anti-)holomorphic degree of a form by
one. One can then define the Kohn–Rossi (KR) cohomology groups Hp,q
∂¯B
as the cohomology
of the complex
. . .
∂¯B−−→ Λp,q−1 ∂¯B−−→ Λp,q ∂¯B−−→ Λp,q+1 ∂¯B−−→ . . . , (5.9)
in exactly the same way as the anti-holomorphic differential ∂¯ on a complex manifold gives
rise to Dolbeault cohomology.
The cohomology groups Hp,q
∂¯B
are known to be finite-dimensional for values of (p, q)
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that do not lie at the edge of the resulting Hodge diamond [47], which reads
H4,3
∂¯B
H4,2
∂¯B
H3,3
∂¯B
H4,1
∂¯B
H3,2
∂¯B
H2,3
∂¯B
H4,0
∂¯B
H3,1
∂¯B
H2,2
∂¯B
H1,3
∂¯B
H3,0
∂¯B
H2,1
∂¯B
H1,2
∂¯B
H0,3
∂¯B
H2,0
∂¯B
H1,1
∂¯B
H0,2
∂¯B
H1,0
∂¯B
H0,1
∂¯B
H0,0
∂¯B
(5.10)
The groups along the edge (in blue) are in general infinite-dimensional. This is because, un-
like compact complex manifolds, there exist non-constant holomorphic functions, i.e. func-
tions satisfying
∂¯Bf = 0 , (5.11)
on a compact CR manifold. The solutions to (5.11) are elements of H0,0
∂¯B
and are descended
from holomorphic functions on the ambient noncompact manifold. On the other hand, one
can consider the further cohomology induced by ∂B on the KR cohomology groups, and
define
Hp∂B ≡ Hp,0/∂BHp−1,0 , (5.12)
in analogy with the holomorphic de Rham groups (4.29) of M8.
In fact, KR cohomology can also be defined via M8 (for example see [46, Sec. 2]).
Namely, one can consider the quotient
Bp,q ≡ Λp,q8 /Cp,q , (5.13)
of (p, q)-forms Λp,q8 on M8 by the space of forms Cp,q that can be written as ∂¯ρ∧(. . .). Since
∂¯Cp,q ⊂ Cp,q+1, one finds that ∂¯ gives a well-defined differential on Bp,q. Its cohomology
is another possible definition of the KR cohomology Hp,q
∂¯B
, upon restriction to M7. This
higher-dimensional origin of the Kohn–Rossi differential complex clarifies the asymmetry
of the diamond in (5.10).
With some more work, it is possible to relate Hp,q
∂¯B
and Hp∂B more directly to Dolbeault
cohomology of M8. More precisely, it can be shown (see e.g. [46, Sec. 3] and [48])
Hp,q
∂¯B
= Hp,q(M8 − Z) , Hp∂B = H
p
h(M8 − Z) , (5.14)
where Z is the singular locus of M8. Using an exact sequence, Hp,q(M8 − Z) can also
be related to a certain Dolbeault cohomology on M8 “with support” on Z, which can
be evaluated using algebraic methods. For the conical hypersurface case, this allows to
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compute
dimH3,1
∂¯B
= dimH2,2
∂¯B
= dimH2,1
∂¯B
= dimH1,2
∂¯B
= µ . (5.15)
(For p+q 6= 3, 4, q = 1, 2, dimHp,q
∂¯B
= 0.) We see the Milnor number appearing again. More
generally, away from the conical point, one can show that ([49]; see also [50, Eq. (N.1)])
dimH3,1
∂¯B
+ dimH4∂B = µ , (5.16)
holds.17 For a generic deformation, one finds a smooth M8, so that the arguments we just
described also lead to [46, Thm. C] that H3,1
∂¯B
= 0 and (5.16) then implies that H4∂B = µ.
This situation can be thought of as the counterpart of the result (4.28) for noncompact
complex manifolds, and of the statement that the de Rham representatives sit in holomor-
phic de Rham cohomology. At the other extreme, if M7 is the Sasaki–Einstein link over
a conical M8, then all Hp∂B = 0 (by [48, Thms. A,B] and [51, Rem. 2.5]), so that (5.16)
implies dimH3,1
∂¯B
= µ. In between, there are situations where the singularity is partially
resolved; both H3,1
∂¯B
and H4∂B will have dimensions between 0 and µ.
When M7 is a regular Sasaki–Einstein, there is also a third point of view for Kohn–
Rossi cohomology. In this case, the decomposition (5.8) can be interpreted as a twist of the
holomorphic differential ∂ on the base by the U(1) action on the total space, to obtain the
twisted differential ∂B. It then follows that for a Sasaki–Einstein manifold, the Kohn–Rossi
cohomology Hp,q
∂¯B
is simply the twisted cohomology of section 3. As we saw in this section,
Hp,q
∂¯B
is defined for any boundary of a complex space, and in particular also for the defor-
mations of the CY manifolds we are considering. In this sense, KR cohomology generalizes
twisted cohomology, since it is adapted to the CR structure obtained for any deformation,
as promised at the end of section 3.4. This brings us to the issue of deformations of CR
structure, to which we now turn our attention.
5.3 CR deformations of Sasaki–Einstein manifolds
5.3.1 CR deformations
When Kohn–Rossi cohomology is nontrivial, a CR structure admits deformations based
on it, in exactly the same way as deformations of a complex structure are described by
Dolbeault cohomology. This construction was pioneered by Kuranishi [52], in a program
aiming to characterise isolated complex singularities in terms of intrinsic properties of their
links. The result is a theory of deformations for CR manifolds with a non-degenerate Levi
metric (defined under (5.3)), a class that includes by definition those manifolds that admit
a Sasaki–Einstein metric, see [53, 54, 29, 55, 56] for a partial list of references. For this
class, all CR deformations on the link descend from the deformations of the singularity
and this connection is generic for singularities of complex dimension three and higher,
corresponding to deformations of Sasaki–Einstein manifolds in five or more dimensions
17Note that (5.16) is true in the case of interest in this paper, where M8 arises as a deformation of an
isolated singularity, for which the (co)homology groups are nontrivial only in the middle dimension. The
formula of [49] contains one more term, dimH3∂B , in the general case.
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[56] (note that all the KR cohomology groups are a priori infinite-dimensional for three-
dimensional CR manifolds). We again restrict to the seven-dimensional case for clarity.
Deformations of CR structure are described by four-forms with one leg along η, more
precisely in terms of the form bundle
F p+1,q = {ϕ : ϕ = η ∧ Λp,q , dη ∧ ϕ = 0 } , (5.17)
where the second property ensures primitivity with respect to the Levi form. The KR
cohomology can be realised on these spaces, i.e. Hp,q
∂¯B
⊆ F p,q, [56, 55, 57]. The space of
deformations is related to F 3,1, as
Z1 = {ϕ ∈ F 3,1 : ∂Bϕ = ∂¯Bϕ = 0 } , (5.18)
where Z1 ⊆ H3,1
∂¯B
by definition. Whenever (5.18) is a basis for KR cohomology, so that
Z1 ∼= H3,1
∂¯B
and in addition the group H0,1
∂¯B
= 0, the deformations are unobstructed and one
may vary the CR structure Ω as
δ (η ∧ Ω) = ϕ , (5.19)
with ϕ ∈ Z1, where the one-form η is modified at most by exact pieces. Note that these
conditions are entirely analogous to those arising for complex structure deformations. We
refer to the works cited above for more details on the description of the deformations, which
applies to more general cases than the ones of interest in this paper.
In the case of a Sasaki–Einstein manifold, (5.18) is made of forms of the type ωˆk =
eikψˆωk, with ωk ∈ H2,1k as defined in section 3.3. Around a generic point, on the other hand,
recall from the discussion around (5.16) that H2,1
∂¯B
vanishes, and thus the deformations will
be trivial, in the sense that they simply mix a set of holomorphic forms into eachother;
this parallels the discussion for M8 after (4.46). However, one can still define (2,1)-forms
by expanding around a generic point and the procedure above can be applied, even though
these forms can be represented by forms in holomorphic de Rham.
5.3.2 Links over deformed singularities
We now turn to the case of links over deformations of quasihomogeneous isolated singular-
ities, which are of interest in this paper. Since these are defined as boundaries of complex
manifolds as in (4.39), they carry the natural CR structure discussed in section 5.1. The
restriction map M8 →M7 is consistent with the action of the Reeb vector in (4.14)–(4.25),
so that a form with a well-defined charge restricts to a form with the same property. So,
for example, in the conical case we can use (5.7) to define a three-form Ω0 associated to a
CR structure, by restriction of Ω04. The relations (4.23) and (5.7) then lead to
£ξ0Ω0 = 4 i Ω0 ⇒ dΩ0 = 4 i η ∧ Ω0 . (5.20)
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More generally, upon turning on a general deformation based on the unfolding (4.6), the
holomorphic form Ω4 on M8 still induces an integrable CR structure with a three-form Ω.
However, now this is not a form with a well-defined charge under the vector ξ, but rather
a linear combination of such forms, similar to what was seen for the twisted cohomology
on the base M6 in (3.38).
We can describe the properties of the relevant forms on M7 in terms of the forms Σ4
introduced in section 4.3. A priori, each form gives rise to two different forms on M7, by
taking the Neumann and Dirichlet parts. However, due to the twisted self-duality property
(4.48), half of these forms are related to the other half by Hodge duality, so that in the end
we still end up with 2µ+ 2 forms. In fact, recall from (4.42) that one may choose the αα
to have only Dirichlet part, while the βα to have only Neumann part. Hence we can define
three-forms on M7 as
αα7 = ιραα , βα = η ∧ βα7 , (5.21)
in terms of the four-forms αα, βα on M8. We can similarly define α0,7 and β07 by restricting
the forms in (4.43) according to (5.7), as
η ∧
(
α0,7 + iβ07
)
= Ω04|M7 . (5.22)
Since from now on we will work on M7, we will drop the label 7 on all forms, hoping no
confusion is generated. We again collect the αΛ and βΛ into a single vector of forms
Σ =
(
βΛ
αΛ
)
, (5.23)
just like we did on M8 in (4.47).
With these definitions, using (4.46), (5.6) and the fact that Ω4 is self-dual and primitive,
one can see that the CR three-form Ω takes the form
Ω = X0α0 − FΛβΛ + ∂B(. . .) . (5.24)
We have also used the fact that the Dolbeault differential in (4.46) reduces to the KR
differential ∂B, as reviewed in section 5.1. The intersection pairing for the components
of Σ, given by
∫
M7
η ∧ ΣA ∧ ΣB, is just any antisymmetric matrix at this point, which
is guaranteed to be of maximal rank due to the non-orthogonality of the Dirichlet and
Neumann forms, as mentioned above (4.45), see also [43]. It is convenient to go to a basis
where this reads like a canonical intersection pairing, so that the only non-zero pairings
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are18 ∫
M7
η ∧ αΛ ∧ βΣ = δΣΛ . (5.25)
After doing so, the expression for Ω also gets more complicated, but it remains a linear
combination of the Σ’s:
Ω = XΛαΛ − FΛβΛ + ∂B(. . .) , (5.26)
where XΛ are complex variables, while the FΛ are holomorphic functions of the XΛ. This
is similar to the expansion along the space (3.36), except that now the cohomology groups
are defined in terms of the “moving” KR differential ∂B, rather than the differential defined
at the Sasaki–Einstein point.
It then follows that the forms Σ are seen as belonging to KR cohomology. If in addition
we choose Σ that are harmonic in the KR sense, they remain so on M8−Z, where Z denotes
the singular locus, as in (5.14). On the other hand, we can take harmonic representatives
in the Dolbeault cohomology H3,1(M8−Z), and in the holomorphic de Rham cohomology
H4h(M8 − Z). As we saw in (5.14), these are respectively equal to H3,1∂¯B and H
4
∂B
. By
(5.16), there will be µ (complex) harmonic representatives in these two groups, which will
be mapped to H2,1
∂¯B
and H3∂B respectively, through (5.21). These representatives can also
be described in terms of the Σ, upon varying (5.26) to obtain a basis of complex forms
∂ΛΩ = αΛ − ∂ΛFΣβΣ , (5.27)
which are of type (3, 0)+(2, 1) around the conical point. In the generic case, (5.27) describes
the set of (3, 0) forms spanning the space of allowed CR structures that descend from the
holomorphic forms in H4∂B . Note that we have dropped the ∂B-exact terms, following the
suggestion in [3, Sec. 3.2.2], because the projector on the space of KR-harmonic forms
commutes with the projector on the space of (p, q)-forms.
We now describe the properties of the forms Σ under Hodge duality and under the
U(1) symmetry. Starting from the former, we note that the property (4.48) implies that
∗7 Σ = η ∧MΣ , (5.28)
which again expresses the duality between the Dirichlet and Neumann forms, consistent
with the selfduality of the three-form, as in ∗7Ω = iη∧Ω. We once again abuse notation by
using the same symbol for the matrices in (4.48) and (5.28), despite the fact that they are
not equal. The matrixM in (5.28) is required to be symplectic by consistency of the Hodge
star, and is related to the one in (4.48) by the involution induced by the decomposition
18There might be something interesting hidden in this change of basis. The intersection pairing of four-
cycles in M8 is related to a linking number l of three-cycles in M7. The relation works as follows [35,
Section 2.3]: 〈Aα, Bβ〉 = l(VarAα,Γ1/2Bβ), where A and B are a compact and a relative cycle respectively,
Var is the variation operator introduced in (4.34), and Γ1/2 is a half-monodromy around the singularity.
The linking number l(a, b) for two non-intersecting three-cycles a and b on the link is defined simply as
l(a, b) = 〈A, b〉, with ∂A = a for an appropriate a four-chain A. It would be interesting to work out the
cohomology counterpart of this: it would presumably involve an integration by parts from M8 to M7.
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of forms according to (5.6), followed by the redefinition required to arrange for (5.25).
Combining (5.27) and (5.28), one can determine the form of M in terms of the FΣ in the
usual way, as we will review shortly.
We now turn to the properties of the forms Σ under the action of the Lie derivative
along the vector ξ, dual to the contact one-form η. We expect the Σ to obey a relation of
the form
dΣ = η ∧UΣ , (5.29)
with U in block-diagonal form with blocks of the type
(
0 k
−k 0
)
. At the conical point this is
a way of summarizing the results of section 3.3, while in the more general deformed case,
this is analogous to (4.27) on M8. This implies that it might be possible to obtain a proof
in a similar way as in section 3.3, but we have not done so. One can also attempt to derive
it through a change of basis: both the twisted cohomology forms and the Σ correspond to
forms in de Rham cohomology of M8; they differ by the fact that they are coclosed with
respect to different metrics (the conical and deformed ones). Hence, they are related by
exact pieces which might be proven to be immaterial.19
Here, we use the existence of a set of forms satisfying (4.27) in M8 to argue towards
(5.29), through a reduction of this basis of complex forms, on the link M7. We start by
expanding each form around the location of the link at ρ = 0 in the local coordinates
discussed in (4.39), as
Ωα = dρ ∧ Ωρα + η ∧ Ω7α + (ρ− ρ0) η ∧ Ω(1)α +O(ρ− ρ0)2 , (5.30)
where Ωρα, Ω7α and Ω
(1)
α are three-forms on M7, and we have discarded some possible addi-
tional terms at order O(ρ−ρ0) that can be seen to belong in cE4N in (4.38). Holomorphicity
and primitivity of the Ωα imply that ιξΩρα = 0 and that all three forms in the r.h.s. of (5.30)
are primitive with respect to dη. One can insert this expansion in (4.27) to obtain
dΩ7α = iλα η ∧ Ω7α , dΩρα = iλα η ∧ Ωρα . (5.31)
Since Ωρα and Ω7α in the expansion (5.30) correspond to Dirichlet and Neumann forms
respectively, (5.31) implies that there exist appropriate complex combinations of each type
transforming nicely under the Lie derivative. One can follow exactly the same steps for
the complex structure four-form Ω4, leading to two corresponding components Ωρ and Ω7,
to conclude that the µ + 1 complex forms lead to µ + 1 pairs of forms as in (5.31). Now,
since the original Ω4, Ωα can be expanded on the basis Σ in (5.23), one can do the same
on both sides of (5.31), as in(
Ω7
Ω7α
)
=
(
XΛ −FΛ
XΛα −FΛα
) (
βΛ
αΛ
)
, (5.32)
19One might also think of using directly the twisted cohomology forms, as we tried to do at the end of
section 3. The flaw with this strategy is that it is not clear why ∗ would close on them.
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in terms of appropriate expansion coefficients XΛα, FΛα. One can consider a similar
expansion for (Ωρ , Ωρα)T , but the corresponding expansion coefficients are fixed in terms of
the ones in (5.32), since the Hodge duality in (5.28) exchanges the Dirichlet and Neumann
parts. One expects that the scalar-dependent matrix in (5.32) is invertible at a generic
point, since the forms Ωα on M8 are in one to one correspondence to the deformation
parameters. It then follows that (5.31) can be represented on the forms Σ as
d
(
βΛ
αΛ
)
=
(
UΛΣ UΛΣ
UΛΣ UΛΣ
)
η ∧
(
βΣ
αΣ
)
. (5.33)
Here, U is an appropriate symplectic matrix standing for a real form of the action (5.31),
that can be brought in the block-diagonal form mentioned below (5.29) with eigenvalues
(4 i, iλα). Note that this argument relies on reducing the complex forms of (4.27) on the
link M7 before changing to the real basis, so that we have no direct way to realise the action
of U on the real forms in M8, which would mix the forms in H4(M¯) and H4(M¯, ∂M). Such
an action may exist, presumably involving the variation operator.
5.3.3 Special Ka¨hler geometry
The relation between the complex and real forms is expressed through the expansion (5.26),
which provides a natural parametrisation of the CR structure in terms of the relevant basis
of forms Σ, and (5.27), which provides a parametrisation of the µ forms that control the
deformations (plus a linear combination equal to the original CR structure in (5.26)). In
view of the holomorphicity properties of these forms, the integral
∫
η∧Ω∧∂ΛΩ must always
vanish, since there exist at most four holomorphic directions in the sense of (5.2). Using
this, a standard argument shows that the FΛ are given by derivatives of a prepotential
function F (X), as∫
η ∧ Ω ∧ ∂ΛΩ = FΛ −XΣ∂ΛFΣ = 0 ⇒ FΛ = ∂F
∂XΛ
, (5.34)
which must be homogeneous of degree two in the XΛ. One can then choose special coor-
dinates zα = Xα/X0, α = 1, . . . , µ (away from the X0 = 0 locus) and define the forms
χα =
∂
∂zα
Ω− καΩ , (5.35)
where the κα are defined by the requirement that
∫
η ∧ Ω¯ ∧ χα = 0, i.e. that the direction
along Ω is projected out. At the conical (Sasaki–Einstein) point, the χα are KR represen-
tatives of type (2,1) and the terms proportional to κα remove the (3,0) part generically
present in the derivative, while in the general case the χα represent the variation away
from the chosen CR structure, where one again has to remove the linear combination
(5.26). Note that the κα arising from a variation of a three-form as in (5.35) may a priori
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be holomorphic functions20 on M7. However, this is not the case here, since (5.35) is a
rewriting of (5.27), which describes the finite-dimensional H4∂B in terms of parameters X
Λ,
FΛ, that are constant on M7. Alternatively, one may use the fact that M in (5.28) is
constant to show that the κα are constant [3].
Using this parametrisation, one can define a Ka¨hler potential, KΩ, as
e−KΩ = −i
∫
M7
η ∧ Ω¯ ∧ Ω = i
(
X¯ΛFΛ −XΛF¯Λ
)
, (5.36)
on the space of deformations. This Ka¨hler potential has been shown to describe the CR
deformations of the link around the quadratic hypersurface singularity (the conifold/Stenzel
space) in [55], where it was conjectured to hold more generally. In the physics literature,
this is standard for SU(3) structure compactifications, see e.g. [12, 7]. Moreover, we expect
the recent developments of [38] to be applicable to the computation of this Ka¨hler potential.
Given (5.36), one can compute the Ka¨hler metric,
gαβ¯ = ∂α∂β¯KΩ , (5.37)
on the space of deformations, in special coordinates. We finally return to the scalar-
dependent matrix M in (5.28), and note that it can be parametrised in terms of the
prepotential, as in [3, Sec. 3.2.2]. The result is the familiar expression from N = 2
supergravity theories, explicitly
M =
(
ImN + ReN (ImN )−1ReN −ReN (ImN )−1
−(ImN )−1ReN (ImN )−1
)
, (5.38)
where the period matrix NΛΣ is given by
NΛΣ = FΛΣ + 2i(ImF )ΛPX
P (ImF )ΣTXT
(ImF )PTXPXT
, (5.39)
and matrix multiplication is implicitly assumed in (5.38). Given that the matrix M origi-
nally arises on the ambient complex manifold M8, it would be interesting to obtain a direct
derivation using the properties of the deformed singularity.
5.4 Ka¨hler deformations
We now turn to Ka¨hler deformations, whose description is simpler, since all relevant forms
are closed. However, one still needs to refer to CR geometry: the analysis in section 2.3,
where it was shown that there exists a metric leading to a fixed Ricci form ρ in every Ka¨hler
class, made use of Yau’s theorem, which implicitly employs a complex structure, that is a
priori only available at the Sasaki–Einstein point.21 One may extend this result to the case
20While holomorphic functions on compact complex manifolds are necessarily constants, we remind the
reader there do exist nontrivial holomorphic functions on a CR manifold, satisfying (5.11).
21We thank D. Cassani for comments on this point.
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of CR structure, defined by an appropriate three-form on the seven-dimensional manifold,
by the version of Yau’s theorem pertaining to CR structures [58–60].
In this paper, we have focused on Sasaki–Einstein manifolds enclosing hypersurface
singularities, i.e. defined in terms of a single holomorphic function, so it follows that there
is a unique Ka¨hler class descending from the one in C5 by restriction. Hence, there are
in fact no non-universal Ka¨hler deformations in this case — there is only the freedom
of rescaling the Ka¨hler class, giving rise to a single Ka¨hler modulus; this is exactly the
same as for compact hypersurface CY’s, which also only have universal Ka¨hler deforma-
tions. Nevertheless, we provide this discussion for completeness, since we have implicitly
used the CR version of Yau’s theorem in the previous section, and anticipating applica-
tions to deformations of Sasaki–Einstein manifolds arising as links of complete intersection
singularities.
In view of the decomposition of the exterior form bundle according to the CR struc-
ture as in (5.2), one can introduce an adapted vielbein {η, θm, θm¯}, where η is the one-
form defining the CR-structure, while the θm and the θm¯ span the holomorphic and anti-
holomorphic directions respectively. One can then define the connection ωmn and the
torsion, Amn = Anm, by the relations
dη = hmn¯ θm∧θn¯ , dθm = ωmn ∧ θn +Amn¯ θn¯ ∧ η ,
ωm¯n + ωnm¯ = dhnm¯ ,
(5.40)
where hmn¯ denotes the Levi metric. Here and in the following, we use the Levi metric
to raise and lower indices. One can define the associated curvature Πmn, which can be
decomposed as follows
Πmn ≡ dωmn + ωmp ∧ ωpn
=Rmnpq¯ θp ∧ θq¯ +
(
Anp
;m θp −Amq¯;n θq¯
)
∧ η + i (Anpθp ∧ θm −Ampθn ∧ θp) ,
(5.41)
where ;m denotes the covariant derivative. Here, Rmnpq¯ is the so called pseudo-hermitian
Riemann tensor, which satisfies
Rnm¯pq¯ = Rm¯nq¯p = Rpm¯nq¯ . (5.42)
Contraction of (5.41) yields the analogous definition of the pseudo-hermitian Ricci tensor
Rpq¯,
Πmm = dωmm = Rpq¯ θp ∧ θq¯ , (5.43)
which plays a central role in the following.
A contact structure η on a seven-dimensional CR manifold is defined to be pseudo-
Einstein if the associated Levi metric and pseudo-hermitian Ricci tensor are proportional,
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as
Rmn¯ = R3 hmn¯ . (5.44)
A Sasaki–Einstein manifold is clearly a pseudo-Einstein manifold, since in this case (5.40)–
(5.43) reduce to the standard definitions of the geometrical quantities on the Ka¨hler–
Einstein base. Then, the pseudo-Einstein condition (5.44) simply expresses the Einstein
condition on the base, upon identifying the Levi metric with the Ka¨hler form in (2.4), as
hmn¯ = 2(JSE)mn¯.
More generally, the pseudo-Einstein condition (5.44) can also be imposed away from
the Sasaki–Einstein point; as it turns out, a CR manifold with a non-degenerate hmn¯ that
can be realised as the boundary of a complex manifold admits a pseudo-Einstein structure.
The latter is constructed as follows: starting from the one-form η, one can pass to a rescaled
form, defined as η˜ = euη for a function u, which is determined by demanding that (5.44)
holds for the pseudo-Ricci form R˜ associated to η˜. This results in a differential condition
on u, through a construction that can be thought of a CR analogue of Yau’s theorem [60,
Th. 4.2]. However, the function u is not fixed uniquely, as it is only given up to the trace
of a harmonic (1,1)-form J , which is a zero mode of the differential condition that ensures
(5.44) is true [60, Lem. 4.2]. We can parametrise the possible pseudo-Einstein structures
starting from a solution u0, as
u = u0 + hmn¯Jmn¯ , (5.45)
by introducing an expansion for J over the basis ωa = {dη˜, ωKRaˆ } where the ωKRaˆ for
aˆ = 1, . . .dimH1,1
∂¯B
are a basis of harmonic elements of H1,1
∂¯B
as
J = taωa , (5.46)
for real parameters ta, with a = 1, . . .dimH1,1
∂¯B
+ 1. Here, we extend the basis of the ωKRaˆ
by addition of the Levi form for later convenience, in order to be able to use (5.46) as
a metric along the directions complementary to η˜. Note that this additional component
of (5.46) along dη˜ can be viewed as parametrising shifts of (5.45) by a constant. It then
follows that any u(ta) given by (5.45)–(5.46) provides a pseudo-Einstein structure, so that
(5.44) is satisfied.22 For any choice of the ta, this also implies that the first Chern class
c1(T0) is trivial, since the pseudo-Ricci form is proportional to the exact Levi form, which
is exact [64, Prop. D].
The above parametrisation of the space of pseudo-Einstein conditions for a given CR
structure in terms of harmonic KR (1,1)-forms is analogous to the parametrisation of
the space of Ricci-flat metrics on a Calabi–Yau manifold for a given complex structure by
expanding the Ka¨hler form on a harmonic basis. In addition, it reduces to the discussion in
section 2.3 when the CR structure is restricted to the Sasaki–Einstein complex structure,
22A corresponding picture from the point of view of deformations of the singular cone over the Sasaki–
Einstein manifold arises by the results of [34, 61, 62], realising the predictions in [63], to infer the existence
of asymptotically conical metrics on M8 in each Ka¨hler class [J8], which is of the form J8 = d (eu8η), for
an appropriate function u8.
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where the expansion (5.46) can be identified with the expansion of the Ka¨hler form.23
We will therefore view (5.46) as the hermitian form of a metric along the complement of
η˜, generalising the Ka¨hler form at the Sasaki–Einstein point. Similarly, we refer to the
deformations in (5.45) as Ka¨hler deformations and to the parameters ta as Ka¨hler moduli
in the general case as well, for simplicity. In particular, comparing with section 2.3, one
finds that the basis ωa can be identified with the basis of (1,1)-cohomology in (2.12), in that
limit. Since we keep the contact class fixed, we continue to use the expansion coefficients
ma to parametrise the pseudo-Ricci form, in a general basis, as
dη˜ = maωa , (5.47)
keeping in mind that in the preferred basis defined above (5.46), this expansion has only a
single term. We henceforth drop the tilde on the contact form η, assuming that it always
corresponds to a pseudo-Einstein structure.
We now turn to some properties of the Ka¨hler moduli space that will be useful in
the dimensional reduction in the next section. We first address the issue of the moduli
dependence of the harmonic forms in (5.46), since the harmonic representatives ωa may in
general depend on the ta. This is again parallel to the situation in section 2.3, since the
variation of (5.46) leads to
∂Jmn¯
∂ta
= ωamn¯ + tb
∂
∂ta
ωbmn¯ , (5.48)
which is identical to (2.14) and the last term is similarly required to be ∂¯B-exact. Now,
since a variation δu of (5.45) must be the trace of a harmonic form, it follows that δJmn¯
must be harmonic, so that one can repeat the argument above (2.17) to derive the same
constraint on the ∂aωb. Note that the component along the Levi form in the preferred
basis above (5.46) is by definition independent of the ta, since all deformations are for fixed
contact class, and therefore does not appear in the last term of (5.48).
Given the basis of (1, 1)-forms ωa, it follows by Poincare´ duality that the (3, 2) coho-
mology in the diamond (5.10) is also of dimension dimH1,1
∂¯B
. Denoting the relevant set of
harmonic (3, 2) forms as η ∧ ωaˆKR, and extending by one more element along the Levi form
as in (5.46), the relevant basis is η ∧ ωa = {η ∧ dη, η ∧ ωaˆKR}. We then find the following
conditions ∫
M7
η ∧ ωa ∧ ωb = δba ,
∫
M7
η ∧ ωa ∧ ωb ∧ ωc = Kabc , (5.49)
where the Kabc are constants. Using our above assumption of taking J in (5.46) as a metric
along the six directions complementary to η, we can apply the standard formula for the
Hodge dual on an SU(3) structure manifold, to obtain the following expression for the
23The different description compared to the standard treatment of Ka¨hler moduli is due to the fact that
the ∂∂¯-lemma does not hold on a CR manifold. One therefore has to rely on fixed contact class rather than
fixed Ka¨hler class in general, away from special situations as in section 2.3
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metric on the moduli space of the Ka¨hler form
gab =
1
4K
∫
M7
∗ωa ∧ ωb
= − 14K
∫
M7
η ∧
(
J ∧ ωa − (Jxωa) 12 J ∧ J
)
∧ ωb
= − 14K
(
Kabc tc − 14K Kacd t
ctdKbef tetf
)
, (5.50)
on the seven-dimensional manifold. Here, Jxωa = Jmn¯ωamn¯ and we define the shorthand
K = 16 Kabc t
atbtc , (5.51)
that will be extensively used in the following.
Exactly as for Calabi–Yau compactifications, the Ka¨hler moduli are complexified in
the process of the reduction, once paired with the components of the B-field along the
(1, 1) directions, denoted as ba in the reduction Ansatz (see (6.4) below). We then define
the complex fields
va = ba + i ta , (5.52)
and the Ka¨hler potential for the metric (5.50)
e−KJ = − i6 Kabc(v
a − v¯a)(vb − v¯b)(vc − v¯c) = 8K , (5.53)
for which it is straightforward to check that gab = ∂∂va
∂
∂v¯b
KJ . The associated prepotential
that determines the supergravity action is given by
G(Z) = −16Kabc
ZaZbZc
Z0
, (5.54)
where the projective coordinates ZI ≡ (Z0, Za) are identified as ZI = Z0 ( 1 , va). The
relation to the Ka¨hler potential is given by e−KJ = i ( Z¯IGI − ZIG¯I ), with GI = ∂G∂ZI .
Finally, we comment on the compatibility between the Ka¨hler and complex structure
deformations, which is enforced by the condition
η ∧ Σ ∧ ωa = 0 , (5.55)
ensuring that the forms in the basis ωa remain of type (1, 1) for all possible choices of
complex structure. The triviality of the product in (5.55) in cohomology relies on the
vanishing of the group H4,2
∂¯B
∼= H0,1
∂¯B
, which holds true at the Sasaki–Einstein point and
we take as a working assumption for deformations away from it. Around a generic point,
the three-forms Σ are in fact holomorphic, as explained around (5.26)–(5.27), so that the
triviality of (5.55) in cohomology is again guaranteed by the fact that there do not exist
any (5,1)-forms. The strict vanishing of the quantity (5.55) is not necessary for the various
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considerations of this paper, but we make this choice for simplicity.
6 Reduction of M-theory to four-dimensional supergravity
We now turn to the reduction of M-theory on our class of seven-dimensional manifolds
admitting SU(3) structures parametrised by sets of two- and three-forms, as summarised in
section 5. In this task, we make use of the literature on SU(3) structure compactifications,
by connecting to the structures postulated in [12, 7] to obtain a four-dimensional N = 2
supergravity. Since the reduction is described in detail in these references, we give a concise
overview of this procedure and the results for the sake of completeness in sections 6.1 and
6.2. In section 6.3 we discuss the supergravity moduli space at the AdS4 vacuum and check
that it agrees with the moduli of the Einstein metric along the internal directions, for the
examples considered sections 3 and 4. Section 6.4 concludes with some comments on the
consistency of the reduction based on our SU(3) structures.
6.1 The reduction Ansatz
In terms of the objects introduced in section 5, it is straightforward to define a family of
SU(3)-structures on M7 as
θ = eV η, J = e−V taωa ,
Ω = e−
3
2 V 〈V,Σ〉 = e− 32 V (XΛαΛ − FΛβΛ) , (6.1)
where V is a real parameter, ta is a set of real parameters, V = (XΛ , FΛ)T is a vector
of complex parameters and we defined the symplectic inner product for convenience. The
parameter eV will eventually correspond to the dilaton, up to a redefinition, while the
ta and V parametrise the Ka¨hler form and the CR structure respectively, as discussed in
sections 5.3 and 5.4. As a result, the manifold M7 admits an SU(3) structure in the class
of (2.8), parametrised by the forms (6.1) above.
We now specify the reduction Ansatz for the bosonic fields of M-theory onM7, following
the treatment of [12, 7]. The bosonic content of 11D supergravity [65] includes the metric
and a three-form potential A3, with field strength F4 = dA3. The bosonic part of the
action is
S11 =
1
2κ211
∫ (
R ∗111− 12 F4 ∧ ∗11F4 −
1
6A3 ∧ F4 ∧ F4
)
, (6.2)
where ∗11 and κ11 are the Hodge star and the gravitational constant in 11D, respectively.
The Ansatz for the reduction of the metric takes the form
ds2 = e2VK−1ds24 + e−V ds2(M6) + e2V
(
η +A0
)2
, (6.3)
where ds24 is the four-dimensional spacetime metric in the Einstein frame and the internal
seven-dimensional part is the metric induced by the SU(3) structure (6.1), which belongs to
the class defined in (2.8). The one-form A0, corresponding to reparametrisation invariance
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of the vector dual to η, is accordingly viewed as a gauge field in four dimensions. Similarly,
the parameters V , ta, XΛ are now viewed as scalar fields on the four-dimensional space-
time. We will refer to the ta as Ka¨hler moduli and to the XΛ as CR structure moduli, as
has become customary in the literature on related reductions for parameters of continuous
families of SU(3) structures, as the ones described in section 5.3. However, we point out
that these are not moduli from the four-dimensional point of view, i.e. these scalar fields
appear in the supergravity potential below.
The reduction Ansatz for the three-form potential A3 is defined by expanding over the
forms in (6.1), as:
A3 = C3 + (B + ba ωa) ∧ (η +A0)−Aa ∧ ωa + ξΛαΛ − ξΛβΛ . (6.4)
The quantities on the right hand side are fields on the four-dimensional spacetime, namely
a (non-dynamical) three-form, C3, a two-form B, a set of gauge vector fields Aa, the real
scalars ba, and the symplectic vector of real scalars (ξΛ , ξΛ). For the field strength we take
F4 = dA3 + (pΛαΛ − qΛβΛ) ∧ θ + ea ωa , (6.5)
where ea and (pΛ , qΛ) ≡ Q0 are constants parametrizing the flux of the four-form on the
internal manifold. Note that these fluxes may or may not be physical on a given manifold;
for example, when the base of the Sasaki–Einstein manifold admits a single (2, 2)-form, as in
the examples of sections 3.2 and 4.1, this is necessarily exact on M7 and the corresponding
term in (6.5) is a total derivative that can be absorbed by a redefinition of the ba and Aa.
Exactly the same holds for the fluxes Q0, which can be absorbed by a redefinition of the
axions (ξΛ , ξΛ), if the matrix U in (5.33) is non-degenerate, while in the general case a
similar redefinition allows to reduce to a restricted Q0, spanning the null eigenspace of U.
As mentioned above, the three-form C3 is non-dynamical in four dimensions and there-
fore it can be dualised to a constant, denoted e0, identified as the Freund–Rubin parameter
of the compactification, see [66, 7] for more details. Combining this constant with the
additional flux parameters ea in (6.5) one can define the vector
eI = (e0 , ea) , (6.6)
while a similar convenient vector can be defined using the components of the Ricci form,
defined in (2.12) and (5.47), as
mI = (0 , ma) . (6.7)
Note that from a four-dimensional perspective, the first of the magnetic components, m0,
can also be a nonzero constant. This corresponds to a Romans mass in a Type IIA setting
and does not arise in this paper.
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6.2 The four-dimensional gauged supergravity
The four-dimensional Lagrangian obtained by dimensional reduction reads [7]
S = 1
κ24
∫ [
1
2R4 ∗1 + gab dva ∧ ∗dv¯b + gαβ¯Dzα ∧ ∗Dz¯β
+dφ ∧ ∗dφ− 14 e2φ〈Dξ,M∗Dξ〉+ 14 e−4φdB ∧ ∗dB
+14 Im NIJF I ∧ ∗F J + 14 ReNIJF I ∧ F J
−14 dB ∧
(
2 eI AI + 〈Q0, ξ〉A0 − 〈ξ,Dξ〉
)
−14 eImIB ∧B − V ∗1
]
, (6.8)
where we defined the gravitational coupling constant κ−24 = κ−211 e2V K−1, and the Hodge
star ∗ with respect to the four-dimensional metric ds24. We now list the various fields and
quantities appearing in (6.8), starting with gab, the special Ka¨hler metric in (5.50) for the
complexified Ka¨hler moduli va in (5.52) and the corresponding special Ka¨hler metric gαβ¯
in (5.37) for the CR structure moduli zα in (5.35). Furthermore, the symplectic matrixM
is the one in (5.38). The gauge field strengths in four dimensions are defined in terms of
the vectors AI = (A0, Aa), as
F I = dAI −mI B , (6.9)
and the gauge kinetic matrix NIJ is given by
Re N00 = −13Kabcb
abbbc , Re N0a = 12Kabcb
bbc , Re Nab = −Kabcbc,
Im N00 = −K (1 + 4gabbabb) , Im N0a = 4Kgabbb , Im Nab = −4Kgab , (6.10)
where we used the quantities in (5.49) and (5.51). The real scalar φ, sometimes called the
four-dimensional dilaton, is defined as
e2φ = e3VK−1 , (6.11)
and, together with the two-formB, is part of a tensor multiplet. Finally, the scalar potential
V is given by
V = − 2 eKJ+2φ〈Q0 + Uξ,M(Q0 + Uξ)〉+ 8 i eKJ+KΩ 〈UV,UV¯〉
+ 8 eKJ+2KΩ〈V,UV¯〉2 + 4 eKJ+KΩ+2φKabcmatbtc 〈V,UV¯〉
− 14e4φ
[
ImNIJmImJ +
(EI − ReNIKmK) (ImN )−1IJ(EJ − ReNJLmL)] , (6.12)
where the Ka¨hler potentials KJ , KΩ for the Ka¨hler and CR deformations were defined in
(5.53) and (5.36) respectively, while the quantities EI are defined as
EI = eI + δ0I
(
〈Q0, ξ〉 − 12 〈ξ,Uξ〉
)
. (6.13)
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The action (6.8) is consistent with the bosonic sector of gauged N = 2 supergravity
coupled to nV vector multiplets, µ hypermultiplets and one tensor multiplet, where the
various fields are grouped as follows
gravity multiplet: { gµν , A0µ }
nV vector multiplets: { Aaµ , va }
tensor multiplet: { B , φ , ξt , ξt } (6.14)
µ hypermultiplets: { zα , ξα , ξα } .
Here, ξt and ξt are the linear combinations of the (ξΛ , ξΛ) that belong to the tensor
multiplet, whose expressions we will not need here.
In four spacetime dimensions, one can dualise the two-form B to a scalar a, thus
transforming the tensor multiplet to a hypermultiplet, so that one obtains a system of
µ + 1 hypermultiplets, with the φ, a and zα parametrizing a special Ka¨hler manifold and
all the ξΛ, ξΛ on the same footing. In this setting, the hypermultiplets are described by
coordinates qu = {φ, a, zα, ξΛ, ξΛ}, with u = 1, . . . , 4 (µ+1). Since the tensor to be dualised
interacts with the vector fields, this requires an electric/magnetic duality operation that
also leads to magnetic vector fields [67, 68]. In the case at hand, this is straightforward
and leads to a dual theory where the hypermultiplet dual to the tensor multiplet in (6.14),
along with the µ other hypermultiplets arising from the three-form, are all charged under
the electric and magnetic gauge fields. For the details of this operation, we again refer the
reader to [7].
For the remainder of the section, we concentrate on the theory one obtains after per-
forming this dualisation, so that only uncharged vector multiplets and charged hypermul-
tiplets are present. The resulting kinetic terms of the hypermultiplet scalars are described
by the σ-model quaternionic-Ka¨hler metric
huvdq
udqv = dφ2 + gαβ¯dz
αdz¯β + 14e
4φ
(
da+ 12 〈ξ, dξ〉
)2 − 14e2φ〈dξ,Mdξ〉 . (6.15)
This metric is in the image of the c-map [69], so that it may be obtained from a set of vector
multiplets described by the special Ka¨hler manifold spanned by the zα. This situation is
generic and arises naturally in Calabi–Yau compactifications of Type II theories.
The potential (6.12) obtained by the dimensional reduction can be seen as arising
from the gauging of isometries in the hypermultiplet sector of N = 2 supergravity, in the
presence of the magnetic vector fields mentioned above [68]. Given that the hypermultiplet
target space (6.15) is in the image of the c-map, there is a variety of isometries that could
be possibly gauged from the four-dimensional point of view. In terms of the reduction, we
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will only require those corresponding to the Killing vectors
kuI
∂
∂qu
= δ0I
(
kU +Q0ΛhΛ +Q0 Λ hΛ
)
− eI h ,
kI u
∂
∂qu
= −mIh . (6.16)
Here, the vectors kU, hΛ, hΛ and h are defined as follows. We first define
kU = (UV)Λ ∂
∂XΛ
+ (UV¯)Λ ∂
∂X¯Λ
+ (Uξ)Λ ∂
∂ξΛ
+ (Uξ)Λ
∂
∂ξΛ
, (6.17)
as the Killing vector corresponding to the isometry
δV = UV , δξ = Uξ , (6.18)
where we remind the reader that V = (XΛ , FΛ)T . The matrix U parametrising this
isometry captures the information on the charges of the µ three-forms, that describe the
deformations away from the Sasaki–Einstein internal metric. The remaining Killing vectors
are given by
hΛ = ∂
∂ξΛ
+ 12 ξ
Λ ∂
∂a
, hΛ =
∂
∂ξΛ
− 12 ξΛ
∂
∂a
, h = ∂
∂a
, (6.19)
and satisfy the commutation relations of the Heisenberg algebra
[hA, hB] = δBA h . (6.20)
Finally, we record the triplet of moment maps (PxI , PxI), for x = 1, 2, 3, corresponding to
this particular gauging,
P1I + iP2I =
√
2 e
KΩ
2 +φ 〈V, Q0 + Uξ〉 δ0I ,
P3I = −12 e2φ
(
eI + 〈Q0, ξ〉 δ0I − 12 〈ξ,Uξ〉 δ0I
)
− eKΩ〈V,UV¯〉 δ0I , (6.21)
P3I = −12 e2φmI .
6.3 Moduli space of the AdS4 vacuum and Ka¨hler–Einstein space metrics
We now turn to a discussion of the possible moduli spaces arising for the universal N = 2
AdS4 vacuum associated to the class of regular Sasaki–Einstein manifolds analysed in the
previous sections. In the context of four-dimensional N = 2 supergravity, the structure of
the possible AdS4 vacua has been explored in a number of papers, see e.g. [70–73]. We
refer to these works for more details on the derivation of the BPS vacuum conditions and
the conditions on the possible moduli spaces, restricting attention to the implications of
these results for the compactifications considered in this paper.
In terms of the quantities defined in the previous subsection, the relevant BPS condi-
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tions for an AdS4 vacuum are given by
ZI kuI −GI kuI = 0 , (6.22)
2R−1 Im
(
e−iα
(
ZI
GI
))
=
(
PxI
PxI
)
ex , (6.23)
where R stands for the radius of AdS4 and ex is an arbitrary unit vector on S2. The ku
are the Killing vectors of the hypermultiplet target space in (6.16) that are being gauged,
while the ZI , GI are the standard projective variables for the Ka¨hler moduli defined below
(5.54). We restrict the gaugings in (6.16) by setting both ea = 0 and Q0 = 0. The former
holds for the examples considered in this paper, since they admit a single (1, 1)-form, while
we disregard the possibility of a Q0 along the null directions of U for simplicity (see the
comments below (6.5)).
In this setting, we can assume that the prepotentials have been aligned along the third
direction, i.e. P1I = P2I = 0 and we set the the unit vector ex = δx3 in (6.23) above24.
This allows to solve half of the conditions in (6.22) through the restriction ξΛ = ξΛ = 0,
implying that only the scalars in the special Ka¨hler base of the hypermultiplet sector are
relevant in the discussion.
It is useful to recognise that (6.23) is identical to the attractor equation for static
asymptotically flat BPS black holes, with the (P3I ,P3I ) in place of the charges. One
can then readily write down its solution [74] for the ZI , GI , whose explicit form is not
needed here. We only record the resulting expression for the radius of AdS4 in terms of
the remaining hypermultiplet scalars
R−4 = −23KabcP3aP3bP3cP30 = − 124 e6φKabcmambmc
(
e2φe0 + 2eKΩ〈V,UV¯〉
)
, (6.24)
where we used the explicit expressions in (6.16) and (6.21). We then return to (6.22),
which simplifies to
3
(
e2φe0 + 2eKΩ〈V,UV¯〉
)
h+ e2φ (e0 h− kU) = 0 . (6.25)
To obtain a vacuum, one has to set to zero all linearly independent components of this
equation. Assuming a finite dilaton, the component along kU can only vanish if one sets
kU = 0, which specifies the scalars contained in V. One can then solve for the vacuum
expectation value of the dilaton φ from the component of (6.25) along h.
The general solution for a vanishing kU is a priori complicated, since it would depend on
the details and chosen parametrisation of the matrix U and the holomorphic prepotential
for the special Ka¨hler base of the hypermultiplet sector. However, in this discussion we
are only interested in the maximally supersymmetric AdS4 vacuum, which is described by
24This is not feasible in general, but can be done for the examples considered here [73].
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tuning moduli so that the eigenvalue condition
UV = −4iV , (6.26)
is met. This corresponds to the Sasaki–Einstein point for the internal manifold, as one can
compute that the derivative of the three-form in (6.1) reduces to the undeformed result in
(2.4), as
dΩ = e−
3
2 V 〈V, dΣ〉 = e− 32 V η ∧ 〈V,UΣ〉 = 4iη ∧ Ω , (6.27)
where we used (5.29) and (6.26). Inserting (6.26) in (6.24)–(6.25) leads to the following
values for the dilaton and the AdS4 radius
e2φ = 6
e0
, R−4 = 112 Kabcmambmc
( 6
e0
)3
. (6.28)
The fact that (6.26) leads to an AdS4 solution while keeping the parametrisation for
the scalars implicit, allows to easily characterise the moduli of this vacuum. Indeed, we
are guaranteed to have at least one solution to (6.26) by construction, since there is at
least one pair of eigenvalues with this value, corresponding to the indices labelled by ’0’ in
(5.33), coming from (5.20). However, the multiplicity of this eigenvalue can be higher, with
the corresponding additional directions being unconstrained by (6.26), thus corresponding
to exact moduli of the vacuum. The expressions (6.28) remain true for any choice of such
moduli, since only (6.26) was used in their derivation.
Referring to the examples discussed in sections 3.2 and 4.1, one can see from Table
1 on page 18 that there exist twisted Beltrami’s with k = 0 for the hypersurfaces with
d = 3, 4, which arise in Figure 1 as three-forms carrying exactly the same charge as the
corresponding Ω0 in each case. These are characterised as elements of the Jacobi ring which
are of the same degree under the C∗ action as the defining function.25 Explicitly, for d = 3
one may write down the deformation
f(z) +
∑
i 6=j 6=k
tijk zi zj zk , (6.29)
for any 10 constants tijk, which is the part of the universal unfolding that preserves the
degree of the function. Similarly, Table 1 shows that for the quartic hypersurface there
are 45 elements of the Jacobi ring that are quartic in the coordinates, corresponding to
an equal number of three-forms carrying the same charge as Ω0, in Figure 1. The same
comments apply for the deformations of the cone discussed in section 4.1, implying that
the same number of eigenvalues as in (4.27) are λα = 4, matching with the one for Ω04
in (4.23). We therefore conclude that the eigenspace of the matrix U in (6.26) is 11- and
46-dimensional for the cubic and quartic hypersurfaces, respectively. It follows that the
25In the case of the quadric, for d = 2, there are clearly no such elements, since the only element of the
Jacobi ring is the constant.
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AdS4 vacuum has 10 and 45 moduli in each case, which can be viewed as moduli of the
Ka¨hler–Einstein base of the internal Sasaki–Einstein manifold. This situation is exactly the
same as for hypersurface Calabi–Yau manifolds, whose complex structure deformations are
precisely of the type described here, since they correspond to deformations of the defining
polynomial by homogeneous terms of the same degree as the defining polynomial, leading
to a three-form of the same charge and the same Ricci form (both vanishing in the CY
case).
A priori, from a geometrical point of view, it might not be obvious that a complex
deformation induced by the zero-charge Beltrami differentials discussed above preserves
the Ka¨hler–Einstein condition on M6. Indeed, after deforming Ω, the metric changes, and
it might no longer satisfy the Einstein condition. However, results in [15] can be used
to show that first-order deformations preserve the Ka¨hler–Einstein condition if and only if
they are polystable with respect to the action of the automorphisms of M6; since in our case
this is a finite group, all deformations are polystable, and the Ka¨hler–Einstein condition
is preserved.26 This is in agreement with our finding that there are as many moduli as
uncharged Beltrami differentials.
6.4 Comments on the consistency of the reduction
In this section, we comment on the consistency of our M-theory compactification on de-
formed regular Sasaki–Einstein manifolds, that only retains the modes described in section
5. These modes are uniquely distinguished as arising by reduction of the harmonic forms on
an asymptotically conical manifold, described as a deformation of the cone over the Sasaki–
Einstein manifold. The deformation space of these non-compact manifolds has well-studied
and rich properties, and is known to admit a flat structure on its tangent space, similar
to the known structures for compact Calabi–Yau manifolds. While these properties are
essential in defining a sensible compactification Ansatz as discussed in section 2.1, to the
best of our understanding, they are not strong enough to establish consistency of the trun-
cation to these modes, unless extra symmetry is present (e.g. in the case of the quadric
hypersurface, for d = 2 in (3.7), which is a coset space).
Our compactification Ansatz is explicitly based on a fixed contact class, i.e. a one-form
on M7 that is identified up to rescaling with the Reeb vector of the undeformed Sasaki–
Einstein manifold. This is natural in the context of deformations of CR structures, and
allows to treat this family of deformations similar to the compact Calabi–Yau case. The
implications of such a structure have been explored around the Sasaki–Einstein point, in
which case one can explicitly show that the four-dimensional spectrum is organised in terms
of forms on M7 of definite charge, along the base and the contact structure [13, 14, 30].
More concretely, restricting to primitive forms, the Laplacian operator acting on a p-
form on a Sasaki–Einstein space is given by (3.25), where ∆∂¯B stands for the Kohn–Rossi
Laplacian. This decomposition allows to describe the spectrum of the Laplacian in terms
26We thank J. Stoppa for this argument.
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of the Kohn–Rossi complex. The forms used in the reduction Ansatz in this section are
precisely the modes for which ∆∂¯B = 0, extended to a general CR structure away from the
Sasaki–Einstein point. While we have not constructed an explicit analogue of (3.25) in the
general case, similar techniques can be applied, see [45, Th. 1.19] for a partial result.
These observations lead to an intuitive picture for the spectrum of the Laplacian on
M7, with eigenmodes labelled by their eigenvalues under ∆∂¯B and £ξ. We have shown
that there is a finite number of £ξ eigenmodes for the lowest eigenvalue along the base,
i.e. for ∆∂¯B = 0, for any point in our family of CR structures, while we expect the same
to hold for higher ∆∂¯B eigenvalues
27 as well, by similar arguments. This is again parallel
to the situation for M-theory compactifications on CY6 × S1, where one may consider
compactifications using forms with vanishing eigenvalue of the Laplacian along the Calabi–
Yau space CY6, but allow for a twist along the circle [75, 76]. In this case, one finds a
finite range of eigenvalues for the forms in each eigenspace of the CY6 Laplacian.
In addition, we note that the modes arising for the vanishing eigenvalue of ∆∂¯B natu-
rally combine in short multiplets from the point of view of four-dimensional supergravity,
while higher eigenvalues lead to long multiplets. This property was crucial for matching
the computation of the index to the dual CFT in [14] at the Sasaki–Einstein point. The
extension of these structures away from the vacuum is a nontrivial property, that is not a
priori obvious for a general AdS4 supergravity. One could then hope that a rearrangement
of the supergravity modes based on the KR Laplacian, rather than the full internal Lapla-
cian, may be more natural both from the point of view of supergravity and the dual CFT,
despite the lack of a clear separation of scales. We hope to return to some of these points
in the future.
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A Sasaki–Einstein manifolds arising from complete intersections
In this appendix, we make a few comments on the extension of the results discussed in
section 4 for hypersurfaces in C5, to the more general case of complete intersections of
quasihomogeneous polynomials in some higher-dimensional CN . The various considerations
in section 4 may be followed in an analogous but more involved manner, leading to similar
results, see [77] for an extended list of references. In particular, the monodromy operator
acting on the µ-dimensional cohomology is again semisimple with eigenvalues given by the
exponents of the Poincare´ polynomial generalising the spectral polynomial (4.11). More
concretely, for s quasihomogeneous polynomials fr of degree dr, with r = 1, . . . s and
weights wi for the coordinates zi of CN , the Poincare´ polynomial P (T ) is computed as [78]
P (T ) = 1
T 2
resq=0
qs−N−1
q + 1
[
N∏
i=1
1 + q Twi
1− Twi
s∏
r=1
1− T dr
1 + q T dr + q
]
=
∑
[α]
b[α] T
[να] , (A.1)
which reduces to (4.11) for s = 1 and wi = 1/di. This explicit formula doubles as a con-
venient way of computing the Milnor number, given by µ = P (1), which is a slightly more
involved task in the case of complete intersections; see [79, Thm. 1] for a direct method.
The exponents να in the last expression in (A.1) again correspond to the eigenvalues of
the monodromy operator and specify the action of the Reeb vector on the cohomology
elements as in (4.22). The residue construction of representatives in (4.15)–(4.19) can be
followed for multiple polynomials fr, but we refrain from giving any details for the general
case.
Of course, not all quasi-homogeneous complete intersections are conical Calabi–Yau’s,
and thus they are not all cones over Sasaki–Einstein manifolds. However, there are several
examples where this is the case. Some very old examples are the ones in [25]: three Fermat
quadrics in C7, two quadrics in C6, a quadric and a cubic in C6 (the latter two with certain
specially chosen coefficients). Some examples of finite deformations of the quartic in C5
are given in [80]; see also [81]. Some more modern examples, e.g. the ones in [82], could
also admit a description as complete intersections.
B Gibbons–Hawking spaces
In this appendix, we collect some useful facts for Gibbons–Hawking metrics for four-
dimensional Ak singularities, which represent a simple example class of hypersurface sin-
gularities that can be treated exactly. The relevant function defining these hypersurface
singularities is given by setting n = 2 in (4.5) as
fAµ = z
µ+1
1 + z22 + z23 , (B.1)
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where we have traded the parameter k for the Milnor number µ. The resulting cone
M0 = { z ∈ C3 | fAµ = 0 } , (B.2)
has an isolated conical singularity at zi = 0. It is well-known that M0 ∼= C2/Zµ+1, which
is made manifest by the relevant metric, that can be written as
ds2 = r
µ+ 1 (dψ + µ cos θ dφ)
2 + µ+ 1
r
(
dr2 + r2dθ2 + r2 sin2 θ dφ2
)
. (B.3)
This is exactly of the conical type, with base given by the quotient S3/Zµ+1. The defor-
mations of the singularity (B.1) are given by the unfolding (4.6), in terms of the Jacobi
ring basis
JAµ = {1 , z1 , z21 , . . . , zµ−11 } , (B.4)
leading to a deformed manifold
M = { z ∈ C3 | FAµ = 0 } , (B.5)
which features µ topological S2’s. The associated metrics can be written down explicitly
for this special class, owing to its hyper-Ka¨hler property, and are given as a special case of
the Gibbons–Hawking multi-instantons [32], as
ds2 = V −1 (dψ + χ)2 + V
(
dr2 + r2dθ2 + r2 sin2 θ dφ2
)
, (B.6)
where
V =
µ+1∑
I=1
1
rI
, dχ = ∗3dV , (B.7)
Here, rI ≡ ||~x − ~xI || denotes the distance in R3 from the point at ~x = ~xI , labelled by the
index I, running over µ+ 1 such points. We refer to these points as centres, while we note
that the µ topological spheres are defined by the fibration of the coordinate ψ over the
collection of lines between the centres. The metric (B.6) is only asymptotically conical,
asymptoting to (B.3) for large distances and reduces to it if all the centres coincide.28
Following e.g. [83], one may write down the µ cohomology representatives, which can
28Note that the relative positions of the centres correspond to 3µ parameters, while the unfolding of
the singularity along the Milnor ring in (B.4) is parametrised by µ complex parameters. The additional µ
parameters correspond to Ka¨hler deformations, as the 3µ position parameters altogether describe deforma-
tions of the complete hyper-Ka¨hler structure triplet Jx for x = 1, 2, 3. Taking J3 as the Ka¨hler form, one
can think of the parameters of deformations in (B.4) as the positions of the centres on the plane along the
other two directions.
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be chosen to definite selfduality in this case. We define the following sets of two-forms
αI =V ∗3 d
( 1
rI
)
− (dψ + χ) ∧ d
( 1
rI
)
,
βI =V ∗3 d
(1/rI
V
)
+ (dψ + χ) ∧ d
(1/rI
V
)
, (B.8)
which are explicitly anti-selfdual and selfdual respectively with respect to the metric (B.6),
as
∗ αI = −αI , ∗βI = βI , (B.9)
for each index I separately. Of these pairs of forms, only µ are linearly independent, since
µ+1∑
I=1
αI =
µ+1∑
I=1
βI = 0 . (B.10)
while one may relate one set to the other by exact pieces, so that only µ forms are nontrivial
in cohomology. In principle, one may choose any µ forms out of the 2(µ+1) forms αI , βI to
represent the cohomology group H4(M). However, there is a clear distinction between the
two sets of forms in (B.8), in terms of the de Rham and relative cohomology we reviewed
in section 4.3.
To see this, let us first define some notable cycles. As mentioned above, one can obtain
compact S2 cycles by considering the total space the U(1) fibration (spanned by ψ) over a
segment joining two centers. For example we can obtain compact cycles Aα, α = 1, . . . , µ,
by considering the segment from the α-th to the (α + 1)-th center. One can also obtain
“co-compact” cycles Bα by considering a plane R2 ⊂ R3 that meets the segment from the
α-th to the (α + 1)-th center exactly once, and choosing a lift of this plane from R3 to
M4.29 By construction we have that (4.30) holds.
Just as described in section 4.3, the Aα are both in H2(M) and in H2(M,∂M), while
the Bα are in H2(M,∂M), but not in H2(M) (since they have a boundary on ∂M). Among
the forms in (B.8), the βI span H2(M) but do not belong to H2(M,∂M), since they reduce
to forms describing Dirac monopoles on the boundary, as one can see be rewriting them as
βI = ∗3d
( 1
rI
)
− d
(1/rI
V
(dψ + χ)
)
. (B.11)
We can take the µ linearly independent βI , to be a basis for H2(M), as is standard in the
literature. On the other hand, one can show that appropriate linear combinations of the
αI with the βI reduce to exact forms d (λI(dψ + χ)) for appropriate functions λI , so that
they are both in H2(M) and H2(M,∂M). We can take µ of these forms to be a basis for
either of the two cohomologies.
Thus in H2(M,∂M) we have two competing bases. One can find a topological relation
29For example we can choose this lift so that the boundary of the α-th plane lifts to an S1 that winds α
times around the U(1) fibre.
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between them as follows. First consider the sphere Sα ⊂ R3 surrounding the α-th center.
Since the U(1) fibration is topologically non-trivial, Sα cannot be lifted to a two-cycle in
the manifold M4. If one tries for example to lift each “meridian” of Sα to M4, one will see
that the lift of (say) the south pole of Sα will become ambiguous. In other words, the Sα
will lift to a chain S˜α with a boundary which can be taken to be the entire U(1) fibre over
the south pole of Sα.
On the other hand, consider a segment sα joining the center α to the south pole of Sα,
together with the U(1) fibre over it. The resulting total space pi−1sα is again a chain in
M4, whose boundary is the U(1) fibre over the south pole of Sα, which exactly the same
as the boundary of the chain S˜α we described above. In other words, S˜α = −pi−1sα in
homology.
Now observe that the sphere Sα can be deformed to the difference of two planes
Bα − Bα−1. Moreover, a cycle Aα is a segment from center α to α + 1 together with the
U(1) fibre over it; so it can also be considered as the difference pi−1sα − pi−1sα+1. Thus in
homology we can write
Aα =pi−1sα − pi−1sα+1 = −S˜α + S˜α+1
= − (Bα −Bα−1)− (Bα+1 −Bα) = Bα−1 − 2Bα +Bα+1 . (B.12)
In other words,
Aα = CαβBβ , (B.13)
where C is minus the Cartan matrix for SU(µ + 1), which is of rank µ. This realizes
(4.32) in this particular case. (One should of course not think that Cαβ in (4.32) is always
proportional to the Cartan matrix for a Lie group.)
It is also easy to describe the variation operator. Monodromy in this case just shuffles
the µ + 1 centers around. So it takes m : Bα → Bα+1, for α = 1, . . . , µ − 1. For α = µ
we should be more careful: the plane Bµ is taken to a plane that does not go between
the centers. This would seem to be a trivial cycle, but in fact it is not because of the
non-triviality of the U(1) fibration over it, by consistency with the choice in footnote 29.
Taking this into account, one can see that in fact m : Bµ → −∑µα=1Bα. If we now recall
the definition in (4.34) of Var ≡ m− Id, we see that in this case
VarBα = v˜αβBβ , v˜αβ = −δαβ +

0 0 · · · −1
1 0 0 · · · −1
0 1 0 · · · ...
... . . .
...
0 · · · 1 0 −1
0 · · · 0 1 −1

. (B.14)
This is not yet the matrix vαβ in (4.34): to obtain that one we need to reexpress it in terms
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of the Aα. This can be done by multiplying v˜αβ by C−1. One thus obtains
VarBα = vαβCβγBγ = vαβAβ , vαβ =

1 1 · · · 1 1
0 1 1 · · · 1
... . . .
...
0 · · · 0 1 1
0 · · · 0 1

. (B.15)
It then turns out that
v−1αβ =

1 −1 0 · · · 0
0 1 −1 · · · 0
... . . .
...
0 · · · 0 1 −1
0 · · · 0 1

. (B.16)
Hence v−1 + (v−1)t = C (which in our case is minus the Cartan matrix of SU(µ+ 1), just
as stated in (4.35).
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