1. Introduction. Let filt ju2,... be regular probability measures on Rd such that is the largest "jump" of pn. Also, a theorem of Jessen and Wintner [9, Theorem 35, p. 86] states that if pn is purely discontinuous (= discrete), then p. is purely discontinuous or absolutely continuous or (continuous) singular and, more generally (van Kampen [10, pp. 443-444] ), p. is pure; cf. §2 below. In § §2 and 3, we discuss generalizations of these results when Rd is replaced by a locally compact Abelian group G. Our methods follow van Kampen's treatment [10] of infinite convolutions on R; cf. also Jessen and Wintner [9] , and Wintner [16] , [17] For example, our results imply that in the case when G is the circle group (1.3) op(u) = (1 -p~1 )£l + £ p->'exp /«/Wj.
and p = pn is the «th prime. This is generalized in §4 to the case of arbitrary locally compact Abelian groups G. In particular, it follows in the case G = T (as in the Erdös-Wintner case G = R) that when ß exists, it is pure (hence absolutely continuous or purely discontinuous or (continuous) singular). §4 depends heavily on results of Halasz [7] , and their applications by Delange [3] . This article was suggested by the paper of Elliott [5] dealing with the question of the continuity of the asymptotic distribution of a real additive function mod 1 (using results of Halasz and Delange, but not involving convolutions).
2. Cauchy-convergent convolutions on groups. Let G be a (Hausdorff) locally compact Abelian group (written additively) and T the dual group of continuous characters. We write (g, 7) for the pairing of G and r,g EG and 7 E T. Let P(G) be the set of regular probability measures ß on G. The Fourier-Stieltjes transform of ß is M(7)= jG(g,7)dß for 7er.
For p,vE P(G), we have (jn * v)*(y) = ß(y)P(y); cf. [15, pp. 13-15] .
The standard topology on P(G) is equivalent to the following: for any net {ßn} in P(G) and ß E P(G), ß"-*ßin P(G) is equivalent to (2.1) jGf(g)dßn-» $Gf(g)dß forall/GC°(G),
where C°,(G) is the set of complex-valued continuous functions on G with compact support [1, p. 82] . Furthermore, (2.1) can be replaced by any of the fol-lowing three equivalent conditions on Fourier-Stieltjes transforms, where pn, p E (i) pn(y) -* p(y) uniformly on compacts of T; 00 M"(T) -* M(7) for all y E T;
(hi) SrRryfrnti) dy -+ h foWl)<*7 for all / e Z,1 (T),
and Ll(T) refers to a Haar measure on T; cf. [1, p. 89 ] (where G = T and r = G are interchanged). Also, if {p"} is a net in P(G), then lim ßn exists in P(G) if and only if (2.2) lim fin(y) exists for all y E T and is continuous at 7 = 0.
In fact, the limit function is then continuous on T by the analogue of the Increments Inequality (cf. LoeVe [12, p. 195 We write {g} for the subset of G consisting of the point g, so that g is an atom if p({g}) > 0. We write coj = co1G EP(G) for the unit measure (i.e., cOj({0}) = 1) and co0G for [normalized] Haar measure on G [if G is compact], so that ojog E P(G) if G is compact. Also By hm 2(ju") as n -*■ °°, we mean the set of points gEG with the property that, for every neighborhood U of g, U Pi S(p") ¥=0 for large n. The next proposition follows by considering Fourier-Stieltjes transforms. Proposition 2.2. If px, p2,... E P(G) satisfy (2.5) p" * • • • » pN -* cjj as N > n -* °°, then (2.6) hm px * • • ■ * pn = p exists in P(G).
In contrast to the case of convolutions on Rd, (2.6) does not imply (2.5). This is clear if G is compact and co0G is its normalized measure for, by (2.4), wog * j"i * * * * * M" = "og ~~* w0g as « -> 00 for arbitrary p1,p2,... .
Definition.
When (2.6) holds, we say that the infinite convolution u = /ij * jU2 * • • • is convergent. If, in addition, (2.5) holds, we say that it is Cauchyconvergent. For r = 1, 2,. . . , put \, = /ij *p2*--*pn. Also vn = pn+1 * pn+2 * • • • is defined and Cauchy-convergent, and p = X" * v" and vn -* co, as n ->°°.
We now verify the following assertion; cf. [10, (19) This contradiction gives hn -► 0 as n -*■ °°, and proves (b). Assertion (h) can be proved by the use of (b) in the same way that Levy's case of G = R is proved in [10] with the use of the equivalent [10, (19) , p. 446]. We omit details.
Let p G P(G). If (X, J2, a) is a probability measure space, a map c6: X -*■ G is called measurable if <p~ *(A) C X is measurable for every Borel set A CG. If, also <t>: (X, a) -► (G, p) is a measure preserving map (i.e., a((p~i(A)) = p(A) for all Borel sets A C G), then p is called the distribution of <p. It is clear that if p is purely discontinuous, then there exist probability spaces (X, J2, a) and maps c6: X -> G such that c> has ju as its distribution. (More generally, this is the case if (G, p) is a Lebesgue measure space; cf. [14] .) Let (X, J2, o) be a probability space and sx(x), s2(x), ... a sequence of measurable maps sn: X -> G. We say that Sj(x), s2(x), ... is Cauchy in measure if, for every neighborhood U of 0 e G, (2.9) o{jcG^: s^jc) -s"(x) <£ J/} -► 0 forAr>r-*»o.
If this is the case and, in addition, G is metrizable, then standard proofs for G = R show that there exists a measurable map s: X -> G such that sn(x) -* s(x) in measure as n -°°, i.e., We adopt the conventions of [10] , omitting details here. Let X = Xx x X2 x • • • be an infinite product measure space carrying a product measure a = Tlon, each Xn is a probability measure space with measure an. A point x G X is a sequence x = (xv x2,. . . ) with xn G Xn and, for example, a function <pn(xn) on Xn is also considered a function of x G X independent of xk, k¥=n. Let pl,p2, • • • e^(G) and let <!>"'■ Xn -► G be a function having pn as its distribution. Then We shall modify these arguments, using Proposition 2.4(i), avoiding a "limit a.e." or "limit in measure". (Roughly speaking, we consider an arbitrary, but fixed, symmetric neighborhood V of 0 E G, a sequence V0, Vl,. . . of such neighborhoods with V = V0 and Vk+1 + Vk+ j C Vk and the pseudo-metric induced on G by the neighborhood "base" V0, Vx, . . . of 0 <E G.)
Proof. We give the proof in several steps. We write A (2) Since <pn is purely discontinuous, there is no difficulty about the existence of Xn and <pn. It can also be supposed that the range of <Pn(xn) in G is countable. Let M be a countable subset of G containing the ranges of sn and sn -sm for n, m = 1,2, ... . 3. Convergent convolutions. In this section, we consider the analogues of Theorems 2.1 and 2.2, when m = Mi * M2 * * • • is convergent (i.e., (2.6) holds), but not necessarily Cauchy-convergent (i.e.,-(2.5) need not hold).
For any closed subgroup H of G and ju G P(G), define yPIH E P(G/H) by Let p be pure and let 31 be an admissible class of sets of G/H such that pG/H(A) > 0 for some .4 £ 31. Then p(T£lA) = pG/H(A) > 0, so that there is an A0 £ 31 such that pG/H(A0) = p(TjjlA0) = 1. Thus, pG/H is pure. 
On (hi). This is clear in view of the proof of (i).
Recall that an infinite product Wan of complex numbers is said to be convergent if there is an integer K such that aKaK+l • • • an has a nonzero limit as n-*■<*>; i. is Cauchy-convergent in P(G/H), i.e., In the important case where G is the circle group T = R/Z and every closed subgroup H is T or is finite, we have ft dKn ± 0, where dKn = max £ pn({d + //«}).
(ii) //, in addition, pn is purely discontinuous, then p is pure (hence absolutely continuous or purely discontinuous or (continuous) singular); in particular, p is purely discontinuous if and only if (3.9) holds for some integer k > 0.
It is easy to see that (1.2) and (3.9) are not equivalent. For example, in the case that co^ = px -p2 = • • • , where coj^K is the probability measure on T with the atoms 0, I Ik, . .. , (k -1)1 k (mod 1) assigned the equal probability The function / is said to possess an asymptotic distribution p if there exists a p E P(G) and tn -► pas N -► 00 in P(G).
In the remainder of this paper, we suppose that /: Z+ -* G is additive, i.e., f(m + n) = fXm) + j\n) if m, n are relatively prime. Halasz's definitive paper [7] concerns the existence of the mean value M(F) of a complex-valued multiplicative function F, |F(n)| < 1. On the one hand, his results.and proof (cf. [7, p. 380 On the other hand, a result of Delange (cf. [2] , [3]) and/or of Halasz [7] shows that if Proof. This is contained in Proposition 3.2 since the finite product in 3) holds if (7, u) is replaced by (7 + 7, 2u) . But (4.9) does not hold if (7, u) is replaced by (7 + 7, 2u) . Thus M(Fy+y) ¥= 0. Consequently, (4.6) is convergent if 7 is replaced by 7 + 7, by Proposition 4.2; so that 7 + 7 G A0 with 1/(7 + 7) = 0, and (4.11) zZ P~1 sin [arg(f(P)> 7)] converges P if 7 is replaced by 7 + 7, i.e., argf/i(/?)> 7) by 2 arg(/Tj5), 7). Since 7 £ A0, we have «(7) = «(7 + 7)/2 = 0. Thus the real part of (4.6), i.e., (4.10) with u = 0, is convergent. The imaginary part (4.11) also converges since |sin 2x -2 sin jc| = 4|sin ;c|sin2(x/2). This is contrary to the assumption that (4.6) does not hold, and completes the proof. .2) is Cauchy-convergent, then f has an asymptotic distribution p, and p is pure. Remark 1. Theorem 4.3 below for G = T shows that, in general, the convergence of (4.2) is not sufficient for the existence of an asymptotic distribution.
Remark 2. Since ap is purely discontinuous, the theorems of § §2-3 are applicable to (4.2).
Proof. On (i). Since /has an asymptotic distribution p, it follows that M(Fy) exists and £(7) = M(Fy) for all 7 G I\ By Proposition 4.5, we have, for every fixed 7 G T, either (4.4), hence (4.5), or (4.6), hence (4.8). Consequently (4.12) lim IT o (y) = p(y) for7GI\ Theorem 4.4. Let /: Z+ -> R be a real, additive function such that f mod 1: Z+ -* T has an asymptotic distribution p. Then (i) p is pure (hence purely discontinuous or absolutely continuous or singular), and (ii) p is purely discontinuous if and only if there exists an integer k > 0 such that (4.15) . £ p-^oo. 
