Introduction
Rotations on the circle T = R/Z are the prototype of quasiperiodic dynamics. They also constitute the starting point in the study of smooth dynamics on the circle, as attested by the concept of rotation number and the celebrated Denjoy theorem. In these two cases, it is important to distinguish the case of rational and irrational rotation number. But, if one is interested in the deeper question of the smoothness of the linearizing map, one has to solve a small divisors problem where the diophantine approximation properties of the irrational rotation number are essential. The classical continuous fraction algorithm generated by the Gauss map G(x) = {x −1 } (where x ∈ (0, 1) and {y} is the fractional part of a real number y) is the natural way to analyze or even define these approximation properties. The modular group GL(2, Z) is here of fundamental importance, viewed as the group of isotopy classes of diffeomorphisms of T 2 , where act the linear flows obtained by suspension from rotations.
There is one obvious and classical way to generalize linear flows on the 2-dimensional torus : linear flows on higher dimensional tori. One can still define the classical diophantine approximation properties and obtain KAM-type linearization results. However, we are far from understanding these approximation properties as well as in the classical case, basically because for n ≥ 3 the group GL(n, Z) is far from hyperbolic and we cannot hope for a continuous fraction algorithm having all the wonderful properties it has for n = 2.
A less obvious way to generalize linear flows on the 2-dimensional torus, but one which has received a lot of attention in recent years, is to consider linear flows on compact surfaces of higher genus called translation surfaces. We refer to Zorich's paper in this volume for a precise definition and an introduction to these very natural geometrical structures.
Linear flows on translation surfaces may be obtained as singular suspensions of one-dimensional maps of an interval called interval exchange maps (i.e.m). Such a map is obtained by cutting the interval into d pieces and rearranging the pieces ; when d = 2, this is nothing else than a rotation if the endpoints of the interval are identified to get a circle ; for d = 3, one is still quite close to rotations (see Section 2.7 below) ; for d ≥ 4, one can already obtain surfaces of genus ≥ 2. Interval exchange maps (and translation surfaces) occur naturally when analyzing the dynamics of rational polygonal billiards.
An early important result is the proof by Katok-Stepin [4] that almost all i.e.m with d = 3 are weakly mixing. Somewhat later, Keane began a systematic study of i.e.m and discovered the right concept of irrationality in this setting ([Ke1] ). He also conjectured that almost all i.e.m are uniquely ergodic. One should here beware that minimality is not sufficient to guarantee unique ergodicity, as shown by examples of Keynes-Newton [8] , see also [1] and Keane [6] . Keane's conjecture was proved by Masur [11] and Veech [17] independently, see also Kerckhoff [7] and Rees [15] . The key tool developed by Veech, and also considered by Rauzy [14] , is a continuous fraction algorithm for i.e.m which has most of the good properties of the classical Gauss map. However, the unique absolutely continuous invariant measure for the elementary step of this algorithm is infinite. In order to be able to apply powerful ergodic-theoretical tools such as Oseledets multiplicative ergodic theorem, one needs an absolutely continuous invariant probability measure ; this was achieved by Zorich [22] by considering an appropriate acceleration of the Rauzy-Veech continuous fraction algorithm.
Our aim in the following is to present the basic facts on the continuous fraction algorithm and its acceleration. After defining precisely interval exchange maps (Section 2), we introduce Keane's condition (Section 3), which guarantees minimality and is exactly the right condition of irrationality to start a continuous fraction algorithm. The basic step of the Rauzy-Veech algorithm is then introduced (Section 4). It appears that unique ergodicity is easily characterized in terms of the algorithm, and we give a proof of the Mazur-Veech theorem (Section 4.4). Next we explain how to suspend i.e.m to obtain linear flows on translation surfaces (Section 5). The continuous fraction algorithm extends to this setting and becomes basically invertible in this context. In the last chapter, we introduce Zorich's accelerated algorithm (Section 6.2) and the absolutely continuous invariant probability measure. However, we stop short of making use of this probability measure and develop the ergodic-theoretic properties of i.e.m and the continuous fraction algorithm. We refer the reader for these to [19, 20, 21, 23, 24, 25, 3] .
Coming back to small divisors problems, there does not exist today a KAM-like theory of non linear perturbations of i.e.m. However, as far as the linearized conjugacy equation (also known as the cohomological equation, or the cocycle equation, or the difference equation) is concerned, Forni has obtained [2] fundamental results (in the continuous time setting) which leave some hope that such a theory could exist. Forni solves the cohomological equation (under a finite number of linear conditions) for an unspecified full measure set of i.e.m. In a jointwork with Marmi and Moussa [12] , we use the continuous fraction algorithm to formulate an explicit diophantine condition (Roth type i.e.m) of full measure which allows to solve the cohomological equation (with slightly better loss of differentiability than Forni) .
One last word of caution : one of the nice properties of the algorithm is its invariance under the basic time-reversal involution. However, the usual notations do not reflect this and lead by forcing an unnatural renormalization to complicated combinatorial formulas. We have thus chosen to depart from the usual notations by adopting from the start notations which are invariant under this fundamental involution. This may cause some trouble but the initial investment should be more than compensated later by simpler combinatorics.
Interval exchange maps
2.1 An interval exchange map (i.e.m) is determined by combinatorial data on one side, length data on the other side.
The combinatorial data consist of a finite set A of names for the intervals and of two bijections π 0 , π 1 from A onto {1, . . . , d} (where d = #A); these indicate in which order the intervals are met between and after the map.
The length data (λ α ) α∈A give the length λ α > 0 of the corresponding interval.
More precisely, we set
We then define, for ε = 0, 1, a bijection j ε from A I α onto I :
The i.e.m T associated to these data is the bijection
If
A, π 0 , π 1 , λ α are as above and X : A → A is a bijection, we can define a new set of data by
Obviously, the "new" i.e.m T determined by these data is the same, except for names, than the old one. In particular, we could restrict to consider normalized combinatorial data characterized by
However, this leads later to more complicated formulas in the continuous fraction algorithm because the basic operations on i.e.m do not preserve normalization.
2.3
Given combinatorial data (A, π 0 , π 1 ), we set, for α, β ∈ A
Let (λ α ) α∈A be length data, and let T be the associated i.e.m. For α ∈ A, y ∈ j 0 (I α ), we have
where the translation vector δ = (δ α ) α∈A is related to the length vector λ = (λ α ) α∈A by :
There is a canonical involution I acting on the set of combinatorial data which exchange π 0 and π 1 . For any set (λ α ) α∈A of length data, the interval I α , I are unchanged, but j 0 , j 1 are exchanged and T is replaced by T −1 . The matrix Ω is replaced by −Ω and the translation vector δ by −δ.
Observe that I does not respect combinatorial normalization.
2.5
In the following, we will always consider only combinatorial data (A, π 0 , π 1 ) which are admissible, meaning that for all k = 1, 2, . . . , d − 1, we have
Indeed, if we had π −1 0 ({1, . . . , k}) = π −1 1 ({1, . . . , k}) for some k < d, for any length data (λ α ) α∈A , the interval I would decompose into two disjoint invariant subintervals and the study of the dynamics would be reduced to simpler combinatorial data.
2.6
Assume that #A = 2, A = {A, B}. Without loss of generality, we have π 0 (A) = π 1 (B) = 1, π 1 (A) = π 0 (B) = 2. When we identify I = [0, λ * ) with the circle R/λ * Z, the i.e.m T becomes the rotation by λ B .
2.7
Assume that #A = 3, A = {A, B, C}. Without loss of generality, we may also assume that π 0 (A) = 1, π 0 (B) = 2, π 0 (C) = 3. Amongst the 6 bijections from A onto {1, 2, 3}, there are 3 choices for π 1 giving rise to admissible pairs (π 0 , π 1 ), namely :
In case (i) and (ii), we obtain again a rotation on the circle R/λ * Z identified to I. In case (iii), considerÎ = [0, λ * + λ B ) andT :Î →Î defined byT
ThenT is an i.e.m onÎ. For
, we haveT (y) / ∈ I and T (y) =T 2 (y). Therefore, T appears as the first return map ofT in I.
Thus, all i.e.m with #A ≤ 3 are rotations or are closely connected to rotations.
3 The Keane's property 3.1 Let T be an i.e.m defined by combinatorial data (A, π 0 , π 1 ) and length data λ = (λ α ) α∈A . DEFINITION -A connexion for T is a triple (α, β, m) where α, β ∈ A, π 0 (β) > 1, m is a positive integer and T m (j 0 (0, α)) = j 0 (0, β). We say that T has Keane's property if there is no connexion for T . EXERCICE 1 -For d = 2, T has Keane's property iff λ A , λ B are rationally independent. EXERCICE 2 -For d = 3, in case (i) of 2.7 above, we have T (y) = y + λ C mod λ * Z. Show that T has Keane's property iff the two following conditions are satisfied 1. T is an irrational rotation, i.e λ C /λ * is irrational ; 2. the points 0 and λ A are not on the same T -orbit, i.e there are no relations λ A = mλ C + nλ * with m, n ∈ Z.
3.2
THEOREM -(Keane [Ke1]) An i.e.m T with the Keane's property is minimal, i.e all orbits are dense. Proof -Let T be an i.e.m with the Keane's property.
1. We first show that T has no periodic orbits. Otherwise, there exists m > 0 s.t P m (T ) = {y, T m y = y} is non-empty. Then y * := inf P m (T ) belongs to P m (T ). If y * > 0, there exists k ∈ {0, . . . m − 1} and α ∈ A such that T k (y * ) = j 0 (0, α) > 0 and (α, α, m) is a connexion. If y * = 0, T −1 (y * ) = j 0 (0, α) > 0 for some α ∈ A and (α, α, m) is again a connexion. 2. Assume now by contradiction that there exists y ∈ I such that (T n (y)) n≥0 is not dense in I. Then there exists an half-open interval J = [y 0 , y 1 ) which does not contain any accumulation point of (T n (y)) n≥0 , nor any j 0 (0, α). Let D be the finite set consisting of y 0 , y 1 and the j 0 (0, α); let D * be the set consisting of the pointsŷ ∈ J such that there exists m > 0 with
For each r ∈ {1, . . . , k}, there is by Poincaré recurrence a smallest n r > 0 such that
We conclude that
is a finite union of half-open intervals, is fully invariant under T (because J = r T nr (J r )) and does not contain any accumulation point of (T n (y)) n≥0 . Because λ * cannot be the only accumulation point of (T n (y)) n≥0 , we cannot have J * = I. Because the combinatorial data are admissible (an obvious consequence of Keane's property), J * cannot be of the form [0,ȳ), 0 <ȳ < λ * . Therefore, there exists y * ∈ J * ∩ ∂J * with y
Both cases are impossible by the first part of the proof. Thus there exists l 1 < 0, l 2 ≥ 0 and
Irrationality and Keane's property
PROPOSITION - (Keane [Ke1] ). If the length data (λ α ) α∈A are rationally independent and the combinatorial data are admissible, then T has Keane's property. Proof -Assume on the opposite that there is a connexion (α 0 , α m , m). For 0 < l < m, let α l ∈ A such that T l (j 0 (0, α 0 )) ∈ j 0 (I α l ). Denote by (δ α ) α∈A the translation vector. We have
Setting, for α ∈ A :
we obtain n α λ α = 0 and therefore n α = 0 for all α ∈ A from rational independence.
Letd be the highest value taken by the
Because the combinatorial data are admissible, there must existsα ∈ A with π 0 (α) ≥d but
In a symmetric way, we also prove that π 0 (α l ) <d for all l ∈ (0, m]. This contradicts the definition of d.
A continuous version of interval exchange maps
The construction which follows is completely similar to the construction of Denjoy counter examples, i.e C 1 diffeomorphisms of the circle with no periodic orbits and a minimal invariant Cantor set.
Let T be an i.e.m with combinatorial data (A, π 0 , π 1 ) ; for simplicity we assume that T has Keane's property.
For n ≥ 0, define
It follows from the Keane's property that these sets are disjoint from each other and do not contain 0.
Define an atomic measure µ by
and then increasing maps i
We therefore have
We also define
and
As T is minimal, K is a Cantor set whose gaps are the intervals
PROPOSITION -There is a unique continuous mapT :
Moreover,T is a minimal homeomorphism. Proof -T is unique because i + (I) is dense in K. Let us check thatT is uniformly continuous on i + (I) : if y < y satisfy i + (y ) < i + (y) + 1, it is easy to check that we havê
The first statement of the proposition follows. ThatT is an homeomorphism follows from the observation that our setting gives symmetrical roles to T and T −1 . We leave the minimality as an exercice for the reader.
4 The continuous fraction algorithm
Let T be an i.e.m defined by combinatorial data (A, π 0 , π 1 ) and length data (λ α ) α∈A . We assume as always that the combinatorial data are admissible.
We denote by α 0 , α 1 the (distinct) elements of A such that
Observe that if λ α0 = λ α1 the triple (α 1 , α 0 , 1) is a connexion and T has not the Keane's property.
We now assume that λ α0 = λ α1 and define ε ∈ {0, 1} by The combinatorial data (π 0 ,π 1 ) forT are given byπ ε = π ε and
We rewrite the relation between old and new length data as λ = Vλ , where V = 1 + E αεα1−ε has now non negative integer coefficients an belongs to SL(Z A ). We also write
and observe that these new combinatorial data are admissible.
Rauzy diagrams
Let A be an alphabet. We define an oriented graph, as follows. The vertices are the admissible pairs (π 0 , π 1 ). Each vertex (π 0 , π 1 ) is the starting point of exactly two arrows with endpoints at R 0 (π 0 , π 1 ) and R 1 (π 0 , π 1 ). The arrow connecting (π 0 , π 1 ) to R ε (π 0 , π 1 ) is said to be of type ε.
The operations R 0 , R 1 are obviously invertible. Therefore each vertex is also the endpoint of exactly two arrows, one of each type.
To each arrow in the graph, we associate a name in A : it is the element α ε such that π ε (α ε ) = d (where (π 0 , π 1 ) is the starting point of the arrow and ε is its type). The element α 1−ε will then be called the secondary name of this arrow.
A Rauzy diagram is a connected component in this oriented graph. In each of these diagrams, the symmetry with respect to the vertical axis corresponds to the action of the canonical involution.
" " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " "
" " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " "
" " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " "
" " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " "
" " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " # # " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " "
" " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " "
" " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " "
" " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " $ " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " "
" " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " "
" " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " "
" " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " "
" " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " "
" " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " " In the last diagram, there is a further symmetry with respect to the center of the diagram, which corresponds to the exchange of the names B 0 , B 1 . This is a monodromy phenomenon : to each admissible pair (π 0 , π 1 ), one can associate the permutation π := π 1 • π −1 0 of {1, . . . , d}, which is invariant under change of names. When we identify vertices with the same permutation, we obtain a reduced Rauzy diagram and we have a covering map from the Rauzy diagram onto the reduced Rauzy diagram.
In the first three examples above, the covering map is an isomorphism. In the last exemple, the degree of the covering map is 2 and the reduced Rauzy diagram is shown in figure 4 , where π is denoted by (π
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For ε ∈ {0, 1}, we also write π 1 ) ) given by the matrix V = 1 + E αεα1−ε of 4.1. We denote this map by R. In other terms, in the context of Section 4.1, we set
BecauseT is a first return map for T , if T has the Keane's property, the same will be true forT . This means that for such maps we will be able to iterate infinitely many times R.
There is a canonical projection from
, and we get a quotient map which we still denote by R and which is 2 to 1 from ∆ * (D) onto ∆(D). Let (λ α ) α∈A , π 0 , π 1 ) ∈ C(D) be data defining an i.e.m T ; assume that T satisfies the Keane's property. Iterating R, we get a sequence (T (n) ) n≥0 of i.e.m with T (0) = T . The data for T (n+1) are related to the data of T (n) by formulas :
Denote by γ (n+1) the arrow in D which connects the pair (π
). The sequence (γ (n) ) n>0 determines an infinite path in D starting at (π
1 ). PROPOSITION -Each name in A is taken infinitely many times by the sequence (γ (n) ) n>0 . Proof -Let A be the set of names which are taken infinitely many times and let A = A − A . Replacing T by some T (N ) , we can assume that names in A are not taken at all. Then the length λ (n) α , α ∈ A , do no depend on n. But then elements α ∈ A can only appear as secondary names at most finitely many times. Replacing again T by some T (N ) , we can assume that secondary names are never in A . Then the sequences (π (n) ε (α)) n>0 , for ε ∈ {0, 1}, α ∈ A , are non decreasing and we can assume (replacing again T by T (N ) ) that they are constant.
We now claim that we must have π
ε (α ) for all α ∈ A , α ∈ A and ε ∈ {0, 1}. Because the pair (π To prove the claim, assume that there exist α ∈ A , α ∈ A , ε ∈ {0, 1} with π
ε (α ), which gives a contradiction. COROLLARY 1 -Each type and each secondary name is taken infinitely many times. Proof -The first assertion is obvious (we do not need the proposition here). The second follows from the proposition and the following fact : if γ (n) , γ
have not the same name, the secondary name of γ (n+1) is the (main) name of γ (n) .
COROLLARY 2 -The length of the intervals I (n) goes to 0 as n goes to ∞. Proof -All sequences (λ (n) α ) n≥0 are non increasing and we want to show that they go to 0. Let λ (∞) α be the limit. Given ε > 0, let N ≥ 0 such that λ
+ ε for all α ∈ A. For each α ∈ A, there exists n > N such that α is a secondary name for γ (n) ; this implies that λ
α ≤ ε and concludes the proof. COROLLARY 3 -Let T be an i.e.m with admissible combinatorial data which does not have the Keane's property. Then the continuous fraction algorithm stops because at some point the equality λ
. We show by infinite descent that the algorithm has to stop. Set y 0 = j 0 ((0, β)) ; set y 1 = j 1 ((0, α)) if π 1 (α) = 1, y 1 = T (0) if π 1 (α) = 1. We have Tm(y 1 ) = y 0 withm = m − 1 if π 1 (α) = 1,m = m − 2 if π 1 (α) = 1, andm ≥ 0 in both cases, with y 0 , y 1 > 0.
Assume by contradiction that the algorithm never stops. Observe that the proposition and the corollaries 1 and 2 hold, because the Keane's property was not used in their proof. Let n be the largest integer such that
where I (n) is the domain for T (n) . Such an n exists by Corollary 2. If we had y 0 = y 1 , the equality case would happen at the next step of the basic operation. We therefore havem > 0, y 0 = y 1 . Assume for instance that y 1 > y 0 (the other case is symmetric). First, because T (n) is the first return map of T into I (n) , there exists 0 <m ≤m such that (T (n) )m(y 1 ) = y 0 . Second, by the definition of the basic operation, y 1 = T (n) (y 1 ) is equal to j 1 (0, α 1 ) at step n + 1, where
(y 1 ) = y 0 and therefore (as T (n+1) is a first return map of T (n) ) there existsm ≤m − 1 <m such that T (n+1) (y 1 ) = y 0 . We have completed one step of the descent argument, and this concludes the proof. COROLLARY 4 -For each m ≥ 0, there exists n > m such that the matrix Q := V (m+1) . . . V (n) satisfies Q αβ > 0 for all α, β ∈ A. Proof -Write Q = Q(n). Let α, β ∈ A ; if Q αβ (n 0 ) > 0 for some n 0 , then Q αβ (n) > 0 for all n ≥ n 0 : indeed the diagonal terms of the V matrices are equal to 1. It therefore suffices to prove that for all α, β ∈ A there exists n 0 such that Q αβ (n 0 ) > 0. Fix α, β ∈ A. If α = β, we already have Q αβ (m+ 1) = 1. Assume α = β. Let n 1 > m the smallest integer such that the arrow γ has name α. Set α 1 := α and let α 2 be the secondary name of γ (n1) ; we have Q α1αi (n 1 ) > 0 for i = 1, 2. If β = α 2 , we are done. Otherwise, d ≥ 3 and there exists a smallest integer n 1 > n 1 such that the name of γ (n 1 ) is not α 1 or α 2 . There also exists a smallest integer n 2 > n 1 such that the name of γ (n2) is α 1 or α 2 . Then, the secondary name α 3 of γ (n2) is the name of γ (n2−1) and therefore is different from α 1 or α 2 . We have V (n2) αj α3 = 1 for some j ∈ {1, 2}, and therefore Q α1αi (n 2 ) > 0 for i ∈ {1, 2, 3}. If β = α 3 we are done. Otherwise d ≥ 4 and we define n 2 > n 2 , n 3 > n 2 , α 4 / ∈ {α 1 , α 2 , α 3 } as above . . . At some point we must have β = α j . 
and let
Proof -From Corollary 4 it follows that for all m ≥ 0 there exists n > m such that the closure of
where (e α ) α∈A is the canonical base of R A . Let n k be an increasing sequence of integers such that
for every α ∈ A. Then we must have
The limits e (∞) α cannot be all distinct, because all coefficients of V (1) . . . V (n) go to ∞ as n goes to ∞ (by Corollary 4), and these matrices are unimodular. Thus C (∞) ∪ {0} is closed, polyhedral of dimension < d. Indeed it is simplicial because, as we will see in the next section, it can be interpreted as a cone of invariant measures.
Unique ergodicity and the continuous fraction algorithm
Recall that a transformation is uniquely ergodic if it has exactly one invariant probability measure.
For an i.e.m T , (normalized) Lebesgue measure is invariant, hence there should be no other invariant probability measure.
Let T be an i.e.m with the Keane's property. In particular, T is minimal. Therefore, every finite invariant measure µ is continuous and supported by the whole of I. For such a measure, we set
This defines an homeomorphism from I onto I µ := [0, µ(I)). Let
µ . This is a one-to-one transformation of I µ . Actually, T µ is immediately seen to be an i.e.m on I µ , whose combinatorial data are the same as for T , and whose length data (λ α (µ)) α∈A are given by
Obviously, the image of µ under the conjugacy H µ is the Lebesgue measure on I µ . PROPOSITION -The map µ → (λ α (µ)) α∈A is a linear homeomorphism from the set of T -invariant finite measures onto the cone C (∞) of Corollary 5 In particular, T is uniquely ergodic if and only if C (∞) is a ray. Proof -The map is obviously linear and continuous ; as T and T µ are topologically conjugated, T µ has also the Keane's property ; moreover, the restriction of H µ to I (n) is an homeomorphism on I (n) µ which conjugates T (n) and T (n) µ . Thus, the length vector (λ γ (µ)) α∈A belongs to C (n) for every n ≥ 0 and therefore to C (∞) . Conversely, let (λ α ) α∈A be a length vector in C (∞) . LetT be the i.e.m defined by this length vector and the same combinatorial data than T . The continuous fraction algorithm forT never stops (with the same path in the Rauzy diagram than for T ), henceT has the Keane's property ; the same is true for the i.e.m.T t whose length vector is (1 − t)λ + tλ ∈ C (∞) . Therefore,
for all k ≥ 0, the map H extends in a unique way to an homeomorphism from I ontoĨ which conjugates T andT . If µ is the image of Lebesgue measure under H −1 , then µ is a finite T -invariant measure on I andT = T µ . For any finite path γ = (γ (i) ) 0<i≤n in D starting at (π 0 , π 1 ), let (V (i) ) 0<i≤n be the associated matrices ; let
For β ∈ A, we also write
Proof -Indeed, Q(γ) is unimodular and we have, for
There exists a constant c ∈ (0, 1), depending only on C and d, and a path γ extending γ such that
Proof -Choose a pathγ starting from the endpoint of γ such that Q αβ (γ) > 0 for all α, β ∈ A. We have Q αβ (γ) ≤ C 1 , with C 1 depending only on d. Let γ = γ γ. We have, for β ∈ A
and thus, by Lemma 1
It is also clear, considering orthogonal projections on 1-dimensional lines, that we have
be formed of those length data in ∆(γ) for which the (n + 1) th arrow has type ε. Then
Proof -Clear from Lemma 1. Let T be an i.e.m in ∆(γ) satisfying Keane's condition, and let (γ (i) (T )) i≥0 be the associated path ; we therefore have γ (i) (T ) = γ (i) for 0 < i ≤ n. Let (V (i) (T )) i≥O be the associated matrices ; define
Fix α ∈ A, and define Q α (T ) = Q α (n(α, T ), T ), where n(α, T ) is the smallest integer m > n such that the name of γ (m) (T ) is α (this is well defined by the proposition in 4.3). We then have : LEMMA 4 -For any C ≥ 1, we have :
Proof -We will show the slightly stronger result that the inequality of the lemma holds even after conditioning by the valuen of n(α, T ) − n. We show this last result by induction onn.
We haven = 1 iff the name of γ (n+1) (T ) is α ; in this case, we have Q α (T ) = Q α (γ) and the estimate holds for all C ≥ 1.
If π
and ∆ 1 (γ) and apply the induction hypothesis to both simplices to conclude.
Assume on the other hand that π
0 (α 0 ) = d and we have
and use the induction hypothesis to conclude. The case π
constant and a non trivial non empty subset
There exist a constant C 1 ≥ 1, a constant c 1 ∈ (0, 1), depending only on C 0 and d, and paths (γ(l)) 1≤l≤L extending γ such that (i) the simplices ∆(γ(l)) have disjoint interiors and
(ii) for every l ∈ [1, L], there exists a subset A l of A strictly larger than A 0 such that
Proof -We first extend γ to a pathγ such that the name of the last arrow of γ does not belong to A 0 ; we can do this having
We then apply Lemma 4, for every α ∈ A 0 , toγ with C = 2#A 0 . We obtain that the volume of those T ∈ ∆(γ) for which Q α (T ) ≤ 2#A 0 Q α (γ) for every α ∈ A 0 is at least half the volume of ∆(γ). For such a T , let m >ñ = length (γ) the smallest integer such that the nameᾱ of γ (m) (T ) belongs to A 0 . We define (for those T ) a finite path γ(T ) as follows :
1. If for somem ∈ (ñ, m), some α ∈ A − A 0 , we have
and the ∆(γ(l)) have disjoint interiors. Let l ∈ [1, L] ; if T l is as in case a), we take A l to be the union of A 0 and all α ∈ A − A 0 satisfying
, by definition of m, the name β of γ (m−1) (T l ) does not belong to A 0 and we have
where α is the name of
We take A l = A 0 ∪ {β} in this case. We obtain the conclusions of the lemma with c 1 = 1 4 c 1 and
Iterating Lemma 5, we obtain LEMMA 6 -There exists a constant C, depending only on d, and paths (γ(l)) 1≤l≤L extending γ such that (i) the simplices ∆(γ(l)) have disjoint interiors and
The proof of the theorem is now clear : for almost every i.e.m T , with associated path (γ (i) ) i>0 , it follows from Lemma 6 that there are infinitely many integers n k such that the path (γ (i) ) 0<i≤n k satisfy the hypothesis of Lemma 2. It follows then from Lemma 2 that the intersection of the simplices ∆((γ (i) ) 0<i≤n ) is reduced to a point.
5 Suspension of i.e.m
Suspension data
Let (A, π 0 , π 1 ) be admissible combinatorial data, and let T be an i.e.m of this combinatorial type, determined by length data (λ α ) α∈A . We will construct a Riemann surface with a flow which can be considered as a suspension of T . In order to do this, we need data which we call suspension data.
We will identify R 2 with C. Consider a family τ = (τ α ) α∈A ∈ R A . To this family we associate
We always have ξ
, where as before π ε (α ε ) = d. We say that τ defines suspension data if the following inequalities hold :
We also set
We then have θ = Ωζ , Reθ = δ , and define h = −Imθ = −Ωτ .
One has h α > 0 for all α ∈ A, because of the formula
Construction of a Riemann surface
Let (A, π 0 , π 1 ) and (ζ α = λ α + iτ α ) α∈A as above. For α ∈ A, consider the rectangles in C = R 2 :
, and the segments
The translation by θ α sends R Observe that M * ζ inherits from C the structure of a Riemann surface, and also a nowhere vanishing holomorphic 1-form ω (given by dz) and a vertical vector field (given by ∂ ∂y ).
Compactification of M * ζ
LetĀ be the set with 2d−2 elements of pairs (α, L) and (α, R), except that we
Let σ be the permutation ofĀ defined by
. The permutation describes which half planes are met when one winds around an end of M * ζ . Denote by the set of cycles of σ. To each c ∈ Σ is associated in a one-to-one correspondance an end q c of M * ζ . From the local structure around q c , it is clear that the compactification M ζ = M * ζ Σ {q c } will be a compact Riemann surface, with the set of marked points {q c } = M ζ −M * ζ in canonical correspondence with Σ. Moreover, the 1-form ω extends to a holomorphic 1-form on M ζ ; the length of a cycle c is an even number 2n c ; the corresponding marked point q c is a zero of ω of order n c − 1. Let ν = #Σ, and let g be the genus of M ζ . We have
Example : Suppose that π 0 , π 1 satisfy The vertical vector field on M * ζ does not extend (continuously) to M ζ when g > 1, unless one slows it near the marked points (which we will not do here). Nevertheless, it can be considered as a suspension of T : starting from a point (x, 0) on the bottom side of R 
The basic operation of the algorithm for suspensions
Let (A, π 0 , π 1 ) and (ζ α = λ α + iτ α ) α∈A as above. Construct R ζ , M ζ as in 5.2, 5.3. With π ε (α ε ) = d as above, assume that
Then the formula λ αε = max(λ α0 , λ α1 ) defines uniquely ε ∈ {0, 1} and determines uniquely the basic step of the continuous fraction algorithm ; this step produces new combinatorial data (A,π 0 ,π 1 ) and length data (λ α ) α∈A given by
For suspension data, we just define in the same way
This has a nice representation in terms of the corresponding regions R ζ , Rζ .
One cuts from R ζ the part where x >λ * = λ * − λ αε ; it is made of R 
We also see that (still with ε = 0), ifα 1 ∈ A is such thatπ 1 (α 1 ) = d (we haveα 1 =α 1 ifα 1 = α 0 ,α 1 = α 1 ifα 1 = α 0 ), one has 
and define appropriately new combinatorial data ; this operation is the inverse of the one above. Thus the dynamics of the continuous fraction algorithm at the level of suspensions is invertible (on a full measure set) and can be viewed as the natural extension of the dynamics at the level of i.e.m.
It is clear that the Riemann surfaces M ζ , Mζ are canonically isomorphic, and the isomorphism respects the holomorphic 1-form and the vertical vector field.
Cohomological interpretation of Ω
Consider the following homology classes : Then (c α ) α∈A is a basis of H 1 (M ζ , Σ, Z), and (c * α ) α∈A is a basis of
For the intersection pairing on H
We have canonical maps
where the first map is surjective and the second injective ; the image of c * 
where the first map is surjective and the second injective. The image of [ω] in
Thus Ω is the matrix of the composition
The image of Ω is equal to the image of
When one performs the basic operation of the continuous fraction algorithm and one identifies M ζ with Mζ, the relation between the old and new bases is given by
At the cohomological level, we have an isomorphism of
(these formulas determine an isomorphism from ImΩ onto ImΩ). This is the discrete version of the so-called Kontsevich-Zorich cocycle.
The Teichmüller flow
Fix combinatorial data (A, π 0 , π 1 ). Given length data (λ α ) and suspension data (τ α ), one defines for t ∈ R U t (λ, τ ) = (e t/2 λ, e −t/2 τ ) This flow is called the Teichmüller flow. Observe that the conditions on the length data (λ α > 0) and on the suspension data (cf. 4.1) are preserved under the flow.
It is also obvious that the flow commutes with the basic operation of the continuous fraction algorithm. In particular, the inequality λ αε > λ α1−ε is preserved.
The surface M ζ is canonically equipped with an area form (coming from C) for which its area is
The area is preserved by the Teichmüller flow, and also by the basic operation of the continuous fraction algorithm.
The Lebesgue measure dλ dτ on the domain of R A × R A defined by the restrictions on length and suspension data is preserved by the Teichmüller flow, and by the basic operation of the continuous fraction algorithm.
6 Invariant measures
We have seen in 2.6 that i.e.m in this case are just rotations on the circle.
Let (λ A , λ B ) be the length data. The basic step of the continuous fraction algorithm sends these data on
We obtain the well-known map
with a parabolic fixed point at 0. This map has dx x as a unique (up to a multiplicative constant) invariant measure absolutely continuous w.r.t Lebesgue measure, but this measure is infinite ! Instead, the Gauss map
1+x as a unique (up to a multiplicative constant) invariant measure absolutely continuous w.r.t Lebesgue measure, but the density is now analytic on [0, 1].
The map G is related to g as follows : we have G(x) = g n (x), where n is the smallest integer > 0 such that g n−1 (x) ∈ [1/2, 1). For a general Rauzy diagram (with admissible combinatorial data), Veech has shown ([V2]) that there exists a unique (up to a multiplicative constant) measure absolutely continuous w.r.t Lebesgue measure which is invariant under the normalized continuous fraction algorithm. But again, this measure is infinite.
Following Zorich, it is however possible to accelerate the Rauzy-Veech algorithm, concatenating several successive steps in a single one (as the Gauss map does). For the new algorithm, there will exist an invariant absolutely continuous probability measure, which is very useful for ergodic -theoretic considerations.
The accelerated algorithm ([Z1])
Let (A, π 0 , π 1 ) be admissible combinatorial data and (λ α ) α∈A be length data. Assume for simplicity that the i.e.m T defined by these data satisfies the Keane property.
The continuous fraction algorithm applied to T gives an infinite path in the Rauzy diagram of (A, π 0 , π 1 ), starting at the vertex (π 0 , π 1 ), that we denote by (γ n (T )) n>0 . To each arrow γ n is associated a type (0 or 1) and a name (a letter in A) ; it is obvious from the definitions of type and name that γ n , γ n+1 have the same type iff they have the same name. We also know that each name is taken infinitely many times (proposition in 4.3); the same assertion for types is actually obvious.
In the accelerated algorithm, one performs in a single step the consecutive steps of the (slow) algorithm for which the associated arrows have the same type (or name).
Assume for instance that λ α0 > λ α1 . Write
The accelerated algorithm makes the following "euclidean division" : one substracts from λ α0 in turn λ α
. . . stopping just before the result becomes negative. This is a single step for the accelerated algorithm. Whend = 1, for instance when d = 2, it just amounts to ordinary euclidean division with remainder.
We can extend the definition of the accelerated algorithm at the level of suspension data. Recall that at this level, the dynamics of the slow algorithm are essentially invertible (i.e modulo a set of codimension one). The dynamics of the accelerated algorithm is a first return map of the dynamics of the slow one. Indeed, for fixed combinatorial data (A, π 0 , π 1 ), the simplicial cone of length data is divided into the two simplicial subcones {λ α0 > λ α1 } and {λ α1 > λ α0 } according to the type 0 or 1 of the basic step. On the other hand, we have seen in 5.4 that the polyhedral cone of suspension data is divided into {Im ξ 1 α1 < 0} and {Im ξ 0 α0 > 0} according to the type 0 or 1 of the prior basic step.
Therefore, we set
The accelerated algorithm is the first return map to Z of the slow algorithm.
Till now, we have considered λ * := Σλ α = 1 as the natural normalization for the length data. Actually, in the sequel, a different normalization seems preferable. As in 4.1, for λ αε > λ α1−ε , set
Define thenλ * := αλ α = λ * − λ α1−ε ; we will normalize by {λ * = 1}.
The absolutely continuous invariant measure
Consider the accelerated algorithm acting on the region Z of the (λ, τ ) space.
It is invertible (up to a codimension one subset) and acts by unimodular matrices. Therefore the restriction m 0 of Lebesgue measure to Z is invariant. The area function A = α λ α h α is also invariant, where h = −Ωτ .
We now use the Teichmüller flow U t to have the horizontal lengthλ * also invariant. More precisely, let (π 0 , π 1 , λ, τ ) ∈ Z, with image (π 0 ,π 1 ,λ,τ ) under the accelerated algorithm. Set
and callḠ the normalized basic step for (the natural extension of) the accelerated algorithm. The measure m 0 is still invariant underḠ because m 0 is invariant under the Teichmüller flow and t is constant along the orbits of the flow. The area function A is still invariant. The length functionλ * is now also invariant by construction. Define ) and a measure m 2 , image of m 1 by the projection, which is invariant under G. Asλ * is still invariant under G, we can restrict, by homogeneity, the measure m 2 to {λ * = 1} and get the measure m invariant under G, that we are looking for. We will now check its properties.
Computation of a volume
The density of the measure m 2 (w.r.t Lebesgue measure in λ space) is given by the volume of the fiber of the projection sending m 1 onto m 2 . Therefore, we have to compute the volumes of The computation is symmetric and we only consider the case ε = 0. We write the polyhedral cone Γ 0 in τ -space as a union of finitely many disjoint simplicial cones Γ up to a codimension 1 subset ; for each Γ , we choose a basis τ (1) , . . . , τ (d) of R A with volume 1 which generates Γ :
We have
where h (j) = −Ωτ (j) . This gives for the density X of m 2 the formula ( * ) X π0,π1 (λ) = (d !)
To estimate further the density, we write, when ε = 0 :
andλ α = λ α ,ĥ α = h α otherwise. We have 
The key combinatorial lemma ([V2], [Z1])
PROPOSITION -Let X be a subset of A, non empty and distinct from A. Let E X be the subspace of R A generated by the τ ∈ Γ 0 such that h = −Ωτ satisfieŝ h α = 0 for all α ∈ X. Then the codimension of E X is > #X. COROLLARY -#{j, W j ∩ X = ∅} + #X < d. Proof of corollary-One has W j ∩X = ∅ iff τ (j) ∈ E X , and the τ (j) are linearly independent. Proof of proposition -As usual, we denote by α 0 , α 1 , α 0 , α 1 the elements such that π ε (α ε ) = d, π ε (α ε ) = 1. We write theĥ α in terms of those (−1)
ε Im ξ with π ε (β ε ) = π ε (α 1 ) − 1, π ε (γ ε ) = π ε (α 0 ) − 1.
From these formulas, we define subsets A(ε, α) ⊂ A, (with A(1, α) ⊂ A − {α 1 }) such thatĥ α = 0 implies Imξ and equality holds only if X = {α, π 1 (α) < k}, for some k ≤ d. The assertions of the claim are immediate from the definitions of A(ε, α). We can now conclude the proof of the proposition. Ifĥ α = 0 for all α ∈ X, we have Im ξ ε β = 0 for all β ∈ X A(ε, α). When either X A(0, α) or X A(1, α) is strictly larger than X, we obtain the conclusion of the proposition. Otherwise, by the first half of the claim, we must have X = {α, π 0 (α) < k} for some k ≤ π 0 (α 1 ) or k = d. If k ≤ π 0 (α 1 ), α 1 / ∈ X and the second part of the claim would give X = {α, π 1 (α) < k}, contradicting admissibility.
Finally, in the remaining case X = A − {α 0 }, one has h α = 0 for all α ∈ A (becauseĥ α1 = h α1 + h α0 ) and τ ≡ 0.
Checking integrability
From the formula (*) in section 5.4 X π0,π1 (λ) = ε,Γ X Γ (λ) ,
we deduce the estimate, for each Γ :
When we restrict to {λ * = 1}, the density up to a constant factor is given by the same formula. Let us decompose the simplex ∆ := {λ,λ α > 0,λ * = 1} in the following way : the set of indices is
For each n ∈ N , denote by ∆(n) the set of (λ α ) α∈A ∈ ∆ such thatλ α ≥ Clearly, we have, for n ∈ N c −1 ≤ (vol ∆(n)) 2 Σnα ≤ c .
On the other hand, for λ ∈ ∆(n) and Γ as above, one obtains from (1) that
With fixed n, let 0 = n 0 < n 1 < . . . be the values taken by the n α and V i ⊂ A the set of indices with n α ≥ n i . On one side, one has for all N > 0. Therefore Z ρ for ρ < 1 and a fortiori log Z are integrable for the invariant measure m.
This integrability property puts us in position of applying Oseledets theorem and start studying the ergodic properties of the continuous fraction algorithm. However, we will restrain us to do that here.
