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VANISHING DISCOUNT PROBLEMS FOR HAMILTON–JACOBI
EQUATIONS ON CHANGING DOMAINS
SON N. T. TU
Abstract. We study the asymptotic behavior, as λ→ 0+, of the state-constraint
Hamilton–Jacobi equation{
φ(λ)uλ(x) +H(x,Duλ(x)) 6 0 in (1− r(λ))Ω,
φ(λ)uλ(x) +H(x,Duλ(x)) > 0 on (1− r(λ))Ω.
(Sλ)
Here, Ω is a bounded domain of Rn and φ(λ), r(λ) : (0,∞)→ (0,∞) are continuous
nondecreasing functions such that limλ→0+ φ(λ) = limλ→0+ r(λ) = 0. A similar
problem on (1+ r(λ))Ω is also considered. Surprisingly, we are able to obtain both
convergence results and non-convergence results in this setting. Moreover, we
provide a very first result on the asymptotic expansion of the additive eigenvalue of
H in (1± r(λ))Ω as λ→ 0+.
1. Introduction
Let φ(λ), r(λ) : (0,∞)→ (0,∞) be continuous nondecreasing functions such that
limλ→0+ φ(λ) = limλ→0+ r(λ) = 0. We study the asymptotic behavior, as the discount
factor φ(λ) goes to 0, of the viscosity solutions to the following state-constraint
Hamilton–Jacobi equation{
φ(λ)uλ(x) +H(x,Duλ(x)) 6 0 in (1− r(λ))Ω,
φ(λ)uλ(x) +H(x,Duλ(x)) > 0 on (1− r(λ))Ω.
(Sλ)
Here, Ω is a bounded domain of Rn. For simplicity, we will write Ωλ = (1− r(λ))Ω
and Ωλ = (1+ r(λ))Ω for λ > 0. A similar problem for Ωλ will also be considered.
Roughly speaking, along some subsequence λj → 0+, we obtain the limiting
equation as a state-constraint ergodic problem:{
H(x,Du(x)) 6 c0 in Ω,
H(x,Du(x)) > c0 on Ω.
(S0)
Here c0 is the so-called critical value (additive eigenvalue) defined as
c0 = inf
{
c ∈ R : H(x,Du(x)) 6 c in Ω has a solution
}
. (1.1)
This quantity is finite and indeed the infimum in (1.1) can be replaced by minimum
under our assumptions. We want to study the convergence of uλ, solution to (Sλ),
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under some normalization, to solution of (S0). It turns out this problem is interesting
and challenging as it concerns with both the vanishing discount and the rate of
changing domains at the same time.
The selection problem for the vanishing discount problems on fixed domains
was studied extensively in the literature recently. The first-order equations on the
torus was obtained in [7], and the second-order equations on the torus were studied
in [10, 16]. The problems in bounded domains with boundary conditions were
proved in [1, 11]. The problem in Rn under additional assumptions that lead to the
compactness of the Aubry set was studied in [12]. For the selection problems with
state-constraint boundary conditions, so far, there is only [11] that deals with a fixed
domain, and there is not yet any result studying the changing domains situation.
It turns out that the problem is much more subtle as we have to take into account
the changing domain factor appropriately. Surprisingly, we are able to obtain both
convergence results and non-convergence results in this setting.
This result is an extension to the selection principle in the changing domains
setting. Generally speaking, known results assert that in the convex setting the
whole family of solutions of the discounted problems, which are uniquely solved if
the ambient space is compact, converges to a distinguished solution of the ergodic
limit equation
H(x,Du(x)) = c0. (1.2)
We emphasize that the latter (1.2) has multiple solutions, therefore it is a non-trivial
problem to characterize the limiting solution.
We show the convergence for some natural normalization of solutions to (Sλ)
together with characterizing their limits, related characterizations are done in [12]
for the case the domain is Rn and in [7, 10, 19] for the case the domain is torus
Tn = Rn/Zn. We also discuss other related results concerning the asymptotic
behavior of the additive eigenvalue of H in Ωλ and Ωλ as λ→ 0+.
1.1. Assumptions. Without loss of generality, we will always assume 0 ∈ Ω in this
paper. The following structural assumptions on Ω will also be used to establish the
comparison principle for (Sλ). We note that (A1) was first introduced in [17], while
(A2) was posed and studied in [6].
(A1) There exists a universal pair of positive numbers (r,h) and η ∈ BUC(Ω;Rn)
such that B(x+ tη(x), rt) ⊂ Ω for all x ∈ Ω and t ∈ (0,h].
(A2) Ω a bounded starshaped (with respect to the origin) open subset of Rn and
there exists some κ > 0 such that
dist(x,Ω) > κr for all x ∈ (1+ r)∂Ω, for all r > 0.
We consider the following case in our paper about the vanishing and changing
domain rates:
lim
λ→0+
(
r(λ)
φ(λ)
)
= γ ∈ [0,∞]. (1.3)
Through out the paper, we will assume that H : U ×Rn → R is a continuous
Hamiltonian where U = B(0,R0) such that 2Ω ⊆ U. We list the main assumptions
that will be used throughout the paper.
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(H1) For each R > 0 there exists a constant CR such that{
|H(x,p) −H(y,p)| 6 CR|x− y|,
|H(x,p) −H(x,q)| 6 CR|p− q|
(H1)
for x,y ∈ U and p,q ∈ Rn with |p|, |q| 6 R.
(H2) H satisfies the coercivity assumption
lim
|p|→∞
(
min
x∈U
H(x,p)
)
= +∞. (H2)
(H3) p 7→ H(x,p) is convex for each x ∈ Ω.
(H4) For v ∈ Rn, x 7→ L(x, v) is continuously differentiable on U, where the
Lagrangian L of H is defined as
L(x, v) = sup
p∈Rn
(
p · v−H(x,p)
)
, (x, v) ∈ U×Rn.
The regularity assumption (H4) is needed for technical reason when we deal
with changing domains, it satisfies for a vast class of Hamiltonians, for example
H(x,p) = H(p) + V(x) or H(x,p) = V(x)H(p) with V ∈ C1.
1.2. Literature on state-constraint problems. There is a vast amount of works in the
literature on the well-posedness of state-constraint Hamilton-Jacobi equations and
fully nonlinear elliptic equations. The state-constraint problem for first-order convex
Hamilton-Jacobi equations using optimal control frameworks was first studied in
[17, 18]. The general nonconvex, coercive first-order equations was then discussed
in [6]. The convergence of solutions to the vanishing discount problems was proved
in [11]. For nested domain setting, a rate of convergence for the discount problem is
studied in [14]. We also refer to the classical books [2, 3] and the references therein.
1.3. Main results. There are two natural normalization for solutions of (Sλ). The
first one is similar to what has been considered in [11, 12, 19] as{
uλ +
c0
φ(λ)
}
λ>0
. (1.4)
If γ < ∞ then this family is bounded. In this case, we show that the selection
principle holds for this normalization and we also give characterization of the
limiting solution in terms of probability minimizing measures M0 (see Section 2).
For a ball Bh ⊂ Rn and a measure µ defined on Ω×Bh, we define
〈µ, f〉 :=
∫
Ω×Bh
f(x, v) dµ(x, v), for f ∈ C(Ω×Bh).
Theorem 1.1. Assume (H1), (H2), (H3), (H4) and either (A1) or (A2) holds. If γ < ∞
then uλ(x) +φ(λ)−1c0 → u1(x) locally uniformly in Ω as λ→ 0. Furthermore
u1 = sup
w∈E1
w. (1.5)
Here, E1 denotes the family of subsolutions v to the ergodic problem (S0) such that
γ
〈
µ, x ·DxL(x, v)
〉
+ 〈µ,w〉 6 0 for all µ ∈M0.
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We also establish the similar result for the problem on Ωλ = (1+ r(λ))Ω.
Theorem 1.2. Assume (H1), (H2), (H3), (H4) and either (A1) or (A2) holds. If γ < ∞
then uλ(x) +φ(λ)−1c0 → u2(x) locally uniformly in Ω as λ→ 0. Furthermore
u2 = sup
w∈E2
w. (1.6)
Here, E2 denotes the family of subsolutions w to the cell problem (S0) such that
γ
〈
µ, (−x) ·DxL(x, v)
〉
+ 〈µ,w〉 6 0 for all µ ∈M0.
Remark 1.3. The condition γ < ∞ in Theorems 1.1 and 1.2 is necessary. In fact if
γ =∞ then the family (1.4) could be unbounded. We provide Example 3.1 where
we have unboundedness of (1.4) if γ =∞.
Let u0 denotes the limiting solution of vanishing discount on fixed bounded
domain (see [7, 10, 11, 19] and Theorem 2.14), then u2 6 u0 6 u1 and the factor
γ〈µ, x ·DxL(x, v)〉 for µ ∈ M0 here captures the scaling property of the problem,
which is where these solutions are different from each other. We indeed have the
following Corollary.
Corollary 1.4. We have u2 6 u0 6 u1 and u1 + u2 6 2u0. If γ = 0 then u2 = u0 = u1.
We address the question when do we have u2 = u0 = u1 in Corollary 1.6.
Let cλ and cλ are the adittive eigenvalues of H in Ωλ and Ωλ, respectively (see
(2.8) and (2.9)), then the second normalization for solution to (Sλ) is given by{
uλ +
cλ
φ(λ)
}
λ>0
. (1.7)
This family is bounded even if γ =∞, and the difference between the two normal-
ization (1.4) and (1.7) is {
c0 − cλ
φ(λ)
}
λ>0
. (1.8)
If γ <∞ then the two families (1.4) and (1.7) are convergent if and only if the limit
of (1.8) as λ→ 0+ exists. In that case we have (1.8) by
lim
λ→0+
(
c0 − cλ
φ(λ)
)
= γ lim
λ→0+
(
c0 − cλ
r(λ)
)
. (1.9)
It leads naturally to the question of the asymptotic expansion of the critical value{
cλ = c0 + r(λ)c1 + o(r(λ)) as λ→ 0+,
cλ = c0 + r(λ)c
1 + o(r(λ)) as λ→ 0+.
Up to our knowledge, this kind of questions is new in the literature. We prove that
the latter limit in (1.9) always exists and give a characterization in terms of M0.
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Theorem 1.5. Assume (H1), (H2), (H3), (H4) and either (A1) or (A2), then there exist
ν0,ν0 ∈M0 such that
−c1 = lim
λ→0
(
c0 − cλ
r(λ)
)
= 〈ν0, (−x) ·DxL(x, v)〉 = inf
µ∈M0
〈µ, (−x) ·DxL(x, v)〉 ,
c1 = lim
λ→0
(
cλ − c0
r(λ)
)
= 〈ν0, (−x) ·DxL(x, v)〉 = sup
µ∈M0
〈µ, (−x) ·DxL(x, v)〉 .
We have −c1 6 c1, but we do not know if they are always the same in general.
If −c1 = c1 = c∗ then 〈µ, (−x) ·DxL(x, v)〉 = c∗ for all µ ∈ M0 and Corollary 1.4 now
becomes u2 +u1 = 2u0 and u1 −u0 = u0 −u2 = γc∗. See Remark 4.3 and Proposition
4.6 for more properties regarding this case.
We have seen from Corollary 1.4 and the above comments that if either γ = 0 or
−c1 = c
1 = c∗ = 0 then u1 = u2 = u0. Conversely, we have the following.
Corollary 1.6. Under the assumptions of Theorem 1.5, if there exists z ∈ Ω such that
u0(z) = u1(z) then
γ = 0 or lim
λ→0+
(
c0 − cλ
r(λ)
)
= 0
and consequently u1(x) = u0(x) for all x ∈ Ω.
We note that u2 = u0 implies u2 = u1 = u0 since u1 + u2 6 2u0 and u2 6 u0 6 u1.
Theorem 1.5 gives us the convergence of the second normalization (1.7) for the
case γ <∞.
Corollary 1.7. Assume (H1), (H2), (H3), (H4) and either (A1) or (A2) holds. If γ <∞
then
(i) uλ(x) +φ(λ)−1cλ → w1(x) locally uniformly in Ω as λ→ 0 and u1 −w1 = −γc1.
(ii) uλ(x) +φ(λ)−1cλ → w2(x) uniformly on Ω as λ→ 0 and u2 −w2 = −γc1.
Even though the second normalization (1.7) remains uniformly bounded even
if γ = ∞, it is rather surprising that we have a non-convergence result in the this
convex setting. Using the tools from weak KAM theory we can construct an example
where divergence happens, i.e., we can construct φ(λ) given any r(λ) such that along
some subsequence γ =∞ and (1.7) is divergent. Up to our knowledge, this kind of
example is new in the literature.
Theorem 1.8. There exists a Hamiltonian where given any r(λ), we can construct φ(λ)
such that along a subsequence of λ→ 0+ we have γ =∞ and (1.7) diverges.
1.4. Organization of the paper. The paper is organized in the following way. In
Section 2, we first provide the background results on state-constraint Hamilton–
Jacobi equations, the duality representation, weak KAM theory that will be needed
throughout the paper. We also review the selection principle for vanishing discount
on fixed bounded domain and its characterization of the limit, as well as set up the
problems of vanishing discount on changing domains. Section 3 is devoted to prove
the main results (Theorems 1.1 and 1.2) on the convergence of the first normalization,
together with some examples. In Section 4 we provide the proof for Theorem 1.5
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which addresses the question of asymptotic expansion of the eigenvalue, which
relates the limits of different normalization in vanishing discount and proof for
Corollary 1.6. In Section 5 we restate the convergence of the second normalization
as a consequence from Sections 3 and 4, and provide a new counter example where
divergence happens (Theorem 1.8). The proofs of some Theorems and Lemmas are
provided in Appendix.
2. Preliminaries
2.1. State-constraint solutions. For an open subset Ω ⊂ U ⊂ Rn, we denote the
space of bounded uniformly continuous functions defined in Ω by BUC(Ω;R).
Assume that H : U×Rn → R is a Hamiltonian such that H ∈ BUC(U×Rn) satisfying
(H1), (H2). We consider the following equation with δ > 0:
δu(x) +H(x,Du(x)) = 0 in Ω. (HJ)
Definition 2.1. We say that
(i) v ∈ BUC(Ω;R) is a viscosity subsolution of (HJ) in Ω if for every x ∈ Ω
and ϕ ∈ C1(Ω) such that v − ϕ has a local maximum over Ω at x then
δv(x) +H
(
x,Dϕ(x)
)
6 0.
(ii) v ∈ BUC(Ω;R) is a viscosity supersolution of (HJ) on Ω if for every x ∈ Ω
and ϕ ∈ C1(Ω) such that v − ϕ has a local minimum over Ω at x then
δv(x) +H
(
x,Dϕ(x)
)
> 0.
If v is a viscosity subsolution to (HJ) in Ω, and is a viscosity supersolution to (HJ)
on Ω, that is, v is a viscosity solution to{
δv(x) +H(x,Dv(x)) 6 0 in Ω,
δv(x) +H(x,Dv(x)) > 0 on Ω,
(HJδ)
then we say that v is a state-constraint viscosity solution of (HJ).
Definition 2.2. For a real valued function w(x) define for x ∈ Ω, we define the
super-differential and sub-differential of w at x as
D+w(x) =
{
p ∈ Rn : lim sup
y→x
w(y) −w(x) − p · (y− x)
|y− x|
6 0
}
,
D−w(x) =
{
p ∈ Rn : lim inf
y→x
w(y) −w(x) − p · (y− x)
|y− x|
> 0
}
.
We refer the readers to [6, 14, 17] for the existence and wellposedness, as well as
the Lipschitz bound on solutions uλ of (Sλ) and a description on state-constraint
boundary condition. See also [2, 3, 19] for the equivalent definition of viscosity
solution using super-differential and sub-differential.
Theorem 2.3. Assume (H2) and δ > 0. Then, there exists a state-constrained viscosity
solution u ∈ C(Ω) ∩W1,∞(Ω) to (HJδ) with δ|u(x)|+ |Du(x)| 6 CH for x ∈ Ω where CH
only depends on H.
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Corollary 2.4. Let u ∈ C(Ω) be a viscosity subsolution to (HJ) in Ω with δ > 0. If v 6 u
on Ω for all viscosity subsolutions v ∈ C(Ω) of (HJ) in Ω then u is a viscosity supersolution
to (HJ) on Ω.
For the comparison principle, we state it with some more general assumptions on
the continuity of H as follows.
(H1a) There exists a modulus ωH : [0,∞) → [0,∞), which is a nondecreasing
function satisfying ωH(0+) = 0 and{
|H(x,p) −H(y,p)| 6 ωH
(
|x− y|(1+ |p|)
)
,
|H(x,p) −H(x,q)| 6 ωH(|p− q|)
(H1a)
for x,y ∈ U and p,q ∈ Rn.
(H1b) For every R > 0, there exists a modulus ωR : [0,+∞) → [0,+∞), which is
nondecreasing with ωR(0+) = 0 and{
|H(x,p) −H(y,p)| 6 ωR
(
|x− y|),
|H(x,p) −H(x,q)| 6 ωR(|p− q|)
(H1b)
for x,y ∈ U and p,q ∈ Rn with |p|, |q| 6 R.
Theorem 2.5. Assume either (A1) or (A2) and δ > 0. If v1 ∈ BUC(Ω;R) is a viscosity
subsolution of (HJ) in Ω, and v2 ∈ BUC(Ω;R) is a viscosity supersolution of (HJ) on Ω.
If either
• (H1a) holds, or
• (H1b) holds and v2 is Lipschitz,
then v1(x) 6 v2(x) for all x ∈ Ω.
When the uniqueness of (HJδ) is guaranteed, the unique viscosity solution to (HJδ)
is the maximal viscosity subsolution of (HJ).
2.2. Duality representation of solutions. For δ > 0, let uδ be the unique solution
to (HJδ), we have the following bound:
δ|uδ(x)|+ |Duδ(x)| 6 CH for all x ∈ Ω. (2.1)
That means the value of H(x,p) for large |p| is irrelevant, therefore without loss of
generality we can assume that there exists h > 0 such that, the Legendre’s transform
L of H will satisfy:
H(x,p) = sup
|v|6h
(
p · v− L(x, v)
)
, (x,p) ∈ Ω×Rn
L(x, v) = sup
p∈Rn
(
p · v−H(x,p)
)
, (x, v) ∈ Ω×Bh.
(2.2)
This simplification allows us to work with the compact subset Ω×Bh rather than
Ω×Rn, as will be utilized to obtain the duality representation. This representation
formula is an analog of [11] or [19, Theorem 5.3] for the periodic setting. Let us
define for each f ∈ C(Ω×Bh) the function
Hf(x,p) = max
|v|6h
(
p · v− f(x, v)
)
, (x,p) ∈ Ω×Bh.
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Let R(Ω×Bh) be the space of Radon measures on Ω×Bh. For δ > 0, z ∈ Ω we define
Fδ,Ω =
{
(f,u) ∈ C(Ω×Bh)×C(Ω) : δu+Hf(x,Du) 6 0 in Ω
}
Gz,δ,Ω =
{
f− δu(z) : (f,u) ∈ Fδ,Ω
}
G ′z,δ,Ω =
{
µ ∈ R(Ω×Bh) : 〈µ, f〉 > 0 for all f ∈ Gz,δ,Ω
}
.
Here Gz,δ,Ω ⊂ C(Ω× Bh) is the evaluation cone of Fδ,Ω, and its dual cone consists
of Radon measures with non-negative actions against elements in Gz,δ,Ω. Note that
R(Ω× Bh) is the dual space of C(Ω× Bh). We also denote P the set of probability
measures.
Lemma 2.6. Fδ,Ω is a convex set, Gz,δ,Ω is a convex cone with center at the origin, and
G ′z,δ,Ω consists of only non-negative measures.
Theorem 2.7. For (z, δ) ∈ Ω× (0,∞) and u is the viscosity solution to (HJδ), we have
δu(z) = min
µ∈P∩G ′z,δ,Ω
〈µ,L〉 = min
µ∈P∩G ′z,δ,Ω
∫
Ω×Bh
L(x, v) dµ(x, v).
As δ→ 0+, we also have a representation for the erogdic problem (S0) in the same
manner. Let us define
F0 =
{
(f,u) ∈ C(Ω×Bh) : Hf(x,Du(x)) 6 0 in Ω
}
G0 =
{
f : (f,u) ∈ F0 for some u ∈ C(Ω)
}
G ′0 =
{
µ ∈ R : 〈µ, f〉 > for all f ∈ G0
}
.
Here the notion of viscosity subsolution is equivalent to a.e. solution in Ω, thanks
to (H4). Similarly G0 ⊂ C(Ω×Bh) is the evaluation cone and G ′0 is its dual cone in
R(Ω×Bh).
Definition 2.8. A measure µ defined on Ω×Bh is called holonomic measures if
〈µ, v ·Dψ(x)〉 = 0 for all ψ ∈ C1(Ω).
Lemma 2.9. Measures in G ′0 are holonomic.
Proof. If ψ ∈ C1(Ω) then ±(v ·Dψ(x),ψ) ∈ F0, therefore ±v ·Dψ(x) ∈ G0 and thus
〈µ, v ·Dψ(x)〉 = 0. 
Lemma 2.10. Fix z ∈ Ω and δj → 0. Assume uj ∈ G ′z,δj,Ω and µj ⇀ µ weakly in the sense
of measures, then µ ∈ G ′0.
Lemma 2.11. F0 is a convex set, G0 is a convex cone with center at the origin, and G ′0
consists of only nonegative measures.
Theorem 2.12. We have
−c0 = min
µ∈P∩G ′0
〈µ,L〉 = min
µ∈P∩G ′0
∫
Ω×Bh
L(x, v) dµ(x, v).
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We omit the proofs of Lemmas 2.6, 2.10, 2.11 and Theorems 2.7, 2.12 as they are
slight modifications of those in the periodic setting, which we refer the interested
readers to [11, 19].
2.3. Vanishing discount for fixed bounded domains. Using these representation
formulas, in [11] under the periodic setting, the authors prove a selection principle
that, as λ → 0+, solution uλ to the discounted problem on the torus converges to
some function u and u solves the ergodic problem on the torus. The same result
can be established for the discounted state-constraint problems (Sλ) and (S0) using
the same method as in [11]. We provide the proof of the following Theorem in the
Appendix.
Theorem 2.13. Assume (H1), (H2) and either (A1) or (A2). Let uδ ∈ C(Ω)∩ Lip(Ω) be
the unique solution to (HJδ). Then δuδ(·)→ −c0 uniformly on Ω as δ→ 0. Indeed, there
exists C > 0 depends on H and diam(Ω) such that for all x ∈ Ω there holds
|δuδ(x) + c0| 6 Cδ. (2.3)
Also, for each x0 ∈ Ω there exist a subsequence λj and u ∈ C(Ω) solving (S0) such that:uδj(x) − uδj(x0) → u(x)uδj(x) + c0δj → w(x)
uniformly onΩ as δj → 0 and the difference between the two limits are w(x)−u(x) = w(x0).
Theorem 2.14. Assume (H1), (H2), (H3) and either (A1) or (A2). Let uδ ∈ C(Ω) ∩
Lip(Ω) be the unique solution to (HJδ). Then, uδ + δ−1c0 → u0 uniformly on C(Ω) as
δ→ 0+ and u0 solves (S0). Furthermore, the limiting solution can be characterized as
u0 = sup
v∈E
v (2.4)
where E is the set of all subsolution v ∈ C(Ω) to H(x,Dv(x)) 6 c0 in Ω such that 〈µ, v〉 6 0
for all µ ∈M0, the set of all minimizing measures µ ∈ P∩ G ′0 such that −c0 = 〈µ,L〉.
The proof of Theorem 2.14 for the periodic case is provided in [19]. We omit
the proof of Theorem 2.14 as it is a slight modification of the one in [19]. The
characterization (2.4) also appears in [7, 10, 12] under different settings.
2.4. Maximal subsolutions and the Aubry set. For any domain (with nice bound-
ary) Ω ⊂ U, we recall that the additive eigenvalue of H in Ω is defined as
cΩ = inf
{
c ∈ R : H(x,Dv(x)) 6 c has a viscosity subsolution in Ω
}
.
We consider the following equation
H(x,Dv(x)) 6 cΩ in Ω. (SΩ)
We note that viscosity subsolutions of (SΩ) in U are Lipschitz, and therefore they
are equivalent to a.e. subsolutions (see [4, 19]). Also it is clear that cΩ 6 cU, where
cU is the additive eigenvalue of H in U.
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Definition 2.15. For a fixed z ∈ Ω as a vertex, we define
SΩ(x, z) = sup
{
v(x) − v(z) : v solves (SΩ)
}
, x ∈ Ω.
There is a unique (continuous) extension SΩ : Ω×Ω→ R, we call x 7→ SΩ(x, z) the
maximal subsolution to (SΩ) with vertex z.
Theorem 2.16.
(i) For each fixed z ∈ Ω then x 7→ SΩ(x, z) solves{
H(x,Du(x)) 6 cΩ in Ω,
H(x,Du(x)) > cΩ on Ω\{z}.
(2.5)
(ii) We have the triangle inequality SΩ(x, z) 6 SΩ(x,y) + SΩ(y, z) for all x,y, z ∈ Ω.
We call SΩ : Ω×Ω→ R an intrinsic semi-distance on Ω (see also [2, 3, 9]).
We omit the proof of Theorems 2.16 as it is a simple variation of Perron’s method.
Definition 2.17. Let us define the ergodic problem in Ω as{
H(x,Du(x)) 6 cΩ in Ω,
H(x,Du(x)) > cΩ on Ω.
(E)
The Aubry set A in Ω is defined as
AΩ =
{
z ∈ Ω : x 7→ SΩ(x, z) is a solution to (E)
}
.
Theorem 2.18. Assuming H(x,p) = |p|− V(x) where V ∈ C(Ω) is nonnegative.
(i) The additive eigenvalue of H in Ω is cΩ = −minΩ V .
(ii) The Aubry set of H in Ω is AΩ =
{
z ∈ Ω : V(z) = −cΩ = minΩ V
}
.
Theorem 2.19. Given z ∈ Ω, then z /∈ AΩ if and only if there is a subsolution of
H(x,Du(x)) 6 cΩ in Ω which is strict in some neighborhood of z.
Theorem 2.20. If AU ⊂⊂ Ω ⊂ U then the additive eigenvalue of H in Ω is cΩ = cU.
We give proofs for 2.18, 2.19 and 2.20 in Appendix. A proof of Theorem 2.18 for
the case Ω = Rn can be found in [19]. Theorem 2.20 is taken from [12, Proposition
5.1].
The maximal solution SΩ(x,y) also has an optimal control formulation (minimal
exists time) as follows (see [8, 12]).
Theorem 2.21 (Optimal control formula and Dynamic Programming Principle). Let
us define for β > α > 0 the following set:
FΩ(x,y;α,β) =
{
ξ ∈ AC ([0, T ], T > 0,Ω) ; ξ(α) = y, ξ(β) = x}.
Then
SΩ(x,y) = inf
{∫T
0
(
c0 + L(ξ(s), ξ˙(s))
)
ds : ξ ∈ FΩ(x,y; 0, T)
}
.
We also have
SΩ(x,y) = inf
{
SΩ(ξ(t),y) +
∫T
t
(
c0 + L(ξ(s), ξ˙(s))
)
ds : t ∈ (0, T), ξ ∈ FΩ(x, ξ(t); t, T)
}
.
10
2.5. The vanishing discount problem on changing domains. Recall that
Ωλ = (1− r(λ))Ω and Ωλ = (1+ r(λ))Ω.
For each λ ∈ (0, 1) let uλ ∈ BUC(Ωλ) ∩ Lip(Ωλ) and uλ ∈ BUC(Ωλ) ∩ Lip(Ωλ) be
unique viscosity state-constraint solutions to{
φ(λ)uλ(x) +H(x,Duλ(x)) 6 0 in Ωλ,
φ(λ)uλ(x) +H(x,Duλ(x)) > 0 on Ωλ.
(2.6)
and, respectively, to {
φ(λ)uλ(x) +H(x,Duλ(x)) 6 0 in Ωλ,
φ(λ)uλ(x) +H(x,Duλ(x)) > 0 on Ωλ.
(2.7)
We recall that cλ and cλ are the unique constants such that the following ergodic
problems can be solved {
H(x,Du(x)) 6 cλ in Ωλ
H(x,Du(x)) > cλ on Ωλ.
(2.8)
and {
H(x,Du(x)) 6 cλ in Ωλ
H(x,Du(x)) > cλ on Ωλ.
(2.9)
Theorem 2.22. Considering the problem (2.6) with (H1), (H2) and either (A1) or (A2).
(i) We have the priori estimate φ(λ)|uλ(x)|+ |Duλ(x)| 6 CH for x ∈ Ωλ.
(ii) We have φ(λ)uλ(·)→ −c0 locally uniformly as λ→ 0+. Furthermore for all x ∈ Ωλ
and λ > 0 we have{
|φ(λ)uλ(x) + c0| 6 C(φ(λ) + r(λ))
|φ(λ)uλ(x) + cλ| 6 Cφ(λ).
(2.10)
(iii) For x0 ∈ Ω there exists a subsequence λj and u,w ∈ BUC(Ω)∩ Lip(Ω) such that{
uλj(·) − uλj(x0) → u(·)
uλj(·) +φ(λj)−1c0 → w(·)
locally uniformly as λj → 0 and u,w solves (S0) with w(x) − u(x) = w(x0).
Proof of Theorem 2.22. We will give a proof under (A1), the proof under (A2) is
similar. The priori estimate is clear from the coercivity assumption (H4). Fix x0 ∈ Ω,
by Arzela`–Ascoli theorem there exists a subsequence λj → 0+, c ∈ R and u defined
in Ω such that φ(λj)uλj(x0) → −c and uλj(·) − uλ(x0) → u(·) locally uniformly as
λj → 0+. The case for w can be done in the same manner as well as the relation
between u,w. It follows that u ∈ BUC(Ω) and by stability of viscosity solution we
have H(x,Du(x)) = c in Ω.
We show that H(x,Du(x)) > c on Ω. Assume ϕ ∈ C1(Ω) such that u−ϕ has a
strict minimum over Ω at x˜ ∈ ∂Ω, we aim to show that H(x˜,Dϕ(x˜)) > c. Let us
define
u˜λ(x) = (1− r(λ))
−1uλ ((1− r(λ))x) , x ∈ Ω (2.11)
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then {
φ(λ)(1− r(λ))u˜λ(x) +H((1− r(λ))x,Du˜λ(x)) 6 0 in Ω,
φ(λ)(1− r(λ))u˜λ(x) +H((1− r(λ))x,Du˜λ(x)) > 0 on Ω.
(2.12)
Let us define
ϕλ(x) = (1+ r(λ))ϕ
(
x
1+ r(λ)
)
, x ∈ (1+ r(λ))Ω.
We consider the auxiliary function
Φλ(x,y) = ϕλ(x) − u˜λ(y) −
|x− y|2
2r(λ)2
, (x,y) ∈ (1+ r(λ))Ω×Ω.
Assume Φλ(x,y) has a maximum over (1+ r(λ))Ω×Ω as (xλ,yλ). By definition we
have Φλ(xλ,yλ) > Φλ(yλ,yλ), therefore
ϕλ(xλ) −
|xλ − yλ|
2
2r(λ)2
> ϕλ(yλ).
Therefore we obtain that
|xλ − yλ| 6 2r(λ)‖ϕ‖1/2L∞(Ω).
From that (xλ,yλ)→ (x, x) for some x ∈ Ω as λ→ 0+. We deduce further that
lim sup
λ→0+
|xλ − yλ|
2
2r(λ)2
6 lim sup
λ→0+
(ϕλ(xλ) −ϕλ(yλ)) = 0. (2.13)
In other words, |xλ − yλ| = o(r(λ)). Now Φλ(xλ,yλ) > Φλ(x˜, x˜) gives us
ϕλ(xλ) − u˜λ(yλ) −
|xλ − yλ|
2
2r(λ)2
> ϕλ(x˜) − u˜λ(x˜).
Take λ→ 0+, by (2.13) we obtain that u(x˜) −ϕ(x˜) > u(x) −ϕ(x), which implies that
x˜ = x as u−ϕ has a strict minimum over Ω. By (A2), there exists κ > 0 such that
dist(x,Ω) > κr for all x ∈ (1+ r)∂Ω, for all r > 0.
Since |xλ − yλ| = o(r(λ)) we deduce that xλ ∈ (1+ r(λ))Ω. Now by the supersolution
test for (2.12), as y 7→ Φλ(xλ,y) has a max at yλ, hence
φ(λ)(1− r(λ))u˜λ(yλ) +H
(
(1− r(λ))yλ,
xλ − yλ
r(λ)2
)
> 0. (2.14)
On the other hand, since xλ ∈ (1+ r(λ))Ω as an interior point and x 7→ Φλ(x,yλ) has
a max at xλ, we deduce that
Dϕλ(xλ) =
xλ − yλ
r(λ)2
. (2.15)
From (2.14) and (2.15) we obtain
φ(λ)(1− r(λ))u˜λ(yλ) +H ((1− r(λ))yλ,Dϕ(xλ)) > 0.
Let λ → 0+ along λj we deduce H(x˜,Dϕ(x˜)) > c. The comparison principle for
state-constraint problem gives us the uniqueness of c and furthermore that c = c0.
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The estimate (2.10) can be established using comparison principle. We see that
u(x) −φ(λ)−1c0 −C, u(x) −φ(λ)−1c0 +C are subsolution and supersolution, respec-
tively, to {
φ(λ)w(x) +H(x,Dw(x)) 6 0 in Ω,
φ(λ)w(x) +H(x,Dw(x)) > 0 on Ω.
(2.16)
On the other hand, from (2.12), the priori estimate |φ(λ)uλ| 6 C and (H1) we
have u˜λ(x) − Cφ(λ)−1r(λ), u˜λ(x) + Cφ(λ)−1r(λ) are subsolution and supersolution,
respectively, to (2.16). Therefore by comparison principle for (2.16) we have
u(x) −
c0
φ(λ)
−C 6 u˜λ(x) +
Cr(λ)
φ(λ)
u(x) −
c0
φ(λ)
+C > u˜λ(x) −
Cr(λ)
φ(λ)
.
Therefore |φ(λ)u˜λ(x) + c0| 6 C(φ(λ) + r(λ)). The other estimate is a direct conse-
quence of (2.3). 
The following theorem summarizes the similar results for the problem on the
bigger domains (1+ r(λ))Ω. A simplified proof is given in the Appendix.
Theorem 2.23. Considering the problem (2.7) with (H1), (H2) and either (A1) or (A2).
(i) We have the priori estimate φ(λ)|uλ(x)|+ |Duλ(x)| 6 CH for x ∈ Ωλ.
(ii) We have φ(λ)uλ(·)→ −c0 locally uniformly as λ→ 0+. Furthermore for all x ∈ Ωλ
and λ > 0 we have{∣∣φ(λ)uλ(x) + c0∣∣ 6 C(φ(λ) + r(λ))∣∣φ(λ)uλ(x) + cλ∣∣ 6 Cφ(λ). (2.17)
(iii) There exists a subsequence λj and a function u ∈ BUC(Ω) ∩ Lip(Ω) such that
uλj(·) − uλj(x0)→ u(·) locally uniformly as λj → 0+ and u solves (S0). Here x0 is
an interior point of Ω and can be chosen arbitrarily.
As we are working with domains that are smaller or bigger than Ω, we introduce
the scaling up and down of measures for convenience.
Definition 2.24. For a measure σ defined on (1+ r)Ω× Bh, we define its scaling σ
as a measure on Ω×Bh by∫
Ω×Bh
f(x, v) dσ(x, v) =
∫
(1+r)Ω×Bh
f
(
x
1+ r
, v
)
dσ(x, v). (2.18)
Definition 2.25. For a measure ρ defined on (1− r)Ω×Bh, we can define its scaling
ρ as a measure on Ω×Bh by∫
Ω×Bh
f(x, v) dρ(x, v) =
∫
(1−r)Ω×Bh
f
(
x
1− r
, v
)
dρ(x, v). (2.19)
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3. The first normalization : convergence and a counter example
In view of Theorems 2.22, it is natural to ask the question if the convergence of
uλ(x)−uλ(x0) holds for the whole sequence as λ→ 0. The two natural normalization
one can study are{
uλ(x) +
c0
φ(λ)
}
λ>0
and
{
uλ(x) +
cλ
φ(λ)
}
λ>0
. (3.1)
The same question can be asked for uλ as well. Let us focus on uλ for now. The two
families in (3.1) are different by φ(λ)−1(c0 − cλ), and as cλ only depends on r(λ) but
not φ(λ), it is possible for some φ(λ) such that
lim
λ→0
(
c0 − cλ
φ(λ)
)
=∞
which make two families in (3.1) cannot have limit at the same time in this case.
Indeed, we observe that from Theorem 2.22 we have∣∣∣∣uλ(x) + c0φ(λ)
∣∣∣∣ 6 C(1+ r(λ)φ(λ)
)
and
∣∣∣∣uλ(x) + cλφ(λ)
∣∣∣∣ 6 C. (3.2)
We see that uλ(x) + φ(λ)−1c0 is bounded if γ defined in(1.3) is finite, i.e., r(λ) =
O(φ(λ)) as λ → 0+, while the latter is bounded even if γ = ∞. The following
example show a divergence for uλ(x) +φ(λ)−1c0 when γ =∞.
Example 3.1. Let us consider H(x,p) = |p|+ x, Ω = (−1, 1), φ(λ) = λ and r(λ) = λm,
the equation we are interested in is{
λuλ(x) + |u
′
λ(x)|+ x 6 0 in (−1+ λm, 1− λm)
λuλ(x) + |u
′
λ(x)|+ x > 0 on [−1+ λm, 1− λm] .
The Legendre’s transform of H is
L(x, v) =
{
−x if |v| 6 1
+∞ if |v| > 1.
Using the optimal control formula we obtain
uλ(x) = inf
α(·)
(
−
∫∞
0
e−λsy(s) ds
)
where
{
y˙(s) = α(s) ∈ [−1, 1]
y(0) = x.
We have c0 = 1, cλ = 1− λm, cλ = 1+ λm and
uλ(x) +
c0
λ
=
1− x
λ
+
e−λ(1−λ
m−x) − 1
λ2
= λm−1 +
(1− x− λm)2
2
+O(λ) as λ→ 0+,
uλ(x) +
c0
λ
=
1− x
λ
+
e−λ(1+λ
m−x) − 1
λ2
= −λm−1 +
(1− x+ λm)2
2
+O(λ) as λ→ 0+,
which is convergent only if m > 1. On the other hand, we have
uλ(x) +
cλ
λ
=
(1− x− λm)2
2
+O(λ) and uλ(x) +
cλ
λ
=
(1− x+ λm)2
2
+O(λ),
as λ→ 0+, which converge to the same limit for all m > 0.
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We observe that even with γ =∞, the family {uλ +φ(λ)−1cλ}λ>0 still converges.
It is however not true in general, as we will prove an example in Section 5.
Lemma 3.2. Assume (H1), (H2) and either (A1) or (A2). For λ > 0 there holds cλ 6 c0 6
cλ. Also, λ 7→ cλ is increasing, λ 7→ cλ is decreasing as λ→ 0 and∣∣∣∣cλ − c0r(λ)
∣∣∣∣+ ∣∣∣∣cλ − c0r(λ)
∣∣∣∣ 6 C. (3.3)
Proof of Lemma 3.2. By comparison principle we obtain that cλ 6 c0 6 cλ for all λ > 0,
λ 7→ cλ is increasing, λ 7→ cλ is decreasing as λ → 0. From (2.10) in Theorems 2.22
we obtain |cλ − c0| 6 Cφ(λ) +Cr(λ). As cλ is independent of φ(λ), we can choose
φ(λ) = r(λ) to get |cλ − c0| 6 Cr(λ). The case for cλ is similar. 
As a consequence of (3.3), for the case γ = 0 we have a simple proof for the
convergence of both families in (3.1).
Proposition 3.3. Assume (H1), (H2), (H3) and either (A1) or (A2). If γ = 0 then
uλ(x) +φ(λ)
−1c0 → u0(x) locally uniformly as λ→ 0 and
lim
λ→0
(
cλ − c0
φ(λ)
)
= 0. (3.4)
Consequently, uλ(x) +φ(λ)−1cλ → u0(x) locally uniformly as λ→ 0 as well. Here uλ is the
solution to (2.6) and u0 is the maximal solution defined as in Theorem 2.14, the limiting
function in the vanishing discount on fixed bounded domain.
Proof of Proposition 3.3. Let vλ ∈ C(Ω)∩ Lip(Ω) solving{
φ(λ)vλ(x) +H(x,Dvλ(x)) 6 0 in Ω,
φ(λ)vλ(x) +H(x,Dvλ(x)) > 0 on Ω.
(3.5)
By Theorem 2.14, there exists u0 solves (S0) such that vλ(x) + φ(λ)−1c0 → u0(x)
uniformly on Ω as λ→ 0. Define u˜λ(x) as in (2.11) then u˜λ solves (2.12). Similarly
to Theorem 2.22 we obtain that u˜λ(x) − C
r(λ)
φ(λ) , u˜λ(x) + C
r(λ)
φ(λ) are subsolution and
supersolution, respectively, to (3.5), therefore∣∣∣∣(u˜λ(x) + c0φ(λ)
)
−
(
vλ(x) +
c0
φ(λ)
)∣∣∣∣ 6 C r(λ)φ(λ) .
Let λ→ 0, as γ = 0 we deduce that u˜λ(x) +φ(λ)−1c0 → u(x) uniformly. We also have
|uλ(x) − u˜λ(x)| 6
2Cr(λ)
1− r(λ)
→ 0
as λ→ 0, thus uλ(x) +φ(λ)−1c0 → u0(x) locally uniformly as λ→ 0. Now by Lemma
3.2 and the fact that γ = 0 we obtain (3.4) and thus uλ(x) +φ(λ)−1cλ → u0(x) locally
uniformly as λ→ 0. 
Remark 3.4. When γ 6= 0 then in general the solution vλ to (3.5) and the solution uλ
to (2.6) are not close to each other, as we will see in the following example.
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Example 3.5. Let H(x,p) = |p|− e−|x| on Ω = (−1, 1) and φ(λ) = r(λ) = λ. Using the
optimal control formula, solutions to (2.6) and (2.7) are
uλ(x) =
e−|x|
1+ λ
+
e−(1−λ
2)+λ|x|
λ(1+ λ)
, x ∈ [−(1− λ), (1− λ)],
uλ(x) =
e−|x|
1+ λ
+
e−(1+λ)
2+λ|x|
λ(1+ λ)
, x ∈ [−(1+ λ), (1+ λ)].
On fixed bounded domain, the solution vλ to (3.5) is given by
vλ(x) =
e−|x|
1+ λ
+
e−1−λ+λ|x|
λ(1+ λ)
, x ∈ [−1, 1].
We have c0 = −e−1 and cλ = −e−1+λ and cλ = −e−1−λ, thus
lim
λ→0+
(
c0 − cλ
λ
)
= lim
λ→0
(
cλ − c0
λ
)
= e−1.
The maximal solution (in the sense of Theorem 2.14) on Ω is given by
u0(x) = lim
λ→0+
(
vλ(x) +
c0
λ
)
= e−|x| + e−1|x|− e−1, x ∈ [−1, 1].
On the other hand,
u1 = lim
λ→0+
(
uλ(x) +
c0
λ
)
= e−|x| + e−1|x|, x ∈ [−1, 1],
u2 = lim
λ→0+
(
uλ(x) +
c0
λ
)
= e−|x| + e−1|x|− 2e−1, x ∈ [−1, 1]
and
lim
λ→0+
(
uλ(x) +
cλ
λ
)
= lim
λ→0+
(
uλ(x) +
cλ
λ
)
= u0(x), x ∈ [−1, 1].
We see that in general, uλ and vλ are not close to each other. We see that u1+u2 = 2u0
in this example.
Using the representation formula as in Theorem 2.14, we show the convergence
of
{
uλ +φ(λ)
−1c0
}
λ>0
and
{
uλ +φ(λ)−1c0
}
λ>0
in the case γ is finite. This method
also recovers the result of Proposition 3.3. The following technical lemma is a
consequence from (H4), we give a proof for it in Appendix.
Lemma 3.6. Assume L satisfies (H4) then
L(x, v) − L((1± δ)x, v)
δ
→ (∓x) ·DxL(x, v)
uniformly on Ω×Bh as δ→ 0+.
Proof of Theorem 1.1. By the reduction step earlier, we may assume that H satisfies
(2.2) for some h > 0 and L ∈ C(Ω×Bh). By (3.2) and γ <∞we have the boundedness
of
{
uλ(x) +φ(λ)
−1c0
}
λ>0
. By adding a constant to H, without loss of generality we
can also assume that c0 = 0.
We denote the Lipschitz extension of uλ on Ω again by uλ for simplicity. Let U be
the set of accumulation points of its extensions {uλ}λ>0 in C(Ω) as λ→ 0+, we need
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to show it is a singleton. We have U 6= ∅ by Theorem 2.22. Pick u,w ∈ U, we show
that u ≡ w.
Assume that there exist λj → 0 and δj → 0 such that uλj → u and uδj → w locally
uniformly as j→∞. Using the representation formula in Theorem 2.7, for a fixed
z ∈ Ω we can find µλ ∈ P∩ G ′z,φ(λ),Ωλ such that
φ(λ)uλ(z) =
∫
Ωλ×Bh
L(x, v) dµλ(x, v) = min
µ∈P∩G ′
z,φ(λ),Ωλ
∫
Ωλ×Bh
L(x, v) dµ(x, v). (3.6)
Let µλ be the measure obtained from µλ defined as in Definition 2.25, it is clear that
µλ is a probability measures on Ω, therefore the set
U∗(z) =
{
µ ∈ P(Ω×Bh) : µλ ⇀ µ in measures along some subsequences
}
(3.7)
is nonempty. By Lemma 3.10 we can assume that (up to subsequence) there exists
µ0 ∈M0 such that µλj ⇀ µ0 in the sense of measure and
0 =
∫
Ω×Bh
L(x, v) dµ(x, v).
Since H(x,Dw(x)) 6 0 in Ω, let wλ(x) = (1− r(λ))w
(
(1− r(λ))−1x
)
for x ∈ (1− r(λ))Ω
then
φ(λ)wλ(x) +HL
(
x
1−r(λ) ,v
)
+φ(λ)wλ(x)
(x,Dwλ(x)) 6 0 in (1− r(λ))Ω.
By definition we obtain(
L
(
x
1− r(λ)
, v
)
+φ(λ)wλ(x),wλ(x)
)
∈ Fφ(λ),Ωλ
and therefore
0 6
〈
µλ,L
(
x
1− r(λ)
, v
)
+φ(λ)wλ(x) −φ(λ)wλ(z)
〉
= 〈µλ,L (x, v) − L((1− r(λ))x, v)〉+φ(λ)(1− r(λ)) 〈µλ,w〉+φ(λ)uλ(z) −φ(λ)wλ(z).
In other words, we obtain
r(λ)
φ(λ)
〈
µλ,
L(x, v) − L((1− r(λ))x, v)
r(λ)
〉
+ (1− r(λ)) 〈µλ,w〉+ uλ(z) > wλ(z).
Using Lemma 3.6 and µλj ⇀ µ0 weakly we deduce that
γ 〈µ0, x ·DxL(x, v)〉+ 〈µ0,w〉+ u(z) > w(z). (3.8)
Let us denote u˜λ as in (2.11) and recall its equation (2.12), we have
L
(
(1− r(λ))x, v
)
−φ(λ)(1− r(λ))u˜λ(x) ∈ F0,Ω, (3.9)
hence
r(λ)
φ(λ)
〈
µ,
L
(
(1− r(λ))x, v
)
− L(x, v)
r(λ)
〉
> 〈µ,uλ((1− r(λ))x)〉 for all µ ∈M0.
Let λ→ 0 along δj we deduce that
γ〈µ, (−x) ·DxL(x, v)〉 > 〈µ,w〉, for all µ ∈M0,
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or in other words,
γ〈µ, x ·DxL(x, v)〉+ 〈µ,w〉 6 0, for all µ ∈M0. (3.10)
From (3.8) and (3.10) we deduce that u(z) > w(z). Since z ∈ Ω arbitrarily we have
u > w and similarly u 6 w, thus u ≡ w.
Denote this limit as u1, then from (3.10) we have u1 ∈ E1. On the other hand, if
w ∈ E1 then since µ0 ∈ M0, we can establish (3.8) to obtain u1 > w for all w ∈ E1,
hence (1.5) follows. Finally it is easy to see that E ⊆ E1 by Lemma 3.7 and thus
u1 > u0. 
Lemma 3.7. We have 〈µ, (−x) ·DxL(x, v)〉 > 0 for µ ∈M0.
Proof of Lemma 3.7. Pick ν ∈M0, we define the new measure νλ for λ ∈ (0, 1) as∫
Ω×Bh
f(x, v) dνλ(x, v) =
∫
Ω×Bh
f
(
(1− r(λ))x, v
)
dν(x, v)
for all f ∈ C(Ω×Bh). We show that νλ ∈ P∩G0,Ω as well. In fact, take f ≡ 1 on Ω×Bh
we see that νλ is a probability measure and is nonnegative. Let f ∈ G0,Ω andw ∈ C(Ω)
such that Hf(x,Dw(x)) 6 0 in Ω. Let wλ(x) = (1 − r(λ))−1ζ((1 − r(λ))x) ∈ C(Ω)
and fλ(x, v) = f((1− r(λ))x, v) then Hfλ
(
x,Dwλ(x)
)
6 0 in Ω, thus by definition of
measures in G ′0,Ω we have 〈ν, f((1 − r(λ))x, v)〉 > 0, which means 〈νλ, f(x, v)〉 > 0,
therefore νλ ∈ P∩ G ′0,Ω. By definition of measures in M0 we have
〈νλ,L〉 > 〈ν,L〉
for all λ ∈ (0, 1). Dividing by r(λ) and let λ→ 0 we obtain 〈ν, (−x) ·DxL(x, v)〉 > 0 for
any ν ∈M0. 
Remark 3.8. If the domain is periodic then by translation invariant, we can get
〈µ,DxL(x, v)〉 = 0 for all µ ∈M0. In this setting Lemma 3.7 is the best we can get so
far. We refer the readers’s to [5] for more properties like this in the case of periodic
domain.
Proof of Theorem 1.2. We can assume c0 = 0. Similar to the proof of Theorem 1.1, we
assume uλj → u and uδj → w locally uniformly for some u,w solve (S0). For a fixed
z ∈ Ω we let µλ ∈ P∩ G ′
z,φ(λ),Ωλ such that
φ(λ)uλ(z) =
∫
Ω
λ×Bh
L(x, v) dµλ(x, v) = min
µ∈P∩G ′
z,φ(λ),Ωλ
∫
Ω
λ×Bh
L(x, v) dµ(x, v). (3.11)
Let µλ be the measure obtained from µλ defined as in Definition 2.24, it is clear that
µλ is a probability measures on Ω, therefore the set
U∗(z) =
{
µ ∈ P(Ω×Bh) : µλ ⇀ µ in measures along some subsequences
}
(3.12)
is nonempty. By Lemma 3.10 we can assume that (up to subsequence) there exists
µ0 ∈M0 such that µλj ⇀ µ0 in the sense of measure and
0 =
∫
Ω×Bh
L(x, v) dµ0(x, v).
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Since H(x,Dw(x)) 6 0 in Ω, let wλ(x) = (1+ r(λ))w
(
(1+ r(λ))−1x
)
for x ∈ (1+ r(λ))Ω
then
φ(λ)wλ(x) +H
L
(
x
1+r(λ) ,v
)
+φ(λ)wλ(x)
(x,Dwλ(x)) 6 0 in (1+ r(λ))Ω.
By definition we obtain
0 6
〈
µλ,L
(
x
1+ r(λ)
, v
)
+φ(λ)wλ(x) −φ(λ)wλ(z)
〉
=
〈
µλ,L(x, v) − L((1+ r(λ)x, v))
〉
+φ(λ)uλ(z) +φ(λ)(1+ r(λ))〈µλ,w(x)〉−φ(λ)wλ(z).
Using Lemma 3.6 and µλj ⇀ µ0 weakly we deduce that
γ
〈
µ0, (−x) ·DxL(x, v)
〉
+ 〈µ0,w〉+ u(z) > w(z). (3.13)
On the other hand, by definition of uλ we obtain that
φ(λ)(1+ r(λ))u˜λ(x) +H((1+ r(λ)x),Du˜λ(x)) 6 0 in Ω,
where u˜λ = (1+ r(λ)−1)uλ((1+ r(λ))x). Therefore
L
(
(1+ r(λ))x, v
)
−φ(λ)(1+ r(λ))u˜λ(x) ∈ F0,Ω, (3.14)
hence
r(λ)
φ(λ)
〈
µ,
L
(
(1+ r(λ))x, v
)
− L(x, v)
r(λ)
〉
>
〈
µ,uλ((1+ r(λ))x)
〉
for all µ ∈M0.
Let λ→ 0 along δj we deduce that
γ〈µ, (−x) ·DxL(x, v)〉+ 〈µ,w〉 6 0, for all µ ∈M0. (3.15)
From (3.13) and (3.15) we deduce that u(z) > w(z). Since z ∈ Ω arbitrarily we have
u > w and similarly u 6 w, thus u ≡ w.
Denote this limit as u2, then from (3.15) we have u2 ∈ E2. On the other hand, if
w ∈ E2 then since µ0 ∈ M0, we can establish (3.13) to obtain u2 > v for all w ∈ E1,
hence (1.6) follows. Finally it is easy to see that E2 ⊆ E by Lemma 3.7 and thus
u2 6 u0. 
Corollary 3.9. We have
γ
〈
µ, (+x) ·DxL(x, v)
〉
+
〈
µ,u1
〉
= 0 for all µ ∈ U∗(z),
γ
〈
µ, (−x) ·DxL(x, v)
〉
+
〈
µ,u2
〉
= 0 for all µ ∈ U∗(z).
Proof of Corollary 1.4. From (3.10) and (3.15) we have
〈
µ, u
1+u2
2
〉
6 0 for all µ ∈ M0,
thus 12(u
1 + u2) ∈ E and therefore u1 + u2 6 2u0. 
Lemma 3.10. We have U∗(z) ⊆ M0 and U∗(z) ⊆ M0 where U∗(z),U∗(z) are defined as in
(3.7), (3.12), respectively.
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Proof. Assume µλj ⇀ µ0 and µλj ⇀ µ0. From (3.6) and (3.11) we have
φ(λ)uλ(z) =
∫
Ω×Bh
L((1− r(λ))x, v) dµλ(x, v),
φ(λ)uλ(z) =
∫
Ω×Bh
L((1+ r(λ))x, v) dµλ(x, v).
As L((1± r(λ))x, v)→ L(x, v) uniformly as λ→ 0+, we obtain along the subsequence
λj that −c0 = 〈µ0,L〉 = 〈µ0,L〉. Now let f ∈ G0,Ω, there exists u ∈ C(Ω) such that
Hf(x,Du(x)) 6 0 in Ω. Let us define{
u(x) = (1− r(λ))u((1− r(λ)−1)x) ∈ C(Ωλ),
u(x) = (1+ r(λ))u((1+ r(λ)−1)x) ∈ C(Ωλ). (3.16)
We obtain that
φ(λ)u(x) +H
f
(
x
1−r(λ) ,v
)
+φ(λ)u(x)
(x,Du(x)) 6 0 in Ωλ,
φ(λ)u(x) +H
f
(
x
1+r(λ) ,v
)
+φ(λ)u(x)
(x,Du(x)) 6 0 in Ωλ.
By definition of µλ and µλ and the way we rescale these measures we deduce that〈
µλ, f(x, v) +φ(λ)(1− r(λ)) (u− u(z))
〉
=
〈
µλ, f
(
x
1− r(λ)
, v
)
+φ(λ) (u− u(z))
〉
> 0
and〈
µλ, f(x, v) +φ(λ)(1+ r(λ)) (u− u(z))
〉
=
〈
µλ, f
(
x
1+ r(λ)
, v
)
+φ(λ) (u− u(z))
〉
> 0
Let λ→ 0 along λj we deduce that 〈µ0, f〉 > 0 and 〈µ0, f〉 > 0. 
4. The asymptotic expansion of the eigenvalue
In this section, we want to study the asymptotic expansion of cλ as λ→ 0+. If the
following limits exist
c1 = lim
λ→0+
(
cλ − c0
r(λ)
)
and c1 = lim
λ→0+
(
cλ − c0
r(λ)
)
(4.1)
then heuristically we have{
cλ = c0 + r(λ)c1 + o(r(λ)) as λ→ 0+,
cλ = c0 + r(λ)c
1 + o(r(λ)) as λ→ 0+.
We will show that these limits always exit for a Lipschitz Hamiltonians (i.e., (H1)
is satisfied). Example 4.1 shows that it can be divergent if (H1) is violated and
Example 3.5 shows that in general it is not zero.
Example 4.1. Let H(x,p) = |p|−
√
1− |x| defined for x ∈ [−1, 1]. Consider Ω = (−a,a)
and {
δuδ(x) +H(x,Duδ(x)) 6 0 in Ω,
δuδ(x) +H(x,Duδ(x)) > 0 on Ω.
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Solution is given by
uδ(x) =
√
1− x
δ
−
e−δ(1−x)
δ
∫√1−x
√
1−a
eδu
2
du.
We have δuδ(a) =
√
1− a. Let a = 1− λ, i.e., r(λ) = λ we have cλ = −
√
λ, therefore
lim
λ→0+
(
c0 − cλ
λ
)
= +∞.
Let us denote
{
νλ
}
λ>0
and {νλ}λ>0 be measures in P∩ G ′0,Ωλ and P∩ G ′0,Ωλ , respec-
tively such that
− cλ =
∫
Ω
λ×Bh
L (x, v) dνλ(x, v) = min
ν∈P∩G ′
0,Ωλ
∫
Ω
λ×Bh
L (x, v) dν(x, v) (4.2)
and
− cλ =
∫
Ωλ×Bh
L (x, v) dνλ(x, v) = min
ν∈P∩G ′0,Ωλ
∫
Ωλ×Bh
L (x, v) dν(x, v). (4.3)
Let νλ and νλ be the corresponding measures on Ω after scaling from νλ and νλ,
respectively as in Definitions 2.24 and 2.25. It is easy to see that νλ,νλ are still
probability measures on Ω, thus by compactness the set of weak limit points V∗ of{
νλ
}
λ>0
and V∗ of {νλ}λ>0 are nonempty.
Lemma 4.2. We have V∗ ⊆M0 and V∗ ⊆M0.
Proof of Lemma 4.2. From (4.2) and (4.3) we have
−cλ =
∫
Ω×Bh
L(1+ r(λ)x, v) dνλ(x, v),
−cλ =
∫
Ω×Bh
L(1− r(λ)x, v) dνλ(x, v).
Assume νλj ⇀ ν0 and νλj ⇀ ν0, then since L(1± r(λ), v)→ L(x, v) uniformly as λ→ 0,
we deduce that −c0 = 〈ν0,L〉 = 〈ν0,L〉. Let f ∈ G0,Ω, there exists u ∈ C(Ω) such that
Hf(x,Du(x)) 6 0 in Ω. Let us define u and u as in (3.16), then
H
f
(
x
1−r(λ) ,v
)(x,Du(x)) 6 0 in Ωλ and Hf( x
1+r(λ) ,v
)(x,Du(x)) 6 0 in Ωλ.
By definition of νλ and νλ and the way we rescale these measures we deduce that
〈νλ, f(x, v)〉 =
〈
νλ, f
(
x
1− r(λ)
, v
)〉
> 0
and 〈
νλ, f(x, v)
〉
=
〈
νλ, f
(
x
1+ r(λ)
, v
)〉
> 0.
Let λ→ 0 along λj we deduce that 〈ν0, f〉 > 0 and 〈ν0, f〉 > 0. 
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Proof of Theorem 1.5. Let wλ be a solution to (2.9), then after scaling
HL((1+r(λ))x,v)+cλ(x,Dw˜
λ(x)) 6 0 in Ω.
Therefore L((1+ r(λ))x, v) + cλ ∈ F0,Ω, thus for any µ ∈M0 we have〈
µ,
L((1+ r(λ))x, v) − L(x, v)
r(λ)
〉
+
(
cλ − c0
r(λ)
)
> 0.
Take the limit, we have
〈µ, x ·DxL(x, v)〉+ lim inf
λ→0
(
cλ − c0
r(λ)
)
> 0 for all µ ∈M0. (4.4)
Assume the lim sup happens along λj, then along that we can take νλj ⇀ ν0 and
ν0 ∈M0. Now start with a solution w of (S0), after scaling
H
(
x
1+ r(λ)
,Dw˜(x)
)
6 c0 in (1+ r(λ))Ω.
In other words,
H
L
(
x
1+r(λ) ,v
)
+c0
(x,Dw˜(x)) 6 0 in (1+ r(λ))Ω.
That means 〈
νλ,L
(
x
1+ r(λ)
, v
)
+ c0
〉
> 0
That is equivalent to〈
νλ,L
(
x
1+ r(λ)
, v
)
− L (x, v)
〉
− cλ + c0 > 0.
By definition of νλ, it is equivalent to〈
νλ,L (x, v) − L ((1+ r(λ))x, v)
〉
> cλ − c0.
Therefore taking the limit along λj we obtain〈
ν0, (−x) ·DxL
〉
> lim
λj→0
(
cλj − c0
r(λj)
)
= lim sup
λ→0
(
cλ − c0
r(λ)
)
. (4.5)
In (4.4), take µ = ν0 ∈M0 and together with (4.5) we have
lim inf
λ→0
(
cλ − c0
r(λ)
)
>
〈
ν0, (−x) ·DxL
〉
> lim sup
λ→0
(
cλ − c0
r(λ)
)
.
Thus from (4.4) we conclude that
lim
λ→0+
(
cλ − c0
r(λ)
)
=
〈
ν0, (−x) ·DxL(x, v)
〉
= sup
µ∈M0
〈µ, (−x) ·DxL(x, v)〉 .
Similarly, for cλ we deduce that
lim
λ→0+
(
c0 − cλ
r(λ)
)
= 〈ν0, (−x) ·DxL(x, v)〉 = inf
µ∈M0
〈µ, (−x) ·DxL(x, v)〉 .
The proof is complete. 
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Remark 4.3. In general we see that −c1 6 c1 but they are not always equal. If they
are equal then 〈µ, (−x) ·DxL(x, v)〉 = c1 = −c1 for all µ ∈M0. There are some special
cases where we can see they are indeed equal as follows.
(i) If H(x,p) = H(p) + V(x), then Lemma 3.7 says that 〈µ, x · ∇V(x)〉 > 0 for all
µ ∈M0. Therefore if V satisfies
x · ∇V(x) 6 0 for all x ∈ Ω
then clearly 〈µ, (−x) ·DxL(x, v)〉 = 0 for all µ ∈ M0, hence c1 = c1 = 0. If
Ω = B(0, 1) and V is a radical function with maximum at 0 then we can show
that every µ ∈M0 has the projection to B(0, 1) is exactly δ0.
(ii) More generally, if the Aubry set A of H is compactly suppported in Ω, then
by Theorem 2.20 we have cλ = c0 = cλ for all λ > 0 small enough, therefore
c1 = c
1 = 0.
Corollary 4.4. Under the assumptions of Theorem 1.5, if −c1 = c1 = c∗ then in addition to
u2 6 u0 6 u1 and u1 + u2 = 2u0 we also have that:
u1 − u0 = u0 − u2 = γc∗.
Proof of Corollary 4.4. Under the assumption we have 〈µ, (−x) ·DxL(x, v)〉 = c∗ for all
µ ∈M0. In (3.8) and (3.13) if we start with w = u0 we deduce that
− γc∗ + 〈µ0,u0〉+ u1(z) > u0(z),
γc∗ + 〈µ0,u0〉+ u2(z) > u0(z)
Since 〈µ,u0〉 6 0 for all µ ∈M0, we deduce that u1 + u2 > 2u0, which together with
Corollary 1.4 we obtain u1 + u2 = 2u0, hence
γc∗ 6 u1 − u0 = u0 − u2 6 γc∗
and thus the conclusion follows. 
Let vλ ∈ C(Ω) be the solution to{
φ(λ)vλ(x) +H(x,Dvλ(x)) 6 0 in Ω,
φ(λ)vλ(x) +H(x,Dvλ(x)) > 0 on Ω.
(4.6)
For a fixed z ∈ Ω, let σλ ∈ P∩ G ′z,φ(λ),Ω be the minimizing measure such that
φ(λ)vλ(z) = 〈σλ,L〉 = min
µ∈P∩G ′
z,φ(λ),Ω
〈µ,L〉. (4.7)
Let
U(z) =
{
µ ∈ P(Ω×Bh) : σλ ⇀ µ in measures along some subsequences
}
. (4.8)
Lemma 4.5. If σ0 ∈ U(z) then 〈σ0,u0〉 = 0.
Proof of Lemma 4.5. It is clear that U(z) ⊂M0. For any w solves (S0) we have〈
σλ,L(x, v) + c0 +φ(λ)w(x) −φ(λ)w(z)
〉
> 0. (4.9)
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If vλ solves (4.6) then vλ +ϕ(λ)−1c0 → u0 by Theorem 2.14, therefore in the limit
from (4.9) we have
u0(z) + 〈σ0,w〉 > w(z)
for any σ0 ∈ U(z). Let w = u0 we deduce that 〈σ0,u0〉 > 0, thus 〈σ0,u0〉 = 0 since
〈µ,u0〉 6 0 for all µ ∈M0. 
Proposition 4.6. Under the assumptions of Theorem 1.5, if u1 + u2 = 2u0 then for every
z ∈ Ω and every σ0 ∈ U(z) such that
u1(z) − u0(z) = u0(z) − u2(z) = γ〈σ0, (−x) ·Dx(x, v)〉 (4.10)
and also (recall Corollary 3.9){
γ
〈
σ0, (+x) ·DxL(x, v)
〉
+
〈
σ0,u1
〉
= 0,
γ
〈
σ0, (−x) ·DxL(x, v)
〉
+
〈
σ0,u2
〉
= 0.
(4.11)
As a consequence
0 6
〈
µ0, (−x) ·DxL
〉
6
〈
σ0, (−x) ·DxL
〉
6
〈
µ0, (−x) ·DxL
〉
. (4.12)
Proof of Proposition 4.6. From (3.9) and (3.14) we have
L((1− r(λ))x, v) +φ(λ)r(λ)u˜λ ∈ Fz,φ(λ),Ω,
L((1+ r(λ))x, v) −φ(λ)r(λ)u˜λ ∈ Fz,φ(λ),Ω.
Therefore 〈
σλ,L((1− r(λ))x, v) +φ(λ)r(λ)u˜λ −φ(λ)u˜λ(z)
〉
> 0,〈
σλ,L((1+ r(λ))x, v) −φ(λ)r(λ)u˜λ −φ(λ)u˜λ(z)
〉
> 0.
Using 〈σλ,L〉 = φ(λ)vλ(z) we obtain〈
σλ,L((1− r(λ))x, v) − L(x, v)
〉
+φ(λ)vλ(z) +φ(λ)r(λ)〈σλ, u˜λ〉 > φ(λ)u˜λ(z),〈
σλ,L((1+ r(λ))x, v) − L(x, v)
〉
+φ(λ)vλ(z) −φ(λ)r(λ)〈σλ, u˜λ〉 > φ(λ)u˜λ(z).
Adding to both sides the terms
c0 +
r(λ)
1− r(λ)
c0 =
1
1− r(λ)
c0
and
c0 −
r(λ)
1+ r(λ)
c0 =
1
1+ r(λ)
c0,
respectively, assume σλ ⇀ σ0 for some σ0 ∈ M0 then since vλ + φ(λ)−1c0 → u0
(Theorem 2.14) we deduce that{
γ〈σ0, (−x) ·DxL(x, v)〉+ u0(z) > u1(z),
γ〈σ0, (+x) ·DxL(x, v)〉+ u0(z) > u2(z).
Therefore if u1 + u2 = 2u0 then
γ
〈
σ0, (−x) ·DxL(x, v)
〉
> u1(z) − u0(z)
= u0(z) − u2(z) > γ
〈
σ0, (−x) ·DxL(x, v)
〉
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which implies the conclusion (4.10). Now the same argument in Lemma 4.5 with
w = u1,u2 gives us {
u0(z) + 〈σ0,u1〉 > u1(z),
u0(z) + 〈σ0,u2〉 > u2(z).
We deduce that
〈σ0,u1〉 > γ
〈
σ0, (−x) ·DxL(x, v)
〉
> −〈σ0,u2〉. (4.13)
Since 12
(
u1 + u2
)
= u0, from Lemma 4.5 we obtain 〈σ0,u1 + u2〉 = 0, therefore (4.13)
implies that
〈σ0,u1〉 = γ
〈
σ0, (−x) ·DxL(x, v)
〉
= −〈σ0,u2〉
and therefore (4.11) follows, thank to (3.10) and (3.15). Finally from (3.8) and (3.13)
we obtain that
γ〈µ0, (+x) ·DxL〉+ u1(z) > u0(z)
γ〈µ0, (−x) ·DxL〉+ u2(z) > u0(z).
This implies (4.12). 
Proof of Corollary 1.6. Let z ∈ Ω such that u1(z) = u0(z), and take σ0 ∈ U(z) satisfies
(4.10), (4.11) and (4.12) from Proposition 4.6. We see that γ〈σ0, (−x) ·DxL(x, v)〉 = 0,
therefore either γ = 0 or 〈σ0, (−x) ·DxL(x, v)〉 = 0. The latter case implies
0 6 lim
λ→0+
(
c0 − cλ
r(λ)
)
=
〈
ν0, (−x) ·DxL(x, v)
〉
= inf
µ∈M0
〈
µ, (−x) ·DxL(x, v)
〉
6
〈
σ0, (−x) ·DxL(x, v)
〉
= 0
by Theorem 1.5. 
5. The second normalization : convergence and a counter
example
From Theorem 1.5 and Theorems 1.1, 1.2 we obtain the convergence of the second
normalization (1.7) easily as in Corollary 1.7.
From (3.2) we observe that even if γ = ∞, the family {uλ +φ(λ)−1cλ} is still
uniformly bounded. In this section we provide an example where given any r(λ),
we can construct φ(λ) such that γ = ∞ and {uλ +φ(λ)−1cλ}λ>0 is divergent along
some subsequence. Let us consider the following Hamiltonian
H(x,p) = |p|− V(x), (x,p) ∈ Ω×Rn, (5.1)
where V : Ω→ R is uniformly bounded continuous and is nonnegative. For a given
r(λ), we will construct φ(λ) so that
{
uλ +φ(λ)
−1cλ
}
λ>0
is divergent as λ→ 0+. The
example is constructed based on an instability of the Aubry set AΩλ of H on Ωλ,
when λ→ 0+. We recall from Theorem 2.18 that
−c0 = min
Ω
V and AΩ =
{
x ∈ Ω : V(x) = min
Ω
V
}
.
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Also, the Lagrangian is nonnegative in this case since
L(x, v) =
{
V(x) if |v| 6 1,
+∞ if |v| > 1. (5.2)
Lemma 5.1. Assume (H1), (H2), (H3) and either (A1) or (A2). Let
SΩ(x,y) = sup
{
u(x) − u(y) : u is a subsolution H(x,Du(x)) 6 c0 in Ω
}
.
We can extend SΩ uniquely in a unique way to Ω×Ω. If AΩ = {z0} then u0(x) ≡ SΩ(x, z0)
where u0 is the solution defined in Theorem 2.14.
Proof of Lemma 5.1. One can show that AΩ is a uniqueness set for (S0) (see [8, 12, 13,
15]). From Lemma 4.5 there exists σ0 ∈M0 such that 〈σ0,u0〉 = 0. If AΩ = {z0} then
we can show that supp (σ0) ⊂ {z0} and thus σ0 ≡ δz0 , hence
u0(z0) = 〈σ0,u0〉 = 0 = SΩ(z0, z0).
Therefore u0(x) ≡ SΩ(x, z0). 
Definition 5.2 (Definition of the potential V(x)). We will construct a potential V to
use for the proof of Theorem 1.8 on Ω = (−1, 1). We start with the first step, the
building block will be as follows.
F igure 1 . The first step.
Next, we apply the same construction but with a smaller scale, which gives us
Figure 2.
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F igure 2 . The second step.
Keep switching the small box with this construction and with an appropriate
initial length to start with, the graph of V is given as in Figure 3.
-1 -0.5 0 0.5 1
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1
F igure 3 . Graph of the function V .
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Lemma 5.3. Let V(x) defined as in Definition 5.2 and Ωλ = (−1+ r(λ), 1− r(λ)). Then
the maximal solution on Ωλ (as in Theorem 2.14), denoted by u0λ(x), does not converge as
λ→ 0+.
Proof of Lemma 5.3. By Theorem 2.18 the additive eigenvalue of H on Ωλ, denoted
by cλ, is given by −cλ = minx∈Ωλ V(x). By the construction of V , there are infinitely
many λ where {
z ∈ Ωλ : V(z) = min
x∈Ωλ
V(x) = −cλ
}
= {zλ} . (5.3)
We will only work on these λ’s satisfying (5.3). We can find two subsequence of
λj → 0+ and δj → 0+ such that limλj→0+ zλj = −1 and limδj→0+ zδj = 1. We claim that
lim
λj→0+
u0λj(x) = SΩ(x,−1) and limδj→0+
u0δj(x) = SΩ(x, 1). (5.4)
For those zλ satisfying (5.3) we have u0λ(x) ≡ SΩλ (x, zλ) for x ∈ Ωλ. We show that
lim
λj→0
SΩλj
(
x, zλj
)
= SΩ (x, z0) for x ∈ Ω (5.5)
where z0 = −1. The other case is similar. If x ∈ Ω then for all λ small enough we
have x ∈ Ωλ, by Theorem 2.21 we have
SΩλ(x, zλ) = inf
{∫T
0
(
cλ + L(ξ(s), ξ˙(s))
)
ds : ξ ∈ AC ([0, T ];Ωλ) , ξ(0) = zλ, ξ(T) = x
}
,
SΩ(x, zλ) = inf
{∫T
0
(
c0 + L(ξ(s), ξ˙(s))
)
ds : ξ ∈ AC ([0, T ];Ω) , ξ(0) = zλ, ξ(T) = x
}
.
We show that SΩλ(x, zλ) 6 SΩ(x, z0). Take any ξ ∈ FΩ(x, z0; 0, T) (defined in Theorem
2.21) and define tλ = inf
{
s > 0 : ξ(s) = zλ
} ∈ (0, T), then
η(s) =
{
zλ s ∈ [0, tλ],
ξ(s) s ∈ [tλ, T ],
belongs to FΩλ(x, zλ; 0, T), therefore together with (5.2) we have∫T
0
(
c0 + L(ξ(s), ξ˙(s))
)
ds =
∫ tλ
0
(
c0 + L(ξ(s), ξ˙(s))
)
ds+
∫T
0
(
c0 + L(η(s), η˙(s))
)
ds
>
∫ tλ
0
(
c0 + L(ξ(s), ξ˙(s))
)
ds+
∫T
0
(
cλ + L(η(s), η˙(s))
)
ds
>max
{
SΩ(zλ, z0), 0
}
+ SΩλ(x, zλ).
Therefore taking the infimum over all possible ξ we deduce that
SΩ(x, z0) >max
{
SΩ(zλ, z0), 0
}
+ SΩλ(x, zλ)
and thus
lim sup
λ→0+
SΩλ(x, zλ) 6 SΩ(x, z0). (5.6)
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Now let us start with ξn ∈ FΩλ(x, zλ; 0, Tn) such that∫Tn
0
(
L(ξ(s), ξ˙(s)) + cλ
)
ds < SΩλ(x, zλ) +
1
n
. (5.7)
Let us connect z0 and zλ by the straight line ζ(s) = (1− s)z0 + szλ for s ∈ [0, 1]. Note
that |ζ˙(s)| = |z0 − zλ| 1, therefore from (5.2) we have∫1
0
L(ζ(s), ζ˙(s)) ds =
∫1
0
V(ζ(s)) ds 6 max
x∈[z0,zλ]
V(x) = −cλ.
Therefore ∫1
0
(
L(ζ(s), ζ˙(s)) + cλ
)
ds 6 0. (5.8)
Let us define
ηn(s) =
{
ζ(s) for s ∈ [0, 1],
ξ(s− 1) for s ∈ [1, Tn + 1]
then ηn ∈ FΩ(x, z0; 0, Tn+1). From (5.7) and (5.8) we have
SΩλ(x, zλ) +
1
n
>
∫1
0
(
L(ζ(s), ζ˙(s)) + cλ
)
ds+
∫Tn
0
(
L(ξ(s), ξ˙(s)) + cλ
)
ds
=
∫Tn+1
0
(
L(ηn(s), η˙n(s)) + cλ
)
ds > SΩ(x, z0)
since ηn ∈ FΩ(x, z0; 0, Tn+1). Let λ → 0+ and since n can be as large as possible we
obtain that
lim inf
λ→0+
SΩλ(x, zλ) > SΩ(x, z0). (5.9)
From (5.6) and (5.9) we obtain (5.5) and (5.4) follows. We finally observe that
SΩ(x,−1) 6= SΩ(x, 1), since otherwise SΩ(−1, 1) = SΩ(1,−1) = 0, which is impossible.
Indeed, if ξ ∈ FΩ(1,−1; 0, T) then, as (5.2) implies that |ξ˙(s)| 6 1 a.e., we deduce from
(5.2) that∫T
0
L(ξ(s), ξ˙(s))ds =
∫T
0
V(ξ(s))ds >
∫T
0
V(ξ(s))ξ˙(s)ds =
∫1
−1
V(x) dx = ‖V‖L1(Ω) > 0.
Therefore SΩ(−1, 1) > 0. 
Proof of Theorem 1.8. Let H be defined as in (5.1), we consider the following dis-
counted problems: {
δuδ(x) +H(x,Duδ(x)) 6 0 in Ωλ,
δuδ(x) +H(x,Duδ(x)) > 0 on Ωλ
(5.10)
and the corresponding ergodic problem{
H(x,Du(x)) 6 cλ in Ωλ,
H(x,Du(x)) > cλ on Ωλ
(5.11)
where cλ is the eigenvalue of H over Ωλ. By Theorem 2.14 we know that
lim
δ→0+
(
uδ(x) +
cλ
δ
)
→ u0λ(x)
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uniformly on Ω, where u0λ(x) is a maximal solution on Ωλ. For each λ > 0, we can
find τ(λ) > 0 such that
sup
x∈Ωλ
∣∣∣(uδ(x) + cλ
δ
)
− u0λ(x)
∣∣∣ 6 r(λ) for all δ 6 τ(λ). (5.12)
Set φ(λ) = τ(λ)r(λ)2, then φ(λ)→ 0 as λ→ 0+ and γ =∞.
Note that the parametrization here uλ means uφ(λ), which is the same as in the
original definition (2.6). In (2.6) we should have used uφ(λ) instead of uλ but we
simplified the notation. The function φ(λ) can be modified to be decreasing.
Now by (5.12) and Lemma 5.3 along two subsequence λj and δj we have
lim
λj→0+
(
uλj(x) +
cλj
φ(λj)
)
= SΩ(x,−1) 6= SΩ(x, 1) = lim
δj→0+
(
uδj(x) +
cδj
φ(δj)
)
.
Thus we have the divergence of
{
uλ +φ(λ)
−1cλ
}
in this case. 
6. Open questions
We propose some further questions that will be studied in the future.
(1) Question 1. What are the clearer relations between u0,u1 and u2 in general?
What are the relations between measures µ0,µ0,σ0,ν0 and ν0?
(2) Question 2. Can we find a necessary and sufficient condition for −c1 = c1 in
the asymptotic expansions of cλ and cλ?
(3) Question 3. Can we obtain a rate of convergence for the vanishing dis-
count problem, on fixed bounded domain, bounded nested domain and, the
unbounded domain?
(4) Question 4. An interesting question about the asymptotic behavior of cλ,
if we replace r(λ) by some oscillating functions that vanish at 0. Does
convergence hold and of so, what is the characterization of the limit in this
case?
Appendix
Vanishing discount for fixed bounded domains.
Proof of Theorem 2.13. By the priori estimate δ|uδ(x)|+ |Duδ(x)| 6 CH for x ∈ Ω. Fix
x0 ∈ Ω, then by Aezela`-Ascoli theorem there exists a subequence δj and u ∈ C(Ω)
such that uδj(·) − uδj(x0) → u(·) uniformly on Ω for some u ∈ C(Ω). By Bolzano-
Weiertrass theorem there exists c ∈ R such that (upto subsequence) δjuδj(x0)→ −c.
By stability of viscosity solution we have H(x,Du(x)) = c in Ω. We will show
H(x,Du(x)) > c on Ω. Let x˜ ∈ ∂Ω and ϕ ∈ C1(Ω) such that u − ϕ has a strict
minimum over Ω at x˜, we show that H(x˜,Dϕ(x˜)) > c. Without loss of generality we
can assume that (u−ϕ)(x) > (u−ϕ)(x˜) = 0 for x ∈ Ω. We give two proofs for this
claim under assumption (A1) or (A2).
Proof using (A1). Let ρ > 0 such that |x− y| 6 ρ implies |η(x) − η(y)| 6 r2 . Let
Φδ(x,y) = ϕ(x) − uδ(y) −
∣∣∣∣x− yδ − 2rη(x˜)
∣∣∣∣2 − ∣∣∣∣y− x˜ρ
∣∣∣∣2 , (x,y) ∈ Ω×Ω.
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As Ω is bounded, we can assume Φδ has a max over Ω ×Ω at (xδ,yδ). Now
Φδ(yδ,yδ) 6 Φδ(xδ,yδ) gives us∣∣∣∣xδ − yδδ − 2rη(x˜)
∣∣∣∣2 6 2‖ϕ‖L∞(Ω) + ∣∣∣∣2rη(x˜)
∣∣∣∣2 =⇒ |xδ − yδ| 6 Cδ
where C depends only on η, r, ‖ϕ‖L∞(Ω). By compactness of Ω we can assume
(xδ,yδ) → (x, x) in Ω×Ω as δ → 0+. For δ small such that 2δr−1 < h we have
x˜+ 2δr−1η(x˜) ∈ Ω, therefore Φδ (x˜+ 2δr η(x˜), x˜) 6 Φδ(xδ,yδ) and thus
ϕ
(
x˜+
2δ
r
η(x˜)
)
− uδ(x˜) +
∣∣∣∣xδ − yδδ − 2rη(x˜)
∣∣∣∣2 + ∣∣∣∣yδ − x˜ρ
∣∣∣∣2 6 ϕ(xδ) − uδ(yδ). (6.1)
We have that
ϕ
(
x˜+
2δ
r
η(x˜)
)
− uδ(x˜) > ϕ(x˜) − uδ(x˜) −Cδ = −Cδ,
ϕ(xδ) − uδ(yδ) 6 Cδ+ϕ(yδ) − u(yδ) + u(yδ) − uδ(yδ).
In short, thanks to uδ being Lipschitz with a Lipschitz constant independent of δ,
we obtain
lim inf
δ→0+
(
ϕ
(
x˜+
2δ
r
η(x˜)
)
− uδ(x˜)
)
> 0 > lim sup
δ→0+
(ϕ(xδ) − uδ(yδ)) .
Together with (6.1) we deduce that
lim
δ→0+
(∣∣∣∣xδ − yδδ − 2rη(x˜)
∣∣∣∣2 + ∣∣∣∣yδ − x˜ρ
∣∣∣∣2
)
= 0.
This implies yδ → x˜, hence x˜ = x. Choose δ0 such that for all 0 < δ < δ0 then∣∣∣∣xδ − yδδ − 2rη(x˜)
∣∣∣∣2 + ∣∣∣∣yδ − x˜ρ
∣∣∣∣2 < 1. (6.2)
With that δ0, we see that for all 0 < δ < δ0 then∣∣∣∣xδ −(yδ + 2δr η(yδ)
)∣∣∣∣ 6 ∣∣∣∣xδ −(yδ + 2δr η(x˜)
)∣∣∣∣+ 2δr |η(yδ) − η(x˜)| < 2δ.
By (A1) we have
xδ ∈ B
(
yδ,
2δ
r
η(yδ), 2δ
)
⊂ Ω.
Now as x 7→ Φδ(x,yδ) has a max at xδ ∈ Ω, we have
Dϕ(xδ) =
2
δ
(
xδ − yδ
δ
−
2
r
η(x˜)
)
.
Now y 7→ Φδ(xδ,y) has a max at yδ, we deduce from the supersolution test for uδ
that
δuδ(yδ) +H
(
yδ,
2
δ
(
xδ − yδ
δ
−
2
r
η(x˜)
)
−
2
ρ
(
yδ − x˜
ρ
))
> 0.
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In other words, we have
δuδ(yδ) +H
(
yδ,Dϕ(yδ) −
2
ρ
(
yδ − x˜
ρ
))
> 0.
Let δ→ 0+ along δj, we obtain −c+H(x˜,Dϕ(x˜)) > 0, thus H(x˜,Dϕ(x˜)) > c. 
Proof using (A2). Define ϕδ(x) = (1+ δ)ϕ
(
x
1+δ
)
for x ∈ (1+ δ)Ω. Let us define
Φ(x,y) = ϕδ(x) − uδ(y) −
|x− y|2
2δ2
, (x,y) ∈ (1+ δ)Ω×Ω.
Assume Φ has maximum over (1+ δ)Ω×Ω at (xδ,yδ). As Φ(xδ,yδ) > Φ(yδ,yδ), we
obtain |xδ − yδ| 6 Cδ. By compactness we deduce that (xδ,yδ)→ (x, x) for x ∈ Ω as
δ→ 0+. We deduce further that
lim sup
δ→0
|xδ − yδ|
2
2δ2
6 lim sup
δ→0
(
ϕ(xδ) −ϕ(yδ)
)
= 0 =⇒ |xδ − yδ| = o(δ).
Also Φ(xδ,yδ) > Φ(x˜, x˜), let δ→ 0 we have Φ(x, x) > Φ(x˜, x˜) which implies that x = x˜.
By (A2) we deduce that xδ ∈ (1+ δ)Ω. Now by supersolution test as y 7→ Φδ(xδ,y)
has a max at yδ, we obtain
δuδ(yδ) +H
(
yδ, δ−2(xδ − yδ)
)
> 0.
As x 7→ Φ(x,yδ) has a max at xδ ∈ (1+ δ)Ω as an interior point of (1+ δ)Ω, we
deduce that Dϕδ(xδ) = δ−2(xδ − yδ). Therefore
δuδ(yδ) +H
(
yδ,Dϕδ(xδ)
)
> 0.
As uδ(·) is Lipschitz with constant CH, we have uδ(yδ)→ u(x˜) along the subsequence
δj. Therefore as δj → 0 we have H(x˜,Dϕ(x˜)) > c. 
Now with the help of comparison principle, we obtain the uniqueness of c = c0
and thus the convergence of the full sequence δuδ(x0) → −c0 follows. Now if we
instead using the normalization
lim
j→∞
(
uδj(x) +
c0
δj
)
= w(x)
then by a similar argument we can show w solves (S0) as well, and
u(x) = lim
j→∞
(
uδj(x) − uδj(x0)
)
= lim
j→∞
(
uδj(x) +
c0
δj
)
− lim
j→∞
(
uδj(x0) +
c0
δj
)
= w(x) −w(x0).
Finally we show (2.3). Let u be defined as the limit of uδj(·) − uδj(x0), we have
|u(x)|+ |Du(x)| 6 C for x ∈ Ω where C depends on CH and diam(Ω). It is clear that
u(x) − δ−1c0 ±C are, respectively, subsolution and supersolution to (HJδ), therefore
by comparison principle we obtain (2.3). 
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Maximal solution and the Aubry set.
Proof of Theorem 2.18. If v ∈ C(Ω) is a solution to (E) then for a.e. x ∈ Ω we have
−V(x) 6 |Dv(x)|− V(x) = cΩ, therefore cΩ > maxΩ(−V) = −minΩ V . Assume V
attains its minimum over Ω at x0 then by supersolution test at that point we have
0 > −V(x0) > cΩ, therefore cΩ = −minΩ V .
Let z ∈ Ω such that V(z) = −cΩ, we check that x 7→ SΩ(x, z) is a supersolution at
x = z. Let ω(·) be the modulus of continuity of V on Ω, we have |V(x) + cΩ| 6 ω(r)
for all x ∈ B(z, r)∩Ω. From (E) as x 7→ u(x) = SΩ(x, z) is a subsolution in Ω, we have
|Du(x)|− V(x) 6 cΩ =⇒ |Du(x)| 6 V(x) + cΩ 6 ω(r)
for a.e. x ∈ B(z, r)∩Ω and for all r > 0, thus
|u(x)| = |u(x) − u(z)| 6
∫1
0
|Du(sx+ (1− s)z) · (x− z)| ds 6 ω(r)r
for x ∈ B(z, r)∩U. That means x 7→ u(x) is differentiable at x = z and Du(z) = 0, thus
x 7→ u(x) = SΩ(x, z) is a solution to (E).
Conversely, if V(z) = −cΩ + ε for some ε > 0, then at x = z we have 0 ∈ D−u(z)
where u(x) = SΩ(x, z), therefore if the supersolution test holds then we must have
−V(z) > cΩ, hence ε < 0 which is a contradiction, thus x 7→ SΩ(x, z) fails to be a
supersolution at x = z. 
Proof of Theorem 2.19. Assume that z ∈ AΩ and there exists B(z, r) ⊂ Ω, u ∈ C(U)
such that H(x,Du(x)) < cΩ for x ∈ B(z, r). By definition
ϕ(x) = u(z) + SΩ(x, z) > u(x) for all x ∈ Ω
and ϕ(z) = u(z), thus there exists p ∈ D−SΩ(z, z) ∩D+u(z). Since z ∈ AΩ we have
x 7→ SΩ(x, z) is a solution to (E), hence H(z,p) > cΩ, while p ∈ D+u(z) implies
that H(z,p) < cΩ since u is a strict solution in a neighborhood of z, which is a
contradiction.
Conversely, if z /∈ AΩ, then x 7→ SΩ(x, z) is not a supersolution of H(x,Dv(x)) > cΩ
at z, therefore there exists ϕ ∈ C1(U) such that SΩ(x, z) > ϕ(x) in B(z, r) and
H(z,Dϕ(z)) < cΩ. The function ψ(x) = min {ϕ(x),SΩ(x, z) + δ} is a subsolution to
H(x,Dv(x)) 6 cΩ in Ω which is strict in a neighborhood of z. 
Proof of Theorem 2.20. Without loss of generality we assume cU = 0. Let z ∈ AU ⊂ Ω
and w(x) = SU(x, z) solves (E), we have H(x,Dw(x)) = 0 in Ω. We have
cΩ = inf
{
c ∈ R : H(x,Du(x)) = c admits a viscosity subsolution in Ω} 6 0.
Assume the contrary that cΩ < 0 then there exists u ∈ C(Ω) ∩W1,∞(Ω) solves
H(x,Du(x)) 6 c0 < 0 in Ω. Let us consider g(x) = w(x) defined for x ∈ ∂Ω and the
boundary value problem {
H(x,Dv(x)) = 0 in Ω,
v = g on ∂Ω.
(6.3)
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As there exists a solution u such that H(x,Du(x)) < 0 in Ω, by Theorem 6.1 the
problem (6.3) cannot have more than one solution. On the other hand, the following
function is a solution to (6.3)
V(x) = min
y∈∂Ω
{
g(y) + SU(x,y)
}
.
Indeed, for each y ∈ ∂Ω, x 7→ g(y) + SU(x,y) is a Lipschitz viscosity solution to
H(x,Dv(x)) = 0 in Ω, therefore by the convexity of H is obtain V is a viscosity
solution to H(x,DV(x)) = 0 in Ω as well. On the boundary we see that V(x) 6 g(x),
and also for any y ∈ ∂Ω then
g(y) + SU(x,y) = SU(y, z) + SU(x,y) > SU(x, z) = g(x),
which implies that V(x) = g(x) on ∂Ω. Therefore we must have V(x) = SU(x, z) for all
x ∈ Ω, hence V(z) = SU(z, z) = 0 and as a consequence there exists y ∈ ∂Ω such that
SU(y, z) + SU(z,y) = 0.
This implies that y ∈ AU (see [8, 12]), which is a contradiction since AU is supported
inside Ω, therefore we must have cΩ = 0. 
The following Theorem is taken from [2].
Theorem 6.1 (Comparison principle for Dirichlet problem). Let Ω be a bounded
open subset of Rn. Assume u1,u2 ∈ C(Ω) are, respectively viscosity subsolution and
supersolution of H(x,Du(x)) = 0 in Ω with u1 6 u2 on ∂Ω. Assume further that
• |H(x,p) −H(y,p)| 6 ω((1+ |p|)|x− y|) for all x,y ∈ Ω and p ∈ Rn.
• p 7→ H(x,p) is convex for each x ∈ Ω.
• There exists ϕ ∈ C(Ω) such that ϕ 6 u2 in Ω and H(x,Dϕ(x)) < 0 in Ω.
Then u1 6 u2 in Ω.
Proofs of some lemmas and theorems.
Proof of Theorem 2.23. Similar to the proof of Theorem 2.22, we obtain the priori
estimate and for a fixed x0 ∈ Ω we get φ(λ)uλj(x0)→ −c as well as uλj(·) −uλj(x0)→
u(·) locally uniformly as λj → 0+ such that H(x,Du(x)) = c in Ω. It is must
simpler to show that H(x,Du(x)) > 0 on Ω. Indeed, assume ϕ ∈ C1(Ω) such that
u − ϕ has a strict minimum over Ω at x˜ ∈ ∂Ω, we show H(x˜,Dϕ(x˜)) > 0. Let
ϕλ(x) = (1+ r(λ)x)ϕ
(
(1+ r(λ)−1)x
)
for x ∈ (1+ r(λ))Ω. We consider the auxiliary
function
Φλ(x,y) = ϕλ(x) − uλ(y) −
|x− y|2
2r(λ)2
, (x,y) ∈ (1+ r(λ))Ω× (1+ r(λ))Ω.
Assume Φλ(x,y) has a maximum over (1 + r(λ))Ω × (1 + r(λ))Ω at (xλ,yλ). As
Φλ(xλ,yλ) > Φλ(yλ,yλ) we have |xλ − yλ| = O(r(λ)). From that (xλ,yλ) → (x, x) ∈
Ω×Ω as λ → 0+ (upto subsequence). We deduce further that |xλ − yλ| = o(r(λ)).
Now Φλ(xλ,yλ) > Φλ(x˜, x˜) gives us
ϕλ(xλ) − uλ(yλ) −
|xλ − yλ|
2
2r(λ)2
> ϕλ(x˜) − uλ(x˜).
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Let λ→ 0 we obtain (u−ϕ)(x˜) > (u−ϕ)(x), which means x˜ = x as u−ϕ has a strict
minimum over Ω at x˜. By (A2) and the fact that |xλ − yλ| = o(r(λ)), we must have
xλ ∈ (1+ r(λ))Ω for λ sufficiently small. As x 7→ Φλ(x,yλ) has a max at xλ we have
Dϕλ(xλ) =
xλ−yλ
r(λ)2
. As y 7→ Φλ(xλ,y) has a max at yλ, we have
φ(λ)uλ(yλ) +H (yλ,Dϕ(xλ)) = φ(λ)uλ(yλ) +H
(
yλ,
xλ − yλ
r(λ)2
)
> 0.
Let λj → 0 we obtain H(x˜,Dϕ(x˜)) > c. The comparison principle gives us the
uniqueness of c = c0. 
Proof of Lemma 3.6. From (H4) for each R > 0 there is a nondecreasing function
ωR : [0,∞)→ [0,∞) with ωR(0) = 0 such that
|DxL(x, v) −DxL(y, v)| 6 ωR(|x− y|) whenever |x|, |v| 6 R.
Fix (x, v) ∈ Ω×Bh, we can assume h is large so that Ω ⊂ Bh. Let f(δ) = L ((1− δ)x, v)
then δ 7→ f(δ) is continuously differentiable and∣∣∣∣f(δ) − f(0)δ − f ′(0)
∣∣∣∣ 6 sup
s∈[0,δ]
|f ′(s) − f ′(0)|
= sup
s∈[0,δ]
|x|. |DxL ((1− s)x, v) −DxL(x, v)| 6
(
diam Ω
)
ωh (δ|x|) .
Therefore
lim
δ→0+
 sup
(x,v)∈Ω×Bh
∣∣∣∣L ((1− δ)x, v) − L(x, v)δ − (−x) ·DxL(x, v)
∣∣∣∣
 = 0.
The conclusions follow from here. 
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