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By including a material-relevant off-diagonal interaction called the Γ-term into the Kitaev model and intro-
ducing spatial anisotropy in the interaction strength on the honeycomb lattice, we obtain a series of nodal Z2
quantum spin liquids (QSLs) from parton approach. These QSLs share the same projective symmetry group
and are characterized by certain numbers of symmetry-protected Majorana cones in their low-energy excitation
spectrum. We illustrate that the physical properties of the QSLs are dependent on the information of the cones.
Using k · p method, we analyze the chirality of every cone with respect to mass generating perturbations. Es-
pecially, for an applied external magnetic field, we provide the maximum-mass field-orientation for every cone.
Thus, for arbitrarily oriented weak magnetic fields, we can immediately read out the Chern number of the system
and the properties of the resultant chiral spin liquids. The new gapless QSLs predicted in our phase diagrams are
promising to be realized experimentally by exerting uniaxial pressure to tune the anisotropy of the interaction
strength. We further show that all these QSLs can be distinguished by measurable quantities. Based on the study
of these QSL phases, we conclude that a complete classification of nodal QSLs with certain symmetry should
include not only the projective symmetry groups but also the information of the cones, i.e. their total number,
their chiralities, and the way in which they are symmetry-related.
I. INTRODUCTION
Quantum spin liquids (QSLs) are exotic phases of matter
exhibiting no conventional long-range order down to the low-
est temperatures. Resulting from strong quantum fluctuations,
QSLs are characterized by long-range entanglement and the
existence of intrinsic fractional excitations called anyons. The
low-energy physics of QSLs is beyond the Ginzburg-Landau-
Wilson paradigm1,2 and is instead captured by topological
quantum field theory or tensor category theory3,4. QSLs with
full spin-rotation symmetry are also called resonating-valence-
bond states where the spins pair up with each other and form
singlets (like the electrons in superconductors except that the
spins in QSLs cannot move)5. Anyons in certain gapped QSLs
obey non-Abelian braiding statistics and have potential appli-
cations in topological quantum computations. However, since
most spin systems in two or higher dimensions exhibit long-
range magnetic order at zero temperature, it is challenging to
obtain a true QSL ground state. In 2006, Kitaev proposed
a honeycomb-lattice spin model4 (with no continuous spin-
rotation symmetry) in which the ground state is an exactly
solvable QSL with the excitation spectrum either gapless or
gapped. In a suitable magnetic field, the gapless Kitaev spin
liquid (KSL) is turned into a gapped chiral spin liquid (CSL)
that supports non-Abelian anyon excitations. It was further
shown that this field-induced CSL belongs to a family of chi-
ral phases which are classified in a 16-fold way depending on
their Chern number mod 164.
The KSL attracts lots of research interests. To realize
the Kitaev model, a series of spin-orbit entangled candi-
date materials have been proposed and profoundly studied6,7,
such as α-RuCl38–12, α-Li2IrO313, Na2IrO314–17, Cu2IrO318,
H3LiIr2O619 and Na2Co2TeO620–22. However, most of these
materials manifest magnetic long-range order at low temper-
atures, indicating the existence of non-Kitaev interactions,
including the Heisenberg term, the Γ-term23–25 and the Γ′-
FIG. 1. Intensity of interactions with andwithout strain. (A) Isotropic
case, a and b are lattice constants; (B) The dimer-type anisotropy;
(C) The zigzag-chain-type anisotropy.
term26. Nevertheless, these materials are proximate to a QSL
phase, since the excitation spectra above the ordering tem-
perature exhibit anomalous features27–31. Interestingly, the
low-temperature magnetic order in some Kitaev materials can
be suppressed under controllable situations. For instance, a
suitable magnetic field can drive α-RuCl3 into a spin-liquid-
like disordered phase32–37. High pressure is another method
to control the magnetic transition38 as observed in α-RuCl3 or
α-Li2IrO3 where a dimer phase is obtained after the magnetic
order being killed39–43. In contrast to forming strong dimers,
pressure may also distort the lattice into coupled zigzag-chains
where the intra-chain interactions are stronger. An example of
this type is Li2RhO344.
In the present work, we illustrate the possibility that QSL
phases can be induced by (anisotropic) high pressure. To this
end, we study a simple model on the uniformly strained hon-
eycomb lattice, which contains both the Kitaev interactions
and off-diagonal non-Kitaev interactions called the Γ-terms
[see Eq.(1)]. The strength of the interactions depends on the
bond-directions, where the strong bonds either form dimers
[Fig.1(B)] or form zigzag-chains [Fig.1(C)]. From variational
Monte Carlo (VMC) calculations by using Gutzwiller pro-
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2FIG. 2. Phase diagram of the anisotropic K-Γ model (1) where the
strong interacting bonds form dimers and the anisotropy is parameter-
ized by δd . The diagram contains three ordered phases (the FM, the
IS, and the zigzag phase) and several QSLs (the KSL, the PKSL, the
Z2 QSL, and the gSL-I ∼ VI). The dash-dot lines represent second-
order phase transitions, and the black thin lines represent first-order
phase transitions. The insert is a cartoon picture of the uniformly
strained honeycomb lattice. σm symbols the mirror reflection, C2
represents a two-fold rotation along vertical bonds, and T1,T2 are the
generators of the translation group.
jected states as trial wave functions (see Appendix A), we
obtain the phase diagrams as shown in Fig.2 and Fig.3. In the
former case, the magnetic orders are suppressed quickly and
a series of QSLs are observed at intermediate anisotropy. In
the latter case, the ordered phases are much more robust while
two QSL phases are generated by very large anisotropy. Most
of the observed QSL phases are gapless and contain Majorana
cones in their spinon dispersions. We demonstrate that the
number of cones is closely related to the microscopic symme-
try and can be reflected by their dynamical structure factors.
Furthermore, by applying a magnetic field these gapless QSLs
become gapped CSLs characterized by their quantized ther-
mal Hall conductance. Using k · p method, we obtain the
maximum-mass field-orientation for every cone, from which
one can read the Chern-number of the resultant CSLs for weak
magnetic fields applied along arbitrary directions.
An important conclusion of our work is that a complete
classification of nodal QSLs should include not only the sym-
metry fractionalization pattern (namely the projective symme-
try group) but also the information of the cones, including
the total cone-number and the chiralities of every cone. On
the other hand, since the strained lattice which causes the
bond-dependence of the interaction strength can be achieved
by exerting (uniaxial) pressure, our work suggests a promising
way to realize the gapless QSL phases experimentally.
FIG. 3. Phase diagram of the anisotropic K-Γ model (1) where the
strong interacting bonds form zigzag-chains and the anisotropy is
parameterized by δzz . In contrast to the diagram in Fig.2, the FM
phase and the zigzag ordered phase are much more robust against the
δzz anisotropy, while the IS phase becomes smaller. Two new gapless
QSLs appear in the diagram, i.e. the gSL-VII, and the gSL-VIII. There
are gapless chains marked by a thick red line in the 1-dimensional
limit (δzz = 1). All the phase transitions are of first order. The insert
shows a cartoon picture of the uniformly strained honeycomb lattice
where the strong bonds form zigzag chains.
II. THE MODEL AND THE METHOD
As mentioned, the Γ-interaction plays an important role in
Kitaev materials. Therefore we will start our discussion by
considering an effective spin model that contains only the K-
and Γ-interactions.
H =
∑
〈i, j 〉∈αβ(γ)
KγS
γ
i S
γ
j + Γγ(Sαi Sβj + Sβi Sαj ), (1)
where the Kγ terms stand for the Kitaev interactions and the
Γγ terms represent the symmetric off diagonal exchange inter-
actions. Most Kitaev materials are known to have Kγ < 0 and
Γγ > 0, so we will only discuss this kind of interaction. In
the isotropic case, namely Kx = Ky = Kz , Γx = Γy = Γz ,
the model has D3d × ZT2 symmetry and has been studied
previously45–48. However, little is known if the symmetry
is lowered by the anisotropy in the intensities of spin-spin in-
teractions. The anisotropy may be caused by, for instance,
uniaxial pressure. In the following, we will discuss two differ-
ent situations according to the spatial dependence.
In the first case, we assume that the strong bonds form dis-
connected dimers, see Fig.1(B) for an illustration. A possible
physical origin of the strong vertical bonds is the shortening
of the length of the vertical bonds. For simplicity, we note
Kz = K, Γz = Γ and use only one variable 0 ≤ δd ≤ 1 to pa-
rameterize the degree of dimerization in the anisotropy interac-
tions, namely, Kx = Ky = (1− δd)K and Γx = Γy = (1− δd)Γ.
In the second case, we assume that the strong bonds form
zigzag chains, as illustrated in Fig.1(C). A possible physical
3origin of the weak vertical bond is the sharpening of angles
between the spins and the intermediate atoms, which weakens
the super-exchange interactions. For simplicity, we will note
Kx = Ky = K, Γx = Γy = Γ and use one parameter 0 ≤ δzz ≤
1 to denote the degree of zigzag-chain type anisotropy such
that Kz = (1 − δzz)K , Γz = (1 − δzz)Γ.
For general values of δd or δzz , the model (1) has
a G = C˜2h × ZT2 magnetic point group symmetry,
where ZT2 = {E,T} is the time-reversal group and
C˜2h = {E, P,C2, σm} is different from the usual point group
C2h since here the two-fold axis C2 is not perpendicular to
the lattice plane, instead it lies in the plane along the vertical
bonds. P is the spatial inversion andσm is the mirror reflection
whose mirror plane is perpendicular to the C2 axis. The C2
andσm operations are illustrated in the insets of Fig. 2&Fig. 3.
The model (1) can be mapped into an interacting fermionic
model in the Majorana representation Smi = ib
m
i ci (under the
constraint bxi b
y
i b
z
i ci = 1) introduced byKitaev
4. One can com-
bine the Majorana fermions into complex fermionic spinons
Ci = (ci↑, ci↓)T such that the constraint is mapped into the par-
ticle number constraint C†i Ci = 1. The ground state energy of
the model can be calculated from VMC using the Gutzwiller
projected mean-field ground states as trial wave functions. In
constructing the mean-field Hamiltonian, we follow the guid-
ance of projective symmetry group (PSG)49,50 and construct
different types of QSL ansatz as trial states. The magnetic
order is treated as a background field, in which the ordering
pattern is obtained from single-Q approximation37,45,48, and
the amplitude is determined by minimizing the energy. The
variational parameters include {ρxa, ρxc , ρxd , φx0 , φx3 , φx5 , φx7 ,
φz7, θ} whose meaning are interpreted in Appendix C.
Our VMC calculations are performed on a lattice with 8 by
8 unit cells, namely, 128 sites. The spinon dispersion of the
QSLs can be qualitatively obtained by diagonalizing the mean-
field Hamiltonian in a larger system size with the optimized
parameters from VMC. From this dispersion, we can locate
the positions of the nodes in the gapless QSLs.
III. THE PHASE DIAGRAMS AND PHASE TRANSITIONS
The phase diagrams for the dimer-type anisotropy and the
zigzag-chain-type anisotropy are shown in Fig. 2 & Fig. 3,
respectively. All of the QSL phases have a Z2 invariant gauge
group and share the same PSGwith the Kitaev’s exact solution.
We have tried a few ansatz with different PSGs and find that
they are higher in energy comparing to the ones shown in our
phase diagrams (for details see Appendix C).
A. Dimer-type anisotropy
The phase diagram of the first case (with δd anisotropy) is
shown in Fig. 2. The line at Γ = 0 is exactly solvable, where
the gapless Kitaev QSL ceases at δd = 0.5 with a second-
order phase transition to the gapped Z2 QSL. As a benchmark,
our phase diagram at Γ = 0 is completely consistent with the
above result. Since the gap of the Z2 gauge-flux excitations
(i.e. the vison gap) in the Z2 QSL phase is much smaller than
that in the KSL51, it is no surprise that the gapped Z2 QSL is
very fragile and small Γ-interaction can cause a transition to
another phase.
In the line δd = 0 the model has a higher symmetry and
has been studied previously46–48, where three ordered phases
[namely the ferromagnetic (FM) phase, the incommensurate
spiral (IS) phase, and the zigzag phase] plus two QSL phases
[namely theKSL and the proximateKitaev spin liquid (PKSL)]
were found48. Interestingly, the ordered phases are completely
suppressed at anisotropy δd ∼ 0.15, and several new gapless
QSL phases, labeled as gSL-I∼VI, are generated. When the
anisotropy is very large (with δd greater than 0.5), the system
enters a gapped disordered phase— the dimer phase. Different
from the gapped Z2 QSL phase at very small Γ whose ground
states on a torus are four-fold degenerate, the dimer phase
is trivial since it shows no such topological degeneracy (see
Appendix E 4). In other words, the Z2 gauge field is confined
in the trivial dimer phase while deconfined in the gapped Z2
QSL phase.
The observation of the series of gapless spin liquid phases
with different numbers of cones is the central results of the
present work. The phase showing up at 0.04 < δd < 0.1
above the PKSL is labeled as gSL-I, whose spinon dispersion
contains 10 Majorana cones. With the increasing of δd (with
Γ < 0.6), the system undergoes successive continuous transi-
tions to other gaplessQSLs, namely the gSL-II and the gSL-III,
which contain 6Majorana cones and 2Majorana cones respec-
tively. At larger Γ (with Γ > 0.6), three more gapless QSLs,
namely, the gSL-IV, the gSL-V and the gSL-VI are found in
sequence with the increasing of δd between the zigzag phase
(at δd < 0.15) and the dimer phase (at δd > 0.5). These three
QSLs contain 14, 10, 2 Majorana cones, respectively. Later
we will discuss the significance of the number of Majorana
cones.
The phase transitions from the magnetically ordered states
to the QSLs are all of first order. The transition from the
gSL-VI to the dimer phase is also first-order. Interestingly,
the transition from gSL-III to the dimer phase is continuous
at Γ < 0.16 but becomes first-order at 0.16 < Γ < 0.6. The
phase transitions between different QSLs are either first-order
or continuous. The first-order phase transitions are character-
ized by discontinuous jumps of some variational parameters,
and sudden changes in the number of Majorana cones. For
example, the transition from the PKSL to the gSL-I and the
transition from the KSL to the gSL-III are both accompanied
by a sudden growth of φz7, the transition from the gSL-III to the
gSL-V or to the gSL-VI is accompanied by a sudden growth of
ρxa. The continuous transitions between QSLs, marked as red
dash-dot lines in Fig. 2, are characterized by smooth changes
of the variational parameters and the merging and pairwise
disappearance of the Majorana cones. A typical example is
the transition from the KSL to the gapped Z2 QSL, where the
two cones merge and a gap opens. In the following contin-
uous transitions, 4 of the cones merge in pairs and disappear
simultaneously: the one from the gSL-I to the gSL-II, the one
4from the gSL-II to the gSL-III, and the one from the gSL-IV
to the gSL-V. The transition from the gSL-V to the gSL-VI is
special since 8 cones merge and disappear simultaneously at
the critical point.
B. Zigzag-chain-type anisotropy
Now we discuss the second case (with δzz anisotropy). The
phase diagram is shown in Fig. 3, which is relatively simpler.
At Γ = 0, there is only one phase — the KSL. This result
agrees with the exact solution. Different from the case with
δd anisotropy, the ordered phases (except for the IS phase) are
much more robust against the δzz anisotropy. The FM phase
locates at the vicinity of Γ = 0.2 and extends throughout the
parameter region 0 ≤ δzz < 1, its width increases with δzz . At
larger Γ, the PKSL phase (0.25 < Γ < 0.45) and the IS phase
(0.45 < Γ < 0.75) appear in sequence at small δzz , but both are
quickly suppressed at δzz ∼ 0.05. Above the PKSL and the IS
phases, there is an overwhelming zigzag-order phase, which
extends from Γ ∼ 0.25 to the large Γ limit below a critical
δzz . When the zigzag order is suppressed above δzz ∼ 0.5,
two gapless QSLs show up in sequence, which are labeled
as gSL-VII and gSL-VIII respectively and are separated by
a first-order phase transition. The gSL-VII state contains 16
Majorana cones in the spinon excitation spectrum while the
gSL-VIII state has 8. Owing to the strong δzz anisotropy, the
dispersions of the spinon excitations in these two QSLs are
fairly flat along the zigzag-chain direction.
In the limit δzz = 1, the system becomes decoupled zigzag
chains. The system is solvable at Γ = 0, where the ground
state is a gapless Z2 state with extensive degeneracy and
the low-energy excitations are dominated by two Majorana
‘cones’. At Γ > 0, it was shown that the system has a hidden
Oh point group symmetry and the ground state is a gapless
state whose excitation spectrum approximately agrees with the
SU(2)1 Wess-Zumino-Witten model52. We obtain a similar
result (for details see Appendix F) with the difference that
in our VMC calculation the (first-order) transition from the
gapless Z2 phase to the gapless U(1) phase occurs at a small
but finite Γ (with Γ/|K | ∼ 0.05) while Ref. 52 concluded
that Γ = 0 is the first-order phase transition point. Since the
energy difference between the U(1) state and the Z2 state is
very small (or order 10−4 |K | persite), we infer that the phase
boundary between the U(1) state and the gSL-VIII phase is
very close (if not equal) to δzz = 1, namely, the U(1) state
survives only if the coupling between the zigzag chains is
very weak.
IV. PROPERTIES OF THE MAJORANA CONES
The gapless QSLs are characterized by the Majorana cones
in the excitation spectrum. In the following we will discuss the
nature of the cones, including their robustness under pertur-
bations, their interchanging under symmetry operations, and
their chiralities with respect to mass-generating perturbations.
A. Symmetry Protection
The gapless QSLs are obtained from Gutzwiller projection
of superconducting states whose dispersions contain certain
numbers of Majorana cones. The low-energy quantum fluctu-
ations of these QSLs are described by Z2 gauge fields coupling
to the nodal fermionic spinons (see Appendix A). Generally,
Gutzwiller projection does not change the qualitative behavior
of the low-energy dispersion, i.e. the low-energy excitation
spectrum of the QSLs qualitatively agree with that of the cor-
responding mean-field theory. For instance, Gutzwiller pro-
jected gapped superconductor corresponds to a gapped QSL
(if the Z2 gauge field does not suffer from confinement), while
Gutzwiller projected nodal superconductor corresponds to a
nodal Z2 QSL. Especially, if the Majorana cones are robust at
the mean-field level, then after projection the number of cones
in the corresponding QSL remains unchanged.
Indeed, the robustness of the Majorana cones in the mean-
field theory are guaranteed by the PT symmetry, namely, the
combination of spacial inversion P and time reversal T . When
acting on the mean-field Hamiltonian Hmf =
∑
k Hk , each
symmetry operation g is promoted to the corresponding PSG
element gˆ. In the PSG of the gapless QSLs, Pˆ2 = −1, Tˆ2 = 1,
{Pˆ, Tˆ} = 0, (P̂T)2 = 1 are satisfied (see Appendix B). The PT
symmetry of the QSLs requires the following relation at each
k point,
M(P̂T)H∗kM†(P̂T) = Hk,
where M(P̂T) is a real symmetric matrix and is the repre-
sentation of P̂T . We can write M(P̂T) = W2, where W is a
symmetric unitary matrixWT = W,W∗ = W−1. Therefore
WH∗kW
∗ = W∗HkW,
namely, with the k -independent constant unitary matrixW the
Hamiltonian Hk is transformed into a real symmetric matrix
H ′
k
= W∗HkW whose eigenstates are real.
For any closed loop l in the Brillouin zone (BZ), the Berry
phase eiθl of the eigenstates of H ′
k
is quantized to real num-
bers 1 or −1 (to ensure that the Berry phase is well-defined,
the loop l is assumed to be fully gapped). Noticing that the
transformationW is k -independent, so the Berry phase of the
eigenstates of Hk in the loop l is also quantized to 1 or −1.
Actually, the Berry phase 1 or −1 indicates that there are even
or odd number of singularities (i.e. Majorana cones) in the
area enclosed by the loop l, respectively.
Noticing that any momentum k in the BZ is invariant un-
der PT , this loop l reserves the PT symmetry. The quantized
Berry phase indicates that such gapped 1D loops have a Z2
topological classification53–55. This means that the cones can-
not be gapped without breaking the PT symmetry unless they
merge and disappear in pairs. The merging of the cones is
essentially a continuous quantum phase transition. Therefore,
the number of cones is not allowed to change unless the PT
symmetry is broken or a phase transition occurs57.
The PT-symmetry protection of the Majorana cones in the
mean-field description suggests that the conic dispersion of the
spinon excitations in the corresponding QSL is robust against
perturbations reserving the PT symmetry.
5QSL (n,m) # of cones ν of CSL GSD anyon types
Z2 QSL (0, 0) 0 0 4 e,m, ε, I
KSL (0, 1) 2 1 3 σ, ε, I
PKSL (2, 3) 14 5 3 σ, ε, I
gSL-I (1, 3) 10 1 3 σ, ε, I
gSL-II (1, 1) 6 1 3 σ, ε, I
gSL-III (0, 1) 2 -1 3 σ, ε, I
gSL-IV (3, 1) 14 3 3 σ, ε, I
gSL-V (2, 2) 10 1 3 σ, ε, I
gSL-VI (0, 1) 2 1 3 σ, ε, I
gSL-VII (2, 4) 16 -2 4 a, a¯, ε, I
gSL-VIII (1, 2) 8 0 4 e,m, ε, I
TABLE I. Information of all the QSLs appeared in Figs.2 & 3. The
middle two columns give the information of the cones, where n is the
number of k stars locating at general positions and m is the number
of k stars on the high symmetry line of σm, the total number of cones
is equal to 4n+ 2m. The last three columns list the information of the
field-induced CSLs, where ν is the Chern number in a weak magnetic
field along 1√
3
(x + y + z) direction, GSD abbreviates the ground-state
degeneracy on a torus, and the anyon types are determined by ν. I
denotes the vacuum and ε is the fermion; The two different vortices e
andm are anti-particles of themselves, and another two vortices a and
a¯ are anti-particles of each other; σ is the vortices in the non-Abelian
phases when ν is odd. The self-statistical angles (i.e. the topological
spin) of the vortices are determined by the Chern number ei
νpi
8 .
B. Distribution and Relation Under Symmetry
The symmetry group G = C˜2h × ZT2 imposes a constraint
on the number of Majorana cones.
Suppose that a cone is locating at momentum k , then a
group element α ∈ G may transform k to an inequivalent
point αk which is also the location of a cone. The resultant
momentum points form a set, called the star of wave vectors,
noted as {∗k }. Noticing that a wavevector k is invariant under
its little co-group Gk (a subgroup of G), the number of wave
vectors in {∗k } is equal to the number of cosets of the little
co-group. If k is a general momentum point, then the little
co-group Gk = {E, PT} contains 2 group elements, therefore
the number of cosets, i.e. the number of wave vectors in {∗k },
is 4. If k is on the high symmetry line of σm (excluding the BZ
center which is not a cone), then the little co-group is enlarged
to Gk = {E, PT, σm,C2T}, and correspondingly the number
of vectors in {∗k } reduces to 2. To reserve the symmetry G,
the set of wave vectors of the gapless Majorana points in a
QSL state must be composed of several k stars. Consequently,
the total number of cones in a QSL reserving the C˜2h × ZT2
symmetry is equal to 4n + 2m where (n,m) are integers (see
Tab. I).
The low-energy excitations in the gapless QSLs are domi-
nated by the excitations around the Majorana cones. Therefore
the number of cones can be reflected in the low-frequency spin
dynamic structure factor (DSF). In case that two QSLs have
the same number of cones, the location of the cones, i.e. the
values of (n,m), will be important to distinguish their low en-
ergy spectra. For instance, the PKSL and the gSL-IV both
contain 14 cones, but the former has (n,m) = (2, 3) while the
latter has (n,m) = (3, 1), as shown in Fig. 4(IV)&(X); another
(I) (II)
(III) (IV)
(V) (VI)
(VII) (VIII)
(IX) (X)
FIG. 4. Illustration of the location of the cones in the gapless QSLs.
Each dot stands for a Majorana cone, the dots with the same color are
symmetry-related and belong to the same {∗k }. The cones locating at
the solid dots have positive chiralitywhile the ones at hollow dots have
negative chirality. (I) the 10-cone gSL-I state with (n,m) = (1, 3);
(II) the 6-cone gSL-II state with (n,m) = (1, 1); (III) the 2-cone
state gSL-III with (n,m) = (0, 1);(IV) the 14-cone gSL-IV state with
(n,m) = (3, 1); (V) the 10-cone gSL-V state with (n,m) = (2, 1); (VI)
the 2-cone state gSL-VI with (n,m) = (0, 1); (VII) the 16-cone gSL-
VII state with (n,m) = (2, 4); (VIII) the 8-cone gSL-VIII state with
(n,m) = (1, 2); (IX) the 2-cone state KSL with (n,m) = (0, 1); (X)
the 14-cone PKSL state with (n,m) = (2, 3). The low-energy DSFs
of the above gSLs are shown in Fig. 10 of the Appendix D.
example is the gSL-I versus the gSL-V, both of them contain
10 cones but the former has (n,m) = (1, 3) and the latter has
(n,m) = (2, 2), as illustrated in Fig. 4(I)&(V).
C. Mass and Chirality
The cones in the gapless QSLs can be gapped out by
symmetry-breaking perturbations, such as the magnetic fields
or the three-spin interactions. If time reversal symmetry is
broken, then the resultant gapped state may be a CSL whose
properties are determined by the Chern number ν in the mean-
field description (see Tab. I), given that the Z2 gauge field
keeps deconfined after Gutzwiller projection.
At mean-field level, each cone contributes ± 12 to the Chern
number when obtaining a mass, where the sign ± is defined as
the sign of themass of the cone, or the chirality of the conewith
6respect to the perturbation which generates the mass. Once the
chiralities of all the cones are known, the total Chern number
will be known. In the following, we study the mass of the
cones using k · p expansion.
Every Majorana cone has doubly degenerate zero energy
modes at the Majorana point. Suppose that a Majorana point
is locating at k , and the two zero-energy modes span a 2-
dimensional Hilbert spaceL 0
k
. The physical properties of the
cone can be obtained by projecting the Hamiltonian H ′
k+δk
onto L 0
k
, where H ′
k+δk
= W∗Hk+δkW is real. At the leading
order, the projected Hamiltonian takes the following form
Hk+δk = PkH ′k+δkP
†
k
= V1(k )δk1 + V2(k )δk2
where Pk is the projection operator ontoL 0k , and V1(k ),V2(k )
are two real matrices which can be expanded as linear com-
binations of σx and σz . When projecting the mass term
H ′M = W
∗HMW onto L 0k , it must contain a M(k )σy compo-
nent. Therefore, the massive cone is approximately described
by the effective k · p Hamiltonian
H Mk+δk = V1(k )δk1 + V2(k )δk2 + M(k )σy
whose Chern number is equal to ν = 12 Sgn(V 1 × V 2 · M )58
where the matrices V1,V2,M are expanded by Pauli matrices
with V1 = V 1 ·σ,V2 = V 2 ·σ,M = M ·σ . The vectorsV 1 and
V 2 lie in the xz-plane and M = [0,M, 0].
The Zeeman splitting caused by the magnetic field HM =∑
i S i ·B is a simple way to gap out the cones. For every cone,
we analyze the chirality Sgn(V 1 ×V 2 · M ) and the amplitude
of the effective mass |M | for unit magnetic field along x- or y-
or z-direction. From these information, one can select a field
orientation for a given cone such that the chirality is positive
and the gap is the biggest. We call this special direction
the ‘maximum-mass direction’ (MMD) of that cone. If the
magnetic field has positive component along the MMD, the
chirality of the cone is positive; otherwise the chirality reverses
its sign. If the field is perpendicular to the MMD, then the gap
vanishes and the cone remains gapless. Therefore, once we
know the MMDs for every cone, we can immediately know
the total Chern number for an arbitrarily oriented field. This
helps to study the response of gapless QSLs to magnetic fields
along arbitrary directions37. For the states in the same QSL
phase, theMMDof a cone varies continuously with interaction
parameters. As an example, we list theMMDs for all the cones
of a representative state i.e. the gSL-V phase in Tab.II (more
examples are discussed in Appendix E).
We pay special attention to themagnetic field oriented along
1√
3
(x + y + z) ≡ (111), which breaks the time reversal sym-
metry T but reserves the inversion symmetry P and combined
symmetriesC2T, σmT (see Appendix E). In this case the cones
in the same {∗k } are still symmetry-related and contribute the
same amount to the total Chern number ν. For field oriented
along B ‖ (111), the chirality of a cone obtained from above
k · p method is consistent with the sign of the Berry curvature
at the same cone. Therefore, the pattern of cones (n,m) and
the chirality of cones in every {∗k } completely determine the
value of ν in the resultant CSLs (see Appendix E for details).
Cones MMD with B · S B ‖ (111) ∑
〈〈i, j 〉〉
(iC†
i
Cj + h.c.)
D (+0.45,+0.45,+0.78) + +
R1 (+0.77,-0.16,+0.61) + −
R2 (-0.16,+0.77,+0.61) + +
B1 (-0.88,+0.04,-0.47) − +
B2 (+0.04,-0.88,-0.47) − −
TABLE II. Mass information for the Majorana cones on the left half
BZ in the gSL-V phase [see Fig. 4(V)]. MMD stands for maximum
mass directions (see the main text for definition). D stands for the
dark cone on the high-symmetry line; R1 (R2) stands for the red upper
(lower) cone; B1 (B2) stand for the blue upper(lower) cone. Cones
related by inversion symmetry have the same MMD, therefore the
cones on the right half BZ are not shown. The signs in column-3 and
column-4 stand for the chiralities of the corresponding cones with
respect to B ‖ (111) and next-nearest neighbor hopping, respectively.
The cones can also obtain mass from interactions, such as
the three-spin ring-exchange interaction
∑
〈i jk 〉
S i × S j · Sk =
1
12i [χi j χjk χki + cyclic(ijk) − h.c.] where 〈i j k〉 are the neigh-
boring sites which form the smallest triangle and χi j =
C†i Cj =
∑
α c
†
iαcjα. The mean-field decouplings of the ring-
exchange interaction contain a next-nearest neighbor hopping
term HM =
∑
〈〈i, j 〉〉
(tC†i Cj + h.c.) which gaps out the cone if t
is not real. In Tab.II, we list the chirality of all the cones in
the gSL-V phase according to next-nearest neighbor hopping
in the case t = i. Similar discussion can also be applied to
other time reversal breaking interactions such as
∑
〈i jk 〉
Sxi S
y
j S
z
k
.
It should be noted that the above method is applicable only
when the spinon gap in the resulting state is linear to the
amplitude of the perturbation. If a perturbation contributes
zero mass to a cone in linear order, it is still possible that
the cone opens a gap via higher-order processes (for example,
in the pure Kitaev model a weak Zeemann field gaps out the
cones in |B |3 law).
V. PHYSICAL DETECTIONS
The gapless nodal QSLs differ from the gapped ones by their
low-temperature density of states, which are reflected in the
temperature (T) dependence of the specific heat or the thermal
conductance. The nodal ones have power-law T-dependence
while the gapped ones show exponential T-dependence. The
features of the cones discussed above can help us to further
distinguish different nodal QSLs experimentally.
A. Dynamic structure factor
DSF can be measured from the neutron scattering experi-
ment and provides useful information to distinguish different
QSLs. In the following we calculate the DSFs of the gapless
QSLs from their mean-field dispersions with the parameters
7determined from VMC calculations. The frequency (momen-
tum) of theDSF is determined by the total energy (momentum)
of a pair of spinon-excitations48. At low-frequency, the DSF
is dominated by the spinons close to the Majorana cones.
As mentioned, if two QSLs have different (n,m), they can
be distinguished from their different DSFs. In this way, most
of the gapless QSLs are distinguished from the others (see
Appendix D for the DSFs of different QSLs).
But three of the QSLs, the KSL, the gSL-III and the gSL-VI,
all have (n,m) = (0, 1). It seems that they are not distin-
guishable. However, the KSL is special since the parameters
ηx3 , η
x
5 , η
z
7, η
x
7 which mix the b
m-fermions (m = x, y, z) and the
c-fermions are zero48,59. Consequently, the bm fermions are
gapped while the c-fermions are gapless4,48. Therefore, the
physical excitations excited by spin operators Sm = ibmc cost
finite energy. Resultantly, the low-frequency DSF is vanishing
below the gap of the bm bands. In other words, the KSL
shows a gapped spin dynamics although the energy spectrum
is gapless. In contrast, in the gSL-III and the gSL-VI, the bα
and c fermions are hybridized at the nodal points such that
the spin dynamics are gapless. But it remains a problem to
distinguish the gSL-III and the gSL-VI. A solution is found in
the following.
B. Descendent chiral spin liquids
The cones in the gapless QSLs can be gapped out by a
magnetic field via Zeeman coupling. When the Chern number
ν is nontrivial, the resultant state is a CSL given that the field is
not too strong. As Kitaev pointed out, the CSLs have a 16-fold
classification depending on the Chern number ν mod 164.
For a weak magnetic field60 along (111) direction (i.e.
Bx = By = Bz), the Chern numbers we obtained are
ν = 0,±1,−2, 3, 5. When ν is odd, the CSL is non-Abelian
whose ground state degeneracy (GSD) on a torus is 3, while
when ν is even, the CSL is Abelian and the GSD is 4. Except
for the Z2 QSL, all the CSLs descendent from the gaplessQSLs
in the phase diagram Fig. 2 are non-Abelian (see Appendix E).
This is an exciting result because it indicates that anisotropic
interactions are plausible to generate non-Abelian CSLs which
can be applied in topological quantum computations.
Our VMC calculation of the GSD on a torus is consistent
with the theoretical predictions. From the Chern number ν
we can also read the information of the elementary anyon
excitations. For instance, the topological spin of the vortex in
a CSL with Chern number ν is eiν pi8 , see Table I. The edge of
a CSL is gapless and contains ν branches of chiral Majorana
excitations, each branch carries a chiral central charge 12 . The
total chiral central charge is c− = ν2 , which gives rise to a
measurable physical quantity — the thermal Hall conductance
which is quantized to κxy/T = c−Λ = ν2Λ with Λ = pik2B/6h.
Thementioned gSL-III and the gSL-VI have opposite Chern
numbers and can be distinguished from their different thermal
Hall conductances. Thus, combining the DSF and the thermal
Hall conductance of the weak field-induced CSL, we can com-
pletely distinguish all of the QSLs that appeared in the phase
diagrams in Fig. 2 and Fig. 3.
The Chern number ν can be tuned by changing the magnetic
field48,60. For instance, ν can be turned into −ν by reversing
the direction of the magnetic field. Interestingly, our phase
diagram Fig. 2 provides an alternative way to change the
Chern number ν without changing the magnetic field. For
instance, the transition from the PKSL to the gSL-I can
be achieved by increasing pressure (so as to increase δd).
In a weak magnetic field, the former has ν = 5 while the
latter has ν = 1. Therefore, the ν = 5 phase can be driven
to the ν = 1 phase by exerting proper pressure. Specially,
the continuous phase transition between the gSL-II to the
gSL-III indicates that the Chern number can be changed
from ν = 1 to ν = −1 (and vice versa) with a continuous
topological transition by tuning the pressure instead of
reversing the direction of the magnetic field61,62. This
continuous topological phase transition with Chern number
changing by 2 is protected by the C˜2h × ZT2 symmetry.
Similarly, the phase transition from the CSL corresponding
to the gSL-V to the one corresponding to the gSL-IV is also
a topological transition where the Chern number changes by 2.
VI. COMPLETE CLASSIFICATION OF NODAL Z2 QSLS
Above we have shown that different gapless QSLs in Figs. 2
& 3 belong to different phases since they have distinct physical
properties. Generally, to distinguish different QSL phases we
need a classification theory of quantum phases.
The classification of QSLs is challenging due to the lack
of local order parameters. Even though, things have been
made clear for gapped QSLs, which are called the symmetry
enriched topological (SET) phases. Based on the emergent
gauge structure called the invariant gauge group (IGG) in the
parton representation, PSG was proposed to distinguish dif-
ferent mean-field spin liquid states49. The IGG describes the
topological order carried by the QSL, while PSG distinguishes
different QSL states that carry the same topological order and
the same physical symmetry. It was realized that PSG actu-
ally describes the way how the spinon excitations (i.e. the
gauge charge of the IGG) are symmetry fractionalized and
are classified by the second group cohomology of the sym-
metry group63,64. Furthermore, not only spionons but also
the ‘magnetic’ excitations (i.e. the gauge flux of the IGG)
can carry fractional symmetry representations63,65. There-
fore, depending on the fusion group of the Abelian anyons, a
complete classification of gapped QSLs may need more than
one set of PSGs to describe the fractional symmetry represen-
tations for both the ‘electronic’ excitations and the ‘magnetic’
excitations. More recently, it was realized that such classi-
fication may be over-complete, because it may include some
anomalous classes which can only be realized on the surface of
higher-dimensional phases66,67. Therefore, the classification
of true 2-dimensional QSLs further requires an anomaly-free
condition using group cohomology theory66.
However, the complete classification of gapless QSLs is still
an open question. Based on the present work, we provide a clue
8to the answer. We don’t go to the detail of the classification
theory, which is beyond the scope of the present work and is
left for future study. We only list the key information that is
necessary for a complete classification.
From our calculation (see Appendix C), we find that the
PSG of all the QSLs in Figs. 2 & 3 is the same as that of the
KSL. Namely, these QSLs have the same pattern of symmetry
fractionalization in their spinon excitations. This indicates
that PSG alone is not adequate to classify gapless QSLs. To
distinguish these phases, we use the information of the cones,
including the total number, the locations, the relation between
them under symmetry operations, and their chiralities with
respect to mass-generating perturbations. In summary, a
complete classification of nodal Z2 QSLs needs at least the
following three ingredients:
(1) the number of the cones and how they are symmetry-
related (the positions of the cones form several k stars);
(2) the chirality of every cone;
(3) the PSGs describing the symmetry fractionalization;
The indices of (1)&(2) for all the gapless Z2 QSLs in our phase
diagrams are shown in Fig. 4. Noticing that the gauge flux
excitations can also carry fractional symmetry representations
which are included in the data in (3), we need to guarantee
that the classified QSLs can be realized in 2-dimensional
lattice models with:
(4) the anomaly-free condition.
The above approach can be generalized to classify nodal QSLs
(including U(1) Dirac QSLs) with other symmetry groups.
VII. DISCUSSION AND CONCLUSION
A. Comparison to α-RuCl3 experiments
Before concluding, we try to address the issue of the high-
pressure experiments of α-RuCl339–41, where the zigzag mag-
netic order is suppressed as the pressure goes above 0.8 GPA.
The resultant non-magnetic phase seem not to be a spin liquid
because the low-energy spin fluctuations are very weak40.
0 0.1 0.2 0.3
Zigzag Dimer
FIG. 5. Phase diagram of the anisotropic K-Γ-J model with
Γ/|K | = 1.4 and J/|K | = 20δd , where J denotes the antiferro-
magnetic Heisenberg interactions existing on the z bonds only. The
phase transition is of first order.
Instead, a dimerized trivial ground state is enforced by the
pressure accompanied by a structural phase transition41. To
model this process, we adopt the dimer-type anisotropic K-Γ
interactions (with fixed Γ/|K | = 1.4) plus additional anti-
ferromagnetic Heisenberg interactions (J-terms) which exist
on the short Ru-Ru bonds only. For simplicity, we assume
that J changes continuously and increases linearly with the
anisotropy parameter δd , namely J/|K | = ξδd , where ξ is a
phenomenological constant.
If ξ is very small, the phase diagram should remain
qualitatively the same as ξ = 0. In our VMC simulation,
intermediate QSL phases which separate the zigzag ordered
phase and the dimer phase are still found as long as ξ < 2.
However for ξ > 2, the intermediate QSL phases disappear
and a direct first-order transition from the zigzag phase to
the dimer phase is observed. For instance, if ξ = 20 the
direct phase transition occurs at δd ' 0.09, as illustrated
in Fig. 5. This qualitatively agrees with the α-RuCl3
experimental results that a relatively low pressure can
destroy the zigzag order. Our result indicates that in order
to obtain QSLs by applying pressure, the fast increasing
Heisenberg interactions on the strong bonds should be avoided.
B. Conclusion
In summary, we have studied the anisotropic K-Γ model
using variational Monte Carlo method. We consider two kinds
of anisotropy, one is of the dimer type and the other is of the
zigzag-chain type. The phase diagrams are given in Fig. 2
and Fig. 3, respectively. Our calculations are benchmarked
at Γ = 0 where our result is completely consistent with the
exact solution. When Γ > 0, we observe totally eleven QSLs,
including the KSL, the proximate KSL, the new gapless spin
liquid phases gSL-I∼VIII plus one gapped Z2 QSL phase.
Most of the phase transitions between the QSLs are of first
order, but continuous phase transitions are also found which
are characterized by the adiabatic merging and disappearing
of the cones in pairs.
The gapless QSLs have symmetry protected gapless nodal
points, where the number and the positions of the cones are
important in distinguishing different QSL phases. We find
that the chiralities of the cones with respect to perturbations
can be analyzed using k · p expansion. From the chirality of
the cones, we can immediately obtain the total Chern number
of the resultant CSLs induced by the weak magnetic fields
applied along arbitrary directions. By applyingmagnetic fields
along (111)-direction and (-1,-1,-1)-direction, we could obtain
6 classes of non-Abelian Z2 CSLs with Chern number ν =
±1,±3,±5, where the total number of such phases is 8 (up
to edge chiral boson modes) according to Kitaev’s seminal
work4.
From the above study, we further conclude that the PSG
alone can not completely classify the gapless QSLs. For the
C˜2h × ZT2 symmetry we studied, a complete classification of
all possible nodal Z2 QSLs should also include the pattern of
the cones (n,m) and the chirality of every cone.
Since the strain in the lattice may be tuned by external
pressure, our results are instructive for experimental realization
of new gapless QSLs in related materials. Although pressure
may also introduce additional antiferromagnetic Heisenberg
exchanges on the short bonds, as occurred in α-RuCl3, the
intermediate gapless QSLs phase can still exist as long as the
Heisenberg terms are not very strong. Recently, new Kitaev
materials are keeping being discovered22,68–70, we predict that
pressure induced gaplessQSL phasesmay be observed in some
9of the candidates. Tuning pressure also provides a practical
way for tuning possible phase transitions between different
QSLs.
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Appendix A: Variational Monte Carlo approach
1. Fermionic representation and variational Monte Carlo
Variational Monte Carlo (VMC) is a powerful method to
study quantum magnetism, especilly quantum spin liquids
(QSLs). It uses Gutzwiller projected mean-field states as
trial wave functions. In this approach, the fermionic slave-
particle representation Smi =
1
2C
†
i σ
mCi is introduced, where
C†i = (c†i↑, c†i↓), m ≡ x, y, z, and σm are Pauli matrices. The
particle-number constraint Nˆi = c†i↑ci↑ + c
†
i↓ci↓ = 1 should be
imposed at every site to ensure that the size of the fermionic
Hilbert space is the same as that of the original physical spin.
The complex fermion operators can be seen as linear com-
binations of Kitaev’s Majorana fermion operators, namely,
c↑ = 12 (bz + ic), c↓ = 12 (bx + iby). The spin interactions in the
Hamiltonian are rewritten in terms of interacting fermionic
operators and are decoupled into a noninteracting mean-field
Hamiltonian.
The general mean-field Hamiltonian for a spin-orbit coupled
spin liquid can be expressed
HSLmf =
∑
〈i, j 〉∈αβ(γ)
Tr[U(0)γji ψ†i ψj] + Tr[U(1)
γ
ji ψ
†
i (iRαβ)ψj]
+Tr[U(2)γji ψ†i σγψj] + Tr[U(3)
γ
ji ψ
†
i σ
γRαβψj], (A1)
where only the nearest neighbor couplings are considered,
ψi = (Ci C¯i), C¯i = (c†i↓,−c†i↑)T , and Rαβ = − i√2 (σ
α + σβ) is
a rotation matrix. The matrices U(0)
γ
ji ,U
(1)γ
ji ,U
(2)γ
ji ,U
(3)γ
ji can
be expanded using the bases τ0, τx, τy, τz where τx,y,z are the
Pauli matrices and τ0 is the identity matrix. In principle,
all the expanding coefficients should be treated as variational
parameters. However, as will be seen later, the number of
variational parameters can be reduced since they should satisfy
the symmetry requirements.
To describe themagnetic order of the spin rotation symmetry
breaking phases, we introduce a background field M i whose
direction is adopted from the single-Q approximation45 and
whose amplitude (together with a canting angle) is determined
by VMC. Therefore, the full mean-field Hamiltonian for the
anisotropic K-Γ model on the honeycomb lattice is
Htotalmf = H
SL
mf − 12
∑
i
(M i · C†i σCi + h.c.). (A2)
The essence of the VMC approach is that the local con-
straint is enforced by Gutzwiller projection. The Gutzwiller
projected mean-field ground states provide a series of trial
wave functions |Ψ(x)〉 = PG |Ψmf(x)〉, where x denotes the
variational parameters. The energy of the trial state E(x) =
〈Ψ(x)|H |Ψ(x)〉/〈Ψ(x)|Ψ(x)〉 is computed using Monte Carlo
sampling, and the variational parameters x are determined by
minimizing the energy E(x). Our calculations are performed
on a torus of 8×8 unit cells, i.e. of 128 lattice sites.
2. Projective symmetry groups
The number of variational parameters can be reduced if the
symmetry of the mean-field Hamiltonian, namely, the projec-
tive symmetry group (PSG), is considered. The fermionic
representation has a local SU(2) gauge symmetry5. In the
mean-field Hamiltonian (A1), the SU(2) ‘gauge symmetry’ is
broken and only its subgroup Z2 is still a symmetry. This Z2
symmetry is called the invariant gauge group (IGG). The PSG
is the central extension of the physical symmetry group by the
IGG49.
Besides C˜2h × ZT2 , the anisotropic K-Γ model is also invari-
ant under the translational group generated by {T1,T2}. After
some calculations, we obtain 192 different PSGs given that
the IGG is Z2 (see Appendix B). The PSGs partially classify
the possible spin liquid phases with the given symmetry group
and IGG. A spin liquid mean-field Hamiltonian of the present
model should respect one of the PSGs. For instance, Kitaev
spin liquid (KSL) phase belongs to the class (I-B)50.
The PSG reduces the number of allowed parameters and
the exact forms of U(m)
γ
ji are given in Appendix B. We have
adopt several different PSGs to construct different classes of
trial spin liquid Hamiltonians. In class (I-B) case, 9 variational
parameters {ρxa, ρxc, ρxd, φx0, φx3, φx5, φx7, φz7, θ} are adopt, with
U(0)
z
ji = iθ(φx0 + ρxa + ρxc)τ0,
U(0)
x,y
ji = i(φx0 + ρxa + ρxc)τ0,
U(1)
z
ji = iθφ
x
3 (τx + τy + τz) + iθ(ρxa − ρxc + ρxd)(τx + τy),
U(1)
x,y
ji = iφ
x
3 (τx + τy + τz) + i(ρxa − ρxc + ρxd)(τx,y + τz),
U(2)
z
ji = iθφ
x
5 (τx + τy + τz) + iθ(ρxa + ρxc)τz,
U(2)
x,y
ji = iφ
x
5 (τx + τy + τz) + i(ρxa + ρxc)τx,y,
U(3)
z
ji = i(φz7 + θρxc − θρxa − θρxd)(τx − τy),
U(3)
x,y
ji = ±iφx7 (τx + τy + τz) ± i(ρxc − ρxa − ρxd)(τy,x − τz).
In class (I-A) case, 9 variational parameters
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{φx1, φ
′′x
1 , φ
x
3, φ
′′x
3 , φ
x
5, φ
′′x
5 , φ
x
7, φ
′′x
7 , θ} are adopt, with
U(0)
z
ji = θφ
x
1 (τx − τy), U(0)
x,y
ji = φ
x
1 (τx − τy) + φ
′′x
1 τ
z,
U(1)
z
ji = iθφ
′′x
3 τ
z, U(1)
x,y
ji = ±iφx3 (τx − τy) + iφ
′′x
3 τ
z,
U(2)
z
ji = iθφ
′′x
5 τ
z, U(2)
x,y
ji = ±iφx5 (τx − τy) + iφ
′′x
5 τ
z,
U(3)
z
ji = iθφ
x
7 (τx − τy), U(3)
x,y
ji = iφ
x
7 (τx − τy) ± iφ
′′x
7 τ
z .
The optimal parameters are determined variationally by min-
imizing the energy. We also use different magnetic ordered
states as trial wave functions in VMC calculation. The state
with lowest energy is treated as the ground state. It turns out
that all the QSLs in the phase diagrams (Fig. 2 & Fig. 3) share
the same PSG as the KSL.
Appendix B: Classification of PSG with lattice anisotropy
Here we present the classification of Z2 PSG on the dis-
torted honeycomb lattice with consideration of spin-orbit cou-
pling. The full symmetry group (SG) is the direct product
of wallpaper group and time reversal, with the presentation
SG={T,T1,T2, P, σm |T2 = 1, P2 = 1, σ2m = 1} subject to 13
definition relations. The generators of the symmetry group
are illustrated in Fig. 2 or Fig. 3. The four generators of the
wallpaper group act on the honeycomb lattice in the following
way,
T1(x1, x2, A) = (x1 + 1, x2, A),
T1(x1, x2, B) = (x1 + 1, x2, B),
T2(x1, x2, A) = (x1, x2 + 1, A),
T2(x1, x2, B) = (x1, x2 + 1, B),
P(x1, x2, A) = (−x1,−x2, B),
P(x1, x2, B) = (−x1,−x2, A),
σm(x1, x2, A) = (x2, x1, B),
σm(x1, x2, B) = (x2, x1, A),
where each unit cell is labeled by integer coordinates x1 and
x2 along the translation axes of T1 and T2. In the follow-
ing, the index of sublattice A, B will be omitted if an equa-
tion is independent of sublattices. Considering time reversal,
the full symmetry group of the system contains 5 generators,
T,T1,T2, P, σm, satisfying the following 13 definition relations:
T1T2T−11 T
−1
2 = 1 (B1)
TT1TT−11 = 1 (B2)
TT2TT−12 = 1 (B3)
PT1PT1 = 1 (B4)
PT2PT2 = 1 (B5)
σmT1σ−1m T
−1
2 = 1 (B6)
σmT2σ−1m T
−1
1 = 1 (B7)
T2 = 1 (B8)
P2 = 1 (B9)
σ2m = 1 (B10)
TPTP = 1 (B11)
TσmTσm = 1 (B12)
PσmPσm = 1 (B13)
All the pure gauge operations that leave the mean-field ansatz
invariant form a subgroup of the PSG, known as the invari-
ant gauge group (IGG). Since spinon pairing is non-vanishing
in all the spin liquids obtained from our VMC, we only con-
sider the case IGG = Z2. Thus for each definition relation
gn . . . g2g1 = 1, there is a corresponding PSG representation
Ggn (gn−1...g1(i)) . . .Gg2 (g1(i))Gg1 (i) = ηm,
where ηm = ±τ0, m = 1, 2, ...13 are group elements in the IGG
and these parameters determines the classification of the PSG.
Gauge equivalent solutions of Gg are considered to belong to
the same class of PSG. To reduce the gauge redundancy, we
will fix part of the gauge degrees of freedom in later discussion.
Firstly, after gauge transformations, one can set
GT2 (x1, x2) = τ0, and GT1 (x1, 0) = τ0. Then Eq. (B1) can be
represented as GT1 (x1, x2 + 1) = η1GT1 (x1, x2), which yields
the following solution:
GT1 (x1, x2) = ηx21 , GT2 (x1, x2) = τ0. (B14)
Substitute Eq. (B14) into the PSG representation of Eq. (B2)
and Eq. (B3): GTKGT1K = η2GT1 and GTKGT2K = η3GT2 ,
we obtain
GT (x1 + 1, x2)KGT (x1, x2) = η2,
GT (x1, x2 + 1)KGT (x1, x2) = η3.
Combining Eq. (B8), namely GTKGTK = η8, we obtain the
solution of GT
GT (x1, x2) = ηx12 ηx23 ηx1+x28 GT (0, 0). (B15)
From Eq. (B4)∼(B7), we obtain the following equations:
GP(x1 + 1, x2, α)GT1 (x1, x2, α) = η4G−1T1 (−x1,−x2, α¯)GP(x1, x2, α),
GP(x1, x2 + 1, α)GT2 (x1, x2, α) = η5G−1T2 (−x1,−x2, α¯)GP(x1, x2, α),
Gσm (x1 + 1, x2, α)GT1 (x1, x2, α) = η6G−1T2 (x2, x1, α¯)Gσm (x1, x2, α),
Gσm (x1, x2 + 1, α)GT2 (x1, x2, α) = η7G−1T1 (x2, x1, α¯)Gσm (x1, x2, α),
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where α = A, B and α¯ stands for the opposite sub-lattice of α.
Not all the parameters ηm are independent. Some of them
can be transformed into each other by certain gauge trans-
formation Gg(x1, x2, α) → µ(x1, x2, α)Gg(x1, x2, α),where
µ(x1, x2, α) = ±τ0. It turns out that if some Gg appears twice
in an equation, the parameter ηm in that equation is gauge in-
variant, otherwise that ηm is not gauge independent and can be
fixed to τ0 by some gauge transformation. For instance, GT1
or GT2 only shows up once in the equations of η6 and η7, so
we can fix η6 = τ0 and η7 = τ0 by tuning the gauge of GT1 and
GT2 , respectively.
Therefore, the equations obtained from Eq. (B4)∼(B7), can
be further simplified into the following sublattice-independent
form
GP(x1 + 1, x2) = η4GP(x1, x2),
GP(x1, x2 + 1) = η5GP(x1, x2),
Gσm (x1 + 1, x2) = ηx21 Gσm (x1, x2),
Gσm (x1, x2 + 1) = ηx11 Gσm (x1, x2),
which yields the following solution
GP(x1, x2) = ηx14 ηx25 GP(0, 0), (B16)
Gσm (x1, x2) = ηx1x21 Gσm (0, 0). (B17)
The Eq. (B17) is consistent with Eq. (B10),Gσm (A)Gσm (B) =
Gσm (B)Gσm (A) = η2x1x21 η10. Furthermore, from Eq. (B11)
and Eq. (B12) we find η2 = η3, and from Eq. (B13) we find
η4 = η5.
Now all the Gg(x1, x2, α) has been reduced to Gg(0, 0, α)
with in a single unit cell. In later discussion Gg(α) will be
used to denote Gg(0, 0, α). The remaining task is to deter-
mine GT (α), GP(α) and Gσm (α). Eqs.(B8)∼(B13) yields the
following constraints
GT (A)KGT (A)K = GT (B)KGT (B)K = η8, (B18)
GP(A)GP(B) = GP(B)GP(A) = η9, (B19)
GT (B)KGP(A)GT (A)K = η11GP(A), (B20)
GT (A)KGP(B)GT (B)K = η11GP(B), (B21)
GT (B)KGσm (A)GT (A)K = η12Gσm (A), (B22)
GT (A)KGσm (B)GT (B)K = η12Gσm (B), (B23)
(GP(A)Gσm (B))2 = (GP(B)Gσm (A))2 = η13. (B24)
We start from the solution of GT . Suppose GT = a0τ0 +
ialσl , l = 1, 2, 3 to be the most general SU(2) matrix. From
Eq. (B18), we find
GTG∗T = (a20 + a21 − a22 + a23)τ0 + 2ia2(a3τx + a0τy − a1τz)
If η8 = −τ0, the solution is a2 = ±1, a0 = a1 = a3 = 0, i.e.
GT = ±iτy . While if η8 = τ0, then a2 = 0, a20+a21+a23 = 1,we
can chose a solution GT (A) = GT (B) = τ0. In the following
we will discuss these two cases separately.
Class (I): η8 = −τ0. We choose
GT (A) = iτy, GT (B) = iη14τy,
where η14 = ±τy . Substitute into Eq. (B20)∼(B23), we find
η11 = η12 = η14. Without losing generality, we can fix
Gσm (A) = τ0, Gσm (B) = η10.
Pluging into Eq. (B24), we obtain (GP(A))2 = (GP(B))2 =
η13. According to the sign of η13, the class (I) is divided
into two subclasses. Notice that η2 = η8 = −τ0 because
time reversal operation ((GTK)2 = −1) is independent on
coordinates and sub-lattices49.
Class (I-A): η13 = τ0. The solution of Eq. (B19) is
GP(A) = τ0, GP(B) = η9.
The solutions in the class (I-A) are summarized as
GT1 (x1, x2) = ηx21 , (B25)
GT2 (x1, x2) = τ0, (B26)
GT (x1, x2, A) = iτy, (B27)
GT (x1, x2, B) = iη11τy, (B28)
GP(x1, x2, A) = ηx1+x24 τ0, (B29)
GP(x1, x2, B) = ηx1+x24 η9, (B30)
Gσm (x1, x2, A) = ηx1x21 τ0, (B31)
Gσm (x1, x2, B) = ηx1x21 η10, (B32)
which are controlled by η1, η4, η9, η10, η11, providing 25 = 32
PSG’s.
Class (I-B): η13 = −τ0. Because the global gauge freedom
has not been fixed, we can set
GP(A) = iτx, GP(B) = −iη9τx .
The solutions in the class (I-B) are summarized as
GT1 (x1, x2) = ηx21 , (B33)
GT2 (x1, x2) = τ0, (B34)
GT (x1, x2, A) = iτy, (B35)
GT (x1, x2, B) = iη11τy, (B36)
GP(x1, x2, A) = iηx1+x24 τx, (B37)
GP(x1, x2, B) = −iηx1+x24 η9τx, (B38)
Gσm (x1, x2, A) = ηx1x21 τ0, (B39)
Gσm (x1, x2, B) = ηx1x21 η10, (B40)
which are controlled by η1, η4, η9, η10, η11, providing 25 = 32
PSG’s.
Class (II): η8 = τ0. In this case
GT (A) = GT (B) = τ0.
Therefore Eq. (B20)∼(B23) become KGP(A)K = η11GP(A),
KGP(B)K = η11GP(B), KGσm (A)K = η12Gσm (A) and
KGσm (B)K = η12Gσm (B). The general solution of KGgK =
Gg isGg = eiτ
yθ , while the general solution of KGgK = −Gg
is Gg = iτzeiτ
yθ . According to the sign of η11 and η12, the
class (II) is divided into four subclasses.
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Class (II-A1): η11 = η12 = τ0. Then we can obtain the
general solution of Eq. (B20)∼(B23). The solutions in the
class (II-A1) are summarized as
GT1 (x1, x2) = ηx21 ,
GT2 (x1, x2) = τ0,
GT (x1, x2, A) = ηx1+x22 τ0,
GT (x1, x2, B) = ηx1+x22 τ0,
GP(x1, x2, A) = ηx1+x24 eiτ
yθ1,
GP(x1, x2, B) = ηx1+x24 η9e−iτ
yθ1,
Gσm (x1, x2, A) = ηx1x21 eiτ
yθ3,
Gσm (x1, x2, B) = ηx1x21 η10e−iτ
yθ3,
which are determined by η1, η2, η4, η9, η10, providing 25 = 32
PSG’s. Here θ1 can be any angle and θ3 is dependent on
θ1 according to the sign of η13. More precisely, θ3 = θ1 if
η13 = τ
0 and θ3 = θ1 − pi2 if η13 = −τ0.
Class (II-B1): −η11 = η12 = τ0. Then we can obtain the
general solution of Eq. (B20)∼(B23). The solutions in the
class (II-B1) are summarized as
GT1 (x1, x2) = ηx21 ,
GT2 (x1, x2) = τ0,
GT (x1, x2, A) = ηx1+x22 τ0,
GT (x1, x2, B) = ηx1+x22 τ0,
GP(x1, x2, A) = iηx1+x24 τzeiτ
yθ1,
GP(x1, x2, B) = −iηx1+x24 η9τze−iτ
yθ1,
Gσm (x1, x2, A) = ηx1x21 eiτ
yθ3,
Gσm (x1, x2, B) = ηx1x21 η10e−iτ
yθ3,
which are determined by η1, η2, η4, η9, η10, providing 25 = 32
PSG’s. Here θ1 and θ3 can be any angle.
Class (II-A2): −η11 = −η12 = τ0. Then we can obtain
the general solution of Eq. (B20)∼(B23). The solutions in the
class (II-A2) are summarized as
GT1 (x1, x2) = ηx21 ,
GT2 (x1, x2) = τ0,
GT (x1, x2, A) = ηx1+x22 τ0,
GT (x1, x2, B) = ηx1+x22 τ0,
GP(x1, x2, A) = ηx1+x24 eiτ
yθ1,
GP(x1, x2, B) = −iηx1+x24 η9τze−iτ
yθ1,
Gσm (x1, x2, A) = ηx1x21 eiτ
yθ3,
Gσm (x1, x2, B) = −iηx1x21 η10τze−iτ
yθ3,
which are determined by η1, η2, η4, η9, η10, providing 25 = 32
PSG’s. Here θ1 can be any angle while θ3 is dependent on
θ1 according to the sign of η13). More precisely, θ3 = θ1 if
η13 = −τ0 and θ3 = θ1 − pi/2 if η13 = τ0.
Class (II-B2): η11 = −η12 = τ0. Then we can obtain the
general solution of Eq. (B20)∼(B23). The solutions in the
class (II-B2) are summarized as
GT1 (x1, x2) = ηx21 ,
GT2 (x1, x2) = τ0,
GT (x1, x2, A) = ηx1+x22 τ0,
GT (x1, x2, B) = ηx1+x22 τ0,
GP(x1, x2, A) = ηx1+x24 eiτ
yθ1,
GP(x1, x2, B) = ηx1+x24 η9e−iτ
yθ1,
Gσm (x1, x2, A) = iηx1x21 τzeiτ
yθ3,
Gσm (x1, x2, B) = −iηx1x21 η10τze−iτ
yθ3,
which are determined by η1, η2, η4, η9, η10, providing 25 = 32
PSG’s. Here θ1 and θ3 can be any angle.
Finally, the number of algebraic PSG’s in our classification
is 192.
The PSG of Kitaev’s exact spin liquid solution (we will
call it Kitaev PSG in later discussion) is belonging to one of
the above 192 classifications. Noticing that the c-fermions
in Kitaev’s solution4 is never mixed with other flavors, i.e.
{bx, by, bz}, the corresponding PSG should keep c-fermion
invariant. Under this condition, it is easy to figure out the
gauge operations Gg50,
GT1 = GT2 = 1, (B41)
GP(A) = −GP(B) = −τ0, (B42)
Gσm (A) = −Gσm (B) = e−i
pi
2
√
2
(τx−τy )
, (B43)
GT (A) = −GT (B) = iτy . (B44)
It turns out that the PSG of Kitaev spin liquid can be identified
with one of the PSG in class (I-B), with invariants η1 = η4 = τ0
and η9 = η10 = η11 = −τ0 upon SU(2) gauge transformations
on GP,Gσm in Eq. (B37)∼(B40). The gauge transformations
are WA = iei
3pi
8 τ
z
τx on A-sublattice and WB = ei
3pi
8 τ
z on
B-sublattice.
Appendix C: Spin-liquid states based on PSG
Although we obtain 192 algebraic PSGs, it’s impractical
to study all the spin liquid ansatz respecting all the different
PSGs. In our VMC calculations, we only consider several
PSGs which are close to the Kitaev’s PSG class.
If only nearest neighbor coupling terms are considered, the
most general mean-field ansatz takes the following form
Hmf =
∑
〈i, j 〉∈αβ(γ)
Tr[U(0)γji ψ†i ψj] + Tr[U(1)
γ
ji ψ
†
i (iRαβ)ψj]
+Tr[U(2)γji ψ†i σγψj] + Tr[U(3)
γ
ji ψ
†
i σ
γRαβψj]. (C1)
If above ansatz describes a QSL state it should preserve certain
PSG. On the other hand, the PSG restricts the number of
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parameters in the mean-field ansatz U(m)
γ
ji . In the following
we will firstly give the explicit form of spin liquid ansatz
for several special PSGs. And we will perform Gutzwiller
projection to these ansatz and pick up the one with the lowest
energy as the ground state.
1. Spin-liquid mean field ansatz
We first consider a special solution in class (I-B), namely
the Kitaev class with invariants η1 = η4 = τ0 and η9 = η10 =
η11 = −τ0.
To preserve the mirror symmetry (B43) and time reversal
symmetry (B44), it requires that U(m)
γ
ji ,m = 0, 1, 2, 3 take the
following form: on the z-bonds
U(0)
z
ji = iφ
z
0 + φ
z
1(τx − τy), (C2)
U(1)
z
ji = iφ
z
3(τx + τy) + iφ
′z
3 τ
z, (C3)
U(2)
z
ji = iφ
z
5(τx + τy) + iφ
′z
5 τ
z, (C4)
U(3)
z
ji = φ
z
6 + iφ
z
7(τx − τy); (C5)
and on the x-bonds and y-bonds
U(0)
x
ji = iφ
x
0 + φ
x
1τ
x − φ′x1 τy + φ
′′x
1 τ
z, (C6)
U(1)
x
ji = iφ
x
3τ
x + iφ
′x
3 τ
y + iφ
′′x
3 τ
z, (C7)
U(2)
x
ji = iφ
x
5τ
x + iφ
′x
5 τ
y + iφ
′′x
5 τ
z, (C8)
U(3)
x
ji = φ
x
6 + iφ
x
7τ
x + iφ
′x
7 τ
y + iφ
′′x
7 τ
z, (C9)
U(0)
y
ji = iφ
x
0 + φ
′x
1 τ
x − φx1τy − φ
′′x
1 τ
z, (C10)
U(1)
y
ji = iφ
′x
3 τ
x + iφx3τ
y + iφ
′′x
3 τ
z, (C11)
U(2)
y
ji = iφ
′x
5 τ
x + iφx5τ
y + iφ
′′x
5 τ
z, (C12)
U(3)
y
ji = φ
x
6 − iφ
′x
7 τ
x − iφx7τy − iφ
′′x
7 τ
z . (C13)
The inversion symmetry (B42) further requires that
the parameters φx1, φ
x′
1 , φ
x′′
1 and φ
x
6, φ
z
6 must be van-
ishing. If the full symmetry group G = C˜2h × ZT2
is considered, then the allowed parameters include
φz0, φ
z
3, φ
′z
3 , φ
z
5, φ
′z
5 , φ
z
7, φ
x
0, φ
x
3, φ
′x
3 , φ
′′x
3 , φ
x
5, φ
′x
5 , φ
′′x
5 , φ
x
7, φ
′x
7 , φ
′′x
7 .
Besides these, the Kitaev decoupling further contribute a few
parameters, namely
Hmf =
∑
〈i, j 〉∈γ
[
iργacicj + iρ
γ
cb
γ
i b
γ
j + iρ
γ
d
(bαi bβj + bβi bαj )
]
.
These parameters can be transformed into matrix as
U˜(0)
γ
ji = i(ργa + ργc), (C14)
U˜(1)
γ
ji = i(ργa − ργc + ργd)(τα + τβ), (C15)
U˜(2)
γ
ji = i(ργa + ργc)τγ, (C16)
U˜(3)
γ
ji = i(ργc − ργa − ργd)(τα − τβ). (C17)
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FIG. 6. Energy (per site) VS. δd with interactions Γ/|K | = 0.1. The
gSLs are always lowest in energy.
In principle, all these parameters are used as independent vari-
ational parameters in the VMC calculation. For simplicity, we
let φz3 = φ
′z
3 = φ
′′z
3 , φ
z
5 = φ
′z
5 = φ
′′z
5 , φ
x
7 = φ
′x
7 = φ
′′x
7 , ρ
x
a = ρ
y
a,
ρxc = ρ
y
c , ρxd = ρ
y
d
and θ = ρ
z
a
ρxa
=
ρzc
ρxc
=
ρz
d
ρx
d
=
φz0
φx0
=
φz3
φx3
=
φz5
φx5
.
It is reasonable since the values of these parameters are small
and have small contribution to the energy. Therefore, in our
VMC calculation we adopt the following parameters: ρxa, ρxc ,
ρx
d
, φx0 , φ
x
3 , φ
x
5 , φ
x
7 , φ
z
7 and θ.
As another example in class (I-B), we give the ansatz with
uniform pi-flux71. The invariants are slightly different from
the above: η4 = τ0 and η1 = η9 = η10 = η11 = −τ0. The
general form preserving the mirror symmetry and time rever-
sal symmetry reads U(m)
γ
ji = (−τ0)ji(U(m)
γ
ji + U˜
(m)γ
ji ), where
U(m)
γ
ji are given in Eq. (C2)∼(C13) and U˜(m)
γ
ji are given by
Eq. (C14)∼(C17). We use (−τ0)ji to note the sign pattern of
the uniform pi-flux in each hexagon with doubled unit cell.
Therefore, the pi-flux state also contains 9 variational parame-
ters: ρxa, ρxc , ρxd , φ
x
0 , φ
x
3 , φ
x
5 , φ
x
7 , φ
z
7 and θ. The pi-flux state is
generally gapped.
Secondly, we provide another example in class (I-A), with
invariants η1 = η4 = η9 = τ0 and η10 = η11 = −τ0.
The general form of U(m)
γ
ji that reserves the mirror sym-
metry (B31)∼(B32) is similar to the form in the Kitaev
PSG. The inversion symmetry (B29)∼(B30) further requires
that the parameters φz0, φ
z
3, φ
z
5, φ
z
6, φ
x
0 and φ
x
6 must be vanish-
ing. To reduce the number of variational parameters, we
let φx1 = φ
′x
1 , φ
x
3 = −φ
′x
3 , φ
x
5 = −φ
′x
5 , φ
x
7 = −φ
′x
7 and
θ =
φz1
φx1
=
φ
′z
3
φ
′′x
3
=
φ
′z
5
φ
′′x
5
=
φz7
φx7
. Therefore, in our VMC cal-
culation we adopt the following parameters for the given PSG
in class (I-A): φx1 , φ
′′x
1 , φ
x
3 , φ
′′x
3 , φ
x
5 , φ
′′x
5 , φ
x
7 , φ
′′x
7 and θ.
2. Gutzwiller projection and the VMC-selected ground states
In this section, we only consider the parameter interval
where magnetically ordered states are not favored in en-
ergy. We perform Gutzwiller projection to the ansatz given
in Appendix C 1 to calculate the energy and further deter-
mine the ground state using VMC. In the following discussion
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FIG. 7. Energy (per site) VS. δd with interactions Γ/|K | = 0.3. The
gSLs are always lowest in energy.
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FIG. 8. Energy (per site) VS. δd for interactions Γ/|K | = 1. A
first-order phase transition between gSLs and pi-flux state is found.
the Gutzwiller projected gapless Z2 ansatz’s will be noted as
‘gSL’s, especially the spin liquid belonging to PSG class (I-A)
is noted as SL-A. In addition to these Z2 spin liquids, we also
consider competing U(1) spin liquid ansatz’s.
Our VMC calculation is performed in a lattice with 8×8 unit
cells (i.e.128 sites). It turns out that all the spin liquid states
appeared in phase diagrams Fig.2 and Fig.3 belong to the same
PSG class— theKitaev’s PSG class. It should be noted that, as
illustrated in Ref.48, QSL states preserving the same PSG can
fall into different phases. Here we only compare the projected
states from different PSGs and will leave the discussion of
distinguishing different quantum phases (with the same PSG)
to Appendix D and Appendix E.
We first consider the case with dimer-anisotropy. The data
with Γ/|K | = 0.1 and Γ/|K | = 0.3 are shown in Fig. 6 and
Fig. 7, respectively. It can be seen that the gSLs are always
the lowest in energy comparing to all the other ansatz’s. We
have confirmed that these gSLs are all Z2 deconfined. The Z2
deconfinement can be reflected in the ground state degeneracy
(on a torus) of the resultant gapped state in a magnetic field,
as listed in Tab. V in Appendix E.
The VMC calculations seem to indicate that at big Γ there
is a phase transition from the gSLs to a pi-flux state (belonging
to another PSG in class (I-B)) before the system enters the
trivial dimer phase. The data with Γ/|K | = 1 are shown in
Fig. 8. The pi-flux state is very competing in energy at a large
range of δd and beat the gSL-VI state as δd > 0.47. However,
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FIG. 9. Energy (per site) VS. δzz for interactions Γ/|K | = 0.6 with
zigzag anisotropy. The gSLs are always lowest in energy.
this pi-flux state is Z2 confined since it shows no degeneracy
on a torus (see Appendix E). This means that the Gutzwiller
projected pi-flux state is trivial and belongs to the dimer phase.
We next consider the case with zigzag-type anisotropy. In
Fig. 9, the data for Γ/|K | = 0.6 are shown. The gSLs are
still favored among all the trial states. The pi-flux state is very
competing but still a little bit higher in energy comparing with
the gSL-VII or gSL-VIII. To verify the Z2 deconfinement of
the projected states, we put the gSL-VII and gSL-VIII into a
small magnetic field along 1√
3
(x + y + z) ≡ [1, 1, 1] direction.
For both cases, the resultant gapped states are ‘almost’ 4-fold
degenerate on a torus (for details see Appendix E).
Appendix D: Dynamic structure factor of QSL phases
The spin dynamic structure factor (DSF) reflects the low-
energy excitations in a spin system and can be measured by
neutron scattering experiments. In this section, the DSFs of
QSL phases are calculated in the mean-field level.
The data for the gapless QSLs (PKSL, gSL-I∼VIII) are in
Fig. 10 in sequence. We find that the DSFs are nonzero at very
low frequency, indicating that these QSLs all have the gapless
spin response, in contrast to KSL. Generally, the states with
different numbers of cones have qualitatively different DSFs
and are easily distinguished.
Furthermore, the DSF is sensitive to the locations of gapless
points. Especially, if two gapless spin liquids contain the same
number ofMajorana cones but the cones are located at different
positions in the BZ, then their DSFs will be different. For
example, gSL-IV and PKSL both have 14 cones, their DSFs
shown in Figs. 10(IV)&(IX) are distinguishable.
The gSL-III and gSL-VI both have two cones and the cones
are located at similar positions in the BZ. So it is no won-
dering that their DSFs are qualitatively the same, as shown in
Figs. 10(III)&(VI). These two phases can be distinguished by
other methods, see Appendix E.
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FIG. 10. Dynamic structure at zero frequency for (I) gSL-I (Γ/|K | = 0.4, δd = 0.05), integrated over 0 ≤ ω/|K | ≤ 0.01; (II) gSL-II
(Γ/|K | = 0.4, δd = 0.1), integrated over 0 ≤ ω/|K | ≤ 0.012; (III) gSL-III (Γ/|K | = 0.4, δ = 0.4), integrated over 0 ≤ ω/|K | ≤ 0.05; (IV)
gSL-IV (Γ/|K | = 1, δd = 0.15), integrated over 0 ≤ ω/|K | ≤ 0.008; (V) gSL-V (Γ/|K | = 1, δd = 0.2), integrated over 0 ≤ ω/|K | ≤ 0.005; (VI)
gSL-VI (Γ/|K | = 1, δd = 0.4), integrated over 0 ≤ ω/|K | ≤ 0.01; (VII) gSL-VII (Γ/|K | = 0.6, δzz = 0.7) integrated over 0 ≤ ω/|K | ≤ 0.02;
(VIII) gSL-VIII (Γ/|K | = 0.6, δzz = 0.9), integrated over 0 ≤ ω/|K | ≤ 0.01; (IX) PKSL (Γ/|K | = 0.3, δd = 0.01), integrated over
0 ≤ ω/|K | ≤ 0.01. The low-energy DSF of the KSL is not shown here, because the data are zero below the gap of the bx,y,z fermions.
Appendix E: Symmetry, Chern number, and GSD
We have shown that the gapless points in the gapless QSL
phases (namely, the PKSL and the gSL-I∼VIII, see Fig.4) are a
set of several {∗k }. The points in the same {∗k } are related by
P orC2 symmetry operation and are marked by the same color.
This relation restricts the number of cones to be 4n+2m. In the
following, we will illustrate that in an applied magnetic field
the remaining symmetry also constrains the Chern number in
the resultant gapped chiral spin liquid.
1. Mass information of the cones in magnetic fields
The chirality of theMajorana coneswith respect tomagnetic
fields can be obtained using k · p expansion method. From
the chiralities of a cone with respect to the magnetic field
along x, y, z directions, we can figure out the maximum mass
direction (MMD) of that cone. Once we have known the
MMD for a cone, the chirality of this cone with respect to a
weak magnetic field just depends on the sign of the component
along the MMD. For states in the same QSL phase, the MMD
of a cone varies continuously with interaction parameters. In
Tab. III, we provide the detailed information for the cones
in representative states in the nodal QSL phases gSL-I, gSL-
II, gSL-VI and gSL-VIII which will be further discussed in
Sec.E 3.
Cone MMD with B · S B ‖ (111) ∑
〈〈i, j 〉〉
(iC†
i
Cj + h.c.)
D (-0.56,-0.56,+0.62) − +
R (-0.10,-0.10,+0.99) + +
gSL-I B (-0.05,-0.05,-0.99) − −
G1 (+0.85,-0.52,-0.12) + +
G2 (-0.52,+0.85,-0.12) + −
D (-0.68,-0.68,+0.25) − +
gSL-II G1 (+0.82,-0.57,-0.08) + +
G2 (-0.57,+0.82,-0.08) + +
gSL-VI D (+0.26,+0.26,+0.93) + +
D (-0.56,-0.57,+0.60) − +
gSL-VIII R (-0.67,-0.69,+0.26) − −
B1 (+0.51,+0.77,-0.38) + +
B2 (+0.77,+0.51,-0.38) + −
TABLE III. Mass information for the Majorana cones on the left half
BZ in the gSL-II phase [see Fig. 4(II)] and the gSL-VIII phase [see
Fig. 4(VIII)]. MMD stands for maximum mass directions (see the
main text for definition). D,G,R,B stand for the color of the cones
and denote dark, green, red, blue respectively, and 1 (2) label the
upper (lower) cone with the same color.
From the MMD information of all the cones, we can imme-
diately know the total Chern number for arbitrarily oriented
magnetic fields. In the following sections, we’ll discuss in
detail for the cases B ‖ (111) and B is oriented along non-
symmetric directions.
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2. Chern number in a field with B ‖ (111)
When a magnetic field is added along (111)-direction, the
time-reversal symmetry is violated, and the symmetry group
reduces fromG = C˜2v×ZT2 toGc = {E,C2T, P, σmT}. Notic-
ing that one {∗k } contains at most 4 wave vectors, the wave
vectors in the same {∗k } can be transformed into each other
by the group elements in Gc .
Since the Chern number comes from the cones (each cone
contribute a Chern number 12 or− 12 when it opens a gap), in the
following we show that the cones in the same {∗k } contribute
the same Chern number (all equal to 12 or all equal to − 12 ). For
example, if a state contains 6 cones with n = 1 and m = 1,
then the total Chern number in a weak field B ‖ (111) can
only be one of the following: 3 = 2 + 1, 1 = 2 − 1, −1 =
−2+1, −3 = −2−1. The results listed in Tab. I are consistent
with the symmetry constraint.
We firstly consider the inversion symmetry P. The symme-
try operator on the fermions in the following way,
PBkP−1 = MPB−k, (E1)
where Bk = (ck↑A, ck↓A, ck↑B, ck↓B, c†−k↑A, c†−k↓A, c†−k↑B, c†−k↓B)T ,
and MP = I ⊗ (−iσy) ⊗ I (I is the 2 by 2 identity matrix) is
determined by the Kitaev PSG (B42).
Since the total mean-field Hamiltonian H =
∑
k B
†
k
HkBk is
invariant under inversion operator (B42), therefore
H−k = MpHkM†p . (E2)
If |ϕk 〉 is the eigenvector of Hk with eigenvalue εk , Hk |ϕk 〉 =
εk |ϕk 〉, then H−kMP |ϕk 〉 = εkMP |ϕk 〉, namely, MP |ϕk 〉 =
eiθ−k |ϕ−k 〉 is the eigenvector of H−k with eigenvalue εk , where
eiθ−k is a k -dependent gauge transformation. The Berry con-
nections at −k and k in the same energy band are related as
the following,
Ak = 〈ϕk |∂k |ϕk 〉 = 〈ϕk | (|ϕk+δk 〉 − |ϕk 〉) /δk
= 〈ϕk |M†P (MP |ϕk+δk 〉 − MP |ϕk 〉) /δk
= 〈ϕ−k |
(
eiθ−k−δk−iθ−k |ϕ−k−δk 〉 − |ϕ−k 〉
)
/δk
= −A−k −A−k,
where A−k is pure gauge term having no contribution to the
Berry curvature.
It can be further shown that the Berry curvature Fxy =
∂kx Aky − ∂ky Akx in the first BZ is symmetric under inversion,
Fxy(−k ) = Fxy(k ) for every band. This result is verified
numerically, as shown in Fig. 11. We note that the Berry
curvatures of each band are also symmetric under inversion
operation. Therefore, the cones related by inversion symmetry
have the same contribution to the Chern number. The proof
of the other symmetry, σmT , is very similar and will not be
repeated here.
3. Chern number in a generic magnetic field
We claim that the spin liquid states with different number of
Majorana cones belong to different phases. This conclusion is
0
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FIG. 11. Berry curvature of the chiral spin liquid descending from
the gSL-III in a weak field along (111)-direction. Only the data of
the second occupied band are shown.
partially confirmed by the fact that in a weak magnetic field
B ‖ (111) the resultant Chern numbers for states with different
number of cones are generally different. However, there are
exceptions. Notice that the gSL-I, gSL-II, gSL-V and gSL-VI
contain 10,6,10,2 cones, respectively, but their Chern numbers
are all equal to 1.
This issue is solved by changing the field orientations. From
the MMD information of the cones listed in Tab.III, one can
obtain the chiralities of the cones with respect to arbitrarily
orientedweakmagnetic fields, and thus the total Chern number
can be read out. For instance, with applied field B ‖ (1,−1, 5),
B ‖ (1,−1,−5) and B ‖ (10, 1, 1), the resultant Chern numbers
are shown in Tab. IV. It can be seen that the states containing
different numbers of cones indeed behave differently.
Especially, the gSL-VIII phase may obtain a nontrivial
Chern number in a generic magnetic field although it has a
trivial Chern number in the case B ‖ (111). For example, for
the weak field B ‖ (1, 1, 4) one obtains Chern number ν = −2
and for the weak field B ‖ (1, 2, 4) one obtains Chern number
ν = 2.
field orientation gSL-I gSL-II gSL-V gSL-VI
B ‖ (1,−1, 5) ν = 1 ν = −1 ν = 1 ν = 1
B ‖ (1,−1,−5) ν = −1 ν = 1 ν = −1 ν = −1
B ‖ (10, 1, 1) ν = −3 ν = −1 ν = −1 ν = 1
TABLE IV. Chern numbers in differently oriented (weak) magnetic
fields.
4. Ground state degeneracy
To see if the Gutzwiller projected wave functions are indeed
nontrivial, namely, to check if the Z2 gauge fields are decon-
fined after projection, we calculate the ground state degeneracy
(GSD) on a torus. To this end, we change the boundary condi-
tions and calculate the overlap matrix between the Gutzwiller-
projected states, namely, ραβ = 〈PGψα |PGψβ〉 = ρ∗βα, where
α, β ∈ {++,+−,−+,−−} are the boundary conditions (+ stands
for periodic boundary condition and − stands for anti-periodic
boundary condition) along x, y-direction, respectively. If the
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Parent state ν ρ1 ρ2 ρ3 (ρ4) GSD
Z2 QSL 0 1.4×10−5 0.4557 1.1081 2.4362 4
KSL 1 0.9544 0.9866 1.0590 3
PKSL 5 0.6773 1.0163 1.3064 3
gSL-I 1 0.4273 1.0005 1.5722 3
gSL-II 1 0.3085 1.0004 1.6912 3
gSL-III −1 0.0377 1.0012 1.9611 3
gSL-IV 3 0.3004 0.9782 1.7215 3
gSL-V 1 0.2120 0.9814 1.8066 3
gSL-VI 1 0.0316 0.8871 2.0812 3
gSL-VII −2 0.0013 0.7287 1.2701 1.9999 4
gSL-VIII 0 1.3×10−7 0.5228 1.0080 2.4692 4
Dimer 0 7.3×10−7 2.8×10−6 8.8×10−6 4.0000 1
TABLEV. Eigenvalues of the overlap matrices of the ground states of
gapped states on a torus. ν is mean-field Chern number of the gapless
states which are gapped by a small magnetic field B ‖ 1√
3
(x + y + z).
The system size we adopt is 8×8×2. The data for the ‘Z2 QSL’ and
the ‘dimer’ states are calculated without applying magnetic fields.
Chern number of the mean-field ground state is odd, then the
state |ψ++〉 vanishes after Gutzwiller projection48, therefore
there are at most 3-fold degenerate ground states on a torus
and the ρ matrix is 3 by 3. Otherwise, if the Chern number
is even, then there are at most 4-fold degenerate ground states
and the ρ matrix is 4 by 4.
If thematrix ρ has only one significant eigenvalue and all the
others are vanishingly small, then the GSD is 1 which means
that the Z2 gauge field is confined. On the other hand, if ραβ
has more than one (nearly degenerate) nonzero eigenvalues,
then the GSD is nontrivial and hence the Z2 gauge fluctua-
tions are deconfined. The data for the eigenvalues of ρ for
projected mean-field states carrying different Chern numbers
are summarized in Tab. V.
The first eigenvalue of gSL-VIII 1.3 × 10−7 is very small,
which seems to indicate that the GSD is not 4. However, the
situation is quite similar in the Z2 spin liquid state in the pure
Kitaevmodel, where the smallest eigenvalue is 1.4×10−5 and is
much smaller than other eigenvalues. Recalling that the Kitaev
model is exactly solvable, where the gapped states belongs to
the toric code phase and is Z2 deconfined4. Therefore, we also
believe that the gSL-VIII is also Z2 deconfined and nontrivial.
Particularly, we calculate the GSD of the pi-flux state dis-
cussed in Appendix C 2. For a torus with 12 × 12 unit
cells, the eigenvalues of the overlap matrix ρ are given by
2.5 × 10−5, 2.9 × 10−5, 6.4 × 10−5, 3.99988. The last eigen-
value is by far larger than the remaining three ones, therefore
the GSD is 1 and therefore the projected pi-flux state is trivial.
Actually, we have performed a finite-size scaling calculation
(not shown), which indeed indicates that the GSD of this state
is 1 in the large-size limit.
Appendix F: K-Γ chains
In the δzz = 1 limit, the system becomes decoupled spin
chains. A single chain is shown to exhibit a hidden Oh sym-
metry and supports a gapless phase described by an emergent
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FIG. 12. Energy per site for the U(1) and Z2 ansatz’s for the K-Γ
chain (F1). The calculation is performed for a system with 120 sites
under periodic boundary condition. The level crossing at small Γ
indicates a first-order phase transition between the Z2 QSL and the
U(1) SL.
SU(2)1 Wess-Zumino-Witten model52. Under a six-sublattice
rotation72, the spin chain can be mapped into a model with
three sublattices,
H1D =
∑
〈i, j 〉∈(αβ)γ
−KSγi Sγj − Γ(Sαi Sαj + Sβi Sβj ), (F1)
where γ = x, y, z. Furthermore, it was shown that a three-
sublattice rotation can map (K, Γ) to (K,−Γ)52.
For the parametersK < 0 and Γ > 0 thatwe are studying, the
transformed model (F1) can be further transformed into a fully
anti-ferromagnetic one by a three-sublattice transformation:
H1D =
∑
〈i, j 〉∈(αβ)γ
|K |Sγi Sγj + |Γ |(Sαi Sαj + Sβi Sβj ). (F2)
We adopt two different types of ansatz’s. In the first one,
we treat the original K-Γ interactions directly. The mean-
field Hamiltonian of the K-Γ chain is descending from the
two-dimensional ansatz (C1). Since the mean-field decou-
pling contains spinon-pairing terms, the projected state is a
Z2 spin liquid state. In the second one, we start from the
transformed three-sublattice model (F2) since it is equivalent
to the K-Γ chain up to unitary transformations. Noticing that
|K |Sγi Sγj + |Γ |(Sαi Sαj + Sβi Sβj ) = |Γ |S i · S j + (|K | − |Γ |)Sγi Sγj ,
we can introduce the following U(1) ansatz,
HU(1) =
∑
〈i, j 〉∈γ
χ(c†
i,↑cj,↑ + c
†
i,↓cj,↓) + χγC†i σγCj + h.c.
where C†i = (c†i,↑, c†i,↓) and 4 variational parameters, namely
χ, χx, χy, χz appear in above equation. Finally, a U(1) spin
liquid state for the original K-Γ model can be obtained from
above U(1) ansatz by performing the inverse of the three-
sublattice and six-sublattice transformations.
We have also consideredmagnetically ordered states but find
that they are not energetically favored. Our VMC calculation
indicates that there exists a finite Z2 phase at small |Γ | which is
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separated from the U(1) state by a first-order phase transition
at |Γ |/|K | ' 0.05, see Fig. 12.
Our results are qualitatively consistent with previous
results52, except that our Z2 phase shrinks to a single first-
order phase transition point at Γ = 0 in Ref.52.
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