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In this work, we present a model for tumour growth in terms of reaction-diffusion equations with mechan-
ical coupling and time fractional derivatives. We prove the existence and, for constant mobilities, unique-
ness of the weak solution. Numerical results illustrate the effect of the fractional derivative and the
influence of the fractional parameter.
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1. Introduction
Mathematical modelling to understand the development of tumour cells and their dynamics is of great
importance as it in turn helps in devising appropriate treatment methods. In this study, we introduce
fractional time derivatives in a tumour growth model with mechanical coupling. The fractional deriva-
tives have the role of accounting for anomalous diffusion, more precisely subdiffusion, seen in tumour
growth.
The tumour microenvironment has a strong influence on tumour cell proliferation and migration
(Balkwill et al., 2012; Wang et al., 2017; Yuan et al., 2016). Depending on the environment of the
surrounding host tissue, tumour not only migrates using typical Fickian diffusion, but it also migrates
more generally using subdiffusion, superdiffusion, and even ballistic diffusion. Haptotaxis and chemo-
taxis, which are initiated by extracellular matrix and nutrient supply respectively, and cell-cell adhesion
all drastically affect a tumour’s diffusion mode when a tumour invades its surrounding host tissue and
proliferates. In particular, experimental results by (Jiang et al., 2014) both from in vitro and in vivo
show evidence of anomalous diffusion in cancer growth. Taking the average radius of the tumour to be
an indicator of the root-mean-squared displacement of the cells, they observed anomalous diffusion in
in vitro experiments of growing cultured cells from the breast line, and in the clinical data from patients
with adrenal tumour and liver tumour.
Anomalous diffusion is a diffusion process with a nonlinear relation between mean squared dis-
placement and time, unlike the normal diffusion process where the relation is linear. In the microscopic
setting, the diffusion processes are presented by the continuous time random walk (CTRW) model
(Tahir-Kheli & Elliott, 1983), wherein the particle jumps in random directions, and the waiting time
before the next jump and jump lengths are given by random processes. We have the following three
relevant examples of CTRW. When the mean of the probability density function (PDF) of the waiting
time (first moment) and the variance of the PDF of the jump length (second moment) are finite, in the
long-time limit we have a behaviour described by an integer-order diffusion equation. In this case, the
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solution for a point initial condition is a Gaussian PDF, and the mean square displacement (MSD) has
a linear dependence on time. A PDF of the waiting time ∼ t−1−α as t → ∞ with 0 < α < 1, results,
in the continuum limit, in a time fractional diffusion equation, represented by a power-law dependence
of MSD on time of the form < x2(t) >∼ tα leading to subdiffusive behaviour. A PDF of jump length
∼ |x|−1−β as |x| →∞ with 0 < β < 2 gives us in the long-time limit a behaviour described by fractional
diffusion equations in space, leading to superdiffusive behaviour. Fractional differential equations were
obtained from the CTRW formulation in (Compte, 1996; Metzler & Klafter, 2000). The description of
reactions which take place in systems with anomalous diffusion is discussed in (Henry et al., 2006; Seki
et al., 2003; Yuste et al., 2004; Nepomnyashchy, 2016). These examples of CTRW discussed above
are adapted to cancer modelling by the migration proliferation dichotomy observed in the development
of cancer cells in (Iomin, 2005b,a, 2007; Fedotov & Iomin, 2007). We consider a subdiffusion limited
reaction equation for the density of tumour cells, in contrast to the normal reaction diffusion for nutri-
ents and chemotherapeutic density, to take into account the memory effects of cells. This involves the
introduction of the Riemann–Lioville fractional derivative, which has the memory kernel in its defini-
tion, in the flux and reaction terms in the equation concerning tumour density, as seen in (Iomin, 2015),
resulting in a multi-order system of fractional differential equations. The model can be modified to the
one with Caputo fractional derivative assuming sufficient regularity as seen in (Yuste et al., 2004).
It is important to incorporate mechanical effects in tumour growth model since the growth of the
tumour increases mechanical stress due to the surrounding host tissues, which in turn impede the further
growth of the tumour. Experimental evidence can be seen in (Helmlinger et al., 1997), where multi-
cellular spheroids were grown in agar gel concentrations ranging from 0% to 1% and increasing the agar
concentration resulted in the inhibited expansion of the spheroid as the substrate stiffness increased. In
the literature, reaction-diffusion models with mechanical coupling are seen in (Lima et al., 2016, 2017;
Faghihi et al., 2020; Hormuth et al., 2018) for modelling tumour growth. In our model, we incorporate
the mechanical effects in a similar way to the aforementioned papers.
After having introduced the mathematical model, we proceed with analysing existence and unique-
ness of a weak solution. We remark that, while the mathematical analysis of Cahn–Hilliard equations
with mechanical effects is well addressed in the literature, see for example (Miranville, 2001; Carrive
et al., 1999; Garcke, 2003, 2005a; Garcke et al., 2019), the analysis of reaction-diffusion equations with
mechanical coupling is not straightforward. The traditional Caputo derivative, which is valid for abso-
lutely continuous functions, is extended to a wider class of functions through various generalisations in
the study of weak solutions to fractional differential equations. For instance, some generalisations of
the Caputo derivative in the literature are given in (Kilbas et al., 2006; Allen et al., 2016; Gorenflo et al.,
2015; Li & Liu, 2018a; Akilandeeswari et al., 2017), and they all reduce to the traditional one under the
assumption of sufficient regularity of the function. In the analysis, we use the one in (Kilbas et al., 2006;
Diethelm, 2010), which relies on Riemann–Liouville derivatives and is, in contrast to the traditional one,
also valid for some functions that do not necessarily have the first derivative. Using Galerkin methods
for showing the existence of weak solution to partial fractional differential equations is quite popular and
it is seen for instance in (Djilali & Rougirel, 2018; Ouedjedi et al., 2019; Zacher, 2009, 2019; McLean
et al., 2019, 2020; Li & Liu, 2018b; Manimaran et al., 2019) and for tumour growth models in (Garcke
& Lam, 2017; Fritz et al., 2019b,a). The key variations from that of integer-order in the analysis are the
fractional Gronwall Lemma, see (McLean et al., 2020), some special estimates due to the lack of chain
rule for fractional derivatives, see (Vergara & Zacher, 2008), and compactness theorems similar to the
Aubin–Lions theorem, see (Li & Liu, 2018b). The multi-order ordinary fractional differential system
is well addressed in (Diethelm, 2010), however there is not much in the literature on the multi-order
partial differential system.
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The main novelties of our work can be summarised as follows: (a) we consider a nonlinear reaction-
diffusion system with a fractional time derivative, capable of modelling subdiffusion in tumour pro-
gression, and we illustrate, by numerical simulations, its flexibility in describing the tumour dynamics
by varying the fractional exponent; (b) we provide a rigorous mathematical analysis of the existence
and uniqueness of a weak solution to this model, the original aspects consisting in the treatment of the
fractional time derivative and of the mechanical coupling.
This exposition has the following structure: Section 2 gives the mathematical modelling of the
tumour growth with mechanical effects and fractional derivative. In Section 3, we introduce the nota-
tions and preliminary results needed in the later sections. The mathematical analysis of the model giving
existence and uniqueness of the weak solution using Galerkin methods is worked out in Section 4. The
numerical discretisation of the model using finite element method for space and finite differences in time
with a convolution quadrature formula for the fractional derivative is given in Section 5. The results of
the numerical experiments in Section 6 show the effects of the fractional derivative and the mechanical
coupling in the model.
2. Mathematical Modelling
We consider a material body B composed of two constituents, tumour cells and healthy cells, which
occupy a common portion of a bounded Lipschitz domain Ω ⊂ Rd , d = 2, during the time t ∈ [0,T ].
Nutrients such as oxygen and glucose in Ω nourish both the healthy and tumour cells. The increasing
number of tumour cells by the intake of nutrients and interaction with the surrounding healthy cells
increases the mechanical stress which in turn affects the mobility of the tumour. Treatment for cancer
is given by chemotherapy in which the drug diffuses through the region Ω and kills the fast growing
cancerous cells.
The quantities of interest to us are as follows: the mass density of the tumour cells per unit volume
ρφ , where φ : Ω × [0,T ]→ [0,1] is the volume fraction of the tumour cells in B and ρ is the mass
density of the tumour cells, the displacement field u :Ω × [0,T ]→Rd , the mass density of the nutrients
ψ : Ω × [0,T ]→ R and the mass density of the chemotherapeutic agents χ : Ω × [0,T ]→ R.
2.1 Evolution of tumour
Time evolution of the physical system must obey the laws of conservation of mass, linear and angular
momentum, energy and the second law of thermodynamics. We ignore the temperature and thermal
effects and proceed as done in (Lima et al., 2016).
• Conservation of mass:
∂t(ρφ)+∇ · (ρφv) = ρ(S−∇ ·J), (2.1)
where v is the velocity field, ρS is the mass density supplied by other constituents, which encom-
passes proliferation of tumour cells and their death due to chemotherapy treatment, and ρJ is the
mass flux over the boundary of Ω which we denote by ∂Ω .
• Conservation of linear and angular momentum:
∂t(ρφv)+∇ · (ρφv⊗v) = ∇ ·T +ρφb+ p,
T −T t =m, (2.2)
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where T is the Cauchy stress tensor for the tumour, b is the body force, p momentum supplied by
other constituents, m is the intrinsic moment of momentum and t is the transpose operator.
The total energy of the system Ψ˜ consists of the Ginzburg–Landau componentΨ(φ ,∇φ) depending
only on φ and its gradient ∇φ , and the stored energy potential W (φ ,ε (u)) depending on φ and the strain
measure ε (u). Assuming small deformations, we consider the potentials
Ψ˜ =
∫
Ω
Ψ(φ ,∇φ)+W (φ ,ε (u)) dx,
Ψ(φ ,∇φ) =
c
2
φ 2, W (φ ,ε (u)) =
1
2
ε : C(φ)ε + ε : T (φ),
where c > 0 is a constant, ε (u) = 12 (∇u +∇u
t), T (φ) = λφI is the symmetric compositional stress
tensor, λ > 0 depending on the tumour growth rate and I being the identity matrix, C(φ) is the linear
elastic inhomogeneous material tensor, and the operator : denotes the inner product for second-order
tensors.
The first variations of the energy functional with respect to φ and ε define the chemical potential,
and the stress tensor respectively
µ =
δΨ
δφ
+
δW
δφ
, T =
δW
δε
. (2.3)
The effects of the elastic deformation on the movement of tumour cells is prescribed by the term λ∇ ·u
in the chemical potential.
To incorporate subdiffusion, we introduce fractional derivatives in the mass flux and mass sources.
Modelling the subdiffusion and proliferation of cancer cells can lead to a linear fractional partial dif-
ferential equation through a comb model with proliferation in one dimension (Iomin, 2015). On a
microscopic level, subdiffusion-limited reaction is modelled in (Seki et al., 2003; Yuste et al., 2004) by
having fractional derivatives in flux and reaction terms.
Motivated by the previous models, the subdiffusion limited reaction for tumour mass density takes
the form,
J =−Mφ (x)∂ 1−αt ∇µ, S = Nφ∂ 1−αt f (φ ,ψ)−Pφ∂ 1−αt g(φ ,χ), (2.4)
for α ∈ (0,1), where Mφ :Ω→R+ is such that cMφ is the mobility of tumour cells, f ,g :Ω× [0,T ]→R
model the uptake of nutrient and chemotherapic by the tumour cells, Nφ > 0 is the rate at which the
tumour cells proliferate by using the nutrients, and Pφ > 0 is the rate at which the tumour cells die due
to the chemotherapy treatment. The operator ∂ 1−αt is the Riemann–Liouville fractional derivative and
is defined for a function ϕ : Ω × [0,T ]→ R, as
∂αt ϕ(t) = ∂t(g1−α ∗ϕ)(t), (2.5)
where the kernel is defined by
gα(t) :=
{
tα−1/Γ (α), α > 0,
δ (t), α = 0,
where δ (t) is the Dirac delta distribution and ∗ denotes the convolution on the positive halfline with
respect to the time variable, i.e., (gα ∗ϕ)(t) =
∫ t
0 gα(t− s)ϕ(s)ds. If ϕ is sufficiently smooth, then we
have
∂αt (ϕ(t)−ϕ0) = g1−α ∗∂tϕ(t), (2.6)
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where ϕ0 is a given data. The right-hand side is the classical Caputo fractional derivative. The for-
mulation on the left hand side, which expresses the Caputo fractional derivative in terms of Riemann–
Liouville fractional derivative, has the advantage that it requires less regularity of ϕ than the classical
definition.
We reduce the complexity of the system by using the common simplifying assumptions as in (Lima
et al., 2016): the tumour and healthy cells have constant mass density ρ = ρ0, m = 0, i.e., the material
is monopolar, no body force, i.e., b = 0, we neglect inertial effects and we further assume that the
mechanical equilibrium is attained on a much faster time scale than diffusion takes place, i.e., the left
hand side in the linear momentum equation vanishes. For ease of technical difficulties, we assume
that the tumour is an isotropic and homogeneous C(φ) ≡C material, and so C takes the form Cε =
2Gε + 2Gν1−2ν trε I, where G > 0 denotes the shear modulus, while ν <
1
2 is the Poisson’s ratio. This
assumption assures that the energy functional W (φ ,ε ) is convex in both its variables, which is required
in using Lemma 3.1, which is an analogous result to the chain rule in fractional derivatives for providing
estimates for φ . A more general energy functional is considered in (Garcke, 2003) with integer-order
derivatives.
With these simplifications the equations (2.1)–(2.4) together with the properties of fractional opera-
tors, and assuming sufficient smoothness on the functions, give the system
∂αt (φ −φ0) = ∇ ·
(
Mφ (x)∇µ
)
+Nφ f (φ ,ψ)−Pφg(φ ,χ), (2.7a)
µ = cφ +λ∇ ·u, (2.7b)
0 = ∇ ·
(
2Gε (u)+
2Gν
1−2ν tr(ε (u))I+λφI
)
, (2.7c)
where φ0 is a given data, playing the role of initial condition.
REMARK 2.1 If we assume smoothness on all involved variables, we can formally take the divergence
in the deformation equation (2.7c) and conclude that(
G+
G
1−2ν
)
∆(∇ ·u) =−λ∆φ .
If Mφ is a constant, then, by substitution into (2.7a)–(2.7b), we obtain
∂αt (φ −φ0) = Mφ
(
c− λ
2(1−2ν)
2G(1−ν)
)
∆φ +Nφ f (φ ,ψ)−Pφg(φ ,χ).
We note that in this case the equation for φ is independent of u. Further this also suggests that we require
at least c > λ
2(1−2ν)
2G(1−ν) to conclude the existence of a solution. We indeed see in Section 4 that we require
a slightly stronger condition on c.
2.2 Evolution of nutrient
The nutrient mass density is assumed to obey a reaction-diffusion equation, as standard (Preziosi, 2003,
Ch. 5 and 10)
∂ψ
∂ t
= ∇ · (Mψ(x)∇ψ)+Sψ(x, t)−Nψ f (φ ,ψ), (2.8)
Mψ : Ω → R+ is the mobility of the nutrients, Sψ : Ω × [0,T ]→ R denotes the external source of
nutrients over the volume, Nψ > 0 denotes the rate at which nutrients are consumed by the tumour cells,
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f (φ ,ψ) = φ(1−φ)ψKψ+ψ is a monod equation combined with the term (1−φ)which ensures that φ , which is a
volume fraction, does not take values greater than 1. The parameter Kψ > 0 is the monod half saturation
constant, corresponding to that nutrient mass density, where the nutrient-dependent growth takes its half
maximum value.
2.3 Evolution of chemotherapy
The mass density of chemotherapy is assumed to be governed by a reaction-diffusion equation
∂χ
∂ t
= ∇ · (Mχ(x)∇χ)−Nχχ+Sχ(x, t)−Pχg(φ ,χ), (2.9)
where Mχ : Ω → R+ is the mobility of chemotherapeutic agents, Sχ : Ω × [0,T ]→ R is the external
supply of chemotherapeutic over the domain, Nχ > 0 is the rate at which the chemotherapeutic agents are
degraded, Pχ > 0 denotes the rate at which chemotherapeutic agents act and are blocked later by killing
tumour cells. The term g(φ ,χ) = φ(1−φ)χKχ+χ includes, analogously to the nutrient uptake, a saturation
effect, including also that mainly cells in a certain growth phase are sensible to the chemotherapy. The
parameter Kχ > 0 is the density of chemotherapeutic agents when they reach their half maximum value.
Finally, collecting (2.7)–(2.9), the tumour evolution is governed by the system
∂αt (φ −φ0) = ∇ ·
(
Mφ (x)∇µ
)
+Nφ f (φ ,ψ)−Pφg(φ ,χ), (2.10a)
µ = cφ +λ∇ ·u, (2.10b)
0 = ∇ ·
(
2Gε (u)+
2Gν
1−2ν tr(ε (u))I+λφI
)
, (2.10c)
∂ψ
∂ t
= ∇ · (Mψ(x)∇ψ)+Sψ(x, t)−Nψ f (φ ,ψ), (2.10d)
∂χ
∂ t
= ∇ · (Mχ(x)∇χ)−Nχχ+Sχ(x, t)−Pχg(φ ,χ), (2.10e)
in Ω . We add to this system the following initial and boundary conditions
(φ ,ψ,χ) = (φ0,ψ0,χ0) on Ω ×{t = 0}, (2.11a)
∇µ ·n = 0 on Ω × (0,T ), (2.11b)
u = 0 on Σ1× (0,T ), |Σ1|> 0, (2.11c)(
2Gε (u)+
2Gν
1−2ν tr(ε (u))I+λφI
)
·n = 0 on ∂Ω\Σ1× (0,T ), (2.11d)
ψ = ψ˜b, χ = χ˜b on Σ2× (0,T ), (2.11e)
Mψ∇ψ ·n = ψb, Mχ∇χ ·n = χb on ∂Ω\Σ2× (0,T ), (2.11f)
where n denotes the outer normal to Ω and Σ1,Σ2 ⊂ ∂Ω are parts of the boundary ∂Ω with non-zero
measures. We assume no-flux boundary conditions for the chemical potential and Dirichlet–Neumann
mixed boundary condition for the displacement, density of tumour and nutrient. The non-homogeneous
Dirichlet condition on part of the boundary Σ2 for nutrient and chemotherapy accounts for the concen-
tration supply from blood vessels. The homogeneous Dirichlet condition on the part of the boundary
Σ1 for displacement accounts for the presence of a rigid part of the body such as bone, which prevents
the variations of the displacement. In the rest of the boundary, the more natural Neumann boundary
condition is applied.
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REMARK 2.2 We assumed that the displacement u vanishes on Σ1 ⊂ ∂Ω , that means we imposed a
homogeneous Dirichlet boundary on Σ1, see also (Garcke et al., 2019; Faghihi et al., 2020; Bartkowiak
& Pawłow, 2005) for the same choice of boundary behaviour. This allows us to apply the well-known
Korn inequality directly in the proof of existence. In the case of pure Neumann boundary conditions,
one has to consider a different solution space for u, see (Miranville, 2001, 2003; Garcke, 2005b) for
more details.
REMARK 2.3 We can convert the problem to have homogeneous Dirichlet boundary conditions by
taking ψ˜ = ψ− ψ˜b and similarly for χ . Therefore we assume ψ˜b = χ˜b = 0.
3. Preliminaries
Let W kp (Ω ;Rd) denote the Sobolev space of order k with weak derivatives in the space Łp(Ω ;Rd) of
p-integrable functions having value in Rd . Shortly, we write W kp (Ω ;R) =W kp (Ω),H 1(Ω) =W 12 (Ω)
and H 10,Σ (Ω ;Rd) denotes the space of H 1(Ω ;Rd) functions with vanishing trace on Σ ⊂ ∂Ω , see
(Brezis, 2010) for more details. For notational simplicity, we denote ‖ · ‖Ł2(Ω ;Rd) and ‖ · ‖Ł2(Σ ;Rd)
by ‖ · ‖ and ‖ · ‖Σ respectively, (·, ·)Ł2(Ω ;Rd) and (·, ·)Ł2(Σ ;Rd) by (·, ·) and (·, ·)Σ respectively, and the
brackets 〈·, ·〉 denote the duality pairing on H −1(Ω)×H 1(Ω). The symbol C k(·) denotes the space
of k-times continuously differentiable functions and Cb(·) denotes the space of bounded continuous
functions. Let H be a real separable Hilbert space with norm ‖ · ‖H and V be a Hilbert spaces such
that V ↪↪→H ↪→ V ′ is a Gelfand triple. We define the Bochner space
Łp(0,T ;H ) :=
{
ϕ : (0,T )→ X : ϕ Bochner measurable and ‖ϕ‖pŁp(0,T ;H ) :=
∫ T
0
‖ϕ(t)‖pH dt < ∞
}
,
where p ∈ [1,∞). For p = ∞ we modify it in the usual sense with the Bochner norm
‖ϕ‖Ł∞(0,T ;H ) := esssup
t∈(0,T )
‖ϕ(t)‖H .
We introduce the Sobolev–Bochner space
W 1p,q(0,T ;V ,V
′) := {ϕ ∈ Łp(0,T ;V ) : ∂tϕ ∈ Łq(0,T ;V ′)},
and its fractional counter-part
W αp,q(0,T ;ϕ0,V ,V
′) := {ϕ ∈ Łp(0,T ;V ) : g1−α ∗ (ϕ−ϕ0) ∈ 0W 1p,q(0,T ;V ,V ′)},
where ϕ0 ∈H and 0W 1p,q denotes functions in W 1p,q with vanishing trace at t = 0. This definition of
the fractional Sobolev–Bochner space indeed corresponds to the space of integrable fractional time-
derivatives.
In the existence proof we typically apply compactness results. A special case of the Aubin–Lions
compactness theorem, see (Simon, 1986, Corollary 4), states the following compact embedding
p ∈ [1,∞), W 1p,1(0,T ;V ,V ′) ↪↪→ Łp(0,T ;H ). (3.1)
In the fractional setting, we have the following analogous result
p ∈ [1,∞),r ∈
(
p
1+ pα
,∞
)
∩ [1,∞), W αp,r(0,T ;ϕ0,V ,V ′) ↪↪→ Łp(0,T ;H ), (3.2)
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where ϕ0 ∈H is given. The proof follows the lines of (Li & Liu, 2018b, Theorem 4.2) using the
estimates from (Li & Liu, 2018b, Proposition 3.4).
We also employ the following continuous embedding into the time-continuous function space to
establish additional regularity of the solutions of the partial differential equations,
W 12,2(0,T ;V ,V
′) ↪→ C ([0,T ]; [V ,V ′]1/2), (3.3)
where [V ,V ′]1/2 denotes the interpolation space of order 1/2 of V and V ′, see (Lions & Magenes,
2012, Theorem 3.1, Chapter 1), e.g. [H 10 (Ω),H
−1(Ω)]1/2 = Ł2(Ω). In the fractional setting, we have
a continuous embedding analogous to the one above. Indeed,
ϕ0 ∈H , ϕ ∈W α2,2(0,T ;ϕ0,V ,V ′) =⇒ g1−α ∗ (ϕ−ϕ0) ∈ C ([0,T ];H ), (3.4)
after possibly being redefined on a set of measure zero, see (Zacher, 2009, Theorem 2.1).
Throughout the whole paper, we denote by C a generic positive constant which is independent of
the unknowns φ ,µ,u,ψ and χ .
3.1 Useful inequalities and auxiliary results
We recall the Poincare´–Wirtinger, Poincare´, Korn and Sobolev inequalities, see Brezis (2010); Ciarlet
(2013),
‖ϕ−ϕ‖6C‖∇ϕ‖ for all ϕ ∈H 1(Ω),
‖ϕ‖6C‖∇ϕ‖ for all ϕ ∈H 10,Σ (Ω),
‖ϕ‖H 1(Ω ;Rd) 6C‖ε (ϕ)‖ for all ϕ ∈H 10,Σ (Ω ;Rd),
‖ϕ‖W mq (Ω ;Rd) 6C‖ϕ‖W kp (Ω ;Rd) for all ϕ ∈W
k
p (Ω ;Rd), k−
d
p
> m− d
q
, k > m,
(3.5)
where ϕ = 1|Ω |
∫
Ω ϕ(x)dx denotes the mean of ϕ . Also, we often make use of the ε-Young and the
Young convolution inequalities, given by
ab6 εap+ b
q
q(ε p)q/p
for all a,b> 0, 1
p
+
1
q
= 1, ε > 0,
‖ϕ1 ∗ϕ2‖Łr(Ω) 6 ‖ϕ1‖Łp(Ω)‖ϕ2‖Łq(Ω) for all ϕ1 ∈ Łp(Ω),ϕ2 ∈ Łq(Ω),
1
p
+
1
q
=
1
r
+1,
(3.6)
and Ho¨lder’s inequality, given by
‖ϕ1ϕ2‖Ł1(Ω) 6 ‖ϕ1‖Łp(Ω)‖ϕ2‖Łq(Ω) for all ϕ1 ∈ Łp(Ω),ϕ2 ∈ Łq(Ω),
1
p
+
1
q
= 1, (3.7)
see (Evans, 2010, Appendix B).
The following inequality, which is analogous to the chain rule, is required to obtain a priori estimates
to prove the existence of weak solutions of a time-fractional partial differential equation.
LEMMA 3.1 Suppose ϕ ∈ Ł2(0,T ;Ł2(Ω ,Rd)), and there exists ϕ0 ∈ Ł2(Ω ,Rd) such that g1−α ∗ (ϕ−
ϕ0) ∈ 0W 12,2(0,T ;Ł2(Ω ,Rd),Ł2(Ω ,Rd)). Let H ∈ C 1(Rd) be a convex function such that g1−α ∗
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∫
Ω H(ϕ)dx ∈ 0W 11 (0,T ). Then for almost all t ∈ (0,T ), we have(
H ′(ϕ(t)),∂t(g1−α ∗ϕ)(t)
)
> ∂t
(
g1−α ∗
∫
Ω
H(ϕ)dx
)
(t)
+
(
−
∫
Ω
H(ϕ(t))dx+
(
H ′(ϕ(t)),ϕ(t)
))
g1−α(t).
(3.8)
Proof. Let k ∈W 11 (0,T ). Then from a straightforward computation, we have the following identity for
almost all t ∈ [0,T ]∫
Ω
H ′(ϕ(t)) : ∂t(k ∗ϕ)(t)dx = ∂t
(
k ∗
∫
Ω
H(ϕ)dx
)
(t)+ k(t)
(∫
Ω
−H(ϕ(t))+H ′(ϕ(t)) : ϕ(t)dx
)
−
∫ t
0
d
ds
k(s)
(∫
Ω
H(ϕ(t− s))−H(ϕ(t))−H ′(ϕ(t)) : (ϕ(t− s)−ϕ(t))dx
)
ds.
(3.9)
We remark that the identity for functions with values in R can be seen in (Kemppainen et al., 2016,
Lemma 6.1) and the integrated form for functions in Rd can be seen in (Gripenberg et al., 1990, Lemma
18.4.4). We note that if k is non-negative and non-increasing then the last term is positive, since H
is a convex functional. The inequality (3.8) follows as in (Vergara & Zacher, 2008, Theorem 2.1) by
approximating g1−α with a more regular kernel kn ∈W 1,1(0,T ), using the above identity and taking the
limit. 
A particular form of Lemma 3.1 with H(ϕ) = 12ϕ
2 is proved in (Vergara & Zacher, 2008, Theorem
2.1) with functionals having value in any Hilbert space, and we have for almost all t ∈ [0,T ]
1
2
d
dt
(g1−α ∗‖ϕ‖2)(t)+ 12g1−α(t)‖ϕ(t)‖
2 6 (ϕ(t),∂t(g1−α ∗ϕ)(t)) . (3.10)
REMARK 3.1 The first term in (3.10) is well-posed for ϕ ∈W α2,2(0,T ;ϕ0,Ł2(Ω ,Rd),Ł2(Ω ,Rd)) because
of the following implication, which indeed holds true for a wide class of kernels and is proved in (Ver-
gara & Zacher, 2008, Proposition 2.1),
ϕ ∈ Ł2(0,T ;H ), g1−α ∗ϕ ∈ 0H 1(0,T ;H ) =⇒ g1−α ∗‖ϕ‖2H ∈ 0W 11 (0,T ). (3.11)
The following are the Gronwall–Bellman and generalised Gronwall–Bellman with singularity, used
for providing explicit bounds on solutions.
LEMMA 3.2 (Gronwall–Bellman, cf. (Evans, 2010, Appendix B)) Assume C1,C2 > 0 are constants. If
ϕ(t) is a non-negative, integrable function on [0,T ], satisfying
ϕ(t)6C1+C2
∫ t
0
ϕ(s) ds,
for almost all t ∈ [0,T ], then it holds that
ϕ(t)6C1eC2T ,
for almost all t ∈ [0,T ].
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LEMMA 3.3 (Generalized Gronwall–Bellman, cf. (Ye et al., 2007, Corollary 1)) Assume that a(t) is a
non-negative integrable function on the interval [0,T ], and b > 0 is a constant. If ϕ(t) is a non-negative,
integrable function satisfying
ϕ(t)6 a(t)+ b
Γ (α)
∫ t
0
(t− s)α−1ϕ(s)ds,
for almost all t ∈ [0,T ], then for almost all t ∈ [0,T ] the following holds true,
ϕ(t)6 a(t)+
∫ t
0
bΓ (α)(t− s)α−1Eα,α(bΓ (α)(t− s)α)a(s)ds,
where Eα,α(x) = ∑∞k=0
xk
Γ (αk+α) is the two-paramater Mittag–Leffler function.
LEMMA 3.4 (Fractional integration by parts, cf. (Djilali & Rougirel, 2018, Proposition 3.1)) Let ϕ1 ∈
Ł2(0,T ;H ) and ϕ2 ∈H 1(0,T ;H ). Then∫ T
0
(∂t(g1−α ∗ϕ1)(t),ϕ2)dt =−
∫ T
0
(
ϕ1,(g1−α ∗′ ∂tϕ2)(t)
)
dt+((g1−α ∗ϕ1)(t),ϕ2) |t=Tt=0 ,
where the convolution ∗′ is defined by (gα ∗′ ϕ)(t) =
∫ T
t gα(t− s)ϕ(s)ds.
4. Mathematical Analysis
In this section, we provide the existence and uniqueness of weak solution to the model (2.10) using the
Galerkin approximation approach.
DEFINITION 4.1 We say that (φ ,µ,u,ψ,χ) satisfying
φ ∈W α2,2(0,T ;φ0,Ł2(Ω),Ł2(Ω)), µ ∈ Ł2(0,T ;H 1(Ω)),
u ∈ Ł2(0,T ;H 1(Ω ;Rd)), ψ,χ ∈W 12,2(0,T ;H 1(Ω),H −1(Ω)),
is a weak solution to the system (2.10) with data (2.11), if the initial conditions g1−α ∗ (φ − φ0)(0) =
0, ψ(0) = ψ0, χ(0) = χ0 holds in the weak sense and the solution satisfies the variational form
(∂αt (φ −φ0),ξ1)+(Mφ∇µ,∇ξ1) = Nφ
(
f (φ ,ψ),ξ1
)−Pφ(g(φ ,χ),ξ1),(
µ,ξ2
)
= c
(
φ ,ξ2
)
+λ
(
∇ ·u,ξ2
)
,
2G(ε (u),ε (ξ 3))+
2Gν
1−2ν (∇ ·u,∇ ·ξ 3) =−λ (φ ,∇ ·ξ 3) ,
〈∂tψ,ξ4〉+
(
Mψ∇ψ,∇ξ4
)
=
(
Sψ ,ξ4
)−Nψ( f (φ ,ψ),ξ4)+(ψb,ξ4)∂Ω\Σ2 ,
〈∂tχ,ξ4〉+
(
Mχ∇χ,∇ξ4
)
=
(
Sχ ,ξ4
)−Nχ(χ,ξ4)−Pχ(g(φ ,χ),ξ4)+(χb,ξ4)∂Ω\Σ2 ,
(4.1)
for all ξ1 ∈H 1(Ω),ξ2 ∈ Ł2(Ω),ξ 3 ∈H 10,Σ1(Ω ;Rd) and ξ4 ∈H 10,Σ2(Ω).
THEOREM 4.2 (Well-posedness of global weak solutions) Let the following assumptions hold:
(A1) φ0,ψ0,χ0 ∈ Ł2(Ω), ψb,χb ∈ Ł2(0,T ;Ł2(∂Ω\Σ2)),
(A2) f ,g ∈ Cb(R2) such that 06 f 6C f and 06 g6Cg, for positive constants C f ,Cg,
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(A3) Mφ ,Mψ ,Mχ ∈ Cb(Ω) such that M0 6Mφ (x),Mψ(x),Mχ(x)6M∞ for positive constants M0, M∞,
(A4) Sψ ,Sχ ∈ Ł2(0,T ;Ł2(Ω)),
(A5) c > λ
2(1−2ν)
2Gν ,
then there exists a weak solution (φ ,µ,u,ψ,χ) in the sense of Definition 4.1. Additionally, the solution
satisfies the estimate
‖φ‖2Ł2(0,T ;Ł2(Ω))+‖µ‖
2
Ł2(0,T ;H 1(Ω))+‖u‖
2
Ł2(0,T ;H 1(Ω ;Rd))+‖ψ‖
2
Ł2(0,T ;H 1(Ω))+‖χ‖
2
Ł2(0,T ;H 1(Ω))
6 C
(
IC+C f +Cg+‖Sψ‖2Ł2(0,T ;Ł2(Ω))+‖Sχ‖
2
Ł2(0,T ;Ł2(Ω))+‖ψb‖
2
Ł2(0,T ;Ł2(∂Ω\Σ2))
+‖χb‖2Ł2(0,T ;Ł2(∂Ω\Σ2))
)
,
(4.2)
where IC = ‖φ0‖2 +‖ψ0‖2 +‖χ0‖2. Furthermore, the solution is unique if the nonlinear functions f ,g
are Lipschitz continuous with Lipschitz constants L f ,Lg > 0, respectively.
Proof. In order to prove the existence of weak solution, we first use the Faedo-Galerkin method and
semi-discretise the original problem in space in Subsection 4.1. The discretised model can be formu-
lated as a system of nonlinear mixed-order fractional differential equations in a finite dimensional space
whose existence of a solution is then obtained by fixed point theorem in Appendix A. We obtain the
required energy estimates in Subsection 4.2. In Subsection 4.3, we deduce from the Banach–Alaoglu
theorem and compactness theorems, the existence of limit functions which is shown to be a weak solu-
tion to the nonlinear system (2.10) in the sense of Definition 4.1 and show the weak solution satisfies
the estimate (4.2). Finally, we show in Subsection 4.4 that the Lipschitz continuity assumption on the
nonlinear functions f and g gives uniqueness of the solution.
4.1 Faedo–Galerkin approximation
We first choose discrete spaces Ym, Zm andWm such that their unions over m ∈N are dense inH 1(Ω),
H 10,Σ2(Ω) andH
1
0,Σ1(Ω ;R
d), respectively. We construct approximate solutions in these discrete spaces.
We see that the semi-discretised model of Problem (4.1) can be formulated as a system of multi-order
fractional ordinary differential equations.
Discrete spaces. We introduce the discrete spaces
Ym = span{y1, . . . ,ym}, Zm = span{z1, . . . ,zm}, Wm = span{w1, . . . ,wm},
where yk,zk : Ω → R, wk : Ω → Rd for k = 1, . . . ,m are eigenfunctions to the eigenvalues λ yk ,λ zk ,λwk of
the following respective problems
−∆yk = λ yk yk in Ω ,
∇yk ·n = 0 on ∂Ω ,
−∆zk = λ zk zk in Ω ,
zk = 0 on ∂Σ2,
∇zk ·n = 0 on ∂Ω\∂Σ2,
−∆wk = λwk wk in Ω ,
wk = 0 on ∂Σ1,
∇wk ·n = 0 on ∂Ω\∂Σ1.
Since the Laplace operator is a compact, self-adjoint, injective operator, we conclude by the spectral
theorem, see (Boyer & Fabrie, 2013; Robinson, 2001; Brezis, 2010), that
{yk}∞k=1, {zk}∞k=1 are orthonormal bases in Ł2(Ω) and orthogonal bases inH 1(Ω),
{wk}∞k=1 is an orthonormal basis of Ł2(Ω ;Rd) and orthogonal basis inH 1(Ω ;Rd).
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Exploiting the orthonormality of the eigenfunctions, we deduce that Ym, Zm are dense in Ł2(Ω), and
Wm is dense in Ł2(Ω ;Rd). We introduce the orthogonal projection, ΠYm : Ł2(Ω)→ Ym, which can be
written as
ΠYmϕ =
m
∑
k=0
(ϕ,yk)yk,
and by the properties of orthogonal projections, we have ‖ΠYmϕ‖ 6 ‖ϕ‖. Analogously, we can define
ΠZm and ΠWm .
Faedo–Galerkin system: Fix m> 0 and consider the Faedo–Galerkin approximations φm,µm : [0,T ]→
Ym, um : [0,T ]→Wm and ψm,χm : [0,T ]→ Zm with the representations
φm(t) :=
m
∑
k=1
ϑmk (t)yk, µ
m(t) :=
m
∑
k=1
ρmk (t)yk, u
m(t) :=
m
∑
k=1
ςmk (t)wk,
ψm(t) :=
m
∑
k=1
κmk (t)zk, χ
m(t) :=
m
∑
k=1
ϖmk (t)zk,
(4.3)
where ϑmk ,ρ
m
k ,ς
m
k ,κ
m
k ,ϖ
m
k : (0,T )→R are coefficient functions for k = 1, . . . ,m. To simplify notations,
we set
f m = f (φm,ψm), gm = g(φm,χm), ψmb =ΠZmψb, χ
m
b =ΠZmχb,
φm0 =ΠYmφ0, ψ
m
0 =ΠZmψ0, χ
m
0 =ΠZmχ0.
The Faedo–Galerkin system of the model reads
(∂αt (φ
m−φm0 ),yk)+(Mφ∇µm,∇yk) = Nφ
(
f m,yk
)−Pφ(gm,yk), (4.4a)
(µm,yk) = c(φm,yk)+λ (∇ ·um,yk), (4.4b)
2G
(
ε (um),ε (wk)
)
+
2Gν
1−2ν
(
∇ ·um,∇ ·wk
)
=−λ(φm,∇ ·wk), (4.4c)
(∂tψm,zk)+
(
Mψ∇ψm,∇zk
)
=
(
Sψ ,zk
)−Nψ( f m,zk)+(ψmb ,zk)∂Ω\Σ2 , (4.4d)
(∂tχm,zk)+
(
Mχ∇χm,∇zk
)
=
(
Sχ ,zk
)−Nχ(χm,zk)−Pχ(gm,zk)+(χmb ,zk)∂Ω\Σ2 , (4.4e)
for all k = 1, . . . ,m, along with the initial conditions
g1−α ∗ (φm−φm0 )(0) = 0, ψm(0) = ψm0 , χm(0) = χm0 .
After inserting the Galerkin ansatz functions (4.3) into the system (4.4) and introducing the following
notations
(Amµ )kl := (Mφ∇yl ,∇yk), (A
m
ψ)kl := (Mψ∇zl ,∇zk), (A
m
χ )kl := (Mχ∇zl ,∇zk),
(Amu )kl := (ε (wl),ε (wk)), (B
m)kl := (∇ ·wl ,∇ ·wk), (Cm)kl := (yl ,∇ ·wk),
ϑm(t) := (ϑm1 , . . . ,ϑ
m
m )
T , ρm(t) := (ρm1 , . . . ,ρ
m
m )
T , ςm(t) := (ςm1 , . . . ,ς
m
m )
T ,
κm(t) := (κm1 , . . . ,κmm)T , ϖm(t) := (ϖm1 , . . . ,ϖmm )T , ϑm0 := ((φ0,y1), . . . ,(φ0,ym))T ,
Smψ(t) := ((Sψ ,z1), . . . ,(Sψ ,zm))
T , Smχ (t) := ((Sχ ,z1), . . . ,(Sχ ,zm))
T ,
ψmb := ((ψ
m
b ,z1), . . . ,(ψ
m
b ,zm))
T , χmb (t) := ((χ
m
b ,z1), . . . ,(χ
m
b ,zm))
T ,
f my (t) := (( f
m,y1), . . . ,( f m,ym))T , gmy (t) := ((g
m,y1), . . . ,(gm,ym))T ,
f mz (t) := (( f
m,z1), . . . ,( f m,zm))T , gmz (t) := ((g
m,z1), . . . ,(gm,zm))T ,
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we obtain a more compact form of the Faedo–Galerkin system
d
dt
(g1−α ∗ (ϑm(t)−ϑm0 ))(t)+Amµρm(t) = Nφ f my (t)−Pφgmy (t), (4.5a)
ρm(t) = cϑm(t)+λ (Cm)tςm(t), (4.5b)(
2GAmu +
2Gν
1−2νB
m)ςm(t) =−λCmϑm(t), (4.5c)
d
dt
κm(t)+Amψκm(t) = Smψ(t)−Nψ f mz (t)+ψmb , (4.5d)
d
dt
ϖm(t)+Amχϖ
m(t) = Smχ (t)−Nχϖm(t)−Pχgmz (t)+χmb . (4.5e)
The matrix F m := 2GAmu +
2Gν
1−2νB
m is positive definite by Korn’s inequality (3.5) and hence, it is invert-
ible. From (4.5b) and (4.5c), we can write ρm(t),ςm(t) in terms of ϑm(t).
ρm(t) = (cI−λ 2(Cm)t(F m)−1Cm)ϑm(t), (4.6a)
ςm(t) =−λ (F m)−1Cmϑm(t). (4.6b)
Then we obtain a system of nonlinear multi-order fractional differential equations in the 3m unknowns
{ϑk,κk,ϖk}16k6m
d
dt
(g1−α ∗ (ϑm(t)−ϑm0 ))(t)+Amµ (cI−λ 2(Cm)t(F m)−1Cm)ϑm(t) = Nφ f my (t)−Pφgmy (t),
d
dt
κm(t)+Amψκm(t) = Smψ(t)−Nψ f m(t)+ψmb ,
d
dt
ϖm(t)+Amχϖ
m(t) = Smχ (t)−Nχϖm(t)−Pχgm(t)+χmb ,
along with the initial conditions, for k = 1, . . . ,m,
(g1−α ∗ ((ϑm)k− (φ0,yk)))(0) = 0, (κm)k(0) = (ψ0,zk), (ϖm)k(0) = (χ0,zk).
The theory of ordinary fractional differential equations in Appendix A ensures the existence of solution
to the nonlinear multi-order fractional differential system, and we obtain
ϑm,ρm,ςm ∈W α2,2(0,T ;ϑm0 ,Rm,Rm), κm,ϖm ∈W 12,2(0,T ;Rm,Rm).
We further see from (4.6a) and (4.6b) that
ρmk (t)−
m
∑
l=1
(
cI−λ 2(Cm)t(F m)−1Cm)kl (φ0,yl) = m∑
l=1
(
cI−λ 2(Cm)t(F m)−1Cm)kl (ϑml (t)− (φ0,yl)) ,
ςmk (t)+λ
m
∑
l=1
(
(F m)−1Cm
)
kl (φ0,yl) =−λ
m
∑
l=1
(
(F m)−1Cm
)
kl (ϑ
m
l (t)− (φ0,yl)) .
Taking convolution with g1−α on both sides of the above two equations, multiplying by yk and wk
respectively, and taking summation over k = 1 to m, we have
(g1−α ∗ (µm−µm0 ))(0) = 0, (g1−α ∗ (um−um0 ))(0) = 0,
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where µm0 = ∑
m
k,l=1
(
cI−λ 2(Cm)t(F m)−1Cm)kl (φ0,yl)yk and um0 = −λ ∑ml,k=1 ((F m)−1Cm)kl (φ0,yl)wk
and they satisfy
(µm0 ,yk) = c(φ
m
0 ,yk)+λ (∇ ·um0 ,yk), (4.7a)
2G
(
ε (um0 ),ε (wk)
)
+
2Gν
1−2ν
(
∇ ·um0 ,∇ ·wk
)
=−λ(φm0 ,∇ ·wk). (4.7b)
Therefore, we conclude
φm ∈W α2,2(0,T ;φm0 ,Ym,Ym), µm ∈W α2,2(0,T ;µm0 ,Ym,Ym),
um ∈W α2,2(0,T ;um0 ,Wm,Wm), ψm,χm ∈W 12,2(0,T,Ym,Ym).
We obtain from (4.4b) (and (4.4c)) and (4.7a) (and (4.7b)) that µm (and um) satisfy the following equa-
tions
(∂αt (µ
m−µm0 ),yk) = c(∂αt (φm−φm0 ),yk)+λ (∂αt (∇ ·um−∇ ·um0 ),yk) , (4.8a)
2G(∂αt (ε (u
m)− ε (um0 )) ,ε (wk))+
2Gν
1−2ν (∂
α
t (∇ ·um−∇ ·um0 ),∇ ·wk) =−λ (∂αt (φm−φm0 ),∇ ·wk) .
(4.8b)
Further we also get from the way discrete spaces are defined the following equation
−1
λ yk
(µm0 ,∆yk) = (µ
m
0 ,yk) = c(φ
m
0 ,yk)+λ (∇ ·um0 ,yk),
and taking integration by parts we get
(∇µm0 ,∇yk) = λ
y
k c(φ
m
0 ,yk)+λ
y
k λ (∇ ·um0 ,yk). (4.9)
4.2 Energy estimates
Estimates for µm. Multiplying (4.4b) with ρmk (t) and summing from k= 1 to m, we have, using Ho¨lder’s
inequality (3.7),
‖µm‖2 = c(φm,µm)+λ (∇ ·um,µm)6 (c‖φm‖+λ‖∇ ·um‖)‖µm‖,
and thus
‖µm‖6 c‖φm‖+λ‖∇ ·um‖6 c‖φm‖+λ‖um‖H 1(Ω ;Rd). (4.10)
Multiplying (4.7a) with (µm0 ,yk), summing from k = 1 to m and using Ho¨lder’s inequality (3.7), we have
the estimate
‖µm0 ‖6 c‖φm0 ‖+λ‖∇ ·um0 ‖6 c‖φm0 ‖+λ‖um0 ‖H 1(Ω ;Rd). (4.11)
Estimates for um. Multiplying (4.4c) with ςmk (t), and summing from k = 1 to m, we have
2G‖ε (um)‖2+ 2Gν
1−2ν ‖∇ ·u
m‖2 =−λ(φm,∇ ·um).
Using ε-Young’s (3.6) and Korn’s inequality (3.5), we have
C‖um‖2H 1(Ω ;Rd) 6 2G‖ε (um)‖2+
Gν
1−2ν ‖∇ ·u
m‖2 6 λ
2(1−2ν)
4Gν
‖φm‖2. (4.12)
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Multiplying (4.7b) with (um0 ,wk), and summing from k = 1 to m, we estimate as before to get
C‖um0 ‖2H 1(Ω ;Rd) 6 2G‖ε (um0 )‖2+
Gν
1−2ν ‖∇ ·u
m
0 ‖2 6
λ 2(1−2ν)
4Gν
‖φm0 ‖2. (4.13)
Estimates for φm. Multiplying (4.4a) with ρmk (t), (4.4b) with − ddt
(
g1−α ∗ (ϑmk − (φ0,yk))
)
(t), (4.4c)
with ddt
(
g1−α ∗
(
ςmk − (um0 ,wk)
))
(t)+ ςmk (t), and summing from k = 1 to m, we have
(∂αt (φ
m−φm0 ),µm)+(Mφ∇µm,∇µm) = Nφ
(
f m,µm
)−Pφ(gm,µm), (4.14a)
−(µm,∂αt (φm−φm0 )) =−c(φm,∂αt (φm−φm0 ))−λ (∇ ·um,∂αt (φm−φm0 )), (4.14b)
2G
(
ε (um),∂αt (ε (u
m)− ε (um0 ))
)
+
2Gν
1−2ν
(
∇ ·um,∂αt (∇ ·um−∇ ·um0 )
)
=−λ(φm,∂αt (∇ ·um−∇ ·um0 )),
(4.14c)
2G
(
ε (um),ε (um)
)
+
2Gν
1−2ν
(
∇ ·um,∇ ·um)=−λ(φm,∇ ·um). (4.14d)
Upon adding (4.14a)-(4.14c), we obtain
c(φm,∂αt (φ
m−φm0 ))+(∂φW (φm,ε (um)),∂αt (φm−φm0 ))+
(
∂εW (φm,ε (um)),∂αt (ε (u
m)− ε (um0 ))
)
+(Mφ∇µm,∇µm) = Nφ
(
f m,µm
)−Pφ(gm,µm),
where we have, from Section 2,
W (φ ,ε ) =
1
2
ε : Cε + ε : λφI, Cε = 2Gε +
2Gν
1−2ν trε I,
∂φW (φ ,ε (u)) = ε (u) : λ I= λ∇ ·u, ∂εW (φ ,ε (u)) =Cε (u)+λφI= 2Gε (u)+ 2Gν1−2ν∇ ·uI+λφI.
We see that the convex functional W (φm,ε (um)) satisfies the assumptions in Lemma 3.1 by noticing
that ∫
Ω
W (φm,ε (um))dx =−G‖ε (um)‖2− Gν
1−2ν ‖∇ ·u
m‖2, (4.15)
which is obtained using (4.14d). We now apply Lemma 3.1 with H(ϕ) =W (φm,ε (um)) and (3.10), and
get the following estimate
d
dt
(
g1−α ∗
(
c
2
‖φm‖2+
∫
Ω
W (φm,ε (um))dx
))
(t)+
(
c(φm,φm−φm0 )−
c
2
‖φm‖2
)
g1−α(t)
+
((
∂φW (φm,ε (um)),φm−φm0
)
+
(
∂εW (φm,ε (um)),ε (um)− ε (um0 )
)−∫
Ω
W (φm,ε (um))dx
)
g1−α(t)
+(Mφ∇µm,∇µm)6 Nφ
(
f m,µm
)−Pφ(gm,µm).
Using the convexity of the functionals W (φm,ε (um)) and c2 (φ
m)2, (A3), (4.10), (4.12) and (4.13), we
have
d
dt
(
g1−α ∗
(
c
2
‖φm‖2+
∫
Ω
W (φm,ε (um))dx
))
(t)+M0‖∇µm‖2 6 C
(‖φm0 ‖2g1−α(t)+‖φm‖2)
+
Nφ
2
‖ f m‖2+ Pφ
2
‖gm‖2.
(4.16)
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All the terms in the above estimate belong to Ł1(0,T ), and so we convolute with gα to get a bound for
φm in the space Ł2(0,T ;Ł2(Ω)). Using the fact that g1−α ∗
( c
2‖φm‖2+
∫
Ω W (φm,ε (um))dx
)
(0) = 0
and the auxiliary result gα ∗g1−α = g1, see (Diethelm, 2010, Theorem 2.2), we have
gα ∗ ddt
(
g1−α ∗
(
c
2
‖φm‖2+
∫
Ω
W (φm,ε (um))dx
))
=
d
dt
(
gα ∗g1−α ∗
(
c
2
‖φm‖2+
∫
Ω
W (φm,ε (um))dx
))
=
c
2
‖φm‖2+
∫
Ω
W (φm,ε (um))dx.
Convoluting (4.16) with gα , we have for almost all t ∈ [0,T ],
c
2
‖φm‖2+
∫
Ω
W (φm,ε (um))dx+M0
(
gα ∗‖∇µm‖2
)
(t)6C‖φm0 ‖2+C
(
gα ∗‖φm‖2
)
(t)
+
Nφ
2
(
gα ∗‖ f m‖2
)
(t)+
Pφ
2
(
gα ∗‖gm‖2
)
(t).
Further, using (4.15) and (4.12), we have
1
2
(
c− λ
2(1−2ν)
2Gν
)
‖φm‖2+M0
(
gα ∗‖∇µm‖2
)
(t)6C‖φm0 ‖2+C
(
gα ∗‖φm‖2
)
(t)
+
Nφ
2
(
gα ∗‖ f m‖2
)
(t)+
Pφ
2
(
gα ∗‖gm‖2
)
(t),
where the constant in the first term is positive by (A5). Using the generalised Gronwall–Bellman Lemma
3.3, integrating from 0 to T , using Young’s inequality for convolution (3.6) and the property of orthog-
onal projection, we obtain the upper bound
‖φm‖2Ł2(0,T ;Ł2(Ω)) 6C
(‖φ0‖2+C f +Cg) . (4.17)
Moreover, integrating (4.16) from 0 to T , using (4.17) and the fact that g1−α is positive yields
‖∇µm‖2Ł2(0,T ;Ł2(Ω)) 6C
(‖φ0‖2+C f +Cg) . (4.18)
Estimates for ψm. We have stated in (4.4d) the following Faedo–Galerkin equation for ψm,(
∂tψm,zk
)
+
(
Mψ∇ψm,∇zk
)
=
(
Sψ ,zk
)−Nψ( f m,zk)+(ψmb ,zk)∂Ω\Σ2 ,
and by multiplying this equation by κmk (t) and taking summation over k = 1 to m and using (A4), we
arrive at (
∂tψm,ψm
)
+M0‖∇ψm‖2 6 Nψ
(
f m,ψm
)
+
(
Sψ ,ψm
)
+(ψmb ,ψ
m)∂Ω\Σ2 .
Using the inequalities (3.7) and (3.6), we estimate the right hand side and get the following upper bound
1
2
d
dt
‖ψm‖2+M0‖∇ψm‖2 6
(
Nψ
2
+
1
2
)
‖ψm‖2+ Nψ
2
‖ f m‖2+ 1
2
‖Sψ‖2+‖ψmb ‖∂Ω\Σ2‖ϒψm‖∂Ω\Σ2 ,
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whereϒ :H 1(Ω)→ Ł2(∂Ω\Σ2) is the trace operator. Since the trace operator is continuous, we have
‖ϒϕ‖∂Ω\Σ2 6C‖ϕ‖H 1(Ω) for every ϕ ∈H 1(Ω), see (Evans, 2010, Section 5.5, Theorem 1). Applying
ε-Young’s inequality (3.6), we find
1
2
d
dt
‖ψm‖2+ M0
2
‖∇ψm‖2 6
(
Nψ
2
+1
)
‖ψm‖2+ Nψ
2
‖ f m‖2+ 1
2
‖Sψ‖2+C‖ψmb ‖2∂Ω\Σ2 .
Finally the Gronwall–Bellman Lemma 3.2, yields the estimate,
‖ψm‖2Ł2(0,T ;Ł2(Ω))+‖∇ψ
m‖2Ł2(0,T ;Ł2(Ω)) 6 C
(‖ψ0‖2+C f +‖Sψ‖2Ł2(0,T ;Ł2(Ω))
+‖ψb‖2Ł2(0,T ;Ł2(∂Ω\Σ2))
)
.
(4.19)
Estimates for χm. Multiplying (4.4e) with ϖmk (t) and taking summation over k = 1 to m, using the
typical inequalities and proceeding as in the estimates for ψ , we have the estimate
‖χm‖2Ł2(0,T ;Ł2(Ω))+‖∇χ
m‖2Ł2(0,T ;Ł2(Ω)) 6 C
(‖χ0‖2+Cg+‖Sχ‖2Ł2(0,T ;Ł2(Ω))
+‖χb‖2Ł2(0,T ;Ł2(∂Ω\Σ2))
)
.
(4.20)
Summing the equations (4.10), (4.12), (4.17)–(4.20), we arrive at the energy estimate
‖φm‖2Ł2(0,T ;Ł2(Ω))+‖µ
m‖2Ł2(0,T ;H 1(Ω))+‖u
m‖2Ł2(0,T ;H 1(Ω ;Rd))+‖ψ
m‖2Ł2(0,T ;H 1(Ω))
+‖χm‖2Ł2(0,T ;H 1(Ω)) 6 C
(
IC+C f +Cg+‖Sψ‖2Ł2(0,T ;Ł2(Ω))+‖Sχ‖
2
Ł2(0,T ;Ł2(Ω))
+‖ψb‖2Ł2(0,T ;Ł2(∂Ω\Σ2))+‖χb‖
2
Ł2(0,T ;Ł2(∂Ω\Σ2))
)
.
(4.21)
Estimates for the time derivatives. Since our equations in which we wish to pass to the limit have
nonlinear functions in φm,ψm,χm, we need the strong convergence of these sequences. For this purpose
we bound the time derivatives and use the compactness results (3.1) and (3.2).
We first obtain the estimate of time derivative of φm using the estimates from the time derivatives
of µm and um. Multiplying (4.8a) with ddt g1−α ∗ (ρmk (t)− (µm0 ,yk)), summing from k = 1 to m, and
estimating using Ho¨lder’s inequality (3.7), we have
‖∂αt (µm−µm0 )‖6 c‖∂αt (φm−φm0 )‖+λ ‖∂αt (∇ ·um−∇ ·um0 )‖ . (4.22)
Multiplying (4.8b) with ddt g1−α ∗ (ςmk (t)− (um0 ,wk)), summing from k = 1 to m, we have
2G‖∂αt (ε (um)− ε (um0 ))‖2+
2Gν
1−2ν ‖∂
α
t (∇ ·um−∇ ·um0 )‖2 =−λ (∂αt (φm−φm0 ),∂αt (∇ ·um−∇ ·um0 )) .
Using Ho¨lder’s inequality (3.7) gives us
2Gν
1−2ν ‖∂
α
t (∇ ·um−∇ ·um0 )‖2 6 λ ‖∂αt (φm−φm0 )‖ . (4.23)
Multiplying (4.9) with (µm0 ,yk) and summing from k = 1 to m, we obtain
‖∇µm0 ‖2 6 λ yk c(φm0 ,µm0 )+λ yk λ (∇ ·um0 ,µm0 ).
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Using Ho¨lder’s (3.7), (4.11) and (4.13), we have
‖∇µm0 ‖2 6C‖φm0 ‖2. (4.24)
We now use the above two estimates to obtain the estimate of time derivative of φm. Multiplying
(4.4a) with ddt g1−α ∗ (ϑmk − (φ0,yk)), and (4.8a) with ddt g1−α ∗ (ρmk (t)− (µm0 ,yk)), and summing we get
c‖∂αt (φm−φm0 )‖2+
(
Mφ∇µm,∇∂αt (µ
m−µm0 )
)
= Nφ
(
f m,∂αt (µ
m−µm0 )
)−Pφ(gm,∂αt (µm−µm0 ))
−λ (∂αt (∇ ·um−∇ ·um0 ),∂αt (φm−φm0 )) .
Using (3.10) and Ho¨lder’s inequality (3.7), we have
c‖∂αt (φm−φm0 )‖2+
M0
2
d
dt
(
g1−α ∗‖∇µm‖2
)
(t)6
(
Nφ‖ f m‖+Pφ‖gm‖
)‖∂αt (µm−µm0 )‖
+g1−α(t)‖∇µm0 ‖+λ ‖∂αt (∇ ·um−∇ ·um0 )‖‖∂αt (φm−φm0 )‖ .
Using (4.22) and (4.23), we have, for every ε1,ε2 > 0,
c‖∂αt (φm−φm0 )‖2+
M0
2
d
dt
(
g1−α ∗‖∇µm‖2
)
(t)6
(
ε1+ ε2
4ε1ε2
)(
Nφ‖ f m‖2+Pφ‖gm‖2
)
+g1−α(t)‖∇µm0 ‖2+
(
ε1c+(ε2+1)
λ 2(1−2ν)
2Gν
)
‖∂αt (φm−φm0 )‖2 .
Choosing ε1 and ε2 appropriately, using assumption (A5) and integrating from 0 to T , using g1−α is
positive and (4.24), we get an upper bound
1
2
(
c− λ
2(1−2ν)
2Gν
)
‖∂αt (φm−φm0 )‖2Ł2(0,T ;Ł2(Ω)) 6 C(‖φ
m
0 ‖2+C f +Cg). (4.25)
We now obtain the estimates of time derivatives of ψm and χm. Let ζ1 ∈ Ł2(0,T ;H 10,Σ2(Ω)), such
that ΠZmζ1 = ∑mk=1 ζ1,kzk. We use the boundedness of the projection and the invariance of the time
derivatives under the adjoint operator of ΠZm , i.e.,
〈∂tψm,ζ1〉= 〈∂tψm,ΠZmζ1〉,
see (Boyer & Fabrie, 2013, Lemma V.1.6). Multiplying the Faedo–Galerkin equations (4.4d) with ζ1,k
yields∫ T
0
〈∂tψm,ζ1〉dt = −
∫ T
0
(
Mψ∇ψm,∇ΠZmζ1
)
dt−
∫ T
0
Nψ
(
f m,ΠZmζ1
)
dt
+
∫ T
0
(
Sψ ,ΠZmζ1
)
dt+
∫ T
0
(
ψb,ΠZmζ1
)
∂Ω\Σ2 dt,
6C
(‖ψ0‖+C f +‖Sψ‖Ł2(0,T ;Ł2(Ω)))‖∇ΠZmζ1‖Ł2(0,T ;Ł2(Ω)),
6C
(‖ψ0‖+C f +‖Sψ‖Ł2(0,T ;Ł2(Ω))+‖ψb‖Ł2(0,T ;Ł2(∂Ω\Σ2)))‖ζ1‖Ł2(0,T ;H 1(Ω)),
(4.26)
and ∫ T
0
〈∂tχm,ζ1〉dt 6C(T,g,Sχ ,χ0,χb)‖ζ1‖Ł2(0,T ;H 1(Ω)). (4.27)
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4.3 Existence of a weak solution
We now prove that there is a subsequence of φm,µm,um,ψm,χm which converges to the weak solution
of our model (2.10) in the sense of Definition 4.1. We prove this by showing that the limit functions
satisfies the variational form (4.1) and also satisfies the initial conditions.
Weak Convergence. The energy estimate (4.21) provides us the following
{φm} bounded in Ł2(0,T ;Ł2(Ω)),
{µm},{ψm},{χm} bounded in Ł2(0,T ;H 1(Ω)),
{um} bounded in Ł2(0,T ;H 1(Ω ;Rd)).
(4.28)
By the Banach–Alaoglu theorem, these bounded sequences have weakly convergent subsequences which
we indicate with the same index. Hence, there exist functions φ ,µ,ψ,χ : (0,T )×Ω → R and u :
(0,T )×Ω → Rd such that as m→ ∞ we have the following weak convergences
φm ⇀ φ in Ł2(0,T ;Ł2(Ω)),
µm ⇀ µ, ψm ⇀ ψ, χm ⇀ χ in Ł2(0,T ;H 1(Ω)),
um ⇀ u in Ł2(0,T ;H 1(Ω ;Rd).
(4.29)
Strong Convergence. From the inequalities (4.25)-(4.27), we conclude that
{φm} bounded in W α2,2(0,T ;φ0,Ł2(Ω),Ł2(Ω)),
{ψm},{χm} bounded in W 12,2(0,T ;H 1(Ω),H −1(Ω)).
Using the Aubin–Lions compactness theorem and compactness results similar for fractional differential
equations, see (3.1) and (3.2), we have
W α2,2(0,T ;φ0,Ł2(Ω),Ł2(Ω)) ↪↪→ Ł2(0,T ;Ł2(Ω)),
W 12,2(0,T ;H
1(Ω),H −1(Ω)) ↪↪→ Ł2(0,T ;Ł2(Ω)),
and therefore we have the strong convergences (as m→ ∞)
φm→ φ , ψm→ ψ, χm→ χ in Ł2(0,T ;Ł2(Ω)). (4.30)
Variational form. We now show the limit functions satisfy the variational form (4.1). Let η ∈C∞0 (0,T ),
multiplying the Faedo–Galerkin system (4.4) by η and integrating from 0 to T , we have∫ T
0
(
∂αt (φ
m−φm0 ),η(t)yk
)
dt+
∫ T
0
(Mφ∇µm,η(t)∇yk)dt
= Nφ
∫ T
0
(
f m,η(t)yk
)
dt−Pφ
∫ T
0
(
gm,η(t)yk
)
dt, (4.31a)∫ T
0
(µm,η(t)yk)dt = c
∫ T
0
(φm,η(t)yk)dt+λ
∫ T
0
(∇ ·um,η(t)yk)dt, (4.31b)
2G
∫ T
0
(
ε (um),η(t)ε (wk)
)
dt+
2Gν
1−2ν
∫ T
0
(
∇ ·um,η(t)∇ ·wk
)
dt =−
∫ T
0
λ
(
φm,η(t)∇ ·wk
)
dt,
(4.31c)
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∫ T
0
(
∂tψm,η(t)zk
)
dt+
∫ T
0
(
Mψ∇ψm,η(t)∇zk
)
dt
=
∫ T
0
(
Sψ ,η(t)zk
)
dt−Nψ
∫ T
0
(
f m,η(t)zk
)
dt+
∫ T
0
(
ψmb ,zk
)
∂Ω\Σ2 dt, (4.31d)∫ T
0
(
∂tχm,η(t)zk
)
dt+
∫ T
0
(
Mχ∇χm,η(t)∇zk
)
dt
=
∫ T
0
(
Sχ ,η(t)zk
)
dt−Nχ
∫ T
0
(
χm,η(t)zk
)
dt−Pχ
∫ T
0
(
gm,η(t)zk
)
dt+
∫ T
0
(
χmb ,zk
)
∂Ω\Σ2 dt.
(4.31e)
The convergence of the linear terms follows directly from the definition of weak convergence. For
instance, the functional
µm 7→
∫ T
0
(∇µm,η(t)∇yk)dt 6 ‖µm‖Ł2(0,T ;H 1(Ω))‖η‖Ł2(0,T )‖∇yk‖,
is linear and continuous on Ł2(0,T ;H 1(Ω)) and therefore, we get from (4.29) that∫ T
0
(∇µm,η(t)∇yk)dt→
∫ T
0
(∇µ,η(t)∇yk)dt,
for m→ ∞. The terms with time derivatives follow from integration by parts, change of integration and
the definition of the weak convergence. The functionals
φm 7→
∫ T
0
(
∂t (g1−α ∗ (φm−φm0 ))(t),η(t)yk
)
dt = −
∫ T
0
(
(φm−φm0 ),
(
g1−α ∗′ ∂tη
)
(t)yk
)
dt,
6 ‖φm−φm0 ‖Ł2(0,T ;Ł2(Ω))‖g1−α‖Ł1(0,T )‖η
′‖Ł2(0,T )‖yk‖,
ψm 7→
∫ T
0
(
∂tψm,η(t)zk
)
dt =−
∫ T
0
(
ψm,η ′(t)zk
)
dt 6 ‖ψm‖Ł2(0,T ;Ł2(Ω))‖η
′‖Ł2(0,T )‖zk‖,
χm 7→
∫ T
0
(
∂tχm,η(t)zk
)
dt =−
∫ T
0
(
χm,η ′(t)wk
)
dt 6 ‖χm‖Ł2(0,T ;Ł2(Ω))‖η
′‖Ł2(0,T )‖zk‖,
as we see are linear and continuous on Ł2(0,T ;Ł2(Ω)), and so by weak convergence and reapplying the
integration by parts, we obtain the limit for the terms with time derivatives in (4.31).
The strong convergence results in (4.30) give us the limits of the terms involving nonlinear functions.
From the strong convergence, we have
φm→ φ , ψm→ ψ in Ł2(0,T ;Ł2(Ω))∼= Ł2((0,T )×Ω), as m→ ∞.
This implies there exist subsequences such that they converge almost everywhere on (0,T )×Ω . Since
almost everywhere convergence is preserved under composition of a continuous functional, we have
f m = f (φm,ψm)→ f (φ ,ψ) a.e. in (0,T )×Ω , as m→ ∞.
Since { f m} is bounded, we have by the Lebesgue dominated convergence theorem
f mη(t)yk→ f (φ ,ψ)η(t)yk in Ł1(0,T ×Ω), as m→ ∞.
Convergence of the terms involving gm follow analogously.
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By the above convergence results, we have that (4.31) holds true with the limit functions for all
η ∈C∞0 (0,T ). By the Lemma of du Bois-Reymond, we get that the limit functions (φ ,µ,u,ψ,χ) satisfy
(∂αt (φ(t)−φ0),yk)+(Mφ∇µ,∇yk) = Nφ
(
f (φ ,ψ),yk
)−Pφ(g(φ ,χ),yk),
(µ,yk) = c(φ ,yk)+λ (∇ ·u,yk),
〈∂tψ,zk〉+
(
Mψ∇ψ,∇zk
)
=
(
Sψ ,zk
)−Nψ( f (φ ,ψ),zk)+ (ψb,zk)∂Ω\Σ2 ,
〈∂tχ,zk〉+
(
Mχ∇ψ,∇zk
)
=
(
Sχ ,zk
)−Nχ(χ,zk)−Pχ(g(φ ,χ),zk)+ (χb,zk)∂Ω\Σ2 ,
−λ(φ ,∇ ·wk)= 2G(ε (u),ε (wk))+ 2Gν1−2ν (∇ ·u,∇ ·wk),
for almost all t ∈ (0,T ) and for all k> 1. Using the density of ∪m∈NYm, ∪m∈NZm, ∪m∈NWm inH 1(Ω),
H 10,Σ2(Ω), H
1
0,Σ1(Ω ;R
d) respectively, we obtain a solution (φ ,µ,u,ψ,χ) to the system (2.10) in the
sense of Definition 4.1, provided they satisfy the initial conditions.
Initial conditions. We now prove that the limit functions satisfy the initial conditions. From the con-
tinuous embedding results (3.3) and (3.4), we have
W 12,2(0,T ;H
1(Ω),H −1(Ω)) ↪→ C ([0,T ];Ł2(Ω)),
φ ∈W α2,2(0,T ;φ0,Ł2(Ω),Ł2(Ω)) =⇒ (g1−α ∗ (φ −φ0))(t) ∈ C ([0,T ];Ł2(Ω)),
yields ψ,χ ∈C ([0,T ];Ł2(Ω)) and (g1−α ∗ (φ −φ0))(t)∈C ([0,T ];Ł2(Ω)). Let η ∈C 1([0,T ];R) with
η(T ) = 0 and η(0) = 1. Then for all ξ1 ∈H 1(Ω),ξ4 ∈H 10,Σ2(Ω), we have∫ T
0
(∂t (g1−α ∗ (φ −φ0))(t),η(t)ξ1)dt = −
∫ T
0
(
(g1−α ∗ (φ −φ0))(t),η ′(t)ξ1
)
dt
− ((g1−α ∗ (φ −φ0))(0),ξ1),∫ T
0
〈∂tψ,η(t)ξ4〉dt =−
∫ T
0
(
ψ(t),η ′(t)ξ4
)
dt− (ψ(0),ξ4).
Taking the limit m→ ∞, we have
−
∫ T
0
(
(g1−α ∗ (φm−φm(0)))(t),η ′(t)ξ1
)
dt− ((g1−α ∗ (φm−φm(0)))(0),ξ1)
→−
∫ T
0
(
(g1−α ∗ (φ −φ0))(t),η ′(t)ξ1
)
dt− (0,ξ1),
−
∫ T
0
(
ψm(t),η ′(t)ξ4
)
dt− (ψm(0),ξ4)→−∫ T
0
(
ψ(t),η ′(t)ξ4
)
dt− (ψ0,ξ4).
Comparing, we have (g1−α ∗ (φ −φ0))(0) = 0 and ψ(0) = ψ0. Analogously, we get χ(0) = χ0.
REMARK 4.1 The result (g1−α ∗ (φ −φ0))(0) = 0 does not imply φ(0) = φ0. However, the function
φ0 plays the role of an initial data for φ in a weak sense. Suppose, φ and ∂t (g1−α ∗ (φ −φ0))(t) are in
C ([0,T ];Ł2(Ω)) and (g1−α ∗ (φ −φ0))(0) = 0, then we have φ ∈ C ([0,T ];Ł2(Ω)) and φ(0) = φ0, see
(Zacher, 2009).
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Estimates for the weak solution. We know that norms are weakly (also weakly-∗) lower semicontinu-
ous and using the weak convergences in (4.29)
‖φ‖2Ł2(0,T ;Ł2(Ω))+‖µ‖
2
Ł2(0,T ;H 1(Ω))+‖u‖
2
Ł2(0,T ;H 1(Ω ;Rd))+‖ψ‖
2
Ł2(0,T ;H 1(Ω))+‖χ‖
2
Ł2(0,T ;H 1(Ω))
6 liminf
m→∞
(
‖φm‖2Ł2(0,T ;Ł2(Ω)) +‖µ
m‖2Ł2(0,T ;H 1(Ω))+‖u
m‖2Ł2(0,T ;H 1(Ω ;Rd))
+‖ψm‖2Ł2(0,T ;H 1(Ω))+ ‖χ
m‖2Ł2(0,T ;H 1(Ω))
)
,
6 C
(
IC+C f +Cg+‖Sψ‖2Ł2(0,T ;Ł2(Ω))+‖Sχ‖
2
Ł2(0,T ;Ł2(Ω))+‖ψb‖
2
Ł2(0,T ;Ł2(∂Ω\Σ2))
+‖χb‖2Ł2(0,T ;Ł2(∂Ω\Σ2))
)
,
where the final bound is obtained from (4.21), and IC is as defined in the theorem statement.
4.4 Uniqueness
Now we prove the uniqueness of the weak solution under the assumption of Lipschitz continuity of the
nonlinear functions. We assume that there exist two weak solutions (φ1,µ1,u1,ψ1,χ1) and (φ2,µ2,u2,
ψ2,χ2) to the system and prove that these two solutions have to be identical. Introducing the following
notations:
φ˜ := φ1−φ2, µ˜ := µ1−µ2, u˜ := u1−u2,
ψ˜ := ψ1−ψ2, χ˜ := χ1−χ2,
f1− f2 := f (φ1,ψ1)− f (φ2,ψ2), g1−g2 := g(φ1,χ1)−g(φ2,χ2),
we see that (φ˜ , µ˜,u˜, ψ˜, χ˜) satisfies(
∂αt φ˜ ,ξ1
)
+(Mφ∇µ˜,∇ξ1) = Nφ
(
f1− f2,ξ1
)−Pφ(g1−g2,ξ1), (4.32a)(
µ˜,ξ2
)
= c
(
φ˜ ,ξ2
)
+λ
(
∇ · u˜,ξ2
)
, (4.32b)
2G
(
ε (u˜),ε (ξ 3)
)
+
2Gν
1−2ν
(
∇ · u˜,∇ ·ξ 3
)
=−λ(φ˜ ,∇ ·ξ 3), (4.32c)
〈∂tψ˜,ξ4〉+
(
Mψ∇ψ˜,∇ξ4
)
=−Nψ
(
f1− f2,ξ4
)
, (4.32d)
〈∂t χ˜,ξ4〉+
(
Mχ∇χ˜,∇ξ4
)
=−Nχ
(
χ˜,ξ4
)−Pχ(g1−g2,ξ4). (4.32e)
By choosing the test functions µ˜(t),∂αt φ˜(t)+ µ˜(t),∂αt u˜(t)+ u˜, ψ˜(t), χ˜(t) for equations (4.32a)-(4.32e)
respectively and proceeding as in the existence part, we have
c
2
‖φ˜(t)‖2+M0
(
gα ∗‖∇µ˜‖2
)
(t)6C
(
gα ∗‖φ˜‖2
)
(t)+
Nφ
2
(
gα ∗‖ f1− f2‖2
)
(t)
+
Pφ
2
(
gα ∗‖g1−g2‖2
)
(t), (4.33a)
‖µ˜‖6 c‖φ˜‖+λ‖∇ · u˜‖, (4.33b)
2G‖ε (u˜)‖2+ Gν
1−2ν ‖∇ · u˜‖
2 6 λ
2(1−2ν)
4Gν
‖φ˜‖, (4.33c)
1
2
‖ψ˜(t)‖2+M0
∫ t
0
‖∇ψ˜(s)‖2 ds6
(
Nψ
2
+1
)∫ t
0
‖ψ˜(s)‖2 ds+ Nψ
2
∫ t
0
‖ f1− f2‖2 ds, (4.33d)
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1
2
‖χ˜(t)‖2+M0
∫ t
0
‖∇χ˜(s)‖2 ds6
(
Nχ +
Pχ
2
+
1
2
)∫ t
0
‖χ˜(s)‖2 ds+ Pχ
2
∫ t
0
‖g1−g2‖2 ds. (4.33e)
We observe that ∫ t
0
‖ϕ(s)‖2 ds6 t1−αΓ (α)(gα ∗‖ϕ‖2)(t).
Adding (4.33a), (4.33d) and (4.33e), using the Lipschitz condition on the nonlinear functions and the
above estimate, we have
‖φ˜(t)‖2+‖ψ˜(t)‖2+‖χ˜(t)‖2 6C(gα ∗ (‖φ˜‖2+‖ψ˜‖2+‖χ˜‖2))(t).
Applying the generalized Gronwall-Bellman Lemma 3.3, we have ‖φ˜(t)‖ = ‖ψ˜(t)‖ = ‖χ˜(t)‖ = 0,
almost everywhere in [0,T ]. Further, we have from (4.33c) using Korn’s inequality (3.5), and from
(4.33b) that that ‖u˜‖H 1(Ω) = ‖µ˜‖= 0, almost everywhere in [0,T ].
5. Numerical Discretisation
The system (2.10) can be written in the form
∂αt (X −X 0) =F (t,X (t)), X = (φ ,ψ,χ) , α = (α,1,1) , (5.1)
with
∂αt (X −X 0) =
 ∂αt (φ −φ0)∂tψ
∂tχ
 , F (t,X (t)) =
 ∇ · (Mφ (φ ,ψ,χ)∇µ)+Nφ f (φ ,ψ)−Pφg(φ ,χ)∇ · (Mψ(φ ,ψ,χ)∇ψ)+Sψ −Nψ f (φ ,ψ)
∇ · (Mχ(φ ,ψ,χ)∇χ)−Nχχ+Sχ −Pχg(φ ,χ)

(5.2)
and µ = µ(φ) implicitly defined via (2.10b)-(2.10c). In (5.1), X 0 = (φ0,ψ0,χ0) is the initial condition.
In our simulations, time discretisation is performed using a first order quadrature scheme, of which
we now recall the main features.
For ease of presentation, we focus on a single scalar equation. Convolution quadrature schemes
approximate the Riemann–Liouville derivative ∂αt ϕ (2.6) of some function ϕ = ϕ(t) by a discrete con-
volution, see for instance (Lubich, 1986, 1988) for seminal papers and (Zeng et al., 2013; Jin et al.,
2016) for application to partial differential equations. Let tn = nT/Nt , for n ∈ {0,1, . . . ,Nt}, be a subdi-
vision of [0,T ] in Nt equispaced time intervals of size ∆ t := T/Nt . Assuming ϕ(0) = 0, we approximate
the Riemann-Liouville time derivative of a function ϕ by
∂αt ϕ ≈ ∂
α
t ϕ :=
1
(∆ t)α
Nt
∑
j=0
b jϕn− j, (5.3)
where ϕn− j is the approximation to ϕ(tn− j). The quadrature weights (b j) j>1 are the coefficients in
the power series expansion of ωα(ζ ), with ω(ζ ) = σ(1/ζ )ρ(1/ζ ) the generating function of a linear multi-
step method (Lubich, 1988). When ϕ(0) = ϕ0 6= 0, we have a discretisation to the Caputo derivative
by applying (5.3) to ϕ −ϕ0. From (5.3) we see that the memory effect of the fractional time deriva-
tive translates, numerically, to the fact that the value of the solution at some time step depends on its
values at all previous time steps. In the backward differentiation formula of first order, also known as
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Gru¨nwald–Letnikov approximation (Dumitru et al., 2012, Section 2.1.2), the quadrature weights are
defined recursively by
b0 = 1, b j =−α− j+1j b j−1 for j > 1. (5.4)
For α = 1, b j = 0 for j> 2, (5.3) coincides with the implicit Euler method. We refer to (Jin et al., 2016,
Section 4) for a detailed summary on the derivation of higher order convolution quadrature schemes
together with their convergence properties.
Applying the scheme (5.3)–(5.4) to (5.1) and denoting by φn ≈ φ(tn), ψn ≈ ψ(tn) χn ≈ χ(tn) the
approximate solutions at time tn, n = 1, . . . ,Nt , we arrive at the following system of equations:
∑nj=0 b j(φn− j−φ0)
(∆ t)α
= ∇ · (Mφ∇µn)+Nφ f (φn,ψn)−Pφg(φn,χn) (5.5a)
ψn−ψn−1
∆ t
= ∇ · (Mψ∇ψn)−Nψ f (φn,ψn)+Sψ (5.5b)
χn−χn−1
∆ t
= ∇ · (Mχ∇χn)−Nχχn−Pχg(φn,χn)+Sχ , (5.5c)
where
µn = cφn+λ∇ ·un, (5.5d)
0 = ∇ ·
(
2Gε (un)+
2Gν
1−2ν tr(ε (un))I+λφnI
)
. (5.5e)
We obtain an algebraic system using a Galerkin approach with linear finite elements. Namely, let
T h be a quasiuniform family of triangulations of Ω , h denoting the mesh width. For simplicity, we
assume that ∪T∈T h T = Ω , which holds in all our numerical experiments. The piecewise linear finite
element space is defined as
V h = {ϕ ∈ C (Ω) : ϕ|T ∈ P1(T ),∀T ∈T h} ⊂H 1(Ω),
where P1(T ) denotes the set of all affine functions on T . As in the previous section, we assume that
ψ˜b ≡ 0 and χ˜b ≡ 0. We formulate the discrete problem as follows: at the n-th time step, find
φn,µn ∈ V h, un ∈
(
V h∩H 10,Σ1(Ω)
)d
, ψn,χn ∈ V h∩H 10,Σ2(Ω)
such that, for all test functions ϕ1,ϕ4 ∈ V h, ϕ2,ϕ3 ∈ V h∩H 10,Σ2(Ω) and ϕ 5 ∈
(
V h∩H 10,Σ1(Ω)
)d
,
(ψn,ϕ2)
∆ t
+(Mψ∇ψn,∇ϕ2) =
(ψn−1,ϕ2)
∆ t
−Nψ( f (φn,ψn),ϕ2)+(Sψ ,ϕ2)
+(ψb,ϕ2)∂Ω\Σ2 (5.6a)
(χn,ϕ3)
∆ t
+(Mχ∇χn,∇ϕ3)+Nχ(χn,ϕ3) =
(χn−1,ϕ3)
∆ t
−Pχ(g(φn,χn),ϕ3)+(Sχ ,ϕ3)
+(χb,ϕ2)∂Ω\Σ2 (5.6b)
b0(φn,ϕ1)
(∆ t)α
+(Mφ∇µn,∇ϕ1) =−
∑n−1j=1 b j((φn− j−φ0),ϕ1)
(∆ t)α
+(b0φ0,ϕ1)
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+Nφ ( f (φn,ψn),ϕ1)−Pφ (g(φn,χn),ϕ1) (5.6c)
(µn,ϕ4)− c(φn,ϕ4)−λ (∇ ·un,ϕ4) =0 (5.6d)
2G(ε (un),ε (ϕ 5))+
2Gν
1−2ν (∇ ·un,∇ ·ϕ 5) =−λ (φn,∇ ·ϕ 5) (5.6e)
(here we have rearranged the order of the equations for easier explanation in the upcoming remarks).
This is a non-linear, coupled algebraic system with unknowns φn,µn,un,ψn,χn. At each time step, we
solve this system with a fixed point iteration. In our experiments, we set the termination criteria for the
latter to be a maximum of 50 iterations and a maximum tolerance for the relative error between two
iterates of TOL=10−6. For all experiments in the next section, this tolerance was always reached within
less than 10 fixed point iterations.
The procedure described in this section has been implemented in FEniCS (Alnæs et al., 2015), using
version 2019.1.0. of the DOLFIN library (Logg et al., 2012), to obtain the numerical results shown in
the next section.
REMARK 5.1 Equations (5.6a)-(5.6b) are decoupled from (5.6d)-(5.6e) and they are coupled with (5.6c)
just through the non-linear terms on the right hand side involving the functions f and g, respectively.
This can be exploited to improve efficiency when solving the non-linear system: in the spirit of a Gauss-
Seidel method, at each fixed point iteration one can first update ψn and χn with (5.6a)-(5.6b) using the
previous iterate of φn on the right hand side, and then insert these updated values in the right hand side
of (5.6c) and solve the last three coupled equations to update φn,µn and un.
REMARK 5.2 When using first order finite elements, further efficiency can be gained by using mass
lumping (Quarteroni & Valli, 2008, Sect.11.4) in (5.6d). More precisely, if in the first two terms in
(5.6d) we approximate the mass matrix by its lumped version (which is diagonal), the latter can be
inverted cheaply and we can express explicitly the coefficients vector of µn (with respect to the finite
element basis functions) in terms of the coefficient vectors for φn and un. Using the resulting expression
for the coefficient vector of µn in (5.6c) allows to eliminate (5.6d) from the system of equations and thus
to reduce the system’s size.
6. Numerical Simulations
In this section, we present the numerical approximations of the variables φ ,µ,u,ψ,χ in the model (2.10)
with a two-dimensional domain Ω = (0,1)2. In Subsection 6.1, we study the effects of introducing the
fractional time derivative in the reaction–diffusion model, neglecting mechanical effects and in absence
of treatment. We next introduce, in Subsection 6.2, the coupling with mechanical forces, still in absence
of treatment. Finally, in Subsection 6.3, we consider the effect of chemotherapic agents, including a
periodic source for the treatment.
Where not otherwise stated, we choose the parameters to have the dimensionless values listed in
Table 1. We have Mφ  Mψ ,Mχ because the tumour diffuses at a much lower speed compared to
how fast the nutrient and chemotherapeutic agents diffuse. We set Nφ  Nψ because the nutrient rate
of decrease is much faster than the proliferation rate of the tumour due to the nutrient consumption
(usually a tumour can at most double its size in one day) and, for similar reasons, we have Pφ  Pχ . The
half maximum value Kψ has been chosen to be lower than the maximum concentration reached by the
nutrient, in order to observe both effects of low-density limited and maximum capacity-limited growth
of the tumour. Accordingly, Kχ has been chosen to be lower than the maximum concentration reached
by the chemotherapeutic agents. The degradation rate Nχ is large compared to the other coefficients in
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Equation
Parameter values
Mφ Nφ Kψ Pφ c λ G ν Mψ Nψ Mχ Nχ Pχ Kχ
(2.10a) 0.0001 0.6 2 1.1
(2.10b) 0.4 0.002
(2.10c) 0.4615 0.3
(2.10d) 1 40
(2.10e) 1 3 30 0.6
Table 1. Parameter values used in the simulations of Section 6, unless otherwise stated.
the reaction terms of the equation for the chemotherapeutic substances because the latter degrade quite
fast (their half-time is usually a couple of hours). The parameters c,λ ,G and ν < 0.5 have been selected
to be in the ranges considered in (Lima et al., 2016).
In the simulations, we have set ∆ t = 1/15 for the time stepping, and we have discretised the domain
Ω using a regular, triangular mesh with mesh size h =
√
2/150 for all simulations but those in Figures
1 and 2, where we have used a finer mesh with h =
√
2/200 to have a more precise computation of the
radius of the tumour.
We refer to the quantities
∫
Ω φ(x, t)dx,
∫
Ω ψ(x, t)dx and
∫
Ω χ(x, t)dx as the tumour, nutrient and
chemotherapy mass, respectively. Since φ is a volume fraction, the mass of the tumour is technically
given by
∫
Ω ρφ(x, t)dx, but, since we assume ρ to be constant,
∫
Ω φ(x, t)dx is the mass up to rescaling.
6.1 Reaction-diffusion system without treatment
The goal of this subsection is to show the basic effects of introducing a fractional time derivative and
the new modelling possibilities that it offers. For this, we consider the reaction–diffusion model (2.10a),
(2.10b) and (2.10d) with the parameters λ = 0,Pφ = 0, in which case we have two variables φ and ψ .
For both φ and ψ we impose homogeneous Neumann boundary conditions, and a constant nutrient is
supplied over the whole domain by setting Sψ ≡0.5.
We first consider the evolution of a circular tumour and then of a tumour concentration having,
initially, two disconnected components.
For the circular tumour, we consider the initial conditions
φ0(x) =

1 if ‖x−c‖6 b,
exp
(
1− (a−b)2
(a−b)2−(‖x−c‖−b)2
)
if b < ‖x−c‖6 a,
0 otherwise,
(6.1)
and ψ0 ≡ 0. We first set c = (0.5,0.5), a = 0.22 and b = 0.05. A cross section of (6.1) along the x-axis
is depicted in the left plot of Figure 2, dashed line.
Experiments with in vitro cell cultures as well as in vivo data (Jiang et al., 2014) have shown that
the growth of the tumour size over time can have different power law exponents depending on the type
of cells and the surrounding environment. For this reason, we have tracked the radius of the tumour over
time for different values of α , whose results are shown in Figure 1, left plot. Here we have defined the
radius of the tumour as
R(t) = argmax‖x−c‖,x∈Ω {φ(x, t)> Rthresh} ,
with Rthresh a threshold value that we have set to 10−3. The left plot in Figure 1 clearly shows that,
by varying α , the radius grows with different power laws. This means that, if one is only interested
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FIG. 1. Reaction-diffusion model and circular initial condition (6.1) with a = 0.22 and b = 0.05. Left: evolution of radius
of the tumour over time with parameters as in Table 1 and α = 0.25 ( ), α = 0.5 ( ), α = 0.75 ( ) and α = 1 ( ).
Right: evolution of the radius over time for parameters as in Table 1 and α = 0.5 ( ) - same line as in the left plot - and
Mφ = 0.0001/1.803, Nφ = 0.6/1.803 and α = 1 ( ).
in predicting the tumour size at a certain time, then a reaction-diffusion model with properly tuned
diffusion and reaction coefficients would be sufficient. However, if one is interested in the dynamics,
then the model with fractional exponent can express behaviours that cannot be modelled with an integer
order model with time-constant coefficients. To show this, we have taken α = 1 and tuned Mφ and Nφ in
order to obtain the same radius at t = 30 as the one obtained with α = 0.5 and parameters as in Table 1.
The results are shown in the right plot in Figure 1, where, for α = 1, we have taken Mφ = 0.0001/1.803
and Nφ = 0.6/1.803. We see that, with the new values for Mφ and Nφ , the model with integer order time
derivative can predict the same radius for the tumour at t = 30 as α = 0.5 and the parameters in Table
1. However, the dynamics is quite different in the two cases.
The left plot in Figure 2 shows a cross section along the x axis of the density of the tumour at final
time T = 30. For reference, the dashed line is the initial condition. We observe that the spreading of
the tumour is very sensitive to α , and when α is large, the spreading is faster. When α is smaller, not
only the tumour grows more slowly, but the interface between the tumour and the surrounding tissue is
less sharp. The initial condition (6.1) has a plateau around the centre of the domain where the tumour
density is 1. A question which can arise is what happens when we start with an initial condition which
has no plateau. To test this, we have run a second experiment with b = 0 and a = 0.2. The cross section
of the tumour density at T = 30 is shown in the right plot of Figure 2, where again the dashed line
refers to the initial condition. Here we can observe that, for α < 1, the tumour grows over time without
forming a plateau in the centre, which happens for α = 1. Such different behaviour is not surprising
if one notices that varying the fractional exponent is not a simple re-scaling of the time variable and it
introduces instead different nonlinear behaviours in the model.
We now consider an initial condition with two disconnected components, namely, two initially sep-
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FIG. 2. Reaction-diffusion model and circular initial condition. Cross section of the tumour density along the x-axis at T = 30
for α = 0.25 ( ), α = 0.5 ( ), α = 0.75 ( ) and α = 1 ( ). Left: results for initial condition (6.1) with a = 0.22 and
b = 0.05. Right: results for initial condition (6.1) with a = 0.2 and b = 0. In both plots, the dashed line depicts the initial
condition.
arated elliptical tumour masses:
φ0(x) =

exp
(
1− a2a2−‖A(x−c1)‖2
)
if ‖A(x−c1)‖6 a,
exp
(
1− a2a2−‖A(x−c2)‖2
)
if ‖A(x−c2)‖6 a,
0 otherwise,
(6.2)
with A=
(
1 0
0 γ
)
, γ =
√
5, c1 = (0.5,0.6), c2 = (0.5,0.4) and a= 0.2. This initial condition is depicted
in the first column of Figure 3. As before, we take ψ0 ≡ 0. The evolutions of the tumour for four values
of α are depicted in Figure 3. There, we can see that different values of the fractional exponent affect
the coalescence speed of the two ellipses: the smaller the α , the lower the speed at which they merge.
Moreover, as in the circular tumour case, we see that, the larger the α , the sharper the interface between
the tumour and the healthy tissue (compare for instance α = 1 at t = 9 with α = 0.75 at t = 15 and
t = 20). Similar observations were made in (Liu et al., 2018) in a fractional phase-field model for
porous media applications.
In the experiments shown so far, we have used a time-constant supply of nutrient, meaning a strictly
increasing tumour mass over time. To observe the effects of varying α in a more dynamic setting, we
still consider the initial condition (6.2) but now a periodic source of nutrient, that is, we set:
Sψ(t) =
{
0.5 if 1 < t 6 3 or 5 < t 6 7 or 9 < t 6 10,
0 otherwise.
(6.3)
The mass of the tumour and nutrient up to T = 10 are depicted in Figure 4, left and right plot, respec-
tively. Regarding the tumour evolution, we observe conservation of mass up to t = 1, because of no
nutrient supply and homogeneous Neumann boundary conditions. For 1 < t 6 3, we can see that, in
the beginning, the tumour grows faster over time when α is smaller, and it grows faster for α larger as
time passes. We notice that, when the nutrient is again not provided, for 3 < t 6 5 (and for 7 < t 6 9),
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FIG. 3. Reaction-diffusion model with two ellipses as initial condition. Zoom in [0.2,0.8]2 of tumour volume fraction for different
values of α at different times using a constant nutrient source Sψ ≡ 0.5. The range for the colorbar has been fixed to be [0,1] for
all plots.
the tumour keeps growing nevertheless, because there is still some nutrient in the domain, and it grows
faster for larger α . Regarding the nutrient, we see that, for 1 < t 6 3, the nutrient consumption is
approximately the same for all values of α , while, for longer times, the larger the α , the larger the
nutrient uptake. This can be expected from the fact, that, for later times, the tumour mass is larger for α
large and therefore it consumes more nutrient.
6.2 Reaction-diffusion system with mechanical coupling in absence of treatment
The goal of this subsection is to show results of the reaction-diffusion model with a mechanical coupling
as given in (2.10c), and (2.10d) with Pφ = 0, in which case we have four variables. We use homogeneous
Neumann boundary conditions for φ ,µ,ψ , for u we use homogeneous Dirichlet boundary condition on
the left boundary and homogeneous Neumann elsewhere. We give a constant nutrient source Sψ ≡ 0.5.
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FIG. 4. Reaction-diffusion model with two ellipses as initial condition. Tumour mass (
∫
Ω φ dx) and nutrient mass (
∫
Ω ψ dx) over
time obtained by giving a periodic nutrient source (6.3), for different values of the fractional exponent: α = 0.25, α = 0.5,
α = 0.75, α = 1.
We consider both constant coefficients Mφ , Mψ as from Table 1 and spatially-varying ones, given by
M˜φ = Mφexp(5(y−0.5)), M˜ψ = Mψexp(5(y−0.5)), with again Mφ , Mψ as from Table 1. We note that
both constants and non-constant coefficients take the same value at the centre of the domain, where we
locate the irregularly shaped initial tumour mass{
exp
(
1− 11− f (x)
)
if f (x)< 1,−0.45 < x < 0.2,−0.4 < y < 0.35,
0 otherwise,
(6.4)
where f (x) = sin(6x+ 2y+ 1)(7x− 0.2)2 + sin(−8x+ 10y+ 1.1)(9x− 0.1)2. This initial condition is
depicted in the left plot of Figure 7. As in the previous experiments, ψ0 ≡ 0. In this section, we compare
the results when using α = 0.25 and α = 1.
Figure 5 shows the evolution of tumour mass and of the total displacement
∫
Ω |u|dx over time,
when using constant and non-constant coefficients. In both cases, we observe that, apart from the very
beginning, the tumour grows faster for α = 1, and consequently, the displacement of the tumour is larger
in this case. It is then for α = 1 that, for later times, we can observe some difference between the case
of constant and non-constant coefficients. The fact that the tumour grows more when α = 1 can also
be seen in the cross sections along the y-axis at time T = 10 in Figure 6 (tumour density in the left
plot and modulus of the displacement in the right plot), where the dotted lines denote the corresponding
initial conditions: we note that for α = 0.25 the shapes of the solutions at T = 10 are closer to the initial
conditions than for α = 1, for both constant and spatially-varying coefficients. Furthermore, in Figure 6
we see that the spatial variability of the coefficients (in the y-direction) translates in a more pronounced
asymmetry of the solution with respect to the y-axis. Regarding the displacement, the asymmetry is
more evident when α = 1, because there the magnitude of the displacement is larger compared to when
α = 0.25.
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FIG. 5. Reaction-diffusion model with mechanical coupling and initial condition (6.4). Evolution of tumour mass (
∫
Ω φ dx) and of
total displacement (
∫
Ω |u|dx) over time: α = 0.25 and constant coefficients, α = 0.25 and spatially varying coefficients,
α = 1 and constant coefficients, α = 1 and spatially varying coefficients.
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FIG. 6. Reaction-diffusion model with mechanical coupling and initial condition (6.4). Cross sections along the y−axis
at T = 10: α = 0.25, constant coefficients, α = 0.25, spatially varying coefficients α = 1, constant coefficients.,
α = 1, spatially varying coefficients.. Left: cross section of the tumour volume fraction. Right: cross section of the modulus
of the displacement. The dashed lines denote the corresponding initial conditions.
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FIG. 7. Left: zoom in [0.2,0.8]2 of initial condition for the tumour with irregular shape. Centre and right: reaction-diffusion
model with mechanical coupling and treatment, zoom in [0.2,0.8]2 of tumour density at T = 20 for α = 0.25 (centre) and α = 1
(right). The range for the colorbar has been fixed to be [0,1] for all plots.
6.3 Reaction-diffusion system with mechanical coupling and chemotherapy
In this subsection, we show simulations of a more realistic situation and include the treatment of cancer
by giving chemotherapeutic agents. In all, we have five unknowns, solving (2.10a)-(2.10e). In the
previous subsections, nutrient supply with a source term for the nutrient could be thought as a situation
close to an in vitro setting, where nutrients are added directly in the wells. Here, we assume nutrients
and chemotherapeutic agents to be supplied through some blood vessels which are around the tumour
area, and so we take zero source functions Sψ = Sχ ≡ 0 and non-homogeneous Dirichlet boundary
conditions for ψ and χ , over the whole boundary. We take ψ˜b ≡ 2 as Dirichlet boundary condition for
the nutrient and
χ˜b(t) =
{
1 if t 6 2 or 6 < t 6 8 or 12 < t 6 14,
0 otherwise,
for the chemotherapeutic agents, which are usually administered in cycles.
The boundary conditions for φ ,µ and u are as in the previous subsection. We plot the mass of the
tumour and chemotherapy for different values of α . The initial condition for the tumour is the one
with irregular shape as in the previous subsection and in the left plot of Figure 7. We take χ0 ≡ 0
for the chemotherapeutic agents. For the nutrient, we take an initial condition with values close to the
concentration of the nutrient close to equilibrium, namely, we take ψ0(x) = 2−0.5x(1− x)y(1− y).
The tumour densities at T = 20 for α = 0.25 and α = 1 are shown in the centre and right plot of
Figure 7, respectively (the left plot showing the initial condition). Figure 8 shows the evolution of the
tumour mass (left) and of the mass of chemotherapeutic agents for different values of the fractional
exponent. From the left plot, we see that the response of the tumour to the therapy in the model depends
sensitively on α: the smaller the α , the more nonlinear the responses to applying or removing the supply
of chemotherapeutic substances. One could also think about using a piecewise constant α , one for when
chemotherapy is supplied, one when it is not, in order to model a different response of the tumour in
these two scenarios. The mass of chemotherapy over time is instead very similar for all values of α . In
particular, when administration of the chemotherapeutic agents is interrupted, their concentration drops
quickly to 0 because of the degradation term (−Nχχ) in (2.10e).
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FIG. 8. Reaction-diffusion model with mechanical coupling and treatment, and initial condition (6.4). Tumour mass (
∫
Ω φ dx) and
chemotherapy mass (
∫
Ω χ dx) over time: α = 0.25, α = 0.5, α = 0.75, α = 1.
7. Conclusions
We have presented a new model for tumour growth with fractional time derivatives, including mechani-
cal effects and treatment by chemotherapy. Existence and uniqueness of a weak solution to the coupled,
nonlinear model are obtained by a Galerkin method. Numerical experiments, based on low order finite
elements in space and convolution quadrature in time, show that the order of the fractional time deriva-
tive influences strongly the evolution. Using the fractional order as an additional parameter results in a
larger model class. This can be of future interest for calibration of the model parameters by experimental
data.
A. Existence Result for Nonlinear Finite Dimensional System
Consider the multi-order fractional differential system of the form
d
dt
(
g1−αk ∗ (Xk(t)−Xk,0)
)
(t) = Fk(t,X1(t), . . . ,Xm(t)), k = 1, . . . ,m,(
g1−αk ∗ (Xk−Xk,0)
)
(0) = 0, k = 1, . . . ,m,
(A.1)
where 0 < αk 6 1, Xk : [0,T ]→ R, Fk : [0,T ]×Rm→ R is such that Fk(·,X1, . . . ,Xm) ∈ Ł2(0,T ) and it
is Lipschitz in the other variables. Existence of a solution to a similar system with continuous function
Fk is given in (Diethelm, 2010, Lemma 5.3), here we prove the result in the vector form. In the vector
notation, the system (A.1) can be written as
Dα (X −X 0) =F (t,X (t)),
(k ∗ (X −X 0))(0) = 0,
(A.2)
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where
Dα (X −X 0) = ddt (k ∗ (X −X 0))(t), X (t) =
 X1(t)...
Xm(t)
 , X 0 =
 X1,0...
Xm,0
 ,
k(t) =
 g1−α1 0 . . . 0...
0 . . . 0 g1−αm
 , F (t,X (t)) =
 F1(t,X1(t), . . . ,Xm(t))...
Fm(t,X1(t), . . . ,Xm(t))
 .
LEMMA A.1 Let F (·,X ) ∈ Ł2(0,T ;Rm) for any X ∈ Rm and X (·) ∈ Ł2(0,T ;Rm). Then X (t) satisfies
(A.2) if, and only if, X (t) satisfies the following Volterra integral equation
X (t) =X 0+
∫ t
0
l(t− s)F (s,X (s))ds, (A.3)
where
l(t) =
 gα1 0 . . . 0...
0 . . . 0 gαm
 .
Proof. First we prove necessity. Let X (·) ∈ Ł2(0,T ;Rm) satisfy (A.2). With the initial condition
(k ∗ (X −X 0))(0) = 0 and the result l ∗k = 1, we have
l ∗ d
dt
(k ∗ (X −X 0))(t) = ddt (l ∗k ∗ (X −X 0))(t). (A.4)
Taking a convolution with l on both sides of (A.2), using (A.4), we obtain (A.3), and hence the necessity
is proved.
Now we prove the sufficiency. Let X (·)∈Ł2(0,T ;Rm) satisfy (A.3). Taking a convolution with k and
differentiating on both sides of (A.3), using l ∗k = 1, we arrive at (A.2). Further from the continuity of
(1 ∗F (t,X ))(t), we have (1 ∗F (t,X (t)))(0) = 0, which implies (k ∗ (X −X 0))(0) = 0, and this proves
the sufficiency part. 
LEMMA A.2 (Banach Fixed point theorem)[(Kilbas et al., 2006, Theorem 1.9)] Let (U ,d) be a nonempty
complete metric space, let 0 6 ω < 1, and let Λ : U → U be a map such that, for every ϕ1,ϕ2 ∈ U ,
the relation
d(Λϕ1,Λϕ2)6 ωd(ϕ1,ϕ2)
holds. Then the operator Λ has a unique fixed point ϕ∗ ∈U . Furthermore, if {Λ k}k∈N is the sequence
of operators defined by
Λ 1 =Λ , Λ k =ΛΛ k−1, ∀k ∈ N\{1},
then, for any ϕ0 ∈U , the sequence {Λ kϕ0}∞k=1 converges to the above fixed point ϕ∗.
THEOREM A.1 The initial value problem given by the system of multi-order fractional differential
equations along with the initial condition (A.1) has a uniquely determined solution on the interval [0,T ].
Proof. To prove the existence for the nonlinear differential equation (A.2) it is enough to show the
existence to its equivalent integral equation (A.3) as shown in Lemma A.1. The nonlinear integral
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equation is converted to a linear integral equation and Banach fixed point theorem is used to show the
existence of the unique solution to (A.3).
For a particular Y ∈ Ł2(0,T ;Rm), we obtain the corresponding linear equation to (A.3) as
X (t) =X 0+
∫ t
0
l(t− s)F (s,Y (s))ds. (A.5)
Define the operator Λ on U := Ł2(0,Th;Rm) for some Th > 0 as
ΛY (t) :=X 0+
∫ t
0
l(t− s)F (s,Y (s))ds.
Using Young’s inequality for convolution (3.6), we have
‖ΛY ‖2Ł2(0,Th;Rm) 6C
(
‖X 0‖Rm +‖l‖Ł1(0,Th;Rm)‖F (t,Y )‖Ł2(0,Th;Rm)
)
,
6C
(
‖X 0‖Rm +‖l‖Ł1(0,T ;Rm)
(
LF‖Y ‖Ł2(0,Th;Rm)+‖F (t,0)‖Ł2(0,T ;Rm)
))
,
6C‖Y ‖Ł2(0,Th;Rm).
(A.6)
This means that Λ maps U into itself. Further we get
‖ΛY −ΛZ‖Ł2(0,Th;Rm) 6 ‖(l ∗ (F (t,Y )−F (t,Z)))(t)‖Ł2(0,Th;Rm),
6 LF‖l‖Ł1(0,Th;Rm)‖Y −Z‖Ł2(0,Th;Rm).
We choose Th > 0 such that LF‖l‖Ł1(0,Th;Rm) < 1, which meansΛ is a contraction. By Lemma A.2 there
exists a unique solution X ∈ Ł2(0,Th;Rm) to (A.5) on the interval [0,Th]. Further we see that for any
τ ∈ (0,T ), we have by proceeding as before in (A.6)
‖X‖Ł2(0,τ;Rm) 6C,
for some constant independent of τ . Therefore we obtain X ∈ Ł2(0,T ;Rm). Then F ∈ Ł2(0,T ;Rm), and
the initial condition implies X ∈W α2,2(0,T ;X 0,Rm,Rm). 
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