1. Statistical approaches for inferring the spatial distribution of taxa (Species Distribution 21 Models, SDMs) commonly rely on available occurrence data, which is often non-randomly 22 distributed and geographically restricted. Although available SDM methods address some of 23 these problems, the errors could be more directly and accurately modelled using a spatially-24 explicit approach. Software to implement spatial autocorrelation terms into SDMs are now 25 widely available, but whether such approaches for inferring SDMs are an improvement over 26 existing methodologies is unknown. 27 2. Here, within a simulated environment using 1000 generated species' ranges, we compared 28 the performance of two commonly used non-spatial SDM methods (Maximum Entropy 29 Modelling, MAXENT and Boosted Regression Trees, BRT) to a spatially-explicit Bayesian 30 SDM method (Integrated Laplace Approximation, INLA), when the underlying data exhibit 31 varying combinations of clumping and geographic restriction. Finally, we tested whether any 32 recommended methodological settings for all methods were further impacted by spatially 33 non-random patterns in these data.
INTRODUCTION 53
Development of quantitative methods to predict the spatial distribution of taxa from 54 occurrence data is an active area of ecological research (Phillips, Anderson & Schapire 2006; 55 Royle et al. 2012; Yackulic et al. 2013) . Understanding where organisms are geographically 56 located is key for many reasons: conservation scientists, for example, require knowledge 57 about threatened species' distributions to prioritise management efforts (Guisan et al. 2013) . 58 Alternatively, community ecologists need to know which species are likely to be present in 59 the broader species pool to better understand the community assemblage process at a specific 60 location (Pellissier et al. 2010; Thuiller et al. 2015) . Within disease research, knowledge 61 about pathogen distributions across a landscape can better inform understanding of spatial 62 patterns of human disease risk (Peterson 2006; Redding et al. 2016) . 63 Statistical approaches for inferring the spatial distributions of taxa across landscapes are 64 commonly termed 'Species Distribution Modelling' (SDM) or 'Niche Modelling'. Rather 65 than estimating niches per se or looking to create models to better understand the causative 66 process behind spatial distributions, in most cases these statistical approaches are used as a 67 spatial interpolation across a region of interest to overcome incomplete sampling and predict 68 the probability of presence/absence at all unsurveyed locations. SDMs commonly rely on 69 regression techniques which identify the correlative associations of species' occurrence to a 70 suite of explanatory and spatially extensive variables, e.g. temperature, altitude, and rainfall 71 (Phillips, Anderson & Schapire 2006; Elith et al. 2011) . 72 Over the last decade there has been a significant uptake in methods that fit highly complex 73 SDM models, for example using maximum-entropy based lasso regressions or boosted-74 regression tree (BRT) approaches (Elith et al. 2006 ). This has been driven by the ability of these methods to quickly produce models with high 'in-bag' predictive accuracy, as measured 76 using, for instance, the 'area under receiver operating curve' (AUC) statistic (Qiao, Soberón helped augment this methodological uptake, as these packages are computationally 80 inexpensive, user-friendly, free-to-user and produce visually appealing outputs.
81
The ease of use of these packages, however, can also drive a method-agnostic (or 'standard 82 settings') approach to analysis (Yackulic et al. 2013) . By default, highly complex, 'black 83 box' approaches can over-fit models to the data so that any predictions partially reflect the 84 sampling biases of input datasets (Elith et al. 2006; Phillips, Anderson & Schapire 2006) . et al. 2014; Stolar & Nielsen 2015) , or reducing the spatial autocorrelation of the 91 sampling points in the analyses (Miller 2012; Record et al. 2013; Crase et al. 2014) .
92
A straightforward approach to control one aspect of sampling bias, i.e. the spatial patterning 93 of samples, is to directly incorporate a spatially-structured random term into the model.
94
However, until recently formally incorporating such a term into many commonly used SDM 95 frameworks was prohibitively complex (Record et al. 2013) . Integrated Laplace and bias. We also test, for all methods, if any of the 'best-practice' user settings previously 120 recommended for optimum SDM analysis are sensitive to our measured data biases. Overall, 121 we show how the processes behind the spatial patterns of the input data can dictate the optimal choice of methods, showing that for the commonly encountered scenario of having 123 clumped sample data, spatial Bayesian models are more consistently accurate than traditional 124 methods.
125

METHODS
126
We tested the predictive performance of different SDM methods to reconstruct spatial 127 presence, using simulated data sets with varying degrees of data clumping and geographical 128 bias for 1000 hypothetical taxa. All analysis was performed using R (R Development Core 129 Team 2015). For each taxon, we generated four sets of simulated data with which to 130 reconstruct occurrence, as follows:
131
(1)
Covariate raster layers. We first generated 5 random covariates (to represent bio-132 climatic data layers) across a hypothetical landscape of 1 degree grid cells covering the world 133 (a common resolution for SDM models and input data) using two-dimensional vertical, 134 horizontal or diagonally 'sloped', or, 'bell-shaped' gradients for each covariate across the full 135 extent of the landscape.
136
(2) True presence raster layer. We employed the covariates in a presence-absence 137 binomial regression, with randomly generated slopes and intercept, to predict the true spatial 138 distribution of each hypothetical taxon. The regression formula was generated using a 139 random number of terms taken from a pool consisting of all linear and square terms for each 140 covariate and first order interactions between each of the five terms, giving a total of 25 141 possible terms in the most complex models. We generated the 'true presence' layer by then 142 spatially predicting the generated regression model using the original covariate raster layers 143 as inputs. After generating this layer, we added a small amount of random noise to each grid 144 cell (jitter function; R Development Core Team 2015) to create a more realistic problem,
where exact covariates relationships are unknown (due to uncertainty in remotely-sensed 146 data, for example).
147
(3) Validation data. We sampled the true presence layer using 1000 random locations to 148 create a validation data set of true presence and absence points, which we could use to 149 evaluate the predictions from different SDM methods. supplementary code S1.
184
For each taxon, we reconstructed the geographic range of occurrence using the simulated 185 sampling data set and the covariate raster layers using the following SDM methods: (1) .
198
Finally, we tested whether any 'best-practice' configurations for setting up any of the 199 methods were sensitive to clumping or geographical restriction of the data. We employed a 200 brute-force approach, testing all reasonable SDM method configurations (see Table 1 ) and 201 ensuring that we included those previously identified method set-ups shown to improve 202 predictive accuracy.
203
RESULTS
204
When comparing across sampling bias scenarios, spatial INLA was the most consistently irrespective of the complexity of the function used to generate the simulated data ( Figure S1 ).
232
For INLA models comparing cut-off values from 0.5 to 8, we show that for high coverage-233 high clumping datasets ( Figure 3 ) the smaller the cut off (and therefore the more complex the 234 resulting spatial term), the more accurate the final models are. For data with low clustering 235 and high coverage and with both low coverage datasets (Figure 3 ), there appears to be the 236 opposite relationship with highest accuracy at values at a cut-off of around 3 to 6. For
237
MAXENT models, increasing the regularisation (beta) setting, which preferentially selects less-complex models, generally resulted in less accurate results ( Figure S2 ). Also, when 239 manually specifying model 'features', the inclusion of 'hinge' factors was important for good 240 predictive accuracy ( Figure S3 ). None of the BRT initial set-up values ( Figure S4-S7 It is expected, and supported here, that clumping driven by underlying suitability has less of 251 an impact on the predictive performance of the models than random clumping, but, , and it appears that a precautionary approach of using a spatially-explicit method 255 would reduce the impacts of misidentifying the processes behind underlying spatial bias.
256
Sampling restriction, however, had a much larger impact on predictive accuracy than 257 clumping. Building a SDM for a whole species based on sampling just one part of the range 258 risks biasing the underlying regression models, as opposed to clumping which will more 259 likely just add 'noise'. Here, the simple models produced by non-spatial INLA (and likely GLM approaches) appear to do well, perhaps because they are less 'fitted' to any biases in 261 the data, producing more general predictions.
262
Our results, therefore, show that it is important to remain sceptical about SDM predictions 263 with high 'in-bag' AUC scores if there is no explicit measure of the proportion of the known 264 range that has been sampled. With restricted samples, within our study, results with 'in-bag' 265 AUC scores >0.95 in our simulations often had a real AUC score of less than 0.75. Overall, 266 without taking into account the data sampling scenarios examined here, and instead 267 evaluating SDM methods using 'ideal' (even & high coverage) datasets, most analyses would 268 prefer a BRT approach, which was a poor performer on the clumped and restricted datasets.
269
In terms of evaluating 'best-practice' settings for each method, irrespective of the data 270 sampling scenario, reducing the number of covariates to decrease collinearity was again 271 shown to be an unuseful approach (Syfert, Smith & Coomes 2013). It seems that even 272 variables with a minimal ability to explain the variation in the presence of species confers a 273 benefit greater than any cost arising from increasing the complexity of the model, though we 274 note covariate collinearity could still obfuscate any attempted model interpretation.
275
Conversely the role of changing pseudo-absence patterns away from random did not repeat 
