Abstract
Introduction
Advanced man machine interfaces require the processing and recognition of natural human communication channels like speech and handwriting. Most of the word processors as well as mathematical programs offer only a poor input interface for mathematical expressions. Especially for the input of complex scientific formulas, a robust handwriting interface seems to be especially suitable for this problem. To solve the problem of mathematical formula recognition, two main problems have to be solved [1] . The first is the low level recognition of the single handwritten symbols without interpretation of their meaning. The second is the interpretation of the single recognized symbols using information like relative sizes and positions of the symbols. Some previous work related to HMM based mathematical symbol recognition [6] as well as on the structural analysis of mathematical expressions [7] can be found. Instead of separated classifications of distinct feature streams and a subsequent combination of the results as proposed in [6] , the approach presented in this paper makes use of the robust multi-stream recognition with the methods presented in [2, 3, 5] , without any segmentation during pre-processing. Due to the simultaneous recognition and segmentation capabilities of HMMs, this approach allows a simple extraction of geometrical features for the structural analysis after the recognition. To avoid the introduction of a two dimensional grammar, some constraints are presented, which allow a sequential analysis of the transcription, considering a natural style of handwriting.
System Description
The system proposed here is capable of recognizing mathematical expressions with a set of 100 different characters or symbols. Beside small and capital letters, and ciphers, the system contains several mathematical symbols (+; ,; ; :; = ; ;^; p ; P ; Q ; R ; ; ; 0 ; =; ; ; ; ; !; $; ; !; 1), as well as some of the most frequently used Greek letters ( ; ; ; ; ; ; ; ! ; ; ; ) and some parentheses ((,), [,] ,f,g). To model the spaces between the symbols, an additional 'space' model is introduced. For initialization each of these symbols is written several times well separated on a sheet. For an embedded training, 100 common mathematical or physical formulas are collected as training set and an additional set of 30 formulas is used as test set. With respect to a natural writing style, some constraints are introduced to simplify the subsequent structural analysis: 1. In general it is required, that the expressions have to be written from left to right and from top to bottom. In case of a fraction this means, that first the numerator has to be finished, than the fraction line has to be drawn, and finally the denominator has to be written, which is anyway the most frequent writing style. 2. It can be observed, that in case of writing sums, integrals and products the writer usually writes first the lower limit and after this the upper limit. A similar situation can be found when subscripts occur in combination with superscripts, quotes or vector-and matrix-arrows, respectively. Thus, this constraint is introduced as an exception of 1.), because in these cases the top to bottom constraint is resolved. Interpret.
Figure 1. System overview
the root symbol if the denominator or radicant gets longer than expected before. In this case it is due to the use of dynamic information not possible to expand the line afterwards. 4. Currently, no higher order root operations, no operators as subscript and no higher level superscripts are allowed like x y z , for example. Fig. 1 gives an overview of the complete system. The processing levels as they are shown, will be described in the following sections.
Continuous Formula Recognition
Continuous recognition means, that it is not necessary to enter each single symbol well separated, neither spatially nor temporally. The segmentation of the distinct words is realized within the HMM framework, applying a special 'space' HMM for the detection of word boundaries. Instead of attempting to identify each symbol separately, the efficient HMM-based decoding techniques allow a complete identification of the entire formula.
Pre-Processing and Feature Extraction
The raw data is captured as a temporal vector sequence of the Cartesian coordinates of the pen position. The pre-processing step is a spatial re-sampling of the pen trajectory [5] . It should be stressed, that the re-sampling preserves the spatial information, i.e. the Cartesian pen coordinates. As described in [5] , several on-line and off-line features are extracted from the re-sampled vector sequence and are quantized subsequently into discrete multi-streams. Hidden Markov Modeling For the modeling of the symbols, discrete left to right HMMs without skips and with different numbers of states are used, in order to model symbols with different lengths. The initialization of the HMMs is realized with the Viterbi training [4] , using isolated samples of the symbols. For the embedded training of the complete formulas, the Forward Backward Algorithm is used [4] , while a Viterbi decoding is used for the recognition [4] . The most likely state sequence of a set of HMMs, resulting from the Viterbi decoding, can be very effectively exploited for formula recognition by analyzing the alignment of each feature frame to its best matching HMM state. With the result, that the indexes of start-and end-frames of the recognized symbols are known. The recognition with the simultaneous symbol segmentation is an important feature for further processing steps.
Structure Analysis
As described before, the result from the Viterbi decoder is not only the transcription, i.e. the sequence of recognized words and symbols, but also the start-and end-frames of each symbol. The following sub-sections describe, how this information can be used for further processing.
Extracting Geometrical Features
The temporal alignment of the frames together with the re-sampled vector-data allows the extraction of geometrical features of the symbols. These geometrical features are the center of a recognized symbol and the size and position of its bounding box. The bounding box of a word is extracted by stepping through the re-sampled vector sequence starting at the start-frame number of the current word until the stop-frame number is reached, and searching for minima and maxima in x-and y-direction in the determined part of the sequence of Cartesian vectors. The center of the word is approximated with the geometrical center of its bounding box.
Interpretation of the Geometrical Structure
With the spatial alignment the sizes of the words and their relative positions are known. Furthermore, with the constraints as mentioned in Sect. 2 it is also known, in which temporal direction expressions with special meanings, like the limits of an integral have to be searched or how to resolve ambiguous recognition results, which is only possible with this generated context information. Correction of obvious recognition errors The first step is the correction of obvious recognition errors. This can be a possible confusion between minus and short fraction lines or an inserted '' after the words sin or limcaused by a possible delayed stroke of the subsequent set i-dot. While the inserted '' after the words sin and limis deleted in general, because it does not form a valid expression, the confusion between minus and short fraction is resolved by comparing the relative position of the dash to the temporal predecessor symbol and to the successor symbol. Q an upper and lower limit has to be found. It is known from constraint (2) , that the successor(s) of the word R for example has to be the lower limit, while the second next successor has to be the upper limit of the integral, as long as these successors fulfill the geometrical conditions, namely that they are below and above the integral, respectively. If no successors are found, that fulfill these conditions, the integral is an undetermined integral. A similar procedure is started if the word limor the symbol p is found in the transcription. The last type of this special mathematical operators are the fractions. Again constraint (1) defines the temporal order of numerator, fraction line and denominator, which means, that only previous words in the transcription can belong to the numerator and that only following words may belong to the denominator. Subscript and superscript Determining if a word is the base for sub-or superscript is the most complicated step in the structure analysis, because there is no hint available, which enables a search for special key-words. In fact nearly every character could be the base for sub-or superscript. Thus the search for sub-or superscripts is just based on the relative positions of the words. Distinguishing between sub-, superscript and in-line is realized with the comparison of the word centers. An occurring subscript should be found successive to the in-line word located on the lower right, while an occurring superscript should appear after the subscript (if present) and should be located on the upper right.
Analysis of special mathematical operators

Results and Conclusion
With the methods described in this paper we obtained a symbol recognition rate of 96.3% on the defined test-set. This rate is determined directly after the Viterbi recognition without the correction steps described in Section 4.2. The recognition rate after the corrections increases slightly up to 97.7%, indicating that the HMMs are capable of distinguishing between apparently identical symbols. The reason for the resolution of the ambiguities between ' (quote) and ',' (comma) or minus and short fraction lines is, that the HMMs make use of the dynamics of the handwriting. The samples in Fig. 2 should give an idea of the type of The results presented in this paper show, that with the introduction of appropriate constraints a robust online handwritten formula recognition is feasible, even without requiring an artificial style of handwriting. Furthermore it is very helpful to perform segmentation and recognition in a single path in order to achieve a robust recognition.
