Abstract-This work considers the satellite data processing portion of a space-based weather monitoring system. It uses a heterogeneous distributed processing platform. There is uncertainty in the arrival time of new data sets to be processed, and resource allocation must be robust with respect to this uncertainty. The tasks to be executed by the platform are classified into two broad categories: high priority (e.g., telemetry, tracking, and control), and revenue generating (e.g., data processing and data research). In this environment, the resource allocation of the high-priority tasks must be done before the resource allocation of the revenue generating tasks. A two-part allocation scheme is presented in this research. The goal of first part is to find a resource allocation that minimizes makespan of the high-priority tasks. The robustness for the first part of the mapping is defined as the difference between this time and the expected arrival of the next data set. For the second part, the robustness of the mapping is the difference between the expected arrival time and the time at which the revenue earned is equal to the operating cost. Thus, the heuristics for the second part find a mapping that minimizes the time for the revenue (gained by completing revenue generating tasks) to be equal to the cost. Different resource allocation heuristics are designed and evaluated using simulations, and their performance is compared to a mathematical bound.
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INTRODUCTION
T HE space-based weather monitoring system considered in this work consists of two major components: the satellite with its data collection sensors, and the data processing system (see Fig. 1 ). The data processing system is responsible for requesting (from the satellite) the data that must be collected, and scheduling the tasks that need to be executed. The tasks to be executed on the data set can be classified into two broad categories: 1) high-priority tasks for positioning and 2) revenue generating data processing and data research tasks [26] . Imaging across a variety of spectral bands is collected by the satellite, and is transmitted back to the data processing system.
The weather imaging data sent down by the satellite (the data set) must be processed before it is of any value to the users. A new weather data set is received periodically, and the current data set must be processed before the next data set arrives. A similar requirement is used in the satellite image processing in [19] . Currently, systems used for processing the data sets, at a typical site, are divided into three distinct sets of processing elements (dedicated to satellite positioning, data processing, and data research). As a result of this partitioning of a given data set, one system may be overloaded while another is underloaded.
The goal of this research is to develop a resource manager, so that a smaller heterogeneous global bank of shared common resources can replace the three sets of processing elements and operate efficiently. The global bank will reduce the cost of the system, while being financially viable. This platform is a heterogeneous computing system (HCS), because machines are typically added or replaced over time with new machines. Therefore, tasks may have different execution times on different machines, and thus have greater affinity to certain machines.
The allocation of tasks to machines is a static mapping problem [1] , because all the tasks that need to be executed are known a priori (before the data set to be processed arrives). However, it has some characteristics of dynamic mapping in that tasks are known a short time in advance, so the resource allocation must be performed in a short amount of time, e.g., five minutes.
In an HCS, the assignment of tasks to machines to obtain a near optimal resource allocation is an important research problem. The act of assigning (matching) each task to a machine and ordering (scheduling) the execution of the tasks in each machine is known as mapping, resource allocation, or resource management. The mapping problem has been shown, in general, to be NP-complete (e.g., [9] , [14] , [17] ). Hence, the development of heuristic techniques to find near optimal solutions is an active area of research (e.g., [1] , [13] , [15] , [31] ).
The performance of computing systems is susceptible to degradation due to unpredictable circumstances. Therefore, it is necessary to allocate resources to tasks so that the robustness of the system in response to unpredictable events is maximized [4] . For this study, the times between the arrival of data sets can vary, i.e., it is uncertain. The next data set may arrive earlier than expected. Because the current data set is discarded when the next data set arrives, it is important for the resource allocation to be robust against an early arrival of the next data set. Thus, it is necessary to develop a performance metric to evaluate the robustness of a mapping produced by the heuristics.
In this research, our contributions are:
1. the derivation of a formal mathematical model for a proposed real-world weather image processing system; 2. the definition of a new robustness metric for making resource allocation decisions; 3. the development of a two-part approach for scheduling high-priority tasks (HPTs) and revenue generating tasks (RGTs) in an oversubscribed system where each part has a different robustness criterion; 4. the design and simulation-based evaluation of new problem-domain-specific heuristics for developing resource allocations; and 5. the derivation of a bound on the performance of a resource allocation for the proposed HCS. The remainder of this paper is organized as follows: A detailed overview of the system model is given in Section 2. Section 3 discusses the related work. The heuristics for HPT and RGT are explained in Sections 4 and 5, respectively. Section 6 describes the simulation setup used for the experiments, and the bounds on the performance of a resource allocation are presented in Section 7. The experimental results are discussed in Section 8. In Section 9, the conclusions are presented.
PROBLEM STATEMENT
System Model
In this study, there are a set of T T tasks that must be executed on M M heterogeneous machines for a given data set. We assume that all the tasks associated with a data set must arrive at a predetermined time before the expected arrival time of the data set. Therefore, all the tasks associated with a data set are known a priori, and the mapping problem is a static mapping problem [1] , [7] . A new data set arrives from the satellite after an interval of time units. The HPTs executed with this new data set are needed to position the satellite, i.e., to decide where to move the satellite next.
In some scenarios dealing with large-image data sets, it may difficult to keep multiple data sets from multiple time intervals. Furthermore, for the case where the same geographical location is being monitored, it is better to use the latest data. Therefore, when a new data set arrives, all tasks associated with the old data set are dropped, and the machine queues are emptied. In our environment, we will need to stop executing RGTs using the last data set to execute the HPTs on the new data set.
In this system, not all tasks (for the current data set) can be completed by the expected arrival time of the next data set. An oversubscribed system is considered because it makes meeting robustness constraints more difficult to accomplish.
The expected arrival time of the next data set, expected , is only an estimate and the next data set might arrive earlier than expected. The estimated time to compute task i on machine j ðE ET Cði; jÞ E ET Cði; jÞÞ is assumed to be known. The assumption of such ETC information (based on historical or experimental data) is a common practice in resource allocation research (e.g., [16] , [18] , [20] , [23] , [32] ). Let the machine ready time be the time at which a machine would be able to start the execution of a currently unassigned task.
Execution of the HPTs ensure the proper functioning of the system; therefore, it is necessary that these tasks are completed. The RGTs are important to ensure the system is financially viable. The resource allocation is separated into two parts. The first part is concerned with minimizing the maximum completion time (makespan) of all HPTs, while the second part is concerned with minimizing the time which it takes to reach a "profit" and is different from just minimizing makespan, as different tasks have different revenues.
Let m makespan HP m makespan HP be the completion time of the last highpriority task to finish, Dataset i i the time when data set i arrives, and Á Á ¼ expected À . An illustration of this notation is shown in Fig. 2 .
Robustness
Features, Perturbations, Impact, and Analysis (FePIA) is a procedure for deriving a robustness metric for an HCS [4] . The FePIA procedure addresses three fundamental questions [3] : 1) What behavior of the system makes it robust? 2) What uncertainties is the system robust against? and 3) Quantitatively, exactly how robust is the system?
Using the FePIA procedure, we define what behavior makes the first part robust. This system needs to be robust against uncertainty in the arrival time of the next data set. For HPTs, a resource allocation is robust if all HPTs finish before expected , and the robustness is quantified by the difference between expected and the makespan of HPTs (makespan HP ). By minimizing makespan HP , we maximize time difference between the maximum completion time of these tasks and expected . The robustness for HPTs ( HP T ) is quantified as
This measure of robustness for HPTs is similar to a slack (or laxity) (e.g., [11] , [29] ). RGTs generate a revenue, but are not critical for positioning the satellite. Each RGT task i (t t i ) has an associated revenue of R Rðt i Þ. The revenue generated by the satellite should cover the costs associated with the continued operation of the satellite (e.g., labor and facilities).
For the system to be robust, the revenue generated by the satellite for each data set needs to be larger than the cost associated with processing that data set. Let C C total be the cost associated with processing a data set, and C CT asksðÞ be the set of RGTs completed before the arrival of the next data set; this set is a function of . The system is robust if
The uncertainty considered when assigning both HPTs and RGTs is the actual arrival time of the next data set. The robustness metric for RGTs ( RGT ) is the maximum value of Á (= expected À ) such that the revenue is equal to or exceeds the cost, and is calculated using the following equation:
Finding a resource allocation that maximizes Á will optimize robustness because it allows the next data set to arrive sooner and still meet the system cost (C total ) associated with processing a data set.
RELATED WORK
There are many definitions of robustness for various environments (e.g., [4] , [5] , [25] , [28] ). Our study applies the robustness concept to an environment that is required to be profitable, where revenue is earned by executing tasks.
The study in [5] discusses a job shop environment that is susceptible to sudden changes that render an existing schedule infeasible. In our study, the system model and performance metrics are quite different.
In [6] , the authors describe an oversubscribed system for scheduling communications for a satellite range scheduling problem. Each task has a priority and a deadline associated with it, and not all tasks can be scheduled before their deadlines. The goal is to minimize the number of tasks that cannot complete before their deadline. This problem is similar to our study, because we schedule based on task priority, i.e., assign HPTs first, and also the money generated by RGTs can be considered as a priority. However, in our study, the profitability of the system is robust against uncertainties in the arrival time of the next data set. This does not necessarily correlate to minimizing the number of tasks that cannot complete before the deadline.
The work in [21] also discusses an oversubscribed environment of tasks with multiple priorities, but emphasizes that task priorities must be rigidly respected, i.e., a higher priority task can never be traded for a set of lowpriority tasks. Our study is similar because it is divided into a two-part scheduling problem, where the HPTs must be completed before the RGTs can be considered. However, for RGTs there is a trade-off. Another significant difference between our work and the work in [21] is that we study how the system performs when there is uncertainty in the arrival time of the next data set.
HEURISTICS FOR HIGH-PRIORITY TASKS
Six static heuristics are considered here: five greedy heuristics and a Genitor Algorithm. We implement two types of greedy heuristics: one-phase and two-phase. The one-phase heuristics for HPTs are Minimum Execution Time (MET) [7] , [24] , Minimum Completion Time (MCT) [7] , [17] , and K-Percent Best (KPB) [24] , and the two-phase heuristics are MinCT-MinCT and MaxCT-MinCT [7] , [17] , [24] . These heuristics were chosen because they have performed well in similar environments, and were appropriate for the goals and time constraints of this problem domain, where the goal is to minimize makespan. Because the use of these heuristics for minimizing makespan was taken directly from the earlier work cited above, they are not discussed here.
A Genitor algorithm [30] (a steady-state genetic algorithm) was implemented in this study for comparison purposes. Genetic algorithms have been used successfully in the literature for resource allocation (e.g., [8] , [12] , [22] ). This Genitor approach cannot be fielded in a live system because of time constraints on the heuristic runtime. The implementation details of greedy and Genitor heuristics are in Appendix A (see supplemental material, which can be found on the Computer Society Digital Library at http:// doi.ieeecomputersociety.org/10.1109/TPDS.2011.44).
HEURISTICS FOR REVENUE TASKS
Overview
For the second part of the problem, each machine's ready time is its finishing time found by the best heuristic used for mapping HPTs. Several heuristics were implemented for RGTs. Of these, MET, MCT, KPB, and MinCT-MinCT are the same as used in Section 4 (see Appendix A in supplemental material), except with descending revenue being used to determine the order in which tasks are assigned for onephase greedy heuristics. The MaxW-MaxW, MaxWPTUMaxWPTU, and MaxWPTU-MinCT heuristics are greedy heuristics similar in structure to the MinCT-MinCT heuristic but using different objective functions. A Genitor-based heuristic also was implemented for comparison only, due to its long execution time.
Greedy Heuristics
For the one-phase greedy heuristics (MET, MCT, and KPB), three different orderings of tasks were used: random orderings (RAND), maximum revenue per time unit (MRPTU), and average revenue per time unit (ARPTU).
1. RAND: Random ordering of tasks. 2. MRPTU: For each task i that needs to be mapped, M MRP T U i is calculated using the following equation:
The tasks that need to be mapped are sorted in descending order based on MRP T U i . 3. ARPTU: For each task i that needs to be mapped, A ARP T U i is calculated using the following equation:
The tasks that need to be mapped are sorted in descending order based on ARP T U i .
MaxW-MaxW
This heuristic is similar in structure to MinCT-MinCT, but instead of minimizing completion time it maximizes a "worth" value. Let F F ij be the completion (finishing) time of task i on machine j. For a task i on a machine j, the likelihood (L L ij ) of task i completing on machine j before the deadline is defined as
The worth value (w w ij ) is based on L ij and is calculated using the following equation:
The procedure used to implement MaxW-MaxW is shown in Fig. 3 .
MaxWPTU-MaxWPTU
The MaxWPTU-MaxWPTU heuristic is a Max-Max heuristic similar in structure to MaxW-MaxW. However, this heuristic is based on worth per time unit (WPTU), calculated as follows:
The procedure for MaxWPTU-MaxWPTU is the same as the procedure shown in Fig. 3 ; however, "worth per time unit" is substituted for "worth."
MaxWPTU-MinCT
The MaxWPTU-MinCT heuristic is similar to the MaxWMaxW heuristic previously described. MinCT finds for each unmapped task the task/machine pair with the smallest completion time, then MaxWPTU selects the task/machine pair with the maximum WPTU.
RGT Genitor
Genetic algorithms (GAs) have been shown to work well for numerous problem domains, including resource allocation and job shop scheduling, e.g., [7] , [8] , [10] . The RGT Genitor requires information about the assignment of tasks to machines, and the ordering of these tasks in the machine queue. This information is represented with two chromosome strings that are illustrated in Fig. 4a . The top string represents the assignment of t i to machine j. The bottom string is a real number from 0 to 1 that represents the relative ordering of a task in a machine queue. In Fig. 4b , the string from Fig. 4a is converted to a mapping. To understand how the chromosome string is converted into a mapping, we can observe the tasks assigned to machine 1 (m 1 ). The task-real number pairs assigned to m 1 are: t 4 À 0:74, t 7 À 0:23, t 11 À 0:34, and t 12 À 0:99. The real number is used to arrange the tasks in ascending order within the machine queue (e.g., t 11 executes before t 4 because 0:34 < 0:74). The best solution generated among the greedy heuristics was used as a seed in the RGT Genitor. The rest of the population is created by generating a random assignment of tasks to machines, and a uniform random variable (Uð0; 1Þ) for the relative ordering for each task. The chromosomes are sorted in a ranked list based on descending order of RGT .
The crossover for the RGT Genitor is done by selecting two parents using linear bias [30] . For the two selected parents, two crossover points are randomly generated. Between these two crossover points, the machine assignments and the real numbers are exchanged among parents. This crossover procedure generates two new offspring.
The mutation is done on both offspring. For each entry i in the machine assignment string of the offspring, with X percent probability of mutation (determined experimentally) reassign task i to a randomly selected machine. After the machine assignment string is mutated, the random number string is mutated. For each entry i of the random number string of the offspring, with X percent probability of mutation (determined experimentally), a new random number (Uð0; 1Þ) is generated and it replaces the entry for task i.
After the crossover and mutation operations are done, the offsprings are evaluated and inserted into the sorted population; the two worst chromosomes are discarded from the population (i.e., the size of the population remains constant). This process is repeated until the stopping criteria is met (i.e., heuristic execution time reaches one hour). Based on experimentation: the population size used for this study was 100 chromosomes, the probability of mutating a task-machine assignment was set to 3 percent, the probability of crossover was 100 percent, and the linear bias parameter is set to 1.5.
SIMULATION SETUP
The simulation environment was intended to represent a typical satellite data processing system. The environment we used to evaluate and compare the heuristics had eight machines (M ¼ 8), and 2,048 total tasks (subdivided into 512 HPTs and 1,536 RGTs). In this environment, users submit requests to process a provided data set by one of a collection of well-known tasks. For this simulation, the ETC matrix is generated using the coefficient of variance (COV)-based method, described in [2] .
To simulate the diverse task mixtures in a real system, the COV for task heterogeneity was 0.1 and machine heterogeneity was set to 0.4, i.e., low task-high machine heterogeneity. The simulation parameters were configured to ensure an oversubscribed system, and provide a sufficient challenge for the mapping heuristics. The mean time to execute the tasks was set to 7.5 seconds, and expected ¼ 900 seconds. The execution ratio of a task (ERT i ) is the average execution time of a task i over all machines divided by the average execution time of all tasks across all machines.
In an actual system, revenue for each task is negotiated between the system provider and the user. For our simulation studies, the Rðt i Þ values for revenue task i are computed by multiplying ERT i and a sample from a Gamma distribution (mean of 200 and standard deviation of 50).
The simulations were run on an Intel Core 2 Duo T8100 (2.1 GHz), with 4 GB RAM running a Windows Vista OS. The code was written in C++ and run on cygwin.
BOUND
In this section, we present an upper bound on RGT , assuming an oversubscribed system that can have a revenue that exceeds cost. An upper bound on HP T is from [7] and is summarized in Appendix B, which can be found on the Computer Society Digital Library at http:// doi.ieeecomputersociety.org/10.1109/TPDS.2011.44. The upper bound on RGT (U UB RGT ) uses the best result found from among the heuristics used to assign HPTs to set the initial machine ready times for the RGTs. This method is used (instead of using the result of UB HP T ) to make the bound tighter.
Let S Set revenue S Set revenue be the set of RGTs. For each revenue task (t i 2 Set revenue ), MRP T U i is calculated using (4). A list (U UB list ) of the RGTs sorted based on MRP T U i in descending order is created. To calculate UB RGT , we define C CT j as the completion time of machine j, and task i (t i ) as the ith task from UB list . Let
The N N min is the minimum number of RGTs from UB list needed for the revenue to be larger than the cost, and total is the minimum time that the minimum execution time machines would need to achieve exactly C total . That is,
As illustrated in Fig. 5 ,
If total a ; then
If a < total a þ b ; then If the system is not robust (i.e., total > a þ b ), then
This value can be used to determine the minimum time past expected needed to make revenue equal to cost.
RESULTS
Different types of heterogeneity (consistencies [2] ) are defined in Appendix C, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety. org/10.1109/TPDS.2011.44. The results from HPTs are given in Appendix D. The results of RGT for the inconsistent matrices are shown in Fig. 6 and discussed below (additional RGT results are in Appendix E of the supplemental material). The MaxWPTU-MaxWPTU was the best performing heuristic. This heuristic uses the main characteristics of the MaxW-MaxW and improves upon it by calculating the worth per time unit for each specific task-machine pair. Note that both MaxWPTU-MaxWPTU and upper bound for RGTs use a revenue over execution-time-based function. The equations for MRP T U i (4) and wptu ij (8) are similar for the MET machine of task i. The difference comes when we incorporate the likelihood of completing the task before expected in (8) . This inclusion allows the heuristic to incorporate information about the current state of the machine that is not present in (4). The result of the MaxWPTU-MaxWPTU was over 98.7 percent of the robustness value generated by the Genitor heuristic even though Genitor is seeded with the best of the heuristics for each trial and has a runtime of 60 minutes.
We believe that the solution found by MaxWPTUMaxWPTU is near optimal; because, the Genitor heuristic (in general) did not find a significantly better solution and the UB is loose. The UB is loose because, in the low taskhigh machine heterogeneity case, the number of tasks that have a given machine j as its minimum execution time machine is not evenly distributed across machines (as shown in Fig. 7) . As a result, not all tasks execute on their MET machine, as assumed in the upper bound, resulting in a somewhat loose bound.
It was interesting to observe that the MET heuristic did not perform well in environments with low task-high machine inconsistent heterogeneity. In previous studies (e.g., [7] ), MET performed similarly to MCT with inconsistent heterogeneity. However, in this experiment, its performance was significantly inferior to MCT due to the low task-high machine heterogeneity.
One-phase greedy heuristics were significantly faster than the two-phase heuristics. The average execution time of the one-phase heuristics was less than 0.03 s, while the quickest two-phase greedy heuristic had a runtime of 1. 
CONCLUSIONS
The environment considered for this study is a computer system that processes weather data. Additionally, this research also could apply to different sensor data processing, e.g., battleship radar and homeland surveillance security. The satellite data system has two parts that need to be robust against uncertainty. The first part is the execution of highpriority tasks to ensure the operation of the satellite, and the second part ensures financial viability of the system. The uncertainty considered for this system is the variability in the time interval between the arrival of successive data sets.
Several heuristics and their variations were implemented for each of the parts. For all the evaluated scenarios, for HPT, the best heuristic was MinCT-MinCT, and for RGTs MaxWPTU-MaxWPTU was either the best or had comparable performance.
An example of possible extensions could be: tasks execution times could vary based on the input data sets, possible machine failures, representing the entries in an ETC as a probability mass function, use of different revenue models, computing platforms with different heterogeneities, variation in the number of tasks that need to be executed, and applications to other important sensor problems. Another extension to this work is to incorporate good will or fairness when assigning resources. This fairness could become part of the robustness metric or a Quality-of-Service constraint. Additionally, the same model could be used to simulate a multicore or multithreaded environment. However, to do this accurately, we would need to incorporate memory hierarchy and sharing. Another possible direction for future work would be the design of fast heuristics that can combine the makespan measure of HPTs and the revenue of RGTs into the creation of composite HPT and RGT resource allocations, so that an allocation for the HPTs that is "close" to the best makespan can be considered if it gives "much more" revenue for the RGTs; defining "close" and "much more" may need to be user-specified. Keith Knapp received the BS degree in electrical and computer engineering from Colorado State University. He is currently working for GLI in Golden, Colorado.
APPENDIX
. For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
