Dynamics of continued fractions and distribution of modular symbols by Lee, Jungwon & Sun, Hae-Sang
ar
X
iv
:1
90
2.
06
27
7v
1 
 [m
ath
.N
T]
  1
7 F
eb
 20
19
DYNAMICS OF CONTINUED FRACTIONS AND
DISTRIBUTION OF MODULAR SYMBOLS
JUNGWON LEE AND HAE-SANG SUN
Abstract. We formulate a thermodynamical approach to the study of dis-
tribution of modular symbols, motivated by the work of Baladi-Valle´e. We
introduce the modular partitions of continued fractions and observe that the
statistics for modular symbols follow from the behavior of modular partitions.
We prove the limit Gaussian distribution and residual equidistribution for
modular partitions as a vector-valued random variable on the set of rationals
whose denominators are up to a fixed positive integer by studying the spectral
properties of transfer operator associated to the underlying dynamics. The ap-
proach leads to a few applications. We show an average version of conjectures
of Mazur-Rubin on statistics for the period integrals of an elliptic newform.
We further observe that the equidistribution of mod p values of modular sym-
bols leads to mod p non-vanishing results for special modular L-values twisted
by a Dirichlet character.
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1. Introduction and statements of results
Non-vanishing of twisted L-values seems to genuinely rely on the types of equidis-
tribution/density results of special algebraic cycles. The first prominent example
goes back to Ferrero-Washington [10] and Washington [36] for mod p non-vanishing
of special Dirichlet L-values. A key lemma used in their proof precisely comes from
p-adic dynamical analogue of the classical density result of Kronecker in ergodic
theory. Another view of Ferrero-Washington was later given by Sinnott [30]. Using
Zariski density of the twisted image of one-parameter formal torus inside a multi-
dimensional torus, that is, an algebraic analogue of Kronecker’s theorem, Sinnott
presented a simple but exquisite approach.
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The approaches have been extensively generalised to the cases of anti-cyclotomic
twists. Hida [12] established a geometric generalisation of Sinnott’s method for
general CM-points on a modular variety to study mod p non-vanishing of Hecke
L-values. This was further developed by Burungale-Hida [6] to consider Rankin-
Selberg L-values. Vatsal [35] also observed the equidistribution of Heegner points
on a Gross curve associated to definite quaternion algebras. Meanwhile, up until
now, there has been no notable analogous statement for the cyclotomic cases.
The motivation of present research is to explore dynamical counterparts in the
study of modular L-values with cyclotomic twists or more generally Dirichlet twists.
Our early exploration is guided by the fact that the special L-values twisted by a
Dirichlet character is represented by the period integrals of a cuspform, so-called the
modular symbols. Towards non-vanishing result, one may wonder how the symbols
are distributed. In this article, we observe that the statistics for the modular sym-
bols is described by Ruelle’s thermodynamic formalism of dynamics of continued
fractions.
1.1. Non-vanishing mod p of modular L-values. Let f be a newform for Γ0(N)
and of weight 2 with the Fourier coefficients af (n). Let χ be a Dirichlet character
of conductor M . We denote by L(s, f, χ) the twisted modular L-function, which is
given as the meromorphic continuation of the Dirichlet series with the coefficients
af (n)χ(n). Let Qf be the field generated by the coefficients af (n) over Q. There
are suitable periods Ω±f such that the following normalised special L-values are
algebraic, more precisely,
Lf(χ) :=
G(χ)L(1, f, χ)
Ω±f
∈ Qf (χ)
where G(χ) denotes the Gauss sum and ± corresponds to the sign χ(−1) = ±1.
When the mod p Galois representatoin ρf,p is irreducible, p does not divide 2N ,
and N ≥ 3 (see §1.2 or §3.2), one can choose suitable periods Ω±f so that the corre-
sponding algebraic parts Lf (χ) are p-integral with the minimum p-adic valuation.
From now on, let us use these periods when we study mod p equidistribution.
In these circumstances, the p-integral L-values are expected to be generically
non-vanishing modulo p. The first non-vanishing result goes back to Ash-Stevens
[1] and Stevens [32] for a large class of characters. The cyclotomic case has recently
been studied by Kim-Sun [16] who obtain the non-vanishing result for a positive
proportion of characters χ of ℓ-power conductors with a prime ℓ 6= p. Their results
mainly follow from the generation of the first homology group of the corresponding
modular curve by a class of homology cycles.
We obtain a version of the mod p non-vanishing result which relies on residual
equidistribution results on the period integrals, so-called modular symbols,
m
±
f (r) :=
1
Ω±f
{∫ i∞
r
f(z)dz ±
∫ i∞
−r
f(z)dz
}
∈ Qf
for r ∈ Q, by using the following expression for special values
Lf (χ) =
∑
a∈(Z/MZ)×
χ(a) ·m±f
( a
M
)
.
Our result from the dynamical setting is the following:
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Theorem A (Corollary 3.8). Let N ≥ 3 and p ∤ 2N . Let f be an elliptic newform
such that ρf,p is irreducible. Then, we have
#
{
χ ∈ ̂(Z/nZ)×
∣∣∣∣n ≤M, Lf(χ) 6≡ 0 (mod p1+vp(φ(n)))}≫M
where p is a prime over p in Qp and vp(φ(n)) is the p-adic valuation of the Euler
totient φ(n).
Similar quantitative mod p non-vanishing of Dirichlet L-values are studied in
Burungale-Sun [7]: Let λ be a Dirichlet character of modulus N and (p,NM) = 1
and (N,M) = 1. Removing the condition p ∤ φ(M), their result can be formulated
as follows.
#{χ ∈ ̂(Z/MZ)× |L(0, λχ) 6≡ 0 (mod p1+vp(φ(M)))} ≫M1/2−ǫ.
Let us remark that even though Theorem A is not strong enough as the result of
Burungale-Sun, it is the first result of this type for modular L-values with Dirichlet
twists as far as we know. We thus believe that the result can be taken as one
of evidences that our approach opens up new direction of the research. In fact,
the non-vanishing result is a consequence of our main results on the Mazur-Rubin
conjecture which will be discussed in the next subsection, which are other examples
of prospect for our approach.
1.2. Conjectures of Mazur-Rubin. In order to understand the growth of Mordell-
Weil ranks of an elliptic curve over Q in large abelian extensions, Mazur and Rubin
[22] have established several conjectural statistics for modular symbols based on
the numerical computations.
For a random variable a on a probability space X , let use the notations P[a|X ],
E[a|X ], and V[a|X ] to denote the probability, mean, and variance of a on X , re-
spectively. Let us consider the probability spaces with uniform probability:
ΣM =
{ a
M
∣∣ 1 ≤ a < M, (a,M) = 1} , ΩM = ⋃
n≤M
ΣM .
Let us regard m±f as a random variable on the probability space ΣM or ΩM . Let
us set m±E = m
±
fE
for the newform fE corresponding to an elliptic curve E. The
periods Ω±fE can be chosen as the Ne´ron period Ω
±
E . We obtain the p-integrality
of m±E when the residual Galois representation ρE,p of E is irreducible and E has
good and ordinary reduction at p. Then, Mazur-Rubin [21] have proposed:
Conjecture B (Mazur-Rubin). Let E be an elliptic curve over Q of conductor N .
Then:
(1) The random variable m±E on ΣM follows the asymptotic Gaussian distribu-
tion as M goes to infinity.
(2) For a divisor d of N , there exist two constants C±E and D
±
E,d, called the
variance slope and the variance shift, respectively such that
lim
M→∞
(M,N)=d
V[m±E |ΣM ]− C±E logM = D±E,d.
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(3) Assume that ρE,p is irreducible and E has good and ordinary reduction at
p. Then, for any integer a modulo p
lim
M→∞
P[m±E ≡ a (mod p)|ΣM ] =
1
p
.
Petridis-Risager [26] show an average version of the statements (1) and (2) for
general cuspforms f of cofinite Fuchsian groups, i.e., statements on the probability
space ΩM . They could even give an explicit formula for the constant C
±
f as well
as D±f,d in terms of special values of symmetric square L-function of f when the
group is a congruence group. They further established an interval version of (1),
that is, for any interval J ⊆ [0, 1], the variable m±f on ΩM ∩ J follow the Gaussian
distribution asymptotically. Their approach is based on the sophisticated theory of
non-holomorphic Eisenstein series twisted by the moments of modular symbols.
In this article, we present an another proof of the average version of Conjecture
B for a newform of weight 2 for Γ0(N) including the statement (3) for an elliptic
newform. More precisely, the statements (1)–(3) hold on ΩM . We further obtain
some partial results regarding the interval version.
For r ∈ Q∩ [0, 1], let r = [0;m1,m2, · · · ,mℓ] be the continued fraction expansion
of r. Let PiQi := [0;m1, · · · ,mi] be the i-th convergent of r. We define an element
gi(r) :=
[
Pi−1 Pi
Qi−1 Qi
]
in GL2(Z). We set g(r) := gℓ(r). Note that there is a bijection
on ΣM given by
r =
a
M
7−→ r∗ = a
M
where a denotes the inverse of a modulo M . In this article, we fix a symbol ϕ for
the map ϕ : Γ0(N)\GL2(Z)→ {0, 1} and the function ϕ on Q∩ [0, 1] which is given
by ϕ(r) := ϕ(g(r)). Let us set ϕ∗(r) = ϕ(r∗). Let us denote by ΩM,ϕ the uniform
probability space defined by
ΩM,ϕ :=
{a
c
∣∣∣ 1 ≤ a < c ≤M, (a, c) = 1, ϕ(a
c
)
6= 0
}
.
Regarding m±f as a random variable on ΩM,ϕ, we have the following.
Theorem C (Theorem 3.6 and 3.7). Let f be a newform for Γ0(N) and of weight
2. Let ϕ = ϕ∗. Then,
(1) The random variable m±f on ΩM,ϕ follows the asymptotic Gaussian distri-
bution as M goes to infinity.
(2) There exist constants C±f and D
±
f,ϕ such that the variance satisfies
V[m±f |ΩM,ϕ] = C±f logM +D±f,ϕ +O(M−γ)
for some γ > 0.
(3) Let f be the elliptic newform fE. Assume that ρE,p is irreducible and E
has good and ordinary reduction at p. Then, for any integer a modulo p
and e ≥ 1
P[m±E ≡ a (mod pe)|ΩM,ϕ] =
1
pe
+O(M−δ)
for some δ > 0.
Theorem C directly implies Conjecture B in an average sense with specific choices
of ϕ. For the first and third statement we choose ϕ ≡ 1. For a divisor d of N , define
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ϕd
([
α β
γ δ
])
= 1 when (δ,N) = d and 0 otherwise. Note that ϕd is well-defined on
Γ0(N)\GL2(Z). Since the denominators of r and r∗ are same, we have ϕ∗d = ϕd.
Then, the particular choice of the map ϕ = ϕd implies that the second statement
of the average version of Conjecture B is a special case of our result.
We also obtain an interval version of Theorem C in limited cases: the values of
m
±
E(r) are asymptotically both normaly distributed and equidistributed modulo a
prime power, as r varies over ΩM,ϕ ∩ J for an interval J ⊆ [0, 1] and ϕ = ϕN . We
refer to Corollary H below.
1.3. From modular symbols to continued fractions: Manin’s trick. Let us
describe how the statistics of continued fractions enters into our discussion on the
distribution of modular symbols. Manin [18] noticed that the period integral can
be written as∫ r
0
f(z)dz =
ℓ∑
i=1
∫ Pi
Qi
Pi−1
Qi−1
f(z)dz = −
ℓ∑
i=1
∫ gi(r)·∞
gi(r)·0
f(z)dz.
For u ∈ Γ0(N)\GL2(Z), let us define
cu(r) := #{1 ≤ i ≤ ℓ : gi(r) ∈ u}.
We then observe that the modular symbols for a newform f can be expressed by
(1.1) m±f (r) = (1± 1)Lf(χ) +
∑
u∈Γ0(N)\GL2(Z)
cu(r)w
±
u
where
w±u =
1
Ω±f
{∫ u·∞
u·0
f(z)dz ∓
∫ u·∞
u·0
f(zι)dzι
}
∈ Qf
and zι = −z¯. This identity says that the distribution of modular symbols can be
explained by the behavior of a vector-valued random variable
c := (cu),
called a modular partition vector. In fact, the main issue in this article is to study
the statistical behavior of c and to obtain applications to the distribution of modular
symbols. Theorem C is a specialisation of results on the distribution of the random
variable c on ΩM . The probabilistic properties of the variable c essentially follows
from the explicit information on its moment generating function, which will be
described below in Theorem F and Theorem G.
1.4. Dynamics of continued fractions: work of Baladi-Valle´e. We now de-
scribe our approach. It is deeply motivated by the work of Baladi-Valle´e [2] on
dynamics of continued fraction. Let us briefly outline their result and strategy for
the proof.
Regarding the length ℓ of continued fraction expansion of a rational number
as a random variable on ΣM , it has been expected that ℓ follows the asymptotic
Gaussian distribution as M goes to infinity. The first prominent result goes back
to Hensley [15] who obtains a partial result on the problem in an average setting,
i.e., one for ΩM . Baladi-Valle´e have proved the average version in full generality,
based on the dynamical analysis of Euclidean algorithm.
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Baladi-Valle´e established the quasi-power behavior of moment generating func-
tion E[exp(wℓ)|ΩM ], which ensures the asymptotic Gaussian distribution of ℓ (The-
orem 3.5). More precisely, they study a Dirichlet series whose coefficients are es-
sentially the moment generating functions E[exp(wℓ)|Σn]:
L(s, w) =
∑
n≥1
cn(w)
ns
, cn(w) =
∑
r∈Σn
exp(wℓ(r))
for two complex variables s, w with ℜs > 1 and |w| being sufficiently small. The
desired estimate then follows from the Tauberian argument on L(s, w). To this
end, they settled the analytic properties of the poles of the Dirichlet series L(s, w)
and the estimates on its growth in a vertical strip. A crucial observation made in
Baladi-Valle´e [2] is that a weighted transfer operator plays a central role in settling
the necessary properties of L(s, w).
Let T : [0, 1]→ [0, 1] denote the Gauss map which is given by
T (x) =
1
x
−
⌊
1
x
⌋
for x 6= 0 and T (0) = 0. Then, the i-th digit of the continued fraction expansion
of a real number x is given by ⌊ 1T i−1(x)⌋, that is, the digits can be viewed as a
trajectory of one dimensional Gauss dynamical system ([0, 1], T ). They considered
the weighted transfer operator defined by
Hs,wf(x) :=
∑
y:Ty=x
exp(w)|y′(x)|s · f(y)
for two complex variables s and w. A key relation they established is that
(1.2) L(2s, w) = Fs,w(I −Hs,w)−11(0)
where Fs,w denotes the final operator restricted to the indices y(x) =
1
m+x with
m ≥ 2. The crucial properties of Dirichlet series for the Tauberian argument thus
directly follow from the spectral properties of transfer operator. In particular, the
estimate on the growth of L(s, w) in a vertical strip comes from the Dolgopyat-
Baladi-Valle´e estimate on the operator norms of Hns,w, n ≥ 1.
We follow their framework by finding a certain dynamical system and associated
transfer operator which naturally describe the analytic properties of Dirichlet series
associated to the moment generating functions of the modular partition vectors.
1.5. Dynamics of modular partition vectors. Let us describe an underlying
dynamics and a corresponding transfer operator for modular partition vectors and
state the main results on its spectral properties and the extension of the Dolgopyat
estimates.
Let Γ be any subgroup in GL2(Z) of finite index. Let Ψ ∈ L∞(IΓ) to be fixed.
Abusing the notation, by the same symbol Ψ let us denote the function
Ψ : r 7→ Ψ(r∗, g(r)).
For a random variable a on ΩM , we define a
∗(r) := a(r∗) and call a∗ the dual
random variable of a. Let us consider a Dirichlet series associated to the modular
partition vector
LΨ(s,w) =
∑
n≥1
dn(w)
ns
, dn(w) =
∑
r∈Σn
Ψ(r) exp(w·c(r))
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for s ∈ C and w ∈ C[GL2(Z):Γ]. Note that we also have
dn(w) =
∑
r∈Σn
Ψ∗(r) exp(w·c∗(r)).
We define a map T on IΓ = [0, 1]× Γ\GL2(Z) by
T(x, u) :=
(
T (x), u
[ −m1(x) 1
1 0
])
where m1(x) denotes the first digit of continued fraction expansion of x. We call
T the skewed Gauss map. We would like to emphasize that Manin-Marcolli [19]
also considered this skew-product Gauss map to study limiting behavior of modular
symbols. For two parameters s ∈ C and w ∈ C[GL2(Z):Γ], we consider the weighted
transfer operator associated to the dynamical system (IΓ,T) defined by
Ls,wΨ(x, u) :=
∑
(y,v)∈T−1(x,u)
exp [w·I(v)]
∣∣∣∣dydx
∣∣∣∣sΨ(y, v)
where I = (Iu)u and Iu for u ∈ Γ\GL2(Z) denotes a membership function given by
Iu(g) = 1 if g ∈ u and 0 otherwise. Our crucial observation is that the Dirichlet
series admits an alternative expression in terms of the weighted transfer operator
Ls,w:
Theorem D (Theorem 4.4). Define JΨ(x, v) = Ψ(1− x, v). Then we have
LΨ(2s,w) = Fs,w(I − L2s,w)−1Ψ(0, I2) + Fs,wLs,w(I − L2s,w)−1JΨ(0, I2)
where Fs,w is the final operator restricted to the indices (y, v) = ( 1m+x , u[ 0 11 m ]) with
m ≥ 2.
Observe that under the assumption JΨ = Ψ or Ψ = Ψ∗, the relation becomes
LΨ(2s,w) = Fs,w(I − Ls,w)−1Ψ(0, I2)
which can be viewed as a generalisation of the expression (1.2).
Let C1(IΓ) be the Banach space of the continuously differentiable functions en-
dowed with the norm
||Ψ||(t) := ||Ψ||0 + 1|t| ||∂Ψ||0 (t 6= 0)
for Ψ ∈ C1(IΓ), where ||.||0 denotes the supremum norm and ∂ denotes a certain
derivative (see §5.1 for a precise definition). The operator Ls,w then acts boundedly
on C1(IΓ). In view of Theorem D, the poles of Dirichlet series are in bijection
with eigenvalues λs,w of transfer operator in a vertical strip. Hence the necessary
properties (Proposition 2.2) of LΨ(2s,w) for applying the Tauberian theorem follow
from the following spectral properties of Ls,w.
Theorem E (Proposition 5.5, 5.8, 5.10 and Theorem 6.5). For s = σ + it and
w = x+ iy for real σ, t,x, and y with (σ,x) in a compact neighborhood of (1,0),
(1) For Γ = Γ0(N), the operator Ls,w has the dominant eigenvalue λs,w of
maximal modulus, which is unique and algebraically simple, and λ1,0 = 1.
(2) For a fixed v > 0 and y = (yu)u with v < maxu |yu| ≤ π, the eigenvalues of
Ls,w are away from 1.
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(3) (Dolgopyat-Baladi-Valle´e) There exist 0 < ξ < 15 and 0 < η < 1 such that
||Lns,w||(t) ≪ ηn · λnσ,x|t|ξ
for sufficiently large |t| and all n ≥ 1.
A particular choice of Γ = Γ0(N) is required to deduce the uniqueness and
simplicity of the dominant eigenvalue λs,w. We refer to Remark 2.3 and Proposition
5.9 for more details. The estimate of the type (3) was first established by Dolgopyat
[9] for certain Anosov flows. Baladi-Valle´e [2] then extended the result to the Gauss
dynamical system. It essentially follows from their modification of Uniform Non-
Integrality property for the Gauss map. We refer to §6 for further details.
Our work extends Baladi-Valle´e [2] in various ways. Taking Γ as the full group
GL2(Z), their work is a specialisation of ours as a case of level 1. Moreover, we
shall emphasize that we consider more general probabilistic space dependent on Ψ
as described below. This enables us to study the distribution subject to certain
conditions by choosing an appropriate Ψ. Indeed, such consideration enables us to
justify the existence of variance slope and shift in Theorem C.(2); and the interval
versions as in Corollary H.
1.6. Distribution of modular partition vectors. Let us now state our main
results on the distribution of the modular partition vectors.
For a non-negative function θ on ΩM with
∑
r∈ΩM
θ(r) 6= 0, let ΩM,θ be the
probability space ΩM with the probability density
(∑
r∈ΩM
θ(r)
)−1
θ. For a non-
trivial function Ψ ∈ C1(IΓ), it can be shown that
∑
r∈ΩM
Ψ(r) is not zero when M
is sufficiently large (see Remark 2.8). Hence it makes sense to define ΩM,Ψ if Ψ is
non-negative. For example, we have ΩM,1⊗ ϕ = ΩM,ϕ. Let C1(IΓ)+ be the cone of
all non-trivial and non-negative functions in C1(IΓ).
Perron’s formula (Theorem 2.1) for LΨ(s,w) together with (1) and (3) of The-
orem E, enables us to obtain the quasi-power expression for moment generating
function of the random vector c on ΩM,Ψ, when w is near 0. A probabilistic re-
sult due to Heuberger-Kropf (Theorem 2.11) asserts that such quasi-power behavior
implies the asymptotic Gaussian distribution of c on ΩM,Ψ. In summary, we obtain:
Theorem F (Theorem 2.9 and 2.12). Let Ψ ∈ C1(IΓ0(N))+. Then:
(1) There are a complex neightborhood W of 0, analytic functions VΨ and U
on W , and some γ > 0 such that the moment generating function of c on
ΩM,Ψ admits a quasi-power estimate
E[exp(w·c)|ΩM,Ψ] = VΨ(w)MU(w)(1 +O(M−γ))
for all w ∈ W . Furthermore, VΨ is non-vanishing on W and the implicit
constant is independent of w.
(2) The distribution of c on ΩM,Ψ is asymptotic Gaussian as M goes to infinity.
So is c∗ on ΩM,Ψ∗ .
Using the specialisation Ψ = 1⊗ ϕ and w = (zw±u )u from (1.1), we are able to
deduce the statements (1) and (2) of Theorem C with the help of another proba-
bilistic result due to Hwang (Theorem 3.5).
Perron’s formula for LΨ(s,w) together with (2) and (3) of Theorem E, gives us an
estimate for E[exp(w ·c)|ΩM,Ψ] when y is away from 0. The equidistribution results
follow from an observation that mod q equidistribution statement is usually based
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on the orthogonality relation between the additive characters a 7→ exp(2πiakq ),
0 ≤ k < q. In summary, we have:
Theorem G (Theorem 2.14 and Corollary 2.16). Let Ψ ∈ C1(IΓ0(N))+ and x near
0. Then:
(1) For a fixed v > 0 and y = (yu)u with v < maxu |yu| ≤ π, we have
E[exp(w·c)|ΩM,Ψ]≪M−δ||Ψ||(Mκ)
for some δ, κ > 0.
(2) For any integer q > 1 and a ∈ (Z/qZ)[GL2(Z):Γ], we have
P[c ≡ a (mod q) |ΩM,Ψ] = q−[GL2(Z):Γ] +O(M−δ)
and also the same formula for c∗ on ΩM,Ψ∗.
The specialisation Ψ = 1⊗ ϕ and w = (z, z, · · · , z) with ℜz near 0 and ℑz away
from 0, gives us the mod q equidistribution of the length ℓ of the continued fractions
on ΩM,ϕ. The statement (3) of Theorem C also follows from Theorem G with the
corresponding normalised specialisation of w.
We conclude with other consequences of Theorem F and G. A useful observation
is that the probability space ΩM,ϕ∩J can be alternatively understood as ΩM,I∗
J
⊗ ϕ,
where IJ denotes the characteristic function of J for an interval J ⊆ [0, 1]. We write
ΩM,ϕ ∩J as ΩM,J,ϕ for short. Since the function IJ ⊗ ϕ does not belong to C1(IΓ),
we make use of a smooth approximation to IJ in order to obtain the estimate of
E[exp(w·c∗)|ΩM,J,ϕ]. We obtain the interval version of the previous theorems:
Corollary H (Corollary 2.13 and Theorem 2.16). Let J be an interval in [0, 1] and
ϕ a function on Γ0(N)\GL2(Z). Then:
(1) The distribution of c∗ on ΩM,J,ϕ is asymptotic Gaussian as M goes to
infinity.
(2) Let q > 1 be an integer and a ∈ Z[GL2(Z):Γ0(N)]. We have
P[c∗ ≡ a (mod q) |ΩM,J,ϕ] = 1
q
+ O(M−δ).
for the same δ in Theorem G.
Immediate consequences of Corollary H are the interval equidistributions of m∗E
and ℓ∗ on ΩM,J,ϕ. Since J
∗ is no longer an interval, we are not able to conclude the
interval equidistribution result for c. However, we use the Atkin-Lehner relation
(see §3.3) of the modular symbols to convert the equidistribution statement for m±∗E
to one for m±E , at least on ΩM,J,ϕN (see Remark 3.4).
Theorem I (Theorem 3.6 and 3.7). For an interval J ⊆ [0, 1]:
(1) The distribution of m±f on ΩM,J,ϕN is asymptotic Gaussian as M goes to
infinity.
(2) For an integer a, under the conditions of Theorem C.(3), a prime p, e ≥ 1,
there exists a δ > 0 such that
P[m±E ≡ a (mod pe)|ΩM,J,ϕN ] =
1
pe
+O(M−δ).
Let us remark that a result on the interval version of Theorem C.(3) for ϕd
with d 6= N , seems unsatisfactory mainly due to the fact that the Atkin-Lehner
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conversion does not preserve the space ΩM,J,ϕd . In a subsequent paper, we would
like to resolve this problem.
Mazur-Rubin, in a private communication, raised a question whether the Gauss-
ian or archimedean, and residual distributions of the modular symbols are corre-
lated. For example, they asked if the moment generating function for the space
of the rationals of which modular symbols is congruent to a fixed integer modulo
prime, is same as that for the original space without the congruence condition. We
answer the latter question in §2.4 and Theorem 3.7.
The paper consists of two major parts; distribution of modular partitions (§2
and §3) and dynamics of the corresponding transfer operator (§5 and §6). In the
first half, we prove the limit Gaussian distribution, residual equidistribution of the
modular partition vector, and an average version of conjectures of Mazur-Rubin,
under the assumption of crucial behaviors of the relevant Dirichlet series in vertical
strips. In §4, we reduce the distribution problem to the dynamical ones by intro-
ducing the transfer operator associated to the skewed Gauss dynamical system and
reconstructing the Dirichlet series in terms of a quasi-inverse of the operator. In the
second half of the article, we study spectral properties of the transfer operator and
finally obtain the Dolgopyat-Baladi-Valle´e estimate in a vertical strip that implies
the proofs of the assumptions for the behavior of the Dirichlet series.
Acknowledgements. We are grateful to Vale´rie Berthe´ for careful comments and
patiently answering many questions regarding dynamical analysis. We thank Ashay
Burungale for instructive discussions about the topic. We also thank Seonhee Lim,
Brigitte Valle´e for stimulating conversations and Viviane Baladi for several precise
comments and encouragement.
2. Modular partitions of continued fractions
In this section, we prove the limit joint Gaussian distribution and the residual
equidistribution of modular partition vector. A key point is that we directly obtain
an explicit estimate for the moment generating functions.
Let us recall that every rational number 0 < r ≤ 1 has a unique, finite continued
fraction expansion r = [0;m1,m2, . . . ,mℓ] with m1, · · · ,mℓ−1 ≥ 1 and mℓ ≥ 2.
Denote by PiQi := [0;m1,m2, . . . ,mi] the i-th convergent where P0 = 1 and Q0 = 0.
Note that for all 1 ≤ i ≤ ℓ, the matrix gi(r) =
[
Pi−1 Pi
Qi−1 Qi
]
is in GL2(Z). Let Γ be a
subgroup in GL2(Z) of finite index. Recall that we set IΓ = [0, 1]× Γ\GL2(Z) and
that for r ∈ [0, 1] ∩Q and u ∈ Γ\GL2(Z), we set
cu(r) = # {1 ≤ i ≤ ℓ : gi(r) ∈ u} .
and c = (cu)u. Our primary goal is to study the probabilistic behavior of c(r) and
c∗(r) as r varies over ΩM,Ψ and ΩM,Ψ∗ , respectively for Ψ ∈ C1(IΓ)+.
2.1. Dirichlet series associated to modular partitions. Recall that a Dirichlet
series associated to the modular partition vector and Ψ ∈ L∞(IΓ) is given by
LΨ(s,w) =
∑
n≥1
dn(w)
ns
, dn(w) =
∑
r∈Σn
Ψ(r) exp(w·c(r))
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for s ∈ C and w ∈ C[GL2(Z):Γ]. Observe that that if dn(0) is non-zero, then∑
n≤M dn(w)∑
n≤M dn(0)
= E[exp(w·c)|ΩM,Ψ].
The average of the coefficients dn(w) can be studied by the Dirichlet series LΨ(s,w)
using the following truncated Perron’s formula.
Theorem 2.1 (Truncated Perron’s Formula, Titchmarsh [33]). Let F (s) =
∑
n≥1
an
ns
for ℜs := σ > σa, the abscissa of absolute convergence of F (s). Then for all
D > σa, one has∑
n≤x
an =
1
2πi
∫ D+iT
D−iT
F (s)
xs
s
ds+O
(
xD|F |(D)
T
)
+O
(
A(2x)x log x
T
)
+O
(
A(N)min
{
x
T |x−N | , 1
})
where
|F |(σ) =
∑
n≥1
|an|
nσ
for σ > σa, N is the nearest integer to x, and an = O(A(n)) with A(n) being
non-decreasing.
For tuples x and y ∈ R[GL2(Z):Γ], let us write
w := x+ iy
and denote |x| := maxj |xj |. We deform the contour of integration in Perron’s
formula in order to detect the residue of LΨ(s,w) or to estimate LΨ(s, iy). When
Ψ ∈ C1(IΓ), we can find a vertical strip containing s = 1, on which LΨ(2s,w)
admits a unique pole for w near 0 and LΨ(s, iy) is analytic for y away from 0.
In both cases, the Dirichlet series satisfy the uniform polynomial estimate for s
with large imaginary part. These are our main technical results in this article as
elaborated below.
Proposition 2.2. For any 0 < ξ < 15 , we can find 0 < α0 ≤ 12 with the following
properties: For any α̂0 with 0 < α̂0 < α0, there exists a neighborhood W of 0 and
a unique analytic function s0 : W → C such that for any Ψ ∈ C1(IΓ) and for all
w ∈W ,
(1) The value s0(0) = 1 and the Hessian of s0 is non-singular at w = 0, and
(2) The real part ℜs0(w) > 1− (α0 − α̂0).
(3) Let Γ = Γ0(N). Then, LΨ(2s,w) has only a simple pole at s = s0(w) in
the strip |ℜs− 1| ≤ α0 and its residue EΨ(w) is analytic on W satisfying
|EΨ1(w)− EΨ2(w)| ≪ ||Ψ1 −Ψ2||L1
for Ψ1, Ψ2 ∈ C1(IΓ) and
EΨ(0) =
1
2 log 2
∫
IΓ
Ψ(x, v)dxdv.
(4) We have |LΨ(2s,w)| ≪ max(1, |t|ξ)||Ψ||(t) in the strip |ℜs − 1| ≤ α0 with
t = ℑs.
For any 0 < ξ < 15 , the real tuple x near 0, and v < |y| ≤ π with a fixed v > 0,
there exists α1 > 0 such that
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(5) The series LΨ(2s,w) is analytic in the strip |ℜs− 1| ≤ α1.
(6) We have |LΨ(2s,w)| ≪ max(1, |t|ξ)||Ψ||(t) in the strip |ℜs− 1| ≤ α1.
Here ||.||(t) is the operator norm on C1(IΓ) introduced before (see §6 for a precise
definition). We postpone the proof of Proposition 2.2 to the end of present article
after discussing dynamical preliminaries. For reader’s convenience, we briefly sketch
how Proposition 2.2 can be obtained. In §4–§6, we introduce the skewed Gauss
map and the associated transfer operator on C1(IΓ); and settle an explicit relation
between the resolvent of the operator and Dirichlet series associated to the modular
partition vector c. Thus, the desired analytic properties of LΨ(2s,w) for Perron’s
formula can be obtained by the dynamical/spectral analysis of the transfer operator
via this key relation.
Remark 2.3. In present article, a particular specialisation of Γ to Γ0(N) is required
only to conclude the simplicity and uniqueness of the pole in Proposition 2.2 (3).
We refer to Proposition 5.9.
Remark 2.4. Since all the arguments depend not on the function Ψ but on the
transfer operator, the constants α0, α̂0, α1, ξ, and all the implicit constants are all
independent of Ψ. This independence plays a crucial role in obtaining the interval
version of residual equidistribution result in Theorem 2.16.
2.2. Joint Gaussian distribution of modular partitions. In this subsection,
we obtain an explicit quasi-power estimate for moment generating function of the
modular partition vector and thus show the limit joint Gaussian distribution.
We apply Theorem 2.1 to the Dirichlet series LΨ(2s,w). Then, Proposition 2.2
makes it legitimate to deform the contour integration in the Perron formula. Let
us first check the condition of Theorem 2.1.
Lemma 2.5. For some c > 0, we have
dn(w)≪ n1+c|x|||Ψ||0.
Proof. Note that w · c(r) ≪ ℓ(r)|x|. Since it is well-known that there exists a
constant c > 0 such that ℓ(r) ≤ c logn for r ∈ Σn, we have
dn(w)≪
∑
r∈Σn
|Ψ(r)| exp (ℓ(r)|x|)≪ n1+c|x|||Ψ||0.
This finishes the proof. 
Hence we take A(M) in Perron’s formula with A(M) =M1+c|x|. The following
is one of our main results which leads us to the asymptotic Gaussian behavior of
the variable c.
Proposition 2.6. There exist constants 0 < δ < 2, κ > 0, and a neighborhood W
of 0 such that for all Ψ ∈ C1(IΓ), we have∑
n∈M
dn(w) =
EΨ(w)
s0(w)
M2s0(w) +O(M δ||Ψ||(Mκ)).(2.1)
The neighborhood W is independent of Ψ. The implicit constant, δ, and κ are
independent of Ψ and w.
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Proof. Proposition 2.2 enables us to do the contour integration using Cauchy’s
residue theorem
1
2πi
∫
UT (w)
LΨ(2s,w)
M2s
2s
d(2s) =
EΨ(w)
s0(w)
M2s0(w)
where EΨ(w) is the nonzero residue of LΨ(2s,w) at the simple pole s = s0(w) and
UT (w) denotes the contour with positive orientation, which is simply a rectangle
with vertices 1+α0+ iT , 1−α0+ iT , 1−α0− iT , and 1+α0− iT . Together with
the Perron formula in Theorem 2.1, we have∑
n≤M
dn(w) =
EΨ(w)
s0(w)
M2s0(w) +O
(
M2(1+α0)||Ψ||(T )
T
)
+O
(
A(2M)M logM
T
)
+O(A(M)) +O
(∫ 1−α0+iT
1−α0−iT
|LΨ(2s,w)|M
2(1−α0)
|s| ds
)
+O
(∫ 1+α0±iT
1−α0±iT
|LΨ(2s,w)|M
2ℜs
T
ds
)
.
Note that the last two error terms are derived from the contour integral, each of
them corresponds to the left vertical line and horizontal lines of the rectangle UT
respectively. Let us write it as∑
n≤M
dn(w) =
EΨ(w)
s0(w)
M2s0(w) + I + II + III + IV + V.
We choose α̂0 with
8
59
α0 < α̂0 < α0
and set
T =M2α0+4α̂0 .
Notice that EΨ(w)s0(w) is bounded in the neighborhood W since s0(0) = 1. Then, the
error terms are bounded as follows.
The error term I is equal to O
(
M2(1−2α̂0)||Ψ||(T )
)
and by Proposition 2.2, the
exponent satisfies 2(1− 2α̂0) < 2.
By Lemma 2.5, for any 0 < ε < α̂02 , we can take W from Proposition 2.2 small
enough to have c|x| < ε/2 so that A(M) = O(M1+ε/2) and logM ≪M ε/2. Hence,
the exponent of M in the error term II is equal to
1 + (1 + c|x|) + ε
2
− (2α0 + 4α̂0) ≤ 2− 23
4
α̂0 < 2.
Similarly the error term III is equal to O(M1+ε/2), so the exponent satisfies
1 +
ε
2
< 1 +
1
4
α̂0 < 2.
Also for any 0 < ξ < 15 , we have |LΨ(2s,w)| ≪ |ℑs|ξ||Ψ||(ℑs) by Proposition 2.2.
Hence, the error term IV is O(M2(1−α0)T ξ||Ψ||(T )) and thus the exponent of M is
equal to
2(1− α0) + (2α0 + 4α̂0)ξ < 2− 4
5
(2α0 − α̂0) < 2.
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The last term V is O(T ξ−1 ·M2(1+α0) logM ||Ψ||(T )), hence the exponent of M
satisfies
(2α0 + 4α̂0)(ξ − 1) + 2(1 + α0) + ε
2
< 2−
(
−2
5
α0 +
59
20
α̂0
)
< 2.
In total, setting κ = 2α0 + 4α̂0 and
δ = min
(
2− 23
4
α̂0, 1 +
1
4
α̂0, 2− 4
5
(2α0 − α̂0), 2−
(
−2
5
α0 +
59
20
α̂0
))
,
we conclude the proof. 
Observe that Proposition 2.6 implies that∑
n≤M
dn(0) = EΨ(0)M
2 +O(M δ||Ψ||(Mκ)).(2.2)
Hence, from Proposition 2.2.(3) we have
lim
M→∞
1
|ΩM |
∑
r∈ΩM
Ψ(r, g(r∗)) =
π2
12 log 2
∫
IΓ
Ψ(x, v)dxdv(2.3)
for all Ψ ∈ C1(IΓ). Here recall that |ΩM | ∼ 6π2M . Applying Weyl’s criterion on the
equidistribution, we obtain a non-trivial consequence of Proposition 2.6:
Corollary 2.7. The set {(r, g(r∗)) | r ∈ ΩM} is equidistributed with respect to the
measure π
2
12 log 2dxdv in IΓ. In particular, ΩM,ϕ is equidistributed in [0, 1) for any
function ϕ.
Remark 2.8. The expression (2.3) implies that
∑
r∈ΩM
Ψ(r) is not zero if M is
sufficiently large unless Ψ is trivially zero. Hence, we are able to define a density
function (
∑
r∈ΩM
Ψ(r))−1Ψ on ΩM for Ψ ∈ C1(IΓ)+.
Now we show that the moment generating function of c on ΩM,Ψ has the quasi-
power behavior for Ψ ∈ C1(IΓ)+ or Ψ = IJ ⊗ ϕ for an interval J in [0, 1] and a
function ϕ on Γ0(N)\GL2(Z). Since IJ ⊗ ϕ does not belong to C1(IΓ), we approx-
imate the moment generating function using a smooth approximation of IJ ⊗ ϕ.
Theorem 2.9. Let Ψ ∈ C1(IΓ0(N))+ or Ψ = IJ ⊗ ϕ. Then, there exist a neighbor-
hood W of 0, an analytic function BΨ on W , and a constant 0 < γ < α0 with α0
from Proposition 2.2, such that BΨ is non-vanishing on W and
E[exp(w·c)|ΩM,Ψ] = BΨ(w)
BΨ(0)
M2(s0(w)−s0(0))(1 +O(M−γ))
with s0(w) from Proposition 2.2 (1) and w ∈ W . The implicit constant and the
constant γ are independent of w ∈ W and Ψ.
Proof. The statements for Ψ ∈ C1(IΓ)+ follows directly from Proposition 2.6 with
BΨ(w) = EΨ(w)/s0(w). Moreover we can observe that the neighborhood W is
independent of Ψ.
Let us consider the case of Ψ = IJ ⊗ ϕ. For Q > 0, let hQ,J be a smooth
approximation of IJ such that ||h′Q,J ||0 ≤ Q and the support of IJ − hQ,J consists
of intervals and their total length is ≪ Q−1. Let us set ΨQ,J,ϕ = hQ,J ⊗ ϕ. Then
ΨQ,J,ϕ belongs to C1(IΓ)+. It is easy to see∑
r∈ΩM
(Ψ(r)−ΨQ,J,ϕ(r)) exp(w·c)≪ #(ΩM ∩ supp(IJ − hQ,J )) ·M |x|
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One can easily show that the last quantity is ≪ M2+|x|Q−1. By Proposition 2.6,
there exists a neighborhood W1 of 0 such that for all w ∈ W1 and all Q ≫ 1, we
have∑
r∈ΩM
Ψ(r) exp(w · c(r)) = EΨQ,J,ϕ(w)
s0(w)
M2s0(w)+O(M2+|x|Q−1)+O(M δ+QM−κ).
Let us define EΨ(w) by the expression (6.3). Then, we have
|EΨ(w)− EΨQ,J,ϕ(w)| ≪ Q−1
for all w ∈ W1. Now we choose a neighborhood W2 ⊆ W1 so that |x| < κ for all
w ∈W2. In total, we have∑
r∈ΩM
Ψ(r) exp(w · c(r)) = EΨ(w)
s0(w)
M2s0(w)(1 +O(Q−1))
+O(M2+κQ−1) +O(M δ +QM−κ).
Setting Q =M1+κ and γ = min(1, 2− δ), we have∑
r∈ΩM
Ψ(r) exp(w · c(r)) = EΨ(w)
s0(w)
M2s0(w)(1 +O(M−γ)).
Since EΨ(0) 6= 0, there exists a W ⊆ W2 such that EΨ is non-vanishing on W .
This concludes the proof of theorem. 
Let us record a consequence of Theorem 2.9, namely, the behavior of the moment
generating function of c∗ on ΩM,J,ϕ. Let us recall that Ψ(r) = Ψ(r
∗, g(r)) and that
ΩM,J,ϕ = ΩM,ϕ ∩ J is equal to ΩM,I∗
J
⊗ ϕ.
Corollary 2.10. There exist a neighborhood W of 0, an analytic function BJ,ϕ on
W , and a constant γ > 0 such that BJ,ϕ is non-vanishing on W and
E[exp(w·c∗)|ΩM,J,ϕ] = BJ,ϕ(w)
BJ,ϕ(0)
M2(s0(w)−s0(0))(1 +O(M−γ))
with s0(w) from Proposition 2.2 (1) and w ∈ W . The implicit constant is indepen-
dent of w ∈ W .
We would like to mention that we have used a different version of Perron’s
formula (Theorem 2.1) from one used in Baladi-Valle´e [2]. The current version
directly leads us to get the desired estimate for moment generating function without
the additional smoothing process of Baladi-Valle´e. Please see Lee-Sun [17] for the
relevant discussion for the length of continued fractions.
The following probabilistic result ensures that the asymptotic normality of a
sequence of random vectors can be followed by the quasi-power behavior of their
moment generating function.
Theorem 2.11 (Heuberger-Kropf [13]). Suppose that the moment generating func-
tion for a sequence XN of m-dimensional real random vectors on spaces ΞN satisfies
the quasi-power expression
E[exp(w·XN ) |ΞN ] = exp(βNU(w) + V (w))(1 +O(κ−1N ))
with βN , κN → ∞ as N → ∞, and U(w), V (w) analytic for w = (wi) ∈ Cm
with |w| being sufficiently small. If the Hessian HU (0) of U at 0 is non-singular,
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then the distribution of XN is asymptotically normal with speed of convergence
O(κ−1N + β
−1/2
N ). In other words, for any x ∈ Rm
P
[
XN − θU(0)βN√
βN
≤ x
∣∣∣ΞN]
=
1
(2π)m/2
√
detHU (0)
∫
t≤x
exp
(
−1
2
t·HU(0)−1 · t
)
dt+O
(
1
κN
+
1√
βN
)
where t ≤ x means tj ≤ xj for all 1 ≤ j ≤ k and the O-term being uniform in x.
Let U(w) = 2(s0(w) − s0(0)) and V (w) = log BΨ(w)BΨ(0) with s0 and BΨ from
Theorem 2.9. By Proposition 2.2, both U and V are independent of M , analytic
for sufficiently small w and the Hessian HU (0) = H2s0(0) is non-singular. Hence
from Theorem 2.11 and Theorem 2.9, we obtain the following central limit theorem
for the modular partition vectors.
Theorem 2.12. Let Ψ ∈ C1(IΓ0(N))+. The distribution of c on ΩM,Ψ is asymp-
totically normal. The same is true for the dual modular partition vector c∗ on
ΩM,Ψ∗.
From Corollary 2.10, we obtain:
Corollary 2.13. The dual modular partition vector c∗ on ΩM,J,ϕ follow asymptotic
Gaussian distribution as M goes to infinity.
2.3. Residual equidistribution of modular partitions. In this subsection, we
show that for any integer q > 1, mod q values of the modular partition vector are
equidistributed. Moreover, we establish an interval version of the result for c∗, i.e.,
residual equidistribution of c∗ on ΩM,ϕ ∩ J , where J is any interval in [0, 1].
We have the following estimate for E[exp(iy · c)|ΩM,Ψ] when |y| is away from
0. An important part is that the exponent of M and implicit constant in the
estimation are independent of Ψ (see Remark 2.4).
Theorem 2.14. For a fixed v > 0, y with v < |y| ≤ π, and x near 0, there exists
γ1 > 0 such that for Ψ ∈ C1(IΓ)+ we have
E[ exp(w·c)|ΩM,Ψ]≪M−γ1 ||Ψ||(M5α1 )||Ψ||−1L1 .
The implicit constant is independent of Ψ.
Proof. By the statements (5) and (6) of Proposition 2.2, LΨ(2s,w) is analytic in
the rectangle UT with vertices 1+α1+ iT , 1−α1+ iT , 1−α1− iT , and 1+α1− iT .
Cauchy’s residue theorem yields
1
2πi
∫
UT
LΨ(2s,w)
M2s
s
ds = 0
and together with Perron’s formula in Theorem 2.1, we have∑
n≤M
dn(w) = O
(
M2(1+α1)
T
||Ψ||(T )
)
+O
(
A(2M)M logM
T
)
+O(A(M))
+O
(∫ 1−α1+iT
1−α1−iT
|LΨ(2s,w)|M
2(1−α1)
|s| ds
)
+O
(∫ 1+α1±iT
1−α1±iT
|LΨ(2s,w)|M
2ℜs
T
ds
)
.
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We denote it briefly by
∑
n≤M dn(w) = I + II + III + IV + V. Taking
T =M5α1 ,
the error terms are estimated as follows.
The error term I is simply O(M2−3α1 ||Ψ||(T )). By Lemma 2.5, for any 0 <
ε1 <
α1
2 , we can take A(M) = O(M
1+ε1/2||Ψ||0) and logM ≪ M ε1/2. Then, the
exponent of M in the error term II is equal to
2 + ε1 − 5α1 < 2− 19
2
α1
and we thus have II=O(M2−
19
2 α1 ||Ψ||0). The error term III is equal to O(M1+α1/4||Ψ||0).
Proposition 2.2 states that for any 0 < ξ < 15 , we have the uniform polynomial
bound |LΨ(2s,w)| ≪ |t|ξ||Ψ||(t) when |y| is far from 0. Thus, the error term IV is
O
(
T ξM2(1−α1)||Ψ||(T )
)
and the exponent of M is equal to
2(1− α1) + 5α1ξ < 2− α1.
The last term V is O
(
T ξ−1 ·M2(1+α1) logM ||Ψ||(T )
)
, hence the exponent of M
satisfies
5α1(ξ − 1) + ε1
2
+ 2 + 2α1 < 2− 7
4
α1.
By taking
γ0 = max
(
2− 3α1, 2− 19
2
α1, 1 +
α1
4
)
which is strictly less than 2, we have
∑
n≤M dn(w) = O(M
γ0 ||Ψ||(T )). Recall that
we have
∑
n≤M dn(0) ≫ M2||Ψ||L1 from Theorem 2.9. Therefore, we obtain the
proof of the statement for some 0 < γ1 < 2− (γ0 + γ). 
An interval version of the dual variable c∗ is as follows:
Corollary 2.15. Let J be an interval in [0, 1) and ϕ a function on Γ0(N)\GL2(Z).
For a fixed v > 0, y with v < |y| ≤ π, x near 0, there exists γ2 > 0 such that we
have
E[ exp(w·c∗)|ΩM,J,ϕ]≪M−γ2 .
Proof. Let ΨQ,J,ϕ = hQ,J ⊗ ϕ∗ be the function in the proof of Proposition 2.9. As
before, we obtain ∑
r∈ΩM
(Ψ∗(r)−Ψ∗Q,J,ϕ(r)) exp(w·c∗)≪M2Q−1.
Taking 0 < v < q−1 in Theorem 2.14, for s 6= 0, again we have∑
r∈ΩM
Ψ∗Q,J,ϕ(r) exp (w·c∗(r))≪ |ΩM,ΨQ,J,ϕ |(M−γ1 +M−γ1−5α1Q).
From (2.2), we obtain |ΩM,ΨQ,J,ϕ | ≪M2 ≪ |ΩM,J | and hence we can conclude that
E[exp(w·c∗)|ΩM,J,ϕ]≪M−γ1 +Q−1 +M−γ1−5α1Q.
Setting Q =M (γ1+5α1)/2 and γ2 = min(γ1, (γ1 + 5α1)/2), we finish the proof. 
Let us now mention two consequences of Theorem 2.14 and Corollary 2.15,
namely the residual equidistributions of c on ΩM,Ψ and c
∗ on ΩM,ϕ ∩ J .
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Theorem 2.16. Let Ψ ∈ C1(IΓ0(N))+. For any integer q > 1 and a tuple of integers
a ∈ (Z/qZ)[GL2(Z):Γ0(N)], we have
P[c ≡ a (mod q)|ΩM,Ψ] = q−[GL2(Z):Γ0(N)] +O(M−γ1)
with γ1 > 0 from Theorem 2.14. The same is true for c
∗ on ΩM,Ψ∗ . Furthermore,
there exists γ1 ≥ γ2 > 0 such that we obtain
P[c∗ ≡ a (mod q)|ΩM,J,ϕ] = q−[GL2(Z):Γ0(N)] +O(M−γ2).
Proof. We write k = [GL2(Z) : Γ0(N)] for brevity. Recall that c(r), c∗(r) ∈ Zk as r
varies over ΩM . Then for a ∈ (Z/qZ)k, we have
P[c ≡ a (mod q)|ΩM,Ψ] =
∑
m∈Zk
m≡a(q)
P[c =m|ΩM,Ψ]
=
∑
m∈Zk
 1
qk
∑
s∈(Z/qZ)k
exp
(
2πi
q
s·(m− a)
)P[c =m|ΩM,Ψ]
=
1
qk
∑
s∈(Z/qZ)k
e−
2πi
q
·s·a · E
[
exp
(
2πi
q
s·c
) ∣∣∣ΩM,Ψ] .
We then split the summation into two parts: s = 0 and s 6= 0. The term corre-
sponds to s = 0 is the main term which is q−k. For the sum over s 6= 0, taking
0 < v < q−1 in Theorem 2.14, we obtain
E
[
exp
(
2πis
q
·c
)∣∣∣∣ΩM,Ψ]≪M−γ1 ,
which gives the first statement. The second assertion of the theorem follows in the
same way using Corollary 2.15. 
Specialising w, we obtain:
Corollary 2.17. Let Ψ ∈ C1(IΓ0(N))+. Let y0 ∈ Z[GL2(Z):Γ0(N)] such that one of
coordinates of y0 is relatively prime to q. Then, y0 ·c is equidistributed modulo q
on ΩM,Ψ and so is y0 ·c∗ on ΩM,Ψ∗ or ΩM,J,ϕ.
Proof. Let a ∈ Z/qZ and H be the collection of solutions a for y0 ·a ≡ a (mod q).
We then have
P[y0 ·c∗ ≡ a (mod q)|ΩM,Ψ] =
∑
a∈H
P[c∗ ≡ a (mod q)|ΩM,Ψ].
Due to the condition on the coordinates of y0, we have |H | = q[GL2(Z):Γ0(N)]−1 and
we get the desired statement from Theorem 2.16. We apply this argument again,
with ΩM,Ψ replaced by ΩM,J,ϕ, to conclude the proof. 
By taking y0 = (1, 1, · · · , 1), we obtain an immediate consequence of Corollary
2.17: for a function ϕ, we have
PM [ℓ
∗ ≡ a (mod q)|ΩM,J,ϕ] = q−1 + o(1).
Obviously, this implies the mod q equidistribution of ℓ on ΩM,IJ ⊗ ϕ∗ . However, this
has nothing to do with the interval version as mentioned before. We would like to
study the residual equidistribution of ℓ on ΩM,J,ϕ in a subsequent paper.
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2.4. Non-correlation between the archimedean and mod p distributions.
In this section we present a result related to the question of Mazur-Rubin about
whether the Gaussian distribution of c is correlated to the residual distribution.
For Ψ ∈ C1(IΓ0(N))+, let ΩM,Ψ ∩ (c ≡ a(q)) be the probability space {r ∈
ΩM | c(r) ≡ a (mod q)} with the probability density (
∑
r∈ΩM∩(c≡a(q))
Ψ(r))−1Ψ. We
are able to show:
Theorem 2.18. Let us set k = [GL2(Z) : Γ0(N)]. For Ψ ∈ C1(IΓ0(N))+, an integer
q > 1, w near 0, and a tuple a, we have∑
r∈ΩM
c(r)≡a(q)
Ψ(r) exp(w · c(r)) = 1
qk
∑
r∈ΩM
Ψ(r) exp (w·c(r)) (1 +O(M−γ1)).
In particular, we obtain
E[exp(w · c)|ΩM,Ψ ∩ (c ≡ a(q))] = E[exp(w · c)|ΩM,Ψ](1 +O(M−γ1)).
Proof. Note that we have∑
r∈ΩM
c(r)≡a(q)
Ψ(r) exp(w · c(r))
=
∑
r∈ΩM
 1
qk
∑
s∈(Z/qZ)k
exp
(
2πi
q
s·(c(r)− a)
)Ψ(r) exp(w · c(r))
=
1
qk
∑
s∈(Z/qZ)k
e−
2πi
q
·s·a
∑
r∈ΩM
Ψ(r) exp
(
(
2πi
q
s+w)·c(r)
)
Splitting the sum over s in the last expression into two parts, s = 0 and s 6≡
0 (mod q), it is equal to
1
qk
∑
r∈ΩM
Ψ(r) exp (w·c(r)) + 1
qk
∑
s 6≡0(q)
e−
2πi
q
·s·a
∑
r∈ΩM
Ψ(r) exp
(
(
2πi
q
s+w)·c(r)
)
By Theorem 2.14, for γ1 > 0 the last expression is equal to
1
qk
∑
r∈ΩM
Ψ(r) exp (w·c(r)) +O(M2−γ1).
Hence we finish the proof. 
Let y0 be the vector in Corollary 2.17. By the same argument as the proof
of Corollary 2.17, we also have similar type of non-correlation between the two
distributions of y0 · c:
Corollary 2.19. For a complex z near 0, we have
E[exp(zy0 · c)|ΩM,Ψ ∩ (y0 · c ≡ a(q))] = E[exp(zy0 · c)|ΩM,Ψ](1 +O(M−γ1)).
3. Distribution of modular symbols
In this section, we show that the modular symbols are non-degenerate special-
isation of the modular partition vectors in both zero and positive characterestics.
Using this, we deduce the distribution results on the modular symbols from those
on the modular partitions.
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3.1. Involution on de Rham cohomology. Let Γ be a congruence subgroup of
SL2(Z). For two cusps r, s in P1(Q), we write {r, s}Γ for the relative homology class
corresponding to the projection to XΓ of the geodesic on the upper-half plane H
connecting r to s. For Γ = Γ1(N), let us set {r, s}N = {r, s}Γ1(N).
Let us denote by H1dR(XΓ) the first de Rham cohomology of the modular curve
XΓ. Let us assume that Γ is normalised by j =
[
−1 0
0 1
]
(e.g. Γ = Γ1(N)). We define
an operator ι on γ ∈ Γ and z ∈ H∗ := H ∪ P1(Q) by
γι = jγj ∈ Γ and zι = −z ∈ H∗.
Then, the action of ι yields a well-defined involution on XΓ.
Let S2(Γ) be the space of cuspforms of weight 2 for Γ. The involution ι then has
an action on H1dR(XΓ) and hence on S2(Γ) ⊕ S2(Γ) via the Hodge decomposition
of the de Rham cohomology group.
S2(Γ)⊕ S2(Γ) ≃ H1dR(XΓ).
For h ∈ S2(Γ)⊕ S2(Γ), we have hι(z) = h(zι). The involution ι interchanges S2(Γ)
and S2(Γ). Moreover, the involution ι is normal with respect to the cap product
(3.1) ∩ : H1(XΓ,Z)×H1dR(XΓ)→ C, (ξ, ω) 7→ ξ ∩ ω =
∫
ξ
ω.
The cap product can be interpreted as follows. For f ∈ S2(Γ), g ∈ S2(Γ), and
{r, s}Γ ∈ H1(XΓ,Q), set
(3.2)
〈{r, s}Γ, (f, g)〉 = ∫ s
r
f(z)dz +
∫ s
r
g(z)dzι.
Then it is known that the pairing 〈· , ·〉 is non-degenerate. (see Merel [23]). Note
that the modular symbol m±f (r) can be understood as the above pairing (3.2) be-
tween a relative homology class {r, i∞}N and a de Rham cohomology class (f,∓f ι).
Let f be a newform for Γ0(N) of weight 2, i.e., cuspform for Γ1(N) with the
trivial Nebentypus. Let us recall the expression (1.1) that the modular symbols are
expressed as
m
±
f (r) =
(1 ± 1)L(1, f)
Ω±f
+w±f ·c(r).
where w±f := (w
±
u ) ∈ C[GL2(Z):Γ] and
w±u :=
1
Ω±f
∫ u·∞
u·0
(f(z)dz ∓ f ι(z)dzι) ∈ Qf .
Then, we have
Proposition 3.1. For any f ∈ S2(Γ0(N)) with f 6= 0, we have
w±f 6= 0.
Proof. Manin’s trick implies that the set of Manin symbols {u · 0, u · ∞}N for
u ∈ Γ1(N)\GL2(Z) generates the first homology group of X1(N). Since the pairing
(3.1) is non-degenerate, we finish the proof of the proposition. 
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3.2. Optimal periods. In this section we discuss preliminary results to study the
residual distribution of modular symbols.
Let f be a newform of level N and weight 2. Let m be a maximal ideal of the
Hecke algebra TN such that the characteristic of TN/m is p and corresponds to f .
Let TN,m denote the completion of Hecke algebra TN at m. There exists a Galois
representation ρm : Gal(Q/Q)→ GL2(TN/m).
Let C1(N) be the set of cusps on X1(N). Consider (X1(N), C1(N))-relative
homology sequence
(3.3) 0→ H1(X1(N),Z)→ H1(X1(N), C1(N),Z)→ H0(C1(N),Z)→ Z→ 0.
For a prime q with q ≡ 1 (mod Np), let Eq = Tq − q〈q〉 − 1. It is observed in
Greenberg-Stevens [11] that Eq annihilates H0(C1(N),Z) in (3.3). Since Eq is a unit
in TN,m if ρm is irreducible, we can conclude that H1(X1(N),Z)m is isomorphic to
H1(X1(N), C1(N),Z)m. For a Zp-algebra R with the trivial action of TN , we have
a perfect pairing
H1(X1(N), R)m ×H1(Γ1(N), R)m → R.(3.4)
When R is given by C, the pairing is realized as the Poincare´ pairing under the
isomorphism Cp ≃ C.
Let O be an integral extension of Zp including the Fourier coefficents of f .
Assume N ≥ 3, p ∤ 2N , and ρm is irreducible. Then, there is a Hecke equivariant
isomorphism
δ± : S2(Γ1(N),O)m ∼= H1(Γ1(N),O)±m.(3.5)
It is the isomorphism mentioned in Vatsal [34].
Let ωf ∈ H1(Γ1(N),C) be a cohomology class corresponds to f(z)dz. Using the
isomorphism (3.5) and the theorem of strong multiplicity one, the period Ω±f ∈ Cp
can be chosen (see Vatsal [34]) so that
Ω±f δ
±(f) = ωf ± ωιf .(3.6)
Let us use this period with the same notation when we study the residual equidis-
tribution of modular symbols. By previous discussion, one obtains m±f (r) ∈ O for
each r. It is known that for a newform fE corresponding elliptic curve E over Q,
the period Ω±fE can be chosen as the Ne´ron periods Ω
±
E of E.
We write y±f = (y
±
u ) ∈ O[GL2(Z):Γ], where
y±u := {u · 0, u · ∞}N ∩ δ±(f).
Note that we have
m
±
f (r) =
(1± 1)L(1, f)
Ω±f
+ y±f ·c(r).
Then, we have the following non-vanishing result. Let π be a uniformizer of O.
Proposition 3.2. Let f 6≡ 0 (mod π). Then we have
y±f 6≡ 0 (mod π).
Proof. As before, the Manin symbols generate the first homology group of X1(N).
Therefore from the perfectness of the pairing (3.4), the congruence y±f ≡ 0 (mod π)
implies that δ±(f) ≡ 0 (mod π) by the perfectness of (3.4) with R = Fp. However
it is forbidden by the hypothesis using (3.5). In total, we finish the proof. 
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3.3. Atkin-Lehner relation. In order to deduce interval versions of the distribu-
tion results on m±E in the next section, we verify the Atkin-Lehner relation for the
modular symbols.
Proposition 3.3. For a cuspform f for Γ0(N) of weight 2, we have
m
±
f = −m±∗f
on the space Σn with N |n, or on ΩM,ϕN .
Proof. For a ∈ (Z/nZ)×, let u be the inverse of a modulo n. Note that∫ i∞
a
n
f(z)dz =
∫ i∞
0
f
∣∣∣(1 an
0 1
)
(z)dz.
Let WN be the Fricke involution. It can be easily seen that(
1 an
0 1
)
Wn2
(
1 −un
0 1
)
∈ Γ0(N).
Hence the above integral can be rewritten as∫ i∞
0
f
∣∣∣(1 un
0 1
)
Wn2(z)dz = −
∫ i∞
u
n
f(z)dz.
This concludes the proof of proposition. 
Remark 3.4. Using the argument in Kim-Sun [16], we can obtain the Atkin-Lehner
relation even for general n. However, for general n we need to study the space
ΩM,gnJ,ϕ where gn = N/(n,N), gn is the inverse of gn modulo N , gnJ = {r ∈
J | gnr}. A problem is that gnJ is not an interval. This is the reason why we
restrict ourselves to the space Σn with n being a multiple of N .
3.4. Gaussian distribution of modular symbols. In this subsection, we show
that the statements (1) and (2) of Conjecture B hold on average. By Theorem
2.9 and Corollary 2.13, we then prove the limit Gaussian distribution of modular
symbols m±f on ΩM,Ψ.
Here we state the crucial probabilistic result due to Hwang, used in Baladi-Valle´e
[2]. This ensures the asymptotic normality of a random variable when its moment
generating function is expressed as the quasi-power expression.
Theorem 3.5 (Hwang’s Quasi-Power Theorem, Baladi-Valle´e [2]). Assume that
the moment generating functions for a sequence of functions XN on probability
space ΞN are analytic in a neighborhood W of zero, and
E[exp(wXN ) |ΞN ] = exp(βNU(w) + V (w))(1 +O(κ−1N ))
with βN , κN → ∞ as N → ∞, U(w), V (w) analytic on W , and U ′′(0) 6= 0. Then,
the moments of XN satisfy
E[XN |ΞN ] = βNU ′(0) + V ′(0) +O(κ−1N ),
V[XN |ΞN ] = βNU ′′(0) + V ′′(0) +O(κ−1N )
E[XkN |ΞN ] = Pk(βN ) +O(βk−1N κ−1N )
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for some polynomials Pk of degree at most k ≥ 3. Furthermore, the distribution of
XN on ΞN is asymptotically Gaussian with speed of convergence O(κ
−1
N + β
−1/2
N ),
i.e.,
P
[
XN − βNU ′(0)√
βN
≤ x
∣∣∣∣ΞN] = 1√2π
∫ x
−∞
exp
(
− t
2
2
)
dt+O
(
1
κN + β
1/2
N
)
where the implicit constant is independent of x.
We may now state our results. We first prove an average version of Conjecture
B.(1), and next claim (2) by making a particular choice of ϕ. Our proof is straight-
forward as this is a consequence of Corollary 2.13 with Theorem 3.5. Here let us
recall that ΩI∗
J
⊗ ϕ = ΩM,J,ϕ.
Theorem 3.6. Let Ψ ∈ C1(IΓ0(N))+ or Ψ = I∗J ⊗ ϕN . Let f be a newform for
Γ0(N). Then, there exist a neighborhood W of 0, a constant γ > 0, and analytic
functions U±, B±Ψ on W such that B
±
Ψ is non-vanishing on W and
E[exp(zm±f )|ΩM,Ψ] = B±Ψ(z)MU
±(z)(1 +O(M−γ))
with the O-term being uniform for z ∈W . Hence we have:
(1) The random variable m±f on ΩM,Ψ follows asymptotic Gaussian distribution
as M goes to infinity.
(2) There exist variance slope C±f and shift D
±
f,Ψ such that C
±
f is independent
of Ψ and
V[m±f |ΩM,Ψ] = C±f logM +D±f,Ψ +O(M−γ).
(3) Let k ≥ 3. There exists a polynomial QΨ,k of degree at most k such that
E[(m±f )
k |ΩM,Ψ] = QΨ,k(logM) +O((logM)k−1M−γ).
Proof. Once we specialise w = zw±f with z near 0, all statements are immediate
consequences of Theorem 2.9, Corollary 2.10 together with Proposition 3.1, Propo-
sition 3.3, and Theorem 3.5. 
For a divisor d of N , we shall denote ΩM,1⊗ ϕd briefly by ΩM,d. Theorem 3.6
yields the limit Gaussian distribution of m±f on ΩM,d. Again using Theorem 3.5,
we can further deduce the following extra description about the variance of m±f .
The constants can be expressed with various dynamical invariants which will
be described in the proof of Proposition 2.2. More precisely, it is closely related
to the partial derivatives of the dominant eigenvalue of transfer operator associ-
ated to an underlying dynamical model for modular partition vector. In particular,
d
dzU
±(z)|z=0 admits an explicit expression with the entropy of the dynamical sys-
tem.
For C±f and D
±
f,d, both are computable in polynomial time, but in general, there
is no closed form under our approach. However, Petridis-Risager [26] successfully
gave the exact formula for constants in terms of the central values L(1, sym2f) of
symmetric square L-function when f is an elliptic newform.
24 JUNGWON LEE AND HAE-SANG SUN
3.5. Residual distribution of modular symbols. In this subsection, we show
that for an elliptic newform f , the p-integral random variable m±f on ΩM,ϕ and
ΩM,J,ϕN is equidistributed mod p. We present an evidence that the Gaussian
distribution and residual distribution of m±E are not correlated.
Theorem 3.7. Assume that ρE,p is irreducible and p ∤ NE.
(1) For any integer a and e ≥ 1, we have
P
[
m
±
E ≡ a (mod pe)
∣∣∣Ω] = p−e +O(M−γ1)
for Ω = ΩM,J,N or ΩM,ϕ.
(2) For z near 0, we have
E[exp(zm±E)|ΩM,Ψ ∩ (m±E ≡ a(pe))] = E[exp(zm±E)|ΩM,Ψ](1 +O(M−γ1))
Proof. The desired statements follow from Corollary 2.17 and 2.19, Proposition 3.2,
and Proposition 3.3. 
We present a quantitative statement of non-vanishing mod p of special modular
L-values.
Corollary 3.8. Assume that ρE,p is irreducible and p ∤ NE. Then we have
#
{
χ ∈ ̂(Z/nZ)×
∣∣∣∣n ≤M, LE(χ) 6≡ 0 (p1+vp(φ(n))), χ(−1) = ±1}≫M.
Proof. Let c be a number less than 1 −
√
1− 6π2 (1− 1p ). Let ̂(Z/nZ)
×
± be the set
of Dirichlet characters modulo n that are even or odd according to the parity ±.
Let us set
T±M :=
{
1 < n ≤M
∣∣∣∣ ∃χ ∈ ̂(Z/nZ)×±, LE(χ) 6≡ 0 (p1+vp(φ(n)))} .
The statement follows once the following inequality is verified: #T±M ≥ cM for all
sufficiently large M . Let us assume the contrary, i.e., suppose that #T±M < cM for
infinitely many M . Then for each n 6∈ T±M with 1 < n ≤M and m ∈ (Z/nZ)×, we
obtain ∑
χ∈̂(Z/nZ)
×
±
χ(m)LE(χ) ≡ 0 (mod p1+vp(φ(n))).
Then for all r ∈ Σn with n 6∈ T±M , we obtain m̂±f (r) ≡ 0 (mod p). From this, we
can conclude∑
1<n≤M
n 6∈T
±
M
φ(n) <
1
p
∑
1<n≤M
φ(n), i.e.,
∑
n∈T±
M
φ(n) >
(
1− 1
p
) ∑
1<n≤M
φ(n).
Since #T±M < cM , the L.H.S. is smaller than or equal to∑
M−cM<n≤M
n ≤ 1
2
(1 − (1− c)2)M2.
Note that limM→∞
1
M2
∑
n≤M φ(n) =
3
π2 . Hence we obtain (1−c)2 ≤ 1− 6π2 (1− 1p )
which is a contradiction to the choice of c. In total, we finish the proof. 
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Remark 3.9. It seems that it is currently not doable to deduce an estimate on
#
{
χ ∈ ̂(Z/nZ)×
∣∣∣∣ 1 < n ≤M,p ∤ φ(n), LE(χ) 6≡ 0 (p), χ(−1) = ±1}
from Corollary 3.8 or similar argument since the set {n ≤M | p ∤ φ(n)} is too thin
as its size is asymptotic to M(logM)−1/(p−1) (see Spearman-Williams [31]).
4. Transition to dynamics
The remaining part of this article will be devoted to explain in details how
Proposition 2.2 can be proved. We give an underlying dynamical description for
the modular partitions motivated by the work of Baladi-Valle´e [2]. In this section,
we establish that the Dirichlet series from modular partitions admits an explicit
expression in terms of transfer operator associated to the skewed Gauss map.
4.1. Skewed Gauss dynamical system and transfer operator. Let Γ be a
subgroup in GL2(Z) of finite index. Then Γ has a index k = 2 · [SL2(Z) : Γ] in
GL2(Z). Let us recall that the skewed Gauss map T on IΓ = [0, 1]× Γ\GL2(Z) is
given by
T(x, v) :=
(
T (x), v
[ −m1(x) 1
1 0
])
where T denotes the usual Gauss map and m1(x) is the first digit of x. We shall
consider the Gauss measure µ = dxlog 2(1+x) on [0, 1] and the counting measure ν on
Γ\GL2(Z). It is easily seen that T is a measure-preserving transformation and in
fact is ergodic with respect to µ ⊗ ν. However, measure-theoretic properties will
not be investigated in this article as we restrict our attention to its topological
properties. We call (IΓ,T) the skewed Gauss dynamical system.
Observe that IΓ can be decomposed into a disjoint union
IΓ =
∞⊔
m=1
k⊔
j=1
[
1
m+ 1
,
1
m
)
× {uj}
with some fixed coset representatives uj for Γ in GL2(Z). There is a denumerable
subset Q ⊆ End(IΓ) that consists of inverse branches of T, that is,
Q = {qm(x, v) |m ≥ 1}
where an inverse branch qm(x, v) is given by
qm(x, v) =
(
1
m+ x
, v
[
0 1
1 m
])
.(4.1)
Let F ⊆ Q be the final set that consists of branches corresponding to the final
digits of continued fractions. In other words, it is given by
F = {qm(x, v) |m ≥ 2}.
Let us denote by Q(n) the set of inverse branches of the n-th iterate Tn, which is
equal to
Q(n) = Q ◦ · · · ◦Q = {qm1 ◦ qm2 ◦ · · · ◦ qmn |m1, · · · ,mn ≥ 1}.
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Such n is called the depth of the inverse branches. Observe that setting x = 0 and
v = I2, we have
qm1 ◦ qm2 ◦ · · · ◦ qmn(0, I2) =
(
Qn−1
Qn
,
[
Pn−1 Pn
Qn−1 Qn
])
(4.2)
where Pn/Qn = [0;m1, · · · ,mn]. Note here thatQn−1/Qn = [0;mn,mn−1, · · · ,m1].
For an inverse branch q = qm1 ◦ qm2 ◦ · · · ◦ qmn of depth n and i ≤ n, let us set
the i-th part q(i) of q as
q(i) := qm1 ◦ qm2 ◦ · · · ◦ qmi ∈ Q(i).
Let us introduce the weighted transfer operator associated to the skewed Gauss
system (IΓ,T). For two complex parameters s ∈ C and w = (wu) ∈ C[GL2(Z):Γ] and
Ψ ∈ L1(IΓ), we define
Ls,wΨ =
∑
q∈Q
gs,w(q) ·Ψ ◦ q
where gs,w : Q→ C1(IΓ) is a weight function given by
gs,w(q) := exp(w·I ◦ π2q) · J [π1q]s,
the function I = (Iu) is the vector-valued membership function on Γ\GL2(Z), and
J [π1q] denotes the Jacobian of the inverse branch π1q of T . In a similar way, we
can define a final operator Fs,w with respect to the final set F. Using the expression
(4.1), we can rewrite the operator in a more explicit way as
Ls,wΨ(x, v) =
∑
m≥1
exp [w·I (v[ 0 11 m ])]
(m+ x)2s
·Ψ
(
1
m+ x
, v
[
0 1
1 m
])
.
Note that this series representation converges absolutely for ℜ(s) > 12 since the
membership function I is bounded.
It is worthwhile to remark that the transfer operator is one of the main tool for
studying statistical properties of trajectories of dynamical system. Ruelle [28] first
made a deep observation that the behavior of trajectories of dynamics can be well
explained by spectral properties of the transfer operator.
We will see later that main spectral properties of our transfer operator is estab-
lished by a study on the properties of the set Q of inverse branches of T based on
the following geometric properties of the Gauss dynamical system.
Proposition 4.1 (Baladi-Valle´e [2]). For any inverse branch h of the iterates T n
for n ≥ 1:
(1) (Uniform contraction) There exists a constant ρ < 1 called a contraction
ratio such that for any x ∈ [0, 1],
|h′(x)| ≪ ρn.
(2) (Bounded distortion) There exists a distortion constant M > 0 satisfying∣∣∣∣h′′(x)h′(x)
∣∣∣∣ ≤M
for all x ∈ [0, 1].
(3) (Convergence on the half-plane) There is σ0 < 1 such that for all real
σ > σ0, ∑
m≥1
sup |h′m(x)|σ <∞.
CONTINUED FRACTIONS AND MODULAR SYMBOLS 27
(4) The dual dynamical system ([0, 1], T∗), whose set of inverse branches cor-
responding to the reverse composition
h∗ = hmn ◦ hmn−1 ◦ · · · ◦ hm1 ,
of the branch h = hm1 ◦ hm2 ◦ · · · ◦ hmn, again satisfies (1)–(3) and further
h′(0) = h′∗(0). Thus, the set of inverse branches of two dynamical systems
are same.
The contraction ratio ρ is given by lim supn(max |h′(x)|)1/n, which is equal to 12
in our case. This proposition directly implies that the operator Ls,w is well-defined
as a perturbation of the weighted density transformer for (ℜs,ℜw) near (1,0).
4.2. Key relation for modular partition vectors. In this subsection, we ob-
serve an underlying connection between the skewed Gauss dynamical system and
modular symbols. In fact, the Dirichlet series LΨ(s,w) associated to modular par-
titions in §2.1 admits an explicit expression in terms of iterations of the transfer
operator Ls,w.
For each q ∈ Q(n), let us abuse the notation c to define a branch analogue of
c(r) such that
c(q) :=
n∑
i=1
I ◦ π2q(i).
Then we set c(q) = (cu(q))u with cu(q) =
∑n
i=1 Iu ◦π2q(i). This can be interpreted
that for all (x, v) ∈ IΓ, we have
cu(q(x, v)) = #{1 ≤ i ≤ n |π2q(i)(x, v) ∈ u}.(4.3)
In order to represent LΨ(s,w) in terms of the iterations of the transfer operator,
we first obtain expressions for the iterates as follows.
Proposition 4.2. Let Ψ ∈ L∞(IΓ). Then for n ≥ 0 and ℜ(s) > 1 + c|x|2 we have
Fs,wLns,wΨ =
∑
q∈Q(n)◦F
exp [w·c(q)] J [π1q]sΨ ◦ q.(4.4)
Proof. In order to apply the induction, we assume for n ≥ 0 that
Ln+1s,w Ψ =
∑
q∈Q(n)
exp [w·c(q)] J [π1q]sLs,wΨ ◦ q.
By the definition of Ls,w, the last expression is equal to∑
m≥1
∑
q∈Q(n)
exp[w·c(q)] exp[w·I(π2qm ◦ q)]J [π1q]sJ [π1qm]s ◦ q ·Ψ ◦ qm ◦ q.
It is easy to see that c(qm ◦ q) = c(q) + I(π2qm ◦ q) by the definition of c and
J [π1qm ◦ q]s = J [π1q]s · J [π1qm]s ◦ q by the chain rule. This concludes the proof
of proposition. 
Let us set Ω := Q∩ [0, 1]. There is an one-to-one correspondence between Ω and
∪n≥1Q(n) ◦ F(0, I2) given by
q : [0;m1, · · · ,mℓ] 7−→ qm1 ◦ · · · ◦ qmℓ(0, I2)(4.5)
with m1, · · · ,mℓ−1 ≥ 1 and mℓ ≥ 2. Here we abuse the notation and use the same
symbol q to represent the correspondence (4.5). In particular, the rational number
28 JUNGWON LEE AND HAE-SANG SUN
r with ℓ(r) = n corresponds to the evaluation q(r) of an inverse branch of depth
n. For each r ∈ Ω it is easy to derive from the expression (4.3) the relation
c(r) = c(q(r)).(4.6)
For r ∈ Ω, let Q(r) be the denominator of r. Since the definition of LΨ(s,w)
converges absolutely for ℜ(s) > 1 + c|x|2 by Lemma 2.5, it can be rewritten as
LΨ(s,w) =
∑
r∈Ω
Ψ(r) exp(w · c(r))
Q(r)2s
.(4.7)
Specialising the two expressions of functions in (4.4) at (0, I2), we show:
Proposition 4.3. For Ψ ∈ L∞(IΓ) and n ≥ 0, we obtain
Fs,wLns,wΨ(0, I2) =
∑
ℓ(r)=n+1
Ψ(q(r)) exp(w · c(r))
Q(r)2s
where
∑
ℓ(r)=n means the sum over r ∈ Ω with ℓ(r) = n.
Proof. For r ∈ Ω, let us set r = [0;m1, · · · ,mℓ] and q(r) = (h∗(0), e(I2)) with
h = hm1◦· · ·◦hmn . Observe from (4.2) that h(0) = PℓQℓ and h∗(0) =
Qℓ−1
Qℓ
. Moreover,
note that J [h∗](0) = |h′∗(0)|2 = |h′(0)|2 = Q−2ℓ = Q(r)−2 from Proposition 4.1.(4).
Since r 7→ q(r) is an one-to-one correspondence, we obtain the statement by the
identity (4.6). This finishes the proof. 
Finally, previous discussion enables us to settle the following explicit expression
for the Dirichlet series in terms of the transfer operator. Recall that JΨ(x, v) =
Ψ(1− x, v) for a function Ψ ∈ L1(IΓ).
Theorem 4.4. Let Ψ ∈ L∞(IΓ). Then we have
LΨ(2s,w) = Fs,w(I − L2s,w)−1Ψ(0, I2) + Fs,wLs,w(I − L2s,w)−1JΨ(0, I2).
Proof. Let us use the same notations in the proof of Proposition 4.3. Notice that
r∗ =
Qℓ−1
Qℓ
when ℓ = ℓ(r) is odd and r∗ = 1 − Qℓ−1Qℓ when ℓ is even. Hence, we can
see that
Ψ
(
r∗,
[
Pℓ−1 Pℓ
Qℓ−1 Qℓ
])
=
{
Ψ(h∗(0), e(I2)) = Ψ(q(r)) if ℓ is odd
Ψ(1− h∗(0), e(I2)) = JΨ(q(r)) if ℓ is even.
Then due to (4.7), the series LΨ(s,w) for ℜ(s)≫ 1 can be written as∑
ℓ(r):even
Ψ(q(r)) exp(w · c(r))
Q(r)2s
+
∑
ℓ(r):odd
JΨ(q(r)) exp(w · c(r))
Q(r)2s
From Proposition 4.3, we establish the desired expression. 
Remark 4.5. Under the assumption JΨ = Ψ or Ψ∗ = Ψ, the above identity simply
becomes
LΨ(2s,w) = Fs,w(I − Ls,w)−1Ψ(0, I2),
which can be viewed as a natural extension of Baladi-Valle´e [2, (2.17)]. Indeed,
Theorem 4.4 specialises to their result if Ψ = 1⊗ 1 and Γ = GL2(Z).
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4.3. Outline of dynamical discussion. In view of Theorem 4.4, we will give a
careful exposition of spectral analysis of the transfer operator in the remaining part
of present article, which basically yields the crucial analytic properties of Dirichlet
series described in Proposition 2.2.
We briefly outline the main ideas. The singularities and uniform polynomial
bound of Dirichlet series in Proposition 2.2 are fully described by the characteristics
of eigenvalues of the transfer operator Ls,w and uniform estimate for the operator
norm in a vertical strip. The starting point in §5 is to make a choice of the Banach
space C1(IΓ) on which the operator satisfies all desired properties. We observe that
there is the unique dominant eigenvalue λs,w and a spectral gap. This essentially
follows from the geometric properties of Gauss map, which are given before in
Proposition 4.1. On the other hand, the uniqueness and simplicity of λs,w can be
explained with the behavior of the skewed part of T.
In §6, we show the uniform polynomial bound of transfer operator, so-called the
Dolgopyat-Baladi-Valle´e estimate for the skewed Gauss dynamical system. Dolgo-
pyat [9] established the uniform polynomial estimate for the iterates of a transfer
operator associated to a certain dynamical system with finite Markov partitions
satisfying Uniform Non-Integrability(UNI) condition. Baladi-Valle´e [2] modified
the ideas to the Gauss dynamical system with countably infinite partitions. Our
point is to observe that the estimate can be controlled only by the behavior of the
Gauss map, so we simply adapt their modification.
5. Spectral analysis of transfer operator
In this section, we present a dynamical analysis on the transfer operator asso-
ciated to the skewed Gauss dynamical system. Let Γ be a subgroup of GL2(Z) of
finite index and later assumed to be a congruence subgroup Γ0(N) in §5.3. For the
remaining part of the article, we write s := σ+it ∈ C andw := x+iy ∈ C[GL2(Z):Γ)].
The spectral properties of transfer operator strongly depend on a function space
on which the operator acts and we study the spectrum of Ls,w acting on the Banach
space of continuously differentiable functions on IΓ. Indeed, for (s,w) with (σ,x)
near (1,0), we show that Ls,w is quasi-compact. The operator thus has a positive
eigenvalue of maximummodulus which is unique and algebraically simple, and there
is a spectral gap between this dominant eigenvalue and the remaining part of the
spectrum.
5.1. Function space and basic properties. In this subsection, we collect some
basic properties of transfer operator.
Let us consider the space of continuously differentiable functions
C1(IΓ) = {Ψ : IΓ → C | Ψ and ∂Ψ are continuous}
where the derivative ∂ on C1(IΓ) is defined by
∂Ψ :=
1
[GL2(Z) : Γ]
∑
u∈Γ\GL2(Z)
d
dx
Ψ|[0,1]×{u}.
Since Γ is of finite index in GL2(Z), the space C1(IΓ) is just
⊕
Γ\GL2(Z)
C1([0, 1]) and
its elements are the linear combinations of tensor type map (f⊗g)(x, v) := f(x)g(v).
It is easily seen that this is a Banach space with the norm ||Ψ||1 := ||Ψ||0+||∂Ψ||0.
Recall that ||Ψ||0 denotes the supremum norm. We deal with the transfer operator
Ls,w acting on C1(IΓ). One can notice that the action is well-defined for s and w
30 JUNGWON LEE AND HAE-SANG SUN
with σ > 12 directly due to Proposition 4.1. The following shows that the operator
further acts boundedly.
Proposition 5.1. For real σ0 >
1
2 , there exists a constant Mσ0 > 0 such that for
all σ > σ0, we have
(1) ||Ls,wΨ||0 ≤Mσ0 ||Ψ||1 and
(2) ||∂Ls,wΨ||0 ≤Mσ0(1 + |s|)||Ψ||1.
Proof. For qm = (hm, em) ∈ Q, Proposition 4.1 shows that for all σ > σ0, x near
0, and (x, v) ∈ IΓ ∑
m≥1
exp[w·I ◦ em(v)] · |h′m(x)|s
is non-identically zero and the series converges, since |h′m| = O(m−2). We may
write it as Mσ1 , then
sup
(x,v)∈IΓ
|Ls,wΨ(x, v)| ≤Mσ1 |Ψ ◦ qm(x, v)|
≤Mσ1 sup
(x,v)∈IΓ
|Ψ(x, v)|.
Also, we notice
sup
(x,v)∈IΓ
|∂Ls,wΨ(x, v)| ≤
∣∣∣∣∣∣
∑
m≥1
exp[w·I ◦ em(v)]
∣∣∣∣ −s(m+ x)2s+1
∣∣∣∣ ·Ψ(hm(x), em(v))
∣∣∣∣∣∣
+
∣∣∣∣∣∣
∑
m≥1
exp[w·I ◦ em(v)]
∣∣∣∣ 1(m+ x)2s
∣∣∣∣ · ∂Ψ(hm(x), em(v))
∣∣∣∣∣∣
The last expression is less than or equal to
Mσ2 |s|||Ψ||0 +Mσ1 ||∂Ψ||0 ≤Mσ0(1 + |s|)||Ψ||1
by taking Mσ0 := max(Mσ1 ,Mσ2). Thus, we obtain the inequalities. 
An important remark is the following: The operator depends analytically on
(s,w) for (σ,x) near (1,0). By perturbation theory, we can conclude that properties
of Lσ,x extend to Ls,w for such complex s and w.
Proposition 5.2. For s and w with (σ,x) near (1,0), the map (s,w) 7→ Ls,w is
analytic.
Proof. Let FC1,Ψ be an element of a bidual of C1(IΓ) defined by FC1,Ψ(L) := L(Ψ).
Then by the Hahn-Banach theorem, it suffices to show that FC1,Ψ(Ls,w) depends
holomorphically on s and w. Note that the operator Ls,w is the sum of the com-
ponent operators, each of which is a composition of the form
Ψ 7→ Ls,w,[m] := exp(w·I ◦ π2qm)J [π1qm]s ·Ψ ◦ qm.
It is easy to see that FC1,Ψ(Ls,w,[m]) is holomorphic in s and w, respectively and
therefore we finish the proof since the series
∑
m≥1
∣∣∣ s log(m+x)(m+x)2s ∣∣∣ converges for s with
σ > 12 . 
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5.2. Dominant eigenvalue and spectral gap. In this subsection, we describe
the spectrum of transfer operator Ls,w when acting on C1(IΓ). More precisely, for
real pair (σ,x) near (1,0), the operator Lσ,x admits a real positive eigenvalue λσ,x
of maximum modulus and there is a spectral gap, i.e., the essential spectral radius
is strictly less than λσ,x. This basically follows from the quasi-compactness of the
transfer operator. We shall remark that the operator Ls,w does not act compactly
on C1(IΓ).
Let us begin by stating the following sufficient condition for quasi-compactness
due to Hennion.
Theorem 5.3 (Hennion [14]). Let L be a bounded operator on a Banach space
X, endowed with two norms ||.||1 and ||.||2 satisfying L({φ ∈ X : ||φ||1 ≤ 1}) is
conditionally compact in (X, ||.||2). Suppose there exist two sequences real numbers
rn and tn such that for any n ≥ 1 and φ ∈ X
(5.1) ||Lnφ||1 ≤ tn||φ||2 + rn||φ||1,
then the essential spectral radius of L is strictly less than lim infn→∞ r1/nn .
Inequalities of the form (5.1) are often called the Lasota-Yorke type in the theory
of dynamical system. Let us remark that the inequality is extremely useful for our
purpose: This not only enables us to show the quasi-compactness of Ls,w on C1(IΓ),
but also to obtain an explicit estimate for iterates Lns,w. Using this, we will prove
the uniform spectral bound for transfer operator in §6.
Proposition 5.4. For s and w with (σ,x) near (1,0), there exists a constant C > 0
such that for any n ≥ 1 and Ψ ∈ C1(IΓ)
||∂Lns,wΨ||0 ≤ C(|s|||Ψ||0 + ρn||∂Ψ||0).
Proof. We proceed by induction. For n = 1, it is clear from Proposition 5.1 and
Proposition 4.1 (1). For n > 1, we shall consider Lns,w = Ls,wLn−1s,w , then we obtain
sup
(x,v)∈IΓ
|∂Lns,wΨ(x, v)|
≤
∣∣∣∣∣∣
∑
m1≥1
exp [w·I ◦ em1(v)]
∣∣∣∣ −s(m1 + x)2s+1
∣∣∣∣Ln−1s,w Ψ(hm1(x), em1(v))
∣∣∣∣∣∣
+
∣∣∣∣∣∣
∑
m1≥1
exp [w·I ◦ em1(v)]
∣∣∣∣ 1(m1 + x)2s
∣∣∣∣ ∂Ln−1s,w Ψ(hm1(x), em1(v))
∣∣∣∣∣∣ .
The last expression is less than or equal to
C0|s|||Ψ||0 + C1ρn−1||∂Ψ||0 ≤ C(|s|||Ψ||0 + ρn||∂Ψ||0)
for suitable constants C0, C1, and C by the induction hypothesis. 
Note that the embedding of (C1, ||.||1) into (C1, ||.||0) is a compact operator, since
Γ is of finite index in GL2(Z). Hence by Theorem 5.3 and Proposition 5.4, we have
the quasi-compactness of Ls,w on C1(IΓ). Thus, we obtain:
Proposition 5.5. For (σ,x) in a compact neighborhood K of (1,0):
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(1) The operator Lσ,x has a positive real eigenvalue λσ,x of maximal modulus.
The corresponding eigenfunction Φσ,x is also positive, and the associated
eigenmeasure µσ,x of its adjoint operator is a positive Radon measure. In
particular, λ1,0 = 1.
(2) There is a spectral gap, i.e., the essential spectral radius is strictly bounded
by the dominant eigenvalue λσ,x.
Proof. We mainly refer to Baladi [3] for a general theory. Let us first recall that Lσ,x
is defined with a positive real-valued weight function gσ,x : Q → C1(IΓ) satisfying
gσ,x(q) = exp(x·I ◦ π2q) · J [π1q]σ. By the inequality from Proposition 5.4, we see
(5.2) ||Lnσ,xΨ||1 ≤ ||Ψ||1 · ||Lnσ,x1||0
where 1 := 1 ⊗ 1 denotes the constant function. Set λσ,x := limn→∞ ||Lnσ,x||1/n0 ,
then λσ,x > 0 since gσ,x is positive. Then the spectral radius formula and inequality
(5.2) yield that R(Lσ,x) is smaller than λσ,x. We also have
lim
n→∞
sup
||Ψ||1=1
||Lnσ,xΨ||1/n1 ≥ limn→∞ ||L
n
σ,x1||1/n1 ≥ limn→∞ ||L
n
σ,x1||1/n0
which enables us to obtain the converse inequality. It follows that R(Lσ,x) is equal
to λσ,x.
It is a standard argument in functional analysis to show that λσ,x is an eigenvalue
of Lσ,x with the corresponding eigenfunction Φσ,x. In fact, it is a straightforward
adaption of Baladi [3, §1.5], Baladi-Valle´e [2, Proposition 0], or Ruelle [28, §4.9]. A
spectral gap in (2) immediately follows from the quasi-compactness due to Propo-
sition 5.4. 
Remark 5.6. By Proposition 5.2 with analytic perturbation theory on the dominant
part of spectrum, Proposition 5.5.(2) extend to Ls,w for the complex pair (s,w)
close to (1,0).
We shall remark that the following will play a central role in the proof of Propo-
sition 2.2: analyticity guarantees the existence of the map s0 on the neighborhood
W of 0 by implicit function theorem.
Proposition 5.7. If (s,w) is a complex pair near (1,0), then λs,w, Φs,w, and
∂Φs,w are well-defined and analytic.
Let us note that Proposition 5.5 further yields an additional description about
the spectrum of Ls,w for (s,w) away from (1,0).
Proposition 5.8. Assume that (σ,x) is near (1,0). For a fixed v > 0 and y with
v < |y| ≤ π, the eigenvalues of Ls,w are away from 1.
Proof. It can be shown with no difficulty that for any (t,y) 6= (0,0), if there
exists (σ,x) near (1,0) such that λσ,x belongs to the spectrum of Lσ+it,x+iy, then
there is Ψ ∈ C1(IΓ) with |Ψ| = 1 such that for any q = (h, e) ∈ Q(n), we have
exp[iy · I ◦ e(v)]|h′(x)|it ·Ψ ◦ q(x, v) = Ψ(x, v) for all (x, v) ∈ IΓ.
Suppose that 1 is an eigenvalue of L1+it,w. One can easily observe from Theorem
6.1.(a) below that t must be equal to 0 and thus exp(iy ·I ◦ π2q) = 1 at the fixed
point of q, for any q ∈ Q. This is only possible when all coordinates of y are
multiple of 2π. Along with a spectral gap from Proposition 5.5, this yields that 1
does not belong to the spectrum of L1+it,w for t 6= 0 and v < |y| ≤ π. Finally
by perturbation theory, we have a compact neighborhood K1 contained in K from
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Proposition 5.5 and d > 0 such that for (s,w) with (σ,x) ∈ K1 and v < |y| ≤ π,
the distance between 1 and the spectrum of Ls,w is at least d. 
5.3. Characteristics of dominant eigenvalue. In this subsection, we show that
the eigenvalue λσ,x is algebraically simple and there are no other eigenvalues on
the circle of radius λσ,x. Our point here is that the behavior of skewed component
crucially intervenes. Recall that the existence of dominant eigenvalue and a spectral
gap in Proposition 5.5 are mainly explained by the generic properties of Gauss map.
We first introduce a few definitions. For a dynamical system (X, f), we call the
map f topologically transitive if for any open subsets U , V in X , fN (U) ∩ V 6= ∅
for some N ≥ 1. The map f is said to be topologically mixing if given U and V ,
there exists a positive integer N such that fn(U) ∩ V 6= ∅ for all n ≥ N .
Recall that IΓ can be expressed as a disjoint union IΓ =
⊔∞
m=1
⊔k
i=1 Im × {ui},
where Im :=
[
1
m+1 ,
1
m
)
, k = [GL2(Z) : Γ] denotes the index, and ui the fixed coset
representatives. One can immediately see that the Gauss map T is topologically
mixing, since T (Im) = [0, 1] for all m ≥ 1. Thus, for any m ≥ 1 and 1 ≤ i ≤ k,
we have T(Im × {ui}) = [0, 1]× {uj} for some uj 6= ui. Therefore, the topological
transitivity of the skewed Gauss map T follows if the multiplication-by-
[
−m 1
1 0
]
map
on the skewed coordinate has an aperiodic orbit in a sense that the iterated action
of the matrices is transitive. In other words, the topological transitivity follows
from:
Proposition 5.9. Let us set Γ = Γ0(N). Then for any (x, v) ∈ IΓ we have⋃
n≥1
T−n(x, v) = IΓ.
Proof. We need to show that for any (x, v) ∈ IΓ, with x ∈ Im for some m ≥ 1 and
v = ui for some ui, the tuple (x, v) is a pre-image of T
n for some n ≥ 1. Hence it
suffices to show: For two distinct ui and uj, there exists a finite sequence of positive
integers m1,m2, · · · ,mℓ ≥ 1 such that
ui
[ −m1 1
1 0
] [ −m2 1
1 0
]
· · ·
[ −mℓ 1
1 0
]
≡ uj mod Γ0(N).
We have an explicit set of coset representatives for Γ0(N) in SL2(Z) (see Shimura
[29]) which can be determined by
R =
{[ ∗ ∗
c d
]
∈ SL2(Z)
∣∣∣ (c, d) = 1, d|N, 0 < c ≤ N
d
}
.
Hence, we shall choose R± := R ∪ R[ 1 00 −1 ] for a set of coset representatives for
Γ0(N) in GL2(Z).
For any ui =
[
a ±b
c ±d
]
in R±, if 0 < c < d, we can write as d = n1c + (d − n1c)
for some n1 ≥ 1 by the Euclidean algorithm, with a quotient n1 and a remainder
d−n1c. Notice also if c > |d|, this negative integer of the form ±d−n1c is congruent
to ±d+N−n1c modulo N . It thus can be viewed as a remainder of dividing ±d+N
by c. Hence, the following argument applies in any case.
Multiplication by
[
−n1 1
1 0
]
shows[
a b
c d
] [ −n1 1
1 0
]
=
[
b− n1a a
d− n1c c
]
,
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then we always have a remainder of d dividing by c at (2, 1)-component. Consider
again c− n2(d− n1c) as a remainder of c dividing d− n1c[
a b
c d
] [ −n1 1
1 0
] [ −n2 1
1 0
]
=
[
a− n2(b − n1a) b− n1a
c− n2(d− n1c) d− n1c
]
.
This ends in a finite number of steps, at which point a remainder at (2, 1)-component
eventually equals to zero. In other words, we can find a sequence of positive integers
n1, n2, · · · , nℓ0 ≥ 1 such that
ui
[ −n1 1
1 0
] [ −n2 1
1 0
]
· · ·
[ −nℓ0 1
1 0
]
∈ Γ0(N).
To this end, we claim the converse. For any uj 6= ui in R±
uj
[
0 1
1 k1
] [
0 1
1 k2
]
· · ·
[
0 1
1 kℓ1
]
∈ Γ0(N)
for some positive integers k1, k2, · · · , kℓ1 . Let us observe[
a b
c d
] [
0 1
1 k1
] [
0 1
1 k2
] [
0 1
1 k3
]
=
[
b + k2(a+ bk1) ∗
d+ k2(c+ dk1) ∗
]
,
which gives the desired conclusion if we have d+ k2(c+ dk1) ≡ 0 (mod N).
Since d divides N , N |d(1+k1k2)+ck2 is equivalent to d|ck2, and hence d divides
k2 bacause c and d are coprime. This shows d+k2(c+dk1) ≡ 0 (mod N) if and only
if 1 + k′2(c+ dk1) ≡ 0 (mod Nd ) for some k′2. By Dirichlet’s theorem on arithmetic
progression, for two positive coprime integers c and d, it is possible to find primes p
of the form c+ dk1 with k1 ≥ 1 and (p, Nd ) = 1. Thus, we always have congruence
solutions for 1 + k′2p ≡ 0 (mod Nd ) at the right hand side. Relabeling the integers
m1,m2, · · · ,mℓ, where ℓ = ℓ0 + ℓ1, for n1, · · · , nℓ0 and k1, · · · , kℓ1 , we finish the
proof. 
Proposition 5.9 suggests us to conclude a few more spectral information about
the dominant eigenvalue of transfer operator. This is so-called the Perron-Frobenius
type property.
Proposition 5.10. The positive eigenvalue λσ,x of maximal modulus is algebraically
simple and Lσ,x has no other eigenvalues on the circle of radius λσ,x.
Proof. Let us first claim that λσ,x is algebraically simple, i.e., the eigenspace
Eλσ,x = {Ψ ∈ C1(IΓ0(N))| Lσ,xΨ = λσ,x ·Ψ}
has dimension 1. For Ψ in Eλσ,x , set a := infIΓ0(N)
Ψ(x,v)
Φσ,x(x,v)
where Φσ,x denotes the
corresponding eigenfunction. Then, Ψ1 := Ψ − a · Φσ,x is non-negative and again
belongs to Eλσ,x . For (x, v) ∈ IΓ0(N) satisfying Ψ1(x, v) = 0, we have
Lσ,xΨ1(x, v) =
∑
(y,r)∈T−1(x,v)
gσ,x(y, r) ·Ψ1(y, r) = λσ,x ·Ψ1(x, v) = 0
since Ψ1 is in Eλσ,x . This implies Ψ1(y, r) = 0 for all such pairs (y, r), thus we have
Ψ1 = 0 on ∪n≥1T−n(x, v). By Proposition 5.9, we have Ψ1 ≡ 0 on IΓ0(N). Thus
Ψ = a · Φσ,x, i.e., the eigenspace has dimension 1.
For the uniqueness, we observe that any continuous accumulation point of the
sequence Lnσ,xΨ must be a constant since the Gauss map T is topologically mixing
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and the set Γ0(N)\GL2(Z) is finite. Along with topological transitivity of T and
Riesz representation theorem, one can see
1
λnσ,x
Lnσ,xΨ −→ Φσ,x
∫
IΓ0(N)
Ψdµσ,x(5.3)
in the supremum norm as n goes to infinity. We refer to Baladi [3, (1.41)] for more
details. Let us assume the contrary. Suppose now that Lσ,x has an eigenfunction
Φ for an eigenvalue λ1 6= λσ,x of modulus λσ,x. Since the eigenspace Eλσ,x has
dimension 1, the sequence 1λnσ,x
Lnσ,xΦ can not converge to
∫
IΓ0(N)
Φdµσ,x, which
contradicts to the above argument. Thus, the transfer operator Lσ,x has no other
eigenvalue on the circle of radius λσ,x. 
6. Uniform Dolgopyat bound in a vertical strip
In this section, we obtain the Dolgopyat-Baladi-Valle´e estimates for our transfer
operator. This states that for s far from real axis, the operator Ls,w satisfies a
certain uniform polynomial decay with respect to the norm ||.||(t) on C1(IΓ), which
is given by
||Ψ||(t) := ||Ψ||0 + 1|t| ||∂Ψ||0 (t 6= 0).
We remark that this norm is equivalent to ||.||(1). Consequently, along with the
results from §5, we finally present a proof of Proposition 2.2 at the end of this
section.
6.1. Uniform polynomial decay. In this subsection, we obtain the uniform poly-
nomial bound for the operator norm of transfer operator. This is so-called the
Dolgopyat estimate. Dolgopyat [9] first established the result of this type for the
plain transfer operators which depends on one complex parameter s, associated to
certain dynamical systems with a finite set of inverse branches. Let us roughly
overview his ideas for the proof:
• Due to the spectral properties of transfer operator, the main estimate can be
reduced to L2-norm estimate, which is decomposed into a sum of oscillatory
integrals over the inverse branches. The sum is divided into two parts.
• Relatively separated pairs of inverse branches consist in one part, in which
the oscillatory integrals can be simply dealt with the Van der Corput
Lemma.
• In order to control the other part that consists of close pairs, the dynamical
system must satisfy the Uniform Non-Integrabiliity(UNI) condition, which
explains that there are a few such pairs.
This groundbreaking work has been generalised to possible applications by Parry-
Pollicott [27], Naud [24], and recently Oh-Winter [25] mostly for counting problems
for closed geodesics or periodic orbits of a map on compact manifolds. In partic-
ular, Baladi-Valle´e [2] modified the UNI condition to obtain Dolgopyat estimate
for the weighted transfer operators associated to the Gauss dynamical system with
a countably many inverse branches. An outline of their proof, hence ours, goes
almost similarly as above. We observe that the desired main ||.||(t)-estimate for our
transfer operator is basically controlled by the behavior of inverse branches of the
Gauss map.
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Let us begin by introducing the UNI property for the Gauss dynamical system
established by Baladi-Valle´e [2]. For any n ≥ 1 and for two inverse branches h and
k of T n, the distance is defined by
∆(h, k) = inf
x∈[0,1]
|ψ′h,k(x)|
where ψh,k is a map given by
ψh,k(x) := log
|h′(x)|
|k′(x)| .
They obtained:
Proposition 6.1 (Baladi-Valle´e [2, Lemma 6]). The Gauss dynamical system
([0, 1], T ) satisfies the UNI condition, i.e., it satisfies the properties:
(a) Let m be the Lebesgue measure on [0, 1]. For 0 < a < 1, one obtains
m
( ⋃
∆(h,k)≤ρan
k([0, 1])
)
≪ ρan
where ρ denotes the contraction ratio.
(b) For any h and k, one has supx∈[0,1] |ψ′′h,k(x)| <∞.
Notice that both statements essentially follow from Proposition 4.1. The con-
dition (a) states that there are very few pairs of inverse branches for which the
distance ∆(h, k) is close with respect to the Lebesgue measure.
We claim that the spectral gap from Proposition 5.5 allows us to reduce our
desired estimate to L2-norm estimate and then observe that Proposition 6.1 is
sufficient to control the L2-estimate. Let us now explain in detail. We consider the
normalised operator L˜s,w which is defined by
L˜s,wΨ := 1
λσ,xΦσ,x
Ls,w(Φσ,x ·Ψ)(6.1)
with the dominant eigenvalue λσ,x and the corresponding eigenfunction Φσ,x.
One can immediately see that L˜σ,x on C1(IΓ) has a spectral radius 1 and fixes the
constant function 1, i.e., L˜σ,x1 = 1. Note that the adjoint operator L˜∗σ,x also fixes
the corresponding eigenmeasure. A direct computation shows that the normalised
operator again satisfies the Lasota-Yorke inequality as follows:
Proposition 6.2. For (s,w) with (σ,x) in a real neighborhood K of (1,0) and all
n ≥ 1, there exists a constant AK > 0
||L˜ns,wΨ||1 ≤ AK(|s|||Ψ||0 + ρn||∂Ψ||0).
Proof. Observe that
L˜ns,wΨ(x, v) = λ−nσ,xΦ−1σ,x(x, v)
∑
(h,e)∈Q(n)
exp
[
n∑
i=1
w·I ◦ e(i)(v)
]
× |h′(x)|s(Φσ,x ·Ψ)(h(x), e(v))
≤ ||Ψ||0 · |L˜nσ,x1(x, v)|.
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Hence we obtain ||L˜ns,wΨ||0 ≤ ||Ψ||0. Differentiating (6.1) gives
|∂L˜ns,wΨ| ≤
∣∣∣∂(Φ−1σ,x)L˜ns,wΨ∣∣∣
+
∣∣∣∣λ−nσ,xΦ−1σ,x ∑
(h,e)∈Q(n)
exp
[
n∑
i=1
w·I ◦ e(i)
]
∂(|h′|s · Φσ,xΨ ◦ (h, e))
∣∣∣∣.
By Proposition 5.7, the first term of the last expression can be controlled by the
perturbation
|∂Φ−1σ,x| ≤ AK ·
1
Φσ,x
for a suitable AK > 0 depending on a compact neighborhood K of (1,0). The
second term can be written as a sum of two parts and each satisfies that |s||h′′| ·∣∣|h′|s−1∣∣ = |s| ∣∣∣h′′h′ ∣∣∣ |h′|σ ≤ |s|M |h′|σ and
|h′||∂(Φσ,x ·Ψ) ◦ (h, e)| ≤ ρn(|∂Φσ,x ·Ψ| ◦ (h, e) + |Φσ,x · ∂Ψ| ◦ (h, e))
by the bounded distortion and uniform contraction property from Proposition 4.1.
Hence, we obtain the statement. 
Lemma 6.3. For (σ,x) in K and for all n ≥ 1
||L˜nσ,xΨ||20 ≪ A2nσ,x · ||L˜n1,0|Ψ|2||0
for some Aσ,x = λ
−1
σ,x
√
λ2σ−1,2x > 0 depending only on K.
Proof. By the Cauchy-Schwarz inequality, the normalised value |L˜nσ,xΨ|2 equals to
|λ−nσ,xΦ−1σ,x · Lnσ,x(Φσ,x ·Ψ)|2
≤ λ−2nσ,x Φ−2σ,x
 ∑
(h,e)∈Q(n)
exp
[
n∑
i=1
x·I ◦ e(i)
]
· |h′|σ · Φσ,xΨ ◦ (h, e)
2
≤ λ−2nσ,x
 ∑
(h,e)∈Q(n)
exp
[
n∑
i=1
2x·I ◦ e(i)
]
|h′|2σ−1
 ∑
(h,e)∈Q(n)
|h′| · |Ψ|2 ◦ (h, e)
 .
Notice that the second factor is simply bounded by∑
(h,e)∈Q(n)
|h′| · |Ψ|2 ◦ (h, e) = Ln1,0|Ψ|2 ≪ L˜n1,0|Ψ|2
and the first factor can be estimated as∑
(h,e)∈Q(n)
exp
[
n∑
i=1
2x·I ◦ e(i)
]
|h′|2σ−1 ≪
∑
(h,e)∈Q(n)
|h′|2σ−1 ≪ λn2σ−1,2x
essentially due to Proposition 5.5, together with Proposition 4.1. Hence, we finish
the proof. 
We can now observe that the UNI property for the Gauss dynamical system
leads us to obtain the following L2-estimate:
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Proposition 6.4. For suitable constants α, β > 0, large |t| ≥ 1ρ2 , and for (s,w)
with (σ,x) in K, we have∫
IΓ
|L˜⌈α log |t|⌉s,w Ψ(x, v)|2dxdv ≪
||Ψ||2(t)
|t|β .
Proof. For convenience of calculations, we omit the measure dxdv of IΓ when rep-
resenting integrals over IΓ. First we express the integrand as
|L˜ns,wΨ(x, v)|2 =
1
λ2nσ,x
∑
(p,q)∈Q(n)×Q(n)
exp[wp,q(v)]|h′(x)|it|k′(x)|−it · Rσp,q(x, v)
where p = (h, e), q = (k, f), wp,q :=
∑n
i=1w · c(p) + w · c(q), and Rσp,q :=
Φ−2σ,x|h′|σ|k′|σ · (Φσ,xΨ) ◦ p · (Φσ,xΨ) ◦ q. Thus we have∫
IΓ
|L˜ns,wΨ|2 =
1
λ2nσ,x
∑
(p,q)∈Q(n)×Q(n)
exp [wp,q(v)]
∫
IΓ
exp [itψh,k]R
σ
p,q.(6.2)
Since wp,q(v) are bounded, the sum is dominated by the oscillatory integrals which
are controlled by the behavior of the map ψh,k. This motivates us to divide the
sum (6.2) into two parts; one that satisfies ∆(h, k) ≤ ε and the other consists of
relatively separated pairs ∆(h, k) > ε for an arbitrary ε > 0. In other words, the
integral (6.2) is written as
∫
IΓ
|L˜ns,wΨ|2 = I(1) + I(2), where
I(1) :=
1
λ2nσ,x
∑
∆(h,k)≤ε
exp [wp,q(v)]
∫
IΓ
eitψh,kRσp,q and
I(2) :=
1
λ2nσ,x
∑
∆(h,k)>ε
exp [wp,q(v)]
∫
IΓ
eitψh,kRσp,q.
Observe that the first integral I(1) consists of pairs h and k for which the dis-
tance ∆(h, k) is small and Proposition 6.1.(a) asserts that such pairs are very few
with respect to the Lebesgue measure. Furthermore, Proposition 6.1.(b) yields the
assumptions for Van der Corput Lemma, which enables us to estimate the second
oscillatory integral I(2). Then the rest of the proof follows from the straightforward
adaption of Baladi-Valle´e [2, (3.2.1) and (3.2.2)] with Proposition 5.5. 
Finally, we show the uniform polynomial bound for the transfer operator. By
Proposition 6.2 and Lemma 6.3, the Dolgopyat-Baladi-Valle´e estimate can be re-
duced to L2-estimate in Proposition 6.4.
Theorem 6.5. For any 0 < ξ < 15 and (s,w) with (σ,x) in K, n ≥ 1, and for
|t| ≥ 1ρ2 , we have
||Lns,w||(t) ≪ ηn · λnσ,x|t|ξ
for a constant 0 < η < 1.
Proof. Set n0 = n0(t) := ⌈α log |t|⌉. Then for n1 = n1(t) ≥ n0, we have
||L˜n1s,wΨ||20 ≤ ||L˜n1−n0σ,x [|L˜n0s,wΨ|]||20
≪ A2(n1−n0)σ,x ||L˜n1−n01,0 [|L˜n0s,wΨ|2]||0
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by Lemma 6.3. Further by the normalisation and Proposition 5.5, we get
L˜n1−n01,0 [|L˜n0s,wΨ|2] =
∫
IΓ
|L˜n0s,wΨ|2 +O(Rn1−n01 )||L˜n0s,wΨ2||1
where R1 < 1 denotes the subdominant spectral radius of L˜1,0. By Proposition 6.4,
we can write
||L˜n1s,wΨ||20 ≪ A2(n1−n0)σ,x
(∫
IΓ
|L˜n0s,wΨ|2 +Rn1−n01 |t|||Ψ||2(t)
)
≪ A2(n1−n0)σ,x
(
1
|t|β +R
n1−n0
1 |t|
)
||Ψ||2(t).
Taking n1 to be sufficiently large enough to satisfy R
n1−n0
1 |t| = O(|t|−β) as well
as An1−n0σ,x = O(|t|−β/2), we get
||L˜n1s,wΨ||0 ≪
||Ψ||(t)
|t|β .
Repeated application of Lasota-Yorke inequality from Proposition 6.2 enables us to
write
||L˜2n1s,wΨ||1 ≪ |s|||L˜n1s,wΨ||0 + ρn1 ||L˜n1s,wΨ||1 ≪ |t|
||Ψ||(t)
|t|β
and accordingly we get ||L˜2n1s,w||(t) ≪ 1|t|β . Writing any integer n = (2n1)s+ r with
r < 2n1, we finally obtain
||L˜ns,w||(t) ≤ ||L˜rs,w||(t)||L˜2n1s,w||s(t) ≪
1
|t|sβ ,
which directly leads to the assertion after a choice of ξ. 
6.2. Proof of Proposition 2.2. We conclude the discussion by presenting the
proof of Proposition 2.2. In view of Theorem 4.4, the main spectral properties
of transfer operator Ls,w describe the analytic behavior of the Dirichlet series
LΨ(2s,w) in a vertical strip.
First we find a representation of the residue operator of the quasi-inverse.
Proposition 6.6. Let Rw be the residue operator of (I − Ls,w)−1 at s0 = s0(w).
Then when w is near 0, we have for all Ψ ∈ C1(IΓ) that
RwΨ = Φs0,w
∫
IΓ
ΨΦ−1s0,wdµs0,w.
Proof. By Remark 5.6 and (5.3), we have Lns,w = λns,wPs,w +Nns,w and
Ps,wΨ = lim
n→∞
1
λns,w
Lns,wΨ = Φs,w
∫
IΓ
ΨΦ−1s,wdµs,w
for w near 0. Since Ps,w is the residue operator, we obtain the statement. 
Recall that the residue of LΨ(s,w) at s0 = s0(w) is EΨ(w). Hence we obtain
statements on the residue of the Dirichlet series:
Proposition 6.7. When w is near 0, then for all Ψ1,Ψ2 ∈ C1(IΓ) we have
|EΨ1(w)− EΨ2(w)| ≪ ||Ψ1 −Ψ2||L1 .(6.3)
40 JUNGWON LEE AND HAE-SANG SUN
Moreover, we also have
EΨ(0) =
1
2 log 2
∫
IΓ
Ψ(x, v)dxdv.
Proof. By Theorem 4.4, the residue is
Fs0,w(I + Ls0,w)−1RwΨ(0, I2) + Fs0,wLs0,w(I + Ls0,w)−1RwJΨ(0, I2),
which is equal to
Fs0,wΦs0,w(0, I2)
1 + λs0,w
(∫
IΓ
ΨΦ−1s0,wdµs0,w + λs0,w
∫
IΓ
(JΨ)Φ−1s0,wdµs0,w
)
.
From this, we obtain the first statement.
For the second one, observe that
∫
IΓ
ΨΦ−11,0dµ1,0 =
∫
IΓ
Ψ(x, v)dxdv and∫
IΓ
ΨΦ−1s0,wdµs0,w =
∫
IΓ
(JΨ)Φ−1s0,wdµs0,w.
Note also that
Fs,wΦs,w(0, I2) = λs,wΦs,w(0, I2)− exp(wu)Φs,w (1, u)
where u = Γ0(N)[ 0 11 1 ]. Hence, we have
F1,0Φ1,0(0, I2) = Φ1,0(0, I2)− Φ1,0(1, u) = 1
2 log 2
.
This proves the second statement and we finish the proof of the proposition. 
We are ready to give:
Proof of Proposition 2.2. We proceed analogously to that of Baladi-Valle´e [2]. Let
us recall that the membership function I is defined to satisfy, for q = (h, e) ∈ Q,
exp(w · I ◦ π2q) = exp(wu) with a single variable wu ∈ C. Thus, the transfer
operator can be simply written as
Ls,wΨ(x, v) =
∑
(h,e)∈Q
exp(wu)|h′(x)|s ·Ψ ◦ (h(x), e(v))
where e(v) ∈ u for some u ∈ Γ0(N)\GL2(Z). From this, we see λ1,0 = 1 with the
corresponding eigenfunction Ψ1,0 = ψ1 ⊗ 1, where ψ1 denotes the Gauss density
ψ1(x) =
1
log 2
1
1+x .
Moreover, by Proposition 5.2 with a simple modification of the result in Broise
[5] on log convexity, one can observe that the derivative of the map (s,w) 7→
λs,w := λ(s,w) at (1,0) satisfies λ
′
s(1, 0) 6= 0 and the Jacobians [λ′w(1,0)] and
[λ′′
w2
(1,0)] are invertible. Thus by implicit function theorem, we get the map s0
from the neighborhood W of 0 to C such that λs0(w),w = 1 and the Hessian of s0
is non-singular at w = 0.
For the statements (2)–(7), we observe that by Remark 5.6, a spectral decompo-
sition with the unique simple dominant eigenvalue λs,w extends to Ls,w for (s,w)
in a complex neighborhood of (1,0): Ls,w = λs,wPs,w +Ns,w, where Ps,w denotes
the projection to the dominant eigenspace Eλs,w and the spectral radius of Ns,w is
strictly smaller than the modulus of λs,w. More generally, for all n ≥ 1, we have
Lns,w = λns,wPs,w +Nns,w.
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Along with Theorem 4.4 and Theorem 5.5, Proposition 5.8, Proposition 5.10, The-
orem 6.5, the rest of the proof then directly follows in the same lines as in Baladi-
Valle´e [2, Lemma 8 and 9]. Finally, the statement (3) follows from Proposition 6.6
and 6.7. 
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