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Abstract
This article is concerned with the derivation of the Gauss-Codazzi’s constraints
equations on the initial light cone for geometric transport equations in general
relativity. Temporal-gauge-dependent constraints are addressed too and gauge-
preservation is established. The global resolution of the constraints is studied, a
large class of initial data sets is deduced from appropriate free data and their be-
havior at the vertex of the cone is examined.
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1 Introduction and various issues
It is well known that by considering the characteristic Cauchy problem in gen-
eral relativity, the treatment of the initial data constraints problem is considerably
simplified as the constraints reduce to propagations equations along null geodesics
generating the initial manifold carrying the data provided free data are well-chosen
[2],[6],[9],[10],[12],[17],[18],[19],[20],[21],[22]. This is a particular interesting feature
of the characteristic Cauchy problem in general relativity opposed to the ordinary
spacelike Cauchy problem where the constraints equations are of elliptic type. How-
ever, a full description of the constraints in the characteristic Cauchy problem set-
ting requires a priori investigation of the geometry of the null initial hypersurfaces
in consideration and derivation on it of explicit expressions of various null geometry
quantities [6],[9],[10],[12],[17],[18],[19],[20],[21],[22]. Furthermore, while in the case
of the ordinary spacelike Cauchy problem in general relativity the constraints are
standard, depend only of the geometric nature of the Einstein’s equations (i.e. the
so called Hamiltonian and momentum constraints) [3],[5], in the case of the charac-
teristic initial value problem, one faces the difficult task of highlighting additional
gauge-dependent constraints essential to the construction of the full set of initial
data [6],[9],[10],[12],[17],[18],[19],[20],[21],[22]. These latter are induced by: the evo-
lution system deduced of the splitting of the Einstein equations by the choice of a
gauge, the form of the stress-energy momentum tensor of the matter involved, and
their hierarchy depends heavily on the prescribed free data. On the other hand
recent developments in the direction of the study of smoothness of Scri [10] besides
the challenge for the global existence theory in general relativity [1],[2],[15],[14],[8]
indicate the importance to enlarge the approach of the treatments of the character-
istic initial data constraints problem in general relativity. As instance, in [10],[17],
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it is revealed that harmonic gauge is not appropriate to tackle some difficulties
related to the occurrence of log-terms in the constraints at infinity. In this paper,
the new approach consists to investigating the temporal gauge in the character-
istic Cauchy problem setting. This requires that the shift is null and the time is
in wave gauge. The characteristic initial value problem for the Einstein-Vlasov
system on the light cone splits in the characteristic Cauchy problem on the light
cone for the evolution system (2.6)-(2.7) and the initial data constraints problem
on the light cone for the Einstein-Vlasov system. This gauge helps in particular in
the treatment of the initial data constraints’s problem on a light cone when kinetic
matter is involved. Indeed, the presence of all the components of the metric in each
component of the momentum tensor of matter due to the Vlasov’s field makes dif-
ficult the use of the Rendall’s scheme of resolution of the initial data constraints’s
problem. Such difficulties are revealed in [4],[17],[22]. The interest for the char-
acteristic Cauchy problem in general relativity is well known [21], and there is a
growing interest for this since the work of D. Christodoulou on the formation of
Black holes in general relativity [7]. The gauge mostly used in this context is the
harmonic or wave gauge (its generalization is the ”generalized wave map gauge”)
[4],[6],[9],[10],[15],[17],[21],[22], which fits well to some types of matter. Another
gauge ie. the ”Double null foliation gauge” is now also used and principally in vac-
uum [2],[16],[13]. For all these gauges, the question of existence of global solutions
for the constraints’s equations is of great interest [9],[10],[16]. The rest of the pa-
per is structured as follow: first we recall the evolution system (2.6)-(2.7) induced
by the choice of the temporal gauge, thereby we identify the Cauchy data to be
attached to this system and the type of constraints on concerned, then we analyze
the constraints in coordinates adapted to the null geometry of the cone, this yields
a full description of the constraints followed by their resolution from appropriate
free data. The behavior of the solutions of the constraints at the tip of the cone is
analyzed. The preservation of the gauge is established. The question left open is
the study of the class of free data on a cone which leads to a smooth solution of
the Einstein-Vlasov system on a neighborhood of the vertex of the cone.
2 The setting and the evolution system
The Einstein equations of general relativity are geometric in nature and do not
take a specific partial differential equations type, unless a well-chosen of gauge is
introduced. They describe the gravitational potential g. The Vlasov equation in
turn appears in kinetic theory, it governs the density ρ of moving particles. We are
thus interested here in the characteristic Cauchy problem in a domain YO above
the light cone of vertex O for the combination of these equations, this models a
spacetime (YO, g) with collisionless matter, with YO a Lorentzian manifold. In
a global set of coordinates (xα) = (x0, x1, xa), (α = 0, 1, ..., n; a = 2, ..., n) of
R
n+1 = R2 × Rn−1, (n ≥ 3), these equations read:
Hg : Gµν ≡ Rµν − R
2
gµν = Tµν , (2.1)
Hρ : p
α ∂ρ
∂xα
− Γiµνpµpν
∂ρ
∂pi
= 0. (2.2)
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One considers that the particles are of rest mass m, and move towards the future
(p0 > 0) in their mass shell
P := {(xδ, pµ) ∈ YO × Rn+1/ gµνpµpν = −m2, p0 > 0}. (2.3)
The terms Rµν , R and Gµν design respectively the components of the Ricci ten-
sor, the scalar curvature, the components of the Einstein tensor G, relative to the
searched metric g, while the Tµν are the components of the stress-energy momen-
tum tensor of matter. The Γλµν are the Christoffel symbols of g, the p
λ stand as the
components of the momentum of the particles w.r.t. the basis ( ∂∂xα ) of the fiber
Px := {(pα) ∈ Rn+1/gµν(x)pµpν = −m2, p0 > 0} of P, and
Tαβ = −
∫
{g(p,p)=−m2}
ρ(xν , pµ)pαpβ
√|g|
p0
dp1...dpn. (2.4)
As already mentioned, we investigate the temporal gauge [3],[5] requiring that
g0i = 0, Γ
0 ≡ gλδΓ0λδ = 0, i = 1, ..., n;λ, δ = 0, ..., n. (2.5)
Following Choquet Bruhat, the evolution system (Hg, Hρ) attached to the Einstein-
Vlasov system (Hg, Hρ) and induced by this gauge [3],[5] is
Hg : ∂0Rij −∇iRj0 −∇jRi0 = ∂0Λij −∇iΛj0 −∇jΛi0; (2.6)
Hρ : p
α ∂ρ
∂xα
− Γiµνpµpν
∂ρ
∂pi
= 0; (2.7)
with Λµν = Tµν +
gλδTλδ
1−n gµν , and where the system Hg replaces the Einstein equa-
tions and its principal part is ∂0gij , ∇ denotes the connection w.r.t. the induced
metric g on Λt : x
0 = t. In this paper, attention is focused on the construction and
resolution of the constraints satisfied by a large class of initial data (g0, k0, ρ0) on
C × Rn with C of equation
C : x0 − r = 0, r :=
√√√√ n∑
i=1
(xi)2, (2.8)
s.t. for any solution (g, ρ) of the evolution system (Hg, Hρ) on P satisfying g|C =
g0, (∂0g)|C = k0, ρ|C = ρ0, (g, ρ) is solution of the Einstein-Vlasov system (Hg, Hρ)
in P, where g is of the form
g = −τ2(dx0)2 + gijdxidxj , (2.9)
with τ2 = (c(xi))2|g|, and c is a positive scalar density on Λt which is determined
by the prescribed data such that Γ0 = 0 in YO.
3 The characteristic initial data constraints
In what follows, one sets qs = −xsr , qs = gslql, Xµν ≡ Gµν − T µν . The start point
of the construction of the constraints is the following proposition.
3
Proposition 1 For any C∞ solution (g, ρ) in P of the evolution system (2.6)-(2.7)
such that with respect to the metric g of the form (2.9) Xµν/C = 0, (∂0X0s)(O) =
0; s = 1, ..., n, s 6= s0, qs0(O) 6= 0, (g, ρ) is a solution in P of the Einstein-Vlasov
system.
Proof 1 If (g, ρ) is a C∞ solution in P of the evolution system (2.6)-(2.7), then with
respect to the metric g of the form (2.9) tied to g and in virtue of Bianchi identities,
the tensor (Xµν) satisfies the homogeneous linear Leray-hyperbolic system ( ”see”
[5], pages [407-414]):
∂0X
00 + L00(Xγα, ∂iX
i0) = 0 (3.1)
∂0X
ij + Lij(Xγα, ∂sX
k0) = 0 (3.2)
gX
0j + L0j(Xγα, ∂sX
δβ) = 0. (3.3)
Another homogeneous third order Leray hyperbolic system derived from this one is
the system
g∂0X
λδ + T λδ(Xαβ, DǫXµν) = 0, |ǫ| ≤ 2. (3.4)
Now if one has Xµν/C = 0, then on C, [∂0X00], [∂0X ij] express in terms of [∂0X0i], i =
1, ..., n as a consequence of restriction to C of the equations (3.1)-(3.2). Substitut-
ing these expressions in the system (3.3) restricted to C, this latter appears then
in turn as a homogeneous linear differential system of propagation equations on C
of unknowns [∂0X
0i], i = 1, ..., n. Now, thanks once more to the Bianchi relations
∇αXαi = 0, i = 1, ..., n and the evolution system Hg written at O, it suffices that
∂0X0k(O) = 0, k = 1, ..., n, k 6= k0, qk0 6= 0 so that (∂0Xµν)(O) = 0. Finally
Xµν = 0 in YO thanks to (3.4).
3.1 Null geometry on the cone
The above proposition 1 is an indication that the Einstein equations must hold on
the initial hypersurface C in order that the preservation of the gauge is established.
This induces Gauss and Codazzi’s constraints on C, but these standard constraints
must be supplemented by other gauge-dependent constraints. To carry out the
analysis, we introduce null adapted coordinates w.r.t. the trace of the metric on
the cone C (y0, y1, yA) ([4],[6],[9],[10]) defined by
y0 = x0 − r, y1 = r =
√√√√ n∑
i=1
(xi)2, yA, A = 2, ..., n; (3.5)
where (yA) design local coordinates in the sphere Sn−1 :∑ni=1(xi)2 = 1, then
x0 = y0 + y1, xi = y1θi(yA),
∑
i
(θi)2 = 1; (3.6)
and the θi(yA) are C∞ functions of yA, A = 2, ..., n; and require the assumption:
(A) : The vector fields ∂∂y1 is tangent to the null geodesics generating C , (3.7)
which is an aspect of the affine parametrization condition of [4],[6],[9],[10], (since no
a priori condition is given on the non-affinity constant on C), and is equivalent to
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the requirement that on the cone the lapse τ−2 is an eigenvalue of the Riemannian
metric g = (gij), the corresponding eigenvector being −q = (−qi), qi = −xir . The
components of tensors in coordinates (yµ) are equipped with a tilde ” ˜ ”. The
assumption (A) induces that the trace on the null cone C : y0 = 0, of the searched
metric in temporal gauge is of the form
g
|C
= g˜01dy
0dy0 + g˜01(dy
0dy1 + dy1dy0) + g˜ABdy
AdyB, A,B = 2, ..., n. (3.8)
The non-zero components of the trace on C of the inverse g−1 of g satisfy:
g˜01g˜01 = 1, g˜
11 + g˜01 = 0, (g˜AB) = (g˜AB)
−1, A,B = 2, ..., n. (3.9)
We remark that g˜01 < 0 according to the signature of g. Using the expression (3.8)
of the trace on C of the metric and its inverse (3.9), one derives, some algebraic
relations between the gravitational data on C, the expressions of the restrictions on
C of the Christoffel symbols of the metric. The details are in appendix B. One can
then derive the restrictions on C of the components of X = (Xµν).
3.2 Gauss and Codazzi’s constraints on C
The vectorfield l = (0,−g˜01, 0, ..., 0) is outgoing normal to C, the projection operator
on C is π, s.t. πνµ = δνµ+ lµlν , then the Gauss and Codazzi’s constraints on the light
cone C read
X˜µν l
µlν = 0, X˜µν l
µπνλ = 0, (3.10)
and resume to
X˜1λ = 0, λ = 0, 1, ..., n. (3.11)
These constraints involve naturally only the Cauchy data for the evolution system
(Hg, Hρ). The other Einstein equations
X˜00 = 0, X˜0A = 0, X˜AB = 0, A,B = 2, ..., n; (3.12)
do not play the role of constraints as their expressions on C contain second order
outgoing derivatives of the metric which are not part of the initial data of the
third order characteristic problem for the evolution system (Hg, Hρ). Indeed, one
has from straightforward computations the following expressions which reveal the
harmful terms that one faces:
X˜00 =
1
2
g˜01g˜AB∂200g˜AB +H1(g˜, ∂g˜, ρ), (3.13)
X˜AB =
1
2
(g˜01)2∂200g˜11g˜AB +H2(g˜, ∂g˜, ρ), (3.14)
X˜0A = −1
2
g˜01∂200g˜A1 +H3(g˜, ∂g˜, ρ). (3.15)
3.3 Temporal gauge-dependent constraints
In this subsection we are led to finding modifications or combinations of the Einstein
equations (3.12) in order to construct the gauge-dependent constraints, and this is
lengthy and somewhat subtle. The Einstein equations X˜AB = 0 read:
X˜AB ≡ R˜AB − 1
2
g˜AB(2g˜
01R˜01 + g˜
11R˜11 + g˜
CDR˜CD)− T˜AB = 0. (3.16)
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They comprise the term R˜01 which according to the expressions of the components
of the Ricci tensor on C (”see” appendix C), has second order outgoing derivative
of the metric, ie:
R˜01 = −1
2
(g˜01)2∂200g˜11 +H4(g˜, ∂g˜).
The treatment of this term induces the equations
X˜AB − g˜
CDX˜CD
n− 1 g˜AB = 0, A,B,C,D = 2, ..., n,
which are equivalent to
R˜AB − T˜AB − g˜
CD(R˜CD − T˜CB)
n− 1 g˜AB = 0, A,B,C,D = 2, ..., n.
These latter equations do not contain second order outgoing derivatives of the
metric. The Einstein equation X˜00 = 0 in turn reads:
X˜00 ≡ R˜00 − 1
2
g˜00(2g˜
01R˜01 + g˜
11R˜11 + g˜
CDR˜CD)− T˜00 = 0. (3.17)
Second order outgoing derivatives in this equation are due to the terms R˜00 and
R˜01 since (”see” appendix C)
R˜00 = −1
2
(g˜01)2∂200g˜11 +
1
2
(g˜AB)2∂200g˜AB +H5(g˜, ∂g˜).
Dealing with these harmful terms led us to using of the expression
∂
∂y0
(Γ˜0 + Γ˜1) =
1
2
(g˜01)2∂200g˜11 −
1
2
g˜01g˜AB∂200g˜AB +H6(g˜, ∂g˜), (3.18)
which reflects the ”time in wave gauge” property. This analysis results to consid-
ering the equation
X˜00 − g˜01 g˜
CDX˜CD
n− 1 + g˜01
∂(Γ˜0 + Γ˜1)
∂y0
= 0, A,B,C,D = 2, ..., n,
which does not contain second order outgoing derivatives of the metric and is equiv-
alent to
R˜00 − T˜00 − g˜01 g˜
AB(R˜AB − T˜AB)
n− 1 + g˜01
∂(Γ˜0 + Γ˜1)
∂y0
= 0.
We remark that the Einstein equations X˜0A = 0 are not involved in the construction
of the gauge-dependent constraints and their realization on the cone C will be
obtained in a more indirect way. The construction of constraints in this section
thus ends up by the following theorem.
Theorem 1 Let (g, ρ) be any C∞ solution of the evolution system (Hg, Hρ) in a
neighborhood V of C × Rn, and let g associated to g of the form (2.9) s.t. the
temporal gauge condition is satisfied in YO = {y0 ≥ 0}. One sets X˜µν ≡ G˜µν− T˜µν,
and one assumes that w.r.t. the metric g, the hypothesis (A) (3.7) and the relations
X˜1λ = 0, λ = 0, ..., n, (3.19)
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X˜AB − g˜
CDX˜CD
n− 1 g˜AB = 0, (3.20)
X˜00 − g˜01 g˜
CDX˜CD
n− 1 + g˜01
∂(Γ˜0 + Γ˜1)
∂y0
= 0, A,B,C,D = 2, ..., n; (3.21)
are satisfied on C; if furthermore one has X0k(O) = 0, k = 1, ..., n; (∂0X0s)(O) =
0; s = 1, ..., n, s 6= s0, qs0(O) 6= 0; then (g, ρ) is solution of the Einstein-Vlasov
system (Hg, Hρ) in YO.
To prove the theorem, we establish the following lemma. One sets [Xµν ] = Xµν |C .
Lemma 1 For any C∞ solution (g, ρ) of the evolution system (Hg, Hρ) in a neigh-
borhood V × Rn+1 of a smooth hypersurface I × Rn+1 with I of equation I :
x0 − φ(xi) = 0, and g associated to g of the form (2.9) s.t. the temporal gauge
condition is satisfied in V . One sets qi = − ∂φ∂xi . Then the tensor X = (Xµν) re-
stricted to I satisfies the homogeneous linear system of partial differential equations
qj∂j [Xk0] + q
j∂k[Xj0]− qkglm∂l[Xm0] + gij∂i[Xjk] +Aµνk [Xµν ] = 0. (3.22)
Proof 2 (g, ρ) is a C∞ solution of the evolution system (Hg, Hρ), and according
to the divergence free properties of the Einstein tensor (Gµν) and the stress energy
momentum tensor of matter (Tµν) of g (2.9), one has:
∇αXαβ |I = 0,
(
∂0(Rij − Λij)−∇iXj0 −∇jXi0
)
|I = 0. (3.23)
Since g0i = 0 = g
0i, the Bianchi identities induce the following relations:
gα0∇0Xαβ + gij∇iXjβ = 0, ∀β.
For β = k, one has successively:
g00 (∂0X0k − Γα00Xαk − Γα0kX0α) + gij
(
∂iXjk − ΓαijXαk − ΓαikXjα
)
= 0
g00∂0X0k + g
ij∂iXjk−g00Γα00Xαk − g00Γα0kX0α − gijΓαijXαk − gijΓαikXjα︸ ︷︷ ︸
Ck
= 0.
(3.24)
Now on I, one has
[∂iXjk] = ∂i[Xjk] + qi[∂0Xjk]; (3.25)
and the system (3.24) restricted to I implies:
g00∂0X0k + q
j [∂0Xjk] + g
ij∂i[Xjk] + Ck = 0; (3.26)
where the Ck are given by the relations (3.24). Furthermore, since Xµν ≡ Gλµ −
Tλµ = Rλµ − Λλµ − 12gλµ(R − Λ), one has:
∂0Xjk = ∂0(Rjk − Λjk)− 1
2
(∂0(R − Λ))gjk − 1
2
(R− Λ)∂0gjk (3.27)
On the other hand, since R − Λ = g00(R00 − Λ00) + gkl(Rkl − Λkl), one has
∂0(R− Λ) = (∂0g00)(R00 − Λ00) + g00∂0(R00 − Λ00)+
(∂0g
kl)(Rkl − Λkl) + gkl∂0(Rkl − Λkl). (3.28)
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Considering the Bianchi identities for β = 0, one has successively:
g00∇0X00 + gij∇iXj0 = 0,
g00(∂0X00 − 2Γα00Xα0) + gij∇iXj0 = 0,
g00∂0[(R00 − Λ00)− 1
2
g00(R − Λ)]− 2g00Γα00Xα0 + gij∇iXj0 = 0,
g00∂0(R00 − Λ00)− 1
2
g00(∂0g00)(R− Λ)− 1
2
∂0(R − Λ)−
2g00Γα00Xα0 + g
ij∇iXj0 = 0. (3.29)
Combining the relations (3.28) and (3.29), one has:
1
2
∂0(R − Λ) = gkl∂0(Rkl − Λkl)− gij∇iXj0 +A, (3.30)
where
A ≡ 2−1g00(∂0g00)(R− Λ) + 2g00Γα00Xα0 + (∂0g00)(R00 − Λ00)
+(∂0g
kl)(Rkl − Λkl).
Using the relations R00 − Λ00 = X00 + 12g00(R − Λ), Rkl − Λkl = Xkl + 12gkl(R −
Λ), R− Λ = 21−nX := 21−ngλδXλδ,, A reads:
A =
1
1− ngkl(∂0g
kl)gλδXλδ + 2g
00Γα00Xα0 + (∂0g
00)X00 + (∂0g
kl)Xkl (3.31)
The system (3.27) now reads:
∂0Xjk = ∂0(Rjk − Λjk)− gjk
{
glm∂0(Rlm − Λlm)− glm∇lXm0
}
−Agjk − (∂0gjk)g
λδXλδ
1− n . (3.32)
The system (3.26) can then be written:
g00∂0X0k+
qj
(
∂0(Rjk − Λjk)− gjkglm∂0(Rlm − Λlm) + gjkglm∇lXm0 −Agjk
)
+
gij∂i[Xjk] + Ck − g
λδXλδ
1− n (∂0gjk)q
j = 0. (3.33)
From the hypotheses (gij , ρ) satisfies(
∂0(Rij − Λij)−∇iXj0 −∇jXi0
)
|I = 0, (3.34)
the system (3.33) becomes:
g00∂0X0k+
qj
{∇jXk0 +∇kXj0 − gjkglm(∇lXm0 +∇mXl0) + gjkglm∇lXm0}−
Aqk + g
ij∂i[Xjk] + Ck − g
λδXλδ
1− n (∂0gjk)q
j = 0, (3.35)
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now, given the expressions of ∇lXm0 and ∇lXm0, one has
g00∂0X0k + q
j(∂j [Xk0] + qj [∂0Xk0]) + q
j(∂k[Xj0] + qk[∂0Xj0])−
qkg
lm(∂l[Xm0] + ql[∂0Xm0]) + g
ij∂i[Xjk] +Ak = 0, (3.36)
with:
Ak ≡ Ck − 2qjΓnjkXn0 + qkglmΓslmXs0−
qkg
lm
(
Γ0l0Xm0 + Γ
0
lmX00 + Γ
s
l0Xms
)−Aqk − gλδXλδ
1− n (∂0gjk)q
j . (3.37)
The terms A and Ck in Ak are given in (3.31) and (3.24).
Now, the hypersurface I being characteristic (g00 + qjqj = 0 on I), the system
(3.36) resumes to
qj∂j [Xk0] + q
j∂k[Xj0]− qkglm∂l[Xm0] + gij∂i[Xjk] +Ak = 0. (3.38)
The Ak are linear combinations of [Xµν ] = Xµν |I .
Proof 3 (Proof of theorem 1) If the hypotheses of the theorem are satisfied to-
gether with the relations (3.19), (3.20), (3.21) for g of the form (2.9), then straight-
forward calculations imply that on C one has:
X00 = g˜01
g˜CDX˜CD
n− 1 = −g˜01q
sX0s, (3.39)
X0k = g˜01
g˜CDX˜CD
n− 1 qk +
∂yA
∂xk
X˜0A, (3.40)
Xjk =
(
qj
∂yA
∂xk
+ qk
∂yA
∂xj
)
X˜0A + (2g˜01qjqk + gjk)
g˜CDX˜CD
n− 1 , (3.41)
Xjk = qjX0k + qkX0j − gjkqsX0s, (3.42)
where A,B,C,D = 2, ..., n; i, j, k, s = 1, ..., n. By combining the relations (3.39)-
(3.42) and the result (3.22) of lemma 1, one obtains on C the homogeneous linear
differential system
∂[X0k]
∂y1
+ Lsk([X0s]) = 0, k = 1, ..., n. (3.43)
One deduces that if the subset X0k = 0, k = 1, ..., n, of the Einstein equations are
satisfied at the vertex O of the cone, then X0k = 0, k = 1, ..., n, on C, and after
that Xµν = 0, ∀µ, ν, on C, thanks to the relations (3.39)-(3.42). The proof ends by
using the proposition 1.
Remark 1 We emphasize that the tensor (ZAB), ZAB = X˜AB − g˜
CDX˜CD
n−1 g˜AB
, A,B,C,D = 2, ..., n, is a traceless tensor, consequently one equation chosen suit-
ably will not be considered while solving the constraints (3.20) and will be proved
automatically satisfied by the traceless property.
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4 Constraints and Cauchy data for (Hg, Hρ)
The resolution of the constraints’s equations requires an exhaustive description of
the constraints in terms of the Cauchy data for the evolution system (Hg, Hρ), and
thereby the choice of free data. One sets:
g˜01|C = θ, g˜AB |C = ΘAB, Θ = (ΘAB), ρ|C = f, ∂µ =
∂
∂yµ
,
ψµν =
∂g˜µν
∂y0
|C , π
α =
∂yα
∂xδ
pδ, dπ = dπ1...dπn. (4.1)
4.1 The Hamiltonian constraint on C
The Hamiltonian constraint X˜11 = 0 is the so called Raychaudhuri equation. The
equation X˜11 = 0 reads R˜11 − T˜11 = 0. It is therefore necessary to compute the
terms R˜11 and T˜11 in order to describe this equation. From the definition of the
Ricci tensor and according to the expressions of the trace of the metric on C and
the corresponding Christoffel symbols (”see” appendix B), on has:
R˜11 =
1
4
g˜01g˜CB∂1g˜CB∂0g˜11 +
1
2
∂1(g˜
CB∂1g˜CB) +
1
4
(g˜CB∂1g˜BD)(g˜
DE∂1g˜CE)−
1
2
g˜01∂1g˜01g˜
CB∂1g˜CB. (4.2)
Relying on the definition of the stress momentum tensor of Vlasov matter, one has:
T˜11 = −
∫
Rn
f
(g˜01)
2(π0)2
√|g˜|
π0 + π1
dπ. (4.3)
The mass shell equation on C × Rn reduces to
2g˜01π
0π1 = −(g˜01(π0)2 + g˜ABπAπB +m2). (4.4)
On the other hand, the positivity of gij(λp
i + qi)(λpj + qj) for every λ ∈ R∗, and
the fact that the cone is characteristic imply that
(p0)2 − (qipi)2 ≥ τ−2m2, (4.5)
one deduces then that for a non-zero mass m, one has |p0| > |qipi|, and hence
π0 > 0. For a zero mass (m = 0), one has on C × Rn
(p0)2 = −g00gijpipj = −g00
(
−g˜01qiqj + ∂y
A
∂xi
∂yB
∂xj
g˜AB
)
pipj
= (qip
i)2 − g00∂y
A
∂xi
∂yB
∂xj
g˜ABp
ipj
and subsequently
(p0)2 = (qip
i)2 − g00g˜ABπAπB . (4.6)
In the case of zero mass (m = 0), one thus assumes that the support of the initial
density of particles f is a subset of {(πδ) ∈ Rn+1, ∑A(πA)2 > c2 > 0}, and as a
consequence of the symmetric positive definite character of the matrix (g˜AB), one
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has π0 > 0. Having π0 > 0 induces in virtue of the relation (4.4) that π1 > 0 since
g˜01 < 0. The expression of π
0 on C × Rn is therefore
π0 = −π1 +
√
(π1)2 − g˜01(g˜ABπAπB +m2), (4.7)
and we end up with the following expression for T˜11 where γ˜ = (g˜AB):
T˜11 = −
∫
Rn
f
|g˜01|3(−π1 +
√
(π1)2 − g˜01(g˜ABπAπB +m2))2√
(π1)2 − g˜01(g˜ABπAπB +m2)
√
|γ˜| dπ. (4.8)
We now combine this expression of T˜11 with the one of R˜11 (4.2) and use the
notations (4.1) to obtain the following proposition.
Proposition 2 Let (g, ρ) be any C∞ solution of the evolution system (Hg, Hρ) in
a neighborhood V of C × Rn, and let g associated to g of the form (2.9) s.t. the
temporal gauge condition is satisfied in YO = {y0 ≥ 0}. The Hamiltonian constraint
X˜11 = 0 is satisfied on C if and only if the Cauchy data θ, Θ = (ΘAB), f, ψ11
verify the partial differential relation
θ−1(ΘAB∂1ΘAB)ψ11 + 2∂1(Θ
AB∂1ΘAB)+
(ΘCB∂1ΘBD)(Θ
DE∂1ΘCE)− 2θ−1(ΘAB∂1ΘAB)∂1θ =
− 4
∫
Rn
f |θ|3
(√
(π1)2 − θ−1(m2 +ΘABπAπB)− π1
)2√|Θ|√
(π1)2 − θ−1(m2 +ΘABπAπB)
dπ. (4.9)
4.2 The momentum constraints X˜1A = 0 on C
The Einstein equations X˜1A = 0 on C read R˜1A = T˜1A. We are thus interested here
in the expression of R˜1A resumed in (C.12) of appendix C and the expression of
T˜1A, which in its non-explicit form is
T˜1A =
∫
Rn
f
(g˜01)
2g˜ABπ
0πB
π0 + π1
√
|γ˜| dπ.
Combining this latter expression with the one of R˜1A (C.12), using the expression
of π0 (4.7) and notations (4.1), the momentum constraints X˜1A = 0, A = 2, ..., n
reduce on C to partial differential relations in terms of the Cauchy data for θ, Θ =
(ΘAB), f, ψ1i, i = 1, ..., n for (Hg, Hρ).
Proposition 3 The hypotheses are those of proposition 2. Then the momentum
constraints X˜1A = 0 on C are satisfied if and only if the Cauchy data θ, Θ =
(ΘAB), f, ψ1i, i = 1, ..., n for (Hg, Hρ), agree with the partial differential relations
∂1ψ1A + (2
−1ΘCB∂1ΘCB − θ−1∂1θ)ψ1A+
1
2
(θ−1ψ11 − θ−1∂1θ − 1
2
ΘCB∂1ΘCB)∂Aθ − θ
2
∂C(Θ
CB∂1ΘAB)+
θ
2
∂A(Θ
CB∂1ΘCB)− θ
2
∂Aψ11 − θ
4
(ΘEF∂CΘEF )(Θ
CB∂1ΘBA)+
θ
4
ΘDEΘCB(∂1ΘDB)(∂AΘEC + ∂CΘEA − ∂EΘAC)
= 2
∫
Rn
f (θ)3ΘAD
(
−π1 +
√
(π1)2 − θ−1(m2 +ΘCBπCπB)
)
πD
√|Θ|√
(π1)2 − θ−1(m2 +ΘCBπCπB)
dπ. (4.10)
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4.3 The momentum constraint X˜01 = 0
The momentum constraint X˜01 = 0 is equivalent to
g˜ABR˜AB = g˜
01(R˜11 − 2T˜01). (4.11)
According to the expression of R˜AB (C.18) in appendix C, one has:
g˜ABR˜AB = g˜
01∂1(g˜
AB∂0g˜AB) +
1
2
g˜01(g˜AB∂1g˜AB − g˜01∂0g˜11)(g˜AB∂0g˜AB)+
+
1
2
g˜01(g˜01∂0g˜11 − 1
2
g˜CD∂1g˜CD)(g˜
AB∂1g˜AB) + g˜
01g˜ABΓ˜DAB∂0g˜1D−
g˜01g˜AB∂20Ag˜1B −
1
2
g˜01g˜AB∂211g˜AB − g˜AB∂C(Γ˜CAB) +
1
2
g˜AB ∂B[g˜
γδ∂Ag˜γδ︸ ︷︷ ︸]
(γ,δ)∈{(0,1);(1,0);(A,B)}
+
1
2
(g˜01)2g˜AB(∂0g˜1B − ∂B g˜01)∂0g˜1A + 1
2
g˜CDg˜AB∂1g˜CA∂1g˜DB+
g˜ABΓ˜DACΓ˜
C
DB − g˜AB(g˜01∂C g˜01 + Γ˜DDC)Γ˜CAB. (4.12)
On the other hand T˜01 is given by:
T˜10 =
∫
Rn
f
|g˜01|3π0π1
π0 + π1
√
|γ˜| dπ. (4.13)
Concerning the term R˜11 in the right-hand side of equation (4.11), its expression
is given in (4.2). We remark however that in the scheme of resolution of the con-
straints, the heavy term R˜11 is replaced by the expression of T˜11 as soon as the first
constraint is satisfied. Now setting χ = ΘABψAB, combining the relations (4.12),
(4.2), (4.13), using the expression of π0 (4.7), the Christoffel symbols
Γ˜CAB =
1
2
ΘCD(∂AΘBD + ∂BΘAD − ∂DΘAB), A,B,C,D = 2, ..., n, (4.14)
notations of (4.1), the momentum constraint X˜10 = 0 is a partial differential relation
on C in terms of the Cauchy data for θ, Θ = (ΘAB), f, ψ1i, i = 1, ..., n, χ =
ΘABψAB for (Hg, Hρ).
Proposition 4 The hypotheses are those of proposition 2. Then the momentum
constraint X˜10 = 0 on C is satisfied if and only if the Cauchy data θ, Θ = (ΘAB), f,
ψ1i, i = 1, ..., n, χ = Θ
ABψAB for (Hg, Hρ), satisfy the partial differential relation
∂1χ+ 2
−1(ΘAB∂1ΘAB − θ−1ψ11)χ+ 1
2
(θ−1ψ11 − 1
2
ΘCD∂1ΘCD)(Θ
AB∂1ΘAB)+
ΘAB(Γ˜DABψ1D − ∂Aψ1B −
1
2
∂211ΘAB − θ∂C(Γ˜CAB) + θ∂B[θ−1∂Aθ])+
ΘAB
2
(θ∂B [Θ
CD∂AΘCD] + θ
−1(ψ1B − ∂Bθ)ψ1A + θΘCD∂1ΘCA∂1ΘDB)+
θΘAB(Γ˜DACΓ˜
C
DB − (θ−1∂Cθ + Γ˜DDC)Γ˜CAB) = R˜11−
2
∫
Rn
f
|θ|3
(√
(π1)2 − θ−1(m2 +ΘABπAπB)− π1
)
π1√
(π1)2 − θ−1(m2 +ΘABπAπB)
√
|Θ| dπ. (4.15)
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4.4 The constraints X˜AB − g˜CDX˜CDn−1 g˜AB = 0
For the constraints X˜AB − g˜
CDX˜CD
n−1 g˜AB = 0, they are equivalent to
R˜AB − T˜AB − g˜
CD(R˜CD − T˜CD)
n− 1 g˜AB = 0. (4.16)
One needs the expression of R˜AB (C.18) in appendix C, and the one of T˜AB given
by
T˜AB = −
∫
Rn
f
|g˜01|g˜AC g˜BDπCπD
π0 + π1
√
|γ˜| dπ. (4.17)
We signal that in the hierarchy of resolution of constraints, the quantity g˜CDR˜CD
in the right-hand side of (4.16) is substituted by g˜01(T˜11 − T˜01) as soon as the
previous constraints are satisfied. All that precedes implies that the constraints
X˜AB − g˜
CDX˜CD
n−1 g˜AB = 0 are partial differential in terms of the Cauchy data θ, Θ =
(ΘAB), f, ψ1i, i = 1, ..., n, ψAB, A,B = 2, ..., n for (Hg, Hρ).
Proposition 5 The hypotheses are those of proposition 2. Then the constraints
X˜AB − g˜
CDX˜CD
n−1 g˜AB = 0 on C are satisfied if and only if the Cauchy data θ, Θ =
(ΘAB), f, ψ1i, i = 1, ..., n, ψAB, A,B = 2, ..., n for (Hg, Hρ), satisfy the partial
differential relations
∂1ψAB−
1
2
(
1
2
(θ−1ψ11 −ΘEF∂1ΘEF )δCAδDB +ΘED∂1ΘEBδCA +ΘED∂1ΘDAδCB)ψCD+
1
2
(
1
2
ΘCEψCE + (θ
−1ψ11 − 1
2
ΘCD∂1ΘCD))∂1ΘAB+
Γ˜DABψ1D − ∂Aψ1B − ∂Bψ1A −
1
2
∂211ΘAB − θ∂C(Γ˜CAB) + θ∂B(θ−1∂Aθ)+
1
2
(θ∂B(Θ
CD∂AΘCD) + θ
−1(ψ1B − ∂Bθ)ψ1A +ΘCD∂1ΘCA∂1ΘDB)+
Γ˜DAC Γ˜
C
DB − (θ−1∂Cθ + Γ˜DDC)Γ˜CAB =
ΘCD(R˜CD − T˜CB)
n− 1 ΘAB−∫
Rn
f
|θ|ΘACΘBDπCπD√
(π1)2 − θ−1(m2 +ΘCDπCπD)
√
|Θ| dπ. (4.18)
Remark 2 The constraints of the type in proposition 5 appear in the case of the
”Double null foliation gauge” [2],[16].
4.5 The constraint X˜00 − g˜01 g˜CDX˜CDn−1 + g˜01 ∂(Γ˜
0+Γ˜1)
∂y0
= 0
The last constraint in our scheme corresponds to
X˜00 − g˜01 g˜
CDX˜CD
n− 1 + g˜01
∂(Γ˜0 + Γ˜1)
∂y0
= 0, A,B,C,D = 2, ..., n;
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it is equivalent to
R˜00 − T˜00 − g˜01 g˜
AB(R˜AB − T˜AB)
n− 1 + g˜01
∂(Γ˜0 + Γ˜1)
∂y0
= 0. (4.19)
One needs at this level the expression of R˜00 (C.26) in appendix C, the one of
∂(Γ˜0+Γ˜1)
∂y0 (D.6) in appendix D, and T˜00 which resumes to
T˜00 =
∫
Rn
f|g˜01|3(π0 + π1)
√
|γ˜| dπ. (4.20)
Proposition 6 The hypotheses are those of proposition 2. Then the constraint
X˜00 − g˜01 g˜
CDX˜CD
n−1 + g˜01
∂(Γ˜0+Γ˜1)
∂y0 = 0; C,D = 2, ..., n on C is satisfied if and only
if the Cauchy data θ, Θ = (ΘAB), f, ψ1α, α = 0, 1, ..., n, ψAB, A,B = 2, ..., n for
(Hg, Hρ), satisfy the partial differential relation
∂1ψ01 + (
1
4
ΘAB∂1ΘAB − θ−1(∂1θ + ψ11))ψ01 − 1
2
ΘADψ1Dψ1A+
θ−1
4
ψ211 +
θ
4
ΘDBΘCEψBCψED +
θ−1
4
ψ11∂1θ − 1
2
ΘCBψ1C(∂Bθ)
+
θ−1
2
ψ201 +
θ
2
∂AΘ
AC∂Cθ − 1
2
∂211θ +
θ
2
ΘAB∂2ABθ +
1
4
∂1θΘ
CB(ψCB − ∂1ΘCB)
+
θ
2
ΘDB(∂Bθ)Γ˜
C
CD =
ΘAB(R˜AB − T˜AB)
n− 1 +
θ
∫
Rn
f|θ|3(
√
(π1)2 − θ−1(m2 +ΘABπAπB))
√
|Θ| dπ. (4.21)
5 On the resolution of the initial data constraints
The cone C admits the equation x0 −√∑i(xi)2 = 0 in coordinates (xµ) and this
is viewed as the requirement that the coordinates (xδ) coincide on C with some
normal coordinates based at O and attached to an appropriate basis of vectors at
O. The Christoffel symbols of the metric thus vanish at O. This induces that a
regular metric in a neighborhood of the cone and Minkowskian at O must satisfy
the expansion
g = gµνdx
µdxν = (ηµν +O(r
2))dxµdxν . (5.1)
Its behavior at O (see also [6] for some details) in coordinates (yµ) is thus:
g˜01 = −1 +O(r2), g˜AB = r2
∑
i
∂θi
∂yA
∂θi
∂yB
+O(r4),
g˜AB =
∑
s
∂yA
∂xs
∂yB
∂xs
+O(cste), (5.2)
where the expression of ∂y
A
∂xs is given by:
∂yA
∂xs
=
1
y1
(
∂yA
∂θs
− ∂y
A
∂θk
θkθs
)
, (5.3)
14
moreover, one has the following properties:
[∂0g˜00] = O(r), [∂0g˜01] = O(r), [∂0g˜0A] = 0, [∂0g˜1A] = O(r
2),
[∂0g˜11] = O(r), [∂0g˜AB] = O(r
3). (5.4)
5.1 The free data and their many ways
The constraints (4.9),(4.10),(4.15),(4.18),(4.21) do not belong to a specific type
of differential equations which can be solved using classical methods unless free
data are well-chosen. Indeed, there are some free data which guarantees that
the constraints (4.9),(4.10),(4.15),(4.18),(4.21) can be solved (hierarchically) alge-
braically or/and as propagations equations along null generators of the cone C in
terms of the constrained Cauchy data. Their specificity rests on how to tackle
the first constraint. To use a terminology which appears in other contexts [2] and
thereby highlight the many ways of the free data, we introduce for the tangent
vectors X,Y ∈ TCµν the one form ξ and the second fundamentals forms χ, χ of
Cµν := {y0 = µ, y1 = ν}, defined by
ξ(X) =
1
2
g(∇∂1X , ∂0), (5.5)
χ(X,Y ) = g(∇∂1X , Y ), χ(X,Y ) = g(∇∂0X , Y ), (5.6)
and correspondingly the shear tensors χ̂, χ̂:
χ̂ = χ− trχ
n− 1γ, χ̂ = χ−
trχ
n− 1γ, (5.7)
where trχ and trχ denote the trace of χ and χ respectively, with respect to the
induced metric γ of g on Cµν . On C = ∪Coν , these geometric objects are linked to
the gravitational Cauchy data, ie.:
ξA =
1
4
(∂Ag˜01 − ∂0g˜1A), χAB = 1
2
∂1g˜AB, χAB =
1
2
∂0g˜AB. (5.8)
The constraints (4.9),(4.10),(4.15),(4.18),(4.21) expressed then in terms of these
geometric objects and other quantities identified as combinations or not of the
Christoffel symbols of the metric on C, as instance, one has:
2g(∇∂1∂0 , ∂1) = ∂0g˜11, 2g(∇∂0∂0 , ∂0) = ∂0g˜01, 2g(∇∂0∂0 , ∂1) = 2∂0g˜01 − g˜01∂1g˜01.
Here we make discussions according to the affine parametrization condition.
5.1.1 No initial condition on the non-affinity constant κ := Γ˜111
The assumption (A) (3.7) guarantees only that the vector fields ∂∂y1 is tangent
to the null generators of the cone. According to the notations of (4.1), one has
∇∂1∂1 = κ∂1 = 12θ (2∂1θ − ψ11)∂1. It appears thus clearly that κ is directly linked
to the Cauchy data ψ11. If no condition is given on κ, then the first constraint
equation is solvable algebraically in term of ψ11 provided all the components of the
metric θ, ΘAB are given, with the divergence scalar trχ =
1
2Θ
AB∂1ΘAB of C which
is nowhere vanishing. In this case, the solution is global.
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Remark 3 Given a metric γ˜ = (γ˜AB) on C, a conformal class of metric (eωγ˜AB)
satisfying the ”nowhere vanishing condition for the divergence scalar” realizes for
ω given by
ω(yi) = − 1
n− 1
∫ y1
0
(γ˜AB∂1γ˜AB − ω0)(λ, yA)dλ, (5.9)
where ω0 ≡ ω0(y1, yA) is any function s.t. |ω0| > 0, y1 6= 0.
5.1.2 κ and (γ˜AB) as free data
Given κ as free data is equivalent to the given of the Cauchy data ψ11 as soon as
θ < 0 is known, and indicates the specification of an affine parameter though its
expression is not necessarily trivial. The first constraint equation is solvable in term
of a conformal factor ω s.t. ΘAB = e
ωγ˜AB as in [21], where the γ˜AB are prescribed
freely and make up a symmetric positive definite matrix. Indeed,
ΘCB∂1ΘCB = (n− 1)∂1ω + γ˜BC∂1γ˜BC ,
∂1
(
ΘCB∂1ΘCB
)
= (n− 1)∂1(∂1ω) + ∂1
(
γ˜BC∂1γ˜BC
)
,
(ΘCB∂1ΘBD)(Θ
DE∂1ΘCE) = (n− 1) [∂1ω]2 + 2
[
γ˜EC∂1γ˜EC
]
[∂1ω]+
γ˜BC γ˜DE(∂1γ˜CE)(∂1γ˜BD).
The first constraint equation then reads:
∂21ω +
(
−κ+ γ˜
EC∂1γ˜EC
n− 1
)
∂1ω +
(∂1ω)
2
2
+
∂1(γ˜
EC∂1γ˜EC)
n− 1
− κ
n− 1 γ˜
BC∂1γ˜BC +
γ˜BC γ˜DE∂1γ˜CE∂1γ˜BD
2(n− 1)
=
2
1− n
∫
Rn
f |θ|3
(√
(π1)2 − θ−1(m2 + eωγ˜ABπAπB)− π1
)2
e
n−1
2 ω
√|γ˜|√
(π1)2 − θ−1(m2 + eωγ˜ABπAπB)
dπ.
In term of Ω := e
ω
2 , one has:
2∂21Ω+ 2
(
−κ+ γ˜
EC∂1γ˜EC
n− 1
)
∂1Ω+
(
∂1(γ˜
EC∂1γ˜EC)
n− 1 −
κ
n− 1 γ˜
BC∂1γ˜BC +
γ˜BC γ˜DE∂1γ˜CE∂1γ˜BD
2(n− 1)
)
Ω
=
2Ωn
1− n
∫
Rn
f |θ|3
(√
(π1)2 − θ−1(m2 +Ω2γ˜ABπAπB)− π1
)2√|γ˜|√
(π1)2 − θ−1(m2 +Ω2γ˜ABπAπB)
dπ. (5.10)
One can also use the following relation to simplify some expressions above:
γ˜EC∂1γ˜EC = 2∂1 ln
√
|γ˜|.
This second order differential equation has a unique solution given Minkowskian
initial values at O.
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5.1.3 κ and components σBA of the shear w.r.t. dual bases as free
data
If the components σBA of the shear w.r.t. dual bases { ∂∂yA }, {dyA} are given as
free data together with θ < 0 and κ, the relation χAB =
1
2∂1ΘAB and the first
constraint equation induce a system of differential equations, of unknowns the ΘAB
and the divergence scalar trχ. Indeed, one sets: χ̂BA = σ
B
A , and one can deduce:
∂1ΘAB − 2(σCB +
trχ
n− 1δ
C
B)ΘAC = 0, (5.11)
∂1trχ− θ
−1
2
(θκ+ ∂1θ)trχ +
(trχ)2
n− 1 + σ
B
Aσ
A
B − T˜11(θ,ΘCD,m2, f) = 0. (5.12)
This system has a unique solution given Minkowskian initial values at O. Setting
V = e
∫
trχ
n−1dy
1
,
the equation (5.12) reads:
∂211V −
θ−1
2
(θκ+ ∂1θ)∂1V +
(−σBAσAB + T˜11(θ,ΘCD,m2, f))
1− n V = 0. (5.13)
Remark 4 (Shear prescribed ) One can prescribe rather the components σAB
of the shear with respect to the basis {dyA}, however the system (5.11), (5.12) seems
simpler than the one obtained in this case.
Remark 5 (On global solution in vacuum for prescribed κ) From the anal-
ysis above, it appears that in vacuum and for prescribed κ, one has a global solution.
Indeed, in this case, the equation (5.10) is a homogeneous linear second order dif-
ferential equation in Ω, and the same property holds for the equation (5.13) of
unknown V which can be solved independently of the equation (5.11).
5.2 Constraints’s solutions: the general idea
In this paper, we concentrate on the first case where no condition is given on κ, this
corresponds thus to unconstrained initial metric and the solutions of the constraints
yield the first fundamental form of the initial hypersurface. The prescribed free data
comprise precisely:
(a)- C∞ functions γ˜AB ≡ γ˜AB(yi) that make up (for y1 6= 0) a symmetric positive
definite matrix, and satisfy the ”nowhere vanishing” property for the divergence
scalar, ie.: ∣∣∣∣γ˜AB ∂γ˜AB∂y1
∣∣∣∣ > 0, y1 6= 0. (5.14)
The existence of a large class of such free data (γ˜AB) is analyzed in remark 3.
(b)- a smooth function θ ≡ θ(yi) on C, and f ≡ f(yi, πj) on C×Rn s.t. θ is negative,
f is non negative of compact support contained in {π1 > c1 > 0} for a mass m 6= 0;
and for a zero mass the support of f is contained in {π1 > c1 > 0,
∑n
A=2(π
A)2 >
c2 > 0}, besides that, Supp(f) ∩ ({O} × Rn) = ∅. These free data satisfy
θ = −1 +O(r2), γ˜AB = r2
∑
i
∂θi
∂yA
∂θi
∂yB
+O(r4), (5.15)
17
γ˜AB =
∑
s
∂yA
∂xs
∂yB
∂xs
+O(cste). (5.16)
Theorem 2 Given the free data as described above by (a)-(b). Then, there exists
a unique global solution (θ, ΘAB, ψ1ν , ψAB, f) on C × Rn of the initial data
constraints (3.19), (3.20), (3.21) for the Einstein-Vlasov system.
Proof 4 Given the free data (a)-(b), one solves the constraints described by (4.9),
(4.15), (4.18), (4.21) in a hierarchical scheme. Indeed, one sets:
ΘAB(y
1, yA) = γ˜AB(y
1, yA), then |ΘAB∂1ΘAB| > 0, and ψ11 solves algebraically
the Hamiltonian constraint X˜11 = 0 as described by (4.9), with ψ11 = O(y
1). For
the constraints X˜1A = 0 (4.10) and X˜01 = 0 (4.15), they can be written in the
forms
dψ1A
dy1
+
(n− 1)
y1
ψ1A + ψA(y
i, ψ1C) = 0, (5.17)
dχ
dy1
+
(n− 1)
y1
χ+ ψ(yi, χ) = 0, (5.18)
where the functions ψA and ψ are linear w.r.t. ψ1C and respectively χ, their solu-
tions satisfy the integral systems
ψ1A =
1
y1
∫ y1
0
[−λψA + (2− n)ψ1A](λ, yA)dλ, (5.19)
χ =
1
y1
∫ y1
0
[−λψ + (2− n)χ](λ, yA)dλ. (5.20)
Since the functions under the integral’s sign are continuous w.r.t. y1 and Lip-
schitzian w.r.t. the corresponding unknowns, the solutions of the systems (5.17),
(5.18) exist, are unique and global thanks to linearity, furthermore ψ1A = O((y
1)2), χ =
O(y1) according to the behavior near O of ψA and ψ. One first solves the system in
ψ1A and, after that, the equation regarding χ. Now, we consider the constraints
ZAB ≡ X˜AB − g˜
CDX˜CD
n−1 g˜AB = 0 described in (4.18) for (A,B) 6= (2, 2) since
(ZAB), (A,B = 2, ..., n) is a traceless tensor, of unknowns ψAB for (A,B) 6=
(2, 2) provided ψ22 takes the value ψ22 =
1
Θ22 (χ −
∑
(A,B) 6=(2,2)
ΘABψAB), and where
ΘABR˜AB ≡ R˜(n−1) equals (T˜11−2T˜01)θ since X˜01 = 0 is satisfied. This system is of
the form
dψAB
dy1
− 2
y1
ψAB + ψ
′
AB(y
i, ψBC) = 0, (5.21)
its solution is unique, global, satisfies the integral system
ψAB =
1
y1
∫ y1
0
[−λψ′AB + 3ψAB](λ, yA)dλ,
and by closer inspection of the expression of ψ′AB, one proves that ψAB = O((y
1)3).
That Z22 = 0 is also satisfied with ψ22 =
1
Θ22 (χ−
∑
(A,B) 6=(2,2)
ΘABψAB) follows from
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the traceless property of (ZAB). One also has ψ22 = O((y
1)3). The last constraint
(4.21) has the form
dψ01
dy1
+
n− 1
2y1
ψ01 + ψ
′
01(y
i, ψ01) = 0, (5.22)
its solution is unique, global, agrees with the integral equation
ψ01 =
1
y1
∫ y1
0
[−λψ′01 +
(3− n)
2
ψ01](λ, y
A)dλ.
At least by studying the behavior near O of the expression of ψ′ one deduces that
ψ01 = O(y
1).
6 On the evolution system (Hg, Hρ)
The treatment of the evolution system requires more analysis of the free data,
namely a complete description of their behavior near O, and obviously the behavior
near the vertex O of the constraints’s solutions. In order to apply Dossa’s well
posedness results [11], it would be interesting in a subsequent work, to prove that the
characteristic initial data on concerned here can arise as restrictions to the cone of
functions smooth at the neighborhood of the tip of the cone. We remark that for this
purpose, the lapse is related to the metric g by the relation τ =
|D(x)
D(y)
|√
|γ˜|
√|g|. Another
more technical issue would be to derive the above results under lower regularity
assumptions. Moreover, the construction of a large class of initial data sets offers
also here the possibility to study without any symmetry assumptions the global
future evolution of small data with appropriate fall-off behavior at infinity. The
strong nonlinear features of the Einstein equations requires one to rely on a quite
rigid analytic approach based on energy estimates and other many tools, for this,
one should take advantage of results on global existence of D. Christodoulou and
S. Klainerman [8], S. Klainerman and F. Nicolo [13], H. Linblad and I. Rodniansky
[15], Y. Choquet-Bruhat [3], L. Bieri and N. Zipser [1], P. G. LeFloch and Y. Ma
[14].
Appendix A Some algebraic relations including the
gravitational data on C
From the zero-shift condition and algebraic properties between the metric and its
inverse, one shows that the gravitational data satisfy the following relations on C.
∂0g˜0A = 0, ∂0g˜
01 = −(g˜01)2(∂0g˜01 − ∂0g˜11) = −∂0g˜11,
∂0g˜
00 = −(g˜01)2∂0g˜11, ∂0g˜0C = −g˜01g˜CD∂0g˜1D, ∂0g˜AD = −g˜ABg˜CD∂0g˜CB,
∂0g˜00 = ∂0g˜01,
∂
∂yν
(g˜0i + g˜1i) = 0, ν = 0, ..., n, i = 1, ..., n. (A.1)
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Appendix B Christoffel symbols of g˜ on C
The trace of the metric on C induces the following expresions for the Christoffel
symbols of the metric on C.
Γ˜000 =
1
2
g˜01(2∂0g˜01 − ∂1g˜01), Γ˜001 =
1
2
g˜01∂0g˜11,
Γ˜00C =
1
2
g˜01(∂0g˜1C + ∂C g˜01), Γ˜
0
11 = 0, Γ˜
0
1C = 0, Γ˜
0
CD = −
1
2
g˜01∂1g˜CD,
Γ˜100 =
1
2
g˜01(∂1g˜10 − ∂0g˜01), Γ˜101 =
1
2
g˜10(∂1g˜01 − ∂0g˜11), Γ˜10C = −
1
2
g˜01∂0g˜1C ,
Γ˜111 =
1
2
g˜10(2∂1g˜01 − ∂0g˜11), Γ˜11C =
1
2
g˜10(∂C g˜01 − ∂0g˜1C),
Γ˜1CD =
1
2
g˜10(∂1g˜CD − ∂0g˜CD), Γ˜CAB =
1
2
g˜CD(∂Ag˜DB + ∂B g˜DA − ∂D g˜AB),
Γ˜C00 = −
1
2
g˜CB∂B g˜01, Γ˜
C
01 =
1
2
g˜CB(∂0g˜B1 − ∂B g˜01),
Γ˜C0D =
1
2
g˜CB∂0g˜BD, Γ˜
C
1D =
1
2
g˜CB∂1g˜BD, Γ˜
C
11 = 0.
Appendix C Ricci tensor on C
Using the collected formula and the expressions of the Christoffel symbols of the
metric above, one establishes the expressions of the components of the Ricci tensor
on C, following is the sketch.
C.1 Computation of R˜11
By definition
R˜11 = ∂1Γ˜
γ
γ1 − ∂γΓ˜γ11 + Γ˜δ1γ Γ˜γδ1 − Γ˜γγδΓ˜δ11.
Since Γ˜C11 = 0 according to the expressions of appendix B, the term ∂1Γ˜
γ
γ1 − ∂γ Γ˜γ11
splits as:
∂1Γ˜
γ
γ1 − ∂γΓ˜γ11 = ∂1Γ˜001 − ∂0Γ˜011 + ∂1Γ˜111 − ∂1Γ˜111 + ∂1Γ˜CC1 − ∂C Γ˜C11
= ∂1Γ˜
0
01 − ∂0Γ˜011 + ∂1Γ˜CC1,
On the other hand, from the expression of Γ˜001 it results that:
∂1Γ˜
0
01 =
1
2
∂1[g˜
01∂0g˜11] =
1
2
(∂1g˜
01)(∂0g˜11) +
1
2
g˜01∂1[∂0g˜11]. (C.1)
The term ∂0Γ˜
0
11 requires more attention due to the normal character of the deriva-
tive ∂0. One has:
∂0Γ˜
0
11 = ∂0[
1
2
g˜0γ(2∂1g˜γ1 − ∂γ g˜11)]
=
1
2
∂0(g˜
0γ)(2∂1g˜γ1 − ∂γ g˜11) + 1
2
g˜0γ(2∂201g˜γ1 − ∂20γ g˜11)
=
1
2
∂0(g˜
00)(2∂1g˜01 − ∂0g˜11) + 1
2
∂0(g˜
01)(2∂1g˜11 − ∂1g˜11) +
1
2
∂0(g˜
0C)(2∂1g˜C1 − ∂C g˜11) + 1
2
g˜01(2∂201g˜11 − ∂201g˜11),
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and after more simplifications thanks to properties of the metric and its inverse
(3.8), (3.9), one ends up with:
∂0Γ˜
0
11 =
1
2
∂0(g˜
00)(2∂1g˜01 − ∂0g˜11) + 1
2
g˜01∂1(∂0g˜11). (C.2)
The expression of Γ˜CC1 (appendix B) implies:
∂1Γ˜
C
C1 =
1
2
∂1(g˜
CB∂1g˜CB). (C.3)
Now, one deals with the term E˜11 = Γ˜
δ
1γ Γ˜
γ
δ1 − Γ˜γγδΓ˜δ11, since Γ˜011 = 0 = Γ˜C11 = Γ˜01C
(appendix B), this terms simplifies in:
E˜11 = Γ˜
0
10Γ˜
0
01 + Γ˜
C
1DΓ˜
D
C1 − Γ˜001Γ˜111 − Γ˜CC1Γ˜111,
and yields:
E˜11 =
1
4
(g˜01∂0g˜11)
2 +
1
4
(g˜CB∂1g˜BD)(g˜
DE∂1g˜CE)− 1
2
(g˜01∂0g˜11 + g˜
CB∂1g˜CB)Γ˜
1
11.
(C.4)
Combining the relations (C.1)-(C.4) it results
R˜11 =
1
2
(∂1g˜
01)∂0g˜11 − 1
2
(∂0g˜
00)(2∂1g˜01 − ∂0g˜11) + 1
2
∂1(g˜
CB∂1g˜CB)
+
1
4
(g˜01∂0g˜11)
2+
1
4
(g˜CB∂1g˜BD)(g˜
DE∂1g˜CE)− 1
2
(g˜01∂0g˜11+ g˜
CB∂1g˜CB)Γ˜
1
11. (C.5)
Using the expression of ∂0g˜
00 (appendix A), the one of Γ˜111 (appendix B and that
∂1(g˜
01g˜01) = 0 the expression of R˜11 resumes in:
R˜11 =
1
4
g˜01g˜CB∂1g˜CB∂0g˜11 +
1
2
∂1(g˜
CB∂1g˜CB)+
1
4
(g˜CB∂1g˜BD)(g˜
DE∂1g˜CE)− 1
2
g˜01∂1g˜01g˜
CB∂1g˜CB. (C.6)
C.2 Computation of R˜1A
By definition
R˜1A = ∂AΓ˜
γ
γ1 − ∂γ Γ˜γ1A + Γ˜δAγΓ˜γδ1 − Γ˜γγδΓ˜δ1A.
Furthermore:
∂γ Γ˜
γ
1A = ∂0Γ˜
0
1A + ∂1Γ˜
1
1A + ∂C Γ˜
C
1A.
Using the properties of the metric and its inverse (3.8), (3.9), the term ∂0Γ˜
0
1A
simplifies in:
∂0Γ˜
0
1A =
1
2
(∂0g˜
00)(∂Ag˜01 − ∂0g˜1A) + 1
2
(∂0g˜
0C)∂1g˜CA +
1
2
g˜01∂20Ag˜11. (C.7)
The other terms resume in:
∂AΓ˜
γ
γ1 =
1
2
∂A[g˜
01∂0g˜11 + 2Γ˜
1
11 + g˜
CB∂1g˜CB], (C.8)
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∂1Γ˜
1
1A =
1
2
(∂1g˜
01)(∂Ag˜01 − ∂0g˜1A) + 1
2
g˜01(∂21Ag˜01 − ∂210g˜1A), (C.9)
∂C Γ˜
C
1A =
1
2
∂C [g˜
CB∂1g˜AB]. (C.10)
About the term E˜1A ≡ Γ˜δAγΓ˜γδ1 − Γ˜γγδΓ˜δ1A, it simplifies in:
E˜1A =
1
4
(g˜01)2(∂0g˜11)(∂0g˜1A + ∂Ag˜01) +
1
2
g˜01(∂Ag˜01 − ∂0g˜1A)Γ˜111+
1
4
g˜01(∂C g˜01 − ∂0g˜1C)(g˜CB∂1g˜BA)− 1
4
g˜01(∂1g˜CA)g˜
CB(∂0g˜B1 − ∂B g˜01)+
1
4
g˜DE g˜CB(∂1g˜DB)(∂Ag˜EC + ∂C g˜EA − ∂E g˜AC)− 1
4
g˜01g˜γδ(∂1g˜γδ)(∂Ag˜01 − ∂0g˜1A)
− 1
4
g˜γδ(∂C g˜γδ)(g˜
CB∂1g˜BA). (C.11)
Combining the expressions (C.7)-(C.11) one obtains:
R˜1A =
1
2
g˜01∂1(∂0g˜1A) +
1
2
(
1
2
g˜CB∂1g˜CB − g˜01∂1g˜01)∂0g˜1A+
1
2
g˜01(g˜01∂0g˜11 − g˜01∂1g˜01 − 1
2
g˜CB∂1g˜CB)∂Ag˜01 − 1
2
∂C(g˜
CB∂1g˜AB)+
1
2
∂A(g˜
CB∂1g˜CB)− 1
2
∂A(∂0g˜11)− 1
4
(g˜EF∂C g˜EF )(g˜
CB∂1g˜BA)+
1
4
g˜DE g˜CB(∂1g˜DB)(∂Ag˜EC + ∂C g˜EA − ∂E g˜AC). (C.12)
C.3 Computation of R˜AB
By definition:
R˜AB = ∂BΓ˜
γ
γA − ∂γ Γ˜γAB + Γ˜δAγ Γ˜γδB − Γ˜γγδΓ˜δAB.
The term ∂γ Γ˜
γ
AB splits as:
∂γ Γ˜
γ
AB = ∂0Γ˜
0
AB + ∂1Γ˜
1
AB + ∂C Γ˜
C
AB.
The properties of the trace of the metric and its inverse (3.8), (3.9), induce that:
∂0Γ˜
0
BA =
1
2
(∂0g˜
00)(−∂0g˜BA) + 1
2
(∂0g˜
0C)(∂B g˜CA + ∂Ag˜CB − ∂C g˜BA)−
1
2
(∂0g˜
01)(∂1g˜BA) +
1
2
g˜01(∂20B g˜1A + ∂
2
0Ag˜1B − ∂201g˜BA), (C.13)
∂BΓ˜
γ
γA =
1
2
∂B [g˜
γδ(∂γ g˜δA + ∂Ag˜γδ − ∂δg˜γA)] = 1
2
∂B[g˜
γδ∂Ag˜γδ︸ ︷︷ ︸]
(γ,δ)∈{(0,1);(1,0);(A,B)}
, (C.14)
∂1Γ˜
1
AB = −
1
2
(∂1g˜
01)(∂0g˜AB)− 1
2
g˜01(∂210g˜AB)+
1
2
(∂1g˜
01)(∂1g˜AB) +
1
2
g˜01(∂211g˜AB), (C.15)
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∂C Γ˜
C
BA =
1
2
∂C [g˜
CD(∂B g˜DA + ∂Ag˜DB − ∂Dg˜AB)]; (C.16)
Now, one is interested in E˜AB = Γ˜
δ
Aγ Γ˜
γ
δB− Γ˜γγδΓ˜δAB. Straightforward computations
using the properties of the trace of the metric and its inverse (3.8), (3.9), and some
of the expressions of the Christoffel symbols of the metric on C (appendix B), lead
to the following non-explicit expression:
E˜AB =
1
4
(g˜01)2(∂0g˜1A + ∂Ag˜01)(∂0g˜1B − ∂B g˜01)− 1
4
(g˜CD∂0g˜DA)(g˜
01∂1g˜CB)+
1
4
(g˜01)2(∂Ag˜01 − ∂0g˜1A)(∂B g˜01 − ∂0g˜1B)− 1
4
g˜01g˜CD(∂1g˜DA)(∂0g˜CB − ∂1g˜CB)
−1
4
g˜01g˜CD(∂1g˜AC)(∂0g˜BD)− 1
4
g˜01g˜CD(∂0g˜AC − ∂1g˜AC)(∂1g˜BD)
+Γ˜DACΓ˜
C
DB +
1
4
(g˜01)∂1g˜AB
[
g˜01(2∂0g˜01 − ∂0g˜11) + g˜CE∂0g˜CE
]
+
+
1
4
(g˜01)
[
g˜01∂0g˜11 + 2Γ˜
1
11 + g˜
CB(∂1g˜BC)
]
(∂0g˜AB − ∂1g˜AB)
− [g˜01(∂C g˜01) + Γ˜DDC ]Γ˜CAB. (C.17)
Combining the relations (C.13)-(C.17), it follows:
R˜AB = g˜
01∂201g˜BA +
1
2
g˜01(−g˜01∂0g˜11 + 1
2
g˜CB∂1g˜CB)∂0g˜AB+
1
2
g˜01
[
−g˜CD(δEA∂1g˜DB + δEB∂1g˜DA) +
1
2
g˜CE∂1g˜AB
]
∂0g˜CE+
1
4
(g˜01)2∂0g˜11∂1g˜AB +
1
2
g˜01g˜CD(∂0g˜1D)(∂B g˜CA + ∂Ag˜CB − ∂C g˜BA)−
1
2
g˜01(∂20B g˜1A + ∂
2
0Ag˜1B)−
1
2
∂C [g˜
CD(∂B g˜DA + ∂Ag˜DB − ∂Dg˜AB)]+
1
2
∂B [g˜
γδ∂Ag˜γδ︸ ︷︷ ︸]
(γ,δ)∈{(0,1);(1,0);(A,B)}
− 1
2
(g˜01)2(∂0g˜1A)(∂B g˜01 − ∂0g˜1B)+
1
2
g˜01g˜CD(∂1g˜AC)(∂1g˜BD)− 1
4
g˜01g˜CE(∂1g˜CE)(∂1g˜AB)+
Γ˜DACΓ˜
C
DB − [g˜01(∂C g˜01) + Γ˜DDC ]Γ˜CAB. (C.18)
C.4 Computation of R˜01
By definition:
R˜01 = ∂1Γ˜
γ
γ0 − ∂γΓ˜γ01 + Γ˜δ1γ Γ˜γδ0 − Γ˜γγδΓ˜δ01.
Thanks to the same properties as previously mentioned, one has:
∂1Γ˜
γ
γ0 = ∂1[g˜
01∂0g˜01] +
1
2
∂1[g˜
11∂0g˜11] +
1
2
∂1[g˜
AB∂0g˜AB], (C.19)
∂γ Γ˜
γ
10 =
1
2
(∂0g˜
00)∂1g˜00 +
1
2
(∂1g˜
10)∂1g˜00 +
1
2
(∂1g˜
11)∂0g˜11+
23
12
(∂0g˜
01)∂0g˜11 +
1
2
(∂0g˜
0C)(∂0g˜1C − ∂C g˜10)+
1
2
(∂Dg˜
DC)(∂0g˜1C − ∂C g˜10) + 1
2
g˜01∂200g˜11 +
1
2
g˜01∂211g˜00+
1
2
g˜11∂210g˜11 +
1
2
g˜CD(∂2C0g˜1D − ∂2CDg˜10). (C.20)
Now, setting E˜01 ≡ Γ˜δ1γΓ˜γδ0 − Γ˜γγδΓ˜δ01, one obtains after straightforward computa-
tions:
E˜01 =
1
4
g˜01g˜CB(∂0g˜B1 − 2∂B g˜01)(∂0g˜1C + ∂C g˜01) + 1
2
Γ˜111(∂1g˜01 − ∂0g˜11)−
1
4
g˜01g˜BC∂B g˜00(∂0g˜1C + ∂C g˜01)− 1
4
g˜01g˜CB∂0g˜C1(∂0g˜B1 − ∂B g˜01)+
1
4
g˜DBg˜CE(∂0g˜BC)(∂0g˜DE)− 1
4
g˜01g˜CB(∂0g˜CB)(∂0g˜11)−
1
4
(∂1g˜01 − ∂0g˜11)(g˜01∂0g˜11 + g˜CB∂1g˜CB − 2Γ˜111)−
1
2
g˜CB{g˜01(∂C g˜01) + 1
2
g˜DE(∂C g˜DE + ∂Dg˜CE − ∂E g˜DC)}(∂0g˜B1 − ∂B g˜01). (C.21)
Exploiting the relations (C.19)-(C.21), it follows:
R˜01 = −1
2
g˜01∂200g˜11 + g˜
01∂1(∂0g˜01)− (g˜01)2(∂1g˜01)(∂0g˜01)−
7
4
(g˜01)2(∂1g˜01)(∂0g˜11)− 1
2
g˜01∂1(∂0g˜11) +
1
2
∂1(g˜
AB∂0g˜AB)+
(g˜01∂1g˜01)
2 − 1
2
(g˜01)2(∂0g˜11)(∂0g˜01) +
1
4
(g˜01∂0g˜11)
2−
1
4
g˜01g˜CB(∂1g˜CB)(∂1g˜01 − ∂0g˜11) + 1
2
g˜01g˜CB∂0g˜1C∂0g˜1B−
−1
2
(∂D g˜
DC)(∂0g˜1C − ∂C g˜10)− 1
2
g˜01∂211g˜01 +
1
2
g˜01∂210g˜11−
1
2
g˜CD(∂2C0g˜1D − ∂2CDg˜10)− g˜01g˜CB∂C g˜01∂0g˜1B+
1
4
g˜DBg˜CE(∂0g˜BC)(∂0g˜DE)− 1
4
g˜01g˜CB(∂0g˜CB)(∂0g˜11)−
1
2
g˜CB(∂0g˜B1 − ∂B g˜01)Γ˜DDC . (C.22)
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C.5 Computation of R˜00
By definition:
R˜00 = ∂0Γ˜
γ
γ0 − ∂γΓ˜γ00 + Γ˜δ0γ Γ˜γδ0 − Γ˜γγδΓ˜δ00.
After simplifications, one obtains:
∂0Γ˜
γ
γ0 =
1
2
(∂0g˜
γδ)∂0g˜γδ + g˜
01∂200g˜10 +
1
2
g˜11∂200g˜11 +
1
2
g˜AB∂200g˜AB. (C.23)
On the other hand one has:
∂γ Γ˜
γ
00 =
1
2
(∂γ g˜
γδ)(2∂0g˜0δ − ∂δg˜00) + g˜01∂200g˜01+
g˜11∂201g˜01 −
1
2
g˜11∂211g˜00 −
1
2
g˜AB∂2AB g˜00. (C.24)
Concerning E˜00 ≡ Γ˜δ0γΓ˜γδ0 − Γ˜γγδΓ˜δ00, it resumes in:
E˜00 =
1
4
(g˜01)2∂0g˜11(∂1g˜01 − ∂0g˜01) + 1
4
(g˜01)2(∂1g˜01 − ∂0g˜11)2−
1
4
g˜01g˜BC∂B g˜00(∂0g˜1C + ∂C g˜01)− 1
2
g˜01g˜CB(∂0g˜1B − ∂B g˜01)∂0g˜1C
−1
4
g˜01(2∂0g˜10 − ∂1g˜00)
[
g˜01(∂1g˜10 − ∂0g˜11) + g˜CB∂0g˜BC
]
+
1
4
g˜DB g˜CE∂0g˜BC∂0g˜ED − 1
4
g˜01(∂1g˜01 − ∂0g˜01)(2Γ˜111 + g˜CB∂1g˜BC)+
1
4
g˜01g˜CB∂B g˜00(∂C g˜10 − ∂0g˜1C)− 1
2
g˜DB∂B g˜00Γ˜
C
CD. (C.25)
Combining the expressions above (C.23)-(C.25) leads to:
R˜00 = −1
2
g˜01∂200g˜11 +
1
2
g˜AB∂200g˜AB + g˜
01∂201g˜01 −
1
2
g˜AB(∂20Ag˜0B − ∂2AB g˜01)−
1
2
g˜01∂211g˜01 +
1
2
g˜01
(
g˜01∂0g˜11 − 2g˜01∂1g˜01 + g˜CB(1
2
∂1g˜CB − ∂0g˜CB)
)
∂0g˜01
−1
4
(g˜01∂0g˜11)
2 +
1
2
g˜01g˜AC∂0g˜1A∂0g˜1C − 1
4
g˜DAg˜CB∂0g˜BA∂0g˜CD+
1
4
(g˜01)2(∂1g˜10)∂0g˜11 +
1
2
(g˜01∂1g˜01)
2 +
1
2
(−g˜01g˜CD∂0g˜1D + ∂Ag˜AC)∂C g˜01
− 1
4
g˜CB(∂1g˜CB − ∂0g˜CB)∂1g˜01 + 1
2
g˜DB(∂B g˜01)Γ˜
C
CD. (C.26)
We do not give the expression of R˜0A here since it is not used directly in the
construction of the constraints equations.
25
Appendix D Computation of ∂
∂y0
(Γ˜0 + Γ˜1) on C
By definition one has:
∂
∂y0
(Γ˜0 + Γ˜1) =
∂
∂y0
[g˜µν(Γ˜0µν + Γ˜
1
µν)]
= (
∂
∂y0
g˜µν)(Γ˜0µν + Γ˜
1
µν) + g˜
µν ∂
∂y0
(Γ˜0µν + Γ˜
1
µν),
according to the properties of the trace of the metric and its inverse on the cone
(3.8), (3.9), one has on C
∂
∂y0
(Γ˜0 + Γ˜1) = 2g˜01
∂
∂y0
(Γ˜001 + Γ˜
1
01) + g˜
11 ∂
∂y0
(Γ˜011 + Γ˜
1
11)+
g˜AB
∂
∂y0
(Γ˜0AB + Γ˜
1
AB) + (
∂g˜µν
∂y0
)(Γ˜0µν + Γ˜
1
µν).
Furthermore,
∂
∂y0
(Γ˜001 + Γ˜
1
01) =
1
2
∂
∂y0
[g˜0µ(∂0g˜1µ + ∂1g˜0µ − ∂µg˜01) + g˜1µ(∂0g˜1µ + ∂1g˜0µ − ∂µg˜01)]
=
1
2
(
∂(g˜0µ + g˜1µ)
∂y0
)(∂0g˜1µ + ∂1g˜0µ − ∂µg˜01) +
1
2
(g˜0µ + g˜1µ)(∂200g˜1µ + ∂
2
01g˜0µ − ∂20µg˜01),
using the expressions of the trace of the metric and its inverse (3.8), (3.9), the
relations (A.1) of appendix A, this expression simplifies:
∂
∂y0
(Γ˜001 + Γ˜
1
01) = −
1
2
(g˜01)2∂0g˜01∂1g˜01 +
1
2
g˜01∂201g˜00. (D.1)
The term ∂∂y0 (Γ˜
0
11 + Γ˜
1
11) in turn reads:
∂
∂y0
(Γ˜011 + Γ˜
1
11) =
1
2
(
∂(g˜0µ + g˜1µ)
∂y0
)(2∂1g˜1µ − ∂µg˜11) +
1
2
(g˜0µ + g˜1µ)(2∂201g˜1µ − ∂20µg˜11).
After simplifications thanks to the same arguments as above, this expression results
in:
∂
∂y0
(Γ˜011+ Γ˜
1
11) = −
1
2
(g˜01)2∂0g˜01(2∂1g˜01− ∂0g˜11) + 1
2
g˜01(2∂201g˜01− ∂200g˜11). (D.2)
Concerning the terms ∂∂y0 (Γ˜
0
AB + Γ˜
1
AB), computations and various simplifications
result in:
∂
∂y0
(Γ˜0AB+Γ˜
1
AB) =
1
2
(g˜01)2∂0g˜01(∂0g˜AB)+
1
2
g˜10(∂20Ag˜0B+∂
2
0B g˜0A−∂200g˜AB). (D.3)
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Due to the fact that on the cone one has: ∂0g˜0A = 0, ∂0g˜00 = ∂0g˜01, it follows also
that ∂20Ag˜0B = 0 = ∂
2
0B g˜0A, ∂
2
01g˜00− ∂201g˜01 = 0, and therefore at this step one has:
∂
∂y0
(Γ˜0 + Γ˜1) =
{
(g˜01)2∂200g˜11 − 12 g˜01g˜AB(∂200g˜AB)− 12 (g˜01)3∂0g˜01∂0g˜11+
1
2 (g˜
01)2g˜AB∂0g˜01∂0g˜AB + (
∂g˜µν
∂y0 )(Γ˜
0
µν + Γ˜
1
µν).
(D.4)
Now, we are interested of the term X1:
X1 = (
∂g˜µν
∂y0
)(Γ˜0µν + Γ˜
1
µν).
Although this term does not contain second order outgoing derivatives, it is impor-
tant to highlight in it the presence of the term ∂0g˜01. In virtue of the expressions of
the Christoffel symbols of the metric on C of appendix B, the following computations
hold on C:
Γ˜000 + Γ˜
1
00 =
1
2
g˜10∂0g˜00, Γ˜
0
01 + Γ˜
1
01 =
1
2
g˜10∂1g˜00,
Γ˜011 + Γ˜
1
11 =
1
2
g˜10(2∂1g˜01 − ∂0g˜11), Γ˜00A + Γ˜10A =
1
2
g˜10∂Ag˜00,
Γ˜01A + Γ˜
1
1A =
1
2
g˜10(∂Ag˜10 − ∂0g˜1A), Γ˜0AB + Γ˜1AB = −
1
2
g˜10∂0g˜AB.
Exploiting these expressions, the properties of the trace of the metric and its inverse
(3.8), (3.9), some relations of (A.1) (appendix A), X1 expresses as:
X1 =


− 12 (g˜01)3∂0g˜11∂0g˜00 + 12 (g˜01)3(∂0g˜01 − ∂0g˜11)(2∂1g˜01 − ∂0g˜11)−(g˜01)3(∂0g˜10 − ∂0g˜11)∂1g˜00 − (g˜01)2g˜AC∂0g˜1C∂Ag˜00+
(g˜01)2g˜AC∂0g˜1C(∂Ag˜01 − ∂0g˜1A) + 12 g˜01g˜AC g˜BD∂0g˜AB∂0g˜CD,
and finally simplifies to:
X1 =
{ −(g˜01)3∂0g˜01∂0g˜11 + 12 (g˜01)3(∂0g˜11)2
−(g˜01)2g˜AC∂0g˜1C∂0g˜1A + 12 g˜01g˜AC g˜BD∂0g˜AB∂0g˜CD.
(D.5)
Combining the expressions (D.4), (D.5), one ends up by:
∂
∂y0
(Γ˜0 + Γ˜1) =
1
2
(g˜01)2∂200g˜11 −
1
2
g˜01g˜AB(∂200g˜AB)−
3
2
(g˜01)3∂0g˜01∂0g˜11+
1
2
(g˜01)3(∂0g˜11)
2 +
1
2
(g˜01)2∂0g˜01g˜
AB∂0g˜AB−
(g˜01)2g˜AC∂0g˜1C∂0g˜1A +
1
2
g˜01g˜AC g˜BD∂0g˜AB∂0g˜CD. (D.6)
References
[1] L. Bieri, N. Zipser, Extensions of the stability theorem of the Minkowski space
in general relativity, AMS/IP Studies Adv. Math. 45. Amer. Math. Soc., Inter-
national Press, Cambridge, 2009.
27
[2] G. Caciotta, F. Nicolo, Global characteristic problem for Einstein vacuum equa-
tions with small initial data I: The initial data constraints, Jour. Hyperbolic Diff.
Equ. 2 (2005), 201-277.
[3] Y. Choquet-Bruhat, General relativity and the Einstein equations, Oxford
Mathematical Monographs, Oxford University Press, Oxford, 2009.
[4] Y. Choquet-Bruhat, P. T. Chrus´ciel, Cauchy problem with data on a charac-
teristic cone for the Einstein-Vlasov equations, arXiv:1206.0390v1 [gr-qc] 5, Jun
2012.
[5] Y. Choquet-Bruhat, C. DeWitt-Morette , Analysis, Manifolds, and Physics,
Part II, The Netherlands, Amsterdam, 1989 .
[6] Y. Choquet-Bruhat, P.T. Chrus´ciel, J.M. Mart´ın-Garc´ıa, The Cauchy problem
on a characteristic cone for the Einstein equations in arbitrary dimensions, Ann.
H. Poincare´ 12 (2011), 419-482.
[7] D. Christodoulou, The Formation of Black Holes in General Relativity, (2008),
x+589, arXiv:0805.3880 [gr-qc]. MR MR2488976 (2009k:83010).
[8] D. Christodoulou, S. Klainerman, The global nonlinear stability of the
Minkowski space, Princeton Math. Ser. 41, 1993.
[9] Piotr T. Chrus`ciel, Tim-Torben Paetz, The Many ways of the characteristic
Cauchy problem, Class.Quant.Grav. 29 (2012) 145006 arXiv:1203.4534 [gr-qc].
[10] Piotr T. Chrus`ciel, Tim-Torben Paetz, Characteristic Initial Data and Smooth-
ness of Srci. I. Framework and Results, Ann. H. Poincare´ 16 (2015), 2131-2162.
[11] M. Dossa, Espaces de Sobolev non isotropes, a` poids et proble`mes de Cauchy
quasiline´aires sur un cono¨ıde caracte´ristique, Ann. Inst. Henri Poincare´, Vol. 66,
N01, 1997, p. 37-107.
[12] M. Dossa, J. B. Patenou, Cauchy problem on two characteristic hypersurfaces
for the Einstein-Vlasov-Scalar field equations in temporal gauge, C.R. Math.
Rep. Acad. Sci. Canada, Vol. 39 (2) 2017, pp. 45-59
[13] S. Klainerman, F. Nicolo`, The evolution Problem in General Relativity,
Progress in Mathematical physics, Birkhauser, 2003.
[14] P.G. LeFloch, Y. Ma, The global nonlinear stability of Minkowski space for
the Einstein equations in presence of a massive field, C. R. Acad. Sci. Paris, Ser.
I 354 (2016) 948− 953.
[15] H. Lindblad, I. Rodnianski, The global stability of Minkowski spacetime in
harmonic gauge, Ann. of Math. 171 (2010), 14011477.
[16] J. Luk, On the local existence for the characteristic initial value problem in
General relativity, Int. Mat. Res. Notices, 20: 4625-2678, 2012.
[17] T.T. Paetz, PhD thesis in Physics, University of Vienna, On characteristic
Cauchy problems in general relativity, 2014.
[18] J. B. Patenou, Characteristic Cauchy problem for the Einstein equations with
Vlasov and Scalar matters in arbitrary dimension, C. R. Acad. Sci. Paris, Ser. I
349 (2011) 1053− 1058.
[19] J. B. Patenou, Cauchy problem on a characteristic cone for the Einstein-Vlasov
system: (I) The initial data constraints, C.R. Acad. Sci. Paris, Ser. I 355 (2017)
187-192
28
[20] J. B. Patenou, PhD thesis in Mathematics ”Characteristic Cauchy problem
for the Einstein-Vlasov scalar field equations in temporal gauge”, University of
Yaounde 1, Cameroon, (2016).
[21] A.D. Rendall, Reduction of the characteristic initial value problem to the
Cauchy problem and its applications to the Einstein equations, Proc. Roy. Soc.
Lond. A 427 (1990) 221-239.
[22] C. Tadmon, The Goursat problem for the Einstein-Vlasov system: (I) The
initial data constraints, C. R. Math. Rep. Acad. Sci. Canada Vol. 36 (1) 2014,
pp. 20-32.
Patenou Jean Baptiste
Department of Mathematics and Computer Science,
Faculty of Science, University of Dschang, Cameroon, P. O. Box. 67, Dschang.
E-mail: jeanbaptiste.patenou@univ-dschang.org, jpatenou@yahoo.fr
29
