Chronobiological research has seen a continuous development of novel approaches and 25 techniques to measure rhythmicity at different levels of biological organization from locomotor 26 activity (e.g. migratory restlessness) to physiology (e.g. temperature and hormone rhythms, and 27 relatively recently also in genes, proteins and metabolites). However, the methodological 28 advancements in this field have been mostly and sometimes exclusively used only in indoor 29 laboratory settings. In parallel, there has been an unprecedented and rapid improvement in our 30 ability to track animals and their behaviour in the wild. However, while the spatial analysis of 31 tracking data is widespread, its temporal aspect is largely unexplored. Here, we review the tools 32 that are available or have potential to record rhythms in the wild animals with emphasis on 33 currently overlooked approaches and monitoring systems. We then demonstrate, in three question-34 driven case studies, how the integration of traditional and newer approaches can help answer 35 novel chronobiological questions in free-living animals. Finally, we highlight unresolved issues in 36 field chronobiology that may benefit from technological development in the future. As most of the 37 studies in the field are descriptive, the future challenge lies in applying the diverse technologies to 38 experimental set-ups in the wild. 39
Introduction

41
For all organisms, exact timing of behaviour to both daily and seasonal environmental cycles is 42 crucial for survival and successful reproduction [1, 2] . Consequently, the study of biological 43 rhythms, chronobiology, is a vibrant and interdisciplinary research area in biology [3] [4] [5] . 44
However, chronobiology has been largely dominated by studies of just a few model organisms 45 under standardized laboratory conditions [4] . Bringing such studies into the wild has often 46 generated surprising outcomes [6] [7] [8] . 47 Integrating old and new approaches to record rhythms in the field 89 Chronobiologists assess rhythmicity in captive animals by measuring activity rhythms (e.g., 90 locomotion and foraging), physiological rhythms (e.g., body temperature or melatonin 91 production), and molecular rhythms (e.g., gene expression) [3, 16, 17] . Activity rhythms are 92 quantified using infrared sensors or mechanical instruments such as the running wheel [18] . 93
Physiological rhythms are usually assessed using temperature and heart rate loggers [19] , or 94 sampling of blood, urine and faeces which are subsequently analysed for hormone concentration 95 (melatonin, testosterone, etc.) [20] . Molecular rhythms are assessed by gene expression -a 96 relatively recent tool -performed with diverse methods ranging from microarrays to quantitative 97
PCRs [17] and transcriptomics [21] , or by quantification a wide range of proteins and metabolites 98 [21] . All these methodologies can be used, and some of them already are used, to also elucidate 99 rhythms of organisms in the wild. For instance, a recent study used running wheels with free-100 living mice in the wild [18] and found similar temporal patterns of running as in captive mice. In 101 addition, there have been great developments in individual-based tracking technologies as well as 102 in automated monitoring systems, which allows gaining unprecedented insight into behavioural 103 and physiological rhythms of free-living animals. Thus, chronobiologists have now a well-104 equipped toolbox at hand to study rhythms of organisms in the wild. 105
We summarise the methods available to field chronobiology in Table 2 and 3. We 106 distinguish methods used to record behavioural and physiological rhythms ( Table 2) , which often 107 involve tagging animals, from relatively new methodologies that assess molecular rhythms or use 108 genetic engineering to manipulate circadian time ( Table 3 ). We briefly describe how each method 109 works, what kind of rhythmic information it can measure, and provide examples of 110 chronobiological questions it can help answer. Although we have described each method 111 separately, field chronobiology may strongly benefit from integrating existing methodologies. For 112 6 Incubation records were transformed to local time (UTC time+(nest's longitude/15)) to 153 make them comparable across sites. For each nest, the authors manually or automatically 154 [11, 12, 27, 28] extracted lengths of all available incubation bouts defined as the total time allocated 155 to a single parent (i.e. the time between the arrival of a parent at and its departure from the nest 156 followed by incubation of its partner). Bout lengths were then used to extract the length of the 157 period (the most prominent cycle of female and male incubation) that dominated each incubation 158 rhythm. Finally, phylogenetically informed comparative analyses were used to investigate 159 phylogenetic signal in bout and period length, the relationship between bout length and body size, 160 latitude and escape distance from the nest, as well as relationship between period and latitude. 161
The study found substantial within-and between-species variation in incubation rhythms 162 ( Fig. 1) . For example, between species, the period length of the incubation rhythms varied from 163 six to 43 hours. Different species, but also different pairs of the same species, adopted strikingly 164 different incubation rhythms, even when breeding in the same area. For example, the incubation 165 period length for Long-billed dowitchers Limnodromus scolopaceus varied from 21.75 to 48 166 hours. Interestingly, 24-h incubation rhythms were absent in 78% of nests representing 18 out 32 167
species. 168
Importantly, the study explained part of the described variation in the incubation rhythms. 169
For example, there was a strong phylogenetic signal (Pagel's λ was close to 1). In addition, the 170 incubation rhythms with periods that do not follow the 24-h light-dark cycle were more common 171 and the deviations from 24-h increased in shorebirds breeding at high latitudes. This supports the 172 existence of a latitudinal cline in incubation rhythms, but a substantial number of rhythms defied 173 the 24-h day even at low and mid latitudes. These results indicate that under natural conditions 174 social synchronization can generate far more diverse behavioural rhythms than previously 175 expected (e.g. from studies of captive animals), and that the incubation rhythms often defy the 176 assumptions of entrainment to the 24-h day-night cycle. 177 178
Diel activity patterns of diurnal raptors 179
Individual variation in daily and seasonal foraging rhythms remains poorly understood. This is 180 perhaps not surprising as, until recently, long term monitoring of many individuals was not 181 feasible (e.g. it was too labour intensive, but see an example on hunting activity of individual 182 European Kestrels Falco tinnunculus recorded with visual observations [29] ). This issue is now 183 solved by the availability of several types of tracking devices that allow us to follow the behaviour 7 most analyses of tracking data focus on spatial aspects such as home range size and migration 186 routes, whereas temporal aspects such as daily and seasonal activity patterns are largely 187 overlooked (but see e.g. [30] [31] [32] [33] . This suggests that the huge amount of detailed tracking data that 188 is currently routinely collected is generally underused for chronobiological purposes. Here we 189 provide an example of how GPS-tracking data could be used to infer daily foraging rhythms of 190 individual Montagu's Harriers Circus pygargus. 191
We re-analysed GPS tracking data of three individual Montagu's Harriers, which were 192 originally collected to study home range behaviour and habitat use during the breeding season 193 (Klaassen et al. in preparation) . The birds were tracked by UvA-BiTS GPS-loggers [34] that were 194 programmed to sample the position and speed of the bird every 5 to 30 minutes during the day and 195 every hour to two hours during the night (note that one of the advances of this tracking system is 196 that tags can be programmed remotely when in reach of a local antennae, [34] ). of daily activity. For example, at wintering sites, harriers have a distinct dip in activity around 8 less (6.5 hours per day) during the breeding season compared to "Elzo" (7.7) and "Yde" (7.5) 218 ( Fig. 2) . 219
In order to quantify the degree of similarity in daily activity patterns, for example between 220 individuals or between sites, the overlap index was calculated: 221
where a and b are the proportions of time flying for the two activity patterns that are compared, 222 for different hours (i). This index ranges from 0 for non-overlapping distributions to 1 for 223 identical distributions [36] . We demonstrated how incubation and foraging rhythms of free-living birds vary within-and 242 between individuals and species, across seasons, latitudes, and depending on phylogeny (i.e. 243 provide answers to question 1-2 in Table 1) , and that such rhythms are more diverse than expected 244 from studies in captivity (question 3 in Table 1 ). 245
These finding generate three main questions: (1) Are other behavioural rhythms in the 246 wild also that diverse? (2) Are these rhythms regulated by endogenous (clock-driven) or behavioural rhythms? To address these questions, we need to (1) expand our studies to different 249 species and ecological contexts (e.g. monitoring of rhythms in both predators and preys), (2) use 250 molecular tools that allow quantification of endogenous clocks in the wild (e.g. fibroblast assays, 251
see Table 3 Insects are key laboratory models in chronobiology [43, 44] . Yet, long term biotracking of insects 260 in the wild, unlike tracking of vertebrates [45] , is rare and limited to the largest species [46] . This 261 is alarming because the limited evidence from semi-natural conditions revealed temporal 262 components of behaviour that markedly differ from those recorded in the laboratory [8]. Here we 263 briefly review the tracking of individual insects, as well as of groups (for description of each 264 method). Then we illustrate recent applications of laser radar to identify groups of insects and 265 their daily activity rhythms over various habitats. 266 267
Tracking individual insects 268
Monitoring of individual insects in the wild can be done by active (battery-powered) radio 269 transmitters or by harmonic radar and RFID which use passive tags (without battery) [46] . Radio-270 telemetry is limited by the available tags, most of which are too large, too heavy (2-100% of body 271 mass), have limited tracking range on the ground (100-500 m), and/or have short battery life (7-272 21 days) [46] . Hence, radio-telemetry has been mainly used with larger insects (beetles and 273 crickets), and only relatively recently with bees, dobsonflies and dragonflies. Such studies are 274 mainly local in scale, but ground crews and receivers mounted on an airplane allowed monitoring 275 of dragonfly migration over 150 km and up to 12 days [47] . 276
In contrast to radio-transmitters, the tags used with harmonic radar and RFID have lower 277 weight and hence can be used with a broader range of insect taxa [46] . Although the individuals 278 can be monitored over a longer period of time than with radio-transmitters, the monitoring is only 279 local as the detection zone of a stationary radar unit is < 1 km in diameter and the detection 280 distance of RFID tags is usually < 1-5 m. Thus, RFID is useful for insects returning on a regular 281 basis to their burrows (e.g. crickets) or hives (e.g. bees and bumblebees) [46, 48] . 282
Although miniaturization of tags will certainly extend the range of trackable insect taxa, 283 some miniature insects are trackable only in groups, for instance with help of citizen science [49] 284 or various radar technologies [50-52] (see Table 2 and next section). 285 286
Tracking groups of insects 287
Vertical-looking radars, harmonic radars and weather radars have all been deployed to track flying 288 insects since 1970s [50-52]. Vertical-looking radars detect insects that pass through the radar 289 beam pointing up into the sky. Harmonic radars detect movements across a horizontal transect at a 290 ground level, while the beam of weather radars spreads out as it moves away from the station, 291 covering an increasingly larger volume (up to several km 3 ). Thus, these radars are useful to infer 292 timing of migration, flight altitudes (up to 1km) and orientation of the insects in relation to winds 293 [53] . However, information about movements is generally limited to a single location of 294 observation [54] . Moreover, this technology is suitable predominantly for large insects, and 295 insects can only be classified by size and air speeds. In sum, these radar technologies are usually 296 unable to distinguish species from one another. However, to understand activity rhythms in free-297 ranging insects, especially of those that are too small for any individual-based tracking 298 technology, identifying insects remotely to groups, families, or better to species, is necessary. 299
Classification of insects to groups may be possible with laser radar (lidar; for details see 300 below and [55] ). The lidar beam that spreads out as it moves away from the station, covers a 301 probe volume of approximately 10 m 3 over a 2 km range. Lidars can detect groups of insect by 302 measuring the spectrum of the light reflected by the body and wings of the flying insect as it flies 303 across the laser beam [55, 56] . That is, lidar can classify groups of insects according to wing beat 304 frequency, body size, wing area, and potentially also body surface structures. 305
Classification of larger insects (such as damselflies) to species and to sex (if sexes are 306 colour dimorphic) is also possible. Individuals previously marked with fluorescence dye generate 307 a colour specific peak in the lidar signal [57] . Alternatively, dark-field spectroscopy identifies 308 flying insects by registering sunlight reflected from the insect surface, when the insect passes 309 across sampling area (ø 20-30 cm, up to 300 m afar) monitored by the spectroscope [58]. The 310 distance to the insect is measured as well as its size and direction of flight, thereby including also 311 spatial components of activity patterns. 312
Here, we illustrate the use of lidar technology to record temporal and spatial variation in flying 315 insect abundance according to insect groups and habitat structures [59] . In this study, the lidar 316 beam was sent 1.8 m above an open meadow and terminated at a distance of 140 m by a box made 317 out of a dark cardboard, in an area where the meadow was surrounded by a forest edge. 318
Over the course of two nights, three main insect clusters were identified in the data (Fig  319   3a ). Some insect groups had a wider peak of activity and were more evenly distributed over the 320 140 m transect (Fig 3b, Cluster a-b) than others (Fig 3b, Cluster c) . Specifically, one insect cluster 321 was especially abundant at the beginning of the night (Fig. 3b , Cluster c), especially in a meadow 322 surrounded by a forest edge. Such temporal structuring across habitats might by typical for 323 insects. For example, abundance of flying insects is higher over the grazed meadow compared to 324 crop fields with oats [60] . 325
These findings elucidate how various insect groups cluster in time and space and suggest 326 variability in daily timing across different groups of insects and across various habitats. However, 327 the study has two major limitations. First, the study lasted only for three days, but recordings over 328 several days, preferably months, are necessary to identify activity rhythms and their variation over 329 time. This is essential, if we aim to elucidate the role of different environmental variables in 330 driving variation in such rhythms. Second, the body-wing proportions overlapped between species 331 and insects were thus classified only to groups based on body-wing proportions and wing-beat 332 frequencies ( Fig. 3a ). However, deeper understanding of insect behavioural rhythms requires 333 classification of insects down to the order, family or better species level. Such classification might 334 be feasible if the species classification algorithm includes additional variables [60] , or when it is 335 calibrated by releasing insects of known species that are then recorded by the lidar. 336 337
Conclusion 338
Here we briefly reviewed the technology and limitations to track insects, both individually and in 339 groups. Then we demonstrated how lidar may reveal temporal and spatial variation in activity of 340 various flying insect-groups [59, 60] . Hence, the study provides preliminary insights about how 341 insect rhythms vary between groups (Table 1, question 1) and across habitat types (Table 1,  342 question 2). We further highlight current limitations in classifying insects to lower taxonomic 343 levels. Once such limitations are tackled, lidar will help us answer question related to the 344 variability and drivers of rhythms in different insect taxa, and how these differ between laboratory migration. Species could be classified based on flight speed, but also based on plumage 348 characteristics, including coloration [57, 61] . Such information is of interest to comparative studies 349 investigating seasonal and diurnal variation in migration patterns. In addition, although lidar has 350 been so far applied mainly in pilot studies over short time period, using this technology over 351 longer periods will improve our understanding about daily rhythms of insect abundance across 352 seasonal and environmental contexts. with the use of transponders (RFID's, see Table 2 ) and radio telemetry, respectively. In these 375 studies, the SCN lesions compromised longevity: individuals with lesions lived shorter than sham 376 control animals. These results provided the first evidence of the adaptive value of circadian 377 organization in free-ranging mammals. However, to rigorously test for fitness consequences, it is essential to measure whether circadian rhythms not only affect survival, but also reproductive 379 success [67] . 380 A way to measure both individual and reproductive fitness is to use heritable circadian 381 traits (e.g. the level of rhythmicity or the length of internal clock's circadian period) in a selection 382 experiment. Such traits have become available in an increasing number of organisms in the form 383 of natural or engineered circadian mutants. Selection experiments have been done in the 384 laboratory with strains of cyanobacteria carrying mutations that effected their circadian period. 385
Strains with a circadian period similar to the applied external light-dark cycle outcompeted strains 386 with a different circadian period; thus, showing selective advantage for an endogenous circadian 387 period that matches the external light/dark cycle [73, 74] . 388
Here, we highlight the methods to translate selection experiments into semi-natural 389 conditions using results from two competition experiments with mice [15, 75] . The experiments 390 integrated existing monitoring methods with present-day availability of circadian mutants. Wild-391 type mice (without the mutation) and mutant mice (homo-and hetero-zygote for a circadian 392 mutation) were housed in mixed populations in outdoor enclosures. All mice were produced from 393 heterozygote parents. Mice presence and longevity was monitored by subcutaneous RFID tags 394 recorded at feeding stations. This allowed permanent monitoring of each individual and hence the 395 mutant allele frequency in each population. 396
The first study [75] used mice with a mutation in the period2 gene (mPer2 brdm1 ), which 397 weakens circadian rhythmicity and causes health problems in the laboratory [76] . The mutant and 398 wild type mice were released into four outdoor enclosures in near Mendelian ratio (homozygote : 399 heterozygote : wild type = 1 : 2 : 1). However, there was no selection against the mutant allele 400 over the course of two consecutive years [75] . 401
The second study [15] used a comparable setup as the first one, but with six outdoor 402 enclosures and the mutant tau allele (Ck1e tau ) which shortens the endogenous circadian period 403
[77]. At the start of the experiment this mutation was present in near Mendelian ratio. Here, a 404 strong selective force against the mutant allele reduced its frequency from approximately 0.5 to 405 almost 0.2 in little over a year (Fig. 4) . Even though unknown non-circadian pleiotropic effects by 406 the mutation cannot fully be excluded, this finding strongly indicates fitness consequences of 407 aberrant circadian organization. 408
These results suggest that fitness consequences of behavioural rhythms with a circadian 409 period length that deviates from the light/dark cycle in a semi-natural setting (second study) may in line with the profound impact of strong deviations in circadian period reported from the lab 412 [65, 66] . However, more studies on the impact of variation of circadian rhythmicity on fitness in 413 the field are needed. 414 415
Conclusion 416
So, can we link circadian organization to fitness in the wild? In the second experiment, the 417 ultimate control test would be to shorten the duration of the period of the natural light/dark cycle. 418
However, a true manipulation of the natural light/dark cycle is hard to achieve in the field, and 419 this remains a major limitation for experimental studies on fitness consequences of circadian 420 timing in wild animals. Nevertheless, developing novel, long lasting and smaller tracking systems 421 will expand the possibilities to study natural variation of circadian organization in free-ranging 422 species. These will enable us to follow more and smaller species for a longer time in the field. 423
Indeed, in some contexts (e.g. bees, fish in small ponds, birds), life-long tracking of individuals 424 (e.g. using RFID and satellite tracking; see Case study 1 [38]) is already possible. Information on 425 individual variation in circadian organization, in combination with data on longevity will provide 426 new insights on the evolutionary consequences of daily rhythms in free-ranging animals ( Table 1 , 427 question 5). 428
The circadian phenotype of the tracked individuals can be precisely estimated by standard 429 behavioural assays in the laboratory, but also with the use of skin fibroblasts (see Table 3 and 430 with which the parents were banded, or glued to the tail feathers [42] . Temperature recordings allowed to identify whether a bird was incubating even in the absence of RFID readings; an abrupt change in temperature demarcated the start or end of incubation Figure  831 modified from [15] . 832
