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Introduction
Blood flow through arteries is inherently unsteady due to the cyclic nature of the heart pump, and Reynolds number can vary from O͑1͒ in the small arterioles to as high as O(10 3 ) in the larger arteries. For instance, the peak Reynolds number in the ascending aorta of a dog has been measured to be approximately 4500, whereas that in the main pulmonary artery is about 3000 ͓1,2͔. Although it is firmly established that steady laminar flow through a pipe becomes unstable at a Reynolds number ͑based on the mean velocity and pipe diameter͒ of about 2000 and fully turbulent flow ensues at about 4000 ͓3͔, flow pulsatility and the compliant nature of the arterial wall are expected to have a significant effect on the transition to turbulence in arterial flows ͓4,5͔. In particular, the effect of pulsatility on transition to turbulence in arterial flows has been the subject of many previous studies and there is a significant amount of evidence that suggests that turbulence does occur in a wide variety of such flows ͓6,7͔.
The possibility of generating turbulence is greatly increased by the presence of a stenosis in the artery. For even moderate stenoses, the separated shear layer coming off the stenosis can become turbulent at a Reynolds number as low as a few hundred ͓8,9͔. Turbulence can have a dramatic influence on the pressure drop and wall shear stress downstream of the stenosis, both of which can have a substantial negative influence on the cardiovascular system. For example, wall shear stresses and shear rates have been correlated with the incidence of atherosclerosis in the artery ͓10͔. Turbulence downstream of the arterial stenosis is expected to alter the shear as well as pressure forces on the endothelium in the post-stenotic region. Furthermore, stress and pressure fields induced by the flow can also cause fracture of the plaque, which may further result in embolization and occlusion of arteries and arterial collapse ͓11͔. The generation of turbulence downstream of a stenosis also has important implications for diagnostic procedures. For instance, current procedures for locating severe stenosis includes detecting the murmurs ͑bruits͒ produced by the unsteady flow downstream of the stenosis ͓10,12,13͔. Better understanding of the flow and turbulence in post-stenotic flow could possibly lead to more accurate diagnostic procedures in the future.
From the point of view of accurate computational modeling, such flows can be challenging. On the one hand the Reynolds number is high enough that direct numerical simulation ͑DNS͒, where all the spatial and temporal scales of turbulence are accurately resolved ͓14͔, would be extremely taxing on computing resources. On the other hand, both the pulsatile nature of the flow and the relatively low Reynolds number result in a flow that is far from fully developed turbulence. Consequently, conventional Reynolds-averaged Navier-Stokes ͑RANS͒ turbulence models ͓15͔, which are designed primarily for simulating well-developed, high-Reynolds-number turbulent flows are not well suited for these arterial flows.
Large-eddy simulation ͑LES͒ is an approach that can be considered to lie between DNS and RANS, and is, in our view, a technique well suited for the computational modeling of turbulent arterial flows. Unlike DNS, where all the spatial and temporal scales are resolved, in LES only the energy-containing scales ͑termed ''large eddies''͒ of the turbulence are resolved spatially and temporally; the smaller scales, termed subgrid scales ͑SGS͒, are modeled ͓14͔. The LES approach has a number of benefits over DNS and RANS. First, since the smallest scales do not need to be resolved, the spatial and temporal resolution required here can be substantially lower than that for a corresponding DNS. Secondly, unlike RANS modeling, LES provides time-accurate information about a wide range of dynamically important scales in the flow. It is therefore capable of providing better physical insight and has the potential to be a more accurate predictive tool. Finally, since the subgrid scales are in principal more universal in nature, relatively simple turbulence models can be employed for modeling these scales. Consequently, LES can be applied to a wide range of turbulent flows without resorting to ad hoc ''tuning'' of the turbulence model to accommodate specific flow behavior ͓15͔. The computational expense of these simulations typically increases with the Reynolds number and for relatively complex geometries, this has limited the application of LES to only moderately high Reynolds number turbulent flows. However, the Reynolds numbers of blood flow in the human cardiovascular system are limited to about O(10 4 ) and this is well within the reach of present day computers.
In the current paper, the application of LES to a modeled arterial stenosis is described with the objective of demonstrating the utility of this technique for the analysis of turbulent and transitional cardiovascular flows. A wide variety of information can be extracted from a large-eddy simulation. This can then be used to gain a comprehensive understanding of the spatio-temporal dynamics of such flows. This is demonstrated here for the specific case of a modeled arterial stenosis.
Stenosis Model
A relatively simple model of a stenosed artery studied previously by Tutty ͓16͔ has been chosen in the current study. The geometry is shown in Fig. 1 and it consists of a planar channel with a one-sided semicircular stenosis. The stenosis reduces the channel area by 50 percent. However, unlike Tutty, who performed a two-dimensional simulation, in the current large-eddy simulation, allowance is made for periodic variation of flow quantities in the spanwise direction. It should be pointed out that turbulence is inherently a three-dimensional phenomenon and in keeping with this, LES is always carried out as a threedimensional simulation. The diameter of the semicircular constriction is equal to the channel height, which is denoted by H. The channel extends 4H and 12H upstream and downstream of the center of the stenosis, respectively.
A parabolic inflow profile is imposed at the inlet and in a manner similar to Tutty ͓16͔, the flow rate per unit channel width is varied in a sinusoidal manner as Q(t)ϭ(Q max /2)͓1Ϫcos(2t/T)͔ where T is the time period of the pulse and Q max is the maximum flow rate. The Strouhal number, which corresponds to the nondimensional frequency of the inlet flow oscillation, is defined as St 0 ϭH 2 /TQ max and the peak Reynolds number is defined as Re ϭQ max /. The Womersley number is used widely in the description of cardiovascular flows and for this configuration, the Womersley number is given by ␣ϭ( Re St 0 /2) 1/2 . At the exit, a convective boundary condition is applied that allows the vortex structures to exit the domain with minimal reflections. Periodic boundary conditions are applied on the spanwise boundaries and therefore, flow exiting from one spanwise boundary returns into the flow domain from the other spanwise boundary.
The flow downstream of an arterial stenosis is characterized by a separating, transitioning shear layer that evolves under the influence of a pulsatile inflow and interacts with the arterial walls downstream of the stenosis. The planar geometric model that has been chosen here is relatively simple and obviously does not account for the circular arterial lumen. It does, however, include some of the important geometrical features of an arterial stenosis and is expected to exhibit many of the key features ͑as mentioned above͒ that characterize post-stenotic flow in a realistic artery. The simplicity of the chosen geometry reduces the computational expense of these simulations and allows us to obtain wellconverged, accurate results, which are then analyzed in detail by extracting a variety of statistics.
Numerical Methodology
Detailed description of the LES methodology can be found in Rogallo and Moin ͓14͔, Germano et al. ͓17͔, and Lesieur and Metais ͓18͔. In addition to this, the specific implementation of this technique and the numerical algorithm that is used here can be found in Mittal and Moin ͓19͔ and Kaltenbach et al. ͓20͔ . Here only a brief overview of the technique, as it is implemented in the current simulations, is provided.
Governing Equation and SGS Model.
It has been well established that blood in the larger vessels can be modeled quite accurately as a Newtonian fluid ͓2,7͔ and therefore it is assumed that the flow through the modeled stenosis is governed by the unsteady, viscous, incompressible Navier-Stokes equations. The viewpoint taken in LES is that the velocity and pressure field can be decomposed as u i ϭū i ϩu i Ј and pϭp ϩpЈ where the bar denotes large scales that can be resolved on a given mesh and the prime quantities are the subgrid scales, i.e., the scales that are smaller than the mesh size and therefore cannot be resolved. The above-described decomposition can be applied to the incompressible Navier-Stokes equations and the following ''filtered'' equations obtained for the resolved scales:
where i j is the subgrid scale tensor given by i j ϭu i u j Ϫū i ū j . The subgrid scale tensor cannot be calculated directly in a simulation since it requires knowledge of u i and therefore of u i Ј , which is not known. Therefore, in order to close this system of equations, a model needs to be used for the subgrid scale tensor. The most widely used subgrid-scale stress model is an eddy viscosity type model where i j Ϫ ␦ i j /3 kk ϭϪ2 T S i j . In this model,
T is the eddy viscosity and S i j ϭ1/2(‫ץ‬ū i /‫ץ‬x j ϩ ‫ץ‬ū j /‫ץ‬x i ) is the resolved strain-rate tensor. The Smagorinsky model ͓21͔ is used to model the eddy viscosity where T ϭ(C s ⌬) 2 ͉S͉. In this model, C s is the Smagorinsky constant, which remains to be determined, and ⌬ is a measure of the local grid spacing.
The key to closing this system of equations then is to obtain an appropriate value of the Smagorinsky constant C s . Here the spanwise-averaged version of the dynamic model ͓17,22͔ is used for the parametrization of the subgrid scale stresses. In the dynamic model ͓17͔ a procedure is used that allows for the estimation of the Smagorinsky constant from the instantaneous resolved flow. Further details of this model are available in the references mentioned above. However, it is important to note that this model has a number of features that make it attractive for complex transitional and turbulent flow. These include (a) no ad hoc specification of model constants; (b) no requirement for a wall model; (c) automatic detection of laminar and turbulent regions; and (d) capability to predict transition to turbulence ͓23͔. The last two are especially attractive for pulsatile arterial flows since, first, these flows constantly cycle between laminar and turbulent states, and second, a capability for predicting the onset of turbulence obviates the need for any ad hoc assumptions regarding the transition process.
Spatial and Temporal Discretization. The three-dimensional governing equations, Eq. ͑1͒, are cast in a generalized curvilinear coordinate system in the (x 1 Ϫx 2 ) plane whereas the x 3 direction Transactions of the ASME is retained as a planar direction. A fully staggered arrangement of the primitive variables is used in the (x 1 Ϫx 2 ) plane and the equations are written in terms of the velocity fluxes on the cell faces. The spatial discretization scheme is a mixed finite-differencespectral scheme where a second-order central difference scheme is used in the (x 1 Ϫx 2 ) plane and a Fourier spectral method is used in the spanwise (x 3 ) direction. A two-dimensional view of the mesh in the vicinity of the stenosis is shown in Fig. 2 . A fractional-step scheme ͓24͔ is used for advancing the solution in time. In this scheme the equations are advanced first to an intermediate step, where only the convection and diffusion effects are taken into account. This is followed by the pressure correction step, which requires the solution of the Poisson equation for pressure. Subsequently the pressure correction is added to the intermediate velocity field, thereby resulting in a divergence free final velocity. A mixed implicit-explicit scheme is used for the advection-diffusion equation wherein a third-order Runge-Kutta scheme is used for the nonlinear convection and cross terms and a Crank-Nicolson scheme is used for the diagonal viscous terms. This discretization scheme avoids the viscous stability constraints, which can be quite restrictive for these types of computations.
Results and Discussion
Large-eddy simulation has been carried out for the described geometry with Reϭ2000 and St 0 ϭ0.024, which corresponds to a Womersley number of about 8.7. The spanwise domain size is chosen equal to the channel height and all the results presented here have been obtained on a 240ϫ64ϫ16(x 1 ϫx 2 ϫx 3 ) grid, which corresponds to about a quarter million mesh points. The grid is nonuniform in the x 1 and x 2 directions with enhanced resolution in the post-stenotic region and in the wall boundary layers. A small random spanwise disturbance is provided at the beginning of the simulation and subsequently the three dimensionality is allowed to develop on its own through the inherent instability of the flow. Eventually the flow reaches a stationary state and the simulation is carried beyond this for about eight cycles and statistics accumulated over this period. The simulation has been carried out on a 195 MHz SGI Origin-2000 multiprocessor computer. Each cycle takes about 37 CPU hours on one node and the entire simulation takes about 500 CPU hours on one node of this computer.
Thin shear layers and boundary layers are formed in this flow that induce large gradients in the vertical direction. Thus, demonstrating the adequacy of the grid in this direction is crucial. One additional simulation has been carried out on a 240ϫ96ϫ16(x 1 ϫx 2 ϫx 3 ) mesh, which contains 50 percent more points in the vertical direction than the previous mesh. This simulation requires about 55 CPU hours per cycle. In order to reduce the total computation time for this simulation, the solution from the 240ϫ64 ϫ16 mesh has been used to initiate this simulation. Furthermore, this simulation is run for fewer cycles, which is just adequate for accumulating converged first-order statistics like the mean velocity. In Fig. 3 are plotted the mean velocity profiles in the vicinity of the stenosis as obtained from these two simulations. These have been computed by averaging over time as well as the homogeneous spanwise direction. The profiles from the two simulations are found to be in good agreement with each other, with maximum differences being less than 5 percent of U, where Uϭ Q max /H is the characteristic velocity for this flow. This clearly indicates that the 64 points used in the vertical direction provide adequate accuracy in the current simulation. With some measure of confidence in the computed results, the focus now shifts to describing the results of the LES. All results presented here have been obtained on the 240ϫ64ϫ16 mesh and furthermore, have been extracted after the flow has reached a stationary state. Figure 4 shows a sequence of four plots of the spanwiseaveraged spanwise vorticity. Spanwise vorticity is denoted by z and is equal to (‫ץ‬u 2 /‫ץ‬x 1 Ϫ‫ץ‬u 1 /‫ץ‬x 2 ). Figure 4͑a͒ corresponds to the phase in the cycle where the inlet volume flux is zero (t/T ϭ0) and the spanwise vorticity contours show the remnants of the vortical structures formed downstream of the stenosis in the previous cycle. Figure 4͑b͒ corresponds to the phase in the cycle where the volume flux is half its maximum value and the flow has maximum acceleration (t/Tϭ0.25). It can be seen from the figure that the rapidly increasing velocity results in the creation of a shear layer at the lip of the stenosis. This shear layer separates and begins to roll up into a counterclockwise rotating vortex. Furthermore, the increasing velocity in the stenosis region also induces a relatively intense vorticity layer on the bottom wall, which is induced to separate and lift up from the bottom wall by the action of the counterclockwise vortex. Figure 4͑c͒ corresponds to the phase of maximum volume flux (t/Tϭ0.50) and the vorticity plot shows an extremely complex flow field. It can be observed that the flow field is dominated by a number of large vortices. The shear layer that separates from the lip of the stenosis rolls up periodically into vortices, which are shed and then travel downstream. In fact, the vortex seen developing in Fig. 4͑b͒ has already traveled downstream and is now located near the upper wall at about x/H ϭ10. In addition to the vortices that develop from the separated shear layer, the vorticity layer on the lower wall also rolls up into large clockwise rotating vortices, which interact with the shear layer vortices as they travel downstream. Finally, Fig. 4͑d͒ corresponds to the phase in the cycle when the mass flux is half the maximum value and the flow has maximum deceleration (t/T ϭ0.75). The effect of the deceleration is to inhibit the rollup of the shear layer and as a result the shear layer extends far downstream at this time instant. It is worthwhile pointing out that these spanwise-averaged plots do not give a full appreciation of the three-dimensional structure of the flow. This is seen best by looking at the three-dimensional variation of spanwise vorticity. In Fig. 5 is shown an iso-surface plot of spanwise vorticity corresponding to Fig. 4͑c͒ . From this figure it is clear that the shear layers that develop on the stenosis and the lower wall are primarily two dimensional but become three dimensional downstream where the vortex rollup occurs.
In Fig. 6 , the mean velocity and pressure fields are shown. These mean quantities have been computed by averaging over a number of cycles as well as the homogeneous spanwise direction. Figure 6͑a͒ shows a streamline plot corresponding to the mean velocity field. The plot shows a large mean recirculation zone behind the stenosis on the upper wall, which extends about 3H downstream of the stenosis. In addition to this, there also exists a smaller recirculation zone on the lower wall. Figure 6͑b͒ shows a gray-scale contour plot of the mean pressure. In this plot dark and light shades correspond to high and low pressures, respectively. As expected, there is a significant pressure drop due to the presence of the stenosis. Furthermore, it is also readily apparent that the recirculation regions observed in Fig. 6͑a͒ are associated with regions of low pressure.
As mentioned earlier, it has been hypothesized that the distribution and magnitude of the shear stress and pressure on the arterial walls play a role in the genesis and acceleration of arterial diseases. For instance, local hypertension may be directly caused by localized increase in lateral wall pressure ͓25͔. It has also been established that sites of predilection for atherosclerosis are often correlated with regions of low shear stress ͓26,27͔. On the other hand, high shear stress might also lead to platelet activation ͓28͔, which can accelerate atherosclerosis. In Figs. 7͑a͒ and 7͑b͒ are plotted the variation of the skin friction and pressure coefficient on both channel walls. The skin friction and pressure coefficients are defined as C f ϭ w /q 0 and C p ϭ(pϪp 0 ) /q 0 , respectively. Here w is the wall shear, p 0 is the reference mean inlet pressure, and q 0 ϭ1/2U 2 . A number of interesting observations can be made from these plots. First, the largest mean shear stress is experienced on the stenosis surface just upstream of the tip of the stenosis. On the lower wall also, the shear stress reaches a maximum just below the tip of the stenosis. Downstream of the stenosis, the shear stress exhibits local extrema, which are directly related to the mean recirculation regions observed in Fig. 6͑a͒ . The mean pressure coefficient plots in Fig. 7͑b͒ also show the significant pressure drop that occurs across the stenosis. On both walls, the pressure drops significantly across the stenosis and then stays at a relatively low value until about xϭ6H. Beyond this, the pressure increases and attains an almost constant value, which is significantly lower than that at the inlet. The plot indicates that the overall pressure drop between the inlet and exit is (p exit Ϫp 0 )/q 0 ϭϪ0.8.
In addition to the mean pressure and shear stress on the wall, the fluctuation level in these quantities is also of considerable interest. Pressure fluctuations on the arterial wall produces acoustic signals that can be detected externally ͓7,12͔. Furthermore, it has been noted that highly variable wall shear stress can also result in a predilection toward atherosclerosis. The variability in shear stress can prevent endothelial cells from aligning in the direction of the flow, thereby making the intima more permeable to the entry of monocytes and lipoproteins ͓29,30͔. In Fig. 8 the variation of the root-mean-square ͑rms͒ skin friction coefficient and pressure gradient on the two walls is plotted. It is convenient and more insightful to plot the rms of the pressure gradient itself, since this automatically de-emphasizes the low-frequency part of the pressure fluctuation associated with the pulsatile flow. It is observed that the two sets of plots bear a striking resemblance to each other, which again underscores the direct relationship between the pressure and velocity gradients in the channel. Both plots show a relatively high level of variability in the region of the stenosis. However, interestingly, the plot also indicates a localized region of high shear and pressure gradient fluctuations downstream of the stenosis. On the lower wall, this local maximum is located at about x/Hϭ8, and for the upper wall it occurs at about x/Hϭ6.5. The high fluctuation level at these particular locations can be traced back to the vortex dynamics of post-stenotic flow. Figure 4͑c͒ clearly shows that vortices from the separated shear layer coming off the stenosis impact the upper wall at about x/Hϭ6.5 and this directly causes the large fluctuation in wall pressure and shear stress observed at this location. Similarly, the vorticity layer that separates from the lower wall rolls up into large vortices as observed in Figs. 4͑c͒ and 4͑d͒ . These large vortices develop in the region 7Ͻx/HϽ9 near the lower wall and this causes the large variability in the wall shear and pressure observed in this location.
Additional insight into the dynamics of the flow can be gained by analyzing the temporal variation of the streamwise velocity downstream of the stenosis. In Fig. 9͑a͒ are plotted the variation of the streamwise velocity with time at the channel centerline at four different streamwise locations downstream of the stenosis. The curve marked ͑i͒ corresponds to a location of x/Hϭ4.5, which lies upstream of the region where the vortex rollup happens. At this location, the velocity variation is mostly sinusoidal except for a small perturbation that appears at about t/Tϭ0.25. This perturbation is caused by the passage of the starting vortex, which can be clearly observed in Fig. 4͑b͒ . Curve ͑ii͒ in Fig. 9͑a͒ shows the temporal variation at x/Hϭ6.1, and this figure shows the presence of high-frequency oscillations superposed on the flow pulsations. Careful examination of the flow field indicates that the high-frequency oscillations are caused by periodic shedding of vortices from both vorticity layers. This shedding appears at the phase in the cycle where the velocity is close to the maximum and persists for some time beyond this phase. Similar vortex shedding behavior has been observed in the experimental study of Khalifa and Giddens ͓31͔ and Lieber and Giddens ͓32͔. Curve (iii) shows the temporal variation further downstream of the stenosis at x/Hϭ9.1. This location is downstream of the position of initial rollup of vortices and lies in the region where the vortices start to break down into smaller scale turbulent structures. It can be observed that the velocity variation does not show the organized high-frequency fluctuations observed at x/Hϭ6.1. Instead, large-scale fluctuations, occurring primarily in the deceleration phase of the cycle, are observed. The presence of large-scale fluctuations primarily in the deceleration phase has been observed in experiments before ͓31͔ and the current LES clearly picks up this feature of post-stenotic flow. Finally, curve ͑iv͒ shows the temporal variation at x/Hϭ12.3, which is significantly downstream of the stenosis. Again, it is found that most of the fluctuations appear in the deceleration phase of the cycle. However, comparison with the velocity variation at x/Hϭ9.1 clearly shows that the viscosity has significantly attenuated the strength of the turbulent fluctuation.
The frequency of the vortex shedding can be determined by computing the Fourier spectrum of the temporal variations. However, due to the complexity of the shedding process, there is significant cycle-to-cycle phase jitter in the high-frequency fluctuation. Thus, a straightforward Fourier analysis of the entire time trace tends to diminish the peak corresponding to the highfrequency vortex shedding. A phase-averaging technique has therefore been employed that minimizes the effect of the phase jitter and provides an accurate view of the high-frequency part of the spectrum. This type of decomposition in the analysis of fluid flow was first suggested by Reynolds and Hussain ͓33͔ and used in the context of pulsatile arterial flows by Khalifa and Giddens ͓34͔. Here a brief description of this technique is provided and the Fig. 3 . The plots have been offset in the vertical direction. "i… xÕHÄ4.5; offsetÄ0; "ii… xÕHÄ6.1; offsetÄ¿2; "iii… xÕHÄ9.1; offsetÄ ¿6; "iv… xÕHÄ12.3; offsetÄ¿8. "b… plot of velocity variation, its phase average "ũ 1 … and deviation from phase average "u 1 Љ… at xÕHÄ6.1. "c… Frequency spectra of "u 1 Љ… corresponding to the variations in Fig. 9 . The spectra have been offset by a factor in the vertical direction. "i… xÕHÄ4.5; offsetÄÃ1; "ii… xÕHÄ6.1; offsetÄÃ10; "iii… xÕHÄ9.1; offsetÄÃ100; "iv… xÕHÄ12.3; offsetÄÃ2000. Vertical line in the spectra indicates the Strouhal number"Ä0.94… of the high-frequency vortex shedding.
reader is referred to these two papers for further details. In this approach the time variation of a quantity f is decomposed as:
where f is the time-varying coherent ͑or deterministic or phaseaverage͒ part of the flow and is usually computed by ensembleaveraging in experiments ͓33͔. Here this quantity has been computed by phase-averaging over each flow cycle and also along the homogeneous spanwise direction. Deviation away from this phase-average is identified as the incoherent part of the signal and is denoted by f Љ. In the temporal analysis of fluid flow data, this decomposition has the advantage that it provides some measure of separation between time scales that are directly the result of the low-frequency forcing and scales that are characteristic of turbulence or other high-frequency phenomena. Figure 9͑b͒ shows the instantaneous variation of the streamwise velocity ͑u 1 ͒ at x/H ϭ6.1 along with its phase average (ũ 1 ) and the deviation (u 1 Љ) away from the phase average. As can be clearly observed, the phase average comprises primarily of the low-frequency variation, whereas the fluctuation component captures the high-frequency part of the temporal variation.
In Fig. 9͑c͒ the frequency spectra corresponding to the temporal variation of u 1 Љ has been plotted. At each probe location, the frequency spectrum has been computed and averaged over each cycle as well as over the 16 spanwise locations. The spectrum is presented as a log-log plot, and the spectrum for each probe has been shifted along the ordinate so as to present all the data in the figure. Curve ͑ii͒ corresponds to the location x/Hϭ6.1. The key difference between this and the previous spectrum ͑i͒, which corresponds to the location x/Hϭ4.5, is the presence of a peak at about Stϭ0.94, which corresponds to the high-frequency oscillation observed in Fig. 9͑a͒ . Curves ͑iii͒ and ͑iv͒ correspond to the spectra at x/Hϭ9.1 and 12.3, respectively. The notable feature here is that the high-frequency peak at Stϭ0.94 is absent and there are no other distinctive peaks in the high-frequency range. Also plotted here is a line with slope corresponding to (St) Ϫ5/3 . By comparing with this line, it is noted that the spectrum at x/H ϭ12.3 does contain a short inertial subrange ͓35͔ in the Strouhal number range from 0.4 to 1.4. This suggests that the flow far downstream of the stenosis is turbulent, although the short inertial range points to a flow that is far from being a fully developed equilibrium turbulent flow. As mentioned earlier in the introduction, this is expected to be a characteristic of flows in large arteries.
In Fig. 10͑a͒ the temporal variation of the pressure coefficient over one cycle at four streamwise location on the lower wall has been plotted. The streamwise locations coincide with those in Fig.  9͑a͒ . The plot shows that even at the lower wall the pressure clearly shows the signature of the high-frequency fluctuation at x/Hϭ6.1. In fact, the corresponding frequency spectrum of pЉ at this location shown in Fig. 10͑b͒ also exhibits a peak at around Stϭ0.94. This has important implications from a diagnostic point of view since it indicates that acoustic signals corresponding to this high-frequency fluctuation have the potential of being transmitted through the arterial wall and may be detectable through noninvasive procedures such as phonoangiography ͓12͔.
It should be pointed out that high-frequency vortex formation in separated shear layers is a well-known phenomenon in bluff-body wakes ͓9,36͔ where it has been found that the shear layer frequency ( f SL ) scales as f SL ϭ0.0235f K Re d 0.67 where f K is the Karman vortex shedding frequency and Re d is the Reynolds number based on the cylinder diameter and free-stream velocity. Given that at high Reynolds numbers, the Strouhal number corresponding to Karman vortex shedding from a circular cylinder is approximately constant at 0.21, this scaling indicates that a shear layer Strouhal number of 0.94 would occur at Re d Ϸ2520. This is higher than the maximum inlet Reynolds number in the current simulation. However, the Reynolds number based on the velocity in the stenosis is expected to be higher due to the contraction of the channel, and therefore it is quite possible that the high frequency observed in post-stenotic flow could be governed by a scaling relationship similar to that for bluff-body wakes. Obtaining such a correlation between stenotic severity and frequency of pressure fluctuations could prove useful in the diagnosis of arterial disease. Testing of this hypothesis requires a systematic parameter study and a series of simulations is currently being performed in order to examine such a scaling law for post-stenotic flows.
In addition to the mean flow quantities, statistics involving the velocity fluctuations are also important in the physical description of turbulent flows. Quantities such as turbulent stresses and turbulence kinetic energy are dynamically significant, since they quantify the momentum and energy exchange that results from the turbulent fluctuations. Predicting the distribution of these statisti- cal quantities is also important from hemodynamic considerations, since blood flowing through regions of high-intensity turbulence would experience high mixing rates and individual blood cells would experience highly variable hydrodynamic forces. In this regard, LES offers a significantly better prediction capability than conventional RANS simulations, where these turbulence quantities are completely modeled and therefore prone to large errors.
In Fig. 11͑a͒ a contour plot of the fluctuation kinetic energy, which is given by the average of (1/2)(u i Љu i Љ), has been plotted. It can be seen that the fluctuation kinetic energy computed from the decomposition in Eq. ͑2͒ correctly indicates that there are no highfrequency fluctuations upstream of the stenosis. Furthermore, the plot also shows that high-intensity fluctuations are generated in the locations where the two shear layers roll up into vortices. This region of significant fluctuations extends from about 6H to 10H in the streamwise direction. Beyond this region, the fluctuations decay under the influence of viscosity. Figure 11͑b͒ shows the time-averaged subgrid-scale ͑SGS͒ eddy viscosity, which has been normalized by the molecular viscosity. A number of interesting observations can be made from this plot. The plot clearly shows that the SGS eddy viscosity is virtually zero upstream of the stenosis. This is consistent with the fact that even though the flow upstream of the stenosis is unsteady, it remains laminar. Furthermore, the eddy viscosity is also small in the shear layer separating from the stenosis, and this is also as expected since transition to turbulence is expected to occur in the downstream end of the shear layer. Most of the SGS viscosity is produced in the region where the shear layers roll up into vortices. This is consistent with the observation that the fluctuation kinetic energy also has a large magnitude in this region. Thus the SGS model activated primarily in regions where the flow is turbulent. As pointed out earlier, this is one of the attractive features of the dynamic subgrid scale modeling procedure. The actual magnitude of the SGS eddy viscosity depends on the intensity of turbulence and the grid resolution. In the current simulation the maximum averaged value of the normalized SGS viscosity in this region is about 0.7, which indicates that the SGS component adds up to 70 percent extra viscosity to the flow.
Summary
In this paper the application of the technique of large-eddy simulation to the study of flow in a modeled arterial stenosis is presented. A simple model with a semicircular one-sided stenosis in a planar channel has been chosen. The flow at the channel inlet is varied in a sinusoidal manner, and the peak Reynolds number and Strouhal number of the simulation are 2000 and 0.024, respectively. Despite the simplicity of the geometrical model, the simulated flow exhibits a number of features that match well with experiments that have been carried out in more realistic geometries. In particular, the flow downstream of the stenosis shows all the classic features of post-stenotic flow that have been observed before in the experiments of Khalifa and Giddens ͓31͔ and Lieber and Giddens ͓32͔. In addition to this, flow visualizations and frequency spectra also provide additional insight into the evolution of the vortical structures downstream of the stenosis. Flow statistics have been accumulated over a number of flow cycles. This allows us to clearly pinpoint the region where most of the turbulence is generated. It is also shown that the SGS model activates in regions of high turbulence intensity and in the current simulation, the subgrid-scale eddy viscosity contributes up to about 70 percent extra viscosity to the flow. Finally, the current simulations show that the flow immediately downstream of the stenosis is for the most part transitional in nature. However, farther downstream, the spectra indicate the presence of a fully turbulent flow with a short inertial subrange.
In the current study, an attempt has been made to demonstrate that large-eddy simulation is well suited for the simulation and analysis of turbulent and transitional cardiovascular flows. The many unique features of LES lead to its effectiveness and promise in providing information that could prove invaluable in our understanding of complex arterial flows and diagnosis of arterial disease. However, even for the relatively simple flow investigated here, over 500 CPU hours are needed to complete the study. Thus, the wealth of information obtained from LES comes at a significant computational cost; therefore, highly efficient algorithms and state-of-the-art computers need to be used if this technique is to be applied to the study of complex cardiovascular flows. The work presented in this paper is currently being extended to obtain information on the correlation between stenosis degree and poststenotic flow behavior. Such information could potentially have an impact on the noninvasive diagnosis of arterial disease. 
