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Ground clutter in weather radar observations causes degradation of data quality 
and can lead to misinterpretation of radar echoes. It is important to detect clutter and 
mitigate its effects to obtain accurate weather measurements. The focus of this study 
is to improve the performance of clutter detection algorithms by presenting different 
discriminant functions. A Bayesian classifier is used to make an optimal decision 
based on discriminant functions to detect clutter mixed with weather echoes. The con-
ditional probability density functions for clutter and weather signals may change and 
may need to be updated due to changing weather conditions, clutter, and radar param-
eters. Therefore, to make it more efficient, a multivariate Gaussian mixture model is 
presented to parametrize discriminant functions and reduce the complexity of detec-
tion algorithms. The model parameters are estimated based on the maximum likeli-
hood, using the Expectation-Maximization (ML-EM) method.  
A dual-polarization clutter filtering algorithm is also presented to mitigate ground 
clutter effects on weather radar measurements. A multivariate Gaussian model is in-
troduced to parametrize clutter and weather power spectrums, and the Maximum A 
Posterior (MAP) method is used to estimate weather components. Instead of using a 
random phase, the phase of the retrieved weather spectrum is estimated based on the 
statistical properties of dual-polarization weather signals. The performance of the 
clutter detection and filtering algorithms are shown by applying them to the radar data 
collected by the national WSR-88D (KOUN) polarimetric radar and are compared to 





can effectively mitigate clutter effects and substantially improve polarimetric weather 















Ground clutter detection is one of the main challenges in the weather radar com-
munity because clutter mixed with echoes from precipitation can bias weather radar 
measurements. Ground clutter are echoes received from objects on the ground when 
parts of the main lobe or sidelobes of the radar antenna illuminate objects on the 
ground. Therefore, clutter contamination is more severe for the measurements of near 
ground precipitation, from which accurate rainfall rate estimation is required. Clutter 
is mostly located around zero Doppler velocity in the spectral domain and is supposed 
to be statistically stationary in the time domain. Therefore, a band-stop filter as a 
simple traditional method can be applied to the clutter contaminated radar signals to 
mitigate clutter effects [1, 2]. Although this filtering method is normally used to re-
move clutter from weather radar signals, some power components of weather signals 
may fall into the stop-band, which then suppresses the weather power components 
and biases the spectral moment estimates of weather spectra, especially for narrow-
band zero-velocity weather signals [3-6]. Thus, the ground clutter locations need to 
be identified accurately to avoid biases from unnecessarily filtering weather signals.  
Over the past few years, the researchers in the weather radar community focused 
on the design of more effective clutter detection algorithms that can detect weak clut-
ter that contaminates weather echoes causing errors in polarimetric variables and 
spectrum-width which are particularly susceptible to bias due to even weak clutter  
[7]. It is essential to estimate accurately polarimetric parameters that can provide 
important information such as rainfall rate, tornado signatures, and types of precipi-
tation. In [8], a static clutter map is determined in clear-air conditions and used for 





different weather conditions are not considered in this algorithm. In [9, 10], the clutter 
mitigation decision (CMD) is introduced based on a fuzzy logic approach that com-
bines the clutter phase alignment, the reflectivity texture, and the SPIN change (the 
number of reflectivity fluctuations) as three discriminant functions for ground clutter 
detection. The CMD algorithm, widely known and accepted in the weather radar com-
munity, is compared to our proposed algorithm in the simulation results.  
More recently, the spectral properties have been considered for ground clutter de-
tection. The analysis of clutter signals in the spectral domain is presented in [2, 5, 11] 
to take advantage of their unique spectrum properties to introduce new discriminant 
functions [7]. Spectrum clutter identification (SCI) algorithm is presented in [2, 11] 
and uses four discriminant functions for clutter detection: Spectrum Power Distribu-
tion, Spectrum Phase Fluctuation, Power Texture, and Spectrum Width Texture.  
Most detection algorithms are based on the statistical properties for a single po-
larization, but better performance can often be achieved by using polarimetric weather 
data. Dual-polarization clutter detection algorithms are more attractive because they 
can take advantage of the polarization diversity. Ground clutter and weather signals 
have different polarimetric characteristics which can be utilized to distinguish clutter 
from weather signals The authors in [12] introduced CLEAN-AP (clutter environment 
analysis using adaptive processing) algorithm based on the autocorrelation spectral 
density (ASD) to suppress the effect of ground clutter to achieve better performance. 
This technique is extended in [13] to apply ASD to the staggered-PRT (pulse repeti-





coefficients of the two spectra from the even and odd samples is proposed to identify 
ground clutter. 
Though there are various clutter detection algorithms, dual-polarization algo-
rithms are more attractive because they can take advantage of the different polariza-
tion scattering properties of precipitation and ground objects to discriminate clutter 
from weather signals [15-17]. The co-polar cross-correlation coefficient hv  and dif-
ferential reflectivity (ZDR) are used in [18, 19], as the dual-polarization discriminant 
functions. The authors in [20] have introduced the scan-to-scan (dual-scan or DS) 
method based on the cross-correlation coefficient between consecutive scans as a new 
discriminant for clutter detection. This study shows that the correlation time of radar 
signals from hydrometers is typically much shorter than that of clutter. However, the 
dual-scan data are not available for the most operational weather radars [20].  
In [5, 19], the dual-polarization radar data are used to define three discriminant 
functions, and a Bayesian classifier is used to make the decision for clutter detection. 
The co-polar cross-correlation coefficient, hv , is combined with the power ratio 
(PR) [5, 19] and ZDR to form the dual-polarization (DP) clutter detection algorithm. 
The DP algorithm has been extended in [18] by adding a new discriminant function 
based on the cross-correlation of echoes received on DS separated by several seconds 
to form the dual-polarization dual-scan (DP-DS) algorithm. It is worth mentioning 
that using several discriminant functions to make a decision for classification can in-
crease the computational complexity and processing time.  
In [21, 22], the dual-polarization spectral decomposition technique is proposed to 





clutter, chaff, birds, and insects. In [23, 24], a Bayesian radar-signal classifier algo-
rithm is employed to identify ground clutter in terms of its spatial statistical features, 
and the spatial analysis is used to estimate the relative clutter calibration and its un-
certainty for both reflectivity and differential reflectivity. 
In chapter 4, we introduce a new discriminant function to improve the perfor-
mance of the clutter detection algorithms. The algorithm is based on the phase fluc-
tuations index (PFI), and it is found that this discriminant function has the best sepa-
ration between clutter and weather signals even for the low values of the clutter to 
weather signal ratio (CSR). Numerical simulations and theory show the phase of 
weather signal is typically a rapidly varying function for echoes from each resolution 
volume [4, 5], whereas the phase of the ground clutter is typically slowly varying. 
Thus, the fluctuations of the signal phase for each resolution can be considered as a 
robust discriminant function to detect clutter. We show that the probability density 
functions (PDF) of the PFI for weather and clutter signals are entirely separated using 
PFI and thus can effectively detect clutter mixed with weather echoes with the highest 
probability of detection compared to other detection algorithms.  
A 3D discriminant function is introduced in chapter 5 to improve the performance 
of clutter detection algorithms. The algorithm is based on the phase structure function 
(PSF) for H and V polarizations and the dual-scan cross-correlation coefficient [4, 5]. 
The wave scattering from fixed scatterers on the ground (or ground clutter) and ran-
domly distributed hydrometers yield a relatively slow and fast fluctuation in phase, 
respectively. The phase structure function can be used as a proper discriminant func-





correlation time of radar signals from the randomly distributed hydrometers is typi-
cally much shorter than that of fixed scatterers or ground clutter. Therefore, the 3D 
discriminant function based on the phase structure function of H and V polarizations 
and dual-scan cross-correlation can achieve a good probability of detection for ground 
clutter detection algorithms. It is shown that the 3D discriminant function has a good 
separation in 3D visualization and can achieve the highest probability of detection 
compared to other detection algorithms. Therefore, the phase fluctuations for each 
resolution volume can be considered as a robust discriminant function to distinguish 
clutter from weather signals.  
The PDFs of discriminant functions may change based on the weather, types of 
clutter, antenna rotation and the radar characteristics, and may need to be updated. 
Thus, the complete knowledge about the probabilistic structure of the conditional 
PDFs may not be available for real-time implementations. Therefore, a multivariate 
Gaussian mixture model is developed to parametrize the class-conditional densities 
for the 3D discriminant function, and the complexity of the problem is reduced sig-
nificantly. [25-27] The model parameters are then estimated based on the maximum 
likelihood, using the Expectation-Maximization (ML-EM) algorithm. 
The Doppler spectrum of ground clutter is mostly located around zero Doppler 
velocity because ground targets are stationary or only have slow motions. Clutter fil-
tering in the frequency domain has become more popular. The authors in [28] pro-
posed the Gaussian model adaptive processing (GMAP) method. GMAP could re-
cover the weather spectrum after notching the spectrum around zero velocity. How-





improved. [4, 5] Hence, after detecting ground clutter, a high-performance clutter fil-
tering system needs to be applied to retrieved weather signals with the least bias effect 
on weather signals. A dual polarization clutter filtering algorithm is introduced in 
chapter 6 to mitigate ground clutter effects on weather radar measurements. The sta-
tistical properties of the dual polarization radar data are utilized in time and spectral 
domains to reconstruct the weather signals/data from clutter contaminated resolution 
volumes. A multivariate Gaussian mixture model is introduced to parametrize clutter 
and weather power spectrums, and the Maximum A Posterior (MAP) method is used 
to estimate model parameters. Instead of using the random phase, the phase of the 
retrieved weather spectrum is estimated based on the weather properties to be more 
accurate. 
 The remainder of this dissertation is organized as follows: In chapter 2, existing 
discriminant functions for several clutter detection algorithms are discussed; In chap-
ter 3, the dual-pol dual-scan (DPDS) clutter detection algorithm is presented;  In chap-
ter 4, the ground clutter detection for weather radar using phase fluctuation index is 
introduced, and the performance of the proposed algorithm is evaluated using con-
trolled data set collected by KOUN polarimetric radar. In chapter 5, the 3D-PSF al-
gorithm is presented, and a multivariate Gaussian mixture model is introduced to pa-
rameterize the PDFs of discriminant functions. Dual-polarization clutter filtering al-









Chapter 2  
 











2.1 Discriminant functions  
In this chapter, existing discriminant functions are presented for clutter detection 
algorithms. Special datasets were collected by KOUN (WSR-88D) radar on different 
days during times and locations when and where nearly pure weather and ground 
clutter were available to be combined to synthesize a weather plus clutter PPI dataset 
of known clutter-to-weather echo signal ratio or CSR. The synthesized PPI dataset is 
used to compare clutter detection performance for detection algorithms with ground 
truth. These specially collected and edited clutter and weather data were also used to 
find the PDFs of the discriminant function for pure weather and clutter.  
Other clutter and weather datasets are used as the testing datasets and were col-
lected by the KOUN radar at 00:47 UTC on 4 February and at 14:02 UTC on 9 Feb-
ruary 2011, respectively. It should be noted that the controlled I/Q dataset is created 
by matching and combining the almost pure clutter data and pure weather data to find 
ground truth, as discussed in [18, 19]. The nearly pure clutter data was collected at 
the low elevation angles (0.5°) under cold, clear air conditions, while the nearly pure 
weather data was obtained at 1.5° within the farther ranges (over 50km for this study) 
from the radar location, where ground clutter can be neglected. The testing weather 
data collected at ranges beyond ground clutter is collapsed to near ranges. If needed, 





Section7.9]) typically have negligible clutter so that pure weather data can be com-




Figure 2-1 : Radar clutter data collected at 07:09 UTC on 27 May 2010; a) Reflectivity, b) 
Doppler Velocity, m/s; c) Spectrum width; d) Differential reflectivity (ZDR); e) Dual-po-
larization cross-correlation coefficient; f) Differential phase; g) Power Ratio (PR), dB; h) 
Dual-Scan cross-correlation coefficient; i) SNR, dB. 
Special data sets were collected by KOUN (WSR-88D) radar on two different 
days during times and locations when and where nearly pure weather and ground 
clutter were available to be combined to synthesize a weather plus clutter PPI data set 





used to compare clutter detection performance for the PFI and other detection algo-
rithms with ground truth. These specially collected and edited clutter and weather data 
were also used to find the PDFs of the discriminant function (PFI) for pure weather 
and clutter. The nearly pure clutter data set was collected in clear air conditions by 
the KOUN (WSR-88D) radar, at 00:46 UTC on February 4, 2011, and 07:09 UTC on 
27 May 2010, and nearly pure weather data were collected at 13:08 UTC on February 
9, 2011. To evaluate the performance of the clutter detection algorithm, we use other 
clutter and weather data sets, as the testing data sets, collected by the KOUN radar at 
00:47 UTC on February 4, 2011, and at 14:02 UTC on February 9, 2011, respectively. 
It should be noted that we created a controlled I/Q data set by matching and combining 
the almost pure clutter data and pure weather data to find ground truth, as discussed 
in [18] and [19]. The nearly pure clutter data was obtained at the low elevation angles 
(0.50°) under cold clear air conditions, while the pure weather data was obtained at 
1.50° within the farther ranges (over 50 km) from the radar location, where ground 
clutter can be neglected. The testing weather data collected at ranges beyond ground 
clutter is collapsed to near ranges, if needed, (weather data collected at high elevation 
angles [above 2° for the WSR-88D [3, Sec. 7.9] typically have negligible clutter so 
that pure weather data can be combined with the specially collected and edited clutter 
PPI without range collapsing]. [18] The SNR, reflectivity, Doppler velocity, differen-
tial phase, dual-pol cross-correlation coefficient, differential reflectivity differential 
phase, dual-scan cross-correlation coefficient, and power ratio of the clutter data col-
lected at 07:09 UTC on 27 May 2010 and weather data collected at 13:08 on 9 Feb-





To mitigate/avoid noise effects, data for resolution volumes with weather and 
clutter signal-to-noise ratio (SNR) less than 20 dB have been deleted. To provide pure 
clutter fields, the data in resolution volumes contaminated by moving point objects 
(e.g., birds, aircraft, and moving vehicles on the ground) are deleted. Furthermore, 
ground clutter I/Q data were edited by deleting the resolution volumes showing mean 
Doppler velocities.  
 
Figure 2-2: Radar weather data collected at 13:08 on 9 February 2011; a) Reflectivity, b) 
Doppler Velocity, m/s; c) Spectrum width; d) Differential reflectivity (ZDR); e) Dual-po-
larization cross-correlation coefficient; f) Differential phase; g) Power Ratio (PR), dB; h) 







2.2  Discriminant functions for ground clutter detection algorithms: 
In this section, different discriminant functions are introduced for clutter detec-
tion algorithms. These discriminants are used to make decisions to identify clutter 
contaminated weather signals. The clutter detection algorithms are using discriminant 
functions to make optimal decision based on the Bayesian or a fuzzy logic approach 
for classification. These discriminant functions are listed as: 
• Dual-polarization cross-correlation coefficient (H and V-polarization) ( hv ) 
• Dual-scan cross-correlation coefficient (
12 ) 
• Differential reflectivity (ZDR) 
• Power ratio (PR) 
• Phase of Dual-Scan Cross-Correlation 
• Differential phase. 
2.2.1 Co-Polar Cross-Correlation Coefficient ( hv ) 
The co-polar correlation coefficient between H and V, commonly known as dual-
polarization correlation coefficient for H and V co-polar echoes, is a polarimetric pa-
rameter frequently used in the weather radar community. It is defined as [5, 30]: 
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where V represents the complex echo signal sample received from h (v) as the 
horizontally (vertically) polarized echo samples; index m signifies the echo sample 





estimates of polarimetric variables and spectral moments). Reliable ground truth is an 
important issue to evaluate the performance of clutter detectors [9, 10]. To obtain the 
class label of each resolution volume for obtaining the training data and discriminant 
PDFs, DPDS has been used as suggested by [18].  
The PDF of hv  is shown in Figure 2-3 and Figure 2-4. Narrow-band zero-veloc-
ity weather signals (W0) are considered as a separate weather class because their 
properties are mostly similar to clutter signals and thus are the most challenging to 
distinguish. W0 are echoes from resolution volumes where the mean wind radial ve-
locity is weak, with a mean Doppler velocity ( rv ) and the spectrum width ( v ) close 
to zero (i.e., rv  ≤ 2 m·s
−1 and 
v   ≤ 2 m·s
−1); These weather echoes commonly have 
a longer correlation time c  compared with the other weather signals (i.e., W). It can 
be seen from this figure that hv  values for both clutter and weather signals are mostly 
close to one. However, the hv  for ground clutter has much larger spread values com-
pared with weather signals. It should be noted that the clutter PDF of hv  depends on 
the characteristics of scatterers and radar parameters [31-39] and can be easily up-






Figure 2-3: The PDF of the co-polar cross-correlation coefficient ( hv ). 
It should be noted that some of the clutter detection algorithms are using the hv  
as discriminant functions. However, as can be seen from Figure 2-3 and Figure 2-4, 
there are some overlapped areas between clutter and weather PDFs that can increase 
the error rate. Moreover, as can be seen from these figures, the peak values for both 
clutter and weather PDFs for hv are in the same interval and near 1. Furthermore, the 
PDF of hv   for weather is much larger than that of the clutter in their peak regions 
(near 1 for hv  ); therefore, it is clear that clutter with near one hv  values would most 
likely be detected as weather instead of clutter. These peak regions have the lower 
CSR values (less than 0dB) [40, 41] with more weather power than clutter, and this 
is the reason that these algorithms cannot have a good performance for the low CSR 






Figure 2-4: The PDF of co-polar cross-correlation coefficient ( hv ) 
 
2.2.2 Dual-Scan Cross-Correlation Coefficient ( 12 ) 
The cross-correlation coefficient between two consecutive scans from the same 
location is given by [5, 42, 43]: 
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Ground clutter has a longer correlation time than weather signals; thus, 12  
should be larger for ground clutter than weather signals [4, 5, 20], as shown in Figure 
3. This cross-correlation can be calculated for both h and v polarizations.  
 






Figure 2-6: The PDF of dual-scan cross-correlation coefficient ( 12 ) 
It is expected that 12  should be larger for ground clutter than weather signals [4, 
5], because ground clutter has a longer correlation time than weather signals, as shown 
in Figure 2-5 and Figure 2-6. Figure 2-7 illustrates the joint PDF between dual-scan 
cross-correlation and dual-polarization cross-co-polar correlation for two different 
SNR threshold values. As expected, the weather signals have larger hv  with smaller 
12 . Additionally, the clutter has larger 12  values with a wide range of hv . Thus, it 
can be clearly concluded that the joint PDF has a better separation compared to other 
discriminant functions. Therefore, this discriminant function can reduce the error rate 
of the detection algorithm and improve the probability of detection compared to pre-
vious common algorithms. As can be seen from this figure, the SNR threshold value 





sensitive to SNR, because the overlapped areas between clutter and weather do not 
change with SNR. Other discriminants can be considered for future works by using 
cross-correlation between multiple antennas and exploiting spatial diversity [44-46]. 
 
Figure 2-7: The PDF of dual-scan cross-correlation vs. dual-polarization co-polar cross-
correlation, obtained from training data (a) SNR threshold value 20 dB and (b) SNR 
threshold value 5 dB. 
The joint PDF between 12 and hv  is shown in Figure 2-7. It is typically ex-
pected that the weather signals have larger hv  with smaller 12 . Moreover, the 
ground clutter has larger 12  values with a wide range of hv . Thus, ground clutter 
and weather signals are almost separated in terms of this discriminant function. There-
fore, this discriminant function can reduce the detection error rate and improve the 









2.2.3 Differential Reflectivity (ZDR) 
Differential reflectivity is the power ratio of horizontal and vertical polarization 
signals [47] and is defined as: 
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The PDFs of differential reflectivity based on the training data are shown in Fig-
ure 2-8. As is normally expected, the ZDR values for clutter have a wider range in 
comparison to weather signals [4, 5, 18]. Because we conducted two consecutive 
scans, there are two differential reflectivities (i.e., DR1Z  and DR 2Z ); and both of them 
most likely have the same PDFs; thus, we used the averaged value for ZDR. It can be 
seen from Figure 2-8 that both PDFs center near zero, but that clutter has a wide 
distribution, whereas the PDF for weather signals is narrow. Because the PDF of ZDR 
for weather is much larger than that of the clutter in the region near zero, it is clear 
that clutter with the near-zero ZDR values would most likely be detected as weather 
instead of clutter. Therefore, in order to decrease the detection error rate, ZDR in the 
interval within the pair of vertical lines is not considered for the clutter detection. 
However, from our experience, there is a negligible performance improvement for the 






Figure 2-8: The PDF of differential reflectivity (ZDR) for C, W, W0, (i.e.,  
given iω = C, W0, and W), obtained from the training data. 
Figure 2-9 shows the 3D joint PDF of ZDR, 12  and hv . As can be seen from this 
figure, the joint 3D PDF has better separation and can improve the probability of 
detection for clutter detection algorithms. 







2.2.4 Power Ratio (PR) 
The power ratio is the ratio between coherent power and incoherent power of the 
wave scatters from hydrometers or clutters and is defined as [18, 19]: 
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The estimated value of coherent power at the numerator of this equation is de-
fined as the power component at zero frequency and is divided by M2 according to 
the definition of Discrete Fourier Transform (DFT). The estimated value of incoher-
ent power at the denominator is the sum of all other power components in the fre-
quency domain divided by M according to Parseval’s Theorem i.e. 
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−  . Thus, PR is the ratio between coherent power and 
the power in all the other spectral lines; therefore, PR should be larger for ground 
clutter than weather signals. 
 Figure 2-10 shows the joint 2D PDF of PRh and PRv. Although, the wave scatters 
from randomly distributed hydrometers do not yield any coherent wave field in the 
forward direction, the deterministic scatterers such as ground clutter cause coherent 
wave field [19]. Therefore, this characteristic can be used as a discriminant function 






Figure 2-10: The PDF of power ratio, dB 
The joint PDF of power ratio and Lag-1 or Lag-6 correlations for weather and 
clutter signals are shown in Figure 2-11. As normally expected, Lag-1 or Lag-6 cor-
relations for the deterministic scatterers such as ground clutters, are almost the same. 
Because for the deterministic medium, the relative random motion is much less than 
half a wavelength. Therefore, the correlation between different Lags still remains near 
one. However, for the randomly distributed hydrometers, the correlations are reduc-





The joint PDF of power ratio and Lag-1 or Lag-6 correlations for weather and 
clutter signals are shown in Figure 2-11. As normally expected, Lag-1 or Lag-6 cor-
relations for the deterministic scatterers such as ground clutters, are almost the same. 
Because for the deterministic medium, the relative random motion is much less than 
half a wavelength. Therefore, the correlation between different Lags still remains near 
one. However, for the randomly distributed hydrometers, the correlations are reduc-
ing for higher Lag correlations. 
 
Figure 2-11: The PDF of power ratio versus Lag-1, Lag-2, Lag-3 and Lag-6 correlations 









2.2.5 The phase of Dual-Scan Cross-Correlation Coefficient  
Figure 2-12 shows the phase of the correlation coefficient between the two scans. 
It can be seen that ground clutter signals have near-zero values for the phase of the 
dual scan cross-correlation coefficient. It is clear that the signals from two consecutive 
scans are almost correlated for clutters and are noncorrelated for weather signals, ei-
ther for phase or amplitude, because the first and second scans have mostly the same 
features for fixed scatterers such as ground clutter. However, the second scan is not 
correlated to the first scan for randomly distributed hydrometers. Thus, this PDF can 
be used as another discriminant function to detect clutters from weather signals. 
 
 







2.2.6 Differential Phase  
The differential phase between H-polarization and V-polarization is defined as: 









 =   (2.5) 
Figure 2-13 shows the PDFs of the differential phase based on the training data. 
It is expected that the differential phase for clutter has a wider range in comparison to 
weather signals. The wave scattering from randomly distributed hydrometers yields a 
random dependent phase for H-pol and V-pol, based on the hydrometer shape. How-
ever, wave scattering from deterministic scatterers such as ground clutters yields an 
independent phase for H-pol and V-pol, with a non-constant differential phase, as 
shown in Figure 2-13. This constant differential phase for weather signals may change 
based on the weather conditions and radar parameters, and can be easily updated. 
 








Chapter 3   







3.1 Dual-Polarization and Dual-Scan (DPDS) Detection Algorithm 
A dual-polarization and dual-scan (DPDS) classification algorithm is presented 
in this chapter for clutter detection. Two consecutive scans of dual-polarization radar 
signs are jointly processed to estimate auto- and cross-correlation functions. Radar 
discriminants are then defined and estimated in order to separate clutter from weather 
based on their physical and statistical properties. An optimal Bayesian classifier is 
used to make a decision on clutter presence from the estimated discriminant functions. 
The DPDS algorithm is applied to the data collected with the KOUN polarimetric 
radar, and compared with the existing detection methods. It is shown that the DPDS 
algorithm yields a higher probability of detection and false alarm rate in clutter de-
tection. 
In this chapter, three discriminant functions for DPDS clutter detection are con-
sidered. The discriminant functions for the DPDS algorithm are the differential 
reflectivity (ZDR), dual scan cross-correlation coefficient ( 12 ), dual-pol cross-corre-
lation coefficient (between H and V-polarization) ( hv ) signals. The Bayesian classi-
fier is used to combine discriminant functions to detect clutter from weather signals, 
which includes estimation and aggregation of discriminants for decision making. 
Our training data were collected by the national KOUN (WSR-88D) radar on two 
different days—this data was used to find the probability density functions (PDFs) 
for the discriminant functions. The training weather data were collected at 13:08 UTC 
on 9 February 2011. The training clutter dataset was collected by the KOUN radar in 
clear weather conditions, at 00:46 UTC on 4 February 2011. It should be noted that 





pure clutter data at 00:46 UTC on 4 February 2011, and pure weather data at 13:08 
UTC on 9 February 2011. 
Two sequential azimuthal scans with different pulse repetition times (PRTs) are 
used in the volume coverage patterns (VCPs) of the WSR-88D to mitigate range–
velocity ambiguities [48]. The first azimuthal scan collects voltage samples data using 
long PRT (Ts1 = 3.10 ms); and the second scan at the same elevation angles uses a 
short PRT (Ts2 = 0.973 ms), as shown in Figure 3-1. To implement the scan-to-scan 
method, we down-sampled the short PRT data to be matched with its corresponding 
long PRT data. Because the WSR-88D records the azimuth of each voltage sample, 
we were able to select those short PRT samples that are nearest in azimuth to the 
corresponding, long PRT samples. 
Figure 3-1: Dual-polarization and dual-scan (DPDS) weather radar. 
Weather I/Q data were edited by excluding the resolution volumes showing SNR 
< 20 dB. The 20 dB SNR threshold is applied to produce data to mitigate and avoid 

















1.49°) separated by about 36 s. The clutter data were collected at 00:46 UTC on 4 
February 2011 with two scans at the same elevation angle (0.5°) separated by about 
76s under clear air conditions. Ground clutter I/Q data were edited by deleting the 
resolution volumes showing mean Doppler velocities 
rv     1 m·s−1 and CNR 
(Clutter to Noise Ratio) < 3 dB. This deletion provided a cluttered field not contami-
nated from moving objects on the ground or airborne (e.g., birds and aircraft). 
Reliable ground truth is an important issue to evaluate the performance of clutter 
detectors [9, 10]. To obtain the class label of each resolution volume for obtaining the 
training data and discriminant PDFs, CMD has been used as suggested by [49]. Alt-
hough the performance of the CMD algorithm is entirely acceptable for our controlled 
training data, all PDFs were updated and modified by the DPDS algorithm. 
3.2 Optimal Bayesian Classifier 
Simple Bayesian Classifiers assume that the effect of an attribute value on a given 
class is independent of the values of the other attributes, and it is called class-condi-
tional independence. The Bayesian Classifiers works as follows [50]: 
1. Suppose D is a training set of tuples and their associated class labels. Each tuple 
consists of an n-dimensional attribute vector X = 1 2( , ,..., )nx x x , and an n-dimen-
sional observation vector made on n attributes XO = 
O O O
1 2( , ,..., )nx x x  where the su-
perscript ‘O’ signifies observation. The attribute is equivalent to discriminant in 
this dissertation. For example, the differential reflectivity can be an attribute for 





2. Suppose that there are m classes, C1, C2, … Cm. For example, ground clutter is a 
class that differs itself from weather signal, which is another class. Given an ob-
servation of the attributes, the classifier will predict that X = XO belongs to the 
class having the highest posterior probability, conditioned on X = XO. That is, the 
SBC predicts that X = XO belongs to the class Ci if and only if p(Ci| X = X
O) > 
p(Cj| X = X

















3.   As p(X = XO) is constant for all classes [50], from (3.1) we have:  
O O( | ) ( | ) ( )i i ip C p C p CX = X X = X  (3.2) 
4. Given datasets with many attributes, it would be computationally expensive to 
calculate 
O( | )ip CX = X . The simple assumption of class-conditional independ-
ence is made to reduce computations involved, which presumes that the attributes’ 
values are conditionally independent of one another, given the class label. Thus, 
O O O O
1 1 2 2( | ) ( | ) ( | ) ( | )i i i n n ip C p x x C p x x C p x x C= =  =   =X = X  (3.3) 
The probabilities
O
1 1( | )ip x x C= , 
O
2 2( | )ip x x C= ,…, 
O( | )n n ip x x C=  can be ob-
tained from the training tuples.  
5. To predict the class label of X = XO, O( | )ip CX = X  is evaluated for each class. 
The classifier predicts that the class label of X = XO is the class Ci  if and only if 
O O( | ) ( ) ( | ) ( )i i j jp C p C p C p CX = X X = X , 1 ≤ j ≤ m and j ≠ i (3.4) 
Thus, the predicted class is the class Ci for which 






3.3 Performance Evaluations of DPDS 
In this section, the performance of the DPDS algorithm is evaluated using the 
testing control data sets collected by the KOUN (WSR-88D) radar at 13:07, 13:08 
and 14:02 UTC on 9 February 2011, and 00:46 UTC on 4 February 2011 with two 
scans at the same elevation angle. The same procedure has been used to obtain the 
ground truth, from the combination of pure clutter and pure weather data for the con-
trolled testing data sets. Therefore, the ground truth will be used as a reference for 
clutter detection algorithms. The ground truth can also be used to find the CSR. By 
changing the CSR, we can compare the performances of detection algorithms as a 
function of CSR. 
We will compare the DPDS algorithm to previous clutter detection algorithms, 
such as DP, DS, CMD, presented in [10, 20, 30, 52]. Figure 3-3 shows the statistical 
characteristics of the DPDS algorithm. To evaluate the performance of DPDS, the 
numbers of true positives (TP), false negatives (FN), false positives (FP), and true 
negatives (TN), as well as the probability of detection DP , and the probability of false 




















Figure 3-2: Pure weather signals from KOUN (13:08 UTC on 9 February 2011) mixed 
with pure ground clutter (00:46 UTC on 4 February 2011). (a) Dual-scan cross-correlation 
coefficient; (b) dual-polarization co-polar cross-correlation coefficient; (c) differential 
reflectivity; (d) ground truth clutter map. 
 “True” or “False” stand for truly or falsely detected by the algorithm, and “Positive” 
or “Negative” stand for the clutter decision made by the algorithm. The probability of 












Figure 7 illustrates the probability of detection ( DP ) versus clutter to signal ratio for 
DPDS, DP, DS, and CMD algorithms. It is clear DP  rate should increase with increas-
ing clutter power or CSR. All radars do not have the ability to collect dual scan data. 
However, the same procedure can be implemented to detect clutter using other discri-
minants such as power ratio (PR—defined as the ratio between coherent and incoher-
ent power). Figure 3-4, illustrates the clutter map of the ground truth along with CSR, 
and clutter maps of DPDS, DP, DS, and CMD algorithms. As can be seen from this 
figure, the DPDS is most similar to ground truth in comparison to other algorithms. 
Additionally, it was shown in Figure 3-3 that the difference between DP   of DPDS 
and other detection algorithms increased with decreasing CSR. Therefore, the DPDS 
improvement gain is clearly observable in the resolution of the clutter map, in Figure 
3-2, especially for the low values of CSR. It also can be seen from Figure 3-2 that for 
high CSR values, the DPDS algorithm has better performance in comparison to DP, 
DS, and CMD algorithms, respectively. 
In Table 3.1, we list the probability of false alarm (PFA) for the three controlled 
testing data sets, collected by KOUN at 13:07, 13:08 and 14:02 UTC on 9 February 
2011. From Table 3.1, we can see that all four algorithms produce low PFA; the reason 
is that there are many more pure weather signal pixels. This table shows that the 
DPDS algorithm produces the lowest PFA with the highest Pd compared to DP, DS, 






Figure 3-3: The probability of Detection ( DP ) vs. CSR. 
 







Table 3.1: FAP  for three testing data by using the DPDS, DP, DS, and CMD algo-
rithms. 
Data-Time, UTC CMD DS DP DPDS 
13:08 0.7770% 0.3387% 0.4782% 0.00% 
13:07 0.5525% 0.2130% 0.3195% 0.00% 
14:02 0.6346% 0.2363% 0.3443% 0.00% 
 
There are various dual-polarization clutter detection algorithms, and they can 
take advantage of the polarization diversity of the scattering properties to discriminate 
clutter from weather signals [15-17]. The ZDR and hv as discriminant functions have 
an overlapped range between clutter and weather PDFs, as shown in Figure 2-8 and 
Figure 2-4. Also, the peak values of the weather and clutter PDFs are in the same 
regions (i.e., near-zero for ZDR and near one for hv ). Furthermore, it is shown that 
weather PDFs have larger peak values than clutter. Consequently, it is clear that the 
clutter with the near-zero ZDR values and/or near one hv values most likely would be 
detected as weather instead of clutter and it can undoubtedly increase the detection 
error rates and reduce the probability of detection for DP algorithm. In [20], the scan-
to-scan or dual-scan (DS) algorithm is introduced for clutter detection and considered 
the cross-correlation coefficient between consecutive scans as a discriminant func-
tion. This study shows that the correlation time of radar signals from hydrometers is 









Chapter 4  
 








Our aim in this chapter is to develop a ground clutter detection algorithm to 
provide more representative weather radar observations. The discriminant function 
based on the phase fluctuation index (PFI) is introduced to achieve better perfor-
mance for clutter detection algorithms. Statistical properties of the phase fluctuation 
index for pure weather and ground clutter are presented. A Bayesian classifier is 
used to make an optimal decision to detect clutter mixed with weather echoes. The 
performance improvements are demonstrated by applying the PFI detection algo-
rithm to radar data collected by the WSR-88D polarimetric weather radar. Our pro-
posed clutter detection algorithm is compared to several other detection algorithms 
and reveals the PFI algorithm yields a higher probability of detection. 
4.1 Introduction 
It is worth mentioning that using several discriminant functions to make the 
decision for the classification problem can increase the computational complexity 
and processing time. Therefore, the PFI algorithm is used to improve the detection 
performance and reduce the error rate and the computational complexity. The PFI 
algorithm is based on the phase fluctuations index, and it is found that this discrimi-
nant function has good separation between clutter and weather signals even for the 
low values of the CSR. Numerical simulations and theory show the phase of weather 
signal is typically a rapidly varying function for echoes from each resolution volume 
[4, 5], whereas the phase of the ground clutter is typically slowly varying. Thus, the 
fluctuations of the signal phase for each resolution can be considered as a robust 





functions (PDF) of the PFI for weather and clutter signals are entirely separated us-
ing PFI and thus can effectively detect clutter mixed with weather echoes with the 
highest probability of detection compared to other detection algorithms.  
4.2 Phase Fluctuation Index ( PFI ) 
The synthesized PPI dataset (see chapter 2) is used to compare clutter detection 
performance for the PFI and other detection algorithms with ground truth. These spe-
cially collected and edited clutter and weather data were also used to find the PFI 
PDFs as the clutter detection discriminant functions, from pure weather and clutter 
data. The nearly pure clutter data set was collected in clear air conditions by the 
KOUN (WSR-88D) radar, at 00:46 UTC on 4 February 2011, and nearly pure weather 
data were collected on at 13:08 UTC on 9 February 2011.  
The I/Q data for each resolution volume is represented as the received complex 
voltage sample, and the phase ( φ , radian) can be calculated as: 
, jV where V X jY Ae  −= = − = . Figure 4-1 shows the statistical properties of the 
real part, imaginary part, amplitude and phase of the received complex voltage. In [4, 
5], it is demonstrated that the real (X) and imaginary (Y) parts follow the Gaussian 
distribution and the amplitude (A) follows the Rayleigh distribution. However, the 
statistical distribution for the phase is uniform on [-π , π]. Also, it is proved in [4, 5] 
that based on the central limit theorem, the I and Q (Real and Imaginary parts of the 
received complex voltage) have a Gaussian distribution with zero mean for echoes 






Figure 4-1: Histogram of statistics for the wave scattering from KOUN data a) Real part 
(X), b) Imaginary part (Y), c) Amplitude (A) and d) Phase of the complex voltage (V) for 
the I/Q data 
Also, it is shown that although the I and Q are independent random variables, the 
random process controlling the changes of I and Q are not independent and the ran-
dom processes controlling the changes in I and Q are correlated if sample spacing Ts 
is sufficiently short so that each sample is correlated with previous one. Therefore, 
the phase (based on the correlated changes on the I and Q) is a random process and 
there is a correlation on the changes of the phase of echoes from hydrometers and 





the ranges of signal’s Doppler velocity used in the testing control data are between [-
8,8], and the spectrum width range are between [0,5], as shown in Figure 4-2. 
 
Figure 4-2: Histogram of the Doppler velocity and the spectrum width for the testing data 
collected by KOUN radar 
Wave scattering from the randomly distributed hydrometers yields a rapidly fluc-
tuating phase due to turbulence and mean radial velocity. The phase fluctuations have 
both a random component due to turbulence and a quasi-deterministic component due 
to the mean radial velocity as shown in Figure 4-3. Most if not all of the rapid fluctu-
ations seen in Figure 4-3 are caused by phase folding of the quasi-deterministically 
varying phase (i.e., the continuous decrease on the downward slopes) associated with 
the mean Doppler velocity, and the phase fluctuations superimposed on the quasi-
deterministically varying phase is due to the width of the weather signal spectrum. 
However, the wave scattering from fixed scatterers on the ground produces a rela-
tively slow fluctuation in phase due to the scanning beam, as shown in Figure 4-3a. 
The radar antenna is rotating azimuthally with a constant elevation angle; thus, azi-
muth is equivalent to sample time, as shown in Figure 4-3. The blue lines in Figure 
4-3 represent the phase of I/Q data for pure clutter and weather data.  
As can be seen from Figure 4-3, the phase fluctuations for weather signals are 





phase for the non-zero mean Doppler and zero mean Doppler of hydrometeors. As 
can be seen from Figure 4-3c, the phase fluctuations for W0 are still stronger than that 
for clutter echoes.  
 
Figure 4-3: Phase of the I/Q data and the 3-order polynomial fitting functions for a) pure 
clutter (C), b) pure non-zero mean Doppler velocity weather (W), and c) pure narrow-
band zero mean Doppler velocity weather (W0) 
4.3 Polynomial Fitting Function 
Therefore, an index for phase fluctuation needs to be defined to discriminate clut-
ter from weather signals (W, W0). In this chapter, the PFI is calculated by defining 
the 3-order polynomial fitting function and calculating the distance of the phase to its 
corresponding fitting function, for echoes from each resolution volume. In Figure 4-3, 
black lines represent the 3-order polynomial fitting function for clutter and weather 
echoes. The 3-order polynomial function is defined as: 
3 2





where n signifies the echo sample number. The best-fitting coefficients (i.e., p0, 
p1, p2, p3) can be obtained based on the least-squares (LS) approach. It is found that 
the 3-order polynomial fitting function can achieve the highest performance with the 
lowest complexity compared to other orders of polynomial functions, as shown in 
Figure 4-4.  
 
Figure 4-4: Phase of the pure weather I/Q data and the 3-order polynomial fitting function 
compared to 2-order, 1-order, and 5-order polynomial fitting functions  
The 3-order polynomial function can easily capture the transitions of the clutter 
phase compared to 2-order or 1-order polynomial function (or mean value) and can 
keep the PFI values under one for clutter. Furthermore, there is not that much im-
provement for the discriminant functions by using higher orders (4-order or 5-order 





complexity of the algorithm. Therefore, we considered 3-order polynomial as the best 
polynomial fitting function for the PFI. Figure 4-4 shows the PFI values based on the 
1-, 2-, 3-, 5-order polynomial functions. As can be seen from this figure, the PFI value 
for weather is almost 3.1 for all different orders of the polynomial fitting function. As 
can be seen from Figure 4-5, the PFI value for clutter based on 3-order polynomial 
fitting function is around 0.28, whereas the PFI is around 0.51 for 1-order (around 
twice).  
 
Figure 4-5: Phase of the pure clutter I/Q data and the 3-order polynomial fitting function 






It can be seen that the distance to the fitting function for the weather signals is 
much larger than that for clutter. Therefore, we define the phase fluctuation index for 
each polarization as:  
( ) ( )
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The joint 2D PDF of the PFIh and PFIv is shown in Figure 4-6a. The PDF is 
obtained from the specially collected and edited data sets for nearly pure weather and 
clutter, and the CSR range is between -45dB and 20dB for this figure. As can be seen 
from this figure, ground clutter and weather PDFs are separated by using the phase 
fluctuation index as a discriminant. Therefore, this discriminant function can reduce 
the detection error rate and improve the probability of detection compared to existing 
algorithms. Also, there is no overlapped area between clutter and weather signals for 
the CSR values over 0dB. Hence, this characteristic can make the PFI method the best 
to detect ground clutter compared to other detection methods. The next section shows 
the performance improvements for clutter detection based solely on the PFI discrim-
inate. 
Furthermore, it can be seen from this figure that weather (W) PDF data is tightly 
clustered about the 1:1 line suggesting H and V for W echoes have a relatively high 
correlation coefficient hv  (i.e., hv for W is more than 0.85 with the peak located at 





co-polar correlation is less than it is for rain, and the PFIs for H and V fall farther 
from the 1:1 line (if H and V echoes were perfectly correlated all W points would fall 
on the 1:1 line). Ground clutter has a much weaker co-polar correlation (i.e., 
hv has 
large spread values between 0.5-0.99 for clutter [18, 19]), and the PFIs for H and V 
are not as tightly clustered about the 1:1 line. Thus, the separation space between the 
2D PDFs of clutter and weather is larger than that for 1D space. Therefore, the 2D-
PFI detection algorithm can effectively improve the performance of clutter detection 
to achieve the highest probability of detection compared to 1D-PFI and other existing 
detection algorithms.   
 
Figure 4-6: Joint probability density function of the PFI for H-pol and V-pol for clutter 
and weather classes 
To examine the effect of the clutter power on the PFI, a pure clutter and pure 
weather data sets are combined with different CSR values, and the corresponding PFI 
values are obtained. Figure 3 shows the CSR to the phase fluctuation index. As ex-






Figure 4-7: Effect of CSR on the PFIh of W0 weather signal  
4.4 Bayesian PFI Clutter Detection Algorithm  
The PDF of the joint (PFIh, PFIv) is used as a reference for the optimal Bayesian 
classifier. It is proved in chapter 2 of [53] that the Bayesian classifier can provide the 
optimal decision boundary and gives the lowest probability of error. Also, in chapter 
2 of [54], it is shown and proved that the Bayesian classifier is optimal with respect 
to minimizing the classification error probability. 
The likelihood function can be obtained from the training dataset for all classes by 
using the PDF shown in Figure 4-6. Thus, the class conditional densities for each class 
(
O





( )O O Oi i( |ω ) , | ωh vp p PFI PFI= =X X  (4.3) 
The class that corresponds to the maximum probability value will be selected as 
the classification decision. Thus, we can infer that Bayesian classifier assigns X = X° 
to “C” only if: 
p(X = X°|C) > p(X = X°|W) and p(X = X°|C) > p(X = X°|W0) (3.4) 
Therefore, the detection algorithm is summarized in the following steps: 
1) Calculate the signal to noise ratio (SNR) for the current resolution volume. If 
the SNR is less than 20dB, the current gate is considered not to have a signifi-
cant signal compared to the noise power, and we compute SNR for the next 
range resolution volume. Otherwise, go to step 2. 
2) Calculate the observed PFI (discriminant function) for the current gate, using 
the joint PDF: 
( )O O O( | ) , |h vp C p PFI PFI C= =X X ,
( )O O O0 0( | ) , |h vp W p PFI PFI W= =X X , 
( )O O O( | ) , |h vp W p PFI PFI W= =X X . 
3) The data for the current gate is clutter-contaminated if  
O O( | ) ( | )p C p W=  =X X X X  
O O
0( | ) ( | )p C p W=  =X X X X . 





To compare the performance with other existing detection algorithms, the CSR 
can be computed from the combination of the pure clutter and pure weather datasets 
[18]. Figure 4-8 illustrates clutter map, and the ground truth is obtained from the 
training dataset to be used as a reference for clutter detection algorithms. We will 
compare the performance of the PFI algorithm with other clutter detection algorithms, 
such as DPDS, DP, DS, CMD; presented in [10, 18-20], for different values of CSR.  
To evaluate the detection performance, the probability of detection ( DP ) is cal-
culated for the PFI algorithm. Figure 4-9 illustrates the probability of detection versus 
clutter to signal ratio for DP-DS, DP, DS, and CMD algorithms. It can be seen from 
this figure that DP  for the PFI algorithm is better than 0.9, for CSR as low as -20 dB 
whereas the
DP  for the other algorithms fall below 0.5. The results of the proposed 
PFI algorithm are also compared to the PFI algorithm with a 1D discriminant function 
for the single polarization Doppler radar, and it is clear that the joint 2D discriminant 







Figure 4-8: Ground Truth; Clutter map 
Figure 4-10 illustrates the clutter map of the ground truth and the results of clutter 
maps for the PFI algorithm compared to the DP-DS [18], DP [19], DS [20], and CMD 
[9, 10] algorithms. The results of the PFI algorithm are most similar to the ground 
truth in comparison to other algorithms. In this figure, green points are the “True Pos-
itive” samples and represent the number of clutter samples (as shown in the ground 
truth), which are correctly detected by the corresponding algorithm. Red points 
(“False Negative”) are the samples that are falsely detected as weather instead of clut-
ter, and blue points (“False Positive”) are the sample,s that are falsely detected as 





not that much because the testing data is the combination of pure weather and pure 
clutter and the samples are mostly contaminated by clutter. Furthermore, the perfor-
mance improvement of the PFI algorithm is clearly observable in the resolution of the 
clutter map in Figure 4-10. 
 
 
Figure 4-9: Probability of Detection ( DP ) vs. CSR for PFI compared to other clutter de-








Figure 4-10: Ground truth clutter and clutter detection performance maps using PFI, 
DPDS, DP, DS, and CMD algorithms 
4.5 Conclusions  
We have proposed a discriminant function to improve clutter detection algo-
rithms for weather radars. It is demonstrated that the probability density functions of 
the PFI as a discriminant function for weather and clutter has a very good separation 
between clutter and weather signals. The PFI property has been analyzed for the pro-
posed detection algorithm, and it is shown that the PFI detects clutter mixed with 
weather echoes with a PD better than 90% even for CSR as low as -20 dB. Further-
more, the proposed clutter detection based on PFI can achieve a good performance 
gain even if dual-polarization data is not available. A simple Bayesian classifier is 
defined to make an optimal decision for clutter detection. It has been shown via the 





achieve the best performance as compared to existing detection algorithms such as 
DP-DS, DP, DS, and CMD. The statistical characteristics obtained from the proposed 
phase fluctuation index can be extended to design an adaptive target detection algo-
rithm. 
 The preliminary results for the PFI algorithm are promising. However, the algo-
rithm should be evaluated using other types of weather conditions. The PDFs of dis-
criminant functions may change and thus, may need to be updated based on the 
weather and clutter conditions, noise effects, and radar parameters, and also, the com-
plete knowledge about the probabilistic structure of the class conditional densities 
may not be available for the real-time implementations. Therefore, we introduce a 



















In this chapter, a new 3D discriminant function is introduced to improve the per-
formance of the clutter detection algorithms. Phase structure-function (PSF), for H- 
and V-polarizations is presented as an exceptional discriminant function based on 
the received radar phase. PSF is using another method to estimate the phase 
fluctuations without using the polynomial fitting function, which can make it more 
efficient, in terms of the computational complexity. The PSF is jointly combined 
with 12 to form a unique 3D discriminant function with outstanding performance 
improvements for the probability density function. It is shown that the 3D discrimi-
nant function has a good separation in 3D visualization, and the highest probability 
of detection is achieved compared to other detection algorithms. The class 
conditional densities need to be parametrized because the clutter and weather PDFs 
may change and may need to be updated based on the weather, clutter, radar 
parameters, and antenna rotation. Also, the complete knowledge about the 
probabilistic structure of the class conditional densities may not be available for the 
real-time implementations. It is more efficient to update the PDF using a limited 
number of variables (i.e. mean, variance), instead of recalculating the PDF from the 
data. Therefore, a multivariate Gaussian mixture model is introduced to parameter-
ize the PDFs of discriminant functions. The parameters are obtained and updated 
based on the maximum likelihood method using the Expectation-Maximization 
(ML-EM) algorithm. The performance of the proposed algorithm is compared to 
several existing detection algorithms. The comparison results revealed that our pro-
posed algorithm could effectively improve the performance of clutter detection al-





5.1 Phase Structure-Function 
In this section, the phase structure function is presented as a novel discriminant 
function to improve detection algorithms. The wave scattering from the randomly 
distributed hydrometers produces the fast phase fluctuations due to the random size 
and location of scatterers and turbulence with radial velocity (see Figure 5-1a, b). 
However, the wave scattering from fixed scatterers on the ground (or ground clutter) 
produces a slow fluctuation in the phase of received signals (see Figure 5-1c). There-
fore, the phase structure function is introduced to distinguish clutter from weather 
signals. The PSF is using a direct method to estimate the phase fluctuations without 
calculating the polynomial fitting function, which make it operationally efficient, in 
terms of the computational complexity. The PSF for H- and V- polarizations is de-
fined as: 
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The phase structure-function is obtained from the average of angular separations 
between consecutive phases, for each resolution volume. 
Figure 5-2-Figure 5-4 shows the joint 2D PDF of the PSF algorithm for clutter 
and weather classes. Parzen windows have been applied to estimate the joint class-
conditional densities for each class from the training datasets (i.e., p(PSFh, PSFv |C), 
p(PSFh, PSFv |W), p(PSFh, PSFv |W0)) [53]. It can be seen that the clutter PDF has 
near-zero values, and weather PDFs have large values with the PSF peaks around 7 
rad2. Moreover, there is a good separation between clutter and weather PDFs, and 
thus, this discriminant function can improve the probability of detection for clutter 
detection algorithms. In the next section, we show that the PSF as a discriminant 







Figure 5-2: Joint 2D PDF of [ PSFh, PSFv ], rad2 
 Figure 5-3 and Figure 5-4 show the joint 2D class conditional densities based on 
[ 12 , min(PSFh, PSFv)] and [ 12 , PSFh]. There is a tendency for PSFh and PSFv, to 
take on values very close to zero. Therefore, it is more efficient to use min(PSFh, 
PSFv) with 12 , for the joint 2D discriminant function, instead of using PSFh with 
12 . As can be seen from Figure 5-3, the joint 2D PDF based on min(PSFh, PSFv) 
can concentrate the C class data nearer the origin while preserving the separation with 





PSF clutter detection algorithm is presented and compared to other detection 
algorithms. 
 






Figure 5-4: Joint 2D class-conditional densities for ( )12 , |h ip PSF   
5.2 Gaussian Mixture Model (GMM) parametrization 
The PDFs of discriminant functions may change based on types of weather and 
clutter, and the radar parameters, and thus, the class conditional densities may need 
to be updated [54, 55]. A multivariate Gaussian mixture model (GMM) is designed 
for clutter detection discriminant functions to parametrize the PDFs. The PDF param-
eters are estimated based on the maximum likelihood, using the Expectation-Maxi-
mization (ML-EM) algorithm [53, 54].  





Figure 5-5 shows the GMM model for the 2D joint class-conditional densities 
(i.e. [PSFH, PSFV] for all classes. The PDF of the clutter has the peak values near zero 
for PSF and near one for 𝜌12. Therefore, the GMM model for clutter PDFs has been 
modified by using a mirror function before applying the Gaussian fitting function to 
the clutter PDF. In Figure 5-5, the GMM model is estimated for the 2D lognormal 
distribution function (shown in Figure 5-2), and the GMM statistical parameters are 
estimated based on the ML-EM method and presented in Table 5.1. The joint 2-di-
mensional (2D) PDF of a vector [X Y] for the Bi-variate Gaussian distribution is 
calculated as [53, 54] [40]: 
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     (5.2) 
where , and   represent the mean and covariance matrixes and XY  is the 












Table 5.1: Fitted conditional probability function parameters for 2D GMM 
Variables Classes PSFh PSFv 
 
  
C 0.1151 0.1151 
W 6.4778 6.4286 


















The mean and standard deviation of the joint 2D GMM model are presented in 
Table 5.1. The standard deviation generally indicates how largely data points tend to 
be spread around the mean value. As can be seen from Table 5.1, the mean value for 
the “C” class is 0.1151 for both PSFh and PSFV, and the mean value for W is around 
6.4 rad2 and for W0 is around 2.6 rad
2. The results in this table clearly indicated that 
the clutter has a good separation from weather classes in terms of the joint PDF of 
PSF as a discriminant function. There are several advantages to this GMM model: 
[40]: 
1) it can be efficiently updated  for different conditions;  





3) If the priori distributions are not equal for all classes, the Maximum-a-
Posteriori (MAP) parameter estimator can be used instead of ML;  
 
Figure 5-5: 2D joint class-conditional densities for each class of GMM (i.e. p (PSFh, PSFv 
|C), p(PSFh, PSFv |W), p (PSFh, PSFv |W0)) 
5.2.2 Joint 3D GMM Model 
The ML-EM method is used to estimate the GMM model parameters for the joint 
3D PDF of [PSFh, PSFv, ]. 
The PDF of the joint 3D Gaussian distribution can be calculated as [53, 54] [40]: 
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where Z = [Z1, Z2, Z3] 
T = [PSFh , PSFv , 12 ]
T. The GMM model of the joint 3D 
PDF is shown in Figure 5-6. The weather signals have larger PSF for H and V polar-
izations with smaller 12 . As we discussed in chapter 2, 12  has a better separation 
between clutter and weather pdfs compared to other discriminant functions, thus. we 
used it here as the third discriminant function for the joint 3D PDF. Moreover, the 
clutter has smaller values of PSF with a wider range and larger values of 12 . Con-
sequently, it is shown that the joint 3D PDF of clutter and weather signals are sepa-

















Table 5.2: Fitted conditional probability function parameters for 3D GMM 
Variables Classes 
12  PSFh PSFv 
 
  
C 0.9815 0.1500 0.1500 
W 0.1867 6.4744 6.4420 








0.1872 0.0001 0.0010 
0.0001 1.1592 0.0003 




0.0080 -0.0008 0.0009 
-0.0008 0.4414 0.2917 




0.0139 0.0017 -0.0010 
0.0017 0.2062 0.1592 
-0.0010 0.1592 0.1730 
 
Other visualizations of the class conditional densities are shown in Figure 5-8 - 
Figure 5-10. Therefore, the PSF detection algorithm based on the 3D-PDF can 
efficiently reduce the error rate and improve the probability of detection compared to 
other  detection algorithms.[40, 41] Also, it can be seen from Figure 5-5 and Figure 
5-8, that the joint 2D-PDFs have an overlapped areas between clutter and weather 
PDFs and thus, it is normally expected that the error rate for the PSF algorithm based 






 Figure 5-6: 3D PDF of [PSFh, PSFv, 12 ] for the GMM (i.e. p(PSFh, PSFv, 12 |C), 
p(PSFh, PSFv, 12 |W), p(PSFh, PSFv, 12 |W0))  
As can be seen from Figure 5-5 and Figure 5-8, the joint 2D PDFs have the over-
lapped areas between the clutter and weather PDFs, and thus, it is normally expected 
that the error rate for the 2D-PSF clutter detection algorithm is more than that for 3D-
PDF. The probability of detection for our proposed PSF-3D clutter detection algo-

























Figure 5-10: Other visualizations of joint 3D PDF for GMM 
5.3  Optimal Decision for the GMM model 
In the previous section, the joint 3D PDF has been calculated from training data 
and can be used as a reference for the optimal Bayesian classifier. For each resolution 
volume, the observational discriminant vector X° = (PSFh°, PSFv°, 12 °) needs to be 





if its joint 3D PDF for iω is more than that for other classes, i.e., p ( iω |X°) > p (ω j
|X°) and p( iω |X°) > p (ωk |X°) for i, j, k[C, W, W0],  i ≠ j, k.  
The likelihood function is obtained from training data for each class from the joint 
3D PDF (shown in Figure 5-6). Thus, we have: 
( )O O O Oi v 12 i( |ω ) , , | ωhp p PSF PSF = =X X  (5.4) 
Therefore, the likelihood function (
O
i( |ω )p X = X ) is calculated for each class, 
and the class corresponding to the maximum probability value will be selected as the 
classification decision. Thus, we can infer that the Bayesian classifier assigns X = X° 
to “C” only if 
( ) ( )O O O O O Ov 12 v 12, , | C , , | Wh hp PSF PSF p PSF PSF   
, and  
( ) ( )O O O O O Ov 12 v 12 0, , | C , , | Wh hp PSF PSF p PSF PSF   
(5.5) 
The clutter detection algorithm is summarized as: 
1. Estimate the GMM parameters and update the GMM model based on the esti-
mated parameters, and calibrate the PDFs shown in Figure 5-6.  
2. Calculate SNR for the current resolution volume.  
If the SNR is more than 20dB, go to step 3. Otherwise, the current gate is consid-
ered not to have a significant signal compared to the noise power, and we calculate 





3. Calculate the 3D observed discriminant function for the current gate, using the 
joint 3D PDF obtained in step 2: 
( )O O O Ov 12( | ) , , |hp C p PSF PSF C= =X X ,
( )O O O O0 v 12 0( | ) , , |hp W p PSF PSF W= =X X , 
( )O O O Ov 12( | ) , , |hp W p PSF PSF W= =X X . 
4. The data for the current gate is clutter-contaminated if  
O O( | ) ( | )p C p W=  =X X X X  
O O( | ) ( | 0)p C p W=  =X X X X . 
Thus, a ground clutter filter [40, 56] needs to be applied to mitigate clutter effects 
and restore weather estimates. Otherwise, the data is not contaminated and return to 
step 1 for the next gate.  
The performance of the clutter detection algorithm is evaluated using the testing 
datasets collected by the KOUN (WSR-88D) radar at 14:02 UTC on 9 February 2011, 
and 00:47 UTC on 4 February 2011. Ground truth has been obtained from the 
combination of pure clutter and pure weather data and will be used as a reference to 
obtain the CSR. The proposed 3d-PSF clutter detection algorithm is compared to other 






Figure 5-11: Probability of Detection (PD) using PSF-3D vs. Clutter to Signal Ratio, com-
pared to other detection methods. 
Figure 5-11 shows the probability of detection for different clutter detection 
algorithms. As can be seen from this figure, there is a significant improvement in 
PD, using the proposed 3D-PSF clutter detection algorithm compared to other 
detection algorithms. The performance improvements for the proposed algorithm 
are due to the good separation of class conditional densities in the 3D space (see 





Figure 5-12 shows the proposed PSF clutter detection algorithm compared to the 
PSF based on the 2D PDFs, and 3-1D PDF (dash-lines). The 2D-PDFs have over-
lapped areas between clutter and weather PDFs and therefore, the probability of 
detection for the PSF algorithms based on the joint 2D-PDFs are less than that of 
the 3D-PDF. The PSF algorithm based on the joint 2D PDF of [min (PSFh, PSFv), 
12 ] has the best performance in compared to other PSF-2D algorithms, and the 
PSF algorithm based on the joint 2D-PDF of [(PSFh, PSFv)] can be used for the 
case that dual-scan data or 12 is not available for the radar system. Also, the 
results are compared to the case of 3-1D (non-joint) discriminant functions, in 
which the PDFs are separately calculated and considered to make a decision 






Figure 5-12: Probability of Detection using PSF-3D vs. CSR, compared to GMM methods. 
 
Table 5.3: FAP  for the testing data set by using the proposed PSF algorithm compared 
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Figure 5-13 shows the PD for the 3D-PSF detection algorithms with 3D discrimi-
nant function (i.e. [PSFh, PSFv, 12 ]) and compared to 2D discriminant function 
(i.e. [PSFh, PSFv]), and 3-1D discriminant functions (i.e. [PSFh], [PSFv], [ 12 ]). 
The 2D-PSF discriminant function has an overlapped area between clutter and 
weather PDFs, and therefore the probability of detection is less than the PSF 
based on the 3D discriminant function. Also, the results are compared to the case 
of 3-1D (non-joint) discriminant functions, in which the PDFs of discriminant 
functions are separately calculated and considered to make a decision based on 
the Bayesian classifier. As can be seen from Figure 5-13, the probability of clutter 
detection based on the 3D discriminant function has an outstanding performance 
because there is a good separation between the clutter and weather PDFs, as 
shown in Figure 5-6. In Figure 5-13, the proposed detection algorithm is also 
compared to the PSF-GMM model (“dash-lines”). It should be noted that the 
computational complexity of the model is reduced by parametrizing the discri-
minant functions, and it is shown that the PSF_GMM algorithm has better per-
formance compared to other existing detection algorithms, such as DP-DS, DP, 
DS, CMD [10, 18-20]. Moreover, the PSF-1D or PSF-2D detection algorithms 
still have better performance gains compared to DPDS, DP, DS, and CMD algo-
rithms, in the case, the dual polarization and dual-scan datasets are not available 







Figure 5-13: Probability of Detection (PD) for different detection algorithms based on the 
PSF 
 
Figure 5-14 shows the clutter maps for the proposed PSF algorithm and compared 
it to other clutter detection algorithms. The results of the PSF-3D algorithm are 
most similar to the ground truth in comparison to other detection algorithms. In 
this figure, blue points show True Positive samples and represent the number of 





the algorithm. Yellow points (False Negative) are the samples that are falsely 
detected as weather instead of clutter by the detection algorithm, and green points 
(False Positive) are the samples that are falsely detected as clutter instead of 
weather, by the algorithm. 
 
 
Figure 5-14: Clutter maps using: a) 3D-PSD algorithm, b) 3D-PSF-GMM algorithm, c) 
2D-PSF-GMM algorithm, d)1D-PSF algorithm, f) DPDS algorithm, g) DP algorithm, h) 
















A dual polarization clutter filtering algorithm is presented to mitigate ground 
clutter effects on weather radar measurements. The statistical properties of the dual 
polarization radar data are utilized in time and spectral domains to reconstruct the 
weather signals/data from clutter contaminated resolution volumes. A multivariate 
Gaussian mixture model is introduced to parametrize clutter and weather power spec-
trums, and the Maximum A Posterior (MAP) method is used to estimate model pa-
rameters. Instead of using the random phase, the phase of the retrieved weather spec-
trum is estimated based on the weather properties to be more accurate. The perfor-
mance of the filtering algorithm is examined by applying it to the polarimetric data 
collected the KOUN radar, and the result is compared with that of several existing 
filtering algorithms. It is shown that the proposed algorithm can effectively mitigate 
clutter effects and substantially improve polarimetric weather radar data quality.  
Because clutter can bias weather radar data, detecting ground clutter mixed with 
echoes from precipitation is one of the main challenges in weather radar research. 
Ground clutter is radar echoes received from objects on the ground when parts of the 
main lobe or sidelobes of the radar antenna illuminate objects on the ground. There-
fore, clutter contamination is more severe for the measurements of near ground pre-
cipitation, in which the accurate rainfall rate estimation is required.  
Generally, clutter is supposed to be stationary in the time domain and is located 
around zero Doppler velocity in the spectral domain, because ground targets are sta-
tionary or only have slow motions. Therefore, a band-stop filter as a simple traditional 
method can be applied to the radar data to mitigate the clutter effects on weather sig-





weather signals, some power components of weather signals may fall into the stop-
band of the filter. This can suppress the power components of weather signals and 
causes bias estimates of spectral moments, especially for narrow-band zero-velocity 
weather signals [3-6]. Thus, the ground clutter locations need to be accurately identi-
fied before applying clutter filters to avoid biases from unnecessarily filtering weather 
signals.  
Over the past few years, researchers in the weather radar community focused on 
the design of effective clutter detection algorithms to achieve better data quality and 
reduce error rates [5, 13, 18, 19, 41, 57]. The quality of radar data is important to 
accurately estimate polarimetric parameters that can provide important information 
such as rainfall rate, tornado signatures and types of precipitation.  
Recently, clutter filtering in the frequency domain has become more popular. The 
authors in [28] proposed the Gaussian model adaptive processing (GMAP) method. 
GMAP could recover the weather spectrum after notching the spectrum around zero 
velocity. However, the filtering still biases the weather signal, and its performance 
needs to be improved. Hence, after detecting ground clutter, a high-performance clut-
ter filtering system needs to be applied to retrieve weather signals with the least bias 
effect on weather signals. In [12], the clutter environment analysis using adaptive 
processing (CLEAN-AP) algorithm is introduced based on the Autocorrelation Spec-
tral Density (ASD) to suppress the effect of ground clutter to achieve better perfor-
mance. This technique is extended in [13] to apply ASD to the staggered-PRT (pulse 
repetition time) sequences. The authors in [2] have introduced the Spectrum-Time 





signals. A bi-Gaussian model is considered in this algorithm to estimate the clutter 
and weather power components in the spectral domain.  
The existing clutter filtering algorithms [2, 28, 58-62] are mostly focused on re-
trieving the spectrum amplitude from the power spectrum. These algorithms are using 
a random based method to obtain the spectrum phase of weather signals. It is shown 
in [57] that the wave scattering from the randomly distributed hydrometers yields 
rapidly fluctuating phase due to turbulence and mean radial velocity. Therefore, the 
phase of weather signals is typically a rapidly varying function (with a random com-
ponent due to turbulence), whereas the phase of the ground clutter is a typically slowly 
varying function. Although using a random phase for the spectrum phase can be ac-
ceptable for single polarization weather data, it can bias the estimates of dual polari-
zation weather parameters (such as co-polar cross-correlation coefficient). Therefore, 
the dual-polarization statistical properties are considered in this chapter to achieve a 
better performance compared with the existing clutter filtering algorithms. 
A dual-polarization ground clutter filtering is introduced in this chapter to sup-
press the ground clutter effects on dual-polarization weather radar observations. It is 
generally expected that clutter signals have a Gaussian shape power spectrum and a 
multivariate Gaussian mixture model distribution is introduced to represent the power 
spectrum for both clutter and weather components. The model parameters are esti-
mated based on the Maximum-Likelihood, using the Expectation-Maximization (ML-







6.2   Ground Clutter Filtering 
In this section, a dual-polarization clutter filtering algorithm (DPCF) is intro-
duced to remove ground clutter from weather radar signals. From the previous chap-
ter, if ground clutter is not detected or the SNR value is less than 20dB, the original 
I/Q data is used to calculate weather moments. However, if weather echoes are con-
taminated by clutter signals, the DPCF is applied to remove the ground clutter from 
weather radar signals, in the spectral domain.  
It is generally expected that clutter signals have a Gaussian shape power spectrum 
and generally in clutter filtering algorithms (e.g., Gaussian model adaptive processing 
(GMAP) [28], and BGMAP [2]), a Gaussian distribution is fitted to estimate the clut-
ter component of the power spectrum. The bi-Gaussian distribution is defined as: 
( )
( ) ( )





1 11 1 1
h 2 22 2







2 2 22 2
exp
22 2
rw rcw c n






v v v vP P P
S v
v





   − −
= − + − + =   
      
= + +
 −
= − + 
  
( )

























where 1wP , 2wP  , 1cP  , 2cP , 1nP   and 2nP  are the weather power, clutter power, and 
noise power for horizontal and vertical polarizations, respectively. 1 2,rw rwv v  and 
1 2,rc rcv v  are the mean Doppler velocity of weather and clutter for H and V polariza-





width of weather and clutter, for H and V polarizations. It is typically expected that 
the spectrum width for weather is larger than that for clutter (i.e.,
1 1 2 2,vc vw vc vw     ).  
 
Figure 6-1: Dual-polarization clutter filtering for H-polarization and V-polarization 
Weather spectrum and clutter spectrum centered at the mean Doppler velocity of 
weather signal, and the mean Doppler velocity of ground clutter, respectively. The 
noise level ( n1 N1 n 2 N2/ 2 , / 2P v P v ) can be predetermined by using the method described 
in [63]. Thus, the following parameters need to be estimated:  
• Powers: Pw1, Pw2, Pc1, Pc2 
• Mean Doppler Velocities: vrw1, vrw2, vrc1, vrc2  
• Spectrum Width vw1 vw 2 vc1 vc2, , ,    . 
 The mean Doppler velocities of ground clutter (vrc1, vrc2) have near-zero values and 
can only be within the range of [-∆v, ∆v]; where ∆v is the spectral line spacing.  An 





Maximum Likelihood (ML) method is used to estimate the model parameters. In this 
figure, the blue lines indicate the power spectrum of horizontal and vertical polariza-
tions, obtained from the I/Q data. Dashed lines denote the fitted power spectrum for 
clutter and weather components (i.e., ( ) ( ) ( ) ( ), , ,
H H V VW C W C
S v S v S v S v ), and black 
dashed lines denote noise components. The solid black lines indicate the power spec-
trum of clutter filtered data. During the estimation of the power spectrum, the limited 
number of pulses may cause power leakage from one frequency to other frequencies. 
The power leakage might overwhelm the weather signal, biasing the estimation of the 
weather spectrum. Therefore, a window function is used based on the method de-
scribed in [3], in order to minimize the bias of weather spectra moments. The appli-
cation of a window function can significantly reduce power leakage when the power 
spectrum is estimated. 
6.3 Window Function  
Considering the spectral leakage due to a limited number of samples, the 
selection of window function is essential for the reconstruction process [64] in order 
to minimize the bias of weather spectra moments. Generally, a time-domain window 
is applied to the IQ data prior to performing the FFT. If the clutter is very weak, a 
rectangular window is used for removing clutter. The more aggressive window such 
as the Hamming or Blackman, is required when the clutter is strong. In this 
dissertation, the window is selected based on the CSR values. Window selection 
methods [64] for the BGMAP algorithm are shown below:  
• First, a Hamming window weighting function is applied to the IQ data, and 





• If the estimated CSR > 40 dB, repeat BGMAP using a Blackman-Harris win-
dow.  
• If the estimated CSR > 20 dB, repeat BGMAP using a Blackman window; 
Then if CSR > 25 dB, Blackman results are used.  
• If CSR < 2.5 dB, repeat BGMAP using rectangular window; then, if CSR < 1 
dB, rectangular results are used. 
• ELSE, accept the Hamming window results.  
 
 
Figure 6-2: Flowchart of Dual-Polarization Clutter Filtering 
 
The amplitude and the phase are considered to be clutter contaminated and have a 
clutter component. The power spectrum is calculated from the amplitude part: 
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It is clear that for the clutter contaminated signals, the total power spectrum consists 
of three components: ground clutter, weather signal, and noise. The ground clutter is 
estimated from the bi-Gaussian model, and thus, the weather component can be esti-
mated by removing the estimated clutter component from the total power spectrum. 
( ) ( ) ( ) ( )
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Therefore, the amplitude part ( ( )
^
hs v
) is obtained from the estimated power spectrum 
( ( )
^
hS v ), and the phase part needs to be estimated. In recent clutter filtering algorithms 
such as BGMAP and GMAP, the phase of retrieved weather part is considered to be 
random in the clutter contaminated region. However, a random phase can bias the 
weather data. The inverse fast Fourier transform (IFFT) can be obtained as: 
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The amplitude part of the spectrum is estimated from removing the estimated clutter 
component of the power spectrum from the total power. However, the phase part (
( ) ( )
^ ^





removing ground clutter by the filter. For dual-polarization radars, the complex data 
on the frequency domain is required to estimate dual polarization moments, especially 
for phase-related radar parameters, such as cross-correlation coefficient ( hv ) and dif-
ferential reflectivity (ZDR). Most recent clutter filtering algorithms such as GMAP and 
BGMAP are using a random phase for both h and v polarizations with zero differential 
phase ( h v − ) to retrieve the phase in the clutter range (near zero velocity in the 
spectral domain 
cv v ), and the same phases are used for other ranges ( cv v ).  
Here, we discuss the contribution of the phase component on the dual polarization 
cross-correlation coefficient ( hv ). From the Parseval’s identity, we have: 
( ) ( ) ( ) ( )* *h v h v
1
, ,V n V n s v s v
M
=    (6.6) 
where ( ) ( ) ( ) ( )h h v v,s v FFT V n s v FFT V n= =       . Therefore, the cross-correlation 
between H-pol and V-pol can be calculated in spectra domain or time domain and can 
be written as: 
( ) ( )
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As can be seen from Figure 2-4, the PDF of hv  for weather signals has a narrow near 
one value (e.g. 1hv = ), whereas the clutter PDF has a wider range of values. There-
fore, it is generally expected that the weather PDF of hv should have larger values 
compared to clutter, and the peak value for the PDF is near one. Therefore, to have a 
near one value for the hv , the complex value of horizontal and vertical polarizations 
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where c1 and c2 are constant. It is expected that the power spectrum for H-pol and 
V-pol should be proportionally related after filtering clutters. Figure 6-1 shows the 
DPCF filtering algorithm for the H-polarization and V-polarization.   
Figure 6-3 shows the cross correlation coeficient of the filtered data using DPCF 







Figure 6-3: Cross-Correlation Coefficient hv for a) DPCF algorithm, b) clutter contam-













Chapter 7  
 







We have introduced PFI as a new discriminant function to improve clutter detec-
tion algorithms for weather radars. It is demonstrated that the probability density func-
tions of the PFI for weather and clutter has a very good separation between clutter 
and weather signals. The PFI property has been analyzed for the proposed detection 
algorithm, and it is shown that the PFI detects clutter mixed with weather echoes with 
a PD better than 90% even for CSR as low as -20 dB. Furthermore, the proposed 
clutter detection based on PFI can achieve a good performance gain even if dual-
polarization data is not available. The PDFs of PFI for H and V polarizations have 
been jointly combined with the dual scan cross-correlation coefficient to form a 
unique 3D discriminant function with outstanding performance improvements. The 
PDFs of discriminant functions need to be parametrized because the class conditional 
densities for clutter and weather data may change and may need to be updated based 
on the weather, clutter, radar parameters, and antenna rotation. Additionally, the com-
plete knowledge about the probabilistic structure of the class conditional densities 
may not be available for real-time implementations. Therefore, a multivariate Gauss-
ian mixture model is introduced to parameterize the PDF of discriminant functions, 
and the parameters are estimated based on the maximum likelihood method, using the 
Expectation-Maximization algorithm. A simple Bayesian classifier has been defined 
to make an optimal decision for the clutter detection. Practical datasets collected and 
edited by the WSR-88D (KOUN) polarimetric radar have verified the performance of 
our proposed detection algorithm compared to other existing detection algorithms. 





develop clutter filtering algorithms and also the detection algorithm can be general-
ized for target detect, for future works. 
The preliminary results for clutter detection and filtering algorithms are promising. 
However, algorithms should be evaluated using other types of weather conditions. 
Furthermore, the terrain surrounding KOUN represents clutter from urban, wooded, 
and prairie regions; the performance of detection algorithms to detect clutter from 
heavily foliage woods under different wind conditions needs to be addressed entirely. 
Of great interest for future expansion of advanced radar systems would be multi-
band, multi-function, and concurrent transmit-receive systems. However, these sys-
tems require reconfigurable hardware for flexible and dynamic operation in a shared 
spectrum environment. Reconfigurable RF filters are among the most crucial compo-
nents for such advanced radar systems. [65-69] The works presented in this disserta-
tion can be expanded in the area of the interference cancelation and clutter mitigation 
based on adaptive null steering techniques. An evolutionary optimization algorithm 
can be used for the pattern synthesis to mitigate the interference effects on the re-
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