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Abstract
We present a novel framework for the study of a large class of non-linear stochastic PDEs, which
is inspired by the algebraic approach to quantum field theory. The main merit is that, by realizing
random fields within a suitable algebra of functional-valued distributions, we are able to use techniques
proper of microlocal analysis which allow us to discuss renormalization and its associated freedomw
without resorting to any regularization scheme and to the subtraction of infinities. As an example of
the effectiveness of the approach we apply it to the perturbative analysis of the stochastic Φ3d model.
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1 Introduction
Stochastic partial differential equations (SPDEs) play a distinguished roˆle in modeling different phenom-
ena, especially in physics. Notable examples range from turbulence, interface dynamics, e.g. the KPZ
equation [KPZ86], and quantum field theory, e.g. stochastic quantization [PW81]. From a mathematical
viewpoint SPDEs have been thoroughly studied and a well-established framework is nowadays available –
see for example the recent reviews [CW17, Hai09]. While linear SPDEs are well-understood, the non-linear
ones are still under close scrutiny. Most often a non-linear behaviour is analyzed within a perturbative
scheme, although Hairer’s theory of regularity structures and its application has provided a framework to
study existence of solutions for a large class of equations allowing for a non trivial application of Banach
fixed theorem [Hai13, Hai14, Hai15], see also [DD03].
All approaches to non-linear SPDEs have to cope with a common hurdle, namely the necessity of
applying a renormalization scheme. Heuristically speaking this is due to the presence of pathological sin-
gular behaviors. These can be ascribed to the necessity of considering suitable powers of the fundamental
solution of the linear part of the underlying SPDE and such powers do not identify well-defined distribu-
tions. Renormalization is thus nothing but the generic name under which one recollects all different ways
to give a coherent mathematical meaning in the framework of the theory of distributions to the above
mentioned singular structures.
Without entering at this stage into the details of different renormalization schemes, of their relations
and of the ambiguities which they bring forth, we wish to highlight two key aspects. The first is the most
common way of dealing which such singularities in the theory of SPDEs, e.g [BHZ19, Hai14]. To be more
concrete, we outline it via a prototypical example of what can occur. Suppose to consider on Rd, d ≥ 2,
the Laplace-Beltrami operator ∆ =
d∑
i=1
∂2
∂x2i
and its fundamental solution G ∈ D′(Rd×Rd). In the analysis
of non-linear stochastic PDEs whose linear contribution is ruled by −∆, it becomes necessary to consider
powers of G, which is in general ill-defined. To bypass this hurdle, one considers a one-parameter family
of smooth integral kernels, whose associated distributions Gε converges weakly to G. At this stage all
powers of Gnε are well-defined but their limit as ε→ 0+ is no longer meaningful. This can be ascribed to
the presence of terms proportional either to the logarithm or to suitable inverse powers of the parameter
ε. A common way of dealing with such pathology is to define the sought powers of Gn by removing the
singular contribution from Gnε taking subsequently the limit as ε tends to 0. This gives rise to well-defined
distributions which are usually referred to as the renormalized (or regularized) Gnren ∈ D′(Rd×Rd). Such
procedure, which is often pictorially indicated as the subtraction of infinities, is manifestly non-unique
and it leads therefore to introducing ambiguities known as renormalization constants.
The second aspect that we wish to highlight is that this kind of difficulties and problems is by far
not unique to SPDEs, but it is a common feature in many other subjects. For example, within the
framework of theoretical physics, the same exact difficulties occur in quantum field theory when dealing
with interacting models at a perturbative level. While the renormalization scheme heuristically outlined
above is usually adopted also in these cases, it presents several difficulties and limitations in its use when
the underlying background is no longer Rn but it is replaced by a smooth manifold M endowed with a
Lorentzian or a Riemannian metric g, depending from the specific case under analysis. For these reasons a
very successful, mathematically rigorous approach goes under the name of algebraic quantum field theory,
see [BFDY] for a recent review.
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In between the merits of this framework, the most interesting one for our purposes is the mathe-
matical formulation of renormalization by means of techniques traded from microlocal analysis [BDF09,
HW01, HW02, Re16]. The net advantage of this approach is two-fold. On the one hand it avoids any
ε-regularization and subtraction of diverging quantities to give a distributional meaning to otherwise
pathological singular structures. On the other hands it allows for a direct, complete characterization of
the underlying freedom, in other words of the renormalization constants.
Goal of this paper will be to start a programme aimed at combining together the main tools proper
of the algebraic approach with the theory of stochastic partial differential equations, particularly in
connection to renormalization and to its implementation. In the next subsection we clarify which are our
specific objectives and the main results that we shall prove.
1.1 The algebraic approach to SPDEs
In the following we outline how, to which extent and for which purpose one can combine the algebraic
approach to quantum field theory with SPDEs. We indicate with M a smooth, connected manifold of
dimension dimM = d ≥ 2, while with E instead we refer to an element falling in a class of microhy-
poelliptic linear partial differential operator, cf. [Ho¨r94], which we shall characterize in Section 2. For
simplicity of the presentation, at this stage we also assume that E possesses a fundamental solution
G ∈ D′(M ×M). This hypothesis will be subsequently relaxed and it will suffice to consider parametrices
associated to L. Concrete settings compatible with our hypotheses are the Laplace-Beltrami operator
−∆g if one endows M with a Riemannian structure g or, if M is diffeomeorphic to R × Σ, the heat
operator −∂t + ∆h obtained endowing Σ with a Riemannian structure h. In addition we consider the
following class of semi-linear SPDEs
Eψ̂ = ξ̂ + F [ψ̂] , (1)
where F : R → R is a smooth non-linear potential. In Equation (1) ψ̂ has to be interpreted as a
distribution on M which, once smeared with a test function, yields a random variable. At the same
time ξ̂ denotes the standard realization of Gaussian white noise with vanishing mean and covariance
E(ξ̂(x)ξ̂(y)) = δ(x − y). For more details on the formulation of stochastic PDEs refer for example to
[CW17, Hai09].
Remark 1: Observe that we have chosen to work with Equation (1) for simplicity of the presentation.
There is a priori no obstruction to considering more general non-linear contributions, e.g. F might depend
on the derivatives of ψ̂. Yet this would lead to a more complicated analysis especially from the viewpoint
of the notation and therefore we decided to focus the attention on a restricted class of SPDEs.
Equation (1) can be written in its integral form
ψ̂ = Gsξ̂ −GsF [ψ̂] = ϕ̂−GsF [ψ̂] , (2)
wheres indicates the stochastic convolution, cf. [CW17], while ϕ̂(x) := (Gsξ̂)(x) is a distribution with
values in random variables. Notice that, once smeared against any test-function f ∈ D(M), ϕ̂(x) is still
Gaussian with mean and covariance
E(ϕ̂(x)) = 0 , E(ϕ̂(x)ϕ̂(y)) = Q(x, y) := (G ◦G)(x, y) , (3)
where ◦ is the composition of distribution, cf. Equation (83).
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Remark 2: The stochastic convolution between G and ψ̂ might be a priori ill-defined unless for example
G ∈ E′(M ×M). Yet this occurs only in special circumstances, e.g. if M is a compact manifold and L is
a suitable elliptic operator such as −∆g +m2 where −∆g is the Laplace-Beltrami operator built out of a
Riemannian metric g onM , while m2 > 0 is constant, which, in concrete models, is interpreted as a mass
term. Observe that a similar problem occurs in the definition of G◦G. These hurdles, often referred to as
infrared problems in the mathematical physics literature, are bypassed using suitable cut-off functions. In
this section we avoid introducing these and we are implicitly assuming that we are considering only those
scenarios where such problems do not occur. In the main body of this work, we shall instead address the
issue when necessary.
Observe that both in Equation (1) and in Equation (2) the term F [ψ̂] might not be well-defined as it
can contain powers of an a priori generic distribution. As a concrete example consider F [ψ̂] = ψ̂3 and try
to solve iteratively Equation (1). In other words, if we consider a formal power series, ψ̂JλK =
∑
j≥0
λjψ̂j ,
one obtains
ψ̂0 := ϕ̂ , ψ̂1 = −Gsϕ̂3 , ψ̂j = −Gs
∑
j1+j2+j3=j−1
ψ̂j1 ψ̂j2 ψ̂j3 j ≥ 1 . (4)
Hence one has to cope with the problem that ϕ̂3 is not a priori well defined. Similarly, if one tries to look
for solutions via a fixed point argument, formally one considers the sequence
ψ̂0 := ϕ̂ , ψ̂k = ϕ̂−Gs(ψ̂3k−1) k ≥ 1 , (5)
where the same kind of problem as in Equation (4) occurs.
The obstruction in defining the powers of ϕ̂ are referred to in the theoretical and mathematical physics
literature as ultraviolet singularities. It is instructive to observe how this problem manifests itself at the
level of expectation values. For example, using Equation (3),
E(ϕ̂2(f)) = (G ◦G)(fδDiag2) = G2(f ⊗ 1) , (6)
where δDiag2 ∈ D′(M ×M) is the Dirac delta distribution centred on the diagonal Diag2 of M ×M . The
latter expression is ill-defined as a distribution due to the presence of the square G2. On the one hand it
is interesting to observe that, in this last formula, the difficulties arise only from the singular behaviour of
the fundamental solution of the underlying linear operator L. On the other hand, G2(x, y) is well-defined
whenever x 6= y and, therefore G2 ∈ D′(M ×M \ Diag2) where Diag2 = {(x, x) | x ∈ M}. Hence the
question whether one can give a coherent meaning to Equation (6) is tantamount to asking whether it is
possible to extend G2 to the diagonal Diag2 as a distribution. A structurally identical problem occurs if
one considers the expectation value of different functions of ϕ̂ and the key ingredient of renormalization
consists of addressing whether such extensions do exist and, if so, whether they are unique or not.
A completely different scenario, where the same class of problems occurs is relativistic quantum field
theory. Especially in the past twenty years it has been developed a mathematical framework which allows
also to encompass at a structural level the roˆle and the features of renormalization. This setting goes
under the name of algebraic quantum field theory (AQFT). For reasons of practicality and conciseness
we cannot enter into a detailed explanation of AQFT and we recommend a reader to refer to a few recent
reviews for further details, cf. [BFDY, FR16]. Yet we stress that the main rationale behind the algebraic
approach to quantum field theory is the identification of two key elements. The first is a ∗-algebra Arel
whose elements encompass the structural properties of the underlying theory, in particular dynamics. The
second is a state, that is a positive, normalized linear functional over Arel out of which one can recover
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the underlying expectation values and correlation functions. Once more we stress that this language in
combination with tools of microlocal analysis allows for a rigorous implementation of renormalization, cf.
[BDF09, HW01, HW02].
Although AQFT has been mainly developed with the application to relativistic quantum field theories
in mind, whose dynamics is ruled by hyperbolic partial differential equations on Lorentzian backgrounds,
such framework is very versatile and it can be adapted to be used in rather different context, such as
Riemannian manifolds on top of which one considers elliptic partial differential equations – see for example
[CDDR20, DDR20].
Goal of this paper is to adapt the framework of AQFT and in particular its implementation of
renormalization to the study of SPDEs in the form of Equation (1). The first step in this quest is the
identification of a suitable counterpart of the algebra Arel mentioned above. Inspired by the so-called
functional formalism [DDR20, FR16], we do not focus the attention directly on the stochastic behaviour
encoded in ξ̂, rather we consider D′(M ; Pol), namely distributions with values in polynomial functionals
over E(M) – see Section 2 for the precise definitions. Herein we identify two distinguished elements
Φ(f ;ϕ) =
∫
M
ϕ(x)fµ(x), 1(f ;ϕ) =
∫
M
fµ(x)
where ϕ ∈ E(M) while f ∈ D(M). The subscript µ indicates that a strictly positive density over M has
been fixed and we are identifying fµ ≡ fµ. One can realize that Φ and 1 can be used as generators of an
algebra A whose composition is the pointwise product, cf. Section 2. Yet A falls short of our goal since
neither the dynamics ruled by Equation (1) nor the randomness due to ξ̂ is encoded in A. Still following
the rationale of AQFT, this shortcoming is overcome by deforming the product of A so that the new
product, indicated with ·Q encompasses the information both of the dynamics and of the randomness of
the underlying SPDE. Given any two admissible functional-valued distributions τ1, τ2 ∈ A ⊂ D′(M ; Pol),
the new product is formally realized as:
(τ1 ·Q τ2)(f ;ϕ) =
∑
k≥0
1
k!
[(δDiag2 ⊗Q⊗k) · (τ (k)1 ⊗ τ (k)2 )](f ⊗ 11+2k;ϕ) =
∑
k≥0
tk(f ⊗ 11+2k;ϕ) , (7)
where τ
(k)
i , i = 1, 2 indicate the k-th functional derivatives, while Q = G◦G – see Section 2 and Section 3
for the definitions. One can realize that Equation (7) is a priori ill-defined since the involved functional-
valued distribution tk are well-defined only as distributions on M
2k+2 up to the total diagonal Diag2k+2
of M2k+2, that is, tk(· ;ϕ) ∈ D′(M2k+2 \ Diag2k+2). Yet, adapting to the case in hand techniques
from microlocal analysis similarly to the case of relativistic quantum field theory [BF00], one can prove
that, under mild hypotheses on the underlying operator L, it is possible extend tk to a distribution
tˆk ∈ D′(M2k+2). Such extension procedure, when existent, might not be unique, but the ambiguities in
the procedure are classified. In other words we can give a mathematical precise meaning to Equation (7).
This is the first main result of our work, namely
1. we prove existence of the algebra A·Q , cf. Theorem 30 and Corollary 32,
2. we classify and characterize the (renormalization) freedom in constructing A·Q , cf. Theorem 40.
Remark 3: The algebra A·Q encompasses at the algebraic level the fundamental structures encoded by
the white noise. As a matter of fact the expectation value of the random field E(ϕ̂2(x)) as per Equation
(3) corresponds to evaluating at the configuration ϕ = 0 the product of two generators Φ of A·Q, that is,
for all f ∈ D(M)
(Φ ·Q Φ) (f ; 0) = Q̂δDiag2(f),
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where = Q̂δDiag2 indicates a renormalized version of the otherwise ill-defined composition between the
operator Q in Equation (3) and δDiag2 , as discussed in Theorem 30. With a similar calculation one can
realize that A·Q encompasses all other sought after renormalized expectation values, e.g. for all f ∈ D(M)
E(ϕ̂k)(f) = (Φ ·Q . . . ·Q Φ︸ ︷︷ ︸
k
)(f ; 0).
The advantage of the algebraic approach resides thus in the fact that, in order to define the quantities
we are interested in, we are only required to make sense of otherwise ill-defined distributions appearing
when dealing formally with the corresponding random variables. Yet the structures introduced above are
still not sufficient to catch all the information which one can extract from an SPDE. As a matter of fact
correlations between the random fields are completely neglected. For this reason and still inspired by
the algebraic approach to quantum field theory, we introduce an additional structure built out of A·Q,
namely
T(A·Q) = E(M)⊕
⊕
ℓ>0
A⊗ℓ·Q
Similarly to the preceding part of our analysis we endow T(A·Q) with a deformation of its natural product
which allows to encode the structure of the correlation functions of the underlying SPDE. Focusing on a
concrete example, our goal is to give meaning to formal expression such as
[Φ2 •Q Φ2](f1 ⊗ f2;ϕ) =
∫
M×M
f1,µ(x1)f2,µ(x2)
[
ϕ(x1)
2ϕ(x2)
2 + 4ϕ(x1)Q(x1, x2)ϕ(x2) + 2Q
2(x1, x2)
]
,
where f1, f2 ∈ D(M), while ϕ ∈ E(M). Also in this case one has to cope with the problem that in general
Q2 ∈ D′(M ×M \Diag2) and, as in the construction of the algebra A·Q, we need tools from microlocal
analysis to prove that there exists at least one extension of Q2 to the whole M × M and to classify
whether ambiguities arise in this process. This analysis leads us to our second set of main results:
1. We prove existence of a deformation of T(A·Q), referred to as A•Q , cf. Theorem 37,
2. We classify and characterize the renormalization freedom in constructing A•Q , cf. Theorem 44.
Remark 4: The algebra A•Q encompasses at the algebraic level the information on the correlations
between the underlying random fields. More precisely, any expectation value such as E(Φ(f1)Φ(f2)) =
(Φ •Q Φ)(f1 ⊗ f2; 0) where the right hand side is once more evaluated at the configuration ϕ = 0, while
renormalization enter the game in the definition of the product •Q.
With the new structures introduced it is possible to revert the attention back to Equation (1) and to
Equation (2). If one focuses the attention to the sequences as in Equation (4) or in Equation (5), each
term in the expansion can be given meaning in terms of the functionals of the algebra A·Q. Evaluation at
the configuration ϕ = 0 gives rise to the expectation value of each term in the series. In addition we have
control on the renormalization freedoms present in the definition without going through any regularizing
procedure. Furthermore, by working with the algebra A•Q we can also keep track of the correlation
functions between the underlying random fields. Yet one should bear in mind that the algebraic method
does not offer any information on the convergence, neither of Equation (4) nor of Equation (5) but it
allows only to give precise meaning to each term of the series. Any improvement in this direction goes
through a better understanding of how one can intermingle the whole framework of regularity structures
with the algebraic one.
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The work is organized as follows: In Section 2 we discuss the general framework we are working with.
In particular we introduce the notion of functional-valued distributions, the space D′C(M ; Pol) and its
main analytic properties. We discuss how to endow such space with an algebra structure via a deformation
of the pointwise one by means of a smooth integral kernel. In Section 3 we discuss the construction of
the algebra A·Q proving an existence theorem. In Section 4 we focus instead on the correlations between
the random field discussing the algebra A•Q and proving an existence theorem. In Section 5 we discuss
the freedom in the construction both of A·Q and of A•Q. In Section 6 we apply the algebraic approach
to a concrete example: the Φ3d model. We analyze it at a perturbative level discussing up to the first
order both the solutions of the underlying SPDE and their two-point correlations. Finally in Section 6.3
we show within the algebraic framework that, in the so-called sub-critical cases, i.e. d = 2, 3 the number
of distributions needing to be renormalized is finite. In the appendix we outline succinctly some basic
definitions and notions from microlocal analysis, in particular the notion of scaling degree which plays
a key role in studying whether a distribution can be renormalized and whether some freedom in this
process occurs.
Acknowledgements. We are thankful to M. Capoferri, F. Faldino, G. Montagna and N. Pinamonti
for helpful discussions on the topic and for the comments on this manuscript. N.D. is supported by
a Postdoctoral Fellowship of the Alexander von Humboldt Foundation. The work of P.R. was partly
supported by a fellowship of the “Progetto Giovani GNFM 2019” under the project “Factorization Al-
gebras vs AQFTs on Riemannian manifolds” fostered by the National Group of Mathematical Physics
(GNFM-INdAM).
2 General Framework
The goal of this section is twofold. On the one hand we want to fix the basic notations and conventions.
On the other hand, we introduce the key analytic and algebraic tools which are of relevance in our
analysis. Although our main results are contained in Sections 3, 4 and 5, here we shall prove a few
structural properties of the underlying mathematical framework, which might be of independent interest.
Throughout this paper both M and N will indicate a finite dimensional smooth manifold, such that
∂N = ∂M = ∅ while ∧top T ∗M and ∧top T ∗N denote the associated bundle of densities. For definiteness
we shall assume that a reference top-density, say µM and µN , has been chosen and, whenever one of the
manifold is endowed with a Riemannian structure, it coincides with the metric induced volume form. On
top of M we consider E we consider the following specific classes of microhypoelliptic, linear differential
operators
1. E is a second order, elliptic, partial differential operator on M ,
2. the manifold M = R × Σ, while E = ∂t − E˜ where t is the standard Euclidean coordinate over R
while E˜ is a t-independent, second order, differential, elliptic operator on Σ.
In addition we indicate with P a parametrix associated to E, cf. [Ho¨r94], while with E∗ we refer to its
formal adjoint whose parametrix is denoted by P ∗.
Remark 5: In the following sections, unless stated otherwise we work under the assumption that M is a
a compact d-dimensional manifold M , while E is an elliptic operator, whose parametrix P ∈ D′(M ×M)
is such that PE − idD(M), EP − idD(M) ∈ E(M ×M).
Observe that the compactness assumption can be dropped at the price of introducing an arbitrary
cut-off χ ∈ D(M). As a matter of fact expressions such as P (f ⊗ ϕ), f ∈ D(M) and ϕ ∈ E(M) are
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otherwise meaningless. Hence, if M is non-compact, one ought to replace everywhere P with P · (1⊗χ) ∈
D′(M × M), where · denotes here the pointwise product between P ∈ D′(M × M) and the smooth
function 1⊗ χ ∈ E(M ×M).
Remark 6: Since we are also interested in the case where M = R×Σ, while E = ∂t− E˜, we stress that
all our results are valid also in this case provided that one introduces a cut-off function as per Remark
5 and that one makes minor modifications to the proofs. These will be highlighted in specific remarks
which will be denoted throughout the text as the “parabolic case”.
Remark 7: We stress that most of our analysis and results could be applied to other classes of microhy-
poelliptic operators, provided that the necessary changes in the proofs are implemented. Yet we decided
to focus on the above two classes since, in our opinion, they are the most significant ones in concrete
applications. In addition working in full generality would have required dealing with so many specific,
different sub-cases, with the risk of losing clarity in the presentation.
Analytic Tools
In this section we introduce the key analytic tools which are at heart of this paper. In particular we
discuss functional-valued distributions and how they can codify expectation values and correlations of
(shifted) regularized random fields. In the following with D(N) (resp. E(M)) we refer to the space
of smooth and compactly supported functions on N (resp. smooth functions on M) endowed with the
standard locally convex topology.
Remark 8: In agreement with Remark 5 we are implicitly assuming that both M and N are compact
manifolds. In this case there is no reason to distinguish between D(M) and E(M). Yet, since this
difference becomes relevant when the compactness assumption is dropped, cf. Remark 5, we feel that is
convenient to keep the two symbols separate so to highlight which is the correct one to use when M is a
non-compact manifold.
In addition with Dµ(N) ≡ Γ∞0 (
∧top
T ∗N) and Eµ(M) ≡ Γ∞(
∧top
T ∗M) we denote respectively
the smooth and compactly supported sections of the bundle of densities on N and the smooth sections
of the bundle of densities on M . Observe that every element of D(N) induces one of Dµ(N) via the
correspondence D(N) ∋ f 7→ fµN .= fµN and, similarly each ϕ ∈ E(M) induces ϕµM .= ϕµM ∈ Eµ(M).
We shall adopt the convention to omit the subscripts M and N whenever they are obvious from the
context.
Definition 9: We call functional-valued distribution τ ∈ D′(N ; Fun) a map
τ : D(N)× E(M) ∋ (f, ϕ) 7→ τ(f ;ϕ) ∈ C ,
which is linear in the first component and continuous in the locally convex topology of D(N) × E(M).
At the same time we indicate with τ (k) ∈ D′(N ×Mk; Fun) the k-order functional derivatives of τ ∈
D′(N ; Fun) such that, for all f ∈ D(N), ψ1, . . . , ψk, ϕ ∈ E(M),
τ (k)(f ⊗ ψ1 ⊗ . . .⊗ ψk;ϕ) .= ∂
k
∂s1 · · · ∂sk τ(f ; s1ψ1 + . . .+ skψk + ϕ)
∣∣∣∣
s1=...sk=0
. (8)
Furthermore, we call τ ∈ D′(M ; Fun) ϕ-polynomial if there exists k¯ ∈ N such that τ (k) = 0 for all k ≥ k¯.
We denote by D′(N ; Pol) the vector space of functional-valued ϕ-polynomial distributions.
Notice that, in view of Definition 9, τ (k) is symmetric and compactly supported in the last k arguments.
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Remark 10: It is convenient to introduce a counterpart of a directional derivative in this framework.
More precisely, for a given ψ ∈ E(M) we can define
δψ : D
′(N ; Fun)→ D′(N ; Fun) , [δψτ ](f ;ϕ) .= τ (1)(f ⊗ ψ;ϕ) . (9)
Example 11: We reckon that, for the reader’s convenience it is desirable to give a few notable examples
of ϕ-polynomial, which one can expect to play a key roˆle in concrete models. In particular, fixing N =M
in Definition 9, we set Φ2 ∈ D′(M ; Pol) as
Φ2(f ;ϕ) =
∫
M
ϕ2(x)fµ(x) , ∀f ∈ D(M) , ∀ϕ ∈ E(M) .
Another notable example is ΦP ⊛ Φ ∈ D′(M ; Pol)
[ΦP ⊛ Φ] (f ;ϕ) =
∫
M
ϕ(x)(P ⊛ ϕ)(x)fµ(x) , ∀f ∈ D(N) , ∀ϕ ∈ E(M) .
where (P ⊛ ϕ)(f) := P (f ⊗ ϕ) is well-defined since, in this case, E(M) ≡ D(M) on account of the
compactness of M .
Denoting with τ (1)(x, z1;ϕ), τ
(2)(x, z1, z2;ϕ) the integral kernels of the first- and second-order func-
tional derivatives of τ ∈ D′(M ; Pol), a direct application of Equation (8) yields
[Φ2](1)(x, z;ϕ) = 2ϕ(x)δDiag2(x, z) , [ΦP ⊛ Φ]
(1)(x, z;ϕ) = (P ⊛ ϕ)(x)δDiag2(x, z) + ϕ(x)P (x, z) ,
[Φ2](2)(x, z1, z2;ϕ) = 2δDiag3(x, z1, z2) , [ΦP ⊛ Φ]
(2)(x, z1, z2;ϕ) = 2δDiag2(x, z1)P (x, z2) ,
where δDiagn(x, z1, . . . , zn−1), n ≥ 2, is the integral kernel of Dirac-delta distribution on Mn.
Remark 12: Observe that, starting from Definition 9, for every τ ∈ D′(N ; Pol), f ∈ D(N) and ϕ ∈
E(M), it holds that, for λ ∈ C,
τ(f ;λϕ) =
∞∑
k=0
1
k!
dk
dµk
τ(f ;µϕ)
∣∣∣∣
µ=0
λk =
∞∑
k=0
1
k!
τ (k)(f ⊗ ϕ⊗k; 0)λk , (10)
where ϕ⊗k = ϕ⊗ · · · ⊗ ϕ︸ ︷︷ ︸
k
, while
dk
dµk
τ(f ;µϕ)
∣∣∣∣
µ=0
=
dk
dµk
τ(f ; (µ+ µ1 + . . .+ µk)ϕ)
∣∣∣∣
µ=µ1=...=µk=0
=
∂k
∂µ1 · · · ∂µk τ(f ; (µ1 + . . .+ µk)ϕ)
∣∣∣∣
µ1=...=µk=0
= τ (k)(f ⊗ ϕ⊗k; 0) .
Observe that the right hand side of Equation (10) is well-defined since, being τ a polynomial, only a
finite number of derivatives are non-vanishing. Denoting with τ (k)(x, z1, . . . , zk) the integral kernel of the
distribution τ (k)(· ; 0) it descends
τ(f ;ϕ) =
∞∑
k=0
1
k!
∫
N×Mk
τ (k)(x, z1, . . . , zk)fµN (x)ϕµM (z1) · · ·ϕµM (zk) .
This realizes an isomorphism of topological vector spaces
D′(N ; Pol) ≃
⊕
k≥0
D′(N ×Mk) .
In the forthcoming analyses we will enjoy much the properties of the following distinguished subspaces
of D′(N ; Pol). Before moving to the actual definition, we need some preparatory notation. For any but
fixed k ∈ N, we denote by I1 ⊎ . . . ⊎ Iℓ an arbitrary partition of {1, . . . , k} into ℓ disjoint non-empty
subsets and we call |Ii|, i = 1, . . . , ℓ, the cardinality of the set Ii. In addition we indicate with δDiag|Ii|
the Dirac delta distribution supported on the submanifold Diag|Ii| = {(x, . . . , x) ∈ M |Ii| | x ∈ M} and
we adopt the convention that, if the cardinality of |Ii| = 1 then Diag|Ii| = ∅.
Definition 13: For n ∈ N we call
D
′
C(M
k; Pol) := {τ ∈ D′(Mk; Pol) | WF(τ (n)) ⊆ Ck+n ∀n ≥ 0} , (11)
where adopting the notation x̂k = (x1, . . . , xk) ∈Mk –
Ck := {(x̂k, ξ̂k) ∈ T ∗Mk \ {0} |
∃ℓ ∈ {1, . . . , k − 1} , {1 . . . , k} = I1 ⊎ . . . ⊎ Iℓ , such that
∀i 6= j , ∀(a, b) ∈ Ii × Ij , then xa 6= xb ,
and ∀j ∈ {1, . . . , ℓ} , (x̂Ij , ξ̂Ij ) ∈WF(δDiag|Ij |)} , (12)
where (x̂Ij , ξ̂Ij ) = (xi, ξi)i∈Ij ∈ T ∗M |Ij | for all j ∈ {1, . . . , ℓ} and where WF stands for the wavefront set
– cf. Appendix A.
Remark 14: Notice in particular that τ ∈ D′C(M ; Pol) is a (functional-valued) distribution generated
by a smooth function. As a matter of fact, setting k = 1 in Equation (12), C1 = ∅.
Remark 15: By direct inspection Equation (12) entails that Ck1 ⊗ Ck2 ⊆ Ck1+k2+1. Moreover, the
following property also holds true:
(x, ûk1 , ξ1, ν̂k1) ∈ Ck1 , (x, ûk2 , ξ2, ν̂k2) ∈ Ck2 =⇒ (x, ûℓ1 , ûℓ2 , ξ1 + ξ2, ν̂ℓ1 , ν̂ℓ2) ∈ Ck1+k2 . (13)
Remark 16: Notice that D′C(M ; Pol) is closed under δψ for all ψ ∈ E(M) – cf. Equation (9).
Moreover, given n1, . . . , nm ∈ N and τj ∈ D′(Mnj ; Pol) for all j ∈ {1, . . . ,m} we define the functional-
valued tensor product distribution τ1 ⊗ . . .⊗ τm ∈ D′(Mn; Pol), where n = n1 + . . .+ nm, by
(τ1 ⊗ . . .⊗ τm)(f1 ⊗ . . .⊗ fm;ϕ) = τ1(f1;ϕ) · · · τm(fm;ϕ) , (14)
for all fj ∈ D(Mnj ), j ∈ {1, . . . ,m}, and ϕ ∈ E(M). A direct computation shows that, for all k ≥ 0,
(τ1 ⊗ . . .⊗ τm)(k) =
∑
k1,...,km
k1+...+km=k
τ
(k1)
1 ⊗ . . .⊗ τ (kn)m .
As a consequence, if τj ∈ D′C(M ; Pol) for all j ∈ {1, . . . ,m} then τ1 ⊗ . . .⊗ τm ∈ D′C(Mn; Pol).
For later convenience we discuss the following result. As stressed before, we make use of the concept of
scaling degree associated to distributions which is outlined in Appendix B.
Lemma 17: Let τ ∈ D′C(M ; Pol). Then P ⊛ τ ∈ D′C(M ; Pol) where
[P ⊛ τ ](f ;ϕ) := τ(P ⊛ f ;ϕ) , ∀f ∈ D(M) , ∀ϕ ∈ E(M) ,
where P ⊛ f ∈ D′(M) is defined by (P ⊛ f)(h) := P (h⊗ f). Moreover for all p ≥ 1 it holds
sdDiagp+1(P ⊛ τ)
(p) ≤ max{sdDiagp+1 τ (p) + sdDiag2(P )− d, 0} , (15)
where sdDiagp+1 is the scaling degree along the submanifold Diagp+1 = {(x, . . . , x) ∈Mp+1 | x ∈M}, cf.
Lemma 83.
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Proof. Since WF(P ) = WF(δDiag2) and since τ is generated by a smooth function, it descends that
P ⊛ τ ∈ D′(M ; Fun) is well-defined. Moreover, assuming without loss of generality, ψ1 = . . . = ψk = ψ ∈
E(M) in Equation (8), it descends
(P ⊛ τ)(k)(f ⊗ ψ⊗k;ϕ) = τ (k)((P ⊛ f)⊗ ψ⊗k;ϕ) = [(P ⊗ δ⊗kDiag2)⊛ τ
(k)](f ⊗ ψ⊗k;ϕ) ,
which guarantees that P ⊛ τ ∈ D′(M ; Pol) since (P ⊗ δ⊗kDiag2) is a compactly supported distribution.
Furthermore Equations (72), and (85) entail
WF(P ⊗ δ⊗kDiag2) = {(x1, x2, ẑk, ŷk, ξ1, ξ2, ζ̂k, η̂k) ∈ T
∗M2+2k \ {0} |
(x1, x2, ξ1, ξ2) ∈WF(δDiag2) , (ẑk, ŷk, ζ̂k, η̂k) ∈WF(δ⊗kDiag2)}
= {(x, x, ẑk, ẑk, ξ,−ξ, ζ̂k,−ζ̂k) ∈ T ∗M2+2k \ {0}} .
Equation (76) yields
WF2(P ⊗ δ⊗kDiag2) = {(x2, ŷk, ξ2, η̂k) ∈ T
∗M1+k \ {0} |
∃x1 ∈M , ẑk ∈Mk , (x1, x2, ẑk, ŷk, 0, ξ2, 0, η̂k) ∈WF(P ⊗ δ⊗kDiag2)} = ∅ ,
while WF1(P ⊗ δ⊗kDiag2) = ∅. This entails that the condition spelled in Equation (77) is satisfied so that
(P ⊗ δ⊗kDiag2)⊛ τ (k) is a well-defined functional-valued distribution. Moreover, Theorem 71 and Equation
(79) imply
WF((P ⊗ δ⊗kDiag2)⊛ τ
(k)) ⊆WF(P ⊗ δ⊗kDiag2) ◦WF(τ
(k))
= {(x1, ẑk, ξ1, ζ̂k) ∈ T ∗M1+k \ {0} |
∃(x2, ŷk, ξ2, η̂k) ∈WF(τ (k)) , (x1, x2, ẑk, ŷk, ξ1, ξ2, ζ̂k, η̂k) ∈WF(P ⊗ δ⊗kDiag2)}
⊆ Ck ,
where we used the bound WF(τ (k)) ⊆ Ck as well as the explicit form of WF(P ⊛ δ⊗kDiag2).
To conclude, Equation (15) follows from Lemma 83 – cf. Examples 70-72, which entails
sdDiagp+1((P ⊛ τ)
(p)) = sdDiagp+1((P ⊗ δ⊗pDiag2)⊛ τ
(p))
≤ max{sdDiag2p+2(P ⊗ δ⊗pDiag2) + sdDiagp+1 τ
(p) − (p+ 1)d, 0}
= max{sdDiag2(P ) + pd+ sdDiagp+1 τ (p) − (p+ 1)d, 0} .
Remark 18 (Parabolic Case): This result holds also in this scenario, the only difference being that we
have to consider the effective dimension of the manifold M in Equation (15), see Remark 77. This is a
consequence of wsdDiag2(δ) = d+ 1.
In order to connect the above structures to a regularized version of white noise, we need to equip
D′C(M ; Pol) with a suitable algebraic structure. In the following with ◦ we indicate the composition of
distributions as per [Ho¨r03, Sec. 8.2], see also item 4. of Theorem 71 while · stands for the product of
distribution, cf. item 1. of Theorem 71. Recall that P and P ∗ are the parametrices respectively of the
underlying microhypoelliptic differential operator E and of its formal adjoint E∗.
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Proposition 19: Let M be a compact manifold and let Pε ∈ E(M2) be a family of smooth maps
such that limε→0+ Pε = P in D
′(M2) and let Qε := Pε ◦ P ∗ε ∈ E(M2). For τ1, τ2 ∈ D′C(M ; Pol) let
τ1 ·Qε τ2 ∈ D′(M ; Pol) be defined by
(τ1 ·Qε τ2)(f ;ϕ) =
∑
k≥0
1
k!
[(δDiag2 ⊗Q⊗kε ) · (τ (k)1 ⊗ τ (k)2 )](f ⊗ 11+2k;ϕ) , (16)
for all f ∈ D(M) and ϕ ∈ E(M) while, for all ℓ ∈ N, 1ℓ ∈ E(M ℓ) denotes the function 1ℓ(x̂ℓ) = 1. Then
τ1 ·Qε τ2 ∈ D′C(M ; Pol) and (D′C(M ; Pol), ·Qε) is a unital commutative and associative algebra.
Proof. We divide the proof in three steps. We first show that Equation (16) defines a functional-valued
distribution τ1 ·Qε τ2 ∈ D′(M ; Pol). In the second part we check the properties of the wavefront set
showing that τ1 ·Qε τ2 ∈ D′C(M ; Pol). Finally we discuss the ensuing algebraic structure.
Proof that τ1 ·Qε τ2 ∈ D
′(M ; Pol). Since τ1, τ2 ∈ D′C(M ; Pol), the right hand side of Equation (16)
includes only a finite number of non-vanishing terms. It suffices to show that each of these terms is
well-defined. Let k ≥ 0 and consider
[(δDiag2 ⊗Q⊗kε ) · (τ (k)1 ⊗ τ (k)2 )] .
On account of Equation (72) and since Qε ∈ E(M2), it holds
WF(δDiag2 ⊗Q⊗kε ) = {(x, x, ẑk, ŷk, ξ,−ξ, 0, 0) ∈ T ∗M2+2k \ {0}} , (17)
where ẑk, ŷk ∈Mk while (x, ξ) ∈ T ∗M . In addition Remark 16 entails that τ (k)1 ⊗ τ (k)2 ∈ D′C(M2+2k; Pol)
and
WF(τ
(k)
1 ⊗ τ (k)2 ) ⊆ {(x1, x2, ẑk, ŷk, ξ1, ξ2, ζ̂k, η̂k) ∈ T ∗M2+2k \ {0} | (x1, ẑk, ξ1, ζ̂k), (x2, ŷk, ξ2, η̂k) ∈ Ck}
= Ck ⊗ Ck .
As a consequence Equation (74) holds true since
(x1, x2, ẑk, ŷk, 0, 0, 0, 0) /∈ {(x1, x2, ẑk, η̂k, ξ1 + ξ′1, ξ2 + ξ′2, ζ̂k + ζ̂′k, η̂k + η̂′k) ∈ T ∗M2+2k |
(x1, x2, ẑk, η̂k, ξ1, ξ2, ζ̂k, η̂k) ∈WF(δDiag2 ⊗Q⊗kε ) ,
(x1, x2, ẑk, η̂k, ξ
′
1, ξ
′
2, ζ̂
′
k, η̂
′
k) ∈WF(τ (k)1 ⊗ τ (k)2 )} .
Hence item 2. of Theorem 71 implies that
[(δDiag2 ⊗Q⊗kε ) · (τ (k)1 ⊗ τ (k)2 )] ∈ D′(M2+2k; Fun) .
Moreover, for all ℓ ∈ N it holds
[(δDiag2 ⊗Q⊗kε ) · (τ (k)1 ⊗ τ (k)2 )](ℓ) =
∑
ℓ1,ℓ2
ℓ1+ℓ2=ℓ
[(δDiag2 ⊗Q⊗kε ⊗ 1ℓ) · (τ (k+ℓ1)1 ⊗ τ (k+ℓ2)2 )] ,
where analogously to the preceding case and taking into account that both τ1 and τ2 are polynomial
functionals it descends that [(δDiag2 ⊗Q⊗kε ⊗ 1ℓ) · (τ (k+ℓ1)1 ⊗ τ (k+ℓ2)2 )] ∈ D′(M2+2k+ℓ; Pol).
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Proof that τ1 ·Qε τ2 ∈ D
′
C
(M ; Pol). We need to show that, for all ℓ ≥ 0 it holds
WF([τ1 ·Qε τ2](ℓ)) ⊆ Cℓ .
A direct computation yields
[τ1 ·Qε τ2](ℓ)(f ⊗ ψℓ;ϕ) =
∑
k≥0
1
k!
∑
ℓ1+ℓ2=ℓ
[(δDiag2 ⊗Q⊗kε ⊗ 1ℓ) · (τ (k+ℓ1)1 ⊗ τ (k+ℓ2)2 )](f ⊗ 11+2k ⊗ ψℓ;ϕ)
=
∑
k≥0
1
k!
∑
ℓ1+ℓ2=ℓ
Tℓ1,ℓ2(f ⊗ ψℓ;ϕ) .
where f ∈ D(M), ψℓ ∈ E(M ℓ) while ϕ ∈ E(M). Let ℓ1, ℓ2 ∈ N∪{0} be such that ℓ1+ ℓ2 = ℓ and consider
[(δDiag2 ⊗Q⊗kε ⊗ 1ℓ) · (τ (k+ℓ1)1 ⊗ τ (k+ℓ2)2 )] ,
whose wavefront set reads, cf. Equation (17),
WF([(δDiag2 ⊗Q⊗kε ⊗ 1ℓ) · (τ (k+ℓ1)1 ⊗ τ (k+ℓ2)2 )]) ⊆
{(x, x, ẑk, ŷk, ûℓ, ξ1 + ξ′1,−ξ1 + ξ′2, ζ̂k, η̂k, ν̂ℓ) ∈ T ∗M2+2k+ℓ \ {0} |
(x, x, ẑk, ŷk, ûℓ, ξ
′
1, ξ
′
2, ζ̂k, η̂k, ν̂ℓ) ∈ Ck+ℓ1 ⊗ Ck+ℓ2} .
For our purposes we need to consider the functional-valued distribution obtained from [(δDiag2 ⊗Q⊗kε ⊗
1ℓ) · (τ (k+ℓ1)1 ⊗ τ (k+ℓ2)2 )] after its partial evaluation against the constant function 11+2k:
Tℓ1,ℓ2(f ⊗ ψk;ϕ) := [(δDiag2 ⊗Q⊗kε ⊗ 1ℓ) · (τ (k+ℓ1)1 ⊗ τ (k+ℓ2)2 )](f ⊗ 11+2k ⊗ ψℓ;ϕ) .
On account of Remark 73 it holds
WF(Tℓ1,ℓ2) ⊆ {(x1, ûℓ, ξ1, ν̂ℓ) ∈ T ∗M1+ℓ \ {0} | ∃x2 ∈M and ∃ẑk, ŷk ∈Mk ,
(x1, x2, ẑk, ŷk, ûℓ, ξ1, 0, 0, 0, ν̂ℓ) ∈WF((δDiag2 ⊗Q⊗kε ) · (τ (k+ℓ1)1 ⊗ τ (k+ℓ2)2 ))} ⊆ Cℓ ,
where the last inclusion follows from the bound on the wave front set of (δDiag2 ⊗Q⊗kε ⊗ 1ℓ) · (τ (k+ℓ1)1 ⊗
τ
(k+ℓ2)
2 ) as well as from Equation (12) and Remark 15. This established that τ1 ·Qε τ2 ∈ D′C(M ; Pol).
Algebraic properties of D′
C
(M ; Pol). To conclude the proof we need to show that ·Qε induces a
unital and commutative algebra structure on D′C(M ; Pol). In the preceding steps we have shown that
·Qε : D′C(M ; Pol)×D′C(M ; Pol)→ D′C(M ; Pol) ,
which entails that (D′C(M ; Pol), ·Qε) is an algebra. It is unital, since, calling 1(f ;ϕ) := 1(f), then,
τ ·Qε 1 = 1 ·Qε τ = τ for all τ ∈ D′C(M ; Pol). Furthermore Equation (16) is clearly symmetric in τ1 and
τ2, since Qε = Pε ◦ P ∗ε . It remains to be shown that ·Qε is associative. To this end, we introduce the
following notation:
(i) for τ1, τ2 ∈ D′C(M ; Pol) we denote by τ1⊗̂τ2 ∈ D′(M2; Pol⊗2) the functional-valued distribution
[τ1⊗̂τ2](f1 ⊗ f2;ϕ1 ⊗ ϕ2) := τ1(f1;ϕ1)τ2(f2;ϕ2) ,
for all f1, f2 ∈ D(M) and ϕ1, ϕ2 ∈ E(M).
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(ii) We call m : D′(M2; Pol⊗2)→ D′(M2; Pol)
m(τ1⊗̂τ2) := τ1 ⊗ τ2 ,
where τ1 ⊗ τ2 ∈ D′(M2; Pol) has been defined in Remark (16).
(iii) We call ΥQε : D
′
C(M
2; Pol⊗2)→ D′C(M2; Pol⊗2) the linear map
[ΥQε(τ1⊗̂τ2)](f1 ⊗ f2;ϕ1 ⊗ ϕ2) := [(12 ⊗Qε) · (τ (1)1 ⊗̂τ (1)2 )](f1 ⊗ f2 ⊗ 12;ϕ1 ⊗ ϕ2) ,
for all f1, f2 ∈ D(M) and ϕ1, ϕ2 ∈ E(M).
Following these notations, Equation (16) can be written as
[τ1 ·Qε τ2](f ;ϕ) = [δDiag2 ·m ◦ exp[ΥQε ](τ1⊗̂τ2)](f ⊗ 1;ϕ) ,
where ◦ stands here for the composition of maps while exp[ΥQε ] =
∑
k≥0
1
k!Υ
k
Qε
. Observe that only
a finite number of terms in the sum are non vanishing since we consider polynomial functionals. If
τ1, τ2, τ3 ∈ D′C(M ; Pol) it descends, for all f ∈ D(M),
[(τ1 ·Qε τ2) ·Qε τ3](f ;ϕ) = [δDiag2 ·m exp[ΥQε ]([τ1 ·Qε τ2]⊗̂τ3)](f ⊗ 1;ϕ)
= [δDiag2 ·m exp[ΥQε ][(δDiag2 ·m exp[ΥQε ])⊗ Id](τ1⊗̂τ2⊗̂τ3)](f ⊗ 12;ϕ) ,
where Id denotes the identity operator on D′C(M ; Pol). Denoting with Υ12 the linear map acting as
Υ12(τ1⊗̂τ2⊗̂τ3) := ΥQε(τ1⊗̂τ2)⊗̂τ3 ,
and similarly Υ13,Υ23, it holds that, for all f ∈ D(M),
[(τ1 ·Qε τ2) ·Qε τ3](f ;ϕ) = δDiag3 ·m(m⊗ Id) exp[Υ13 +Υ23] exp[Υ12](τ1⊗̂τ2⊗̂τ3)(f ⊗ 12;ϕ)
= δDiag3 ·m(Id⊗m) exp[Υ12 +Υ13] exp[Υ23](τ1⊗̂τ2⊗̂τ3)(f ⊗ 12;ϕ)
= [τ1 ·Qε (τ2 ·Qε τ2)](f ;ϕ) .
Remark 20: Proposition 19 and Equation (16) in particular codify the expectation values of polyno-
mial expressions in the (shifted) regularized random field ϕ̂ε(x) = P ⊛ ξ̂ε discussed in Section 1. For
concreteness, let Φ ∈ D′C(M ; Pol) be
Φ(f ;ϕ) =
∫
M
fµ(x)ϕ(x) .
A direct application of Equation (16) yields
[Φ ·Qε Φ](f ;ϕ) =
∫
M
fµ(x)[ϕ
2(x) +Qε(x, x)] = Φ
2(f ;ϕ) +
∫
M
fµ(x)Qε(x, x) ,
where Φ2 has been defined in Example 11. The last expression coincides with the expectation value
E(ϕ̂2ε(f)) of the regularized random field ϕ̂ε(x)
2 = (P ⊛ ξ̂ε + ϕ)
2(x) smeared against a test function
f ∈ D(M).
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The product ·Qε captures the information on the expectation value of polynomial expressions in the
(shifted) regularized random field ϕ̂ε. However, it does not contain any information about the correlations.
Such datum can be codified via a different product structure on a suitable tensor algebra built out of
D′C(M ; Pol). The following proposition makes this statement precise and, since the proof is similar to
that of Proposition 19, we omit it.
Proposition 21: We call T′C(M ; Pol) the vector space
T′C(M ; Pol) := C⊕
⊕
n≥1
D′C(M
n; Pol) . (18)
This is a commutative and associative algebra if endowed with the product •Qε which is completely and
unambiguously specified as follows: For all τ1 ∈ D′C(Mn1 ; Pol) and τ2 ∈ D′C(Mn2 ; Pol) with n1, n2 ∈
N ∪ {0}
(τ1 •Qε τ2)(f1 ⊗ f2;ϕ) =
∑
k≥0
1
k!
[(1n1+n2 ⊗Q⊗kε ) · (τ (k)1 ⊗ τ (k)2 )](f1 ⊗ f2 ⊗ 12k;ϕ) , (19)
for all f1 ∈ D(Mn1), f2 ∈ D(Mn2) and ϕ ∈ E(M), where · denotes once more the product of distributions.
Remark 22: The product •Qε codifies the correlation between polynomial expressions in the (shifted)
regularized random field ϕ̂ε. For concreteness and as an example observe that, for τ ∈ D′C(M ; Pol) and
for Φ defined as per Remark 20, Equation (19) yields
[Φ •Qε Φ](f1 ⊗ f2;ϕ) =
∫
M×M
f1,µ(x1)f2,µ(x2)[ϕ(x1)ϕ(x2) +Qε(x1, x2)] ,
which coincides with E(ϕ̂ε(f1)ϕ̂ε(f2)) where ϕ̂ε(x) = (P ⊛ ξ̂ε + ϕ)(x).
Remark 23: Propositions 19 and 21 clarify how D′C(M ; Pol) encodes the information on the moments
of any polynomial whose variable is a regularized random field ϕ̂ε.
Yet, one should pay attention that, for dimM ≥ 4 (or dim(Σ) ≥ 2 in the parabolic case with
M = R×Σ), neither ϕ̂ε nor ·Qε , •Qε do converge when taking the weak limit as ε→ 0+. As a matter of
fact, if one starts from Equations (16) and (19) and if one replaces formally Qε with Q := P ◦ P ∗, the
ensuing expressions are ill-defined. his should not come as a surprise since similar features occur in other
analyses of stochastic PDEs.
In the rest of the paper we shall discuss how, using suitable analytic techniques traded from the
theory of distributions and of renormalization, one can give a well-defined meaning to both ·Q and •Q
on a suitable subset of D′C(M ; Pol). As discussed in the introduction, we follow the strategy which is
inspired by the algebraic approach to quantum field theory and to renormalization. As a first step it calls
for the identification of a suitable algebra of functional-valued distributions.
In what follows we shall denote by E[O], where O ⊆ D′(M ; Fun) is any subset of D′(M ; Fun), the
smallest E(M)-ring containing O. We shall refer to E[O] as the polynomial ring on E(M) generated by
elements in O – though O is not required to be countable.
Definition 24: Let 1,Φ ∈ D′(M ; Pol) be the functional-valued distributions defined by
Φ(f ;ϕ) := ϕ(f) :=
∫
M
fµ(x)ϕ(x) , 1(f ;ϕ) := 1(f) =
∫
M
fµ(x) . (20)
We then define a unital, commutative C-algebra as follows. We set recursively
A0 := E[1,Φ] , Aj := E[Aj−1 ∪ P ⊛Aj−1] , ∀j ∈ N , (21)
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where P ⊛ Aj−1 := {P ⊛ τ | τ ∈ Aj−1}. All these algebras are ordered by inclusion, i.e. Aj1 ⊆ Aj2 if
j1 ≤ j2, therefore we can introduce the direct limit
A = lim−→Aj , (22)
which is thus a commutative and associative C-algebra – as well as an E(M)-module.
The C-algebra structure is codified by the pointwise product
[τ1τ2](f ;ϕ) := (τ1 ⊗ τ2)(fδDiag2 ;ϕ) . ∀τ1, τ2 ∈ A (23)
Remark 25: It is important to highlight that A (resp. each Aj , j ≥ 0) is a positively bigraded algebra
over the ring E(M), namely
A =
⊕
l,k∈N0
Ml,k, Aj =
⊕
l,k∈N0
M
j
l,k
where Ml,k is the E(M)-module generated by the elements of A in which the parametrix P acts l-times
while Φ appears only in degree k, e.g. P ⊛
(
Φ2P ⊛ Φ3
) ∈ M2,5. At the same time Mjl,k .= Ml,k ∩ Aj.
Observe that, for later convenience, we introduce Mk
.
=
⊕
l∈N0
p≤k
Ml,p and M
j
k
.
=
⊕
l∈N0
p≤k
M
j
l,p. In addition
it holds that
A = lim−→Mk , MkMk′ = Mk+k′ , ∀k, k
′ ∈ N0 . (24)
Remark 26: Observe that the pointwise product on A is well-defined because any τ ∈ A is a functional-
valued distribution generated by a functional-valued smooth function. In addition, notice that A is closed
under the action of δψ for all ψ ∈ E(M) – cf. Equation (9).
Although the algebra A does not carry information about the expectation values of ϕ̂, it plays nev-
ertheless an important roˆle in the construction of a counterpart, which we shall indicate as A·Q whose
elements do carry information about the expectation values of the polynomial expressions of ϕ̂.
As next step we focus on the functional derivatives of elements lying in A, which are distributions
whose wavefront set is controlled as per Definition 13. In particular, for all τ ∈ A and p ∈ N, τ (p) may
be singular only on the full diagonal Diagp+1 ⊂Mp+1. In the following lemma we prove a bound on the
scaling degree of τ (p) with respect to Diagp+1 – cf. Definition 74.
Lemma 27: Let A be the algebra introduced in Definition 24. For all τ ∈ A and p ∈ N let σp(τ) :=
sdDiagp+1(τ
(p)) – cf. Definition 74. Then, calling d = dimM ,
σp(τ) ≤ pd , ∀τ ∈ A , ∀p ∈ N . (25)
Proof. As starting point observe that, if τ = 1, Equation (25) holds true by direct inspection, while, for
τ = Φ, cf. Equation (20), it suffices to consider the identities
Φ(1) = δDiag2 , Φ
(p) = 0, ∀p > 1 ,
together with Example 78. As second step we show that, whenever Equation (25) holds true for τ1, τ2 ∈ A,
then it is also verified for τ1τ2. As a matter of fact, Leibniz rule entails that
(τ1τ2)
(p) =
∑
p1,p2
p1+p2=p
τ
(p1)
1 ⊗ τ (p2)2 ,
which, in turn, implies the inequality
σp(τ1τ2) ≤ max
p1+p2=p
σp(τ
(p1)
1 ⊗ τ (p2)2 ) ≤ maxp1+p2=p
(
σp1(τ
(p1)
1 ) + σp2(τ
(p2)
2 )
)
≤ pd . (26)
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To conclude the proof it suffices to observe that, whenever Equation (25) holds true for τ ∈ A, then this
is the case also for ψτ and P ⊛ τ where ψ ∈ E(M). While the first statement is straightforward, the
second is a consequence of Lemma 17 and of the identity sdDiag2(P ) = d − 2. Putting together these
data, one obtains
σp(P ⊛ τ) ≤ max{0, sdDiag2(P )− d+ σp(τ)} ≤ pd .
In view of Definition 24 we can cover inductively all cases, hence proving the sought after statement .
Remark 28 (Parabolic Case): This lemma holds true also in the parabolic case, the only difference
being that in Equation (25) we must use the effective dimension of M = R× Σ, cf. Remark 77, i.e., the
thesis becomes
σp(τ) ≤ p(d+ 1), ∀ τ ∈ A and ∀ p ∈ N.
Remark 29: Observe that we can also endow A with the product ·Qε , cf. Proposition 19 turning it
into a subalgebra of D′C(M ; Pol). Since the integral kernel of Qε is smooth, one can prove by means
of a standard argument, e.g. [BF09, Ch. 5], that (A, ·Qε) is isomorphic to A endowed of the pointwise
product. The isomorphism is implemented by
ττ ′ = αQε
(
α−1Qε(τ) ·Qε α−1Qε (τ)
)
,
where
αQε : A→ A αQε(τ)(f ;ϕ) :=
∞∑
n=0
1
n!
[(1 ⊗Q⊗kε ) · τ (2k)](f ⊗ 12k;ϕ) , (27)
where the sum is finite because τ is a polynomial functional-valued distribution. Notice that α−1Qε = α−Qε .
3 Construction of A·Q
In the previous section we have constructed the algebra A, cf. Definition 24 endowed with the pointwise
product as well as with the ·Qε -product, cf. Remark 29. Although the two algebras are isomorphic,
the latter has greater significance since it allows to encode the information on the expectation value of
polynomial expressions in the shifted regularized random field ϕ̂ε. As mentioned in Remark 23, the weak
limit as ε→ 0+ is not a priori well-defined. Goal of this section is to discuss a way to bypass this hurdle
by defining ·Q as a suitably renormalized version of the limit as ε → 0+ of the product ·Qε . We tackle
the problem in two steps. In the first one we introduce a suitable deformation of A similar in spirit to
the map αQε of Remark 29. In the second one, we endow the deformed version of A with a new algebra
structure by means of an expression similar to that of Equation (27).
Theorem 30: Let A be the the algebra as per Definition 24. Then there exists a linear map Γ·Q : A →
D′C(M ; Pol) with the following properties:
1. for all τ ∈M1 – cf. Remark 25 – it holds
Γ·Q(τ) = τ . (28)
2. for all τ ∈ A it holds
Γ·Q(P ⊛ τ) = P ⊛ Γ·Q(τ) . (29)
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3. for all ψ ∈ E(M) it holds
Γ·Q ◦ δψ = δψ ◦ Γ·Q , Γ·Q(ψτ) = ψΓ·Q(τ) . (30)
4. For all τ ∈Mk – cf. Remark 25 – and p ≥ 1 and in view of Lemma 27
σp(Γ·Q(τ)) ≤ pd+
k − p
2
max{0, d− 4} , (31)
where Diagp+1 ⊂Mp+1 is the total diagonal of Mp+1.
Proof. The proof is lengthy, hence we divide it in several steps.
Proof for d ∈ {2, 3}. For the particular case of d ∈ {2, 3} we set Γ·Q(τ) = τ for all τ ∈M1 and
Γ·Q(τ1 · · · τℓ) := τ1 ·Q . . . ·Q τℓ ,
for all τ1, . . . , τℓ ∈ M1, where ·Q is defined by giving meaning to an expression similar to Equation (16)
with Qε replaced by Q.
Notice that, under the assumption that d ∈ {2, 3}, ·Q is actually well-defined on account of the
logarithmic divergence of Q at the total diagonal ofM2. All other properties required by Γ·Q are verified
by direct inspection.
Strategy of the proof for d ≥ 4. The main idea of the proof is to construct Γ·Q inductively exploiting
Equation (24), in particular that A =
⊕
k∈N0
Mk. One would start from Equation (28) and, for τ = τ1 · · · τn,
τi ∈ A, i = 1, . . . , n, one would set
Γ·Q(τ) := Γ·Q(τ1) ·Q . . . ·Q Γ·Q(τn) .
However, contrary to the case d ∈ {2, 3}, the product ·Q is ill-defined, on account of the more singular
behaviour of Q on the total diagonal. To cope with this hurdle we shall proceed by renormalizing the ill-
defined expressions appearing in the product ·Q in a way consistent with the grading of A. In particular,
we shall prove that, whenever Γ·Q has been defined on the submodule Mk, then it can be extended (non-
uniquely) to Mk+1. The extension procedure will require not only an induction over k, but also over the
index j controlling the direct limit A = lim−→Aj where Aj =
⊕
k∈N0
M
j
k.
Step 1. As starting point it is convenient to show that, assuming that it has been assigned Γ·Q fulfilling
properties 3. and 4., for τ ∈ A, then Equations (30) and (31) must hold true also for P ⊛ τ . First of all
notice that, for any τ ∈ A, Γ·Q(P ⊛ τ) is completely defined via Equation (29) as
Γ·Q(P ⊛ τ)(f ;ϕ) := P ⊛ Γ·Q(τ)(f ;ϕ) = Γ·Q(τ)(P ⊛ f ;ϕ) .
Since Γ·Q(τ) ∈ D′C(M ; Pol), Lemma 17 entails that P ⊛ Γ·Q(τ) ∈ D′C(M ; Pol). In addition, for all k ≥ 0
and for all ψ ∈ E(M) it holds
Γ·Q(P ⊛ τ)
(k)(f ⊗ ψ⊗k;ϕ) = [(P ⊗ δ⊗kDiag2)⊛ Γ·Q(τ)
(k)](f ⊗ ψ⊗k;ϕ) .
Equation (30) is a direct consequence of the following chain of identities
[P ⊛ Γ·Q(τ)]
(1)(f ⊗ ψ;ϕ) = Γ·Q(τ)(1)(P ⊛ f ⊗ ψ;ϕ)
= Γ·Q(δψτ)(P ⊛ f ;ϕ) = Γ·Q(P ⊛ δψτ)(f ;ϕ) = Γ·Q(δψP ⊛ τ)(f ;ϕ) ,
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At the same time Equation (31) follows from Lemma 17 – cf. Equation (15) in particular – together with
the assumption that Equation (31) holds true for Γ·Q(τ):
σp(Γ·Q(P ⊛ τ)) = σp((P ⊗ δ⊗pDiag2)⊛ Γ·Q(τ)
(p)) ≤ max{0, σp(Γ·Q(τ)) − 2} ≤ pd+
k − p
2
(d− 4) .
Step 2 – First induction procedure: k = 1, 2. We focus on defining inductively Γ·Q on Mk – cf.
Remark (25). The case k = 1 is ruled by Equation (28) and it represents the first step in the induction
procedure. We can focus on case k = 2. We will discuss it thoroughly and eventually we shall generalize
the same procedure to arbitrary k.
In order to extend Γ·Q from M1 to M2, we exploit that M2 =
⋃
j∈N0
M
j
2 – cf. Remark 25. Here we
proceed inductively over j. For j = 0, recall that M02 is the E(M)-module
M02 = spanE(M)(1,Φ,Φ
2) .
In view of Equation (28), the only unknown is Γ·Q(Φ
2). Afterwards Γ·Q can be extended per linearity
to the whole M02. Hence, for all f ∈ D(M) and for all ϕ ∈ E(M), recalling that Φ2 has been defined in
Example 11, we set formally
Γ·Q(Φ
2)(f ;ϕ)
.
= Γ·Q(Φ) ·Q Γ·Q(Φ)(f ;ϕ) = Φ2(f ;ϕ) + P 2(f ⊗ 1) . (32)
The second equality is nothing but Equation (16) with Qε replaced by Q = P ◦ P ∗, where we have also
used both that Γ
(1)
·Q (Φ) = δDiag2 and that
(δDiag2 ⊗Q) · (Γ·Q(Φ)(1) ⊗ Γ·Q(Φ)(1))(f ⊗ 13;ϕ) =
∫
M
Q(x, x)fµ(x)
=
∫
M
P 2(x, y)fµ(x)1µ(y) = P
2(f ⊗ 1) .
Observe that, since we are working with parametrices of elliptic operators P ∗(x, y) = P (y, x) and this
justifies why in the last formula P 2(x, y) is present. Both this last expression and Equation (32) are purely
formal since P 2, the square of the parametrix P , is ill-defined.To cope with this issue we start by observing
that P 2 ∈ D′(M2 \ Diag2) is a well-defined distribution because WF(P ) = WF(δDiag2) – cf. Example
72. In addition, sdDiag2(P
2) ≤ 2(d− 2) < +∞ and, therefore, on account of Theorem 80 there exists an
extension P̂2 ∈ D′(M2) of P 2 such that sdDiag2(P̂2) = sdDiag2(P 2). Moreover WF(P̂2) = WF(δDiag2).
We assume that one such extension, P̂2, has been chosen once and for all. Notice that the said
extension is unique when dimM = d ∈ {2, 3}, consistently with the definition of ·Q. Accordingly and in
view of Equation (32), we define
Γ·Q(Φ
2)(f ;ϕ) := Φ2(f ;ϕ) + P̂2(f ⊗ 1) . (33)
In addition, we can infer that Γ·Q(Φ
2) ∈ D′C(M ; Pol). In particular Remark 73 yields that P̂2⊛1 ∈ E(M)
while the bound WF([Γ·Q(Φ)
2](ℓ)) ⊆ Cℓ holds true combining Example 11 with the wavefront set of P̂2.
Moreover it descends that
Γ·Q(Φ
2)(1)(f ⊗ ψ;ϕ) = [Φ2](1)(f ⊗ ψ;ϕ) , Γ·Q(Φ2)(2)(f ⊗ ψ1 ⊗ ψ2;ϕ) = [Φ2](2)(f ⊗ ψ1 ⊗ ψ2;ϕ) ,
from which Equations (30) and (31) hold true.
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This completes the definition of Γ·Q on M
0
2. Proceeding inductively with respect to the index j, we
assume that Γ·Q has been defined on M
j
2 iterating the procedure used in Equation (32) and we extend
it to Mj+12 . Observe that, given any τ ∈Mj+12 , it suffices to prove the induction step for those elements
either of the form P ⊛ τ ′, τ ′ ∈Mj2 or of the form τ = τ1τ2 with τ1, τ2 ∈Mj1 ∪P ⊛Mj1 – cf. Definition 24.
In the first case, it suffices to invoke the induction hypothesis and the first step of the proof.
In the second case, we consider the formal expression
Γ·Q(τ1) ·Q Γ·Q(τ2)(f ;ϕ) =
(
Γ·Q(τ1)Γ·Q(τ2)
)
(f ;ϕ) +
[
(δDiag2 ⊗Q) · (t(1)1 ⊗ t(1)2 )
]
(f ⊗ 13;ϕ) ,
where t
(1)
1 := Γ·Q(τ1)
(1) and similarly t
(1)
2 . The above formula is a priori not well-defined on account of
T := (δDiag2 ⊗Q) · (t(1)1 ⊗ t(1)2 ) .
To bypass this hurdle, recall that Γ·Q(τ),Γ·Q(τ
′) ∈ D′C(M ; Pol). Hence it holds that
WF(t
(1)
1 ) ∪WF(t(1)2 ) ⊆ C1 = WF(δDiag2) = WF(Q) .
It follows that T identifies an element of D′(M4 \Diagbig4 ) where
Diagbig4 := {(x1, . . . , x4) ∈M4 | ∃a, b ∈ {1, 2, 3, 4} , xa = xb} .
Moreover observe that, whenever x ∈ Diagbig4 \ Diag4 one of the factors between δDiag2 ⊗ Q, t(1)1 , t(1)2 is
smooth while the product of the other two is well-defined.
This entails that T ∈ D′(M4 \Diag4). Furthermore, on account of the inductive hypothesis over j it
holds that
sdDiag4(T ) ≤ sdDiag4(δDiag2 ⊗Q) + sdDiag2(t(1)1 ) + sdDiag2(t(1)2 ) ≤ d+ (d− 4) + d+ d = 4(d− 1) .
Thanks to Theorem 80 we can conclude that there exists a possibly non-unique extension T̂ ∈ D′(M4) of
T such that sdDiag4(T̂ ) = sdDiag4(T ). In addition it holds that WF(T̂ ) = WF(T ). Choosing an extension
T̂ , we define for all f ∈ D(M) and for all ϕ ∈ E(M),
Γ·Q(τ)(f ;ϕ) :=
(
Γ·Q(τ1)Γ·Q(τ2)
)
(f ;ϕ) + T̂ (f ⊗ 13;ϕ) .
By direct inspection we see that Γ·Q(τ) ∈ D′C(M ; Pol). Equation (30) is satisfied by construction, while,
to check the inequality in Equation (31) we observe that
Γ·Q(τ)
(1)(f ⊗ ψ;ϕ) =
(
Γ·Q(τ1)Γ·Q(τ2)
(1) + Γ·Q(τ1)
(1)Γ·Q(τ2)
)
(f ⊗ ψ;ϕ) ,
Γ·Q(τ)
(2)(f ⊗ ψ1 ⊗ ψ2;ϕ) =
(
Γ
(1)
·Q (τ1)Γ·Q(τ2)
(1)
)
(f ⊗ ψ1 ⊗ ψ2;ϕ) .
It descends that, since d = dimM ≥ 2,
σ1(Γ·Q(τ)) ≤ max
i=1,2
σ1(Γ·Q(τi)) ≤ d ≤
3d− 1
2
,
σ2(Γ·Q(τ)) ≤ σ1(Γ·Q(τ1)) + σ1(Γ·Q(τ2)) ≤ 2d ,
where we used Equation (31) applied to Γ·Q(τi), i = 1, 2, whose validity is guaranteed by the induction
step.
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Step 3 – Second induction procedure. In the preceding step we have proven the sought after
statement for Mk with k = 1, 2. We proceed by induction over k. In other words we assume that
Γ·Q has been defined on Mk for an arbitrary but fixed k and we show that the same holds true for
Mk+1 =
⋃
j∈N0
M
j
k+1, cf. Remark 25.
Step 3a – The special case M0k+1. If we set j = 0 we are considering the E(M)-module
M0k+1 = spanE(M)(1,Φ, . . . ,Φ
k+1) .
By the inductive hypothesis over k and on account of Equation (29), we are left with defining Γ·Q(Φ
k+1).
Following the same strategy of Equation (32) and bearing in mind the identities
Γ·Q(Φ)
(1) = δDiag2 , Γ·Q(Φ)
(k) = 0, ∀ k ≥ 2
we consider the formal expression
Γ·Q(Φ
k+1) = Γ·Q(Φ) ·Q . . . ·Q Γ·Q(Φ)︸ ︷︷ ︸
k+1
(f ;ϕ) =
⌊ k+12 ⌋∑
ℓ=0
(
k + 1
2ℓ
)
(Q2ℓ · Γ·Q(Φ)k+1−2ℓ)(f ;ϕ) , (34)
where ⌊k+12 ⌋ ≤ k+12 denotes the integer part of k+12 . Here Q2ℓ is given by
Q2ℓ(f) = (P
2)⊗ℓ · (δDiagℓ ⊗ 1ℓ)(f ⊗ 12ℓ−1) .
The expression in Equation (34) is formal due to the presence of Q2ℓ, which is built out of P
2, the
square of the parametrix P . Nevertheless, we have already shown that P 2 admits at least one extension
P̂2 ∈ D′(M2) with sdDiag2(P̂2) = sdDiag2(P 2). Given an arbitrary but fixed choice for P̂2 we denote by
Q̂2ℓ(f) := P̂
⊗ℓ
2 · (δDiagℓ ⊗ 1ℓ)(f ⊗ 12ℓ−1) ,
the corresponding extension of Q2ℓ. Notice that the product P̂
⊗ℓ
2 · (δDiagℓ ⊗ 1ℓ) is well-defined on account
of Theorem 71 – cf. Equation (74). We consider the extension Q̂2ℓ associated with the choice of P̂2 which
has been outlined in Step 2. Hence we can set
Γ·Q(Φ
k+1)(f ;ϕ) :=
⌊ k+12 ⌋∑
ℓ=0
(
k + 1
2ℓ
)
[Q̂2ℓ · Γ·Q(Φ)k+1−2ℓ](f ;ϕ) . (35)
Since Γ·Q(Φ) is a functional-valued distribution generated by a smooth function, the product Q̂2ℓ ·
Γ·Q(Φ)
k+1−2ℓ is well-defined. As a matter of fact, a direct application of Equation (75) and of Remark
73 shows that [Q̂2ℓ · Γ·Q(Φ)k+1−2ℓ] is a functional-valued distribution generated by a smooth function.
Equation (35) defining Γ·Q(Φ
k+1) is compatible with Equation (30) since, for all f ∈ D(M) and for
all ϕ, ψ ∈ E(M)
Γ·Q(Φ
k+1)(j)(f ⊗ ψ⊗j ;ϕ) =
⌊ k+1−j2 ⌋∑
ℓ=0
(k + 1)!
(2ℓ)!(k + 1− 2ℓ− j)! [Q̂2ℓ · Γ·Q(Φ)
k+1−2ℓ−j ](fψj ;ϕ)
= Γ·Q(δ
j
ψ⊗jΦ
k)(f ;ϕ) ,
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where we used that [Γ·Q(Φ)
a](b) = a!(a−b)!Γ·Q(Φ)
a−b · δDiagb+1 , while δjψ⊗j := δψ ◦ · · · ◦ δψ. On account of
Equation (9), it holds
Γ·Q(Φ
k+1)(j)(f ⊗ ψ⊗j ;ϕ) = (k + 1)!
(k + 1− j)!Γ·Q(ψ · · ·ψ︸ ︷︷ ︸
j
Φk+1−j)(f ;ϕ)
=
(k + 1)!
(k + 1− j)!Γ·Q(Φ
k+1−j)(ψ · · ·ψ︸ ︷︷ ︸
j
f ;ϕ) .
Due to the arbitrariness of both ψ, f and ϕ, this entails that
Γ·Q(Φ
k+1)(j) =
(k + 1)!
(k + 1− j)!Γ·Q(Φ
k+1−j) · δDiagj+1 ,
which implies in turn WF(Γ·Q(Φ
k+1)(j)) ⊆ Cj . Therefore Γ·Q(Φk+1) ∈ D′C(M ; Pol).
Finally Equation (31) is a direct consequence of the bound
σp(Γ·Q(Φ
k+1)) ≤ sdDiagp+1(Γ·Q(Φk+1−p) · δDiagp+1) ≤ sdDiagp+1(δDiagp+1) = pd ,
where we used Lemma 83.
Step 3b: The general case Mjk+1. The preceding step allows us to proceed in the inductive con-
struction of Γ·Q . In particular we assume that the sought after result is known for M
j
k+1 and we show
that the same holds true for Mj+1k+1.
Hence, let us consider a generic τ ∈ Mj+1k+1. In view of Definition 24 and Remark 25 and of the
linearity of Γ·Q , it suffices to focus our attention on those elements which are either of the form P ⊛ τ
′,
with τ ′ ∈Mjk+1, or
τ = τk1 · · · τkℓ , τkn ∈Mjkn ∪ P ⊛M
j
kn
,
where ℓ ∈ N ∪ {0}, kn ∈ N for all n ∈ {1, . . . , ℓ},
ℓ∑
n=1
kn = k + 1. While in the first case we can resort
to Step 1 of this proof, in the second one we can start be recalling that the inductive hypothesis entails
that Γ·Q(τkn) is known for all n.
Following the same strategy of Step 2. and of Step 3a, we wish to set
Γ·Q(τ) := Γ·Q(τk1) ·Q · · ·Q Γ·Q(τkℓ) .
Using the notation tki := Γ·Q(τki) and using Equation (16) with Qε replaced by Q, we obtain
[tk1 ·Q · · ·Q tkℓ ](f ;ϕ) =
∑
N≥0
N1+...+Nℓ=2N
1
N1! · · ·Nℓ! [(δDiagℓ ⊗Q
⊗N) · (t(N1)k1 ⊗ . . .⊗ t
(Nℓ)
kℓ
)](f ⊗ 1ℓ−1+2N ;ϕ) ,
where · indicates once more the product between distributions. As in the preceding cases, this is a formal
expression and, to make it well-defined, we start by noticing that, being all functionals polynomial, then
Ni ≤ ki for all i ∈ {1, . . . , ℓ} and thus 2N ≤ k + 1. For later convenience we set
TN := [(δDiagℓ ⊗Q⊗N) · (t(N1)k1 ⊗ . . .⊗ t
(Nℓ)
kℓ
)] . (36)
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In addition it holds that
WF(δDiagℓ ⊗Q⊗N) ⊆ {(x̂ℓ, ẑ2N , ξ̂ℓ, ζ̂2N ) ∈ T ∗M ℓ+2N \ {0} |
(x̂ℓ, ξ̂ℓ) ∈WF(δDiagℓ) , (ẑ2N , ζ̂2N ) ∈WF(Q⊗N )} .
The inductive hypothesis entails that WF(t
(Ni)
ki
) ⊆ CNi for all i ∈ {1, . . . , ℓ} and, therefore, by applying
Theorem 71 – cf. Equation (74) – TN ∈ D′(M ℓ+2N \Diagbigℓ+2N ), where
Diagbigℓ+2N := {x ∈M ℓ+2N | ∃i, j ∈ {1, . . . , ℓ+ 2N} , xi = xj} . (37)
These data in combination with Equation (75) yield
WF(TN ) ⊆ {(x̂ℓ, ẑ2N , ξ̂ℓ + ξ̂′ℓ, ζ̂N1 + ζ̂′N1 , . . . , ζ̂Nℓ + ζ̂′Nℓ) ∈ T ∗M ℓ+2N \ {0} |
(x̂ℓ, ξ̂ℓ) ∈WF(δDiagℓ) , (ẑ2N , ζ̂2N ) ∈WF(Q⊗N ) ,
∀p ∈ {1, . . . , ℓ} (xp, ẑNp , ξ′p, ζ̂′Np) ∈ CNp} , (38)
where ẑ2N = (ẑN1 , . . . , ẑNℓ). Consider now {A,B}, a partition of {1, . . . , ℓ + 2N} – that is, {1, . . . , ℓ +
2N} = A∪B, A∩B = ∅ – such that, if (x1, . . . , xℓ+2N ) = (x̂A, x̂B), then xa 6= xb for all xa ∈ x̂A and for
all xb ∈ x̂B. As a consequence, the integral kernel of TN decomposes as
TN(x̂A, x̂B) = KN,1(x̂A)SN (x̂A, x̂B)KJ,N (x̂B) ,
where SN is a smooth kernel while KN,1, KN,2 are the integral kernels of distributions appearing in
the definition of Γ·Q on M
b
a for b < j + 1 and a ≤ k + 1. By the inductive hypothesis KN,1, KN,2 are
well-defined and the same holds true for (KJ,1⊗KJ,2) ·SJ on account of Theorem 71 – cf. Equation (74).
Accordingly we can conclude that TN ∈ D′(M ℓ+2N \Diagℓ+2N ). In addition, because of Lemma 83 and
of the inductive hypothesis on Γ·Q(τk1), . . . ,Γ·Q(τkℓ), it holds that
sdDiagℓ+2N (TN ) = sdDiagℓ+2N ((δDiagℓ ⊗Q⊗N ) · (t(N1)k1 ⊗ . . .⊗ t
(Nℓ)
kℓ
))
≤ (ℓ− 1)d+N(d− 4) +
ℓ∑
i=1
[
Nid+
ki −Ni
2
(d− 4)] ,
Hence, on account of Theorem 80 there exists an extension T̂N ∈ D′(M ℓ+2N ) of TN with sdDiagℓ+2N (T̂N ) =
sdDiagℓ+2N (TN ) and with WF(T̂N) = WF(TN ). Consequently, for all f ∈ D(M) and for all ϕ ∈ E(M), we
can set
Γ·Q(τ)(f ;ϕ) :=
∑
N≥0
N1+...+Nℓ=2J
1
N1! · · ·Nℓ! T̂N (f ⊗ 1ℓ−1+2N ;ϕ) . (39)
As in the preceding steps, once an extension T̂N is chosen, this last formula is well-defined and Remark
73 entails that D(M) ∋ f 7→ T̂N(f ⊗ 1ℓ+2N ;ϕ) ∈ E(M) – cf. Equations (38) and (79).
Moreover, for all p ∈ N ∪ {0} and ψ ∈ E(M), it holds
Γ·Q(τ)
(p)(f ⊗ ψ⊗p;ϕ) :=
∑
N≥0
N1+...+Nℓ=2N
1
N1! · · ·Nℓ! T̂
(p)
N (f ⊗ 1ℓ−1+2N ⊗ ψ⊗p;ϕ) ,
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where 0 ≤ 2N ≤ k + 1− p. To ensure that Equation (30) holds true, consider the formal expression
[Γ·Q(τk1) ·Q · · ·Q Γ·Q(τkℓ)](p)(f ⊗ ψ⊗p;ϕ)
:=
∑
N≥0
N1+...+Nℓ=2N
p1+...+pℓ=p
1
N1!p1! · · ·Nℓ!pℓ! [(δDiagℓ ⊗Q
⊗N ⊗ 1p) · (t(N1+p1)k1 ⊗ . . .⊗ t
(Nℓ+pℓ)
kℓ
)](f ⊗ 1ℓ−1+2N ⊗ ψ⊗p;ϕ)
=
∑
N≥0
N1+...+Nℓ=2N
p1+...+pℓ=p
1
N1!p1! · · ·Nℓ!pℓ!T
[p̂ℓ]
N (f ⊗ 1ℓ−1+2N ⊗ ψ⊗p;ϕ) ,
where T
[p̂ℓ]
N is a functional-valued distribution on M
ℓ+2N+p \ Diagℓ+2N+p with finite scaling degree at
Diagℓ+2N+p. It follows that Equation (30) is satisfied provided we choose the extension T̂N so that
T̂
(p)
N =
∑
p1+...+pℓ=p
T̂
[p̂ℓ]
N , (40)
where T̂
[p̂ℓ]
N ∈ D′(M ℓ+2N+p) is a scaling degree preserving extension of T [p̂ℓ]N , whose existence is guaranteed
by the finiteness of sdDiagℓ+2N+p(T
[p̂ℓ]
N ). Notice that we can impose Equation (40) on account of the fairly
explicit construction of T̂N – cf. Theorem 80. The proof that Γ·Q(τ) ∈ D′C(M ; Pol) follows by estimating
the wave front set of the distribution
D(M)⊗ E(M)⊗p ∋ f ⊗ ψ⊗p → T̂ (p)N (f ⊗ 1ℓ−1+2N ⊗ ψ⊗p;ϕ) ,
which is achieved using Theorem 71 – cf. Remark (73) – together with the estimate
WF(T̂
(p)
N ) = {(x̂ℓ, ẑ2N , ŷp, ξ̂ℓ + ξ̂′ℓ, ζ̂2N + ζ̂′2N , η̂p + η̂′p) ∈ T ∗M ℓ+2N+p \ {0} |
(x̂ℓ, ξ̂ℓ) ∈WF(δDiagℓ) , (ẑ2N , ζ̂2N ) ∈WF(Q⊗N ) ,
∀h ∈ {1, . . . , ℓ} , (xh, ẑNh , ŷph , ξh, ζ̂′nh , η̂′ph) ∈ CNh+ph} ,
where we wrote ζ̂2N = (ζ̂N1 , . . . , ζ̂Nℓ) and similarly for ŷp, ζ̂2N and η̂p. Finally the bound (31) is satisfied
by direct inspection. As a matter of fact
σp(Γ·Q(τ)) ≤ max
0≤2N≤k+1−p
sdDiagℓ+2N+p(T
(p)
N )− (ℓ− 1 + 2N)d , (41)
where the last factor arises from the integration of 1ℓ−1+2N inserted in T
(p)
N . Using the inductive hypoth-
esis on Mk as well as Examples 78 and 79 as well as Lemma 83, it holds
sdDiagℓ+2J+p(T
(p)
N ) ≤ sdDiagℓ(δDiagℓ) +N sdDiag2(Q) +
q∑
i=1
σ1+Ni+pi(Γ·Q(τki))
≤ (ℓ− 1)d+N(d− 4) +
ℓ∑
i=1
[
(Ni + pi)d+
ki −Ni − pi
2
(d− 4)
]
.
Inserting this result in Equation (41), one obtains Equation (31) for Γ·Q(τ). This concludes the induction
procedure and the proof.
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Remark 31 (Parabolic Case): The result of Theorem 30 holds true, mutatis mutandis1, also in the
parabolic case M = R × Σ and E = ∂t − E˜. Notice that also in this case renormalization enters the
game if dim(Σ) = d ≥ 2. The proof goes along the same lines, the main point being the renormalization
procedure, namely the extension of the singular distributions involved in the definition of ·Q. This is
based on the finiteness of the weighted scaling degree – cf. Remark 77 and Example 79.
To conclude the section, we show how we can use Γ·Q to deform the algebra structure of A.
Corollary 32: Let Γ·Q : A→ D′C(M ; Pol) be defined as per Theorem 30. Then the vector space A·Q :=
Γ·Q(A) ⊆ D′C(M ; Pol) is a unital, commutative and associative C-algebra with respect to the product
τ1 ·Γ·Q τ2 := Γ·Q [Γ−1·Q (τ1)Γ−1·Q τ2] , ∀τ1, τ2 ∈ A·Q . (42)
Proof. First of all observe that any map Γ·Q : A → D′C(M ; Pol) built as per Theorem 30 is such that
ker Γ·Q = {0}. Indeed, let τ ∈ ker Γ·Q \ {0} be of polynomial degree k in Φ, that is δkψτ 6= 0 while
δk+1ψ τ = 0 – cf. Remark 25. Equation (28) entails that 1 /∈ ker Γ·Q , so that k > 0. In turn this implies
that for all ψ ∈ E(M) there exists 0 6= fψ ∈ E(Mk) such that
δkψ⊗kτ = fψ1 .
Moreover Equation (30) implies that, if τ ∈ ker Γ·Q , then also δψτ ∈ ker Γ·Q . This entails that fψ1 ∈
ker Γ·Q which implies fψ = 0. This is a contradiction. Thus Γ·Q is injective and therefore ·Γ·Q is well-
defined. All remaining properties are straightforwardly verified. In particular 1 ·Γ·Q τ = τ ·Γ·Q 1 = τ
for all τ ∈ A·Γ·Q while associativity and commutativity of A·Γ·Q are inherited from the corresponding
properties of A.
Remark 33: Theorem 30 and Corollary 32 identify a suitable algebra A·Q whose physical relevance has
already been explained. One may wonder which is the interplay between this construction and diffeo-
morphism invariance, namely to which extent the algebra A·Q = A·Q(M,E) depends on the geometrical
data M,E.
In particular it would be desirable that the assignment (M,E) → A·Q(M,E) satisfies the following
property: Whenever ι : M1 → M2 is a smooth map such that E1 ◦ ι∗ = ι∗ ◦ E2 then there exists a
corresponding injective isomorphism of algebras A·Q(ι) : A·Q(M1, E1)→ A·Q(M2, E2).
This statement can be read as the translation to this setting of the principle of general covariance
which is adopted in algebraic quantum field theory, cf. [BFDY, Ch. 4] and which is often stated using the
language of category theory. Here, we avoid entering into the details, limiting to observe that, similarly
to the analysis in [DDR20], such kind of property is hard to implement as our construction depends on
the choice of a parametrix P for the operator E. It is well-known that the choice of P is not a covariant
statement and this has a repercussion in the failure of A·Q being invariant under the induced action of
the diffeomorphism group of the underlying manifold M . Following the same rationale of [DDR20] a
possible way out from this quandary consists of working with all possible parametrices P at once. We
feel that, pursuing such path in this paper would only be an unnecessary detour from our real goal and
we shall address it in a future work.
4 Correlations and •Q product
In the previous section Theorem 30 together with Corollary 32 laid the foundation of the algebra A·Q ,
whose elements can be interpreted as the expectation value E(τ̂ (f)) of the (ϕ-shifted) random variable
1As an example, Equation (31) is modified by substituting d with the effective dimension d+ 1, cf. Remark 77.
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τ̂ (f), cf. Proposition 19 and Remark 20. This construction falls short of the goal of computing also the
correlations of τ̂ in terms of Γ·Q(τ).
Proposition 21 solves this quandary in the case of a regularized counterpart for Q, cf. Remark 22.
In this section we adopt a strategy similar to that of the preceding one showing that, barring a suitable
renormalization procedure, it is possible to replace Qε with Q. Observe that the main hurdles arise
from the singular behaviour of Q which leads to a generally ill-defined product (12⊗Q⊗k) · (τ (k)1 ⊗ τ (k)2 ),
τ1, τ2 ∈ D′(M ; Pol). The following examples illustrate in a concrete case the problem that we have
outlined.
Example 34: Consider Φ2 ∈ D′C(M ; Pol) as per Example 11. Equation (19) with Qε formally replaced
with Q leads to
[Φ2 •Q Φ2](f1 ⊗ f2;ϕ) =
∫
M×M
f1,µ(x1)f2,µ(x2)
[
ϕ(x1)
2ϕ(x2)
2 + 4ϕ(x1)Q(x1, x2)ϕ(x2) + 2Q(x1, x2)
2
]
,
where f1, f2 ∈ D(M), while ϕ ∈ E(M). One can realize by direct inspection that the last term on the
right hand side of the previous identity is a priori well-defined only outside the total diagonal of M ×M .
In other words Q2 ∈ D′(M ×M \Diag2).
Yet, observe that, on account of Example 79 and Lemma 83,
sdDiag2(Q
2) ≤ 2(d− 4) .
Hence, in view of Theorem 80, there exists Q̂2 ∈ D′(M ×M), an extension of Q2 with sdDiag2(Q̂2) =
sdDiag2(Q
2). If dimM = d < 8 such extension is unique, cf. Theorem 80. Following the same strategy
as in the preceding section, we can conceive to use such extension to give meaning to Φ2 •Q Φ2. The
remainder of the section is devoted to making this idea precise.
Remark 35 (Parabolic Case): The same strategy of Example 34 applies in the parabolic case. For the
sake of clarity, we underline that the only difference is that wsdDiag2(Q
2) = 2(d − 3), cf. Remark 77,
where d = dimM As a consequence, for the same reason of the above example, the extension preserving
the weighted scaling degree Q̂2 ∈ D′(M ×M) of Q2 ∈ D′(M ×M \Diag2) is unique if dim(Σ) < 6 where
M = R× Σ.
Remark 36: Notice that the decomposition A =
⊕
k≥0
Mk = lim−→
j
⊕
k≥0
M
j
k – cf. Remark 25 – induces a
counterpart at the level of the universal tensor module T(A·Q) = E(M) ⊕
⊕
ℓ>0A
⊗ℓ
·Q , i.e.
T(A·Q) = E(M) ⊕
⊕
ℓ>0
∞⊕
k=0
⊕
k1,...,kℓ
k1+···+kℓ=k
Γ·Q(Mk1)⊗ . . .⊗ Γ·Q(Mkℓ)
= E(M) ⊕
⊕
ℓ>0
∞⊕
k=0
⊕
k1,...,kℓ
k1+···+kℓ=k
lim−→
j1,...,jℓ
Γ·Q(M
j1
k1
)⊗ . . .⊗ Γ·Q(Mjℓkℓ) .
In the following we prove a counterpart of Theorem 30 for the universal tensor module, namely we
look for a map Γ•Q : T(A·Q) → T′C(M ; Pol) out of which we can define a deformed algebra structure on
T(A·Q) along the same spirit of Corollary 32.
Theorem 37: Let A·Q be the algebra defined in Corollary 32 with the map Γ·Q built as per Theorem
30. Letting T′C(M ; Pol) be defined as per Equation (18) and calling T(A·Q) the universal tensor module
built out of A·Q , there exists a linear map Γ•Q : T(A·Q)→ T′C(M ; Pol) with the following properties:
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(i) for all τ1, . . . , τℓ ∈ A·Q with τ1 ∈ Γ·Q(M1) it holds
Γ•Q(τ1 ⊗ . . .⊗ τℓ) := τ1 •Q Γ•Q(τ2 ⊗ . . .⊗ τℓ) , (43)
where •Q is defined as in Equation (19) with Qε replaced by Q.
(ii) Let τ1, . . . , τℓ ∈ A·Q and f1, . . . , fℓ ∈ D(M). If there exists I ( {1, . . . , ℓ} for which⋃
i∈I
spt(fi) ∩
⋃
j /∈I
spt(fj) = ∅ ,
then
Γ•Q(τ1 ⊗ . . .⊗ τℓ)(f1 ⊗ . . .⊗ fℓ) =
[
Γ•Q
(⊗
i∈I
τi
)
•Q Γ•Q
(⊗
j /∈I
τj
)]
(f1 ⊗ . . .⊗ fℓ) . (44)
(iii) for all ℓ ≥ 0, Γ•Q : A⊗ℓ·Q → T′C(M ; Pol) is a symmetric map,
(iv) Γ•Q satisfies the following identities:
Γ•Q(τ) = τ , ∀τ ∈ A·Q , (45a)
Γ•Q ◦ δψ = δψ ◦ Γ•Q , ∀ψ ∈ E(M) , (45b)
Γ•Q(τ1 ⊗ . . .⊗ P ⊛ τj ⊗ . . .⊗ τℓ) = (δ⊗j−1Diag2 ⊗ P ⊗ δ
⊗ℓ−j
Diag2
)⊛ Γ•Q(τ1 ⊗ . . .⊗ τj ⊗ . . .⊗ τℓ) , (45c)
for all τ1, . . . , τℓ ∈ A·Q and for all ℓ ∈ Zd+.
Moreover, given any such map Γ•Q let
A•Q := Γ•Q(A·Q) ⊆ T′C(M ; Pol) . (46)
Then the bilinear map •Γ•Q : A•Q ×A•Q → A•Q defined by
τ •Γ•Q τ¯ := Γ•Q(Γ−1•Q (τ)⊗ Γ−1•Q (τ¯ )) , ∀τ, τ¯ ∈ A•Q , (47)
defines a unital, commutative and associative product on A•Q .
Proof. The strategy of the proof is very much similar in spirit to that of Theorem 30, namely we proceed
inductively. Due to the sheer length of the analysis we divide what follows in separate steps. As a
preliminary observation we stress that Equation (43) and the map •Q in particular are well-defined when
applied to elements lying in Γ·Q(M1), since no divergences occur. In particular all equations in item (iii)
are automatically fulfilled. In addition notice that, under the assumption made on the test functions
f1, . . . , fℓ, the product •Q appearing in Equation (44) is well-defined.
Step 1 – Induction over ℓ. The first step consists of controlling Γ•Q as the number of arguments in the
tensor product recalling that T(A·Q) = E(M)
⊕∞
ℓ=1A
⊗ℓ
·Q . In other words we are proceeding inductively
over ℓ and we observe that Equation (45a) defines completely Γ•Q when ℓ = 1. As per the inductive
hypothesis we assume that the action of Γ•Q has been defined on A
⊗p
·Q ⊆ T′C(M ; Pol) for all p < ℓ and we
prove existence of Γ•Q on A
⊗ℓ
·Q . Since, on account of Remark 36,
A
⊗ℓ
·Q =
⊕
k≥0
⊕
k1,...kl
k1+...+kℓ=k
Γ·Q(Mk1)⊗ . . .⊗ Γ·Q(Mkℓ) ,
the problem reduces to constructing, for all k ∈ N ∪ {0}, Γ•Q(τk1 ⊗ . . . ⊗ τkℓ) for all τk1 , . . . , τkℓ with
τkp ∈ Γ·Q(Mkp), while k1, . . . , kp ∈ N ∪ {0} are such that k1 + . . .+ kℓ = k.
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Step 2 – Induction over k. At this stage we proceed inductively over k ∈ N∪{0}. The cases k = 0, 1
are readily verified since no singularity can occur in
Γ•Q(τk1 ⊗ . . .⊗ τkℓ) = τk1 •Q . . . •Q τkℓ .
Furthermore both items (ii) and (iii) are trivially satisfied per construction. Hence we can make the
inductive hypothesis assuming that Γ•Q(τk1 ⊗ . . . ⊗ τkℓ) has been defined for all k1, . . . , kℓ such that
k1 + . . . + kℓ = k − 1. In order to extend the definition of Γ•Q to the case when k1 + . . . kℓ = k we can
invoke Remark 36 to write
Γ·Q(Mk1)⊗ . . .⊗ Γ·Q(Mkℓ) = lim−→
j1,...,jℓ
Γ·Q(M
k1
j1
)⊗ . . .⊗ Γ·Q(Mkℓjℓ ) ,
proceeding inductively over j1, . . . , jℓ.
Step 2a – Induction over j1, . . . , jℓ: starting case. If j1 = . . . = jℓ = 0, this amounts to considering
only the case τkp = Γ·Q(Φ
kp) for all p ∈ {1, . . . , ℓ} – cf. Definition 24. For all fi ∈ D(M), i = 1, . . . , ℓ
with disjoint supports and for all ϕ ∈ E(M), Equation (44) entails, together with Equation (19) with Qε
replaced by Q reads for the case in hand,
Γ•Q(Γ·Q(Φ
k1)⊗ . . .⊗ Γ·Q(Φkℓ))(f1 ⊗ . . .⊗ fℓ;ϕ) = Γ·Q(Φk1) •Q . . . •Q Γ·Q(Φkℓ)(f1 ⊗ . . .⊗ fℓ;ϕ)
=
∞∑
N=0
∑
N1,...Nℓ
N1+···+Nℓ=2N
(
k̂ℓ
N̂ℓ
)
(1ℓ ⊗Q⊗N)·
· [δDiagN1+1Γ·Q(Φ
k1−N1)⊗ . . .⊗ δDiagNℓ+1Γ·Q(Φ
kℓ−Nℓ)](f1 ⊗ . . .⊗ fℓ ⊗ 12N ;ϕ) ,
where · denotes the product of distributions, while ( k̂ℓ
N̂ℓ
)
:=
∏ℓ
p=1
(
kp
Np
)
and
Γ·Q(Φ
k)(j) =
k!
(k − j)!Γ·Q(Φ
k−j)δDiagj+1 .
The previous expression defines Γ•Q(Γ·Q(Φ
k1) ⊗ . . .⊗ Γ·Q(Φkℓ)) as a (functional-valued) distribution on
M ℓ \Diagℓ. This is codified by the fact that
Sℓ,J := (1ℓ ⊗Q⊗J) · [δDiagj1+1 ⊗ . . .⊗ δDiagjℓ+1 ] ,
is a well-defined functional-valued distribution only on M ℓ+2N \Diagℓ+2N . To complete the definition of
Γ•Q(Γ·Q(Φ
k1)⊗. . .⊗Γ·Q(Φkℓ)) we observe that sdDiagℓ+2N (Sℓ,N ) is finite and, thus, Theorem 80 ensures the
existence of an extension Ŝℓ,N of Sℓ,N to the wholeM
ℓ+2N such that sdDiagℓ+2N (Ŝℓ,N ) = sdDiagℓ+2N (Sℓ,N).
Having chosen one such extension we set for all fi ∈ D(M), i = 1, . . . , ℓ and for all ϕ ∈ E(M)
Γ•Q(Γ·Q(Φ
k1)⊗ . . .⊗ Γ·Q(Φkℓ))(f1 ⊗ . . .⊗ fℓ;ϕ)
=
∑
N≥0
N1+...+Nℓ=2N
(
k̂ℓ
N̂ℓ
)
Ŝℓ,N · [Γ·Q(Φk1−N1)⊗ . . .⊗ Γ·Q(Φkℓ−Nℓ)](f1 ⊗ . . .⊗ fℓ ⊗ 12N ;ϕ) ,
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which identifies an element in D′(M ℓ; Pol). Furthermore for all p ∈ N ∪ {0} and ψ ∈ E(M), it holds
Γ•Q(Γ·Q(Φ
k1)⊗ . . .⊗ Γ·Q(Φkℓ))(p)(f1 ⊗ . . .⊗ fℓ ⊗ ψ⊗p;ϕ) =∑
N≥0
N1+...+Nℓ=2N
p1+...+pℓ=p
q∏
h=1
kh!
ph!jh!(kh − jh − ph)! Ŝ
[p]
ℓ,N ·[Γ·Q(Φk1−N1−p1)⊗. . .⊗Γ·Q(Φkℓ−Nℓ−pℓ)](f1⊗. . .⊗fℓ⊗12N⊗ψ⊗p;ϕ) ,
where we denoted by Ŝ
[p]
ℓ,N the distribution
Ŝ
[p]
ℓ,N := (Ŝℓ,N ⊗ 1p) · [1N ⊗ δDiagp1+1 ⊗ . . .⊗ δDiagpℓ+1 ] ⊇
⊇ (1ℓ ⊗Q⊗N ⊗ 1p) · [δDiagp1+N1+1 ⊗ . . .⊗ δDiagpℓ+Nℓ+1 ] .
Here ⊇ means that the two distributions coincide on D(M ℓ+2N+p \ Diagℓ+2N+p). In addition it holds
that Γ•Q(Γ·Q(Φ
k1)⊗ . . .⊗Γ·Q(Φkℓ)) ∈ D′C(M ℓ; Pol). This follows by estimating the wave front set of the
distribution
D(M)⊗ℓ ⊗ E(M)⊗p ∋ f1 ⊗ . . .⊗ fℓ ⊗ ψ⊗p → Ŝ[p]ℓ,N(f1 ⊗ . . .⊗ fℓ ⊗ 12N ⊗ ψ⊗p) ,
by means of Theorem 71 and Remark 73. Furthermore a direct application of Equation (30) entails that,
for all fi ∈ D(M), i = 1, . . . , ℓ and for all ϕ ∈ E(M)
Γ•Q(Γ·Q(Φ
k1)⊗ . . .⊗ Γ·Q(Φkℓ))(p)(f1 ⊗ . . .⊗ fℓ ⊗ ψ⊗p;ϕ)
=
∑
N≥0
N1+...+Nℓ=2N
p1+...+pℓ=p
(
k̂ℓ
N̂ℓ
)
Ŝℓ,N · [Γ·Q(δp1ψ⊗p1Φk1−N1)⊗ . . .⊗ Γ·Q(δpℓψ⊗pℓΦkℓ−Nℓ)](f1 ⊗ . . .⊗ fℓ ⊗ 12N ;ϕ) ,
which entails Equation (45b). This completes the inductive proof for the initial case n1 = . . . = nℓ = 0.
Step 2b – Induction over j1, . . . , jℓ: general case. In view of the preceding step we can assume
that Γ•Q(τk1 ⊗ . . .⊗ τkℓ) has been defined for all τkp ∈ Γ·Q(Mmpkp ) for mp < jp. Our goal is to show how
to extend the definition of Γ•Q to the case mp = jp for all p ∈ {1, . . . , ℓ}.
Let τk1 , . . . , τkℓ be such that τkp ∈ Γ·Q(Mjpkp) for all p ∈ {1, . . . , ℓ} and k1+. . .+kℓ = k. If τkp = P⊛σkp
for σkp ∈ Mjp−1kp , then Γ•Q(τk1 ⊗ . . . ⊗ τkℓ) is defined via Equation (45c). In the general case, for all
f1, . . . , fℓ ∈ D(M) with disjoint supports and for all ϕ ∈ E(M), Equation (44) entails
Γ•Q(τk1 ⊗ . . .⊗ τkℓ)(f1 ⊗ . . .⊗ fℓ;ϕ) = (τk1 •Q . . . •Q τkℓ)(f1 ⊗ . . .⊗ fℓ;ϕ)
=
∞∑
N=0
∑
N1,...Nℓ
N1+...+Nℓ=2N
1
N1! · · ·Nℓ!
[
(1ℓ ⊗Q⊗J) · (τ (N1)k1 ⊗ . . .⊗ τ
(Nℓ)
kℓ
)
]
(f1 ⊗ . . .⊗ fℓ ⊗ 12N ;ϕ)
=
∞∑
N=0
∑
N1,...Nℓ
N1+...+Nℓ=2N
1
N1! · · ·Nℓ!Sℓ,N (f1 ⊗ . . .⊗ fℓ ⊗ 12N ;ϕ) ,
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where · still denotes the product of distributions. As before, this defines Γ•Q(τk1⊗. . .⊗τkℓ) as a functional-
valued distribution on M ℓ \Diagℓ. Notice that with the same argument used in the proof of Theorem 30
we can infer that Sℓ,N is a well-defined functional-valued distribution on M
ℓ+2N \Diagℓ+2N .
To complete the definition of Γ•Q(τk1 ⊗ . . .⊗ τkℓ) we ought to discuss a suitable extension of Sℓ,N ∈
D′(M ℓ+2N \Diagℓ+2N ). Since sdDiagℓ+2N (Sℓ,N ) < +∞, we can apply Theorem 80 to ensure the existence
of an extension Ŝℓ,N of Sℓ,N to the whole M
ℓ+2J such that sdDiagℓ+2N (Ŝℓ,N ) = sdDiagℓ+2N (Sℓ,N). Having
chosen one such extension, we set for all f1, . . . , fℓ ∈ D(M) and for all ϕ ∈ E(M)
Γ•Q(τk1 ⊗ . . .⊗ τkℓ)(f1 ⊗ . . .⊗ fℓ;ϕ) :=
∑
N≥0
N1+...+Nℓ=2N
1
N1! · · ·Nℓ! Ŝℓ,N(f1 ⊗ . . .⊗ fℓ ⊗ 12N ;ϕ) .
This formula entails that Γ•Q(τk1 ⊗ . . . ⊗ τkℓ) ∈ D′(M ℓ; Pol) which is per construction symmetric in
τk1 , . . . , τkℓ . Furthermore, for all p ∈ N ∪ {0} it holds
Γ•Q(τk1 ⊗ . . .⊗ τkℓ)(p)(f1 ⊗ . . .⊗ fℓ ⊗ ψ⊗p;ϕ)
=
∞∑
N=0
∑
N1,...Nℓ
N1+...+Nℓ=2N
1
N1! · · ·Nℓ! Ŝ
(p)
ℓ,N (f1 ⊗ . . .⊗ fℓ ⊗ 12N ⊗ ψ⊗p;ϕ) .
With reference to Equation (45b) consider the formal expression
(τk1 •Q . . . •Q τkℓ)(p)(f1 ⊗ . . .⊗ fℓ ⊗ ψ⊗p;ϕ) =∑
N≥0
N1+...+Nℓ=2J
p1+...+pℓ=p
1∏ℓ
i=1Ni!pi!
[
(1ℓ ⊗Q⊗N ⊗ 1p) · (τ (N1+p1)k1 ⊗ . . .⊗ τ
(Nℓ+pℓ)
kℓ
)
]
(f1 ⊗ . . .⊗ fℓ ⊗ 12N ⊗ ψ⊗p;ϕ)
=
∑
N≥0
N1+...+Nℓ=2J
p1+...+pℓ=p
1∏ℓ
i=1Ni!pi!
S
[p̂ℓ]
ℓ,N (f1 ⊗ . . .⊗ fℓ ⊗ 12N ⊗ ψ⊗p;ϕ) ,
where S
[p̂ℓ]
ℓ,J is a functional-valued distribution defined on M
ℓ+2J+p \Diagℓ+2J+p with finite scaling degree
at Diagℓ+2J+p. Here we set p̂ℓ = (p1, . . . , pℓ). On account of the explicit form of such Ŝℓ,M – cf. theorem
80 – we can choose Ŝℓ,M so that
Ŝ
(p)
ℓ,M =
∑
p1+...+pℓ=p
1
p1! · · · pℓ! Ŝ
[p̂ℓ]
ℓ,N ,
where Ŝ
[p̂ℓ]
ℓ,N denotes a scaling degree preserving extension of S
[p̂ℓ]
ℓ,N onM
ℓ+2N+p. With this choice it follows
that Γ•Q(τk1 ⊗ . . .⊗ τkℓ) satisfies Equation (45b). In addition, Γ•Q(τk1 ⊗ . . .⊗ τkℓ) ∈ D′C(M ℓ; Pol) as it
can be shown by evaluating the wave front set of
D(M)⊗ℓ ⊗ E(M)⊗p ∋ f1 ⊗ . . .⊗ fℓ ⊗ ψ⊗p → Ŝ(p)ℓ,N (f1 ⊗ . . .⊗ fℓ ⊗ 12N ⊗ ψ⊗p;ϕ) .
This concludes the proof by induction over j1, . . . , jℓ and consequently also that over k and over ℓ.
30
Final Step – Algebraic properties of •Γ•Q . Once Γ•Q has been defined, the algebraic properties of
•Γ•Q can be proved by direct inspection. In particular commutativity of the product is inherited by the
symmetry of Γ•Q . Associativity follows instead by a direct computation. For all τ1, τ2, τ3 ∈ A•Q it holds
(τ1 •Γ•Q τ2) •Γ•Q τ3 = Γ•Q(Γ−1•Q (τ1 •Γ•Q τ2)⊗ Γ−1•Q (τ3)) = Γ•Q(Γ−1•Q (τ1)⊗ Γ−1•Q (τ2)⊗ Γ−1•Q (τ3))
= τ1 •Γ•Q (τ2 •Γ•Q τ3) .
Remark 38 (Parabolic Case): As for Theorem 30, also Theorem 37 holds true mutatis mutandis also
in the parabolic case M = R× Σ and E = ∂t − E˜. As we discussed in Remark 31, this is a consequence
of the finiteness of the weighted scaling degree, cf. Remark 77.
5 Uniqueness theorems
In the previous two sections we have proven existence of the algebras A·Q and A•Q , which, in turn depend
on the linear maps Γ·Q : A→ D′C(M ; Pol) and Γ•Q : A·Q → T′C(M ; Pol), cf. Theorems 30 and 37. A close
inspection of the proofs, e.g. Equation (33), unveils that, in general, one cannot hope for uniqueness of
the above structures. This prompts the questions, whether it is possible to classify the freedom in the
definition of Γ·Q and of Γ•Q and how the algebras A·Q and A•Q depend on them. In this section, we
address these issues.
Remark 39: In order to better understand the rationale behind the characterization of the freedom in
defining Γ·Q and Γ•Q , we feel worth focusing first on a concrete example, which is traded from Equation
(33). The notation used is consistent with that of Theorem 40.
Suppose, therefore, that Γ·Q and Γ˜·Q are two different maps, compatible with the constraints listed in
Theorem 30. Consider in addition the functional τ = Φ2, cf. Example 11, and let C0 ∈ D′C(M ; Pol) be
C0(f ;ϕ) := Γ·Q(Φ
2)(f ;ϕ)− Γ˜·Q(Φ2)(f ;ϕ) ∀(f ;ϕ) ∈ D(M)× E(M) .
By direct inspection of Equation (33), it turns out that, for all ψ ∈ E(M),
C
(1)
0 (f ⊗ ψ;ϕ) = Γ·Q(Φ2)(1)(f ⊗ ψ;ϕ)− Γ˜·Q(Φ2)(1)(f ⊗ ψ;ϕ)
= 2Γ·Q(ψΦ)(f ;ϕ)− 2Γ˜·Q(ψΦ)(f ;ϕ) = 0 ,
where we used Equation (30) together with Equation (28). It follows that C0 does not depend on
ϕ ∈ E(M). Combining this statement with Equation (12), it turns out that C0 ∈ D′(M) andWF(C0) = ∅.
Hence there must exist c0 ∈ E(M) such that C0 = c01. It follows that
Γ·Q(Φ
2) = Γ˜·Q(Φ
2) + c01 ,
that is, on Φ2, Γ˜·Q and Γ·Q , differs by a distribution generated by a smooth function.
We start by focusing the attention on Γ·Q , generalizing the result of Remark 39.
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Theorem 40: Let Γ˜·Q ,Γ·Q : A→ D′(M ; Pol) be two linear maps compatible with the constraints listed
in Theorem 30. Then there exists a family {Ck}k∈N0 of linear maps Ck : A→Mk, such that:
Cℓ[Mk] = 0 , ∀k ≤ ℓ+ 1 , (48a)
Ck[P ⊛ τ ] = P ⊛ Ck[τ ] , ∀k ∈ N0 , ∀τ ∈Mk (48b)
δψ ◦ Ck = Ck−1 ◦ δψ , ∀k ∈ N , ∀ψ ∈ E(M) (48c)
Γ˜·Q(τ) = Γ·Q (τ + Ck−2[τ ]) , ∀τ ∈Mk . (48d)
Proof. The proof goes by induction on k, namely we show that, whenever the action of Cℓ has been
consistently defined on all τ˜ ∈Mk−1 for all ℓ ∈ N0, then Cℓ[τ ] is known also for τ ∈Mk.
If k = 1, then both Equation (28) and Equation (48a) entail that Cℓ[M1] = 0 for all ℓ ∈ N0. By the
induction hypothesis we assume that, for all ℓ ∈ N0, Cℓ[τ ] has been defined for all τ ∈Mk−1.
In order to define Cℓ[τ ] for all ℓ ∈ N ∪ {0} and τ ∈ Mk, we observe that Equation (48a) entails that
Cℓ[Mk] = 0 whenever ℓ ≥ k − 1. To construct Cℓ, for 0 ≤ ℓ ≤ k − 2, let τ ∈ Mk. If there exists τ¯ ∈ Mk
such that τ = P ⊛ τ¯ , in agreement with Equation (48b), we set Cℓ[P ⊛ τ¯ ] = P ⊛ Cℓ[τ¯ ]. If we do not fall
in this case, for all ℓ ∈ {1, . . . , k − 2}, we define – cf. Remark 12 –
Cℓ[τ ](f ;ϕ) = Cℓ[τ ](f ; 0) +
∫ 1
0
Cℓ−1[δϕτ ](f ; sϕ)ds . ∀f ∈ D(M) , ∀ϕ ∈ E(M) .
Notice that δϕτ ∈ Mk−1 so that Cℓ−1[δϕτ ] ∈ Mℓ−1 is known by the inductive hypothesis, whereas
Cℓ[τ ](f ; 0) can be seen as an arbitrary additive constant. Moreover Cℓ[τ ] satisfies Equation (48c), since
for all ψ ∈ E(M),
(δψCℓ[τ ])(ϕ) =
d
dλ
Cℓ[τ ](ϕ + λψ)
∣∣∣∣
λ=0
=
d
dλ
∫ 1
0
Cℓ−1[δϕ+λψτ ](sϕ + sλψ)ds
∣∣∣∣
λ=0
=
∫ 1
0
Cℓ−1[δψτ ](sϕ)ds +
∫ 1
0
sδψCℓ−1[δϕτ ](sϕ)ds .
We observe that, on account of Equation (48c),
δψCℓ−1[δϕτ ](sϕ) = δϕCℓ−1[δψτ ](sϕ) =
d
ds
Cℓ−1[δψτ ](sϕ) .
Integration by parts yields
(δψCℓ[τ ])(ϕ) =
∫ 1
0
Cℓ−1[δψτ ](sϕ)ds +
∫ 1
0
s
d
ds
Cℓ−1[δψτ ](sϕ)ds
= sCℓ−1[δψτ ](sϕ)
∣∣∣∣s=1
s=0
= Cℓ−1[δψτ ](ϕ) .
We have defined Cℓ[τ ] for all τ ∈Mk and ℓ ≥ 1 compatibly with the constraints in Equations (48a)-(48b).
We are left with working with C0[τ ] showing in addition that Equation (48d) holds true. For τ ∈Mk we
set
C0[τ ] := Γ˜·Q(τ) − Γ·Q(τ) − Γ·Q(Ck−2[τ ]) .
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The assignment τ → C0[τ ] is linear and, moreover, C0[τ ] ∈ M0. This follows by direct inspection of
δψτ0[τ ] since
δψC0[τ ] = Γ˜·Q(δψτ) − Γ·Q(δψτ)− Γ·Q(Ck−3[δψτ ]) = 0 ,
where we used Equations (45b) and (48c) together with the inductive hypothesis for δψτ ∈ Mk−1.
Equation (48d) is trivially satisfied since Γ·Q(C0[τ ]) = C0[τ ]. Hence the inductive proof is complete.
Corollary 41: Let Γ˜·Q ,Γ·Q : A→ D′(M ; Pol) be two linear maps compatible with the constraints listed
in Theorem 30. Then the algebras A·Q = Γ·Q(A) and A˜·Q = Γ˜·Q(A), defined as per Corollary 32, coincide.
Roughly speaking Theorem 40 ensures that, for τ ∈ Mk, Γ˜·Q(τ) and Γ·Q(τ) differs by Γ·Q(Ck−2[τ ]),
being Ck−2[τ ] ∈ Mk−2. Though this space is quite large, the ambiguity in the actual form of Ck−2[τ ]
can be further restricted via Equation (48c). This can be seen explicitly by considering specific algebra
elements, namely Φk as per Example 11.
Proposition 42: Let Γ˜·Q ,Γ·Q : A → D′(M ; Pol) be two linear maps compatible with the constraints
listed in Theorem 30. Then there exists {cℓ}ℓ∈N0 ⊂ E(M) a family of smooth functions, such that for all
k ∈ N
Γ˜·Q(Φ
k) = Γ·Q
(
Φk +
k−2∑
ℓ=0
(
k
ℓ
)
ck−ℓΦ
ℓ
)
. (49)
Proof. For k = 1 Equation (49) is a consequence of Equation (28), while for k = 2 it reduces to Remark
39. The proof can be concluded proceeding by induction over k and using Equation (48d).
Remark 43: It is natural to wonder whether one can generalize Equation (49) by considering for τ ∈Mk
Γ˜·Q(τ)(f ;ϕ) = Γ·Q(τ)(f ;ϕ) +
k−2∑
ℓ=0
1
(k − ℓ)!Γ·Q(τ)
(k−ℓ)(f ⊗ c˜k−ℓ;ϕ) , (50)
where c˜k−ℓ ∈ E(Mk−ℓ). If τ = Φk the latter formula reduces to equation (49) by setting
c˜k−ℓ(x̂k−ℓ) :=
1
k − ℓ
k−ℓ∑
j=1
ck−ℓ(xj) ,
and by observing that (Φk)(k−ℓ) = k!ℓ!Φ
ℓδDiagℓ+1 . Here x̂k−ℓ = (x1, . . . , xk−ℓ).
Yet, in general Equation (50) does not hold true, as one can infer considering for example τ = ΦP⊛Φ.
On account of Equations (43) and (45b), it holds that there must exist c ∈ E(M) such that
Γ˜·Q(τ)(f ;ϕ) − Γ·Q(τ)(f ;ϕ) =
∫
M
c(x)fµ(x).
At the same time Equation (50) entails that there must exist c˜2 ∈ E(M2) such that∫
M
c(x)fµ(x) = Γ·Q(τ)
(2)(f ⊗ c˜2;ϕ) =
∫
M×M
dµ(y)fµ(x)P (x, y)[c˜2(x, y) + c˜2(y, x)].
In general there is no such c˜2.
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To conclude this section we state a counterpart of Theorem 40 aimed at characterizing the non
uniqueness in constructing Γ•Q .
Theorem 44: Let Γ˜•Q ,Γ•Q : A·Q → T′C(M ; Pol) be two linear maps compatible with the constraints
listed in Theorem 37. Then there exists a family {Ck}k∈(N0)N0 of linear maps Ck : T(A)→ T(A) such that:
1. for all ℓ ∈ N∪ {0}, Ck[A⊗ℓ] ⊆Mk1 ⊗ . . .⊗Mkℓ while Cj [Mk1 ⊗ . . .⊗Mkℓ ] = 0 whenever ki ≤ ji − 1
for some i ∈ {1, . . . , ℓ}
2. for all ℓ ∈ N ∪ {0} and τ1, . . . , τℓ ∈ A, it holds
Ck(τ1 ⊗ . . .⊗ P ⊛ τk ⊗ . . .⊗ τℓ) = (δ⊗(k−1)Diag2 ⊗ P ⊗ δ
⊗ℓ−k
Diag2
)⊛ Ck(τ1 ⊗ . . .⊗ τℓ) (51)
δψCk(τ1 ⊗ . . .⊗ τℓ) =
ℓ∑
a=1
Ck(a)(τ1 ⊗ . . .⊗ δψτa ⊗ . . .⊗ τℓ) , (52)
where k(a)i = ki if i 6= a and k(a)a = ka − 1.
3. for all τk1 , . . . , τkℓ ∈ A, with τkj ∈Mkj for all j ∈ {1, . . . , ℓ}, and f1, . . . , fℓ ∈ D(M) it holds
Γ˜•Q(Γ˜
⊗ℓ
·Q (τk1 ⊗ . . .⊗ τkℓ))(f1 ⊗ . . .⊗ fℓ) = Γ•Q
[
Γ⊗ℓ·Q (τk1 ⊗ . . .⊗ τkℓ)
]
(f1 ⊗ . . .⊗ fℓ)
+
∑
℘∈P(1,...,ℓ)
Γ•Q
[
Γ
⊗|℘|
·Q Ck℘
(⊗
I∈℘
∏
i∈I
τki
)](⊗
I∈℘
∏
i∈I
fi
)
. (53)
Here P(1, . . . , ℓ) denotes the set of partitions of {1, . . . , ℓ} into non-empty disjoint sets while k℘ =
(kI)I∈℘ where kI :=
∑
i∈I ki whereas j ≤ k℘ means that jI ≤ kI for all I ∈ ℘.
Proof. The proof follows the same steps as those in the proof of Theorem 44. Notice in particular that
for ℓ = 1 Equation (53) reduces to Equation (48d). At this stage we can proceed by induction exactly as
in Theorem 40 just taking into account more indices. For this reason we omit giving all details.
Example 45: For concreteness we now specialize equation (53) for the case of two elements τk1 = τk2 =
Φ2. In this latter case the admissible partitions are ℘ = {1, 2} and ℘ = {{1}, {2}} which lead to
Γ˜•Q(Γ˜·Q(Φ
2)⊗ Γ˜·Q(Φ2))(f1 ⊗ f2) = Γ•Q(Γ·Q(Φ2)⊗ Γ·Q(Φ2))(f1 ⊗ f2)
+ Γ•Q(Γ
⊗2
·Q (C2,2(Φ
2 ⊗ Φ2)))(f1 ⊗ f2) + Γ•Q(Γ·Q(C4(Φ4)))(f1f2)
= Γ•Q(Γ·Q(Φ
2)⊗ Γ·Q(Φ2))(f1 ⊗ f2)
+ Γ•Q(Γ
⊗2
·Q (C2,2(Φ
2 ⊗ Φ2)))(f1 ⊗ f2) + Γ·Q(C4(Φ4))(f1f2) ,
where we used Equation (43). In the previous identity C4(Φ
4) ∈M4 while C2,2(Φ2 ⊗ Φ2) ∈M2 ⊗M2.
We shall now compute C4(Φ
4) and C2,2(Φ
2 ⊗Φ2) explicitly. On account of Proposition (42) we know
that Γ˜·Q(Φ
2) = Γ·Q(Φ
2) + c01, where c0 ∈ E(M). This entails already that
Γ˜•Q(Γ˜·Q(Φ
2)⊗ Γ˜·Q(Φ2)) = Γ˜•Q((Γ·Q(Φ2) + c01)⊗ (Γ·Q(Φ2) + c01))
= Γ˜•Q(Γ·Q(Φ
2)⊗ Γ·Q(Φ2)) + 2Γ·Q(Φ2) ∨ c01+ c01 ∨ c01 ,
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where ∨ denotes the symmetrized tensor product. It remains to be evaluated
R := Γ˜•Q(Γ·Q(Φ
2)⊗ Γ·Q(Φ2))− Γ•Q(Γ·Q(Φ2)⊗ Γ·Q(Φ2)) .
A direct inspection using Equation (45b) shows that δψR = 0, moreover, Equation (44) entails that
R(f1 ⊗ f2) = 0 whenever f1, f2 ∈ D(M) are such that supp(f1) ∩ supp(f2) = ∅. It descends that there
exists c1 ∈ E(M) such that
Γ˜•Q(Γ˜·Q(Φ
2)⊗ Γ˜·Q(Φ2))(f1 ⊗ f2) = Γ•Q(Γ·Q(Φ2)⊗ Γ·Q(Φ2))(f1 ⊗ f2)
+ 2Γ·Q(Φ
2) ∨ c01(f1 ⊗ f2) + c01 ∨ c01(f1 ⊗ f2) + c11(f1f2) .
It follows that
C2,2(Φ
2 ⊗ Φ2) = 2Γ·Q(Φ2) ∨ c01+ c01 ∨ c01 , C4(Φ4) = c11 .
Similarly to the case of Theorem 40, Theorem 44 has the following important corollary.
Corollary 46: Let Γ˜·Q ,Γ·Q : A→ D′(M ; Pol) be two linear maps compatible with the constraints listed
in Theorem 30. Moreover, let Γ˜•Q : T(A˜·Q) → TC(M ; Pol), Γ•Q : T(A·Q) → TC(M ; Pol) be linear maps
as per Theorem 37 – here A·Q = Γ·Q(A) = A˜·Q = Γ˜·Q(A) because of Corollary 41. Then the algebras
A•Q = Γ•Q(A·Q) and A˜•Q = Γ˜•Q(A˜·Q), defined as per Equation (46), coincide.
6 Application to the Φ3d Model
Our goal is to prove the effectiveness of the framework developed in the previous sections by applying it to
a concrete example, the so-called stochastic Φ3d model on M = R×Rd. This has been already thoroughly
discussed in the literature by several authors, especially in the context of stochastic quantization, see e.g.
[ADG20, DD03, GH19, Hai15, JM85, PW81]. Observe that, to make contact with the existing literature,
here d does not refer to the dimension of M which is instead d+ 1.
To be more specific our goal is to study at a perturbative level the following stochastic PDE on R×Rd,
∂tψ̂ = ∆ψ̂ − λψ̂3 + ξ̂, (54)
where λ ∈ R is a dimensionless coupling constant, ξ̂ denotes the space-time white noise whereas ∆ is the
Laplace operator on Rd.
Following Section 1 and using the tools of Section 2, we start by translating Equation (54) in the
language of functionals. For that we need to cope with the fact that P ⊛η, with η ∈ E(R×Rd), is a priori
ill-defined. For this reason we need to introduce a so-called infrared cut-off, namely we choose χ ∈ D(R)
and consider Ψ ∈ D′(R× Rd; Pol) such that
Ψ = Φ− λPχ ⊛ (Ψ3) , (55)
where Pχ := P · (1⊗χ) while Φ ∈ D′(R×Rd; Pol) is the functional defined in Equation (20). Notice that
Equation (55) entails that Ψ(f ;ϕ) = Φ(f ;ϕ) for all f ∈ D(R×Rd) such that spt(f)∩ (spt(χ) +R+) = ∅
– here we denoted by spt(χ) + R+ := {(t+ s, x) | (s, x) ∈ spt(χ) , t > 0}.
Our strategy is to give a perturbative scheme to find Ψ, the unknown in Equation (55). Hence,
recalling Definition 24, we read Ψ ∈ A ⊂ D′(R × Rd; Pol) as a formal power series with respect to the
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parameter λ. More precisely, indicating with AJλK the space of formal power series in λ with coefficients
in A, we consider
ΨJλK =
∑
j≥0
λjFj , Fj ∈ A . (56)
The rationale is to use Equation (55) to compute order by order the coefficients Fj ∈ D′(R×Rd; Pol).
As a matter of fact, inserting Equation (56) in Equation (55) one obtains via a direct calculation
F0 = Φ, F1 = −Pχ ⊛ Φ3, F2 = 3Pχ ⊛ (Φ2Pχ ⊛ Φ3) , (57)
Fj = −
∑
j1+j2+j3=j−1
Pχ ⊛ (Fj1Fj2Fj3 ) , j ∈ N .
For our expository purposes we will content ourselves with considering the coefficients only up to j = 2.
So far, the whole construction seems oblivious to the stochastic nature of Equation (55). This is
indeed the case and, as discussed in Section 3, this shortcoming is cured by deforming the algebra A, cf.
Definition 24, into the deformed counterpart A·Q . cf. Corollary 32. This is implemented by the map Γ·Q
constructed in Theorem 30 and by Equation (42) in particular. Notice that, in order to be consistent
with the introduced cut-off χ, we are now considering Q = Qχ = Pχ ◦ Pχ. In other words we consider
ΨJλK 7→ Ψ·Q [[λ]] := Γ·Q(ΨJλK) .
As outlined in Section 3, Ψ·Q [[λ]] ∈ A·QJλK and, for all ϕ ∈ E(R×Rd) and f ∈ D(R×Rd), Ψ·Q [[λ]](f ;ϕ) is
the expectation value of the ϕ-shifted, f -localized perturbative solution ψ̂ϕJλK(f) of Equation (54), that
is
E(ψ̂ϕJλK(f)) = Γ·Q(ΨJλK)(f ;ϕ) =
∑
j≥0
λjΓ·Q(Fj)(f ;ϕ) , (58)
where ψ̂ is the formal solution of Equation (54), while E stands for the expectation value. The subscript
ϕ reminds us that we are free to consider a shifted white noise, namely E(Pχ ⊛ ξ) = ϕ. As remarked in
Section 1 the usual scenario of a Gaussian white noise centered at 0 can be recovered by setting ϕ = 0.
Remark 47: It is important to bear in mind that, in the above procedure, there is the arbitrariness in
picking Γ·Q as discussed in Theorem 40. Implicitly we have taken one of the possible choices and different
ones yield far reaching consequences in the construction of the perturbative solutions of Equation (55).
In the following we shall discuss in detail these consequences.
Before dwelling into specific computations, we stress that a noteworthy advantage of our approach
is the predictability at a perturbative level also of the correlations between the solutions of Equation
(55). This can be obtained using the product •Q introduced in Section 4 and working therefore with the
algebra A•Q or, rather, with A•QJλK, namely the algebra of formal power series in λ with coefficients in
A•Q . We recollect all interesting expressions involving Ψ in two single algebraic objects.
Definition 48: Let Γ·Q , Γ•Q two maps as per Theorems 30-37. We define A
Ψ
·Q ⊂ A·Q [[λ]] as the subalgebra
of A·Q [[λ]] generated by Ψ·Q := Γ·Q(Ψ). Similarly we denote by A
Ψ
•Q ⊆ A•Q [[λ]] the smallest subalgebra
of A•Q [[λ]] containing A
Ψ
·Q .
As exemplification, in the following we shall consider the two-point correlation function, but the reader
is warned that, barring the sheer computational difficulties, we could analyze with the same methods all
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higher orders. Bearing in mind this comment, on account of Theorem 37 and in particular of Equation
(45a), it holds that, for all f1, f2 ∈ D(R×Rd) and for all ϕ ∈ E(R×Rd), the linearity of Γ•Q entails that
ω2(f1 ⊗ f2;ϕ) : =
(
Γ·Q(ΨJλK) •Γ•Q Γ·Q(ΨJλK)
)
(f1 ⊗ f2;ϕ)
= Γ•Q
(
Γ·Q(ΨJλK)⊗ Γ·Q(ΨJλK)
)
(f1 ⊗ f2;ϕ)
=
∑
k≥0
λk
k∑
j=0
Γ•Q
(
Γ·Q(Fj)⊗ Γ·Q(Fk−j)
)
(f1 ⊗ f2;ϕ) . (59)
6.1 First order in perturbation theory
In this section we compute the expectation value of the solution, as well as its two-point correlation at
the first order in perturbation theory.
Expectation value of the solution. Using Equation (56) together with Equation (57), the solution
of Equation (55) to order O(λ2) reads
ΨJλK = Φ− λPχ ⊛ Φ3 +O(λ2) . (60)
On account of Equation (28), Γ·Q(Φ) = Φ, whereas, by Equations (29) and (33) together with the
general construction of the map Γ·Q in the proof of Theorem 30,
Γ·Q(Pχ ⊛ Φ
3) = Pχ ⊛ Γ·Q(Φ
3) = Pχ ⊛ (Φ
3 + 3CΦ) .
Here C ∈ E(R×Rd) is a consequence of Theorem 30. More precisely C(z) = χ(z)P̂2(δz ⊗χ), with P̂2 the
chosen extension to the whole (R×Rd)2 of the bi-distribution P 2 ∈ D′((R×Rd)2 \Diag2). At this stage
we do not enter into the details of the explicit form of P̂2 postponing it to the last part of this Section.
Remark 49: It is worth emphasizing that, choosing a specific product Γ·Q entails in turn that we have
also made a choice of P̂2, an explicit extension of P
2. In this perspective the function C is fixed. Yet,
as discussed in the previous sections, there is a freedom in selecting Γ·Q codified by Theorem 40. In the
case in hand, see also Remark 39, this translates in different choices for C, which is thus referred to as a
renormalization ambiguity.
Putting together all this information, we end up with
Γ·Q(ΨJλK)(ϕ) = Φ(ϕ)− λPχ ⊛ (Φ3 + 3CΦ)(ϕ) +O(λ2) . (61)
Up to order O(λ2), this is the expectation value of the ϕ-shifted solution ψ̂ of Equation (54). Recall that,
in order to reproduce the standard white noise behaviour, one has to evaluate this functional at ϕ = 0.
Using the notation of Equation (58), this entails that
E(ψ̂0JλK) = O(λ
2) .
The latter equation holds for at all order in perturbation theory, as shown by the following lemma.
Lemma 50: Let Ψ ∈ A[[λ]] be defined as per Equation (57). Then Γ·Q(Ψ)(f ; 0) = 0 for all f ∈ D(M).
Proof. Let O ⊂ A be the vector space of A made by elements τ ∈ A such that τ (2n)(·; 0) = 0 for all
n ∈ N0. Observe that the superscript indicates the 2n-th functional derivative and, with a slight abuse
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of notation, we avoid indicating the directions of derivation as well as the test function, cf. Definition 9.
We observe that, for all τ ∈ O, it holds Γ·Q(τ) ∈ O, moreover, τ1τ2τ3 ∈ O for all τ1, τ2, τ3 ∈ O.
We now prove the thesis by showing that Ψ ∈ O[[λ]], namely that Fj ∈ O for all j ∈ N0, being Fj ∈ A
defined as per Equation (57). For j = 0 we have Fj = Φ ∈ O. Then Equation (57) entails that, for all
j ∈ N,
Fj = −
∑
j1+j2+j3=j−1
Pχ ⊛ (Fj1Fj2Fj3) .
By induction Fj1 , Fj2 , Fj3 ∈ O and, by direct inspection, Fj1Fj2Fj3 ∈ O. This implies that Fj ∈ O.
Two-point correlation function. We compute, up to order O(λ2), the two-point correlation function
of the solution of Equation (55). Using Equation (59), at the zeroth-order in λ, we need to evaluate for
f1, f2 ∈ D(R× Rd) and for ϕ ∈ E(R× Rd)
Γ•Q(Γ·Q(Φ)⊗ Γ·Q(Φ))(f1 ⊗ f2;ϕ) = (Φ⊗ Φ)(f1 ⊗ f2;ϕ) +Q(f1 ⊗ f2) ,
whereas at first order
Γ•Q(Γ·Q(Φ)⊗ Γ·Q(Pχ ⊛ Φ3))(f1 ⊗ f2;ϕ)
= (Φ⊗ (Pχ ⊛ Φ3))(f1 ⊗ f2;ϕ) +Q · (1⊗ 3Pχ ⊛ (Φ2 + C1)(f1 ⊗ f2;ϕ) ,
where C is the smooth function introduced above, 1 denotes the identity functional and where Q · (1 ⊗
3Pχ ⊛ (Φ
2 +C1)(ϕ) is the bi-distribution whose integral kernel is 3Q(x, y)(Pχ ⊛ (ϕ
2 +C))(y) – we recall
that Q = Pχ ◦ Pχ. As a consequence, we get
ω2(f1 ⊗ f2;ϕ) = [Φ⊗ Φ+Q − λ
(
Φ⊗ (Pχ ⊛ Φ3) + 3λQ · (1⊗ (Pχ ⊛ (Φ2 + C1))
)
](f1 ⊗ f2;ϕ) +O(λ2) .
(62)
As in the previous case, the scenario with the standard white noise as a source can be recovered evaluating
Equation (62) at ϕ = 0. This yields
E(ψ̂JλK ⊗ ψ̂JλK)(f1 ⊗ f2) = ω2(f1 ⊗ f2; 0) = Q(f1 ⊗ f2) + 3λQ · (1⊗ (Pχ ⊛ C))(f1 ⊗ f2) +O(λ2).
Notice that in the computation the only freedom appearing is still codified by the lone function C and
thus the same comments as per Remark 49 apply.
Explicit construction of Pn. In the previous formulae, particularly Equation (61) and (62), the
fundamental solution of the heat operator enters the game together with the (arbitrary chosen) extension
P̂2 ∈ D′((R× Rd)2) of P 2 ∈ D′((R× Rd)2 \Diag2), which contributes through the function C.
For concreteness, in this paragraph we wish to discuss an explicit extension procedure for powers of
the fundamental solution of the heat operator, to prove that our method can yield explicit expression.
To this avail we observe that that the fundamental solution P ∈ D′((R×Rd)2) of ∂t−∆ is translation
invariant – that is, P (t, x; s, y) = p(t − s, x − y) where p ∈ D′(R × Rd) is the fundamental solution of
∂t −∆ on the Euclidean space Rd+1 – cf. Equation (63).
In the following we discuss the extensions of pn ∈ D′(Rd+1 \ {0}) and, to this avail, it is convenient
to start from the fundamental solution of ∂t − κ∆ on Rd+1
pκ(t, x) :=
1
(4πκt)
d
2
Θ(t)e−
|x|2
4κt , (63)
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where Θ is the Heaviside step function. Per construction pκ ∈ D′(Rd+1) satisfies
(∂t − κ∆)pκ = δ , (64)
where δ ∈ D′(Rd+1) is the Dirac delta distribution centred at the origin. In what follows we shall denote
p1 = p.
For all n ∈ N let us consider pn+1. Since WF(p) = WF(δ), pn+1 ∈ D′(Rd+1 \ {0}). If d = 1 and
n = 1, then p2 ∈ D′(R2) since
p
2(f) =
∫ +∞
0
dt√
t
∫
R
dx
1
4π
e−
|x|2
2 f(t,
√
tx) < +∞ ,
On the contrary, for d ≥ 2 and n ≥ 2, the singularity at the origin calls for an extension procedure. To
this end we use the identity
1
tα
=
1
Γ(α)
∫ +∞
0
dzzα−1e−tz .
Replacing it in the integral kernel of pn+1 ∈ D′(Rd+1 \ {0}), we obtain the following Ka¨lle´n-Lehmann
type formula
p(t, x)n+1 =
1
(4πt)
(n+1)d
2
Θ(t)e−
(n+1)|x|2
4t .
=
1
(4π)
nd
2
1
(n+ 1)
d
2
1
Γ(nd2 )
∫ +∞
0
dzz
nd
2 −1p 1
n+1 ,z
(t, x) . (65)
where p 1
n+1 ,z
is the fundamental solution of the parabolic equation
[
∂t − 1
n+ 1
∆+ z
]
p 1
n+1 ,z
= δ , p 1
n+1 ,z
(t, x) :=
(n+ 1)
d
2
(4πt)
d
2
Θ(t)e−
(n+1)|x|2
4t e−zt . (66)
Equation (65) represents the singularity of pn+1 at the origin in terms of the divergent integral in z. This
suggests a specific extension p̂n+1 of pn+1. To wit, for a > 0 we define ap
n+1 ∈ D′(Rd+1) via the integral
kernel
ap
n+1(t, x) :=
1
(4π)
nd
2
1
(n+ 1)
d
2
1
Γ(nd2 )
[
−∂t + 1
n+ 1
∆+ a
]ℓ ∫ +∞
0
dz
z
nd
2 −1
(z + a)ℓ
p 1
n+1 ,z
(t, x) , (67)
where ℓ = ⌊nd2 ⌋ ≤ nd2 . Notice that this choice makes the z-integral convergent after smearing it against
a compactly supported function f ∈ D(Rd+1). By direct inspection, once restricted to (t, x) 6= (0, 0),
ap
n+1(t, x) = p(t, x)n+1. Furthermore, the weighted scaling degree of ap
n+1 at the origin coincides with
the one pn+1, cf. Remark 77, though one should keep in mind that here the dimension of M is d+ 1+.
A different choice for a > 0 leads to a result consistent with Theorem 80 and Remark 77. In particular,
for all a, b > 0, ap
n+1 − bpn+1 is a linear combination of derivatives of Dirac delta distributions with
weighted scaling degree at most (n+ 1)d. To see this, we observe that, for all m ∈ N and a ∈ R,
(H 1
n+1
+ a)mp 1
n+1 ,z
= (z + a)mp 1
n+1 ,z
+
m−1∑
j=0
(z + a)m−1−j(H 1
n+1
+ a)jδ ,
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where H 1
n+1
:= −∂t+ 1n+1∆ is a short notation. It then follows that – setting cn,d := 1(4π)nd2
1
(n+1)
d
2
1
Γ(nd2 )
–
a+bp
n+1(t, x) − apn+1(t, x) = cn,d
[
(H 1
n+1
+ a+ b)ℓ − (H 1
n+1
+ a)ℓ
] ∫ +∞
0
dz
z
nd
2 −1
(z + a+ b)ℓ
p 1
n+1 ,z
(t, x)
+ cn,d(H 1
n+1
+ a)ℓ
∫ +∞
0
dzz
nd
2 −1
[
1
(z + a+ b)ℓ
− 1
(z + a)ℓ
]
p 1
n+1 ,z
(t, x) .
With standard algebraic manipulations we find
a+bp
n+1 − apn+1
= cn,d
ℓ−1∑
j=0
(
ℓ
j
)
bℓ−j
∫ +∞
0
dz
z
nd
2 −1
(z + a+ b)ℓ(z + a)ℓ
[
(H 1
n+1
+ a)j(z + a)ℓ − (z + a)j(H 1
n+1
+ a)ℓ
]
p 1
n+1 ,z
= cn,d
ℓ−1∑
j=0
(
ℓ
j
)
bℓ−j
∫ +∞
0
dz
z
nd
2 −1
(z + a+ b)ℓ(z + a)ℓ
ℓ−1∑
q=j
(z + a)ℓ+j−q−1(H 1
n+1
+ a)qδ
=
ℓ−1∑
q=0
ζq(H 1
n+1
+ a)qδ ,
where ζj ∈ C. Notice that the weighted scaling degree at the origin of (H 1
n+1
+a)qδ is at most 2ℓ−2+d−2 =
(n+ 1)d as required.
Remark 51: It is worth mentioning that our analysis can be applied almost slavishly also to the case
where the underlying background is R× Td, Td being the flat d-torus. In this case the counterpart of p
is played by the distribution p obtained via a Poisson formula as
p(t, x) :=
∑
n∈Z
p(t, x+ n) , t ∈ R , x ∈ (0, 1) . (68)
Here we realized Td ≃ (0, 1)d. Equation (68) is particularly relevant because it shows that the singular
structure of p is the same as that of p and in particular pn − pn is smooth for all n ∈ N.
6.2 Renormalized equation
In this section we construct the equation of which Ψ·Q is a formal solution and we shall refer to it as the
renormalized equation. Observe that the renormalization procedure outlined in Section 6.1 which makes
use of the results of Section 4 and of Section 5 affects the structure of Equation (54).
To this end recall that Ψ ∈ A[[λ]] is the perturbative solution of Equation (55), constructed in Equation
(56) and (57). If one applies Γ·Q to Equation (55), Theorem 32 – cf. Equation (42) – entails that Ψ·Q
obeys to
Ψ·Q = Φ− λPχ ⊛ (Ψ·Q ·Q Ψ·Q ·Q Ψ·Q) . (69)
The term Ψ·Q ·QΨ·Q ·QΨ·Q is a signature that we are representing the full stochastic content of equation
(55). However, for practical purposes, it may be desirable to get rid of the ·Q-product, recasting Equation
42 in terms of the pointwise counterpart. The price to pay for such change is a modification of Equation
(54).
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Proposition 52: Let Ψ ∈ A[[λ]] be a solution of Equation (55) and let Ψ·Q := Γ·Q(Ψ). Then there exists
a sequence of functional-valued linear operators {Mn}n∈N such that
(i) for all n ∈ N and for all ϕ ∈ E(Rd+1), Mn(ϕ) : E(Rd+1)→ E(Rd+1).
(ii) for all n ∈ N,Mn(ϕ) has a polynomial dependence on ϕ and, moreover, for all j ∈ N,M (2j+1)n (0) = 0,
where the superscript indicates the (2j + 1)-th functional derivative.
(iii) Ψ·Q satisfies the following equation
Ψ·Q = Φ− λPχ ⊛Ψ3·Q − Pχ ⊛MΨ·Q , (70)
where M :=
∑
n≥1 λ
nMn, while χ is the cut-off function introduced in Equation (55).
Proof. The proof is constructive and it goes by induction over the perturbative order n. In particular,
for n = 0, Equation (70) is satisfied since Ψ·Q = Φ+O(λ). For n = 1, focusing first on the left hand side
(LHS) and subsequently on the right hand side (RHS) of Equation (70), it holds
LHS = Φ− λPχ ⊛ Γ·Q(Φ3) +O(λ2) = Φ− λPχ ⊛ Φ3 − 3λPχ ⊛ C1Φ+O(λ2)
RHS = Φ− λPχ ⊛ Φ3 − λPχ ⊛M1Φ+O(λ2) ,
where C1(x) := χ(x)(P̂2 ⊛ χ)(x), P̂2 ∈ D′((Rd+1)2) being an extension of P 2 ∈ D′((Rd+1)2 \ Diag2), cf.
Section 6.1. We can set M1 := 3C1 and it satisfies (i-ii) as well as Equation (70) up to order O(λ
2).
By induction, we now assume thatMk has been defined for all k ≤ n compatibly with all requirements
(i-ii) and in such a way that Equation (70) is satisfied up to orderO(λn+1). We show that we can construct
Mn+1 so that Equation (70) holds true up to order O(λ
n+2).
To this end, we expand Equation (70) up to order O(λn+2) and we find
LHS = Rn − λn+1
∑
j1+j2+j3=n
Pχ ⊛ Γ·Q(Ψj1Ψj2Ψj3) +O(λ
n+2)
RHS = Rn − λn+1
∑
j1+j2+j3=n
Pχ ⊛ Γ·Q(Ψj1)Γ·Q(Ψj2)Γ·Q(Ψj3)
− λn+1
∑
k1+k2=n+1
k2≥1
Pχ ⊛Mk1Γ·Q(Ψk2)− λn+1Pχ ⊛Mn+1Φ+O(λn+2) ,
where we isolated the summand containing Mn+1. Here Rn represents the lowest order contributions for
which Equation (70) holds by the inductive hypothesis. We scrutinize thoroughly the remaining terms.
To this avail, recall that the vector space O ⊂ A is built out of elements τ ∈ A such that τ (2n)(·; 0) = 0
for all n ∈ N0. The proof of Lemma 50 entails that Ψ ∈ O and we observe that all contributions under
analysis are of the form Pχ⊛F where F ∈ O. This is a by product of the left hand side of Equation (70)
since Ψ ∈ O, cf. Lemma 50. This holds true also forMk1Γ·Q(Ψk2) on account of the inductive hypothesis
for Mk.
Observe that any element τ ∈ O can be written as τ = LΦ where, for all ϕ ∈ E(Rd+1), L(ϕ) : E(Rd+1)→
E(Rd+1), moreover, L(ϕ) has a polynomial dependence on ϕ with L(2j+1)(0) = 0 for all j ∈ N. The su-
perscript still indicates the functional derivative. Overall we obtained
Ψ·Q − Φ + λPχ ⊛ Ψ3·Q + Pχ ⊛MΨ·Q = λn+1[Pχ ⊛ LΦ− Pχ ⊛Mn+1Φ] +O(λn+2) .
We set Mn+1 := L, which satisfies (i-ii). Hence the induction step is complete and we have proven the
sought after result.
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Remark 53: It is worth computing M at second order in perturbation theory, so to pinpoint the non-
local behaviour encoded in the operator M2. To this end observe that, up to O(λ
3), Equation (70) leads
to
LHS = R1 + 3λ
2Pχ ⊛ Γ·Q(Φ
2Pχ ⊛ Φ
3) +O(λ3)
RHS = R1 + 3λ
2Pχ ⊛ (Φ
2Γ•Q(Pχ ⊛ Φ
3)) + λ2Pχ ⊛ (M1Γ•Q(Pχ ⊛ Φ
3))− λ2Pχ ⊛M2Φ +O(λ3) ,
where, as above, M1 = 3C1, with C1(x) = χ(x)(P̂2 ⊛ χ)(x) while R1 are lower order contributions.
Fulfilling Equation (70) modulo O(λ3) entails that
Pχ ⊛M2Φ = −18Pχ ⊛
[
[(Pχ ◦ Pχ) · Pχ ⊛ (Φ2 + C1) + C2]Φ
]
,
where C2(x, y) = ̂Pχ · (Pχ ◦ Pχ)2(x, y) ∈ D′((Rd+1)2) denotes the chosen extension of the bi-distribution
Pχ · (Pχ ◦ Pχ)2 ∈ D′((Rd+1)2 \Diag2) on the whole space. This leads to setting M2 as
M2 = −18[(Pχ ◦ Pχ)Pχ ⊛ (Φ2 + C1) + C2] ,
which is a non local operator.
Remark 54: A reader might wonder whether the renormalized equation that we construct is connected
with the one derived in [Hai15, Prop 4.9]. This is not a straightforward comparison since, in [Hai15],
the roˆle of ξ̂ in Equation (54) is played by a smooth function, which could be chosen for example as an
ǫ-regularized smooth version of a white noise. On the contrary our analysis is devised intrinsically to
encode the singularities of the white noise in the product of the algebra of functionals and, in order to
connect the two approaches it would be necessary to start from [Hai15] and to discuss the limit as ǫ→ 0
of the renormalized equation. We postpone such analysis to future work.
6.3 Diverging diagrams in the sub-critical case
In the perturbative analysis of the stochastic Φ3d model outlined above, the only occurring divergence was
related to P 2. As a consequence we had to account for a so-called renormalization freedom encoded in
the function C.
It is thus natural to wonder whether, carrying the perturbative analysis to all orders in λ, the number
of divergences, which need to be tamed, becomes infinite. In this section we show that in the so called
sub-critical regime, corresponding to d ≤ 3, this is not the case. Observe that this scenario is the same
which can be discussed in the framework of [Hai14, Hai15].
To give an answer to this issue, it is of paramount relevance observing that we do not need to consider
the construction of the map Γ·Q , cf. Theorem 30, on the whole pointwise algebra A. On the contrary
Equation (55) and its perturbative expansion involve only a suitable limited number of elements of A·Q .
Remark 55: To convince the reader of the last assertion observe that at order λ2, the perturbative
expansion of Equation (55) leads to
Ψ[[λ]] =
∑
j≥0
λjFj , F0 = Φ, Fj = −
∑
j1+j2+j3=j−1
Pχ ⊛ (Fj1Fj2Fj3) , j ∈ N .
This formula shows manifestly that, increasing the order in λ the number of fields Φ involved increases
always. For example, using the notation of Remark 25, no elements of M2k for any k ∈ N occurs in the
perturbative expansion (see Lemma 50).
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To account for this new feature, we introduce a collection U of formal expressions which is the smallest
collections of element of A containing Φ and 1 and such that the following implication holds true
τ1, τ2, τ3 ∈ U ⇒ Pχ ⊛ (τ1τ2τ3) ∈ U.
Accordingly we set
W := {τ1τ2τ3 : τi ∈ U}, and T := SpanE(Rd+1){W} ⊂ A.
The vector space T contains all possible elements needed in the description of the right hand side of
Equation (55).
Remark 56: In order to analyze all possible divergences generated by applying the map Γ·Q to elements
of T it convenient, as customary in this kind of problems, to introduce a graph representation. In
particular
• we associate with Φ the symbol ,
• we join at their roots any two graphs to denote their pointwise product as functionals,
• we denote by an edge the composition by Pχ.
As concrete examples, consider
Φ2 = , Pχ ⊛ Φ
2 = .
The whole notation is inspired by that of [Hai14]. Notice in particular that Φ = is motivated by the
fact that the functional Φ encodes the expectation value of Pχ ⊛ ξ and, in this sense, the symbol • on
top of can be seen as denoting the noise ξ.
As next step we need to encode at the level of diagrams the action of the map Γ·Q . In view of the
analysis in Sections 2 and 3, this can be translated as collapsing two leaves in an integration vertex. As
an example, cf. Equation (33),
Γ·Q(Φ
2) = + .
The general strategy for proving that only a finite number of diagrams needs to be renormalized
if d ≤ 3 goes as follows. When acting with Γ·Q on an element of T we work with t ∈ D′(U) where
U ⊆ R(d+1)N for a given N .
As we have seen in Theorem 30, tipically U = R(d+1)N \ Diag(d+1)N , being Diag(d+1)N the total
diagonal of R(d+1)N . It follows that we may use the results of Appendix B to discuss the existence of an
extension t̂ of t to the whole R(d+1)N .
Using the pictorial representation introduced above, we associate to each distribution t ≡ tG a graph
G with the following features:
• G has N vertices of valency at most 4;
• each edge e of G corresponds to a propagator Pχ(xs(e), xt(e)), where s(e) (resp. t(e)) denotes the
source (resp. the target) of the edge e;
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• for a given G, the integral kernel of the distribution tG reads
tG(x1, . . . , xN ) :=
∏
e∈E
Pχ(xs(e), xt(e)) ,
where E denotes the set of edges of G.
In what follows, for a given graph G we shall denote by L (resp. V ) the number of edges (resp.
vertices) of G. Recalling that the scaling degree of Pχ on the total diagonal of R2(d+1) is d, it follows that
the degree of divergence of the distribution tG – cf. Theorem 80 – is
ρ(tG) = Ld− (N − 1)(d+ 2) =: ρ(G) , (71)
since (N − 1)(d+ 2) is the effective codimension of the total diagonal of R(d+1)N – cf. Remark 82.
Observe that, if ρ(G) < 0, Theorem 80 applies and the distribution tG associated with G admits a
unique extension t̂G ∈ D′(RdN ) which preserves the scaling degree of tG.
In what follows we shall show that, provided G has a sufficiently high number of vertices N , then the
associated distribution tG will be such that ρ(G) < 0, that is, no ambiguities occur.
Remark 57: When considering graphs, divergences will only occur from closed subgraphs appearing as
a consequence of the action Γ·Q , which collapses two leaves into a vertex. For this reason we will be only
interested in leafless graphs. As a clarification, consider the example
Γ·Q(Φ
2Pχ ⊛ Φ
2) = + + + +2 + .
Once we have discussed the closed diagrams and , all the other terms contributing to Γ·Q(Φ
2Pχ⊛Φ
2)
are known. To this end, recall that any branch contributes to a diagram with a smooth factor ϕ and
thus no divergence occurs. As a consequence, when considering a graph, if it contains branches with a
leaf, we will cut them out.
Moreover, if we have an admissible diagram of the form Pχ ⊛ G, for some other graph G, then we can
work directly with G since Γ·Q(Pχ ⊛ τ)(f ;ϕ) = Γ·Q(τ)(Pχ ⊛ f ;ϕ) - cf. Equation (29).
We introduce the notion of admissible graph.
Definition 58: We say that G = (L,N) is an admissible graph if it can be obtained from a tree in T by
collapsing some or all of its leaves into vertices.
Example 59: Examples of admissible graphs are: , , , . The first one arises from ; the
second and the third ones from whereas the last one from .
On the other hand, examples of non-admissible graphs are and .
Remark 60: As one can infer from the previous examples, to prove that only a finite number of admis-
sible graphs needs to be renormalized, we focus our attention only on admissible graphs since any tree in
T can be constructed as a finite linear combination of admissible graphs.
To prove the finiteness of the number of graphs which require to be renormalized, we need an estimate
of the form L ≤ pN , for some p > 0. This tells us how many lines one can expect, at most, for an
admissible graph with a given number N of vertices.
Before obtaining such estimate we stress that
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• all graphs considered are connected ;
• with Val(v) we indicate the valency of a vertex v, namely the number of lines incident to v. Recall
that Val(v) ∈ {2, 3, 4};
Remark 61: Notice that the property of a graph being connected in combination with Val(v) ≤ 4 imply
a first non sharp estimate for the sought after coefficient: p ≤ 2. This can be realized considering the
following example:
Regardless of its actual realization in the perturbative analysis of Equation (55), this is the graph with
N = 4 and with the greatest possible number of edges, since the valency of each vertex can be at most
4. In this example we considered N = 4, but the result holds true for any N ∈ N. In other words the
upper bound Val(v) ≤ 4 implies L ≤ 2N .
The estimate on p can be improved by exploiting that graphs as those in Remark 61 are actually not
admissible. As a matter of fact each graph must have at least a vertex of valency 2, coming from the
contraction of two leaves into a vertex.
Lemma 62: Let G = (L,N) be an admissible graph. Then it has at least ⌈N3 ⌉ vertices of valency 2,
where ⌈N3 ⌉ denotes the smallest integer bigger than N3 .
Proof. We consider the following family of trees, which can be constructed by iteration. The first ones
are
T0 = , T1 = , T2 = ,
and so on. Inductively, this can be realized as T0 = Φ
2 and Tn+1 = [Pχ ⊛ Tn]
2 showing that Tn is
admissible for all n ∈ N0.
Once we collapse two by two all the leaves in vertices in any possible way, this is the family of trees
contained in T having the smallest possible number of vertices of valency two. The ratio rn between the
number of vertices of valency 2 and the number N of vertices, for the n-th iteration, is
rn =
2n + 1
2n +
∑n
j=0 2
j
=
2n + 1
2n3− 1 .
This is a decreasing function of n, whose limit for n → ∞ is r = 13 . As a consequence, 1/3 is a lower
bound for the fraction of vertices of valency 2 for any admissible graph.
In order to further improve our estimate of p, we can also compute an upper bound for the fraction
of vertices of valency 4 for any admissible graph.
Lemma 63: Let G = (L,N) be an admissible graph. Then, at most half of its vertices are of valency 4.
Proof. We adopt a strategy similar to the one used in Lemma 62. Hence, we introduce a family of trees
which maximizes the fraction of vertices of valency 4. We consider again a sequence of admissible graphs
of the following form: T0 = Pχ ⊛ Φ
3 and Tn+1 = Pχ ⊛ (Tn)
3. From a graphical point of view, this
translates to
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T0 = , T1 = ,
and so on.
Notice that, for all n, these trees have an odd number of leaves. As a consequence, in order to
maximize the vertices of valency 4, instead of cutting a branch we add a branch at the lowest vertex. In
other words, we consider Qn = ΦTn. At a graphical level this amounts to
Q0 = , Q1 = ,
and so on and so forth. This family of trees, once we collapse the leaves into vertices, maximizes the
fraction of vertices of valency 4. We compute such a fraction as a function of n. The number of vertices
of valency 4 in Qn is
∑n
j=0 3
j, whereas the total number of vertices in Qn, after the collapse of the leaves
into vertices, is 3 +
∑n
j=0 3
j+1 − 12 (3n+1 + 1). The ratio rn is
rn =
∑n
j=0 3
j
3 +
∑n
j=0 3
j+1 − 12 (3n+1 + 1)
=
3n+1 − 1
3n+12 + 2
.
This is an increasing function of n and its limit as n → ∞ is r = 12 . As a consequence, 1/2 is an upper
bound for the fraction of vertices of valency 4 for any admissible graph.
Proposition 64: With the notation above, p ≤ 1912 , i.e., L 6 1912N .
Proof. The proof is based on the previous results, in particular Lemma 62 and Lemma 63. Consider a
graph with N vertices. In order to have all of them of valency at least 2, we need N lines. Then, on
account of Lemma 63, we can add at most N/2 lines in order to get the upper bound of half of the vertices
having valency 4. In addition, on account of Lemma 62, the vertices of valency 2 must be at least N/3.
As a consequence, in order to maximize the number of lines, we can still add 12 (
N
2 − N3 ) = N12 lines, where
the factor 12 comes from the fact that each line accounts for two vertices. Summarizing, we started with
N lines, adding additional N/2 lines in order to saturate the vertices of valency four and N/12 lines to
account that, in the worst case scenario, we can only have N/3 vertices of valency two. In other words
L ≤ N + N
2
+
N
12
=
19
12
N.
Remark 65: In order to better grasp the idea underneath Proposition 64, we discuss an explicit example.
Consider the case N = 9. The first step consists of adding 9 lines so that all the vertices are of valency
at least 2. This procedure brings no arbitrariness.
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Next, we add 4 lines in order to account for worst case scenario, namely ⌊N/2⌋ = 4 vertices of valency 4:
The next step consists of implementing Lemma 62. This entails that we must have at least ⌈N/3⌉ = 3
vertices of valency 2. As a consequence, since in the last graph we have 5 vertices of valency 2, we can
add one line, obtaining at the end of the day
Observe that the outcome abides to the conclusions of Proposition 64, since here L = 14 < 1912N =
57
4 .
Theorem 66: If d ≤ 3, only a finite number of admissible graph needs to be renormalized.
Proof. On account of the previous results, given an admissible graph G = (L,N), and recalling both
Equation (71) and Proposition 64, the associated degree of divergence is
ρ(G) = Ld− (N − 1)(d+ 2) ≤ 19
12
Nd− (N − 1)(d+ 2) = N
(
7
12
d− 2
)
+ d+ 2.
It turns out that, only if d ≤ 3, hence only in the subcritical regime, ρ(G) becomes negative increasing
sufficiently N . Thus only a finite number of admissible graphs have a non negative degree of divergence
and needing possibly to be renormalized.
Remark 67: This above proof does not give a sharp estimate on the number of diagrams which needs
to be renormalized. It is actually an overestimate since only if a graph lies in T , it needs to be accounted
for. In the above analysis we discarded this fact and we considered a larger class of graphs which is not
necessarily subordinated to Equation (55), though all those lying in T are included.
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A Wavefront Set: basic definitions and results
In this appendix we recollect some basic concepts and results proper of microlocal analysis, which play
a key roˆle in the paper. We base our summary on [Ho¨r03, Ch. 8] and we give no proof of the various
statements since they are standard and they can be found in the mentioned reference. Our goal is only to
facilitate a smooth reading of the main body of this work in which we often make use of several microlocal
techniques, without the need of constantly consulting the literature.
Definition 68: Let U ⊆ Rn and t ∈ D′(U). The wave front set of t is the subset WF(t) ⊆ T ∗U \ {0}
such that (x0, ξ0) ∈ T ∗U \ {0} is not in WF(t) if and only if there exists:
(i) an open neighbourhood Vx0 ⊆ U containing x0,
(ii) an open conic neighbourhood Vξ0 ⊆ Rn of ξ0 ∈ Rn,
(iii) a test function f ∈ D(Vx0) with f(x0) 6= 0
such that
sup
ξ∈Vξ0
|ξ|kF(ft)(ξ) < +∞ , k ∈ Z+ ,
where F denotes the Fourier transform.
Remark 69: Observe that, in view of Definition 68, WF(t), t ∈ D′(U), is a closed subset of T ∗U \ {0}
which is diffeomorphism invariant. In view of this last property Definition 68 can be naturally generalized
to elements of D′(M), where M is a smooth manifold.
Example 70: Let Diagn ⊆ Rn the total diagonal of Rn – i.e. (x1, . . . , xn) ∈ Diagn if and only if
x1 = . . . = xn. We denote by δDiagn ∈ D′(Rn) the Dirac delta distribution centred at Diagn, that is,
δDiagn(f) :=
∫
R
f(x, . . . , x)dx ∀f ∈ D(Rn) .
A direct inspection entails that
WF(δDiagn) = {(x1, . . . , xn, ξ1, . . . , ξn) ∈ T ∗Rn \ {0} |x1 = . . . = xn ,
n∑
ℓ=1
ξℓ = 0} . (72)
In the following theorem we list some of the main properties of the wavefront set of a distribution:
Theorem 71: Let U ⊆ Rn be an open subset. The following statements hold true:
1. If D is a differential operator and t ∈ D′(U),
WF(Dt) ⊆WF(t) ⊆WF(t) ∪ Char(D) , (73)
where Char(D) denotes the characteristic set of D, namely
Char(D) := {(x, ξ) ∈ T ∗U \ {0} |σD(x, ξ) = 0}
being σD the principal symbol of D.
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2. - [Ho¨r03, Thm.8.2.10]: Let t1, t2 ∈ D′(U). If
(x, 0) /∈ {(x, ξ1 + ξ2) ∈ T ∗U | (x, ξ1) ∈WF(t1) , (x, ξ2) ∈WF(t2)} , (74)
then the product t1 · t2 := (t1 ⊗ t2) · δDiag2 ∈ D′(U) is well-defined and
WF(t1 · t2) ⊆ {(x, ξ1 + ξ2) ∈ T ∗U | (x, ξ1) ∈WF(t1) , (x, ξ2) ∈WF(t2)} . (75)
3. - [Ho¨r03, Thm. 8.2.12-13]. Let V ⊆ Rk be an open subset, let K ∈ D′(U × V ), t ∈ E′(V ) and set
WF2(K) := {(x2, ξ2) ∈ T ∗V | ∃x1 ∈ U , (x1, x2, 0,−ξ2) ∈WF(K)} . (76)
It holds that, if
WF2(K) ∩WF(t) = ∅ , (77)
then K ⊛ t ∈ D′(U) where
[K ⊛ t](f) := K(f ⊗ t) := [K · (1n ⊗ t)](f ⊗ 1k) , ∀f ∈ D(U) . (78)
Furthermore
WF(K ⊛ t) ⊆WF1(K) ∪WF′(K) ◦WF(t) , (79)
where
WF1(K) := {(x1, ξ1) ∈ T ∗U \ {0} | ∃x2 ∈ V , (x1, x2, ξ1, 0) ∈WF(K)} , (80)
WF′(K) ◦WF(t) := {(x1, ξ1) ∈ T ∗U \ {0} | ∃(x2, ξ2) ∈WF(t) , (x1, x2, ξ1,−ξ2) ∈WF(K)} . (81)
4. - [Ho¨r03, Thm. 8.2.14]: Let V ⊆ Rk be an open subset and let K1 ∈ D′(U×V ) and K2 ∈ D′(V ×U)
be such that
WF(K1)2 ∩WF(K2)1 = ∅ . (82)
In addition assume that pr1(spt(K2))∩ pr2(spt(K1)) is compact, where pr1 : V ×U → V , pr2 : U ×
V → V are the canonical projections. Then K1 ◦K2 ∈ D′(U × U) is completely defined by
(K1 ◦K2)(f1, f2) := [(K1 ⊗K2) · (1 ⊗ δDiag2 ⊗ 1)](f1 ⊗ 12 ⊗ f2) . ∀f1, f2 ∈ D(U) (83)
In addition it holds that
WF′(K1 ◦K2) ⊆WF′(K1) ◦WF′(K2) ∪ (WF(K1)2 × U × {0}) ∪ (U × {0} ×WF(K2)2) , (84)
where
WF′(K) := {(x1, x2, ξ1, ξ2) ∈ T ∗(U × U) \ {0} | (x1, x2, ξ1,−ξ2) ∈WF(K)} ,
WF′(K1) ◦WF′(K2) := {(x1, x2, ξ1, ξ2) ∈ T ∗(U × U) \ {0} | ∃(z3, ζ3) ∈ T ∗V,
(x1, z3, ξ1, ζ3) ∈WF′(K1) , (z3, x2, ζ3, ξ2) ∈WF′(K2)} .
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Example 72: As a useful application of Equation (73) we compute the wave front set of a parametrix
P of an elliptic operator D. In other words we consider P ∈ D′(U × U) which satisfies
P ⊛D = DP⊛ = δDiag2 mod E(U) ,
that is, P ⊛Df − f,DP ⊛ f − f ∈ E(U). Since D is assumed to be elliptic, the principal symbol σD is
nowhere vanishing. As a consequence Char(D) = ∅. Equation (73) entails
WF(P ) = WF(DP ) = WF(δDiag2) . (85)
Remark 73: As a particular case of Equation (79) consider K ∈ D′(U × V ) and t ∈ D(V ). In this
case WF(t) = ∅ and therefore the condition stated in Equation (77) is fulfilled and K ⊛ t ∈ D′(U) is
well-defined. Moreover equation (79) entails that
WF(K ⊛ t) ⊆WF1(K) . (86)
B Scaling degree
In this appendix we recall the key tools and results related to the theory of the scaling degree of distribu-
tions. These play a pivotal roˆle in the main body of the section and, similarly to Appendix A, our goal
is to allow a smooth reading of this work without the need of consulting continuously the literature. In
the remainder of this section we refer mainly to [BF00], in which all proofs of the following statements
are present.
Definition 74: Let U ⊆ Rd be a conic open subset of a smooth manifold Rd and, for any x0 ∈ Rd,
consider Ux0 := U + x0. For f ∈ D(U) and λ > 0 let fλx0 := λ−df(λ−1(x− x0)) ∈ D(Ux0). Similarly, for
t ∈ D′(Ux0) denote as tλx0 ∈ D′(U) the distribution tλx0(f) := t(fλx0) for all f ∈ D(U). The scaling degree
of t at x0 is
sdx0(t) := inf
{
ω ∈ R | lim
λ→0+
λωtλx0 = 0
}
. (87)
Example 75: We shall consider δx ∈ D′(Rd). A direct computation shows that δλx = λ−dδx so that
sdx(δx) = d.
Remark 76: Definition 74 can be generalized so to encompass the notion of scaling degree with respect
to an embedded submanifold N ⊆M – cf. [BF00]. For our purposes it suffices to consider only the case
N = Diagn ⊆ Mn. Hence, let g be an arbitrary Riemanniann metric on M and let U be a star-shaped
neighbourhood of the zero section of TNM := TM |N and let α : U → N ×M be the smooth map
α(x, ξ) := (x, expx(ξ)) ∀(x, ξ) ∈ U ,
where expx is the exponential map of M centered at x. Notice that α(x, 0) = (x, x) so that pr2(α(U))
is an open neighbourhood of N in M , where pr2 : N ×M → M . Let t ∈ D′(pr2(α(U))) and let tα :=
(1 ⊗ t) ◦ α∗ ∈ D′(U), where α∗ : D(U) → D(α(U)) is defined by (α∗f)(z) := f(α−1(z)). Considering a
reference top density µU on TU , if t is generated by a smooth function we have
tα(f) =
∫
TU
t(expx ξ)fµU (x, ξ) ,
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where fµU := fµU . Similarly, for all 0 < λ ≤ 1, we define tαλ ∈ D′(U) via tαλ(f) := tα(fλ) where
fλ(x, ξ) := λ−df(x, λ−1ξ) for all f ∈ D(U). Once more, if t is generated by a smooth function, it holds
that
tαλ(f) =
∫
TU
t(expx λξ)fµU .
The scaling degree of t with respect to N is
sdN (t) := inf
{
ω ∈ R | lim
λ→0+
λωtαλ = 0
}
. (88)
Remark 77 (Parabolic Case): Whenever we consider a product manifold M = R × Σ together with a
hypoelliptic operator of the form ∂t − E, being E a t-independent elliptic operator on Σ, the notion of
scaling degree introduced in Definition 74 has to be modified. In particular one has to rely on the notion
of weighted scaling degree, the t-coordinate has a different scaling with respect to the other coordinates.
To consider a concrete example, if M = R×Rd−1, Definition 74 remains the same expect for the scaling
of the test function f ∈ D(Rd) which is replaced with
fλt,x(s, y) :=
1
λd+1
f
(
s− t
λ2
,
z − x
λ
)
.
To distinguish this scenario from the standard one, we shall introduce the symbol wsd referring to it as
“weighted scaling degree”. From a practical viewpoint, hopping from the elliptic to the parabolic case
amounts to replacing the dimension of the underlying manifold M , say d, with d + 1. We shall refer to
the latter as “effective dimension” of M .
Example 78: Following the same pattern on Example 75, it holds that sdDiagn(δDiagn) = (n− 1)d. On
the other hand, if we consider the parabolic case, wsdDiagn(δDiagn) = (n− 1)(d+ 1).
Example 79: For reference convenience we remark that, for any elliptic operator E on a smooth manifold
M of dimension dimM = d it holds sdDiag2 P = d − 2, P being any parametrix of E. Similarly, for the
case of a hypoelliptic operator of the form ∂t −E on M = R×Σ it holds wsdDiag2 P = d− 1, where P is
a parametrix of ∂t − E while wsd denotes the weighted scaling degree introduced in Remark 77.
The following theorem has been proved in [BF00, Thm. 5.2-5.3] – see also [BF00, Thm 6.9] for the
corresponding result for submanifolds.
Theorem 80: Let x ∈ Rd and t ∈ D′(Rdx) where Rdx := Rd \ {x} and set ρ := sdx(t)− d. Then
1. if ρ < 0 then there exists a unique t̂ ∈ D′(Rd) such that t ⊆ t̂ as well as sdx(t̂) = sdx(t).
2. if ρ ≥ 0 then all distributions t̂ ∈ D′(Rd) such that t ⊆ t̂ as well as sdx(t̂) = sdx(t) are of the form
t̂ = t ◦Wρ +
∑
|α|≤ρ
aα∂
αδx ,
where {aα}α ⊂ C while Wρ : D(Rd)→ D(Rd) is defined by
Wρf := f −
∑
|α|≤ρ
1
α!
(∂αf)(x)ψα ,
being {ψα}α ⊆ D(Rd) any family of smooth compactly supported functions such that ∂βψα(x) = δβα.
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3. if ρ = +∞ then there are no extensions t̂ ∈ D′(Rd) of t.
Remark 81 (Parabolic Case): In the parabolic case, given t ∈ D′(M), its weighted degree of divergenge
at x ∈M , wρ(t), is defined as wρ(t) = wsdx(t)− (d+ 1).
Remark 82: The results of Theorem 80 can be generalized to the problem of extending a given distri-
bution t ∈ D′(MN ) – where N is a smooth submanifold of M and MN := M \ N – to a distribution
t̂ ∈ D′(M) such that sdN (t̂) = sdN (t) – cf. remark 76. In this latter case the parameter ρ appearing in
Theorem 80 has to be replaced with
ρ := sdN (t)− codim(N) ,
which, in the particular case of M = Zn, N = Diagn reduces to sdDiagn(t)− (n− 1) dimZ. For all details
we refer to [BF00, Thm. 6.9].
We conclude this section with a result on the scaling degree of K ⊛ t for suitable K ∈ D′(Rd × Rd)
and t ∈ E′(Rd).
Lemma 83: Let t ∈ E′(Rd), K ∈ D′(Rd×Rd) be such that WF(K) ⊆WF(δDiag2). Then K⊛ t ∈ D′(Rd)
is well-defined and
sdx(K ⊛ t) ≤ max{0 , sd(x,x)(K) + sdx(t)− d} . (89)
Proof. Well-definiteness of K ⊛ t is a consequence of Theorem 71 item 3. The hypothesis on WF(K) and
equation (79) also imply that WF(K ⊛ t) ⊆WF(t).
We now prove equation (89). If x /∈ pr1(WF(t)) – being pr1 : T ∗Rd → Rd – then x /∈WF(K ⊛ t) and
therefore K ⊛ t is smooth in a sufficiently small neighbourhood of x. If follows that sdx(K ⊛ t) ≤ 0.
Let now assume x ∈ pr1(WF(K ⊛ t)). For any f ∈ D(Rd) and ω ∈ R we consider
λω(K ⊛ t)λx(f) = λ
ω [K · (t⊗ 1)](1⊗ fλx ) .
Let now g ∈ D(Rd) be such that spt(g) ⊆ B(0, 1) and g|B(0, 12 ) = 1, where B(0, r) denotes the ball centred
at 0 of radious r. We then split λω(K ⊛ t)λx(f) into two contributions
λω(K ⊛ t)λx(f) = λ
ω [K · (t⊗ 1)]((1− λdgλx)⊗ fλx ) + λω [K · (t⊗ 1)](λdgλx ⊗ fλx ) =: A1 +A2 .
The contribution A2 is estimated by
A2 = λ
ω[K · (t⊗ 1)](λdgλx ⊗ fλx ) = λω+d[K · (t⊗ 1)]λ(x,x)(g ⊗ f) ,
and therefore it vanishes in the limit λ→ 0+ provided that ω + d > sd(x,x)(K · (t⊗ 1)).
We now consider A1. For that, let Kx ∈ D′(Rd) be the distribution defined by
Kx(f) := (K ⊛ f)(x) = K(δx ⊗ f) .
A direct inspection shows that WF(Kx) ⊆ WF(δx), therefore, Kx · t ∈ E′(Rdx), where Rdx := Rd \ {x}.
Moreover [BF00, Lem. 6.6] entails
sdx(Kx · t) ≤ sdx(Kx) + sdx(t) ≤ sd(x,x)(K) + sdx(t) .
With these observations at hand we decompose A1 as
A1 = λ
ω [K · (t⊗ 1)]((1 − λdgλx)⊗ fλx )
= λω [[K − (Kx ⊗ 1)] · (t⊗ 1)]((1− λdgλx)⊗ fλx ) + λω[(Kx ⊗ 1) · (t⊗ 1)](1− λdgλx ⊗ fλx )
= λω [(K ⊛ fλx −Kx) · t](1 − λdgλx) + λω[Kx · t](1 − λdgλx) =: B1 +B2 .
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Notice that all manipulations are legitimate as x 6∈ spt(1 − λdgλx). Since (K ⊛ fλx −Kx)→ 0 as λ→ 0+
in the topology of D′(Rd), the contribution B1 vanishes as λ→ 0+ provided that ω > 0.
Concerning B2, we set h(λ) := [Kx · t](1− λdgλx) and compute
B2 = λ
ωh(λ) = λωh(1) + λω
∫ λ
1
d
dµ
h(µ)dµ = λωh(1) + λω
∫ λ
1
(Kx · t)[(Dg)µx ]µd−1dµ ,
where (Dg)(z) := z·(∇g)(z). By definition of scaling degree we have |(Kx·t)[(Dg)µx ]µd−1| ≤ Cµd−1−sdx(Kx·t)−ε
for all ε > 0 where C > 0, therefore, B2 vanishes as λ→ 0+ as long as ω > max{0, sdx(Kx · t)− d}.
Overall we found that λω(K ⊛ t)λx vanishes in the limit λ→ 0+ whenever
ω > max{0 , sd(x,x)(K · (t⊗ 1))− d , sdx(Kx · t)− d} .
If follows that
sdx(K ⊛ t) ≤ max{0 , sd(x,x)(K · (t⊗ 1))− d , , sdx(Kx · t)− d} ≤ max{0 , sd(x,x)(K) + sdx(t)− d} ,
where we used [BF00, Lem. 6.6] to get the estimate sd(x,x)(K · (t⊗ 1)) ≤ sd(x,x)(K) + sdx(t).
Remark 84 (Parabolic Case): The results of Theorem 80 and Lemma 83 remain valid with minor
modification also in this scenario. Notice that, on account of the weighted scaling, the effective dimension
of M = R× Σ, with dim(Σ) = d − 1, is d+ 1. A systematic analysis of the relation between the notion
of weighted scaling degree and the standard one will be investigated elsewhere.
Remark 85: With minor adjustments lemma 83 can be extended to the case of scaling degree with
respect to submanifolds – cf. remark 76. We shall state the result without proof. Let K ∈ D′(Mk+ℓ)
and t ∈ E′(M ℓ) be such that WF(K) ⊆WF(δDiagk+ℓ). Then K ⊛ t ∈ D′(Mk) is well-defined and
sdDiagk(K ⊛ t) ≤ max{0 , sdDiagk+ℓ(K) + sdDiagℓ(t)− kd} (90)
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