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Zusammenfassung
In dieser Arbeit entwickeln wir ein Modell, um charakteristische Klassen und ihre
Formen unter Verwendung symbolischer Berechnungen in das Computer Algebra
System SageMath einzubetten. Dabei greifen wir auf die Chern–Weil-Methode
zurück, bei der charakteristische Klassen auf Vektorbündeln in der de Rham Ko-
homologie aus beliebigen Bündelzusammenhängen gewonnen werden können. Auf
dem Weg dorthin implementieren Vektorbündel, ihre Schnitte und Zusammen-
hänge, sowie gemischte Differentialformen. Im Anschluss diskutieren wir unsere
Implementierungen mit Hilfe von Anwendungsbeispielen im Jupyter Notebook
und vergleichen ihre Berechnungszeiten.
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Abstract
We develop a framework to compute characteristic classes and their forms in the
computer algebra system SageMath using symbolic calculus. In order to do this,
we make use of the Chern–Weil approach, in which characteristic classes of vector
bundles in the de Rham cohomology are obtained by arbitrary connections. Along
the way, we implement the notion of vector bundles, their sections and connections
as well as mixed differential forms in SageMath. We conclude by discussing some
application examples exposed in Jupyter Notebook and eventually address the
issue of computational cost.
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1 Introduction 1
1 INTRODUCTION
1.1 SageMath: An Overview
Nowadays it is nearly impossible to avoid the use of computer algebra systems in
various fields of science. They have proved to be an essential tool for the verification
of scientific results and the testing of scientific hypotheses. At the same time, their
use in computational aspects of mathematics has led to significant theorems within
various fields of mathematics. By now, there are many computer algebra systems on
the market like Magma, Maple, Mathematica and MATLAB. However, their source codes
are typically under a proprietary license and can therefore not be examined, verified or
altered. Consequently, mathematicians are unallowed to adapt the code for their own
research, which particularly turns out to be a problem when it comes to very specialized
areas.
The computer algebra system SageMath or Sage (“System for Algebra and Geometry
Experimentation”) aims to combine the advantages of all existing algebra systems and
offers an adaptable open-source tool for research and teaching in mathematics. It makes
use of nearly 100 open-source packages such as Pynac, Maxima, GAP, SymPy, matplotlib
and Singular, which are all interfaced via the Python programming language. Apart
from that, Sage contains a vast library of additional code, which provides functionalities
in advanced mathematics like matroids, modular forms or manifolds. We provide a brief
overview, but more information can be found on the official web page [27].
Some Notes on History. Created in 2005 by William Stein and strongly influenced by
Magma, Sage was designed as an open-source alternative to non-free computer algebra
systems [40]. Since then, it has been adapted, improved and extended by over 271
developers from all over the world – mostly by mathematicians [28]. Notably in 2013,
Éric Gourgoulhon, Michał Bejger and Marco Mancini developed an additional package
providing differentiable manifolds and extensive symbolic tensor algebra [12]. The project
became officially known under the name SageManifolds and has been predominantly
used for applications in general relativity [37]. As of 2016, it is fully embedded into Sage
and has since been developed further. At this stage, it supports scalar fields, tensor
fields, differential forms, connections and more [36].
Capabilities and Limitations. As Sage is based on the Python programming language,
it inherits all functionalities from Python, in particular object-oriented programming.
Apart from an extensive symbolic calculus making use of a huge library of algorithms
imported from Maxima and Singular, the Sage project offers a slightly modified syntax
that is closer to actual mathematics. In Python for example, integers are represented by
the type int and real numbers by float. This approach is not suitable for mathematics
since there are infinitely many algebraic structures which are not feasible to implement
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via individual classes. Due to this reason, Sage has been set up with a parent-element-
type pattern instead. Parents represent mathematical sets endowed with certain
structures, while elements reflect their members [29]. Specifically, each parent belongs
to a dynamically generated class, which represents the parent’s mathematical category.
Within this setting, Sage performs automatic conversions prior to binary operations
according to strict mathematical rules [30].1 Such conversions are called coercions and
portray the key concept of Sage. A full record of Sage’s capabilites and limitations can
be found in [31].
1.2 Aims and Scopes
Characteristic classes play a substantial role in many parts of mathematics and
physics. They are related to indices of elliptic operators and yield differential geometric
as well as topological invariants. However, computations by hand are often tedious and
can easily introduce errors, mostly due to the non-commutativity of the cup product.
Their complexity rapidly increases with higher dimensions. Already in dimension four,
the physically interesting case, such computations can be extremely difficult and time
consuming. For this reason, we aim for a working computer algorithm, so that we
can test our theories and verify results in a time efficient manner. One attempt has
been followed by Oleksandr Iena in 2015, performing symbolic computations on the
Chern roots in Singular by using multiplicative sequences [18]. Subsequently in 2019,
Zsolt Szilágyi provided an algorithm in Singular for the calculation of Chern classes
associated to the tensor product of vector bundles [41]. These algorithms are relatively
fast and provide an efficient approach for purely algebraic purposes. Yet, in order
to evaluate integrals on characteristic classes, we prefer a more geometric approach
yielding results in concrete coordinates. As motivated in the preceding section, the most
promising candidate to realize such a project is given by Sage; it is open-source and
comes with a comprehensive symbolic tensor calculus delivered by the SageManifolds
extension.
Our Work. As part of this thesis, our goal is to implement characteristic classes into
Sage by using Chern–Weil theory. It provides a construction for characteristic classes
in the de Rham cohomology of the underlying base space by inserting curvature forms
into invariant polynomials. However, before we transfer this algorithm into Sage, some
preparations have to be made. On the one hand, we require vector bundles including
local frames and bundle connections. On the other hand, since invariant polynomials
must be applied to curvature forms, a new algebraic structure representing mixed
differential forms has to be established. Meanwhile, some parts of the existing code
need to be adjusted or even corrected if necessary. After laying those foundations,
1In proper Python syntax, there is typically no way to perform a common operation on objects with
different types, even if both are algebraically compatible. This is due to the fact that Python is a
strongly typed language.
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Implementation Task Type Ticket Merged in
Output dicts and lists copied Bugfix #28563 Sage 9.0.beta1
Scalar fields: wedge product fix Bugfix #28579 Sage 9.0.beta1
Better treatment of zero element Performance #28562 Sage 9.0.beta3
Scalar fields: restrictions Enhancement #28554 Sage 9.0.beta4
Tensor fields: set_restriction fixed Bugfix #28628 Sage 9.0.beta4
Tensor fields: consistent naming Enhancement #28564 Sage 9.0.beta7
Automorphism fields: notation of inverse Bugfix #28973 Sage 9.1.beta1
Vector bundles and sections Enhancement #28159 Sage 9.0.beta3
Vector bundles: section module name fix Bugfix #28690 Sage 9.0.beta5
Mixed differential forms Enhancement #27584 Sage 8.8.beta3
Mixed forms: code improvements Enhancement #28578 Sage 9.0.beta5
Mixed forms: improved coercions Enhancement #28916 Sage 9.1.beta1
Mixed forms: better treatment of zero/one Performance #28921 Sage 9.1.beta1
Characteristic classes Enhancement #27784 Sage 9.0.beta8
Table 1: All implementations developed as part of this thesis. A full
description and git difference statistics can be found either on Sage’s
trac server https://trac.sagemath.org/ or on the CD attached to
this thesis.
characteristic classes fit into the setup quite naturally. The whole development is
accompanied by a critical review process maintained by other Sage developers. A list of
all modifications due to this project is given in Table 1. The comprehensive git difference
statistics can be found on https://trac.sagemath.org/ and is also provided on the
CD attached to this thesis.
Outline of this Thesis. In this thesis, we present our implementations delivered to
Sage. Furthermore, the thesis is partly intended as a compendium. In Chapter 2, we
start by recalling basic facts about vector bundles. We briefly explain their realization
in Sage and provide two illustrative examples. In Chapter 3, we introduce mixed
differential forms and investigate their algebraic structure, highlighting important
properties in anticipation of characteristic classes. We sketch the idea behind their
algebraic realization in Sage and give elementary examples exemplifying their usage.
The subsequent Chapter 4 addresses to characteristic classes. There, we provide a more
detailed but still compressed introduction into Chern–Weil theory. Afterwards, we
thoroughly discuss our algorithm in Sage and eventually provide three simple examples.
One last example is devoted to a more sophisticated computation of an Aˆ-form on a
Lorentzian foliation of Berger 3-spheres. This chapter is closed with a summary of our
work and future prospects.
During this thesis, we assume basic knowledge about differential geometry. Introduc-
tory as well as advanced literature on that topic can be found in [5, 14, 17, 22, 43]. To
fully understand our implementation details, we require some understanding of object-
oriented programming. A short course with respect to Python 3 is dedicated to [25].
Moreover, we recommend to have a vague idea behind the Python module structure
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of Sage, especially with respect to sage.manifolds and sage.tensor.modules. The
full module index is provided in [32]. For our Sage examples, we expect rudimentary
knowledge about Python’s syntax. Free Python 3 introduction courses can be found
in [20, 38]. As aforementioned, Sage’s syntax slightly differs to that of Python’s. We
therefore recommend [39, 44] and the reference manual [31]. An extensive documentation
as well as a wide range of examples on the usage of manifolds in particular can be found
in [10, 11, 13, 33].
1.3 Conventions and Setup
The Mathematical Setup. An n-dimensional manifold is a topological space M obey-
ing the following axioms:
i) M is locally homeomorphic to Rn, i. e. each point p ∈M has a neighborhood
being homeomorphic to an open subset of Rn.
ii) M is a Hausdorff space, i. e. any two distinct points p, q ∈M have disjoint open
neighborhoods.
iii) M is second-countable, i. e.M admits a countable family of open subsets (Bi)i∈I
such that every open set on M can be written as a union of members of this
family.
Beware that in some literature the latter condition is replaced with paracompactness.
Even though manifolds can be considered over more general fields, we want to restrict
ourselves to the most common case R. If a topological manifoldM admits a differentiable
structure, that is, M is covered by charts such that all transition maps are differentiable
up to a certain degree, we say M is a differentiable manifold. As usual, manifolds
having a smooth structure are called smooth manifolds. Note that any manifold
endowed with a differentiable structure automatically admits a compatible smooth
structure [17, Thm. 2.9]. We henceforth distinguish only between topological and
smooth structures.
The SageMath Setup. At the end of each chapter, we illustrate our implementations
with examples in Sage. For this, we use Jupyter Notebook, cf. [19], running on the
Sage kernel. The associated ipynb-file with reduced explanations is included on the
CD. Within the notebook, inputs are framed with a gray box and designated with blue
numbers in brackets:
[1]: print('Hello World!')
The corresponding output is indicated by the same number in red:
[1]: Hello World!
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Of course, we are using the most recent version of Sage so that all our written code is
accessible:
[2]: version()
[2]: 'SageMath version 9.1.beta1, Release Date: 2020-01-21'
Manifolds can be declared by stating the manifold’s dimension and name with the
following command:
[3]: Manifold(2, 'M')
[3]: 2-dimensional differentiable manifold M
For mathematical purposes, we want to have a LATEX-typeset output by default. This
can be achieved with the following line:
[4]: %
2 VECTOR BUNDLES
2.1 Mathematical Preliminaries
This section is dedicated to the key concept of this thesis: vector bundles. We review
basic definitions and briefly outline structures such as sections, bundle metrics and
bundle connections. For a comprehensive discussion about vector bundles, we refer
to [22, Ch. 10], [23, §2], [5, Ch. 5]. We start with the definition of a vector bundle.
Definition 2.1. Let M be a topological manifold and K = R,C. A vector bundle
of rank n over M with values in K is a topological manifold E together with a
surjective continuous map pi : E →M such that for every point p ∈M there is an open
neighborhood U ⊂M of p with
i) each fiber Eq := pi−1(q) at q ∈ U is endowed with the vector space structure of
Kn,
ii) there is a homeomorphism ψ : E|U → U ×Kn from the restriction E|U := pi−1(U)
onto U ×Kn, called local trivialization, such that
a) the following diagram commutes:
E|U U ×Kn
U
pi
ψ
pr1
b) for each q ∈ U , the map v 7→ ψ−1(q, v) is a vector space isomorphism between
Kn and Eq.
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The space M is called base space. In contrast to that, the space E is termed total
space. If both spaces are smooth manifolds, pi : E → M is assumed to be a smooth
submersion and all local trivializations are required to be diffeomorphisms, one speaks
of a smooth or differentiable vector bundle. According to the context, we write “E
is a vector bundle over M”, “E → M is a vector bundle” or “pi : E → M is a vector
bundle”. Notice that most operations applicable to vector spaces can be extended to
vector bundles by performing the corresponding operation fiberwise. This particularly
includes duals, exterior products, tensor products and direct sums.
Now suppose that ψ1, ψ2 are two local trivializations over U1 and U2 respectively with
a non-empty overlap. Since every local trivialization defines an isomorphism fiberwise,
the composite function
ψ2 ◦ ψ−11 : U1 ∩ U2 ×Kn → U1 ∩ U2 ×Kn,
called transition map, must be of the form(
ψ2 ◦ ψ−11
)
(p, v) = (p, g(p) v) , (2.2)
where g : U1 ∩U2 → GL(n,K) is a Cr-function. The function g is called the transition
function. Here and in the following, we fix r ∈ {0,∞} depending on whether the
bundle is topological or smooth.
Sections. Suppose pi : E → M is a vector bundle of rank n. A section σ on E is a
Cr-function, mapping each point p on M to its fiber Ep, i. e. pi ◦σ = idM . Intuitively, in
terms of trivializations, a section locally looks like a graph. For an open subset U ⊂M ,
we henceforth define the space of Cr-sections on U to be:
Cr(U ;E) := {σ : U → E of class Cr | σ(p) ∈ Ep for each p ∈ U} .
This space is naturally endowed with two algebraic structures. First of all, it is easy to
see that Cr(U ;E) is a vector space over K of infinite dimension. More interestingly, the
space Cr(U ;E) is also a module over the space of scalar fields Cr(U,K) via pointwise
multiplication.2 Modules behave very similar to vector spaces, except that they have
coefficients in arbitrary rings, here in the commutative ring Cr(U,K), instead of in a
field.
An important subcase is devoted to Cr(U ;E) being a free module, which means that
it is generated by a linearly independent set in terms of a module. We call such a set
local frame. Equivalently, a local frame can be seen as a set of sections forming a basis
in every fiber Ep at each point p ∈ U . This turns Cr(U ;E) into a free module of rank n.
A vector bundle E →M whose global section module Cr(M ;E) is free is called trivial.
2More precisely, the sheaf of sections on M is an OM -module, see [42, Ch. 13].
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If U is a trivialization domain, we obtain a local frame very easily. Say (e1, . . . , en)
is the standard basis of Kn and ψ : E|U → U ×Kn is a trivialization. Then the map
p 7→ ψ−1(p, ei) defines a Cr-section on U for each i = 1, . . . , n. These maps assemble
a local frame on U as they constitute a basis in each fiber. Conversely, if Cr(U ;E)
has a local frame (σ1, . . . , σn), the bundle admits a trivialization over U by setting
ψ˜ (p, (v1, . . . , vn)) =
∑n
i=1 vi σi(p), which yields the desired Cr-diffeomorphism between
U ×Kn and E|U .
Evidently by definition, local frames can be used to describe and determine arbitrary
sections. For this, let {Uα}∞α=1 be an open cover of M such that each restriction E|Uα
is trivial.3 We fix a local frame (eα1 , . . . , eαn) for each such domain Uα. Then any global
section σ ∈ Cr(M ;E) can be uniquely decomposed on each Uα in the following way:
σ|Uα =
n∑
i=1
f iα e
α
i , where f iα ∈ Cr(Uα,K). (2.3)
This whole structure shows up as an useful model to implement sections into computer
algebra, see Section 2.2 for details.
A special kind of section is given by a bundle metric. It is defined as a section h
in Cr(M ;E∗ ⊗ E∗) such that h(p) defines a scalar product on the vector space Ep at
each point p ∈M . Notice that every vector bundle, no matter whether real or complex,
admits a bundle metric.
Tensor Bundles. In this paragraph, we discuss the most basic case of vector bundles:
tensor bundles. Let N be an n-dimensional smooth manifold and (k, l) ∈ N2. We fix a
point q ∈ N . A multilinear map
t : T ∗q N × · · · × T ∗q N︸ ︷︷ ︸
k−times
×TqN × · · · × TqN︸ ︷︷ ︸
l−times
−→ R
is called (k, l)-tensor with regards to the tangent space TqN . The index k denotes
the contravariant rank of t, while l is its covariant rank. If k and l equal zero, t is
simply a scalar. The corresponding space containing all (k, l)-tensors on TqN is written
as T (k,l)q N . Likewise, we denote by
T (k,l)N :=
⊔
q∈N
T (k,l)q N
the corresponding disjoint union on N . Now, let M be another m-dimensional smooth
manifold and ϕ : M → N be a smooth map. We define the tensor bundle of
3In fact, it is always enough to consider a finite cover. This is of course obvious for compact manifolds.
The general case, however, can be proven in a similar way as to show that each topological manifold
admits a finite atlas. Consult [43, Lem. 7.1, p. 77] for details.
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(k, l)-tensors along ϕ to be the set
ϕ∗T (k,l)N =
{
(p, t) ∈M × T (k,l)N | t ∈ T (k,l)ϕ(p) N
}
.
By equipping the space ϕ∗T (k,l)N with the canonical footpoint map pi = pr1, i. e.
(p, t) 7→ p, it inherits the structure of a vector bundle over M . This can be seen
as follows. Let (x1, . . . , xn) be coordinates on an open subset V ⊂ N such that
ϕ(p) = q ∈ V for a given p ∈ M . As usual, ( ∂
∂x1 |q, . . . , ∂∂xn |q) constitutes a basis on
TqN and (dx1|q, . . . ,dxn|q) is its dual. Now, if we take a tensor t ∈ T (k,l)q N , its matrix
entries with respect to that basis are given by
ta1...ak b1...bl = t
(
∂
∂xa1
∣∣∣∣
q
, . . . ,
∂
∂xak
∣∣∣∣
q
, dxb1
∣∣∣
q
, . . . , dxbl
∣∣∣
q
)
∈ R.
These in turn induce a one-to-one correspondence between U × Rn(k+l) and pi−1(U),
where we set U = ϕ−1(V ):
(p, t) 7→
(
p, t1...1 1...1, . . . , t
n...n
n...n
)
.
A change of coordinates leads to an invertible linear transformation of the matrix entries.
It is induced by the Jacobian matrix of the coordinate change and depends smoothly on
the point p. Hence ϕ∗T (k,l)N is a smooth vector bundle over M due to [22, Lem. 10.6].
Incidentally, we observe that ϕ∗T (k,l)N is a smooth manifold of dimension m+n(k+l). A
section of the tensor bundle ϕ∗T (k,l)N is called tensor field of type (k, l) along ϕ.
The standard case of a tensor bundle over M is given by M = N and ϕ = idM .
Common cases of tensor bundles over M are the tangent bundle T (1,0)M = TM and
the cotangent bundle T (0,1)M = T ∗M . If the tangent bundle is trivial, one says the
manifold is parallelizable.
Pullback Bundles. Motivated by the preceding paragraph, we want to generalize this
construction to arbitrary vector bundles and obtain a new bundle under the presence of
a map between manifolds. For this, let M and N be manifolds, pi : E → N a vector
bundle and f : M → N a function – all of the same regularity. Out of that, we construct
the following set:
f∗E := {(q, e) ∈M × E | f(q) = pi(e)}.
Equipping f∗E with the projection map pi′ : f∗E →M given by the projection onto the
first factor turns f∗E into a vector bundle over M . Its local trivializations are induced
by the ones of E → N . Namely, if ψ : E|U → U × Kn is a local trivialization over
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U ⊂ N then ψ′ : f∗E|V → V ×Kn given by
ψ′(q, e) = (q,pr2(ψ(e)))
is a local trivialization over V = f−1(U) ⊂M on f∗E.
It is possible to transfer certain objects from E to f∗E via the pullback. For instance,
given a section σ ∈ Cr(M ;E), we obtain a new section f∗σ on f∗E by composing it
with f , i. e.
f∗σ = σ ◦ f ∈ Cr(N ; f∗E).
Similarly, most structures on vector bundles can be pulled back. This especially includes
bundle metrics and bundle connections that we discuss in the proceeding paragraphs.
Bundle Connections. In this paragraph, we consider smooth vector bundles. Depend-
ing on the bundle’s base field, we possibly desire complex values on the cotangent bundle
of its underlying manifold. We set K = R,C and briefly denote
T ∗KM = T ∗M ⊗R K.
By this notation, we mean that the tensor product is applied on each fiber. If K is
the complex field, we call this procedure complexification. Even if nothing changes
with K being the real field, we keep this notation to clarify which field we are currently
working on.4 With this at hand, we start by declaring bundle connections.
Definition 2.4. Suppose E is a smooth (possibly complex) vector bundle over a
manifold M . We choose K to be R or C depending on whether E is real or complex
respectively. Then a bundle connection is a K-linear map
∇ : C∞(M ;E)→ C∞(M ;E ⊗ T ∗KM)
satisfying the Leibniz rule
∇(f · σ) = σ ⊗ df + f · ∇σ
for each section s ∈ C∞(M ;E) and K-valued scalar field f ∈ C∞(M,K). If X is a
vector field on M , we further denote by ∇Xσ := (∇σ)(X) the covariant derivative
of σ along X.
One of the basic properties of a connection is that it is a local operator and decreases
support. Meaning, if the section σ has its support on an open subset U ⊂M then ∇σ
is supported on U as well. In this way, it makes sense to restrict ∇ to local sections.
4Moreover, one can examine differentiable manifolds and vector bundles over more general, non-discrete
topological fields.
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Finally, notice that every smooth vector bundle possesses a bundle connection, compare
[23, Lem. 2, p. 291].
There is one particular class of connections that is quite important to us. Suppose E
is equipped with a bundle metric 〈 · , · 〉. Then a bundle connection ∇ on E is called
metric or compatible with respect to 〈 · , · 〉 iff
∂X 〈σ1, σ2〉 = 〈∇Xσ1, σ2〉+ 〈σ1,∇Xσ2〉
holds for any σ1, σ2 ∈ C∞(M ;E) and X ∈ C∞(M ;TM).
For a given connection, the curvature can be obtained as follows. For each section
σ ∈ C∞(M ;E) and each vector field X,Y ∈ C∞(M ;TM) we define the quantity
R(X,Y )σ = ∇X∇Y σ −∇Y∇Xσ −∇[X,Y ]σ.
This gives rise to an K-linear map
R : C∞(M ;E)→ C∞
(
M ;E ⊗
∧2
T ∗KM
)
which is called the curvature tensor.
Now assume E has rank n and let (e1, . . . , en) be a local frame of E on some open
subset U ⊂M . Then we can find 1-forms ωji ∈ C∞(U ;T ∗KM) such that we can write
∇ei =
n∑
j=1
ej ⊗ ωji , (2.5)
which induces an (n×n)-matrix ω ∈ C∞(U ; gl(n,K)⊗RT ∗M) called connection form
matrix of ∇ with respect to e.5 As usual in the notion of Lie algebras, we denote
gl(n,K) = Mat(n× n,C). Similarly, by substituting ∇ with R, we obtain 2-forms
Ωji ∈ C∞(U ;
∧2 T ∗KM) satisfying
Rei =
n∑
j=1
ej ⊗ Ωji .
These give rise to an (n×n)-matrix Ω ∈ C∞(U ; gl(n,K)⊗R∧2 T ∗M), called curvature
form matrix of ∇ with respect to e. A straightforward computation reveals the
following relation between Ω and ω:
Ωji = dω
j
i +
n∑
k=1
ωjk ∧ ωki . (2.6)
We want to make some remarks at this point. First, if E is endowed with a bundle
metric and a compatible connection ∇, the associated curvature form matrix is skew-
5More specifically, ω is an gl(n,K)-valued form; compare Definition 3.1.
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Mathematical Object Represented by In Contrast to
Vector bundle TopologicalVectorBundle DifferentiableManifold
E →M DifferentiableVectorBundle
Trivialization Trivialization DiffChart
ϕ : E|U → U ×Kn
Local frame LocalFrame VectorFrame(
E|U , (e1, . . . , en)
)
Section TrivialSection TensorFieldParal
s ∈ Cr(U ;E) Section TensorField
Section module SectionFreeModule TensorFieldFreeModule
Cr(U ;E) SectionModule TensorFieldModule
Fiber VectorBundleFiber TangentSpace
Ep
Fiber element VectorBundleFiberElement TangentVector
v ∈ Ep
Bundle connection BundleConnection AffineConnection
∇E
Table 2: A table of all ingredients necessary to realize vector bundles
in Sage. In the right column we see its analogue to the preexisting
implementation of manifolds.
Hermitian for each orthonormal local frame. Secondly, it is readily checked that Ω
transforms by gΩg−1 as expected under a change of framing g : U → GLn(K). Beware
that this is not the case for ω: if ω′ is the connection form matrix with respect to the
new frame then we have
ω′ = g−1dg + g−1ωg.
2.2 SageMath Implementation
Vector bundles are an immediate generalization of the tangent bundle over differen-
tiable manifolds. It is therefore not surprising that the preexisting code for symbolic
tensor calculus can be used as a reference point for implementing vector bundles. In
particular, each of our classes around vector bundles is based on a preexisting class
taken as role model. Table 2 displays all new classes implemented in Sage. The right
column shows the class on which it is based. In this section, we highlight the most
important classes and its implementation concepts. A full list of supported features can
be gathered from Sage’s reference manual [33].
Vector Bundles. Included in the SageManifolds package, differentiable manifolds
are represented by instances of the class DifferentiableManifold which act like a
“control center” to everything that is associated to them. They store all necessary
information and communicate them to the subordinate structures. Providing a similar
attempt, vector bundles are implemented via TopologicalVectorBundle belonging
to the category VectorBundles. An instance of this class is uniquely determined by
the base space M , the rank n, the underlying field and the total space’s name E.
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TopologicalVectorBundle
DifferentiableVectorBundle
TensorBundle
CategoryObject UniqueRepresentation
Figure 1: The inheritance diagram for the representative classes of
vector bundles.
Special cases like differentiable vector bundles and tensor bundles are inherited from
this particular class. The full inheritance tree can be found in Figure 1. Notice that
tensor bundles completely fall back on the preexisting implementation of tensor fields.
Figure 2 gives an insight of how vector bundles are realized to facilitate the interaction
of the structures. Most objects can be obtained by invoking proper methods on the
vector bundle’s instance and are communicated back once they are created. This supplies
each object in correspondence to the vector bundle with all the necessary information
to fulfill its purpose.
Sections. For an actual realization, it is useful to see the space of sections Cr(U ;E) as
a module over Cr(U,K) rather than a vector space over K. The reason is simple: in terms
of a vector space, Cr(U ;E) is infinite dimensional which is difficult to accomplish in
computer algebra. In contrast, considering Cr(U ;E) as a module over Cr(U,K), which
has finite rank if it is free, means implementing a finite structure. The implementation
splits in two parts: an algebraic part carrying out free modules of finite rank over
arbitrary commutative rings, and a geometric part patching everything together over
the manifold. Both have already been implemented during the SageManifolds project
but specialized for tensor fields. The approach for sections and its modules for vector
bundles follows exactly the same idea, generalizing the preexisting implementation of
tensor fields and relying on the available algebraic part. In a nutshell: each section
module having a local frame is free and hence realized by exploiting the algebraic part.
All other modules are assumed to be non-free. Their sections are patched together
from restrictions living in the free modules due to (2.3). We refer to the Sage reference
manual [33, 34] for more details. The initial implementation of tensor fields in Sage is
thoroughly discussed in [12, Sec. 4.4 et seq.].
Trivializations and Frames. The Python class LocalFrame represents local frames
within Sage. It inherits from the algebraic counterpart FreeModuleBasis. Once a local
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Vector bundle:
E →M
Trivialization:
ϕ : E|U → U × Kn
Local frame:(
E|U , (e1, . . . , en)
)Section module:
Cr(U ;E)
Section:
s ∈ Cr(U ;E)
trivializationstored in
local_frame
stored in
section_module
stored in
section
frame
__getitem__parent of
Figure 2: Our realization of a vector bundle plays the role of a “control
center” to connect all subordinate structures.
frame on an open subset U ⊂ M is initialized, Sage acknowledges the corresponding
section module Cr(U ;E) as free. From then on, all sections can be expressed locally in
this frame. Of course, a local frame itself consists of local sections. They can be returned
by simple index operations applied to the object. A change of frame is performed by
invoking the vector bundle’s method set_change_of_frame taking automorphisms on
the corresponding free module. These automorphisms are represented by instances of
FreeModuleAutomorphism. This class belongs to the algebraic implementation.
Even though local frames are the key concept here, sometimes it is more intuitive to
think in terms of local trivializations instead. For this reason, our implementation offers
the additional class Trivialization. It behaves a lot like DiffChart whose instances
are differentiable charts. As well as for charts, the transition map can be stated by
invoking transition_map and inserting the desired transformation. In contrast to
charts, the transformation is given by an (n× n)-matrix consisting of scalar fields on
the overlap, compare (2.2). Sage immediately translates the input into the language of
frames and announces the change of frame to the vector bundle.
Bundle Connections. At this stage, bundle connections can only be used to assign
connection forms and compute curvature forms with respect to a given local frame.
The corresponding formula is given in (2.6). They are realized via the Python class
BundleConnection. Each instance stores a Python dictionary _connection_forms
whose keys are local frames. To each key in _connection_forms corresponds another
Python dictionary obeying the allocation rule (i, j) 7→ ωij with regards to the defining
equation (2.5). A more elaborated version is already on the agenda, see Section 5.
Examples on the usage of bundle connections in Sage are discussed along with examples
of characteristic classes in Chapter 4.
2.3 Example: The Möbius Bundle
We want to introduce a non-trivial line bundle and explain how it can be applied
within Sage making use of our implementation discussed in the previous section. First
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y
x
(1, 0)
(0, 1)
`
(0, 0)
(v, 1)(1, u)
Figure 3: Charts on RP1 can be obtained by intersections with affine
hyperplanes x = 1 and y = 1.
of all, we declare an equivalence relation on R2 \ {0}:
(x, y) ∼ (x′, y′) :⇐⇒ ∃λ ∈ R : (x, y) = λ (x′, y′).
We define the real-projective space by taking the corresponding quotient:
RP1 := (R
2 \ {0})upslope∼.
This space is a 1-dimensional topological manifold [22, Example 1.5] and canonically
endowed with homogeneous coordinates given by the abbreviation [x : y] = [(x, y)]∼.
Then we can write
RP1 =
{
[x : y] | (x, y) ∈ R2 \ {0}
}
.
Geometrically, the real-projective space corresponds to all 1-dimensional subspaces of
R2. In order to obtain suitable charts on RP1, we define the two subsets
U := {[1 : u] | u ∈ R} and V := {[v : 1] | v ∈ R}
evidently covering RP1. As pictured in Figure 3, the set U corresponds to all lines
through the origin intersecting the hyperplane x = 1. Similarly, V consists of all lines
intersecting the hyperplane y = 1. It is readily checked that the following two maps
define homeomorphisms:
hU : U → R with [1 : u] 7→ u,
hV : V → R with [v : 1] 7→ v.
The corresponding change of coordinates
hV ◦ h−1U : R \ {0} → R \ {0}
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on the intersection domainW = U ∩V can be extracted from Figure 3 and is determined
as u 7→ 1u . In contrast to the homogeneous coordinates above, the ones given by hU and
hV are called inhomogeneous coordinates.
Of course, this construction can be generalized to higher dimensions and complex
numbers. However, we want to keep things simple for now and apply this setup to Sage:
[5]: M = Manifold(1, 'RP1',
latex_name=r'\mathbb{RP}^1',
start_index=1,
structure='topological')
U = M.open_subset('U'); hu.<u> = U.chart()
V = M.open_subset('V'); hv.<v> = V.chart()
M.declare_union(U, V)
The change of coordinates, as discussed above, is given by:
[6]: u_to_v = hu.transition_map(hv, 1/u,
intersection_name='W',
restrictions1= u!=0,
restrictions2= v!=0)
u_to_v.display()
[6]: v = 1u
[7]: W = U.intersection(V)
v_to_u = u_to_v.inverse()
v_to_u.display()
[7]: u = 1v
For this example, we investigate the so-called Möbius bundle
E =
{
(`, v) ∈ RP1 × R2 | v ∈ ` ∪ {0}
}
,
endowed with the projection (`, v) 7→ `. To obtain a local trivialization on E, let (`, v)
be in E such that ` ∈ U . Then we can write ` = [1 : u] for some u ∈ R, and the
vector (1, u) ∈ R2 forms a basis of the 1-dimensional subspace ` ∪ {0}. Since v is a
vector in that space, we can find a unique λ`,v ∈ R such that v = λ`,v (1, u). This
gives rise to a local trivialization ψU : E|U → U × R via ψU (`, v) = (`, λ`,v). The
construction of ψV : E|U → V × R over V is performed analogously. Taking a second
look at Figure 3, we derive that the transition map ψV ◦ψ−1U is induced by the transition
function W → GL(1,R) via [1 : u] 7→ (u). With this, we are now ready to define this
vector bundle in Sage:
[8]: E = M.vector_bundle(1, 'E'); print(E)
[8]: Topological real vector bundle E -> RP1 of rank 1 over the base space 1-
dimensional topological manifold RP1
Let us state the two trivializations constructed above:
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[9]: psiU = E.trivialization('psiU', latex_name=r'\psi_U', domain=U)
psiU
[9]: ψU : E|U → U ×R1
[10]: psiV = E.trivialization('psiV', latex_name=r'\psi_V', domain=V)
psiV
[10]: ψV : E|V → V ×R1
Next we declare the transition map between ψU and ψV :
[11]: transf = psiU.transition_map(psiV, [[u]]); transf
[11]: ψV ◦ ψ−1U : W ×R1 →W ×R1
Each trivialization induces a local frame which we can get by the following command:
[12]: eU = psiU.frame(); eU
[12]: (E|U , ((ψ∗Ue1)))
The notation (ψ∗Ue1) stands for the local section on U given by p 7→ ψ−1U (p, e1), where
e1 is the standard basis of R. Similarly, we have for ψV :
[13]: eV = psiV.frame(); eV
[13]: (E|V , ((ψ∗V e1)))
The corresponding bundle automorphism ψ−1U ◦ ψV : E|W → E|W translating (ψ∗V e1)
into (ψ∗Ue1) can be easily returned:
[14]: transf.automorphism()
[14]: ψ−1U ◦ ψV
As discussed in Section 2.2, this is an instance of FreeModuleAutomorphism:
[15]: from sage.tensor.modules.free_module_automorphism \
import FreeModuleAutomorphism
isinstance(transf.automorphism(), FreeModuleAutomorphism)
[15]: True
We can even get its determinant which is a scalar field on the intersection W = U ∩ V :
[16]: transf.det().display()
[16]: det(ψ−1U ◦ ψV ) : W −→ R
u 7−→ u
v 7−→ 1v
We can see that the determinant is negative if u < 0. It is therefore reasonable to
suspect that the vector bundle E is not orientable. This is indeed true as proven in [23,
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pp. 16–17]. As a consequence, E is not trivial and each global section must vanish
somewhere. To illustrate this, we define the corresponding section module over RP1:
[17]: C0 = E.section_module(); C0
[17]: C0(RP1;E)
We can see that Sage rejects C0(RP1;E) as a free module:
[18]: from sage.tensor.modules.finite_rank_free_module import FiniteRankFreeModule
isinstance(C0, FiniteRankFreeModule)
[18]: False
This is because there is no global frame that Sage knows about:
[19]: E.is_manifestly_trivial()
[19]: False
On the contrary, the section module over U must be free:
[20]: C0U = E.section_module(domain=U); C0U
[20]: C0(U ;E)
And indeed, it is:
[21]: from sage.tensor.modules.finite_rank_free_module import FiniteRankFreeModule
isinstance(C0U, FiniteRankFreeModule)
[21]: True
We start with some concrete computations and therefore define a section on U :
[22]: sU = E.section(name='sigma', latex_name=r'\sigma', domain=U)
sU[eU,1] = (1-u)/(1+u^2)
sU.display()
[22]: σ =
(
− u−1
u2+1
)
(ψ∗Ue1)
This local section lives in the free module C0(U ;E):
[23]: sU in C0U
[23]: True
We can perform a change of frame on the subset W :
[24]: sU.display(eV.restrict(W), hv.restrict(W))
[24]: σ =
(
v−1
v2+1
)
(ψ∗V e1)
This expression is obviously well-defined on the whole subset V . Hence, we can extend
this section continuously onto RP1:
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[25]: s = E.section(name='sigma', latex_name=r'\sigma')
s.set_restriction(sU)
s.add_comp_by_continuation(eV, W)
s.display(eV)
[25]: σ =
(
v−1
v2+1
)
(ψ∗V e1)
The corresponding continuation is indeed an element of C0(RP1;E):
[26]: s in C0
[26]: True
Let us define another global section in E:
[27]: t = E.section(name='tau', latex_name=r'\tau')
t[eV,1] = (3-v^2)/(1+v^4)
t.add_comp_by_continuation(eU, W)
t.display(eU)
[27]: τ =
(
3u3−u
u4+1
)
(ψ∗Ue1)
Now, σ and τ can be added pointwise:
[28]: r = (s + t); r.display(eU)
[28]: σ + τ =
(
2u5+u4+2u3−2u+1
u6+u4+u2+1
)
(ψ∗Ue1)
[29]: r.display(eV)
[29]: σ + τ =
(
v5−2 v4+2 v2+v+2
v6+v4+v2+1
)
(ψ∗V e1)
Since σ + τ is again a well-defined continuous section on E, it must vanish at some
point. We want to check this by solving an equation:
[30]: sol = solve(r[eU,1,hu].expr() == 0, u, solution_dict=True)
sol
[30]: [{u : −1}]
Let us investigate what happens at this particular point p ∈ RP1 determined by u = −1:
[31]: p = M.point([sol[0][u]], name='p', chart=hu); print(p)
[31]: Point p on the 1-dimensional topological manifold RP1
The corresponding section σ evaluated at p is an element of the fiber Ep:
[32]: print(s.at(p))
[32]: Vector sigma in the fiber of E at Point p on the 1-dimensional topological
manifold RP1
Concretely, we have:
[33]: s.at(p).display(basis=eU.at(p))
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[33]: σ = (ψ∗Ue1)
For τ we similarly obtain:
[34]: t.at(p).display(basis=eU.at(p))
[34]: τ = − (ψ∗Ue1)
As expected, the sum vanishes at p:
[35]: r.at(p).display(basis=eU.at(p))
[35]: σ + τ = 0
2.4 Example: Tensor Bundles over S2
In this section, we want to highlight the main features of tensor bundles. The 2-sphere
S2 ⊂ R3 serves as a suitable example for this. We define U ⊂ S2 to be the complement
of the meridian lying in the upper x-z-plane for x ≥ 0. Similarly, V ⊂ S2 defines the
complement of the meridian going through the x-y-plane for x ≤ 0. Both sets cover S2
and are open in the relative topology. In the language of Sage, we write:
[36]: M = Manifold(2, name='S^2', latex_name=r'\mathbb{S}^2')
U = M.open_subset('U'); V = M.open_subset('V')
M.declare_union(U,V) # M is the union of U and V
The corresponding tangent bundle can be returned by the following command:
[37]: TM = M.tangent_bundle(); TM
[37]: TS2 → S2
For now, however, we are interested in the parallelizable subset U ⊂ S2:
[38]: TU = U.tangent_bundle(); print(TU)
[38]: Tangent bundle TU over the Open subset U of the 2-dimensional differentiable
manifold S^2
Each chart on a manifold gives rise to a trivialization on the corresponding tangent bundle.
The converse, however, is false as the example in Section 4.6 indicates. Nevertheless,
trivializations entirely fall back on the class DiffChart at this stage. The reason is to
allow the preexisting implementation to do the whole work and facilitate applications.6
To demonstrate how it is done, we introduce spherical coordinates on the subset U :
[39]: c_spher.<th,ph> = TU.trivialization(r'th:(0,pi):\theta ph:(0,2*pi):\phi')
To demonstrate the pullback of tensor bundles, we define the Euclidean space R3 and
introduce a differential map ϕ : S2 → R3 given by the embedding of S2 into R3:
6If one still desires frames which are not induced by charts, this can be achieved by using the method
local_frame or vector_frame respectively.
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[40]: R = Manifold(3, 'R^3', r'\mathbb{R}^3')
c_cart.<x,y,z> = R.chart() # Cartesian coord. on R^3
phi = U.diff_map(R, (sin(th)*cos(ph), sin(th)*sin(ph), cos(th)),
name='phi', latex_name=r'\varphi'); print(phi)
[40]: Differentiable map phi from the Open subset U of the 2-dimensional
differentiable manifold S^2 to the 3-dimensional differentiable manifold
R^3
Let us fix the point p in U ⊂ S2 determined by (pi2 , pi) in spherical coordinates:
[41]: p = U.point((pi/2, pi), name='p'); print(p)
[41]: Point p on the 2-dimensional differentiable manifold S^2
We can evaluate ϕ at this point p:
[42]: phi(p).coord(c_cart)
[42]: (−1, 0, 0)
We get the corresponding pullback tensor bundles by stating ϕ as the destination map:
[43]: phiT11U = U.tensor_bundle(1,1, dest_map=phi); phiT11U
[43]: ϕ∗T (1,1)R3 → U
More precisely:
[44]: print(phiT11U)
[44]: Tensor bundle phi^*T^(1,1)R^3 over the Open subset U of the 2-dimensional
differentiable manifold S^2 along the Differentiable map phi from the
Open subset U of the 2-dimensional differentiable manifold S^2 to the 3-
dimensional differentiable manifold R^3
We see that sections completely fall back on the preexisting implementation of tensor
fields:
[45]: phiT11U.section_module() is U.tensor_field_module((1,1), dest_map=phi)
[45]: True
The fiber at p is given by the space of (1, 1)-tensors of the tangent space over R3 at ϕ(p):
[46]: phiT11U.fiber(p)
[46]: T (1,1)
(
Tϕ(p)R3
)
Since R3 is parallelizable, the pullback tensor bundle ϕ∗T (1,1)R3 → U must be trivial:
[47]: phiT11U.is_manifestly_trivial()
[47]: True
Hence, it comes with a frame naturally induced by the pullback:
[48]: phiT11U.frames()
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[48]:
[(
U,
(
∂
∂x ,
∂
∂y ,
∂
∂z
))]
Strictly speaking, this is a frame of ϕ∗TR3 rather than ϕ∗T (1,1)R3. However, remember
that all frames in the tensor bundle can be retrieved from frames in the tangent bundle.
Thus, there is no loss of generality here. We can extract our frame by applying index
operations on the returned list:
[49]: print(phiT11U.frames()[0])
[49]: Vector frame (U, (d/dx,d/dy,d/dz)) with values on the 3-dimensional
differentiable manifold R^3
3 MIXED DIFFERENTIAL FORMS
3.1 Mathematical Preliminaries
Differential forms are a powerful tool in both geometry and physics. Intuitively, they
correspond to sections of infinitesimal areas at each point on a manifold. We briefly
recall some definitions and relations, especially with regards to characteristic classes.
We begin with a definition.
Definition 3.1. Suppose that M and N are smooth manifolds with dim(N) = n. Let
E → M be a smooth vector bundle over the field K = R,C. Moreover, assume that
ϕ : M → N is a smooth map. For an open subset U ⊂ M and k ∈ N, we define the
following space of C∞-sections
Ωk(U,ϕ ;E) := C∞
(
U ; E ⊗R
∧k(ϕ∗T ∗N)) ,
and call its elements k-forms on U along ϕ with values in E.7
This space is an infinite dimensional vector space over K and a module over C∞(U,K).
As soon as k exceeds n, we obviously obtain zero. The standard case of differential forms
on M is dedicated to U = M = N with ϕ = idM and the trivial bundle E = R ×M .
Similarly, complex differential forms on M are given by E = C×M instead. For the
sake of convenience, we agree on the following abbreviations:
Ωk(U,ϕ ;K) := Ωk(U,ϕ ;K×M)
Ωk(U ;E) := Ωk(U, idM ;E).
The Algebra of Mixed Forms. In this paragraph and what follows, we reduce E to
the trivial K-line bundle. With regards to characteristic classes, we need to perform
7Note that the additional vector bundle E is a suitable generalization to allow more general coefficients.
It is convenient, for example, with respect to bundle connections, see Def. 2.4.
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algebraic operations on forms. Therefore, we define the space of mixed differential
forms on U along ϕ by taking the following direct sum:
Ω∗(U,ϕ ;K) :=
n⊕
k=0
Ωk(U,ϕ ;K).
Let us make some observations. On the one hand, the space Ω∗(U,ϕ ;K) is naturally
endowed with an associative multiplication induced by the wedge product via bilinear
extension:
∧ : Ω∗(U,ϕ ;K)× Ω∗(U,ϕ ;K)→ Ω∗(U,ϕ ;K).
This multiplication gives Ω∗(U,ϕ) the structure of a graded algebra, i. e.
Ωk(U,ϕ ;K) ∧ Ωl(U,ϕ ;K) ⊂ Ωk+l(U,ϕ ;K).
Observe that ∧ is in general neither commutative nor anticommutative. Nonetheless, if
one restricts to differential forms of even degree, the multiplication becomes commutative.
Similarly, it gets anticommutative when one considers odd degrees.
On the other hand, the space Ω∗(U,ϕ ;K) is equipped with an additional structure.
More precisely, the exterior derivative as a linear mapping
dk+1 : Ωk(U,ϕ ;K)→ Ωk+1(U,ϕ ;K)
satisfies dk+1 ◦ dk = 0 and hence delivers the structure of a cochain complex, namely
0 d0−→ Ω0(U,ϕ ;K) d1−→ Ω1(U,ϕ ;K) d2−→ . . . dn−→ Ωn(U,ϕ ;K) dn+1−−−→ 0.
This naturally induces a K-linear map on the entire space:
d : Ω∗(U,ϕ ;K)→ Ω∗(U,ϕ ;K).
Differential forms in im(d) are called exact, while forms in ker(d) are called closed.
De Rham Cohomology. In the course of this paragraph, we restrict our previous
definitions to the smooth case U = M = N with ϕ = idM ; but still with a possible
complexification in mind. The famous Poincaré lemma states that exact and closed
differential forms always coincide on domains diffeomorphic to an open ball. Conversely,
counterexamples indicate that the reason for failure are “holes” in the domain. This
observation gives rise to geometric invariants on smooth manifolds. More precisely, we
take closed forms and quotient out exact forms. The resulting space
HkdR(M ;K) := ker(dk+1)upslopeim(dk)
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is called k-th de Rham cohomology of M with coefficients in K. On top of that,
we conveniently denote:
H∗dR(M ;K) :=
n⊕
k=0
HkdR(M ;K).
The space H∗dR(M ;K) inherits the structure of a graded algebra and cochain complex
from Ω∗(M ;K) by construction. Moreover, the sequence
. . .
dk−→ HkdR(M ;K)
dk+1−−−→ Hk+1dR (M ;K)
dk+2−−−→ . . .
is exact, i. e. ker(dk+1) = im(dk). One can similarly define more general cohomologies
with coefficients in generic rings. For a detailed introduction into algebraic topology,
and homology theory in particular, consult [3, 15].
The de Rham cohomology yields a geometric invariant in the following sense: if
ψ : M → N is a smooth map into another manifold N , the pullback
ψ∗ : Ωk(N ;K)→ Ωk(M ;K)
descends to a linear mapping HkdR(N ;K)→ HkdR(M ;K), which is also denoted by ψ∗.
Suppose ψ is a diffeomorphism then ψ∗ boils down to an isomorphism on cohomology
level. A full discussion on that topic can be found in [22, Ch. 17].
3.2 SageMath Implementation
Differential forms on manifolds came along with the SageManifolds project and hence
are already supported in Sage.8 A mixed differential form can simply be represented by
an element-typed object storing differential forms of different degrees and provided with
the structures discussed in the preceding section. More precisely, a mixed form is repre-
sented by an instance of MixedForm inheriting from AlgebraElement. The overlying
algebra is an instance of the parent typed class MixedFormAlgebra which inherits from
Parent and UniqueRepresentation, and belongs to the category GradedAlgebras over
the symbolic ring. It is uniquely determined by the vector field module, which in turn
is specified by U and the destination map ϕ|U : U → N .
As the inheritances suggest, mixed forms are fully integrated in the parent-element-
type pattern of Sage. For example, the most canonical coercions are supported:
Ωk(U,ϕ ;K) inclusion−−−−−−→ Ω∗(U,ϕ ;K),
Ω∗(M,ϕ ;K) restriction−−−−−−→ Ω∗(U,ϕ ;K).
To ensure full compatibility, the class MixedForm is provided with all important methods
8There, K always equals the base field of the manifold, particularly K = R for real manifolds. However,
since symbolic expressions are used for local coordinates, there is no genuine restriction to R.
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Scalar field:
f : U → K
1-form:
ω1 ∈ Ω1(U,ϕ ;K)
. . . n-form:
ωn ∈ Ωn(U,ϕ ;K)
f ω1 . . . ωn
A[0] A[1] A[n]
, , ,
coerce coerce coerce
Mixed form A in Ω∗(U,ϕ ;K):
Figure 4: A mixed form A with homogeneous components
(f, ω1, . . . , ωn) and its representation A in Sage. Before f is assigned to
the entry A[0], ω1 to A[1] and so forth, each homogeneous component
is coerced into a proper differential form.
which are already specified for differential forms. This includes, for example, restrict,
add_comp_by_continuation and set_restriction. We refer to the Sage reference
manual [33] for a complete list.
In order to realize mixed forms living in Ω∗(U,ϕ ;K) appropriately, a Python list of
length n+ 1 is attached to each instance of MixedForm, containing differential forms of
different degree in each entry. The entries can be accessed by using index operations
on the object itself. Thereby, the k-th index corresponds to the k-th homogeneous
component. Before a differential form is assigned this way, it gets coerced into a
suitable Sage element. This is usually an instance of DiffForm, or DiffFormParal if
U is parallelizable. In case of degree zero, however, a generic 0-form is represented
by an instance of DiffScalarField. An illustrated example is provided in Figure 4.
Mathematical operations such as additions, multiplications and exterior derivatives are
then performed degree wise.
3.3 Examples
In this section, we briefly demonstrate the capabilities of our implementation. We
start by declaring the manifold M = R2:
[50]: M = Manifold(2, 'R^2', latex_name=r'\mathbb{R}^2')
X.<x,y> = M.chart()
Next we define the corresponding spaces of differential forms:
[51]: Omega0 = M.diff_form_module(0); print(Omega0)
Omega1 = M.diff_form_module(1); print(Omega1)
Omega2 = M.diff_form_module(2); print(Omega2)
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[51]: Algebra of differentiable scalar fields on the 2-dimensional differentiable
manifold R^2
Free module Omega^1(R^2) of 1-forms on the 2-dimensional differentiable
manifold R^2
Free module Omega^2(R^2) of 2-forms on the 2-dimensional differentiable
manifold R^2
The algebra of mixed forms is returned by a simple command:
[52]: Omega = M.mixed_form_algebra(); print(Omega)
[52]: Graded algebra Omega^*(R^2) of mixed differential forms on the 2-dimensional
differentiable manifold R^2
As aforementioned in the previous section, it belongs to the category of graded algebras
over the symbolic ring:
[53]: print(Omega.category())
[53]: Category of graded algebras over Symbolic Ring
Before proceeding with mixed forms, let us first declare some differential forms:
[54]: f = M.scalar_field(name='f')
omega1 = M.diff_form(1, name='omega_1', latex_name=r'\omega_1')
omega2 = M.diff_form(2, name='omega_2', latex_name=r'\omega_2')
eta = M.diff_form(1, name='eta', latex_name=r'\eta')
In the next step, we provide some expressions in local coordinates:
[55]: f.set_expr(x^2)
omega1[:] = y, 2*x
omega2[0,1] = 4*x^3
eta[:] = x, y
[56]: f.display()
[56]: f : R2 −→ R
(x, y) 7−→ x2
[57]: omega1.display()
[57]: ω1 = ydx+ 2xdy
[58]: omega2.display()
[58]: ω2 = 4x3dx ∧ dy
[59]: eta.display()
[59]: η = xdx+ ydy
The category framework of Sage captures the entire setup:
[60]: all([f in Omega0,
f in Omega,
omega1 in Omega1,
3.3 Examples 26
omega1 in Omega,
omega2 in Omega2,
omega2 in Omega])
[60]: True
Now, let us define a mixed form:
[61]: A = M.mixed_form(name='A'); print(A)
[61]: Mixed differential form A on the 2-dimensional differentiable manifold R^2
It shall consist of the differential forms f, ω1, ω2. As mentioned above, the forms are
assigned by using index operations:
[62]: A[:] = [f,omega1,omega2]; A.display()
[62]: A = f + ω1 + ω2
[63]: A.display_expansion()
[63]: A =
[
x2
]
0 + [ydx+ 2xdy]1 +
[
4x3dx ∧ dy]2
As we can see, the output is sorted by degree. Notice that the forms stored in A are
given by the very same instances we declared beforehand:
[64]: all([A[0] is f,
A[1] is omega1,
A[2] is omega2])
[64]: True
If that behavior is unwanted, a copy can be made that has the very same expressions in
local coordinates but has stored entirely new instances:
[65]: Aclone = A.copy()
any(Aclone[k] is A[k] for k in Omega.irange())
[65]: False
[66]: all(Aclone[k] == A[k] for k in Omega.irange())
[66]: True
Let us perform some computations and define another mixed form:
[67]: B = M.mixed_form([2,eta,0], name='B'); B.display_expansion()
[67]: B = [2]0 + [xdx+ ydy]1 + [0]2
The multiplication is executed degree wise:
[68]: all((A * B)[k] == sum(A[j].wedge(B[k - j])
for j in range(k + 1))
for k in Omega.irange())
[68]: True
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[69]: (A * B).display_expansion()
[69]: A ∧B = [2x2]0 + [(x3 + 2 y) dx+ (x2y + 4x) dy]1 + [(8x3 − 2x2 + y2) dx ∧ dy]2
This particular example is also convenient to demonstrate that the multiplication given
by the wedge product is in general neither commutative nor anticommutative:
[70]: (B * A).display_expansion()
[70]: B ∧A = [2x2]0 + [(x3 + 2 y) dx+ (x2y + 4x) dy]1 + [(8x3 + 2x2 − y2) dx ∧ dy]2
Finally, let us compute the exterior derivative:
[71]: dA = A.exterior_derivative(); dA.display_expansion()
[71]: dA = [0]0 + [2xdx]1 + [dx ∧ dy]2
4 CHARACTERISTIC CLASSES
4.1 Mathematical Preliminaries
There are a few equivalent definitions of characteristic classes. One of them is the
following, characterized by the so-called naturality condition.
Definition 4.1. Let R be a commutative ring, M a topological manifold and E a
topological vector bundle over M . A characteristic class κ(E) of E is an element in
the cohomology ring H∗(M ;R) with coefficients in R such that for every continuous
map f : N →M , where N is another topological manifold, the naturality condition
holds:
f∗κ(E) = κ(f∗E).
Roughly speaking, a characteristic class measures the vector bundle’s “non-triviality”
in a certain way. Typically, there are various methods to obtain characteristic classes.
In this thesis, we make use of the so-called Chern–Weil method, which utilizes
connections on differentiable vector bundles to construct characteristic classes in the
de Rham cohomology ring with complex coefficients of the underlying differentiable
manifold. This seems to be a good approach since the curvature, in a sense, measures
the local deviation from flatness. We give a brief review of Chern–Weil theory in this
chapter, inspired by [4, 26]. A full discussion of characteristic classes in a more general
setting can be found in [23]. In what follows, unless stated otherwise, we consider
manifolds and vector bundles to be smooth.
Chern–Weil Theory. Let us first recall some fundamental definitions and theorems
about invariant polynomials and finally introduce the Chern–Weil theory. We start with
a definition:
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Definition 4.2. Let G be a compact Lie group and g its Lie algebra. A polynomial
P : g→ C is called invariant if
P (X) = P (Adg(X))
holds for every X ∈ g and g ∈ G.
A canonical choice in our setting would be G = GL(n,C) and g = gl(n,C) with the
adjoint representation Adg(X) = gXg−1. Famous examples of invariant polynomials on
gl(n,C) are the determinant and trace. However, we can consider G being any other
Lie group; for example, the group G = SO(2n) with the Lie algebra g = so(2n) of
skew-symmetric matrices. This special case plays an important role for oriented vector
bundles when we discuss Pfaffian classes later in this section.
The following lemma is essential with respect to characteristic classes.
Lemma 4.3. The ring of invariant polynomials on gl(n,C) is a polynomial ring gener-
ated by the elementary symmetric functions σk specified by the characteristic polynomial
of a complex matrix X ∈ gl(n,C) in the indeterminate t:
det
(
1 + tX2pii
)
=
n∑
k=0
σk(X) tk. (4.4)
See [23, p. 299, Lemma 6], [26, Lem. 2.19] for proofs. We leave this lemma behind for
the moment and focus on the fundamental theorem of Chern–Weil theory.
Theorem 4.5. Let E be a complex vector bundle over a manifold M equipped with
a connection ∇, and let Ω be its curvature form matrix with respect to some frame.
Suppose P : gl(n,C)→ C is an invariant polynomial. Then the form P (Ω) is closed and
[P (Ω)] ∈ H2∗dR(M ;C)
is independent of the choice of connection ∇.
Proofs can be found in [23, 296 ff.], [4, Lem. 1.8, Satz 1.9], [9, 297 ff.], [26, Prop. 2.20].
Notice that the form P (Ω) is a well-defined global form on M . This follows immediately
from the transformation behavior of Ω together with the invariant nature of P . We
can even consider P to be an invariant formal power series. Due to the fact that Ω is
always nilpotent, no convergence questions arise and the same statement still applies.
Finally, from Theorem 4.5, we see that [P (Ω)] defines a characteristic class in the sense
of Definition 4.1. This boils down to the fact that pullback operations pass through
curvatures and polynomials up to cohomology level.
These are all the ingredients we need for the Chern–Weil method. The recipe manifests
as follows: “Choose a connection, compute its curvature form matrix and apply an
invariant formal power series to it”. Before we discuss the implementation details in
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Sage, let us introduce some important types of classes constructed from the Chern–Weil
method and investigate its properties.
Multiplicative Classes on Complex Bundles. Let f be a holomorphic function near
zero and E be a complex vector bundle of rank n over a manifold M . Furthermore, let
∇ be a connection on E and Ω its curvature form matrix with respect to some frame.
We set
Πf (E,∇) := det
(
f
( Ω
2pii
))
∈ Ω2∗(M ;C)
and define the multiplicative characteristic class associated to f :
Πf (E) := [Πf (E,∇)] ∈ H2∗dR(M ;C).
The form Πf (E,∇) is called characteristic form with respect to ∇ of the corre-
sponding characteristic class Πf (E).
The most important multiplicative class is the so-called total Chern class c(E). It
is defined as the multiplicative class associated to the function
f(z) = 1 + z.
The total Chern class is an element of the cohomology ring with purely real coefficients.
This can be seen as follows. We equip E with a Hermitian metric and compatible
connection. Thus by choosing an orthonormal frame, the associated curvature form
matrix is skew-Hermitian. Finally applying complex conjugation yields the assertion.
Comparison with (4.4) reveals that the total Chern class breaks up as a sum of classes
given by the elementary symmetric functions. The class ck(E) associated to the k-th
elementary symmetric function σk is called k-th Chern class of E. Its importance
is seen by Lemma 4.3, which shows that every characteristic class constructed via the
Chern–Weil method can be obtained from polynomials in the Chern classes ck(E).
Note the following two significant properties of multiplicative classes:
i) If E is a complex line bundle, we have Πf (E) = f(c1(E)).
ii) If E = E1 ⊕ E2, we have Πf (E) = Πf (E1) Πf (E2).
Property ii) can be easily seen by picking a direct sum connection and finally justifies
the name “multiplicative”. In fact, both properties determine the characteristic class
Πf (E) uniquely. This follows from the splitting principle.
Theorem 4.6 (Splitting Principle). Let E be a complex vector bundle of rank n over a
manifold M and R be a commutative ring. Then, there exist another manifold F (E),
called flag manifold associated to E, and a map g : F (E)→M such that
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i) the induced cohomology homomorphism
g∗ : H∗(M ;R)→ H∗(F (E);R)
is injective and
ii) the pullback bundle g∗E splits into the direct sum of line bundles:
g∗E = L1 ⊕ · · · ⊕ Ln.
For the proof, we refer to [21, Prop. 11.1], [24, Thm. 2.6.1]. A full discussion with
respect to K-theory can be found in [16]. As usual, we restrict ourselves to the case
R = R,C. The first Chern classes c1(Lj) of the corresponding line bundles Lj into
which g∗E splits are called Chern roots of E. We find that they determine the k-th
Chern class of E in the following way:
ck(E) = σk (c1(L1), . . . , c1(Ln)) .
Now, suppose (xj)nj=1 are the eigenvalues including multiple appearances of a complex
matrix X/2pii. Then we obtain
det
(
f
(
X
2pii
))
=
n∏
j=1
f(xj), (4.7)
which is a symmetric formal power series in the variables xj . Hence, we can express it
in terms of the elementary symmetric functions in these indeterminates xj . This means,
each xj can be considered as representing the Chern root c1(Lj). This result again
emphasizes the fundamental significance of Chern classes.
The theory needs to be handled with greater precaution in the real case. Let E be a
real vector bundle and E⊗RC its complexification. Suppose X is a real skew-symmetric
matrix. Due to (4.4), we see that
ck(X) = ck(Xt) = ck(−X) = (−1)kck(X)
from which we immediately infer c2k+1(X) = 0. Since every real vector bundle carries a
metric and hence a compatible connection, the curvature form matrix can be chosen
skew-symmetric. In conclusion, the odd Chern classes of E⊗RC vanish. It is convenient
to denote
pk := (−1)kc2k
from which we gain a new class pk(E) ∈ H4k(M ;R) called k-th Pontryagin class of
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E. The corresponding sum
p(E) = p0(E) + p1(E) + . . . ∈ H4∗dR(M ;R)
is called total Pontryagin class of E. This leads to an analogous theory of multi-
plicative classes for real vector bundles.
Multiplicative Classes on Real Bundles. Suppose E is a real vector bundle of rank n
and g is a holomorphic function near zero with g(0) = 1. We define
f(z) :=
√
g(z2) (4.8)
to be the branch satisfying f(0) = 1. We call the multiplicative characteristic class
Πf (E ⊗R C) the multiplicative class associated to g on the real vector bundle E.
Remember (4.7) and its role for the splitting principle. We have a quite similar
equation in terms of Pontryagin classes, explained by the following lemma.
Lemma 4.9. The multiplicative class on a real vector bundle E associated to a function
g as above is equal to
bn/2c∏
j=1
g(yj)
where the Pontryagin classes of E are the elementary symmetric functions in the
indeterminates yj.
The proof can be found in [26, Lem. 2.27]. This justifies the name “multiplicative”
for real vector bundles. Moreover, this explains the choice of squares and roots in (4.8).
Furthermore, this lemma can be interpreted in terms of a splitting principle: there
is a pullback of E such that it splits into a sum of suitable real 2-plane bundles
(and additionally one line bundle when the rank is odd), where yj represents the first
Pontryagin class of the j-th 2-plane bundle. For details see [21, Prop. 11.2, Obs. 11.8].
Additive Classes on Complex Bundles. Let us introduce characteristic classes of
additive type. For this, we assume E to be a complex vector bundle over a manifold M
with connection ∇ and curvature form matrix Ω again. We denote
Σf (E,∇) := tr
(
f
( Ω
2pii
))
∈ Ω2∗(M ;C)
and define the additive characteristic class associated to f to be
Σf (E) := [Σf (E,∇)] ∈ H2∗dR(M ;C).
4.1 Mathematical Preliminaries 32
The term “additive” comes from the obvious property
Σf (E1 ⊕ E2) = Σf (E1) + Σf (E2).
The most prominent additive class is the so-called Chern character ch(E) of E. It
lives in H2∗dR(M ;R) and is associated to the function
f(z) = exp (z) .
The Chern character plays an important role since it defines some sort of “ring homo-
morphism” via
ch(E1 ⊕ E2) = ch(E1) + ch(E2),
ch(E1 ⊗ E2) = ch(E1) ch(E2).
The second equation can be obtained from the well-known behavior of the exponential
map ez1ez2 = ez1+z2 and using the tensor product connection.
Additive Classes on Real Bundles. As previously discussed in the multiplicative case,
real vector bundles need a special treatment in the additive case, too. Again, let E be a
real vector bundle over a manifold M and E ⊗R C its complexification. Furthermore,
let g be a holomorphic function near zero with g(0) = 0. We denote
f(z) := g(z
2)
2
and define Σf (E ⊗R C) to be the additive characteristic class associated to g of
the real vector bundle E. The following lemma adapted from [26, Lem. 2.27] explains
the factor 1/2.
Lemma 4.10. The additive characteristic class associated to a function g as above of
a real vector bundle E is equal to
bn/2c∑
j=1
g(yj)
where the Pontryagin classes of E are the elementary symmetric functions in the
indeterminates yj.
Proof. In the real case, the curvature matrix can be chosen skew-symmetric and is
therefore similar to one in block diagonal form. The corresponding blocks are 2× 2 and
of the form
X =
(
0 λ
−λ 0
)
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with eigenvalues ±iλ and possibly one 1× 1 block equal to zero. Since both sides of the
stated equality are additive for direct sums, it is sufficient to prove it for either block
type. The zero case is trivial. For the case of block type X, we have
c1(X) = 0, c2(X) = − λ
2
4pi2
and thus y = p1(X) = λ
2
4pi2 . On the other hand, the matrix X is similar to(
−iλ 0
0 iλ
)
over the complex field, and
tr (f(X/2pii)) = f(λ/2pi) + f(−λ/2pi) = 2f(λ/2pi) = g(λ2/4pi2) = g(y)
holds as required.
Pfaffian Classes. On oriented real vector bundles with even rank, there is a char-
acteristic class that cannot be directly expressed in terms of Pontryagin classes. Let
X ∈ so(2n) be a skew-symmetric matrix and (e1, . . . , e2n) be the standard basis of R2n.
We put
α =
∑
i<j
Xij ei ∧ ej
and define the so-called Pfaffian Pf(X) ∈ R via
1
n!α
n = Pf(X) e1 ∧ · · · ∧ e2n.
From this definition, we infer some essential properties stated by the following lemma.
Lemma 4.11. Suppose X ∈ so(2n) is a real skew-symmetric matrix. Then the following
three statements hold:
i) Pf(λX) = λnPf(X) for λ ∈ R,
ii) Pf(BXBt) = det(B)Pf(X) for B ∈ gl(n,R),
iii) Pf(X)2 = det(X).
Proof. Claim i) is obvious and follows evidently from the definition. Now, assume
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B ∈ gl(n,R) and set fi = ∑k Bki ek. Then we get:
n! Pf(BXBt) e1 ∧ · · · ∧ e2n =
1
2
∑
i,j
(BXBt)ij ei ∧ ej
n
=
1
2
∑
i,j
∑
k,l
BikXklBjl ei ∧ ej
n
=
1
2
∑
k,l
Xkl fk ∧ fl
n
= n! Pf(X) f1 ∧ · · · ∧ f2n
= n! Pf(X) det(B) e1 ∧ · · · ∧ e2n.
This yields the desired result of assertion ii). To deal with the remaining case iii), we
make use of the fact that X is similar to
diag
((
0 λ1
−λ1 0
)
, . . . ,
(
0 λn
−λn 0
))
using an orthogonal transformation T ∈ SO(2n) which is orientation preserving. On
the one hand, by using ii), we see
Pf(X) e1 ∧ · · · ∧ e2n = Pf(TXT t) e1 ∧ · · · ∧ e2n
= 1
n! (λ1 e1 ∧ e2 + · · ·+ λn e2n−1 ∧ e2n)
n
= (λ1 · . . . · λn) e1 ∧ · · · ∧ e2n.
On the other hand, we have
det(X) = det(TXT t) = λ21 · . . . · λ2n.
This confirms the required identity.
Statement ii) reveals that the Pfaffian is an invariant polynomial on so(2n) and gives
rise to a characteristic class. Consider an oriented real vector bundle E of rank 2n over
a manifold M and let g be an odd, real analytic function near zero. We fix a metric on
E and choose a compatible connection ∇. Restricted to oriented orthonormal frames on
suitable subsets U ⊂M , the corresponding curvature form matrix Ω is skew-symmetric;
and so is g(Ω). If we change to another frame using h : U → SO(2n), the curvature
transforms as hΩht. Hence, we can define the global object
(Pf)g(E,∇) := Pf
(
g
( Ω
2pi
))
∈ Ω2n∗(M ;R)
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and accordingly the Pfaffian class associated to g:
(Pf)g(E) := [Pfg(E,∇)] ∈ H2n∗dR (M ;R).
The proof of well-definedness is the same as before except in the use of invariant
polynomials on so(2n). Due to assertion i) of Lemma 4.11, we indeed see that the
Pfaffian class lives in H2n∗(M ;R). Finally, the last property iii) is quite interesting in
terms of the splitting principle. As the proof indicates, the Pfaffian class is equal to
n∏
j=1
g(√yj)
where the Pontryagin classes are the elementary symmetric functions in the indetermi-
nates yj . So in a sense, the Pfaffian class describes a class of “square-root type”.
The most important Pfaffian class is induced by the function g(x) = x and is called
Euler class, which is denoted by e(E). Its prominent status is explained by the
following theorem.
Theorem 4.12 (Gauß–Bonnet–Chern). Let M be a closed, oriented, 2n-dimensional
Riemannian manifold. Then we have
χ(M) =
∫
M
e(TM),
where χ(M) denotes the Euler characteristic of M and e(TM) the Euler class of the
tangent bundle TM .
The original proof by Chern can be found in [8]. The Sage example in Section 4.5
provides an application of this theorem for the 2-sphere.
Index Theorems. It would be an injustice to omit mentioning the connection between
characteristic classes and indices of certain elliptic operators on closed manifolds via the
Atiyah–Singer index theorem [2]. In the previous paragraph, we already saw a special
case of this index theorem: Gauß–Bonnet–Chern, cf. Theorem 4.12. Another important
subcase is devoted to the Dirac operator:
Theorem 4.13 (Atiyah–Singer). Suppose M is a closed, even-dimensional Riemannian
spin manifold and E a complex vector bundle over M . Then the index of the classical
twisted Dirac operator D satisfies:
ind(D) =
∫
M
ch(E)Aˆ(TM). (4.14)
Here, Aˆ(TM) denotes the Aˆ-class on the tangent bundle TM , cf. Table 3. In case
of compact manifolds with boundary, the expression in (4.14) takes a slightly different
form. In fact, the integral depends on the choice of the characteristic form and the Dirac
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Class Name Shortcut Field Type Function
Chern c(E) complex multiplicative f(z) = 1 + z
Chern character ch(E) complex additive f(z) = exp(z)
Todd Td(E) complex multiplicative f(z) = z1−e−z
Pontryagin p(E) real multiplicative g(z) = 1 + z
A-Hat Aˆ(E) real multiplicative g(z) =
√
z/2
sinh(
√
z/2)
Hirzebruch L(E) real multiplicative g(z) =
√
z
tanh(
√
z)
Euler e(E) real Pfaffian g(x) = x
Table 3: Prominent characteristic classes on a vector bundle E.
operator in general fails to be Fredholm for an arbitrary boundary condition [1]. In the
Lorentzian setting, Christian Bär and Alexander Strohmaier provide an index theorem
for the Dirac operator on manifolds with compact spacelike Cauchy boundary [7]. The
formula still looks similar to (4.14), but additional quantities are involved due to the
boundary. This particular theorem plays a significant role in physical applications like
chiral anomalies [6]. In Section 4.3 and 4.6, we present two examples within Sage which
are related to this theorem.
A whole bunch of other index formulas arises when using different kinds of character-
istic classes. Although we omit details here, a list of the most prominent classes related
to index theory can be found in Table 3.
4.2 SageMath Implementation
The idea of our implementation follows the subsequent maxim: a characteristic class
in Sage represents a “factory”, manufacturing its corresponding characteristic forms
out of bundle connections.
Suppose E is a vector bundle of rank n over a manifold M , and consider a char-
acteristic class κ(E) of E, being one of the aforementioned types. Hence, we fix a
suitable holomorphic function g near zero, and let P be the invariant polynomial on
which the class is based. This is either the trace for additive classes, the determinant
for multiplicative classes or the Pfaffian for Pfaffian classes. Within Sage, κ(E) is
represented by an instance of CharacteristicClass. This Python class inherits from
UniqueRepresentation and SageObject. It is uniquely determined by the vector bun-
dle E →M , the given class type resolving P and a symbolic expression g(x) reflecting
the holomorphic function, but also by its name. The initialization is illustrated through
the vertical axis in Figure 5. Thereby, we integrate a bunch of commonly used charac-
teristic classes in Sage, still following this construction procedure in the background.
Table 3 contains a list of all accessible characteristic classes implemented at this stage.
We use the implemented method get_form to initiate the building process by taking
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Characteristic class:
κ(E)
Vector Bundle:
E →M
Bundle connection:
∇
Characteristic form:
κ(E,∇)
Symbolic expression:
g(x)
Class type:
’multiplicative’ , . . .
Dict. of curv. matr.:
{e1 : Ω1, . . . , em : Ωm}
init
in
out
init
in
init
Figure 5: In the vertical axis we see the initialization dependen-
cies, while the horizontal axis illustrates the “factory” behavior of a
characteristic class in Sage.
a bundle connection ∇ on E. Usually, our Sage implementation tries to compute its
curvature forms automatically and puts them into a Python dictionary to eventually
assemble the characteristic form. The dictionary is of the form {e1 : Ω1, . . . , em : Ωm}
and consists of curvature form matrices with their associated local frames as keys.9
This automatic computation, however, is unwanted at some point. For instance, assume
the curvature is barely computable but already known. Or suppose the class is of
Pfaffian type where the curvature form matrices must be considered skew-symmetric
at this stage. For that purpose, our implementation allows an optional input of such
dictionaries by hand. Though, in order to allocate the characteristic form appropriately,
stating a connection is still compulsory. The general workflow is illustrated on the
horizontal axis of Figure 5. Notice that the result is stored because long computation
times are usually expected.
Detailed Workflow. We want to take a further look at the workflow and unravel it in
detail. Figure 6 provides a sketch of how characteristic forms are constructed in our
Sage implementation. As we can see, the diagram splits in two main parts.
Figure 6 (1) still belongs to the initialization process of the characteristic class. Here,
the given symbolic expression g(x) undergoes a transformation into a new symbolic
expression f(x).10 The transformation depends on the underlying field and class type.
We simply have f(x) = g(x) if E is complex. However, the real case is more complicated
9The choice using local frames as keys is principally motivated from mathematics. This has the
advantage that it might be useful for internal checks or further computations in the future.
10In fact, a new symbolic variable on the complex domain is established at this point. This precaution
is due to the fact that symbolic variables are globally defined throughout an entire Sage session.
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Symbolic expression:
g(x)
Symbolic expression:
f(x)
List of coeff.:
[c0, . . . , ck]
Ω2∗(U`)-valued matrix:
f
(
Ω`
2piε
)
=c01+...+ck
(
Ω`
2piε
)k
Mixed form in Ω2∗(U`):
P
(
f
(
Ω`
2piε
))
Dict. of curv. matr.:
{e1 : Ω1, ... , em : Ωm}
Mixed form in Ω2∗(M):
κ(E,∇)
(1)
(2)
transform
Taylor
functional calculus
for-loop
`=1,...,m
apply P
set restriction
Figure 6: An illustration of the construction algorithm of a char-
acteristic form in Sage, starting from a symbolic expression and a
dictionary of curvature matrices.
as discussed above; a list is provided in Table 4. Afterwards, the Taylor expansion is
computed at x = 0. Fortunately, Sage already comes with suitable Taylor expansion
algorithms. Since every 2-form-valued matrix is nilpotent of degree
⌈
n
2
⌉
, it is reasonable
to consider expansions only up to k =
⌊
n
2
⌋
. Finally, the coefficients are stored in a
Python list [c0, . . . , ck] ready for use.
Figure 6 (2) illustrates the input/output machinery of the characteristic class invoked
by the method get_form. Once the Python dictionary {e1 : Ω1, . . . , em : Ωm} is given, a
for-loop is established iterating over each pair (e`,Ω`) for ` = 1, . . . ,m. If the curvature
form matrix Ω` has not been converted into a proper algebraic Sage element yet, i. e.
a generic matrix over the algebra Ω∗(U`), then it is done here. We denote by U` the
domain of the local frame e`. By using the coefficients [c0, . . . , ck] established during
the initialization process, the functional calculus is applied:
f
( Ω`
2piε
)
= c01 + c1
Ω`
2piε + . . .+ ck
( Ω`
2piε
)k
.
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Class Type Transformation
multiplicative f(x) =
√
g(x2)
additive f(x) = 12g(x2)
Pfaffian f(x) = g(x)−g(−x)2
Table 4: All transformations g(x) → f(x) depending on the class
type for vector bundles over the real field.
The placeholder ε depends on the given class type. If κ(E) is of Pfaffian type, we obtain
ε = 1. In any other case we get ε = i. Next the invariant polynomial P is evaluated at
the result. Sage luckily supports determinants, traces and Pfaffians of matrices over
arbitrary (commutative) rings. Hence, we end up with a closed form P
(
f
(
Ω`
2piε
))
living
in Ω2∗(U`) ⊂ Ω∗(U`). Finally representing the characteristic form, these iterated results
are glued together in the mixed differential form κ(E,∇) ∈ Ω2∗(M) ⊂ Ω∗(M) by using
the method set_restriction (cf. Section 3.2).
4.3 Example: Chern Character over Minkowski Space
We want to illustrate the usage of characteristic classes within Sage by computing
the Chern character form ch(E,∇E) on a complex trivial line bundle E over the 2-
dimensional Minkowski space M equipped with a bundle connection ∇E . We start with
the general setup:
[72]: M = Manifold(2, 'M', structure='Lorentzian')
X.<t,x> = M.chart()
E = M.vector_bundle(1, 'E', field='complex'); print(E)
[72]: Differentiable complex vector bundle E -> M of rank 1 over the base space 2-
dimensional Lorentzian manifold M
To trivialize the vector bundle E, we fix a global frame e:
[73]: e = E.local_frame('e') # trivialize
Let us declare an U(1)-connection ∇E on E given by an electromagnetic potential A(t):
[74]: nab = E.bundle_connection('nabla^E', latex_name=r'\nabla^E')
A = function('A')
The corresponding connection form ω turns out as:
[75]: omega = M.one_form(name='omega', latex_name=r'\omega')
omega[1] = I*A(t)
omega.display()
[75]: ω = i A (t) dx
Let us put this into the connection:
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[76]: nab.set_connection_form(0, 0, omega)
Notice that the Chern character ch(E) is already predefined in the system. We can get
it by the following command:
[77]: ch = E.characteristic_class('ChernChar'); print(ch)
[77]: Characteristic class ch of additive type associated to e^x on the
Differentiable complex vector bundle E -> M of rank 1 over the base space
2-dimensional Lorentzian manifold M
The computation of the corresponding Chern character form ch(E,∇E) can be invoked
by the method get_form:
[78]: ch_form = ch.get_form(nab)
ch_form.display_expansion()
[78]: ch(E,∇E) = [1]0 + [0]1 +
[
∂ A
∂t
2pi dt ∧ dx
]
2
We can see that the resulting 2-form coincides with the Faraday tensor divided by 2pi
as expected.
4.4 Example: Chern Class of the Tautological Line Bundle
This essential example is primarily adopted from [4, Beispiel 1.17] and resembles
the example we discuss in Section 2.3. Before we start with the code, we define the
tautological line bundle over the complex projective space CPn:
γn :=
{
(v, `) ∈ Cn+1 × CPn | v ∈ ` ∪ {0}
}
,
together with the footpoint map pi : γn → CPn given by (v, `) 7→ `. For now, we restrict
to the case n = 1. We choose homogeneous coordinates
CP1 =
{
[z0 : z1] | (z0, z1) ∈ C2 \ {(0, 0)}
}
and define U := CP1 \ {[1 : 0]} so that C → U given by z 7→ [z : 1] defines a diffeo-
morphism. We start our computation by initializing the complex projective space as
2-dimensional real manifold with coordinates on U :
[79]: M = Manifold(2, 'CP^1', start_index=1)
U = M.open_subset('U')
c_cart.<x,y> = U.chart() # [1:x+I*y]
For the sake of convenience, we additionally declare the complex coordinates z and z¯
on U :
[80]: c_comp.<z, zbar> = U.chart(r'z:z zbar:\bar{z}')
cart_to_comp = c_cart.transition_map(c_comp, (x+I*y, x-I*y))
cart_to_comp.display()
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[80]:
{
z = x+ i y
z¯ = x− i y
[81]: comp_to_cart = cart_to_comp.inverse()
comp_to_cart.display()
[81]:
{
x = 12 z +
1
2 z¯
y = −12 i z + 12 i z¯
Now, we are ready to construct the tautological line bundle γ1:
[82]: E = M.vector_bundle(1, 'gamma_1',
latex_name=r'\gamma_1',
field='complex')
Furthermore, we declare a local frame e on U naturally given by [z : 1] 7→ ( z1 ):
[83]: e = E.local_frame('e', domain=U)
To compute the Chern class, we still need a connection. The tautological line bundle
inherits a Hermitian metric from the overlying trivial bundle C2 × CP1. Supposing
pi` : C2 → ` ∪ {0} denotes the orthogonal projection onto the complex line ` ∈ CP1, the
induced connection is given by
∇Xσ = (pi`(∂Xν), `)
for each X ∈ TCP1 and each section σ : U → γ1 written as ` 7→ (ν(`), `). Inserting our
local frame e, we observe:
∇ ∂
∂z¯
e = 0, ∇ ∂
∂z
e = z¯
1 + |z|2 e.
Hence, we have obtained a suitable connection:
[84]: nab = E.bundle_connection('nabla', latex_name=r'\nabla')
omega = U.one_form(name='omega')
omega[c_comp.frame(), 1, c_comp] = zbar/(1+z*zbar)
nab.set_connection_form(1, 1, omega, frame=e)
It is time to initialize c(γ1). Fortunately, Sage already knows the notion Chern classes:
[85]: c = E.characteristic_class('Chern'); print(c)
[85]: Characteristic class c of multiplicative type associated to x + 1 on the
Differentiable complex vector bundle gamma_1 -> CP^1 of rank 1 over the
base space 2-dimensional differentiable manifold CP^1
Let us execute the algorithm:
[86]: c_form = c.get_form(nab)
c_form.display_expansion(c_comp.frame(), chart=c_comp)
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[86]: c(γ1,∇) = [1]0 + [0]1 +
[
i
2 (pi+piz2z¯2+2pizz¯)dz ∧ dz¯
]
2
Since this particular representation is defined outside a set of measure zero, we can
compute its integral over CP1 in real coordinates:
[87]: integrate(integrate(c_form[2][[1,2]].expr(c_cart), x, -infinity, infinity).
full_simplify(), y, -infinity, infinity)
[87]: 1
The result shows that c1(γ1) generates the second integer cohomology H2(CP1,Z).
Assume ι : CP1 ↪→ CPn is the canonical embedding of projective lines into Cn+1. Then
we observe ι∗γn = γ1, and due to the naturality condition ι∗c1(γn) = c1(γ1) 6= 0. In
fact, by applying the Gysin sequence, one can conclude that c1(γn) even generates the
cohomology ring H∗(CPn,Z) for each n ∈ N, see [23, Thm. 14.4].
The preceding example plays an important role in the context of characteristic classes.
Namely, if E is a complex line bundle over some manifold M , there exists a continuous
map f : M → CPn such that E ∼= f∗γn, supposing n is sufficiently large.11 Once such a
map is known, all characteristic classes of E are completely determined by γn.
4.5 Example: Euler Class of S2
In this example, we want to compute the Euler class of the 2-sphere S2 ⊂ R3.
As usual, we cover S2 by two parallelizable open subsets U := S2 \ {(0, 0, 1)} and
V := S2 \ {(0, 0,−1)} for which the point (0, 0, 1) is identified with the north pole. We
define stereographic coordinates in Sage:
[88]: M = Manifold(2, name='S^2', latex_name=r'\mathbb{S}^2',
structure='Riemannian', start_index=1)
U = M.open_subset('U') ; V = M.open_subset('V')
M.declare_union(U,V) # M is the union of U and V
stereoN.<x,y> = U.chart()
stereoS.<xp,yp> = V.chart("xp:x' yp:y'")
N_to_S = stereoN.transition_map(stereoS,
(x/(x^2+y^2), y/(x^2+y^2)),
intersection_name='W',
restrictions1= x^2+y^2!=0,
restrictions2= xp^2+yp^2!=0)
S_to_N = N_to_S.inverse()
Next we define the tangent bundle and its local frames induced by the charts:
[89]: eU = stereoN.frame(); eV = stereoS.frame()
TM = M.tangent_bundle()
The Euler class is also one of the predefined classes. Thus, we can easily get it from the
tangent bundle’s instance:
11This particular statement is a corollary of [43, Thm. 7.1, p. 77] where the proof can be easily adapted
to the complex field. Notice that there is a more general result [23, Thm. 5.6] regarding vector
bundles over arbitrary paracompact spaces.
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[90]: e_class = TM.characteristic_class('Euler'); print(e_class)
[90]: Characteristic class e of Pfaffian type associated to x on the Tangent bundle
TS^2 over the 2-dimensional Riemannian manifold S^2
To compute a form representing the Euler class, we need to state a suitable connection
first. Here, we want to use the Levi–Civita connection induced by the standard metric.
This is simply given by the pullback of the Euclidean scalar product of the ambient
space R3 along the canonical embedding ι : S2 ↪→ R3. Let us define the ambient space
R3 and its Euclidean scalar product h:
[91]: E = Manifold(3, 'R^3', latex_name=r'\mathbb{R}^3', start_index=1)
cart.<X,Y,Z> = E.chart()
h = E.metric('h')
h[1,1], h[2,2], h[3, 3] = 1, 1, 1
h.display()
[91]: h = dX ⊗ dX + dY ⊗ dY + dZ ⊗ dZ
On that account, we declare the embedding ι : S2 ↪→ R3 in stereographic coordi-
nates when one considers its projection from the north pole (0, 0, 1) to the equatorial
plane Z = 0:
[92]: iota = M.diff_map(E, {(stereoN, cart):
[2*x/(1+x^2+y^2), 2*y/(1+x^2+y^2),
(1-x^2-y^2)/(1+x^2+y^2)],
(stereoS, cart):
[2*xp/(1+xp^2+yp^2), 2*yp/(1+xp^2+yp^2),
(xp^2+yp^2-1)/(1+xp^2+yp^2)]},
name='iota', latex_name=r'\iota')
iota.display()
[92]: ι : S2 −→ R3
on U : (x, y) 7−→ (X,Y, Z) =
(
2x
x2+y2+1 ,
2 y
x2+y2+1 ,
x2+y2−1
x2+y2+1
)
on V : (x′, y′) 7−→ (X,Y, Z) =
(
2x′
x′2+y′2+1 ,
2 y′
x′2+y′2+1 ,−
x′2+y′2−1
x′2+y′2+1
)
We can define the standard metric g on S2 by setting it as the pullback metric ι∗h:
[93]: g = M.metric()
g.set(iota.pullback(h))
g[1,1].factor(); g[2,2].factor() # simplifications
g.display()
[93]: g = 4(x2+y2+1)2 dx⊗ dx+
4
(x2+y2+1)2 dy ⊗ dy
The corresponding Levi–Civita connection is computed automatically:
[94]: nab = g.connection()
Since we have found the desired Levi–Civita connection, we want to compute the
associated curvature forms and store them in a Python list:
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[95]: cmatrix_U = [[nab.curvature_form(i,j,eU) for j in TM.irange()]
for i in TM.irange()]
cmatrix_V = [[nab.curvature_form(i,j,eV) for j in TM.irange()]
for i in TM.irange()]
Fortunately, the curvature form matrices are already skew-symmetric:
[96]: for i in range(TM.rank()):
for j in range(TM.rank()):
show(cmatrix_U[i][j].display())
[96]: Ω11 = 0
Ω12 =
(
4
x4+y4+2 (x2+1)y2+2x2+1
)
dx ∧ dy
Ω21 =
(
− 4
x4+y4+2 (x2+1)y2+2x2+1
)
dx ∧ dy
Ω22 = 0
[97]: for i in range(TM.rank()):
for j in range(TM.rank()):
show(cmatrix_V[i][j].display())
[97]: Ω11 = 0
Ω12 =
(
4
x′4+y′4+2 (x′2+1)y′2+2x′2+1
)
dx′ ∧ dy′
Ω21 =
(
− 4
x′4+y′4+2 (x′2+1)y′2+2x′2+1
)
dx′ ∧ dy′
Ω22 = 0
Hence, we can put them into a dictionary and apply the algorithm:
[98]: cmatrices = {eU: cmatrix_U, eV: cmatrix_V}
e_class_form = e_class.get_form(nab, cmatrices)
e_class_form.display_expansion()
[98]: e(TS2,∇g) = [0]0 + [0]1 +
[(
2
pi+pix4+piy4+2pix2+2 (pi+pix2)y2
)
dx ∧ dy
]
2
We want to compute the Euler characteristic of S2 now. Due to Theorem 4.12, this can
be achieved by integrating the top form over S2. Since U and S2 differ only by a point,
and therefore a set of measure zero, it is sufficient to integrate over the subset U :
[99]: integrate(integrate(e_class_form[2][[1,2]].expr(), x, -infinity, infinity).
simplify_full(), y, -infinity, infinity)
[99]: 2
Thus, we have obtained the Euler characteristic of S2.
4.6 Example: Aˆ-Class of Lorentzian Foliation of Berger Spheres
We consider the space of unit quaternions S3 ⊂ R4 ∼= H, where H is endowed with
the canonical basis (1, i, j,k). Note that the product qp is tangent to S3 for each q ∈ S3
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whenever p is imaginary. This gives rise to the following vector fields on S3:
ε1|q = q i, ε2|q = q j, ε3|q = q k.
It can be shown that (ε1, ε2, ε3) is a global vector frame and hence S3 is a parallelizable
manifold.
We introduce the following smooth family of the so-called Berger metrics:
gt = a(t)2 ε1 ⊗ ε1 + ε2 ⊗ ε2 + ε3 ⊗ ε3.
Here, a(t) is a smooth positive function in t ∈ R and εi denotes the vector field dual
to εi. This family can be used to define a globally hyperbolic manifold M = R × S3
equipped with the Lorentzian metric g = −dt2 + gt. Hence, M is foliated by Berger
spheres.
In the following, we compute the Aˆ-form of the corresponding Levi–Civita connection
∇g. Even though the Aˆ-class vanishes, its characteristic form still plays an significant
role in the index theory of the classical Dirac operator when one considers spacelike
Cauchy boundary [7]. We start the computation by declaring the Lorentzian manifold
first:
[100]: M = Manifold(4, 'M', structure='Lorentzian'); print(M)
[100]: 4-dimensional Lorentzian manifold M
We cover M by two open subsets defined as U := R × (S3 \ {−1}) and V := R ×(
S3 \ {1}):
[101]: U = M.open_subset('U'); V = M.open_subset('V')
M.declare_union(U,V)
We need to impose coordinates on M and use stereographic projections with respect to
the foliated 3-sphere:
[102]: stereoN.<t,x,y,z> = U.chart()
stereoS.<tp,xp,yp,zp> = V.chart("tp:t' xp:x' yp:y' zp:z'")
N_to_S = stereoN.transition_map(stereoS,
(t, x/(x^2+y^2+z^2),
y/(x^2+y^2+z^2),
z/(x^2+y^2+z^2)),
intersection_name='W',
restrictions1= x^2+y^2+z^2!=0,
restrictions2= xp^2+yp^2+zp^2!=0)
W = U.intersection(V)
S_to_N = N_to_S.inverse()
N_to_S.display()
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[102]:

t′ = t
x′ = x
x2+y2+z2
y′ = y
x2+y2+z2
z′ = z
x2+y2+z2
From above, we know that M admits a global frame (ε0, ε1, ε2, ε3):
[103]: E = M.vector_frame('E', latex_symbol=r'\varepsilon')
E_U = E.restrict(U); E_U
[103]: (U, (ε0, ε1, ε2, ε3))
The vector field ε0 is simply given by ∂∂t . To obtain the global vector frame (ε1, ε2, ε3) on
S3 in stereographic coordinates, a computation within Sage is performed in the Jupyter
notebook “Sphere S3: vector fields and left-invariant parallelization” downloadable
from [11]. This is done by embedding S3 into R4 ∼= H, endowing it with the quaternionic
structure. This eventually leads to:
[104]: E_U[0][:] = [1,0,0,0]
E_U[1][:] = [0, (x^2-y^2-z^2+1)/2, x*y+z, x*z-y]
E_U[2][:] = [0, x*y-z, (1-x^2+y^2-z^2)/2, x+y*z]
E_U[3][:] = [0, x*z+y, y*z-x, (1-x^2-y^2+z^2)/2]
[105]: for i in M.irange():
show(E_U[i].display())
[105]: ε0 = ∂∂t
ε1 =
(
1
2 x
2 − 12 y2 − 12 z2 + 12
)
∂
∂x + (xy + z)
∂
∂y + (xz − y) ∂∂z
ε2 = (xy − z) ∂∂x +
(
−12 x2 + 12 y2 − 12 z2 + 12
)
∂
∂y + (yz + x)
∂
∂z
ε3 = (xz + y) ∂∂x + (yz − x) ∂∂y +
(
−12 x2 − 12 y2 + 12 z2 + 12
)
∂
∂z
To ensure evaluations in this particular frame, we must communicate the change-of-frame
formula to Sage:
[106]: P = U.automorphism_field()
for i in M.irange():
for j in M.irange():
P[j,i] = E_U[i][j]
[107]: U.set_change_of_frame(stereoN.frame(), E_U, P)
The subset U differs from M only by a one dimensional slit and is therefore dense in M .
As we know that (ε0, ε1, ε2, ε3) defines a global frame, its components can be easily and
uniquely extended to all ofM . For this, we use the method add_comp_by_continuation:
[108]: for i in M.irange():
E[i].add_comp_by_continuation(stereoS.frame(), W)
And again, we declare the change of frame:
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[109]: P = V.automorphism_field()
for i in M.irange():
for j in M.irange():
P[j,i] = E.restrict(V)[i][j]
[110]: V.set_change_of_frame(stereoS.frame(), E.restrict(V), P)
In order to reduce the computation time, we examine the Aˆ-class on the open subset
U ⊂ M first. The final result can be obtained by continuation. For this purpose, we
define the tangent bundle over U :
[111]: TU = U.tangent_bundle(); print(TU)
[111]: Tangent bundle TU over the Open subset U of the 4-dimensional Lorentzian
manifold M
Notice that the Aˆ-class is already predefined:
[112]: A = TU.characteristic_class('AHat'); A
[112]: Aˆ(TU)
As discussed before, its holomorphic function is given by:
[113]: A.function()
[113]:
√
x
2 sinh( 12
√
x)
We are ready to define the Berger metric, at least on the subset U :
[114]: a = function('a')
[115]: g = U.metric()
g.add_comp(E_U)[0, 0] = - 1
g.add_comp(E_U)[1, 1] = a(t)^2
g.add_comp(E_U)[2, 2] = 1
g.add_comp(E_U)[3, 3] = 1
g.display(E_U)
[115]: g = −ε0 ⊗ ε0 + a (t)2 ε1 ⊗ ε1 + ε2 ⊗ ε2 + ε3 ⊗ ε3
The corresponding connection is automatically computed by Sage:
[116]: nab = g.connection(); nab
[116]: ∇g
Finally, we perform the computation of the Aˆ-form with respect to this connection ∇g:
[117]: A_form = A.get_form(nab) # long time
A_form.display_expansion(E_U, stereoN)
[117]: Aˆ(TU,∇g) = [1]0 + [0]1 + [0]2 + [0]3
+
[(
4 (a(t)3−a(t)) ∂ a∂t − ∂ a∂t ∂
2 a
∂t2
24pi2
)
ε0 ∧ ε1 ∧ ε2 ∧ ε3
]
4
To attain Aˆ(TM,∇g) in all given coordinates, we still have to extend the result onto M .
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Example Wall Time
In [78] 299 ms
In [86] 560 ms
In [98] 2.2 s
In [117] 1 h 2 min 55 s
Table 5: Preformed on an Intel(R) Core(TM) i3-3120M CPU @
2.50GHz machine using Ubuntu 18.04.3 LTS and Sage version
9.0.beta1 without parallelization.
With respect to the global frame (ε0, ε1, ε2, ε3), the form Aˆ(TU,∇g) only depends on
the global coordinate t. This makes the continuation trivial. Besides, one is interested,
for the most part, in characteristic forms outside a set of measure zero. Hence, we
terminate our calculation at this point.
5 CONCLUSION AND PERSPECTIVES
5.1 Summary and Conclusion
All parts presented in this thesis are fully implemented and integrated into the
Sage project and are officially available since version 9. With over 14,000 lines of new
code, this includes: general improvements of existing code, vector bundles, sections,
bundle connections, mixed differential forms and finally characteristic classes. All these
extensions yield new tools for both teaching and research. In education, they can be
used to create new examples to illustrate the notion of vector bundles and characteristic
classes. With respect to research, recall that on manifolds without boundary, two
characteristic forms of the same characteristic class have topologically invariant integrals.
That is, integrating each top form over the whole manifold yields the same result; which
follows immediately from Stokes’s theorem. Since all computations are based on explicit
expressions, the corresponding integrals can be at least evaluated numerically. Therefore,
our current implementation provides a functional tool for applications in differential
topology as well as index theory and allows for the comparison of differential geometric
and topological invariants on manifolds with an empty or, at least, specifically chosen
boundary. A possible extension to manifolds with arbitrary, non-empty boundary is
discussed in the following section.
Wall Times. In Table 5, we list the wall times of our computations of characteristic
forms performed in Section 4.3, 4.4, 4.5 and 4.6. The first three examples yield short
computation times as expected. The dimension of the base space and the rank of
the vector bundle do not exceed two, which is computationally simple for Sage. In
contrast, the last example yields a wall time of more than one hour. Here, we are dealing
with four dimensions and more complicated symbolic expressions. On top of that,
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parallelization is deactivated and division free algorithms are used in the background.
These algorithms are not optimized for speed. Notice that S3 is a Lie group, and
using structure coefficients would provide a shortcut in the calculation. However, since
general Lie groups are currently not supported, stating the global frame in stereographic
coordinates is the only viable option.
5.2 Outlook and Future Prospects
As an open-source piece of software, Sage is always in a state of progress; and there
are tickets still open at this point.12 Nevertheless, our modifications provide a solid
starting point and already provide a powerful tool. In this section, we give a glimpse of
possible extensions to our work and collect some ideas for future versions of Sage.
Vector Bundles. Regarding vector bundles, there is still much work to do. Many
features are yet unimplemented. This specifically involves bundle metrics and bundle
automorphisms as well as tensor product bundles, duals and pullbacks.13 To achieve this,
the current tensor field code can be generalized to vector bundles again. Undertaking
this task, it is equally beneficial to merge tensor fields entirely into the setup of vector
bundles. This particularly includes structured inheritance trees in order to remove
code duplication.
Another issue concerns bundle connections. We are naturally interested in applying
them to local sections. This could be accomplished as follows. Suppose we have a local
section and a vector field defined on the same domain. By using the decomposition in (2.3)
and making use of (2.5) together with Leibniz’s rule, we can derive a straightforward
formula in terms of connection forms. This certainly involves actions of one forms
on vector fields. Fortunately, they are integrated in Sage already. Since each bundle
connection is designed to store its connection forms, this formula could easily be
implemented.
Characteristic Classes. With respect to the Chern–Weil theory, our implementation
already provides a comprehensive tool for applications. Nevertheless, there are still
some things left to do. Currently, skew-symmetric curvature matrices must be inserted
manually to obtain the characteristic form of a Pfaffian class. This, however, is not
necessary once an orientation is chosen. In fact, one might find a general formula
which could be implemented directly. Such a formula exists at least by applying the
Gram–Schmidt procedure to local frames. Still, there might be a more concise formula
that is easier to apply.
As Table 5 indicates, computation times rise quickly with increasing complexity. For
that purpose, it might be useful to support parallelization with respect to characteristic
12As of 02/2020, the tickets #28629, #28640, #28854 and #28963 are still open.
13The latter are not a severe restriction as they can still be considered as separate vector bundles and
initialized manually.
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forms. One might also think about more sophisticated matrix algorithms for background
tasks, especially in view of mixed differential forms. This could decrease computation
times and make our implementation even more useful for applications in general relativity
and mathematics.
As aforementioned, if our manifold has non-empty boundary, two characteristic
forms in general no longer yield topologically invariant integrals. More precisely, both
forms differ by an exact differential form which is the exterior derivative of the so-
called transgression form. Applying Stokes’s theorem, its integral over the boundary
yields the difference of these integrals. Transgression forms play an important role in
gravitational physics as they occur, for example, in the index formula for the Dirac
operator on Lorentzian manifolds [7]. A concrete formula that could be embedded into
Sage is presented in [9, p. 299, Eq. (6.4)]. The way we designed characteristic classes
within Sage provides a solid foundation for this purpose.
Unfortunately, Stiefel–Whitney classes are still missing in Sage. They are charac-
teristic classes over the trivial field Z/2Z and encode essential information about the
underlying vector bundle. For example, the first Stiefel–Whitney class describes whether
a vector bundle is orientable or not [21, Thm. 1.2]. The second Stiefel–Whitney class,
on the other hand, provides us with information about the existence of a spin structure
on an orientable manifold [21, Thm. 1.7]. However, as the de Rham cohomology has
coefficients in R or C, there is little hope to obtain these classes by adopting our approach
in Chern–Weil theory.
Lie Groups. Having the additional structure of a Lie group, most computations might
get simpler. In particular, the Levi–Civita connection can be easily computed when
using structure coefficients. Up to now, Sage supports only nilpotent Lie groups [35].
The general case would be a tremendous advantage to facilitate computations and
enhance usability. Possible benefits can be inferred directly from Section 4.6 where the
computation has seen to be expensive.
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