Abstract-Anurans (frogs or toads) are commonly used by biologists as early indicators of ecological stress. The reason is that anurans are closely related to the ecosystem. Although several sources of data may be used for monitoring these animals, anuran calls lead to a non-intrusive data acquisition strategy. Moreover, wireless sensor networks (WSNs) may be used for such a task, resulting in more accurate and autonomous system. However, it is essential save resources to extend the network lifetime. In this paper, we evaluate the impact of reducing data dimension for automatic classification of bioacoustic signals when a WSN is involved. Such a reduction is achieved through a wrapper-based feature subset selection strategy that uses genetic algorithm (GA). We use GA to find the subset of features that maximizes the costbenefit ratio. In addition, we evaluate the impact of reducing the original feature space, when sampling frequencies are also reduced. Experimental results indicate that we can reduce the number of features, while increasing classification rates (even when smaller sampling frequencies of transmission are used).
I. INTRODUCTION
Since 1980 researchers point out dramatic declines in amphibian populations around the world. There are several reasons for this phenomenon, such as habitat modification or destruction, exploitation of natural resources, pesticides, water pollution and increased radiation. Although the global biodiversity may be critically affected by these factors, there is neither consensus about how they affect amphibian populations nor which factor is the most determinant to their declines.
However, the state-of-the-art shows that amphibians are directly affected by environmental changes [1] . According to Carey et al. [2] there is a clear relationship between climate change and mortality in amphibian populations, since these animals are closely related to the ecosystem. Therefore, amphibians may be used as early indicators of ecological stress. Hence, amphibians monitoring systems, employing automatic classification methods, may help to estimate long-term changes in amphibian populations and, consequently, to determine their causes.
Anurans live on terrestrial and aquatic ecosystems and produce sounds (calls) with enough information to identify each specie [3] . In addition, the use of calls allows us to develop non-intrusive methods at lower cost, when compared to other types of data like images, for example.
Anuran classification, based on calls, can be done by using a Spectrum Analyzer and a computer [4] . However, the success of this strategy depends on human experts. Therefore, it is usually a slow and error-prone task. An alternative is the combination of automatic classification (i.e., information fusion [5] , [6] ) with Wireless Sensors Networks (WSNs). This second strategy is more resilient and less intrusive [7] - [9] .
WSNs are usually composed of low cost nodes. Thus, a large amount of nodes may be spread all over the desired areas [10] . Nonetheless, the low cost hardware imposes restrictions, such as lower processing power and batteries with reduced lifetime [11] . Thus, an automatic classification system must cope with these restrictions. There are two general strategies to accomplish these requirements: (1) decreasing the sampling frequency (fs) [12] and (2) extracting a set of features [8] , [9] . In the first, each audio is represented by a smaller number of samples. In the second, the objective is to select the most discriminant features in order to reduce the number of features and increase the recognition rate.
In this paper, we focus on the second strategy, which is traditionally divided into two categories: filter-based and wrapper-based approaches. The former searches for the optimal subset of features by using probabilistic dependence measurements. The latter takes into account classification rates of concrete classifiers for feature selection. Usually, wrapperbased methods provide the best results.
Although wrapper-based feature subset selection can be exhaustive, search algorithms might be used when a large initial feature space is involved, due to the exponential complexity of an exhaustive search. This complexity is 2 n , being n the number of original features. Several search algorithms may be applied to search for the best subset of features. Genetic algorithms are attractive since they allow the fairly easy implementation of feature selection tasks as optimization processes. Moreover, they frequently achieve high performance on feature subset selection problems.
Our objective is to find the smallest subset of features that represents anuran calls and, consequently, reduce costs while keeping high accurate classification rates. We apply genetic algorithm (GA) on two sets of features: the 12 Mel-Cepstral Fourier Coefficients (MFCCs), frequently used in bioacoustic signal classification [8] , [9] , and 9 coefficients based on the Wavelet transform. In addition, we analyze the impact of feature subset selection when the sampling frequency fs is reduced. As a consequence, we focus on reducing sampling frequencies and number of features.
Based on these standpoints, our contributions are: 1) We show that it is possible to decrease the costs of processing and transmission, while keeping high classification rates through the use of GA to reduce the original feature space. 2) We evaluate whether or not classification rates are affected, when decreasing quantization and sampling frequencies, by performing simulation with three subsets of features found by GA. 3) We identify the best set of features for anuran classification by comparing MFCCs and Wavelet coefficients. 4) We conduct a comparative analysis among all features investigated in terms of computational cost. The remainder of this paper is organized as follows. Section II presents an overview of the related work. Section III summarizes features investigated and their computational complexity. The parameters and experimental protocol employed are described in Section IV. The experiments and results are presented in Section V. Finally, conclusions and outlook are discussed in Section VII .
II. RELATED WORK
Automatic classification using WSN may be divided into two groups. In the first, audio samples are transmitted to a sink node which is responsible for the classification. By contrast, the second group contains methods that work by using the network nodes to extract and transmit only the features needed for the classification.
In this context, Hu et al. [7] and Taylor et al. [13] present an approach for classifying one anuran specie from the Kakadu National Park in Australia. In their proposals, first, all audio samples are collected and transmitted to a central node. Then, the central node generates a spectrogram. Finally, a C4.5 Decision Tree classifier makes the decision based on pixels power features. However, they did not investigate the possibility of reducing samples to accomplish WSN low cost requirements. In order to overcome such a drawback, Bulusu and Hu [12] present a partial sampling technique, which is based on minimizing the impact of energy cost related to the transmission of the whole audio samples. This technique sends to the central node only the smallest rate of samples needed for signal reconstruction. Thus, the amount of transmitted information is reduced.
Cai et al. [8] use a WSN to monitor birds' habitats in Brisbane. They compute differences among neighborhoods of frames in terms of 12 MFCCs. This strategy allows to model changes between frames. Then, an Artificial Neural Network (ANN) classifies the samples. It is worth noting that all 12 coefficients were used by the authors. Vaca-Castao and Rodriguez [9] also used MFCCs as features to classify birds and anurans through kNN (k-Nearest Neighbors) classifier. However, they applied PCA (Principal Component Analysis) for dimension reduction in feature space. The authors highlight that the dimension reduction step increased the computational cost of the whole process, because it requires additional processing resources. Besides, PCA does not take into account classification rates as objective to guide feature selection.
Yen and Fu [14] classify four anuran species by using the DWT (Discrete Wavelet Transform) to extract features. Their method is divided in five basic steps: (1) apply the band-pass filter; (2) apply a clustering algorithm using values of the spectrogram to identify patterns of repetition; (3) apply the WPT (Wavelet Packet Transform) to compute the energy of each node in the tree; (4) apply Fisher's Criterion for dimension reduction in feature space; and (5) classify all samples with MLP (Multilayer Perceptron). Despite the fact that this method achieved 71% of recognition rate, it requires two transforms, a dimensionality reduction strategy, a series of filters IIR (Infinite Impulse Response) and two different classification techniques, leading to a computational cost impractical for WSNs. Table I summarizes the related work. Note that methods that do not use classification rates for guiding dimensionality reduction are most often applied. In this paper, we use GA to perform wrapper-based feature subset selection, i.e., the dimension reduction in feature space process is guided by recognition rate. 
Reference
Animal Feature Classifier Result Hu et al. [7] Bufo marinus Spectrogram C4.5 60% Cai et al. [8] 14 birds MFCCs ANN 86% Vaca-Castano and 10 birds MFCCs k-NN 86% Rodriguez [9] 20 anurans PCA 90% Yen and Fu [14] 4 anurans Wavelet MLP 71% Fisher
In terms of WSN, GA has been applied to improve specific tasks, such as density control, routing, covering and scheduling [15] - [18] . The main objective of these tasks is to reduce energy consumption and increase the network lifetime.
III. FEATURES

A. Mel-Fourier Cepstral Coefficients (MFCCs)
The MFCCs are the most popular features, due to computational efficiency and noise robustness [19] . These coefficients allows us to reduce the amount of information needed to describe a signal, for both periodic and aperiodic signals. This technique performs an spectral analysis based on a bank of triangular filters logarithmically spaced in the frequency (Figure 1(a) ). Figure 1 (b) summarizes all steps involved in computing MFFCs.
In this paper, spacing between filters is defined in Mel scale [20] , which is computed as: Then, it is produced a M r value for each filter by applying the filter bank on the signal spectrum. Once the M r values are obtained, a logarithm is performed and a discrete cosine transform (DCT) is applied to produce the coefficients [21] :
in which m is the number of coefficients, R is the amount of filters. It is important to mention that the positive part of the spectrum is used to compute both equations. We need to perform N multiplications to produce the output of M r filters. Thus, there are R multiplications for each mfcc m , while the cost of the Fast Fourier Transform is N log(N ) [22] . Finally, the final cost of MFCCs is N log(N )+ N + mR with complexity O(N log(N )), where N is the number of spectrum frequency samples required, i.e., twelve coefficients are traditionally used [8] , [9] .
B. Discrete Wavelet Transform (DWT)
In real applications, signals are frequently obtained through sampling, which generates a set of samples in discrete time. Hence, a discrete transform [23] , for instance DWT, must be used in this context. When dealing with DWT, a discrete-time signal f (n) can be represented by two sets of coefficients, namely approximations (c k , or average) and details (d j,k , or difference). Following this definition, a signal is computed as:
where φ(t) and ψ(t) functions are known as father and mother respectively. We can extract a sequence of coefficients h and g by applying the follows equations:
Values h n and g n are used for a Z transform in order to become discrete filter coefficients. Thus, the signal convolution may be performed with two filters: a low-pass filter g n and a high-pass filter h n for approximation and details coefficients.
Actually, two operations are required for DWT: the signal convolution with two filters and a downsample by two. This is produced by a low cost scheme which is known as Lifting Scheme [23] , as illustrated in Figure 2 (a). It can be observed in this figure that the predict and update blocks multiply the input signal samples by the filter coefficients, while the block split divides samples into odd and even. Finally, Figure 2(b) shows the steps used to retrieve information from the coefficients. The block merge recomposes the signal at the end of the whole process. DWT presents complexity as O(L), in which L is the amount of samples of the incoming signal. Once the coefficients values produced by DWT are obtained, we consider the features described in the following.
The Energy (E) and Power (Pw) of the coefficients are defined as:
where x (n) is the signal and w (n) is a Hamming window. Energy was used by Vaca-Castao and Rodriguez [9] for bioacoustics signals segmentation process. These features present L multiplications as approximate cost, leading to complexity equals to O(L) [24] . The Zero-Crossing Rate (ZC) indicates the frequency of transitions of coefficients values between positive and negative values. This feature provides a signal-length estimation:
where x n denotes the amplitude and η the threshold amplitude. If the length of the signal is L, then L comparisons are necessary, resulting in a O(L) cost.
The Pitch (P) is the difference between two peaks of autocorrelation [25] , [26] . This feature is assumed to be a similarity measure in the waveform of the coefficients and is related to the signal fundamental frequency:
where L is the amount of samples of calls. In terms of complexity, 2L − 1 operations are required to obtain R xx and to find the position of two max values: max 1 and max 2 . Thus,
IV. PARAMETER SETTINGS ON EXPERIMENTS
Anuran calls classification is traditionally composed of three main stages: pre-processing, feature extraction and classification (Figure 3(a) ). Each stage focus on different tasks.
A. Pre-processing
A typical example of anuran call is depicted in Figure 4 . This figure shows a sample of the Adenomera andreae call. In this work, the signals are first adjusted and normalized during the pre-processing step. Initially, the signals are segmented into smaller units called syllables, the pre-emphasis and windowing (Figure 3(b) ), as was proposed by Huang et al. [3] . The syllable segmentation algorithm has the following steps: 1) Search for the largest amplitude S (t) in the signal; 2) If S (t) is smaller than the threshold α, go to step 5; 3) Extract ε milliseconds to the right and to the left of the peak, S (t−ε) ≤ syllable ≤ S (t+ε) (this defines a syllable); 4) Extract the feature vector for the syllable and remove the values of the original signal S within the interval t ± ε, go to step 1; 5) End. The syllable length (Figure 4) , denoted by ε is set to 200 ms in this work. This value guarantees that we acquire complete syllables for all species that we are considering in this work.
After the pre-processing step, each signal enters into the feature extraction block. In this block, features described in Section III-B are extracted to represent each syllable, and are arranged sequentially in a feature vector. These vectors sequences are used to compose the database used by the classifier (Figure 5(a) ). Then, GA is applied to seek for the best subset of feature. Hence, the optimization process is performed outside of the WSN and the classifier recognition rate is used as fitness function. Once the best subset of features has been selected, the classification is conducted by kNN ( Figure 5(b) ). 
B. Dataset
The dataset used in our experiments comprises nine species of anurans, whose audio streams were collected in the anuran habitat, under real noise conditions. The sound samples of the following species were collected on the campus of the Federal
University of Amazonas in Manaus, Brazil: (a) Adenomera andreae, (d) Hypsiboas cinerascens, (e) Leptodactylus fuscus, (f) Osteocephalus oophagus and (g) Rhinella granulosa. The sounds of the species (b) Ameerega trivittata, (c) Hyla minuta, (h) Scinax ruber and (i) Hylaedactylus
were extracted from three different regions: Mata Atlntica, Brazil [27] , Bolivia [28] and French Guiana [29] . Our objective is to show that the selected features are general enough to be widely used for anuran classification.
Our samples were stored in wav format at 44.1 kHz and 32 bit per sample, which allows us to analyze signals up to 22.05 kHz. Moreover, we have consider three values to the α syllable segmentation variable: 40%, 50% and 60% (Section IV-A). Then, we generated three databases with different sets of feature for each α value, namely MFCCs and DWT based on Haar Wavelet and Daubechies. Thus, we carried out experiments with nine databases. Table II shows the relation between α values and the number of samples per species used to compose the datasets investigated in our experiments. The first feature set is composed by 12 MFCCs. The feature vector using the MFCCs has the following form:
The second and the third feature sets, which are based on Haar Wavelet and Daubechies (Db), are extracted as follows:
1) get the Pitch (P ) of a syllable; 2) apply DWT to obtain the approximation and the details coefficients; a) use the coefficients to compute: (13) where W is used to indicate that these characteristics were extracted using DWT instead of FFT, d and a denote whether they have been calculated on the approximation and details coefficients respectively, P represents the Pitch and class is the specie.
V. RESULTS
Our experiments are divided in three groups. In the first, all features are applied and the three feature sets are compared to each other. In the second, GA is used for feature selection. Finally, the third is performed by reducing the sampling frequencies.
The recognition rate, used as evaluation metric, is defined as the reason between the number of correct classifications (true positives) and the total number of samples. In addition, leave-one-out cross-validation (LOOCV) was employed for performance measurement.
A. Feature Sets Comparison
We begin our analysis by taking into account all features available in each feature set. First, however, kNN k parameter must be experimentally defined. We have tested different values to fine-tuning this parameter. Figure 6 shows the error rates achieved by kNN with different k values, over samples contained in datasets generated by using α = 0.6 and the three feature sets. Table III shows the relationship between kNN recognition rate and the amplitude segmentation value α for all three feature sets. The recognition rate values reported in this table were obtained as the mean of the replications performed through LOOCV. The best recognition rate achieved for each database and α value is shown, as well as the classifier k value, between "()". The feature sets (first column) are shown in descending order, according to the approximate computational cost calculated in Section III. (2) These experiments show that the most successful feature set was composed by the MFCCs. The solutions were tested using the Wilcoxon test, by comparing LOOCV values. The confidence level was 95%. This statistical test indicates that the recognition rates achieved by kNN were significantly higher using the 12 MFCCs than using DWT-based features. Another important point to mention is that features based on DWT can capture information similar to the MFCCs, with slightly higher cost. Finally, MFCCs are less prone to noise, when compared to the DWT-based feature sets, since kNN recognition rates are highly stable when varying threshold α. This indicates low correlation with noise levels.
B. Feature Subset Selection
We continue our experimental study by using GA to select the best subset of features for each feature set. To determine the best combination of features, it is essential to maximize the recognition rate and minimize the processing cost. This can be accomplished by testing all combinations of features and by evaluating the impact on classification rate. The combinatorial approach has exponential cost that increases with the amount of features. Therefore, features subset selection is not exponentially addressed, due to the high cost involved. In addition, similar feature may lead to wrong classification, being unnecessary to sort them for some combinations [30] .
In our experiments, we use a meta-heuristics based on GA to conduct three wrapper-based feature selection processes [30] , [31] to find the best combination for each feature set (MFCCs, Daubechies DWT, and Haar DWT). GA is guided by kNN recognition rates as objective function during a fixed maximum number of generations. The selection of features is applied in the context of GA based on binary vectors. Each individual, called chromosome, is represented by a binary vector with a size n, since the initial sets of features are composed by n features. Each bit value determines whether a feature is active (1) or not (0). For each selection process, a population with a fixed number of chromosomes is randomly created initially, i.e. a random population of candidate feature subsets. Thus, at each generation step, the algorithm computes fitness, based on kNN recognition rates, of each candidate in the current population. The population is evolved through the operations of crossover, mutation and elitism.
Experiments were carried out to define genetic parameters. The same parameters were used for all three feature sets and were defined as: probability of elitism = 0.1; probability of crossover = 0.5; probability of mutation = 0.4; the number of individuals at any generation was 20 and the maximum number of generations was 5.000. Even though, we observed in all three selection processes that the algorithm reached its convergence around 200 generations. It also important do mention that 10-fold cross-validation was used to conduct the feature subset selection processes. Table IV summarizes the mean kNN recognition rates and feature subset sizes achieved by GA. We also report the original feature sets sizes and the recognition rates obtained by kNN, when employing all original features. These results were computed over samples contained in the database generated with α = 0.5. These experiments show that:
• GA successfully reduced the number of features for all three feature sets investigated. In terms of MFCCs, the initial set of 12 features was decreased to 8 features, leading to a 33% of information reduction, which must be transmitted by the sensor nodes. The selected coefficients were: 1, 2, 3, 4, 5, 6, 7 and 11. In addition to the lower cost of information transmission, the recognition error rate was 0.35% higher than by using all 12 initial features.
• In Haar DWT-based feature set, GA discarded 2 features from the original feature set composed by 9 features, namely W a P and W d P w (Section IV-B). This means an information reduction of 22%. Moreover, recognition rate increased 0.04%, indicating that the removed features were not relevant for the classification task.
• The highest feature set reduction was observed on Daubechies DWT-based feature set. An information reduction of 55% was obtained (only 4 features were selected from the 9 original ones). The selected features are:
Again, a recognition rate improvement is obtained after feature selection. There is a 0.19 % of recognition rate improvement.
• In terms of feature sets comparison. MFCCs lead to the highest recognition rates, while the lowest recognition rates were achieved by using Daubechies DWT-based features.
VI. CASE STUDY
The simplest way to reduce information is by decreasing the signals sample rates, as discussed in the introduction. However, our preliminary experiments used audio samples represented by 32 bit at 44.1 kHz. These rates are not usual in the context of a WSN. In most of low-cost hardware, samples are represented by 8 bit and sampling rates close to 8 kHz. Actually, sensors have an analog-to-digital converter module.
Motivated by both requirements of WSN, i.e. to reduce the number of features and sampling frequencies, we simulated a real situation of using a WSN in this last series of experiments. Audio samples were uniformly quantized into 256 levels (8 bit), decreasing the sampling rate four times (up to 11.0 kHz) and eight times (up to 5.5 kHz) and leading to 75% and 87% of information reduction, respectively. We have converted the samples into integers in a range between [-128, 127] , thus allowing quantization noise (N q ). The Signal-toQuantization-Noise Ratio (SQNR) is 49.92 dB [32] . Table V shows the impact on recognition rate by using 8 bit with 5.5 kHz and 11.0 kHz to represent each sample in database with α = 0.5. It is not surprising that our results in Table V indicate that sampling frequency reduction lead to a decrease in the recognition rate achieved with all three feature sets for both original and optimized feature sets. Noteworthy, the information reduction by four and eight times per sample, do not affect the performance provided by kNN using the original MFCCsbased feature set significantly. Still more interesting is that the same behavior was observed for its optimized feature subset. This comparison allow us to conclude that we may decrease the amount of information, which must be transmitted by the WSN using both strategies: by reducing the number of features and the sampling frequencies. Besides, our results indicate that MFCCs are more immune to quantization noise than the other investigated features.
Finally, we have shown in Section III that N log(N ) + N + mR is the final cost of MFCCs, where N is the number of FFT points, m is the number of Mel-coefficients and R is the number of filters. Thus, given N = 2048 spectrum points, 12 Mel-coefficients, and by applying 22 filters, the approximate cost is 24,840 operations. To support our mathematical analysis of cost, we did some tests to measure computational time needed to compute each group of features using MATLAB and an AMD Athlon 64x2 computer. Figure 7 illustrates the relationship between cost, amount of bits variation and sampling frequency. We show frequency of 44.1 kHz and 32 bit in Figure 7 (a), frequency of 11.0 kHz and 8 bit in Figure 7 (b), and frequency of 5.5 kHz and 8 bit in Figure 7 (c). The horizontal axis, the vertical left axis and the vertical right axis, represent the feature set, the recognition rate for each feature combination and the cost, respectively. These values were measured as the approximate number of operations required for each combination of features.
The best trade-off occurs when the difference between the curves is as largest as possible, maximizing the CostRecognition ratio. We observe that in addition to keep the classifier with high recognition rate, even with sampling frequency reduction, MFCCs present constant cost. This means that these features do not depend on the sampling rate (fs), regardless of hardware.
The cost related to features based on wavelet transform depends on the amount of signal samples. In Figure 7 , we observe such a dependence of fs since the lower the sampling rate, the lower the cost. The recognition rates are also affected by the fs. These rates were less than 90% in the worst scenario.
VII. CONCLUSION AND OUTLOOK
In this paper, we have employed GA to reduce the amount of information for classifying anuran calls, through wrapperbased subset selection. The objective was to decrease processing and transmission costs in WSN, while maintaining high recognition rates.
The reduction of feature sets, obtained with GA, indicates which features are most important to the classifier. In addition, this reduction allows us to save energy in the pre-processing step and the data communication, increasing the network lifetime. By using the sets of features returned by GA, information required in reduced in 33%, with 8 MFCCs; 55%, with 4 Db Wavelet transform coefficients; and 22%, with 7 Haar transform coefficients. The resulting coefficients MFCCs were: 1 to 7 and 11.
By applying the Wilcoxon test, we conclude that MFCCs are better. With 98.13% of accuracy, in the subset returned by the GA (eight MFCCs), we can say that these have a great trade-off between cost and benefit. As described earlier, we identified several advantages of MFFCs compared to other features:
• A low relationship with the α variable, which indicates greater immunity to environmental noise; • They are not affected by quantization, indicating immunity to this type of noise; Future work includes the addition of other species to determine the differentiation capacity of MFCCs. Subsets of features will be implemented in a WSN to assess the impact of these reductions on the energy consumption. We are also characterizing the dependence of MFFCs with the variation of amount of FFT points, as an alternative to reduce processing costs.
