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a b s t r a c t
A Directed Path Family is a family of subsets of some finite ground set whose members can
be realized as arc sets of simple directed paths in some directed graph. In this paper we
show that recognizing whether a given family is a Directed Path family is an NP-Complete
problem, even when all members in the family have at most two elements. If instead of
a family of subsets, we are given a collection of words from some finite alphabet, then
deciding whether there exists a directed graph G such that each word in the language is
the set of arcs of some path in G, is a polynomial-time solvable problem.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Families of paths in graphs are well-studied combinatorial objects. Probably, one of the most relevant examples is
represented by families of arc sets of source–sink paths in directed graphs. By a deep result of Seymour [22], such families
are Mengerian binary clutters and hence the defining system of the associated covering polyhedron is Totally Dual Integral.
Consequently, both the minimum weight transversal problem and its dual (namely, the capacitated packing problem) can
be solved by Linear Programming algorithms. Linear Programming duality is, in this case, nothing but that the Max-Flow
Min-Cut Theorem of Ford and Fulkerson.
The property of being a line graph or a line digraph can be equivalently thought of as a statement about families of short
paths in graphs: two adjacent vertices in the line graph of some simple graph form the edge set of a path of length two in
that graph. Therefore deciding whether or not a graph is a line graph is tantamount to deciding whether or not its set of
edges, regarded as a collection of pairs, is the collection of the edge sets of all paths of length two in some simple graph.
Families of edge sets of paths in trees (Edge-Path-Tree families) are also well-understood structures, exploited for
instance in the recognition of graphic matroids (see [6,7,12,13]). The most popular instance of such families is perhaps
the family of subintervals of a linear order [11], a family which is well known to be equivalent to the consecutive ones
property [14].
In this paper we investigate the following problems related to the recognition of families of paths in graphs. Recall that
a directed graph is called simple if it is loopless and does not contain parallel arcs.
Problem 1 (Directed Path Family Recognition). Given a family F of subsets of a ground set V , decide whether there exists a
simple directed graph G such that each member of F is the arc set of some simple path in G.
A familyF is called a Directed Path Family if and only if the answer to Problem 1 is YES and the graph G is called a supporting
graph of F .
We also consider the following variant of Problem 1. Recall that a directed graph is an antisymmetric graph if there is at
most one arc joining each pair of nodes. In particular an antisymmetric graph is loopless.
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Problem 2 (Strong Directed Path Family Recognition). Given a family F of subsets of a ground set V , decide whether there
exists an antisymmetric graph G such that each member of F is the arc set of some simple path in G.
An input family F is called a Strong Directed Path Family if and only if the answer to Problem 2 is YES.
If instead of considering families of sets we take as input families of ordered sets, we are naturally led to study the
following problem. Recall that given an alphabetΣ , a simple word is any stringw ∈ Σ without repeated symbols. A simple
language L onΣ is a collection of simple words.
Problem 3 (Graphical Languages Recognition). Given a simple language L onΣ , decidewhether there exists a simple directed
graph G such that each word in the language is the arc set of some path in G, linearly ordered by the order of traversal from
the source to the sink of the path.
A language L is called graphical if and only if the answer to Problem 3 is YES. If, in addition, the supporting graph G is required
to be antisymmetric, L is called a Strongly Graphical Language.
We show that Problems 1 and 2 are both NP-complete, even when each member of F has at most two elements. In
contrast, relying on the results of [1], we will show that Problem 3 can be solved in time O(
∑
w∈L |w|), where |w| is the
length of a word, and that, within the same time bound, a graph G(L) realizing the words of L as ordered arc sets of simple
paths can be built. This paper however leaves open the following basic interesting related problem.
Problem 4 (Undirected Path Family Recognition: Open Problem). Given a familyF of subsets of a ground setV , decidewhether
there exists an undirected graph G such that each member of F is the edge set of some simple path in G.
An input family F is called an Undirected Path Family if and only if the answer to Problem 4 is YES. Notice that the problem
is trivial when each member ofF has size two (actually at most two). Indeed in the latter case F can be realized as a family
of paths on a star having as many pending edges as the number of elements in V . Actually F is an Edge-Path-Tree family.
As we said above, when the graph G supporting F is required to be a tree the problem is polynomial time solvable (see
Section 5.1), even being far away from trivial.
Our main tool: PDL graphs. Most of our results are proved by relying on the concept of PDL graph, an extension of Line
Graphs characterized in [1]. Let G be a directed graph not containing parallel arcs—in particular, at most one loop is allowed
at each node; G is a Partial Directed Line Graph (PDL graph for shortness) if there is a directed graph Rwhose arc set coincides
with the node set of G, such that whenever x and y are consecutive nodes of G, x and y are consecutive (possibly symmetric)
arcs of R. The graph R is referred to as a weak root of G. By definition, G is a PDL graph if and only if it is a partial graph
of some directed line graph (e.g., the directed line graph of any of its weak roots). Directed Line Graphs are characterized
in [8] (see also [2,3,24]), while PDL graphs are characterized in [1]. In the same paper, it is also shown that PDL graphs can
be recognized in time O(m),m being the number of arcs, and a weak root can be built within the same time bound. Given a
PDL graph G (see Section 2.1), two adjacent nodes of Gmight correspond to a pair of symmetric arcs in each of its weak root
R. A graph G is a Path PDL graph (PPDL graph for shortness) if it is a PDL graph and
– no node of G is a loop in any of its weak root;
– each pair of adjacent nodes is a pair of consecutive nonsymmetric arcs in each of its weak roots.
Our interest in PDL and PPDL graphs is justified by the following basic fact. Recall that the support of a directed graph G
is the simple undirected graph having as vertex set the node set of G and where two vertices are joined by an edge if the
corresponding nodes are joined by at least one arc.
Fact 1. Let F be a collection of pairs of a finite ground set V . ThenF is a Directed Path Family if and only if (V ,F ) is the support
of a PPDL graph.
Indeed, by definition, any loopless weak root of a PPDL graph whose support is (V ,F ) supports F and, conversely, if
F is supported by a loopless directed graph then such a graph is a weak root of a PPDL graph whose support is (V ,F ).
It follows that the special case of Problem 1 when each member of F has two elements – actually, at most two elements,
as the property of being a Directed Path Family is not affected by the presence of singleton members – is equivalent to
the problem of recognizing supports of PPDL graphs. We prove in Section 3 that the latter problem is NP-Complete. Notice
that the NP-Completeness of such a problem immediately implies the NP-completeness of Problem 1 in the general case.
Moreover, variants in which the input family is k-uniform, i.e., each member has exactly k-elements, are also NP-Complete:
just observe that F is a directed path family if and only if so is F \ {F} ∪ {F ′}, where F ′ = F ∪ {v} with F ∈ F and v 6∈ V .
For strong directed path families we have analogously:
Fact 2. Let F be a collection of pairs of a finite ground set V . Then F is a Strong Directed Path Family if and only if G = (V ,F )
is the support of a Strong Partial Directed Line graph.
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A Strong Partial Directed Line (SPDL for shortness) graph is a PDL graph whose root is antisymmetric. Thus SPDL graphs
form a proper subclass of PPDL graphs. We will prove the NP-Completeness of the problem of recognizing supports of SPDL
graphs, thus proving the NP-Completeness of the special case of Problem 2 when each member of F has two elements. In
order to prove the above NP-Completeness results we rely on a characterization of SPDL and PPDL graphs (more precisely,
we need the necessary condition stated in Lemma 2). A simple characterization has been given in [1], based on the notion
of alternating path. Omitted proofs can be found in [1].
The rest of the paper goes as follows. In Section 2we present preliminary facts and results about PDL graphs (Section 2.1)
and their supports (Section 2.2) needed to carry out the proof of NP-Completeness which we present in Section 3. Section 4
is devoted to the study of Problem 3. In Section 5 we discuss in some detail variants of our recognition problems when the
supporting graph is required to be a tree (Section 5.1) or their vertex counterparts (Section 5.2).
2. Directed path families
2.1. Partial directed line graphs
Notation and terminology used throughout the paper is mostly standard. We assume throughout the paper that F is
connected, i.e., for each subset A of V there exists F ∈ F such that F meets both A and V \ A. Such an assumption causes no
loss of generality. If G is a (undirected or directed) graph we use the symbol V (G) both for its vertex set (if it is undirected)
and for its node set (if it is directed). Similarly, E(G) denotes both the edge set of an undirected graph and the arc set of a
directed graph. If G is undirected and x, y ∈ V (G), the edge having x and y as endpoints is denoted by xy. If x and y are nodes
of a directed graph G, let xy denote the arc leaving x and entering y.1 The symbol yx denotes the arc leaving y and entering x.
Clearly, xy 6= yx unless x = y. We say that arc xx is a loop or that there is a loop at x. Two arcs xy and yx in a directed graph
G are said to be symmetric; we also say that there is a digon at x and y or that xy and yx form a digon. Two arcs xy and yz are
said consecutive. A node x in a directed graph G is a source (sink) if it has no incoming (outgoing) arcs; a node that is neither
a source nor a sink is a flow node.
Remark 1. Since loops and digons of a PDL graph correspond to loops and digons in each of its weak roots, it follows that
any SPDL graph is itself antisymmetric (the converse statement is not true, in general, see Remark 2).
Let G be a directed graph and let s, t ∈ V (G). An st-alternating path is a subgraph P whose arc set E(P) can be ordered
as {e1, . . . , ep}, where e1 is incident in s, ep is incident in t , ei and ei+1 are adjacent (i.e., they share an endpoint) but not
consecutive for 1 ≤ i < p. Nodes s and t are referred to as the endpoints of the alternating path. We say that the sign of P
in s is + and we write sign(s, P) = +, if e1 leaves s; we say that the sign of P in s is − and we write sign(s, P) = −, if e1
enters s. A path P between s and t having sign(s, P) = α and sign(t, P) = β , with α, β ∈ {+,−}, is called an (α, β)-path,
and nodes s, t form an (α, β)-pair.
The sign of P in an endpoint might be ambiguous in the case of cycles. In fact, if P is an x, x alternating path with odd
length, then we have both sign(x, P) = + and sign(x, P) = − at the same time.
Alternating paths between pairs of nodes of a PDL graph G impose adjacency relations between the corresponding arcs
in any weak root of G:
Fact 3. If P is an st-alternating path, and s, t is an (α, β)-pair with α = −β then s and t are consecutive arcs in any weak root
of G. Analogously, if s, t is a (−,−)-pair (resp., a (+,+)-pair) then s and t both enter (resp., leave) the same node in any weak
root of G.
Definition 1. Let G be a directed graph. Two nodes x, y form a parallel pair in G if they are both a (−,−)-pair and a
(+,+)-pair. Nodes x, y are a symmetric pair in G if they are both a (+,−)-pair and a (−,+)-pair. If x, x is a symmetric
pair we say that x is an odd node in G. A graph is⇒-free if does not contain parallel pairs, and-free if it does not contain
either parallel or symmetric pairs.
Notice that, when x is an odd node, any alternating path from x to x can be regarded both as a (+,−)-path and a
(−,+)-path.
Remark 2. It is worth observing that if x, y is a symmetric pair in G, then Fact 3 implies that x and y are symmetric arcs in
any weak root of G. By essentially the same argument (see [1]), if x is an odd node in G then the arc x is a loop in every weak
root of G. Hence a weak root of a PDL graph Gmight contain a pair of symmetric arcs even if the corresponding nodes in G
do not form a digon. In particular such nodes might even be nonadjacent in G.
1 This notation is not standard. Usually, arcs in directed graphs are thought of as ordered pair (x, y). We reserve this symbol for other special ordered
pairs.
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Remark 3. In light of Remark 2, if G is PPDL then G cannot contain odd nodes. Moreover, if x, y is a symmetric pair in G then
x and y are not adjacent in G.
For a directed graph H let κ(H) denote the number of flow nodes in H .
Lemma 1. For a simple cycle C of a directed graph G, |C | and κ(C) have the same parity.
Proof. Let s be the number of sources in C . The number of edges of C equals the sum of the out-degrees of its vertices. Thus
2s+ κ(C) = |C |, that is |C | and κ(C) have the same parity. 
The following theorem has been proved in [1]:
Theorem 1. Let G be a directed graph. Then G is a PDL graph if and only if G is⇒-free.
Lemma 2. Let G be an antisymmetric PDL graph. Then:
(i) G is an SPDL graph if and only if it does not contain any of the following subgraphs: odd simple cycles with exactly one flow
node; even simple cycles with exactly two flow nodes.
(ii) If G is a PPDL graph then it does not contain any odd simple cycle with exactly one flow node; moreover, if C is an even cycle
with exactly two flow nodes then such two nodes are not adjacent (and have odd distance on C). In particular there is no
square (the graph C4) with exactly two flow nodes.
Proof. (i) Statement (i) is stated (without proof) as Corollary 5.3 in [1].We give a proof here for completeness. The necessity
follows by Remark 2. Let us prove that if G contains a symmetric pair or a parallel pair then it contains a subgraph which
is either an odd simple cycle with exactly one flow node or an even simple cycle with exactly two flow nodes. Given
a parallel or symmetric pair u, v, let d(u, v) be the minimum possible number of arcs in P1 ∪ P2, where P1 and P2 are
alternating paths joining u and v that define the parallel or symmetric pair. Among all pairs of (not necessarily distinct)
nodes that formaparallel or symmetric pair, let x and yminimize d(·, ·) and let P1 and P2 be the corresponding alternating
paths. Note that both x and y are flow nodes in P1∪P2. We show that P1 and P2 are simple, and they only meet in x and y.
Suppose that P1 is not simple (the same argument holds for P2), i.e., there exists a node z such that after z is visited for
the first time walking on P1 from x to y it is re-visited. Thus P1 can be decomposed into P1a, P1b, P1c , where P1b is a cycle
containing z. Either z is a flow node in P1 or it is not. In the former case z is an odd node in P1b; hence z, z is a symmetric
pair and d(z, z) < d(x, y); in the latter case P1a ∪ P1c is an alternating path from x to y strictly shorter than P1. Thus
in either cases the minimality of our initial choice is contradicted. Hence P1 and P2 are both simple and none of them
contains flow nodes. We show now that P1 and P2 meet only at x and y. Suppose not and let z be the first node on P2
met on P1 walking from x to y; clearly z 6= x, y. Let P ′1 and P ′2, be the paths joining x and z on P1 and on P2, respectively.
Node z cannot be a flow node in P ′1 ∪ P ′2 otherwise we would have d(x, z) < d(x, y), contradicting the minimality of
our initial choice. Since z is not a flow node in P ′1 ∪ P ′2, x is the unique flow node (hence an odd node) in P ′1 ∪ P ′2. But|P ′1 ∪ P ′2| < d(x, y), and the minimality of our initial choice is again contradicted. It follows that if x = y then x is the
only flow node in the simple cycle P1 ∪ P2 and we are done. Otherwise, if x, y is a symmetric pair or a parallel pair then
x and y are the only flow nodes in the simple cycle P1 ∪ P2.
(ii) By definition of PPDL graph, G cannot contain odd nodes (see Remark 3). Thus it cannot contain odd cycles (in particular
odd simple cycles) with exactly one flow node. Still by definition, if G contains an even simple cycle C with exactly two
flow nodes x and y, then x and ymust have odd distance on C , otherwise they would define a parallel pair contradicting
Theorem1,G being a PPDL graph and hence a PDL. Necessarily, x, y is a symmetric pair; again by definition x and y cannot
be adjacent (see Remark 3). Since in a square any two nodes with odd distance are adjacent the rest of the statement
follows.2 
Remark 4. After Lemma 2, a directed square is a PPDL graph if and only if it is an SPDL graph.
2.2. Directed path families and PDL orientations
An orientation ω of a simple undirected graph G is called a PPDL-orientation (resp., SPDL-orientation) if ωG is a PPDL
graph (resp., SPDL graph). If such an orientation exists we say G is PPDL orientable (resp., SPDL orientable). After Lemmas 1
and 2 we have:
Proposition 1. A simple undirected graph G is SPDL orientable if and only if an orientation ω exists such that for any odd cycle C
in G we have κ(ωC) 6= 1 and for any even cycle C in G we have κ(ωC) 6= 2.
Obviously, the class of SPDL graphs is closed under taking subgraphs. Moreover, bipartite SPDL graphs can also be
combined to produce larger SPDL graphs. In particular, we show that two bipartite SPDL graphs can be merged along a
common arc.
2 If a square is a PDL graph then it is Directed Line graph [1]. Hence the statement follows by the results in [8], as well.
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Fig. 1. (a) The four possible PPDL orientations of a square; two special orientations of the ladder L9 , (b) and (c); (d) an SPDL (PPDL) orientation after vertex
identification; (e) an SPDL (PPDL) orientation after edge identification; (f) the main gadget in the reduction from Hypergraph 2-Colorability.
Theorem 2. Let G1 and G2 be two directed bipartite graphs, V (G1)∩ V (G2) = {u, v} and E(G1)∩ E(G2) = {e}, where e is either
uv or vu. The graph G = G1 ∪ G2 defined by V (G) = V (G1) ∪ V (G2) and E(G) = E(G1) ∪ E(G2) is an SPDL graph if and only if
both G1 and G2 are SPDL graphs.
Proof. The only if part directly follows from Proposition 1, since any cycle in G1 or G2 is a cycle in G as well. In order to prove
the if part, we apply Proposition 1. Hence, by Lemma 1, it suffices to show that for any cycle C in G we have κ(C) = 0 or
κ(C) ≥ 4. Since G1 and G2 are bipartite, this holds by hypothesis for any cycle contained either in G1 or in G2. We show that it
also holds for any other cycle inG: any such cycle is of the form C1∆C2where Ci is a cycle inGi, i = 1, 2 and E(C1)∩E(C2) = e.
Since both G1 and G2 are SPDL graphs, both C1 and C2 have either 0 or at least 4 flow nodes. Let x ∈ {u, v} and observe that
if x is a flow node in C then it is a flow node in exactly one among C1 and C2. Conversely, if x is a flow node both in C1 and C2
then x is not a flow node in C . Therefore
κ(C1)+ κ(C2) ≥ κ(C) ≥ max{0, κ(C1)+ κ(C2)− 4}.
It follows by the above inequalities, that if κ(C1) = κ(C2) = 0 or κ(Ci) ≥ 4, i = 1, 2, then κ(C) = 0 or κ(C) ≥ 4,
respectively; Suppose finally that exactly one among C1 and C2 contains flow nodes.Without loss of generality let κ(C1) ≥ 4
and κ(C2) = 0. Let x ∈ {u, v}. Since κ(C2) = 0 it follows that x is a flow node in C if and only if it is a flow node in C1. Thus
κ(C) = κ(C1) ≥ 4, as required. 
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Remark that bipartite graphs are trivially SPDL orientable graphs as it follows by orienting all arcs from a color class
toward the other one. Also notice that Theorem 2 fails for nonbipartite graphs: let ω be an orientation of the pentagon C5
such that κ(ωC5) = 3; thus ωC5 is an SPDL graph; however, if one pasts two copies of ωC5 along the unique arc having
as end-nodes two of the three flow nodes one gets a graph which is not an SPDL graph, due to the presence of an even
cycle with exactly two flow nodes. By Lemma 2(ii) and Proposition 1, the square has only four possible PPDL orientations
(see Fig. 1(a) and recall Remark 4); note that these are all the orientations in which opposite sides are directed counterwise
(i.e., leftwards vs. rightwards, and upwards vs. downwards). This basic fact, together with Theorem 2, can be exploited to
force the orientation of more complicated graphs. The ladder Lk is the subgraph on V = {vi,j, i = 1, 2 j = 1, 2, . . . , k},
where there is an edge joining vi,j to vh,k if and only if |i − h| + |j − k| = 1. Vertices v1,1, v2,1, v1,k and v2,k are called the
apices of Lk. The number k is the length of the ladder. The ladder L2 is thus isomorphic to a square, and longer ladders are
obtained by merging C4’s and shorter ladders as in Theorem 2. Let lj denote the edge v1,jv2,j of the ladder Lk and let ω be any
orientation of Lk. By Theorem 2 and by Lemma 2(ii), it follows that in any PPDL orientation and hence (see Remark 4) in any
SPDL orientation of the ladder one has:
ωlj enters vi,j ⇔ ωlj+1 leaves, v1,j+1, j = 1, . . . , k− 1. (1)
Condition 1 allows us to list some graphs that cannot appear as subgraphs in any SPDL orientable graph. For example,
if we close Lk, with k odd, in a Möbius strip like manner, i.e., adding edges v1,1v2,k and v2,1v1,k, or we close Lk, with k even,
adding edges v1,1v1,k and v2,1v2,k, we obtain graphs that do not have any SPDL orientation.
For k odd let us call the edge l k+1
2
of Lk the leading edge of Lk. The leading edge divides the ladder into the two subladders
each isomorphic to L k+1
2
, referred to as the pages of Lk. In any SPDL orientation, edges v1,1v2,1 and v1,kv2,k are forced to be
oriented in the same direction. In particular, two orientations of small odd ladders are interesting, shown as φ1 and φ2 in
Fig. 1(b) and Fig. 1(c) respectively, for the ladder L9.
More ladders may be merged along the same leading edge: still by Theorem 2, we can state that:
Corollary 1. The graph St,k, obtained after identifying the leading edge of t ≥ 1 copies of Lk, is SPDL orientable. In particular the
directed graph S it,k obtained after identifying the leading edge of t ≥ 1 copies of φiLk, i = 1, 2 is an SPDL graph.
Ladders and the deriving St,k are the building blocks of a gadget used in the next section to prove our hardness result.
Lemma 3. Each path of φiL9, for i = 1, 2, joining an apex vj,1 to an endpoint of l5 has at least three flow nodes, for any j ∈ {1, 2}.
Each path of φiL9, for i = 1, 2, joining an apex vj,1 to an apex vk,9, has at least six flow nodes, for any j, k ∈ {1, 2}.
Proof. Since the two pages of φiL9, for i = 1, 2, are isomorphic directed graphs, it suffices to prove only the first part of the
statement. To this end just check (by inspection) that exactly one among v1,k and v2,k, k = 2, 3, 4, is a flow node on each
path from vj,1 to an endpoint x of l5. 
We can also identify two extremal vertices of a ladder, still giving an SPDL orientable graph.
Corollary 2. The graph H ik, with k odd and k ≥ 9, obtained after identifying the nodes vi,1 and vi,k of φiLk, is an SPDL graph, for
i = 1, 2.
Proof. By Lemma 2(i) it suffices to check that for each simple cycle C we have κ(C) = 0 or κ(C) ≥ 3. Each simple cycle
in H ik that corresponds to a simple cycle in φiLk obviously fulfills the conditions in Lemma 2(i). The only simple cycles in H
i
k
that do not correspond to simple cycles in φiLk contain the vertex obtained by identification, thus are the images of paths in
φiLk joining apices v1,1 and v1,k. By Lemma 3, any such path has at least six flow nodes in φiLk, thus the corresponding cycle
has in H ik at least as many flow nodes. 
3. Recognizing supports of SPDL graphs
LetΘ be the graph in Fig. 1(f). For i = 1, 2, 3, letH i denote the unique subgraph ofΘ containing the edge fi and isomorphic
to the support of an H j9, j = 1, 2. Given an orientationω ofΘ ,ωfi is called red underω if it enters v1,5, blue otherwise. Edges
f1, f2 and f3 are called the leading edges ofΘ .
Lemma 4. If ω is a PPDL orientation of Θ then at least one edge among ωf1, ωf2, ωf3 is red and at least one is blue. Conversely,
any orientation ω′ of the leading edges of Θ such that at least one edge among ω′f1, ω′f2, ω′f3 is red and at least one is blue can
be extended to an SPDL orientation of Θ .
Proof. Let ω be any orientation of Θ and denote by C the cycle of Θ induced by {x1, y1, x2, y2, x3, y3, x4}. Suppose that
ωf1, ωf2, ωf3 are either all red or all blue. Let us assume first that they are all red.We show thatω cannot be a PPDL orientation
and hence an SPDL orientation. By (1) and Corollary 2, it follows that y1, y2 and y3 are sources inωC . Thus x2 and x3 are sinks,
and the path P obtained from C by cutting the edge x1x4 is an x1x4 alternating path such that sign(x1, P) = sign(x4, P) = −.
Hence, no matter how x1x4 is oriented underω, we have κ(ωC) = 1 and, by Lemma 2,ω is not a PPDL orientation. The proof
for the case where ωf1, ωf2, ωf3 are all blue follows the same lines, reversing the orientation.
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Let us now fix an orientationω′ for f1, f2, f3 in which at least one edge is red and at least one is blue: we prove thatω′ can
be extended to an SPDL orientation of Θ and, hence, to a PPDL orientation. By (1) and Corollary 2, we may extend ω′ to an
SPDL orientationω′ ofΘ−{x1x4} as in φ1 or φ2, where we choose φ1 if the leading edge is blue, φ2 if the leading edge is red.
All simple cycles in Θ not containing arc x1x4 are contained in some H i, thus fulfill the condition in Lemma 2(i). Let us
now look at simple cycles containing x1x4. Let C ′ be any such cycle and observe that C ′ also contains nodes x2 and x3. Note
that, under orientations φ1 and φ2, all edges in H i have the same sign on xj, for i ∈ {1, 2, 3}, and the corresponding j.
Let P be the path obtained from C ′ by cutting edge x1x4. It suffices to examine two cases: the other cases are the same
under reflection and/or arc reversal.
Case (a): f1, f3 are red and f2 is blue: both x2 and x3 are flow nodes for P . Any orientation of x1x4 gives rise to one flow node
in x1 or x4 for C ′ = P ∪ {x1x4}, thus κ(ω′C ′) ≥ 3.
Case (b): f1, f2 are red and f3 is blue: x3 is a flow node on P and, necessarily, x1 and x4 have signs− and+ on P , respectively.
Thus we can orient x1x4 from x1 to x4, giving κ(ω′C ′) ≥ 3.
The lemma is thus completely proved. 
Of course, the first part of Lemma 4 also holds for SPDL orientations (that are always PPDL orientations).
GraphΘ , introduced in the previous lemma, is the main gadget used to prove that recognizing SPDL and PPDL graphs is
a hard problem. This is done by reduction from a coloring problem on hypergraphs. Recall that a simple hypergraph is a pair
H = (V , E) where E is a family of distinct subsets of V , called hyperedges. A hypergraph (V , E) is said 2-colorable if V can
be partitioned into two disjoint set, (say blue and red vertices), such that each E ∈ E intersects both, i.e., no hyperedge is
monochromatic. A simple 3-uniform hypergraph is a hypergraph such that |E| = 3 for every E ∈ E . The problem of testing
2-colorability of 3-uniform hypergraphs has been shown to be NP-complete in [19].
With every simple 3-uniform hypergraph H we associate the graph Γ (H) defined as follows. Let V = {v1, . . . , vn} and
E = {E1, . . . , Em}, with Ei = {vi1 , vi2 , vi3}, for i = 1, . . . ,m. Take m copies Θ1, . . . ,Θm of Θ . Let {fi,j, j = 1, 2, 3} be the
set of the leading edges of Θi and let C i be the copy of the cycle C of Θ in Θi, i = 1, . . . ,m. For each vh ∈ Ei, select exactly
one element from {fi,j, j = 1, 2, 3}. Also, for i = 1, . . . ,m and j = 1, 2, 3, let ai,j and bi,j be the endpoints of fi,j. This settles
a bijection between the set of incidences (Ei, vh) and the fi,j’s. Let F(vh) denote the set of those fi,j’s that correspond to the
elements in {(Ei, vh) | vh ∈ Ei for some i}. For h = 1, . . . , n, identify all the leading edges in F(vh) and let Fh denote the new
edge. Accordingly, the corresponding endpoints ai,j’s and bi,j’s are identified in ah and bh, respectively. The resulting graph is
Γ (H) and, for i = 1, . . . , n, the edge Fh of Γ (H) is still called a leading edge. After the identification, we still use the symbol
C i to denote its image in Γ (H), i = 1, . . . ,m. The following observation is useful.
Lemma 5. Let C ′ be a simple cycle in Γ (H). Then one of the following cases applies:
(i) C ′ is contained in someΘi, i = 1, . . . ,m;
(ii) C ′ contains a subpath joining a node of some C i, i = 1, . . . ,m, to one of the endpoints of some leading edge of Γ (H);
moreover, such a path has a subpath which is contained in a subgraph isomorphic to a page of L9;
(iii) C ′ is contained in a subgraph isomorphic to an St,9, t being equal to |{i | vh ∈ Ei}|, for some h.
Proof. Suppose that we are not in case (i). Then C ′ intersects at least two subgraphs isomorphic toΘ . This is possible only
if C ′ intersects the endpoints of some Fh. Indeed, by removing the endpoints of all leading edges, one gets a graph with m
connected components, each one being isomorphic to a subgraph ofΘ . Now either C ′ contains a subpath joining a node of
some C i, i = 1, . . . ,m, to one of the endpoints of some leading edge, or it does not. In the former case we are in case (ii).
In the latter case we are in case (iii). To see this, observe that by removing all vertices of
⋃
i V (C
i) one gets a graph with n
connected components, each one isomorphic to an St,9, t being equal to |{i | vh ∈ Ei}|, for h = 1, . . . , n. 
Theorem 3. Let H = (V , E) be a 3-uniform hypergraph, where V = {v1, . . . , vn} and E = {E1, . . . , Em}. Then H is 2-colorable
if and only if Γ (H) admits an SPDL orientation.
Proof. Suppose that H is 2-colorable. A 2-coloring partitions V into blue and red points in such a way that no Ei is
monochromatic. The elements of V are in one-to-one correspondence with the leading edges of Γ (H). We define the
following orientation of the leading edges of Γ (H), and, accordingly, of the leading edges ofΘi, i = 1, . . . ,m. If vh is red let
Fh enter ah. Accordingly, each fi,j ∈ F(vh) is red and fi,j enters ai,j. Since H is two colorable, it follows that the leading edges
ofΘi, i = 1, . . . ,m, are oriented in such a way that among them at least one edge is blue and at least one is red. Therefore,
for i = 1, . . . ,m, the orientation ωi ofΘi defined in Lemma 4 is an SPDL orientation and hence a PPDL orientation. Since Fh
and each fi,j ∈ F(vh) are red, we can compose the orientation ω1, . . . , ωm to get an orientation ω of Γ (H). We now check
that for every simple cycle C ′ of Γ (H), κ(ωC ′) 6∈ {1, 2}. This will settle the proof for the if part. One of the cases listed in
Lemma 5 must apply; in case (i) the thesis follows by Lemma 4; in case (ii) the thesis follows by Lemma 3; in case (iii) the
thesis follows by Corollary 1.
Suppose now that Γ (H) has a PPDL or an SPDL-orientation ω. In either cases let vh be red if Fh is red and let vh be blue if
Fh is blue. The orientation ω induces PPDL (SPDL) orientations ωi in eachΘi, i = 1, . . . , n. Moreover, ω and the ωi’s are such
that Fh and the fi,j’s in F(vh) have the same color. Since eachΘi is isomorphic to an induced subgraph of Γ (H), and since the
property of being PPDL (SPDL) orientable is clearly inherited by subgraphs, it follows that ωi is a PPDL (SPDL) orientation of
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Θi, i = 1, . . . ,m. By Lemma 4, for i = 1, . . . ,m, at least one edge among ωifi,1, ωifi,2, ωifi,3 is red and at least one is blue.
Thus, for i = 1, . . . ,m, if Ei is of the form {vi1 , vi2 , vi3}, one gets that Ei is not monochromatic. Hence H is 2-colorable as
stated. 
The NP-Completeness of Hypergraph 2-colorability [19] immediately implies the following.
Corollary 3. Each of the following problems is NP-complete.
- recognizing supports of SPDL graphs;
- recognizing supports of PPDL graphs;
- recognizing Strong Directed Path Families;
- recognizing Directed Path Families.
Proof. Directly by Theorem 3 and by the fact that a family F whose members have at most two elements is a (Strong)
Directed Path family if and only if the family F2 := {F ∈ F | |F | = 2} is a (Strong) Directed Path family. 
Chvátal and Ebenegger showed in [10] (Theorem 1 and Theorem 2) that the problem of recognizing supports of line
digraphs of simple graphs and the problem of recognizing supports of line digraphs of antisymmetric digraphs are both
NP-complete. In view of the definitions of PPDL and SPDL graph, the first two statements of Corollary 3 can be considered
as companion theorems of the above theorems.
We will see in Section 5.1, that family of paths in a tree have the Helly Property. Recall that a family of subsets of a
given ground set satisfies the Helly Property if pairwise intersectingmembers have a common element. By Berge’s basic test
(see [4]), the time needed to check the Helly Property is polynomial in the sumof the sizes of the subsets. Notice that a family
F of subsets of V whose members have exactly two elements has the Helly Property if and only if (V ,F ) is a triangle-free
graph. A family F whose members have at most two elements has the Helly Property if and only if so does the family F2.
Moreover, F has the Helly Property if and only if so does the family F \ {F} ∪ {F ′} where F ′ = F ∪ {u}, u 6∈ V and F ∈ F .
By this observation and the fact that the graph Γ (H) in Theorem 3 is triangle-free we ascertain that instances of Problems 1
and 2 where the input family has the Helly Property are not easier to recognize.
Corollary 4. Each of the following problems is NP-complete.
- recognizing supports of triangle free SPDL graphs;
- recognizing supports of triangle free PPDL graphs;
- recognizing Strong Directed Path Helly Families;
- recognizing Directed Path Helly Families.
4. The case of languages
In this section we study the complexity of Problem 3, namely the ordered counterpart of the problem of recognizing
directed path families. As in the case of Problem 1, we have the following basic fact:
Fact 4. Let L be a language and suppose that each word has at most two symbols. Then L is graphical if and only if (Σ, L) is a
PPDL graph.
The proof follows straightforwardly by the definitions of PPDL graph and graphical language. Moreover, since the
presence of words of length one does not affect the property of being a graphical language, we may assume, without loss of
generality, that each word in L has length 2. As for Problems 1 and 2, in view of Fact 4, we need somemore characterizations
of PPDL and SPDL graphs. With the aim of being self-contained, we focus here on strongly graphical families and, hence, on
antisymmetric weak roots. The results easily extend to graphical families as well, but some more technicalities are needed.
A kernel in a directed graph G is a (vertex) inclusionwisemaximal connected directed subgraphwhere each node is either
a source or a sink. Thus a kernel is a directed bipartite graph where all nodes in a color class are sources and all nodes in the
other color class are sinks. Clearly, a kernel does not contain directed paths of length greater than one. For a kernel K let us
denote by S(K) the source class and by T (K) the sink class.
Fact 5. A graph is an SPDL graph if and only if G can be covered by a family {Ki, i = 1, . . . p} of kernels, such that each node is in
at most two kernels and two kernels meet in at most one node, in particular if V (Ki)∩ V (Kj) 6= ∅ then |S(Ki)∩ T (Kj)| + |S(Kj)∩
T (Ki)| = 1.
Fact 5 is an easy Krausz-like statement ([9], pag. 110). Indeed, if G is SPDL then it admits an antisymmetric weak root R.
Each arc xy in G is the arc set of a directed path of length two in R and each kernel is the image of all arcs that correspond
to directed paths of length two in the same star. The intersection properties of kernels follow by the requirement that each
path is contained in exactly one star of the root and that each arc of the root leaves exactly one node and enters exactly
one node. Conversely, given a covering by kernels {Ki, i = 1, . . . p}with the above intersection properties one can build the
weak root as follows. The set of nodes in the weak root R is {1, . . . p}. Possibly by adding extra pending nodes and arcs, we
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may assume that each node of G is covered twice by the Ki’s. Hence for v ∈ V (G) there is a pair of kernels Ki and Kj such that
{v} = V (Ki) ∩ (Kj). Thus either |S(Ki) ∩ T (Kj)| = 1 or |S(Kj) ∩ T (Ki)| = 1. In the former case there is an arc v leaving j and
entering i. In the latter case there is an arc v leaving i and entering j. Let uv be any arc of G. Since the kernels are arc disjoint,
uv is an arc of Ki for some i. Since u ∈ S(Ki) and v ∈ T (Ki), there exist indices h and j such that u ∈ T (Kh) and v ∈ S(Kj).
Hence, there are arcs u = hi and v = ij in R and such arcs span a path of length two.
It can be proved [1] that each kernel is the subgraph induced by the set of nodes of G that are reachable from a given
node through alternating paths with the same sign in that node. A covering by kernels can thus be computed in time O(m),
wherem is the number of arcs in G, as shown in [1].
Fact 4 can be generalized as follows. Let L(2) be the set of all subwords of L of length 2 and let G(L) = (Σ, L(2)). Moreover,
forw ∈ L, letΣw be the set of symbols occurring inw.
Theorem 4. L is a strongly graphical language if and only if G(L) is a partial directed line graph such that, for each kernel K of
G(L) and eachw ∈ L, we have |Σw ∩ V (K)| ≤ 2.
Proof. (⇒) By hypothesis, there exists a directed graph R such that eachw ∈ L is the arc set (linearly ordered by the order
of traversal from the source to the sink) of some path Pw in R. Recall that each word of L has at least two symbols. Since L is
a graphical language then L(2) is a graphical language as well. Therefore, by Fact 4, G(L) is an SPDL graph. For i ∈ V (R) let Si
and Ti be the sets of arcs of R entering and leaving i, respectively. Moreover, let Bi = Si ∪ Ti be the star of i and let Li be the
family of the members of L(2) which span paths containing i. If, for some i the directed graph (Bi, Li) has r ≥ 2 connected
components with node sets Bi,1, . . . , Bi,r , respectively, we replace V (R) by V (R)∪ {i1, . . . , ir} \ {i} and wemake an arc of Bi,j
formerly incident to i incident to the appropriate ij, j = 1, . . . , r . Possibly after repeated application of this procedure we
may assume that (Bi, Li) is a connected directed graph for each i ∈ V (R). Hence, by the definition of SPDL graph, Bi induces
a kernel Ki of G(L) for each i ∈ V (R) and all kernels of G(L) have this form. To prove the statement it now suffices to observe
that in a directed graph every path meets every star in at most two arcs; hence |Bi ∩Σw| ≤ 2 for eachw ∈ Σ .
(⇐) Conversely, let G(L) be a partial directed line graph such that |Σw ∩K | ≤ 2 for each kernel K of G(L). Let R be a weak
root of G(L) that minimizes c(R) := |E(L(R))| − |E(G(L))|, where L(R) is the directed line graph of R. The arcs of R incident
in i are images of nodes of G(L) in the same kernel, otherwise we could decrease c(R). Eachw describes a directed walk in R.
Such a walk is a path if and only if the number of arcs incident to any of its nodes is bounded by two. Suppose that for some
word w the corresponding walk in R visits one of its nodes, say node i, more than twice. Thus at least three arcs of Σw are
incident to i. Therefore |Σw ∩ K | ≥ 3, contradicting the hypothesis. 
Corollary 5. Problem 3 can be solved in O(
∑
w∈L |w|) worst case time. Moreover, a graph R realizing L as graphical can be built
within the same time bound.
We might also impose a further restriction on the supporting graph of L. More precisely, we may require as supporting
graph a directed acyclic digraph (DAG) or even a directed tree. Also these variants can be solved in polynomial time, actually
within the same time bound.
Corollary 6. L is a strongly graphical language supported by a DAG and if only if G(L) is an acyclic partial directed line graph
such that |w˜ ∩ V (K)| ≤ 2, for each kernel K of G(L).
Corollary 7. L is a strongly graphical language supported by a directed tree if and only if G(L) is a partial directed line graph such
that the intersection graph of {Ki, i = 1, . . . , n} is a tree.
Remark 5. Notice in passing that G(L) is an acyclic SPDL graph if and only if for every cycle C of G(L) one has κ(C) 6∈
{1, 2, |C |}. In particular, G(L)must be triangle free. Analogously, the intersection graph of {Ki, i = 1, . . . , n} is a tree if and
only if κ(C) = 0 for every cycle C of G(L). In particular, by Lemma 1, G(L) is bipartite (as it also follows being G(L) a tree of
kernels).
5. Conclusions
5.1. The case of Trees
Variants of Problems 1–4 when the graph supporting the input family F is required to be a tree (possibly a directed
tree or even an arborescence) deserve a special attention. Each of the above problems is polynomial under this additional
constraint. Let us denote such new problems as Problem 1′, Problem 2′, Problem 3′ and Problem 4′, respectively (notice that
Problem1′ and 2′ are the sameproblem). By Corollary 7, Problem3′ is polynomial time solvable. Problem1′ is a special case of
the problemof recognizingNetworkMatriceswhich dates back toHoffman andKruskal ([21], pp. 278–279)while Problem4′
is the related well-known Graph Realization Problem [6,7,12,13], see also Chapter 20 in [21]. Problem 1′ can be specialized
even further by requiring the directed tree supporting F to be an arborescence. In the latter case the problem is known as
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the Arborescence-Realization problem, for which polynomial time algorithm are given in [23]. It is worth mentioning that
the Arborescence-Realization problem contains as special case the problem of recognizing the consecutive ones property
for {0, 1}-matrices when the arborescence is required to be a directed path. Intersection Graph Theory provides another
way to argue the polynomial time solvability of Problem 1′. Recall that the intersection graph of F is the graph whose
vertices correspond bijectively to the members of F , and where two vertices are adjacent if the corresponding members
intersect (intersection graphs are also called representative graphs or line graphs, [5]). Following the terminology of Monma
and Wey [20], a graph is called an Undirected Edge Path Tree graph (UE for short, also called Edge Path Tree graph by [17])
if it is the intersection graph of an undirected path tree family, i.e., an undirected path family whose supporting graph is a
tree. A graph is called a Directed Edge Path graph (DE for short) if it is the intersection graph of a directed path tree family.
A graph is called a Rooted Directed Edge Path graph (RDE for short) if it is a DE graph whose supporting directed tree can
be chosen as an arborescence. Let C be the family of maximal cliques of the intersection graph of F and, for v ∈ V (G),
let Cv = {K ∈ C | v ∈ K}. Monma and Wey proved that G is a DE graph if and only if there exists a directed tree T
with arc set C such that the subtree spanned by Cv is a directed path in T . They also showed how to compute such a tree
efficiently. The same results were obtained by Gavril [15] for RDE graphs—actually Gavril stated his results in terms of
vertices rather than arcs, that is, in Monma and Wey’s terminology, for Rooted Directed vertex Path Tree (RDV) graphs;
however it is readily seen that the class of RDE graphs and the class of RDV graphs coincide (see also [23] and the reference
cited therein). In general, taking the intersection graph of a family might cause loss of information with respect to some
properties. For instance, while the problem of recognizing undirected path tree families is polynomial-time solvable, the
problem of recognizing UE graphs is NP-Complete [18]. Here is another example: while the line graph of triangle is an RDE
graph, the family formed by the set of vertices of the three edges of the triangle is not even a Directed Path family. However,
a directed path tree familyF has the Helly Property [20] and such a property allows ‘‘reconstruction’’. More preciselyF can
be recovered from its line graph as follows: clearlyF is a directed path tree family if and only if so is Fˆ := F ∪{{v}, v ∈ V }.
Let Gˆ be the intersection graph of Fˆ . Since Fˆ has the Helly Property, C coincides with the set of maximal members of
{{F ∈ Fˆ | v ∈ F}, v ∈ V } (see [5], Proposition 1 p. 32). Since members in the latter family are inclusionwise incomparable,
it follows that C = {{F ∈ Fˆ | v ∈ F}, v ∈ V } and that F ⊆ {Cv, v ∈ V (Gˆ)}. Thus the directed tree supporting Fˆ supports
F as well. Consequently, Problem 1′ is reduced to testing (i) whether F has the Helly Property and (ii) if the intersection
graph of F is a DE graph. Since by Berge’s basic test (see [4]) the Helly Property can be checked in polynomial time, it
follows that Problem 1′ is polynomial time solvable. The same arguments can be applied to obtain another proof that the
Arborescence-Realization problem is polynomial time solvable [23].
5.2. Recognizing families of vertex sets of paths
It is worth observing that the companion problem of realizing families of sets or languages as node sets of simple paths
in graphs, is actually a trivial problem. Indeed, any collection F of subsets of a given set V , or any simple language L on
V , is the collection of vertex sets of simple paths in the complete symmetric graph on V : such a graph is obtained by the
complete undirected graph on V , by replacing each edge by a pair of symmetric arcs. A more standard representation goes
as follows. The graph G(L), defined before Theorem 4, is a graph realizing L as the collection of node sets of simple paths
in G(L). Indeed, any word of L describes, by construction, a walk in G(L). Such a walk is acyclic, because no word contains
repeated symbols. An acyclic walk is clearly a simple path. For unordered families of sets one proceeds as follows. Endow
V by an arbitrary linear order F . Such an order induces a linear order in each set of the collection and the collection can be
thus naturally identified with a language L. The graph G(L) realizes F .
Again the case of trees is not trivial. However, the vertex counterparts of Problems 1–4, say, Problem 1′′, Problem 2′′,
Problem3′′ and Problem4′′, respectively (notice that Problem1′′ and Problem2′′ are the same) are polynomial time solvable.
Problem 3′′ is the easiest one: just check if L is tree-shaped. More precisely, L is a (vertex) strongly graphical language
supported by a directed tree if and only if G(L) is a directed tree: in that case G(L) is the required supporting tree. Families
of vertex sets of undirected or directed paths in a tree have the Helly Property. Indeed, induced paths are subtrees and
families of subtrees of a given tree are archetypal examples of combinatorial objects enjoying the Helly Property [4]. By
the same arguments used in Section 5.1, after having tested the Helly Property for the input family F , one can reduce
Problems 1′′ and 4′′ to the problem of decidingwhether the intersection graph ofF is a Directed Vertex Path Tree (DV) graph
and an Undirected Vertex Path Tree (UV) graph, respectively, still using Monma and Wey’s terminology [20]. Accordingly,
a Directed Vertex Path Tree graph is the intersection graph of a family of vertex sets of directed paths in a directed tree
and an Undirected Vertex Path Tree graph is the intersection graph of a family of vertex sets of paths in a tree. Since the
recognition problems for DV graphs and UV graph are polynomial time solvable (see [20] and [16], respectively), it follows
that Problem 1′′ and 4′′ are polynomial time solvable as well.
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