Abstract. Most of the studies on Rota-Baxter algebras (also known as Baxter algebras) have been for commutative algebras. Free commutative Rota-Baxter algebras were constructed by Rota and Cartier in the 1970s. A later construction was obtained by Keigher and one of the authors in terms of mixable shuffles. Recently, noncommutative Rota-Baxter algebras have appeared both in physics in connection with the work of Connes and Kreimer on renormalization theory in perturbative quantum field theory, and in mathematics in connection with the work of Loday and Ronco on dendriform dialgebras and trialgebras. We give two explicit constructions of free noncommutative Rota-Baxter algebras. One construction is in terms of words for which we also give a recursive definition. The other one is in terms of angularly decorated planar rooted trees. This makes it more transparent the relation between Rota-Baxter algebras and dendriform algebras.
1. Introduction 1.1. Rota-Baxter algebras. A Rota-Baxter algebra (RBA) is an algebra R with a linear endomorphism P satisfying the Rota-Baxter relation:
(1)
P (x)P (y) = P P (x)y + xP (y) + λxy , ∀x, y ∈ A.
Here λ is a fixed element in the base ring and is sometimes denoted by −θ. The relation was introduced by the mathematician Glen E. Baxter [8] in his probability study, and was popularized mainly by the work of G.-C. Rota [41, 42, 43] and his school. Linear operators satisfying relation (1) in the context of Lie algebras were introduced independently by Belavin and Drinfeld [9] , and Semenov-Tian-Shansky [44] in the 1980s. In this context they were related to solutions, called r-matrices, of the (modified) classical Yang-Baxter equation, named after the physicists Chen-ning Yang and Rodney Baxter. Recently, there have been several interesting developments in theoretical physics and mathematics, including quantum field theory [12, 13, 32, 33] , YangBaxter equations [1, 2, 3] , shuffle products [18, 28, 29, 31] , operads [4, 14, 19, 34, 35, 36] , Hopf algebras [6, 18] , combinatorics [26] and number theory [18, 27, 31] . The most prominent of these is the work of Connes and Kreimer in their Hopf algebraic approach to renormalization theory in perturbative quantum field theory [12, 13] , continued in [16, 17, 22, 23 ].
1.2. Free Rota-Baxter algebras. As pointed out by Cartier [10] thirty years ago, "The existence of free (Rota-)Baxter algebras follows from well-known arguments in universal algebra but remains quite immaterial as long as the corresponding word problem is not solved in an explicit way as Rota was the first to do." Both Rota's aforementioned construction [41] and the construction of Cartier himself in the above cited paper dealt with free commutative Rota-Baxter algebras. A third construction was obtained by the second named author and Keigher [28] later as a generalization of shuffle product algebras.
The fundamental role played by noncommutative Rota-Baxter algebras in the theory of Connes and Kreimer [12, 13, 16, 17] on renormalization of quantum field theory moves the constructions of the corresponding free objects to the forefront. Our goal in this paper is to give explicit constructions of free noncommutative Rota-Baxter algebras.
This paper is also one step towards the understanding of the connection [1, 14] between Rota-Baxter algebras and dendriform algebras of Loday and Ronco [37] , in particular their Hopf algebra of planar trees. In a companion to this paper [21] , we apply this construction to obtain adjoint functors of the functors from Rota-Baxter algebras to dendriform dialgebras and trialgebras. This enables us to prove a Poincaré-Birkhoff-Witt theorem for the universal enveloping Rota-Baxter algebras of a dendriform di-and trialgebra, identifying a basis of the universal enveloping algebras in terms of the dendriform algebras. In particular we show that every dendriform trialgebra is a subalgebra of a Rota-Baxter algebra.
We will in fact consider several variations of free Rota-Baxter algebras, including free on a set and free on another algebra, a concept introduced in [28] . We also consider free objects in the category of unitary algebras and non-unitary algebras. For each of these contexts, we give explicit constructions in terms of words, and in terms of planar rooted trees, the later with applications to the Hopf algebra of planar trees of Loday-Ronco [37, 38] in mind.
In our efforts to give a uniform treatment of these various constructions of free Rota-Baxter algebras, we found that they can be derived from a Rota-Baxter algebra structure on planar rooted trees. Not only this Rota-Baxter algebra of rooted trees dictates the construction of free Rota-Baxter algebras, it also gives a natural tree interpretation of elements of free Rota-Baxter algebras as angularly decorated planar rooted trees. These Rota-Baxter algebras of rooted trees will be considered in Section 2.
Then free unitary Rota-Baxter algebras on a set is constructed in Section 3 both in the context of words and of trees as mentioned above. By a restriction process, we construct non-unitary free Rota-Baxter algebras in Section 4. As an application of these free Rota-Baxter algebras, unitarization of Rota-Baxter algebras is studied in Section 5.
See [5] for a variation of free Rota-Baxter algebras as decorated planar rooted trees, and their combinatorial properties. See [30] for enumerative properties of free RotaBaxter algebras.
1.3. Notation. In this paper, k is a commutative unitary ring. By a k-algebra we mean a unitary algebra over the base ring k unless otherwise stated. The same applies to Rota-Baxter algebras. For a set X, let k X be the free k-module ⊕ x∈X k x generated by X. If X is a semigroup (resp. monoid), k X is given the natural non-unitary (resp. unitary) k-algebra structures. Let Alg be the category of unitary k-algebras R whose unit is identified with the unit 1 of k by the structure homomorphism k → A. Let Alg 0 be the category of non-unitary k-algebras. Similarly let RB λ (resp. RB 0 λ ) be the category of unitary (resp. non-unitary) Rota-Baxter k-algebras of weight λ. The subscript λ will be suppressed if there is no danger of confusion. 
The Rota-Baxter algebra of trees
We first obtain a Rota-Baxter algebra structure on planar rooted trees and their various subsets. This allows us to give a uniform construction of free RBAs in different settings in § 3 2.1. Planar rooted trees. For the convenience of the reader and for fixing notations, we start by recalling concepts and facts of planar rooted trees.
A free tree is an undirected graph that is both connected and acyclic. A plane tree is a tree that can be embedded into the plane. A plane rooted tree is a plane tree in which a particular node has been distinguished as the root, so that there is only one incoming edge at each vertex, except the root which has only outgoing edges. A planar rooted tree is a plane rooted tree with a fixed embedding into the plane. There are two drawings of planar rooted trees. In one drawing all vertices are represented by a dot and the root is usually at the top of the tree. The following list shows the first few of them.
· · · Note we distinguish the sides of the trees, so the trees are non-symmetric.
In the second drawing the leaf vertices are removed with only the edges leading to them left, and the root, placed at the bottom in opposite to the first drawing, gets an extra edge pointing down. The following list shows the first few of them.
· · ·
In the following we will mostly follow the first set of notations though the second set of notations will also be used to relate to the Hopf algebra of planar rooted trees of Loday and Ronco.
Let T be the set of planar rooted trees and let T be the free semigroup generated by T in which the product is denoted by ⊔. Thus each element in T is a noncommutative product of elements in T, called a forest or a wood. So a forest is of the form T 1 ⊔ · · · ⊔ T n consisting of trees T 1 , · · · , T n . Here ⊔ means putting two trees next to each other, i.e., the concatenation. We use ⌊T 1 ⊔ · · · ⊔ T n ⌋ to denote the tree with a new root and an edge from the new root to each of the roots of the trees T 1 , · · · , T n , respectively. In the new tree, the trees T 1 , · · · , T n , now the branches, are in the same order as in T 1 ⊔· · ·⊔T n . This is the B + operator in the work of Connes and Kreimer [12] . The operation is also denoted by T 1 ∨· · ·∨T n in some other literature, such as by Loday and Ronco [37, 38] . Our operation ⊔ is different from ∨. Their relation is
So ⊔ just puts trees next to each other to form a forest while ⌊ ⌋ grafts a forest into a new tree. Note that parentheses for ⊔ is associative and so nonconsequential:
Whereas brackets for ⊔ is highly nonassociative:
A path is a linearly ordered chain from one vertex of the tree to another one. The length of a path is the number of edges it contains. The depth (or height) d(T ) of a tree T is the maximal length of paths in the tree. The depth of a forest is the maximal depth of trees in the forest. It is clear that the depth of a forest T is increased by one in ⌊T ⌋. The trees in a forest T are called root branches of ⌊T ⌋.
Furthermore, for a forest T = T 1 ⊔· · ·⊔T b with trees T 1 , · · · , T b , we define b to be the breadth b(T ) of T , define the head h(T ) of T to be 0 if T 1 is • and to be 1 otherwise. So h(T ) = 1 if and only if T 1 = ⌊T ⌋ for a non-empty forest T . Similarly define the tail t(T ) of T to be 0 (resp. 1) if T b is • (resp. is not •). We now show that planar rooted forests have a recursive structure. For any subset X of T, let X be the sub-semigroup of T generated by X. Note that X is (isomorphic to) the free semigroup generated by X, realized in T as the forests consisting of trees in X. Let T 0 = • , consisting of forests generated by •. These are also the forests of depth zero. Then recursively define
It is clear that T n is the set of trees with depth less or equal to n. From this observation, we see that T n form a linear direct system: T n ⊇ T n−1 , and
Then we have ⌊T⌋ ⊆ T. In fact, T satisfies a universal property with respect to the product ⊔ and the operator ⌊ ⌋. Recall that a pointed set is a set together with a particular element of the set. We similarly define Definition 2.1. A mapped semigroup is a semigroup U together with a map α :
When semigroup is replaced by monoid, k-algebra or non-unitary k-algebra in the above definition, we obtain the concept of mapped monoid, mapped k-algebras or mapped non-unitary k-algebra. For example, the semigroup T of forests with the map ⌊ ⌋ and the product ⊔ is a mapped semigroup. The k-module k T generated by T is a mapped k-algebra. A free mapped semigroup on a set X is a mapped semigroup (U X , α X ) together with a map j X : X → U X with the property that, for any mapped semigroup (V, β) together with a map f : X → V , there is a unique morphism
We similarly define the concept of free mapped k-algebras.
is the free mapped non-unitary algebra on one generator •.
We will see later that this free property dictates the construction of the free RBA .
Proof. (a) Let (V, β) be a mapped semigroup with product denoted by * , and let f : {•} → V be a set map. The homomorphismf : T → V is defined recursively as follows. First definef : T 0 = • → V by multiplicity:
Then extend the map tof :
by multiplicity. The resultingf : T → V is easily checked to be a homomorphism of mapped semigroups, and the unique one such thatf (
The proof of (b) is similar.
We note that k T is also the free noncommutative polynomials over T with coefficients in k and with product ⊔. We are going to define another product ⋄ on k T, making it into a unitary RBA . This is achieved by using the filtration T = ∪ n≥0 T n to recursively define a set map
and then extending it bilinearly. With the notation
we first define
is defined for i + j ≤ k. Consider trees T 1 , T 2 with h(T 1 ) + h(T 2 ) = k + 1. We first note that a tree is either • or is of the form ⌊T ⌋ for a forest T of smaller depth. Thus we can define
since for the three products on the right hand of the fourth equation, we have
which are all less than or equal to k. Note that in either case, T 1 ⋄ T 2 is a tree or a sum of trees. The parameter λ ∈ k will be important in the next part.
Now consider forests
is defined by Eq. (5) and the rest is given by the ⊔ -product. This completes the definition of the binary operation ⋄ of X NC (T).
We record the following simple properties of ⋄ for later applications.
So T with the operations ⊔ and ⋄ form a 2-associative algebra [39, 40] .
b ′′ be the decomposition of the forests into trees. Recall that parentheses for ⊔ is associative. Then by definition,
The proof of the second equation is the same.
Extending ⋄ bilinearly, we obtain a binary operation
For T ∈ T, define (7) P T (T ) = ⌊T ⌋.
Then P T defines a linear operator on k T.
The following is our first main result and will be proved in the next subsection.
We will construct a non-unitary sub-RBA in k T. Recall that a ladder tree is a tree in which every vertex has valency one or two. In terms of the brackets ⌊ ⌋, a ladder tree is a nested sequence of i pairs of brackets, i ≥ 0, with • in the middle
In particular • is a ladder tree. It is easy to see that a tree or forest contains a ladder subtree if and only if it contains ⌊•⌋. Proof. We only need to check that kT 0 is closed under ⋄ and P T = ⌊ ⌋. We remark that a forest T is in T 0 if and only if ⌊T ⌋ is in T 0 , as can be easily seen by the definition of T 0 . So k T 0 is closed under the Rota-Baxter operator P T . Note also that a forest is in T 0 if and only if each of its constituent trees is in T 0 . So by Lemma 2.3, we only need to show that if two trees T,
We prove this by induction on n :
. Since T and T ′ are not ladder trees, they cannot be •. Then we must have d(T ) ≥ 1 and d(T ′ ) ≥ 1, and so n ≥ 2. When n = 2, we have T = ⌊T ⌋ and
Then by Eq. (4), (5) and (6), we have
None of the terms contains ⌊•⌋, so they are in
By the induction hypothesis, each term in the brackets on the right hand side is in kT 0 , so the terms on the right hand side themselves are in k T 0 .
The proof of Theorem 2.4.

Proof. (a). By the definition (5),
• is the identity under the product ⋄. So we just need to verify the associativity. For this we only need to verify
for forests T ′ , T ′′ , T ′′′ ∈ T. We will accomplish this by induction on the sum of the depths n :
′′′ have depth zero and so are in T 0 = • , the sub-semigroup of T generated by •. Then we have
Then the associativity follows from Eq (4) since both sides of Eq (8) is • i ′ +i ′′ +i ′′′ −2 in this case. Assume associativity holds for n ≤ k and assume that
We next reduce the breadths of the words.
Lemma 2.6. If the associativity
holds when T ′ , T ′′ and T ′′′ are trees, then it holds when they are forests.
Proof. We use induction on the sum of breadths m :
The case when m = 3 is the assumption of the lemma. Assume the associativity holds for 3 ≤ m ≤ j and take T ′ , T ′′ , T ′′′ ∈ T with m = j + 1. Then j + 1 ≥ 4. So at least one of T ′ , T ′′ , T ′′′ has breadth greater than or equal to 2.
Thus by Lemma 2.3, we have
Similarly,
which follows from the induction hypothesis. A similar proof works if
In the same way, we have
This again proves the associativity.
To summarize, our proof of the associativity has been reduced to the special case when the forests
with the assumption that the associativity holds when n ≤ k, and (b) the elements are of breadth one. By (b), all the three elements are trees. If either one of them is • which is the identity under the product ⋄, then the associativity is clear.
So it remains to consider the case when
Using Eq. (5) and bilinearity of the product ⋄, we have
Applying the induction hypothesis in n to the fifth term T ′ ⋄ ⌊T ′′ ⌋ ⋄ ⌊T ′′′ ⌋ and then use Eq. (26) again, we have
Similarly we obtain
Now by induction, the i-th term in the expansion of (T ′ ⋄ T ′′ ) ⋄ T ′′′ matches with the σ(i)-th term in the expansion of
Here the permutation σ ∈ Σ 11 is (9) i σ(i) = 1 2 3 4 5 6 7 8 9 10 11 1 6 9 2 4 7 10 5 3 8 11 .
This completes the proof of the first part of Theorem 2.4. (b). We just need to prove that P T (T ) = ⌊T ⌋ is a Rota-Baxter operator of weight λ. This is immediate from Eq. (5).
Free Rota-Baxter algebras on a set
We will consider the constructions of free unitary RBAs over a set, generalizing the commutative case considered in [10, 28, 29, 41] . We describe a canonical basis of the algebra in several ways, by words recursively and explicitly, and also by rooted trees.
Variations of free RBAs , such as the more general free non-unitary RBAs and free RBAs over another algebra, will also be constructed. Doing so allows us to extend structure and methods for free RBAs over a set to this more general class of RBAs . Indeed, as we will see, these more general RBAs share similar properties of the free RBAs over a set.
Free non-unitary RBAs are more convenient in some applications, say to study universal enveloping RBAs of dendriform dialgebras and trialgebras, and free dendriform dialgebras and trialgebras [21] . We also use free RBAs to study the unitarization process of RBAs . This process is very well-known and simple for algebras, but is much more involved for RBAs . This will be given in Section 5.
3.1. Constructions of a basis. Definition 3.1. A free RBA over a set X is a RBA F (X) with a Rota-Baxter operator P X and a set map j X : X → F (X) such that, for any RBA R and any set map f : X → R, there is a unique RBA homomorphismf :
That is, such that the following diagram commutes.
When all algebras are replaced by non-unitary algebra in the definition, we obtain the definition of a free non-unitary Rota-Baxter algebra over X. When the set X is replaced to an algebra A, and all set maps are replaced by algebra homomorphisms, we obtain the definition of free RBA F (A) over A. Similarly define the non-unitary version. It is easy to check that F (X) is the special case of F (A) when A is taken to be k X , the (noncommutative) free algebra over X.
We will start with a recursive construction of a canonical k-basis of the free RBA as certain words on the set X, followed by an explicit description of these words. We then interpret these words in terms of rooted trees. This tree interpretation allows us to use the Rota-Baxter algebra obtained in the last section to construct free Rota-Baxter algebras from these words.
Recursive definition of a basis.
We first slightly extend the universal property of rooted trees in § 2. Let X be a set. The category of mapped monoids and free mapped monoid over X are defined in the same way as in the case of mapped semigroup in §2. We have the following construction of free mapped monoid over X.
For any set Y , let S(Y ) be the free semigroup generated by Y , let M(Y ) be the free monoid generated by Y and let ⌊Y ⌋ be the set {⌊y⌋ y ∈ Y }. We recursively define a direct system {S n , i n,n+1 : S n → S n+1 } of free semigroups and a direct system {M n ,ĩ n,n+1 : M n → M n+1 } of free monoids, both with injective transition maps. We do this by first letting S 0 = S(X) and M 0 = M(X), and then define
with i 0,1 andĩ 0,1 being the natural injection
We remark that elements in ⌊M(X)⌋ are only symbols indexed by elements in M(X).
In particular, ⌊1⌋ is not the identity. We identify S 0 and M 0 with their images in S 1 and M 1 . In particular, 1 ∈ M 0 is sent to 1 ∈ M 1 . Inductively assume that S n−1 and M n−1 have been defined for n ≥ 2. We define
Further assume the embeddings
are obtained. Then we have the injections
Thus by the freeness of S n−1 = S(X ∪ ⌊M n−2 ⌋) and M n−1 = M(X ∪ ⌊M n−2 ⌋), we have
We finally define the semigroup
with identity (the image of) 1.
The same proof for Proposition 2.2 gives
is the free mapped unitary algebra on X.
Let Y, Z be two subsets of M(X). Define the alternating products
It is again a subset of M(X).
Using this, we construct a sequence of subsets of M(X) by the following recursion.
More precisely,
So for instance,
Here the last equations in Eq. (14) and (15) follow since X 1 ⊇ X 0 ,X 1 ⊇X 0 and, assuming X n ⊇ X n−1 andX n ⊇X n−1 , we get X n+1 = Λ X (X,X n ) ⊇ Λ X (X,X n−1 ) = X n and thusX n+1 ⊇X n . (a) For each n ≥ 1, the union of X n = Λ X (X 0 ,X n−1 ) expressed in Eq. (13) is disjoint:
This union is also preserved under the inclusion X n → X n+1 . (b) Every RBW x = 1 has a unique decomposition
where
This decomposition will be called the standard decomposition of x.
For a RBW x inX n with standard decomposition x 1 · · · x b . We define b to be the breadth b(x) of x, we define the head h(x) of x to be 0 (resp. 1) if x 1 is in M(X) (resp. in ⌊X n−1 ⌋). Similarly define the tail t(x) of x to be 0 (resp. 1) if x b is in M(X) (resp. in ⌊X n−1 ⌋). In terms of the decomposition (13), the head, tail and breadth of a pure tensor x are given in the following table.
x
So, in particular, the depth of elements in X is 0 and depth of elements in ⌊X 0 ⌋ is one.
Example 3.1. For t 1 , t 2 , t 3 ∈ X, the word ⌊⌊t 1 ⌋t 2 ⌋t 3 has head 1, tail 0, breadth 2 and depth 2.
The explicit description.
To easily tell whether a word is a RBW, we give an equivalent description without using recursion. This part will not be needed in the rest of the section. LetX = X ∪ {1}, where1 is another symbol. Let X ′ = X ∪ {⌊, ⌋} and letX ′ = X ∪ {⌊, ⌋}. A word z inX ′ can be uniquely written as z = z 1 · · · z m with z i ∈X ′ , 1 ≤ i ≤ m. We define the length ℓ(z) of z to be m, define h ′ (z) to be 0 (resp. 1) if z 1 is in X (resp. in {⌊}). Similarly define t ′ (z) to be 0 (resp. 1) if z m is in X (resp. in {⌋}).
We will see that for a word z ∈X ′ , the numbers h
′ of z agree with the numbers h, t, d, b defined above, once words inX ∞ and inX ′ are identified. To identifyX ∞ withX ′ , we start with giving a sequence of embeddings
for the sets M n defined in Eq. (10) . First by the freeness of the semigroup S(X) generated by X, the natural embedding
extends uniquely to a semigroup homomorphism
identifying S(X) with the free (sub)semigroup of S(X ′ ) generated by X = φ 0 (X). So the semigroup homomorphism φ 0 must be injective. We then extend φ 0 tõ
by definingφ 0 (1) =1. Note thatφ 0 is not a monoid homomorphism or even a semigroup homomorphism, since 1x = x in M(X) for any x ∈ X whileφ 0 (1)φ 0 (x) = 1φ 0 (x) =1x = x =φ 0 (x) in S(X ′ ). Nevertheless,φ 0 is injective as a set map, since it is injective on S(X) and sending 1 ∈ M(X)\S(X) to1 ∈ S(X ′ )\φ 0 (S(X)). To illustrate the recursion definingφ n , we show another step before giving the inductive definition. We definẽ
Here the brackets on the left hand side are just to distinguish ⌊x⌋ as a new letter from x; while on the right hand side, the brackets are themselves letters, giving a new word ⌊φ 0 (x)⌋ from a word x ∈ S(X ′ ). It is again injective, extending to the injective map
Then by the freeness of the semigroup S(X ′ ), φ 1 extends to an injective semigroup homomorphism
and then to a set mapφ
by definingφ 1 (1) =1. In general, inductively assume that we have defined an injective monoid homomorphism
and an injective mapφ
withφ n (1) =1. We then get the injective map
which extends to the injective map
We then get the injective semigroup homomorphism
and finally the set injectionφ
withφ n+1 (1) =1. We thus get a morphism of injective systems
with injective transition maps. Here the direct system on the right is {S(X ′ ) id − → S(X ′ )}. We then get injective maps
They restrict to injective maps
We clearly have
From the proposition, it is immediate that
are RBWs while
are not RBWs.
Proof. (a) Sinceφ ∞ (1) =1, we only need to prove φ ∞ (X ∞ ) = X ′ . Let X ′ n be the set of words z in X ′ with d ′ (z) ≤ n. Then we only need to prove (19) φ n (X n ) = X ′ n , n ≥ 0, for which we will verify by induction on n.
When n = 0, we have X 0 = S(X). On the other hand, recall that a word in 
. On the other hand, let z be in X ′ k+1 . We use induction on the length m := ℓ(z) of z to prove z ∈ φ k+1 (X k+1 ). When m = 1, z must be in X and so is in φ k+1 (X k+1 ). Assume this is true for 1 ≤ m ≤ j, and let z = z 1 · · · z j+1 . Then j + 1 ≥ 2. By the conditions on words in X ′ , z 1 is either in X or is ⌊. If z 1 ∈ X, then z 2 = ⌊ and it is easy to check the conditions in Definition 3.5 and see that z 2 · · · z j+1 is still in X ′ with d ′ -value at most k + 1. By the induction hypothesis, z 2 · · · z j+1 is in φ k+1 (X k+1 ). Since z 2 = ⌊ , using Eq. (13), we see that the word z 2 · · · z j+1 must be the image under φ k+1 of an element in
Therefore, again by the multiplicity of φ k+1 , x is the image under φ k+1 of an element in
and so is in φ k+1 (X ′ k+1 ). Now if z 1 = ⌊ , then by condition (a) in Definition 3.5, there is 1 ≤ ℓ ≤ j + 1 such that d ℓ (z) = 0. Let ℓ be the minimum with this condition. Then z ℓ =⌋. So z =
So by the induction hypothesis on k, z 2 · · · z ℓ−1 is in φ k (X k ) and therefore z 1 · · · z ℓ is in φ k+1 (X k+1 ). If z = z 1 · · · z ℓ , then we are done. Otherwise, by conditions (c) and (d) in Definition 3.5, we have z ℓ+1 ∈ X. Further z ℓ+1 · · · z j+1 is still in X ′ , of length not exceeding j and depth at most k + 1. So the induction hypotheses implies that z ℓ+1 · · · z j+1 is in φ k+1 (X k+1 ). Then the concatenation z 1 · · · z ℓ z ℓ+1 · · · z j+1 is still in φ k+1 (X k+1 ) by the multiplicity of φ k+1 .
In summary, by induction on m, we have X ′ k+1 ⊆ φ k+1 (X k+1 ) and hence φ k+1 (X k+1 ) = X ′ (x) also follows from the definitions.
3.1.3. Rooted trees and bracketed products. We will express elements inX ∞ as planar rooted trees that are angularly decorated by elements in X. Let X be a set. Let Π(X) be the power set (set of subsets) ofX ∞ . The fact that the set of Rota-Baxter bracketed words follows from the same recursion as the one for the set T of forests suggests the following tree representation of Rota-Baxter bracketed products Theorem 3.7. There is a unique map
We recall that 1 is the identity of M(X), so
Note that in item (b) there is an extra copy of X inserted between X T 1 and X T 2 . For example,
As another example, we check Simply put, to get X T from a forest T , express T in terms of ⊔, and brackets (called the standard representation of T ). Then replace ⊔ by X, keep the brackets and delete the one vertex tree .
Proof. Define a product
Then Π(X) becomes a semigroup, in fact a mapped semigroup with the operator ⌊ ⌋. Since T is the free mapped semigroup on , the assignment → {1} extends uniquely to a morphism of mapped semigroups from T to Π(X). Therefore the conditions in (a)-(c) are satisfied.
For the last statement, we will prove by induction on n that
Here T n , defined in Eq. (2), is the set of planar rooted forests of depth at most n. The disjointness of the union follows from Eq. (16).
When the depth n = 0, we haveX n = M(X) =
• m≥0 X m with the convention that X 0 = {1}. On the other hand, T ∈ T 0 are forests in , so are of the form T = ⊔i , i ≥ 1. Since we have X ⊔i = X i−1 by the first part of the theorem. We are done with n = 0.
Assume Eq. (21) holds for n ≤ k with k ≥ 0. Any T ∈ T n+1 is of the form
Thus by induction, either X T i = {1} or X T i ⊂X n and hence
This proves
• T ∈T n+1 X T ⊆X n+1 . The other inclusion is similar, completing the induction.
For ease of recording a Rota-Baxter word in the tree form, we use the following notation. By Theorem 3.7, for any Rota-Baxter word x ∈X ∞ , there is a unique forest T such that x ∈ X T . We call T the tree or skeleton of x and denote it by sk(x). Let y(T ) be the number of leaves of T in the standard sense of trees. We also use the short hand notation y(x) := y(sk(x)). Let |x|, called the fruits of x, be the reduced word in M(X) obtained by ignoring the brackets in x. For example, for x 1 , x 2 ∈ X, |x 1 ⌊x 2 ⌋| = x 1 x 2 and |x 1 ⌊1⌋x 2 | = x 1 x 2 . Note that |x 1 ⌊1⌋x 2 | = x 1 1x 2 since it is not reduced. We define w(x), called the weight of x, to be the weight of |x|. So |x| = x 1 · · · x w . We then denote We express the exponents in both drawings of the trees. Because of Theorem 3.7, there is no ambiguity in the power form notation of Rota-Baxter words. In other words, for any Rota-Baxter word x, there is unique forest T = sk(x) and unique
In fact, there is a close relation between w(x) and the number y(T ) of leaves of T . Proposition 3.8. For any x ∈ X ∞ , we have w(x) = y(sk(x)) − 1.
By convention, we define w(1) = 0. Then the proposition is true for all x ∈X ∞ .
Proof. Fix x ∈ X ∞ . Then there is a unique T ∈ T\{ } such that x ∈ X T . We use induction on the depth d(T ) of T . Recall that d(T ) is defined to be the number of edges the longest chain in T passes. When d(T ) = 0, we have T = ⊔n , n ≥ 2. Then x ∈ X T = X (n−1) by Theorem 3.7 and the proposition is proved. Assume the proposition is proved for all words x in X T with d(T ) ≤ k and k ≥ 0, and let x ∈ X T for d(T ) = k + 1. Then k + 1 ≥ 1. If T is a tree, then T = ⌊T ⌋ with T ∈ T k . So x = ⌊x⌋ with x ∈ X T . By the induction hypothesis, w(x) = y(T ). But applying the bracket preserves the values of w( ) and y(sk( )). So w(x) = y(T ). If T is a forest, then
By what we have just proved, w(x i ) = y(T i ) − 1. Therefore,
This completes the induction.
To get a tree representation of the Rota-Baxter bracketed words themselves we introduce the concept of angular decorated trees, similar to [24] . An angular decoration of a tree by a set X is the tree with a decoration by elements from X on the angles of the trees, that is, a decoration between each pair of adjacent non-root edged of a vertex. Similarly an angular decoration of a forest by a set X is the forest with a decoration by elements from X on the angles of the trees in the forest and between adjacent trees of the forest. A tree or a forest with an angular decoration is called a angularly decorated tree or forest.
We denote an angularly decorated rooted forest by D = (T ; x), where T is the forest that is decorated and x = (x 1 , · · · , x n ) contains the decorations x i ∈ X, listed from the left most decoration to the right most one. We let (T ; X) denote the set of decorated rooted forests of T with decoration set X. 
Here is the first example in Eq. (23) expressed in terms of angularly decorated trees and forests. We give the decoration in both drawings.
Here are some more examples
sending a Rota-Baxter bracketed word in power form (
) is a bijection. Furthermore, it satisfies the following properties.
(a) ρ(1) = ρ(X ) = {( ; ∅)}; (b) For any two forests T 1 and
Therefore, together with Proposition 3.6, we have three interpretations of RBWs.
Proof. We first note that by convention, ρ(1) = ( ; ∅). Any x( = 1) ∈X ∞ has the power form |x| T for a unique T ∈ T. Here |x| = (x 1 · · · x w ) is the fruit of x with w + 1 being the number of leaves of T (Proposition 3.8). Therefore, x gives a unique angularly decoration of T by decorating the w angles between the adjacent leaves of T . This is ρ(x) = (T ; (x 1 , · · · , x w )). Conversely, given an angular decoration (T ; (x 1 , · · · , x w )) of T by x i ∈ X, then by Proposition 3.8, w + 1 is the number of leaves of T , so (
T is a well-defined element of X T . The two maps are obviously the inverse of each other.
3.2.
The product in a free RBA over a set. We define X NC (X) to be the free k-module withX ∞ as the basis.
We now define a product ⋄ on X NC, 0 (X) by defining x ⋄ x ′ for any two words x and x ′ inX ∞ , and then extending by bilinearity. The construction of the product and the proof of its associativity can be done directly in terms of the words. But it is more concise and intuitive to use the tree representation of the RBWs (Theorem 3.7) and the Rota-Baxter algebra structure on trees in Theorem 2.4.
Product defined by words.
This subsection is for the convenience of the reader who would like to see the product defined directly in terms of Rota-Baxter words. Other readers might want to skip this part and move to the next subsection.
Roughly speaking, the product of such words is defined to be the concatenation product whenever t(x) = h(x ′ ). When t(x) = h(x ′ ), the product is defined by the product in M(X) or by the relation (25) ⌊x⌋ ⋄ ⌊x
To be precise, we define the product x ⋄ x ′ inductively on the sum n := d(x) + d(x ′ ) of the depths of x and x ′ . Note that we have n ≥ 0. If n = 0, then x, x ′ are iñ X 0 = M(X) and we define x ⋄ x ′ = xx ′ , the concatenation in M(X). Suppose x ⋄ x ′ has been defined for all RBWs x, x ′ ∈X ∞ with n ≥ k ≥ 0 and let x, x ′ ∈X ∞ with n = k + 1. First assume the breadth b(x) = b(x ′ ) = 1. Then x and x ′ are in X 0 = S(X) or ⌊X ∞ ⌋. We accordingly define
Here the product in the first three cases is defined by concatenation, and in the fourth case by the induction hypothesis since for the three products on the right hand side we have
which are all less than or equal to k.
b ′ be the standard decompositions from Lemma 3.4. We then define (27) x 
Approach by trees. By Theorem 3.7 and Theorem 3.9, for any element x ∈X ∞ , there are unique x i ∈ X, 1 ≤ i ≤ w, and T ∈ T such that x = (x 1 · · · x w )
T ∈ X T in the power form of Proposition 3.8. Here w + 1 is the number of leaves y(T ) of T . Similarly, x ′ ∈X ∞ has its power form (x
Here T 1 ⋄ T 2 is defined in Eq. (5). The right hand side is well-defined since by the definition of ⋄ for trees, the number
Comparing the definition of T 1 ⋄ T 2 in Eq. (5) and the product ⋄ defined in Eq (26) and Eq. (27), we see that the products ⋄ on X NC (X) defined in terms of words and in terms of trees are the same.
Obviously ⌊x⌋ is again in X NC (X). Thus P X defines a linear operator on
T , then we have
Here P T is the Rota-Baxter operator in Eq. (7). Let Proof. (a) For the associativity of ⋄ on X NC (X) we only need to prove
for any x, x ′ and
T ′′ be their power form with T, T ′ , T ′′ ∈T ∞ . Then by Eq. (5) we only need to prove
which follows from the associativity of ⋄ for trees (Theorem 2.4).
(b). The Rota-Baxter property of ⌊ ⌋ on X NC (X) follows from the Rota-Baxter property of ⌊ ⌋ on k T in Theorem 2.4.
It can also be seen immediately from Eq. (26) . (c). Let (R, P ) be a unitary RBA of weight λ. Let f : X → R be a set map. We will construct a k-linear mapf : X NC (X) → R by definingf (x) for x ∈X ∞ . We achieve this by definingf (x) for a RBW x ∈X n , n ≥ 0, using induction on n. For x ∈X 0 := M(X), so x = x 1 · · · x r with x 1 , · · · , x r ∈ X ∪ {1}, definef(x) = f (x 1 ) * · · · * f (x r ). Supposef (x) has been defined for x ∈X n and consider x inX n+1 which is, by definition (16),
Let x be in the first union component
By the construction of the multiplication ⋄ and the Rota-Baxter operator P X , we have
where the right hand side is well-defined by the induction hypothesis. Similarly definē f (x) if x is in the other union components. For any x ∈X ∞ , we have P X (x) = ⌊x⌋ ∈ X NC (X), and by definition (Eq. (32)) off , we have Note that this is the only possible way to definef(x) in order forf to be a Rota-Baxter homomorphism extending f .
It remains to prove that the mapf defined in Eq. (32) is indeed an algebra homomorphism. For this we only need to check
for all RBWs x, x ′ ∈X ∞ . For this we use induction on the sum of depths n :
. Then Eq. (35) follows from the multiplicativity of f . Assume that multiplicativity holds for x, x ′ ∈X ∞ with n ≥ k and take x, x ′ ∈X ∞ with n = k + 1. Let
In the first three cases, the right hand side isf (x b ) * f (x ′ 1 ) by the definition off. In the fourth case, we have, by Eq. (33), the induction hypothesis and the Rota-Baxter relation of P ,
This is what we need.
Free non-unitary Rota-Baxter algebras on a set
We now modify the construction of free unitary Rota-Baxter algebras in Section 3 to obtain free non-unitary Rota-Baxter algebras. Since the constructions are quite similar, we will be brief for most parts and put some emphasize on the difference.
For any set Y , let S(Y ) be the free semigroup generated by Y , We recursively define a direct system {S 0 n , i 0 n,n+1 : S 0 n → S 0 n+1 } of free semigroups with injective transition maps. We obtain this direct system as a sub-direct system of the direct system {S n , i n,n+1 : S The same proof as for Proposition 2.2 gives
is the free mapped non-unitary algebra on X.
We construct a sequence of subsets X 
∞ are called nonunitary Rota-Baxter parenthesized words (RBWs). Since X 0 n is a sub-direct system of X n . All statements in Section 3 for X n remain to hold for X 0 n . Using the same notations as in Definition 3.5, we likewise define 
We similarly check
As a consequence to Theorem 3.9, we have We define X NC, 0 (X) to be the free k-module with X 0 ∞ as the basis. Then it is a submodule of X NC (X). We define a product ⋄ on X NC, 0 (X) by the restriction of ⋄ on X NC (X), either in terms of words directly or in terms of trees. Also define ⌊ ⌋ : X NC, 0 (X) → X NC, 0 (X) to be the restriction of ⌊ ⌋ on X NC (X). Then using the notation and proof of Theorem 3.10, we have 
Unitarization of Rota-Baxter algebras
The unitarization process of associative algebras is simple and well-known. For any non-unitary algebra A (even if A does have an identity), defineÃ := k1 ⊕ A with component wise addition and with product defined by (a, x)(b, y) = (ab, ay + bx + xy).
ThenÃ is a unitary algebra with identity (1, 0) and a natural embedding u A : A →Ã, x → (0, x).
FurtherÃ is the unitarization of A, characterized by the property that, for any unitary algebra B and non-unitary algebra homomorphism f : A → B, there is a unique unitary algebra homomorphismf :Ã → B such that f =f u A . To generalize this process to Rota-Baxter algebras turns out to be much more involved since, by formally adding a unit 1 to a non-unitary algebra (A, P ), we also need to add its images under the Rota-Baxter operator P and iterations, such as P (1), P (xP (1)), etc. Then it is not clear how these new elements should behave to form a Rota-Baxter algebra. We will start with the unitarization of free Rota-Baxter algebras and then take care of the case of a general Rota-Baxter algebra by considering it as a quotient of a free Rota-Baxter algebra.
Let us first give the definition. By the uniqueness of Rota-Baxter unitarization, for a different choices of the generating set X of A, the unitarization we obtain are isomorphic.
Proof. Let B be a unitary Rota-Baxter algebra and let let f : A → B be in RB 0 . Let h = f •ḡ. By Theorem 5.2, there is a uniqueh :
Sinceh is a Rota-Baxter ideal of X NC (X) andJ is the Rota-Baxter ideal of X NC (X) generated by J, we must have kerh ⊇J. Therefore, there is a uniquẽ f :Ã → B such thath =ḡ •f . Now
Sinceḡ is surjective, we havef • u A = f . So the existence off in Definition 5.1 is proved.
To prove the uniqueness off , suppose there is alsof ′ :Ã → B in RB such that f ′ • u A = f . Then we havef Sinceḡ is surjective, we havef ′ =f , as needed.
