Abstract-To overcome blind spots of an ordinary weather radar which scans horizontally at a high altitude, a weather radar which operates vertically, so called an atmospheric profiler, is needed. In this paper, a K-band radar for observing rainfall vertically is introduced, and measurement results of rainfall are shown and discussed. For better performance of the atmospheric profiler, the radar which has high resolution even with low transmitted power is designed. With this radar, a melting layer is detected and some results that show characteristics of the meting layer are measured well.
I. INTRODUCTION
A weather radar usually measures meteorological conditions of over a wide area at a high altitude. Because it observes weather phenomena in the area, it is mainly used for weather forecasting. However, blind spots exist because an ordinary weather radar scans horizontally, which results in difficulties in obtaining information on rainfall at higher and lower altitudes than the specific altitude. Therefore, a weather radar that covers the blind spots is required.
A weather radar that scans vertically could solve the problem. This kind of weather radar, so called an atmospheric profiler, points towards the sky and observes meteorological conditions according to the height [1] . Also, because the atmospheric profiler usually operates continuously at a fixed position, it could catch the sudden change of weather in the specific area.
In this paper, K-band rain radar which has low transmitted power and high resolutions of the range and the velocity is introduced. The frequency modulated continuous wave (FMCW) technique is used to achieve high sensitivity and reduce the cost of the system. In addition, meteorological results are discussed. Reflectivity, a fall speed of raindrops and Doppler spectrum measured when it rained are described, and characteristics of the melting layer are analyzed as well.
II. DEVELOPMENT OF K-BAND RAIN RADAR SYSTEM

A. Antenna
To suppress side-lobe levels and increase an antenna gain, offset dual reflector antennas are used [2] . Also, separation wall exists between the transmitter (Tx) and receiver (Rx) antennas to improve isolation between them. With these methods, leakage power between Tx and Rx could be reduced. Fig. 1 shows manufactured antennas and the separation wall. Fig. 2 shows a block diagram of the K-band rain radar. Reference signals for all PLLs in the system and clock signals for every digital chip in baseband are generated by four frequency synthesizers. In the Tx baseband module, a field programmable gate array (FPGA) controls a direct digital synthesizer (DDS) to generate an FMCW signal which decreases with time (down-chirp) and has a center frequency of 670 MHz. The sweep bandwidth is 50 MHz which gives the high range resolution of 3 m. Considering the cost, 2.4 GHz signal used as a reference clock input of the DDS is split and used for a local oscillator (LO). the FMCW signal is transmitted toward raindrops with the power of only 100 mW. Beat frequency which has data of the range and the radial velocity of raindrops is carried by 60 MHz and applied to the input of the Rx baseband module. In the Rx baseband module, quadrature demodulation is performed by a digital down converter (DDC). Thus, detectable range can be doubled than usual. Two Dimensional-Fast Fourier Transform (2D-FFT) is performed by two FPGAs. Because the 2D FFT is performed with 1024 beat signals, the radar can have high resolution of the radial velocity. Finally, data of raindrops are transferred to a PC with local LAN via the an UDP protocol. TABLE I. shows main specification of the system. 
B. Design of Tranceiver
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Comparative study of broadcasting antenna array optimization using evolutionary algorithmsn
INTRODUCTION
The rapid increase of wireless communications systems has led in intensive research on antenna optimization, also in the area of broadcasting, [1] . Because of the usually large distance between the broadcasting site and the coverage area the transmitting antenna array is required to have a narrow main lobe in the vertical (elevation) plane in order to avoid useless radiation towards the sky or the ground. This requirement results in a high gain towards the horizon. However, some downward tilting of the main lobe is usually required because the broadcasting antenna array is normally located at a high altitude relative to the service area. The downward tilt angle is relatively small (between 1 and 5 degrees) due to the large distance between the elevated broadcasting site and the service area. Furthermore, deep nulls exist between the main antenna lobe and secondary lobes, as seen in Fig. 1 . This can result in very low received signal in the immediate vicinity of the antenna array, which is obviously a very negative effect. In order to achieve satisfactory signal levels everywhere some null-filling has to take place, even at the expense of a lower peak gain. Null-filling is required in practically all broadcasting services, but it is particularly important in the case of digital TV, because reception can become very difficult even at a short distance from the broadcasting site. Moreover, the radiation pattern needs to exhibit a very low sidelobe level, except naturally for the null-filling region, in order to avoid radiation energy being wasted, e.g. upwards towards the sky, and thus avoid decreasing of the main lobe gain. All the above requirements must be simultaneously satisfied by the antenna array, therefore, an automated optimization method can be used advantageously to solve the antenna design problem. In particular, evolutionary optimization algorithms are very suitable for this type of problem because of their robustness and avoidance of local optima in favor of the global optimum. Their main drawback is the very long computation time required, but in this case of a one-off design this is not a serious concern. Some of the most commonly used evolutionary optimization algorithms in the area of electromagnetics are evaluated in this study: Particle Swarm Optimization (PSO), [3] [4] , Differential Evolution (DE), the recently developed Invasive Weed Optimization (IWO) and Adaptive IWO (ADIWO), [5] [6] [7] , and the Taguchi optimization method, [6] .
In Figure 2 , a broadcasting tower is depicted in the center of the city of Milan in Italy. Below the top UHF section (in red and white) there are 4 arrays of 16 collinear horizontal VHF dipoles each, radiating in four directions. This is a typical broadcasting array that can be optimized by evolutionary algorithms. In this study, linear arrays of collinear isotropic sources are optimized with respect to maximum gain and a fixed main lobe tilting for a specified degree of null-filling. The amplitude excitations of all radiating elements are assumed to be equal, and the optimization parameters are the feeding phase angles and inter-element distances. 
EVOLUTIONARY ALGORITHMS
Before starting to use an Evolutionary Algorithm (EA), the parameters (input independent variables or equivalently the input vector) that need optimization must be determined. The dependent variable (scalar output) which needs to be maximized or minimized is the fitness function which is a multi-variable scalar function of the input parameters (input vector). The fitness function, which is scalar, is constructed in a way that includes all the performance indicators that need to be optimized (some will be maximized while others will be minimized). Moreover, the more input variables (the longer the input vector), the more difficult and time-consuming the optimization problem. Initially, a 'population' of input vectors is produced using a uniform random number generator within the search space. The size of the population is usually predefined and fixed. Normally, the more input variables, the bigger the size of the population required. Fitness values are evaluated for the whole population and they are used in order to generate the next set of input vectors (next population). In summary, the main steps of a typical EA are explained below:
1. Initialization of a population (initial setting of input vectors): initially a fixed number of random input vectors is generated in order to start a random search process.
2. Evaluation of fitness: each individual of the population has an associated fitness value which is evaluated in order to decide which individuals have the best fitness, and thus are closer to an optimum.
3. Selection of population with the best fitness: After the fitness evaluations, the individuals with the best fitness values are chosen and are used for constructing the next population by typically using a Gaussian random number generator. Only the individuals with the best fitness survive. 4. Termination: steps 2 and 3 are repeated until the best fitness is found and the process is terminated after a fixed number of iterations.
OPTIMIZATION RESULTS
Two collinear antenna arrays were optimized, one with 8 isotropic sources and another one with 16 isotropic sources. The array factor is:
where, the summation extends over all isotropic sources. In these cases, the optimization is performed for maximum array gain G , a design downward main lobe tilting of
i.e. 2 degrees downwards from the horizontal, and design sidelobes not lower than 20dB below the peak main-lobe gain, i.e. 
The positive constants: 1 2 , c c , and 3 c determine the relative importance of gain, down-tilt, and null-filling in the optimization. The optimization variables are: the inter-element distances, and relative phases of the radiating elements. The optimization goal is the maximization of the antenna gain subject to constraints on down-tilting and null-filling. All methods in this study achieve the desired down-tilt and nullfilling characteristics, however, radiation patterns from IWO optimized designs are seen to be of a higher quality and higher gain. Naturally, a higher gain but with more sidelobes is obtained from a 16-element array, as expected. Tables I and II compare the five optimization algorithms in terms of best fitness, gain, and CPU time on a modest laptop i3-330M processor at 2.13 GHz. IWO is a clear winner in terms of best achieved results followed by PSO and DE. The other two algorithms, Taguchi and ADIWO, although they are very fast, they lead to limited accuracy results. Fig. 3 depicts the average and minimum sidelobe levels in the null-filling region for the 8 element antenna array. Fig. 4 depicts the average convergence rate of the algorithms in 20 executions. The fitness values versus the number of fitness evaluations for the antenna array with sixteen elements for all studied algorithms is shown and useful insight can be obtained concerning the behavior of each algorithm. The convergence diagram in the case of an eight element array is very similar. The evolutionary optimization algorithms generally produced satisfactory results. The most important observation is that the lowest fitness is produced by the IWO algorithm in both cases (8 and 16 element arrays). Some of the algorithms converge faster during the initial iterations than IWO. This observation suggests that IWO requires substantial computational resources and a long CPU time in order to produce the best results. These facts indicate the possibility of upgrades with a possible combination of algorithms that would converge to a global optimum solution with less fitness evaluations. It should also be noted that the Taguchi algorithm terminates after only 77 iterations due to its deterministic nature. 
CONCLUSIONS
Five popular evolutionary optimization algorithms were compared in this study in terms of speed and accuracy in converging to a global optimum. The algorithms were applied in the design of a collinear broadcasting antenna array. The main antenna lobe gain was maximized subject to constraints regarding down-tilting and null-filling. IWO produces the best results followed by PSO and DE. However, it should also be noted that these are the three most computationally intensive methods in this study.
