Abstract. Let V and W be n-dimensional vector spaces over GF(2). A function Q : V → W is called crooked (a notion introduced by Bending and Fon-Der-Flaass) if it satisfies the following three properties:
Crooked functions
Crooked functions were introduced in [1] as a means to generalise the construction of new distance regular graphs found by de Caen, Mathon, and Moorhouse [4] . In this note we show that crooked functions can similarly be used to generalise the constructions of the distance regular coset graphs of the Kasami codes (Kasami graphs) [2, Theorem 11.2.1, (13), q = 2], of symmetric 5-class association schemes related to Kasami graphs which were recently found by de Caen and van Dam [3] , and of the double error-correcting, uniformly packed BCH (Kasami) codes and Preparata codes.
First we recall from [1] the definition and some basic properties of crooked functions, and some useful notations.
Let V and W be n-dimensional vector spaces over GF (2) , and Q : V → W any mapping. We shall use the notation Q(a 1 , a 2 , . . . , a m ) = Q(a 1 ) + Q(a 2 ) + · · · + Q(a m ).
Also, for 0 = a ∈ V , we denote by H a (Q), or simply H a , the set
We shall denote the size of a finite set X by |X |. An equivalent but in some situations more useful description of crooked functions is given in the following proposition which was proved in [1] . Examples of crooked functions can be constructed as follows. Let V = W = GF(2 n ) with n odd. Let k be a natural number coprime to n. Then the function Q(x) = x 1+2 k is crooked. If, in the constructions to follow, we use these examples, we obtain precisely the Kasami graphs, the schemes constructed in [3] , and the double error-correcting BCH codes and Preparata codes.
Proposition 2 If Q is a crooked mapping then
At present, no other examples of crooked functions are known. But the simplicity of Definition 1 suggests that many more examples should exist. Thus, an alternative title for this note might have been: "Wanted: Crooked functions. Reward increased". 
Kasami graphs
Let Q : V → W be a crooked function; dim V = dim W = n. Let N = 2 n = |V |. We define a graph K = K (Q) as follows. The vertex set of K is = V × W = {(v, w) | v ∈ V, w ∈ W }.
Theorem 3 The graph K (Q) is distance regular with intersection array
Proof: The mappings t x,y : (v, w) → (v + x, w + y) for x ∈ V, y ∈ W form a subgroup of the automorphism group of K which acts transitively on the vertices. So, it is enough to check the parameters just for one vertex, say, for v 0 = (0, 0). Let, for i = 0, 1, 2, K i denote the set of vertices at distance i from v 0 (K 0 = {v 0 }); and let
(subsequently we shall see that the diameter of K is indeed 3). Also, let us denote by
It follows from the definition of K that the W x are independent sets, and that every two distinct sets W x , W y are joined by a matching. Also,
Consider 2-paths from v 0 to W a , a = 0. They all have the form
for x = 0, a. Thus, by Proposition (2.2), for every h ∈ H a (Q)\{Q(a)} there are precisely two 2-paths from v 0 to (a, h); and this accounts for all 2-paths from v 0 to W a . In particular, we see that K has no triangles, and that every vertex from K 2 is adjacent to precisely two vertices from K 1 .
For a = 0 we have
For a = 0, we have W 0 \{v 0 } ⊂ K 3 . Let us count the number of neighbours in K 3 of an arbitrary vertex (a, w) ∈ W a , w = Q(a). One such neighbour can be found in W 0 .
For
3), the sets X x are all possible affine hyperplanes in W not containing Q(a). Therefore, every point w = Q(a) is contained in exactly N /2 of them. It follows that every vertex (a, w) ∈ K 2 ∩ W a is adjacent to N /2 + 1 vertices in K 3 , and
Neighbours of vertices from W 0 are considered similarly. Every set K 3 ∩ W a for a = 0 is adjacent to the complement of a hyperplane in W 0 ; and each such complement occurs exactly once. Therefore each vertex in W 0 \{v 0 } is adjacent to N /2 vertices in K 3 , as required.
Thus we have checked enough entries of the intersection array to conclude that it is indeed as stated in the theorem; in particular, that K is of diameter three (that is, every vertex from K 3 is adjacent to some vertex from K 2 ). P
Association schemes
For an arbitrary function R : V →W define a permutation s R of of order 2;
Lemma 4 Let R : V → W be a mapping such that
Then the graphs K and L = s R (K ) satisfy the following properties:
Proof: The hypothesis implies that R is a bijection. Indeed, none of the sets H a (Q) contains 0; therefore R(x) + R(y) = 0 when x = y. This proves (4.1): the equalities
Neither K nor L contain triangles; so let the edges x y, yz be in K , and xz in L (the other case is similar). We have
This is impossible, since Q(a
A similar easy calculation proves (4.3). P
We shall call a mapping R satisfying the hypothesis of Lemma 4 for a crooked function Q an accomplice of Q. Trivially, every crooked function is an accomplice of itself.
Let R be an accomplice of a crooked function Q, and L = s R (K ).
Following [3] , we shall now define 5 symmetric relations A 1 , . . . , A 5 on which will be shown to form, together with the identity relation A 0 , an association scheme.
Let A 1 and A 3 be, respectively, the relations of being at distance 1 and at distance 2 in K ; and A 2 and A 4 , similarly, the relations of being at distance 1 and at distance 2 in L. Proof: As usual, we shall identify relations with subsets of × , and with their characteristic vectors viewed as (N 2 × N 2 )-matrices. First let us show that A 0 + A 1 + · · · + A 5 = J , the trivial relation (that is, the all-one matrix). To do this, it is sufficient to check that no pair of vertices can be in more than one of these relations-then comparing sizes does the job. Unfortunately, for known crooked functions in dimensions up to 9 there are no such linear accomplices R, as was shown by an exhaustive computer search.
Uniformly packed codes
Let Q : V → W be a crooked function; dimV = dimW = n > 1. Let N = 2 n = |V |. We define the code C = C(Q) as the set of characteristic vectors of all subsets S of V \{0} such that r ∈S r = 0 and r ∈S Q(r ) = 0. Clearly, C is a binary linear code of length N − 1. In fact, C is a generalization of the double error-correcting BCH codes. These codes are uniformly packed, i.e., the number of codewords at distance 3 (=e + 1) from a word X which is at distance 2 from the code is constant, and the number of codewords at distance 3 from a word X which is at distance greater than 2 from the code is also constant.
Theorem 6 For n = 3, the code C(Q) is a double error-correcting uniformly packed code. For n = 3, C(Q) is the perfect repetition code.
Proof: First, suppose that there is a codeword of weight at most 4. Then there are r 1 , r 2 , r 3 , r 4 ∈ V such that r 1 + r 2 + r 3 + r 4 = 0 and Q(r 1 ) + Q(r 2 ) + Q(r 3 ) + Q(r 4 ) = 0. This contradicts the fact that Q is a crooked function unless all r i are zero, so C(Q) has minimum distance at least 5. Since the zero word and the all-ones word are codewords this implies that for n = 3, C(Q) is the repetition code of length 7, and this code is perfect.
Next, consider a word X which is at distance 2 from the code C(Q). We want to show that for any such X the number of codewords S at distance 3 from X is the same. Now let T be a codeword at distance 2 from X , say X and T differ in coordinates indexed by e 1 and e 2 . Then r ∈X r = e 1 + e 2 and r ∈X Q(r ) = Q(e 1 ) + Q(e 2 ).
Suppose that S and X differ in coordinates indexed by x 1 , x 2 , x 3 , then it becomes clear that we want to count the number of triples {x 1 , x 2 , x 3 } of nonzero elements of V , such that x 1 + x 2 + x 3 = e 1 + e 2 and Q(
. Substituting x 3 = x 1 + x 2 + e 1 + e 2 in the second equation, and substituting y = x 1 + e 1 + e 2 , z = e 1 + e 2 , w = Q(e 1 ) + Q(e 2 ), we obtain that Q(y + z) + w = Q(x 2 ) + Q(x 2 + y). This equation has precisely two solutions for x 2 if Q(y + z) + w ∈ H y (Q), and otherwise it has none. Note that z and w are given. Since Q(y + z) + Q(z) ∈ H y (Q), we have that Q(y + z) + w ∈ H y (Q) if both Q(z) and w are in H y (Q) or if both are not in H y (Q) (here we use that H y (Q) is the complement of a hyperplane).
Since w and Q(z) are distinct and nonzero (by the properties of Q), the number of hyperplanes containing w and Q(z) equals 1 4 N − 1, and the number of hyperplanes not containing w and Q(z) equals 1 4 N (this follows easily by counting). Hence by Proposition 2 it follows that the number of y such that Q(y + z) + w ∈ H y (Q) equals 1 2 N − 1, and consequently the number of triples {x 1 , x 2 , x 3 } with the required properties equals 1 3 (
(each triple occurs 3! times as a solution, and the solution {0, e 1 , e 2 } is not allowed).
Note that the integrality of the above number of triples forces n to be odd. Also, we may now assume that n > 3, so that the number of triples is greater than zero, which shows that C(Q) has minimum distance exactly 5.
Similarly, one can show that the number of codewords at distance 3 from a word which is at distance at least 3 from the code equals
, which completes the proof. P Note that the proof that C(Q) is a uniformly packed code goes along the same lines as the proof in [7, p. 45 ] that the double error-correcting BCH codes (Kasami codes) are uniformly packed. Note also that it now follows from counting that the dimension of C(Q) equals N − 1 − 2n (cf. [7, Thm. 1.3] ).
An important consequence of the theorem is that C(Q) is a double error-correcting linear code with dual degree 3 (cf. [7, Thm. 3 .11]) (or is perfect in case n = 3), and hence it follows by the work of Delsarte (cf. [2, Chapter 11] ) that the coset graph of C(Q) is distance regular. Following Proposition 1 in [3] this coset graph can be reformulated as follows. Its vertex set is V × W , and two distinct vertices (v, w) and (v , w ) are adjacent if w + w = Q(v + v ). Hence the coset graph is precisely the Kasami graph of Section 2.
Closely related to the double error-correcting BCH codes are the Preparata codes. These are binary, non-linear, double error-correcting, nearly perfect codes, that is, each word at distance at least 2 from the code has distance 2 or 3 to exactly Proof: First, note that for every choice of T , |T | even, there are |C(Q)| = 2 N−1−2n sets S such that (S, T ) is a codeword (this follows by counting, and the observation that if (S, T ) is a codeword, then so is (S ÷ R, T ) for every R ∈ C(Q), where S ÷ R stands for the symmetric difference of S and R). Thus P(Q) has 2 2N −2−2n codewords. Next, suppose that P(Q) has mimimum distance at most 4, say the two codewords (S 1 , T 1 ) and (S 2 , T 2 ) have distance at most 4. Then it follows that S 1 and S 2 differ in 1 or 2 elements, and T 1 and T 2 differ in 2 elements (since C(Q) has minimum distance 5, and T 1 and T 2 differ in an even number of elements). Without loss of generality we assume that S 1 and S 2 differ in s 1 , s 2 (where we allow s 1 to be zero to cover the case where S 1 and S 2 differ in only one element), and that T 1 and T 2 differ in t 1 , t 2 . Now it follows that s 1 + s 2 = t 1 + t 2 , and Q(s 1 ) + Q(s 2 ) = Q(t 1 ) + Q(t 2 ) + Q( t∈T 1 t) + Q( t∈T 1 t + t 1 + t 2 ). But Q(s 1 ) + Q(s 2 ), Q(t 1 ) + Q(t 2 ), and Q( t∈T 1 t) + Q( t∈T 1 t + t 1 + t 2 ) ∈ H t 1 +t 2 (Q), which is sum-free. Hence we have a contradiction, and P(Q) has minimum distance 5. It now follows from the obtained parameters that P(Q) is nearly perfect (cf. [6, p. 122]) . P
Added in proof.
After writing this paper, we discovered the paper [5] . In this paper socalled almost bent functions are related to uniformly packed codes. In a sense, the approach in [5] is dual to ours. It follows from the results in [5] and this paper that a crooked function is almost bent. D. de Caen [private communication] showed us an easy, direct argument that this is indeed the case.
