Abstract. In this paper we give simple, sufficient conditions for the existence of the stochastic integral for vector-valued processes X with values in a Banach space E; namely, X is of class (LD), and the stochastic measure I X is bounded and strongly additive in L p E (in particular, if I X is bounded in L p E and c 0 E) and has bounded semivariation. The result is then applied to martingales and processes with integrable variation or semivariation. For martingales the condition of being of class (LD) is superfluous. For a square-integrable martingale with values in a Hilbert space, all the conditions are superfluous. For processes with p-integrable semivariation or p-integrable variation, the conditions of I X to be bounded and have bounded semivariation are superfluous. For processes with 1-integrable variation, all conditions are superfluous. In a forthcoming paper, we shall extend these results to local summability. The extension needs additional nontrivial work.
Preliminaries
We shall use the following definitions and notation (cf. [D-M] and [D] ). 1) (Ω, F, P ) is a probability space and (F t ) t∈R + is a filtration satisfying the usual conditions; i.e., F s ⊂ F t if s < t, and F t = s>t F s , for t ∈ R.
R is the ring generated by the semiring of predictable rectangles of the form {0} × A with A ∈ F 0 and (s, t] × A with s, t ∈ R + and A ∈ F s . P is the σ-algebra of predictable sets, or the predictable σ-algebra, and is generated by the ring R.
2) E, F, G are Banach spaces such that E ⊂ L(F, G) continuously; i.e., |xy| ≤ |x||y|, for x ∈ E and y ∈ F.
L p E will denote the space L p E (P ), 1 ≤ p ≤ +∞, and L p will denote L p R . 3) X : R + × Ω −→ E is a cadlag, adapted process and 1 ≤ p < ∞. We assume that X t ∈ L p E for every t ∈ R + . We say X is of class (D) if the set of random variables {X T 1 {T <∞} ; T a stopping time} is uniformly integrable (cf. Definition VI.20] ). We say X is of class (LD) if for every a ∈ R, the set of random variables {X T ; T : Ω −→ [0, a] a stopping time} is uniformly integrable ( [M, Definition 13 .1]). We define the additive measure I X : R −→ L p E first for the predictable rectangles by
, and then by additivity, for the whole ring R.
We say that the process X is p-summable relative to (F, L p G ) if the measure I X can be extended to a σ-additive measure [D] , §4, for the definition and the properties of the semivariation.) If X is p-summable, we can define the stochastic integral H · X for certain predictable processes H :
The stochastic integral H · X is itself a process, and we have (
4) A natural problem is to give simple, sufficient conditions for the summability of X. We show in this paper that if X is of class (LD) and if I X is bounded and strongly additive (in particular, if I X is bounded and
. We apply this summability criterion to martingales (Theorems 4 and 5), to processes with integrable semivariation (Theorem 6) and to processes with integrable variation (Theorems 7 and 8). For martingales, the condition of class (LD) is automatically satisfied. For processes with p-integrable semivariation, if the embedding E ⊂ L(F, G) is an isometry, then I X is automatically bounded and has bounded semivariation relative to (F, L p G ). For processes with p-integrable variation, the isometry of E ⊂ L(F, G) can be removed. Further, for p = 1, even the condition c 0 E can be removed.
Extension of the measure I X
The main part of the summability criterion is the extension of the measure I X . This is stated in terms of strong additivity of I X . A measure m : R −→ E defined on a ring R is said to be strongly additive if for any sequence (A n ) of disjoint sets from R we have m(A n ) −→ 0. If m is bounded and c 0 E, then m is strongly additive ( [D, Theorem 6.8]) . A σ-additive measure on a σ-ring is strongly additive, but the converse is not necessarily true. For a converse property, see the extension Theorem 7.7 in [D] . For the properties of a strongly additive measure, see [D] , §6.
for every t ∈ R + . Assume that X is of class (LD) , and that I X is bounded and strongly additive in L p E on R. Then I X can be extended to a σ-additive measure
Regard the real-valued measure I X , g : R −→ R defined by
where the second bracket represents the duality between L 
Consider the real-valued process XG defined by (XG) t = X t , G t for t ∈ R + , where the bracket represents the duality between E and E * . The Dooléans measure µ XG of XG is defined for predictable rectangles by
and then by additivity on the whole ring R.
Then by additivity, we have
Since I X is bounded on R by hypothesis, it follows that µ XG is bounded; hence it has bounded variation on R. This means that XG is a quasimartingale ( [M, Definition 8.6 
]). Moreover, XG is a quasimartimgale of class (LD) ([M, Definition 13.1]).
In fact, let a ∈ R + and let T : Ω −→ [0, a] be a simple stopping time. Then
Since, by hypothesis, X is of class (D) on [0, a], it follows that XG is of class (D) on [0, a];
and since a ∈ R + was arbitrary, it follows that XG is of class (LD). We can then apply Theorem 13.3 in [M] and deduce that µ XG can be extended to a σ-additive measure µ XG : P −→ R; that is, the measure I X , g can be extended to a σ-additive measure on P. Since I X is strongly additive, we can then apply the extension Theorem 7.7 in [D] and deduce that I X can be extended to a σ-additive
Corollary 2. 
Proof. By Theorem 1 and Corollary 2, I X can be extended to a σ-additive measure
which proves assertion b).

Summability of martingales
For martingales the condition of being of class (LD) is automatically satisfied. We then have the following theorem.
Theorem 4. Let
For square-integrable martingales in Hilbert spaces, all the conditions of Theorem 3 are satisfied, and we have the following theorem. [D] ), and I X has bounded semivariation on R relative to L(F, L 2 G ) (see [D, Theorem 17.5] ). By Theorem 4, X is 2-summable relative to L(F, L 2 G ).
Theorem 5. Let
X : R + × Ω −→ E ⊂ L(F, G
Summability of processes with integrable variation or integrable semivariation
For the definition and properties of processes with integrable variation or integrable semivariation, we refer to [D, § §19 and 21] . For the Lebesgue-Stieltjes Taking the supremum for all the families of sets B i as above, we deduce that
hence I X has bounded variation. Then I X is strongly additive ( [D, Theorem 6.8]) . Let E ⊂ L(F, G) be any embedding. Then ( I X ) F,G ≤ |I X |;
hence I X has bounded semivariation relative to (F, L 1 G ). We can apply Theorem 3b and deduce that X is summable relative to (F, L 1 G ).
Remark. This is a new proof of Theorem 19.13b) in [D] .
