INTRODUCTION
In this paper, given a function u :
R, we introduce a notion of total variation of u depending on a Finsler metric g (x, ~), convex in the tangent vector ç and possibly discontinuous with respect to the position x E Q.
It is known that Finsler metrics arise in the context of geometry of Lipschitz manifolds (see, for instance, [9] , [10] , [40] , [42] , [44] ). More recently, a notion of quasi-Finsler metric space has been proposed in [23] , [24] , [25] . In this context, problems involving geodesics and derivatives of distance functions depending on such metrics have been studied, among others, in [18] , [19] , [20] , [21] , [45] . Furthermore, an important area where metrics which depend on the position play an important role is the theory of phase transitions, in particular in the case of anisotropic and nonhomogeneous media. This kind of problems is related also to the asymptotic behaviour of some singular perturbations of minimum problems in the Calculus of Variations (see, for instance, [4] , [6] , [38] , [39] ).
We concentrate mainly on the study of the relations between our definition and the theories of integral representation and relaxation, which constitute a proper variational setting for problems involving total variation. In order to do that, we search for a definition satisfying the following basic properties: (i) two Finsler metrics which coincide almost everywhere with respect to the Lebesgue measure give rise to the same total variation; (ii ) the total variation with respect to the Finsler metric g must be L 1 (Q)-lower semicontinuous on the space BV(Q) of the functions of bounded variation in Q. We shall start from a distributional definition, since this seems to be convenient to obtain properties (i )-(ii ). More [29] ) which remains unchanged is replaced by any other matrix which coincides with almost eveywhere. The lack of continuity of § in the variable x E 0 is the crucial point and the main originality of the present paper. Our starting point is the following distributional definition. For any ue BV (SZ) we define the generalized total variation of ue BV (SZ) (with respect to ~) in Q as where the supremum is taken over all vector fields c E L~ (Q; !R") with compact support in Q such that div c E Ln (Q) and (x, c [18] , [19] , [20] , [21] . [25] , p, 117) in the context of geometry of Lipschitz manifolds, and in that setting it has been studied in [18] , [19] . [26] , [28] , [30] , [33] , [46] . Following [2] , [3] we set
As proven in [3] is not continuous.
AN INTEGRAL REPRESENTATION THEOREM
In this section we prove an integral representation result (theorem 4. 3) for the generalized total variation defined in (3.2) . To this end, we recall the notion of 1-inf-stability (see [5] The following theorem holds (see [5] , theorem 1, and [7] [7] , formula ( 1. 7)) for every u E Bv (SZ) we have v") for |Du|-almost every x E A, so that for any u E BV (SZ).
Since (4 . 6) holds for every A crrQ and for any it follows
As the opposite inequality is a trivial consequence of the inclusioñ~ ~ ~'~, the lemma is proven. For the main properties of the relaxed functionals, we refer to [ 11 ] , [14] . We point out that, in view of lemma 4. 5 and (5 . 10), the previous result could be obtained as a consequence of [7] , formula (4.19 We recall the following definition (see [7] , § 1. 3). Let [7] , we can define the functions i7 (())), As already observed, the function ~ (~) satisfies conditions (2 .12), (2 .19) ; moreover, the same holds for ~ (~) (see [7] , theorem S .1 ). For later use, let us verify that By (6 . 2) and (6. 9) it follows Vol. 11, n° 1-1994. (6.6) and (6.3) it follows that for every u E BV (SZ). Consequently (6.13) 
By (6 . 8) , (6 . 9) , and (6.13), we for every that is (6.12) .
Note that, in general, the relation "~" in (6.12) (6.14) .
We are now in a position to prove the main result of this section. The opposite inequality is a consequence of (5.7) and the fact that the functional is L 1 (Q)-lower semicontinuous on BV (Q) (see [16] , theorem 3 .1 ). This proves (7. 5) , and concludes the proof of (7. 3). 8 . A COUNTEREXAMPLE be a symmetric matrix satisfying (7 .1 ) and let ()) be defined as in (7 . 2) 
