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Este artigo propõe a combinação linear das previsões obtidas por três métodos de previsão (a saber, ARIMA, 
Amortecimento Exponencial e Redes Neurais Artificiais) cujos pesos adaptativos determinados por meio de 
um problema de programação não linear multiobjetivo, em que se busca minimizar, simultaneamente, as 
estatísticas: MAE, MAPE e MSE. Os resultados alcançados pela combinação proposta são comparados com 
a abordagem tradicional de combinação linear de previsões, onde os pesos adaptativos ótimos são determi-
nados somente pela minimização do MSE; com o método de combinação por média aritmética; e com os 
métodos individuais. 
Séries Temporais. Combinação de Previsões. Programação Multiobjetivo. 
This paper proposes a linear combination of forecasts obtained from three forecasting methods (namely, ARI-
MA, Exponential Smoothing and Artificial Neural Networks) whose adaptive weights are determined via a 
multi-objective non-linear programming problem, which seeks to minimize, simultaneously, the statistics: 
MAE, MAPE and MSE. The results achieved by the proposed combination are compared with the traditio-
nal approach of linear combinations of forecasts, where the optimum adaptive weights are determined only 
by minimizing the MSE; with the combination method by arithmetic mean; and with individual methods. 
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1. INTRODUÇÃO
Uma informação fundamental no planejamento da expansão, na operação e na comercia-
lização de energia é a previsão de valores futuros da demanda de eletricidade (Greer, 2011). Usu-
almente, ao invés de se prever o consumo total de energia elétrica de determinada região, faz-se 
uma segmentação de seu mercado, dividindo-o em distintas classes de consumo: residencial, in-
dustrial, comercial etc. Assim, são realizadas previsões para cada classe. Tal segmentação é jus-
tificada pelo fato de a dinâmica do consumo de cada classe apresentar características específicas
No que concerne aos métodos preditivos, a literatura técnica (ALFARES; NAZEERU-
DDIN, 2002; ALMESHAIEI; SOLTAN, 2011; GREER, 2011; HAHN et al., 2009; LEE; HONG, 
2015; SANSTAD et al., 2014; WANG; MCDONALD, 1994) apresenta uma variedade de meto-
dologias que podem ser empregadas na previsão das diferentes classes de consumo de energia 
elétrica. Entre os métodos estatísticos (CHATFIELD, 2004; HAMILTON, 1994), têm-se as abor-
dagens: univariada (Amortecimento Exponencial e Box & Jenkins), multivariados (Vetores Au-
to-Regressivos) e causais (Função de Transferência e Regressão Dinâmica). Quanto aos métodos 
de Inteligência Artificial (PALIT; POPOVIC, 2005), destacam-se as Redes Neurais Artificiais 
(RNA) e a Lógica Fuzzy. A variedade de técnicas aplicadas na previsão da demanda de energia 
elétrica reflete a busca por métodos capazes de gerar previsões mais acuradas, de forma a mi-
nimizar a incerteza e, com isso, permitir um melhor uso da capacidade instalada do sistema. 
Alternativamente, a projeção de séries de tempo pode ser realizada através da combinação 
de previsões obtidas por diferentes formas. Neste contexto, Bates e Granger (1969) propõem a 
combinação linear das previsões obtidas por dois modelos estatísticos preditivos, ao invés de 
adotar-se unicamente algum modelo individual. Na combinação linear de métodos preditivos, 
as previsões de cada método individual são ponderadas por pesos determinados, na maioria das 
vezes, de forma a minimizar o erro médio quadrático (MSE – mean square error) da previsão 
combinada. 
Não obstante, o MSE é apenas uma das formas de avaliar a qualidade do ajuste de um 
método de previsão. Outros critérios, usualmente empregados com esta finalidade, são o MAPE 
(mean absolute percentual error) e o MAE (mean absolute error). Assim, neste artigo, propõe-se 
a combinação linear de previsões com pesos determinados mediante a otimização multiobjetivo 
MINIMAX (RAGSDALE, 2004). 
A implementação do método proposto é ilustrada com uma série temporal mensal do 
consumo de energia elétrica da classe residencial. A classe residencial concentra uma parcela 
expressiva do consumo e a maior parte das unidades consumidoras. Salienta-se ainda que nesta 
classe de consumo são encontradas diversas políticas públicas do setor de energia elétrica, como 
a universalização do atendimento, a política de subsídios aos consumidores de baixa renda e os 
programas de aumento da eficiência dos eletrodomésticos (LEON; PESSANHA, 2005).  
Inicialmente, as previsões do consumo mensal foram obtidas, separadamente, por três 
métodos distintos: ARIMA, Amortecimento Exponencial e Redes Neurais Artificiais. Na sequ-
ência, as três previsões foram combinadas linearmente com pesos determinados através de um 
modelo de programação matemática multiobjetivo, tendo como funções objetivo a minimiza-
ção das estatísticas: MAE, MAPE e MSE. Adicionalmente, os resultados obtidos pelo método 
de combinação proposto foram comparados com os encontrados pela abordagem tradicional-
mente empregada na combinação linear de previsões, em que os pesos atribuídos às previsões 
individuais são determinados através da minimização do MSE.
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O artigo está organizado em seis seções. A seguir, na seção 2 tem-se uma breve descrição 
dos três métodos individuais para previsão de séries temporais considerados neste trabalho. A 
abordagem usual empregada na combinação linear de previsões é apresentada na seção 3; en-
quanto a abordagem multiobjetivo proposta é descrita na seção 4. Os resultados obtidos por ca-
da método de previsão, aplicados individualmente, e pelas combinações de previsões são apre-
sentados na seção 5. Por fim, na seção 6, são resumidas as principais conclusões do trabalho.
2. MÉTODOS DE PREVISÃO
2.1. Amortecimento Exponencial de Holt-Winters 
Os métodos de amortecimento exponencial de Morettin e Toloi (2006) baseiam-se na pre-
missa de que as observações recentes contêm informações mais relevantes que as antigas, de 
forma que a ponderação dos dados (série temporal) decresce exponencialmente à medida que a 
observação torna-se mais antiga. 
Um caso particular dos métodos de amortecimento exponencial é o Holt-Winters multi-
plicativo, o qual realiza o mapeamento, de forma dinâmica no tempo, das componentes de nível 
(a1,t), tendência (a2,t) e sazonalidade (ρm(t)), conforme descrito a seguir:
(1)
onde os fatores sazonais têm de obedecer à restrição , sendo L o tamanho do ciclo sazo-
nal. No processo de estimação dos parâmetros da equação (1), as observações da série temporal são 
ponderadas por três hiperparâmetros (quantidades fixas no tempo): ,  e λ, que estão associados, 
respectivamente, às estimativas de nível, tendência e sazonalidade (quantidades flutuantes no tem-
po). Os hiperparâmetros assumem valores entre 0 e 1, com o objetivo de minimizar a estatística MSE. 
2.2. Metodologia de Box & Jenkins
Um processo estocástico gaussiano estacionário de segunda ordem pode ser definido como 
uma família de variáveis aleatórias normalmente distribuídas cujos momentos (média, variância 
e covariância) são invariantes no tempo, isto é: Yt  N (μ, σ2),  t  Y. Um processo estocástico es-
tacionário é classificado como ergódico, uma vez que uma realização do mesmo é suficiente para 
se obter todas as estatísticas que o descrevem (CHATFIELD, 2004; MORETTIN; TOLOI, 2006). 
Assumindo-se alguma série temporal arbitrária, gerada por um processo estocástico esta-
cionário de segunda ordem, sendo a observação no instante t dada por yt, Box & Jenkins (2008) 
propõem o modelo em  para o mapeamento de sua dinâmica temporal.
(2)
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O modelo (2) pode ser representado em termos de dois polinômios obtidos através do ope-
rador defasagem dado por Bd Yt = Yt–d. Então:
(3)
onde ϕk,  k ≥ 1, e θj,  j ≥ 1, denotam os parâmetros do modelo ARIMA e εt , o erro em t. 
Em (3), as defasagens de yt representam a parte autoregressiva de ordem p – AR (p); en-
quanto as defasagens dos erros representam a parte média móvel de ordem q – MA (q). A equa-
ção (3) representa uma ampla classe de modelos denominada de ARMA (p,q). O exame de es-
tacionariedade pode ser realizado através da análise da função de autocorrelação simples (ρk): 
(4)
onde T é o número de observações da série temporal de interesse, y– é a média da série temporal 
e k é a defasagem (lag) da autocorrelação. 
A determinação das ordens p e q em  é realizada por meio de uma análise do perfil das 
funções de autocorrelação (ρk) – ACF (autocorrelation function) – e de autocorrelação parcial 
(ϕkk) – PACF (partial autocorrelation function) –, cujos padrões teóricos podem ser verificados 
em Souza e Camargo (1996) e Hanke e Wichern (2006). Assim, uma vez identificada a ordem 
do modelo, são estimados os coeficientes das partes AR (p) e MA (p) e avaliadas as respectivas 
significâncias estatísticas (Box; Jenkins, 2008). Caso a série temporal em análise apresente ten-
dência, a mesma deve ser diferenciada d vezes a fim de torná-la estacionária. Por exemplo, a di-
ferenciação de primeira ordem, definida por Δyt = yt – yt-1. Assim, a série temporal resultante das 
diferenciações é passível de ser modelada pela abordagem de Box & Jenkins, mais precisamente 
pelo modelo ARIMA (p,d,q):
(5)
A metodologia Box & Jenkins também tem modelos que podem ser aplicados em séries 
temporais com sazonalidade. Analogamente aos polinômios AR (p) e MA (q), a componente 
sazonal pode ser modelada por polinômios AR (P) e MA (Q), cujas ordens P e Q são identifica-
das por meio da análise do perfil das funções de autocorrelação simples e parcial. A análise das 
funções de autocorrelação também permite identificar a necessidade de fazer a diferenciação 
sazonal de ordem D de uma série temporal. Em síntese, para as séries temporais sazonais, tem-
-se o modelo Box & Jenkins conhecido como ARIMA multiplicativo SARIMA (p,d,q)x(P,D,Q)
S, cuja equação é descrita em (6).
(6)
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	 •		ϕk,  k ≥ 1, e θj,  j ≥ 1, são, respectivamente, os coeficientes dos polinômios AR e MA da 
parte não sazonal; e
	 •		Фn,  n ≥ 1, e Θm,  m ≥ 1, são, respectivamente, os coeficientes dos polinômios AR e MA 
da componente sazonal. 
2.3 Redes Neurais Artificiais
As redes neurais artificiais (RNA) são sistemas paralelos distribuídos, compostos por uni-
dades de processamento simples denominados neurônios e dispostas em uma ou mais camadas 
interligadas por um grande número de conexões (sinapses) geralmente unidirecionais e com 
pesos para ponderação das entradas recebidas por cada neurônio (HAYKIN, 2001). 
A arquitetura mais usual é a rede neural Multi Layer Perceptron (MLP) com três camadas, 
conforme ilustra a Figura 1. De forma análoga ao processamento no cérebro humano (onde as 
sinapses são reforçadas ou enfraquecidas), os pesos nas conexões entre as camadas são ajustados 
durante o processo de aprendizagem da rede neural. A primeira camada da rede é a camada de 
entrada, sendo a única exposta às variáveis de entrada. Esta camada transmite os valores das 
variáveis de entrada para os neurônios da camada escondida para que estes extraiam as caracte-
rísticas relevantes ou padrões dos sinais de entrada e transmitam os resultados para a camada de 
saída, a última camada da rede. A definição do número de neurônios em cada camada é feita de 
forma empírica. O treinamento de uma rede neural consiste em um processo iterativo de ajuste 
dos pesos das conexões entre as unidades de processamento. 
O principal algoritmo de treinamento é o backpropagation (PALIT; POPOVIC, 2005) cujo 
ajuste dos pesos ocorre mediante um processo de otimização realizado em duas fases: forward 
e backward, conforme ilustrado na Figura 2. Na fase forward, é calculada a resposta fornecida 
pela rede para um dado padrão de entrada. Na fase backward, o desvio (erro) entre a resposta 
desejada (alvo) e a resposta fornecida pela RNA é utilizado para o ajuste de pesos das conexões. 
Ao longo do treinamento da rede neural, os vários padrões de entrada e as respectivas saídas 
desejadas são apresentados à RNA, de forma que os pesos das sinapses sejam corrigidos com os 
erros, de forma iterativa, pelo algoritmo do gradiente descendente, com a finalidade de minimi-
zar a soma dos quadrados dos erros (HAYKIN, 2001).
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Figura 1 – Rede Neural Artificial Multi-layer Perceptron (Arquitetura da Rede Neural).
Fonte: Haykin (2001). 
Figura 2 – Rede Neural Artificial Multi-layer Perceptron (Fases do Algoritmo Backpropagation).
Fonte: Haykin (2001). 
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3. COMBINAÇÃO LINEAR DAS PREVISÕES VIA ABORDAGEM 
TRADICIONAL
Flores & White (1988), apud in Albino (2009), destacam dois aspectos básicos na combi-
nação de previsões: (I) seleção das previsões a serem combinadas; e (II) escolha do método de 
combinação. As previsões a serem combinadas (obtidas por métodos individuais) podem ser 
classificadas em duas categorias: objetivas e subjetivas. As previsões objetivas incluem aquelas 
advindas dos métodos estatísticos e de inteligência artificial; enquanto, as subjetivas englobam 
aquelas oriundas de julgamento humano (opinião de especialistas, por exemplo). Quanto aos 
métodos de combinação, destaca-se a combinação linear das previsões.
Bates e Granger (1969) propuseram a combinação linear de duas previsões objetivas não 
tendenciosas oriundas de dois modelos estatísticos clássicos: 
(7)
onde a previsão combinada yˆCL,t é dada pela média ponderada das previsões do modelo 1 (yˆ1,t) e 
do modelo 2 (yˆ2,t), em que os pesos pˆ1 e pˆ2 somam um e são determinados de forma a minimizar 
a estatística MSE (ou seja, a média dos desvios quadráticos entre os valores observados e as res-
pectivas previsões, definidas por yˆCL,t). 
Newbold e Granger (1974) combinaram três métodos estatísticos clássicos – mantendo, 
porém, as suposições de Bates e Granger (1969) – e concluíram que, em regra, as previsões com-
binadas são mais acuradas. Winkler e Makridakis (1983) analisaram combinações de modelos 
três a três entre dez modelos estatísticos de previsão e os resultados obtidos confirmaram as 
conclusões de Newbold e Granger (1974). De acordo com Aiolfi e Timmermann (2006); De Luca 
e Carfora (2014); Faria e Mubwandarikwa (2008) e Stock e Watson (2004); e as combinações de 
previsões podem promover ganho preditivo fora da amostra (out of sample).   
Assim sendo, neste artigo, as previsões a serem combinadas de forma linear são obtidas 
por meio dos métodos de Box-Jenkins (BJt), Holt-Winters (HWt) e Redes Neurais Artificiais 
(RNAt). A previsão combinada, para cada instante t, pode ser interpretada como a média pon-
derada das previsões destes métodos individuais, onde a soma dos pesos pˆBJ, pˆHW, pˆRNA é igual a 
um, e é definida como:
(8)
Na abordagem tradicional os pesos são definidos de forma a minimizar a estatística MSE. 
Contudo, a avaliação da qualidade do ajuste de um modelo não se resume ao MSE, pois há outras 
estatísticas como, por exemplo, o MAE e o MAPE. Assim, propõe-se determinar os pesos pˆBJ, pˆHW, 
pˆRNA de maneira a minimizar, simultaneamente, as estatísticas MSE, MAE e MAPE, mediante 
otimização multiobjetivo com abordagem de programação por metas (descrita na seção 4).  
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4. COMBINAÇÃO LINEAR DAS PREVISÕES VIA MINIMAX 
O problema de programação matemática (PPM) consiste em encontrar os valores para as 
variáveis de decisão (X1, ... , Xn) que correspondam aos extremos (ou aos ótimos) de um ou mais 
objetivos. Os objetivos são representados por funções, denominadas funções objetivo e denota-
das por f(X1, ... , Xn). 
Em um PPM envolvendo mais de uma função objetivo, o procedimento de busca de solu-
ções ótimas é denominado otimização multiobjetivo. Em particular, na combinação linear das 
previsões, os pesos pBJ, pHW, pRNA são as variáveis de decisão e as estatísticas MSE, MAE e MAPE 
são as funções objetivo a serem minimizadas simultaneamente. Ou seja, os pesos ótimos são tais 
que assumem valores que minimizam as estatísticas MSE, MAPE e MAE. 
Uma das possíveis abordagens para um PPM multiobjetivo denomina-se programação 
matemática por metas, que consiste em identificar a solução ótima que minimiza os desvios en-
tre os valores das funções objetivos e suas respectivas metas pré-definidas (RAGSDALE, 2004). 
O objetivo da programação por metas pode ser definido, por exemplo, como a soma ponderada 
dos desvios percentuais absolutos, conforme em (9).
(9)
Os coeficientes (pesos) ωMAPE, ωMAE e ωMSE são constantes que podem ser fixadas pelo decisor 
(atribuindo preferências distintas em relação às estatísticas de ajuste MAPE, MAE e MSE) ou 
interpretadas como variáveis de decisão (devendo-se, assim, encontrar os seus valores ótimos). 
As metas indicadas na função objetivo são valores de referência obtidos, comumente, por otimi-
zação individual de cada função objetivo. 
As metas são definidas com o auxílio da abordagem tradicional da combinação linear de 
previsões. Assim, o MSE resultante da combinação linear ótima (descrita na seção 3) é a meta 
a ser alcançada pelo objetivo MSE no PPM multiobjetivo. Da mesma forma, a meta do MAE 
corresponde ao MAE resultante da abordagem tradicional de combinação linear, porém tendo 
como critério a minimização do MAE e não mais do MSE. Por sua vez, a meta para o MAPE é 
obtida por meio da combinação linear de previsões que minimiza o MAPE. Em outras palavras, 
a abordagem tradicional foi aplicada três vezes, sendo que em cada vez se considerou um critério 
(estatística) diferente.
Um PPM multiobjetivo pode ser resolvido também através da otimização MINIMAX 
(RAGSDALE, 2004) com programação por metas, de forma que uma função objetivo Q impõe 
restrições aos desvios relativos entre as estatísticas adotadas e as suas respectivas metas, defini-
das como: [metaj  – FOmetaj / metaj] < Q, sendo j = 1, 2, 3. Ou seja, o valor de Q corresponde ao 
mínimo valor para o máximo desvio relativo entre as estatísticas e seus respectivos valores de 
referências (metas). 
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Tem-se, a seguir, o PPM proposto para a combinação linear das previsões com ajuste MI-




No experimento computacional, considerou-se a série temporal mensal de consumo re-
sidencial de energia elétrica de uma distribuidora de eletricidade que atende parte do estado 
do Rio de Janeiro. As observações da Figura 3 compreendem o período de janeiro de 1995 até 
março de 2008, totalizando 159 pontos. 
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Figura 3 – Série mensal do consumo residencial de energia elétrica.
Fonte: Elaborado pelo autores (2015). 
A amostra considerada na estimação dos modelos previsão (in sample) é composta pelas 
147 primeiras observações e a amostra de teste (out of sample), pelas 12 observações subsequen-
tes. Em função da diversidade de métodos utilizados, a implementação computacional contou 
com o apoio de diferentes softwares: MATLAB 8, E-Views, FPW, AIMMS e Excel. 
Inicialmente, fez-se a modelagem da série temporal mensal do consumo residencial de 
energia elétrica, com a finalidade de produzir previsões dentro e fora da amostra (12 passos à 
frente). Nesta modelagem, os métodos Box-Jenkins, Holt-Winters e Redes Neurais Artificiais 
foram ajustados individualmente, obtendo-se as previsões de cada um, a cada instante t. Em 
seguida, fez-se a combinação linear das previsões, conforme a abordagem tradicional, mas se-
gundo diferentes critérios. Inicialmente, os pesos foram determinados mediante a minimização 
da estatística MSE. Na sequência, foi realizada a combinação linear de previsões segundo o 
critério de minimização do MAE e, por último, a combinação linear resultante da minimização 
do MAPE. Ainda fez-se a combinação de previsões por média simples (que é, de fato, um caso 
particular da combinação linear de previsões). Os valores das estatísticas MSE, MAPE e MAE 
resultantes de cada combinação linear são interpretadas como as metas para o PPM multiobje-
tivo MINIMAX, descrito na seção 4. Por fim, com o auxílio do software AIMMS, as previsões 
individuais são novamente combinadas de forma linear e os valores ótimos dos pesos adaptati-
vos são determinados pela solução do PPM multiobjetivo descrito na seção 4. 
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5.1 Modelo Holt-Winters
A seguir, na Tabela 1, têm-se os valores dos hiperparâmetros e dos doze fatores sazonais 
referentes ao modelo de Holt-Winters multiplicativo ajustado.
Tabela 1 – Valores dos hiperparâmetros das componentes e dos fatores sazonais.
Hiperparâmetros
Nível 0,51347 Sazonalidade 0,49758
Fatores Sazonais
Mês Valor Mês Valor
Janeiro 1.07286 Julho 0.89065
Fevereiro 1.10144 Agosto 0.87161
Março 1.18919 Setembro 0.89276
Abril 1.12426 Outubro 0.94374
Maio 1.01458 Novembro 0.96591
Junho 0.94362 Dezembro 1.04651
Fonte: Elaborado pelo autores (2015). 
5.2 Modelo Box-Jenkins
Na família Box-Jenkins, o modelo SARIMA (1,0,0)x(1,0,3)12 foi o mais aderente à série 
temporal do consumo da classe residencial mensal. Na Tabela 2, dado o p-valor da estatística 
de Jarque-Bera é superior a 5% (nível de significância), não se rejeita a hipótese nula de nor-
malidade dos resíduos; além disso, os coeficientes de curtose e assimetria observados também 
evidenciam normalidade dos erros de previsão, visto que são próximos aos valores teóricos (a 
saber, 4 e 0, respectivamente). 
Tabela 2 – Estatísticas para avaliação da normalidade dos resíduos.
Jarque-Bera P-valor Curtose Assimetria
4,713351 9,4735% 3,763440 -0,271137
Fonte: Elaborado pelo autores (2015).
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Na Tabela 3, são exibidas as estimativas de mínimos quadrados dos coeficientes do modelo 
SARIMA(1,0,0)x(1,0,3)12, bem como as estatísticas que fornecem informações para a avaliação 
das respectivas significâncias estatísticas. Note que todos os coeficientes são estatisticamente 
significantes, a 5% de significância (pois, p-valor < 0,025).
Tabela 3 – Estimativas e estatísticas de significância.
Termo Coeficiente Erro padrão Estatística t P-valor
ar [1] 0,8184 0,0498 16,414 0,0000
sar [12] 0,3681 0,0882 4,1716 0,0001
sar [24] 0,6320 0,0882 7,1600 0,0000
Termo Coeficiente Erro padrão Estatística t P-valor
sma [12] -0,2720 0,1116 -2,4374 0,0163
sma [24] -0,8959 0,0243 -36,8597 0,0000
sma [36] 0,2581 0,1032 2,5010 0,0138
Fonte: Elaborado pelo autores (2015). 
Na Tabela 4, o valor da estatística Durbin-Watson evidencia que os resíduos não apre-
sentam autocorrelação de lag 1, pois obteve valor observado próximo ao teórico, a saber, 2. O 
p-valor da estatística de Ljung-Box, por sua vez, evidencia que os resíduos não são autocorrela-
cionados até o lag 20. 
Tabela 4 – Principais estatísticas de aderência.
Durbin-Watson Ljung-Box (p-valor) BIC
2,1395 76,81% 4,43E+004
Fonte: Elaborado pelo autores (2015). 
Os resultados da Tabela 4 são confirmados pelo gráfico da função de autocorrelação  (FAC) 
dos erros de previsão, na Figura 4. Note que os valores das autocorrelações são significativamen-
te, a 5%, não diferentes de zero. O critério de informação BIC (bayesian information criterion), 
na Tabela 4, foi o menor entre todas as diferentes ordens de modelo avaliadas.  
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Fonte: Elaborado pelo autores (2015). 
5.3. Redes neurais artificiais
A RNA foi ajustada com a finalidade de fornecer previsões um passo à frente, tendo como 
configuração três observações de entrada (isto é, o consumo residencial de energia elétrica nos 
instantes t-1, t-2 e t-3); uma camada escondida com quatro neurônios com tangente hiperbólica 
como função de ativação; e um neurônio na camada de saída com função de ativação linear. O 
treinamento da RNA foi realizado utilizando-se o algoritmo Levenberg Marquardt, disponível no 
MATLAB 8, e aplicado aos dados normalizados no intervalo [-1,1], via transformação premnmx 
(HAYKIN, 2001). 
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5.4. Análise de desempenho
Na Tabela 5, tem-se que os métodos de combinação de previsões apresentaram desempe-
nhos superiores aos métodos ARIMA, Holt-Winters e Redes Neurais Artificiais, quando toma-
dos separadamente em todas as estatísticas, dentro e fora da amostra. Dentre os métodos de 
combinação, o de combinação linear tradicional foi ligeiramente superior na amostra in sample. 
No entanto, na amostra out of sample, o de combinação linear com ajuste via otimização MINI-
MAX apresentou um desempenho superior em todas as estatísticas, em relação a qualquer mé-
todo de previsão (individual ou de combinação), mostrando maior poder de generalização para 
projeção do consumo residencial mensal de energia elétrica. Salienta-se ainda que, na amostra 
out of sample, a combinação linear tradicional apresentou um desempenho ligeiramente infe-
rior ao alcançado pela média aritmética.
 
Tabela 5 – Comparação de desempenho.
MÉTODO
In Sample Out of Sample
MAPE MAE R2 MAPE MAE R2
ARIMA 5,66% 32.684,26 80,12% 7,90% 45.354,33 30,40%
Holt-Winters 5,82% 32.760,43 77,96% 5,90% 32.865,21 61,74%
Redes Neurais Artificiais 4,63% 26.801,18 85,31% 7,01 % 37.057,95 47,51%
Combinação Linear (Tradicional) 2,30% 13.231,76 95,53% 3,30% 19.720,73 84,53%
Média Aritmética 3,09% 17.586,29 93,12% 3,30% 19.145,75 84,81%
Combinação Linear (MINIMAX) 2,35% 13.515,21 95,47% 2,82% 17.145,99 86,93%
Fonte: Elaborado pelo autores (2015). 
Na Tabela 6, verifique que o método MINIMAX aplicado à combinação linear favoreceu 
no processo preditivo fora da amostra, sendo o método proposto superior aos dois métodos de 
combinação (isto é, obteve os menores valores para o APE – Absolute Percent Error), em seis 
meses; além disso, o método proposto, em relação à média simples, obteve valores de APE mais 
próximos de zero em 7 meses. Em relação à combinação linear tradicional, o método proposto 
apresentou um desempenho superior em 10 meses. Destaca-se ainda que a combinação linear 
com ajuste MINIMAX forneceu valores de APE foram inferiores a 2% durante 6 meses.
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Tabela 6 – Evolução do APE fora da amostra dos métodos de combinação.







2007-12 3,23% 1,28% 3,90% 0,65% 0,43% 1,13%
2008-01 6,95% 1,55% 1,98% 2,17% 2,29% 1,52%
2008-02 16,67% 10,61% 4,69% 7,53% 5,24% 4,39%
2008-03 17,67% 7,71% 12,00% 4,46% 1,59% 0,45%
2008-04 13,49% 2,85% 2,03% 6,12% 7,33% 6,13%
2008-05 6,76% 2,56% 2,03% 2,08% 4,28% 3,21%
2008-06 6,30% 0,38% 2,97% 1,24% 1,44% 0,63%
2008-07 0,75% 4,08% 0,25% 1,19% 0,42% 0,30%
2008-08 11,71% 9,13% 9,39% 3,82% 0,50% 0,06%
2008-09 8,06% 6,96% 13,27% 0,58% 3,95% 3,69%
2008-10 0,07% 5,56% 7,43% 0,60% 3,53% 3,45%
2008-11 2,90% 12,19% 11,71% 9,16% 8,56% 8,90%
Fonte: Elaborado pelo autores (2015). 
Na Tabela 7, são apresentados os pesos ótimos atribuídos aos métodos de previsão pela 
combinação linear tradicional e pela combinação linear proposta (MINIMAX).




Tradicional 0,428921453 0,028227626 0,54633457
Multiobjetivo (MINIMAX) 0,350393793 0,104334257 0,54527195
Fonte: Elaborado pelo autor (2015). 
Estes pesos adaptativos ótimos minimizam, simultaneamente (via abordagem MINI-
MAX), as estatísticas de aderência MSE, MAPE e MAE. A abordagem de combinação MINI-
MAX atribuiu maior relevância ao método de Holt-Winters (HW) que o tradicional. Com efeito, 
menor ao ARIMA. Quanto à RNA, houve sensível perda de relevância. 
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6. CONCLUSÕES
No presente artigo, propõe-se a combinação linear de previsões oriundas dos métodos 
individuais: ARIMA, Holt-Winters e Redes Neurais Artificiais, para projeção mensal da série 
temporal de consumo residencial de energia elétrica, na qual a estimação dos pesos ocorre atra-
vés de um problema de programação multiobjetivo, cujo intuito é a minimização simultânea 
das funções objetivo (estatísticas) MAPE, MAE e MSE. 
O método proposto para combinação linear de previsões apresentou um desempenho 
superior aos métodos individuais, dentro e fora da amostra. A contribuição de cada método 
individual no método proposto forneceu informações distintas acerca da dinâmica temporal 
da série em análise, onde cada método individual funciona como uma componente do modelo 
combinado. Adicionalmente, no período fora da amostra, a combinação linear de previsões com 
pesos determinados pela otimização multiobjetivo MINIMAX (com programação por metas) 
apresentou o melhor desempenho em todas as estatísticas de qualidade de ajuste, ou seja, a 
proposta de combinação de previsões descrita no artigo apresentou maior capacidade de gene-
ralização.   
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