Abstract: Network coordinates (NC) system is an efficient mechanism for Internet distance prediction with scalable measurements. The intrinsical cause for the unsatisfactory accuracy of the simulation-based NC algorithms has been identified. Then Pharos, a fully decentralised and hierarchical scheme, is proposed to solve this problem. Pharos leverages multiple coordinate sets at different distance scales, with the right scale being chosen for prediction each time. We evaluate the performance of Pharos system with the King data set and latency data from PlanetLab, and compare it with the representative NC system, Vivaldi. The experimental results show that Pharos greatly outperforms Vivaldi in Internet distance prediction without adding any significant overhead. Our extensive evaluation results also demonstrate that Pharos can significantly improve the performance in distributed Internet applications, such as overlay multicast and server selection.
Introduction
Optimisation of distributed applications requires knowledge of network link properties such as end-to-end latency. Latency can be measured directly via end-to-end probes, inferred indirectly (e.g. via DNS queries [1]), or estimated using network coordinates (NC) systems. NC system is an efficient mechanism to predict latency between any two Internet nodes without direct measurement. In the NC system, each node is assigned with a set of numbers called coordinates, and the network distance (latency) between any two nodes can be calculated from their coordinates with a distance function. Thus, NC system significantly reduces the active probing overhead and particularly benefits large-scale Internet applications. To date, network coordinates have demonstrated their merit in a wide variety of applications ranging from overlay multicast [2] , server selection [3] distributed query optimisation [4] , file-sharing via BitTorrent [5] and compact routing [6] .
Several approaches in designing an NC system have been proposed in the literature, and they can be categorised into two classes [7, 8] , namely landmark-based algorithm (referred as LBA in this paper) and simulation-based algorithm (referred as SBA). In LBA systems [9] [10] [11] , each node measures its distance from a set of reference nodes called landmarks, and then its coordinates can be determined by minimising the difference between the actual distance (by measurement) and calculated distance from these landmarks. As for SBA systems, such as [12, 13] , nodes and pairwise distances are mapped into a physical system, so nodes' coordinates can be determined by minimising the energy state of the whole simulated physical system. remains unknown. Thus, in this paper, we want to answer the following questions.
1. Does the range of distance of different peers affect the accuracy of prediction in SBA and how?
2. Without the hierarchy of landmarks as in LBA, how to design a distributed and efficient architecture for peers in SBA to remedy this problem?
The answer to the first question is positive, which has been confirmed with a series of experiments. We analyse the distribution of the relative error of a representative SBA system, Vivaldi. In contrast to the observation for the LBA systems [14] , we have found out that the narrower range of distance does not contribute to the higher prediction accuracy in Vivaldi, whereas short links still suffer from higher prediction error than long links.
As for the second problem, our main idea is to cluster the peers into different groups with different ranges of distance, and design two sets of coordinates, which are more accurate for short and long distance, respectively. Then, according to the range of distance of interest, we can choose the right set of coordinates to achieve higher prediction accuracy. Note that the number of coordinate sets can vary depending on the scale of the range of distance. Based on this idea, we propose Pharos, a decentralised and hierarchical network coordinate system, and present its design and implementation. The distance prediction accuracy of Pharos system is evaluated with different typical Internet data sets. Our experimental results demonstrate the significant improvement of the prediction accuracy when compared with the original Vivaldi system. Furthermore, we study the performance of Pharos in two representative NC-based Internet applications: overlay multicast and server selection. The experimental results also indicate that the performance of these applications can be largely improved by using Pharos instead of Vivaldi.
The rest of this paper is organised as follows. In Section 2, some related works are reviewed. Then, the impact of range of distance and distribution on prediction accuracy is studied in Section 3 for a representative SBA system, Vivaldi. In Section 4, we present the design and implementation of Pharos, followed by its performance evaluation in Section 5. In Sections 6 and 7, we evaluate Pharos from the application perspective and study its performance in two representative NC-based Internet applications. Section 8 is the conclusion.
Background

Definition of network coordinates
Suppose we have N Internet nodes. Let S be the set of these N nodes. Let L be the N Â N distance matrix among the nodes in S. Thus, L(i, j) represents the measured roundtrip time (RTT) between node i and node j.
Basically, NC is an embedding of these N hosts into m-dimensional Euclidean space R m . We define x i as the NC of node i, we have
We can use the x i and x j to predict the RTT between node i and node j. We use L E (i, j) to represent this predicted RTT. The definition of L E (i, j) is as follows
To serve thousands of nodes effectively, an NC system should be scalable. Each node only does restricted measurements to calculate its NC. Thus, the system uses O(N ) measurements [9] [10] [11] [12] [13] . This total measurement overhead is much lower than the O(N 2 ) measurements required for a full mesh of N nodes.
The prediction accuracy of a network coordinates scheme is often denoted by the relative error (RE) of predicted distance over the real latency measured on Internet. RE between node i and node j is defined as [10, 14- 
Smaller RE indicates higher prediction accuracy. When measured latency is equal to predicted latency, the RE value will be zero.
Related network coordinate systems
Several algorithms for calculating network coordinates have been proposed. There are two classes of algorithms: landmark-based and simulation-based.
In landmark-based algorithms (LBAs), such as GNP [9] , Virtual Landmark [17], ICS [18] , IDES [11] , a number of nodes called landmarks are introduced to serve as reference points for other nodes to calculate their coordinates. In GNP, nodes' coordinates are computed using the Simplex Downhill method. Lighthouse derives node coordinates by solving systems of linear equations. IDES exploits matrix factorisation to compute an incoming and an outgoing coordinate for each node. LBA provides high accuracy and stability, but it needs to deploy dedicated landmark nodes whose loads are rather heavy to serve all the nodes in a largescale system. This will limit the scalability of the system. Simulation-based algorithms (SBAs), such as Vivaldi [12] and Big Bang Simulation [13] , determine coordinates using spring-relaxation and force-field simulation, respectively. In both systems, the nodes self-organise into overlay network, attracting and repelling each other according to network
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IET Commun., 2009, Vol. 3, Iss. 4, pp. 539-548 distance measurements. The low-energy state of the physical system corresponds to the coordinates with minor error. SBA systems distribute the computation and measurement to all participating nodes, so the load of each node is rather light. However, in SBA, it takes many rounds for a node to update its own coordinates before converging to the ideal position, where energy of the whole system is the lowest. For Vivaldi, the convergence time of a Vivaldi node will take tens of seconds even when nodes stay stable in the system [19] , thus the joining or leaving of each node will affect the whole system. If the Vivaldi nodes are under high churn rate (nodes join or leave frequently), the accuracy of NC will decrease [7, 19] .
3 Impact of range of distance for Vivaldi
In our work, we focus on the improvement of accuracy of Vivaldi [12] , which is known as the most widely used SBA system in [8] because of its clean and decentralised implementation. Vivaldi is studied in [20, 21] as the representative NC algorithms, and it is deployed in many well-known Internet systems, such as Bamboo DHT [22] , Stream-based overlay network (SBON) [4] and Azureus BitTorrent [5] . Before going into the details, we first briefly introduce the basic procedure of Vivaldi, and then we study the causes of the prediction error of Vivaldi.
Vivaldi
Vivaldi characterises the whole network as a spring system. Let L ij be the actual distance (RTT) between node i and node j in Vivaldi system, and x i be the coordinate assigned to node i. The coordinates of a node are the result of minimising the following error function, which corresponds to the lowest energy
where jjx i À x j jj is the distance between node i and node j in the chosen coordinates space.
In a decentralised Vivaldi version, each node owns coordinates x i and local error e i . All nodes adjust their network coordinates and local errors via measuring their latencies to some other nodes in the system. The pseudocode for Vivaldi is shown as follows. c e and c c are tunable parameters.
A sample weight is first computed based on the local and remote error (line 1), and then the relative error is computed (line 2). Next, node i updates its local error (line 3). Finally, node i calculates and updates its coordinates (line 4 and line 5).
Impact of range of distance on Vivaldi
We use two different data sets from real Internet measurement to study the prediction error of Vivaldi. The first data set is the King data set from [12] , which includes the round-trip latencies among 1740 Internet naming servers. The second data set, the PlanetLab data set, includes the round-trip latencies among 226 hosts on the PlanetLab [23] . This data set is downloaded from Network Coordinate Research Group at Harvard [24].
Fig. 1 depicts the link distance distribution for these two data sets; we can see that the distance range of the PlanetLab data set is wider than that of the King data set. However, in contrast to the observation for LBA systems where wider range of distance always results in higher prediction error, in our experimental result shown in Fig. 2 , we find that the prediction accuracy with PlanetLab data set is higher than that with King data set.
We then further study how distance affects the prediction accuracy, with Fig. 3 depicting the distribution of the RE over the distance spectrum. We found that the RE varies from different ranges of distance. But, for both King data set and PlanetLab data set, it can be seen that short links suffer from much higher relative error than long links. Therefore we would like to design a system to improve the prediction accuracy of short links without sacrificing the prediction accuracy of long links.
Lua et al. [15] proposed a scheme to get better prediction for short links using the Vivaldi algorithm. We assume that we have a set of N nodes named S, then we have a subset of S named S 1 , S 1 , S. If we want to predict the distance between two nodes both belonging to S 1 , we can apply the Vivaldi algorithm to all N nodes of S, then use the global Vivaldi coordinate of these two nodes to calculate. In contrast, we can only apply the Vivaldi algorithm to all nodes of S 1 , then use this local Vivaldi coordinate of these two nodes to calculate. The first way is named Superspace embedding and the second way is named Subspace embedding. According to their experiments, Subspace embedding is more accurate than Superspace embedding in Vivaldi. This result also provides us a good heuristic to use hierarchical Vivaldi to predict both the distances of short links and long links accurately. Detailed analysis is given in the following section.
System design
Pharos overview
In this section, we present a new approach, called Pharos, which exploits different sets of coordinates for the same node. Each node is assigned multiple coordinate sets, some of which positions the node at global scale, while the others position the node at a smaller distance scale. For simplicity, we use two sets of coordinates in Pharos, while the number of sets can be varied according to the scale of range of distance. All nodes in Pharos form two levels of overlays, namely base overlay for long link prediction and local cluster overlay for short link prediction. Two types of connections can then be defined accordingly: base overlay connections, which are constructed between nodes and their randomly selected neighbours in the Pharos overlay, and local cluster connections, which are constructed between nodes and their randomly selected neighbours in the same local cluster.
In Pharos, nodes must join both base overlay and local cluster to have two coordinates in different prediction scales. To join the base overlay, nodes can follow the procedure presented in [12] and create connections randomly to neighbours in the base overlay. To form the local cluster, we use a method similar to binning [3] and choose some nodes called anchors to help node clustering. This method only requires a one-time measurement (with possible periodic refreshes) by the client to a small, fixed set of anchors. Any stable nodes that are able to response ICMP ping message can serve as anchor, such as the existing DNS servers. For each anchor, we assign an identifier named AID to it. Guided by the anchors, nodes are grouped into different clusters as follows. A new node measures its distance to all the anchor nodes, finding out the nearest anchor, and joining the cluster led by it. Finally, the joining procedure of the corresponding cluster also follows [12] and the node will create connections randomly to neighbours in the same cluster as well.
Vivaldi algorithm is applied to both base overlay and local cluster. As a result, each Pharos node has two sets of coordinates. The coordinates calculated in the base overlay, which we call global NC, is used for the global scale, and the coordinates calculated in the corresponding local cluster, which we call local NC, covers a smaller range of distance. www.ietdl.org
Workflow of Pharos
In the membership message vector, ID is the identifier of the node, IP is the IP address of the node, AID is the identifier of the anchor closest to the node, TTL records the remaining valid time of the message.
Then, node A joins both base NC overlay and local NC cluster through gossip [25] protocol. After that, node A can participate in the NC calculating procedure in both base overlay and local cluster, and update their coordinates periodically.
Hierarchical distance prediction
After getting the global NC and local NC, we can predict the distance between any two nodes. Distance prediction proceeds in a bottom-up fashion. If two nodes belong to the same local cluster, this implies that if they are relatively close to each other, the distance between them is predicted by local NC. Otherwise, if these two nodes belong to two different clusters, the distance between them is predicted by global NC. This hierarchical approach would promote the accuracy of the distance prediction. We say that the cluster node A belongs to C A , the cluster node B belongs to C B . The predicted distance of node A and node B is calculated as follows 
Anchors: practical infrastructure for distributed node clustering
In [14] , the authors studied the range of distance problem for landmark and explored constructing a landmark hierarchy that is shared by all nodes to improve the prediction accuracy. Specifically, a number of landmark nodes form a hierarchy through recursive clustering. Each cluster consists of landmark nodes that are close to each other.
A key difference between anchors in Pharos and landmarks in [14] is whether they are passive or active. In other words, landmarks in [14] should actively participate in the system, which means people must deploy NC client on landmarks for NC calculation. In contrast, the only requirement for anchors in Pharos is to reply ICMP PING request. Thus, we can choose the existing Internet servers as anchors in Pharos, because they only need to reply the PING query passively, and we do not need to deploy Pharos clients on these anchors. This makes Pharos much more practical.
In the implementation of Pharos, DNS servers are used as anchors for their stability. Before Pharos system starts, we run a selection procedure to obtain a list of the anchor candidates. The method is proposed in [26] . First, we randomly generate 100,000 IP address drawn from the prefixes announced in BGP as published by the Route Views project [27] . For each generated IP address k, a reverse DNS lookup is performed to get the associated DNS servers and a set of DNS address is returned named D k . For each D k , we simply perform ICMP PING request to each server that belongs to it and remove the servers that are not available to reply ICMP PING request. Afterwards, if the set is empty, it will be discarded. In addition, for a set with more than one server, this set will be kept if and only if all the servers in the set are topologically close to each other. As in [26] , we perform traceroute to all the servers in this set. If different measurement samples are measuring the same network, we can confirm that these servers are physically co-located. Finally, for each set, we choose one server randomly to form the list of the anchor candidates. This procedure will keep the nodes that may provide inconsistent PING results out of the list.
Moreover, the hierarchical landmark approach in [14] needs a large number of landmarks for effectively improving prediction accuracy. The number of landmarks is exponential to the number of hierarchy level. Even for a two-level hierarchy, which is studied in [14] , 256 landmarks are needed. Since landmark is a critical issue in LBA systems, the deployment of large number of landmarks would become a heavy burden for the NC system designers to maintain the reliability and load balance of so many nodes in the world. 5 Performance evaluation
Experiment set-up
In our experiments, we compare Pharos with Vivaldi, with both the King and PlanetLab data sets. In Vivaldi, each node has 32 neighbours, which are randomly selected. Likewise, in Pharos, each node has 16 randomly selected neighbours in base overlay and 16 randomly selected neighbours in local cluster. This setting can guarantee that these two algorithms have the same overhead on the maintenance of neighbours. In each update interval, every Vivaldi node updates its NC once. It picks a random node among its neighbours, then pings this node and retrieves its NC. In Pharos, the local NC and global NC are updated by turns, that is, each Pharos node only updates either its global or local NC in each time interval. For a Pharos node, all its 32 neighbours can be regarded as global neighbours to update its global NC and the 16 neighbours in the same local cluster can be regarded as local neighbours to update its local NC. We run Vivaldi and Pharos both for 5000 update intervals and all nodes are persisted throughout the simulation. Therefore Vivaldi and Pharos have the same communication overhead, which guarantees that our improvement in the accuracy of NC is not acquired by introducing more measurement overheads. c c and c e in Vivaldi (also in each Vivaldi cluster in Pharos) is set to 0.25 as an empirical value in [12] .
Similar to [3] , we make the minimal assumptions about the placement of the anchors. We randomly select c anchors from the data sets. Guided by these anchors, the other nodes organise themselves into c proximity-based clusters. In our simulation, unless specified, c is set to 20. Thirty runs are performed on each data set and the average results are reported.
Results
As in Section 2, we use RE, the basic metric for NC prediction accuracy evaluation, as the metric to evaluate the performance of Pharos and Vivaldi. We vary the dimension of the Euclidean space from 3 to 12. Fig. 5 shows the comparison of average relative error between Pharos and Vivaldi. Pharos outperforms Vivaldi a lot in both data sets. Pharos can reduce the average relative error from Vivaldi by 45-55% in PlanetLab data set and 23-35% in King data set. To study the impact of the distance on prediction error, we set the dimension of the Euclidean as 7 and plot Fig. 6 to demonstrate the comparison of the relative prediction error for links of various distances between Pharos and Vivaldi. Pharos improves the prediction accuracy mainly for short links while achieving almost the same prediction accuracy with Vivaldi for medium and long links.
To study the impact of the density of the anchors on prediction error, we set the dimension of the Euclidean as 7 and use Table 1 to demonstrate the comparison of the average relative error with different number of anchors. We set the number of anchors as 10, 15, 20, 25, 30, respectively. From Table. 1, we can see that in both PlanetLab data set and King data set, the average relative error of Pharos varies only a little with different number of anchors. Therefore Pharos is insensitive to the number of anchors. This feature guarantees the flexibility in the deployment of anchors.
Performance in overlay multicast
Algorithms
NC plays an important role in scalable construction of overlay multicast tree. To study the performance of NC in overlay multicast, Zhang et al. [2] use three algorithms for overlay tree construction: minimum spanning tree (MST), modified ESM (a modified version from the typical ESM [28] Protocol) and LGK [29] . They point out that these three algorithms can capture the two essential building blocks of most overlay multicast protocols, namely shortest link selection and proximity-based clustering.
For the construction of MST, Prim Algorithm is used. In modified ESM, the parent selection algorithm is different from that in [28] . In modified ESM, a new node selects the node with the smallest latency to itself in a randomly sampled partial list (30 nodes) of on-tree nodes; the link capacity and node degree are not considered in this simplified version. A location-guided k-ary (LGK) tree is constructed as follows:
(1) the root node selects the k nodes with the smallest latencies to itself as its children nodes; (2) group the rest of the nodes to these k children nodes according to geometric proximity. As a result, each of the k children nodes become the root of a sub-tree. The multicast tree is formed, as each subtree repeats the two steps of child selection and clustering. It has been shown that k ¼ 2 gives the best trade-off between the delivery delay and overhead of the multicast tree [2] . Thus, we will set k as 2 for our evaluation.
In all these three algorithms, we use the predicted distances, which are calculated by NC (Pharos or Vivaldi) for the overlay tree construction. Our simulation result will show the difference between Vivaldi and Pharos in overlay multicast.
Metrics
We use the same performance evaluation metrics as [2] for the above three algorithms. Tree cost is used to evaluate the NC-based overlay tree quality of the MST and modified ESM algorithms. Tree cost is defined as the sum of the latencies (measured latencies) over all links of the overlay multicast tree. Because LGK aims to optimise the delivery delay instead of the overall cost of the tree, delay stretch is used to evaluate the efficiency of the NC-based LGK Tree. Delay stretch is defined as the ratio of the latency on the overlay multicast tree and the delay of the direct unicast path between the root and a tree node. 
Results
We vary the dimension of the Euclidean space from 3 to 12 to evaluate the performance of Pharos and Vivaldi in overlay multicast. In Fig. 7 , it can be seen that Pharos performs much better than Vivaldi in MST, reducing the tree cost from Vivaldi by 32-36% in PlanetLab data set and 25-35% in King data set. In Fig. 8 , we can also see that Pharos outperforms Vivaldi a lot in modified ESM, reducing the tree cost from Vivaldi by 9 -17% in PlanetLab data set and 14-18% in King data set. In Fig. 9 , we can see that Pharos still performs better than Vivaldi in LGK, reducing the average stretch from Vivaldi by 9 -20% in PlanetLab data set and 12-21% in King data set.
7 Performance in server selection
Metrics
The replication of content over the Internet highlights the significance of the server selection problem. When we receive a list of multiple severs, we have to choose one of them to contact. Server load and RTT from the client are two critical parameters. As in [3] , we focus on the latency parameter. In other words, the server closest to the client is defined as a good server.
We use the stretch to evaluate the performance of NCbased server selection. The definition of the stretch [2] is as follows stretch ¼ latency-to-selected-server latency-to-true-closest-server (6) Smaller stretch indicates better performance in server selection.
The number of servers was set to 30 for PlanetLab data set and 200 for King data set. These servers are chosen randomly from the corresponding data set.
Results
We vary the dimension of the Euclidean space from 3 to 12 to evaluate the performance of Pharos and Vivaldi in closest www.ietdl.org server selection. In Fig. 10 , we can see that Pharos performs much better than Vivaldi in both PlanetLab data set and King data set. In PlanetLab data set, Pharos can reduce the average stretch from Vivaldi by 39-47%. In King data set, Pharos can reduce the average relative error from Vivaldi by 38-46%. In other words, Pharos improves the quality of the closest neighbour selection a lot when compared with Vivaldi.
Conclusion
In this paper, we study the causes of the prediction error for a representative simulation-based network coordination system, Vivaldi, and find out that the range of distance of peers has non-trivial impact on the performance of the system. We propose a multi-set coordinates scheme called Pharos to address this issue. Our contribution is 2-fold.
(1) We analyse the distribution of the relative error of a representative SBA system, Vivaldi, and find out the relationship between the range of distance of peers and the prediction error. (2) We propose Pharos, a fully decentralised and hierarchical network coordinate system, to improve the accuracy of Internet distance prediction. We evaluate Pharos system with real Internet measurement traces. The extensive results of both typical NC metric and Internet applications perspective show that Pharos achieves better performance than Vivaldi, a representative distributed NC system.
To further evaluate the practicality of Pharos, we currently focus on deploying Pharos on Internet and developing some real applications based on this NC system. 
