In social and environmental sciences, ecological fallacy is an incorrect assumption about an individual based on aggregate data for a group. In the present study, the validity of this assumption was tested using both individual estimates of exposure to air pollution and aggregate data for 1,492 schoolchildren living in the in vicinity of a major coal-fired power station in the Hadera region of Israel. In 1996 and 1999, the children underwent subsequent pulmonary function tests (PFT), and their parents completed a detailed questionnaire on their health status and housing conditions. The association between children's PFT results and their exposure to air pollution was investigated in two phases. During the first phase, PFT averages were compared with average levels of air pollution detected in townships, and small census areas in which the children reside. During the second phase, individual pollution estimates were compared with individual PFT results, and pattern detection techniques (Getis-Ord statistic) were used to investigate the spatial data structure. While different levels of areal data aggregation changed the results only marginally, the choice of indices measuring the children's PFT performance had a significant influence on the outcome of the analysis. As argued, differences between individual-level and group-level effects of exposure (i.e., ecological or cross-level bias) are not necessary outcomes of data aggregation, and that seemingly unexpected results may often stem from a misguided selection of variables chosen to measure health effects. The implications of the results of the analysis for epidemiological studies are discussed, and recommendations for public health policy are formulated.
Introduction
In his seminal paper, Robinson (1950) distinguished between two types of correlation F ecological and individual. The former is obtained for a group of people, while the latter is estimated for indivisible units, such as individuals. According to Robinson's line of argument, ecological and individual correlations tend to be dissimilar. As a result, any assumption about an individual based on average data obtained for a group to which the individual belongs may result in an assessment error, known as ''ecological fallacy'' (Selvin, 1958; Rothman, 1986; Greenland and Morgenstern, 1989; Elliott et al., 1992; Morgenstern and Thomas, 1993) . Although Robinson's article in American Sociological Review (ibid) became a real eye-opener for many epidemiologists and social scientists, more than a decade earlier, Gehlke and Biehl (1934) , reported a similar variation of correlation coefficients in line with data aggregation. Follow-up studies (see inter alia Openshaw, 1984; Unwin, 1996) shed additional light on GehlkeBiehl-Robinson's findings, showing that the size of correlation coefficients tends, in general, to increase with data aggregation into areal units of larger size. Openshaw (1984) termed this phenomenon the ''modifiable areal unit problem'' or MAUP.
The awareness about ecological fallacy has not affected geographic research at any considerable extent, where aggregate data are widely used both for empirical analysis and forecasting (see, e.g., Glaeser et al., 1992; Felsenstein and Portnov, 2005) . However, in social and epidemiological studies, the situation appears to be different. Owing to the ''ecological fallacy'' concern, the use of aggregate data in these studies has either become a taboo or is being treated with caution (Openshaw, 1984; Elliott et al., 1992; Greenland and Robins, 1994; Greenland, 2001) .
Under which circumstances does ''ecological fallacy'' occur and how strongly may it affect empirical findings?
Characteristically, the most striking example Robinson (1950) drew from the US 1930 Census of Population and Housing to substantiate his findings F illiteracy vs. percent of foreign born, F had relatively little to do with ''ecological fallacy'' per se, but rather with the choice of input variables. While at the individual level, foreign immigrants in 1930 were generally less educated than ''veteran'' Americans, the aggregate data in Robinson's study (ibid., p. 354) seemed to indicate otherwise: the correlation between percent illiterate (in a region's total population) and percent foreign-born was found to be negative, implying that immigrants were more literate than the ''natives.'' However, if average illiteracy rates were estimated for the foreign born (as opposed to the total population of regions, calculated by Robinson) , the above spurious correlation between immigrant shares and illiteracy rates would have been avoided (a broad definition of ecological fallacy is that certain data (e.g., illiteracy rates by foreign-born) are unavailable, leading to the use of proxies and erroneous estimates. However, we advocate a more narrow definition of this phenomenon, according to which ''ecological fallacy'' refers solely to differences in conclusions which may be drawn from group-level data (e.g., average illiteracy rates by foreign-born), as opposed to data obtained for individuals).
In past decades, epidemiological studies set a general methodological framework for study of ecological (or crosslevel) bias and discussed hypothetical examples in which such a bias may occur (see inter alia Greenland and Morgenstern, 1989; Elliott et al., 1992; Morgenstern and Thomas, 1993; Greenland and Robins, 1994; Greenland, 2001 ). However, relatively few empirical studies looked at the outcomes of different levels of aggregation using real-world data, specifically down to the individual level (Elliott and Wartenberg, 2004; Salway and Wakefield, 2005; Dubnov et al., in press ). Possible reasons are general unavailability of individual-level data (as opposed to areal aggregates which are more readily available) and privacy considerations (Morgenstern and Thomas, 1993; Lasserre et al., 2000; Greenland, 2001; Elliott and Wartenberg, 2004) . In addition, even when individual-level health data are accessible, there is a difficulty to match them with socio-economic variables which are usually aggregated into census-designated statistical areas (i.e., census blocks and tracts), and are rarely available at the individual level (Elliott et al., 1992; Elliott and Wartenberg, 2004; Nuckols et al., 2004) . Although geographic information systems (GIS) technology, which has spread widely in recent years (Gotway and Young, 2002; Brauer et al., 2003; Cockings et al., 2004; Elliott and Wartenberg, 2004; Nuckols et al., 2004; Scoggins et al., 2004) , may simplify the establishment of such data linkages and thus help to verify the correspondence between results obtained from individual data and those obtained from areal aggregates, such comparative studies are yet largely forthcoming.
The present paper attempts to revisit the ecological fallacy concept by testing the correspondence of results obtained at different levels of areal data aggregation. The paper is organized as follows. It starts with general discussion of sources of ecological bias and instances in which substantial differences between group and individual correlations may occur. The linkages between estimates of exposure to air pollution and results of children's pulmonary function tests (PFT), available for the Hadera region of Israel, are then used to verify to validity of the research assumptions. Although various levels of data aggregations affected somewhat the strength of relationships between the research variables, main differences in the analytical outcomes appear to have resulted from alternative specifications of variables chosen to measure health effects.
Sources of ecological bias
If different conclusions are drawn from the analysis of data upon their aggregations into units of different sizes (e.g., from individuals to townships and regions), these differences are commonly referred to as ''ecological fallacy'' (Selvin, 1958) . In epidemiology, these differences are also known as ecological or cross-level bias (Greenland and Morgenstern, 1989; Morgenstern and Thomas, 1993; Greenland and Robins, 1994; Greenland, 2001) .
The ecological bias is difficult to control and may lead, under certain circumstances, to spurious effects (Morgenstern and Thomas, 1993; Greenland and Robins, 1994) . If epidemiological study does not consider the possibility of ecological bias, misguided policy decisions may follow (Morgenstern and Thomas, 1993; Greenland and Robins, 1994) . Greenland and Morgenstern (1989) point out at two main sources of ecological bias F omitted regional (intra-group) confounders, and the effect modification. Thus, epidemiological confounding refers to ''the failure of a crude (or partially adjusted) association to properly reflect the magnitude of the exposure effect, due to differences in the distribution of extraneous risk factors among exposed and unexposed individuals'' (ibid, p. 269). Environmental smoking and nutrition deficiency are two examples of ecological confounders which levels may vary across groups or regions, causing biased estimates of health effects attributed to exogenous environmental risk factors (Morgenstern and Thomas, 1993) .
Ecological bias analogical to confounding may also occur when the background rate of disease varies across unexposed populations (Greenland and Morgenstern, 1989; Greenland and Robins, 1994) . Ecological bias may also occur due to the presence of an ''effect modifier'' or a factor, which is not necessarily a risk factor on its own (e.g., nutritional deficiency), but may modify the effect of the risk factor under study (e.g., smoking) due to a covariance between the two (ibid, p.270). Morgenstern and Thomas (1993) define two additional sources of ecological bias, viz. selection bias and information bias. While the former (selection bias) refers to the way in which research subjects are selected from the study population, that is lost subjects or missing data. Concurrently, the latter type of ecological bias refers to ''information loss'' due to aggregation or measurement inaccuracy, which may distort the effect estimates (Greenland, 2001; Gotway and Young, 2002) .
Ecological bias may also occur due to non-linearity of relationships between individual risk factors. Hence the nonlinearity of relationship is not easily to detect in individual-level data, it may lead to erroneous estimates, if a standard linear ecological model is used to approximate the relationships between covariates which actual association is non-linear and non-additive (Greenland and Robins, 1994) .
Recent epidemiological studies, specifically those using geographic information systems (GIS) technology (see inter alia Gotway and Young, 2002; Elliott and Wartenberg, 2004; Wakefield and Shaddick, 2005; Bell, 2006) , highlighted another possible source of ecological bias, commonly known as ''error propagation'' (Heuvelink and Burrough, 1989; Goodchild et al., 1992; Burrough and McDonnell, 1998) . The major cause of this sort of information bias emanates from the use of interpolation models converting data available for irregularly spaced points (e.g., air monitoring stations) into regular grids or local exposure estimates at places were study subjects reside. Upon such interpolation procedure, any error (e.g., attributed to faulty measurements), potentially occurring at original observation points, propagates into all output layers of data created by interpolation (Gotway and Young, 2002; Bell, 2006) . Furthermore, the outcome of interpolation is sensitive to the interpolation method used, that is, nearest monitor, spline, inverse distance weighted (IDW), or kriging (McCoy and Johnston, 2001) . The choice of an interpolator and its specific quantitative parameters (such as power, search radius, etc.) may result in fairly different exposure estimates at the ''target points'' and ultimately, in erroneous associations between exposure to an environmental risk factor and its health effects (Gotway and Young, 2002; Elliott and Wartenberg, 2004; Wakefield and Shaddick, 2005) .
The effect confounding by group and effect modification (with their resulting specification bias) are thoroughly investigated in previous studies (see inter alia Greenland and Morgenstern, 1989; Morgenstern and Thomas, 1993; Greenland and Robins, 1994; Greenland, 2001) . In the present study, we shall focus mainly on ecological bias attributed to aggregation, which generally emanates from the reduction in intra-area variability and potential loss of information due to data aggregation at increasingly large spatial scales (Greenland, 2001; Salway and Wakefield, 2005) .
Individual vs. group correlations: expected relationships
Suppose that residents of a region were tested for a particular health effect, attributed to the presence of a local environmental factor, for example, air pollution. For the sake of simplicity, let's assume that all the individuals covered by the survey have the same age structure, and, before the introduction of the environmental factor in question, did not differ substantially in respect to their health status or any other parameter that can interfere with the results of the inquiry, that is there is no confounding and no differences in the exposure effect within groups.
During the first stage of the analysis, the results of the individual health tests were mutually compared with individual estimates of exposure to the environmental factor in question, and correlation coefficients were calculated. Then, the results of individual tests and individual exposure levels were aggregated into groups, representing regional subdivisions (e.g., townships or small census areas), in which the individuals reside. The correlation analysis of the averages was rerun.
The question we shall try to answer is as follows: Under which circumstances may the results of the two stages of the analysis (i.e., individual and group correlations) be distinctively different due to aggregation bias resulting from grouping of individuals into regional subdivisions and subsequent data averaging?
To answer this question, let us consider five simplified diagrams shown in Figure 1 . Each large square in Figure 1 represents the region under study, while small squares are its internal subdivisions. Gray conical shapes mark areas in which abnormally high concentrations of the environmental factor in question are detected, with exposure levels increasing towards the centers of the cones.
Whereas the first two cases (Figure 1a -b) assume that the geographic distribution of the individuals' homes is homogeneous, in three other cases, the individuals covered by survey are scattered unevenly across the study area (see small black dots in Figure 1c -e).
Suppose that individual correlations, estimated during the first stage of the analysis, were found to be statistically significant. The same (or similar) relationships are likely to emerge under the aggregation scheme featured in Figure 1a . According to this scheme, the average levels of exposure to the environmental factor in question vary by regional subdivisions, with the residents of the central subdivision (nearly totally covered by the gray conical shape) being exposed most.
The outcome of the analysis may, however, be distinctively different if the grouping of individuals follows the regional subdivision scheme diagrammed in Figure 1b . According to this scheme, the individuals covered by the study spread evenly across the region, and all regional subdivisions are equally exposed to the environmental factor in question. Although individuals near the center are exposed more than elsewhere (Figure 1b ), the shares of the exposed are equal in each subdivision. As a result, neither significant differences in the observed health effects across regional subdivisions can be detected at the group (subdivision) level, nor significant correlation of the averages may occur, resulting in the case of ecological fallacy par excellánce.
The skewed distribution of individuals ( Figure 1c -e) does not necessarily alter the outcome of the analysis. Thus, in two cases shown in Figure 1c and 1d, a cross-group comparison may lead to the same outcome as above. In particular, no significant difference may be found between the four regional subdivisions covered by the study, due to the fact that the individuals in each sub-region are more or less equally exposed to the environmental factor in question, and no significant differences may thus be detected by mutual comparison of the averages.
However, the situation shown in the last diagram ( Figure 1e ) is clearly dissimilar. Owing to differences in the distribution patterns of the individuals across the regional subdivisions and their different exposure levels to the environmental factor in question, the relationships observed at the individual level are likely to emerge at the aggregated level as well.
According to Greenland and Morgenstern (1989: 273) , ''there will be no ecological bias if both the background (unexposed) rate of disease and the exposure effect do not vary across groups, and there is no confounding within group.'' However, as the above examples demonstrate, ecological bias may arise even though none of these conditions is violated. While in all examples featured in Figure 1 , background health status and exposure effect were held constant, and no confounding at the individual level was present, the outcome of the analysis varied. The way in which the exposed and unexposed individuals were distributed across regional subdivisions appeared to be essential, reflecting the change of support problem (COSP) in spatial data analysis (Gotway and Young, 2002) .
Summing up, we may conclude that differences between individual and group correlations (i.e., ecological bias) are not a necessary outcome of areal data aggregation and that the situations, in which such differences are likely to occur, may be detectable, at least theoretically, from the outset of the analysis. In the following sections, we shall attempt to validate this assumption using a case study, which permits various levels of data aggregation.
Hadera region, Israel as a case study
In 1996-1999, the research staff of the Institute for Environmental Research, Israel Ministry of the Environment repeatedly tested a sample of 1810 schoolchildren of the second, fifth and eighth grades from elementary schools in the Hadera district (see Figure 2 ). The children covered by the study underwent pulmonary function (PF) tests and their parents filled out detailed questionnaires on their sociodemographic and household characteristics (see Appendix A: Pulmonary function data).
Accurate street addresses that could be mapped were available for 1492 out of the 1810 children (82.4%). This cohort (1492 children) thus formed the basis for the present investigation, for which information on the location of the children's homes was essential for estimating the concentrations of air pollutants at the places where the children reside. The analysis indicated that the final sample (1492) was fairly representative of the entire cohort of the relevant school Effect of aggregation on the outcome of epidemiological study Portnov et al.
grades who resided in the study area, and in respect of gender and proportion of children in each grade (P40.05).
During the initial investigation (Barchana et al., unpublished data; Goren et al., unpublished data) , the results of the PF tests for 1996 and 1999 were analyzed separately, using four townships for data aggregation and analysis (see Figure 2 ).
Contrary to initial expectations, the research indicated no significant differences in the average values of the PF tests across the townships, despite their distinctively different air pollution levels and the wealth of evidence accumulated to date on the link between air pollution and PF development in children (see inter alia Peters et al., 1999a, b; Pikhart et al., 2000; Gauderman et al., 2000 Gauderman et al., , 2004 Schwartz, 2004) .
A possible reason for these inconclusive results was the use of aggregated data for four relatively large townships, presumably leading to ''ecological bias'' in research results (Dubnov et al., in press ). The rationale for this conclusion is as follows: Since large geographic areas for which composite data are used tend to exhibit considerable intra-regional variations in the local levels of air pollutants, individual exposure levels cannot presumably be inferred from aggregated data, and the outcome is insensitive exposure estimates (Rothman, 1986 (Rothman, , 1993 Elliott et al., 1992; Greenland, 2001; Gotway and Young, 2002; Elliott and Wartenberg, 2004; Nuckols et al., 2004) .
The immediate goal of the following analysis is to revisit the results of the initial investigation of the Hadera data, in an attempt to determine whether the inconclusive results reported by the initial inquiry (Barchana et al., unpublished data; Goren et al., unpublished data) were indeed attributed to ecological fallacy or some other underlying causes.
Data processing and analysis

Research Phases
The data were processed and analyzed in the following two phases.
During the first phase, the results of individual PF tests and air pollution estimates (see Appendix A) were aggregated into two sets of areal units: (a) four townships identical to those used in Barchana et al. (unpublished data) , and (b) 20 small census areas (SCAs), similar in size to Census Block Groups in the USA (see Figure 2 and Appendix B). During the second phase, the homes of the children participating in the survey were positioned on the map (see small gray dots in Figure 2 ) and the levels of air pollution to which each child was exposed were calculated. The task was performed in the ArcGIS 9 TM software, using its ''spatial join'' tool (Minami, 2000) . Individual exposure levels were calculated separately for NOx and SO 2 (see Appendix A: Air pollution data) (During the initial stages of the analysis, the average levels of air pollution were calculated for regional subdivisions (townships and SCAs) using both individual estimates of exposure and exposure estimates available for a geographic grid of 500 m Â 500 m. However, the differences were found to be minor, with the averages obtained from individual estimates being slightly lower. The results of the analysis reported in this paper are based on air pollution averages obtained by averaging the individual exposure estimates).
Data Analysis
The statistical analysis was performed in two steps. First, the average PF rates observed in 4 townships and 20 small census areas (SCAs) at the end of the study period (i.e., in 1999 F see Appendix A: Pulmonary function data) were juxtaposed with average levels of air pollution detected in these areas in 1996-1999 (see Appendix A: Air pollution data). Then, the results of individual PF tests, and of individual pollution estimates were mutually compared with demographic and health variables, potentially affecting pulmonary function, viz.: child's age and height at the start of the study period (i.e., in 1996); gender; presence (or absence) of pulmonary diseases diagnosed by a doctor; overall duration of residence in the study area; exposure to environmental tobacco smoking in the family; housing density; education levels of both parents; and proximity to main roads to control for exposure to air pollution from motor vehicles. The confounding role of these variables has been outlined by most previous studies (Goren et al., 1991; Peters et al., 1999a, b; Peled et al., 2001; Jedrychowski et al., 2002; Gauderman et al., 2004) .
In the initial phase of the analysis, the Kruskal-Wallis test and bivariate correlation analysis were run to determine respectively the significance of inter-group differences, and the correlation strength between average pollution levels and PFT data. Next, the Multiple Regression Analysis (MRA) was used, to identify and measure the effects of the aforementioned explanatory variables on the individual PFT values. During the analysis, spatial autocollinearity of residuals (Moran's I diagnostic), multicollinearity, normality, and homogeneity of variance assumptions were tested and their results were found satisfactory.
During the analysis, both logarithmic and exponential transformations of the NOx and SO 2 variables (see Appendix A: Air pollution data) were tested. From the outset the relationship between PFT values and air pollution levels was presumed to be non-linear. For instance, we expected a disproportionably greater damage to occur under higher concentrations of air pollutants than under moderate and low concentrations. This non-linearity of relationship appeared to be captured best by exponential transformations. In the following discussion, only the best performing models (for the NOx exponent) are reported (for more details on factor selection and alternative model specifications, see Dubnov et al., in press ).
As Figure 2 shows, the children covered by the sample are distributed unevenly both across the study area and its internal subdivisions (townships and SCAs). As a result, they appear to have different long-term exposures to air pollution, with the children living in Pardes-Hanna being exposed most (see small gray dots and NOx contours in Figure 2) . The distribution map thus closely resembles the situation featured in Figure 1e , according to which no ecological fallacy in data interpretation should expectedly occur.
''Hot spot'' Analysis
Indicators of spatial association (such as, Moran's I, Geary's C, Gi(d), and Gi*(d)) provide summary information about the intensity of spatial interaction between values observed in adjacent locations, thus helping to determine whether a parameter's values are arranged in space in a systematic manner. Such a systematic distribution of values is known as ''spatial autocollinearity'' or ''spatial association'' (Cliff and Ord, 1981; Anselin, 1999) .
In the present study, the analysis of local spatial autocorrelation was used to detect 'hot spots' in the spatial distribution of PFT values (see Appendix C).
Results
As Table 1 shows, at neither level of aggregation (townships, SCAs, and individuals), the bivariate correlation between FVC_99p (forced expiratory vital capacity in 1999 F for more details, see Appendix A: Pulmonary function data) and NOx estimates appear to be statistically significant (P40.05). With the exemption of the second level of aggregation, for which the correlation coefficient between average PFT values and air pollution estimates is marginally significant (P ¼ 0.045), the results for FEV1_99P are similar (see Table 1 ).
Although the strength of NOx-PFT relationship tends to increase initially with data desegregation (FVC_99p: Po0.1 for SCA vs. P40.8 for townships; Table 1 ), it appears to drop with further desegregation (i.e., FVC_99p: P40.3 for individuals).
Characteristically, the mean values of FEV1_99P and FVC_99P do not differ significantly across either townships or SCAs (Table 1) , which is, generally, in line with the results of the initial investigation (Barchana et al., unpublished data).
The air pollution variable (NOx estimate) does not emerge as statistically significant in the multiple regression analysis for SCAs and individuals either, in which this factor is controlled for the effect of potential confounders, such as: welfare, environmental tobacco smoking, etc. (see Tables 2  and 3 ) (Although a non-linear (i.e., exponential) function of the exposure variable (NOx) was used in the analysis, the models reported in Tables 2 and 3 are essentially linear in their parameters. In theory, linear model specification may be a source of pure specification bias, as some previous studies demonstrate (see inter alia Greenland and Robins, 1994) . Whereas in the initial stages of the analysis, alternative functional forms of the models (double log and log-linear forms) were also tested, these results are not reported in the present paper for the sake of brevity and may be obtained from the authors upon request).
The absence of any clear aggregation-induced trend suggests that the lack of significant relationship between air pollution estimates and PFT values cannot thus be attributed to data aggregation and averaging, as might be expected.
Another possible explanation is that the PFT variables used in the analysis until now F FVC_99p and FEV1_99p, F may be somewhat problematic, as illustrated by way of a hypothetical example featured in Table 4 .
Suppose that the study area is subdivided into four subareas (1-4), which exhibit different air pollution levels (Table 4 ). In year 1 , individuals residing in these sub-areas underwent PF tests and the average values of these tests indicated significant differences (PFT year1 : Po0.05; Table 4 ). In year 1 þ n , PFT was rerun (PFT year1 þ n ; Table 4 ). Although changes in PFT between year 1 and year 1 þ n are negatively correlated to air pollution levels (DPFT: r ¼ À0.970; Po0.05), there are no differences whatsoever in the average Note: Actual significance levels are in parentheses.
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values of the repeat test (PF year1 þ n ¼ 95%; Table 4 ). Therefore, using the latter numbers for a cross-sectional comparison may result in the absence of any clear relationship.
Although the case featured in Table 4 is clearly hypothetical, it may reflect, at least in theory, what happened in the study area under investigation. To verify this assumption, we recorded to dichotomous variable, as follows: An area closer than 50 m (the first row of buildings) to a main road's longitudinal axis was conditionally defined as a high exposure area (1); Otherwise it was defined as a low exposure area (0). reran our analysis using relative changes in pulmonary function tests (DFVC and DFEV1) as dependent variables (see Appendix A: Pulmonary function data). The results of the repeat analysis are reported in Tables 5-7. As expected, the outcome the analysis has changed. In particular, the bivariate correlation between DPFT (DFVC and DFEV1) and NOx increased to À0.887/À0.902 for townships (Po0.10; Table 1) .
Notably, at all aggregation levels (townships, SCA, and individuals), the DPFT-NOx relationship exhibits the expected negative sign and even gains its statistical significance with areal disaggregation (Po0.10 for townships, vs. Po0.001 for individuals; see Table 5 ).
The differences between sub-areas in Kruskal-Wallis test (both townships and SCAs) also became highly significant (Po0.001; Table 5 ), and the air pollution factor emerged as Table 7 ).
Other factors evaluated for possible effects of covariates on DPFT are: road proximity, length of child's residence in the study area, housing density, level of father's education, child's gender, passive smoking in the family, and presence of pulmonary diseases. In addition to air pollution, only age and height of a child at the start of the study period appears to be statistically significant in the models estimated for individuals (Po0.05; see Table 7 ) (In theory, age and height are collinear variables. However, our multicollinearity test found that their actual correlation for the sample data was within tolerable limits (Tol.40.3), and unlikely to cause a significant bias of regression estimates).
The road proximity is also marginally significant in the DFVC model (t ¼ À1.724; Po0.10; Table 7 ). As expected, the sign of this variable is negative (B ¼ À1.165), implying that proximity to a major road tended to reduce, ceteris paribus, a child's DFVC by some 1.2%.
Local Spatial Autocorrelation Patterns
The results of local autocorrelation analysis for the DFVC variable are reported in Figure 3 (The results for DFEV1 appear to be similar and are not reported here for the sake of brevity). In this diagram, large dark grey dots indicate clusters of children with significantly low values of DFVC (compared to the global mean), while large light grey dots show clusters of children whose FVC change in 1996-1999 was significantly higher that the average value for the study cohort as a whole.
As Figure 3 shows, there is a clear clustering of significantly low DFVC values in the Pardes-Hanna township (see dark grey dots in the upper right corner of the map). This township is primarily affected by air pollution from the power station, as indicated by extremely high levels of the NOx contours (NOx estimates 430 ppm). Concurrently, there are also a few clusters of negative DFVC values elsewhere, specifically in the Hadera-central township (center of the map). This township is generally characterized by moderate levels of station-generated NOx pollution (NOx estimate o30 ppm). A more detailed investigation of the location of these clusters points out at their close proximity to a major road (old road ''Tel Aviv-Haifa''), thus making the Recorded to dichotomous variable, as follows: An area closer than 50 m (the first row of buildings) to a main road's longitudinal axis was conditionally defined as a high exposure area (1); otherwise it was defined as a low exposure area (0).
clustering of negative DFVC values in this part of the study area quite explicable.
Discussion
In the present study, the strength of the linkages between children's PFT values and air pollution estimates was tested for three levels of areal aggregation F 4 townships, 20 small census areas (SCAs), and 1492 individuals covered by the survey. During the analysis, two separate sets of measures were used: two cross-sectional estimates of children's PFT performance at the end of the study period (FVC_99p and FEV1_99p) and two longitudinal estimates of PFT change between 1996 and 1999 (DFVC and DFEV1). The analysis was performed using several statistical techniques: bivariate correlation analysis; a non-parametric test of inter-group differences (the Kruskal-Wallis test); the analysis of local Effect of aggregation on the outcome of epidemiological study Portnov et al.
spatial autocorrelation (the Getis-Ord ''hot spot'' index), and multivariate regression analysis. In the latter models, children's exposure to air pollution was adjusted for children's demographic and health characteristics, such as education of parents, housing conditions, presence of pulmonary diseases, etc.
The association between children's pulmonary function (PF) development and their exposure to air pollution was investigated in two phases. During the first phase, PFT averages were mutually compared with average levels of air pollution estimated for the statistical areas in which the children reside. During the second phase of the analysis, individual pollution estimates were compared with individual PFT results.
As the same group of children, tested in 1996 and again in 1999, was used in the analysis, and their health or household characteristics did not change dramatically over the study period, no selection bias was present in the data. We also compared mapped and unmapped participants for distribution of mean age and gender. No significant differences in these distributions were found, so we could conclude that no bias in mapping might possibly account for our findings (see Dubnov et al., in press) .
While different levels of areal data aggregation (townshipsSCAs-individuals) changed the outcome of analysis only marginally, the selection of indices measuring the children's PF performance had a significant influence on the outcome of the analysis. In particular, while the use of cross-sectional data (PFT values at the end of the study period) failed to detect any significant link between air-pollution estimates and children's PF performance, the use of PFT change indices (DFVC and DFEV1) indicated substantial differences between groups (sub-areas) and strong negative correlations of DPFT with air pollution estimates, at any level of areal aggregation we tested.
Characteristically, the significance of correlation between DPFT and pollution estimates appeared to increase with data disaggregation, from Po0.10 for townships to Po0.001 for individuals, thus implying that the relationship detected at the aggregated data level are likely to emerge at the individual level as well, or even become stronger.
In contrast to findings of early studies (Gehlke and Biehl, 1934; Robinson, 1950; Openshaw, 1984; Greenland and Robins, 1994) we thus did not observe in our analysis ''ecological fallacy'' occurring ''automatically'' as a result of data aggregation. Our findings are thus in line with a general observation made by Greenland and Morgenstern (1989) , Morgenstern and Thomas (1993) and Salway and Wakefield (2005) that there should be no ecological bias if within-region exposure variation is minimized and exposure variation between regions is maximized.
As Pekkanen and Pearce (2001) justly noted, fallacious conclusions can be drawn at any level of data aggregation, if relevant variables are either misrepresented or excluded. In our study, we saw, for instance, that the outcome of the analysis was significantly affected by our choice of dependent variables measuring the health status of the subject population. As the effect of environmental factors on morbidity is time-related (Morgenstern, 1995) , it may thus better be detected by a longitudinal approach, than by a crosssectional comparison, in which environmental exposures are mutually compared with static ''snapshots'' of the health status of the study population at a given point of time.
This conclusion is thus in full agreement with general observations of Morgenstern and Thomas (1993) and Morgenstern (1995) that the use of longitudinal data may effectively reduce the ''temporal ambiguity'' of epidemiological survey.
Conclusions
Ecological fallacy is hardly an imaginary phenomenon. As we argue, under certain circumstances, the spatial aggregation of data (averaged from individual observations) may indeed lead to erroneous estimates. For instance, if the residents of each geographic sub-region under study are equally affected by an environmental factor in question (see Figure 1b-d) , then, indeed, the aggregation of data may lead to biased estimates. However, in other cases (e.g., substantially different levels of exposure across geographic sub-areas, for example, see Figure 1a and e), no ecological fallacy in data interpretation should arguably occur, and the linkages identified for areal aggregates are likely to emerge at the individual level as well.
In general, the possibility of ecological fallacy may be detected by scrutinizing the distribution map, as the present study demonstrates. Thus, the juxtaposition of the location of the children's homes in our survey with the boundaries of geographic subdivisions, and the patterns of air-pollution in the area (Figure 2 ) indicated that ecological fallacy was unlikely. Indeed, as our analysis demonstrated, the inconclusive results about the links between air pollution levels and health effects, obtained by the initial investigation, were attributed to a misguided variable selection (i.e., using crosssectional values of PFT instead of more sensitive DPFT), rather to ecological fallacy per se, as could be expected.
There is thus no a priory reason for avoiding the use of aggregate data in epidemiological studies. Aggregated data are often more readily available for researchers than individual estimates; they are easy to process, analyze and link to other information sources (such population enumerations), and may give nevertheless sufficiently accurate indications about the relationships which may expectedly be found in follow-up investigations, or necessitate such indepth investigations, if necessary (Elliott and Wartenberg, 2004) . The essential condition is, however, the ability of the researcher to identify from the outset of the analysis the situations in which ecological fallacy is likely to occur and thereby interfere with the results of the analysis.
It should be noted, however, that since ecological bias depends on both exposures and confounders, a simple comparison of the maps showing the distribution of exposure variables and research subjects may provide an initial indication only, without giving a fully exhaustive answer as to whether such a bias may (or may not) occur. Moreover, in a ''standard'' ecological situation, only group (regional) averages (rather than detailed distribution maps) may be available. At least in part, this situation may be dealt with using map analysis tools provided by geographic information systems (GIS), which gain popularity in recent years. Assuming, that the research sample is representative of a large population from which it is drawn, general population data (e.g., population densities and population distribution maps available as layers for any standard GIS software) and spatial exposure interpolates may be used to determine whether the researcher faces a situation in which strong ecological bias may be expected (see Figure 1b- 
As misspecification bias may occur at different levels of aggregation, the multi-level approach (combining both individual and group level data) should not thus be mutually exclusive, but rather complementary in epidemiological research (see inter alia Greenland, 2001; Pekkanen and Pearce, 2001; Salway and Wakefield, 2005 ).
An obvious limitation of the present study is unaccountability for particulate matter of o2.5 mm or o10 mm in aerodynamic diameter (i.e., PM 2.5 and PM 10 ), especially in light of recent publications demonstrating the adverse effects of this air pollutant on different aspects of human health (Samet et al., 2000; Pope et al., 2002 Pope et al., , 2004 Schwartz, 2004) . However, as we believe, this limitation does not influence significantly the results of our study, which primary goal was to identify changes in analytical outcomes attributed to different levels of data aggregation, rather than to demonstrate the influence of a particular air pollutant on public health. A more detailed investigation of such effects may represent a legitimate topic for future studies.
Finally, we should note that the empirical results of the present study are definitely location specific. Follow-up studies carried out elsewhere may thus be needed for the verification of generality of our empirical results.
Appendix A
Description of Data Sources
Pulmonary Function Data Spirometry was performed by means of a Minato s AS 500 spirometer and in compliance with the American Thoracic Society (ATS) criteria. Each child performed three consecutive pulmonary function tests (PFT), and the maneuver with the largest sum of Forced Vital Capacity (FVC) and Forced Expiratory Volume during the first second (FEV1) was recorded as a representative test (American Thoracic Society, 1995; Enright et al., 2000) . Predicted PFT values were calculated using a polynomial model, separately for each gender (Hankinson et al., 1999) .
The calculations were performed separately for differences in forced vital capacity (FVC) and forced expiratory volume during the first second (FEV1).
Then, the relative changes in pulmonary function tests (DPFT) from 1996 to 1999 were calculated as follows: To ensure the suitability of DPFT estimates for multivariate modeling, normality of distribution was tested by the Kolmogorov-Smirnov (KS) test, in which the distribution of DPFT values appeared fairly normal (KS Zo0.9; P40.4).
Demographic And Health Data The questionnaire used in the study was a validated translation of the questionnaire developed and used by the American Thoracic Society (ATS) and National Heart and Lung Institute (Feris, 1978) . It includes questions about the presence or absence of pulmonary diseases diagnosed by a physician (e.g., asthma), household-related characteristics, such as gas or oil house heating, housing density, exposure to passive tobacco smoking, parents' education, and duration of living in the study area. The children's parents completed the questionnaires, with an overall rate of return of 72.4%.
Air Pollution Data There are 12 monitoring stations in the study area, which provide continuous (24-h a day) measurements of air pollution levels. For our analysis we used only the measurements simultaneously exceeding half-an-hour reference levels for NOx and SO 2 (0.125 and 0.070 ppm, respectively). These excess concentrations (or so-called ''air pollution events'') help to distinguish air pollution ''splashes'' generated by the power station (contributing B50% of emissions in study area) from air pollution constantly present in the area and attributed to other sources such as motor vehicles (Association of Towns for Environmental Protection, 2005; .
For each ''air pollution event'' we calculated integrated concentration value (ICV) of NOx and SO 2 by multiplying their average concentrations during the ''event' ' [ppm] by the unit of event's duration (half-an-hour is one unit) and then summarized the results over the entire study period (i.e., 1996 through 1999).
These summary values for the 12 air-monitoring stations were then interpolated by krigging, which furnished contours of equal pollution levels for the entire study area. Using these air pollution contours we estimated the individual exposure levels in the vicinity of the children's residences.
One comment is important. As noted in the section on the sources of ecological bias, the conversion of data available for several air monitoring stations into regular grids or local exposure estimates may result in an estimation bias known as ''error propagation'' (Heuvelink and Burrough, 1989; Goodchild et al., 1992; Veregin, 1995) . The major cause of this sort of this bias emanates from in the use of interpolation models which may ''transfer'' any error in the original data into all output data layers created by interpolation (Gotway and Young, 2002; Bell, 2006) . Furthermore, the outcome of interpolation is sensitive to the interpolation method used, that is spline, inverse distance weighted method, kriging, etc. (McCoy and Johnston, 2001 ). However, this complex phenomenon is well beyond the scope of the present study, which focuses mainly on ecological bias attributed to spatial data aggregation and considers air pollution estimates as exogenous.
The air pollution estimates used in the analysis did not include particulate matter of o2.5 mm or o10 mm in aerodynamic diameter (i.e., PM2.5 and PM10) because PM measurements were available for only three out of the 12 monitoring stations distributed sparsely across the study area. Due to this limitation we used NOx and SO 2 air pollutants as proxies for air pollution patterns in the study area. This limitation and its implications are addressed in the discussion section. Effect of aggregation on the outcome of epidemiological study Portnov et al.
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