Abstract. Explicit coupling property and gradient estimates are investigated for the linear evolution equations on Hilbert spaces driven by an additive cylindrical Lévy process. The results are efficiently applied to establish the exponential ergodicity for the associated transition semigroups. In particular, our results extend recent developments on related topic for cylindrical symmetric α-stable processes.
Introduction and Main Results
Let H be a real separable Hilbert space with the norm · , and (A, D(A)) be a linear possibly unbounded operator which generates a C 0 -semigroup (i.e. a strongly continuous one-parameter semigroup of linear operators) (T t ) t 0 on H. Consider the following linear evolution equation:
(1.1) dX t = AX t dt + dZ t , t 0, X 0 = x ∈ H, where Z = (Z t ) t 0 is an infinite dimensional Lévy process which may take values in a Hilbert space U usually greater than H. The Markov process X = (X x t ) t 0 determined by (1.1) (if exists) is called a Lévy driven Ornstein-Uhlenbeck process, e.g. see [1, 2, 9, 21, 28] and the references therein. The associated transition semigroup acting on B b (H), the class of all bounded measurable functions on H, is given by P t f (x) := Ef (X x t ), which is called a generalized Mehler semigroup in the sense of [6, 12, 17] .
Throughout this paper we suppose that the infinite dimensional Lévy process Z = (Z t ) t 0 in (1.1) is defined by the orthogonal expression
where (e n ) is an orthonormal basis of H and (Z n t ) t 0,n 1 are independent real valued pure jump Lévy processes defined on a fixed stochastic basis. We call (Z t ) t 0 given by (1.2) an additive cylindrical Lévy process, see [3] for the recent study on cylindrical Lévy processes. We also need the following assumption on the operator (A, D(A)):
Hypothesis (H). The operator (A, D(A)) is a self-adjoint operator such that for the fixed basis (e n ) in (1.2) it verifies that (e n ) ⊂ D(A), Ae n = −γ n e n with γ n > 0 for any n 1, and lim n→∞ γ n = ∞.
That is, we require that the basis (e n ) from the representation (1.2) are eigenvectors of A. Then, we can identify H with l 2 = {x = (x n ) :
∞ n=1 x 2 n < ∞}, and A with the diagonal operator Ax n = −γ n x n for (x n ) ∈ l 2 and n 1. Thus, under assumptions (1.2) and (H), the equation (1.1) can be solved for each coordinate separately, i.e., dX x,n t = −γ n X x,n t dt + dZ n t , X x,n 0 = x n , n ∈ N, with x = (x n ) ∈ l 2 . Therefore, the unique solution to the equation (1.1) can be seen as a stochastic process X = (X In the following, we always assume that the process X = (X where for any n 1, ν n is the Lévy measure of the Lévy process (Z n t ) t 0 on R. We first study the coupling property and explicit gradient estimates of the associated Markov semigroup for the process X. Recall that the process X has successful couplings (or has the coupling property) if and only if for any x, y ∈ H, lim t→∞ P t (x, ·) − P t (y, ·) Var = 0, where P t (x, dz) is the transition kernel of the process X and · Var stands for the total variation norm. Let (P t ) 0 be the transition semigroup of the process X. The uniform norm of its gradient is defined as follows:
∇P t ∞ := sup |∇ z P t g(x)| : z 1, x ∈ H, g ∈ B b (H) with g H,∞ 1 , where |∇ z P t g(x)| := lim sup ε→0 1 ε P t g(x + εz) − P t g(x) ,
and g H,∞ is denoted by the supremun norm, i.e. g H,∞ = sup x∈H |g(x)|. A continuous function f : [0, ∞) → [0, ∞) is said to be a Bernstein function if (−1) k f (k) (x) 0 for all x > 0 and k 1. One of our main contributions is as follows. Theorem 1.1. Let X = (X x t ) t 0 be the process with components (1.3) taking values in H, i.e. (1.4) holds. Suppose that for any n 1, the Lévy measure ν n of the Lévy process (Z n t ) t 0 on R satisfies that
where f n is a Bernstein function with f n (0) = 0 and lim r→∞ fn(r) log(1+r) = ∞. Then, for any t > 0 and x, y ∈ H, (1.6) ∇P t ∞ C t , and P t (x, ·) − P t (y, ·) Var 2C t x − y , where
The coupling property and gradient estimates have been intensively studied for linear stochastic differential equations driven by Lévy processes on R d , see e.g. [5, 33, 34, 35, 36, 37] . Among them, gradient estimates for linear evolution equations on R d have been obtained in [37, Theorem 1.1] by using a similar bound condition (1.6) on the Lévy measure, and then they are improved in [33, Theorem 1.3] and [35, Theorem 3 .1] via the symbol of Lévy processes. Recently, by using the lower bound conditions for the Lévy measure with respect to a nice reference probability measure, we have successfully obtained the coupling property and gradient estimates for linear stochastic differential equations driven by non-cylindrical Lévy processes on Banach spaces, see [38, Theorem 1.2] . However, as mentioned in the paragraph before [38, Theorem 1.1], the situation for cylindrical Lévy processes is essentially different from that for non-cylindrical Lévy processes. This implies that the framework adopted in [38] does not apply to the present settings. We stress that Theorem 1.1 improves [23, Theorem 4.14] for cylindrical symmetric α-stable noise, and also points out the difference form non-cylindrical Lévy processes.
As an application of Theorem 1.1, we will study the exponential ergodicity for the stochastic process X = (X x t ) t 0 with components (1.3). Let (f n ) n 1 be a sequence of Bernstein functions, and for any t > 0, let C t be the constant defined in Theorem 1.1. Theorem 1.2. Suppose that for any n 1, (Z n t ) t 0 in (1.3) is a symmetric pure jump Lévy process associated with the (symmetric) Lévy measure ν n . Assume that the following two assumptions hold:
(i) There exists a constant α ∈ (0, 1] such that
(ii) For any n 1,
where f n is a Bernstein function such that f n (0) = 0, lim r→∞ fn(r) log(1+r) = ∞ and lim
Then, the process X = (X x t ) t 0 with components (1.3) takes values in H, and there exist the unique invariant measure µ and a constant C > 0 such that for any t > 0 and x ∈ H,
The remaining part of this paper is organized as follows. In Section 2 we present some preliminaries on cylindrical Lévy processes. Section 3 is devoted to the proof of Theorem 1.1. Here, the most important estimates for the density function of onedimensional subordinate Brownian motions are established in Proposition 3.1, which is key to the proof of Theorem 1.1 and indicates the difference from finite dimensional situations. We also obtain the gradient estimate and the coupling property for the linear evolution equation driven by cylindrical subordinate Brownian motions, see Proposition 3.2 below. In Section 4, we will study the exponential ergodicity for the linear evolution equations (1.1). The proof of Theorem 1.2 is presented.
Preliminarily: Cylindrical Lévy Processes on Hilbert Spaces
In the section, H will denote a real separable Hilbert space with the inner product ·, · and the norm · . We will fix an orthonormal basis (e n ) in H. Through the basis (e n ) we will often identify H with l 2 . More generally, for a given sequence ρ = (ρ n ) of real numbers, we set
It is clear that l 2 ρ becomes a separable Hilbert space with the inner product
ρ . Let us recall that a Lévy process Z = (Z t ) t 0 with values in H is an H-valued process defined on some stochastic basis (Ω, F , (F t ), P), continuous in probability, having stationary independent increments, càdlàg trajectories, and such that Z 0 = 0, P-a.s. It is well known that
where the characteristic exponent (or the symbol) Φ can be expressed by the following infinite dimensional Lévy-Khintchine formula
Here Q is a non-negative, self-adjoint trace class operator on H, b ∈ H and Π is the Lévy measure on H\{0} such that H\{0} (1 ∧ z 2 ) Π(dz) < ∞. We call the triple (Q, b, Π) the characteristics of the Lévy process Z, e.g. see [20, Chapter VI] and [21, Chapter 4] .
For cylindrical Lévy process Z given by (1.2), we assume that (Z n t ) t 0,n 1 are defined on the same stochastic basis (Ω, F , (F t ), P) satisfying the usual assumptions. Since for any n 1, (Z n t ) t 0 is a pure jump Lévy process on R, we have, for each n 1 and t 0,
and ν n is the Lévy measure on R\{0} with R\{0} (1 ∧ z 2 ) ν n (dz) < ∞, e.g. see [29] . The following result essentially follows from [21 
As a direct consequence, we have the following example.
Example 2.2. Let Z = (Z t ) t 0 be a cylindrical Lévy process with the following form (2.10)
where (e n ) is an orthonormal basis of H, (Z n t ) t 0,n 1 are independent, real valued, identically distributed Lévy processes defined on a fixed stochastic basis, and (β n ) is a given possibly unbounded sequence of positive numbers. Let ν be the common Lévy measure corresponding to (Z n t ) t 0,n 1 , e.g. see (2.8) . Then, the cylindrical Lévy process Z given by (2.10) takes values in H if and only if 
That is, with the sequence (ρ n ) above, the cylindrical Lévy process Z given by (2.10) is an honest l 
where
When the Lévy process (Z n t ) t 0 is square integrable with zero mean, Corollary 2.3 has been proved in [21, Proposition 9.7] ; when the Lévy process (Z n t ) t 0 is symmetric, Corollary 2.3 is just [25, Theorem 2.8] . For the general case, we refer to [28, Corollary 6.3] for the recent study. Below we include the proof of Corollary 2.3 for the sake of completeness.
Proof of Corollary 2.3. For any n 1 and t 0, let us consider the stochastic convolution
The law of Y n t is an infinitely divisible probability distribution, and its characteristic exponent is
where ψ n is given by (2. 
where ν n is the Lévy measure of ψ n given in (2.8). Therefore,
Assumption (1.4) gives us that P(X x 1 ∈ H) = 1, due to (2.11) and (2.9). So, in order to complete the proof, it remains to show that P(X
also by (2.9), for any 0 < t 1, P(X
. Then,
For any t > 1, we have the following identity on the product space R N :
where 
u has the same law as Y t−1 . Since P(Y t−1 ∈ H) = 1 for any 1 < t 2 and P(Y 1 ∈ H) = 1, we have, by the identity above, P(Y t ∈ H) = 1 for any 1 < t 2. Using an iteration produce, we furthermore infer that P(Y t ∈ H) = 1 for any t 0. This proves the required assertion.
The Markov property of X follows from the identity below
We close this section with two remarks and one example for Corollary 2.3. On the other hand, assume that the process X which solves (1.1) has H-càdlàg modification, where the Lévy process Z is defined by (1.2). Then, according to (the proof of) [18, Theorem 2.1], for any ε > 0,
where for any n 1, ν n is the Lévy measure corresponding to the pure jump Lévy process (Z n t ) t 0 . Example 2.5 (Continuation of Example 2.2). Let X be the process with components (1.3), where Z is the cylindrical Lévy process given by (2.10). Then, the process X takes values in H if and only if (2.12)
n e γns } ν(dz) ds < ∞.
Coupling Property and Gradient Estimates
3.1. One-dimensional Ornstein-Uhlenbeck Processes Driven by Subordinate Brownian Motions. In this subsection, we will consider one-dimensional Ornstein-Uhlenbeck processes driven by subordinate Brownian motions, which are a class of special but important Lévy processes. We first recall some facts and properties for subordinate Brownian motions. Suppose that (B t ) t 0 is a Brownian motion on R with E e ih(Bt−B 0 ) = e −th 2 , h ∈ R, t > 0, and (S t ) t 0 is a subordinator (that is, (S t ) t 0 is a nonnegative Lévy process on [0, ∞) such that S t is increasing and right-continuous in t with S 0 = 0) independent of (B t ) t 0 . For any t 0, let µ S t be the probability distribution of the subordinator
It is well known that the associated Laplace transformation of µ S t for each t 0 is given by
0 for all r > 0 and k 1. We refer to [32] for more details about Bernstein functions and subordinators. The process Z = (Z t ) t 0 on R defined by
is called subordinate Brownian motion, which is a symmetric Lévy process with
That is, the symbol or the characteristic exponent of the subordinate Brownian motion (Z t ) t 0 is f (h 2 ), see [13] . The transition density function of the subordinated Brownian motion Z exists, and it is given by
for t > 0 and x, y ∈ R. Examples of subordinate Brownian motions include symmetric α-stable processes, relativistic α-stable processes and so on.
Now, we will consider the process X = (X t ) t 0 given by
where γ 0 and (Z t ) t 0 is a subordinated Brownian motion on R associated with the Bernstein function f . The following result is the key to the proof of Theorem 1.1. Denote by C ∞ b (R) the set of all infinite differentiable functions on R such that all their derivatives are bounded.
then the Ornstein-Uhlenbeck process (X x t ) t 0 given by (3.14) has a density function of the form p t (· − e −γnt x). Here, for any t > 0, the function p t enjoys the following properties:
where for any t, r > 0,
f (e −2γs r) ds.
Proof. Let us first consider the stochastic convolution
A direct calculation shows for any h ∈ R and t 0, exists and belongs to L 1 (R) ∩ C ∞ (R) for all n 0. By (3.14), we know that for any t > 0, the density function of X x t exists and is equivalent to p t (· − e −γt x). On the other hand, as mentioned above, F t (r) is a Bernstein function. Therefore, according to (3.13),
Clearly, p t (x) > 0 for all x ∈ R, p t (x) is even and p
In what follows, we write p t (x) = q t (x 2 ) for all x ∈ R, where
It is easy to see that for any n 1, q (n) t exists such that for any x > 0, q
Since, by q(+∞) = q ′ (+∞) = 0, q ′ t (x) < 0 and q
we arrive at
Noting that
we further get
This proves (3.16). The proof is completed.
3.2. Ornstein-Uhlenbeck Processes on H Driven by Cylindrical Subordinated Brownian Motions. In this part, let X be the process with components (1.3), where for any n 1, (Z n t ) t 0 is a subordinated Brownian motion associated with the Bernstein function f n satisfying lim r→∞ f n (r) log(1 + r) = ∞.
For simplicity, we call X the Ornstein-Uhlenbeck process driven by additive cylindrical subordinate Brownian motions. We will drive explicit estimates about the uniform norm of the gradient for the semigroup (P t ) 0 corresponding to linear evolution equations driven by additive cylindrical subordinate Brownian motions. Recall that the uniform norm of the gradient for the semigroup (P t ) t 0 is defined by
Moreover, it holds that for any t > 0,
Proof. Without loss of generality, we will assume that A t < ∞ for all t > 0. The proof of (3.17) is motivated from that of [23, Theorem 4.14], and so here we only point out the main differences. Identifying H with l 2 through the basis (e n ), we have
For any x = (x n ) ∈ l 2 , denote by
the Borel product measure in R N such that
According to Proposition 3.1 and Hypothesis (H), we get that for any g ∈ B b (H),
We first assume that g ∈ C b (H), where C b (H) denotes the class of all bounded continuous functions on H. For any x, h ∈ H, denote by D h P t g(x) the directional derivative of P t g at x along the direction h, i.e.
ε .
We will prove that D h P t g(x) exists for any x, h ∈ H. For n 1, set h (n) = n k=1 h k e k , so that h (n) → h in H as n → ∞. By the dominated convergence theorem, it follows that
In order to pass to limit, as n → ∞, we will show that
Indeed, Proposition 3.1 shows that the function p k,t is even, and its derivative p
is odd. Hence, for any j = k,
For any n 1 and t, r > 0, define
Therefore, for any m, j ∈ N,
where in the inequality above we have used (3.16).
Note that, by changing variables, we find that for any n ∈ N,
Therefore, we get that
and for any 0 < s < 1,
Hence, by the fact that
and again by the dominated convergence theorem, we can pass to the limit, as n → ∞, and get that
Therefore, for any g ∈ C b (H), it holds that
According to [11, Lemma 7.1.5], the estimate above also holds for any g ∈ B b (H). Hence, we prove the required assertion (3.17). Furthermore, according to the definition of ∇P t ∞ , there is a constant ε 0 > 0 such that for any x, z ∈ H with z 1, t > 0, 0 < ε ε 0 and g ∈ B b (H),
On the other hand, for any x, y ∈ H with x = y, we can choose n large enough such that x − y /n ε 0 and set x i = x + i(y − x)/n for i = 0, . . . , n. Thus, (3.19)
Then, the desired assertion (3.18) is a consequence of (3.17) and (3.19) .
Finally, for any k 1 and r, t > 0,
and
Thus, for any t > 0,
This proves the last assertion.
At the end of this subsection, we take the following example by applying Proposition 3.2.
Example 3.3. Let X be the process with components (1.3) , where the cylindrical Lévy process Z is of the form (2.10), and for any n 1, (Z n t ) t 0 is a subordinated Brownian motion associated with the common Bernstein function f satisfying
Suppose that
n e 2γns
Then, the process X is a Markov process taking values in H, and for any t > 0, x, y ∈ H, ∇P t ∞ C t , and P t (x, ·) − P t (y, ·) Var 2C t x − y , where
Proof. We first give a upper bound for the Lévy measure of one-dimensional subordinate Brownian motion B St , where S is a subordinator associated with the Bernstein function f satisfying the assumptions in the example. According to [14, Lemma 1.1] (also see the proof of it in [14, Appendix 2]), the corresponding Lévy measure ν of B St is given by ν(dz) = ρ(z 2 ) dz, where
and µ is the Lévy measure corresponding to f , i.e.
see [32] and [5, the remark below Theorem 1.1]. Note that, it is equivalent to saying that 
Here we also have used the fact thath µ (s) := µ 1 4s
, ∞ is regularly varying at ∞. Combining all the conclusions above with the fact that f is regularly varying at ∞, we can choose two constants r 1 , c 1 > 0 such that for 0 < |z| r 1 ,
By following the same arguments as above and using the condition that any λ > 0, lim s→0 f (λs)/f (s) ∈ (0, ∞) , one can verify that there are two constants r 2 , c 2 > 0 such that for |z| r 2 ,
Since the functions r → ρ(r 2 ) and r → r −1 f (r −2 ) are continuous and positive on bounded interval [r 1 , r 2 ], we can finally find a constant c 0 > 0 such that for any |z| > 0,
By changing the variables, we find that condition (3.21) implies (3.24)
Therefore, according to (3.24), (3.23) and (2.12), the process X takes values in H and it is Markovian, also thanks to Corollary 2.3. For any n 1, the process (β n Z n t ) t 0 is a subordinate Brownian motion with the Bernstein function r → f n (r) := f (β 2 n r). Then, the required assertions for gradient estimate and the coupling property follow from Proposition 3.2.
3.3. Ornstein-Uhlenbeck Processes on H Driven by Cylindrical Lévy Processes. In this part, we will present the proof of Theorem 1.1 by using the split technique, e.g. see [5, Proof of Theorem 1.1. By the assumption (1.5) on ν n (dz), we can get that
where (Y n t ) t 0 is a Lévy process on R with Lévy measure
and (Z n t ) t 0 is a Lévy process independent of (Y n t ) t 0 . For any t > 0, set Y t = (Y n t ) n 1 and Z t = (Z n t ) n 1 .
Let X 1 and X 2 be the processes with components (1.3) by replacing Z = (Z n t ) n 1 with Y and Z, respectively. Since (1.4) holds, we know form Corollary 2.3 that the processes X 1 and X 2 take values in H, and both are Markovian. Let (P X 1 t ) t 0 and (P t ) t 0 be the semigroups corresponding to X 1 and X 2 , respectively. Then, by the independence of (Y n t ) t 0 and (Z n t ) t 0 , we have P t = P X 1 t P t , t 0. Therefore, for any x, z ∈ H, t > 0 and g ∈ B b (H),
= lim sup
, where the last inequality follows from P t H→H 1 for any t > 0. This implies that
On the other hand, for any t > 0 and x, y ∈ H,
for t 0 and h ∈ R, e.g. see [30, 
Since, for any n 1 and u, s > 0, the function r → (1 − cos u)u −1 f n (e −2γns u −2 r) is a Bernstein function, it follows from [32, Corollary 3.7] that φ 1 n,t is also a Bernstein function. Now, according to Proposition 3.2, for any t > 0 and x, y ∈ H,
k,t (r) dr , and
Furthermore, by (3.20) , f n (e −2γns r) ds
Combining with all estimates above yields the required assertion.
We close this section with some comments on Theorem 1.1.
Remark 3.4.
(1) When the right hand side of (1.6) is finite for any t > 0, the gradient estimate (1.6) implies the strong Feller property of the semigroup (P t ) t 0 , i.e. for any t > 0 and g ∈ B b (H), P t g ∈ C b (H). Indeed, in this case one can follow the proof above and show that under the assumptions in Theorem 1.1, for any t > 0 and g ∈ B b (H),
is the space of all infinite differentiable functions g on H such that their Fréchet derivatives D i g, for all i 1, are continuous and bounded on H. See [40] for the recent study on this topic in finite dimension setting.
(2) Suppose that 
Exponential Ergodicity of Linear Evolution Equations with Cylindrical Lévy noise
We begin with the Proof of Theorem 1.2.
(1) First, we mention that the assumption (i) implies that the following two conditions are satisfied:
According to (iii) and Corollary 2.3, the process X = (X x t ) t 0 takes values in H, and it is Markovian. Without loss of generality, we can assume that C t < ∞ for any t > 0. Then, by Theorem 1.1 and (ii), for any t > 0 and x, y ∈ H,
(2) Clearly, (iv) gives us that (v) for any n 1,
in particular,
Due to the assumptions (iii) and (v), one can follow the proof of [25, Proposition 2.11] to get that there exists an invariant probability measure µ for the process X. Indeed, by the assumption (v) and the fact that γ n > 0, according to [30, Theorem 4.1] or [29, Theorem 17.5] , for each n 1, one dimensional Ornstein-Uhlenbeck process (X n t ) t 0 has an invariant probability measure µ n , which is the law of the random variable
Therefore, the product measure
To prove that µ is a probability measure on H, it remains to show that µ(H) = 1. Let ξ = (ξ n ) be a random variable on R N with
According to Proposition 2.1, ξ takes values in H if and only of the assumption (iii) holds.
We further infer that the process X is ergodic, i.e. the invariant measure µ is unique, and for any x ∈ H,
Note that (4.25) and lim t→∞ C t = 0 imply that when t → ∞, P t (x, ·) − P t (y, ·) Var converges to zero locally uniformly for all x, y ∈ H. Let (P t ) t 0 be the semigroup associated with the process X. Since µP t = µ for any t > 0,
holds for any x ∈ H and t > 0. This along with the statement above yields the second required assertion. Let µ 1 and µ 2 be invariant measures for (P t ) t 0 . Then,
which gives us that µ 1 = µ 2 , by letting t → ∞. This proves the uniqueness of invariant measure. (4) To obtain the explicit estimates for the ergodicity of the process X, we shall further make full use of (4.25). For any t, s > 0, g ∈ B b (H) and α ∈ (0, 1), by the Markov property,
where T s x = (e −γns x n ) n 1 and
Since α ∈ (0, 1], it holds that
where we have used the fact that for any a, b 0 and α ∈ (0, 1],
On the other hand, under the assumptions (iii) and (iv), one will prove below that E Y s α is uniformly bounded for all s > 0, i.e.
If (4.26) holds, then
holds for any x ∈ H and some constant C > 0. Combining with all the conclusions above, we get that
That is,
The proof is completed by letting s → ∞ and noting that µ is the invariant measure of (P t ) t 0 . Since (Z n t ) t 0 is a symmetric Lévy process, Y n t is a symmetric infinitely divisible random variable with Lévy measure ν n,t as follows: On the other hand, Y n,2 t is a compound Poisson random variable with intensity ν n,t ({z ∈ R, |z| > 1}). As the same argument as that for Y |E n,t (s) + z| α − |E n,t (s)| α ν n,t (dz) ds
(|E n,t (s)| + |z|) α − |E n,t (s)| α ν n,t (dz) ds The required assertion (4.26) follows.
To conclude this section and to furthermore illustrate the power of Theorem 1.2, we take the following example, which has been studied in [26 We study the dymamics defined above in the Hilbert space H = L 2 (D) with the orthonormal basis {e n }. Let us assume that Z = (Z t ) is a cylindrical α-stable noise written in the form Z t = 
