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This paper presents a noncooperative differential (dynamic) game model of opinion dynamics
with open-loop information structure. In this game, the agents’ motives are shaped by their
expectations of the nature of others’ opinions as well as how susceptible they are to get influenced
by others, how stubborn they are, and how quick they are willing to change their opinions on
a set of issues in a prescribed time interval. These motives are independently formed by all
agents. The existence of a Nash equilibrium in the network means that a collective behavior
emerges out of local interaction rules and these individual motives. We prove that a unique
Nash equilibrium may exist in the game under quite different circumstances. It may exist not
only if there is a harmony of perceptions among the agents of the network, but also when agents
have different views about the correlation among issues. The first leads to an accord in the
network usually expressed as a partial consensus, and the second to a discord in the form of
oscillating opinions. In case of an accord, the harmony in the network may be in the form of
similarity in pairwise conceptions about the issues but may also be an agreement on the status
of a “leader” in the network. A Nash equilibrium may fail to exist only if the network is in a
state of discord.
Keywords— Opinion dynamics, partial consensus, dynamic game theory, and optimal con-
trol.
1 Introduction
The models describing opinion dynamics aim to explain the situations of conflict and conformity in
a society. These models not only find applications in social sciences and economics, but also have a
variety of applications in the fields of engineering and computer science, [35,40,41]. They have thus
attracted a diverse community of researchers in quite different fields as evidenced by [1, 26, 29, 30],
in which several such models are surveyed.
The early DeGroot’s model [12] of weighted averages focused on how consensus is reached in
a network of agents. Friedkin-Johnsen (FJ) model [16] incorporated a ‘stubbornness’ component
of agents in the DeGroot’s model. However, as mentioned in [28], situations of conflict are quite
common in a social network, and consensus may not always reach. To capture such situations, the
bounded confidence models like those of Hegselmann-Krause (HK) [20] and Deffuant-Weisbuch [11]
aim to explain disagreements in the form of network clustering and polarization. Several variations
of HK-model with convergence rate analysis have been presented in [9, 14, 31, 32]. On the other
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hand, there might be several issues, interlinked and correlated with each other, at play in a social
network. In [38], a multidimensional extension of FJ-model along with an analysis of stability and
convergence is presented. However, the role of dependence and correlation among multiple issues
is not highlighted in [38]. Moreover, it must be emphasized that in all these works, the models are
deterministic (as opposed to, e.g., [7]) in the form of linear, sometimes time-varying, difference or
differential equations. They examine the evolution of the resulting solutions that represent opinion
trajectories. Such modeling efforts culminated in [4], which take a state dependent approach of
allowing that an agents’ susceptibilities to persuasion are functions of the agents’ current beliefs.
Another research track is represented by game-theoretic models of [8, 15, 18, 19]. In [8], a game
where every node in a network optimizes a quadratic cost function is formulated. The Nash equilib-
rium of the game is compared with the social optimal solution, which yields a Price of Anarchy in
an opinion game. Finite opinion games in [15] examine equilibria (Nash as well as socially optimal)
under the assumption that the strength of opinion on an issue is not measured by a continuum
but can only have binary values, similar to the voter model of [46]. Independently of [8, 15, 19], an
N-person opinion game with quadratic costs that take into account influence and stubbornness of
agents is examined in [18]. A more comprehensive setup in [19] looks at a class of games based on the
concept of dissonance minimization and offers a unifying perspective on a number of models, linking
them to rational choice theory. All four game theoretic approaches in [8, 15, 18, 19] consider static
games of opinion dynamics on a single issue. Because they are static games, the Nash equilibria is
based on the agents’ instantaneous responses to opinions. The convergence or stability studies are
all relative to the best response dynamics of these static games.
In a static game of opinion dynamics, each agent chooses its opinion to minimize its individual
cost function by taking into account the presently observed opinions of its neighbors. However,
in the games where agents also influence and manipulate others, not only each agent examines its
neighbors’ opinions but also observes their strategies to choose those opinions. Agents may judge
the opinions of others based on the environmental priors like social structure, culture, ethnicity,
religion. At least in the formation of political opinions, this has been empirically supported by
studies, [24]. Unlike static games, the dynamic approach presented in this paper allows agents to
project their beliefs and expectations of their neighbors’ behavior into an integral cost function. In
a multiple issue game, they can further reflect their biases on the correlations among the issues into
the cost function. Integral cost functions are also employed in [2] with a quite different objective of
external control of consensus via suitable inputs. The dynamic game on multiple issues studied here
is inspired by the foraging swarm models in [37,44,45].
We present a noncooperative differential (dynamic) game model of opinion dynamics in a society,
where the agents’ motives are shaped by how susceptible they are to get influenced by others, how
stubborn they are, and how quick they are willing to change their opinions on a set of issues in a
prescribed time interval. We thus consider a multiple issue dynamic game. We allow the agents to
project their beliefs and expectations of their neighbors’ behavior as well as how far they are willing
to go themselves in revising their initial opinions into the cost functions. These motives depict the
social and psychological dispositions of agents — a compromise between their personal biases and
desire to conform with their neighbors in the network.
In bounded confidence models, for instance, agents’ susceptibilities to influence depend on their
initial and current beliefs. In choosing the weight parameters and incorporate them into the cost
functions, agents may thus take bounded confidence into account. Each agent is assumed to in-
dependently control the rate of change of its opinion on each issue. The main objective of our
investigation is to determine under what conditions on the motives and the network structure a
unique Nash equilibrium exists.
There are of course many notions of equilibrium in games along with Nash equilibrium, [6,13,36].
An interpretation in [36] for static games suggests that if a game is played several times without
any strategic links between consecutive plays, then a Nash equilibrium is most likely reached. Nash
equilibrium is a useful construct whenever the objective is to investigate under what conditions a
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pattern of collective behavior emerges from independent motives of agents. It is important to note
that no agent in this game is assumed to ever explicitly calculate or know its best response function.
They would rather respond and behave somewhat like that because they put (mostly unconscious)
efforts towards optimizing their cost functions.
The features that put the model here apart from those in the literature are the following: 1)
It is a game theoretic model played by the agents in a society but a dynamic game as opposed to
static; not instantaneous but accumulated costs are minimized. This allows the agents reflect their
expectations in a time interval into their objective functionals. 2) It is a noncooperative game and
our focus is on a unique Nash equilibrium that has the property that if an agent uses its best response
strategy, then he/she is not worse off even when all the others play their best strategies. 3) It is a
multiple issue game, the most prominent difference of which comes from being able to incorporate
an expectation on the nature of correlation between any pair of issues into the cost functional.
The main conclusion reached by our study is that a unique Nash equilibrium results under
certain conditions on the information structure, and it is often a state of accord in the network.
This collective behavior is a partial consensus. A unique Nash equilibrium may also be a state of
discord (in which the opinion trajectories oscillate throughout the time interval) in certain other
information structures. Such structures may also cause a Nash equilibrium (unique or nonunique)
fail to exist.
Opinion profiles of discord at Nash equilibrium are interesting and deserve a closer look. They
are essentially caused by conflicts of conceptions of agents on correlation among the prevailing issues.
The agents are captured between two pressures to update their opinions on the issues. On the one
hand, their conceptions of correlation between issues X and Y are diametrically opposite while, on
the other hand, they are susceptible to be influenced positively by their neighbors. Let us suppose,
as consistency necessitates, that the agents are stubborn to maintain their conception of correlation
between issues X and Y. If two agents are at a perfect agreement at some time instant on issue X but
have a disagreement on issue Y, no matter how small, then an oscillatory opinion profile may result
as follows. Since it believes that issues X and Y are, say, positively correlated, one agent will tend to
change his opinion to differ with the second agent on issue X, and his difference of opinion on X will
get into an upward climb. The other agent, believing that the two issues are negatively correlated,
updates her opinion in the opposite direction and starts a decline to increase the difference still
more. This goes on until the difference between his and her opinion gets so large that the pressure
to be positively influenced by each other compels both agents to reduce their difference of opinions,
causing an approach until their opinions on issue X again coincide. This periodically continues
to result in a sinusoidal opinion profile on issue X. By the inherent symmetry in the correlation
conception, a similarly sinusoidal profile also results on issue Y.
Dynamics of an opinion, even on a single issue, may exhibit oscillations in some situations as
illustrated by the evolution of certain Wikipedia articles on controvertial issues, [25]. The state of
discord in our model pertain to multiple issues and is caused by differing assumptions of agents on
the nature of correlation between issues. The differences of opinion on a single issue may also grow
indefinitly as predicted by certain nonlinear models. The model [17] gives an example of a dyad
(two agents) that results in an unstable deadlock dynamics, in which the opinions of the agents end
up in a discord of arbitrarily large size given a sufficiently large duration of debate. The growing
oscillations, that result in a Nash equilibrium failing to exist, in our case, is again a distinctive
feature of the multiple issue game.
The paper is organized as follows. In Section 2, we define a dynamic game of opinion dynamics
on multiple issues. In Section 3, we determine in Theorem 1 the exact conditions for existence of
a unique Nash equilibrium and describe the resulting opinion trajectories of agents. In Theorem 2,
the conditions under which a Nash equilibrium results in an accord or discord are determined. By
making suitable assumptions on the network topology, we then study, in Corollary 3 and 4, two
somewhat extreme situations in which an accord in the form of (partial) consensus results. An
application example involving a large number of agents is presented in Section 4, where three typical
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Nash profiles, one being oscillatory along the lines outlined in the previous paragraph, are illustrated.
Following Section 5 on Concluding Remarks, the Appendix contains the more technical parts of the
proofs of Theorems 1 and 2 together with a characterization of non-unique Nash equilibria that may
also exist. We abide by the following notations throughout the paper:
Notation: Vectors are denoted by bold lowercase letters, e.g., x, and matrices by uppercase
letters, e.g., X. The set of real numbers and nonnegative real numbers are denoted by R and R≥0,
respectively. The Euclidean norm of a vector x ∈ Rn is denoted by |x|. For sets A and B, A \ B
denotes those elements of set A that are not in set B. For any set A, |A| denotes its cardinality.
The n× 1 vector of all ones is 1n and n× n identity matrix is In, where the subscript is sometimes
omitted for brevity. The transpose of a matrix A is denoted by A′. The ij-th entry of a matrix W
is denoted by wij or w
ij (lowercase letter) so that Wij is reserved for a matrix in some matrix array.
The operator ⊗ denotes the Kronecker product and L the Laplace transform. A (block) diagonal
matrix with matrices A, · · · , Z at its diagonal is written as diag[A, · · · , Z].
2 A Game of Multidimensional Opinion Dynamics
Consider a network where n agents indexed by a set N = {1, · · · , n} interact, discuss, and form opin-
ions on d prevailing issues in a set D. Every agent i has some initial opinions bi = [ b
1
i · · · bdi ]′ ∈
Rd on the issues. Here, we let bki assume any number in R = (−∞,∞) ranging from strong refusal
to complete support, with value zero indicating neutrality or lack of opinion. People may up-
date their initial opinions in a time interval [0, τ ], where τ > 0 may also tend to infinity. Let
xi(t) = [ x
1
i (t) · · · xdi (t) ]′ ∈ Rd denote the vector of opinions of agent i at time t ∈ [0, τ ] on d
issues. Thus, xi(0) = bi. The motive that compels agent i to update its opinions can be described by
a cost functional that takes into account the cumulative costs of (i) rapid changes in one’s opinions,
(ii) holding different opinions from one’s neighbors, and (iii) changing one’s initial opinions (mind
set). The model assumes that every agent has a motive that may eventually dictate its opinion
dynamics and that such a motive, if not consciously held, looms at the background in shaping its









(xi − xj)′Wij(xi − xj)
+ (xi − bi)′Wii(xi − bi) + u′iui
 dt (1)
represents its motive, in which the matrices Wij , Wii ∈ Rd×d weigh the costs in (ii) and (iii) above,
respectively. The third term penalizes (i) as, ∀ i ∈ N, ui(t) := ẋi(t), i.e., it is the instantaneous
rate of change of opinions of agent i on the issues D and represents the cumulative control effort of
agent i when integrated in (1). The functions x and u depend on time t and the terminal time τ .
Throughout the paper, however, we drop τ , and sometimes also t, for the sake of brevity. These
independent variables should be considered implicit in the notations x and u. We adopt the following
throughout the paper.
Assumption 1: Wii is symmetric positive definite and Wij , i 6= j, is symmetric, i.e., Wij = W ′ij ,
and positive semi-definite.
The first term in the cost function is formed by agent i based on its perception and expectation
of how the opinion of agent j will evolve. It is obviously based on a good deal of judgment. Whether
agent i predicts the behavior of agent j in the interval [0, τ ] close enough or not has a great bearing
on the existence of a solution to the game. If agent i has no reliable information to speculate on
how agent j may form and revise an opinion, it can choose the corresponding entry in the weight
Wij to be zero. A choice Wij = 0 is even allowed and would mean that i does not consider j as
a “neighbor.” The first term thus reflects, via the choice of the weight, a motive of agent i to get
influenced by agent j. The second term is to preserve its own biases and the third term to reduce the
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overall control effort. By Assumption 1, the weight associated with the control effort, normalized
to identity in (1) rather than allowing it to be a positive definite weight matrix, is without loss of
generality.
The agents interact with their neighbors for a finite interval [0, τ ] and, due to an integral cost,
every agent penalizes the cumulative effect of each of the three terms in the integrand during that
interval. For instance, the first term does not penalize the instantaneous differences but the sum
total of divergence from the opinions of the neighbors. This is one of the main distinctive features
of the model (1). The opinions xi(τ) at terminal time τ are not specified and left free. Therefore,
each agent minimizes its cost under free terminal conditions. A noncooperative, continuous-time,










The vector x(t) = [x′1(t) · · ·x′n(t)]′ is the opinion profile of the agents at t ∈ [0, τ ]. This game
is noncooperative because the agents seek their own individual motives and there is no prevailing
“social motive” in the network. We assume that, ∀ t ∈ [0, τ ], ui(t) ∈ Si and define Si to be
a class of all permissible strategies of agent i, which are all continuously differentiable functions
si : [0, τ ] × Rnd → Rd. A set of permissible strategies (u∗1, · · · ,u∗n), where u∗i (t) := s∗i (t,b),
constitute a Nash equilibrium of the game (2) if, for all strategies ui(t) = si(t,b), it holds that
Ji(u
∗
1, · · · ,u∗i−1,u∗i ,u∗i+1, · · · ,u∗n) ≤ Ji(u∗1, · · · ,u∗i−1,ui,u∗i+1, · · · ,u∗n)
for all b = [b′1 · · ·b′n]′ ∈ Rnd, where Ji(u1, · · · ,un) denotes the value of (1) resulting from the
strategy ui = si(t,b), for all i ∈ N. An opinion profile that results from a Nash equilibrium
(u∗1, · · · ,u∗n) will be denoted by x∗ = [(x∗1)′ · · · (x∗n)′]′ and referred to as a Nash profile.
We define the neighborhood of agent i, Ni ⊂ N \ {i}, by j ∈ Ni if Wij 6= 0. Thus, any agent
with whom agent i expects to have no contact in [0, τ ] is left out and others are collected in Ni as
neighbors. The summation in (1) can thus be taken over Ni in place of N. We can think of the
society envisaged here as a network, in which every agent i is a vertex connected to its neighbor
j ∈ Ni by an edge that has weights wklij (the kl-th entry of Wij) associated with issues k, l ∈ D. This
is then a multiplex directed network of d layers, [10].
The entries of Wij ∈ Rd×d indicate the i-centered view of the issues with respect to its neighbors
j ∈ Ni. For instance, for k = 1, · · · , d, the diagonal entries wkkij of Wij indicate whether i considers to
agree wkkij > 0, disagree w
kk
ij < 0, or stay neutral w
kk
ij = 0 with j on issue k. In light of Assumption 1,
we consider wkkij ≥ 0, i.e, agent i either agrees or stays neutral with j, and that wklij = wlkij , for l 6= k,
i.e., symmetry of views. The off-diagonal entries wklij = w
lk
ij reflect i’s view on the correlation between
issues k and l in relation to j. That is, when i interacts with j, wklij determines the quality and
quantity of correlation between issues k and l. Note that as Wij is i-centered view with respect to
j, Wji is j-centered view with respect to i, which can be different.
If the matrices Wij and Wii are diagonal, then (1) will be minimum if and only if the d functionals
obtained by its decomposition are minimum. In other words, the game then decouples into d
independently played games on every issue separately, which can be covered by the single issue
(d = 1) results of [33]. Such a game will always yield partial consensus as Nash equilibrium. A game
can yield discord as Nash equilibrium only if agents consider multiple issues that are correlated,
i.e., Wij and Wii are non-diagonal matrices. Then, an agent may make consensus with only those
neighbors whom it considers to be consistent, according to its own conception of correlation, and,
respectively, it may deviate from the opinions of those who hold inconsistent opinions. More details
on the choice of weight matrices is provided in Section 4.1.
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2.1 Matrix square root and hyperbolic functions
In closing this section, we recall certain useful facts concerning the square roots of matrices and
some hyperbolic-like matrix functions.
Given a real matrix Q ∈ Rm×m, a (complex) square root of Q is H ∈ Cm×m satisfying Q = H2.
The conditions for the existence of a square root are given in [23], Chapter 6. A square root always
exists for a nonsingular Q, and a real square root of a nonsingular Q exists if and only if Q has an
even number of Jordan blocks of each size for every negative eigenvalue. It is also well known that
a real, positive (respectively, positive semi-) definite matrix has a unique real, positive (respectively,
positive semi-) definite square root (see [22], Theorem 7.2.6), which will be denoted by Q
1
2 .
Consider the Jordan form J = PQP−1 of a nonsingular Q and note that a square root H of
Q can be written as H = H+ + H−, where H+ = P
−1J+P , H− = P
−1J−P , and J = J+ + J−
is a decomposition into two matrices having blocks that correspond to eigenvalues of positive and




− = J .
We define Hp := H+−H− for use below in Theorem 2 and note that it is a square root of Q having
all its eigenvalues with positive real parts.




















It is easy to verify that these series, in particular, satisfy the following:
d
dt
gQ(t) = fQ(t), fQ(t− τ) = fQ(t)fQ(τ)−QgQ(t)gQ(τ),
d
dt
hQ(t) = gQ(t), gQ(t− τ) = gQ(t)fQ(τ)− fQ(t)gQ(τ).
(4)
Moreover, if H is any square root of Q, then, in (3), fQ(t) = cosh(Ht), HgQ(t) = sinh(Ht), and
fQ(t) = I + QhQ(t), which indicate that cosh(Ht) and H sinh(Ht) are independent of the choice
of the square root matrix H, whereas, e.g., sinh(Ht) and exp(±Ht) = cosh(Ht) ± sinh(Ht) are
dependent on its choice.
3 Main Results
We present the existence and uniqueness results for a Nash equilibrium of the game of opinion
dynamics (2). Some derivations and proofs are deferred to the Appendix.
We first focus on the Nash equilibrium of the game in its most generality. Given (1), let W =
diag[W11, · · · ,Wnn] and
Q =

M1 −W12 · · · −W1n





−Wn1 −Wn2 · · · Mn
 , (5)
with
Mi = Wii +
∑
j∈Ni
Wij , ∀ i ∈ N.
Note that Wij = 0 in (5) whenever j /∈ Ni. Also, by Assumption 1, the block diagonal W is
positive definite. Whether Q is symmetric, nonsingular, positive semi-definite, or positive definite,
etc., depends on the choice of weight matrices as well as the network structure.
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Theorem 1: Let Assumption 1 hold. Then,
(i) A unique Nash equilibrium (u∗1, · · · ,u∗n) of the game (2) exists in the interval [0, τ ] if and only
if one of the following equivalent conditions hold:
(C1) The matrix fQ(τ) is nonsingular.
(C2) Either Q has no real negative eigenvalue or, whenever it has such an eigenvalue −r2, r > 0,




(ii) When it exists, the Nash equilibrium, in t ∈ [0, τ ], has the expression
u∗(t) = [gQ(t)fQ(τ)− fQ(t)gQ(τ)]fQ(τ)−1(Q−W )b, (6)
where u∗(t) = [ u∗1(t)
′ · · · u∗n(t)′ ]′, resulting in the Nash profile
x∗(t) = b + [hQ(t)fQ(τ)− gQ(t)gQ(τ)]fQ(τ)−1(Q−W )b. (7)
(iii) A unique Nash profile is constant, i.e., x∗(t) = b, if and only if b is in the null space of Q−W .
Proof. Here we establish the equivalence of (C1) and (C2) and prove (iii). In the Appendix, we show
that (C1) is necessary and sufficient for the existence of a unique Nash equilibrium and derive the
expressions in (ii).
Let JQ = P
−1QP be the Jordan normal form of Q for a nonsingular, possibly complex, matrix
P . If −r2 is an eigenvalue of Q, then a Jordan block Jr of any size associated with this negative
eigenvalue can be written as −K2r , where Kr has r at its diagonal, −(2r)−1 at its upper diagonal








the diagonal entries of which are zero if and only if rτ is an odd multiple of π/2. If Q is singular,
then let J0 be a Jordan block associated with the eigenvalue zero, and note by its series expression
that fJ0(τ) has ones at its diagonal, i.e., fJ0(τ) is nonsingular. Similarly, any other eigenvalue λ
of Q has a positive real part so that a Jordan block Jλ has a nonsingular square root Hλ and
fJλ(τ) = cosh(Hλτ) has eigenvalues all nonzero, i.e., fJλ(τ) is nonsingular.
To prove (iii), note that any b in the null space of Q−W gives x∗(t) = b by (7). Conversely, if
x∗(t) = b, then, again by (7),
[hQ(t)fQ(τ)− gQ(t)gQ(τ)]fQ(τ)−1(Q−W )b = 0.
Taking the derivative with respect to t and using the identities (4), we obtain that gQ(t − τ)(Q −
W )b = 0. Taking the derivative once more, we obtain fQ(t − τ)(Q −W )b = 0. But, by (C2),
fQ(t− τ) is nonsingular for almost all t. Therefore, b must be in the null space of Q−W .
Remark 1: a) A sufficient condition for the existence of a unique Nash equilibrium is that Q has
no negative eigenvalues. This condition is always met in the single issue case, of d = 1, as it can be
shown, [34], that Q is then positive stable, [22].
b) If xi(0) = bi are such that bi = bj for all i, j ∈ N, then b is called a full initial consensus. A full
initial consensus b is clearly in the null space of Q−W and, by Theorem 1(iii), gives x∗i (t) = bi = bj
for all t ∈ [0, τ ] and for all i, j ∈ N. Among the possible constant Nash profiles, i.e., b such that
(Q−W )b = 0, the full initial consensus stands out as a structural constant equilibrium since it is a
Nash profile independent of neighborhood relations or of the values assigned to Wij matrices. The
structure of Q −W implies that all constant profiles b have the property: the pairwise differences
7
dij = bi−bj satisfy
∑
j∈NiWijdij = 0, for i = 1, · · · , n. This shows that in order to have a constant
profile, all pairwise differences must somewhat be “unobservable” through the influence terms of the
cost functionals.
c) Any initial opinion b ∈ Rn, by orthogonal decomposition theorem, can be uniquely written
as b = b̃ + b̂, where b̃ is in the null space of Q −W and b̂ = [b̂′1 · · · b̂′n]′ is in the range space
of (Q −W )′. Let b̂ = (Q −W )′â for some â ∈ Rn. Using the fact that Wij = W ′ij and noting
that b̂k =
∑n
j=1(Wkj âk − Wjkâj) for k = 1, · · · , n, it follows that
∑n
k=1 b̂k = 0, i.e., whenever
an initial opinion has no component in the null space of Q −W , then the average initial opinion
of all the agents is neutral on all issues. Also observe by (7) that this decomposition results in a
decomposition of the opinion profile into two parts, triggered separately by b̃ and b̂.
d) In a similar manner to the proof of equivalence of (C1) and (C2), it can be shown that gQ(τ)
is singular at some τ > 0 if and only if Q has a negative eigenvalue −r2 and rτ = kπ for an integer
k > 0. This fact will be used in completing the proof of Theorem 1 in the Appendix. 4
Theorem 2: Let Assumption 1 hold and suppose a unique Nash equilibrium exists. Further, let
Q be nonsingular. Then,
(i) The Nash profile has the expression
x∗(t) = {Q−1W + cosh[H(τ − t)] cosh(Hτ)−1(I −Q−1W )}b (8)
for any square root H of Q.
(ii) If Q has a real negative eigenvalue −r2, then for some initial opinions, there are entries of x∗(t)








for every nonnegative integer k.
(iii) If Q has no real negative eigenvalue, then the Nash profile, as τ →∞, is given by
xinf(t) = [Q−1W + exp(−Hpt) (I −Q−1W )]b, (9)
where Hp is the square root of Q that has all its eigenvalues with positive real parts defined in
Section 2.1.
Proof. If Q is nonsingular, then a square root H of Q exists, which implies that
fQ(t) = QhQ(t) + I = cosh(Ht)
and
HgQ(t) = sinh(Ht).
Hence, (7) results in (8), proving Theorem 2(i). To prove Theorem 2(ii), let H be any square root
of Q and let J be its Jordan normal form so that H = PJP−1 for P in the proof of Theorem 1. If
Q has a negative eigenvalue −r2, then there are Jordan block(s) Jr =
√
−1Kr associated with that
eigenvalue for which cosh(Jrt) = cos(Krt) for t ≥ 0. The corresponding block in
P−1 cosh[H(τ − t)] cosh(Hτ)−1P = cosh[J(τ − t)] cosh(Jτ)−1
has the expression
cos[Kr(τ − t)] cos(Krτ)−1 = cos(Krt) + sin(Krt) tan(Krτ).
8










 = 7 /2r 










 = 7 /2r 
Figure 1: Oscillating opinion trajectories for τ ∈ [c3 − 10−9, c3) with increasing magnitude as
τ → c3 = 7π/2r
It follows that, due to the term sin(Krt), some initial values b (except those in the null space of
Q − W ), will excite entries of x∗(t) that are oscillatory for every τ ∈ R. The amplitude of the
oscillations increase as τ approaches (2k+1)π2r , for k = 1, 2, · · · , due to the term tan(Krτ). The
period of the oscillations is determined by the nonzero entries of cos[Kr(τ − t)]. The matrix −Kr
has eigenvalue −r so that the period of oscillations is 2πr . This proves the claims in Theorem 2(ii).
The proof of (iii) is given in the Appendix.






















for which Q has an eigenvalue −0.184... = −r2. Then, ck = (2k+1)π2r , for k = 0, 1, 2, ..., are the
critical values of τ at which Nash equilibrium fails to exist. For instance, with b1 = [−0.5 0.5]′,
b2 = [1 1]
′, the opinion profiles have oscillations as shown in Fig. 1, where τ ∈ [c3 − 10−9, c3) with
c3 = 7π/2r ≈ 25.63. As τ → c3, for instance, the oscillations grow in amplitude. Notice that the
vertical axis in Fig. 1 is scaled by 1014. Oscillating behavior, as in this example, will actually be
obtained for both agents and issues as well as for all initial opinions except that of full consensus.
The situation is similar for all other critical values of τ .
A main factor that causes Q to have a negative eigenvalue is that the off-diagonal entries of the
weight matrices of agent 1 and agent 2 have different signs, i.e., each agent has opposing conceptions
about the correlation of the two issues; not only in forming its stubbornness weight but also in its
expectation from the other agent through forming the influence weight. 4
By Theorem 1(i) and Theorem 2(ii), if a Nash equilibrium exists, then either Q has at least one
negative eigenvalue and the network is in a state of discord, or the network in a state of accord.
3.1 Two special cases
We now consider two specializations of the result of Theorem 1: first, where agents have pairwise
similar views and second, where all the agents are only connected to one agent called a leader. These
two cases come from two extreme assumptions on the structure of the network and lead to more
“decoupled” opinion profile expressions for agents.
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Corollary 3: Let a = 1n
∑n
j=1 bj be the average initial opinion.
(i) If Wij = Wji, ∀ i, j ∈ N, then a Nash equilibrium exists and is unique. The resulting opinion
profile is given by (8).
(ii) If Wii = F and Wij = G, ∀ i, j ∈ N, i 6= j, then the Nash equilibrium opinion profile of every
agent i ∈ N is given by
xi(t) = a + (F + nG)
−1{F + cosh[Ĥ(τ − t)] cosh(Ĥτ)−1nG}(bi − a), (10)
where Ĥ = (F + nG)
1
2 is the real positive definite square root of F + nG.
(iii) The opinion profile (10)as τ →∞ is
xinfi (t) = a + (F + nG)
−1[F + exp(−Ĥt)nG](bi − a) (11)
with Ĥ = (F + nG)
1
2 .
The hypothesis in (ii) is that all agents have identical influence and identical stubbornness weight
matrices. This, in effect, means that the agents have the same views of influence from each other.
If G 6= 0, then every agent is connected to every other agent. This further assumption portrays an
ideal situation against which the results obtained in more realistic situations can be compared.
Proof of Corollary 3. If Wij = Wji for all i, j ∈ N in (5), then Q is positive definite since, for any
yi, i ∈ N, computing [ y′1 · · · y′n ]Q[ y′1 · · · y′n ]′, we get
y′1W11y1 + · · ·+ y′nWnnyn +
∑
∀ i,j∈N,i6=j
(y′i − y′j)Wij(yi − yj) > 0.
Here we used the expression in (5) for Mi’s and the hypothesis that Wij = Wji is positive semi-
definite for i 6= j and positive definite for i = j. It follows by Theorem 1(i) that a unique Nash
equilibrium exists, proving (i).
To see (ii), note that, by hypothesis, the matrix Q simplifies to
Q = In ⊗ (F + nG)− I ⊗G,
where I is the n × n matrix of all 1’s. It can be verified that Q = P−1DP with D = diag[F +
nG, · · · , F + nG,F ], in which F + nG is repeated n− 1 times, and







where K is the n×n matrix with ones at (i, i+1) locations, for i = 1, · · · , (n−1), and zeros elsewhere.






2 t) = P−1 cosh(D
1
2 t)P . It is thus a straightforward
computation that (8) yields (10), which proves (ii). Finally, the expression in (iii) for the individual
profiles in infinite horizon follows by the special structure of Q and W in (9).
Remark 2: a) Observe from (10) that the two terms that comprise the opinion profile are the
constant vector of average initial opinions in the network and the time dependent term which updates
the difference of opinion of agent i on each issue against the average opinion.
b) It is easy to see that the distinct eigenvalues of Q in this special case is the union of the




xinfi (t) = (F + nG)
−1(Fbi + nGa)
so that in the long run, agent i reaches at a “convex combination” of his own opinion and the
average opinion in the network. How fast the convex combination is attained is determined by the
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eigenvalues of Ĥ, or equivalently, by the singular values of F + nG. A large population (i.e., large
n), strong will (i.e., diagonal entries of F ), and strong harmony (i.e., diagonal entries of G) will all
contribute to fast convergence.
d) A full consensus is never reached on any issue for finite t. It is only reached in infinite horizon
as t → ∞ on all issues if and only if the stubbornness matrix tends to zero, in which case the
consensus is close to the average initial opinion in the network. 4
In the network now considered, all the agents are only influenced by one agent called the leader.
The leader’s opinions on the issues are not influenced by other agents throughout the interval [0, τ ].
The neighborhood of the leader (agent 1) is N1 = ∅ and the neighborhood of all other agents is









in which all entries left blank are zero matrices and Mi = Wii +Wi1, ∀ i ∈ N \ {1}.
Corollary 4: (i) For a network where all the agents are only influenced by agent 1, a unique
Nash equilibrium exists with the resulting opinion profile given by (8).
(ii) If W11 has no common eigenvalue with any Wi1 + Wii, for i ∈ N \ {1}, then, in the unique
Nash equilibrium that results, the opinion profile of each agent for t ∈ [0, τ ] is given by x1(t) = b1
and
xi(t) = (Wii +Wi1)
−1{Wiibi +Wi1b1 + cosh[Ĥi(τ − t)] cosh(Ĥiτ)−1Wi1(bi − b1)} (13)
for i ∈ N \ {1}, where Ĥi = (Wii +Wi1)
1
2 is the real positive definite square root.
(iii) The opinion profile as τ →∞ is
xinfi (t) = (Wii +Wi1)
−1[Wiibi +Wi1b1 + exp(−Ĥit)Wi1(bi − b1)].
Proof. Note that the lower block triangular Q of (12) is nonsingular with positive eigenvalues by
positive definiteness of its diagonal blocks. Hence, fQ(τ) is nonsingular and (i) holds by Theorem 1(i).







































is a real square root of Q with positive eigenvalues. This gives an expression for cosh(Ht) in terms
of Ĥi = (Wii +Wi1)
1
2 for i = 2, · · · , n and proves (ii) by Theorem 1(ii). Limits in (iii) easily follow






11, which appears in H, cancels out in the final
expressions (13).)
Remark 3: a) The sufficient condition of Corollary 4(ii) is satisfied for almost all choices of weight
matrices. This condition ensures that a real square root of (12) with positive eigenvalues exists.




can be viewed as a weighted convex combination of the initial opinion vectors of the leader and
agent i. The dynamic second part updates their difference in opinions in the interval [0, τ ].
c) By Corollary 4(iii), the opinion vector reached as t → ∞ by agent i is a convex combination
of its own opinions and those of the leader. The difference xinfi (t) − xinf1 (t) indicates that agent i
will be of the same opinion as the leader as t → ∞ if and only if it is not at all stubborn, i.e., Wii
is close to 0.
d) The larger all eigenvalues of Ĥi are, the faster will be the partial consensus that will be reached
on the issues in the long run.
e) The results in Corollary 4 extend to more general network structures of star or acyclic graph
topologies but require stronger assumptions. For example, a lower block triangular Q having nonzero
influence weights Wij , i > j, requires that eigenvalues of every pair Mi,Mj are distinct. 4
4 An Application Example
This section provides a rationale for choosing the entries of the weight matrices and illustrates some
consequences of their choices in an example of two hypothetical political parties.
4.1 On the entries of weight matrices
It is safe to assume in a social network that the frequency of interaction is higher between agents who
are characteristically similar to each other, [5], which is known as homophily, [26]. Hence, agents
usually tend to appreciate and get influenced by those who are similar in ethnicity, geography,
etc. Through interactions the agents are usually positively influenced by each other, but negative
influences [21] may also arise through antagonistic interactions. Such antagonistic interactions, [3],
[39], [42], may cause them to move away from each other in opinions. Antagonistic interactions arise
in our model from the reaction of agents, who take into account that some of the issues may be
interdependent or correlated. One assumption we adopt is that an agent will boycott those who hold
inconsistent opinions on issues that it considers to be correlated. Hence, agents approve or boycott
others based on the consistency of their opinions on certain social issues, [43].
The rationale in the choice of a weight matrix Wij by agent i must be based on the main motive
of minimizing the cost (1). Consider an influence matrix Wij , i 6= j, then the first term in the cost














i − xkj )(xli − xlj)
]
,
where the summands due to diagonal and off-diagonal entries of Wij are separately displayed. A
choice wkkij > 0 indicates that i is willing to approach the opinion of j on issue k in the interval (0, τ ]
because minimization of the cost requires keeping |xki − xkj | small. By contrast, wkkij < 0 would have
required a divergence of opinions. However, by Assumption 1, we postulated that i chooses wkkij > 0
for every issue k.
A choice wklij = w
lk
ij , i.e., symmetry, which is also postulated by Assumption 1, ensures that the
summands resulting from these two off-diagonal entries have the same effect on the cost. If wklij is
nonzero, then the term 2wklij (x
k
i −xkj )(xli−xlj) in the cost reflects the opinion of i on the correlation
between issues k and l throughout the interval (0, τ ]. A choice wklij > 0 indicates that the two issues
are believed by agent i to be positively correlated so that whenever the product (xki − xkj )(xli − xlj)
is positive (i and j hold differing but consistent opinions on both issues), minimization of the cost
will require that i approaches to the viewpoint of j on both issues. Similarly, a choice wklij < 0
indicates that the two issues are believed by agent i to be negatively correlated so that whenever
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the product (xki − xkj )(xli − xlj) is negative (i and j hold differing and inconsistent opinions on the
two issues), minimization of the cost will again require that i approaches to the viewpoint of j on
both issues. In all the other cases, minimization of the cost will require i to move away from some
or all of the opinions of j. We can thus say that a positive off-diagonal kl-th entry of Wij indicates
that agent i believes issues k and l to be positively correlated; a negative entry, on the other hand,
indicates a belief of negative correlation. (Here, we have adopted an agent i-centered interpretation
of the choice of entries in Wij . It is equally legitimate to adopt a j-centered viewpoint.) Concerning
an influence weight Wij , we have only supplied a support for the assumptions that it is symmetric
with positive diagonal entries. In Assumption 1, we further require that it is positive semi-definite.
(This is of course only to ensure that a technically easy to handle convex cost (1) is obtained.)
The interpretation of entries of a stubbornness weight matrix Wii follows an entirely similar
rationale, by simply replacing the agent j in the narrative above by agent i’s “initial self.” The
stubbornness on an issue is penalized by the diagonal entries and the notion of correlation of two
issues by the off-diagonal entries.
4.2 An example of a network with two political parties
Current debates of two (hypothetical) political parties, party-A and party-B, are about two corre-
lated issues. Issue 1 is “private ownership of guns” and issue 2 is “death penalty.” Party-A holds
a positive opinion on issue 1, i.e., private ownership of guns should be allowed for self-defensive
purposes, but holds an indifferent opinion on issue 2, i.e., eradication of death penalty right now is
not a major concern. So, we can represent the initial opinion of party-A by a vector b1 = [1 0]
′.
However, party-A has a conception that these two issues are negatively correlated, i.e., private own-
ership of guns doesn’t entail the crimes which are punishable by death. Party-B differs from party-A
and holds opinions that private ownership of guns should be restricted and death penalty should be
eradicated, and considers both issues to be positively correlated. Therefore, the initial opinions of
party-B can be represented by b2 = [−1 − 1]′.
We assume both parties propose reasonable arguments in support of their opinions so that they
have some supporters, Supporters-A and Supporters-B, assumed to be of the same number, e.g.,
25. Supporters-A hold initial opinions in the intervals (0.5, 1.5) and (−0.5, 0.5) on the two issues,
respectively, and Supporters-B in the interval (−1.5,−0.5) on both issues. In addition, there are
50 neutral people, who hold initial opinions in the intervals (−0.5, 0.5) and (−1.5, 0.5) on the two
issues, respectively. We thus have total number of agents n = 102 by also counting the two parties
as agents.
The weight matrices are chosen as follows:
Wii =
{
WAA, if i ∈ Party-A ∪ Supporters-A,
WBB , if i ∈ Party-B ∪ Supporters-B.
For i 6= j, we have
Wij =
{
WAj , if i ∈ Party-A ∪ Supporters-A,
WBj , if i ∈ Party-B ∪ Supporters-B.
If i ∈ Neutral people, then we choose Wii and Wij randomly from {WAA,WBB} and {WAj ,WBj},
respectively, in the same order, i.e., WAA (resp., WBB) is paired with WAj (resp., WBj). The agents
are connected through a network topology as shown in Fig. 2. The game is considered under three
different set of weights and in a duration of length τ = 30. In the following, we present three cases
that may occur under Nash equilibrium based on the choice of weight matrices.
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Figure 2: Network topology



















Figure 3: Opinion spread (Case 1)
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Figure 4: Partial consensus (Case 2)
4.2.1 Case 1 (Opinion spread)
























In the influence matrices, the correlation terms (off-diagonal entries of WAj and WBj) have the
same magnitudes as the influence terms (diagonal entries). That means that agents consider the
importance on the consistency of their neighbors’ opinions equal to their influence. Therefore, if
some agent finds its neighbors’ opinions inconsistent according to its conception of correlation, it is
equally good for its motive to move away from their opinions rather than form (partial) consensus.
Hence, in Fig. 3, we see a spread of opinion trajectories.
4.2.2 Case 2 (Partial consensus)













Now that the magnitudes of the influence terms (diagonals) in the influence matrices is greater than
the correlation terms, the agents are more inclined to form consensus and they somehow neglect
inconsistencies of their neighbors. This results in Fig. 4 that illustrates a partial consensus at τ .
4.2.3 Case 3 (Oscillations)
Here, our purpose is to demonstrate oscillatory opinion trajectories and the matrices in (14) need


















































Figure 5: Oscillatory opinion trajectories (Case 3)
results in a matrix Q with a real negative eigenvalue at −r2 = −0.0761 and gives oscillatory trajec-
tories of period 2π/r = 22.8859, shown in Fig. 5. The trajectories oscillate and do not converge,
i.e., agents are hesitant as to which opinions to maintain. A necessary cause of this behavior is
the opposite conceptions about the correlations of the issues in the society. This is not sufficient by
itself as the previous two cases also have the same pattern of correlation but are without oscillations.
The sufficient condition of having a real negative eigenvalue for Q also requires a thin balance be-
tween the repulsion caused by opposing correlation terms and the attraction caused by the influence
terms. The agents are captured between two pressures to update their opinions. On one hand their
conceptions of correlation of the issues are diametrically opposite to some of their neighbors while
on the other hand, they are also susceptible to be influenced by their neighbors, who might be the
supporters of other party or neutral people. (Keep in mind that all agents maintain their conception
of correlation between issues 1 and 2 also in their stubbornness weight matrices.) On issue-1, in
Fig. 5, party-A and supporters-A struggle to form consensus with party-B and supporters-B, who on
the other hand struggle to stay consistent about their conception of positive correlation between the
issues. In this struggle, agents end up oscillating in a synchronous way. On issue-2, however, party-A
and their supporters keep their opinions roughly constant and party-B and supporters oscillate as a
compromise between consistency and consensus.
5 Concluding Remarks
Our model-based investigation of opinion dynamics on multiple issues utilized game theory and
provided necessary and sufficient conditions for the existence of a unique Nash equilibrium. It turns
out that a Nash equilibrium may not exist in certain information structures and/or certain values
for the weights used in forming the individual objective functions. Interestingly, a state of discord,
in which there are persisting oscillatory opinion dynamics, can also be a Nash equilibrium. This, in
spite of the embedded openness to influence by neighbors into the motive of every agent. Such an
equilibrium, nevertheless, is an exceptional state of harmony.
More often than not, a Nash equilibrium that results is a state of accord in the network and can
be viewed as a partial consensus. Such Nash equilibrium may arise from different characteristics of
individuals such as a democratically acquired similarity in views or assenting to an authority in the
society.
Theorems 1 and 2 demonstrated that negative eigenvalues of Q are bad for convergence of
opinions towards a consensus. Consistently, we further learned from Corollaries 3 and 4 that larger
the positive eigenvalues of Q, faster is the convergence of opinion profiles to a (partial) consensus.
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We have gained some insight into the network structures and weight matrix characteristics that
would result in the wide spectrum from negative eigenvalues in Q to large positive ones:
i) Any unique opinion profile that results by an initial opinion vector b can be decomposed into
parts that are triggered by two components of b. One part is due to the component of b in the
null space of Q−W , which is never trivial for any network structure and contains at least the full
consensus. The null space consists of constant Nash profiles b that are composed of differences of
initial opinions bi − bj “filtered by the influence weights.” (See Remark 1(b) and (c).)
ii) The Nash equilibrium that is a state of discord can only arise in a truly multiple issue game.
A sufficient condition for such oscillatory profiles to occur is, technically, a Q matrix with a negative
eigenvalue. This is a result of two pressures agents undergo, moving away from the opinion of
neighbors’ having different notions of correlation among issues and approaching the opinion of the
same neighbors due to the built-in motives to be positively influenced.
iii) The Nash equilibrium fails to exist in some critical lengths of finite duration τ , in which the
game is played. Not in other values, because the magnitude of the oscillations in discord opinion
dynamics are proportional to 2/ cos(rτ). It becomes infinite only at odd multiples of τ = π/(2r).
Growing oscillations without bound occur when the positive influences are insufficient to check the
pressure to move away from the contested opinion.
Our investigation of dynamic opinion games will continue to explore different classes of objective
(cost) functionals that may represent more sophisticated motives attributed to agents in a society.
A Appendix
A.1 The game of opinion dynamics is of the linear quadratic type
To show that (2) is of the linear quadratic type [6, Definition 6.5], we consider
zi = [ ∆
′











xi − xj , if i 6= j;
xi − bi, if i = j;
for i, j = 1, . . . , n. Then, we have z = [ z′1 . . . z
′
n ]





where Bi ∈ Rn
2d×d is given as
Bi =
[
−(ei ⊗ Id)′ · · · −(ei ⊗ Id)′ (1n ⊗ Id)′ −(ei ⊗ Id)′ · · · −(ei ⊗ Id)′
]′
, (16)
where the matrix block 1n ⊗ Id is the i-th block and ei = [ 0 . . . 0 1 0 . . . 0 ]′ ∈ Rn is the standard
i-th basis vector of Rn.









where Li = Hi⊗Ki ∈ Rn
2d×n2d with Hi ∈ Rn×n whose jk-th entry, for j, k = 1, . . . , n, is defined as
[Hi]jk =
{
1, if j = k = i;
0, otherwise;
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and Ki = diag[Wi1, . . . ,Win ] ∈ Rnd×nd. From the above formulation, it can be seen that the game
described by (15) and (17) is a linear quadratic differential game. By Assumption 1, Li is positive
semi-definite, which gives that (17), equivalently (1), is a strictly convex function of ui(t). Hence,
the Nash equilibrium, if it exists, is unique [6, Proof of Theorem 6.12]. Thus we can skip a more
familiar approach of coupled Riccati differential equations, which involve manipulations with large
sparse matrices like Li above.
A.2 Proof of Theorem 1 completed
The necessary conditions ( [6, Theorem 6.11], [27, Chapter 5]) for the existence of a minimum of the
cost function (1) are










xi(0) = bi, pi(τ) = 0, i ∈ N,







































































Φ(t) = L−1{(sI −A)−1}
= L−1
{[
s(s2I −Q)−1 −(s2I −Q)−1




The state transition matrix Φ(t) and the matrix Ψ(t) are calculated using the formal power series
























From (19), we have
x(t) = [φ11(t) + ψ12(t)W ]b + φ12(t)p(0).
Also,
p(t) = [φ21(t) + ψ22(t)W ]b + φ22(t)p(0).
Evaluating at t = τ and employing the boundary condition p(τ) = 0, we obtain
φ22(τ)p(0) = −[φ21(τ) + ψ22(τ)W ]b,
or substituting the expressions in terms of fQ(t), gQ(t), hQ(t) above,
fQ(τ)p(0) = gQ(τ)(Q−W )b (21)
and
x(t) = b + hQ(t)(Q−W )b− gQ(t)p(0). (22)
If fQ(τ) is nonsingular, then a unique solution p(0) to (21) exists for all b. If fQ(τ) is singular, then
there is a negative eigenvalue −r2 of Q. Let v be a left eigenvector associated with −r2 and note
that
v′Q = −r2v′,v′fQ(τ) = cos(rτ)v′,
v′gQ(τ) = r
−1 sin(rτ)v′.
It follows, by multiplying (21) by v′ on the left, that cos(rτ)v′p(0) = −r−1 sin(rτ)v′(r2I +W )b. If
rτ is an odd multiple of π/2, then the left hand side is zero and the right hand side is nonzero for
at least b = v as r2I +W is symmetric, positive definite. It follows that fQ(τ) must be nonsingular
for a solution to exist for all b.
Summarizing, in order to be able to solve (21) uniquely for p(0) for any initial state b it is
necessary and sufficient that fQ(τ) is invertible. This establishes the necessity and sufficiency of the
condition (C1) of Theorem 1(i) for the existence of a unique Nash solution. If fQ(τ) is invertible, we
then obtain p(0) = fQ(τ)
−1gQ(τ)(Q−W )b. Substituting in x(t) = [fQ(t)−hQ(t)W ]b− gQ(t)p(0),
we obtain
x(t) = [fQ(t)− hQ(t)W ]b− gQ(t)fQ(τ)−1gQ(τ)(Q−W )b,
which gives (7) upon employing fQ(t) = I +QhQ(t) and noting again that functions of Q commute.
Taking the derivative with respect to t and using ddthQ(t) = gQ(t),
d
dtgQ(t) = fQ(t), we also obtain
(6). This completes the proof of Theorem 1.
Remark 4 (Non-unique equilibria): Here, we briefly characterize non-unique Nash profiles that
may arise. Suppose fQ(τ) is singular, so that (C2) of Theorem 1 holds. Then, with JQ = P
−1QP













where diag[Jr, J ] = JQ, [G1(τ)
′ G2(τ)





′ = p(0) with Jr denoting the Jordan
blocks associated with the negative eigenvalue −r2 of Q; and J , associated with the other eigenvalues.
It follows that, if τ is an odd multiple of π/(2r), then fJr (τ) is singular and fJ(τ) is nonsingular. In
this case, p(0) and b satisfy (21) if and only if p1 is in the null space of fJr (τ), p2 = [fJ(τ)]
−1G2(Q−
W )b, and G1(Q −W )b = 0. (It is easy to see that p1 is in the null space of fJr (τ) if and only if
v′fQ(τ)p(0) = 0 for all left eigenvectors of Q associated with −r2.) Since the null space of fJr (τ)
for τ that are odd multiples of π/(2r) is nontrivial, p1 6= 0 results in infinitely many different x(t)
in (22). Among b such that G1(Q − W )b = 0, one can distinguish between b = b̃ that are in
the null space of Q −W and those with nonzero components b̂ in the range space of (Q −W )′,
see Remark 1(c). In the first case, the choice p2 = 0 is necessary and for p1 = 0, (22) gives the
constant profile x(t) = b, while any p1 6= 0 in the null space of fJr (τ) gives x(t) = b− gQ(t)p(0) as
19
another profile that is not constant since gQ(t) is nonsingular for almost all t, by Remark 1(d). In the
second, (Q−W )b = (Q−W )b̂ gives p2 = [fJ(τ)]−1G2(Q−W )b̂ and there are again infinitely many
profiles (22) that result from different choices of p1 in the null space of fJr (τ). This characterizes
all non-unique solutions to (21). We emphasize that constant profiles that are in the null space of
Q−W exist whether fQ(τ) is singular or not, but they lead to unique opinion profiles only if fQ(τ)
is nonsingular. 4
A.3 Proof of Theorem 2(iii)
By section 2.1, Hp = H+ −H− for a square root H = H+ +H− of Q so that
lim
τ→∞
cosh[H(τ − t)] cosh(Hτ)−1 = lim
τ→∞
{
{exp[(H+ +H−)(τ − t)] + exp[−(H+ +H−)(τ − t)}
×{exp[(H+ +H−)τ ] + exp[−(H+ +H−)τ ]}−1
}
= exp(−H+t) exp(H−t) lim
τ→∞
{




where the last equality follows by
lim
τ→∞




[exp(2H−τ) + exp(−2H+τ ]] = I.
Therefore, applying the limit to (8), the expression for xinf(t) in (9) is obtained. This completes the
proof of Theorem 2.
Remark 5: (Connection with the infinite horizon game) If Q is free of any real negative eigenvalue,
then it has real square roots H, all of which have eigenvalues with nonzero real parts including a
square root Hp with eigenvalues of all positive real parts. Consider the state and costate vectors
given by
x(t) = [Q−1W + exp(−Hpt) (I −Q−1W )]b,
p(t) = Hp exp(−Hpt) (I −Q−1W )b.
(23)
It is straightforward to verify that state-costate equation above is satisfied for any initial state
x(0) = b. Moreover, the final condition limt→∞ p(t) = 0 also holds, due to the fact that Hp has all
its eigenvalues with positive real parts. It follows that x(t) = xinf(t) satisfies the necessary conditions
for the infinite horizon game τ → ∞. In order for these to constitute the unique solution for that
game, we may revert to counterparts for n players of Theorems 7.16 and 7.10 in [13] and show that
the corresponding matrix ‘M ’ has a strongly stable solution. The fact that this can be done in a
number of special cases suggests that the limiting Nash solution of Theorem 2(iii) is also the unique
solution of the infinite horizon game.
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[25] Iñiguez G, Török J, Yasseri T, Kaski K, Kertész J (2014) Modeling social dynamics in a col-
laborative environment. EPJ Data Science 3:7
[26] Jackson MO (2010) Social and Economic Networks. Princeton University Press
[27] Kirk DE (1970) Optimal Control Theory: An Introduction. Englewood Cliffs, N.J., USA:
Prentice-Hall
[28] Krackhardt D (2009) A plunge into networks. Science 326(5949):47–48
[29] Lorenz J (2007) Continuous opinion dynamics under bounded confidence: A survey. Interna-
tional Journal of Modern Physics C 18(12):1819–1838
[30] Macy MW, Flache A (2009) Social dynamics from the bottom up: Agent-based models of
social interaction. In: The Oxford Handbook of Analytical Sociology, Oxford University Press,
pp 245–268
[31] Mirtabatabaei A, Bullo F (2012) Opinion dynamics in heterogeneous networks: Convergence
conjectures and theorems. SIAM Journal on Control and Optimization 50(5):2763–2785
[32] Morarescu IC, Girard A (2011) Opinion dynamics with decaying confidence: Application to
community detection in graphs. IEEE Transactions on Automatic Control 56(8):1862–1873
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