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Motivated by the recent generalization of the Haldane conjecture to SU(3) chains [M. Lajko´ et al.,
Nucl. Phys. B924, 508 (2017)] according to which a Haldane gap should be present for symmetric
representations if the number of boxes in the Young diagram is a multiple of three, we develop a
density matrix renormalization group algorithm based on standard Young tableaus to study the
model with three boxes directly in the representations of the global SU(3) symmetry. We show that
there is a finite gap between the singlet and the symmetric [3 0 0] sector ∆[3 0 0]/J = 0.040 ± 0.006
where J is the antiferromagnetic Heisenberg coupling, and we argue on the basis of the structure of
the low energy states that this is sufficient to conclude that the spectrum is gapped.
The role played in the field of quantum magnetism by
Haldane’s prediction that integer spin chains have a gap
while half-odd-integer spin chains do not can hardly be
overemphasized [1, 2]. Indeed, ever since this predic-
tion was confirmed experimentally and numerically, the
community has thought differently about antiferromag-
nets, and the actual value of the spin (and not simply
its length as a measure of quantum fluctuations) has be-
come a defining parameter along with the dimensionality
of space, the topology of the lattice and the isotropy of
the couplings [3–11]. With the progress made in ultra-
cold fermionic experiments [12–23], the SU(N) cousins
of the SU(2) Heisenberg model have become the focus
of a lot of attention, and quite naturally the question of
whether and how Haldane’s conjecture can be generalized
has been addressed by many authors [24–31]. The gen-
eralization of the Affleck-Kennedy-Lieb-Tasaki (AKLT)
construction has proven to be a very useful guide in pre-
dicting which model may or may not be gapped, as well
as the concept of spinon confinement [29, 32–36]. More
recently, Haldane’s semiclassical derivation of a nonlinear
sigma model with a topological term has been general-
ized to SU(3) chains in the symmetric representation,
and the absence of topological terms in the action when
the number of boxes in the Young diagram is a multi-
ple of three is a strong indication that there should be a
Haldane gap in that case without any symmetry break-
ing [27]. The underlying theory, the SU(3)/[U(1)×U(1)]
flag manifold nonlinear sigma model, is of interest in itself
as a nontrivial generalization of the standard CP2 model.
For instance, it has been shown using ’t Hooft anomaly
matching that, when the number of boxes in the Young
diagram is not a multiple of three, the model is gapless in
the IR and is described by a SU(3)1 Wess-Zumino-Witten
(WZW) conformal field theory [28, 37].
On the numerical front, the presence of a finite gap in
the three-box symmetric SU(3) chain, the simplest pos-
sible case where the Lieb-Schultz-Mattis-Affleck theorem
does not apply (or equivalently no ’t Hooft anomaly is
present in the flag manifold nonlinear sigma model), is
not at all clear. In early density matrix renormalization
group (DMRG) simulations, the saturation of the entan-
glement entropy has been interpreted as the evidence of
a Haldane gap [35]. This conclusion has been challenged,
however, by exact diagonalizations (ED) which showed
that, if there is a gap, the correlation length associated
with it must be much larger than that at which the entan-
glement saturates according to Ref. [35], suggesting that
the saturation of the entanglement entropy was actually
a consequence of the truncation of the Hilbert space in
DMRG [38]. To actually have a chance to detect the gap,
one must clearly study much longer chains, and keep far
more states. This is a real challenge because it is not
known a priori how long the chain will have to be, and
how many states will have to be kept. As for SU(2) with
spin S, this length scale is expected to increase exponen-
tially with the number of boxes in the Young diagram,
but since the gap has never been calculated for any irre-
ducible representation (irrep), the prefactor is not known,
and an estimate of the length is not available.
In this Letter, we have taken on this challenge, and
have developed a DMRG code in the basis of standard
Young tableaus (SYTs) that allows one to take advan-
tage of the full SU(N) symmetry, and to keep the equiv-
alent of a huge number of states without increasing too
much the size of the variational space [5, 6]. This has
allowed us to obtain definitive numerical evidence that
the spectrum is gapped, and to come up with an esti-
mate ∆[3 0 0]/J ' 0.04 for the gap in the [3 0 0] sector,
where J is the antiferromagnetic coupling. Given the ex-
tremely small value of this gap, comparable to that of
SU(2) chains for spin S = 3 for which the correlation
length ξ ' 637, it is clear a posteriori that there was no
chance to detect it in the early attempts with standard
DMRG or ED, and that it will be very challenging to
look at cases with a larger number of boxes [9].
The Hamiltonian of antiferromagnetic SU(N) Heisen-
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2berg chains can be written as
H = J
∑
i
N∑
α,β=1
Sαβi Sβαi+1, J > 0 (1)
where the generators Sαβ satisfy the usual SU(N) com-
mutation relations [Sαβ ,Sµν ] = δµβSαν − δανSµβ . For
the ten-dimensional symmetric irrep of SU(3) represented
by a Young diagram with three boxes in the first row,
≡ [3 0 0] [39], it can be written equivalently as
H = 2J
∑
i
Ti ·Ti+1 (2)
where T ai , a = 1, ..., 8 are ten-dimensional Hermitian
traceless matrices representing the generators of su(3)
and are the exact analogues of the su(2) spin operators
Sx, Sy and Sz (see Supplemental Material [40] for de-
tails).
To reach long enough chains, the only option is to use
DMRG with open boundary conditions. In this case,
edge states are expected to be present however. This is
best understood by looking at the AKLT version of the
model with a biquadratic interaction [40],
HAKLT = 5J
∑
i
(
Ti ·Ti+1 + 1
5
(Ti ·Ti+1)2 + 6
5
)
,
(3)
for which an exact ground state can be constructed [41].
There are different ways of constructing this wave func-
tion, but the most economical one consists in writing
the irrep [3 0 0] as a symmetrized product of two eight-
dimensional adjoint irreps [2 1 0], and to make singlets
with adjoint representations on neighboring sites, as illus-
trated in Fig. 1(a) [42]. This implies that there are edge
states in the adjoint representation. Accordingly, the
spectrum of a finite chain will have low-lying states corre-
sponding to all the representations appearing in the prod-
uct of two adjoint representations and given in Fig. 1(b).
This is inconvenient for two reasons: the bulk gap does
not correspond to the first excited state, and the coupling
between the edge states creates long-range entanglement
that makes the convergence of DMRG much more diffi-
cult. To overcome this problem, and following what has
been done for SU(2) spin chains, we have added an ad-
joint representation at each end of the chain, with a pos-
itive coupling to ensure that it forms a singlet with the
edge state [7, 43–46]. The precise value of the coupling is
not important and the simulations have been done with
a coupling equal to J [40].
The DMRG code we have developed is an extension of
the code used by two of the present authors to study
SU(N) chains in the fundamental representation and
which builds on previous developments for exact diag-
onalization [38, 47–49]. It is based on the formula-
tion of the Hamiltonian in terms of permutation opera-
tors [40, 50] and on the basis of SYTs. This code does not
(a)
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Figure 1. (a) SU(3) AKLT state for the physical three-box
symmetric irrep at each site. An ellipse denotes the projec-
tion of two adjoint representations onto the physical three-box
symmetric irrep. The thick lines joining neighboring sites rep-
resent singlets made out of two adjoint irreps. (b) Decompo-
sition of the tensor product of two adjoint representations.
require knowing the SU(N) Clebsch-Gordan coefficients
but relies on the subduction coefficients of the symmetric
group [40, 51]. We are currently limited to the calculation
of the subduction coefficients when the outer multiplic-
ity is one [49]. Technically this means that we cannot
diagonalize the Hamiltonian in sectors characterized by
certain SU(N) symmetry, such as the adjoint represen-
tation [2 1 0], to which the first excited state belongs ac-
cording to ED on small chains [40]. We can, however,
diagonalize the Hamiltonian in the singlet sector, which
is the irrep of the ground state whatever the number of
sites thanks to the adjoint edge irreps, and also in the
symmetric irrep [3 0 0] [52].
In our DMRG algorithm, the parameter which mainly
controls the accuracy ism, the total number of SYTs kept
at each step. Each SYT represents a class of wave func-
tions living in the Hilbert space of the half-chain, with
the same properties under the action of permutations,
but with different SU(N) weights, so that the color de-
grees of freedom are factorized out by the use of SYTs
[40, 47, 49]. The complexity of our algorithm is then
dictated by the diagonalization of the superblock Hamil-
tonian of dimension m2. In this work we take m to be
as large as m = 16 000: the discarded weight is then less
than 10−7 in the singlet sector and less than 10−5 in the
[3 0 0] sector [40]. This gives an accuracy equivalent to
the one obtained with over 860 000 states in a code which
does not keep track of the SU(N) symmetry. Our main
results are summarized in Fig. 2.
Two strategies have been used to extract information
about the gap. The first one follows closely the paper
of Schollwo¨ck et al. about the spin-2 chain [44]. For
a given number of sites, the energies in each sector are
extrapolated as a function of the discarded weight [40].
The resulting gap curve remains linear for the largest
system sizes, which shows that the size beyond which
this curve should bend if there is a gap has not been
reached yet. However, and most importantly, this linear
curve extrapolates to a finite value. If the system was
critical, this curve should extrapolate to zero. In fact, as
noted by Schollwo¨ck et al., the extrapolated value is a
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Figure 2. Gap from the singlet sector to the symmetric [3 0 0]
sector versus inverse chain length for different values of the
number m of states kept. The inset shows a power-law fit with
exponent γ = 0.47 of the minimum of each finite-m curve, de-
noted by a black diamond in the main plot, as a function of
the total discarded weight ηtot, which is dominated by the
discarded weight in the [3 0 0] sector [40]. The extrapolated
value, shown with a blue diamond, falls approximately in the
middle between our lower and upper bounds of the gap, de-
noted by red squares.
lower bound of the gap. Qualitatively, this is the most
important result of the present Letter: the spectrum of
the three-box symmetric SU(3) chain is gapped. To get
an upper bound, the curvature is assumed to develop for
systems immediately larger than the largest system for
which we could extrapolate the finite-m results, and we
plot a parabola tangent to the gap curve for the largest
system size with zero slope in the limit of 1/Ns → 0.
The intersection of this parabola with the vertical axis
is the upper bound. This analysis leads to the estimate
∆[3 0 0]/J ∈ [0.034, 0.046].
The other strategy is inspired by the investigation of
the Haldane gap in spin-1 and spin-2 chains by Tat-
suaki [46]: for a fixedm, the gap goes through a minimum
as a function of the size. The value at the minimum is an
estimate for the gap for a given m, and this estimate can
be extrapolated as a function of the discarded weight,
see inset of Fig. 2. The results for SU(3) appear to fol-
low very accurately a power law with exponent γ = 0.47,
and the extrapolated value ∆[3 0 0]/J ' 0.040 is in good
agreement with the above bounds.
Note that since the discarded weight stops increas-
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Figure 3. Gap from the singlet sector to the symmetric [3 0 0]
sector of the interpolation Hamiltonian Hλ = (1−λ)HAKLT+
λH, λ ∈ [0, 1].
ing for a given m for sufficiently long chains, one can
also extract the ground state energy per site in the ther-
modynamic limit by extrapolating the saturated energy
per added bond with respect to the saturated discarded
weight [7]. We obtain /J = −2.176 397 3(2) [40].
As a further check of the existence of a finite gap in the
Heisenberg chain, we have studied the evolution of the
gap between the AKLT point, Eq. (3), and the Heisen-
berg point Eq. (2). At the AKLT point the correlation
length is given by ξ = 1/ ln 5 ' 0.62 [42]. It is very
short, and accordingly the gap is expected to be quite
large. Indeed using the same analysis as in Fig. 2 we
extract the AKLT gap, ∆[3 0 0]/J ∈ [0.970 705, 0.970 719]
using no more than m = 2000 states [40]. Away from the
AKLT point the gap decreases smoothly to the value we
found at the Heisenberg point, as shown in Fig. 3.
In view of the conflicting results between the early
DMRG results [35] and the ED results on systems up
to 12 sites [38], we have investigated the entanglement
entropy, and we have extracted the central charge using
the Calabrese-Cardy formula [53]. For systems as large
as 300 sites, the entanglement entropy still has a signif-
icant curvature for m large enough, as can be seen in
Fig. 4, and the finite size estimate of the central charge
is not negligible, but it is clearly below the value c = 2
for the WZW SU(3)1 universality class, the only alterna-
tive to a gapped spectrum [54]. Moreover, the results are
consistent with a vanishing value in the thermodynamic
limit, as expected for a gapped system.
So there is ample evidence that there is a gap in the
[3 0 0] sector of the three-box symmetric SU(3) chain. Let
us now discuss the implications of this result for the low-
energy spectrum of the model. This discussion relies on
two propositions: (i) There are five branches of bulk el-
ementary excitations belonging to four irreps, including
[3 0 0]; (ii) The presence of a finite gap in any of these
irreps, and in particular [3 0 0], implies that there is also
one in all other irreps, and hence the spectrum is gapped.
(i) The presence of five branches of bulk elementary
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Figure 4. Entanglement entropy of the ground state for a
chain with Ns = 300 sites. Over 839 000 states would be
needed to reproduce the curve m = 12 000 with a code which
does not have the SU(3) symmetry. The inset shows the scal-
ing of the extrapolated central charge in the middle of the
chain for different values of the chain length, and compari-
son with the central charges for the SU(3)k WZW conformal
field theory with k = 1, 2, 3. There are three sets of data
cq(m = ∞, Ns), q = 0, 1, 2 because of the oscillation of the
entanglement entropy along the chain for x = q mod 3 where
x is the position of the cut.
excitations is best understood by looking at the ground
state of the AKLT model, which has singlets on every
bond and which is pictured in Fig. 1(a). To create a
bulk excitation one needs to break one singlet, liberat-
ing an adjoint irrep on each side of the broken singlet.
These adjoint representations can then recombine accord-
ing to Fig. 1(b) to form five excited states belonging to
the [2 1 0] (two states), [3 0 0], [3 3 0] and [4 2 0] irreps [55].
(ii) The presence of a gap in a sector α implies that
there is also a gap in another sector β if, by combin-
ing two or more β excitations, one can construct a state
that belongs to the α sector. Now, the symmetric irrep
[3 0 0] appears in the product of two adjoint irreps, as
well as in that of two [3 3 0] or two [4 2 0] irreps. Thus
the presence of a gap in the [3 0 0] sector implies that
there is a gap in all other sectors of elementary excita-
tions, in agreement with additional results we have ob-
tained for the [3 3 0] irrep [40], hence that the spectrum
is gapped. This discussion implies that there are actually
four Haldane gaps ∆α corresponding to the four irreps
α = [2 1 0], [3 0 0], [3 3 0], [4 2 0], and that they must sat-
isfy ∆[2 1 0],∆[3 3 0],∆[4 2 0] ≥ ∆[3 0 0]/2. Note that any of
the irreps of the elementary excitations can be obtained
by combining two or more excitations of the other irreps,
leading to other inequalities, and the presence of a gap in
any of these irreps is a necessary and sufficient condition
for a gapped spectrum.
We can actually prove that these inequalities are strict
in the case of the AKLT model in Eq. (3) because the
lowest excitation in the sector [3 0 0] is not a composite
one. Indeed, if it were, the bond energy on a finite chain
should show a double peak structure, as observed in the
spin-2 sector of the spin-1 chain [40, 56], and it does not,
as clearly demonstrated by DMRG results on a 60-site
chain [40].
To summarize, using finite-chain DMRG simulations
with full SU(N) symmetry, we have obtained clear nu-
merical evidence that the spectrum of the three-box sym-
metric SU(3) chain is gapped, in agreement with field
theory arguments, and we have estimated the gap in the
[3 0 0] sector to be ∆[3 0 0]/J = 0.040±0.006. The smallest
gap is at least half this gap, hence bounded from below
by 0.017J (half the lower bound of ∆[3 0 0]), and at most
0.046J (the upper bound of ∆[3 0 0]). These bounds point
to a very large correlation length of a few hundred sites.
Finally, let us comment on the possible experimental
implementation of this model. Fermions with an SU(3)
degree of freedom can be obtained with 87Sr or 173Yb
atoms after selecting three out of the ten respectively six
nuclear states [16, 57, 58], and protocols are well docu-
mented to implement irreps with up to two columns [15].
Building on Hund’s rule that allows one to realize large
spins with spin-1/2 electrons, a possible route to imple-
ment a symmetric irrep with three boxes could be to
create a Mott insulating phase by loading three fermions
in different orbitals of the same anharmonic trap since
the contact interactions between the fermions is expected
to lead to a ground state which is antisymmetric in or-
bital degrees of freedom and symmetric in color SU(3)
space [59].
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Section I of this Supplemental Material describes how
to rewrite the Heisenberg Hamiltonian in Eq. (1) in terms
of permutations, and how we incorporate the edge spins.
We then rewrite the AKLT Hamiltonian in terms of per-
mutations in Section II. Section III is devoted to the den-
sity matrix renormalization group (DMRG) algorithm
with full SU(3) symmetry and, in particular, to the calcu-
lation of the reduced matrix elements of the interaction
between the left and right blocks using the subduction
coefficients of the symmetric group. In Section IV we
explain our extrapolation procedure and illustrate it in
the case of the [3 0 0] gap. The effect of the edge coupling
is studied in Section V while the analysis of the entan-
glement entropy and the extraction of the central charge
are presented in Section VI. In Section VII we show that
the [3 3 0] sector is also gapped by proceeding exactly in
the same way as described in the main text for the [3 0 0]
irrep. In Section VIII we provide further results at the
AKLT point, in particular the analysis of the bond en-
ergy along the chain, and a discussion of the low-lying
excited states. Finally Section IX contains results for
the SU(2) spin-1 chain for direct comparison.
I. HEISENBERG HAMILTONIAN
Let σ be an irreducible representation (irrep) of the
Lie algebra su(N). The dimension dim(σ) of the irrep σ
can be obtained from the Young diagram of the irrep as
dim(σ) =
p∏
i=1
N + γi
li
(S1)
where p is the total number of boxes in the Young dia-
gram of the irrep, γi is the algebraic distance from the
main diagonal to the i-th box, counted positively (respec-
tively negatively) when going to the right (respectively
downwards) and li is the hook of the i-th box of the
Young diagram defined as the number of boxes in the
same row on the right plus the number of boxes in the
same column below plus one for the box itself.
The Heisenberg interaction between two sites i and j
carrying the irrep σ takes the form [S1],
H(i,j) = 2Ti ·Tj ≡ 2
N2−1∑
a=1
T ai T
a
j (S2)
where T a = Dσ(ta), a = 1, ..., N2 − 1 is a dim(σ)-
dimensional matrix representation of the generator ta of
the Lie algebra su(N), and ta, a = 1, ..., N2 − 1 are the
generators in the defining, or fundamental, irrep. The
reason for the factor 2 in Eq. (S2) will be elucidated be-
low. We focus now on the case of N = 3. A convenient
choice of generators ta in the fundamental irrep of su(3)
is given by the Gell-Mann matrices,
ta =
1
2
λa, a = 1, ..., 8 (S3)
and
λ1 =
0 1 01 0 0
0 0 0
 , λ2 =
0 −i 0i 0 0
0 0 0
 , λ3 =
1 0 00 −1 0
0 0 0
 ,
λ4 =
0 0 10 0 0
1 0 0
 , λ5 =
0 0 −i0 0 0
i 0 0
 , λ6 =
0 0 00 0 1
0 1 0
 ,
λ7 =
0 0 00 0 −i
0 i 0
 , λ8 = 1√
3
1 0 00 1 0
0 0 −2
 . (S4)
The generators satisfy the su(3) commutation relations
[ta, tb] = ifabctc (S5)
where fabc are the totally antisymmetric structure con-
stants which can easily be calculated using
fabc =
1
4i
Tr
(
[λa, λb]λc
)
. (S6)
The generators ta are thus simply the generalizations of
the usual su(2) generators in the fundamental spin-1/2
representation, σx/2, σy/2 and σz/2 where σx, σy, σz are
the Pauli matrices.
When σ = [3 0 0] is the 3-box symmetric irrep of su(3)
corresponding to a Young diagram made of a single row
with 3 boxes, the matrices T a, a = 1, ..., 8 are the gen-
erators of the Lie algebra in this 10-dimensional repre-
sentation. As such, T a are 10 × 10 hermitian traceless
matrices satisfying the same algebra as the generators in
the fundamental representation, and we shall take the
following usual normalization condition [S2],
Tr
(
T aT b
)
=
15
2
δab. (S7)
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2From the generators T a one can build 3 sets of raising
and lowering operators,
U± = T 1 ± iT 2, V ± = T 4 ± iT 5, W± = T 6 ± iT 7
(S8)
as well as two Cartan generators [S3],
H1 = T
3, H2 =
2√
3
T 8. (S9)
Notice that H2 is here the 10-dimensional matrix repre-
sentation of the so-called hypercharge operator known
in high-energy physics. We now define the operators
Sαβ , α, β = 1, 2, 3 as follows
S12 = U+, S13 = V +, S23 = W+ (S10)
and Sβα = (Sαβ)† where the Greek indices α, β = 1, 2, 3
are the color indices. The diagonal elements Sαα, α =
1, 2, 3 are chosen in order to satisfy the following relations
Ha =
3∑
α=1
(ha)α,αSαα, a = 1, 2 (S11)
where ha, a = 1, 2 are the Cartan generators in the fun-
damental irrep, as well as the overall tracelessness condi-
tion
3∑
α=1
Sαα = 0 (S12)
which ensures that we end up with N2 − 1 = 8 indepen-
dent generators in total. We obtain,
S11 = H1 + 1
2
H2 = T
3 +
1√
3
T 8, (S13)
S22 = −H1 + 1
2
H2 = −T 3 + 1√
3
T 8 (S14)
and
S33 = −H2 = − 2√
3
T 8. (S15)
It is now a trivial task to show that
Sαβi Sβαj = Tr (SiSj) = 2Ti ·Tj (S16)
where we have reintroduced the site indices i, j and where
a summation over the repeated color indices α, β is im-
plicit in the first expression. Moreover one can verify that
the generators Sαβ satisfy the so-called SU(N) commu-
tation relations[Sαβ ,Sµν] = δµβSαν − δανSµβ . (S17)
The Heisenberg interaction between two spins at sites i
and j is then rewritten as
H(i,j) = 2Ti ·Tj = Sαβi Sβαj (S18)
where again summation over repeated color indices is
implicit. This expression justifies our initial choice of
normalization for the interaction. Notice that although
we have taken N = 3 to illustrate the situation the two
previous formulas are absolutely general for any irrep σ
of su(N).
We now rewrite the Heisenberg interaction in terms of
permutation operators. We shall again consider the gen-
eral case of su(N) with an arbitrary p-box local irrep σ.
The generators Sαβ can simply be rewritten in a natural
bosonic representation as
Sαβ =
p∑
A=1
b†α,Abβ,A −
p
N
δαβ (S19)
where [bα,A, b
†
β,B ] = δαβδAB with the constraint that the
total number of bosons is conserved and corresponds to
the number of boxes, or particles, in the Young diagram,∑
α
p∑
A=1
b†α,Abα,A = p. (S20)
The SU(N) commutation relations in Eq. (S17) are sat-
isfied by the representation (S19) where the second term
simply preserves the tracelessness condition in Eq. (S12)
once Eq. (S20) is taken into account. Let us use Γi to
denote the set of all particles living on site i in a global
numbering. For instance, for two sites i = 1 and j = 2
with the 3-box symmetric irrep σ = [3 0 0] one could chose
Γ1 = {1, 2, 3} and Γ2 = {4, 5, 6}. The Heisenberg inter-
action can then simply be rewritten as [S4]
H(i,j) =
∑
Ai∈Γi
∑
A′j∈Γj
PAi,A′j −
p2
N
(S21)
where
PAi,A′j =
∑
µν
b†µ,A,ib
†
ν,A′,jbν,A,ibµ,A′,j . (S22)
The operator PAi,A′j is the permutation operator which
interchanges particle Ai ∈ Γi with particle A′j ∈ Γj .
We have thus shown that, up to a constant term, the
Heisenberg interaction is fully equivalent to an operator
which interchanges (or permutes) all particles of site
i with all particles of site j. In what follows we shall
remove the constant term in Eq. (S21).
Here we focus on the case of SU(3) with local 10-
dimensional irrep at each site. As explained in the
main text we screen the edge states by adding edge spins
transforming in the 8-dimensional adjoint representation
of SU(3) at both ends of the open chain, as pictured in
Fig. S1 for Ns = 8 sites. The Hamiltonian corresponding
to this chain and which we deal with in this paper is thus
expressed as,
H = Jend
(H(1,2) +H(Ns−1,Ns))+ J Ns−2∑
i=2
H(i,i+1) (S23)
3Jend J J J J J Jend
Figure S1. Illustration of the chain with open boundary con-
ditions that we study in this paper.
with positive antiferromagnetic couplings J, Jend > 0 and
where
H(i,j) =
∑
k∈Γi
∑
l∈Γj
Pk,l. (S24)
Table I provides the lowest energy per site of Hamilto-
nian (S23) with J = Jend = 1 in the sectors with low-
est quadratic Casimir obtained by exact diagonalization
(ED) on small chains. One observes that the ground state
indeed lives, as expected, in the singlet sector while the
first excited state is in the adjoint sector.
II. AKLT HAMILTONIAN
The SU(3) AKLT state with 3-box symmetric irrep
at each site was introduced in Ref. [S5] building on the
projection of 3 fundamental irreps on each physical site
and forming extended singlet bonds on 3 neighboring
sites. The parent Hamiltonian of this state was derived
in terms of the 10-dimensional traceless hermitian gener-
ators T a, a = 1, ..., 8 introduced in the previous section
as (see Eq. (55) of Ref. [S5])
HAKLT = 5J
∑
i
(
Ti ·Ti+1 + 1
5
(Ti ·Ti+1)2 + 6
5
)
.
(S25)
In this paper we rely on the construction of the AKLT
state introduced in Ref. [S6] and illustrated in Fig. 1(a)
of the main text. We emphasize that this construction
is equivalent to the original construction but has two ad-
vantages: i) the nature of the edge states is manifest; ii)
it is optimal in the matrix product state sense [S6].
Now we give details on how to rewrite Hamilto-
nian (S25) in terms of permutations in order to use it
numerically. We could simply use Eq. (S18) to replace
the T generators in Eq. (S25) by the Sαβ operators and
then rewrite the Hamiltonian in terms of permutations
as was done for the Heisenberg model. However we find
it more instructive to rederive the AKLT Hamiltonian in
the language of permutations. We do so with the help of
the definition of the quadratic Casimir operator in terms
of permutations. For any Young diagram β the quadratic
Casimir is given by [S7],
C ′2(β) =
∑
16i<j6p
Pi,j = 1
2
∑
i
β2i −
∑
j
(βTj )
2
 (S26)
where Pi,j is the permutation operator which inter-
changes particle i with particle j, βi is the length of the
i-th row of the shape β, and βTj is the length of the j-th
column of the shape β, or, equivalently, the length of the
j-th row of the transposed shape βT , and p is the total
number of boxes in the Young diagram. Notice that
C2(β) = T ·T = C ′2(β) +
p
2
(
N − p
N
)
, (S27)
is the eigenvalue of the quadratic Casimir when the gen-
erators T are normalized as in Eq. (S25).
We proceed now to the construction of the Hamilto-
nian. On two neighboring sites with irrep β we define
the following operator, which interchanges all particles
of the 2 neighboring sites,
P =
∑
16i<j62p
Pi,j = 2C ′2(β) +H(1,2) (S28)
where H(1,2) is our two-site interaction which inter-
changes particles of site 1 with particles of site 2 (see
Eq. (S24)). Taking β = [3 0 0] then the AKLT Hamilto-
nian between site 1 and site 2 takes the form
hAKLT ∝ (P − 3) (P − 5) =
(H(1,2) + 3) (H(1,2) + 1) .
(S29)
Choosing the overall scale factor to be 1/4 we finally end
up with,
HAKLT = J
∑
i
(
H(i,i+1) + 1
4
H2(i,i+1) +
3
4
)
, J > 0,
(S30)
where the interaction H(i,i+1) is given in Eq. (S24).
As for the pure Heisenberg model we screen the adjoint
edge states which exist for open boundary conditions by
adding adjoint spins at both ends of the chain. Removing
the superficial constant term the Hamiltonian is finally
given by,
HAKLT = Jend
(H(1,2) +H(Ns−1,Ns))
+ J
Ns−2∑
i=2
(
H(i,i+1) + 1
4
H2(i,i+1)
)
, J, Jend > 0.
(S31)
The ground state of this Hamiltonian, which is in the
singlet sector for Jend/J ' 1, has energy
E0(Ns) = −3
(
2Jend +
J
4
(Ns − 3)
)
. (S32)
Finally, we define the interpolation Hamiltonian
Hλ = (1− λ)HAKLT + λH, λ ∈ [0, 1] (S33)
where HAKLT is given in Eq. (S31) and H is given in
Eq. (S23). Developing one obtains,
Hλ = Jend(H(1,2) +H(Ns−1,Ns))
+ J
Ns−2∑
i=2
(
H(i,i+1) + 1− λ
4
H2(i,i+1)
)
, λ ∈ [0, 1].
(S34)
4Ns [0 0 0] [2 1 0] [3 0 0] [3 3 0] [4 2 0]
4 -1.974744871391588 -1.790136694077597 -1.164271923047740 -1.648214510756671 -1.266967328184731
6 -2.013252996775515 -1.926290364471545 -1.785475255588588 -1.825564289231642 -1.708066481575317
8 -2.046690874989769 -1.986081236571477 -1.918645070989438 -1.941440639972563 -1.881072880540164
10 -2.071149576814606 -2.035346364842196 -1.983620677674574 -2.000931376373051 -1.958633675572168
Table I. Lowest energy per site of Hamiltonian (S23) with J = Jend = 1 in the five sectors with lowest quadratic Casimir for
chains of length Ns = 4, 6, 8, 10 obtained by ED. The ground state lives in the singlet sector and the first excited state in the
adjoint sector.
Thus, the λ parameter simply tunes the permutational
biquadratic term H2(i,i+1) from its value at the AKLT
point to 0 as λ evolves from 0 to 1. We insist that this
interpolation is natural in the language of permutations.
III. DESCRIPTION OF THE DMRG
ALGORITHM
The DMRG algorithm developed in this paper is an
extension of the one designed for the fundamental ir-
rep [S8]. In order to incorporate the adjoint edge spins
we start from a half-chain with Ns/2 − 1 symmetric ir-
reps and one adjoint irrep using the technique devel-
oped in Ref. [S9]. Following the original formulation by
White, which is suitable for our implementation of the
SU(N) symmetry, the chain is then increased by adding
two sites in the middle and integrating them to the left
and right blocks [S10, S11]. The Hamiltonian of the new
left (respectively right) block with one site more, is rel-
atively easy to get using the concepts and recipes given
in Ref. [S9, S12]. Both the genealogy of irreps, created
using the Itzykson-Nauenberg rules [S13], and the trun-
cation procedure, determines which states should be kept
at a given step. Such a truncation is controlled by two
parameters. The first one is the total number M of ir-
reps in which we allow each half-block to have states in.
As the Hamiltonian is antiferromagnetic we expect the
low energy states to belong to the irreps with the lowest
quadratic Casimir. We thus select the M irreps having
the smallest Casimir to form this collection. The param-
eter M is taken to be M = 299 for the singlet sector on
the full chain, and M = 155 for the symmetric sector
[3 0 0] on the full chain. Once M is chosen one needs to
compute once for all, but separately for the singlet and
the [3 0 0] sectors, the reduced matrix elements, or matrix
elements of the interaction term between the left and the
right block using the subduction coefficients associated
to these M irreps. We will give below an example of
the calculation of such a coefficient. The second param-
eter is the total number m of standard Young tableaus
(SYTs) in each half-block. The SYTs play the role of
what is called multiplets in Ref. [S14], or reduced basis in
Ref. [S15]. The m states are then distributed among the
M irreps such that the total discarded weight, namely
the sum of the discarded eigenvalues of the density ma-
trix in each sector, is minimized. The distribution of the
m states among the M irreps allows us to verify that
M is large enough for a given m. With the chosen val-
ues of M in each sector we ensure that the accuracy
only depends on m because the irreps with the largest
Casimir are never selected to host states. We give now
an example of the calculation of the matrix elements of
the interaction term between the left and right block us-
ing the subduction coefficients of the symmetric group.
We focus mainly on the additional steps required to go
from the fundamental irrep case treated in great details
in Ref. [S8] and the 3-boxes symmetric irrep case treated
here, and we shall use notations and concepts of both
Ref. [S8] and [S12], to demonstrate that:
〈 ××× ⊗ ××× |P | × ×× ⊗ × ×× 〉
=
2
√
6
5
. (S35)
In the last equation, the two shapes which appear for in-
stance on the right part (which we can call the ket) of
the reduced matrix element are meaning that we
consider classes of states belonging to the irrep for
both the left and the right half-chain. Generally, the
shapes appearing in this kind of coefficients should al-
ways contain a number of boxes 3× q, with q some pos-
itive integer (here q = 2). Note that there is no reason
for these two shapes to be the same but we decided to
show this example which is quite simple. The last coef-
ficient is for instance useful in the infinite DMRG part
to build the interaction term between the left and the
right half-chain in the singlet sector target space [4 4 4],
i.e. H(Ns2 ,Ns2 +1) ≡ P[4 4 4] when Ns/2 = q + 3p, where p
is another integer. The three crosses inside each shape
keep track of the genealogy of the class of states we are
interested in: in this example, for the part correspond-
ing to the left half-chain of the ket, the states are built
from the shape at the previous stage and are such
that the integration of the last site containing irrep
gives states in the shape . We use the SYTs and the
orthogonal representation of the symmetric group to per-
form the calculation shown in Eq. (S35). We follow the
5same first steps as for the fundamental irrep case [S8].
Let us focus again on the ket: for the left part, we first
replace the shape and cross symbols by a SYT S1 of the
same shape having its last three numbers located at the
positions of the three crosses and ordered in such a way
that it is the smallest according to the last letter order
sequence:
× ×
× → 1 2 4 53 6 = S1. (S36)
In fact, the actual ordering of numbers 1, 2 and 3 does
not really matter, while the positions of the numbers 4, 5
and 6 correspond to the order that we have chosen to se-
lect the representative of the class of equivalence of SYTs
which have 4, 5 and 6 put at the three locations of the
crosses (see page 4 of Ref. [S12]).
For the second shape, we start from the smallest SYT
of the full shape after having deleted the crosses and we
reindex the numbers following (1, 2, .., 3×q)→ (3×2q, 3×
2q − 1, .., 3× q) :
× ×
× → → 121110 98 7 = S2. (S37)
Then we expand the “product” S1 ⊗ S2 on the shape
[4 4 4] using the subduction coefficients [S16]:
1 2 4 5
3 6
⊗ 121110 9
8 7
→ 1 2 4 53 6 7 8
9 101112
. (S38)
To perform such an expansion, we had to solve the
nullspace of some operator (see step 2 page 8 of Ref. [S8]).
The dimension of such a nullspace is equal to the outer
multiplicity of the singlet irrep in the tensor product of
[4 2 0] ⊗ [4 2 0], which is one. This is the only case we
are currently able to treat so far: we have not yet de-
veloped the theory to treat multiplicities strictly higher
than one, which explains why we restrict ourselves to the
target irreps [0 0 0], [3 0 0], [3 3 0] and [6 0 0]. Note that in
the simple example provided in Eq. (S38), there is only
one SYT of shape [4 4 4] in the expansion of the prod-
uct (with subduction coefficient equal to 1). This is of
course not general, and more generally we obtain at this
stage a linear superposition of SYTs of the same shape
(corresponding to the target irrep). Then, analogously
to step 3 page 9 of Ref. [S8], we perform the sequence of
operations which transform S2 into S
′
2, where the three
numbers 3 × q + 1, 3 × q + 2, 3 × q + 3 are now located
at the locations of the three crosses in the initial right
shape of the ket (with the smallest rank according to the
last letter order sequence):
121110 9
8 7
= S2 → 1211 9 810 7 = S′2 (S39)
onto the resulting expansion of S1 ⊗ S2 to obtain:
1 2 4 5
3 6 7 8
9 101112
→
1 2 4 5
3 6 7 10
8 9 1112
.
(S40)
The next step does not exist for the fundamental irrep
case treated in Ref. [S8] and is really specific to the (3-
box) symmetric irrep case. It consists in applying the
local symmetric projector (see Eq. (43) in Ref. [S12]) for
the two pseudo-sites q and q + 1, to obtain the following
linear superposition:
1 2 4 5
3 6 7 10
8 9 1112
→ 1
9
1 2 4 5
3 6 7 10
8 9 1112
+
√
2
9
1 2 4 5
3 6 8 10
7 9 1112
+
√
2
3
√
3
1 2 4 5
3 6 9 10
7 8 1112
+
√
2
9
1 2 4 6
3 5 7 10
8 9 1112
+
2
9
1 2 4 6
3 5 8 10
7 9 1112
+
2
3
√
3
1 2 4 6
3 5 9 10
7 8 1112
+
√
2
3
√
3
1 2 5 6
3 4 7 10
8 9 1112
+
2
3
√
3
1 2 5 6
3 4 8 10
7 9 1112
+
2
3
1 2 5 6
3 4 9 10
7 8 1112
.
(S41)
Note that, by construction, the last superposition is fully
symmetric under the permutations which interexchange
4, 5 and 6 and separately 7, 8 and 9.
We then apply H(q,q+1) ≡ P6,7 + P6,8 + P6,9 + P5,7 +
P5,8 + P5,9 + P4,7 + P4,8 + P4,9 on this superposition
using the rules of the orthogonal representation of the
symmetric group [S17–S19]. Finally, we take the scalar
product with the linear superposition of SYTs of shape
[4 4 4] obtained for the bra after having followed the very
same steps as for the ket (except for the application of
H(q,q+1)) to obtain Eq. (S35).
IV. EXTRAPOLATIONS OF DMRG DATA
The large number of states kept at the Heisenberg
point is not sufficient to obtain full convergence of the
gap for finite size. Our results thus rely on an extrapo-
lation in the number of states kept, followed by an ex-
trapolation to the thermodynamic limit. Here we discuss
both of these extrapolations. The finite-m extrapolation
is performed using the discarded weight instead of simply
using 1/m as a measure of the accuracy of the simulation.
Figure S2 shows the discarded weight in the singlet and
[3 0 0] sectors at the Heisenberg point. In order to obtain
the extrapolated “m = ∞” gap curve in Fig. 1 of the
main text, we do not directly extrapolate the gap but in-
stead we extrapolate separately the lowest energy per site
in each sector, as shown in Fig. S3. For the extrapolation
to the thermodynamic limit, we follow Schollwo¨ck et al.
in Ref. [S20]. According to standard theory, the gap of
a non-critical Hamiltonian should behave quadratically
at large distance Ns  ξ/a with ξ = v/∆∞ the correla-
tion length, v a factor having the dimension of a velocity,
a the lattice spacing and ∆∞ the gap in the thermody-
namic limit,
∆(Ns) = ∆∞ +
v2pi2
∆∞(Nsa)2
. (S42)
At shorter distance Ns  ξ/a the behavior is linear,
∆(Ns) ∝ N−1s . In our DMRG data in Fig. 1 we clearly
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Figure S2. Discarded weight versus inverse chain length in
(a) the singlet sector and (b) the symmetric sector [3 0 0], for
different values of the number of states kept.
see that we have not yet reached the quadratic regime.
We thus extrapolate to the thermodynamic limit in two
manners. First we extrapolate linearly and obtain a
lower bound for the gap. Secondly we assume that the
quadratic regime develops just after the largest size that
we have reached and fit a parabola tangent to that point
with vanishing slope at 1/Ns = 0 [S20]. This provides
an upper bound for the gap. These two fits to the ther-
modynamic limit are shown in Fig. 1 as red dashed and
dotted lines, respectively, with their extrapolated values
shown as red squares, and the transition point from lin-
ear to parabolic regimes is displayed with a red circle.
Increasing the number of states kept thus allows one to
decrease the upper bound of the gap, until the quadratic
regime is finally observed in the extrapolated gap curve.
Our second extrapolation method for the gap (see inset
of Fig. 1) relies on the fact any finite-m gap curve goes
through a minimum as a function of the size [S20–S22].
The extrapolation procedure is explained in the main text
and we shall only discuss the reason for this minimum.
At finite-m, and for sufficiently large systems, there is
a competition between the decrease of the gap because
of the increase of the system size, and the increase of the
accumulated error on the numerical gap. For m fixed
and when the system size increases, at some point the
accumulated error on the numerical gap value becomes
larger than the decrease of the gap because of the increase
of the system size. Thus the gap curve saturates and then
starts increasing. That is why we use the value of the gap
at the minimum as the best possible upper bound of the
true gap for finite m.
We also extrapolate directly the ground state energy
per site by computing the energy of the added bond for
each Ns [S23]. This value saturates for a given m once
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Figure S3. Examples of extrapolation of the energy per site
versus the discarded weight at Ns = 300 for (a) the singlet
sector and (b) the symmetric sector [3 0 0]. The extrapolated
values, denoted by a black diamond, are then used to obtain
the gap at Ns = 300.
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Figure S4. Extrapolation of the ground state energy per site
in the singlet sector with respect to the saturated discarded
weight.
the chain length has reached a given size. Moreover, as
can be seen in Fig. S2 the discarded weight also satu-
rates at some point. We thus extrapolate the energy per
bond with respect to the saturated discarded weight in
Fig. S4 and obtain the thermodynamic energy per site in
the singlet sector to be /J = −2.1763973(2). We notice
that the discarded weight saturates for chain lengths well
beyond the position of the minimum of the gap. Obtain-
ing Fig. S4 thus requires significant additional computing
time.
Finally, let us notice that for the symmetric sector
[3 0 0] the discarded weight for m = 16000 is still of order
10−5, as shown in Fig. S2 and S3, which reveals how dif-
ficult it is to tackle this problem numerically. However
70 0.05
10 -14
10 -12
10 -10
10 -8
10 -6
0 0.05
10 -10
10 -8
10 -6
10 -4
Figure S5. Discarded weight versus inverse chain length in
(a) the singlet sector and (b) the symmetric sector [3 0 0],
for m = 10000 states kept and different values of the edge
coupling Jend.
Fig. S3 also shows that the extrapolation with respect to
the discarded weight η → 0 is performed accurately.
V. EFFECT OF THE EDGE COUPLING ON
THE HEISENBERG CHAIN
We study now the effect of the edge coupling Jend in
Eq. (S23). Although for infinite size the precise value of
the edge coupling is inconsequential, for finite size it does
affect the lowest energy in each sector and, to a lesser
extent, the discarded weight. Figure S5 obtained with
m = 10000 states kept indeed shows that the discarded
weight in the singlet and [3 0 0] sectors are hardly influ-
enced by the edge coupling. The lowest energy per site
in each sector is presented in Fig. S6. From this figure
we deduce that Jend/J ' 1.2 would be an optimal value
as the curves are the most flat in each panel. However
when looking at the gap given in Fig. S7 one sees that
all values of Jend/J lead precisely to the same minimum
of the gap.
VI. ENTANGLEMENT ENTROPY AND
CENTRAL CHARGE
The 3-box symmetric SU(3) chain was claimed to be
gapped based on the measurement of the entanglement
entropy on a chain with Ns = 48 sites with periodic
boundary conditions, keeping Ncut = 1650 states [S24].
Although we agree with the final conclusion (presence of
a gap in the model), we show in Fig. S8(a) that it is not
possible to reach such a conclusion on a short chain with
an appropriate number of states kept.
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Figure S6. Energy per site versus inverse chain length in
(a) the singlet sector and (b) the symmetric sector [3 0 0],
for m = 10000 states kept and different values of the edge
coupling Jend.
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Figure S7. Finite-size gap from the singlet sector to the sym-
metric sector [3 0 0], for m = 10000 states kept and different
values of the edge coupling Jend.
Given the curvature of the entanglement entropy for
small chains we fit the Calabrese-Cardy formula [S25],
S(x) =
c
6
ln
(
2Ns
pi
sin
(
pix
Ns
))
+ c1 (S43)
where c is the central charge (for a critical model) and c1
is a non-universal constant term, to our DMRG results as
follows. For each value of the number of states kept m we
perform the fit on two points {Ns − 3− q,Ns − q} sepa-
rately for q = 0, 1, 2 because of the oscillations appearing
in the entanglement entropy along the chain. This defines
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Figure S8. (a) Entanglement entropy of a chain with Ns = 48
sites. The value Ncut is the total number of states in the full
Hilbert space that would be required to reach the same accu-
racy with a code which did not have the SU(N) symmetry.
(b) Extrapolation of the central charge with respect to the
discarded weight for Ns = 48 sites.
the “central charge” cq(m,Ns) for finite m and finite Ns.
We then perform an extrapolation with respect to the
discarded weight to obtain cq(m = ∞, Ns), q = 0, 1, 2
as shown in Fig. S8(b). The inset of Fig. 3 in the main
text shows this quantity versus inverse chain length. For
Ns = 48 sites the extrapolated central charge lies be-
tween the ones of the SU(3)1 and SU(3)2 WZW con-
formal field theories. At Ns = 120 sites the extrapo-
lated central charge has become smaller than c = 2, the
smallest possible value for a critical model with SU(3)
symmetry. Increasing further the system size the entan-
glement entropy ultimaltely becomes smaller than c = 1
and seems to extrapolate to zero in the thermodynamic
limit.
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Figure S9. Gap from the singlet sector to the [3 3 0] sector
versus inverse chain length for different values of the num-
ber m of states kept. The inset shows a power-law fit with
exponent γ = 0.46 of the minimum of each finite-m curve,
denoted by a black diamond in the main plot, as a function
of the total discarded weight ηtot, which is dominated by the
discarded weight in the [3 3 0] sector.
VII. GAP IN THE [3 3 0] SECTOR
As mentioned in Sec. III the DMRG simulations can
also be performed in the conjugate sector [3 3 0]. However
the calculation of the reduced matrix elements of the in-
teraction is significantly more demanding and we restrict
ourselves to the first M = 102 irreps. In Fig. S9 we show
the analogue of Fig. 1 of the main text for the [3 3 0] irrep.
Following the same procedure to extract the gap in the
thermodynamic limit we obtain the approximate bounds
∆[3 3 0]/J ∈ [0.034, 0.048] while the power-law fit with re-
spect to the total discarded weight again provides a value
in agreement with these bounds, ∆[3 3 0]/J ' 0.039.
VIII. RESULTS AT THE AKLT POINT
In order to obtain Fig. 2 we have followed the same
procedure as the one described in the main text for
the Heisenberg model along the interpolation line be-
tween the AKLT Hamiltonian and the pure Heisenberg
Hamiltonian. At the AKLT point the numerical calcula-
tion needs only to be performed in the symmetric sector
[3 0 0], not in the singlet sector. Figure S10(a) shows
the gap from the singlet sector to the [3 0 0] sector. As
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Figure S10. Gaps at the AKLT point versus inverse chain
length for different values of the number of states kept m.
(a) Singlet-[3 0 0] gap. (b) Singlet-[3 3 0] gap.
a consequence of the very short correlation length we
obtain a very accurate value of the gap in the thermo-
dynamic limit, ∆[3 0 0]/J ∈ [0.970705, 0.970719], with a
rather small number of states kept. To illustrate the pic-
ture of the AKLT state given in Ref. [S6] we have also
computed the entanglement entropy in the ground state
of Hamiltonian (S31). We obtain a completely flat entan-
glement entropy, with S(x) = 1/ ln(8). This is precisely
the hallmark of a valence bond solid state made of “vir-
tual” 8-dimensional adjoint representations.
In view of the monotonic decrease of the [3 0 0] gap in
Fig. 2, we claim that the AKLT and Heisenberg models
lie in the same phase. We thus use the AKLT model,
for which the correlation length is very short, to ana-
lyze the spectrum in different irreps. As explained in the
main text, there are four Haldane gaps ∆α for the irreps
α = [2 1 0], [3 0 0], [3 3 0], [4 2 0], which is all the content
appearing in the tensor product of two adjoint irreps (in
addition to the singlet irrep):
⊗ = • ⊕ 2 ⊕ ⊕ ⊕
Figure S11(a) shows the gap to the first excited state
in each of these sectors for the AKLT Hamiltonian with
periodic boundary conditions for different chain lengths
accessible with ED, as well as the singlet and [6 0 0] gaps.
From these results we expect the adjoint gap ∆[2 1 0] to
be the smallest Haldane gap of the model, and to be ap-
proximately twice as small as ∆[3 0 0]. We further verify
by DMRG at the AKLT point that the conjugate sector
[3 3 0] is gapped. We obtain an extrapolated gap in the
thermodynamic limit ∆[3 3 0]/J ∈ [0.829306, 0.829314]
(see Fig. S10(b)), smaller than the symmetric gap ∆[3 0 0].
In Fig. S12(a-b), following Sørensen and Affleck in
Ref. [S26], we show that the [3 0 0] and [3 3 0] excita-
tions are indeed elementary excitations, not composite
excitations obtained by combining two or more other ex-
citations, by computing the bond energy along the chain.
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Figure S11. (a) Finite-size gaps of the SU(3) AKLT Hamil-
tonian of Greiter and Rachel with PBC obtained by ED. The
values at 1/Ns = 0 denote the thermodynamic gaps obtained
by DMRG with OBC. Filled circles denote elementary excita-
tions. Filled squares denote composite excitations. Lines are
guides to the eye. (b) Ratio of the singlet gap versus the ad-
joint gap and the [6 0 0] gap versus the [3 0 0] gap. Both ratios
tend to 2 in the thermodynamic limit, showing that the first
singlet and [6 0 0] excitations are composite scattering exci-
tations made of two adjoint, respectively [3 0 0], elementary
excitations.
The single peak structure is similar to the 1-magnon state
in a spin-1 chain (see Sec. IX and Ref. [S26]). Finally,
we have investigated the gap and the bond energy along
the chain in the 6-box symmetric sector [6 0 0]. This ir-
rep can be accessed from the tensor product of two [3 0 0]
irreps:
⊗ = ⊕ ⊕ ⊕
or of two [4 2 0] irreps:
⊗ = • ⊕ 2 ⊕ ⊕
⊕ 3 ⊕ ⊕ ...
The bond energy, shown in Fig. S12(c) shows a dou-
ble peak structure which is the signature of two ele-
mentary excitations which repel each other, exactly like
a 2-magnon state in the spin-1 chain (see Sec. IX and
Ref. [S26]). The convergence of the results is not yet
achieved because we are limited to the M = 76 first
irreps of lowest quadratic Casimir. The calculation of
the reduced matrix elements of the interaction for these
shapes is very challenging as it took over 105 CPU-hours.
The singlet-[6 0 0] gap confirms the picture of two [3 0 0]
excitations which repel each other. We indeed obtain
∆[6 0 0]/J = 1.941(1), very accurately twice the singlet-
[3 0 0] gap ∆[3 0 0], see Fig. S13 and also Fig. S11(b).
Finally let us discuss shortly the adjoint and [4 2 0]
gaps, which we cannot compute with our DMRG algo-
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Figure S12. Bond energy along the SU(3) chain with Ns = 60
sites at the AKLT point in (a) the symmetric sector [3 0 0], (b)
the conjugate sector [3 3 0] and (c) the 6-box symmetric sector
[6 0 0]. In all three plots we have subtracted the contribution
of the singlet sector which is completely flat. We do not grant
full convergence to the results in (c) because we are limited
to the first M = 76 irreps in this sector. The truncation error
thus also depends on M .
rithm. Thanks to the previous considerations however,
one can deduce some inequalities, or bounds, that these
gaps have to satisfy. In particular one has
∆α >
1
2
max
{
∆[3 0 0],∆[3 3 0]
}
, α = [2 1 0], [4 2 0].
(S44)
This means that, at the Heisenberg point, the smallest
bulk gap has to satisfy ∆[2 1 0]/J > 0.017.
IX. BENCHMARK WITH THE SU(2) SPIN-1
CHAIN
The spectrum of the SU(2) spin-1 chain is well known:
for an even numbered open chain where the edge states
have not been screened, the ground state is a singlet and
the first excited state is a low lying triplet which be-
comes degenerate with the singlet ground state exponen-
tially fast as the system size increases. The Haldane gap
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Figure S13. Finite-size gap from the singlet ground state to
the first [6 0 0] excited state at the AKLT point versus inverse
chain length. A blue dot at 1/Ns = 0 is shown at energy
2∆[3 0 0].
∆ = 0.41048J of the system is then found between the
singlet ground state and the first spin-2 excited state.
When the edge states are screened with spin-1/2 degrees
of freedom the first spin-1 excited state is separated from
the singlet ground state by the finite gap ∆ and the first
spin-2 excited state appears at energy 2∆. It has been
shown that this spin-2 excitation corresponds to two spin-
1 excitations which repel each other [S26]. In Fig. S14 we
show the spin-1 and spin-2 gaps of the spin-1 chain with
the screening of the spin-1/2 edge modes, obtained with
our DMRG algorithm with full SU(2) symmetry. The
gap from the singlet to the first spin-2 excitation indeed
corresponds to twice the Haldane gap. In Fig. S15 we
present the bond energy along the chain in the spin-1 and
spin-2 sectors. The double peak structure in Fig. S15(b)
is the signature of the two spin-1 excitations forming a
spin-2 state.
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Figure S14. Gap from the singlet ground state to (a) the
first spin-1 excited state and (b) the first spin-2 excited state.
The exact values ∆ = 0.41048J and 2∆ are shown with a red
diamond.
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Figure S15. Bond energy along the SU(2) spin-1 Heisenberg
chain with the screening of the spin-1/2 edge states and with
Ns = 100 sites in (a) the spin-1 sector and (b) the spin-2
sector. In both figures we have subtracted the contribution
of the ground state, which belongs to the singlet sector.
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