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We study solutions to the Cauchy problem for a semilinear parabolic equation with a
nonlinearity which is critical in the sense of Joseph and Lundgren and establish the rate
of convergence to regular steady states. In the critical case, this rate contains a logarithmic
term which does not appear in the supercritical case.
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1. Introduction and result
We consider the Cauchy problem
ut = 1u+ |u|p−1u, x ∈ RN , t ∈ (0,∞),
u(x, 0) = u0(x), x ∈ RN , (1.1)
where u = u(x, t), p > 1,1 denotes the Laplacian operator with respect to x, and the function u0 is continuous in RN and
decays to zero as |x| → ∞.
With respect to positive classical steady states of (1.1), there is a critical exponent
pc :=

∞ for N ≤ 10,
(N − 2)2 − 4N + 8√N − 1
(N − 2)(N − 10) for N ≥ 11,
which satisfies pc > ps := N+2N−2 for N ≥ 11 and was found by Joseph and Lundgren (see [1]). More precisely, in the case of
p > ps there is a family of positive radial steady states ϕα, α > 0, satisfying
ϕα,rr + N − 1r ϕα,r + ϕ
p
α = 0, r > 0,
ϕα(0) = α, ϕα,r(0) = 0,
(1.2)
where r := |x| (see [2–4]). Defining ϕ−α(r) := −ϕα(r) and ϕ0(r) ≡ 0, the set {ϕα |α ∈ R} is a continuum of radial steady
states. Moreover, for ps ≤ p < pc each pair of positive steady states of (1.1) intersect each other. But for p ≥ pc these steady
states are strictly ordered such that ϕα(|x|) is strictly increasing in α for any x ∈ RN (see [5]) and
lim
α→0ϕα(|x|) = 0, x ∈ R
N , and lim
α→∞ϕα(|x|) = ϕ∞(|x|), x ∈ R
N \ {0}, (1.3)
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where ϕ∞ = ϕ∞(|x|) denotes the singular steady state of (1.1) which is given by
ϕ∞(|x|) := L|x|−m, |x| > 0, withm := 2p− 1 and L := {m(N − 2−m)}
1
p−1 .
Additionally, for p > pc and α > 0 we have
ϕα(|x|) = L|x|−m − aα|x|−m−λ1 + o(|x|−m−λ1) as |x| → ∞, (1.4)
where aα > 0 (see [6]) and the constant λ1 = λ1(N, p) is the smaller positive root of
λ2 − (N − 2− 2m)λ+ 2(N − 2−m) = 0. (1.5)
It was shown that these steady states are only stable in the case of p ≥ pc (see [6–9]). Concerning the rates of convergence
for p > pc , it was shown in [10,11] that if
|u0(x)| ≤ ϕ∞(|x|), x ∈ RN \ {0}, and |u0(x)− ϕα(|x|)| ≤ c (1+ |x|)−l, x ∈ RN , (1.6)
hold with some c > 0, α ∈ R and l ∈ (m+ λ1,m+ λ2 + 2), where λ2 denotes the larger positive root of (1.5), then
‖u(·, t)− ϕα(| · |)‖L∞(RN ) ≤ C(1+ t)−
l−m−λ1
2 , t ≥ 0, (1.7)
is satisfied and this estimate is optimal for α ≠ 0 and cannot be extended to larger values of l.
Concerning the critical case p = pc , Eq. (1.5) now has the double root
λ := N − 2− 2m
2
,
and hencem+ λ = N−22 is satisfied. Moreover, the regular steady states satisfy
ϕα(|x|) = L|x|−m − aα|x|−m−λ ln(|x|)+ o(|x|−m−λ ln(|x|)) as |x| → ∞, (1.8)
for p = pc , where aα > 0 is monotone decreasing in α and depends on N (see [6,12]). As in [13] for the grow-up rate
of (1.1) in the case p = pc , the additional logarithmic factor appearing in (1.8) as compared to (1.4) now implies that the
convergence rate for p = pc also differs by a logarithmic factor from the rate given in (1.7) for p > pc . More precisely, we
obtain the following result.
Theorem 1.1. Suppose N ≥ 11 and p = pc . Moreover, let u0 ∈ C0(RN) satisfy (1.6) with some constants l ∈ (m + λ,m +
λ+ 2), α ∈ R, and c1 > 0.
(a) There is a positive constant C1 such that the solution u of (1.1) fulfills
‖u(·, t)− ϕα(| · |)‖L∞(RN ) ≤ C1 (1+ t)−
l−m−λ
2 (ln(t + 2))−1 for all t ≥ 0. (1.9)
(b) Estimate (1.9) is optimal for any α ≠ 0 in the following sense. Given α ≠ 0, there exist initial data u0 fulfilling (1.6) such that
‖u(·, t)− ϕα(| · |)‖L∞(RN ) ≥ C2 (1+ t)−
l−m−λ
2 (ln(t + 2))−1 for all t ≥ 0 (1.10)
holds with some positive constant C2.
This work is structured in the following way. In Section 2 we recall some results of [10] concerning certain linearized
problems. In Sections 3 and 4 we establish a suitable upper and lower bound for solutions of these linearized problems,
respectively, which imply the estimates claimed in Theorem 1.1.
2. The linearized equation
For proving our result, the procedures in [10,11] suggest studying the linearization of (1.1) around its steady states ϕα .
Following [10], for α > 0 we define the linear operator
PαU := Urr + N − 1r Ur + pϕ
p−1
α U
and consider solutions U = U(r, t) of the problemUt = PαU, r > 0, t > 0,
Ur(0, t) = 0, t > 0,
U(r, 0) = U0(r), r ≥ 0,
(2.1)
where U0 is a continuous function decaying to zero as r →∞. Furthermore, let ψ(r) satisfy
Pαψ = 0 for r > 0, ψ(0) = 1, ψr(0) = 0, (2.2)
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and let Ψ (r) denote the solution to
PαΨ = ψ for r > 0, Ψ (0) = 0, Ψr(0) = 0. (2.3)
Using now (1.8) instead of (1.4), the proofs of Lemmas 2.3 and 2.4 in [10] can easily be adapted to the case p = pc . Thus, for
p = pc, ψ(r) is positive for r ≥ 0,Ψ (r)/ψ(r) is strictly increasing and Ψ (r) > 0 for r > 0, and
ψ(r) = cαr−m−λ ln r + o(r−m−λ ln r), Ψ (r) = Cαr−m−λ+2 ln r + o(r−m−λ+2 ln r) as r →∞ (2.4)
is fulfilled with positive constants cα and Cα .
Finally, we recall two comparison results which are proved in Lemmas 2.1 and 2.2 of [10]. These results indicate that it
is sufficient to estimate the solution U of (2.1) in order to obtain the bounds for u − u˜ which are stated in our main result
(with u˜ = ϕα), where u and u˜ are solutions of (1.1) evolving from initial data u0 and u˜0, respectively.
Lemma 2.1. Suppose N ≥ 11 and p ≥ pc .
(i) If u0, u˜0 and U0 satisfy |u0(x)|, |u˜0(x)| ≤ ϕα(|x|) and U0(|x|) ≥ |u0(x) − u˜0(x)| for x ∈ RN with some α > 0, then the
solutions U of (2.1) and u, u˜ of (1.1) fulfill
U(|x|, t) ≥ |u(x, t)− u˜(x, t)| for all x ∈ RN , t > 0.
(ii) If u0, u˜0 and U0 fulfill ϕα(|x|) ≤ u˜0(x) ≤ u0(x) ≤ ϕ∞(|x|), x ∈ RN \ {0}, and 0 ≤ U0(|x|) ≤ u0(x)− u˜0(x), x ∈ RN , with
some α > 0, then the solutions U of (2.1) and u, u˜ of (1.1) satisfy
0 ≤ U(|x|, t) ≤ u(x, t)− u˜(x, t) for all x ∈ RN , t > 0.
3. The upper bound
In this section we prove the upper bound of the convergence rate for the solutions of (1.1) which is claimed in
Theorem 1.1(a). Therefore, we construct suitable supersolutions of (2.1) and use the ideas presented in Section 3 of [11].
In order to handle the logarithmic terms, some additional ideas are necessary.
We first give a supersolution Uout of (2.1) which decays in an appropriate way as r →∞. In fact, we can use the function
given in [11, Lemma 3.1], where a proof of the following result can be found.
Lemma 3.1. Let N ≥ 11, p = pc, l ∈ (m+ λ,m+ λ+ 2), and α > 0. Then
Uout(r, t) := (t + τ)− l2 F

(t + τ)− 12 r

, r > 0, t > 0,
is a supersolution of (2.1), where τ is an arbitrary positive constant and F is the solution ofFηη +
N − 1
η
Fη + η2 Fη +
l
2
F + pL
p−1
η2
F = 0, η > 0,
ηm+λF(η)→ 1 as η ↘ 0.
(3.1)
Using the rewritten form pLp−1 = (m+ 2)(N − 2−m), for l ∈ (m+ λ,m+ λ+ 2) = (m+ λ,N −m− λ)we can explicitly
identify F according to
F(η) = η−m−λe− η
2
4 M

N − l−m− λ
2
,
N
2
−m− λ, η
2
4

, η > 0,
whereM is Kummer’s function which is given by
M(a, b, z) := 1+ az
b
+ · · · + a(a+ 1) · · · (a+ n− 1)z
n
b(b+ 1) · · · (b+ n− 1)n! + · · ·
and can be found in [14] (see also [15, Section 4]). In particular, for any η0 > 0, there are positive constants d−(η0) and d+
such that
F(η) ≥ d−(η0)η−l for η ≥ η0 and F(η) ≤ d+η−l for η > 0 (3.2)
if l ∈ (m+ λ,m+ λ+ 2) (see [15, Section 4], [11, Lemma 2.6]).
Nextwe construct a supersolutionUin of (2.1)which decays at r = 0with the rate claimed in Theorem1.1 and generalizes
the function used in [10,11]. We set
q := l−m− λ
2
> 0. (3.3)
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Lemma 3.2. Suppose N ≥ 11, p = pc, l ∈ (m+ λ,m+ λ+ 2), and α > 0. Then there are positive constants B, c, and τ0 ≥ 2
with Bτ
1
2
0 ≥ e such that for any τ ≥ τ0 the function
Uin(r, t) := (t + τ)−q

ln

B(t + τ) 12
−1
ψ(r)
− (t + τ)−q−1

q

ln

B(t + τ) 12
−1 + 1
2

ln

B(t + τ) 12
−2
Ψ (r), r > 0, t > 0,
satisfies
(i) Uin,t ≥ PαUin for all r > 0 and t > 0,
(ii) Uin(r, t) > 0 for t > 0 and r ∈

0, B(t + τ) 12

,
(iii) Uin(r, t) > c Uout(r, t) for t > 0 and r = B(t + τ) 12 .
Proof. For every B > 0 and τ > 0 such that Bτ
1
2 > 1, we obtain by (2.2) and (2.3)
Uin,t − PαUin = −(t + τ)−q−1

q

ln

B(t + τ) 12
−1 + 1
2

ln

B(t + τ) 12
−2
ψ(r)
+ (q+ 1)(t + τ)−q−2

q

ln

B(t + τ) 12
−1 + 1
2

ln

B(t + τ) 12
−2
Ψ (r)
+ (t + τ)−q−2

q
2

ln

B(t + τ) 12
−2 + 1
2

ln

B(t + τ) 12
−3
Ψ (r)
− (t + τ)−q

ln

B(t + τ) 12
−1
Pαψ(r)
+ (t + τ)−q−1

q

ln

B(t + τ) 12
−1 + 1
2

ln

B(t + τ) 12
−2
PαΨ (r)
= (q+ 1)(t + τ)−q−2

q

ln

B(t + τ) 12
−1 + 1
2

ln

B(t + τ) 12
−2
Ψ (r)
+ (t + τ)−q−2

q
2

ln

B(t + τ) 12
−2 + 1
2

ln

B(t + τ) 12
−3
Ψ (r)
for r > 0 and t > 0. This proves (i) because q > 0, Bτ
1
2 > 1, and Ψ is nonnegative (see Section 2).
To prove (ii) and (iii) we proceed like in [11, Lemma 3.2] and fix some constants. By (2.4) there are positive constants c−α
and C+α such that
ψ(r) ≥ c−α r−m−λ ln r and Ψ (r) ≤ C+α r−m−λ+2 ln r for r ≥ 2. (3.4)
Next we fix B > 0 such that
c−α −

q+ 1
2

C+α B
2 > 0 (3.5)
is fulfilled. Then we choose c > 0 such that
cd+ < B2q

c−α −

q+ 1
2

C+α B
2

. (3.6)
Finally, since ψ is positive on [0,∞) according to Section 2, we are able to choose τ0 ≥ 2 such that Bτ
1
2
0 ≥ e and
τ0ψ(r)−

q+ 1
2

Ψ (r) > 0 for all r ∈ [0, 2].
Now we fix some τ ≥ τ0. Then for r ∈ [0, 2] and t ≥ 0, due to the positivity of ψ and Ψ and the choice of τ , we obtain
Uin(r, t) ≥ (t + τ)−q−1

ln

B(t + τ) 12
−1 [
τ ψ(r)−

q+ 1
2

Ψ (r)
]
> 0.
Moreover, for t ≥ 0 and r ∈

2, B(t + τ) 12

, by the positivity of Ψ , (3.4), (3.5), and the choice of τ , we conclude that
Uin(r, t) ≥ (t + τ)−q

ln

B(t + τ) 12
−1 [
ψ(r)−

q+ 1
2

(t + τ)−1Ψ (r)
]
≥ (t + τ)−q

ln

B(t + τ) 12
−1 [
c−α −

q+ 1
2

C+α B
2
]
r−m−λ ln r > 0. (3.7)
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Hence, we have shown (ii). In particular, in the case of t ≥ 0 and r = B(t + τ) 12 , (3.7) implies (iii) due to (3.3), (3.6) and
(3.2). Thus, the claim is proved. 
Now, using Lemmas 3.1 and 3.2, Uin and c Uout can be matched at some r∗(t) ∈

0, B(t + τ) 12

, t ≥ 0, to obtain a
suitable supersolution U+ of (2.1), where c > 0 is given in Lemma 3.2. Hence, the following lemma can be proved just
like [11, Proposition 3.3].
Lemma 3.3. Assume N ≥ 11, p = pc, l ∈ (m+ λ,m+ λ+ 2), α > 0, and U0 ∈ C0([0,∞)) such that 0 < U0(r) ≤ (1+ r)−l
for r ≥ 0. Then there is a positive constant C such that the solution U of (2.1) fulfills
‖U(·, t)‖L∞((0,∞)) ≤ C (1+ t)− l−m−λ2 (ln(t + 2))−1 for all t ≥ 0.
Finally, Lemmas 3.3 and 2.1 (i) directly imply Theorem 1.1(a), as u − ϕα can be estimated from above by a suitable
solution U of (2.1). For details, we refer the reader to the proof of [10, Theorem 1.1] (see also Proposition 3.4 and the proof of
Theorem 1.1(a) in [16]).
4. The lower bound
In this section we prove Theorem 1.1(b). Therefore, we construct a suitable subsolution of (2.1). Again, we adapt ideas
of [10] and this section corresponds to [10, Section 4].
First we give a subsolution Uin of (2.1) which decays at r = 0 with the rate claimed in Theorem 1.1.
Lemma 4.1. Let N ≥ 11, p = pc , and α > 0. Then for any B > 0 the function
Uin(r, t) := (t + 1)−q

ln

B(t + 1) 12 + 2
−1
ψ(r), r > 0, t > 0,
is a subsolution of (2.1).
Proof. Fixing some B > 0, due to (2.2) and the positivity of ψ we obtain that
Uin,t − PαUin = −q(t + 1)−q−1

ln

B(t + 1) 12 + 2
−1
ψ(r)− B
2
(t + 1)−q− 12

B(t + 1) 12 + 2
−1
×

ln

B(t + 1) 12 + 2
−2
ψ(r)− (t + 1)−q

ln

B(t + 1) 12 + 2
−1
Pαψ(r)
≤ 0 for r > 0, t > 0.
Hence, the claim is proved. 
Moreover, we need a subsolution Uout of (2.1) which decays in a suitable way as r →∞. In fact, we can use the function
which was constructed in [10, Lemma 4.2], where the following result is proved.
Lemma 4.2. Suppose N ≥ 11, p ≥ pc, l ∈ (0,N − 2), α > 0, and let b1, b2, and k be positive constants satisfying
0 < k < min

1,
N − 2− l
2

and b2 ≥

l(N − 2− l)
k
k
b1.
Then the function
Uout(r, t) := max

0, b1r−l − b2(1+ t)kr−l−2k

, r > 0, t ≥ 0,
is a subsolution of (2.1).
Next, using Lemmas 4.1 and 4.2 and choosing c > 0 small enough, c Uin and Uout can be matched at some r∗(t) ∈
(0,∞), t ≥ 0. This yields a suitable subsolution U− of (2.1). The proof of the next lemma is similar to the one given
in [10, Proposition 4.3], where we additionally set B :=

2b2
b1
 1
2k
to define Uin and use that the properties of ψ given in
Section 2 imply ψ(r) ≤ c+α r−m−λ ln(r + 2) for r > 0 with some constant c+α > 0, while the logarithmic term does not
appear in [10, Proposition 4.3] in the case of p > pc .
Lemma 4.3. Let us have N ≥ 11, p = pc, l ∈ (m+ λ,m+ λ+ 2), α > 0, and U0 ∈ C0([0,∞)) such that U0(r) ≥ (1+ r)−l
for r ≥ 0. Then there is some C > 0 such that the solution U of (2.1) satisfies
U(0, t) ≥ C (1+ t)− l−m−λ2 (ln(t + 2))−1 for all t ≥ 0.
Finally, Lemmas 4.3 and 2.1 (ii) directly imply Theorem 1.1(b), as u − ϕα can be estimated from below by a suitable
solution U of (2.1). For details, we refer the reader to the proof of [10, Theorem 1.2] (see also Proposition 4.4 and the proof
of Theorem 1.1(b) in [16]).
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