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Abstract
We consider the problem of shadowing for differential equations with grow-
up. We introduce so-called nonuniform shadowing properties (in which size of
the error depends on the point of the phase space) and prove for them analogs
of shadowing lemma. Besides, we prove a theorem about weighted shadow-
ing for flows. We compactify the system (using Poincare compactification, for
example), apply the results about nonuniform or weighted shadowing to the
compactified system, and then transfer the results back to the initial system
using the decompactification procedure.
Keywords. Shadowing, grow-up, hyperbolicity, Poincare compactifica-
tion, time change.
1 Introduction and main definitions.
Consider a system of ODEs
x˙ = X(x), x ∈ RN . (1)
We say that it has grow-up if it has a solution |x(t, x0)| → ∞ as t→ +∞.
In the modern literature there are a lot of works devoted to study of grow-
up and blow-up (a solution ”reaches” infinity within a finite time) both for
ODEs and PDEs (see, e.g., [2, 6, 15]). Developing theory of shadowing for such
equations seems to be an interesting and challenging problem.
Theory of shadowing studies the problem of closeness of approximate and
exact trajectories of dynamical systems. Roughly speaking, a dynamical system
has a shadowing property if any sufficiently precise approximate trajectory is
close to some exact trajectory. We are interested in introducing shadowing
properties for differential equations with grow-up and in obtaining relevant
criteria. Thus we want to answer the following question (under reasonable
assumptions): suppose we have a reasonable approximate solution going to
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infinity for infinite time; is it true that there exists an exact solution that is in
some sense close to our approximate solution?
Usually theory of shadowing (see [7, 11] for review of classical results and
[12] for review of modern results) establishes shadowing properties for dynamical
systems on a compact phase space or establishes shadowing properties in a small
neighborhood of a compact invariant set (e.g., shadowing near a hyperbolic set).
Note that we deal with a dynamical system on a noncompact phase space (i.e.
on RN ).
It is reasonable to act according to the following plan:
1. to compactify our system (using, e.g., Poincare compactification),
2. to establish some shadowing property for the compactified system,
3. to transfer the property back to the original system.
It is relatively easy to understand that the standard shadowing property
for flows (we will remind the definition below in the paper) is bad for this
scheme. In order to act according to this scheme, one should consider shadowing
properties with errors decreasing to zero sufficiently fast (weighted shadowing)
or shadowing properties with errors depending on the point of the phase space
(we call it nonuniform shadowing).
The rest of the paper is organized as follows: in Section 2 we discuss com-
pactifications (Step 1 of the plan), Section 3 is a brief introduction to classical
theory of shadowing, in Section 4 we define and study nonuniform shadow-
ing properties, in Section 5 we study weighted shadowing properties, and in
Section 6 we discuss plans for further research.
Main results of the paper are Theorems 4.10 and 5.3 and their compactified
versions Theorems 4.6 and 5.1.
2 Poincare compactification.
It is possible to compactify our system (1) in various ways (see [5] for excellent
description of compactifications). The most obvious way is just to add one point
as infinity. If we do it, we will get a system (or vector field) on theN -dimensional
sphere, SN , without of one point. But, of course, in general, in order to get a
vector field on SN , (consider, e.g., any system with blow-up) we should apply
a time change of a certain type. This procedure (the compactification of space
and the time change) is called Bendixon compactification. It works not for an
arbitrary vector field, but only for so-called normalizable vector fields. Any
polynomial vector field belongs to the class of normalizable vector fields.
However we are not going to apply Bendixon compactification by the fol-
lowing reasons:
1. it is very likely that the point on SN corresponding to infinity will be a
degenerate point of very high order;
2. Bendixon compactification does not allow to distinguish ”convergence to
infinity by different directions”.
Instead we will use the procedure called Poincare compactification. Similarly
with Bendixon compactification it consists of two phases: a compactification of
the phase space and a change of time.
We compactify the phase space in the following way: we consider the map
Θ : RN 7→ BN defined by the formula
Θ(x) :=
x√
(|x|2 + 1) , (2)
2
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Figure 1: Compactification of the phase space.
where the coordinates in the N -dimensional ball, BN , are chosen like on Fig. 1.
If we apply the compactification (2) to the system (1), we will get a system
˙¯x = X¯(x¯) on BN\∂BN (hereinafter ∂BN denotes the boundary of the N -
dimensional ball BN ). It is easy to understand that, in general, we will not
get a system on BN (consider, e.g., any system with blow-up). Similarly with
Bendixon compactification in order to get a system on BN we should apply a
time change of a certain type. This procedure (the change of phase space and the
change of time) is called Poincare compactification. Poincare compactification
is defined not for an arbitrary vector field (1), but only for the class of so-
called normalizable vector fields. Any polynomial vector field belongs to the
class of normalizable vector fields. Hereinafter we assume that we deal with
normalizable vector fields.
Consider polar coordinates x = (z, φ1, . . . , φN−1) in RN . Consider polar co-
ordinates in BN : x¯ = (z¯, φ1, . . . , φN−1). Naturally the compactification map (2)
can be rewritten in the following way:
z¯ =
√
z2
1 + z2
=
√
1− 1
z2 + 1
(3)
and angles φ1, . . . , φN−1 do not change.
Consider a ball U(R¯, x¯) ⊂ BN of radius R¯. We assume that U(R¯, x¯) does
not intersect the boundary. We want to find (a reasonably small) R such that
Θ−1(U(R¯, x¯)) ⊂ U(R, x),
i.e. we want to understand how the ball U(R¯, x¯) can be expanded via the
decompactification procedure.
Note that, since we are interested only in getting a qualitative estimate, and
polar coordinates and Cartesian coordinates generate equivalent topologies, it
is enough to consider only the change of radial coordinates. Put y¯ = 1− z¯ (i.e.
y¯ is radial distance to the boundary). Then it easy to compute that
z =
√
1
2y¯ − y¯2 − 1.
Assuming that the ball does not intersect the boundary, the points (y¯− R¯, . . .)
and (y¯+R¯, . . .) are mapped to the points (
√
−1 + 1/(2(y¯ − R¯)− (y¯ − R¯)2), . . .)
3
and (
√
−1 + 1/(2(y¯ + R¯)− (y¯ + R¯)2), . . .). After careful calculations we see
that
Θ−1(U(R¯, x¯)) ⊂ U(R,Θ−1(x)), where R = O(R¯/(y¯3/2)).
and taking into consideration that
y¯ = 1−
√
1− 1
z2 + 1
= O
(
1
z2
)
= O
(
1
|x|2
)
. (4)
we get
Θ−1(U(R¯, x¯)) ⊂ U(R,Θ−1(x)), where R = O(R¯|x|3). (5)
Now we consider the inverse problem. Consider a ball U(R, x) ⊂ RN . We
want to find (a reasonably small) R¯ such that
Θ(U(R, x)) ⊂ U(R¯, x¯).
By (3), the points (z − R, . . .) and (z + R, . . .) are mapped to the points (1 −√
1− 1/((z −R)2 + 1), . . .) and (1−√1− 1/((z +R)2 + 1), . . .). After careful
calculations and using (4), we observe that
Θ(U(R, x)) ⊂ U(R¯,Θ(x)), where R¯ = O(R/|x|3) = O(R|y¯|3/2). (6)
3 Standard shadowing properties.
Consider a diffeomorphism f of a compact smooth Riemannian manifold M
with Riemannian metric dist. A trajectory of a point q of the diffeomorphism
f is the sequence
O(q, f) = {fk(q)}k∈Z.
A sequence {xk}k∈Z of points of M is a d-pseudotrajectory if
dist(xk+1, f(xk)) ≤ d ∀k ∈ Z. (7)
Clearly the notion of a pseudotrajectory is one of possible formalizations of the
notion of an approximate trajectory.
A diffeomorphism f has standard shadowing property if for any  > 0 there
exists d0 such that for any d-pseudotrajectory {xk}k∈Z with d ≤ d0 there exists
a point q such that
dist(xk, f
k(q)) ≤  ∀k ∈ Z.
Thus standard shadowing means that any sufficiently precise pseudotrajectory
is pointwisely close to some exact trajectory.
This property is also called two-sided standard shadowing property, because
biinfinite trajectories and pseudotrajectories are considered. Also so-called one-
sided standard shadowing property is considered, in which pseudotrajectories
and trajectories are indexed by natural numbers (clearly this property is weaker
for diffeomorphisms than the two-sided version). Moreover, so-called Lipschitz
standard shadowing property is considered (in which d = /L, where L is a
global constant).
One of the main results of theory of shadowing is so-called shadowing lemma
(see [1, 3]):
3.1. Theorem (Anosov, Bowen). A diffeomorphism has Lipshitz standard
shadowing property in a small neighborhood of a hyperbolic set.
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Recently the following result was obtained (see [13]):
3.2. Theorem (Pilyugin, Tikhomirov). Lipschitz standard shadowing
property is equivalent to structural stability.
For flows the situation with shadowing properties is more difficult. First of
all, there is no canonical way to formalize the notion of a pseudotrajectory for
a flow. We will use here the definitions offered by S.Yu. Pilyugin (see [11]).
Let Φ be a flow on a compact smooth Riemannian manifold M . A (d, T )-
psedotrajectory of a flow Φ is a function Ψ : M 7→ R such that
dist(Ψ(t+ τ),Φ(τ,Ψ(t))) ≤ d ∀|τ | ≤ T, ∀t ∈ R.
Note that a function Ψ is not assumed to be continuous.
Let Rep be the class of all increasing homeomorphisms of R. Put
Rep() =
{
α ∈ Rep |
∣∣∣∣α(t)− α(s)t− s
∣∣∣∣ ≤  ∀t 6= s} .
A flow Φ has oriented shadowing property if for any  > 0 there exists d0
such that for any (d, 1)-pseudotrajectory with d ≤ d0 there exist a point q and
a reparametrization α ∈ Rep such that
dist(Ψ(t),Φ(α(t), q)) ≤  ∀t ∈ R.
It is necessary to use time reparametrizations because of possible existence
of periodic trajectories. However if a flow has no periodic trajectories, but is
good (e.g., is a Smale flow), then no reparametrizations are required.
A flow Φ has standard shadowing property if for any  > 0 there exists d0
such that for any (d, 1)-pseudotrajectory with d ≤ d0 there exist a point q and
a reparametrization α ∈ Rep() such that
dist(Ψ(t),Φ(α(t), q)) ≤  ∀t ∈ R.
Standard shadowing property is not preserved via time changes. Similarly with
the case of discrete time systems, Lipschitz version of standard shadowing prop-
erty can be defined (when d = /L, where L is a global constant).
Shadowing lemma for flows was proved by S.Yu. Pilyugin and K. Palmer:
3.3. Theorem (Pilyugin). A flow has Lipschitz shadowing property in a
small neighborhood of a hyperbolic set.
Palmer, Pilyugin, and Tikhomirov obtained the following result (see [8]):
3.4. Theorem (Palmer, Pilyugin, Tikhomirov). Structural stability for
flows is equivalent to Lipschitz shadowing property.
4 Nonuniform shadowing.
4.1 Definitions and basic results.
Let M be a smooth compact N -dimensional Riemannian manifold with bound-
ary ∂M . By Whitney theorem, we assume that M is embedded into an Eu-
clidean space of a sufficiently large dimension. For any x ∈M define
r(x) = dist(x, ∂M) = min
y∈∂M
|x− y|.
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Without of loss of generality, we assume that M has diameter less than 1.
Consequently, r(M) ⊂ [0, 1]. Denote Int(M) = M\∂M .
A sequence {xk}k ⊂ Int(M) is a nonuniform (n, δ)-pseudotrajectory (n ≥ 1)
if
|xk+1 − f(xk)| ≤ d(r(f(xk))), ∀k ≥ 0, (8)
where
d(z) = δzn, ∀z ∈ R>0. (9)
4.1. Remark. 1) Any (n, δ)-pseudotrajectory is a δ-pseudotrajectory (in the
classical sense).
2) If we put d(r(xk+1)) in (8) in the definition of an (n, δ)-pseudotrajectory,
then we obtain an equivalent definition. Note that n ≥ 1.
We say that a diffeomorphism f of M has nonuniform shadowing property
with exponent m ≥ 0 if for any number ∆ and the function
(z) = ∆zm, ∀z ∈ R (10)
there exist numbers δ0 and n0 such that for any nonuniform (n, δ)-
pseudotrajectory with δ ≤ δ0 and n ≥ n0 there exists a point q such that
|xk − fk(q)| ≤ (r(fk(q))), ∀k ≥ 0. (11)
4.2. Remark. 1) For m = 0 and n0 = 0 this property is standard shadowing
property.
2) It is possible to put (r(xk)) instead of (r(f
k(q))) in (11) in the previous
definition, but it does not lead to an equivalent definition, generally speaking.
However the previous definition seems more natural to us, and the definition
remains equivalent if m ≥ 1.
For flows on M this concept can be defined in the following way. A (not
necessarily continuous) function Ψ : R 7→ Int(M) is a nonuniform (n, δ, T )-
pseudotrajectory if for the function
ψ(t) := max
|τ |≤T
|Ψ(t+ τ)− Φ(τ,Ψ(t))|,
and the function d(·) defined by (9) the following holds:
ψ(t) ≤ min
|τ |≤T
d(r(Φ(τ,Ψ(t)))) ∀t ∈ R>0. (12)
A flow Φ has nonuniform shadowing property with exponent m if for any
number ∆ and the function (·) defined by (10) there exist numbers δ0 and n0
such that for any nonuniform (n, δ, 1)-pseudotrajectory with δ ≤ δ0 and n ≥ n0
there exists a point q such that
|Ψ(t)− Φ(t, q)| ≤ max
[t]≤τ≤[t]+1
(r(Φ(τ, q))), ∀t ≥ 0,
where [t] is the maximal integer number no more than t.
Note that oriented shadowing property is a nonuniform oriented shadowing
property with exponent 0. We do not use reparametrizations in this property
since in (very specific) situations that we will consider it is possible to choose
the identity map as the reparametrization.
We use the following proposition:
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4.3. Proposition. Consider the time-one map f for a flow Φ. Suppose that f
has a nonuniform shadowing property with exponent m; then Φ has nonuniform
shadowing property with exponent m.
Proof. Let Ψ be a nonuniform (δ, n, 1)-pseudotrajectory. Consider the sequence
ξ = {xk}k∈Z = {Ψ(k)}k∈Z. We claim that ξ is a (δ, n)-pseudotrajectory. Indeed,
|xk+1 − f(xk)| ≤ ψ(k) ≤ d(r(f(xk))).
Choose a point q such that (11) holds. Fix any t ∈ [k, k + 1]. Define
H = max
x∈M,0≤τ≤1
∣∣∣∣∣∣∣∣∂Φ∂x (τ, x)
∣∣∣∣∣∣∣∣ .
Then, by (12),
|Ψ(t)− Φ(t, q)| ≤ |Ψ(t)− Φ(t− k,Ψ(k))|+ |Φ(t− k,Ψ(k))− Φ(t, q)| ≤
≤ d(r(Φ(t− k,Ψ(k)))) +H|Ψ(k)− Φ(k, q)| ≤ d(r(Φ(t− k,Ψ(k))))+
+H(r(Φ(k, q))) ≤ (1 +H) max
k≤τ≤k+1
(r(Φ(τ, q))).
Now let us investigate how nonuniform shadowing property is preserved via
the decompactification procedure.
4.4. Proposition. Suppose that the compactified flow has nonuniform shad-
owing property with exponent m¯ and numbers δ¯ and n¯0.
Then the initial flow has the following analog of nonuniform shadowing prop-
erty, which we call noncompact nonuniform oriented shadowing property:
There exists a time change α : R × RN 7→ R such that for any function
(t) = ∆|t|−2m¯+3 there exist numbers δ0 and n0 = 2n¯0 − 3 such that for any
function d(t) = δ|t|−n with δ ≤ δ0 and n ≥ n0 and any function Ψ (which we
call a noncompact nonuniform (δ, n, 1)-pseudotrajectory) such that
max
|τ |≤1
|Ψ(t+ τ)− Φ(α(τ,Ψ(t)),Ψ(t))| ≤ min
|τ |≤1
d(|Φ(α(τ,Ψ(t)),Ψ(t))|)
there exists a point q ∈ RN and a reparametrization α ∈ Rep such that
|Ψ(t)− Φ(α(t, q), q)| ≤ max
α([t],q)≤τ≤α([t]+1,q)
(|Φ(τ, q)|).
In particular, if m¯ ≥ 3/2, then the initial noncompactified flow has oriented
shadowing property. Even for m¯ < 3/2 we still have some sort of shadowing
(despite our errors grow as the pseudotrajectory goes to infinity). Thus these
shadowing properties even for m¯ < 3/2 can be used to determine grow-up.
Proof. Let α be the inverse map to the time change used in the compactification
procedure. Note that, by (4) and (6),
|Θ(Ψ(t+τ))−Φ¯(τ,Θ(Ψ(t)))| ≤ |Ψ(t+τ)−Φ(α(τ,Ψ(t)),Ψ(t))||r(Φ¯(τ,Θ(Ψ(t))))|3/2 ≤
≤ δ|Φ(t, q)|−n|r(Φ¯(τ,Θ(Ψ(t))))|3/2 ≤ δ|r(Φ¯(τ,Θ(Ψ(t))))|n/2+3/2
(strictly speaking, since we have used asymptotic inequalities, we should have
written a multiplicative constant C0 in the right side of the previous equation;
however, for simplicity, in such cases we omit such multiplicative constants).
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Since n/2+3/2 ≥ n¯0, by assumption of the proposition, there exists a point
Θ(q) such that
|Θ(Ψ(t))− Φ¯(t,Θ(q))| ≤ ∆|r(Φ¯(t,Θ(q)))|m¯.
Note that, by (4) and (5),
|Ψ(t)− Φ(α(t, q), q)| ≤ |Θ(Ψ(t))− Φ¯(α(t, q),Θ(q))||r(Φ¯(t,Θ(q)))|−3/2 ≤
≤ ∆ max
[t]≤τ≤[t]+1
|r(Φ¯(τ,Θ(q)))|m¯−3/2 ≤ ∆ max
α([t],q)≤τ≤α([t]+1,q)
|Φ(τ, q)|−2m¯+3.
4.2 Reasoning of Conley.
Let {gk : RN 7→ RN} be a sequence of diffeomorphisms. It is possible to use
a manifold instead of RN , since the reasoning is local. We assume that this
sequence of maps is hyperbolic on some compact locally maximal invariant
set Λ ⊂ RN , and they locally preserve the foliation of the phase space on s-
dimensional stable and u-dimensional unstable manifolds.
Let U(0,Λ) be a small neighborhood of Λ. Consider a continuous function
δ(p) (later we impose additional restrictions on it).
Let W s2δ(p)(p) and W
u
2δ(p)(p) be s-dimensional and u-dimensional submani-
folds in RN of size δ(p) respectively (corresponding to stable and unstable man-
ifolds at p). Consider the set W2δ(p)(p), the neighborhood of the point p, and
a map χp : W2δ(p)(p) 7→ E2δ(p) = Es2δ(p) × Eu2δ(p), where E2δ(p) is the standard
cube, and stable manifolds are mapped to s-components and unstable manifolds
are mapped to u-components. Denote by prs and pru natural projections on
Es2δ(p) along E
u
2δ(p) and on E
u
2δ(p) along E
s
2δ(p) respectively. Fix {xk}k ⊂ RN
(in the applications {xk}k will be a nonuniform pseudotrajectory). Consider a
sequence of neighborhoods {U(δ(xk), xk)}k. Assume this neighborhoods are so
small that
U(δ(xk), xk) ⊂W2δ(xk)(xk), gk(U(δ(xk), xk)) ⊂W2δ(xk+1)(xk+1) ∀k ≥ 0,
(13)
prsχxk+1gk(U(δ(xk), xk)) ⊂ prsχxk+1U(δ(xk+1), xk+1) ∀k ≥ 0, (14)
pruχxk+1gk(U(δ(xk), xk)) ⊃ pruχxk+1U(δ(xk+1), xk+1) ∀k ≥ 0. (15)
Clearly estimates (14) and (15) hold, since δ(xk) can be chosen (uniformly) suf-
ficiently small, Λ is a hyperbolic set, and it is possible to consider as a new se-
quence of {gk} finite compositions {gT−1 ◦ . . . ◦ g0, g2T−1 ◦ . . . ◦ gT , · · · }, where
T is a sufficiently large number. Note that passage to such finite compositions
preserves shadowing.
The dynamics of {gk} is depicted on Fig. 2 (vertical direction corresponds
to contraction, and horizontal direction corresponds to expansion).
Consider the map
hk = χxk+1 ◦ gk ◦ χ−1xk . (16)
Clearly the analogs of estimates (14) and (15) hold for the maps hk.
Consider the cube Eδ(p). A horizontal u-dimensional surface is a surface
S ⊂ Eδ0 such that prEuS = Eu. A vertical s-dimensional surface is a surface
S ⊂ Eδ(p) such that prEsS = Es.
We will need the following lemma. In essence, it was used without of proof
in paper [4]. Paper [14] contains the proof of this lemma for two-dimensional
case. In essence, we generalize this proof to the case of higher dimensions.
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fxk f(xk)
xk+1
U(δ(xk), xk)
U(δ(xk+1), xk+1)
f(U(δ(xk), xk))
Figure 2: Mappings of squares.
4.5. Lemma. Let gk : M 7→M be a sequence of smooth maps, let {xk}k and
{δ(xk)}k be such that relations (13), (14) and (15) hold. Put
Inv+({xk}k≥0, {gk}) := {q | gk ◦ . . . ◦ g0(q) ∈ U(δ(xk+1), xk+1) ∀k ≥ 0} .
Then the set χx0Inv+({xk}k≥0, {gk}) contains a unique vertical s-dimensional
surface.
Proof. 1) Consider the maps hk : Eδ(xk) 7→ Eδ(xk+1) defined by (16). Note that
Inv+({0}k≥0, {hk}k≥0) = χx0Inv+({xk}k≥0, {gk}k≥0), where
Inv+({0}k≥0, {hk}k≥0) = {q | hk ◦ . . . ◦ h0(q) ∈ Eδ(xk+1)(xk+1)}.
In order to prove Lemma 4.5, it is sufficient to prove that the set
Inv+({0}k≥0, {hk}k≥0) contains a vertical s-dimensional surface.
2) The case of s = N is trivial; that is why we do not consider it in details.
In this case Inv+({0}k≥0, {hk}k≥0) = Eδ(x0)(x0).
3) We divide Eδ(x0)(x0) on cubes of size 1/2
n. Denote by Invn the set of
all cubes that intersect Inv+({0}k≥0, {hk}k≥0). By (15), it is sufficient to prove
that for any n the set Invn contains a vertical s-dimensional surface (since a
limit of vertical s-dimensional surfaces as n → +∞ is a vertical s-dimensional
surface).
4) Consider the set B = Esδ(x0)(x0) × ∂Euδ(x0)(x0). Let Jn be the set of all
cubes C such that the following holds:
• any cube C ⊂ Jn can be connected with B by a horizontal u-dimensional
surface contained in Jn,
• any cube C ⊂ Jn does not intersect Inv+({0}k≥0, {hk}k≥0).
Due to (14), Jn is not empty if n is sufficiently large (and contains all cubes
adjacent to B).
5) Note that the set ∂Jn contains E
s
δ(x0)
(x0)× ∂Euδ(x0)(x0). Moreover, Jn is
homeomorphic to the direct product of Esδ(x0)(x0)×∂Euδ(x0)(x0) and some other
set. Consequently, B contains a vertical s-dimensional surface. Its uniqueness
follows from (15). We have proved our lemma.
4.3 Shadowing lemma for nonuniform shadowing, case of
diffeomorphisms.
Let f be a diffeomorphism of an N -dimensional manifold M with the bound-
ary ∂M . Note that, since we are interested in criteria for shadowing, it is
possible to consider fT instead of f , where T is a sufficiently large number. It
allows to simplify hyperbolicity estimates.
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Setting. Assume that f has a locally maximal compact invariant set Λ ⊂
∂M and the following holds (we assume either 4.a) or 4.b)):
Main assumption. For any point p ∈ Λ there exists a one-dimensional
subspace `(p) ⊂ TpM such that:
0) `(p) /∈ Tp∂M ;
1) `(f(p)) = Df(p)`(p);
2) `(p) continuously depends on p;
3) for any v ∈ `(p) µ1|v| ≤ |Df(p)v| ≤ µ2|v|, and either µ2 < 1 or µ1 > 1
(hereinafter we consider only the case µ2 < 1, since the other case is completely
similar, and we just get shadowing for negative indices instead of positive in-
dices)
4.a) (if µ2 < 1) we choose λ
s
min such that |Df(p)v| ≥ λsmin|v| for any
v ∈ TpM
OR
4.b) the set Λ is hyperbolic for f , hyperbolicity is controlled by constants
λsmin < λ
s
max < 1 for the case of the stable space and 1 < λ
u
min < λ
u
max for the
case of the unstable space.
4.6. Theorem. Suppose that Main assumption holds. Let U be a sufficiently
small neighborhood of Λ such that the analogues of estimates from Main As-
sumption hold in it.
1) Assume that µ2 < 1 and Item 4.a holds. Suppose that
µm2 < λ
s
min, m > lnλ
s
min/ lnµ2, (17)
then f has one-sided nonuniform shadowing property in U with the exponent m
(which is Lipshitz if m ≥ 1). If a pseudotrajectory is fully contained in U , then
the point q from the definition of nonuniform shadowing property is unique. If
only a finite part of a pseudotrajectory is contained in U , then the set of points q
such that the analog of (11) holds is a small ball.
2) Suppose that µ2 < 1, Item 4.b) holds, and
µm1 > λ
s
max, m < lnλ
s
max/ lnµ1, (18)
then f has one-sided nonuniform shadowing property in U with the exponent m
(which is Lipschitz if m ≥ 1). If a pseudotrajectory is fully contained in U ,
then the set of points q such that the analog of (11) holds is an s-dimensional
disk Ds. If only finite part of a pseudotrajectory is contained in U , then the
set of points q such that the analog of (11) holds is a small neighborhood of an
s-dimensional disk Ds.
4.7. Remark. 1) The simplest application of the theorem is when Λ is a
hyperbolic fixed point. In this case Main Assumption holds and the conditions
of Theorem are naturally formulated in terms of eigenvalues of the corresponding
matrix.
2) Note that condition (17) implies that m > 1, and condition (18) implies
that 0 < m < 1.
3) It is possible to give a more refined, stronger, and more technical version
of the theorem using the theorem about filtrations (see [9]).
Proof. Step 1. Introduction of the coordinates. Here we consider only case 4.b)
(case 4.a) is easier and is treated similarly).
We will define the coordinates in some fixed small neighborhood of the
boundary U(0, ∂M). We introduce a finite (but large number) of coordinate
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charts. We denote by 1 maximal diameter of the charts. In any of the coordi-
nate charts the boundary is mapped to a hyperplane. This hyperplane contains
center of the coordinate chart. We denote by θ(x) the coordinate of x ∈ M in
one of the charts. Any chart is the set of points {|θ(x)| ≤ 1}. We represent θ(x)
as (θ(x)(1), . . . , θ(x)(s+u)), where θ(x){s} = (θ(x)(1), . . . , θ(x)(s)) correspond to
the stable space coordinates and θ(x){u} = (θ(x)(s+1), . . . , θ(x)(u)) correspond
to the unstable space coordinates, and θ(x)(1) corresponds to the direction or-
thogonal to the boundary (we assume that 1 is small, hence, it is possible to
choose the stable and unstable coordinates and the transversal to the boundary
coordinate uniformly in the coordinate system centered at x). Denote by C the
Lipschitz constant of the coordinate maps θ and their inverses θ−1. Note that
since we can assume that C is sufficiently close to 1,
C2mµm2 < λ
s
min (19)
in case 1) and similar inequalities in other cases. Besides, we assume that the
coordinates are chosen such that if two points z1 and z2 are contained in one
chart, then
g(θ(z2)) = g(θ(z1))+A(z1)(θ(z2)−θ(z1))+φ(z1)(θ(z2)−θ(z1)), φ(z1)(z) = o(z)
(where g describes the dynamics in the coordinates).
In particular, the coordinates are constructed in such a way that the
transversal to the boundary tangent direction is orthogonal to the boundary.
Besides, we assume that the coordinate charts are monotonous in the following
sense. Suppose that two points z1 and z2 are contained in an image of some
coordinate chart; then
dist(z1, ∂M) < dist(z2, ∂M) ⇐⇒ θ(z1)(1) < θ(z2)(1).
Let {xk}k≥0 be a nonuniform pseudotrajectory with n ≥ 1. Suppose that a
point p is 1-close to xk and a point f(p) is 1-close to f(xk); then using Main as-
sumption we conclude that in the coordinates that contain both f(p) and f(xk)
θ(f(xk))
(1) = θ(f(p))(1) + µ(xk)θ(p)
(1) + φ(xk)
1(θ(p)),
θ(f(xk))
{s} = θ(f(p))(s) +A(xk)sθ(p){s} + φ(xk)s(θ(p)), (20)
θ(f(xk))
{u} = θ(f(p))(u) +A(xk)uθ(p){u} + φ(xk)u(θ(p)). (21)
Assumptions of the theorem imply the corresponding estimates on the products
of |µ(xk)|, |A(xk)s|, and |A(xk)u|.
By invariance of the direction towards the boundary and of the stable
and unstable spaces, φ(xk)
1(θ(p)) = o(θ(p)(1)), φ(xk)
s(θ(p)) = o(θ(p){s}),
φ(xk)
u(yk) = o(θ(p)
{u}).
Let ∆0 be a sufficiently small number (if necessary we decrease 1) such that
locally in each chart for φ(xk)(θ(p)) we have
|φ(xk)(θ(p))| ≤ ∆0|θ(p)|, |φ(xk)1(θ(p))| ≤ ∆0|θ(p)(1)|, (22)
|φ(xk)s(θ(p))| ≤ ∆0|θ(p){s}|, |φ(xk)u(θ(p))| ≤ ∆0|θ(p){u}|. (23)
Note that these formulas imply monotonicity of sufficiently precise nonuni-
form pseudotrajectories with respect to the boundary (for n ≥ 1). We consider
only the case of µ2 < 1 (the case of µ1 > 1 is similar). Observe that
|θ(xk+1)(1)| ≤ µ2|θ(xk)(1)|+ o(|θ(xk)(1)|) + d((f(xk))(1)C) ≤
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≤ µ2|θ(xk)(1)|+ o(|θ(xk)(1)|) + δ(µ2C|θ(xk)(1)|+ o(|θ(xk)(1)|))n,
|θ(xk+1)(1)| ≥ µ1|θ(xk)(1)|+ o(|θ(xk)(1)|)− δ(µ1C|θ(xk)(1)|+ o(|θ(xk)(1)|))n
(we suppose that d(·) satisfies (9)). Moreover, (since, by (19), Cµ2 < 1, and δ
can be chosen so small that 2δµ2C ≤ ∆0) it follows from (22) that
(µ1 − 2∆0)|θ(xk)(1)| ≤ |θ(xk+1)(1)| ≤ (µ2 + 2∆0)|θ(xk)(1)|. (24)
By decreasing (if necessary) 1 (and, consequently, ∆0 too), we assume that
∆0 < min(|1− µ1|/4, |1− µ2|/4).
By the choice of coordinate charts, estimates (24) imply that
dist(xk+1, ∂BN ) < dist(xk, ∂BN )
if µ2 < 1 and
dist(xk+1, ∂BN ) > dist(xk, ∂BN )
if µ1 > 1.
Note that we got monotonicity for n ≥ 1. Generally speaking, for 0 < n < 1
monotonicity does not hold. That is why we require n ≥ 1 even if 0 < m < 1.
Hereinafter, we assume that d(·) ≤ (·)/L for sufficiently large L (if m ≥ 1
it is sufficient to take d(·) = (·)/L).
Without loss of generality we assume that δ is sufficiently small such that
for any two points q1 and q2 (in one of the coordinate charts) that are δ-close
dH(pruχq1U(q1, 1), pruχq2U(q2, 1)) ≤ 1/L, (25)
dH(prsχq1U(q1, 1), prsχq2U(q2, 1)) ≤ 1/L, (26)
where χq is the analog of the map χq defined at the beginning of Section 4.2.
Step 2. The method of Conley.
Let {xk} be a sufficiently precise nonuniform pseudotrajectory contained
in U(1, ∂M). We use notations from Section 4.2. Put δ(xk) = (θ(xk)
(1)C).
Without of loss of generality we assume the analogs of (13).
Proof of Item 1) (Case 1). Suppose that inequality (17) holds. Without
loss of generality by (19), assume that L is so large that it satisfies the following
inequality
C2m(1 + 1/L)(1 + ∆/Lm)µm2 < λ
s
min. (27)
The dynamics of f in Case 1 is depicted on Fig. 3.
f
xk
f(xk)xk+1
U(δ(xk), xk)
U(δ(xk+1), xk+1)
f(U(δ(xk), xk))
Figure 3: Mappings of squares in Case 1.
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We need to prove the following inequality
U(θ(xk+1), (|θ(xk+1)(1)|C) ⊂ gk(U(θ(xk), (|θ(xk)(1)|/C))) (28)
(where gk is the corresponding coordinate representation of f). Let us re-
mind the reader that (·) satisfies (10). Since the Hausdorff distance between
U(θ(xk+1), (|θ(xk+1)(1)|C)) and U(θ(xk+1), (|θ(f(xk))(1)|C)) is no more than
∆(d(|θ(f(xk))(1)|))mCm ≤ ∆((|θ(f(xk))(1)|)/L)mCm ≤ ∆Cm/(Lm), inequal-
ity (28) would follow from
U(θ(xk+1), (1 + ∆/L
m)(|θ(f(xk))(1)|)Cm) ⊂ gk(U(θ(xk), (|θ(xk)|(1))/Cm)).
(29)
Note that for any r > 0
U(θ(xk+1), r) ⊂ U(θ(f(xk)), (1 + 1/L)r). (30)
It follows from (30) that
U(θ(xk+1), (1 + ∆/L
m)(|θ(f(xk))(1)|)Cm) ⊂
⊂ U(θ(f(xk)), (1 + 1/L)(1 + ∆/Lm)(|θ(f(xk))(1)|)Cm).
Note that (since we may assume that 1 (and, hence, ∆0) is sufficiently small)
U(θ(f(xk)), (λ
s
min −∆0)(|θ(xk)(1)|)/Cm) ⊂ gk(U(θ(xk), (|θ(xk)(1)|)/Cm)).
Thus in order to get (29) it is enough to prove the following inequality
(1 + 1/L)(1 + ∆/Lm)(|θ(f(xk))(1)|)Cm < (λsmin −∆0)(|θ(xk)(1)|)/Cm. (31)
Inequality (31) would follow from (24) and
(1+1/L)(1+∆/Lm)δ(µ2+∆0)
m(|θ(xk)(1)|)mCm < δ(λsmin−∆0)(|θ(xk)(1)|)m/Cm
(32)
Note that inequality (32) for any sufficiently small ∆0 follows from (17) (one of
conditions of the theorem) and (27).
Inequality (28) implies the analog of relation (15) (where the quasi-unstable
space is RN , i.e. s is 0 and u is changed to s + u). Thus it follows from
Lemma 4.5 (applied to the sequence of maps {gk}k) that there exists a unique
point q such that
fk(q) ∈ U(xk, (r(xk))) ∀k ≥ 0.
Item 1) is proved.
The case when only a finite part of a nonuniform pseudotrajectory is con-
tained in U(1,Λ) is treated similarly.
Proof of Item 2) (Case 2). Suppose that inequality (18) holds.
Assume that a nonuniform pseudotrajectory {xk}k≥0 is fully contained in
U(1, ∂M). The dynamics of f in Case 2 is depicted on Fig. 2.
We will establish nonuniform shadowing for the sequence of maps {gk}, and
then transfer the property to the map f (it will change only the constant but
not the exponent).
We use notations from Section 4.2. As before, let prs and pru be natural
projections on stable and unstable manifolds along unstable and stable man-
ifolds, respectively, (the stable manifold corresponds to θ(x){u} = 0, and the
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unstable manifold corresponds to θ(x){s} = 0), i.e. prsx := x{s}, prux := x{u}.
Let us check the following analogs of relations (14) and (15):
prsχθ(xk+1)U(θ(xk+1), (θ(xk+1)
(1)/Cm)) ⊃ prsχθ(xk+1)(gk(U(θ(xk), (θ(xk)(1))Cm))),
(33)
pruχθ(xk+1)U(θ(xk+1), (θ(xk+1)
(1)Cm)) ⊂ pruχθ(xk+1)(gk(U(θ(xk), (θ(xk)(1))/Cm))).
(34)
Since the Hausdorff distance between projections (prs or pru respec-
tively) of U(θ(xk+1), (θ(xk+1)
(1))) and U(θ(xk+1), (θ(f(xk))
(1))) is less than
∆(d(θ(f(xk))
(1)))m ≤ ∆((θ(f(xk))(1))/L)m ≤ ∆/Lm, it is sufficient to prove
that
prsχθ(xk+1)(U(θ(xk+1), (1−∆/Lm)(θ(f(xk))(1))/Cm)) ⊃
prsχθ(xk+1)(gk(U(θ(xk), (θ(xk)
(1))Cm))), (35)
pruχθ(xk+1)(U(θ(xk+1), (1 + ∆/L
m)(θ(f(xk))
(1))Cm)) ⊂
pruχθ(xk+1)(gk(U(θ(xk), (θ(xk)
(1))/Cm))). (36)
First we prove inclusion (36). It follows from (25) that (since ∆ can be
chosen to be sufficiently small) in order to get inclusion (36) it is sufficient to
prove the following inclusion:
(1 + 1/L)pruχθ(f(xk))U(θ(f(xk)), (1 + ∆/L
m)(θ(f(xk))
(1))Cm) ⊂
(1− 1/L)pruχθ(f(xk))(gk(U(θ(xk), (θ(xk)(1))/Cm))). (37)
Fix z ∈ U(θ(xk), (θ(xk)(1))). By (21) applied to xk and z, and by (23),
|pruθ(f(xk))− pruθ(f(z))| ≥ (λumin −∆0)|θ(xk){u} − θ(z){u}|.
Thus, in order to obtain (37), it is sufficient to prove that
(1 + 1/L)(1 + ∆/Lm)(θ(f(xk))
(1))Cm ≤ (1− 1/L)(λumin−∆0)(θ(xk)(1))/Cm.
We obtain this inequality as soon as we prove that
(1+1/L)(1+∆/Lm)(µ2+∆0)
m|θ(xk)(1)|mCm ≤ (1−1/L)(λumin−∆0)|θ(xk)(1)|m/Cm.
However the last inequality holds trivially for any sufficiently small ∆0, ∆, any
sufficiently large L, and any C that is sufficiently close to 1, since µ2 < 1 and
λumin > 1. Inclusion (36) (and, hence, inclusion (34)) is proved.
Let us prove inclusion (35).
It follows from (26) that, in order to get inclusion (35), it is sufficient to
obtain the following inclusion:
(1− 1/L)prsχθ(f(xk))U(θ(f(xk)), (1−∆/Lm)(θ(f(xk))(1))/Cm) ⊃
(1 + 1/L)prsχθ(f(xk))(gk(U(θ(xk), (θ(xk)
(1))Cm))). (38)
Fix z ∈ U(θ(xk), ((θ(xk))(1))). By (20) applied to xk and z, and by (23),
|prsθ(f(xk))− prsθ(f(z))| ≤ (λsmax + ∆0)|θ(xk){s} − θ(z){s}|.
Thus, in order to prove (38), it is sufficient to get the inequality
(1− 1/L)(1−∆/Lm)(θ(f(xk))(1))/Cm ≥ (1 + 1/L)(λsmax + ∆0)(θ(xk)(1))Cm.
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We will prove this inequality as soon as we prove that
(1−1/L)(1−∆/Lm)(µ1−∆0)m|θ(xk)(1)|m/Cm ≥ (1+1/L)(λsmax+∆0)|θ(xk)(1)|mCm.
However it follows from (18) (one of the conditions of the theorem) that the
last inequality holds for any sufficiently small ∆0, ∆, any sufficiently large L,
and any C that is sufficiently close to 1. Inclusion (35) (and, consequently,
inclusion (33)) is proved.
Relations (33) and (34) are analogs of relations (14) and (15). Thus we can
apply Lemma 4.5. It follows from Lemma 4.5 that there exists an s-dimensional
disk Ds such that for any point q ∈ Ds
fk(q) ∈ U(xk, (r(xk)) ∀k ≥ 0.
The case when only finite part of a pseudotrajectory is contained in U(1,Λ)
can be treated similarly.
4.4 Nonuniform shadowing for flows.
In these section we formulate the analogs of Theorem 4.6 for flows.
Let Φ : R ×M 7→ M be a flow on a smooth compact Riemannian mani-
fold M with boundary. Assume that M is embedded in an Euclidean space of
sufficiently large dimension. We assume that Φ satisfies the following:
Main Assumption for flows. There exists a compact locally maximal in-
variant set Λ ⊂ ∂M such that for any point p ∈ Λ there exists a one-dimensional
subspace `(p) ⊂ TpM such that for some sufficiently large constant C0
0) `(p) /∈ Tp∂M ;
1) `(Φ(t, p)) = DΦ(t, p)`(p) for any t ∈ R;
2) `(p) continuously depends on p;
3) (exp(µ1t)/C0)|v| ≤ |DΦ(t, p)v| ≤ C0 exp(µ2t)|v| for any v ∈ `(p), t ∈ R;
4.a) (if µ2 < 0) we choose λ
s
min such that |DΦ(t, p)v| ≥ exp(λsmint)|v|/C0
for any v ∈ TpM , t ∈ R
OR
4.b) Λ is a hyperbolic set for Φ in the sense of [11], i.e. there exist invariant
subspaces S(p), U(p) ⊂ TpM such that S(p)⊕U(p) = TpM if p is a fixed point
of Φ or S(p)⊕U(p) has codimension 1 in TpM (and is transversal to the vector
field) if p is not a fixed point, and there exist numbers λsmin ≤ λsmax < 0,
0 < λumin ≤ λumax such that
eλ
s
mint|v|/C0 ≤ |DΦ(t, p)v| ≤ C0eλsmaxt|v|, ∀v ∈ S(p), t ∈ R,
eλ
u
mint|v|/C0 ≤ |DΦ(t, p)v| ≤ C0eλumaxt|v|, ∀v ∈ U(p), t ∈ R.
For simplicity we assume that µ2 < 0 (case µ1 > 0 is similar).
Theorem 4.6 can be generalized for flows on M in the following way (for
simplicity, we treat only the case µ2 < 0, and naturally the corresponding
analogs for finite shadowing also hold):
4.8. Theorem. Let Φ : R×M 7→M be a flow, and let Λ ⊂ ∂M be a compact
locally maximal invariant set. Let U be a sufficiently small neighborhood of Λ
(such that the analogs of estimates from Main Assumption hold in U).
1) Suppose that Main Assumption for flows with Item 4.a) holds, and m is
a sufficiently large number such that
eµ2m < eλ
s
max , m > λsmax/µ2; (39)
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then Φ has nonuniform shadowing with exponent m by a unique point.
2) Suppose that Main Assumption for flows with Item 4.b) holds, and m is
such that
eµ1m > eλ
s
min , m < λsmin/µ1; (40)
then Φ has nonuniform shadowing with exponent m.
4.9. Remark. Note that, since µ2 ≤ λsmax, in Item 1) m > 1, and, since
µ1 ≥ λsmin, in Item 2) 0 < m < 1.
Proof. We start from Item 1). Consider the time-T map f for Φ, where T is a
sufficiently large number (such that (λsmax)
TC < 1, (λumin)
T /C > 1). Note that
it satisfies Main Assumption for diffeomorphisms with Item 4.a) (clearly (39)
implies (17)). Thus by Theorem 4.6 f has nonuniform shadowing with expo-
nent m (by a unique point). Next we apply Proposition 4.3 and observe that Φ
has nonuniform shadowing with exponent m (by a unique point).
Item 2) is much more technical. That is why in this case we give just a brief
outline of the proof. Using reasoning required to prove the standard shadow-
ing lemma for flows (see [11]), we conclude that in order to prove nonuniform
shadowing for Φ it is sufficient to prove the analog of Item 2) of Theorem 4.6
for a sequence of diffeomorphisms. This sequence of diffeomorphisms satisfies
the analog of Main Assumption for diffeomorphisms with Item 4.b) (the analog
of (18) follows from (40)). The shadowing lemma for a sequence of diffeomor-
phisms can be proved similarly with Item 2) of Theorem 4.6, but is much more
technical. That is why we do not give a detailed proof here.
4.10. Theorem. Let Φ : R × RN 7→ RN be a flow and U be a sufficiently
small neighborhood of infinity.
1) Suppose that after the compactification procedure (which includes apply-
ing a time change) the compactified flow Φ¯ : R × BN 7→ BN satisfies Main
Assumption for flows with Item 4.a), µ2 < 0 and Λ = ∂BN . Let m be such
that (39) holds. Then Φ has noncompact oriented nonuniform shadowing from
Proposition 4.4 in U with exponent 3− 2m.
2) Suppose that after the compactification procedure the compactified flow
Φ¯ : R×BN 7→ BN satisfies Main Assumption for flows with Item 4.b), µ2 < 0
and Λ = ∂BN . Let m be such that (40) holds. Then Φ has noncompact oriented
nonuniform shadowing from Proposition 4.4 in U with exponent 3− 2m.
Proof. The theorem follows from Theorem 4.8 and Proposition 4.4.
4.11. Remark. Note that if 3 − 2m > 0, i.e. 0 < m < 3/2, we get a shad-
owing property with errors that are not bounded, but their growth is controlled.
Whereas for m ≥ 3/2 the errors are bounded.
5 Weighted shadowing.
5.1 Weighted shadowing for flows on compact manifolds.
We use notations from Section 3. As before
ψ(t) := sup
|τ |≤1
|Ψ(t+ τ)− Φ(τ,Ψ(t))|.
Let us formulate the Theorem about weighted shadowing for flows.
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5.1. Theorem. Let Φ be a flow on a compact smooth Riemannian manifold
M with the boundary ∂M (e.g., M = BN ). Let U be a small neighborhood
of ∂M . There exist constants C > 1 and L such that for any sufficiently small
number d and any (d, 1)-pseudotrajectory such that∫
t≥0
Ctψ(t)dt ≤ d (41)
there exists a point p such that∫
t≥0
Ct|Φ(t, p)−Ψ(t)|dt ≤ Ld. (42)
5.2. Remark. The analog of Theorem 5.1 for discrete dynamical systems was
formulated and proved in the book [11].
Proof. Choose
C ≥ max
|τ |≤1,p∈M
||DΦ(τ, p)|| (43)
Let Ψ(t) be a function that satisfies relations (41). Put xk = Ψ(k) for
k ∈ N. Since an integral is a limit of Darboux sums, the sequence xk satisfies
the following discrete analog of (41)∑
Ck|xk+1 − Φ(1, xk)| ≤ d
(i.e. it is a weighted pseudotrajectory for Φ(1, ·)). Next due to (43) we apply
for Φ(1, ·) the result of Pilyugin for discrete time systems (see [11]). Thus there
exist a global constant L and a point q such that∑
Ck|xk − Φ(k, q)| =
∑
Ck|Ψ(k)− Φ(k, q)| ≤ Ld.
Let L0 be such that |DΦ(τ, ·)| ≤ L0 for all |τ | ≤ 1. Since for any |τ | ≤ 1
|Ψ(k+ τ)−Φ(k+ τ, q)| ≤ |Ψ(k+ τ)−Φ(τ,Ψ(k))|+ |Φ(τ,Ψ(k))−Φ(k+ τ, q)| ≤
≤ ψ(t) + C|Ψ(k)− Φ(k, q)|,
and the following holds∑
Ck|Ψ(k + τ)− Φ(k + τ, q)| ≤ d+ CLd,
which gives desired estimate (42) for the integral.
5.2 Weighted shadowing for flows on RN .
In this section we formulate a noncompact version of Theorem 5.1.
5.3. Theorem. Let C be a sufficiently large number. There exists a map
α : R× RN 7→ R such that if Ψ(t) satisfies the following analog of (41)∫
t≥0
C5t/2ψα(t)dt ≤ d, (44)
where
ψα(t) = max|τ |≤1
|Ψ(t+ τ)− Φ(α(τ,Ψ(t)),Ψ(t))|,
then there exists a point q such that the following analog of (42) holds:∫
t≥0
Ct|Φ(α(t, q), q)−Ψ(t)|dt ≤ Ld. (45)
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Proof. Denote by Φ¯ the compactified flow. We assume that the number C is
such that
C ≥ max
|t|≤1,x∈BN
|DΦ¯(t, x)|.
Let α be the inverse to time change used in the compactification. Note that,
by (4) and (6), and since r(R≥0) ⊂ [0, 1],
|Θ(Ψ(t+ τ))− Φ¯(τ,Θ(Ψ(t)))| ≤ |Ψ(t+ τ)− Φ(α(τ,Ψ(t)),Ψ(t))|·
·|r(Φ¯(τ,Θ(Ψ(t))))3/2| ≤ |Ψ(t+ τ)− Φ(α(τ,Ψ(t)),Ψ(t))|.
Thus, by (44),∫
t≥0
C5t/2 max
|τ |≤1
|Θ(Ψ(t+ τ))− Φ¯(τ,Θ(Ψ(t)))|dt ≤
∫
t≥0
C5t/2ψα(t)dt ≤ d,
which allows us to apply Theorem 5.1 and (by increasing C even more if nec-
essary) to get for some point Θ(q) the following analog of (42)∫
t≥0
C5t/2|Φ¯(t,Θ(q))−Ψ(t)| ≤ Ld. (46)
Similarly, by (4) and (5),
|Φ(α(t, q), q)−Ψ(t)| ≤ |Φ¯(t,Θ(q))−Θ(Ψ(t))||r(Φ¯(t,Θ(q)))|3/2 ≤ |Φ¯(t,Θ(q))−Θ(Ψ(t))|C
3t/2.
Thus, we derive (45) from (46):∫
t≥0
Ct|Φ(α(t, q), q)−Ψ(t)|dt ≤
∫
t≥0
C5t/2|Φ¯(t,Θ(q))−Θ(Ψ(t))|dt ≤ Ld.
6 Plans for further research.
1. Analogs of theorems about structural stability and Ω-stability for systems
with nonuniform shadowing.
2. Quantitative study of transfer of nonuniform shadowing via time
reparametrizations.
3. Nonuniform shadowing near nonhyperbolic fixed points (analogs of results
from [10]).
4. Study of shadowing properties of polynomial ODEs.
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