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Abstract:
Reduced order state vectors formed by partitioning the
state and summing or averaging components in each partition
group are considered. Evidence of reducibility in the form of
invariant response is shown to propogate through ordered
families of partitions making it possible to identify reducible
partitions from very coarsely lumped system responses.
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1. Introduction.
The problem of determining reduced order representations
for large linear systems has been explored in numerous articles
over the past few years (e.g. [1],[2]). Pad6 approximations,
principal component analysis, and dominant mode analysis have
been used to pinpoint salient features of the transfer function
or impulse response of the large system. The reduced order
states produced by these methods often bear little resemblance
to the original states. When the original states were chosen
to represent specific physical attributes of the system, the
loss of identity of those states changes the character of the
model. The reduced order model becomes, in effect, a "black
box" model, while the original model was quite transparent.
One way to reduce the number of states without changing
the character of the model is to simply retain some states and
discard others. Perez-Arriaga, Verghese and Schweppe [3]
developed the method of selective modal analysis, providing a
criterion for determining which states are most important to
the model, relative to the dominant system modes. This method
was applied to a variety of power systems problems.
In this paper we are concerned with systems in which none
of the states can be ignored, but certain subgroups of states
behave similarly. New states are formed as sums or averages of
states in one subgroup. The framework presented here was
motivated by applications to large linear chemical reaction
systems (as in Wei and Kuo [4]) where the dynamic behavior of
chemical species may be related to molecular size, shape, or
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other physical characteristics. The same philosophy lies
behind many aggregate models in economics, where the term
grouping mapping has been used (Chipman [5]). Chow [6] and
Kokotovic, et. al. [7] have studied similar structured
aggregates, referred to as area aggregates, in the analysis of
dynamic networks.
Criteria for a given partition of states to result in an
exact reduced order representation were established in [8].
Now we address the problem of identifying partitions which lead
to exact reduced order models. Exact reduction is possible
only when lumped system responses are indistinguishable. This
principle of invariant response is observed in Wei and Kuo [4].
We show that invariant response is preserved when coarser
partitions are considered and we give conditions under which
refinement or disaggregation preserve invariance. This defines
the extent to which coarsely lumped responses can provide
information about reduced order representations satisfying the
structural constraint of grouping and summing state components.
2. Principle of Invariant Response.
The linear time invariant system with states x in X and
system matrix G has dynamics:
x(k+l) = Gx(k), x(O) = x0.
We seek a reduced order representation with states z=Mx, where
each of the m components of z is simply a sum of components of
x and each component of x contributes to precisely one
component of z. M produces such a grouping if and only if each
column has a single nonzero entry of 1. To avoid trivialities,
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we disallow the possibility of a row of zeros. Thus M can be
assumed to have full rank. A matrix M satisfying these
conditions is called a proper lumping matrix. Closely related
is the scaled proper lumping matrix, N=DM, where
D=diag[dl,...,dm], di.O, and M is an mxn proper lumping matrix.
Scaling would be used, for example, to create averaged states
with di=l/mil mi= number of l's in the ith row of M.
We let P(i) denote the set of column indices of the
nonzero entries in the ith row of M. Then P(i) also denotes
the indices of the components of x in the ith subset of the
partition.
The reduced states z satisfy
z(k+l) = Mx(k+l) = MGx(k).
If z satisfies a linear dynamic equation with system matrix Gz,
then
z(k+l) = G z(k) = G Mx(k).
Thus the criterion for an exact reduced order representation is
the existence of Gz such that MG = G M. Equivalently,
(eq. 1) Rank [M ] = Rank M.
Because of the special form of M, vectors in its rowspace all
have the form (rl,r 2 ,...,rn), where rk = r if k and j are in
the same subset P(i). Since the rowspace is not altered by
diagonal scaling, the same criteria hold for scaled lumpings.
The sequence M, MG, ..., MG is the impulse response
of the system
x(k+l) = Gx(k) + Iu(k)
z(k) = Mx(k).
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If R denotes the response matrix,
R =
MGn-lj
then eq.l is equivalent to Rank R = Rank M. It follows that
exact reducibility is equivalent to equality among all columns
of R associated with one subset P(i). This in turn implies
invariance of z(k) with respect to variations within a single
subset. This principle of invariant response seems a very
natural way to think about the behavior of lumped state
variables z = Mx, for proper or scaled proper lumping matrices
(again, scaling leaves the rowspaces unaltered).
3. Identification of Partitions for Reduced Order Models
It is possible to determine from the first response, MG,
whether or not a system is exactly reducible by the proper
lumping matrix M. It remains to be determined how to identify
good candidates for M.
We consider first the system with G = diag[al,a 2,..-,an].
It is easy to verify that states xi and xj can be grouped
together if and only if ai = a.. The proper lumping matrix M =
[1,1,...,1] gives rise to the response matrix R,
1 1 ... 1
a1 a2 ... an
2 2 2
R = 1 a 2 ... an
n-l n-l n-l
a1 a2 ... an
which has rank n if and only if all of the a. are distinct.
3.
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For this system, states which can be grouped together are
completely determined by the response arising when all states
are lumped into a single group. If, for example, columns 1 and
2 are identical and all others distinct, then the system is
exactly reducible by the lumping matrix, M',
1 1 0 0 ... 0-
O O
M' = . ' I
n-2
O O0
The uncoupled system considered above cannot be viewed as
typical in all respects, but we will show that very coarsely
lumped responses for a general system matrix G can help to
identify groupings of the state variables which lead to exact
reduction.
We have used {P(i)} to denote a partition of the state
components. Now we consider an arbitrary family of partitions
({Pl(i)}, {P2 (i)},..., {Pn(i)}), each a refinement of the
previous one, with one additional group. That is, Pj(i) C
{1,2,...,n} V i,j; and Pj+l(i) C Pj(k) V i,j for some k.
Pl(1) = {1,2,...,n} and P (i) = {i}, i = 1,2,...,n. Mj and R.
denote the proper lumping matrix and response matrix
corresponding to P.. If Mj is scaled, Dj denotes the scaling
matrix. We are interested in the propogation of invariant
response through such an ordered family.
The following questions are relevant:
1. If Rj has some columns which are identical in a
J
single partition group Pj(i0), but others which are
not, can we infer the existence of a finer exactly
reducible partition?
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2. If there is a finer exactly reducible partition,
will there necessarily be evidence of it in the
coarser response R.?j
Put another way, we ask whether a subset of columns which are
identical in Rj will also be identical in Rk, k/j, as long as
those columns remain grouped together.
For the uncoupled system, the answer to these questions is
yes. In general, it is necessary to distinguish between the
cases k > j and k < j.
Theorem 1. For k < j (i.e. a coarser partition), and for
any set of identical columns of Rj, the corresponding columns
of Rk will also be identical.
Proof. It is easy to see that Mk and Mj are related by
Mk = PM. for some proper lumping matrix P. Thus,
DkM k DkPM j
DkMkG DkPMjG
Rk = .
n-1 Gn-1
DkMkG DkPMj
i i
Each row of the block MkG is just a sum of rows of MjG , so
that identical columns remain identical. q.e.d.//
For k > j, the problem is more complex, as illustrated by the
following example.
0.5 0.2 0.4~
G = .3 0.7 0.3 
0.2 0.1 0.3
M, = [1 1 1] Fi l]
R1 = M1G 1 1
.M1G~ 2 -
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M 1 1 0] M2 -1 1 0
M 2 = 0 1 2 0 0 1
R M2 =MG0.8 0.9 0.7
0 2 0.1 0.3
0.81 0.86 0.80
0.19 0.14 0.20
M2 0 0 1 0 1
R2= G =  M20.7 0.3 0.7
0.3 0.7 0.3
M2 G 2 0.58 0.42 0.58
0.42 0.58 0.42
M 2 preserves equality, but M2 does not, and there is no way to
anticipate this difference from the response R1. In theorem 2
we give sufficient conditions for equality to be preserved when
a partition is refined.
Definition 1. A subset of columns {q(i), i in S} of a
matrix Q will be said to be linearly independent of Q if the
matrix Q@ formed by deleting those columns from Q satisfies
Rank Q@ = Rank Q - Rank [q(il),q(i 2 ) ,...,q(is)],
where S = {ili 2 ... is}.//
By this definition, a set S of columns of Q is independent
of Q if no column in the set is dependent on the remaining
columns (the columns of Q ), and vice versa.
Definition 2. When one group P.(i0) of the partition P.
is split into two groups, S and its complement S', we will say
that the resulting refinement Pj+l is the refinement of P
by S.//
Theorem 2. If a set of identical columns of R. with
column indices S C Pj(i0) is linearly independent of Rj, then
the refinement of Pj by S generates a response Rj+l in whichj j+l
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all identical columns are preserved.
Proof. The proof is included in an appendix.//
From theorem 1, it is evident that a coarser partition
cannot conceal the existence of an exactly reducible partition.
This suggests that coarsely lumped responses be used to test
for feasible partitions. Theorem 2 indicates the extent to
which the coarsely lumped responses determine exact proper
lumpings. For example, if the columns of a response matrix R
form three subsets of identical columns,
R = [a a ... a b b ... b c c ... c],
< --.n1 2--->< . ..n2 ->< 3- -
then the system is exactly reducible by the proper lumping
matrix M',
< -- nl--- >< . . ..n2 ---> - n3---->
1 1 ..1 0 ... 0 0 0 ... 0
M' = O ... 1 1 ..... 1 0 O
0 0 ... 0 0 0 ... 0 1 1 ... 1
as long as the rank of R is three. Note that the proper
lumping matrix M which generated R is not specified, but the
format of R makes it clear that M had at most three rows. If,
in fact, M was the 1 x n matrix [1 1 ... 1], we could be
certain, due to theorem 1, that no two dimensional exact
representation could satisfy the structural constraint of
proper lumping.
4. Concluding Remarks.
The principle of invariant response is the link between
the reduced order grouping structure we imposed and the
dynamics of linear systems which conform to that structure. We
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have indicated how the invariance property propogates through
families of partitions of the state components, making it
possible to identify candidates for exactly reducible
partitions from much coarser responses.
The important practical questions, of course, are not
concerned with exact reduced order models, but with the ability
to approximate systems which may be in some sense "nearly"
exactly reducible. A better understanding of exact represen-
tations will help to define reasonable approaches to these
approximation problems. We are studying one such approach for
kinetic models in collaboration with Kenneth Bischoff [9].
APPENDIX
Proof of Theorem 2.
Notation: Rj(i) denotes the ith column of Rj
g (k ) denotes the (u,v) element of Gkuv
r (k) denotes the (u,v) element of MjGk
We assume, without loss of generality,
1. S is a proper subset of Pj(i0) Otherwise Pj+l = Pj
and there is nothing to show.
2. The rows and columns of M. are ordered such that
3
i0 = 1 and S = {1,2,...,is}.
3. The scaling matrices {Di} are identity matrices.
Fix i1 and i2 such that Rj(il) = Rj(i2).
(i) We want to show Rj+l(il) = Rj+l(i2).
Using assumption 2, Mj+l has the form,
-10-
< ---- S ----- >
lxn 1 1 ... 1 0 0 ... O
M.1 -M.1 ... 0
[::L =nlj + J(m-l)xn
For each k = 1,2,...,
01X n C 1 c2 ·. ·. c n
M. Gk= I
+j~k Lc [(m-l)xn j
j+1re ci=C g (k)
where C. 'g(uk) (note that ci depends on k).
u uiS
u C S
To prove the result, it is enough to show ci = ci V k,
1 12
or equivalently,
j (g(k) g_ (k) = 0, v k.
Ui 1 i2
(ii) We are given that Rj(i) = Rj(h) V i,h in S and also
Rj(il) = Rj(i2 ) (i1 and i2 may or may not be in S).
This implies r(k) r(k) = r(k) V i,h in S
rii lh 1
(k) (k)and r(k) (k) V 1 > 1, k > 0.
1 2
For any fixed w in Z 
r(k+w) = the (l,i) entry of M.Gk+w = (MjGk)Gw
nZ r(k)g(w)
= Z lu gui
u=l
(k) (k) M
lu gui r(k) g(w)
uIS uCS
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Thus, r(k+w) = r(k+w) V i,h in S and for i=il, h=i2, implies
=l) r (k) ((w(w )w) (k) ( w)lu ui uh is ui uh
u S uCS
Let R denote the matrix formed from R. by deleting all but one
of the identical columns Rj(i), i in S.
Let g denote the column vector,
g1 gu M-guh u S
g = , where g u = C 
gs (gvi gvh u C S
vCS
gnally, let g denote the column formed from g by deleting
and finally, let g denote the column formed from g by deleting
all but one copy of gs 
With this notation, (*) can be expressed as Rg = 0.
(iii) If the identical columns Rj(i), i in S are independent
of Rj, then R @ the matrix formed by deleting all of those
columns from Rj (def.1), satisfies Rank R = (Rank Rj) - 1.
Therefore, there exists a row vector x such that x-R @ = 0
but x-Rj(i) # 0 if i is in S.
From (ii), we know Rg = 0 for i,h in S and for i=il,
h=i2'
Rg = O ==> x R g = 0
=> x(Rj(is)) g = O where i is in S
(w) == (g(w) (w) 
=> = (gvi -gvh
v CS
for each fixed w, and for i=il, h=i2.
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This satisfies the criterion derived in (i), and completes the
proof.//
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