We generalize geodesic finite elements to obtain spaces of higher approximation order. Our approach uses a Riemannian center of mass with a signed measure. We prove well-definedness of this new center of mass under suitable conditions. As a side product we can define geodesic finite elements for non-simplex reference elements such as cubes and prisms. We prove smoothness of the interpolation functions, and various invariance properties. Numerical tests show that the optimal convergence orders of the discretization error known from the linear theory are obtained also in the nonlinear setting.
Introduction
In [19] we have introduced geodesic finite elements as a conforming finite element discretization for partial differential equations for functions with values in a Riemannian manifold M . Instances of such problems are the simulation of liquid crystals ( [7] , M = S 2 , RP 2 , SO(3)), Cosserat materials ( [17] , M = R 3 × SO(3)), and image processing ( [24] , M = S 2 ). The core idea was to replace linear interpolation between values v i ∈ M at the corners of a simplex by the weighted average Υ(v 1 , . . . , d d+1 ; w) := arg min
where w are barycentric coordinates on the simplex. Based on this formula a finite element theory could be constructed that was completely covariant, i.e., it did not rely on any embedding or coordinates on M . Numerical tests showed optimal convergence orders for the discretization error.
In this paper we generalize the approach to obtain higher-order geodesic finite element spaces. As p-th order interpolation on a reference element we use
where the m functions ϕ p i are p-th order scalar Lagrangian shape functions, and ξ are coordinates on the reference element. It is easy to see that this produces p-th order Lagrangian interpolation if M is a linear space, and that (1) is a Oliver Sander, Institut für Geometrie und Praktische Mathematik, RWTH Aachen University, Templergraben 55, 52056 Aachen, Germany, sander@igpm.rwth-aachen.de 1 special case of (2) . We restrict our attention to Lagrangian finite elements in this article, even though other more general interpolation functions can also be used in (2) .
The new interpolation rule shares many important properties with the firstorder rule (1) . In particular, it is infinitely differentiable with respect to its arguments. Also, it is invariant under various symmetries of the domain and M . In particular, it is equivariant under isometries of M . This is an important fact, because it implies, e.g., that an objective continuous model in mechanics will remain objective after discretization. Partly, the proofs for these results carry over verbatim from the first-order case [19] .
We use the new interpolation method to construct p-th order geodesic finite element spaces. These are a direct generalization of the standard Lagrangian finite element spaces used for scalar partial differential equations. The geodesic finite element spaces are conforming; no variational crimes are committed. This is particularly advantageous from a theoretical point of view, because many properties of discrete models can be inferred directly from the continuous model. In numerical experiments we observe optimal discretization error rates (Chapter 7). The theoretical analysis of our method is the subject of a separate paper [10] .
As in the first-order case the well-posedness of the defining minimization problem (2) is an important but nontrivial question. For the first-order case this question was answered by recognizing the interpolation rule (1) as a special case of the Riemannian center of mass with a positive measure of unit weight, and using the now classic result of Karcher [14] . This approach does not work in the higher-order case, as the interpolation weights ϕ p i (ξ) can become negative. To our knowledge, a Riemannian center of mass with a signed measure has never been investigated in the literature. Based on ideas by Groisser [11] , we prove well-posedness of the Riemannian center of mass for a signed measure, provided the measure is contained in a small enough ball, and certain curvature bounds are obeyed. From this follows the well-posedness of (2) under similar conditions.
The use of barycentric coordinates in (1) has restricted first-order geodesic finite elements to grids with simplex elements only. With the barycentric coordinates replaced in (2) by the more general Lagrangian shape functions, we can now define geodesic finite elements on any type of reference element that admits a Lagrange basis. We therefore obtain a geodesic finite element theory also for cube and mixed grids.
The availability of higher-order interpolation methods opens the door to a whole new range of geodesic finite element methods. Besides the obvious p-th order Lagrangian methods it becomes now possible to generalize DG and mixed element methods to problems with manifold-valued functions. Also, the theory of hierarchical error estimators [2] relies on higher-order interpolation. With a good error estimation technique, hp-adaptive methods become conceivable. These techniques may become subject of future papers.
Very little can be found in the literature on higher-order discretization for PDEs with values in a nonlinear space. The main obstacle has been the definition of suitable interpolation rules on a nonlinear manifold M . For the first-order case Bartels and Prohl [3] have used an embedding into a Euclidean space for problems in the unit sphere. While this is cheap and simple, it is not known whether generalizations to higher orders show good error behavior. Also, with this method the discrete solution depends on the embedding. This is problem-atic in cases like M = SO(3), for example, where it is equally plausible to embed M into the 3 × 3-matrices or the quaternions.
An alternative approach notes that the interpolation function is needed only at the quadrature points. The values there can be treated as additional variables. In the framework of an iterative solver they are initialized with known values, and only corrections-which live in linear spaces-are ever interpolated. This method was used by Simo and Vu-Quoc [21] to simulate Cosserat rods and by Simo et al. [22] for Cosserat shells. However, as was shown later [6] , at least for the rod model the method introduces spurious dependencies of the solution on the initial iterate and the parameters of the path-following mechanism.
A third method singles out a tangent space T p M of M , and retracts the values v i onto T p M using the exponential map. The retracted values are then interpolated on T p M , and projected back onto M . This approach has been used by Münch [16] and Müller [15] to discretize Cosserat continua with interpolation functions of second order. However, it works only as long as the values v i stay away from the cut locus of p, and both Münch and Müller have observed problems when dealing with large rotations for this reason. Also, the dependence on a fixed tangent space T p M breaks objectivity.
While writing this article the author learned of the work of Philipp Grohs [9] , who independently came up with the same approach (2) to higher-order interpolation in nonlinear spaces, using splines as interpolation functions. While concentrating on approximating functions of a single variable, he clearly recognized that the resulting interpolation could form the basis of a finite element theory. Even more importantly, his work contains the first rigorous interpolation error estimates.
The idea to use shape functions as the weight functions in a Riemannian center of mass to obtain higher order interpolation also appeared in the work of Buss and Fillmore [5] , who used it to construct spline curves on the sphere.
The content of this article is as follows. Chapter 2 formally introduces p-th order geodesic interpolation for functions with values in a Riemannian manifold. We prove well-posedness of this construction in Chapter 3. A variety of useful properties of the interpolation is demonstrated in Chapter 4. The new concept is then used in Chapter 5 to construct geodesic finite element spaces. Chapter 6 discusses various algorithmic aspects of the numerical solution of the algebraic minimization problems. In particular we show how geodesic finite element functions and some of their derivatives can be evaluated. Finally, Chapter 7 gives a numerical example, computing harmonic maps from a domain in R 3 to the unit sphere S 2 . We numerically measure the discretization errors for Lagrangian geodesic finite element spaces of up to third order, and observe that they behave optimally.
Geodesic Interpolation
The basis of our higher-order finite element method is a generalization of Lagrangian interpolation of arbitrary order to functions that map into a nonlinear manifold M . To motivate our definition we briefly revisit the following generalization of linear interpolation, which was introduced in [19] .
be the ddimensional standard simplex, with barycentric coordinates w. Let M be a connected smooth manifold and dist(·, ·) :
at the simplex corners we call
This definition is motivated by the corresponding formula for linear spaces. If M = R, then (3) reduces to
and it is well known that this expression is equivalent to linear interpolation. We now generalize Definition 2.1 to Lagrangian interpolation of higher order. At the same time, we allow non-simplex reference elements. Let For values v i in R, p-th order Lagrangian interpolation is given by
To generalize this to values in a manifold M , we write it as a minimization problem in the spirit of (3). This is surprisingly easy; we find that
This motivates the following definition, which is visualized in Figure 1 . 
p-th order geodesic interpolation on M .
Figure 1: Second-order geodesic interpolation from the reference triangle into a sphere Remark 2.1. We use Lagrange shape functions mainly for simplicity, and because they are the most common in finite element analysis. In a similar fashion, Grohs [9] and Buss and Fillmore [5] have used splines to achieve higher-order approximation. It is equally possible to build a geodesic finite element theory on spline interpolation functions. This would allow to generalize recent developments like isogeometric analysis.
Obviously, the construction (4) produces an interpolation function of the values v i . Indeed at the k-th Lagrange node ν k we get
Also, this definition comprises the previous Definition 2.1 for the first-order case, because we have w i (ξ) = ϕ The definition of Υ can be further generalized. As the construction uses only metric information of M , it is possible to define Υ in the more general context of metric spaces. Finite element theories would be difficult, however, without some minimal level of smoothness.
On the other hand, for a Riemannian manifold M it is known that at minimizers q ∈ M of (3) we have
The corresponding formula for the higher order case is
Using this as the definition of geodesic interpolation allows to define geodesic finite elements for manifolds with metrics that are only pseudo-Riemannian. Finally, we would like to point out that in [18] it was shown that if M has zero sectional curvature then for each set of coefficients v 1 , . . . , v d+1 ∈ M suitably close together there exists a coordinate function ψ : such that
An analogous formula holds for the higher-order case. Existence and uniqueness of a minimizer can be obtained, however, if the nodal values are "close together" in a certain sense. For the first-order case this follows from a corresponding result by Karcher [14] for the general Riemannian center of mass
with µ a positive measure of unit weight on M . Evidently, the interpolation formula (1) is a special case of this for a discrete measure. Karcher's existence and uniqueness proof uses the positivity of the interpolation weights. However, while the interpolation weights of (4) still sum up to 1, they may become negative if the polynomial order p is larger than one. The appropriate more general framework for this is the Riemannian center of mass with a signed measure, which looks formally like (8) , but where µ is now a signed measure, still of weight 1. To our knowledge, except for a brief comment in [14] such a center of mass has never been discussed in the literature.
Karcher's result states that if the support of µ is contained in a certain geodesic ball, then there is a unique center of mass in this ball. This fails to 6 hold for p ≥ 2 even if M is a linear space. A well-posedness result for signed measures needs to involve two balls, see Figure 2 . We will prove the following result, the conditions of which are made precise in Theorem 3.4. 
has a unique minimizer in B ρ .
Our proof takes its core ideas from a corresponding proof by Groisser [11] for unsigned measures. Indeed, relatively few generalizations are needed to adapt it to signed measures. We therefore only present a simplified version. Groisser's proof reaches sharper bounds, at the price of being more technical. We believe that his sharper results can also be extended to unsigned measures.
The main idea of the proof is that minimizers of the functional
are zeros of the vector field
We use a fixed-point argument to show that Y µ has a unique zero in a ball B ρ if µ is contained in a possibly smaller concentric ball B D . Then we use convexity to show that this zero must be a minimizer of f µ . Information about µ enters the theorem only in form of the total variation µ . Recall that by the Jordan decomposition theorem [8] , for any finite signed measure µ on M there are unsigned finite measures µ + , µ − such that µ = µ + − µ − . The total variation is then defined as µ := µ + (M ) + µ − (M ). Note that µ ≥ 1 if µ has unit weight, with equality holding when the measure is unsigned.
We briefly discuss the importance of the total variation in the context of geodesic interpolation. The connection to discrete measures is given in the following result. 
Fixed Points of Mappings
In this section we state a fixed-point result of Groisser [11] for certain maps generated by vector fields on M . This is the foundation of our well-posedness proof. We start with a few technical preliminaries. Definition 3.1. A subset U ⊂ M is convex if for all p, q ∈ U there is a unique minimal geodesic segment γ in M from p to q, and γ lies entirely in U .
For any subset U ⊂ M , let ∆(U ) and δ(U ) denote, respectively, the supremum and the infimum of the sectional curvatures of U . The fixed-point theorem uses that contractivity of a map Ψ : M → M can be guaranteed by an upper bound on Ψ * p , where Ψ * p : T p M → T Ψ(p) M is the derivative of Ψ at a point p ∈ M . To bound this norm we need two helper functions (see [11, Chap. 2] for details)
Note that both are continuous, and that C(λ, r) is monotone increasing in each variable.
Lemma 3.2. The function φ is monotonically increasing, convex, and φ(0) = 0.
The following main fixed-point result is a special case of [11, Thm. 2.8]. 
B → M is a contraction with constant κ(Ψ Y ), and therefore has at most one fixed point in B. Equivalently, the vector field Y has at most one zero in B.
(Self-mapping) If additionally
then Ψ Y : B → M has a unique fixed point. Equivalently, the vector field Y has a unique zero in B.
In the following we will apply this result to the specific map Ψ µ generated by the vector field Y µ given by (10).
Bounds on the Vector Field Y µ
We first compute the bounds on Y µ that appear in Theorem 3.2. Assume that the measure µ has its support contained in a ball B D around a point p 0 ∈ M . We analyze the vector field Y µ on a concentric ball B ρ , still assumed to be convex, with ρ ≥ D (Figure 2) .
Proof. By the Jordan decomposition theorem, for any integrable function f we get
Using this and the definition of Y µ yields
for all q ∈ B ρ . Since exp
To get a quantitative bound on ∇Y µ + I we need some curvature information. Define the function
which is monotone decreasing (hence ≤ 1) in |λ| 1/2 r if λ > 0, while it is monotone increasing in |λ| 1/2 r (hence ≥ 1) if λ < 0. It is an analytic function of λr 2 , with h(λ, r) =
2 ). Later, λ will be a curvature bound, and r will be a radius.
With the help of the function h define ψ(λ, r) := sign(λ)(1 − h(λ, r)).
For every λ the function r → ψ(λ, r) is nonnegative, monotone increasing on [0, π) if λ > 0 and on [0, ∞) if λ ≤ 0, and ψ(λ, r) =
2 ). For δ ≤ ∆ ∈ R, r ≥ 0, and r < π∆ −1/2 if ∆ > 0, define
and note that
where K = max(|δ|, |∆|). The following properties of ψ max are straightforward to see.
Lemma 3.4. The function ψ max is monotone increasing in ∆ and r, and monotone decreasing in δ. It is a convex function in each argument with the other two held fixed.
The new function ψ max can be used to bound the difference between −∇Y µ and the identity.
Lemma 3.5. Let p ∈ B D , q ∈ B ρ , D ≤ ρ, and let δ and ∆ be lower and upper bounds, respectively, for the sectional curvatures of
Proof. For any function f : M → R let Hess f be the covariant Hessian, and Hess f := g −1 Hess, with g the metric tensor. From [14, Thm. 1.5] (see also Groisser [11, (4.1)]) and (13) we get
By Groisser [11, (4. 7)] we know that Hess
under the given assumptions. Since finally d(p, q) < ρ + D under the same assumptions and ψ max is monotone in its third argument we obtain
We have now found bounds for Y µ and ∇Y µ + I which can be used for 0 and 1 in Theorem 3.2. Since they primarily depend on the two radii ρ and D we express the quantity κ of (11) in terms of ρ and D. 
Suitable choices for δ and ∆ are constant functions, but also sharp curvaturebounding functions if available.
We will need the following properties of κ µ .
Lemma 3.6. For each D, the function κ µ (·, D) is continuous, monotone increasing, and convex.
Proof. Continuity of κ µ is evident by continuity of the functions φ, C, and ψ max .
The function κ µ is monotone increasing and convex in ρ, because the three
Zeros of Y µ
To show existence of a unique zero of Y µ in B ρ we need two things. First we need to show that Ψ µ is a contraction. By Theorem 3.2 this is the case if κ µ (ρ, D) < 1. Additionally, Ψ µ has to be a self-map on B ρ , for which Y µ (p 0 ) < (1 − κ µ (ρ, D))ρ is a sufficient condition. We show in this section that radii ρ and D can be found such that both properties hold.
For a simpler notation we first define
and investigate some properties of the functions κ µ and s. The arguments here are all taken from Groisser [11] , who gives them for the simpler case µ = 1. Define the constants
Note that κ µ (0, 0) = 0, and hence the supremum in (15) is taken over a nonempty set. Since κ µ is continuous we get D max > 0.
Proof. From Lemma 3.6 follows that s(·, D) is continuous, and concave. As the product of a concave function with ρ it is also nonconstant on any interval of positive length. Since κ µ (ρ, 0) = O(ρ 2 ), s(ρ, 0) > 0 for ρ > 0 sufficiently small. Hence for each r 1 < r reg (p 0 ), the set J 0 := {ρ ∈ [0, r 1 ] | 0 < s(ρ, 0)} is nonempty, and by continuity so is
which will be shown to bound the range of ρ where Ψ µ is a self-map. Finally, for 0 ≤ D < D max we define
This ρ 4 is the upper bound on ρ to ensure contractivity of Ψ µ . We have to show that bounds ρ 1 , ρ 3 , ρ 4 exist and are compatible. Proof. By the definition of s, the condition κ µ (ρ, D) < 1 is equivalent to s(ρ, D) > 0. Since s is concave and has a maximum at ρ c ≤ ρ 3 we get
We can now plug everything together and obtain existence of a unique zero of Y µ in B ρ if D and ρ are properly chosen. 
where the last inequality is Lemma 3.3. This is (12), and we can invoke the second part of Theorem 3.2 to obtain the assertion.
3. By Lemma 3.9, if the assumptions of Part 2 are satisfied, we also have ρ < ρ 4 and hence contractivity of Ψ µ . Hence from Theorem 3.2 we obtain existence of a unique fixed point of Ψ µ in B ρ , which is a zero of Y µ by construction.
Minimizers of f µ
It remains to show that the zero of Y µ in B ρ is indeed a minimizer of f µ . For this we need convexity of f µ . The proof of the following result can be found in [11, Lem. 4.1].
Lemma 3.10. Let p, q ∈ M with dist(p, q) · max(0, ∆) 1/2 < π/2. Then the Hessian Hess
is positive definite.
From this, convexity of f µ on suitably small balls follows immediately if µ is unsigned. For signed µ we need an additional argument.
Lemma 3.11. Assume that (ρ + D) · max(0, ∆(ρ)) 1/2 < π/2, and that ρ and D are small enough such that µ · ψ max (δ, ∆, ρ + D) < 1. Then Hess (f µ )(q) is positive definite for all q ∈ B ρ (p 0 ).
Proof. Let H := Hess (f µ )(q). From Lemma 3.5 (using H = −∇Y µ ) we know that
Using this, for any v ∈ T q M we can estimate
Hence H is positive definite if µ · ψ max (δ, ∆, ρ + D) is less than 1.
The last step is to show that the curvature bound in Lemma 3.11 can be complied with by a radius ρ that also fulfills the conditions of Theorem 3.3. The proof follows closely the one by Groisser for the case µ = 1 [11] ; we restate it here for completeness. 
Proof. We prove the assertion in two steps. We claim first that for all D < D crit we have
This is true for D = 0, so if it is false for some D < D crit then there must exist a D ∈ (0, D crit ) for which ∆(ρ 1 (D)) > 0 and (
Since cot π 2 = 0, the latter can be transformed to
Since ∆(ρ 1 (D)) > 1 we can write this as
which is
Note that from its definition (14) we have
and hence κ µ (ρ 1 We now extend the result from ρ 1 to ρ 4 . Assume that the assertion is false. Then there exists ρ ∈ (ρ 1 (D), ρ 4 (D)) for which (ρ+D)∆(ρ) 1/2 = π/2. From (19) we again conclude that κ(ρ, D) > 1, and since ρ ≥ ρ 1 (D) > 0 this implies the strict inequality s(ρ, D) < 0, a contradiction since ρ ∈ (0, ρ 4 (D)). This proves the assertion.
We finally arrive at our main result. It gives existence and uniqueness of the Riemannian center of mass with a signed measure.
Theorem 3.4. Let p 0 ∈ M , and r 1 < r reg (p 0 ) a radius such that B r1 (p 0 ) is convex. For 0 < ρ ≤ r 1 write B ρ for B ρ (p 0 ). Let µ be a signed measure on M of weight 1, and define f µ by (9) . Define the functions ρ 1 and ρ 4 as in (16) and (17), respectively. If D < D crit and supp µ ⊂ B D , then f µ has a unique critical point in B ρ4 , and this critical point lies in B ρ1 . At the same point, f µ achieves its minimum value in B ρ4 . Hence µ has exactly one center of mass in
Proof. By Theorem 3.3, the vector field Y µ has a unique zero in B ρ for ρ 1 < ρ < ρ 3 . Since Ψ µ is a contraction even for ρ 3 ≤ ρ < ρ 4 , this zero is even unique in B ρ4 . By the definition of Y µ this zero is a critical point of f µ .
Lemma 3.12 ensures that (ρ+D)·max(0, ∆(ρ)) 1/2 < π/2 is met for all ρ ≤ ρ 4 . Then we can use Lemma 3.11 to show that Hess(f µ )(p) is positive definite for all p ∈ B ρ4 (p 0 ). From this follows that f µ is strictly convex in B ρ4 (p 0 ). Hence the critical point of f µ is a minimizer.
If µ is an unsigned measure, a much stronger result holds for M with nonpositive curvature [19, Cor. 2.1]. We expect this to hold also for the more general signed Riemannian center of mass, but we have no proof. Conjecture 3.1. Let M be a complete, simply connected Riemannian manifold with sectional curvatures bounded from above by zero. Then for any signed measure µ on M of unit weight, the functional f µ defined by (9) has a unique minimizer in M .
Properties of the Interpolation
We now discuss various properties of the geodesic interpolation (4). Arguably the most important one for finite element applications is smoothness in ξ and the coefficients v i . Proof. The proof follows the same argument as the proof for the first-order case in [19] . Namely, using that the squared distance on M is differentiable away from the cut loci ([19, Lem. 2.4]), and that the Hessian of
2 is positive definite in a sphere of large enough radius (Lemma 3.11), the assertion follows from the implicit function theorem.
The next property concerns restrictions of geodesic interpolation functions to faces of the reference elements. If the standard Lagrange basis is used, the restricted functions are geodesic interpolation functions in their own right. In Chapter 5 this will be important for the construction of globally continuous finite element functions. We show the result for the reference simplex ∆ d only. The corresponding results for other reference elements can be shown analogously. Proof. It is well known that only the Lagrange shape functions pertaining to Lagrange nodes on δ are nonzero there. Moreover, they form a p-th order Lagrange basis (in particular a partition of unity) on δ. Hence
is a p-th order geodesic interpolation between the values {v i ∈ v | v i ∈ δ}.
Polynomial functions are nested in the sense that p-th order polynomial interpolation of a q-th order polynomial yields the original polynomial if p ≥ q. One may ask whether the same holds for the interpolating functions Υ. If M has zero curvature then the affirmative result follows directly from the representation formula (7) . In the general case we can only prove nestedness for d = 1 and q = 1. This means that a p-th order interpolating function in one variable is a geodesic if its nodal values v i are placed on a geodesic (cf. [5] ). Numerical experiments suggest that this result is optimal, i.e., geodesic interpolation functions are not nested if d > 1 and/or q > 1. . We assume that Υ p interpolates Υ 1 in the sense that
for all Lagrange nodes ν
Proof. Pick any ξ ∈ [0, 1], and set
Consider normal coordinates φ : U → R dim M on a neighborhood U around x that includes v 
By the nestedness of polynomials there is a representation of c in the p-th order Lagrangian basis {ϕ
But by (23) and (20) we have c(ν
, and hence from (22) we get
This is equivalent to
x (v p i ) = 0, and since that zero is unique we have
Geodesic interpolation enjoys various symmetry properties expected from a finite element interpolation procedure. We distinguish symmetry under transformations of the domain T ref , and symmetry under transformation of the codomain M . For finite element applications the first symmetry implies that for a given element T of a grid it is irrelevant which affine transformation from T onto the reference element is used for the assembly of the stiffness matrix on T . The crucial second one means that invariances of a continuous model (such as frame invariance in mechanics) are not lost by discretization.
We first show symmetry under transformations of the domain. We do this separately for simplices and cubes. For other more exotic reference elements the proofs are similar. For simplicity we also only consider the standard Lagrangian shape functions on equidistant grids. Lemma 4.3. Let ∆ be a d-dimensional simplex, and {ν i } the set of uniformly spaced Lagrange nodes on ∆, for the corresponding p-th order Lagrange interpolation functions {ϕ i }. Let S be the group of symmetries of ∆ (the symmetric group). S acts on sets of coefficients v = {v 1 , . . . , v m } ⊂ M by permutations, and on ∆ by coordinate transformations. For any set of coefficients v = {v 1 , . . . , v m }, s ∈ S, and ξ ∈ ∆ we have
Proof. We use barycentric coordinates w ∈ R d+1 on ∆. Then the regularly spaced Lagrange nodes can be indexed by a multi-index α = (α 1 , . . . , α d+1 ). More concretely, for a Lagrange node ν l we write ν α if w(ν l ) = (α 1 /p, . . . , α d+1 /p), where w(ν l ) are the barycentric coordinates of ν l . Analogously, we label shape functions ϕ α and nodal values v α . Note that |α| := d+1 i=1 α i = p for all multiindices corresponding to a Lagrange node.
The symmetry group S is generated by reflections at planes perpendicularly bisecting the simplex edges [13] , and in barycentric coordinates these reflections correspond to transpositions of axes. We label the generators s ij , and show invariance of Υ under these generators. A generator s ij acts on a multi-index α by exchanging α i and α j . It acts on the coefficient sets by s ij (v α ) = v sij (α) , on barycentric coordinates w by exchanging w i and w j , and on points ξ ∈ ∆ by s ij (ξ) = ξ(s ij (w(ξ))), where w(ξ) are the barycentric coordinates of ξ, and ξ(·) the local coordinates on ∆ of the argument. To see how s ij acts on the simplex shape functions we write them as [23] 
We show the same result for cube reference elements.
and {ν i } the set of uniformly spaced Lagrange nodes on , for the corresponding p-th order Lagrange interpolation functions {ϕ i }. Let B be the group of symmetries of (the hyperoctahedral group). B acts on sets of coefficients v = {v 1 , . . . , v m } ⊂ M by permutations, and on by coordinate transformations. For any set of coefficients v = {v 1 , . . . , v m }, b ∈ B, and ξ ∈ we have
Proof. The hyperoctahedral group B is the semidirect product of the group of reflections at the coordinate planes, and the group of permutations of the axes [13] . It is therefore sufficient to show invariance under transposition of axes and reflections at coordinate planes. Let again α = (α 1 , . . . , α d ), 1 ≤ α i ≤ p + 1, be a multi-index and use it to label shape functions and values in the natural way.
A transposition of axes b ij acts on ϕ α and v α by swapping the corresponding indices in α, and on ξ ∈ by swapping the coordinate entries. Since Lagrange shape functions on cubes are constructed as tensor products
of one-dimensional p-th order Lagrange shape functions θ i , we see that
A reflection r i at a plane normal to axis i acts on ξ by replacing the i-th coordinate ξ i with −ξ i , and on α by replacing α i with (p + 2) − α i . Since for one-dimensional Lagrange shape functions functions θ on [−1, 1] on a uniform partition we have θ i (ξ i ) = θ p+2−i (−ξ i ) the invariance of Υ under reflections at axes follows. Together with (24) we get the assertion for any b ∈ B.
The second important symmetry of geodesic interpolation is equivariance of the interpolation under isometries of M . In mechanics, where usually M = R 3 and the corresponding isometries are the special Euclidean group R 3 SO(3), this property is known as frame-invariance or objectivity. for all ξ ∈ T ref , Q ∈ G, and interpolation orders p.
As geodesic interpolation is defined using metric quantities only, this result is straightforward. We therefore omit the proof and refer the reader to the corresponding proof for the first-order case given in [19, Lem. 2.6] , which can be adapted easily. We point out, however, that Lemma 4.5 is very general, and in particular not restricted to Lagrangian interpolation on equidistant nodes.
Geodesic Finite Elements
In this section we use the interpolation method presented above to construct global finite element spaces. These spaces are conforming in the sense that they are subsets of H 1 (Ω, M ), and we discuss the relationship between geodesic finite element functions and coefficient vectors. The important equivariance result of the previous section (Lemma 4.5) extends naturally to global geodesic finite element functions.
Let Ω be an open bounded subset of R d , d ≥ 1. For simplicity we assume that Ω has a polygonal boundary. Let G be a conforming grid for Ω with elements of arbitrary type. We denote by x i ∈ Ω, i = 1, . . . , n the union of the sets of Lagrange nodes of the individual elements.
Definition 5.1a (Geodesic Finite Elements). Let G be a conforming grid on Ω, and let M be a Riemannian manifold. We call v h : Ω → M a p-th order geodesic finite element function if it is continuous, and if for each element T ∈ G the restriction v h | T is a p-th order geodesic interpolation in the sense that For completeness we also define geodesic finite elements for p = 0. These are not directly a special case of Definition 5.1a, because they are not continuous. Note, however, that Υ = Υ p does produce constant functions when p = 0.
Definition 5.1b. Let G be a grid on Ω, and let M be a Riemannian manifold.
We call v h : Ω → M a 0-th order geodesic finite element function if it is constant on each element of G.
Remark 5.1. For simplicity we assume an identical polynomial order p for all grid elements. An extension of the construction to locally varying order (as needed, e.g., for hp-refinement) is straightforward.
Definitions 5.1a and 5.1b obviously form a generalization of the first-order geodesic finite elements proposed in [19] . Setting M = R we also recover the definition of standard p-th order Lagrangian finite elements. On the other hand, the well-posedness of Definition 5.1a is again unclear, as we inherit the corresponding well-posedness problems from the definition of geodesic interpolation (4). We will see below, when we discuss the relationship between geodesic finite element functions and coefficient vectors, that the spaces V M p,h do contain sufficiently many functions for finite element analysis.
We begin our investigations by showing that geodesic finite element functions are conforming. We first introduce Sobolev spaces for manifold-valued functions (see, e.g., [20] ).
is called the l-th order Sobolev space for functions with values in M .
It is now easy to show that geodesic finite element functions are indeed Sobolev functions in the sense of this definition.
As in the first-order case this is proved by embedding M into a suitable Euclidean space, and using that a function is in H 1 if it is continuous and piecewise C
1 . See [19] for details.
The classical linear finite element method distinguishes the discrete problem, which deals with finite element functions, from the algebraic problem, which deals with vectors of coefficients. The latter is used to implement numerical algorithms. Both formulations are equivalent, because a classical finite element function uniquely corresponds to a coefficient vector once a basis of the finite element space has been chosen. In the simplest case the basis is the nodal basis and the coefficients are the function values at the Lagrange nodes.
The distinction between discrete and algebraic formulations persists in the theory of geodesic finite elements. However, the relationship between geodesic finite element functions v h ∈ V M p,h and sets of coefficientsv ∈ M n is more subtle. Since any v h ∈ V M p,h , p ≥ 1, is continuous we can associate to it the coefficient set consisting of the values of v h at the Lagrange nodes. However, given a set of coefficientsv ∈ M n it is not clear whether there is a corresponding geodesic finite element function, and whether this function is unique, if there is one. The difficulty stems mainly from the corresponding problem for geodesic interpolation, but it is also not obvious whether individual geodesic interpolation functions can be stitched together continuously.
To formally investigate the relationship between geodesic finite element functions and sets of coefficients we define the nodal evaluation operator
x i the i-th Lagrange node of G.
To each geodesic finite element function v h ∈ V The proof of this is evident, but it is important to note that D crit,T is positive by Lemma 3.7, compactness of T ref and continuity of D crit,ξ with respect to ξ. However, note again that for practical applications only well-posedness of Υ at quadrature points is relevant. Proof. For each x ∈ Ω let T be an element of G with x ∈ T and nodal values v T,i , i = 1, . . . , m. Set F T an affine mapping from T onto the corresponding reference element and define the function v h : Ω → M by
By the assumptions on the grid and the coefficients we can invoke the trust-region iteration number let q k ∈ M be the current iterate. We use the exponential map exp q k : T q k M → M to define lifted functionalŝ
and corresponding quadratic models
where g q k is the Riemannian metric of M at q k . This model is then minimized under a norm constraint s ≤ ρ k , using, e.g., a preconditioned truncated conjugate gradient method as described in [1] . Using ∇ exp 0 = I we see that the gradient off k at 0 ∈ T q k M is
and that the Hessian is
Hence the derivatives
2 need to be available for a given manifold M to be able to evaluate geodesic finite element functions.
Remark 6.2. Note that the number of variables in the minimization problem (31) depends on the dimension of M , but not on the polynomial order.
Evaluation of Gradients
Next we compute derivatives of a geodesic finite element function with respect to ξ. In an abuse of vocabulary we call them gradients, because they generalize the gradient of linear finite elements. Let 
where the convergence order of the discretization error is optimal in the first-order case. Now we show the same for higher orders.
As in [19] we want to look for minimizers of the harmonic energy for maps into the sphere. Let Ω be a domain in R d and M = S 2 the unit sphere in R 3 . We solve the Dirichlet problem
with v D a given set of boundary conditions. This is a standard model for equilibrium states of nematic liquid crystals, known as the one-constant approximation [7] . Solutions of this are harmonic maps. As coordinates on the unit sphere S 2 we use the canonical embedding into R 3 (see the appendix of [19] for details). With the metric on S 2 induced by the embedding we obtain the coordinate representation
that is, ∇v is a 3 × d-matrix and | · | the Frobenius norm. Unlike [19] we solve a problem on a two-dimensional domain. This is strictly for simplicity, and our discretization can also be used in three dimensions. As the domain Ω we choose the rectangle Ω = [−2, 2] × [−1, 1], which we discretize by a mixed grid G 0 consisting of 35 vertices, 20 quadrilaterals, and 4 triangles (Figure 3, left) . This is to emphasize that geodesic finite elements are not restricted to simplex grids.
We want to test geodesic finite elements of up to third order. Optimal convergence can only be expected if the continuous solution is sufficiently smooth. To construct a problem with sufficient regularity we first define R x (α) and R y (α) as the 3 × 3 rotation matrices of an angle α around the x-and y-axes, respectively. Then, with ζ ∈ [0, 1] 2 the local coordinates on Ω we define v D = R y (0.5π sin(πζ 1 )) · R x (0.5π sin(πζ 2 ))e 3 , where e 3 = (0, 0, 1) is the third canonical basis vector. Figure 3 , right, shows a numerical solution of (37) with these boundary conditions. We use the Riemannian trust-region method introduced by Absil et al. [1] together with the inner monotone multigrid solver described in [19] to solve the p,h is computed analytically using the formulas of Chapter 6, whereas its Hessian is approximated by a finite difference method. The discretization and solution algorithms are implemented in C++ using the Dune libraries [4] .
We cover the cases p = 1, 2, 3. To estimate the discretization error we compute reference solutionsv p on a grid G 5 obtained from G 0 by five steps of uniform refinement. The solver is set to iterate until machine precision is reached. We then compute solutions v where · is either the norm in L 2 (Ω, R 3 ), or the seminorm in H 1 (Ω, R 3 ). Note that since geodesic finite element functions are not piecewise polynomials in R 3 , the norms can only be computed with an additional error due to numerical quadrature. Figure 4 shows the errors e k p as functions of the normalized mesh size h. We see that for p-th order finite elements the L 2 -error decreases like h p+1 , and the H 1 -error decreases like h p . Hence we can reproduce the optimal convergence behavior well-known from the linear theory even in this nonlinear case. A rigorous proof of this is subject of a forthcoming paper [10] .
