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This work deals with the construction of difference schemes for the numerical solution of singularly perturbed
boundary value problems, which appear while solving heat transfer equations with spherical symmetry. The
projective version of integral interpolation (PVIIM) method is used. Derived schemes allow to approximate
the solution of the problem and the derivatives of the solution at the same time. Moreover, they allow to
approximate the boundary conditions of general form in the framework of the same method. New schemes
are tested in order to compare them with well known difference schemes. Estimates for rates of classical and
uniform convergence are carried out.
1 Introduction
Let us consider the following boundary value problem
{
(ε/x)
2 (
x2u′
)′ − q(x)u = f(x), x ∈ (0, 1) ,
u′(0) = 0, ξu(1) + ηεu´(1) = ψ.
(1)
We assume the functions q, f in (1) to be sufficiently smooth, and additionally the conditions
q(x) ≥ q0 > 0 for x ∈ [0, 1], (2)
ε ∈ (0, 1] , ξ ≥ 0, η ≥ 0, ξ + η > 0 (3)
are satisfied.
Solving numerically similar problems (so called singularly perturbed problems) needs to use special difference
schemes which guarantee the uniform convergence of the appropriate solution to the exact one [1]. There are two
fundamental ways to construct the uniformly convergent numerical algorithms for singularly perturbed boundary
problems. The first one uses the construction of the ”special” difference schemes on uniform grids and starts from
A.M.Ilyin’s investigation [2]. The second one is based on the use of nonuniform grids adapted to the properties
of the solution and is related to N.S.Bakhvalov’s name historically [3]. In our opinion, the PVIIM [4], [5] may be
considered as a combination of these two approaches. First, the method of the discretization keeps properties of
the original differential problem automatically, therefore constructed schemes to be of the special type. Second,
in the framework of the proposed method, an algorithm for the grid adaptation may be realized. Furthermore, the
method allows to approximate the solution as well as its derivatives at the same time.
New difference schemes for problem (1), which converge uniformly with the first order in ε, were developed
in [6] on the base of PVIIM. Our aim is the construction of the schemes of the second order of uniform in ε
accuracy on any irregular grid.
∗ This work has been presented at the International Conference NACoM-2003, Anglia Politechnic University, 23-26 May 2003, Cam-
bridge, UK. Preprint is accepted for publication in the J. Applied Numerical Analysis & Computational Mathematics.
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2 I.Rafatov and S. Sklyar: Difference schemes
Throughout the paper we assume that the problem (1) has an unique solution from the class C1[0, 1]∩C2(0, 1).
Let the operator L of the problem (1) be defined by representations

Lv(0) ≡ −εv´(0),
Lv(x) ≡ − (ε/x)2 (x2v´)´ + q(x)v, x ∈ (0, 1) ,
Lv(1) ≡ ξv(1) + ηεv´(1)
for function v from the above class. Using corresponding methods from [7] we can prove that L is an operator of
monotonic type. Hence, the following ”comparison theorem” takes a place:
Lemma 1.1 Let us assume that the problem (1) satises the conditions (2), (3). Then the inequality |Lu(x)| ≤
|Lv(x)| follows the inequality |u(x)| ≤ |v(x)| for any functions u,v ∈ C2(0, 1) (x ∈ [0, 1]).
The following statement guarantees a uniform boundedness (with respect to ε) of the solution of problem (1)
(see [6]):
Lemma 1.2 Let us assume that the problem (1) satises the conditions (2), (3). Then its solution can be
estimated by
|u(x)| ≤ max
0≤y≤1
|f(y)| /q0 + |ψ| (ξ + ηq0/ (3 +√q0))−1 (4)
for any x ∈ [0, 1].
2 Difference schemes
2.1 An idea of the PVIIM
Let us describe an idea of the PVIIM briefly. We introduce some grid 0 = x1 < x2 < ... < xN = 1 on the
interval [0, 1] and denote hi ≡ xi+1 − xi, (i = 1, 2, ..., N − 1), h ≡ max
1≤i≤N−1
(hi). Let vh ≡
{
vhi
}N
i=1
denote
some grid function with the corresponding norm∥∥vh∥∥
h,∞
≡ max
1≤i≤N
∣∣vhi ∣∣ .
Moreover, we denote (v)h ≡ {v(xi) ≡ vi}Ni=1 a projection of some continuous function v(x) on the grid. Let
constants q and f approximate functions q(x) and f(x) into the interval [xi, xi+1]. Multiplying equation (1) by
−x2v(x), where v(x) is a sufficiently smooth test function, then performing a partial integration of the result on
[xi, xi+1] and inserting values q and f in the integral identity, we obtain:

[−ϕεx2v + uε2x2v′]xi+1
xi
+
∫ xi+1
xi
u
[
−ε2 (x2v′)′ + qx2v] dx = −f ∫ xi+1
xi
x2vdx
+ δ (xixi+1, ) ,
δ (xi, xi+1) ≡
∫ xi+1
xi
{
f − f(x) + [q − q(x)]u(x)}x2vdx. (5)
Here we denote ϕ(x) ≡ εu′(x). We choose testing functions v(0)(x) and v(1)(x) in identity (5) according to
−ε2 (x2v′)′ + qx2v = 0, x ∈ (xi, xi+1). (6){
xv(0)
∣∣
x=xi
= 1, xv(0)
∣∣
x=xi+1
= 0,
xv(1)
∣∣
x=xi
= 0, xv(1)
∣∣
x=xi+1
= 1.
(7)
Solution of the problems (6), (7) may be found easily:
v(0)(x) = sinh
(
(xi+1 − x)
√
q(0)/ε
)
/
(
x sinh
(
hi
√
q(0)/ε
))
,
v(1)(x) = sinh
(
(x− xi)
√
q(1)/ε
)
/
(
x sinh
(
hi
√
q(1)/ε
))
.
(8)
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Substituting q = q(0), f = f (0) , and v = v(0) into (5), we have
εxiϕ(xi)− ε2xi+1 (u(xi+1)− u(xi)) /hi + hiq(0)
[
γ
(
R(0)
)
xi+1u(xi+1)
+µ
(
R(0)
)
xiu(xi)
]
= −hif (0)
[
γ
(
R(0)
)
xi+1 + µ
(
R(0)
)
xi
]
+ δ(0)(xi, xi+1).
(9)
Analogously, for q = q(1), f = f (1), and v = v(1)
−εxi+1ϕ(xi+1) + ε2xi (u(xi+1)− u(xi)) /hi + hiq(1)
[
µ
(
R(1)
)
xi+1u(xi+1)
+γ
(
R(1)
)
xiu(xi)
]
= −hif (1)
[
µ
(
R(1)
)
xi+1 + γ
(
R(1)
)
xi
]
+ δ(1)(xi, xi+1).
(10)
Not taking into account the errors of approximation δ(0)(xi,, xi+1) and δ(1)(xi,, xi+1) in (9) and (10), after some
transformations we obtain the following discrete problem, corresponding to (1):

ϕh1 = 0,
εxiϕ
h
i − ε2xi+1Duhi
+hiq
(0)
i
[
γ
(
R
(0)
i
)
xi+1u
h
i+1) + µ
(
R
(0)
i
)
xiu
h
i
]
= −f (0)i σ(0)i ,
−εxi+1ϕhi+1 + ε2xiDuhi
+hiq
(1)
i
[
µ
(
R
(1)
i
)
xi+1u
h
i+1 + γ
(
R
(1)
i
)
xiu
h
i
]
= −f (1)i σ(1)i ,
ξuhN + ηϕ
h
N = ψ. (i = 1, 2, ..., N − 1)
(11)
Here uh ≡ {uhi }Ni=1 and ϕh ≡ {ϕhi }Ni=1 approximate unknown grid functions (u)h and (ϕ)h, respectively, and
we denote
R
(k)
i ≡ hi
√
q
(k)
i /ε, k = 0, 1,
µ(z) = (z coth z − 1) /z2, γ(z) = (1− z/ sinh z) /z2,
and
Duhi ≡
(
uhi+1 − uhi
)
/hi, σ
(0)
i ≡ hi
[
γ
(
R
(0)
i
)
xi+1 + µ
(
R
(0)
i
)
xi
]
,
σ
(1)
i ≡ hi
[
µ
(
R
(1)
i
)
xi+1 + γ
(
R
(1)
i
)
xi
]
, i = 1, 2, ..., N − 1.
Excluding ϕhi (i = 1, 2, ..., N − 1 ) from (11) , we can rewrite the problem in the traditional third-point form

Lhuh1 ≡ −ε2x2Duh1 + h1q(0)1
[
γ
(
R
(0)
1
)
x2u
h
2 + µ
(
R
(0)
1
)
x1u
h
1
]
= −f (0)1 σ(0)1 ,
Lhuhi ≡ −ε2xi+1Duhi + ε2xi−1Duhi−1 + hiq(0)i
[
γ
(
R
(0)
i
)
xi+1u
h
i+1
+µ
(
R
(0)
i
)
xiu
h
i
]
+ hi−1q
(1)
i−1
[
µ
(
R
(1)
i−1
)
xiu
h
i + γ
(
R
(1)
i−1
)
xi−1u
h
i−1
]
= −f (0)i σ(0)i − f (1)i−1σ(1)i−1, (i = 2, 3, ..., N − 1)
LhuhN ≡ ηε2xN−1DuhN−1 + ηhN−1q(1)N−1
[
µ
(
R
(1)
N−1
)
xNu
h
N
+ γ
(
R
(1)
N−1
)
xN−1u
h
N−1
]
+ ξεuhN = εψ − ηf (1)N−1σ(1)N−1.
(12)
The first and the last equations of (12) are the non-standard approximations of the boundary conditions of the
problem (1). The family of the difference schemes (12) converges uniformly in ε with the first order on any
irregular grid (see [6]). For an example, consider the following variant of the choice of parameters q(k)i and f
(k)
i
(k = 0, 1; i = 1, 2, ..., N − 1 ) in (12):
{
q
(0)
i = q(xi), q
(1)
i = q(xi+1),
f
(0)
i = f(xi), f
(1)
i = f(xi+1) (i = 1, 2, ..., N − 1).
(13)
4 I.Rafatov and S. Sklyar: Difference schemes
In this case difference scheme (12) looks simple enough (hi = h, i = 1, 2, ..., N − 1; η = 0, ξ = 1) :

h
√
q(0)/
(
ε sinh
(
h
√
q(0)/ε
)
− h
√
q(0)
)
(uh1 − uh2 ) + uh1 = −f(0)/q(0),
−1/4 sinh2
(
h
√
q(xi)/2ε
)
(xi+1u
h
i+1 − 2xiuhi + xi−1uhi−1) + xiuhi
= −xif(xi)/q(xi), (i = 2, 3, ..., N − 1)
uhN = ψ.
2.2 Schemes of the second order of uniform accuracy
Let us present one of the possible variants of the refinement of the scheme (12). We shall be limited by the choice
of the parameters in the scheme (12) according with{
q
(0)
i = q
(1)
i = (q(xi) + q(xi+1)) /2 ≡ qi+1/2,
f
(0)
i = f
(1)
i = (f(xi) + f(xi+1)) /2 ≡ fi+1/2, i = 2, 3, ..., N − 1.
(14)
In order to construct the scheme of the second order of uniform in ε accuracy on any irregular grid, we need
more precise then the estimation (4) of Lemma 1.2 information about asymptotic properties of the solution of
the problem (1). We use the interpolative estimation, which is contained in the following statement:
Lemma 2.1 Let us assume, that the problem (1) satises conditions (2), (3) and q, f ∈ C1[0, 1]. Then the
estimation
u(x) = xiv
(0)
i (x)ui + xi+1v
(1)
i (x)ui+1+[
xiv
(0)
i (x) + xi+1v
(1)
i (x)− 1
]
fi+1/2/qi+1/2 + ∆(x) ≡ u0(x) + ∆(x)
(15)
holds with
|∆(x)| ≤ 10h/q0 (16)
on the interval x ∈ [xi, xi+1] (i = 1, 2, ..., N − 1).
Functions v(k)i (x) (k = 0, 1) in (15) are determined by formulas (8) and by the parameters (14), ui ≡ u(xi)
are the values of a grid function (u)h.
P r o o f. To prove the representation (15) is possible by the help of formulas (9), (10) of the method of dis-
cretization. Putting the parameters q(k)i and f
(k)
i (k = 1, 2, i = 2, 3, ..., N − 1 ) into (9) and (10) and excluding
ϕ(x), after some transformations we come to (15) with the error of approximation
∆(x) =
[
δ(0)(x, xi+1) + δ
(1) (xi, x)
]
sinh
(
(x− xi)√qi+1/2/ε
)
× sinh ((xi+1 − x)√qi+1/2/ε) / (εx√qi+1/2 sinh (h√qi+1/2/ε)) .
Skipping the proof of the inequality (16), which is technically bulky but theoretically simple enough, we finish
the proof of the lemma.
By the virtue of (14) the following expression
qi+1/2 − q(x) = (xi+1/2 − x)D(q)hi + ωi(x)q′′(ρi), (17)
where
ω(x) ≡ (xi+1 − x)(x− xi)/2, xi+1/2 ≡ (xi + xi+1)/2, ρi ∈ [xi, xi+1],
and a similar representation for the f(x) is valid for x ∈ [xi, xi+1], i = 1, 2, ..., N − 1. Using (15) and (17),
we can transform the local errors of approximation of the scheme (12) by separating the main asymptotic terms
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(k = 0, 1): 

δ(k)(xi, xi+1) =
∫ xi+1
xi
[
D(f)hi + u0(x)D(q)
h
i
]
(xi+1/2 − x)x2v(k)i (x)dx
+ δ
(k)
(xi, xi+1),
δ
(k)
(xi, xi+1) ≡
∫ xi+1
xi
{
(xi+1/2 − x)∆(x)D(q)hi
+ωi(x) [f
′′(ρ1,i) + u(x)q
′′(ρ2,i)]}x2v(k)i (x)dx.
(18)
After calculating integrals in the first formulas of (18), we have:


δ(0)(xi, xi+1) = h
2
iµ(Ri+1/2)xi[uiD(q)
h
i +D(f)
h
i ]/4 + T
(0)
i
+ δ
(0)
(xi, xi+1),
δ(1)(xi, xi+1) = −h2iµ(Ri+1/2)xi+1[ui+1D(q)hi +D(f)hi ]/4 + T (1)i
+ δ
(1)
(xi, xi+1).
(19)
The functionals
T
(0)
i ≡ T (0)i [q, f ] ≡
[
(f/q)i+1/2D(q)
h
i −D(f)hi
] {
h2i [2γ(Ri+1/2)xi+1
−µ(Ri+1/2)xi]/4 + 2hiε2[1/2− γ(Ri+1/2)− µ(Ri+1/2)]/qi+1/2
}
,
T
(1)
i ≡ T (1)i [q, f ] ≡
[
(f/q)i+1/2D(q)
h
i −D(f)hi
] {
h2i [µ(Ri+1/2)xi+1
−2γ(Ri+1/2)xi]/4 + 2hiε2[γ(Ri+1/2) + µ(Ri+1/2)− 1/2]/qi+1/2
}
are introduced in (19) for the brevity of formulas.
Substituting all terms of δ(0) with the exception of δ
(0)
, and analogously, all terms of δ(1) with the exception of
δ
(1)
to the corresponding equation of the system (11), we arrive to the modified difference scheme:


ϕh1 = 0,
εxiϕ
h
i − ε2xi+1
(
Ri+1/2/ sinhRi+1/2
)
Duhi + S
(0)
i [q]u
h
i
= −S(0)i [f ] + T (0)i ,
−εxi+1ϕhi+1 + ε2xi
(
Ri+1/2/ sinhRi+1/2
)
Duhi + S
(1)
i [q]u
h
i+1
= −S(1)i [f ] + T (1)i , (i = 1, 2, ..., N − 1)
ξuhN + ηϕ
h
N = ψ.
(20)
Here
S
(0)
i [q] ≡ hi[(qi + qi+1)γ(Ri+1/2)xi+1/2 + (3qi + qi+1)µ(Ri+1/2)xi/4],
S
(1)
i [q] ≡ hi[(qi + 3qi+1)µ(Ri+1/2)xi+1/4 + (qi + qi+1)γ(Ri+1/2)xi/4].
Excluding ϕhi ( i = 1, 2, ..., N ) from the system (20), we can obtain the discrete problem, related to the grid
function uh: 

Lhuh1 ≡ −ε2x2
(
R3/2/ sinhR3/2
)
Duh1 + S
(0)
1 [q]u
h
1 = −S(0)1 [f ] + T (0)1 ,
Lhuhi ≡ −ε2xi+1
(
Ri+1/2/ sinhRi+1/2
)
Duhi + (S
(0)
i [q] + S
(1)
i−1[q])u
h
i
+ ε2xi
(
Ri−1/2/ sinhRi−1/2
)
Duhi−1
= −(S(0)i [f ] + S(1)i−1[f ]) + T (0)i − T (1)i−1, (i = 2, 3, ..., N − 1)
LhuhN ≡ ηε2xN−1(RN−1/2/ sinhRN−1/2)DuhN−1+(
ηS
(1)
N−1[q] + ξε
)
uhN = εψ − ηS(1)N−1[f ] + ηT (1)N−1.
(21)
The following statement contains the main result of this paper.
6 I.Rafatov and S. Sklyar: Difference schemes
Theorem 2.2 Let us assume that the problem (1) satises the conditions (2), (3) and q, f ∈ C2[0, 1]. In this
case the difference problem (20) has a unique solution, and for its solution uh and solution u(x) of the problem
(1) the estimate∥∥uh − (u)h∥∥
h,∞
≤ Ch2 (22)
holds, where C is a constant independent of ε and h.
P r o o f. Using the appropriate statement from [7] (or discrete principle of maximum from [8]) we can prove
that the operator Lh of the problem (21) is the operator of the monotone type for any parameters of the grid and
ε. So, for the operator Lh the discrete variant of the comparison theorem (see Lemma 1.1) is valid. The last
statement guarantees an unambiguous resolvability of the problem (21) and shall be used for the proof of the
estimate (22). Note that the grid function wh ≡ (u)h − uh satisfies the following system (see (19))

Lhwh1 = δ
(0)
(x1, x2),
Lhwhi = δ
(0)
(xi, xi+1) + δ
(1)
(xi−1, xi), (i = 2, 3, ..., N − 1)
LhwhN = ηδ
(1)
(xN−1, xN ).
(23)
Taking the estimations (4) and (16) into account, we have
∣∣∣δ(k)(xi, xi+1)∣∣∣ ≤ Ch2σ(k)i , (i = 1, 2, ..., N − 1, k = 0, 1 ) (24)
where C independent on ε and h. By the virtue of definition of operator Lh and functionals S(k)i [q] the following
estimations hold:


Lh(1)h1 ≥ q0σ(0)1 ,
Lh(1)hi ≥ q0(σ(0)i + σ(1)i−1), (i = 2, 3, ..., N − 1)
Lh(1)hN ≥ ηq0σ(0)N−1.
(25)
Comparing formulas (23), (24) and (25), we have∣∣Lhwhi ∣∣ ≤ Lh (q−10 Ch)hi (i = 1, 2, ..., N).
The last expression, because of the comparison theorem, results in the inequality (22), thereby proving the theo-
rem.
Note that the method for constructing of difference schemes, used in the this section, may be generalized for
the system of equations [6].
3 Numerical example
The numerical experiments deal with the calculation of the orders of uniform and classical convergence according
to the following algorithm (see also [1], [11]). Let vε(x) be the solution of the differential problem (1), which
depends on the parameter ε and which is determined on the interval [0, 1]. Let vhε ≡
{
vhε,i
}N
i=1
be the grid
function that approximates vε(xi) at the nodes of the uniform grid xi = (i− 1)h (i = 1, 2, ..., N,N = 1/h+1)
and is calculated for h ∈ H ≡ {h0/2j∣∣ j = 0, 1, ..., k } and ε ∈ E ≡ {ε0/2j∣∣ j = 0, 1, ...,m }. Let us
denote
δ(h, ε) ≡
∥∥vhε − (vε)h∥∥h,∞ , ∆(h) ≡ ∆(h, v) ≡ maxε∈E δ(h, ε) .
The experimental orders of uniform and classical convergence (”p” and ”p0”) are determined by the formulas
p = ln
[
1/k
∑k−1
j=0
[
∆
(
h0/2
j
)
/∆
(
h0/2
j+1
)]]
/ ln 2, (26)
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p0 = ln
[
1/k
∑k−1
j=0
[
δ
(
h0/2
j , ε0
)
/δ
(
h0/2
j+1, ε0
)]
/ ln 2
]
(27)
for values h0 = 1/8, ε0 = 1/2, k = 7, m = 8. Note that in the case of a piecewise constant q(x) and f(x),
derived in the Section 2 schemes lead to the exact solution of the problem (1). Numerical experiments are done
with coefficients
q(x) = q0 + b0x
2,
f(x) = f0 + 2a0ε
2
(
10x2 − 12x+ 3)− a0q0x2 (1− x)2 − b0x2u0(x)
for q0 = 1, f0 = 1, a0 = 10, b0 = 0.1, ξ = 5, ψ = 1, η = 0 (Dirichlet condition at the right boundary) and
η = 0.5 (mixed condition at the right boundary). Here u0(x) is the exact solution of the problem:
u0(x) = −1 + [6/ (5 + 0.5ε [coth (1/ε) /ε− 1])]
× [sinh (x/ε) /x sinh (1/ε)] + 10x2(1− x)2.
The quantities (26) and (27) are calculated for vε(x) ≡ u(x) and vε(x) ≡ ϕ(x) = εu′(x). Samarskii’s
well-known scheme [8] and scheme (11) with the approximations of f (k)i and q
(k)
i according with (13) and (14)
are tested here. In the case of Samarskii’s scheme, the boundary values of derivatives are calculated with the use
of the directed difference (right point) and under the formula:
u′(0) = h (q(0)u(0) + f(0)) /6.
Table1 . The experimental orders of convergence(mixed condition)
u(x) ϕ(x)
Method Uniform Classical Uniform Classical
convergence convergence convergence convergence
Samarskii [8] 0.30 1.10 0.23 0.98
(11), (13) 1.22 2.00 0.84 1.97
(11), (14) 1.06 1.99 0.99 1.98
Table2 . The experimental orders of convergence(Dirichlet condition)
u(x) ϕ(x)
Method Uniform Classical Uniform Classical
convergence convergence convergence convergence
Samarskii [8] 0.46 1.98 0.21 0.98
(11), (13) 1.04 2.00 0.61 1.97
(11), (14) 0.87 2.00 0.87 1.98
The analysis of tables allows to conclude, that the numerical experiment confirms the statement about a uni-
form convergence (with the first order) of the solution of the difference problem (11) to the solution of the initial
continuous problem (1). Moreover, as a result of this experiment, the hypothesis about a uniform convergence
(with the first order) of fluxes may be formulated.
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