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We develop the dual description of 2 + 1 SU(2) lattice gauge theory as interacting ‘abelian like’
electric loops by using Schwinger bosons. “Point splitting” of the lattice enables us to construct
explicit Hilbert space for the gauge invariant theory which in turn makes dynamics more transparent.
Using path integral representation in phase space, the interacting closed loop dynamics is analyzed
in the weak coupling limit to get the mass gap.
I. INTRODUCTION
There had been many attempts in the past to refor-
mulate gauge theories in terms of gauge invariant Wilson
loops [1–3, 5] both in the continuum as well as on the
lattice. Since all Wilson loops are not independent even
on a finite lattice, such a description based on non-local
Wilson loops is over-complete. Constructing a complete
algebra of observables in terms of loops and a complete
loop basis for gauge theory Hilbert space is a non-trivial
[2, 3, 5] task. Loop description of gauge theories on a
lattice has been shown to be equivalent to a description
based on integer local quantum numbers in dual space
satisfying triangle inequalities [6] at each site. This is
most conveniently realized in a Hamiltonian formulation
using the prepotential representation of gauge theories
on a square lattice. The matrix elements of the magnetic
part of the Hamiltonian in such a basis involves higher
Wigner coefficients [7] and are complicated to analyze.
In this paper, we construct a complete, gauge in-
variant, local description of SU(2) lattice gauge theory
(LGT) in 2+1 dimensions by solving explicitly the gauge
constraint on the ’electric’ configuration space which is
then further simplified by envisaging what is called a
’point split lattice’ (see section III). Further more, a man-
ifest gauge invariant Hilbert space is constructed at every
site on the split lattice. The local gauge invariant basis
thus created is parameterized in terms of three quantum
numbers at each site of the new lattice which are inde-
pendent and have to satisfy triangle inequalities. These
quantum numbers gives a measure of the gauge invariant
electric flux lying on the links of the lattice. Therefore,
gauge theory reduces to a theory of interacting electric
flux loops. Matrix elements of Hamiltonian are simpler to
analyze in this basis especially in the weak coupling limit.
Such a local, complete basis allows us to construct a
gauge invariant path integral for SU(2) LGT in the phase
space. This when analyzed in the weak coupling limit,
the mean gauge invariant electric flux becomes large and
the small spatial electric flux loops dominate in the vac-
uum state. Further, the triangle inequality constraints,
which are very difficult to solve in general, becomes sub-
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dominant in the weak coupling limit.
The plan of the paper is as follows: In section II, we
give a brief review of the Kogut-Susskind Hamiltonian
formulation [4] on a lattice. In section III, we describe the
procedure of modifying the lattice which we call ’point
splitting’. Further, we describe the prepotential repre-
sentation of SU(2) lattice gauge theory. In section III B,
the construction of a complete, gauge invariant local ba-
sis on the modified (point split) lattice is described. The
Hilbert space of the point split lattice is described by
three gauge invariant quantum numbers n1, n2,m per
site. In section III C, the Hamiltonian on the modified
lattice is given in terms of the prepotential operators. In
section IV, we develop a gauge invariant path integral
on the lattice by defining phases conjugate to n1, n2,m
and using the usual time slicing method. A weak cou-
pling expansion is developed in section V. Normalization
factors of the new basis is derived in appendix A. The
details of the construction of the path integral and the
weak coupling expansion are given in appendix B and C
respectively.
II. HAMILTONIAN FORMULATION OF SU(2)
LATTICE GAUGE THEORY
In this section, we review the essential features of
Kogut-Susskind formulation [4] of SU(2) lattice gauge
theory. We consider a square lattice. The basic vari-
ables of Kogut Susskind Hamiltonian formulation [4] are
the SU(2) link operators Ui(~x) and the conjugate left
and right electric fields [see figure 1] Ei(~x) and Ei¯(~x+ i).
Ui(~x) is an operator valued 2 × 2 SU(2) matrix lying
on the link starting at site ~x along the i direction The
electric fields are SU(2) lie algebra elements and can be
expanded as Ei/i¯(~x) = E
a
i/i¯
(~x)σ
a
2 . They satisfy the fol-
lowing commutation relations:
[Eai (~x), Ui(~x)] = −
(
σa
2
Ui(~x)
)
(1)[
Eai¯ (~x+ iˆ), Ui(~x)
]
=
(
Ui(~x)
σa
2
)
σa are the Pauli matrices. The different components of
left and right electric fields satisfy the SU(2) algebra and
the left electric field commutes with the right electric
field. Eai (~x) and E
a
i¯
(~x+ i) generate left and right SU(2)
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2transformations on Ui(~x) and are related as follows:
Eai¯ (~x+ i) = Rab(U)E
a
i (~x) (2)
Above, Rab(U) =
1
2Tr
(
UσaU†σb
)
. Therefore,
Eai (~x)E
a
i (~x) = E
a
i¯ (~x+ iˆ)E
a
i¯ (~x+ iˆ) = E
2(~x) (3)
We call the above relation ‘link constraint’. The lattice
electric fields are dimensionless and are related to their
dimensionful continuum counterparts by powers of the
lattice spacing a. Therefore, in the continuum the usual
mutually commuting electric field components are recov-
ered. Under a local gauge transformation Λ(~x), the link
operator and the electric fields transform as follows:
Ui(~x)
Λ−→ Λ(~x)UiΛ†(~x+ iˆ)
Ei(~x)
Λ−→ Λ(~x)Ei(~x)Λ†(~x) (4)
Ei¯(~x+ iˆ)
Λ−→ Λ(~x+ iˆ)Ei¯(~x+ iˆ)Λ†(~x+ iˆ)
The Hamiltonian is given by:
H =
g˜2
2
∑
~x,i
Eai (~x)E
a
i (~x) +
1
2g2
∑
p
[
2− TrUp
]
(5)
In (5), p denotes plaquettes. We study the general case
where the electric coupling is g˜ and magnetic coupling is
g. Since, Hamiltonian has mass dimension of 1 in the nat-
ural units (~ = c = 1) and Ea and U are dimensionless it
follows [3] from naive continuum limit that g˜2 ∼ 1a and
g2 ∼ a, where a is the lattice constant. Above Hamilto-
nian along with the following Gauss law constraints (6)
(see figure 1) completely defines the theory:
Ga(~x) =
2∑
i=1
[
Eai (~x) + E
a
i¯ (~x)
]
= 0 (6)
Ga(~x) is the generator of gauge transformations at site ~x.
Ui(~x)E
a
i (~x) E
a
i¯
(~x+ iˆ)
~x ~x+ iˆ
(a)
~x
Ea1 (~x)
Ea1¯ (~x)
E
a 2
(~x
)
E
a 2¯
(~x
)
SU(2) Gauss Law at ~x ≡ (x1, x2) :
Ga(~x) =
2∑
i=1
Eai (~x) + E
a
i¯
(~x) = 0
(b)
FIG. 1: (a) A general link operator Ui(~x) and the correspond-
ing left and right electric fields Ei(~x) and Ei¯(~x+i). (b) Gauss
law at site ~x.
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FIG. 2: The 3 possible SU(2) addition schemes which can be
used in the construction of a gauge invariant basis at each
site. New links are introduced along the dotted lines to make
the scheme manifest. Introduction of new links along with
2 new Gauss laws constraints at the sites where dotted and
solid lines meet and a link constraint for the new link electric
fields keeps physics unchanged. We choose scheme (c) in this
paper.
A complete local electric basis can be con-
structed [6] at each site by quantum numbers of
(E1)
2 , (E1¯)
2 , (E2)
2 , (E2¯)
2 , (E1¯ + E1)
2 , (E2¯ +
E2)
2 , (E1¯ + E1 + E2¯ + E2)
2 , (E1¯ + E1 + E2¯ + E2)
(3).
Above, (3) in the superscript denotes the third com-
ponent. The Gauss law constraint (6) requires that
the last two operators of the set of operators above
vanish in the physical Hilbert space. This along with
eqn.(3) implies that a complete gauge invariant basis at
each site is given by |ji, ji¯, ji¯i〉, where ji, ji¯, ji¯i are quan-
tum numbers labelling the eigenstates of (Ei)
2,(Ei¯)
2 and
(E1 + E1¯)
2 = (E2 + E2¯)
2, for the choice given in figure
2(c). This choice is not unique, there are two other such
addition schemes possible leading to three different basis
at each site related by unitary transformations. These
three schemes are graphically represented in figure 2.
III. POINT SPLITTING AND PREPOTENTIAL
REPRESENTATION
Out of the three quantum numbers at each site, two
gives a measure of the electric flux on the links and the
third gives a measure of the coupled electric flux accord-
ing to the SU(2) addition scheme chosen. In this paper,
we use the addition scheme (c) in figure 2. We now in-
troduce new links and corresponding link operators and
electric fields (and corresponding link constraints) along
the dotted lines (see figure 2), This way, the angular mo-
mentum addition scheme used to solve the Gauss law
becomes manifest. Now, each 4-vertex (i.e, sites where
4 links meet) is converted to two 3-vertices. Each of
them are labeled by the same position index as the orig-
inal 4-vertex. Therefore, the link operator on the dotted
line connecting two 3-vertices labelled by ~x is denoted as
U3(~x) and the corresponding left and right electric fields
are denoted as E3(~x) and E3¯(~x). Each 3-vertex is asso-
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FIG. 3: (a). The point split lattice (ps-lattice) obtained after performing the splitting of point at each site. (b) Plaquette
becomes an octagon after point splitting. Action of TrUo increases ni/m on each link on the octagon by ±1.
ciated with the Gauss law:
E1(~x) + E1¯(~x) + E3(~x) = 0
E2(~x) + E2¯(~x) + E3¯(~x) = 0 (7)
Lattice becomes a collection of 3-vertices connected by
links (see figure 3). We call this process ‘point splitting’
and the new lattice after point splitting a ps-lattice.
The ps-lattice describes the same physics as the orig-
inal lattice. This equivalence can be seen as follows.
Without any loss of generality, Gauss law at one of the
two new 3-vertex can be used to gauge fix the new link
operator (along dotted line) to identity. This implies
that (by eqn.(2)) after gauge fixing Ei(~x) = −Ei¯(~x) on
the new link. Therefore, we get the old Gauss law in-
volving 4 electric fields back, hence we are back to the
old lattice. The degrees of freedom per site are easily
counted on a ps-lattice to be three as expected. In this
paper, we choose the splitting scheme (c) in figure. 2 at
each site of the lattice. This leads to a ps-lattice given
in figure 3. The TrUp in the Hamiltonian becomes the
trace of product of 8 link operators around an octagon
(see figure 3(b)):
TrUp → TrUo.
This can be easily shown to be true as TrUo reduces
to TrUp by the gauge fixing discussed above. Only the
electric fields at the solid (old x-links and y-links) links
contribute to the Hamiltonian.
A. Prepotential representation of SU(2) LGT
The gauge invariant basis on the ps-lattice can be
better analyzed in the prepotential [7–9] representation.
Therefore, we briefly review the prepotential representa-
tion of SU(2) LGT. SU(2) lattice gauge theory can be re-
formulated in terms of harmonic oscillator doublets called
Schwinger bosons. Left and right electric fields are writ-
ten in terms of these Schwinger bosons as follows:
Eai (~x) ≡ a†i,α(~x)
(
σa
2
)
αβ
ai,β(~x),
Eai¯ (~x+ iˆ) ≡ a†i¯,α(~x+ iˆ)
(
σa
2
)
αβ
ai¯,β(~x+ iˆ). (8)
Above, a†i,α(~x) and a
†
i¯,α
(~x + iˆ) are the harmonic oscil-
lator doublets at the left and right of the link operator
Ui(~x). Similar prepotential representation can be made
for the left and right electric fields of the dotted link also
by putting i = 3 and replacing x + iˆ with ~x. The link
constraint (3) when written in terms of Schwinger bosons
read:
a†i (~x) · ai(~x) = a†i¯ (~x+ iˆ) · ai¯(~x+ iˆ) ≡ Nˆ (9)
The number of Schwinger bosons at the left end of a link
equals that at the right end. The link operator can be
written in terms of Schwinger bosons as :
(Ui)αβ (~x) = f(Nˆ)
[
a˜†i,α(~x)a
†
i¯,β
(~x+ iˆ) + ai,α(~x)a˜i¯,β(~x+ iˆ)
]
f(Nˆ)
(10)
Above, a˜† = αγa†γ and f(Nˆ) =
1√
Nˆ+1
. Uαβ changes
the number of Schwinger bosons on the link by ±1.
Since, E2 = Nˆ2 (
Nˆ
2 + 1), the electric part of the Hamil-
tonian counts the number of Schwinger bosons while the
magnetic part (TrUo) fluctuates the number. Schwinger
bosons at any 3-vertex transform as
aα
Λ−→ Λαβ aβ
where Λ is a gauge transformation at the 3-vertex. Note
that a˜†α transforms the same way as aα.
4B. Gauge invariant local basis on the ps-lattice
ps-lattice is a collection of 3-vertices connected to-
gether by links. At any 3-vertex, there are 3 prepoten-
tials(see figure 4) denoted as a†i,α, a
†
i¯,α
, a†3,α where i = 1, 2
according to whether the vertex contains x-links or y-
links. On every 3-vertex, (a†i · a˜†i¯ ), (a†i¯ · a˜†3), (a†3 · a˜†i ) are
locally gauge invariant. So, a complete, orthonormal,
gauge invariant local basis at a site is given by:
|li¯i, l¯i3, l3i〉 =
(a†i · a˜†i¯ )lii¯(a†i¯ · a˜†3)li¯3(a†3 · a˜†i )l3i√
(li¯i + li3 + l¯i3 + 1)!(li¯i)!(l3i)!(l¯i3)!
|0〉
(11)
In (11), |0〉 is the strong coupling vacuum : aα|0〉 = 0 and
li¯i, l¯i3, l3i are positive integers. The normalisation factor
in (11) is calculated in appendix A. Above states can also
be labelled by the eigenvalues of the number operators
Nˆi = a
†
i · ai, Nˆ2 = a†i¯ · ai¯, Nˆ3 = a†3 · a3. I.e,
|li¯i, l¯i3, l3i〉 ≡ |ni, ni¯,m ≡ n3〉
where ni = li¯i + l3i, ni¯ = li¯i + l¯i3,m ≡ n3 = li3 + l¯i3.
The inverse relations are li¯i = ni + ni¯ − n3, l¯i3 = ni¯ +
n3 − ni, l3i = n3 + ni − ni¯. Since, E2 = Nˆ2 ( Nˆ2 + 1), num-
ber of prepotentials on a link is a measure of the electric
flux through the link. The state |ni, ni¯,m〉 are precisely
the gauge invariant coupled states obtained by the diag-
onalization procedure described in the introduction.The
ni,m quantum numbers of the links meeting at a 3 ver-
tex satisfies triangle inequalities. For eg, at the 3-vertex
shown in figure (4) :
|ni − ni¯| ≤ m ≤ ni + ni¯ (12)
In other words, m(~x) is limited by the value of ni(~x)
which in turn can take values freely between 0 and ∞.
Alternatively, li¯i, l¯i3, l3i at a site can be varied indepen-
dently. The link constraint (9) can be translated in terms
of the lij quantum numbers. The physical state space can
be described in terms of lij at each site and the link con-
straints (9) on every link. This implies a collection of
overlapping, closed electric flux loops on the ps-lattice.
Equivalently, they can also be labeled by link variables ni
i i¯
3
a†i,α a
†
i¯,α
a†3,α
FIG. 4: A basic 3 vertex on the PS-lattice. Three prepo-
tentials associated with the 3-vertex is also shown. The three
links are labelled by i, i¯, 3
and m on the ps-lattice satisfying local triangle inequali-
ties at each vertex. This equivalence can be realised only
on the ps-lattice where the coordination number of any
vertex is always three.
C. Hamiltonian on a ps-lattice
The Hamiltonian on the ps-lattice in the prepotential
representation is given by
H =
g˜2
2
∑
~x
Nˆi(~x)
2
(Nˆi(~x)
2
+ 1
)
+
1
2g2
∑
oct
[
2− TrUo
]
(13)
Above, ~x denotes 3-vertices, i = 1, 2 according
as the 3-vertex under consideration and TrUo =
Tr(Pˆ (31)aPˆ (1¯3)bPˆ (32)cPˆ (2¯3)dPˆ (31¯)ePˆ (13)f Pˆ (32¯)gPˆ (23)h
where a, b, c, d, e, f, g, h are the eight 3-vertices (see figure
3(b)) in the octagon and
Pˆ (ij) =

1√
Nˆi(Nˆj+1)
(
a†i · a˜†j
)
1√
Nˆi(Nˆj+1)
(
a†i · aj
)
1√
(Nˆi+2)(Nˆj+1)
(
ai · a†j
)
1√
(Nˆi+2)(Nˆj+1)
(a˜i · aj)

(14)
At each 3-vertex along the octagon, there are two links
which lie on the octagon. These links are labelled by i
and j in (14). Pˆ (ij)11/Pˆ (ij)22 increases/decreases both
ni, nj by 1, Pˆ (ij)12 increases ni but decreases nj and
Pˆ (ij)21 increases nj but decreases ni. TrUo has 2
8 terms.
Each term changes ni/m at the eight links of the octagon
by ±1 thereby exhausting the 28 possible ways to do it.
The action of TrUo on the state |ni, ni¯,m〉 is illustrated
in figure 3(b). This kind of construction can be done for
any of the splitting schemes. We note that in [8], where
figure 2(a) type of splitting was envisaged and the corre-
sponding hamiltonian was studied in the strong coupling
expansion, it was found that it agrees with the naive
strong coupling expansion. The matrix element of the
Hamiltonian in the |n1, n2,m〉 basis is easily computed
using (11) and (14) [see eqn.(B1)] and can be used to
perform numerical analysis.
IV. GAUGE INVARIANT PATH INTEGRAL
The gauge invariant reformulation is described locally
and completely in terms of ni,m fields without any re-
dundant fields. However, the dynamics is still unconven-
tionally complicated. To further simplify, we introduce
the phase operators [10] eiφˆi , eiχˆ, conjugate to ni,m. For
this, we first extend the Hilbert space by increasing the
domain of ni,m to (−∞,∞). Phase operators are de-
fined such that they satisfy the following commutation
relations:
[ni, e
iφˆi ] = eiφˆi
[m, eiχˆ] = eiχˆ (15)
5eiφi/e−iφi , eiχ/e−iχ acts as step operators on the number
states increasing/decreasing ni,m by 1. We then define
an eigenbasis of the phase operator eiφˆi , eiχˆ:
eiφˆi |φ1, φ2, χ〉 = eiφi |φ1, φ2, χ〉
eiχˆ|φ1, φ2, χ〉 = eiχ|φ1, φ2, χ〉 (16)
The gauge invariant path integral is then constructed as
the probability amplitude to go from the state |φ1, φ2, χ〉
to |φ¯1, φ¯2, χ¯〉 in time t. The details of the construction
is described in appendix B. The domain of ni,m is then
restricted to positive values of ni,m within the path in-
tegral to get back to the original Hilbert space. The
Euclidean path integral thereby constructed is given by :
Z =
∫
Dφ1Dφ2Dχ
∑
n1,n2,m
e
− ∫ dt
(
g˜2
2
∑
~x
(
ni
2
[
ni
2 +1
])
+ 1
2g2
∑
oct
[
2−Tr{Poct}
]
+
∑
~x
{
in1φ˙1+in2φ˙2+imχ˙+
λ
(
Θ(−ni)+Θ(−m)+Θ
(
(ni−ni¯)2−m2
)
+Θ
(
m2−(ni+ni¯)2
))})
(17)
Above, Poct = P¯ (31)aP (1¯3)bP¯ (32)cP (2¯3)d P¯ (31¯)eP (13)f P¯ (32¯)gP (23)h where P¯ (ij) = 〈nj , nj¯ ,m|Pˆ (ij)|φj , φj¯ , χ〉 and
P (ij) = 〈φj , φj¯ , χ|Pˆ (ij)|nj , nj¯ ,m〉 given by,
P (ij) =

√
(ni+nj+nj¯+4)(ni+nj−nj¯+2)
4(ni+1)(nj+2)
e
i
2
(φi+φj)
√
(ni−nj+nj¯+2)
2(ni+1)(nj)
e
i
2
(φi−φj)√
(nj−ni+nj¯+2)
2(ni+1)(nj+2)
e−
i
2
(φi−φj)
√
(ni+nj+nj¯+2)(ni+nj−nj¯)
4(ni+1)(nj)
e−
i
2
(φi+φj)
 ; nj 6= 0, ni 6= 0
P¯ (ij) =

√
(ni+nj+nj¯+2)(ni+nj−nj¯)
4(ni)(nj+1)
e
i
2
(φi+φj)
√
(ni−nj+nj¯)
2(ni)(nj+1)
e
i
2
(φi−φj)√
(nj−ni+nj¯)
2(ni+2)(nj+1)
e−
i
2
(φi−φj)
√
(ni+nj+nj¯+4)(ni+nj−nj¯+2)
4(ni+2)(nj+1)
e−
i
2
(φi+φj)
 ; ni 6= 0, nj 6= 0 (18)
Equation (14) implies, when nj = 0, the second column of P (ij) is 0 and when ni = 0, second row of P (ij) is 0.
Similarly, when ni = 0 the first row of P¯ (ij) is 0 and when nj = 0 the first column is 0. There is a matrix P (ij) and
P¯ (ij) associated with each 3-vertex along an octagon under consideration on the split lattice. Our convention is, at
a 3 vertex where the links i, j, j¯ meet, i, j are the links in the direction of the octagon and j¯ is the spectator. In (17),
the step function Θ is used to implement the positivity condition of ni,m as well as the triangle inequality of ni,m
at each 3-vertex by taking λ→∞. i = 1, 2 in ni according to the 3-vertex under consideration. ni,m and φi, χ fields
are functions of time t and lattice points.
V. WEAK COUPLING, CONTINUUM LIMIT
The deduction in the previous sections has been ex-
act. Now we turn to making a useful ansatz which al-
lows us to make weak coupling expansion. We remind
ourselves that the magnetic term is strictly positive and
its lowest value occurs when U(~x) reach 1, this in the
gauge invariant configuration space leads to Uo → 1
and P (ij), P¯ (ij) → 1. Furthermore, all the integer
fields ni,m are always positive and hence 〈ni〉 and 〈m〉
are non zero. If we assume 〈ni〉 = N and insist that
P (ij), P¯ (ij) ∼ 1, From eqn.(18), we note that 〈m〉 = 2N
and N is large with φi, χ→ 0, as the only solution. This
mean field ansatz is indeed possible only in the point
splitting figure 2(c). In the other possible schemes, such
a mean field with corresponding P (ij), P¯ (ij) ∼ 1 is not
possible. We rescale φi, χ → gφi, gχ and make the sub-
stitution, ni ≡ N + n˜i,m ≡ 2N + m˜. TrPoct consists of
28 terms corresponding to all possible fluctuations gener-
ated by the plaquette term along the octagon(see figure
3(b)). In each of the terms, the off diagonal terms come
in pairs. This is due to the link constraint (3). The
off-diagonal terms of P (ij) and P¯ (ij) are at least of the
order of 1√
N
. Therefore, the terms can be classified ac-
cording to the number of off diagonal terms occurring.
Such a classification corresponds to an expansion in 1N .
The leading term 1N0 is the term which does not contain
any off diagonal terms and corresponds to the term which
either increases(+) or decreases(-) the field ni,m at every
link along the octagon. Every other term consists of sev-
eral flips + → − or − → + along the octagon and each
flip brings in a 1√
N
. A consistent diagram necessarily has
even number of flips only. The second leading term has
two flips and hence is of the order of 1N . The next term
1
N2 consists of four such flips. After a straight forward
tedious calculation, keeping the terms up to the order 1N
and quadratic in φi, χ, we get
6TrUo ≈ 2−
( 1
4N2
m˜2 + V (φ1, φ2, χ)
)
(19)
V (φ1, φ2, χ) =
g2
2
{[
(∆1
(
φ2 − 1
2
∆2χ
)−∆2(φ1 + 1
2
∆1χ)
)]2
+
4
N
[
16
[
(φ1 +
1
2
∆1χ)
2 + (φ2 − 1
2
∆2χ)
2 + χ2
]
−
[
∆1
(
φ2 − 1
2
∆2χ
)−∆2(φ1 + 1
2
∆1χ
)
+ ∆1∆2χ
]2
− (∆1∆2χ)2
]}
(20)
In the above expression, ∆i is the forward difference op-
erator defined by ∆if(~x) = f(~x+ iˆ)− f(~x). The details
of the above weak coupling expansion is described in ap-
pendix C. The path integral becomes:
Z =
pi
g∫
−pig
Dφ1Dφ2Dχ
∞∑
n˜1=−N
n˜2=−N
M2∑
m˜=−M1
e
− ∫ dt ∑
sites
[
g˜2
8
(
n˜21+n˜
2
2+2N
2
)
+ 1
8g2N2
m˜2+in˜igφ˙i+im˜gχ˙+
1
2g2
V (φ1,φ2,χ)]
]
(21)
Above, M1 = min(n˜1 + n˜1¯, n˜2 + n˜2¯),M2 = max(2N −
|n˜1 − n˜1¯|, 2N − |n˜2 − n˜2¯|). This is due to the fact that
m˜ is limited by the triangle inequality (12). In the weak
coupling limit, M1 ≈ 0,M2 ≈ 2N . Therefore, triangle
inequality becomes irrelevant upto the leading term in
the weak coupling limit and theta function terms used to
implement the triangle inequality and the positivity con-
dition can be removed. Using Euler-Maclaurin formula
to convert the summation over n˜ and m˜ to integration
and performing the integral, we get upto an irrelevant
constant C:
Z = C
∫
Dφ1Dφ2Dχe
−W [N,φi,φ˙i,χ,χ˙] (22)
W [N,φi, φ˙i, χ, χ˙] =
∫
dt
∑
sites
[
2g2
φ˙1
2
+ φ˙2
2
g˜2
+ g2
χ˙2
1/(2g2N2)
+
1
2g2
V (φ1, φ2, χ)
]
(23)
We now make the following transformation,
φi =
1√−∆2 (∆iη + ijδjψ) +
1
2
ji∆jχ (24)
In (24), ∆2 is the lattice laplacian and δj is the back-
ward difference operator defined as ∆2 =
∑
i(∆i − δi) ;
δjf(~x) = f(~x) − f(~x − jˆ). Ignoring constant terms, the
path integral becomes:
Z =
∫
DψDηDχ e
− ∫ dt ∑
sites
[
2g2
g˜2
(
η˙2+ψ˙2
)
+2g4N2χ˙2+ 2g
2
g˜2
(
1
4
(
(∆1χ˙)
2+(∆2χ˙)
2
)
+χ˙ 1√
−∆2
[
(δ1∆1−δ2∆2)η˙+2δ1δ2ψ˙
])
+ 1
2g2
V (ψ,η,χ)
]
(25)
V (ψ, η, χ) = 2g2
{
1
4
(∆ψ)2 +
1
N
[
16(η2 + ψ2 + χ2)− (∆ψ)2 − 2(∆1∆2χ)2 + ∆2χ ∆1∆2√−∆2 χ
]}
(26)
Above, (∆ψ)2 ≡ (∆1ψ)2 +(∆2ψ)2. In order to cast the ψ
terms in the canonical form, we rescale ψ → √2ψ. Now,
velocity of light being 1 requires
g2
g˜2
=
1
8
a2 (27)
7The continuum limit is now taken by making
64
N
= M2a2 (28)
where M is the mass in the continuum and a is the lattice
constant. Since, g2 = a, g˜2 = 8a ; N =
64
M2g4 =
g˜4
M2 .
Consequently, the euclidean inverse propagators in the
energy-momentum space to the leading order are
ψ : p20 +M
2 + ~p2 +O(a2)
η : p20 +M
2 +O(a4)
χ : #a2~p2p20 +M
2 +O(a4) (29)
Above, # denotes a real positive constant. Therefore, ψ
is a relativistic particle with mass M and χ do not prop-
agate. η may propagate due to higher order corrections.
VI. SUMMARY AND DISCUSSION
A complete gauge invariant Hilbert space could be con-
structed in the electric space [6] by solving the local
Gauss law at each site on the lattice. This leads to com-
plicated dynamics as the matrix element of Hamiltonian
in this basis is given by higher Wigner coefficients [6, 7].
In order to construct a gauge invariant basis where the
dynamics is more transparent, it is convenient to break
down the link operators into simpler objects which trans-
form under the fundamental representation of the gauge
group namely, the Schwinger Bosons. This leads to the
prepotential representation. However, the local gauge
invariant objects constructed at each site by contracting
various Schwinger bosons are not all independent. This
is the analogue in electric space of the Mandelstam con-
straints [2] in the Wilson loop space. In order to con-
struct an independent basis, we point split each site of
the lattice.
Advantages of point splitting are many fold. Point
splitting allow us to construct a local set of indepen-
dent operators. This in turn allow us to construct a
complete, local, orthonormal, gauge invariant basis (11)
of SU(2) LGT. As a consequence, the Mandelstam con-
straints mentioned above is completely bypassed. Sec-
ondly, on a split lattice, the matrix elements of TrUp
(see (B1)) becomes much simpler to analyze, especially
in the weak coupling limit. At each split site (3-vertex),
the matrix element becomes a simple algebraic expres-
sion (see (B1)) involving ni,m fields, as opposed to the
6j coefficients on the unsplit lattice. Therefore, we are in
effect writing down 6j symbols as the product of 2 sim-
pler gauge invariant expressions which can be thought of
as the gauge invariant projection of standard 3j symbols.
Further, the dynamics is local and the exact matrix el-
ements in the ps-basis (11) is easily written down (see
(B1)). These matrix elements could be much more con-
venient in a numerical analysis as opposed to the higher
Wigner coefficients [6, 7] which occur on the unsplit lat-
tice. More importantly, point splitting enables us to ana-
lyze a theory of interacting closed loops in terms of local
quantum numbers satisfying triangle inequalities.
There doesn’t seem to be any serious hindrance in the
construction of a point splitting scheme in higher dimen-
sions and SU(N)[7] group. Construction of a complete
local gauge invariant basis of the Hilbert space similar
to what is described in this paper can be envisaged for
these cases as well.
On inclusion of fermions, the local Gauss law is mod-
ified at each site. Therefore, a modified point splitting
scheme involving fermions has to be constructed which
leads to a new complete, gauge invariant, local ps-basis.
Such a construction leads to new singlet operators involv-
ing fermions along with the usual singlets involving only
Schwinger bosons.
In the weak coupling g → 0 limit, U → 1. In sec-
tion V, we found that writing the fields ni,m around a
large mean value N, 2N and small φ, χ, makes U → 1.
This ansatz is also consistent with the triangle inequality
at each 3-vertex on the ps-lattice. In the weak coupling
limit, such a vacuum is dominated by small electric flux
loops in space carrying large fluxes. In other schemes,
there is no mean field ansatz consistent with triangle in-
equalities at each 3-vertex which takes U → 1. There-
fore, even though other splitting schemes leads to dif-
ferent basis of the same Hilbert space and are therefore
completely equivalent in an exact analysis, g → 0 can
not be achieved by a simple mean field ansatz. However,
in other splitting schemes, mean field ansatz can be con-
structed where U → c1, where c < 1 . Such an ansatz is
suitable to study g small but not 0 . It will be interesting
to see whether such schemes lead to a Lorentz covariant
fixed point at a finite but small value of g.
The dispersion relations (29) were deduced analytically
on the lattice upto lowest order in the weak coupling
expansion. It is not evident that everything is Lorentz
covariant. ψ mode turns out to be a relativistic scalar
particle satisfying relativistic dispersion relation and χ
is a massive mode (on the lattice) which does not sur-
vive the continuum limit. η could become a propagat-
ing mode due to higher order terms. The lowest excited
state ψ being non-degenerate is consistent with the re-
sults from the existing literature [3, 11]. In order for
the mass gap to be compared, it has to be written in
terms of string tension, i.e, we need to introduce heavy
SU(2) charged fermions. As described earlier inclusion
of fermions changes the Gauss law at sites and hence the
point splitting scheme and the construction of the gauge
invariant Hilbert space. Interaction terms in the higher
orders in the weak coupling expansion have to be inves-
tigated.
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8Appendix A: Normalization of local basis states at a
3-vertex
A general gauge invariant state at a 3 vertex shown in
figure (4) is :
|li¯i, l¯i3, l3i〉 = (a†i · a˜†i¯ )lii¯ (a
†
i¯
· a˜†3)l¯i3 (a†3 · a˜†i )l3i |0〉 (A1)
The inner product between two such states is given by:
〈li¯i, li3, l¯i3|l′i¯i, l′i3, l′¯i3〉 = 〈0|(ai¯ · a˜3)li¯3 (ai · a˜3)li3
(ai · a˜i¯)lii¯(a†i · a˜†i¯ )l
′
ii¯(a†i · a˜†3)l
′
i3 (a†
i¯
· a˜†3)l
′¯
i3 |0〉 (A2)
Using the relation[
an · a˜m , a†n · a˜†m
]
= Nˆn¯ + Nˆm + 2 (A3)
repeatedly to shift (ai · a˜i¯), (ai · a˜3) and (ai¯ · a˜3) to the
right, we get
〈li¯i, li3, l¯i3|l′i¯i, l′i3, l′¯i3〉 = δlii¯ l′ii¯δli3 l′i3δli¯3 l′¯i3
(li¯i + li3 + l¯i3 + 1)!(li¯i)!(li3)!(l¯i3)!
(A4)
Therefore, the normalized states are :
|li¯i, li3, l¯i3〉 =
(a†i · a˜†i¯ )lii¯ (a
†
i · a˜†3)li3 (a†i¯ · a˜
†
3)
l¯i3√
(li¯i + li3 + l¯i3 + 1)!(li¯i)!(li3)!(l¯i3)!
|0〉 (A5)
A couple of comments are in order here. In general, we
can associate a sign [8] for the states. However, in our
calculation as long as the same sign convention is applied
to both the bras and kets, all our expectation values are
independent of the sign. States defined by (A5), are a
special case of what occurs in the context of addition of
angular momentum. In the latter, normalization depends
on the azimuthal quantum numbers as well. Because of
local gauge invariance, in our context (A5), they depend
only on the casimirs.
Appendix B: Path integral formulation
The commutation relations (15) implies that eiφi , eiχ
increases the ni,m quantum numbers respectively by one.
Hence, when Pˆ (ij) acts on the number state, (a†i ·a˜†j), (a†i ·
aj), (ai · a†j), (a˜i · a†j) can be replaced by n dependent
factors times e
i
2 (φi+φj), e
i
2 (φi−φj), e
−i
2 (φi−φj), e
−i
2 (φi+φj).
The factor of 12 comes from the fact that each n is shared
by two 3-vertices. Therefore, for nj 6= 0, ni 6= 0,
Pˆ (ij)|nj , nj¯ ,m〉 =
e
i
2 (χˆ+φˆj)
√
(Nˆj¯+Nˆj+Nˆi+4)(Nˆj−Nˆj¯+Nˆi+2)
4(Nˆi+1)(Nˆj+2)
e
i
2 (χˆ−φˆj)
√
(Nˆj¯−Nˆj+Nˆi+2)
2(Nˆi+1)(Nˆj)
e−
i
2 (χˆ−φˆj)
√
(Nˆj¯+Nˆj−Nˆi+2)
2(Nˆi+1)(Nˆj+2)
e−
i
2 (χˆ+φˆj)
√
(Nˆj¯+Nˆj+Nˆi+2)(Nˆj−Nˆj¯+Nˆi)
4(Nˆi+1)(Nˆj)
 |nj , nj¯ ,m〉 (B1)
From (14), for nj = 0, the second column of Pˆ (ij) becomes 0 and for ni = 0, the second row becomes zero.
Path integral is given by:
Z = 〈φ¯1, φ¯2, χ¯ | e−Ht |φ1, φ2, χ 〉 =
n−1∏
i=1
∫
dφ1idφ2idχi
〈
φ1i+1, φ2i+1, χi+1
∣∣∣∣e−Hδt∣∣∣∣φ1i, φ2i, χi〉
e
−λ
(
Θ(−ni)+Θ(−m)+Θ
(
−
(
m2−(ni−ni¯)2
)
+Θ
(
(ni+ni¯)
2−m2
))
(B2)
Above, t = (n + 1)δt and λ is a real parameter. The step function Θ is used to restrict ni,m to positive values
satisfying triangle inequality by taking the limit λ→∞. Now,〈
φ1i+1, φ2i+1, φ3i+1
∣∣e−Hδt∣∣φ1i, φ2i, φ3i〉 = ∑
n1,n2,n3
〈
φ1i+1, φ2i+1, φ3i+1
∣∣e−Hδt∣∣n1, n2, n3〉〈n1, n2, n3∣∣φ1i, φ2i, φ3i〉
=
∑
n1,n2,n3
e
−δt
[∑
s
[
i(n1φ˙1i+n2φ˙2i+mχ˙i)+
g˜2
2
(
n21(s)+n
2
2(s)
)]
+ 1
2g2
∑
oct
[
2−TrPoct
]]
(B3)
Above, φ˙1i =
(
φ1i+1−φ1i
)
δt , φ˙2i =
(
φ2i+1−φ2i
)
δt , φ˙3i =
(
φ3i+1−φ3i
)
δt , Poct = P¯ (31)aP (1¯3)bP¯ (32)cP (2¯3)d
P¯ (31¯)eP (13)f P¯ (32¯)gP (23)h where, P¯ (ij) = 〈nj , nj¯ ,m|Pˆ (ij)|φj , φj¯ , χ〉 and P (ij) = 〈φj , φj¯ , χ|Pˆ (ij)|nj , nj¯ ,m〉 given
by (18). Plugging (B3) back into (B2) and taking the limit δt → 0 gives the path integral (17).We have used the λ
term in (B2) to avoid some technical difficulties alluded to in ref [10]. In our context, in the path integral all the ni,m
fields are restricted to be positive and satisfy local triangle inequality as expected.
9Appendix C: Weak coupling expansion of TrUo
As described in section V, in the continuum limit φi, χ
becomes small and N becomes large. This motivates us
to rescale φi, χ → gφi, gχ and make the substitution,
ni = N + n˜i,m = 2N + m˜. This allows us to expand
TrUo as powers of the small parameter
1
N . We write the
n dependent terms f(n) in P (ij) and P¯ ij as eln(f(n)) and
expand the ln in powers of 1N . This gives for eg:
P11(31) = e
n˜1¯+n˜1+n˜3+4
8N
− 1
4
(
n˜1¯+n˜1+n˜3+4
4N
)2
+
n˜1−n˜1¯+n˜3+2
(4N)
− 1
4
(
n˜1−n˜1¯+n˜3+2
2N
)2
− n˜3+1
4N
+ 1
4
(
n˜3+1
2N
)2
− n˜1+2
2N
+ 1
4
(
n˜1+2
N
)2
+ i
2
(φ3+φ1)
P12(31) =
1√
N
e
n˜1¯−n˜1+n˜3+2
4N
− 1
4
(
n˜1¯−n˜1+n˜3+2
2N
)2
− n˜3+1
4N
+ 1
4
(
n˜3+1
2N
)2
− n˜1
2N
+ 1
4
(
n˜1
N
)2
+ i
2
(φ3−φ1)
P21(31) =
1√
N
e
n˜1¯+n˜1−n˜3+2
8N
− 1
2
− 1
4
(
n˜1¯+n˜1−n˜3+2
4N
−1
)2
− n˜3+1
4N
+ 1
4
(
n˜3+1
2N
)2
− n˜1+2
2N
+ 1
4
(
n˜1+2
N
)2
− i
2
(φ3−φ1)
P22(31) = e
n˜1¯+n˜1+n˜3+2
8N
− 1
4
(
n˜1¯+n˜1+n˜3+2
4N
)2
+
n˜1−n˜1¯+n˜3
(4N)
− 1
4
(
n˜1−n˜1¯+n˜3
2N
)2
− n˜3+1
4N
+ 1
4
(
n˜3+1
2N
)2
− n˜1
2N
+ 1
4
(
n˜1
N
)2
− i
2
(φ3+φ1)
(C1)
and similar expressions for P (ij) and P¯ (ij). We now
make the following field redefinition:
n1(~x)/φ1(~x)→ (−1)x1+x2n1(~x)/φ1(~x)
n2(~x)/φ2(~x)→ (−1)x1+x2+1n2(~x)/φ2(~x)
m(~x)/χ(~x)→ (−1)x1+x2+1m(~x)/χ(~x) (C2)
Above redefinition implies P (ij) ≈ P¯ (ij). Expanding the
exponential in TrUo and keeping terms upto O(1/N
2)
and O(g2), we arrive at eqn.(19).
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