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Abstract
In this paper we consider colorings of graphs avoiding certain patterns on paths. Let X be a set of variables and let p =
x1x2 . . . xr , xi ∈ X, be a pattern, that is, any sequence of variables. A ﬁnite sequence s is said to match a pattern p if s may be
divided into non-empty blocks s =B1B2 . . . Br , such that xi = xj implies Bi =Bj , for all i, j = 1, 2, . . . , r . A coloring of vertices
(or edges) of a graphG is said to be p-free if no path inGmatches a pattern p. The pattern chromatic number p(G) is the minimum
number of colors used in a p-free coloring of G.
Extending the result of Alon et al. [Non-repetitive colorings of graphs, Random Struct. Alg. 21 (2002) 336–346] we prove that
if each variable occurs in a pattern p at least m2 times then p(G)cm/(m−1), where c is an absolute constant. The proof is
probabilistic and uses the Lovász Local Lemma. We also provide some explicit p-free colorings giving stronger estimates for some
simple classes of graphs. In particular, for some patterns p we show that p(T ) is absolutely bounded by a constant depending only
on p, for all trees T .
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
In this paperweconsider amore general formof graph colorings introduced in [2] as an analogofThue’s nonrepetitive
sequences. Recall that a ﬁnite sequence u = u1u2 . . . un of symbols from a set C is nonrepetitive if it does not contain
a sequence of the form yy = y1 . . . ymy1 . . . ym, yi ∈ C, as a subsequence of consecutive terms. For instance the
sequence u = 1232132312321 over the set C = {1, 2, 3} is nonrepetitive, while v = 12313231321 is not. A well-
known theorem of Thue [23] asserts that there exist arbitrarily long nonrepetitive sequences built of only three different
symbols.
Nonrepetitive sequences have striking applications in many ﬁelds of mathematics. In fact, they were rediscovered
independently by many authors, each time showing up new properties and unexpected relationships with seemingly
distant problems (see [1,10,18,19,21]). A lot of various generalizations of Thue’s sequences have been considered so
far respecting the wealth of their unusual properties. The whole branch of Pattern Avoidance emerged, with many
beautiful results, methods and applications intersecting such diverse areas as Combinatorics, Group Theory, Universal
Algebra, Number Theory, Dynamical Systems, Formal Language Theory, etc. (see [4–16,18–24]).
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The following graph theoretic version of nonrepetitiveness has been introduced recently in [2].A coloring of vertices
of a graph G is nonrepetitive if the sequence of colors on any simple path in G is nonrepetitive. The minimal number
of colors needed is the Thue number of G, denoted by (G). For instance, Thue’s theorem asserts that (Pn) = 3, for
all n4, where Pn is the simple path with n vertices. It has been proved in [2] that there exists an absolute constant
c1 such that (G)c12, for all graphs G with maximum degree at most . Moreover, this bound is nearly tight,
since for any > 1 there are graphs G with maximum degree  satisfying (G)c22(log )−1, for some absolute
constant c2 > 0. The proofs relay on the probabilistic method and at the moment no constructive argument is known for
any 3.
The purpose of this paper is to consider more general pattern avoiding colorings of graphs deﬁned as follows. Let
X be an inﬁnite set of symbols, called variables, and let p = x1x2 . . . xr , xi ∈ X, be a pattern, i.e., any ﬁnite sequence
over X. A ﬁnite sequence s is said to match a pattern p if s may be divided into non-empty blocks s = B1 . . . Br such
that xi = xj implies Bi =Bj , for all i, j = 1, 2, . . . , r . In other words, there is a substitution of non-empty blocks into
variables of p giving the sequence s. For instance, the sequence s = 1231232121 matches a pattern p = xxyy, as it
may be obtained from p by substituting x = 123 and y = 21. We will write s =M(p) to denote that s matches p under
some assignment M of blocks to variables of p.
A coloring of vertices (or edges) of a graph G is said to encounter a pattern p if there exists a simple path P in G
such that the sequence of colors on P matches p. Otherwise, we say that a coloring avoids p, or is p-free. The pattern
chromatic number p(G) is the minimal number of colors in a p-free coloring of G.
A general problem is to recognize those patterns p for which p(G) is bounded by a constant in the class of graphs
G with bounded maximum degree. In that case the function
p(n) = max{p(G) : (G)n}
is well deﬁned for all n1, and we will say that p is avoidable on graphs. This concept extends a well known notion
of avoidable patterns introduced independently by Zimin [24] and Bean et al. [5]. Recall that a pattern p is avoidable
if there are arbitrarily long sequences avoiding p over some ﬁnite set of symbols. In our notation this is expressed by
p(Pn)cp for every n1, where cp is a constant depending only on p.
Although avoidable patterns were completely characterized already in [5] and [24], a lot of important questions are
still unanswered. For instance, it is not known if p(Pn)5 holds for all n1 and all avoidable patterns p.An excellent
exposition of this fascinating branch of Combinatorics on Words may be found in [15].
The paper is organized as follows. In Section 2 we prove that there is an absolute constant c such that
p(n)cnm/(m−1)
for any pattern p containing each of its variables at least twice, where m = m(p) is the minimum multiplicity
of a variable occurring in p. The proof is a simple modiﬁcation of a probabilistic argument from [2], which is
based on the local lemma. The question whether any avoidable pattern is avoidable on graphs remains open. In
Section 3 we consider p-free edge colorings of graphs. The same probabilistic estimate holds for the related pat-
tern chromatic index ′p(G) of a graph G. However, explicit colorings are found giving slightly better bounds for
a few special classes of graphs and patterns. The ﬁnal section contains some of a variety of problems for future
investigations.
2. The probabilistic bound on p(G)
In this section we give a probabilistic upper bound for p(G) for some classes of patterns p. The result is based on
the following equivalent formulation of the Lovász Local Lemma (see [3,17]), which was previously applied in [2] for
the pattern p = xx.
Lemma 1. (The Local Lemma; multiple version) Let A1, A2, . . . , An be events in an arbitrary probability space and
let G= (V ,E) be a related dependency graph, where V ={A1, A2, . . . , An} and Ai is mutually independent of all the
events {Aj : AiAj /∈E}, for each 1 in. Let V = V1 ∪ V2 ∪ · · · ∪ VN be a partition such that all the events Ai ∈ Vr
have the same probability pr , r =1, 2, . . . , N . Suppose that there are real numbers 0a1, a2, . . . , aN < 1 and rs0,
J. Grytczuk / Discrete Mathematics 307 (2007) 1341–1346 1343
r, s = 1, 2, . . . , N such that the following conditions hold:
• prar∏Ns=1(1 − as)rs for all r = 1, 2, . . . , N ,• for each Ai ∈ Vr the size of the set {Aj ∈ Vs : AiAj ∈ E} is at most rs , for all r, s = 1, 2, . . . , N .
Then Pr
(⋂n
i=1A¯i
)
> 0.
The number of occurrences of a variable in a pattern p is called its multiplicity. Let m(p) denote the minimum
multiplicity among all variables occurring in p. For instance, m(xyzxzyx) = 2 and m(xyxzxyx) = 1. We will show
below that any pattern with m(p)2 is avoidable on graphs.
Theorem 1. There is an absolute constant c such that if p is a pattern with minimum multiplicity m = m(p)2 then
p(G)cm/(m−1)
for all graphs G with maximum degree at most .
Proof. LetG be a simple graphwithmaximumdegree and letp be a pattern ofminimummultiplicitym2. Consider
a random coloring of vertices of G with K colors, where K will be speciﬁed later. For a path R in G of length r (the
number of vertices in R) denote by A(R) the event that the sequence of colors of R matches p. Set Vr = A(R) : R is
a path of length r and note that prK−r(1−1/m). Let as = 2−s−s and note that (1 − as)e−2as , as as2−1, for all
s1. Since each path of length r shares a vertex with at most rss paths of length s, we may take rs = rss . Now,
the Local Lemma applies provided
K−r(1−1/m)ar
∏
s
(1 − as)rss .
Thus, it is enough to show that
K−r(1−1/m)2−r−r
∏
s
e−2asrs
s
.
Substituting as = 2−s−s and reducing gives
K(m−1)/m2 exp
(
2
∑
s
2−ss
)
.
Since
∑∞
s=12−ss = 2 the Local Lemma guarantees the existence of a p-free K-coloring if K(2e4)m/(m−1). This
completes the proof. 
A simple consequence of the above theorem extends the class of patterns avoidable on graphs.
Corollary 1. Let p be a pattern of length l with d distinct variables. If l2d then p is avoidable on graphs.
Proof. We use induction with respect to d to prove that if p is not avoidable on graphs then l(p)< 2d . For d = 1
the assertion follows at once from Theorem 1. Assume that it holds up to some d > 1 and consider a pattern p with
d + 1 distinct variables. If p is not avoidable on graphs then, according to Theorem 1, there is a variable x occurring
only once in p. Then p can be written as p = p1xp2, where p1 and p2 are patterns with at most d variables, none of
which may be avoidable on graphs. Hence, by the induction hypothesis l(pi)2d − 1, i = 1, 2, which gives l(p)
2d+1 − 1. 
Unfortunately, not all avoidable patterns are covered by the above results. For instance, the pattern
p = xyt1yzt2zxt3yxt4xz with seven distinct variables is known to be avoidable on four symbols (see [4,15]), while
m(p) = 1 and l(p) = 14. We do not know at the moment if p is avoidable on graphs with = 3.
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3. Explicit colorings
Let us start with a simple construction of edge colorings of Kn avoiding patterns p, in which every variable occurs
an even number of times. A deﬁnition of p-free edge coloring of a graph G is the same as for the vertex case, and the
related p-chromatic index is denoted by ′p(G). Note however that full cycles in G are allowed to match a pattern p.
Our constructions here are similar to those found in [2] for the pattern p = xx.
Theorem 2. Let p be a pattern such that each variable occurring in p occurs an even number of times. Then
′p(K2k )2k − 1 for all k1. In consequence, ′p(Kn)2n − 3 for every n2.
Proof. Our argument is based on addition mod 2. Let a positive integer k be chosen so that 2k−1 <n2k . Label the
vertices ofKn by different elements of the additive group Zk2, the direct product of k copies of Z2. Next, color the edges
by non-zero elements of Zk2, such that an edge with vertices labeled by x and y gets the color x + y. It is seen easily
that, by the mod 2 property, for every path P in Kn there is a color class intersecting P in an odd number of edges;
otherwise P would be a cycle. Hence, P cannot match p, which completes the proof. 
Corollary 2. Let p be a pattern of length l(p)2d , where d is a number of distinct variables appearing in p. Then
′p(Kn)2n − 3 for every n2.
Proof. We will show that a pattern p = x1x2 . . . xl , l2d , must contain a subpattern satisfying the assumption of
Theorem 2. Let y1, y2, . . . , yd denote all distinct variables of p. For 1 i l and 1jd deﬁne v(i)j as a residue
mod 2 of the number of occurrences of yj among the ﬁrst i terms of p. Consider a related sequence of binary vectors
v(i) =
(
v
(i)
1 , . . . , v
(i)
d
)
, i = 1, . . . , l. Since l2d , either v(i) = (0, . . . , 0) is a zero vector, for some i, or there are i1
and i2 for which v(i1) = v(i2). In the ﬁrst case a subpattern p1 = x1 . . . xi does the job. In the second case, one may take
p2 = xi1+1 . . . xi2 . 
In the next two examples we use pattern avoiding sequences with additional constraints for colorings of trees. Let
S be a ﬁnite set of avoidable patterns. It is not hard to see that there exists a ﬁnite set C such that all patterns of S are
simultaneously avoidable over C, i.e., there is an inﬁnite sequence w(S) over C avoiding each pattern of S (see [15]).
Denote by (S) the smallest size of such a set C. Consider the class of patterns D satisfying the following condition:
for every p ∈ D, in any decomposition p = p1p2 at least one of subpatterns pi is avoidable. For instance, the set of
patterns from Corollary 1 satisﬁes this condition.
A reﬂection of a sequence u=u1u2 . . . un is a sequence u˜=unun−1 . . . u1 that is, uwritten backward. In the following
theorem we will make use of a sequence avoiding simultaneously not only all avoidable subpatterns of p, but also their
reﬂections.
Theorem 3. Let p ∈ D be a ﬁxed pattern with m(p)2 and let S be the set containing all avoidable subpatterns of
p together with their reﬂections. Let T be any tree with (T )2. Then ′p(T )2(S)((T ) − 1).
Proof. Let T be a tree of maximum degree 2 and let p = x1x2 . . . xn. Choose a vertex of degree strictly less
than  as a root of T and arrange the rest of vertices by their distance from the root. Then the edges of T can be
partitioned into levels, L1, L2, . . . consisting of disjoint stars. Let w(S)=w1w2 . . . be an inﬁnite sequence over the set
C = {1, 2, . . . , (S)} avoiding all patterns of S. That is, if p = rqs, where q is avoidable and r , s are possibly empty,
then w(S) avoids q and q˜. Deﬁne another sequence u(S) = u1u2 . . . over the set of pairs {(t, j) : t ∈ C, j = 0, 1} by
ut = (wt , j), where t ≡ j mod 2) for all t1. Clearly, u(S) consists of at most 2(S) symbols, still avoids all patterns
of S, but satisﬁes additionally ut = ut+1 for all t1. Next, take 2(S) disjoint sets of colors Ci = {i′, i′′, . . . , i(−1)},
i = 1, 2, . . . , 2(S) and color each star on level Lt by distinct colors from the set Cut . We claim that this coloring is
p-free. In fact, suppose that M(p)=M(x1) . . .M(xn) is a sequence of colors on some path P ⊆ T matching a pattern
p under some substitution M . Clearly P cannot be monotone, hence it must have two edges e, f of the same star with
colors from the same set Ci . This situation happens only once in P . Moreover, since m(p)2, the common vertex of
edges e and f must separate two adjacent blocks ofM(p); otherwise, the colors of e and f would appear consecutively
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on a monotone part of P , which contradicts the mod 2 property of u(S). Hence, p can be written as p = p1p2 and
both blocks M(p˜1) and M(p2) appear on monotone paths of T . This contradicts the assumption that p ∈ D and the
deﬁnitions of S and u(S). 
The following theorem concerns vertex colorings of trees and shows that p(T ) is bounded by a constant depending
only on p (but not on ), if p ∈ D and m(p)2. The proof goes along similar lines.
Theorem 4. Let p ∈ D be a ﬁxed pattern with m(p)2. Let S be the set containing all avoidable subpatterns of p
and all their reﬂections. Then p(T )3(S), for any tree T .
Proof. Letw(S) be as above and let u(S)=u1u2 . . . be deﬁned by ut = (wt , j), where j ∈ {0, 1, 2} and t ≡ j (mod 3),
for all t1. Arrange a tree T into levels and color all vertices of level Lt with the same color ut . Suppose that some
path P in T matches a pattern p under a substitution M . Since P cannot be monotone it must contain a subpath v1v2v3
where v2 is the highest vertex of P . Let ci = (ai, ji) be the color of vi , i = 1, 2, 3. Since j1 = j3, a triple c1c2c3 cannot
appear on monotone part of P , by the mod 3 property of u. It follows that v2 separates blocks of M(p), which leads to
a contradiction as in the preceding proof. 
4. Final discussion
Wewould like to concludewith a fewof a range of problems that arise naturally on the intersection of two topicsmixed
in this paper—Pattern Avoidance and Graph Coloring. Certainly, the main problem that is left open is to characterize
those patterns p that are avoidable on graphs. As we mentioned in the Introduction, a complete characterization is
known for patterns avoidable in the usual sense. It might be the case that the following conjecture is true.
Conjecture 1. Any avoidable pattern is avoidable on graphs.
By Theorem 1 and Corollary 1, the only patterns left to be considered are those with m(p)= 1 and l(p)< 2d , where
d is the number of distinct variables of p. Note also that validity of this statement for vertex colorings implies the edge
case, but not conversely.
Recall from the Introduction that p(n) denotes max{p(G) : (G)n}. If p is avoidable on graphs then p(n) is
ﬁnite for all n1 and there is a question of its asymptotics.
Conjecture 2. For any pattern p avoidable on graphs there is a constant k such that p(n) = O(nk).
Again, by Theorem 1, only the case of m(p) = 1 is not clear.
The case of edge colorings is somewhat different and here onemay expect lower order ofmagnitude for the analogous
function ′p(n). A conjecture generalizing the one proposed in [2] looks as follows.
Conjecture 3. For any pattern p avoidable on graphs ′p(n) = O(n).
Our next problem is inspired by one of themajor problems in PatternAvoidance—the questionwhether some absolute
constant number of symbols sufﬁce to avoid any avoidable pattern (see [4,7,15]). We will take a risk and propose the
following more general conjecture.
Conjecture 4. For every n1 there is a constant c depending only on n such that p(n)c for all patterns p avoidable
on graphs.
In the end we restrict ourselves to one concrete situation. Theorem 4 shows that for certain patterns the number
p(T ) is absolutely bounded from above for all trees T , no matter how large is (T ). In particular, for p=xx one may
show that (T )4. So, one naturally wonders whether similar phenomenon could hold for other classes of graphs, at
least for some speciﬁc patterns.
Conjecture 5. There is a natural number N such that (G)N , for any planar graph G.
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