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ABSTRACT
The recent advent of massively parallel sequencing technologies has
drastically reduced the cost of sequencing, sparking a revolution in whole
genome de novo sequencing. However, these new technologies sample much
shorter segments of DNA, called short reads, than conventional but more
costly long read sequencing technologies, and suffer from higher and more
varied error rates.
Modern genome assembly tools compensate for these shortcomings by
using de Bruijn graph based assembly techniques; however, for large genomes,
the physical memory required to efficiently build and manipulate the
de Bruijn graph generally far exceeds that which is available on modern
commodity workstations.
This dissertation develops novel out-of-core algorithms that permit
conservative assembly of the de Bruijn graph using one to three orders of
magnitude less memory than is required by the na¨ıve approach. These
algorithms are implemented in an open source genome assembly tool that
replaces the front-end assembly process, which can connect to existing back-
end tools in a manner that attempts to decouple the phases that have
performance concerns but simple heuristics, from those that have complex
heurstics but relatively straightforward implementations, in a way that allows
each to be developed by domain experts.
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CHAPTER 1
GENOME SEQUENCING AND ASSEMBLY
1.1 Introduction
The last decade has witnessed a revolution in DNA sequencing methods
and technologies that have brought whole genome sequencing into the
mainstream. This revolution has greatly advanced our understanding in the
biological sciences and the state of the art in medicine. Early in the year
2000, the first draft sequence of the human genome was assembled and openly
released for the world to study. At that time, the Human Genome Project
had expended over US $3 billion over its ten year term both in improving
the methods and technologies for sequencing and in direct costs to sequence
and assemble the human genome. Since then, a multitude of organisms have
been sequenced, assembled, and “finished” using similar long-read Sanger
sequencing technology, including the model organisms Arabidopsis thaliana
(flower) [1] in 2000, Mus musculus (mouse) [2] in 2002, Oryza satia (rice) [3]
in 2004, and Zea mays L. (maize) [4] in 2008. As of 2009, the cost to
fully sequence a human-scale genome using this long-read Sanger sequencing
technology has dropped to about US $10 million.
In the last five years, major advances in commercial sequencing machines
from 454 Life Sciences, Illumina, Applied Biosystems and Helicos have
improved the cost and throughput of sequencing by several orders of
magnitude by employing varied massively parallel sequencing techniques.
Today, the cost to fully sequence a human-scale genome using massively
parallel sequencing technologies is less than $30,000 [5] and continues to
rapidly decrease.
A common, but detrimental, characteristic of these machines is that the
length of the DNA segment sampled by the machine, called a read, is well
over an order of magnitude shorter than those from conventional Sanger
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sequencing. These short read technologies were originally developed for re-
sequencing experiments where the reads would be aligned to a reference
genome, to determine the variation of an individual (or strain, etc.) from
the reference, as well as for assessing sample biodiversity, investigating gene
expression and transcription, and other such experiments where identifying
presence or relative abundance is sufficient.
Controversially, scientists have begun exploring the use of these short-read
technologies for de novo genome sequencing of large eukaryotic organisms,
where the genomic sequence is determined solely from the short reads without
using a reference genome as a guide — instigating debate similar to when
the Human Genome Project strove to use Sanger sequencing to de novo
sequence the human genome. In particular, it still is unclear whether or not
short reads can successfully and reliably enable sequence assembly algorithms
to reconstruct the original genomic sequence of complex organisms from the
set of reads alone, as the short read length inherently limits the specificity
of the location in the genome the read was sampled from; longer reads are
desired as eukaryotic genomes contain repeated sub-sequences that are often
longer than a single short read, making disambiguation difficult or impossible.
To mitigate this factor, however, pairs of reads that are separated by a
statistically known distance are used to virtually extend the length of the
read beyond that of most repeats.
Several modern de novo assembly tools have been developed in the past
three years to tackle the new challenges of short read sequencing, which
include the intrinsic short read length, varying error profiles among the
numerous sequencing technologies, and the sheer number of reads required
to both statistically sample the entire subject genome and to make obvious
certain errors during assembly. An intrinsic characteristic common to these
modern assembly tools is the need for a large amount of computer physical
memory in order to efficiently construct and manipulate the de Bruijn graph
representation of the read data used in determining the original genomic
sequence. However, for gigabase human-scale genomes, critical compute
performance scaling challenges typically manifest as an extreme shortage
of the physical memory required for the graph. While one of these assembly
tools, ABySS, uses a cluster to aggregate the physical memory from each
node of the cluster, effectively scaling the machine to fit the data set, this
dissertation takes a different tack.
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Instead, this dissertation develops novel algorithms that enable and
facilitate the de novo assembly of gigabase human-scale genomes on a single
modern commodity workstation, adapting the memory footprint of the data
set to the workstation being used. The algorithms are implemented in a
novel de novo assembly front-end tool, called Velour, that replaces the initial
graph construction, simplification, and certain error correction computations
conventionally performed within existing short read de novo assembly tools;
in doing so, Velour enables these computations (which reduce the memory
footprint of the graph by one to three orders of magnitude) to be performed
within a memory footprint comparable to that of the resulting reduced
graph. For human-scale genomes, this reduction can enable existing de novo
assembly tools to efficiently perform downstream assembly operations to
complete assembly, as the reduced graph fits entirely within the physical
memory of a modern workstation. Without such capability, existing assembly
tools are severely limited in the genome size in which they may assemble.
Before further elaboration, Section 1.2 provides a brief introduction to the
process of and the data produced by DNA sequencing. Section 1.3 then
surveys the past and present algorithms of de novo sequence assembly to set
this work in context. The contributions of this dissertation are described
in Section 1.4, and the organization of the remainder of this dissertation is
given in Section 1.5.
1.2 Sequencing and Its Data
DNA sequencing is the biochemical process of determining the series of
nucleotide bases (adenine (A), guanine (G), cytosine (C), and thymine (T))
for a segment of DNA (deoxyribonucleic acid). The processes involved in
current sequencing technologies prevent them from being able to sequence a
whole chromosome in one pass. Instead, a fragment of the DNA is sequenced,
in what is referred to as a read, in order to identify its sequence of bases. An
example set of reads with the genome shown below is shown in Figure 1.1. At
a very high level, sequence assembly involves aligning overlapping fragments
of sequence to compose a larger, contiguous piece of sequence, called a contig.
For the past generation of sequencing technology, which uses the dideoxy
chain-terminator method developed by Fred Sanger in 1977 [6], reads of
3
read set
TTAGGCG
GGCGATG
CAAATTG
ATTAGGC
TGCAAAT
CGATGCA
TTAGGCG
GGCGATG
CAAATTG
ATTAGGC
TGCAAAT
CGATGCA
ATTAGGCGATGCAAATTG
alignment
assembled 
sequence
Figure 1.1: Genomic Sequence Assembly
up to approximately 800–1000 nucleotide bases in length are produced.
With this moderately long read length and a relatively low and measurable
experimental error rate, the de novo sequencing of large and complex
eukaryotic genomes became technically and economically feasible; for
instance, today it is estimated to cost approximately US $10 million to fully
sequence a human-scale genome using Sanger technology.
An important parameter in sequencing a genome is determining the
required coverage value: how much sequencing data (over-sampling) is
necessary to statistically guarantee that all of the genome’s nucleotide bases
will be sufficiently represented. This value is specified relative to the size
of the subject genome as the average number of sequenced bases that cover
each base; Lander and Waterman [7] provide the mathematical analysis to
derive the desired coverage value. For reference, a coverage of about 8x is
used for human genome sequencing when using Sanger technology.
Historically, sequencing DNA has been very expensive. To minimize
the amount of sequence data that was necessary to collect, sequencing
and assembly were performed hierarchically. The DNA to be sequenced
was preprocessed to subdivide it into 40-200 kilo-base pair segments and
these segments were experimentally mapped to their relative positions in
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the original sequence. These segments would then be sequenced, assembled
independently, and “scaffolded” into larger assemblies [8].
In the past couple of years, the cost of sequencing has dropped by orders
of magnitude with the development of new high-throughput sequencing
machines, but the wet lab work for hierarchical assembly remains time-
consuming and costly. As a result, there has been a significant shift away
from hierarchical assembly to the whole genome shotgun (WGS) approach,
where the entire set of DNA is sequenced as a single batch experiment. This
produces a single, large data set without an obvious way to sub-divide the
assembly problem.
The main drawback of Sanger sequencing is its high cost. In the
past couple of years, a number of new sequencing technologies have been
commercialized that reduce the cost of producing sequence data by several
orders of magnitude. However, these technologies, collectively referred to as
massively parallel sequencers, produce much shorter reads: 36-125 bases long
for Illumina machines [9], 25-50 bases for Helicos machines [10], 30-75 bases
for SOLiD machines [11], and about 250-500 bases for 454 machines [12].
These shorter reads complicate the de novo assembly process for many
reasons. First, to achieve coverage similar to that of Sanger reads, over
an order of magnitude more reads are needed (due to the reduction in
read length), increasing the assembly effort. Second, short reads tend to
exhibit higher error rates that are also harder to experimentally measure
and that vary between technologies; increasing coverage further tends to be
an acceptable approach to mitigate this effect, given the improved economics,
further exacerbating data set size. A minimum coverage of 30-50x is
commonly used with these short read technologies. As a result, massively
parallel sequencing produces an order of magnitude more data than Sanger
sequencing, and the number of reads increases by two orders of magnitude,
creating an inflection point in the amount of data that assembly algorithms
have to work with.
Two kinds of errors can be present in the reads. First, a read can have an
extra base inserted into or deleted from anywhere in the read; such errors
are called indels. Alternatively, but more commonly, one of the bases could
be mislabeled, either due to the machine incorrectly identifying the proper
base (misread) or correctly reading data from an experiment containing a
polyploid genome or multiple individuals that exhibit a single nucleotide
5
@SRR005720.1 FC20DRLAAXX:2:1:881:569 length=36
GGGGGAAATTCACTCCTGTGAAATTGCCTACGCATA
+SRR005720.1 FC20DRLAAXX:2:1:881:569 length=36
IIIIIIIIIIIIIII>II5I7IIAEH,5AI56&+."
Figure 1.2: Example FASTQ Format Read
polymorphism (SNP), a genetic variation that only affects a single base. Also,
a base that is sufficiently ambiguous is often labeled with a fifth character to
make explicit its ambiguity.
In addition to the nucleotide sequence of a read, meta-data per nucleotide
base is typically available that provides the measured probability, called
the quality score, of that base call being correct; in fact, often probability
measurements for all four possible base calls are available. Using these
probability values, reads can be dropped or trimmed prior to assembly; doing
so, however, inevitably throws away some potentially useful information in
the process and must be done with care. Depending on the assembler, quality
scores are also often used downstream in the assembly process to improve
the quality of the solution, although some assemblers simply use sequence
data and its localized context to tolerate error implicitly. An example of the
FASTQ sequence format that provides the nucleotide sequence for a single
read (the second line) and a single quality score per nucleotide base (the
fourth line) is shown in Figure 1.2; note that the quality value is provided as
a character integer corresponding to an asymptotic error probability function.
A data set in the FASTQ format typically consists of millions or billions of
these entries.
Despite the presence of errors, the major difficulty for de novo assembly
is that genomes contain repeated sequences (of varying lengths up to the
size of the genome) that make ambiguous which part of the genome a
read may have come from; these repeats are not due to random chance
(which would be rare), but instead are due primarily to DNA replication
and transposition processes and, naturally, also to the functional role of the
nucleotide sequences. For example, in the human genome, the Alu repeat
(which is about 280 bases in length) is repeated over 1.2 million times,
composing roughly 10% of the entire genome length. To ameliorate the
ambiguity due to repeats, the read length is virtually extended by sequencing
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pairs of reads that are separated by a statistically known distance in the
genome, the insert length. If one read of the mate-pair maps to an unrepeated
section of the genome and the distance is known to the mate-read in the
pair, then the location of the mate read can be disambiguated. While this
protocol does not resolve all ambiguity due to repeats, it is an effective tool;
hierarchical sequencing naturally also alleviates some of the ambiguity, but as
discussed, it is rarely performed due to the costs involved. Mate-pair insert
distances range from a few hundred bases up to several kilo-bases; typically,
a data set will consist of one to three insert lengths.
1.3 De Novo Genomic Assembly
De novo sequence assembly determines a genomic sequence solely from the
set of reads, forming a new, previously unknown sequence. Originally, this
problem was cast as the NP-complete computer science problem of computing
the shortest common supersequence (SCS) of the set of reads; tandem repeats
and errors in the reads, however, make the SCS problem NP-hard in general.
1.3.1 Overlap–Layout–Consensus
The assembly method used for traditional Sanger read data is the “overlap–
layout–consensus” approach [13, 14, 15, 16], where three phases are
performed. In the first phase, the pair-wise alignment (overlap) between
each read is determined to detect which reads might align on either side of
a given read; in general, inexact overlaps are recognized to tolerate errors,
but short reads are typically too short, so modern short read assemblers use
exact overlaps. After computing the overlaps, a graph is formed, where each
node is a read and each weighted arc represents the overlap between the pair
of reads. The layout phase then computes a Hamiltonian path in the graph,
which is an NP-complete problem, but with a greedy variant that tends to be
tractable for these graphs in practice. The final phase, consensus, compares
the overlaps that do not perfectly agree and decides (calls) the most probable
base for each base position of the genome.
In practice, this method has been demonstrated to be successful for the
sequence assembly of small genomes from short read data, but the method
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scales poorly for short read data as each read becomes a node in the graph,
and each node may overlap many other nodes; in addition, ambiguity in
the graph is not explicit: true overlaps can be confused with repeat-induced
overlaps. The main challenge of the overlap method is to distinguish between
true overlaps, where reads should be merged, and repeat-induced overlaps,
where merging should be (usually) avoided to prevent misassemblies, which
are assembled sequences that do not occur in the genome.
Several modern short read overlap–layout–consensus assemblers have been
developed; the commercial Newbler assembler by 454 [12] performs de novo
assembly for their moderately long 250-500 base reads, but is reported to only
assemble genomes of up to about 400 kilo-bases, presumably due to memory
issues. The Edena [17] open-source assembler targets 25-36 base short reads;
Edena performs at about one sixth the speed of the fastest Eulerian assembler
for these genomes and does not scale to large genomes.
1.3.2 Assembly by Greedy Extension
As the overlap graph approach is limited by the short read length, the sheer
number of reads and overlaps, and the variable error profile among massively
parallel sequencing technologies, researchers have explored a greedy method
that composes short reads into longer contigs, which are then composed
by conventional overlap–layout–consensus assembly tools to complete the
assembly [18, 19, 20]. In particular, the algorithms iteratively and greedily
extend a contig (seeded by a single read) by heuristically searching a prefix
tree data structure (populated with the read set) that efficiently computes
the possible extensions of the contig. A greedy heuristic then chooses the
best extension, forms a consensus contig, and iterates. While methods of
assembly by greedy extension have had moderate success in assembling non-
trivial genomes, their solution quality has consistently been shown to be
inferior to modern Eulerian assemblers.
1.3.3 Eulerian Assembly by de Bruijn Graph
Eulerian assembly by de Bruijn graph [21, 22] is based on the concept of
a k-mer: a word consisting of k nucleotides. Each read (of length L) is
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decomposed into L− k+ 1 overlapping k-mers. A de Bruijn graph is formed
by creating a node for each distinct k-mer and connecting two k-mers if they
are adjacent in a read with a k− 1 base overlap. In the trivial case where no
errors are present in the reads, and no k-mers are repeated in the genome,
assembly is completed simply by forming the Eulerian path in the graph (a
path that uses each edge exactly once), a simple linear-time operation.
The algorithms developed in this dissertation improve upon the scalability
and performance of Eulerian assembly for gigabase human-scale genomes.
A more formal definition and discussion of Eulerian assembly follows in the
next chapter.
1.4 Contributions
This dissertation contributes novel algorithms to three sub-problems
necessary in making practical the de novo short read Eulerian assembly of
gigabase genomes on a modern commodity workstation.
The first sub-problem is how to partition the de Bruijn graph used in
Eulerian assembly prior to its formation. While an existing algorithm
partitions the graph by using a random, but deterministic, hash function,
this dissertation contributes two algorithms that capture locality during
partitioning; in doing so, a more efficient assembly is facilitated.
The second sub-problem and contribution is a formal definition of the four
commutative and idempotent transformations used to simplify and remove
errors in a partitioned de Bruijn graph, collectively referred to as distillation.
The third sub-problem is how to reconstitute the partitioned de Bruijn.
This dissertation contributes two algorithms to efficiently solve this problem.
The first contribution is a scheduling algorithm that directs the iterative
process of recombining the partitions while applying the distillation
transformations in a limited amount of memory. The second contribution
is a graph transformation that breaks fragments into multiple smaller
fragments without deferring any distillation transformations, which enables
more efficient assembly.
The final contribution of this dissertation is an open source, production-
ready Eulerian assembly front-end tool called Velour that implements (1) the
contributed algorithms of this dissertation, and (2) a modest single-end
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assembly back end to enable Velour’s immediate use by the bioinformatics
community. Velour replaces the initial graph construction, simplification,
and certain error correction computations conventionally performed within
existing short read de novo assembly tools; in doing so, Velour enables
these computations (which reduce the memory footprint of the graph by one
to three orders of magnitude) to be performed within a memory footprint
comparable to that of the resulting reduced graph. For human-scale genomes,
this reduction can enable existing de novo assembly tools to efficiently
perform downstream assembly operations to complete assembly.
1.5 Organization
The remainder of this dissertation is organized into five chapters, followed
by one appendix with a proposed but unimplemented algorithm. Chapter 2
formalizes Eulerian assembly by de Bruijn graph, demonstrates scalability
issues of existing Eulerian assemblers, presents the contributed parallel
distillation transformations, and describes the contributed Velour front-end
assembly tool. Chapter 3 then describes and evaluates novel deterministic
projection functions used to partition the formation of the de Bruijn graph.
Chapter 4 describes and evaluates the process of recombining the out-of-core
partitions into a single graph that fits entirely in-core. Chapter 5 evaluates
the overall efficacy of the algorithms and implementation described in this
dissertation with a simple single-end assembly back end. Lastly, Chapter 6
summarizes the findings and contributions of this dissertation. Appendix A
then proposes a method to orchestrate the Velvet assembler’s bubble removal
transformations for a higher-quality back end for single- and paired-end
assembly.
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CHAPTER 2
EULERIAN ASSEMBLY BY DE BRUIJN
GRAPH
This chapter introduces the Eulerian assembly by de Bruijn graph approach
to de novo genomic assembly, which is the basis for most modern short
read assemblers. An evaluation of these assemblers identifies that critical
performance scaling challenges arise when assembling large eukaryotic
genomes due to the memory footprint induced by short read data sets.
As such, a novel front-end assembly tool, called Velour, is introduced.
Velour reduces the peak memory footprint requirements of large genome
assembly, enabling scientists to perform de novo assembly on a single modern
commodity workstation.
The chapter begins with the definition of the de Bruijn graph and
the Eulerian path approach to genome assembly and examines the graph
topologies produced by errors and repeats in Section 2.1. A characterization
of the input parameters to Eulerian assembly and the short read data itself
follows in Section 2.2; a listing of the genomes studied in this dissertation
is then given in Section 2.3. The landscape of existing modern short read
de novo assemblers is presented in Section 2.4, which also motivates this work
by demonstrating that large genome assembly on a modern workstation is
not practical with existing tools. Finally, an introduction to the Velour
front-end assembly tool, the end-product of the algorithms developed in this
dissertation, is given in Section 2.5, including a formalization of the error
correction and graph simplification transformations that make the approach
taken by Velour possible.
2.1 De Bruijn Graphs and Eulerian Paths
The Eulerian assembly by de Bruijn graph approach is based on the
de Bruijn graph (formally defined next), which is constructed from fixed-
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TGCAAAT
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GCAA CAAA AAAT AATT ATTG
TAGT AGTC
error!
from error
Figure 2.1: De Bruijn Graph for Trivial Example Read Set
length subsequences of length k derived from each read. Each distinct
subsequence, called a k-mer, corresponds to a vertex in the de Bruijn graph,
and two vertices are connected by an edge if those subsequences are adjacent
in a read with a k − 1 base overlap.
Figure 2.1 depicts a trivial example de Bruijn graph of k = 4 k-mers
constructed from the set of reads on its left. In the example, the nodes for
CGAT and GATG are derived from the first and second k-mers from the first
read CGATGCA; they share an edge as they are adjacent in a read. Reads
that contain errors result in additional nodes and topological features; in the
figure, an error near the end of read ATTAGTC (in small caps) causes a “tip”
that is anchored to the to-be-composed genome sequence.
The assembly problem is cast as finding a path in the de Bruijn graph
visiting every edge exactly once — the Eulerian path problem — which
can be solved with linear time complexity; in practice, while many Eulerian
paths generally exist but only one is correct (the problem is NP-hard), sub-
paths of the true path can be efficiently computed for subsequent heuristic
disambiguation.
The Eulerian assembly by de Bruijn graph method has two intrinsic
advantages over the traditional overlap–layout–consensus approach for short
read data: (1) it is tolerant of short and mixed-length read sets with varying
error profiles, as the overlap between reads is not directly computed, and
(2) repeats in the genomic sequence are collapsed onto a single node (or
chain nodes), which have a simple set of isomorphic edges corresponding
to the repeat structure. In the overlap approach, in contrast, the repeat
manifests as a jumble of repeat-induced vertices that is considerably more
fragmented than for conventional Sanger reads, as short reads are shorter
than many repeats.
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2.1.1 Definitions
The genome G to be sequenced is LG base pairs (bp) in length. G is composed
of a set of Y chromosomes {y1, y2 · · · , yY }, each a double-stranded DNA
molecule of length Lyi . The total genome length is LG = ΣYi=1L
yi . The
sequence of one strand of DNA from each chromosome is Ai = a1a2 · · · aLyi
over the alphabet Σ = {A,C,G, T}.
Generated at random are N shorter fragments {f1, f2, · · · , fN} called reads,
each of approximate length `  Lyi , whose base sequences are determined
experimentally. All fragments are contained in {A1, A2, · · ·AY }, but the
relative order of these fragments is unknown. Further complications arise
because each fragment fi is only known approximately (due to errors in
sequencing) and because the orientation of fi is also unknown (i.e., it is
unknown if the fragment is derived from the forward or the reverse DNA
strand). The corresponding sequence from the opposite strand can be derived
by computing the fragment’s Watson-Crick reverse complement: substitute
each base with its complementary base {A → T,C → G,G → C, T → A}
and then reverse the sequence.
The average over-sampling of the genome (coverage) is 〈C〉 = N ×〈`〉/LG.
The desired coverage is computed prior to sequencing using the Lander–
Waterman statistic [7], to statistically ensure all nucleotide base-pairs will
be sufficiently represented in the read set.
A k-mer is a word of length k from the alphabet Σ = {A,C,G, T}. Each
read fi of length l is composed of (l− k + 1) k-mers (subsequences of length
k from the read). Adjacent k-mers in a read have a k− 1 nucleotide overlap,
where the last k − 1 bases of the prior k-mer match the first k − 1 bases of
the following k-mer.
A de Bruijn graph Bk4 is a k-dimensional directed graph over four symbols
(from the alphabet Σ = {A,C,G, T}) that represents overlaps between
sequences of symbols, which may appear multiple times in a sequence. Each
vertex of Bk4 represents a unique k-length sequence of symbols (a k-mer), and
has a left port and a right port1 that both source and sink directed edges in
the graph. A directed edge between two vertices represents a (k + 1)-length
sequence; if a vertex’s sequence can be expressed by shifting all symbols by
one place to the left and adding a new symbol at the end of another vertex,
1Ports are also referred to as sides.
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then the former vertex has a directed edge from its right port to the latter
vertex’s left port. A corresponding directed edge from the latter vertex’s left
port to the former vertex’s right port is consequently present. Each such pair
of complementary directed edges may be summarized by a single undirected
edge.
Traversal of the graph always occurs through opposite ports; if arriving
at the left port, the vertex must be departed from the right port, and vice
versa, ensuring the sequence of the path is a de Bruijn sequence (repeated
k-mer sequences are permissible).
The complete k-dimensional de Bruijn graph over four symbols has 4k
vertices, consisting of all possible k-length sequences of symbols (k-mers),
and 8× 4k directed edges of all (k + 1)-mers, including self-loops.
The canonical de Bruijn graph is a variant of the de Bruijn graph that
eliminates ambiguity in the graph due to the dual-stranded nature of DNA
by mapping each k-mer and its complementary k-mer from the opposite
strand to the same canonical k-mer. The canonical k-mer is chosen as the
lexicographically smaller value of the k-mer and its complementary k-mer.
Bidirected edges delineate the intended k-mer variant when traversing
the canonical de Bruijn graph, in place of the undirected edges in a non-
canonical de Bruijn graph. A bidirected edge has an independent orientation
(or direction, or arrow) at each end, allowing three kinds of bidirected edges:
(1) those whose arrows point outward, towards the vertices, at both ends;
(2) those whose arrows point inward, away from the vertices; (3) those in
which one arrow points away from its vertex and towards the opposite end,
while the other arrow points in the same direction as the first, away from the
opposite end and towards its own vertex.
The complete canonical k-dimensional de Bruijn graph has 4
k
2
vertices,
consisting of all canonical k-mers, and 8× 4k
2
bidirected edges of all canonical
(k + 1)-mers, including self-loops, which compose the finite field (coordinate
space) that sequences of k-mers from reads populate with vertices and edges
to form the de Bruijn graph.
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2.1.2 Graph Topologies Created by Errors and Repeats
This section examines the graph topologies created by sequencing errors
and repeated sequences in the genome, as they complicate assembly by
introducing ambiguity into the graph.
In general, each sequencing error creates a distinct feature in the graph, as
it induces one or more distinct but erroneous k-mers and (k + 1)-mer edges.
Figure 2.2 illustrates the four kinds of graph structures these features create.
A tip is produced when an error is present near the end of a read. The
error causes the latter k-mers of the read to be erroneous (and distinct, in
general), but does not affect the first k-mers of the read. This circumstance
roots the erroneous sequence of k-mers to the non-erroneous trunk of the
graph, as shown in Figure 2.2(a). Tips are the most common feature to be
created by errors, as sequencing technologies tend to have high error rates
near the end of a read.
A bubble is produced when an error is present near the middle of a read,
but the distance from the error to either end of the read is greater than k. In
this case, the error causes the middle k-mers of the read to be erroneous, but
does not affect the k-mers at either end of the read. As such, the erroneous
sequence of k-mers is rooted to the trunk at both ends of the sequence,
producing a diverging path that reconverges with the trunk later, as shown
in Figure 2.2(b). Bubbles also implicitly occur when two tips overlap by
chance, or if there is a true polymorphism in the genome.
A stray is produced when an error is present near the middle of a read and
the distance from the error to either end of the read is less than k. In this
case, the error causes all k-mers in the read to be erroneous, leaving no true
k-mer, in general, to root the sequence to the trunk of the graph, as shown
in Figure 2.2(c).
Lastly, all other features can be categorized as a chimeric connection
that connects genuine k-mers in artificial ways, as pictured in Figure 2.2(d).
Chimeric connections generally occur when, by chance, an erroneous k-mer
in a tip or bubble coincidentally aliases a k-mer from genuine sequence on the
trunk of the graph. In addition, actual chimeric reads composed of sequence
from different parts of the genome occur during sequencing, directly causing
a chimeric connection.
Beyond sequencing errors, repeated sequences in a genome severely
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Figure 2.2: Topological Features in de Bruijn Graph Created by Errors
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Figure 2.3: Repeated Sequences in de Bruijn Graph Collapse to Linear
Sequence of Nodes
complicate de novo assembly. Unlike in an overlap graph, however, the
de Bruijn graph collapses each repeated sequence into a single linear sequence
of nodes. Figure 2.3 illustrates this for the repeated sequence TCGT , both for
normal repeats, and for tandem repeats, which occur consecutively. Eulerian
assembly by de Bruijn graph disambiguates repeats in two ways. First, those
repeats smaller than the length of a k-mer are naturally disambiguated, as
non-repeat bases in the k-mer implicitly reconstruct the repeat’s genuine
context. Second, as alluded to in the last chapter, paired-end reads can be
used to virtually extend the read length, positively constraining the heuristics
used to sufficiently disambiguate the graph efficiently.
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2.2 Parameter and Data Characterization
This section examines the analytical characteristics of the k-mer parameter
k to understand its impact on selectivity and sensitivity, and the effect that
high coverage has in the presence of erroneous data.
2.2.1 K-mer Size
When decomposing reads into k-mers, the question of what size k to choose
arises; practically speaking, current practice involves running the assembly
process at multiple values of k and selecting the “best” assembly. If the
k value is too small, some k-mers will show up in many places in the
genome, which introduces ambiguous connections in the de Bruijn graph.
If the k value is too large, insufficient coverage of k-mers in the read set
results in many missing (k+1)-mer edges, fragmenting the graph. Simply,
the maximum value of k is bounded by the dominant minimum read length.
For each genome, there is a threshold k value at which the bulk of such
aliasing is eliminated. Figure 2.4(a) plots the fraction of k-mers in a reference
genome that are unique. For these organisms, the k-mer space becomes large
enough at k = 17 to eliminate most of the coincidental aliasing between
two regions of the genome. The k at which this occurs is a weak function
of genome size; larger genomes particularly benefit from larger k values in
order to resolve repeated sequences in the genome and typically use k ≥ 27.
Similarly, increasing the k-mer size increases the ability to distinguish
errors from true sequence data. With larger k-mers, it is also less likely that
an erroneous read will include k-mers that alias to another k-mer present in
another read. As shown in Figure 2.4(b), the likelihood of aliasing decreases
rapidly, becoming negligible in the same k = 19 to k = 21 region for these
genomes.
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2.2.2 Required Read Coverage
While increasing k-mer size has benefits for error tolerance and eliminating
aliasing, it comes at a cost of requiring higher coverage. Because there is
little control over which fragments of DNA are sequenced, ensuring that at
least a single occurrence of every k-mer in a genome is present in the read
set requires an average coverage significantly above unity.
Figure 2.5 shows the relationship between k-mer length, average coverage,
and the fraction of the S. suis P1/7 reference’s k-mers that occur at least once
for reads without errors and with errors, respectively. As can be seen in both
graphs, increasing k-mer size requires an increase in the average coverage to
observe the same fraction of reference k-mers. Without errors, increasing k-
mer length from 15 to 23 requires increasing average coverage from 12x to 20x
to observe all of a genome’s k-mers. Furthermore, the introduction of errors
necessitates even larger average coverage; while a 16x average coverage is
sufficient for a complete genome for k = 21, it requires 30x average coverage
when errors are considered.
2.2.3 Size of the k-mer Space
The implications of using a k value of 21 may not be immediately obvious.
Because there are four possible nucleotides, the k-mer space for k = 21 is 421,
which is the same as 242. This is a rather large space with respect to memory
sizes in contemporary commodity computers. A na¨ıve implementation that
counts the frequency of each k-mer in a set of reads by allocating a byte-
sized counter for each potential k-mer would require four terabytes. Clearly,
data structures whose size is proportional to the number of distinct k-mers
actually observed are necessary.
20
11 13 15 17 19 21 23 25 27 29 31
k-mer length
85
86
87
88
89
90
91
92
93
94
95
96
97
98
99
100
pe
rc
en
t o
f r
ef
er
en
ce
 k-
m
er
s
50
30
24
20
16
12
8
4
2
(a) error-free read k-mer coverage of reference genome
11 13 15 17 19 21 23 25 27 29 31
k-mer length
85
86
87
88
89
90
91
92
93
94
95
96
97
98
99
100
pe
rc
en
t o
f r
ef
er
en
ce
 k-
m
er
s
50
48 (real data)
30
24
20
16
12
8
4
2
(b) read k-mer coverage of reference genome
Figure 2.5: Coverage Requirements as a Function of k for S. suis
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2.2.4 Distinct k-mers and Their Coverage
The number of distinct k-mers observed has two components: (1) the number
of true k-mers is weakly proportional to the length of the genome, and (2)
because the errors are mostly independent and each error creates distinct
k-mers with high likelihood, the number of erroneous k-mers tends to grow
linearly with coverage. These trends can be seen from sampled read data
in Figure 2.6(a). Note that the number of erroneous k-mers (the difference
between the two lines) dominates the overall number of unique k-mers for
necessary levels of average coverage (e.g., 30–50).
As previously noted, however, most of these erroneous k-mers can be
detected relatively easily. As shown in Figure 2.6(b), true k-mers have much
higher coverage than erroneous k-mers. Thus, erroneous and true k-mers can
in general be distinguished by their relative coverage. While some Eulerian
assemblers solely utilize this observation to correct or eliminate errors, others
such as the Velvet assembler (discussed later in this chapter) also use the
local graph topology to more precisely distinguish errors from low coverage
but true k-mers.
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2.3 Genomes Studied in This Dissertation
Table 2.1 lists the ten genomes that are studied in this dissertation, ranging
from the small bacterial 2 megabase Streptococcus suis genome to the large
eukaryotic 3.2 gigabase Homo sapien (human) genome. For each genome, one
or more data sets produced by Illumina genome sequencing machines are used
for the characterization and evaluation in this dissertation. In total, 14 data
sets are examined. Most of these data sets were obtained from the National
Center for Biotechnology Information’s Short Read Archive database of data
sets contributed by commercial and academic institutions.
Table 2.2 lists several other notable genomes for reference, including the
the largest measured plant genome (about 125 gigabases) and the largest
measured animal genome (about 130 gigabases); the sizes of these two largest
genomes were measured by experiments other than genomic sequencing —
in essence, by weight.
For the 14 data sets, Table 2.3 lists the average coverage and the
distribution of read lengths for each data set. The x-axis scale ranges from
20 up to 120 bases in length; the y-axis scale ranges from 0 to 100 percent
(not labeled). Some of the data sets, such as for stickleback, exhibit a
peak at the native sequencing read length (here, about 100 bases) with the
remaining read lengths smearing along the range below that, indicating that
per-read quality filtering was applied (deleting the ends of reads that are
experimentally measured to have low confidence). For the other data sets
not exhibiting this trait, a simple form of quality filtering was applied (by
the data providers) that shortened all reads to a particular length to balance
overall confidence.
24
Table 2.1: Genomes Studied in This Dissertation
Common Name Organism Genome Sizea
S. suis Streptococcus suis, strain P1/7 2 Mb
E. coli Escherichia coli 4.7 Mb
yeast Saccharomyces cerevisiae 12 Mb
round worm Caenorhabditis elegans 100 Mb
arabidopsis Arabidopsis thaliana, Col 0 120 Mb
fruit fly Drosophila melanogaster 165 Mb
rice Oryza sativa 430 Mb
three-spined
stickleback
Gasterosteus aculeatus aculeatus 680 Mb
Nile tilapiab Oreochromis niloticus ≈ 1 Gb
human Homo sapiens 3.2 Gb
a Reported in megabases (Mb) or gigabases (Gb).
b A novel genome first assembled with Velour by the author, in collaboration with
Professor Thomas Kocher (University of Maryland) and Cofactor Genomics; publication
in preparation for submission to Nature journal.
Table 2.2: Other Notable Genomes
Common Name Organism Genome Size
puffer fish Tetraodon nigroviridis 380 Mb
zebra fish Danio rerio 1.5 Gb
maize Zea mays L. ssp. mays 2.3 Gb
mouse Mus musculus 3 Gb
a bell flower Fritillaria assyriacaa ≈ 125 Gb
marbled lungfish Protopterus aethiopicusb ≈ 130 Gb
a Largest measured plant genome size.
b Largest measured animal genome size.
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Table 2.3: Data Set Coverage and Read Length Distributions
Genome Data Set
Average
Coverage
Read Length Frequency
S. suis sangercenter 49x
 20  40  60  80  100  120
E. coli clcbio 40x
 20  40  60  80  100  120
E. coli SRP000220 275x
 20  40  60  80  100  120
yeast SRP001478 85x
 20  40  60  80  100  120
yeast SRP000242 635x
 20  40  60  80  100  120
roundworm SRP000244 26x
 20  40  60  80  100  120
arabidopsis SRP000248 142x
 20  40  60  80  100  120
fruit fly SRP000694 37x
 20  40  60  80  100  120
rice SRP001368 106x
 20  40  60  80  100  120
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Table 2.3: Continued from Previous Page
Genome Data Set
Average
Coverage
Read Length Frequency
stickleback SRP001034-q20 120x
 20  40  60  80  100  120
tilapia cofactor 77x
 20  40  60  80  100  120
human SRP000239-36 42x
 20  40  60  80  100  120
human SRP000239-100 47x
 20  40  60  80  100  120
human
SRP000239-
100-q20
38x
 20  40  60  80  100  120
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2.4 Landscape of Modern Short Read Assemblers
Most modern de novo assemblers for short read data utilize the Eulerian
approach to assembly, but differ in subtle and not so subtle ways in how
errors are identified and removed and in how repeats are resolved. This
section elucidates some of these differences and investigates some of the
scaling challenges that result from those choices in the several preeminent
open-source short read assemblers.
There are primarily two different approaches taken to detect and correct
errors: error correction of the reads prior to assembly, and error correction
after graph formation that removes putative erroneous features from the
graph.
The Euler-SR [23], ALLPATHS [24][25], and SOAPdenovo [26] assemblers
first correct reads prior to assembly to eliminate the bulk of the errors. In
essence, each computes the spectrum of k-mers present in the read set [27],
determines the minimum number of occurrences m (the threshold) in which
any k-mer must be observed in order to be deemed genuine, and then rewrites
the nucleotide bases in the reads that create those k-mers that occur less
than m times to create k-mers that are above the threshold. This process is
typically performed on k-mers of a smaller length, such as kspectrum = 17, so
that the set of all k-mers present in the read set will fit in physical memory.
However, regardless of whether or not kspectrum is set to the k used during
assembly, performing error correction in this way can introduce errors of its
own; k-mers from genuine sequence that were were insufficiently sampled
during sequencing will be rewritten as genuine k-mers from elsewhere in the
genome.
The Velvet [28] and ABySS [29] assemblers instead rely solely on
topological features of the graph to delineate errors reliably. In particular,
genuine k-mers with low coverage that are consistent with the local graph
topology persist. This form of error correction is referred to as conservative
error correction. A counterpoint to this approach, however, is that the
size of the initial de Bruijn graph is at least several times larger than the
one formed from spectrum corrected reads; for large genomes, the graph
becomes many times larger than physical memory, limiting the use of this
conservative technique. However, ABySS tackles this memory footprint issue
by distributing the graph across a cluster with a sufficient aggregate amount
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of physical memory to construct the initial de Bruijn graph and remove
errors. This dissertation, on the other hand, tackles the problem of how to
perform conservative error correction in a limited amount of memory on a
single workstation; Section 2.5 presents the specifics of this approach.
Two other short read assemblers, Edena [17] and Shorty [30], perform
error correction as the last step of assembly using a consensus algorithm
on the set of overlapping reads that were determined to map to the locus
of each base of the genome. Edena is the only instance of an overlap–
layout–consensus de novo assembler for short reads. Shorty also relies on
the computed overlap among reads, but instead uses paired-end information
as the basis for assembly.
2.4.1 Performance Scaling Challenges of Large Genomes
This section presents data from two experiments that together demonstrate
that existing short read assemblers cannot, in general, assemble large
genomes on a commodity workstation due to the mismatch between memory
required by assemblers and that which is available on modern workstations.
The first experiment measures the peak memory footprint to assemble six
small to medium sized genomic data sets (S. suis, E. coli, yeast, roundworm,
arabidopsis, and fruit fly) using the preeminent open source short read
assemblers Velvet, ABySS, and Euler-SR. The data from this experiment
is plotted in Figure 2.7. The y-axis of the plot shows the peak memory
footprint required during the assembly; the x-axis of the plot shows the
number of distinct k-mers in the data set. Distinct k-mers are used instead
of the genome size in order to emphasize the near-linear relationship between
distinct k-mers and the peak memory footprint; recall that the number of
distinct k-mers in a data set is a function of the genome size, coverage, and
sequencing error profile.
As can be seen in Figure 2.7, data sets well over an order of magnitude
smaller than human-scale data sets require at least 50 GB of memory;
these larger eukaryotic genomes are estimated, in general, to require several
hundred gigabytes of memory — only the largest modern workstations have
begun to provide this magnitude of system memory.
In order to demonstrate the steep and overt performance penalty of relying
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Figure 2.7: Peak Memory Footprint of Modern Short Read Assemblers
on the virtual memory system’s use of disk to extend the physical memory of a
workstation for large genome assembly, a small but representative experiment
was performed using the Velvet assembler and the S. suis data set. In
this experiment, shown in Figure 2.8, the amount of system memory was
varied (using the Linux kernel’s mem parameter) from 1 GB down to 512 MB,
gradually inducing the use of disk to virtually extend memory. Performance
is normalized to the execution time at 1 GB, where no paging is necessary,
and is plotted on a log scale.
The peak memory footprint for the first phase of Velvet used in this
experiment was 960 MB; the performance critical data structure, which
enumerates all k-mers in the data set, consumed 560 MB. At the 768 MB
system memory data point, most of the infrequently accessed portion of
the other 400 MB has been paged to disk, causing a minimal 20% penalty.
However, as soon as the k-mer data structure begins to page to disk, the
performance penalty increases exponentially. This is due to the fact that the
accesses are highly random, and thus the cost of loading a virtual memory
page from disk cannot be amortized across a sufficient number of accesses.
Informal measurements using a solid state hard drive for the swap memory on
these access patterns (data not shown) demonstrated that this performance
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Figure 2.8: Performance Degradation due to Virtual Memory Thrashing
degradation was still present; as such, the use of a solid state hard drive does
not detract from the contributions of this dissertation.
Once system memory is scaled to 512 MB, where only 60% of the k-mer
data structure can occupy memory, Velvet exhibited a slowdown factor of
1558x — causing the original 32 second execution to require over 14 hours
to complete.
2.4.2 Opportunity for Scaling
In order to understand the pathology of the memory requirements of modern
assemblers, the operations performed by the Velvet assembler were profiled.
It was found that the initial and overt memory requirement arises from
enumerating the complete set of distinct k-mers from the read set in memory,
in essence constructing the initial de Bruijn graph.
Further examination revealed that four initial graph simplification and
error correction graph transformations reduce the number of nodes in the
graph and its memory footprint by one to three orders of magnitude.
Moreover, these transformations were found to use logically simple heuristics
that, with minor variation, are common to the other Eulerian assemblers.
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It was also found that these transformations dominate the overall execution
time for a single-end assembly. Figure 2.9 summarizes this set of initial graph
transformations.
The first shown transformation, concatenation, is a graph simplification
that combines multiple graph nodes that occur as an unambiguous linear
series of nodes into a single node. The size of the resulting node is marginally
equal to that of just one of the original nodes, due to the innate k − 1 base
overlap between adjacent nodes; no information is lost in the process.
The second operation is an error correction transformation called tip
clipping that removes tips (tips were explained in Section 2.1.2) using a
simple, but effective, heuristic that compares the supporting edge of the
tip to the other edges from the branching point; if its occurrence count in
the read set (multiplicity) is not the majority and the tip is short enough, it
is removed from the graph.
The third operation, erosion, trims nodes from the fringe of the graph
that are not sufficiently represented in the read set; in particular, supporting
edges with a multiplicity of one delineates the nodes to be removed as they
occurred only once. In doing so, an erroneous tip that had unambiguously
extended a segment may still be removed.
The fourth operation, stray removal, deletes stray fragments (strays were
explained in Section 2.1.2) of the graph that are not connected to the trunk
of the graph.
In this dissertation, these four transformations are referred to as
distillation, which is the set of transformations performed by the front-end
assembly tool, Velour, developed for this dissertation. The removal of the
other two erroneous features described previously in Section 2.1.2 (bubbles
and chimeric connections) is delegated to existing assemblers, such as Velvet,
that utilize more complex and varied heuristics to correct these errors.
The effect on the graph size in performing distillation for the various data
sets in Section 2.3 is shown in Table 2.4. For each data set, the number of
distinct k-mers in the read set is reported, along with the amount of memory
necessary for a de Bruijn graph data structure to practically but minimally
represent each k-mer sufficiently for distillation, assuming the graph could fit
entirely in-core. These memory footprint values are proportional to but less
than that for existing assemblers, as those assemblers tend to also store other
meta-data at the nodes or simply use a less memory-efficient implementation.
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Figure 2.9: Distillation: Error Removal and Graph Simplification
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Table 2.4: Reduction in Graph Size Due to Distillation Transformations
sequence
genome data set genome average k distinct nodes post- reduction ideal
size coverage k-mers distillationa factor nodes
ssuis sangercenter 2 Mb 49x 23 13,864,803 11,145 1244.0x 1,773
317 MB 1.2 MB 261.7x 0.5 MB
ecoli clcbio 4.7 Mb 40x 23 9,312,427 13,920 669.0x 3,190
213 MB 1.3 MB 168.4x 1.1 MB
ecoli SRP000220 4.7 Mb 275x 23 45,122,968 147,271 306.4x 3,190
1,033 MB 4.8 MB 214.8x 1.1 MB
yeast SRP001478 12 Mb 85x 23 58,139,099 351,294 165.5x 18,892
1,331 MB 12 MB 113.7x 3.2 MB
yeast SRP000242 12 Mb 635x 31 618,418,721 890,903 694.1x 11,518
14,154 MB 68 MB 208.2x 3.1 MB
roundworm SRP000244 100 Mb 26x 27 278,992,980 959,373 290.8x 515,712
6,386 MB 30 MB 210.8x 33 MB
arabidopsis SRP000248 120 Mb 142x 27 2,601,088,889 13,757,528 189.1x 715,132
59,534 MB 390 MB 152.5x 42 MB
fruit fly SRP000694 165 Mb 37x 31 1,274,723,369 25,160,512 50.7x 252,101
29,176 MB 756 MB 38.6x 33 MB
rice SRP001368 430 Mb 106x 31 3,103,440,942 44,855,412 69.2x 4,643,330
71,032 MB 1,334 MB 53.3x 164 MB
stickleback SRP001034-q20 680 Mb 120x 31 11,015,330,889 229,121,453 48.1x 1,939,353
252,121 MB 6,707 MB 37.6x 138 MB
tilapia cofactor 1 Gb 77x 31 5,417,674,274 197,168,145 27.5x N/A
124,001 MB 5,722 MB 21.7x N/A
human SRP000239-36 2.9 Gb 42x 27 7,128,738,981 104,395,554 68.3x 43,120,152
163,164 MB 3,276 MB 49.8x 1,676 MB
human SRP000239-100 2.9 Gb 45x 31 21,306,994,717 620,419,814 34.3x 34,892,581
487,678 MB 18,179 MB 26.8x 1,517 MB
human SRP000239-100-q20 2.9 Gb 38x 31 8,247,216,650 301,263,612 27.4x 34,892,581
188,764 MB 9,161 MB 20.6x 1,517 MB
a Data collected using Velour.
b A k-mer node is 24 bytes. A sequence node is 20 bytes plus variable length sequence in
the range of 15–55 bytes for the gigabase data sets.
c Note the memory sizes reported are for minimally sized representations; most
assemblers use larger sized nodes for other meta-data, compounding memory footprint
concerns.
Even so, it is clear that constructing the entire graph for the stickleback data
set in memory is generally impractical, requiring over 246 GB, or 184 GB for
the human data set.
The next column reports the number of nodes present after distillation
is applied, along with the corresponding amount of memory necessary to
practically represent each node (now a sequence of one or more k-mers) in a
graph. The ratio of these two columns, the reduction factor, is given in the
next column. The reduction factor for the memory footprint of the graph
ranges from 20.6x to 49.8x for the gigabase genomes, 37.6x for the stickleback
data set, and up to 210.8x for the other genomes larger than 100 megabases.
The last column lists the number of sequence nodes in a de Bruijn
graph constructed from the reference genome sequence (for the listed k-mer
length k), which is what a single-end assembly of error-free and gap-free data
should attain. Using the same sequence node format, the size of the ideal
graph is also provided for comparison.
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In summary, this data shows that directly constructing the de Bruijn graph
for gigabase genomes in-core is generally impractical; however, if it were
possible to perform distillation in a limited amount of memory, the resulting
intermediately assembled graph would be sufficiently small to be operated
upon using in-core algorithms developed by domain experts. The front-end
assembly tool Velour developed in this dissertation and discussed in the next
section aims to do precisely this.
2.5 Velour De Novo Assembly Front End
This dissertation develops an open source conservative genome assembly
tool called Velour that replaces the front-end assembly process of initially
constructing a de Bruijn graph, simplifying the graph through concatenation,
and correcting errors in the graph by application of distillation. In doing so,
Velour enables these transformations (which reduce the memory footprint of
the graph by one to three orders of magnitude) to be performed on a single
modern commodity workstation within a memory footprint comparable to
that of the resulting reduced graph.
Along with reducing the memory requirements of these front-end
operations, Velour also attempts to decouple the phases of assembly that
have performance concerns but simple heuristics, from those that have
complex heuristics but relatively straightforward implementations, in a way
that allows each to be developed by domain experts. In particular, Velour
tackles the computationally expensive process of forming the initial de Bruijn
graph and applying the distillation transformations, while its output connects
to existing back-end assembly tools that apply the complex heuristics to
complete assembly.
In order to accomplish the front-end assembly in limited memory, Velour
bypasses the virtual memory system and explicitly manages its own I/O.
Velour partitions the de Bruijn graph used in Eulerian assembly prior to
its formation into a set of out-of-core partitions (stored on disk) that can
independently be formed and processed in a fraction of the memory that
the entire graph would require. Chapter 3 explains the novel partitioning
algorithms that facilitate this process.
In order to reconstitute the partitioned graph, Velour iteratively
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recombines the partitions while applying the distillation transformations; to
limit the memory footprint, portions of the graph are buffered on disk to
stage the recombination process. Chapter 4 explains this process and the
scheduling algorithm that efficiently solves this problem in limited memory
while minimizing the amount disk I/O.
In order to make Velour immediately useful to the bioinformatics
community, a simple back end for single-end assembly is also provided.
2.5.1 Formalization of Distillation Transformations
The distillation transformations performed by Velour are commutative and
idempotent. As such, Velour preserves the assembly’s solution quality despite
the fact that the distillation transformations are not applied in the same order
to the partitioned de Bruijn graph as they are to the graph in non-partitioned
assemblers, such as Velvet.
This section formally specifies the distillation transformations as a set of
graph rewriting rules. In concept, a graph rewrite rule is applied to the
subject graph by searching for an occurrence of the pattern graph (specified
above the bold arrow in each rule), and by replacing the found occurrence
by an instance of the replacement graph (specified below the bold arrow in
each rule). Except where noted, these rules may be applied to any portion
of the subject de Bruijn graph in any order, and yet produce an equivalent
final solution.
Figure 2.10 formalizes the baseline set of distillation rules for use in a non-
partitioned assembly. A key to decode the notation is provided in Figure 2.11.
In each rule, the orientation of each node may be reversed, in effect
producing a set of pattern graphs for each rule. Each edge specified without a
node on both ends of the edge may be either a standard edge or a frontier edge
(an edge to a node in a different partition, formally defined in Chapter 3).
In addition, edges on a side of a node are considered unordered; thus a rule
may equally apply to the edges for the (k + 1)-mer incorporating any of the
bases {A,C,G, T}.
Rule S1 implements the stray removal distillation transformation: if one or
more nodes in a strictly linear topology with no other connections is shorter
than twice the k-mer length k, then that set of nodes is deleted from the
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graph.
Rule E1 implements the erosion transformation: if the edge connecting a
node A composed of one k-mer has a multiplicity of one and the node it
connects to, B, either has no other edges on that side or has all other edges
on that side with a multiplicity of two or more, then the node A is deleted
from the graph.
Rule T1 implements the tip clipping transformation: if a set of one or
more nodes A in a strictly linear topology with no other internal connections
(1) has a length in k-mers less than or equal to twice the k-mer length k,
(2) has no edges on one side of the sequence of nodes, and (3) has a single
edge of multiplicity X to node B, and B has one or more other edges on the
same side with maximum multiplicity Y , then the set of nodes A (called a
tip) is deleted if X < Y .
Rule TE1 implements a synthesis of erosion and tip clipping and is a
special case of rule T1 where the maximum multiplicity of all edges on a
side is one; without rule TE1, neither tip could be clipped. If a tip A is
connected to a node B and B has one or more other edges on the same side
all of multiplicity one, then the set of nodes A is deleted, and all other edges
on that side are marked at node B with an erosion mark, illustrated by the
solid diamond symbol on the edge. Rule TE1 has priority over rule T1 (i.e.,
if rule T1 is applicable to a pattern graph in the subject graph, rule TE1
must first be applied if applicable, and is for the special case of rule T1 where
all sufficiently short tips supported by an edge of multiplicity one should be
deleted.
Rule TE2 complements rule TE1. If a sufficiently short tip A is connected
to a node B with an erosion mark at B for the edge, then the set of nodes
A is deleted.
Rule C1 implements the concatenation transformation and is only applied
after all possible applications of all other rules. In rule C1, if two nodes A
and B are connected by an edge and no other edge is connected to either port
of A and B upon which that edge is incident, then the two nodes may be
combined into a single node. The sequence of the node is the concatenation
of the k-mers of node A and B, illustrated by the dot operator.
Figure 2.12 provides the set of formal rules that supplement the rules
in Figure 2.10 for a partitioned assembly. A key to decode the additional
notation is provided in Figure 2.13. Introduced into these rules is a constraint
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Figure 2.12: Supplemental Distillation Rules: Partitioned Assembly
notation above each node that denotes the composition of the edges implicitly
contained in a node composed of one or more k-mers.
The rules C2–C8 introduce specializations of rule C1 in order to allow
most node concatenation to be applied at any time during the recombination
process; without these specializations, the premature application of rule C1
would cause missed applications of rules E1, TE1, and TE2. Rules C3–C8
match the subset of graphs in which single-copy edges may be concatenated.
Rule C2 specializes rule C1 by allowing the concatenation of nodes A and
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B when the edge between them has multiplicity of two or greater. This
rule does not caused missed distillation opportunity as it does not cause any
graph pattern matched by any other distillation rule to no longer pattern
match. Similarly, Rule C3 allows the concatenation of single-copy tip nodes
without missed distillation opportunity.
Rule C4 allows concatenation only if there is exactly one outward edge
from each of nodes A and B and only if each edge is single copy. The
concatenation is valid as either both or neither of the nodes will be removed
by tip clipping or erosion rules, which is equivalent to retaining or deleting
their concatenated node. Graph patterns similar to C4, where the outward
edges are non-single copy, are indirectly covered by application of rule C2.
Furthermore, the rule pattern explicitly does not match the case of multiple
outward edges on one of the two nodes, for example on node A, as then the
k-mers from node B would not be deleted from the concatenated node in the
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case where B should be deleted by rule E1 but prior application of C4 had
concatenated nodes A and B.
Rule C5 allows concatenation only if nodes A and B each internally
contain an edge or edges of multiplicity greater than one, and only where
the edge between A and B does not have an erosion mark. The nodes may
be concatenated since only tip clipping or tip erosion may apply and can
only apply to the whole subgraph; as such, either both nodes or neither
nodes will be deleted by distillation. Rule C6 is a generalization of rule
C5; in combination with the application of one or more of the rules C2, C4,
and C5, any linear sequence of nodes between the nodes A and C may be
concatenated.
Rule C7 allows the concatenation of two nodes that are protected from
erosion by one or more outward edges of multiplicity of two or more on each
of the two nodes. Rule C8 is a generalization of rule C7; in combination
with the application of one or more of the rules C2, C4, and C5, any linear
sequence of nodes between the nodes A and C may be concatenated.
Lastly, rule E2 generalizes rule E1 to allow a node A composed of multiple
k-mers all with implicit edges of multiplicity one to also be eroded.
2.6 Chapter Summary
In summary, this chapter introduced the Eulerian assembly by de Bruijn
graph approach to the de novo assembly of short read data sets. As genomes
are not ideal, in that they contain repeats and as the data produced by
sequencing technologies has a relatively high error rate, the graph topologies
and implications thereof were explored. In evaluating the set of modern
short read assemblers, this chapter demonstrated that existing assembly
tools are severely limited in the genome size in which they may assemble
on contemporary machines. Finally, a front-end assembly tool called Velour
was proposed to enable conservative large genome assembly on a modern
workstation. A formalization was given of the commutative and idempotent
transformations that permit the out-of-core approach taken by Velour.
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CHAPTER 3
PARTITIONING
This chapter describes and evaluates deterministic projection functions used
to partition the formation of the de Bruijn graph for Eulerian assembly. Each
function maps a complete finite field of k-mers to a set of partition indices to
allow the subject de Bruijn graph to be partitioned prior to its formation. All
of the presented projection functions enable partitioned assembly, but vary
in performance for a given amount of memory. To evaluate the relative net
virtue of each function, the overall temporal performance of the partitioning
and subsequent recombination process is used as the key measure.
The chapter begins by reiterating the motivation for partitioning in
Section 3.1. The process of partitioning is explained in Section 3.2. A
spectrum of projection functions is then described in Section 3.3 and
evaluated in Section 3.4.
3.1 Motivation
In the previous chapter, the size of the de Bruijn graph constructed from
short read data sets for gigabase genomes was found to be a seemingly
inherent barrier to efficient assembly on modern workstations; constructing
and operating on a graph many times the size of physical memory was shown
to exhibit impractical performance when relying on the virtual memory
system’s use of disk to augment physical memory. However, it was observed
that after distillation the de Bruijn graph is typically 1/20th to 1/50th the size
of the initially constructed graph for gigabase genomes and that the graph
becomes sufficiently small to be subsequently processed in-core on a modern
workstation. Velour was thus conceived to perform distillation efficiently
using in-core algorithms applied to partitions of the graph that are loaded
and stored to out-of-core staging areas.
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3.2 Partitioning Prior to Graph Construction
The de Bruijn graph is partitioned prior to its construction using a procedure
reminiscent of a bucket sort algorithm [31]: k-mer instances from the input
read set are distributed to N buckets on disk (each bucket is referred to as a
partition), as directed by a projection function (explored in the next section)
that maps k-mers to partition indices. The k-mers in each bucket comprise a
subgraph of the whole de Bruijn graph. The set of k-mers (and thus the set
of nodes to be constructed from these k-mers) in each subgraph is disjoint
from any other subgraph. Any edge, a (k+1)-mer in the read set, may be
common in up to two subgraphs — as a node that is the other terminal of
an edge may be located in a different subgraph. These edges comprise the
cut-set between subgraphs and are referred to as frontier edges.
The memory footprint of the subgraphs is conceptually inversely
proportional to the number of partitions N . Assuming the projection
function distributes distinct k-mers uniformly among the partitions, the
physical memory necessary to construct a subgraph in-core Msubgraph (as
compared to the whole de Bruijn graph Mgraph) is ideally M
ideal
subgraph ≈ MgraphN ;
consequently, increasing the parameter N reduces the in-core memory
footprint of each subgraph.
Necessarily, M idealsubgraph must be strictly less than the amount of system
physical memory Mphysical for an efficient assembly (M
ideal
subgraph is attained with
Nideal). However, it will be shown that the peak memory footprint during
the recombination of the partitions Mpeak tends to exceed M
ideal
subgraph once
approximately three-quarters of the partitions have been recombined; thus an
Nnecessary larger than Nideal is typically needed to ensure Mpeak ≤ Mphysical.
This chapter will also show that increasing N beyond Nnecessary is typically
punitive to performance as the average number of applications of distillation
to a given node, the total amount of disk activity, and other such
measurements increase with increased N .
Partitioning of the read set (Algorithm 3.1) is performed in two phases:
1. Training of the projection function, if it is data dependent.
2. Distribution of k-mer instances to on-disk partitions.
The first phase trains the projection function used in the subsequent
distribution phase to decide which partition to distribute a k-mer instance
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to; the training step is not needed for projection functions that are not data
dependent. In general, training is performed by streaming the set of reads
from disk, decomposing each read into its l − k + 1 k-mers, and passing the
sequence of k-mers to the trainer. After all reads have been observed, the
projection function is thus specialized for the read set.
The second phase,1 illustrated in Figure 3.1, distributes instances of k-
mers from the read set into partition buckets, as directed by the projection
function. Importantly, the projection function always assigns all instances of
a k-mer to the same partition to ensure both that there is a single partition
with any given k-mer and that the copy count of each k-mer is accurate. In
general, distribution is performed by streaming the set of reads from disk,
decomposing each read into the sequence S of l − k + 1 k-mers. For each
k-mer instance, the projection function determines the partition to which
it is assigned. The sequence of k-mer partition assignments A for S is then
processed in order to identify subsequences of k-mers with the same partition
assignment; for each such subsequence, a single entry (called a subsequence)
is emitted to disk (in the partition bucket) that encodes the subsequence of
k-mers compactly with a single substring from the read.
Two additional pieces of information are also encoded into the subsequence
entry: (1) the two k-mers that precede and succeed the subsequence itself,
if any, to make explicit the presence of those frontier edges, and (2) the
partition indices of those two k-mers, if any, to make explicit the index (also
called a color) of the other partition that contains the complementary frontier
edge and thus terminal node (k-mer) for the frontier edge.
After partitioning the read set into N out-of-core partitions, the methods
described in Chapter 4 schedule the process of forming the graph for each
unformed partition Ui, applying distillation transformations to each in-core
graph, and redistributing graph fragments among the partially distilled
subgraphs in order to recombine U into the fully distilled de Bruijn graph
D. The remainder of this chapter discusses the design and evaluation of the
projection functions.
1Training and distribution can be performed in a single pass in some circumstances,
including the greedy clustering method described in Section 3.3.7.
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Figure 3.1: Read Set Partitioning (without Training)
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procedure PartitionReadSet(ReadSet RS, int N)
begin
PartitionBucketSet U = NULL
TrainProjectionFunction(RS, N)
foreach Read R in RS do
Kmer K_before = NULL // preceding k-mer
Color C_before = NULL // preceding k-mer’s color
Kmer K_prev = NULL
KmerSequence S = NULL
Color C_seq = NULL
foreach Kmer K in R do
Kmer K_canon = ComputeCanonicalKmer(K, L_k)
Color C = ProjectionFunction(K_canon, N)
if S == NULL then
S = K_canon
C_seq = C
else
if C == C_seq then
S += K_canon
else
Kmer K_after = K_canon // proceeding k-mer
Color C_after = C // proceeding k-mer’s color
U_Cseq += EmitSubsequence(K_before, C_before, S,
K_after, C_after)
K_before = K_prev
C_before = C_seq
S = K_canon
C_seq = C
fi
fi
K_prev = K_canon
endfor
// emit last subsequence of R
Kmer K_after = NULL
Color C_after = NULL
U_Cseq += EmitSubsequence(K_before, C_before, S, K_after, C_after)
endfor
end
Algorithm 3.1: Read Set Partitioning
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3.3 Projection Functions
This section considers a spectrum of projection functions for use in the
partitioning process. A projection function defines a deterministic mapping
for each k-mer from a complete finite field of canonical k-mers to an integer
from the set of integer partition indices {1 · · ·N}. The immediate goal in
designing such a projection function is to capture maximal locality within
each partition for the subject read set and yet have that function be
computationally efficient. This efficiency is particularly important as the
function will be applied to every instance of every k-mer in the read set; these
instances easily number in the hundreds of billions for gigabase genomes.
Unlike traditional projection functions used in partitioning graphs over a
continuous topological space (e.g., Euclidean space), which decompose the
field either into regular regions independently of the data set or incrementally
into regions based on the data set (e.g., a quad-tree that hierarchically
subdivides a space based on point density), the finite field of canonical k-
mers is not so simply decomposed with high fidelity. In particular, there are
several overt challenges in designing a projection function:
1. The finite field of canonical k-mers has irregular topology with
wormhole-like discontinuities; unlike a Euclidean field, the canonical
de Bruijn field is not decomposable into regular continuous regions.2
2. The complete canonical de Bruijn finite field is far too large to
enumerate and directly decompose, as the field has 4
k
2
canonical k-mers
(k ≥ 27 is typical for gigabase genomes).
3. The diameter of the field is very small, being equal to k, which
fundamentally limits the length of a random walk (e.g., a sequence
of k-mers from a read) along k-mers assigned to a partition.
In an effort to explore and overcome these challenges, several fundamental
design decisions for the projection functions are explored. A taxonomy
of these fundamental characteristics is shown in Figure 3.2. The most
fundamental choice is whether to use a stateless3 or a stateful projection
2This is an assumption, not a statement of fact.
3Stateless modulo a small working set, e.g., a few registers for temporary values, a
single memory word per partition, etc.
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Figure 3.2: Taxonomy of Fundamental Projection Function Design
Decisions
function. Intrinsically, a computationally efficient4 stateless projection
function must rely on a regular decomposition. Sections 3.3.3 and 3.3.4
describe two such stateless projection functions; the evaluation in Section 3.4,
however, finds that these stateless projection functions do not perform well
as they do not capture very much locality due to challenges 1 and 3.
Consequently, stateful projection functions are also explored. The primary
constraint for stateful functions is that either the state must be small enough
to fit in-core or its access patterns must exhibit high enough temporal
and spatial locality to amortize the performance impact of virtual memory
paging.5 While the most simple stateful approach would be to completely
enumerate and then directly decompose the complete canonical de Bruijn
finite field in some manner, challenge 2 directly contradicts this approach as
the in-core state is not sufficiently large to uniquely represent every possible
4An example of a computationally inefficient function would be one that would walk
the de Bruijn sequence field (using constant space) to evaluate the projection function.
5Only in-core stateful functions are examined in this dissertation.
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// example set of shifts and exclusive-OR operations
function CastKmer_RandomizationHash(Kmer K, int Table_size)
begin
return (K XOR (K >> 17) XOR (K >> 37) XOR (K << 11)) MOD Table_size
end
Algorithm 3.2: Casting: Randomization Hash
canonical k-mer. This negative result means that, for any practical stateful
projection function, multiple k-mers must alias to the same state.
In this dissertation, the stateful projection functions considered use the
available in-core state for a single look-up table; multiple k-mers map to
each entry in the table, and each k-mer only maps to a single entry. The
state of an entry stores an integer partition index. As such, all k-mers that
map to the same entry are assigned to the same partition, and the partition
mapping for each k-mer is constant and deterministic.
Each stateful projection function performs two innate actions: (1) populate
the look-up table, and (2) perform look-ups in the table. As both actions
require a mechanism to index into the table, functions that cast k-mers to
table indices are discussed in Section 3.3.1. The taxonomy of the methods to
populate the table is then discussed in Section 3.3.2. The specifics of the three
stateful projection functions developed then follow in Sections 3.3.5–3.3.7; an
evaluation of these functions in Section 3.4 demonstrates their advantage over
stateless functions and their relative effectiveness at capturing locality within
partitions.
3.3.1 Casting k-mers to Table Indices
In this section, two stateless6 functions for casting a k-mer to a table index
are presented. The projection functions discussed in the following sections
utilize these casting functions as subroutines.
The first casting function is a conventional randomization hash function
(Algorithm 3.2) that uses logical shifts and exclusive-or operations to produce
a pseudo-random but deterministic index from a k-mer value; assuming
a uniform distribution of distinct k-mer values from the finite field, the
6Stateful casting functions are not explored in this dissertation, but such a function
could divide the available in-core memory into multiple tables, producing a multi-level
lookup function.
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// extract center mini-kmer from full sized k-mer
function CastKmer_MiniKmerProjection(Kmer K, int L_k, int L_mk)
begin
assert true: L_k >= L_mk
assert true: (L_k - L_mk) % 2 == 0
int shiftAmt = L_k - L_mk // * 2 / 2 is half difference
int bitMask = (1 << (L_mk * 2)) - 1
Kmer K_mini = (K >> shiftAmt) & bitMask
return ComputeCanonicalKmer(K_mini, L_mk)
end
Algorithm 3.3: Casting: Mini-kmer Projection
randomization hash function aims to uniformly map k-mers to all possible
indices. However, the distribution of distinct k-mer values is not uniform.
Instead, the distribution is essentially bimodal as some k-mers occur one or
more times in the read set while others never occur. For this reason, some
variability in the distribution of k-mer values to indices is expected.
The second casting function is a novel mini-kmer projection function
(Algorithm 3.3) that leverages an innate property of de Bruijn sequences to
project the complete finite field of canonical k-mers from the de Bruijn graph
of diameter k onto a smaller field of diameter mk, where mk < k and k−mk
is even. The diameter mk is chosen so that the complete canonical de Bruijn
graph of 4
mk
2
length-mk k-mers (mini-kmers) can be implicitly enumerated
in-core as a flat array of nodes (the table), where the index of a node in the
array is equal to the value of its corresponding mini-kmer. As each node’s
mini-kmer is implicit and the graph is complete, edges between mini-kmers
also become implicit. As such, each node’s state only needs to contain the
meta-data used by the projection function. For example, if a byte per node
is required for the meta-data, a table of projection function meta-data for a
complete canonical mini-kmer graph of diameter mk = 15 only requires 512
megabytes (4
15
2
nodes × 1 byte each).
A k-mer of length-k (a full-kmer) is projected onto a k-mer of length-
mk (a mini-kmer) by choosing the middle mk bases from the full-kmer and
canonicalizing the length-mk k-mer composed of those bases, as illustrated
in Figure 3.3. Only the middle mk bases may be used in order to guarantee
that the two mini-kmers derived from two adjacent k-mers have an mk − 1
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  TCCT    TAGG     ATAG      CATA
  AGGA    CCTA     ATAG      CATA
read sequence
 k=8 k-mers
 canonical k-mers
 k=4 mini-kmers
 canonical
mini-kmers
Figure 3.3: Mini-kmer Projection
base overlap (modulo canonicalization).
The innate advantage of mini-kmer projection in comparison to random
hashing is that certain locality among full-kmers is naturally preserved
regardless of the method used to populate the look-up table. Figure 3.4
illustrates two forms of the constructive aliasing that preserves this locality;
mini-kmers are highlighted in grey. The first form is local constructive
aliasing, where k-mers from a common branching point share the same
derived mini-kmer. In the other form, non-local constructive aliasing, distant
graph loci with similar topology share the same derived mini-kmer loci.
In this example, assigning the adjacent mini-kmers TCCT and CCTA to the
same partition will cause the six full-sized k-mers (and potentially others not
shown) in the figure to be assigned to the same partition.
3.3.2 Populating the Look-Up Table
There are two fundamental ways to populate the table for a projection
function, as shown in the taxonomy in Figure 3.2. First, the table can
be populated in a non-trained manner, without any knowledge about the
characteristics of input data sets. Sections 3.3.5 and 3.3.6 define two non-
trained projection functions that only utilize information about the de Bruijn
finite field to effectively populate the table. Otherwise, the table can be
populated by training on actual data to positively bias the table. The training
can conceptually be performed in two ways: either the input data set can be
used to dynamically populate the table during a production run, or a static
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Figure 3.4: Mini-kmer Constructive Aliasinga
aWhile the illustration portrays constructive aliasing in a non-canonical graph for
clarity, constructive aliasing is retained in a canonical graph if the canonical form of
the mini-kmers is used.
table can be populated using a representative data set7 a priori to eliminate
the run time cost of dynamic training. In Section 3.3.7, one such dynamically
trained projection function is defined.
3.3.3 Stateless Projection: Deterministic Random
The deterministic random stateless projection function (Algorithm 3.4)
utilizes a function similar to the randomization hash k-mer casting function
to randomly but deterministically directly hash a k-mer into a partition
identifier; for comparison, the ABySS assembler uses a similar hash when
distributing the k-mers across a cluster of workstations. By distributing
k-mers randomly, the partitions are highly balanced but locality is only
achieved by chance. This is the baseline, non-adversarial worst-case.
7For example, a set of statically trained tables populated from representative data sets
from various biological taxonomic ranks could be made available.
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function Stateless_DeterministicRandom(Kmer K, int N)
begin
return (K XOR (K >> 17) XOR (K >> 37)) MOD N
end
Algorithm 3.4: Stateless Projection: Deterministic Random
3.3.4 Stateless Projection: de Bruijn Distance
The de Bruijn distance stateless projection function (Algorithm 3.5)
computes the distance in the finite field from the subject k-mer to each of N
k-mers that seed a partition of the field. The function assigns the subject k-
mer the partition index assigned to the closest seed. If a k-mer is equidistant
from multiple seeds, the tie is broken by exclusive-or’ing the k-mer with each
tying partition index and choosing the lexicographically smallest result.
However, this function is not evaluated further (in Section 3.4) for two
reasons. First, the function is relatively computationally inefficient, as it
computes an edit distance8 between the subject k-mer and each seed k-mer
for every k-mer instance in the read set. Second, as many k-mers tie in
distance to multiple seeds, the frontier is very rough and was found early
on to be inferior to the scooping function presented in the next subsection
despite scooping’s use of a mini-kmer sized table instead of the full diameter
k field.
8While the provided algorithm’s computational complexity is O(k2), a linear-time
banded variant is possible. The provided algorithm does, however, incorporate a space
complexity optimization where only the previous row and the current row of the dynamic
programming matrix are required; when the next row is started, the current row and
previous row pointers are swapped, and the old previous row is zeroed out as the new
current row.
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function ComputeDeBruijnDistance(Kmer K_subject, Kmer K_seed)
begin
int minDistance = L_k
int dpArray[2][L_k] = 0
for(int idxSubj = 0 ; idxSubj < L_k ; ++ idxSubj)
int *previousRow = &dpArray[((idxSubj+1) % 2)][0]
int *currentRow = &dpArray[idxSubj % 2][0]
bzero(currentRow, L_k * sizeof(int))
for(int idxSeed = 0 ; idxSeed < L_k ; ++idxSeed)
if GetNucleotide(K_seed, idxSeed) ==
GetNucleotide(K_subject, idxSubj)
int previousCount = (idxSeed == 0 ? 0 : previousRow[idxSeed-1])
int currentCount = previousCount + 1
currentRow[idxSeed] = currentCount
// calculate distance
int minSubj = min(idxSubj, L_k - idxSubj - currentCount)
int minSeed =
(minSubj < idxSubj ? idxSeed : L_k - idxSeed - currentCount)
int distance = minSubj + (L_k - currentCount) + minSeed
if distance < minDistance
minDistance = distance
fi
fi
endfor
endfor
return minDistance
end
function Stateless_DeBruijnDistance(Kmer K, int N, Kmer seed[N])
begin
int minDistance, minDistanceIdx
for idx = 1 ; idx <= N ; ++ idx
int distanceToSeed = ComputeDeBruijnDistance(K, seed[idx])
if distanceToSeed < minDistance
minDistance = distanceToSeed
minDistanceIdx = idx
else if distanceToSeed == minDistance
if (K XOR idx) < (K XOR minDistanceIdx)
minDistanceIdx = idx
fi
fi
endfor
return minDistanceIdx
end
Algorithm 3.5: Stateless Projection: de Bruijn Distance
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3.3.5 Stateful Projection: Scooping
The scooping stateful projection function (Algorithm 3.6) is an input-
independent (non-trained) function that partitions the in-core table, which
represents a complete canonical mk-diameter de Bruijn graph of mini-kmers.
Utilizing the ComputeDeBruijnDistance function, N seed mini-kmer nodes
(one per desired partition) are iteratively computed until they are maximally
distant from each other. From each seed, each partition is incrementally
grown until all nodes are assigned a partition. The next node to incorporate
into each partition is selected in a breadth-first manner, in effect minimizing
the average distance from a node in the partition to its seed node.
While this method produces solution superior to that of the stateless
projection functions, its potency is limited by the topology of the de Bruijn
graph. The number of nodes at a given radius from a seed grows super-
linearly rather than linearly as in a discrete Euclidean space, causing many
of the scooped nodes to be on the frontier of the scoop, each with some edges
incident on other partitions.
3.3.6 Stateful Projection: Frontier Edge Minimization
The frontier edge minimization stateful projection function (Algorithm 3.7),
also a non-trained function, improves upon scooping by minimizing the edge
cut-set between partitions instead of minimizing the distance to any seed. To
compute this partitioning, a complete canonical mini-kmer graph is generated
as input to a graph partitioner (Metis [32] was used in this work), which
partitions the input graph with the objective of minimizing the edge cut-
set while maintaining a balanced number of nodes between partitions. In
practice, however, an imbalance in the size of the partitions, as formed
by Velour from the data set, is observed as the k-mer distribution in the
data is non-uniform. To mitigate this imbalance, the mini-kmer graph is
overpartitioned by a factor of 32; the resulting kmer partitions are then
randomly merged (potentially merging non-adjacent partitions) to produce
a more uniform partition size distribution, at a cost of some solution quality.
Without doing so, the imbalance dictates a larger number of partitions be
created by Velour to mitigate the size of the few overly large partitions.
55
procedure Scooping_InitializeTable(Table T, int T_size, int N)
begin
Kmer seed[N] = ComputeMaximallyDistantSeedNodes(N)
Queue scoopFrontier[N] = NULL
int colored = 0
// seed the frontier
for(c = 1 ; c <= N ; ++c)
T[seed[c]] = c
++ colored
Enqueue( scoopFrontier[c], seed[c] )
endfor
// scoop
while colored < T_size
do
// rotate colors to best effort balance scoop sizes
for(c = 1 ; c <= N ; ++c)
if scoopFrontier[c] is not empty
Kmer K = Dequeue( scoopFrontier[c] )
foreach K_neighbor of K do
K_neighbor = ComputeCanonicalKmer(K_neighbor, L_k)
if T[K_neighbor] is not set
T[K_neighbor] = c
++ colored
Enqueue( scoopFrontier[c], K_neighbor )
fi
endfor
fi
endfor
done
end
function Stateful_Scooping(Kmer K)
begin
TableIndex idx = CastKmer_MiniKmerProjection(K, L_k, L_mk)
PartitionIndex pIdx = table[idx]
return pIdx
end
∗ In Velour, ComputeMaximallyDistantSeedNodes() is approximated using a hill
climbing algorithm that selects an initial set of random seed nodes and calculates
the pairwise de Bruijn distance between all seeds; it then iteratively generates a
new seed, compares the average distance between the new seed and each subset of
old seeds to determine which to replace, and then iterates until a local optimum is
found.
Algorithm 3.6: Stateful Projection: Scooping
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// table is populated using metis partitioner on a complete canonical
// mk-diamater de Bruijn graph -- thus not input dependent
function Stateful_FrontierEdgeMinimization(Kmer K)
begin
TableIndex idx = CastKmer_MiniKmerProjection(K, L_k, L_mk)
PartitionIndex pIdx = table[idx]
return pIdx
end
Algorithm 3.7: Stateful Projection: Frontier Edge Minimization
3.3.7 Stateful Projection: Greedy Clustering
The greedy clustering stateful projection function (Algorithms 3.8 and 3.9)
dynamically trains on the input read set to populate an in-core look-up table
that greedily builds clusters of overlapping read sequences in a hashed space.
In this way, intersecting k-mer paths from reads (modulo hash aliasing) are
assigned to the same cluster and thus the same partition. Two variants of
this method are explored. The first uses the CastKmer RandomizationHash
function to index into the table and is referred to as hashed greedy clustering,
while the other uses the CastKmer MiniKmerProjection function and is
referred to as mini-kmer greedy clustering.
The basic process of greedy clustering is illustrated in Figure 3.5.
Figure 3.5(a) shows a k-mer sequence from the first read in the read set being
inserted into the otherwise empty table, seeding a cluster. The index in the
table for each k-mer of the read is determined using the casting function,
and the entry in the table for each k-mer is set to the first partition color
(not shown); once set, subsequent updates to the table never change the
value of a table entry. Although the k-mers from the read are drawn as
adjacent to each other in the figure for clarity, the casting function may
scatter the indices arbitrarily. Figure 3.5(b) shows the state of the table after
the first N reads (in this example, four) have seeded a cluster per partition,
after which all future reads will be tested for intersection against this set of
clusters in order to assign the table entries for those reads a partition color.
Figures 3.5(c) and 3.5(d) illustrate the common case where a subsequent read
intersects a cluster in the table; k-mers from the read are greedily inserted
into the table as a member of the intersecting cluster. In doing so, the table
entry for each k-mer of the read is set to the partition color of that cluster (not
shown). In Figure 3.5(e), the read does not intersect any of the clusters in the
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Figure 3.5: Greedy Clustering
table and so is set aside into a buffer; these buffered reads are later rescanned
from the buffer after other reads have grown the clusters further, as shown
in Figure 3.5(f). If a read still does not intersect any cluster (not shown),
it seeds a new cluster with the same color as an existing cluster, forming a
logically connected collection of clusters by virtue of having identical color
assignments.
Once the table begins to fill up, it is often the case that a read sequence
intersects multiple clusters; while this is indicative of the punitive nature of
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function Stateful_GreedyClustering(Kmer K)
begin
if HashedGreedyClustering variant
TableIndex idx = CastKmer_RandomizationHash(K, tablesize)
else // MiniKmerGreedyClustering variant
TableIndex idx = CastKmer_MiniKmerProjection(K, L_k, L_mk)
fi
PartitionIndex pIdx = table[idx]
return pIdx
end
Algorithm 3.8: Stateful Projection: Greedy Clustering
partitioning, the table entries’ color assignments are not modified. If some
k-mers of the read are uncolored in the table, each stretch of unassigned
k-mers is assigned to the smaller of the two neighboring intersecting clusters.
In order to efficiently produce a balanced partitioning, the implementation
of greedy clustering in Velour includes several important enhancements to
the basic algorithm. First, each partition is seeded by multiple reads to
increase the likelihood that subsequent reads will intersect a seed and grow a
cluster instead of being too conservatively buffered; approximately 100 seeds
per partition was found to be a good balance for the number of partitions
and table sizes examined. Second, the table is initially over-partitioned into
several times more partitions than the desired result. Later, these temporary
partitions are greedily merged based on the number of read k-mer paths
that cross from each temporary partition to each other temporary partition
(recorded using an adjacency matrix counting the occurrences); doing so
produces a significantly more balanced number of nodes in each partition, as
otherwise some clusters quickly grow to dominate the table. Lastly, where
imbalance remains, the partitions are reordered (sorted) from largest to
smallest for the recombination phase. In doing so, the peak memory footprint
during recombination is mitigated.
59
// procedure sketch, additional details in source code
procedure GreedyClustering_TrainTable(ReadSet RS, Table T, int N)
begin
DeferredReadQueue Q
SeedTableWithFirstNReads(RS, T, N)
foreach Read R in RS do
IndexSequence S_i = NULL
ColorSequence S_c = NULL
int idx = 1
int hits = 0
Color lastColor = NULL
bool allOneColor = true
foreach Kmer K in R do
TableIndex I = CastKmer(K)
if T[I] is colored
++ hits
if allOneColor is true AND lastColor != NULL AND T[I] != lastColor
allOneColor = false
fi
lastColor = T[I]
fi
// memorize the color assignments for each kmer of the read
S_i[idx] = I
S_c[idx] = T[I]
++ idx
endfor
if hits == 0 // did not intersect a cluster, defer insertion
Enqueue( Q , R )
else
GreedyClustering_InsertKmerSequence(T, S_i, S_c, allOneColor, lastColor)
fi
endfor
while Q is NOT empty do // empty the buffer of unattached reads
Read R = Dequeue( Q )
if R intersects T
GreedyClustering_InsertKmerSequence(R)
else // no intersection, fairly choose color and insert anyways
Color C = RoundRobinChooseNextColor()
foreach Index I in S_i
T[I] = C
endfor
fi
endwhile
end
subroutine GreedyClustering_InsertKmerSequence(T, S_i, S_c, allOneColor, lastColor)
begin
if allOneColor // insert k-mer sequence into table
foreach Index I in S_i
T[I] = lastColor
endfor
else // split k-mer sequence among multiple clusters
AssignKmersToNearestMinimumSizedCluster( S_i, S_c, T )
fi
end
Algorithm 3.9: Stateful Projection: Greedy Clustering Training
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3.4 Evaluation
This section evaluates the projection functions used to direct the partitioning
of the yet unformed de Bruijn graph. The immediate goal in designing
the projection functions was to efficiently capture maximal locality within
each partition, to enable a maximal fraction of the overall distillation to
occur before considering the effects of the recombination process (described
in Chapter 4). In doing so, two metrics were assumed to be reduced: first, the
amount of data to be redistributed between partitions would be less as fewer
nodes would be left in each partition; second, the peak memory footprint
would be reduced as graph fragments with higher locality that join during
redistribution would have a higher likelihood of inducing a larger magnitude
reduction per instance of redistribution.
The evaluation in this section uses the fruit fly data set to quantitatively
measure and compare the projection functions; the relative trends among
the projection functions are believed to be qualitatively similar for other
data sets. Recall from Chapter 2 that this data set is 37-fold coverage of
the 165 megabase genome and is composed of 1,274,723,369 distinct k = 31
k-mers, which eventually distill by a factor of 50.7x to 25,160,512 sequence
nodes (contiguous sequences of k-mers). The memory footprint of the graph
is correspondingly reduced from the directly constructed footprint (reported
in Table 2.4) of 29,176 megabytes by a factor of 38.6x down to a mere 756
megabytes. Furthermore, the lowest peak footprint of the in-core graph
during recombination (for the configurations measured in this section) is
480 megabytes; this difference is due to the fact that portions of the graph
that are known to not be further reduced are stored out-of-core until the final
distilled graph is reconstituted after recombination.
While this section evaluates the quality of the projection functions, it is
important to note that any of the functions enable a sufficiently low peak
footprint during the recombination phase; the quality of the partitioning
simply affects the number of partitions required and the overall execution
time.
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Figure 3.6: Average Intra-Partition Reduction from Distillation for
Constant Number of Table Entries
3.4.1 Intra-Partition Reduction
Figure 3.6 plots the average fraction of nodes remaining in the graph of each
partition after distillation is applied independently to all partitions, for a
4-, 16-, 64-, and 256-way partitioned graph. The fraction remaining is the
number of sequence nodes present in each partition after distilling the k-mer
nodes divided by the original number of k-mer nodes; in Velour, this portion
of the distillation process occurs incrementally, allowing the memory used by
stale k-mer nodes to be reused for sequences nodes during initial distillation.
The size of the table used by each projection function in this plot remains
constant at 229 entries as the number of partitions is swept. As this table is
sufficiently small for the 4-way partitioned case (i.e., the table is no larger
than the peak footprint during recombination and the final fully distilled
graph), sweeping the number of partitions while holding the table size
constant demonstrates the progression of the average reduction as the graph
is overpartitioned. Interestingly, most of the projection functions nearly level
out as the graph is increasingly partitioned, suggesting that overpartitioning
is not severely punitive.
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Figure 3.7: Average Intra-Partition Reduction from Distillation for
Oracularly Chosen Table Sizes below Peak Footprint
Figure 3.7 similarly plots the average fraction of nodes remaining in the
graph, but limits the projection function’s table size for each data point
such that the table is no larger than the peak footprint achieved during
recombination for that configuration; in doing so, the performance of an
oracularly chosen table size for each degree of partitioning is more realistically
compared for this data set.
Hashed greedy clustering exhibits an acute degradation in reduction as the
number of partitions is increased and the size of the table is consequently
decreased. This result suggests that hashed greedy clustering as implemented
is advantageous when the partitioning factor is small, but not when the
graph is partitioned beyond 16 ways. However, future work could investigate
performing multiple passes of training to simulate a larger amount of memory
for the table to extend its benefit.
Mini-kmer greedy clustering is similarly sensitive to the table size.
However, unlike hashed greedy clustering, mini-kmer greedy clustering
quantizes the table size as odd powers of four instead of an arbitrary power of
two, so that the mini-kmer can be extracted. This quantization reduces the
effectiveness of mini-kmer greedy clustering over hashed greedy clustering
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Figure 3.8: Average Intra-Partition Reduction from Distillation for Frontier
Edge Minimization as Genome Size Is Varied
that was shown in Figure 3.6. Future work could improve the table size
granularity to any power of four by choosing the indexing bits at a sub-
nucleotide level.
Figure 3.8 plots the fraction of nodes remaining when using the frontier
edge minimization function, as the data set is varied from the small 12 Mb
yeast genome up to the 3.2 Gb human genome. The plot shows that frontier
edge minimization’s intra-partition reduction is insensitive to the size of the
data set. While future improvements in greedy clustering may enable it
to outperform frontier edge minimization at higher levels of partitioning,
the frontier edge minimization technique provides simple and predictable
behavior without the need for training.
3.4.2 Peak Memory Footprint during Recombination
Table 3.1 lists the peak memory footprint during recombination for the five
projection functions for a 4-, 16-, 64-, and 256-way partitioned graph, and this
is plotted on a log-log scale in Figure 3.9 for clarity. The plot clearly shows a
linear correlation of the peak footprint with the number of partitions. When
64
Table 3.1: Peak Memory Footprint during Recombination
partitions
≈ 4 ≈ 16 ≈ 64 ≈ 256
random 21,882 MB 10,610 MB 2,926 MB 1,247 MB
scooping 17,485 MB 5,688 MB 2,512 MB 1,339 MB
frontier 15,745 MB 4,225 MB 1,411 MB 480 MB
hashed greedy 14,645 MB 3,439 MB 1,515 MB 901 MB
minik greedy 10,379 MB 4,058 MB 1,011 MB 724 MB
a Recall the directly constructed non-partitioned graph is 29,376 MB, using a more
compact node representation.
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Figure 3.9: Peak Memory Footprint during Recombination
partitioned 256 ways, the peak memory footprint during recombination, as
compared to a directly constructed graph, was reduced by a factor of 23.6
for random projection and 61.2 for frontier edge minimization.
Figures 3.10–3.14 show the progression of the peak memory footprint of
the graph during the process of recombining the partitions. The random
projection function, Figure 3.10, exhibits the characteristic hump discussed
in Chapter 4, as redistributed graph fragments induce little reduction during
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Figure 3.10: Progression of Peak Footprint during Recombination for
Random Projection Function
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Figure 3.11: Progression of Peak Footprint during Recombination for
Scooping Projection Function
distillation whereas the increased locality in the other projection functions
mitigates this effect.
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Figure 3.12: Progression of Peak Footprint during Recombination for
Frontier Edge Minimization Projection Function
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Figure 3.13: Progression of Peak Footprint during Recombination for
Hashed Greedy Clustering Projection Function
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Figure 3.14: Progression of Peak Footprint during Recombination for
Mini-kmer Greedy Clustering Projection Function
3.4.3 Overall Effect on Performance
To measure the overall performance impact of the projection functions on the
partitioning and recombination process, the fruit fly data set was run using
Velour on a commodity dual-core Intel Core 2 Duo 2.66 GHz workstation
with 2 GB of physical memory and a single commodity hard disk. As the
fruit fly data set requires at least 28.5 GB of memory for a non-partitioned
(directly constructed) assembly, this experiment also served as an example
to validate Velour.
Table 3.2 reports the raw and summarized statistics for this experiment.
The relative slowdown is reported relative to the 256-way frontier edge
minimization configuration. Overall, a 2.72-fold temporal performance
improvement as compared to the baseline deterministic random projection
function is observed, and the amount of disk I/O is reduced by a factor of
2.94.
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Table 3.2: Projection Function Performance Comparison
(a) Raw Dataa
peak graph
table size footprintb partitioning recombination subsequence redistribution
partitions (MB) (MB) time (s) time (s) files (MB) files (MB)
random
254 0 1,226 2,029 32,184 47,640 110,060
1,024 0 489 3,423 55,853 54,497 142,343
scooping 254 64 995 1,440 19,774 27,426 61,991
frontier
64 32 1,266 951 11,934 13,619 30,724
256 64 445 963 11,620 15,398 38,307
1,024 64 234 1,361 20,052 17,756 48,403
hashed
greedy
91 1,024 1,190 1,652 16,572 11,045 44,878
254 1,024 615 1,752 17,049 11,169 47,736
1,131 1,024 210 3,417 43,071 18,767 92,021
minikmer
greedy
90 512 979 1,843 12,652 10,077 33,088
255 512 425 1,985 12,391 10,208 34,959
1,118 1,024 214 2,503 25,330 14,466 48,617
(b) Summarized Data
total disk relative intra-method intra-method
total writes relative disk write relative disk write
partitions time (s) (MB) slowdown overhead slowdown overhead
random
254 34,213 157,700 2.72 2.94 1.00 1.00
1,024 59,276 196,840 4.71 3.67 1.73 1.25
scooping 254 21,214 89,417 1.69 1.66 1.00 1.00
frontier
64 12,885 44,343 1.02 0.83 1.02 0.83
256 12,583 53,705 1.00 1.00 1.00 1.00
1,024 21,413 66,159 1.70 1.23 1.70 1.23
hashed
greedy
91 18,224 55,923 1.45 1.04 1.00 1.00
254 18,801 58,905 1.49 1.10 1.03 1.05
1,131 46,488 110,788 3.69 2.06 2.55 1.98
minikmer
greedy
90 14,495 43,165 1.15 0.80 1.01 0.96
255 14,376 45,167 1.14 0.84 1.00 1.00
1,118 27,833 63,083 2.21 1.17 1.94 1.40
a Fruit fly genome data set, measured on a workstation with 2 GB of memory.
b As Velour was run in performance mode, this value is typically larger than the
achievable minimum peak graph footprint.
3.5 Chapter Summary
In summary, this chapter described and evaluated algorithms that partition
the de Bruijn graph constructed from short read data prior to forming the
graph, which, for large genomes, cannot otherwise be constructed in-core.
Beyond a baseline algorithm that randomly, but deterministically, partitions
the data set, three algorithms that capture locality were described and
compared. One of these algorithms partitioned a data set by training on
the input data to dynamically identify locality; the other two algorithms
depended on a novel operation, mini-kmer projection, to implicitly capture
locality without training. Each algorithm improved the run time and peak
memory footprint (for a given partitioning factor) of the overall distillation
process as compared to the baseline; it was also shown that with additional
implementation effort, additional practical opportunity to improve and
expand the training-based algorithm is readily available.
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CHAPTER 4
RECOMBINATION AND
REDISTRIBUTION
This chapter describes and evaluates scheduling algorithms that coordinate
the recombination of the out-of-core partitions into a single fully distilled
graph. Each algorithm is fundamentally tasked with keeping the dynamic
memory footprint within the limits of physical memory in order to facilitate
efficient assembly. It will be shown that iterative redistribution of graph
fragments among the partitions of the de Bruijn graph is generally necessary
to sufficiently reduce the peak memory footprint during recombination. To
optimize performance, the scheduling algorithms are secondarily tasked with
minimizing the total amount of disk activity.
Section 4.1 establishes the concept of recombination and evaluates two
simple recombination schedules that motivate the use of redistribution.
Section 4.2 then progressively builds and evaluates redistribution schedules
to enable efficient recombination. Next, Section 4.3 introduces a graph
transformation that breaks fragments into multiple smaller fragments,
to mitigate the memory footprint impact of otherwise large fragments.
Section 4.4 then describes the production-quality culmination of this
chapter’s algorithms and evaluates their efficacy on several gigabase genomes.
A closing discussion with future work and a chapter summary follow.
4.1 Recombining Partitions
The previous chapter focused on partitioning an unconstructed de Bruijn
graph with the intention of capturing locality, to facilitate intra-partition
distillation. Those methods enable Velour to construct the graph for each
partition without exceeding physical memory as well as distill each partition’s
graph to a fraction of its original size. Only approximately 2x of the 20–
50x overall measured reduction (as measured for the gigabase genomes in
70
Chapter 3) tends to occur within the partitions, however, as the projection
functions are far from oracular. Nearly 10–25x of the overall reduction from
distillation remains to be realized.
This chapter describes the next stage of processing in Velour, which I
call recombination, where the out-of-core partitions are reintegrated into a
single fully distilled de Bruijn graph. In so doing, the remaining instances
of distillation reductions are realized. Beyond the mechanics of loading
the contents of multiple out-of-core partitions into memory and applying
distillation to that in-core subgraph lies the scheduling problem of how to
orchestrate this reintegration process. An overly aggressive schedule can
result in the working set exceeding the size of physical memory, slowing the
assembly process drastically (as demonstrated in Chapter 2) due to virtual
memory thrashing. Conversely, an overly conservative schedule may perform
an excessive amount of disk activity (unnecessarily shuﬄing data to and from
disk) resulting in sub-optimal performance.
The recombination scheduling problem is defined as follows: given a set of
N partitions U = {U1, U2, · · · , UN}, where each partition Ui is composed
of a set of Ri unformed graph fragments Fi = {f i1, f i2, · · · , f iRi} that are
each stored out-of-core on disk as an array of k-mer occurrence subsequences
(as described in Chapter 3), determine a schedule to recombine and distill
U into a single fully distilled de Bruijn graph D that (1) minimizes the
total execution time, and (2) ensures that the dynamic memory footprint
Mdyn is always less than the amount of system physical memory Mphysical
(so as to avoid virtual memory thrashing). Mpeak is defined as the peak
memory footprint, which is the maximum value of Mdyn during inception
and recombination.
In order to evaluate the scheduling algorithms examined in this chapter,
their theoretical schedules are decoupled from the practical considerations of
performing or eliding disk activity based on Mdyn and Mphysical. In doing so,
the lower bound of Mdyn and its evolution as recombination progresses may
be measured.
However, an implementation of the schedule may defer (and if appropriate,
elide) emitting in-core fragments to disk while Mdyn is less than Mphysical;
conversely, if the theoretical schedule does not maintain Mdyn below
Mphysical, the implementation may iteratively subdivide those partitions in a
hierarchical fashion.
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Figure 4.1: Inception: Graph Formation, Distillation, Emission of Sets
The initial scheduling algorithms developed in this chapter make the
simplifying assumption that each partition of unformed graph fragments Ui
should first be independently processed to (1) form the partition’s subgraph
in-core, (2) apply applicable distillation transformations, and (3) emit the
graph fragments to disk as sets of fragments, as directed by the respective
scheduling algorithm. To clarify discussion, these three steps are collectively
referred to as inception. The algorithm for inception is given in Algorithm 4.1
and is illustrated in Figure 4.1.
The set of distilled fragments constructed during inception from Ui is called
a distilled partition Pi; distilling U produces the set P = {P1, P2, · · · , PN}.
procedure Inception(PartitionSet U)
begin
foreach Ui in U do
in-core graph Gi = NULL
FormGraph(Gi, Ui)
DistillGraph(Gi)
if isRedistributionSchedule then
out-of-core sets Pi_1...PiN =
RedistributeInitialFragments(Gi) // defined later
else
out-of-core set Pi = emit(Gi)
fi
endfor
end
Algorithm 4.1: Inception
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Each Pi is logically composed of sets {Pi1, P i2, · · · , P iN}, which are used by
the schedules that perform redistribution. Each fragment of Pi is assigned
to a set Pij according to its incidence upon the partitions Pm, ∀m 6= i; in
particular, the minimum frontier edge index determines j. If and only if
the fragment has no frontier edges, then j = i. All sets Pnn,∀n = 1 · · ·N
are fully distilled sets that do not need to be further considered and are left
out-of-core as part of the final solution.
The bulk and incremental recombination schedules discussed next,
however, consider each distilled partition Pi’s set of fragments as non-
divisible. Each set is logically operated upon in whole before applying
subsequent operations, and no redistribution of fragments is performed. The
scheduling algorithms in the subsequent section elide this consideration.
The scheduling algorithms in this chapter are empirically compared using
the 85x coverage 12-Mbase yeast data set, which has 58 million distinct k=23
k-mers that distill down to 351,294 sequence nodes (a 165x fold reduction
in nodes). Due to the size difference in a k-mer node (16 or 24 bytes
depending on implementation) as compared to the average final sequence
node for this data set (68.6 bytes), an actual graph size reduction of 38.6x
or 57.9x (respectively) results.
Because of the size difference between k-mer and sequence nodes, which
can mitigate the benefit of partitioning, the peak memory footprints of the
schedules are compared not only to each other, but also to the base case
of direct graph construction using k-mer nodes. Directly constructing (i.e.,
without partitioning) the de Bruijn graph for this data set produces a graph
of size 887 MB for 16 byte k-mer nodes or a graph of size 1331 MB for 24
byte k-mer nodes. The distilled graph (produced by any method) is 23 MB.
In the plots and tables that follow, comparison to direct graph construction
with 16 byte k-mer nodes is indicated by direct-16, and to 24 byte k-mer
nodes by direct-24.
The various scheduling algorithms are compared using four distinct
configurations: two partitioning schemes (random and greedy clustering)
that each perform two distinct sets of runs for 16 and 64 partitions. Due to
the greedy partitioner’s conservative cluster merging, 19 and 90 partitions,
respectively, are instead produced. These four configurations are referred to
as random-16, random-64, greedy-19, and greedy-90.
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4.1.1 Bulk Recombination
The first and simplest recombination schedule, bulk recombination (Algo-
rithm 4.2), sequentially integrates the distilled partitions’ graphs in-core
before applying any distillation. We include this to demonstrate that it
is not a sufficient schedule. This process is illustrated for four partitions in
Figure 4.2. The four partitions P1, P2, P3, and P4 are first sequentially
loaded into the in-core graph; after that, distillation is applied to produce
the final solution, a fully distilled graph.
The peak memory footprint (Mpeak) of this schedule is plainly the sum
of the sizes of the distilled partitions’ graphs and is only valid if the intra-
partition distillation was sufficient to produce a sum less than the physical
memory available Mphysical; this approach would only be useful if the sum is
less than direct-16 or direct-24.
Table 4.1 compares bulk recombination’s Mpeak to direct-16 and direct-24.
In all cases, the Mpeak for these configurations (for this data set) results in
a worse peak memory footprint than direct graph construction. Although
the intra-partition reduction for greedy-19 was 2.23x, the increased node size
for sequence nodes overshadowed this reduction, with direct-16’s graph being
65% and direct-24’s graph being 98% of bulk recombination’s Mpeak.
The evolution of the memory footprint during bulk recombination is
plotted (for random-64) in Figure 4.3, labeled as bulk. As no operations
are performed after each partition is loaded, the line is flat until the next
partition begins loading. The peak footprint during each logical step (as
partitions are incorporated into the in-core graph) is plotted for all four
configurations in Figures 4.4 and 4.5.
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Figure 4.2: Bulk Recombination
procedure Schedule_BulkRecombination(PartitionSet P, int N)
begin
in-core graph G = NULL
// each below iteration is a recombination phase
for int i = 1 to N do
G += LoadPartition(Pi)
endfor
DistillGraph(G)
D = emit(G)
end
Algorithm 4.2: Bulk Recombination
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Table 4.1: Comparison of Peak Memory Footprints
(a) Yeast 85x — Random-16
schedule peak MB vs bulk vs direct-16 vs direct-24 peak nodes
bulk 3008 1.00 0.29 0.44 56,195,654
incr 1644 1.83 0.54 0.81 30,701,962
incr-P 1592 1.89 0.56 0.84 29,730,853
ant-P 1358 2.22 0.65 0.98 25,352,565
ap-P 410 7.34 2.16 3.25 7,408,527
ap-P slicing 391 7.69 2.27 3.40 7,024,309
(b) Yeast 85x — Random-64
schedule peak MB vs bulk vs direct-16 vs direct-24 peak nodes
bulk 3088 1.00 0.29 0.43 57,634,868
incr 1537 2.01 0.58 0.87 28,611,060
incr-P 1502 2.06 0.60 0.89 27,959,539
ant-P 1267 2.44 0.70 1.05 23,567,151
ap-P 132 23.39 6.72 10.08 2,194,295
ap-P slicing 108 28.59 8.21 12.32 1,719,404
(c) Yeast 85x — Greedy-19
schedule peak MB vs bulk vs direct-16 vs direct-24 peak nodes
bulk 1360 1.00 0.65 0.98 25,272,815
incr 569 2.39 1.56 2.34 10,524,776
incr-P 543 2.50 1.63 2.45 10,043,854
ant-P 355 3.83 2.50 3.75 6,403,580
ap-P 143 9.51 6.20 9.31 2,408,500
ap-P slicing 110 12.36 8.06 12.10 1,809,759
(d) Yeast 85x — Greedy-90
schedule peak MB vs bulk vs direct-16 vs direct-24 peak nodes
bulk 1392 1.00 0.64 0.96 26,006,597
incr 518 2.69 1.71 2.57 9,544,360
incr-P 501 2.78 1.77 2.66 9,231,128
ant-P 360 3.87 2.46 3.70 6,484,694
ap-P 73 19.07 12.15 18.23 1,083,539
ap-P slicing 36 38.67 24.64 36.96 378,970
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Figure 4.3: Memory Footprint Evolution during Recombination
(Random-64)
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(a) random-16
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Figure 4.4: Peak Footprint Evolution during Recombination (Random)
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Figure 4.5: Peak Footprint Evolution during Recombination (Greedy)
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Figure 4.6: Incremental Recombination
4.1.2 Incremental Recombination
The second recombination schedule, incremental recombination (Algo-
rithm 4.3), also integrates all of the distilled partitions’ graphs in-core.
However, it performs distillation after each distilled partition’s graph is
integrated; this lowers the peak memory footprint as compared to bulk
recombination as opportunity for reduction is generally created when graph
fragments are added to the in-core graph. This process is illustrated for
four partitions in Figure 4.6. The first two distilled partitions (P1 and P2)
are loaded and their combined in-core graph is then distilled, lowering the
memory footprint below the sum of the sizes of the first two partitions.
Partition P3 is then loaded and the combined in-core graph is again distilled.
Note that, importantly, the peak memory footprint after loading P3 is lower
than if distillation had not been performed prior to loading P3. Finally,
partition P4 is loaded and the in-core graph distilled to produce the fully
distilled graph.
This schedule has a lower peak memory footprint than bulk recombination
overtly because in general as partitions are combined in-core, some fraction
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procedure Schedule_IncrementalRecombination(PartitionSet P, int N)
begin
in-core graph G = NULL
for int i = 1 to N do
G += LoadPartition(Pi)
DistillGraph(G)
endfor
D = emit(G)
end
Algorithm 4.3: Incremental Recombination
of the most recently integrated partition is incident upon the other in-core
partitions, creating opportunity for distillation (and thus opportunity for
reduction). However, as only a fraction is incident upon the in-core graph,
Mpeak continues to grow until the rate of absorption (distillation) overcomes
the rate of addition, which in Figures 4.4 and 4.5 does not occur until roughly
half to two-thirds of the partitions have been loaded in-core.
Table 4.1 shows that incremental recombination’s Mpeak is 1.83–2.69 times
smaller than in bulk recombination. For the randomly partitioned cases,
Mpeak is still larger than direct-16 and direct-24. For the greedy clustering
cases, Mpeak is at least 1.56 times smaller than direct-16 and 2.34 times
smaller than direct-24. As was shown in Chapter 3, this result again
demonstrates that beyond improving the performance of recombination due
to superior intra-partition reduction, the partitioning scheme affects the
Mpeak of recombination.
4.1.3 Progressive Loading
During incremental recombination, each partition is completely integrated
into the in-core graph prior to performing distillation. Consequently, the
memory footprint first grows by an amount equal to the size of the partition’s
graph, then shrinks as distillation is performed. As partitions are generally
composed of many small fragments, it is possible to reduce the peak memory
footprint (induced by loading a partition) by loading only a fraction of the
partition at a time, distilling the in-core graph, and repeating until the
on-disk partition is exhausted. This optimization, which I call progressive
loading, is illustrated in Figure 4.7. The net footprint after progressively
loading and distilling a partition remains the same as not performing
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Figure 4.7: Progressive Loading
progressive loading, but the local peak footprint induced by the subject
partition is reduced. The magnitude of this local peak reduction is dependent
upon the total number of partitions; while partitioning the data set into more
partitions than is necessary for inception implicitly mimics the concept of
progressive loading, the overall performance of assembly would be degraded.
Table 4.1 shows that the Mpeak of incremental recombination with
progressive loading (labeled incr-P) is only 1.02–1.05 times smaller than
incremental recombination without progressive loading. Despite its modest
benefit for incremental recombination, its effect for the other better
performing schedules is asserted to be amplified as the base Mpeak is reduced.
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4.2 Redistributing Graph Fragments
Both the bulk and incremental recombination schedules completely load
all graph fragments from a partition before loading fragments from other
partitions. An artifact of this strategy is that many fragments are loaded
in-core prematurely. These fragments are not incident upon any other
fragment currently in-core, and so do not create opportunity for reduction by
distillation but only punitively increase the memory footprint of the in-core
graph.
This observation suggests that the overall peak memory footprint can
be reduced by scheduling recombination at a granularity below that of
whole partitions. In the limit, scheduling could be performed on a per-
fragment basis; such a scheduling algorithm could conceptually consider
all fragments (in-core and out-of-core) to decide which fragment to next
either load from disk or store back to disk for each scheduling decision.
It is plainly evident, however, that such a scheme is not practical as the
amount of useful work performed for a given fragment (its integration into the
graph and the subsequent reduction from distillation) would be dominated by
the computation of the next scheduling decision (without even considering
the added latency from disk accesses — in particular as the total number
of fragments at the start of the recombination process can number in the
billions).
For these reasons, this dissertation only considers scheduling algorithms
that operate over sets of fragments. When stored out-of-core, these sets
are indivisible (modulo progressive loading and storing) and are generally
kept sufficiently large so as to amortize disk latencies with bulk sequential
disk accesses. When stored in-core, the fragments form a single set that
is only divided into multiple sets when fragments are periodically stored
back to disk. This process is called redistribution, as a fragment that had
originally been distributed to a given out-of-core partition during partitioning
is subsequently distributed out-of-core for another partition to load.
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Figure 4.8: Anterior Redistribution
4.2.1 Anterior Redistribution
Anterior redistribution (Algorithm 4.4) introduces redistribution into the
inception phase before recombination to ensure that no fragment is initially
loaded in-core prematurely during recombination. In particular, instead of
emitting all fragments during inception from partition i to the single out-of-
core set Pi, the fragments from Ui are distributed to a set of out-of-core sets
Pij for j = {1, · · · , N}. The N partitions create a total of N2 out-of-core
sets. A distilled fragment from partition i is assigned to Pij by inspecting
the frontier edges of the fragment to determine the minimum partition index
j that the fragment is incident upon. If the fragment has no frontier edges, it
is emitted to the final out-of-core set Pii that stages fully distilled fragments
from Ui for the duration of the recombination process.
The anterior redistribution schedule for recombination is illustrated for four
partitions in Figure 4.8. The in-core graph is seeded with P21, the portion of
P2 that is first incident upon partition 1; next, the redistributed fragments
from partition 1 that are first incident upon partition 2, P12, are incorporated
and then the in-core graph is distilled. As all sets redistributed to partition
2 are exhausted, partition 3 then loads P31 and P13 and distills, loads P32
and P23 and distills, and so on. The progressive loading optimization can
also be used, as illustrated by the conceptual lower bound dashed line.
The evolution of the memory footprint during anterior redistribution’s
schedule (with progressive loading) is plotted (for random-64) in Figure 4.3,
labeled as ant-P. The peak footprint during each logical step is plotted for
all four configurations in Figures 4.4 and 4.5. Anterior redistribution shows
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a clear improvement upon incremental recombination. Table 4.1 shows the
Mpeak for anterior redistribution is 1.21–1.60 times smaller than incremental
recombination. In comparing to direct graph construction, little to no benefit
is seen when using the random partitioning, but a 2.46—3.75 fold reduction
is seen when using the greedy partitioner.
procedure RedistributeInitialFragments(Graph Gi) // for inception
begin
foreach fragment F in Gi do
if hasFrontierEdge(F) then
index j = min( GetFrontierEdgeIndicies(F) )
out-of-core set Pi_j += emit(F)
else
out-of-core set Pi_i += emit(F)
fi
endfor
end
procedure Schedule_AnteriorRedistribution(PartitionSet P, int N)
begin
in-core graph G = NULL
for int i = 2 to N do
for int j = 1 to (i-1) do
G += LoadPartition(Pi_j)
G += LoadPartition(Pj_i)
DistillGraph(G)
endfor
endfor
D = emit(G)
end
Algorithm 4.4: Anterior Redistribution
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Figure 4.9: Anterior-Posterior (AP) Redistribution
4.2.2 Anterior-Posterior Redistribution
Anterior-posterior (AP) redistribution (Algorithm 4.5) improves upon
anterior redistribution by performing redistribution between phases of
recombination,1 to ensure that no fragment is retained in-core longer than
necessary. In particular, an in-core fragment is “necessary” if it is incident
upon one or more fragments in the remaining sets to be loaded during
the current recombination phase. The AP redistribution schedule for
recombination is illustrated for four partitions in Figure 4.9. The schedule is
similar to anterior redistribution except that fragments that become incident
only upon partitions after the next partition are emitted to an out-of-core
set; doing so keeps the fragments pertinent to the next partition in-core.
In the illustration, those processed fragments from partition 2 that are not
pertinent until partition 4 are emitted to R24; after loading all anteriorly
redistributed sets Pxy in partition 4, the Rxy sets are incorporated.
The evolution of the memory footprint during AP redistribution’s schedule
(with progressive loading) is plotted (for random-64) in Figure 4.3, labeled
as ap-P. The peak footprint during each logical step is plotted for all four
configurations in Figures 4.4 and 4.5. AP redistribution clearly shows a
drastic reduction in the Mpeak as compared to anterior redistribution, 2.5–
9.6 fold as reported in Table 4.1. Additionally, all four configurations now
show a peak footprint significantly lower than direct graph construction.
1Intra-phase redistribution is also possible, but was not examined.
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procedure AP_RedistributePosteriorFragments(Graph G, int i)
begin
foreach fragment F in Gi do
if hasFrontierEdge(F) then
index j = min( GetFrontierEdgeIndicies(F) )
if j > (i+1) then
out-of-core set Rj_i += emit(F)
fi
else
out-of-core set Ri_i += emit(F) // final
fi
endfor
end
procedure Schedule_AnteriorPosteriorRedistribution(PartitionSet P,
int N)
begin
in-core graph G = NULL
for int i = 2 to N do
for int j = 1 to (i-1) do
G += LoadPartition(Pi_j)
G += LoadPartition(Pj_i)
DistillGraph(G)
endfor
for int j = 1 to (i-2) do // load posterior fragments
G += LoadPartition(Rj_i)
DistillGraph(G)
endfor
AP_RedistributePosteriorFragments(G, i)
endfor
D = emit(G)
end
Algorithm 4.5: Anterior-Posterior (AP) Redistribution
87
4.3 Slicing Fragments
The previous sections viewed fragments as indivisible objects in determining a
memory efficient schedule for recombination. In particular, AP redistribution
moved fragments out-of-core once they were no longer pertinent to the
immediate in-core graph. Upon processing the subsequent set of fragments
they were incident upon, those fragments would then be reloaded to enable
further distillation.
While AP redistribution’s strategy keeps a sizeable fraction of the
fragments out-of-core, some fragments tend to stay resident during the entire
recombination process. These fragments grow in size as incident fragments
are loaded, as fragment topologies beyond the motifs for distillation are
formed. These larger fragments also tend to have many frontier edges, which
cause the fragment to naturally be retained in-core during the loading of most
subsequent intra- and inter-partition out-of-core sets, as the large fragment
can be incident upon all of these sets. An example of this fragment growth
is shown in Figure 4.10: as more partitions are processed, the maximum
fragment size “snowballs.”
To mitigate the effect of these large fragments on the memory footprint
and on the performance of recombination in general, an optimization that
I call slicing was developed that breaks fragments into smaller fragments.
Some of these smaller fragments remain in-core as they are incident upon
fragments that will be subsequently loaded; others will be emitted to out-of-
core sets for loading in the future by AP redistribution. In doing so, the peak
memory footprint of AP redistribution is significantly reduced. Figure 4.10
demonstrates the impact on the maximum fragment size: without slicing the
maximum fragment size was 596,362, while with slicing, the maximum was
only 2,504. The inset graph re-plots the sliced maximum fragment size for a
smaller vertical scale.
Slicing chooses the cut or cuts to use for a fragment neither heuristically
nor arbitrarily. Instead, an exact set of cuts are computed that guarantees
no distillation transformation is deferred — all nodes and only the nodes of
a fragment that are necessary for distillation during the current phase are
retained in-core. In doing so, nodes of a fragment are never moved out-of-
core prematurely, which would create wasted work due to lost opportunity
of reduction through distillation.
88
0 4 8 12 16 20 24 28 32 36 40 44 48 52 56 60 64 68 72 76 80 84 88 92
logical time (delimited by partition index)
0
100000
200000
300000
400000
500000
600000
m
ax
im
um
 in
-c
or
e 
gr
ap
h 
fra
gm
en
t s
ize
 (n
od
es
)
ap-P
ap-P + slicing
0 8 16 24 32 40 48 56 64 72 80 88
logical time
0
500
1000
1500
2000
2500
3000
no
de
s
ap-P + slicing
Figure 4.10: Snowball Effect Mitigated by Slicing
An example of slicing is illustrated in Figure 4.11. Figure 4.11(a) depicts an
in-core graph fragment during the processing of partition 3 that is composed
of eight nodes; nodes A and B each have a single frontier edge. The
fragment has been retained in-core as node A’s frontier edge indicates that
a corresponding fragment from partition 2 will be loaded later in the phase.
Thus, at least until that fragment is loaded, this fragment will remain in-core
but unnecessarily inflate the memory footprint. Comparing this fragment to
the distillation transformation rules given in Chapter 2, it is clearly evident
that only nodes A and B have the potential to be transformed (in this
case, concatenated) during distillation once the other incident fragment(s)
is loaded. The other six nodes do not match the motifs for tip clipping,
erosion, or concatenation and so can be sliced out of the fragment without
inhibiting the distillation of nodes A and B.
This is valid because, while the lightly shaded nodes are necessary for the
correct distillation rule to be applied to both nodes A and B (as the diverging
paths inhibit further concatenation), only knowledge of the their presence is
necessary at nodes A and B, not the presence of the nodes themselves. The
darker shaded nodes, which are not even considered by any distillation rule
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Figure 4.11: Example of Slicing Opportunity for Graph Fragment
for nodes A and B, are clearly safe to be sliced out.
In performing a slice, the edges that are cut are transformed into frontier
edges. In the case of this example, where the center cluster of nodes being
sliced out cannot be distilled further, the frontier edge indices are assigned to
the final set. Figure 4.11(b) shows the three sliced fragments that comprised
the original fragment. The fragment containing node A remains in partition
3 as its frontier edge is labeled with a 2. The fragment in the center is
sent to the final set, as all its frontier edges indicate such. The fragment
containing node B is redistributed out-of-core to the set for partition 4.
Later, once the fragments containing nodes A and B have been matched
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with their corresponding missing fragments, the resulting fragments will
also be redistributed to the final set, where the matched frontier edges will
reconstitute the resulting graph fragment.
Slicing can be performed in at least two different ways: (1) basic slicing,
where a fragment is broken into smaller fragments by considering the frontier
edges that are causing that fragment to remain in-core (those frontier edges
with an index less than the current partition’s index) in order to determine
the non-frontier edges to slice, and (2) guided slicing, where a fragment is
broken into smaller fragments by considering all of its frontier edges in order
to determine the non-frontier edges to slice. In both cases, sub-fragments
that are of no utility to the current partition or to the remaining unprocessed
partitions are directly emitted to the out-of-core final set.
Basic slicing only considers the immediate utility to the current partition
when deciding the set of edges to slice; each sub-fragment that is
not necessary to the current partition is immediately scheduled to be
redistributed according to the frontier edge indices of that sub-fragment.
Guided slicing, on the other hand, considers each node’s utility to all yet
unprocessed partitions when determining the set of edges to slice; in doing
so, each node of the fragment is scheduled to be redistributed to the next
partition that actually requires the node to be present for distillation. This
behavior is unlike basic slicing, where a node may be redistributed to a
partition only because one of the node’s neighbor nodes was required for
distillation.
Figure 4.12 illustrates both basic and guided slicing, and Figure 4.12(a)
shows the initial fragment that originates in partition 3 for this illustration.
Figure 4.12(b) shows the result of basic slicing and describes the sequence of
fragment redistributions that will occur during the processing of subsequent
partitions. In the illustration, the edge from A to B is first sliced. Fragment
BC is then redistributed to partition 4, and fragment A waits for its
corresponding fragment to be loaded from partition 2. Afterwards, fragment
A is redistributed to partition 4. When partition 4 is processed, fragment BC
is loaded and is matched to its corresponding fragment; fragment BC then
waits for fragment A to be loaded. Once A is loaded, the combined fragment
ABC is redistributed to partition 5, and eventually to partition 6.
Figure 4.12(c) shows guided slicing of the initial fragment. In the
illustration, the edges from A to B and from B to C are first sliced.
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Fragment B is redistributed to partition 4, fragment C is redistributed to
partition 5, and fragment A waits for its corresponding fragment to be loaded
from partition 2. Afterwards, fragment A is redistributed to partition 4.
When partition 4 is processed, fragment B is loaded and is matched to its
corresponding fragment; fragment B then waits for fragment A to be loaded.
Once A is loaded, the combined fragment AB is redistributed to partition
5. When partition 5 is processed, fragment C is loaded and is matched to
its corresponding fragment; fragment C then waits for fragment AB to be
loaded. Once AB is loaded, the combined fragment ABC is redistributed to
partition 6. In this simple comparative example, guided slicing never sent
node C to partition 4 (as basic slicing did) because node C could not possibly
be relevant to any distillation in partition 4.
In summary, the guided-variant of slicing precisely breaks fragments into
multiple smaller fragments without deferring any distillation transformations
and without causing subsequent partitions to load nodes that can not be
necessary for distillation. In doing so, nodes not subject to further distillation
are proactively emitted out-of-core to the final solution; other fragments not
relevant until later phases are also emitted out-of-core. As such, the peak
memory footprint is reduced.
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4.3.1 Guided Slicing Algorithm
At a high level, guided slicing determines the set of edges in the fragment to
slice (cut) by determining for each node the first partition where the node
may match a distillation rule at some point during that partition’s processing.
In doing so, the necessary information is available to the procedure that slices
edges in order to decompose the fragment into two or more smaller fragments
(in general) to further enable redistribution.
To determine the first partition that each node may be required by, a
traversal of the fragment starting from each frontier edge is performed.
The set of nodes from each traversal corresponds to the set of nodes that
distillation rules may match when the fragment with the matching frontier
edge is later incorporated. Conceptually, each set of nodes is determined
by following the slicing traversal patterns in Figure 4.13 that were derived
from the distillation rules in Chapter 2; the actual algorithm that determines
these sets is provided later in this section. Each pattern shows the traversal
of a single node; the dashed edge indicates the edge where the traversal came
from, solid edges are edges present at that node, and the dotted lines are
boundaries of paths that can be ignored. For example, traversal pattern 4
says that if the traversal arrives at a minority edge, then the nodes sharing
the other edges on the same side of that node may be relevant to distillation;
this is so because if that minority edge is deleted due to tip clipping, that
node and its majority edge might then participate in concatenation.
In general, while a node may be in the node set of multiple frontier edges
(and thus may be relevant to multiple partitions), only the first partition
need be determined; as such, a process that I call marking is performed that
stores a single value at each node corresponding to the minimum frontier edge
index of all the node sets that node belongs to; this mark is assigned during
traversal from each frontier edge, and is updated when the traversal from a
lower valued frontier edge index encounters a node previously traversed by
a traversal from a higher frontier edge index. With this information, the
guided slicing algorithm can decide which edges to slice and what frontier
edge index to assign to each end of each sliced edge.
The algorithm for guided slicing is given in Algorithm 4.6. Its first step
is to initialize the marking process by marking each frontier edge using the
procedure MarkEachFrontierEdge. This procedure assigns a mark to each
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Figure 4.13: Slicing Traversal Patterns
frontier edge equal to the frontier edge index (if its value is greater than
the index of the current partition) or the current partition index (for frontier
edges with lower indices, since the previous partitions have already completed
processing).
The second step in the algorithm is to mark nodes by propagating the mark
from each frontier edge using the procedure ApplyMarkPropagationRules.
First the set of marked frontier edges is sorted according to their index and
then mark propagation is applied to the fragment from each frontier edge
separately; doing so eliminates node re-marking and minimizes the amount
of edge re-marking as the index of subsequent frontier edges is always greater
than or equal to the previously processed frontier edges. Mark propagation
begins by seeding a work list of marked edges (with information about which
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procedure MarkEachFrontierEdge(set of edges S, PartitionIndex i)
begin
foreach frontier edge E in S do
index e = GetFrontierIndex(E)
if e < i then
MarkEdgeAndSetMarkValue(i)
else
MarkEdgeAndSetMarkValue(e)
fi
done
end
procedure ApplyMarkPropagationRules(Fragment F, set of edges S)
begin
SortByFrontierIndexLowestFirst(S) // optimization minimizes re-marking
foreach frontier edge E in S do
set of marked directed edges W = NULL
W += E
while W is not empty do
marked directed edge A = RemoveAnyEdge(W)
node N = GetTargetOfEdge(A)
rewrite rule R1 = PatternMatch_SameSideMarkPropRules(A, N)
rewrite rule R2 = PatternMatch_OppositeSideMarkPropRules(A, N)
// NOTE: the subject graph (A, N) always matches a same side and
// opposite side mark propagation rule, if for no other
// purpose than to unmark the edge A
W += MarkNodeAndSameSideEdges(A, N, R1)
W += MarkNodeAndOppositeSideEdges(A, N, R2)
// NOTE: edge A was explicitly unmarked by the rewrite rules
done
endfor
end
procedure ApplyEdgeSlicingRules(Fragment F)
begin
foreach non-frontier edge D in F do
nodes N1, N2 = GetIncidentNodes(D)
rewrite rule R3 = PatternMatch_SlicingEdgeRewritingRules(N1, N2)
if R3 is not NULL then
ApplyEdgeSlicingRule(N1, N2, R3)
fi
endfor
end
procedure GuidedSlicing(Fragment F, PartitionIndex i)
begin
set of edges S = GetAllFrontierEdges(F)
MarkEachFrontierEdge(S, i)
ApplyMarkPropagationRules(F, S)
ApplyEdgeSlicingRules(F)
UnmarkAllNodes(F)
end
Algorithm 4.6: Guided Slicing
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direction the mark is to be applied) with the marked frontier edge (the work
list is used to track all the edges that are currently marked during the marking
process). The procedure then iteratively removes an edge A (any edge) from
the work list and pattern matches this edge and its incident node N against
the mark propagation rules in Figure 4.14. These rules may mark node N
with the mark value from A and may also create marks on the other edges of
N. These newly marked edges are added to the work list, and then the mark
propagation process iterates until the work list is empty. Once the work list
is empty, the process seeds the work list with the next marked frontier edge
and repeats this process.
The mark propagation rules realize the slicing traversal patterns (described
previously) as graph rewrite rules and are broken down into two sets of rules
both to reduce the number of graph patterns and also for clarity. The same
side rules propagate marks along edges incident upon the same side of the
node N as the marked edge A. The opposite side rules propagate marks along
edges incident upon the opposite side of the node N. Both sets of propagation
rules show the same marking of node N; for example, the same side rule SS1
shows that the marked edge A with index X incident upon an unmarked
node with no other edges on the same side shall mark the node with index
X, while the opposite side rule OS1 shows that the marked edge A with index
X incident upon an unmarked node with no edges on the opposite side shall
mark the node with index X. The one exception to these mark propagation
rules is that a mark propagation rewrite rule never marks a frontier edge.
After mark propagation has been applied from all frontier edges, each node
in the fragment is either marked with the index of the partition to first require
the node for distillation, or the node is left unmarked, indicating that the
node cannot participate in future distillation and so should be emitted to the
the final distilled solution out-of-core.
The third step in the guided slicing algorithm cuts non-frontier edges in
the fragment according to the marks on the nodes that the edge is incident
upon; in doing so, the fragment is decomposed into a set of smaller fragments
that can be individually redistributed. To cut the non-frontier edges, the
procedure called ApplyEdgeSlicingRules is performed. This procedure
examines each non-frontier edge and cuts the edge by transforming it into
two frontier edges if the marks on the ends of the edge differ; if one of the
nodes is unmarked (rule SL1), then the frontier edge index is set to the final
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Figure 4.14: Guided Slicing: Mark Propagation Rules
set; otherwise, the frontier edge indices are set to the partition index of the
edge’s opposite node (rule SL2). The rewrite rules in Figure 4.15 exactly
implement this procedure. The last step of the guided slicing algorithm then
unmarks the nodes, leaving the fragment free of marks.
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Figure 4.16 illustrates an example execution of the guided slicing algorithm
on the initial fragment in Figure 4.16(a) that originates in partition 3. The
first step of guided slicing, which marks each frontier edge, is shown in
Figure 4.16(b). The frontier edge at node B with an index of 2 is marked
with a value of 3 as the current partition index is 3, and 2 is less than 3; the
other frontier edges are marked with their frontier index.
The second step of guided slicing is a series of applications of the mark
propagation rules until no edges remain marked; in order for this illustration
to be more educational, the frontier edge marks will be processed in the
order 4, then 3, then 5, and then 6, instead of the algorithm-specified sorted
order of 3, then 4, then 5, and then 6 that would minimize the amount of
re-marking that occurs.
• Figure 4.16(c) shows the application of rules SS1 and OS7, where
node A is marked with the value 4, the frontier edge with index 4
is unmarked, and no marks are further propagated.
• Figure 4.16(d) then shows the application of rules SS7 and OS4, where
node B is marked with the value 3, the frontier edge with index 2 is
unmarked, and the edge from B to A is marked with the value 3.
• Figure 4.16(e) next shows the application of rules SS5 and OS5, where
node A is re-marked with the value of 3, as 3 is less than 4; the frontier
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Figure 4.16: Example Execution of Guided Slicing
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edges of A, however, are not marked, as frontier edges by definition are
not marked by the propagation rules.
• Figure 4.16(f) shows the application of rules SS1 and OS4, where node
C is marked with the value of 5, the frontier edge with index 5 is
unmarked, and the edge from C to B is marked with the value of 5.
• Figure 4.16(g) then shows the application of rules SS6 and OS6, where
the edge from C to B is unmarked, but node B is not re-marked as 3
is less than 5.
• Figure 4.16(h) next shows the application of rules SS9 and OS6, where
the frontier edge with index 6 is unmarked and node A is not re-marked
as 3 is less than 6.
The third step of guided slicing, edge slicing, is shown in Figure 4.16(i),
where the edge from C to B has been sliced by rule SL2 as the marks on
nodes B and C differ. The frontier edge created by the slice on node B has
index 5 as that is the mark value on node C, and similarly, the frontier edge
created by the slice on node C has index 3 as that is the mark value on
node B. In the last step (not shown), the nodes are unmarked. After guided
slicing, fragment C will be redistributed to partition 5, but fragment AB will
continue to reside in partition 3 as its minimum frontier edge index is 2.
4.3.2 Evaluation
The evolution of the memory footprint for the guided slicing enabled AP
redistribution schedule (with progressive loading) is plotted (for random-64)
in Figure 4.3, labeled as ap-P slicing. The peak footprint during each logical
step is plotted for all four configurations in Figures 4.4 and 4.5. Table 4.1
shows a 4–22% Mpeak reduction for the randomly partitioned, and a 30–102%
reduction for greedy clustering partitioned. It is evident that the locality
captured in greedy clustering magnifies the benefit of slicing.
Table 4.2 demonstrates the benefit of guided slicing in detail. The
peak number of nodes is decreased by an amount approximately equal to
the difference in size of the maximum fragments before and after slicing.
Intuitively, this occurs because the large non-sliced fragment had retained
nodes unnecessary to distillation in the in-core graph.
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Table 4.2: Impact of Slicing on Maximum Fragment Size
(a) Yeast 85x — Random-16
schedule peak nodes max fragment fraction of peak
ap-P 7,408,527 616,525 8.32%
ap-P slicing 7,024,309 167,707 2.39%
(b) Yeast 85x — Random-64
schedule peak nodes max fragment fraction of peak
ap-P 2,194,295 571,854 26.06%
ap-P slicing 1,719,404 10,924 0.64%
(c) Yeast 85x — Greedy-19
schedule peak nodes max fragment fraction of peak
ap-P 2,408,500 642,190 26.66%
ap-P slicing 1,809,759 109,440 6.05%
(d) Yeast 85x — Greedy-90
schedule peak nodes max fragment fraction of peak
ap-P 1,083,539 596,362 55.04%
ap-P slicing 378,970 2,504 0.66%
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Figure 4.17: Flowing: Interleaving Inception and Recombination
4.4 Flowing: Interleaving Inception and
Recombination
Velour implements a scheduling algorithm, which I call flowing (Al-
gorithm 4.7), that interleaves inception with an AP redistribution-like
recombination schedule with progressive loading and guided slicing, as shown
in Figure 4.17. By interleaving inception with AP redistribution, the sets
of fragments {Pi1, · · · , P ii−1} built from Ui are not emitted out-of-core
until after they have had a chance to intersect with incident (previously
redistributed) out-of-core sets {P1i, · · · , P (i − 1)i}. In doing so, roughly
half of the fragments that would have been emitted out-of-core during
inception are not, improving performance by reducing the amount of total
disk activity. This optimization, however, causes the implementation to relax
the redistribution condition by also allowing fragments that become incident
only upon the subsequent partition to be emitted to an out-of-core set. By
doing this, all fragments from the in-core graph are redistributed out-of-core
by the end of a partition’s phase, in order to guarantee sufficient memory to
perform inception for the subsequent partition.2
Furthermore, in order to reduce the number of distillation rounds
performed (for performance reasons), the implementation of flowing in Velour
also scales the quanta used in progressive loading to fill the remaining
available physical memory instead of producing a near minimum peak
footprint with a small fixed size progressive loading quanta.
2An improved implementation would only do this on demand if needed during the
subsequent inception.
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procedure Flowing_RedistributeFragments(Graph G, int i)
begin
foreach fragment F in G do
if hasFrontierEdge(F) then
index j = min( GetFrontierEdgeIndicies(F) )
if j == i then
j = next_min( GetFrontierEdgeIndicies(F) )
fi
if j > i then
out-of-core set Rj_i += emit(F)
fi
else
out-of-core set Ri_i += emit(F) // final
fi
endfor
end
procedure Schedule_Flowing(PartitionSet P, int N)
begin
for int i = 1 to N do
in-core graph G = NULL
FormGraph(G, Ui)
DistillGraph(G)
foreach fragment F in G do
GuidedSlicing(F, i)
endfor
Flowing_RedistributeFragments(G, i)
if i > 1 then
for int j = 1 to (i-1) do
G += LoadPartition(Pj_i)
DistillGraph(G)
endfor
for int j = 1 to (i-1) do // load posterior fragments
G += LoadPartition(Rj_i)
DistillGraph(G)
endfor
fi
foreach fragment F in G do
GuidedSlicing(F, i)
endfor
Flowing_RedistributeFragments(G, i)
endfor
D = emit(G)
end
Algorithm 4.7: Flowing: Interleaving Inception and Recombination
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4.5 Evaluation
This section confirms the overall efficacy of the distillation, partitioning,
recombination, and redistribution algorithms developed in this dissertation
by demonstrating their combined application in four experiments. In each
experiment, a gigabase scale eukaryotic genome is distilled from its short read
data set using the Velour front-end assembly tool; in doing so, only a small
fraction of the memory required by other short read assemblers is required.
Partitioning is performed using the frontier edge minimization algorithm
for 256 partitions using a mini-kmer length of 13. Recombination and
redistribution are performed using the flowing algorithm, which incorporates
progressive loading and guided slicing.
Performance measurements were collected on a modern commodity
workstation, a Dell T710 dual-socket quad-core Intel Xeon X5550 2.66 GHz
with 72 GB of memory running CentOS 5.5 Linux. Using the Linux kernel
mem parameter, the system was configured to only utilize 8 GB of physical
memory. Furthermore, disk-backed virtual memory was disabled for these
experiments to validate that the peak memory footprint did not exceed 8 GB.
The workstation has a PERC6i RAID controller with four 300 GB 10K RPM
SAS drives configured in a RAID–0 configuration with a 256 KB per drive
stripe width, hosting an XFS filesystem tuned and aligned to that stripe
width for maximal sequential read and write performance.
Table 4.3 summarizes the results of the four experiments. The first three
columns list the data sets and k-mer lengths. The next two columns duplicate
data from Table 2.4, listing the sizes of the initial de Bruijn graph had
partitioning not been performed and the final size of the distilled graph
(if loaded from disk from the final output from each partition). The last
column lists the peak in-memory footprint of the live nodes of the k-mer and
sequence graphs.
In each experiment, less than 4 GB of memory was required for the k-mer
and sequence graphs. Beyond these graph structures, other memory was used
for performance-related structures (hash tables that index into the graphs,
I/O buffering, custom memory allocators, etc.), which are automatically sized
to fit within the specified (8 GB) memory limit.
The detailed progression of the peak footprint of the k-mer and sequence
graphs’ memory footprints during the recombination process is shown for the
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Table 4.3: Gigabase Experiments: Peak Memory Footprint
initial distilled peak graph
genome data set kmer graph graph footprint
length (GB) (GB) (GB)
stickleback SRP001034-q20 31 246.2 6.5 3.63
Nile tilapia cofactor 31 121.1 5.6 2.80
human SRP000239-36 27 159.3 3.2 2.81
human SRP000239-100-q20 31 184.3 8.9 2.43
four experiments in Figures 4.18, 4.19, 4.20, and 4.21. Although the peak size
of the k-mer graph for each partition tends to fall into a flat banded region
approximately ±20% of the average peak size, a small number of partitions
that require 2–3x the average peak size may manifest in the experiments; such
peaks are due to natural genome-specific k-mer locus biases in the mini-kmer
space.
If the k-mer graph for a particular partition becomes too large to fit
in physical memory due to such unbalance, a future execution can either
partition into a larger number of partitions to compensate or the frontier edge
minimization mini-kmer map can be modified to de-emphasize its coverage of
mini-kmers for those partition indices. For the latter strategy, doing so in an
iterative manner mitigates the practical impact of these unexpected peaks.
An example of such iteration can be seen in comparing Figure 4.21 to the
original unbiased assembly in Figure 4.22 where the peak around partition
index 103 was de-emphasized in the mini-kmer map for human data set
SRP000239-100-q20.
Lastly, Table 4.4 shows the time required to partition the data sets and to
then recombine them using the flowing algorithm. The human data sets, for
example, only required about 12–18 hours to distill the graphs to between
1/50th and 1/20th of their original sizes; no other conservative short read
assembler available to date is able to do so in under 8 GB of memory, or even
in the 72 GB available on this modern commodity workstation.
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Table 4.4: Gigabase Experiments: Time Elapsed
partitioning flowing total
genome data set time time time
(hours) (hours) (hours)
stickleback SRP001034-q20 2.16 20.85 23.01
Nile tilapia cofactor 2.18 10.55 12.73
human SRP000239-36 2.21 10.21 12.42
human SRP000239-100-q20 2.81 14.96 17.77
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Figure 4.18: Flowing-Based Distillation of Stickleback SRP001034-q20
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Figure 4.19: Flowing-Based Distillation of Nile Tilapia cofactor
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Figure 4.20: Flowing-Based Distillation of Human SRP000239-36
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Figure 4.21: Flowing-Based Distillation of Human SRP000239-100-q20
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Figure 4.22: Unbiased Distillation of Human SRP000239-100-q20
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4.6 Fundamental Limits Retrospective
The last section demonstrated that the algorithms developed in this
dissertation enable the memory footprint-intensive phase (distillation) of the
short read de novo assembly for gigabase-scale genomes to be performed on
a modest commodity workstation. In this section, the fundamental limits of
this process are discussed.
Overall, there are four memory footprints to consider: (1) the initial
memory footprint of the de Bruijn graph had partitioning not been
performed, (2) the memory footprint of the distilled graph produced as
input to downstream assembly tools by the algorithms developed in this
dissertation, (3) the memory footprint of an error-free distilled graph (the
“ideal” solution), and (4) the peak memory footprint of the in-memory
“working” graph during the partitioning and recombination process described
in this and previous chapters.
The unpartitioned de Bruijn graph footprint (1) is constant for a given
data set and k-mer length k. It is mostly a direct function of the genome
size, the k-mer coverage of the input data set, and the error rate and error
profile of the sequencing technology. For most large genomes of interest,
these graphs are far too large for all but the largest computers.
The distilled graph’s footprint (2), in relation to the unpartitioned
de Bruijn graph’s footprint, is solely dependent upon the error correction
and graph simplification transformations of distillation, and is constant
irrespective of the partitioning and recombination methods discussed in
this dissertation. Looking back to Table 2.4 — comparing the columns
corresponding to (2) and (3) — the distilled graphs measured in this
dissertation are only between 1.18 and 48.6 times larger than the ideal error-
free solution. Naturally, by applying additional kinds of error correction
transformations, this footprint can be further reduced, but only to the error-
free graph size (3).
Having touched upon the limits of footprints (1)–(3), the fundamental
limit of the working graph’s memory footprint (4) can be discussed. First,
from a practical perspective and as demonstrated in the previous section,
the working graph’s peak memory footprint can be, and for the previous
experiments was, smaller than the size of the distilled graph. In such
a case, reducing the working graph’s footprint further is simply punitive
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to performance as additional disk I/O is required. Furthermore, as these
distilled graphs for many of the interesting genome sizes are small enough to
wholly fit in-core, the economic motivation for this dissertation is addressed.
In the other case, where the working graph’s peak memory footprint
is larger than the resulting distilled graph, it is asserted that sufficiently
increasing the partitioning factor will always reduce the peak footprint (for
all practical limits) below that of the distilled graph. In particular, as
the flowing schedule does not load prematurely or retain in-core fragments
unnecessarily, nor does it imprecisely retain in memory parts of fragments
(because of slicing) that are irrelevant to the immediate transformations, a
larger number of partitions strictly increases the resolution at which such
scheduling and slicing decisions are determined.
Lastly, from the perspective of the theoretical lower limit of the working
graph’s memory footprint, such an investigation is deferred as I believe
such investigation is similar to understanding the lower limit of the
memory footprint of an out-of-core sort, where, in the limit, one could
only load two elements into memory at a time for comparison. For
the recombination problem, a similar construction is that only two graph
fragments (components) would be in memory at a time; the worst case
memory footprint of this would be the sum of the two largest coincident
fragments that co-exist at the same time in- or out-of-core. Clearly, this
would result in very bad performance, much as would the sort that only kept
a minimal number of elements in memory.
Looking forward, there is ample opportunity to incorporate other
transformations into the Velour implementation, besides distillation, that
would further reduce the footprint of the distilled graph closer to that of the
ideal error-free solution, producing a solution more closely approaching a final
single-end assembly; however, these new transformations, whether borrowed
from other assembly tools or novel transformations not yet conceived of, are
left for future work.
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4.7 Chapter Summary
In summary, this chapter described and evaluated scheduling algorithms that
coordinate the recombination of the out-of-core partitions into a single fully
distilled graph. As plainly recombining the out-of-core partitions was found
to insufficiently reduce the peak memory footprint, schedules that iteratively
redistributed graph fragments among the partitions were developed.
The guiding principle behind the developments in the redistribution
schedules was to maximize the expected fraction of in-core fragments that
are incident upon the set of out-of-core fragments to be incorporated next.
In doing so, most immediately irrelevant fragments are moved out-of-core,
increasing the relative post-incorporation reduction factor from distillation.
Finally, a graph transformation called slicing was introduced that precisely
breaks fragments into multiple smaller fragments without deferring any
distillation transformations. In doing so, nodes not subject to further
distillation are proactively emitted out-of-core to the final solution; other
fragments not relevant until later phases are also emitted out-of-core. As
such, the peak memory footprint is further reduced.
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CHAPTER 5
SINGLE-END ASSEMBLY
This chapter describes the single-end assembly back end in Velour that
completes the single-end de novo assembly process in order to make the
algorithms developed in this dissertation immediately useful to the general
bioinformatics community. In doing so, the back end transforms the distilled
de Bruijn graph using two additional transformations and then emits the
assembly solution as a set of assembled sequences.
After giving the motivation for Velour’s single-end assembly back end
implementation in Section 5.1, the remaining transformations necessary to
complete a single-end assembly are described in Section 5.2. After this, the
overall efficacy of the algorithms and Velour implementation developed in this
dissertation are evaluated by measuring the compute performance, memory
footprint, and assembled sequence length and quality statistics in Section 5.3.
5.1 Introduction
The novel algorithms developed in this dissertation focus on scaling the
construction and distillation of the de Bruijn graph and are implemented
in the Velour front-end de novo assembly tool. While this front end was
purposely not tied to a specific back-end assembler, the original end goal
was for Velour to hook up to the Velvet assembler in order to perform the
back-end transformations necessary to produce either a single-end or pair-end
assembly.
This particular goal was not realized, despite the reduced memory
requirement to produce the distilled graph, as Velvet is not implemented
in a memory-conscious manner; the specific data structures and algorithms
used in Velvet’s back-end assembly process grow the memory footprint of
gigabase-scale assemblies well beyond the capacities of a modern commodity
113
workstation. While proposed methods to mitigate these shortcomings in
Velvet are discussed in Appendix A, their implementation was never fully
implemented.
As an alternative to the Velvet back end, a simple but effective single-
end assembly back end was implemented in Velour in order to make the
algorithms developed in this dissertation immediately useful to the general
bioinformatics community. While Velour’s single-end assembly solution
quality is found to fall short of Velvet’s solution quality for those genomes
where it is possible for Velvet to perform assembly on a commodity
workstation (Section 5.3), Velour’s simple back end enables the single-end
assembly of gigabase-genomes on a commodity workstation with comparable
solution quality to the ABySS assembler.
5.2 Single-End Assembly
After distilling the de Bruijn graph, four steps remain in order to produce
a single-end assembly: (1) bubble collapsing, to remove errors that manifest
as SNPs, (2) chimeric connection deletion, by imposing a coverage cutoff,
(3) graph distillation, to remove exposed tips and concatenate unambiguous
linear sequences of nodes, and (4) emission of the node sequences as the
assembly solution.
The first step collapses certain simple erroneous bubbles in the graph
(described in Section 2.1.2), as depicted in Figure 5.1. To do so, Velour
compares pairs of paths for similarity using a local alignment algorithm, and
if an error is deemed present,1 the paths are merged into a single path; a
valid pair of paths is defined as two paths that (1) start from the same
node, (2) each have path lengths less than 200 k-mers, and (3) converge at
a common node. While this simple version of bubble collapsing is not as
robust as Velvet’s TourBus algorithm, it is sufficient as it is similar to the
bubble removal capabilities of other state-of-the-art assemblers.
This first step is performed while the entire distilled de Bruijn graph is
present in-core to ensure that coincident bubbles are removed in order from
the least average k-mer coverage to the greatest; this order is not guaranteed
1The specific heuristics used to decide if an error is present or if the pair of paths are
too dissimilar are borrowed from the Velvet assembler [28].
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Figure 5.1: Simple Bubble Popping
to be observed during the distillation process due to slicing (described in the
previous chapter).
Velour next applies a coverage cutoff that removes nodes whose k-mers, on
average, were not sufficiently represented in the read set; such cases are
primarily indicative of erroneous k-mers but can include some proper k-
mers. By removing low coverage nodes, chimeric (erroneous) connections
between disparate loci of the graph, which induce irreconcilable topologies,
are eliminated, incrementally untangling the graph. It is important to note
that, this far into the assembly, this transformation is the first to remove
suspected erroneous nodes without considering the local topology of the
graph. This is in contrast to many other assemblers that do this step first to
simplify the assembly and to reduce the peak memory footprint (discussed
in Section 2.4), sacrificing some contiguity in the assembly solution.
Finally, Velour applies one round of distillation transformations to the
resulting in-core graph to eliminate erroneous topologies exposed by the
previous two transformations. After this, the set of remaining nodes are
emitted in FASTA format as the single-end assembly solution.
5.3 Evaluation
This section evaluates the overall efficacy of the algorithms and the Velour
implementation developed in this dissertation by measuring the compute
performance, memory footprint, and assembled contig length and quality
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statistics; this section also compares the metrics collected using Velour to
other state-of-the-art assemblers when possible (due to memory constraints).
To emphasize Velour’s performance relative to the other state-of-the-art
assemblers, the serial version of Velour was used for these experiments.
Performance measurements were collected on a modern commodity
workstation, a Dell T710 dual-socket quad-core Intel Xeon X5550 2.66 GHz
with 72 GB of memory running CentOS 5.5 Linux. In all of the following
experiments, the memory footprint of Velour always remained below 32 GB.
Each single-end assembly is aligned to its reference genome sequence (if
available) using the BLAT v3.4 sequence alignment tool, enabling an identity
score (percent of contigs or total sequence length that aligns to the reference)
to be computed for each assembly.
5.3.1 Establishing Velour’s Solution Quality
To establish that Velour’s solution quality is comparable to other state-
of-the-art assemblers, a single-end assembly of the fruit fly (Drosophila
melanogaster) data set SRP000694 was performed using Velour and is
compared to those produced using Velvet 0.7.57 and ABySS 1.1.2. This
165 Mb genome was selected for the comparison as it is the largest data
set (in this dissertation) that Velvet was able to assemble within 72 GB of
memory, as previously shown in Section 2.4.1.
The statistics for each of the three fruit fly assemblies are provided in
Table 5.1. For each assembly, a serial version of each assembler was used.
Comparing the computational statistics of the assembly shows that Velour’s
solution took 1.14x the time of Velvet’s solution, while that of ABySS took
2.48x the time. While both were slower than Velvet, the amount of memory
required to perform the assembly for each was also less; Velour (for 16
partitions) used only 13.4% of the peak memory footprint used by Velvet,
whereas ABySS used 43.9%.
The next set of statistics in Table 5.1 reports standard metrics about the
assembled contig lengths, for all contigs of length greater than or equal to
100 bp and for those greater than or equal to 1 kbp. Velvet shows the
lowest relative contig lengths for the median, mean, and N50 length, but has
the largest total length of all contigs at 126.04 Mb. Velour improves upon
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Table 5.1: Assembly Statistics for Drosophila Melanogaster SRP000694
Velour assemblya Velvet assembly ABySS assembly
Processor cores 1 1 1
Elapsed time (hours) 2.85 2.49 6.19
Peak memory (GB) 6.47 48.37 21.24
Minimum contig size ≥ 100 bp ≥ 1 kbp ≥ 100 bp ≥ 1 kbp ≥ 100 bp ≥ 1 kbp
Number of contigs 208,887 35,258 250,630 35,575 182,321 34,917
Median size (bp) 201 1585 191 1587 264 1626
Mean size (bp) 558 1872 503 1881 625 1968
Maximum size (bp) 16,258 16,258 12,781 12,781 14,316 14,316
N50 length (bp) 1184 1962 1091 1977 1307 2095
Num contigs ≥ N50 28,182 11,461 31,848 11,513 24,711 10,868
Sum (Mbp) 116.61 66.01 126.04 66.92 114.08 68.72
Contigs ≥ 95% identity 114,561 23,754 148,212 24,532 99,661 23,622
Sum ≥ 95% identity (Mbp) 75.77 46.32 81.19 46.93 75.50 48.91
Contigs 100% identity 56,569 2,345 85,819 2,299 46,839 2238
Sum 100% identity (Mbp) 16.78 3.76 21.29 3.56 15.39 3.70
a Velour assembly using 16 partitions.
the contig length statistics from Velvet by 5-10%, presumably due to the
single-copy k-mer erosion distillation transformation that is not performed
by Velvet. ABySS improves upon the contig length statistics from Velour by
10-31%, presumably due to its adaptive erosion transformation that sets the
cutoff according to the k-mer copy distribution instead of a fixed value of
one in Velour. Both Velour and ABySS, however, exhibit very similar total
contig length (116.61 Mb for Velour vs. 114.08 Mb for ABySS).
The last set of statistics in Table 5.1 reports the contigs that have full-
length alignment to the reference genome, with a minimum of 95% (and
100%) sequence identity; all such contigs are considered assembled correctly.
Percent identity is conservatively calculated using Equation 5.1. For this
genome, both Velour and ABySS exhibit an almost equal total contig length
(designated as sum) for identity ≥ 95% (sum95) of about 75 Mb, and Velvet
an additional 7% at 81 Mb. Overall, the fraction of the sum95 over the total
contig length of all contigs greater than or equal to 100 bp in length is about
65% for all three assemblers. For contigs with perfect identity of 100%, the
total contig length (sum100) of the Velour assembly is 9% more than that of
ABySS, but Velvet’s assembly is 26.8% more than Velour’s, presumably due
to Velvet’s more advanced bubble removal algorithm.
identity = contigLength−baseMismatches−contigGapBases−referenceGapBases
contigLength
(5.1)
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Lastly, while this experiment is only a single data point, it is asserted
that the solution identity quality of both Velour and ABySS is comparable
as both assembler’s assemblies showed similar sum95 and sum100 identity
percentages. With this assertion, the relative solution quality of other
assemblies can be measured using only the contig length related statistics.
5.3.2 Velour as an Improvement to the State of the Art
To demonstrate that the algorithms in this dissertation are an improvement
to the state of the art, a single-end assembly of the human data set
SRP000239-36 was performed using Velour and is compared to the single-end
assembly by ABySS as reported in Simpson et al., 2009 [29]. The statistics
for each assembly are provided in Table 5.2.
Table 5.2: Assembly Statistics for the NA18507 Yoruba Human
Velour assemblya ABySS assemblyb
SRP000239-36 SRP000239-36
Processor cores 1 168
Nodes 1 21
Elapsed time (hours) 20.28 15
Peak memory (GB) 9.89 336c
Minimum contig size ≥ 100 bp ≥ 1 kbp ≥ 100 bp ≥ 1 kbp
Number of contigs 4,498,779 546,398 4,348,132 549,522
Median size (bp) 252 1459 253 1463
Mean size (bp) 476 1698 484 1703
Maximum size (bp) 13,443 13,443 15,911 15,911
N50 length (bp) 845 1724 870 1731
Contigs ≥ N50 702,013 187,056 674,953 188,171
Sum (Gbp) 2.14 0.93 2.10 0.94
Contigs ≥ 95% identity 2,947,777 496,861 NA NA
Sum ≥ 95% identity (Gbp) 1.82 0.86 NA NA
Contigs 100% identity 1,905,879 149,681 NA NA
Sum 100% identity (Gbp) 0.84 0.23 NA NA
a Velour assembly using 256 partitions, k = 27, coverage cutoff of 3.0.
b ABySS statistics from Simpson, et al., 2009 [29].
c Aggregate amount of cluster memory, actual aggregate peak footprint unavailable.
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In comparing the computational statistics of the assembly, it is notable
that while the Velour assembly required about 20 hours and yet the ABySS
assembly only 15 hours, the serial version of Velour only used one processor
core, whereas ABySS distributed the assembly across 21 machines with a
total of 168 processor cores used in the assembly. As such, Velour was
actually 124 times more CPU time-efficient than ABySS! In particular, as the
previous fruit fly assembly reported that Velour was 2.17 times more CPU
time-efficient than ABySS, the remaining factor of 57 difference is presumably
due to duplicated computation and/or the inter-node communication and
computation costs of the distributed ABySS assembly. In comparing the
memory required for assembly, Velour only required 9.89 GB of memory,
whereas ABySS had to distribute the assembly across a cluster (aggregating
the 336 GB of memory in the cluster) in order to enable assembly; a more
direct comparison of the total memory required is not possible, however, as
the actual aggregate peak memory footprint for the ABySS assembly was not
reported.
While the computational statistics of the Velour and ABySS assemblies
differ considerably, the comparison is only valid if the Velour assembly is
comparable in quality to the ABySS assembly. Since the assembled data
from the ABySS assembly is not available for comparison, only comparison
of the assembled contig length statistics is possible. The assembly quality of
the single-end ABySS assembly was not reported.
In comparing the assembled contig length statistics, Velour and ABySS
appear to have produced nearly identical assemblies; the median contig
length, mean contig length, N50 length, and total contig length from Velour
are each within 3% of the ABySS assembly. ABySS, however, does report a
maximum contig length 18% longer than Velour’s maximum length contig.
Despite this difference, the overall similarity of contig length statistics
suggests similar solution quality.
Overall, the Velour single-end assembly is found to have a sum95 identity of
85.0% and a sum100 identity of 39.3% when aligned to the human reference
genome sequence hg18 build 36.1. While the largest contig, 13,443 bp in
length, aligns to hg18 with only 99.52% identity due to 21 base mismatches,
21 contig base gaps, and 23 reference base gaps, its quality check against
another human genome reference showed a more promising conclusion;
when aligned to the HuRef build 37.2 human reference genome (an isolated
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experiment), this contig aligned perfectly to human chromosome 2 except for
a single base mismatch. As neither reference incorporated this data set in
the reference, it is unclear if even this single base mismatch is an assembly
error or a true SNP.
5.3.3 Additional Gigabase-scale Genome Assemblies
Table 5.3 provides assembly statistics for three other experiments in which a
gigabase-scale de novo single-end assembly is performed using Velour. The
stickleback assembly required 19.76 GB of memory, had an N50 length of
303, and had a sum95 identity of 84.4% and sum100 identity of 73.4%. The
Nile tilapia assembly required 16.32 GB of memory and had an N50 length of
235; no reference assembly was available to calculate the assembly’s identity.
Lastly, the human assembly using 100 bp reads required 25.31 GB of memory
and had an N50 length of 2469, in comparison to the human assembly using
36 bp reads (Table 5.2) which required 9.89 GB of memory but only had an
N50 length of 845. Unsurprisingly, the 100 bp human assembly had a sum95
identity of 96.5% and sum100 identity of 31.8%, in comparison to the 36 bp
human assembly with sum95 identity of only 85.0% but sum100 identity of
39.3%, showing that high quality, longer length reads are highly beneficial to
producing larger contigs with higher average identity.
Table 5.3: Assembly Statistics for Gigabase-Scale Genomes
stickleback Nile tilapia human
SRP001034-q20 cofactor SRP000239-100-q20
Processor cores 1 1 1
Elapsed time (hours) 33.75 20.77 29.79
Peak memory (GB) 19.76 16.32 25.31
Minimum contig size ≥ 100 bp ≥ 1 kbp ≥ 100 bp ≥ 1 kbp ≥ 100 bp ≥ 1 kbp
Number of contigs 1,281,988 6494 2,251,912 2817 2,794,826 617,981
Median size (bp) 205 1124 172 1105 334 1761
Mean size (bp) 258 1179 213 1159 746 2218
Maximum size (bp) 2951 2951 2191 2191 28,987 28,987
N50 length (bp) 303 1145 235 1122 1590 2469
Num contigs ≥ N50 349,710 2889 661,613 1267 357,534 176,037
Sum (Mbp) 330.91 7.66 480.72 3.26 2085.68 1371.10
Contigs ≥ 95% identity 953,827 5246 NA NA 2,303,785 600,116
Sum ≥ 95% identity (Mbp) 279.14 6.34 NA NA 2012.44 1353.53
Contigs 100% identity 854,938 3843 NA NA 1,363,639 143,201
Sum 100% identity (Mbp) 242.76 4.63 NA NA 662.69 252.83
Velour assemblies using 256 partitions.
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5.4 Chapter Summary
This chapter demonstrated the efficacy of the algorithms developed in this
dissertation, and the performance and quality of their implementation in
the Velour front-end assembly tool and its single-end assembly back end.
In particular, this chapter shows that this dissertation makes it practical
to perform de novo, short read, single-end assemblies of gigabase genomes
on a modern commodity workstation in under 32 GB of physical memory.
Furthermore, in comparison to the state-of-the-art ABySS assembler’s
reported performance for a human genome assembly, this chapter established
Velour’s comparable solution quality while demonstrating a CPU time
reduction of 124x and up to a 34x reduction in required physical memory
footprint.
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CHAPTER 6
CONCLUSIONS
While modern massively parallel sequencing technologies are making it
economically practical to routinely sequence novel organisms with sufficient
coverage and arguably sufficient paired-end resolution to produce draft
assemblies of their genomic sequence, the algorithms and tools used for
de novo assembly have struggled to match this pace. In particular,
contemporary assembly tools employ algorithms that require vast amounts
of physical memory to assemble moderately large eukaryotic genomes, and
require the computer or computers used for assembly to scale to the genome
and data set being assembled — often requiring large clusters of workstations
for their aggregate memory.
This dissertation contributes a contrasting, but complementary, approach
that focuses on tackling the memory requirements of these large assemblies to
enable efficient assembly on a modern commodity workstation by explicitly
scheduling when and which portion of the working set should be stored out-
of-core on disk, instead of in physical memory. The algorithms that do so are
implemented in an open source genome assembly tool called Velour. Velour
replaces the front-end assembly process and can connect to existing back-end
tools in a manner that attempts to decouple the phases that have performance
concerns but simple heuristics, from those that have complex heuristics but
relatively straightforward implementations, in a way that allows each to be
developed by domain experts.
This dissertation contributed to three algorithmic areas necessary to
perform initial de Bruijn graph formation and certain simple heuristic error
corrections, in a limited amount of memory, that reduce the aggregate size
of the graph by one to three orders of magnitude.
First, a formal definition of commutative and idempotent rules for graph
simplification and error correction transformations was given; in order to
maintain solution fidelity, the commutativity and idempotency properties
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of these transformations were necessary as the rules are not applied in any
global order.
Second, a set of algorithms that partition the de Bruijn graph prior to
its formation were described, which enable the overall front-end assembly
process to be performed several times more quickly than had a simple
random, but deterministic, partitioning been performed. Beyond application
to Velour, these algorithms could be incorporated into other existing
assembly tools, such as the ABySS assembler, which distributes its assembly
across a cluster, to similarly improve their overall performance.
Third, a scheduling algorithm for identifying when and what portions of
the graph should be loaded from or stored to disk was given. By using a
sequential ordering of the partitions, the total amount of disk activity was
minimized while balancing the peak size of the in-core working set. Looking
ahead, this sequential ordering may intrinsically limit the scalability of a
future cluster-parallelized variant of Velour; however, the practical compute
and bandwidth savings from graph fragments not ping-ponging between
cluster nodes may mitigate this scalability limitation.
Lastly, in order to make Velour immediately useful to the general
bioinformatics community, a simple back end for single-end assembly was
also implemented.
While Velour reduces the size of the de Bruijn graph by one to three
orders of magnitude, this front-end assembly is still one to two orders of
magnitude larger than an unscaffolded graph assembled from error- and gap-
free data. As such, more advanced error correction transformations could be
incorporated into Velour to further extend its overall impact. Doing so may
require the incorporation of meta-data, such as the nucleotide base quality
scores commonly available in input data sets. While this supplemental data
would increase the per-node memory footprint in Velour, proportionally
increasing the partitioning factor in Velour should mitigate or eliminate the
impact on the aggregate peak memory footprint.
Looking forward, a divergence in sequencing technologies is emerging.
Illumina, Helicos, Applied Biosystems, and others continue to expand the
production capacity of short read sequencers at a rate far exceeding that
at which silicon fabrication technologies are expanding the compute and
memory capacities of computer systems; this expansion intensifies the need
for efficient assembly algorithms and tools. However, long read sequencing
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technologies from Pacific Biosciences and others are on the horizon that
produce reads of 1–10 kbp in length. With this long read length, assembly
tools for these technologies may revert to conventional, proven, overlap–
layout–consensus algorithms, or even some creative hybrid approach.
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APPENDIX A
LOCALIZATION
This appendix describes proposed methods that facilitate the production
of a higher-quality single-end assembly from the distilled de Bruijn graph
by using Velvet as a back end. These methods, collectively referred to as
localization, iteratively divide the distilled graph and related meta-data for
processing by Velvet; each unit of work is constructed to be processed entirely
in-core to facilitate efficient assembly. Node-to-read annotations, necessary
for scaffolding post single-end assembly, are maintained; the localization of
scaffolding, however, is not described.
The appendix begins by introducing the concept of localization in
Section A.1. The memory scaling challenges that motivate localization follow
in Section A.2. The process of and algorithms for localization are described
in Section A.3. A summary of the appendix follows.
A.1 Introduction
This dissertation focused on scaling the construction and distillation of the
de Bruijn graph by using novel algorithms embodied in the front-end de novo
assembly tool, Velour, which is not tied to a specific back-end assembler. The
algorithms in this chapter, however, are specific to the Velvet assembler and
focus on scaling the back-end assembly transformations in Velvet.
Instead of invasively modifying Velvet’s implementation in order to
facilitate scaling, the proposed algorithms in this chapter build a systematic
localization tool which I call VelvetP that iteratively partitions the graph and
presents those partitions to Velvet for back-end processing. In doing so, each
graph partition can be sized to enable and ensure processing wholly in-core.
Before further discussing these processes and algorithms, the next section
describes the memory scaling pathologies in Velvet that motivate localization.
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A.2 Motivation
After distilling the de Bruijn graph, the Velvet back end performs four
sets of transformations on the graph to produce a single-end assembly
that is optionally annotated for subsequent scaffolding: (1) marginal
graph construction from the distilled graph and annotation of node-to-read
mappings, (2) bubble collapsing, to remove errors, (3) chimeric connection
deletion, by imposing a coverage cutoff, and (4) graph distillation to remove
exposed tips and concatenate.
In this section, each set of transformations is discussed to elucidate
what operations are performed, the memory scaling pathologies of those
operations, and lastly how localization can avoid those pathologies.
A.2.1 Marginal Graph Construction and Node Annotation
Velvet first constructs a marginal de Bruijn graph from the distilled de Bruijn
graph, which is then discarded. This marginal graph is isomorphic to the
distilled graph but differs in three key ways. First, each node represents
only the marginal k-mer information; instead of storing a string of k + n −
1 bases for a node of n k-mers, a marginal node stores only a string of
the n marginal bases. Second, as only the marginal k-mer information is
available in a node, it can only be traversed in a single direction. Third,
the corresponding reverse complement marginal information of each distilled
graph node is explicitly represented by a twin node in the marginal graph, as
nodes in the distilled graph may be traversed in both directions. Figure A.1
illustrates the marginal graph constructed from the sequence graph above it.
During marginal graph construction, each marginal node is annotated with
a list of integer read identifiers for all reads that contain one or more k-mers
from the set of k-mers the marginal node was derived from. In addition,
each read entry records the offset in the read of the first k-mer it maps to as
well as the offset in the marginal node that that k-mer corresponds to. These
annotations are used after single-end assembly to construct scaffolding arcs in
the graph, linking nodes based on the mate-pair distance relationship between
pairs of reads implicit in the read set. The annotations are alternatively useful
post single-end assembly for both assembly visualization and validation, as
the reads that formed the consensus assembly of a contig are explicitly
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Figure A.1: Marginal Graph Example
tracked.
The nodes of the marginal graph are annotated during marginal graph
construction, instead of the contigs produced by the single-end assembly,
because marginal nodes that are shorter than the k-mer length k make it
difficult to later discriminate the true read sources of a contig, which affects
the quality of later scaffolding. Figure A.2 illustrates a contrived example
for the sequence graph at the top of the figure. The marginal graph on the
left side of the figure is derived from only the solidly outlined nodes in the
sequence graph; no traversal of this fragment can reconstruct a k-mer length
sequence to resolve the k-mers of the fragment. However, for the marginal
graph on the right side that was also derived from the dashed sequence nodes,
a full k = 7 k-mer can be reconstructed; for this fragment, if annotation were
postponed until the end of single-end assembly, sufficient information would
persist to precisely annotate the marginal nodes and thus their contigs.
Marginal graph construction and node annotation exhibit three memory
scaling pathologies that increase the memory footprint from that of the
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Figure A.2: Insufficient Neighborhood in Marginal Graph to Reconstruct
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distilled graph:
1. The data structures used by Velvet for the nodes and edges of the
marginal graph are significantly larger than those used in Velour for
the distilled graph. This causes the base-line memory footprint of
the marginal graph to initially be about eight times larger, for three
reasons: (1) the node data structure must support annotations and
other meta-data used in the subsequent transformations, (2) there are
initially twice as many nodes in the marginal graph due to twin nodes,
and (3) edges are explicit rather than implicit.
2. All k-mers from the distilled graph are enumerated in memory to create
a mapping table from k-mers to marginal nodes, which is used during
construction to build edges, compute each node’s k-mer coverage, and
for annotation. The memory footprint of the k-mer mapping table
in Velvet is computed using 20 bytes per k-mer; for the four gigabase
genomes distilled in the last chapter, the k-mer structure would require
memory 4.6–6.9 times larger than the distilled graph.
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3. The number of scaffolding annotations per node adds an additional
memory footprint overhead as compared to the distilled graph of
roughly m
2
fold for an m-fold k-mer coverage data set.
These memory scaling pathologies are mitigated by localization as only a
portion of the graph is loaded and processed in-core at a time.
A.2.2 Collapsing Bubbles with Tour Bus
Velvet next performs Tour Bus error correction that collapses erroneous
bubbles in the graph, as depicted in Figure A.3(a). As bubbles and tips often
interact, creating non-trivial tangles, Tour Bus also corrects these embedded
bubbles, as shown in Figure A.3(b).
To find bubbles, Tour Bus visits each node and performs a Dijkstra-like
breadth-first-search of all paths from the source node, examining the most
reliable paths paths first. In particular, for each pair of paths with path
lengths less than 200 k-mers that converge at a common node, Tour Bus
compares the paths for similarity using a local alignment algorithm, and if
an error is deemed present, the paths are merged into a single path. As
the algorithm progresses, it compares paths of locally strictly decreasing
reliability; as corrections occur, merged paths continue to be considered for
larger bubbles. Localization does not violate this property; reliable paths
that cross the boundary of a partition continue to be inspected before less
reliable paths.
As implemented in Velvet, Tour Bus exhibits two memory scaling
pathologies:
1. A static allocation of 96 bytes per node and 24 bytes per edge induce
an additional overhead over twice the size of the distilled graph.
2. Dynamic allocations of 72 bytes per tracked path segment cause its
peak working set to grow to many times larger than initial distilled
graph.
Both of these memory scaling pathologies could be resolved within
Velvet by having the implementation operate on subgraphs and limiting
the maximum path length explored. As localization explicitly presents a
subgraph to Tour Bus, the implementation remains unmodified.
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Figure A.3: Tour Bus: Correcting Bubbles
A.2.3 Disconnecting Tangles with Coverage Cutoff
Velvet next applies a coverage cutoff that removes nodes whose k-mers, on
average, were not sufficiently represented in the read set; such cases are
primarily indicative of erroneous k-mers but can include some proper k-
mers. By removing low coverage nodes, chimeric (erroneous) connections
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between disparate loci of the graph, which induce irreconcilable topologies,
are eliminated, incrementally untangling the graph. It is interesting to note
that, this far into the assembly, this transformation is the first to remove
suspected erroneous nodes without considering the local topology of the
graph. As this transformation only inspects each node, it does not induce
any additional memory overhead.
A.2.4 Distillation: Tip Clipping and Concatenation
Lastly, Velvet distills the graph to clean up erroneous artifacts primarily
exposed by the coverage cutoff. Neither the tip clipping nor the concatenation
implementation in Velvet induces additional memory overhead. After
distillation, the single-end assembly solution is derived from the remaining
marginal graph.
A.3 Localization
Localization facilitates the efficient production of an annotated single-end
assembly by processing individual partitions of the marginal graph wholly
in-core. The key assumption and insight that enables these partitions to be
efficiently selected from the marginal graph is that the essence of the graph
(the integer edge sets for each node) is comparable in size to the distilled
graph produced by Velour, which is sufficiently small even for gigabase
genomes to fit in-core, while the meta-data of the marginal graph is efficiently
stored out-of-core on disk. As transformations are applied to the graph
during the localization process, the graph strictly decreases in size; as such,
in-core localization is assured.
In this section, the high-level process of localization is outlined, the concept
of and constraints on partitions are discussed, and the greedy partition
formation algorithm Dart Board is presented.
A.3.1 The Process of Localization
The process of localization is depicted in Figure A.4. First, the distilled
de Bruijn graph produced by Velour is partitioned using the Metis graph
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Figure A.4: Localization Process
partitioning library into a set of N sub-graphs (partitions) that are written
to disk as independent entities. Each partition is then independently
transformed; a partition is loaded from disk, processed by Velvet to construct
an annotated marginal graph for that partition, and then written back to
disk.
The set of marginal graph partitions is then collectively loaded by the novel
localization utility VelvetP. In doing so, VelvetP simultaneously accumulates
the graph’s essence in-core and streams all other meta-data to disk as each
partition is reincorporated. As only the graph essence is kept in-core, the
memory footprint remains comparable to the size of the original distilled
graph.
VelvetP then re-partitions the in-core graph using the Dart Board
algorithm into X partitions. After re-partitioning, VelvetP streams the meta-
data from disk and simultaneously emits to disk the nodes and the meta-data
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of each of the X partitions.
Each of the X out-of-core partitions is then independently processed with
Tour Bus by Velvet. The set of processed partitions is then collectively loaded
by VelvetP for re-partitioning, again building the graph essence in-core and
streaming other meta-data out-of-core.
These steps iteratively occur until each node of the graph is marked as
solid by Dart Board, indicating that each node has been fully processed by
Tour Bus, as the node has had a sufficient locus of other nodes present to
fully apply Tour Bus’ corrections. VelvetP then partitions the graph one
last time for Velvet to apply the coverage cutoff and produce an annotated
single-end assembly.
A.3.2 Partitioning the Marginal Graph in VelvetP
In VelvetP, a partition is a connected component or sub-component of the
whole marginal graph. For sub-component based partitions, the interface
separating the partition from the remainder of the graph is defined as the set
of node-twin pairs common to both the partition and the remainder of the
graph, which I call boundary pairs.
Boundary pairs are restricted to the subset of node-twin pairs that have
both one or more left edges and one or more right edges. When performing
partitioning, the node or twin of the pair that points inward towards the
partition is chosen, as shown in Figure A.5(a).
In order to minimize the number of localization iterations needed by Tour
Bus to fully process the marginal graph, an additional constraint is added
to the partitioning that requires that all edges on the inward side of a
boundary pair be included in the partition. Importantly, in doing so, only
up to a constant number of additional nodes (seven) need to be included in
the partition to satisfy this requirement while simultaneously satisfying the
same requirement for those additional nodes; this is due to the natural local
strongly connected topology of de Bruijn graphs, which I call the whole-side
property, which is illustrated in Figure A.5(b).
When forming partitions in VelvetP, a fast partitioning is more desirable
than a slow but high quality partitioning, as the overall assembly solution
quality is independent of the partitioning. As such, three simple heuristics
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(a) Example partition, shown in grey. Only the node or
twin that points inwards from the boundary is a member
of the partition.
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de Bruijn Topology
Figure A.5: Partition Boundary Requirements and an Optimization
are used in the Dart Board algorithm for forming partitions: (1) construct
each partition independently, only adding to and never removing nodes from
a partition, (2) construct each partition to be as large as is practical for
Velvet and the transformation in question, for the memory available, and
(3) if some partitions are smaller than the preferred size determined by the
previous heuristic, group multiple partitions into a single partition; doing so
amortizes the setup and tear-down phases of Velvet before transformations
are applied and is valid as there is no connectedness requirement in the
transformations in Velvet.
The transformations performed by Velvet (described in Section A.2) each
require a sufficient locus of nodes around the node seeding an instance of
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the transformation for the transformation to be correctly applied to the seed
node. The locus requirements of each transformation follow.
The first transformation, marginal graph construction and annotation,
does not have any correctness constraints on the locus of nodes in a partition;
a randomly partitioned graph is sufficient. The overall runtime of annotation,
however, is proportional to the number of total nodes annotated. A randomly
partitioned graph may have up to twice as many total nodes annotated as
an ideally partitioned graph; as such, a fast but non-random partitioning is
most appropriate.
The second transformation, Tour Bus, requires each seed node’s locus
to span the maximum path length (radius) that is considered for bubble
discovery (100 k-mers in the current version of Velvet). If the distance from
a seed node in the partition to any boundary node is greater than this radius,
then localization can determine that Tour Bus will fully transform that node;
this enables VelvetP to track which nodes Tour Bus has been fully applied
to in Velvet.
The third transformation, coverage cutoff, does not have any additional
constraints on the locus of nodes in a partition, as only a node’s immediate
neighbors are required to remove the node from the graph; thus, all non-
boundary nodes in a partition may be transformed.
The fourth transformation in Velvet, distillation, is composed of two
transformations, tip clipping and concatenation. Tip clipping requires a locus
of nodes from the seed that contain as many k-mers as twice the k-mer length.
Concatenation requires that all immediate neighbors of a seed node not be
boundary nodes.
The next section describes the Dart Board algorithm that forms partitions
under the constraints explained in this section.
A.3.3 Dart Board
The Dart Board algorithm (Algorithm A.1) is used in VelvetP to construct
one or more partitions from the marginal graph for processing with Velvet’s
single-end assembly back-end transformations.
The base case in partitioning this graph is the formation of a single
partition of nodes that are part of a single component or sub-component
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function BuildPartition(Graph G, Node SEED)
begin
NodeSet SCOOP = ScoopFromSeed_MinRadiusAndMaxNodes(G, SEED);
FixupFrontier_WholeSide(G, SCOOP);
GrowInwardOutward_MarkNonSeed_MarkRoots(G, SCOOP);
return SCOOP
end
procedure DartBoard(Graph G)
begin
for IDX from 1 to G.nodeCount
begin
Node N = GetNode(G, IDX)
if N not in a partition AND N not solid AND N not non-seed
begin
PARTITIONS += BuildPartition(G, N)
end
end
BINS = BinPacking_FirstFitDecreasing(PARTITIONS);
end
Algorithm A.1: Dart Board
of the graph, as shown in Figure A.6(a). Starting from a (arbitrary) seed
node, Dart Board uses the BuildPartition function to select an appropriate
locus of nodes that are at least a radius of R k-mers from the seed1 and
that has cardinality smaller than a threshold fixed by the amount of system
physical memory; the function scoops from the graph in a fashion similar to
Algorithm 3.6. The frontier of the scoop is then inspected to determine the
set of nodes that must be added to the partition for the frontier to exhibit
the whole-side property.
1R is determined by the phase of localization.
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Figure A.6: Scooping Out a Partition
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Next, the BuildPartition function marks the nodes in the partition that
will be eligible for transformation by Velvet, which I call root nodes, as shown
in Figure A.6(b). As discussed in the last section, no node less than R k-mers
from the partition boundary can participate in Velvet’s transformation; to
inhibit transformation, such nodes are marked as non-root nodes during the
current iteration of localization.
After building a partition, it may be transformed by Velvet. In order for
VelvetP to track which nodes have been fully processed by Velvet, nodes
maintain a Boolean annotation, which I call solid, set during partitioning.
All identified root nodes of the partition are set to solid, but may later lose
this annotation in Velvet if the node is concatenated with a non-solid node.
In order to minimize the number of localization iterations needed to fully
transform the marginal graph, Dart Board builds multiple partitions during
a single iteration of localization; in doing so, the performance overhead from
loading and storing the entire graph from and to disk is commensurately
reduced.
Multiple partitions are constructed during a single iteration of Dart Board
by sequentially constructing a series of partitions from randomly selected
seeds (each of which is chosen after the prior partition is formed) that are not
within a radius R of any other partition; to efficiently check this constraint,
nodes outside a partition in the marginal graph within a radius R of a newly
constructed partition are explicitly marked as non-seed-able nodes, as shown
in Figure A.7. Proactively marking nodes as non-seed avoids the possibility
of building a bad partition that has no root nodes. Dart Board then continues
to build partitions until all nodes are in partitions, are marked as non-seed,
or are marked as solid.
Finally, as some partitions may end up being small enough that the
setup time in Velvet dominates the transformation’s computation time, small
partitions are merged after initial partitioning if their combined size is less
than the fixed threshold. In place of a computationally complex bin packing
NP-hard algorithm, a well known greedy approximation algorithm, “first-
fit decreasing,” is used to pack initial partitions into final partitions; the
algorithm is O(n log n) and is guaranteed to be within a factor of two from
the bin packing solution.
After processing each partition with Velvet, localization continues to
iterate until all nodes are marked as solid, after which the single-end assembly
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Figure A.7: Scooping Multiple Partitions
solution is trivially emitted in one pass using Velvet.
A.4 Chapter Summary
In summary, this appendix proposed a localization algorithm that I call
Dart Board that iteratively divides a distilled graph for the purpose of
incrementally applying Velvet’s back-end transformations in order to produce
a high-quality single-end assembly and to prepare for subsequent pair-end
assembly.
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