ABSTRACT. In this paper, we study the motion of level sets by general curvature. The difficulty in this setting is for a general curvature function, it's only well defined in an admissible cone. In order to extend the existence result to outside the cone we introduce a new approximation functionf n (see (3.1)). Moreover, using the idea in [5], we give an elliptic approach for the Ben-Andrews' non-collapsing result in fully nonlinear curvature flows. We hope this approach can be generalized to a wider class of elliptic equations.
INTRODUCTION
In this paper, we are going to study a level set approach for general curvature flow. More specifically, given an initial hypersurface Γ 0 , select some continuous function g : R n → R so that (1.1) Γ 0 = {x ∈ R n |g(x) = 0}.
We are going to consider the parabolic PDE (1.2) u t = |∇u|F (A[Γ t ]) = F γ ik u kl γ lj u = g on R n × {t = 0}, where γ ij = δ ij − u i u j |Du| 2 , Γ t ≡ {x ∈ R n |u(x, t) = 0}, and A[Γ t ] denotes the second fundamental form of the hypersurface Γ t . The PDE (1.2) says that each level set of u evolves according to a general curvature function, at least at the region where u is smooth and |Du| = 0. One can derive that when Γ t evolves according to its mean curvature then F γ ik u kl γ lj = (δ ij − u i u j /|Du| 2 )u ij .
Evans and Spruck in their series papers (see [7, 8, 9, 10] ) study existence, uniqueness, and regularities of solutions of level set mean curvature flow. They also study the relationship between level set mean curvature flow and classical mean curvature flow. Around the same time, Chen, Giga and Goto study the existence and uniqueness of generalized level set mean curvature flow (see [3] ). Following these ideas, generalized motion of noncompact hypersurfaces with normal velocity depending on the normal direction and the curvature 1 tensor have also been studied by Ishii and Souganidis, and Goto (see [15, 11] ). In their works, they study equation
where function F is globally elliptic, i.e. F (p, X) ≥ F (p, Y ) if X ≥ Y. Under the global ellipticity assumption, in [4] Chambolle, Morini, and Ponsiglione study general level set nonlocal curvature motions. However, the global ellipticity condition isn't satisfied when Γ t moves by k-th mean curvature or curvature quotient.
In this paper, we are going to prove the existence and uniqueness result for motion by general curvature which is not globally elliptic. Our main results are the following: Theorem 1.1. Assume g : R n → R is continuous and satisfying that g is constant on R n ∩ {|x| ≥ S}.
Then, there exists a weak solution u of (2.1), such that
u is constant on R n × [0, ∞) ∩ {|x| + t ≥ R}.
Moreover, we give a new approach to Ben-Andrews' non-collapsing results (see [1, 2] ). Our approach is an elliptic approach based on the idea of [5] . Combining Ben-Andrews' non-collapsing results with our result in Section 5, we are able to extend the non-collapsing results to the weak flow: Theorem 1.2. Let Γ 0 be a hypersurface satisfies the following conditions: Γ 0 can be approached by a sequence of smooth hypersurfaces, which have positive general curvature and satisfy α-Andrews condition. If {Γ t } is a compact level set general curvature flow with initial hypersurface Γ 0 , then {Γ t } is an α-Andrews level set flow.
DEFINITION AND PROPERTIES OF WEAK SOLUTIONS
2.1. Weak solutions. We study the following equation:
where γ ij = δ ij − u i u j |Du| 2 . Now, let κ[γ ik u kl γ lj ] = (κ 1 , · · · , κ n ) be the eigenvalues of {γ ik u kl γ lj }, and let f (κ) = F γ ik u kl γ lj . We assume the function f satisfies the following fundamental structure conditions:
3) f is a concave function in K,
where K ⊂ R n is an open symmetric convex cone such that (2.5)K + n := {κ ∈ R n : each component κ i ≥ 0} K .
In addition, we shall assume that f is normalized 
Definition 2.2. A function
for some η ∈ R n with |η| ≤ 1, if Dφ = 0.
It will be convenient to have at hand an alternative definition. We write z = (x, t), z 0 = (x 0 , t 0 ), and below implicitly sum i, j from 1 to n.
is a weak subsolution (supersolution) of (2.1) if whenever (x 0 , t 0 ) ∈ R n × (0, ∞) and (2.12)
is a weak solution of (2.1) provided u is both a weak subsolution and a weak supersolution. (ii) An analogous assertion holds for weak subsolutions and supersolutions.
Proof. 1. Choose φ ∈ C ∞ (R n+1 ) ∩ Λ(D) and suppose u − φ has a strict local maximum at
Since u k is a weak solution, we have either
2. Assume first Dφ(x 0 , t 0 ) = 0, then Dφ(x k , t k ) = 0 for all large enough k. Hence we may pass to limits in the inequality (2.15) and get
Passing if necessary to a subsequence we may assume ξ k → η, then |η| ≤ 1. Utilizing (2.15) and (2.16) we deduce
If u − φ has only a local maximum at (x 0 , t 0 ) we may apply the above argument to
It's easy to see that when φ ∈ Λ(D) we have ψ ∈ Λ(D), where (x 0 , t 0 ) ∈D ⊂ D. Hence, we showed u is a weak subsolution of (2.1). Similarly, we can show that u is a weak supersolution. Therefore, u is a weak solution of (2.1).
Theorem 2.6. Assume u is a weak solution of (2.1) and Ψ : R → R is a continuous monotone increasing function. Then v ≡ Ψ(u) is a weak solution of (2.1).
Adding as necessary a constant to φ, we may assume
where ψ ≡ Φ(φ). 2. Since u is a weak solution and
Consequently we have at (x 0 , t 0 )
Similarly we have the opposite inequalities to (2.25), (2.26) when v − φ have a local minimum at (x 0 , t 0 ). 3. We have so far shown that v = Ψ(u) is a weak solution provided Ψ is smooth with Ψ ′ > 0. Approximating and using Theorem 2.5 we draw the same conclusion if Ψ ′ ≥ 0 on
R.
4. Finally suppose only that Ψ is continuous and monotone increasing. We construct a sequence of smooth functions
Consequently we have
bounded and uniformly. Then Theorem 2.5 asserts v to be a weak solution.
Following the proof in [7] , we can prove the following comparison theorem and contraction property: Theorem 2.7. Assume that u is a weak subsolution and v is a weak supersolution of (2.1).
Suppose further
Finally assume
Theorem 2.8. Assume that u and v are weak solution of (2.1) such that
EXISTENCE OF WEAK SOLUTIONS
3.1. Solution of the approximate equations. In this subsection, we are going to study general curvature flow in weak sense. Moreover, we are not going to restrict ourselves in the admissible cone K. Let's define
where K n ⊂ K and f | ∂Kn = 1/n. Then we havef n (τ ) = f (τ ) when τ ∈ K n and τ max < n. Furthermore,f n is concave, Lipschitz and satisfyingf
where
and
It is easy to see that L is uniformly parabolic. Thus, we obtain that there exists a unique solution u ǫ,n,σ satisfies
2. Now differentiating equation (3.5) with respect to x l we get
Similarly, we have
3. Since
We deduce from (3.10) that we have bounds on the second derivatives of {u ǫ,n,σ } which are uniform in σ. In particular,
By Schauder estimates we conclude {u
C is independent of σ. Thus, we have for each multi-index α, |α| ≤ 2,
3.2. Passing to the limit. Theorem 3.2. Assume g : R n → R is continuous and satisfying that
Then, there exists a weak solution u of (2.1), such that
Proof. 1. Suppose temporarily g is smooth. We can extract a subsequence {u
We assert now that u is a weak solution of
and suppose u − φ has a strictly local maximum at a
Thus (3.2) implies that
Let k → ∞ we get
We may assume, upon passing to a subsequence and reindexing if necessary, that η k → η in R n for some |η| ≤ 1. Following the above argument we get
If u − φ has a local maximum, but not necessarily a strict local maximum at (x 0 , t 0 ), we repeat the argument above by replacing φ(x, t) with
Consequently, u is a weak subsolution. u is a weak supersolution follows analogously. 3. We want to verify that there exists a weak solution u such that (3.14) holds. Upon rescaling as necessary, we may assume
Consider now the auxiliary function
where c 0 > 0 and
In particular, |ϕ
where w
the last inequality comes from the concavity assumption on f . We can see that when
Combining (3.28)-(3.30) yields
We see ω ǫ,n (x, 0) ≤ g on R n × {t = 0}, applying maximum principle we deduce
Similarly, we letω ǫ,n = −ω ǫ,n , and
Assertions (3.14) is proved.
4. Suppose g satisfies (3.13) but is only continuous. We select smooth {g k } ∞ k=1 , satisfying (3.13) for the same S, so that g k → g uniformly on R n . Denote by u k the solution of (2.1) constructed above with initial function g k . By Theorem 2.8 we see lim
According to Theorem 2.5, u is a weak solution of (2.1).
CONSISTENCY WITH CLASSICAL MOTION BY GENERAL CURVATURE
In this section, we will check that our generalized evolution by general curvature agrees with the classical motion when the initial function g(x) is properly chosen. Let us suppose for this section that Γ 0 is a smooth hypersurface, the connected boundary of a bounded open set U ⊂ R n , and κ(A(Γ 0 )) ⊂ K. By standard short time existence theorem, we know that there exists a time t * > 0 and a family {Σ t } 0≤t<t * of smooth hypersurfaces evolving from Σ 0 = Γ 0 according to classical motion by general curvature. In particular for each 0 ≤ t < t * , Σ t is diffeomorphic to Γ 0 , and it's a boundary of an open set U t diffeomorphic to U 0 ≡ U.
Remark 4.1. In [7] , Evans and Spruck showed that the level set mean curvature flow does not depend upon the particular choice of initial function g(x). However, this is not true in our case, since our approximationf n (κ) is a "good approximation" to f (κ) only when κ ∈ K. Proof. 1. Fix 0 < t 0 < t * , and define then for 0 ≤ t ≤ t 0 the signed distance function
As Σ ≡ 0≤t≤t 0 Σ t × {t} is smooth, d is smooth in the regions
2. Now if δ 0 > 0 is small enough, for each point (x, t) ∈ Q + there exists a unique point y ∈ Σ t such that d(x, t) = |x − y|. Consider now near (y, t) the smooth unit vector field ν ≡ Dd pointing from Σ into Q + . Then
where κ 1 , · · · , κ n−1 denote the principal curvature of Σ t at the point y, calculated with respect to −ν. Moreover the eigenvalues of D 2 d(x, t) are
one can see that when δ 0 is sufficiently small
Therefore we have,
Since κ i is uniformly bounded and
if λ > 0 is chosen to be large enough and α > 0 will be determined later. Furthermore, we have |Dd| 2 = |ν| 2 = 1, d i d ij = 0, and
By (4.6) we get when n large and ǫ > 0 small,
Therefore, we see that d is a smooth subsolution of the approximate general curvature evolution equation in Q + .
Choose any Lipschitz function
is a positive constant for large |x|. For 0 < ǫ < 1 and n large, the approximating PDE has a continuous solution u ǫ,n , which is C 2,1 in R n × (0, ∞).
Additionally, passing to a subsequence if necessary, we have u ǫ,n → u locally uniformly.
In the following we denote (4.8)
and as u is continuous, we have
and n > N, where ǫ 0 > 0 is sufficiently small and N is sufficiently large. Consequently, there exists 0 < α < 1 so that
Moreover, g ≥ 0 implies u ǫ,n ≥ 0 and so u ǫ,n ≥ d on {(x, t)|d(x, t) = 0}. 
5. Now, let Γ t = {x ∈ R n |u(x, t) = 0} (t ≥ 0). Since g < 0 in U 0 we know by continuity that u < 0 somewhere in U t , provided 0 ≤ t ≤ t 0 and t 0 is small. Similarly, u > 0 somewhere in R n −Ū t for each 0 ≤ t ≤ t 0 . Fix any point and draw a smooth curve C in R n , intersecting Σ t precisely at x 0 and connecting a point x 1 ∈ U t , where u(x 1 , t) < 0, to a pint x 2 ∈ R n −Ū t where u(x 2 , t) > 0. As u is continuous, we must have u(x, t) = 0 for some point x on the curve C. However, from step 4 we know (4.14) {x|u(x, t) = 0} ⊆ Σ t .
Thus, u(x 0 , t) = 0, which implies
We have demonstrated that the classical motion {Σ t } 0≤t<t * and the generalized motion {Γ t } t≥0 agree at least on some short time interval [0, t 0 ].
Write (4.15)
s ≡ sup
and suppose s < t * . Then Γ t = Σ t for all 0 ≤ t < s, and so, applying the continuity of the solution u, we have Σ s ⊆ Γ s . On the other hand, if x ∈ R n − Σ s , then there exists r > 0 such that B(x, r) ⊂ R n − Σ t for all s − ǫ ≤ t ≤ s, ǫ > 0 small enough. This implies that
by continuity we knowĝ < 0 in U s andĝ(x) > 0 in R n \Ū s . Moreover, by Theorem 3.2
we know there exists a weak solutionû of (2.1) such that
By the Comparison Theorem 2.7 we also know thatû(x, t − s) = u(x, t) for t ≥ s. On the other hand, we can apply steps 1-5 and deduceΓ t−s = Σ t for all s ≤ t ≤ s + s 0 < t * , if s 0 > 0 is small enough, which leads to a contradiction.
From the above proof, we can see that the crutial point in our argument is to find an initial function g(x) satisfies κ(A[Γ g t ]) ⊂ K, for t ∈ [−ǫ 0 , ǫ 0 ], where Γ g t = {x ∈ R n |g(x) = t}.
INITIAL SURFACE WITH POSITIVE GENERAL CURVATURE
In this section, we are going to assume that Γ 0 is a smooth connected hypersurface with κ[A(Γ 0 )] ⊂ K, which is the boundary of a bounded open set U ⊂ R n . We will solve the general curvature equation (3.15) by separating variables. Following the idea in [7] , we will show that there exists a weak solution of (3.15) that can be represented as
where v is the unique weak solution of the stationary problem
In this case, we have
. We informally interpret our PDE (5.2) as implying Γ t has positive general curvature for 0 ≤ t < t * .
Before carrying out the foregoing program rigorously, let's first give a definition of the weak solution to (5.2).
Dφ(x 0 ) = 0 for some η ∈ R with |η| ≤ 1.
Equivalently we have

Definition 5.2. v ∈ C(Ū) is a weak solution to (5.2) if whenever
for some p ∈ R n and R = {r ij } ∈ S n×n , then 
Proof. 1. Similar to Section 3, we will study the following approximate PDE instead:
where 0 < ǫ < 1 small and n > N 0 is a large integer. It's easy to see that
In the following, we will construct a lower barrier for (5.10) of the form
By a straightforward calculation we get
where in the last inequality we used the concavity ofF n and
is convex on [0, 2δ 0 ) and satisfies
Therefore, by (5.13) we have,
when λ large. Since ∂ω ∂ν = −∞ on {d = 2δ 0 }, whereν denotes the exterior normal to V 2δ 0 , we can apply the maximum principle to conclude that
Equation (5.17) yields |Dv ǫ,n | ≤ A on Γ 0 . By differentiating (5.10) with respect to x l , we see that any derivative v ǫ,n l achieves its maximum and minimum on Γ 0 . Therefore, |Dv ǫ,n | ≤ A in U and in particular we have v ǫ,n ≥ −Ad in U.
2. By step 1 we have
Hence we may extract a subsequence {v ǫ k ,n k } ∞ k=1 so that when k → ∞, ǫ k → 0, n k → ∞, and v ǫ k ,n k → v uniformly inŪ . As in the proof of Theorem 3.2, we verify that v is a weak solution of (5.2).
3. The uniqueness of this weak solution v will follow from the following comparison theorem.
Theorem 5.4. Assume u is a weak subsolution and v is a weak supersolution of (5.2) and (5.3), then we have that
Before proving this theorem, let's first state the following lemma which will be used later.
Then there exists constants A, B, C, depending only on ω L ∞ , such that for ǫ > 0 the following hold:
(vi) The mapping x → ω ǫ +ǫ −1 |x| 2 is convex and the mapping x → ω ǫ −ǫ −1 |x| 2 is concave. The proof of this Lemma is similar to Lemma 3.1 of [7] ; we leave it to the reader.
Proof. ( proof of theorem 5.4) In this proof, we extend u(x) and v(x) to R n by letting
We are going to prove this theorem using proof by contradiction. 1. If u ≤ v, then we would have
for some x 0 ∈ U. Fix ǫ > 0 small; we get that
Then it's easy to see that
Φ(x, y). Then we have that |y 2 | ≤ Cδ 1/4 . Moreover, it's easy to see that x 2 ∈ U σ(ǫ) . According to Lemma 5.5 (vii), when δ > 0 is small enough, we have u ǫ is a weak subsolution of (5.2) near x 2 + y 2 and v ǫ is a weak supersolution of (5.2) near x 2 .
3. We now demonstrate that y 2 = 0. If y 2 = 0, then we would have
which yields,
Since u ǫ is a weak subsolution of (5.2) near x 2 , by Definition 5.2 we obtain 1 ≤ 0. This leads to a contradiction. 4. Since Φ attains its local maximum at (x 2 , y 2 ), there exists a sequence (
This together with Lemma 5.5 (vi) yields
Consequently we may suppose that R k → R,R k →R. By our assumption we get
6. NON-COLLAPSING RESULT FOR GENERAL CURVATURE FLOW 6.1. Non-collapsing result. In this subsection, we will prove the Ben-Andrews' Noncollapsing result (see [1, 2] ) under the elliptic setting. Our approach is inspired by the perturbation idea in [5] , where it is used to prove convexity properties of solutions to certain types of elliptic equations. We hope that this approach can be generalized to a wider class of elliptic equations.
Let's first recall our equation
The main result of this section is the following: Proof. Now we are going to define an admissible set A as following:
is the interior normal to the level set Γ u(x) = {y ∈ Ω : u(y) = u(x)}. To prove the level set Γ t of equation (6.1) is non-collapsing is equivalent to prove
We will prove (6.2) by contradiction. In the following we assume there exists (x 0 , y 0 ) ∈ Ω, such that
Let x s = x 0 + sF xs ν xs and y s = y 0 + sF ys ν ys . Then we have that
Similarly, we get that
Z(x, y), where
It's easy to see that Z(x s , y s ) ≥ 0. Otherwise, by (6.4) and (6.5), we can perturb (x 0 , y 0 ) to some (x, y) ∈ A such that U(x, y) < U(x 0 , y 0 ). Therefore,
) with respect to s we get
Thus,
, and
Differentiating equation (6.11) we have that
On the other hand,
Hence,
. We have that (6.17)
Therefore, (6.18) δd w,
Next, we are going to consider the perturbation in the tangential direction. Let x ǫ = x 0 + ǫτ x 0 and y η = y 0 + ητ y 0 . Then we have that
Similar to previous arguments, we have that Z(x ǫ , y η ) ≥ 0 in a neighborhood of (x 0 , y 0 )
are coplanar with ν x 0 , ν y 0 . Also denote θ as the angle between −w and ν x 0 .
We are going to estimate Z(x ǫ , y η )−Z(x 0 , y 0 ). For simplicity, we only compute the case when x ǫ = x 0 + ǫ∂ n x 0 and y η = y 0 + η∂ n y 0 ; the general case can be computed in the same way. First, let's assume that
Then, we have that (6.20)
where the last inequality comes from Z(x ǫ , y η ) − Z(x 0 , y 0 ) ≥ 0. Moreover, we have that λ > 0 depends on x 0 , and α depends on δ, x 0 , and θ. Therefore, in a small neighborhood of (x 0 , y 0 ) on
In the following, all calculations are done at the point (x 0 , y 0 ). Also, these calculations are similar to [2] . For reader's convenience we include it here.
Let's compute the first and second derivatives ofẐ(x, y). First, differentiating equation (6.24) with respect to y we get that (6.25)
By a direct calculation we obtain that (6.26)
Combining (6.25) and (6.26) we get (6.27)
Next, we compute the first derivative ofẐ(x, y) with respect to x, (6.28)
Finally, we compute the second derivative ofẐ(x, y). Differentiating equation (6.24) with respect to x twice we have that (6.29)
Differentiating equation (6.24) with respect to x and y we have that
Differentiating equation (6.24) with respect to y twice we have that
Therefore, (6.32)
Here we used equation (6.18) . From equation (6.28) we have that , ∂ n y 0 2 = 1. Therefore, we can always perturb δ such that the last inequality is strictly less than 0, which leads to a contradiction. 6.2. α-Andrews flow in viscosity sense. Before we state our theorem, we need the following definitions, which generalizes definitions in [14] for mean curvature flow.
Definition 6.2. (Andrews condition)
If Ω ⊂ R n is a smooth, closed admissible domain and α > 0, then we say ∂Ω satisfies the α-Andrews condition if for every P ∈ ∂Ω there are closed ballsB int ⊆ Ω andB ext ⊆ R n \ Int(Ω) of radius at least α F P that are tangent to ∂Ω at P from the interior and exterior of Ω, respectively. A smooth curvature flow {Γ t ⊆ R n } t∈I is α-Andrews if every time slice satisfies the α-Andrews condition.
Definition 6.3. (Viscosity general curvature) Let Ω ⊆ R n be a closed set. If P ∈ ∂Ω, then the viscosity general curvature of Ω at P is (6.36) F (P ) = inf{F ∂X (P )|X ⊆ Ω is a compact smooth domain, P ∈ ∂X},
where F ∂X (P ) denotes the general curvature of ∂X at P with respect to the inward pointing normal. The infimum of the empty set is ∞. 
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