Abstract. In this paper we develop formulae for inverting the so-called coshweighted Hilbert transform H μ , which arises in Single Photon Emission Computed Tomography (SPECT). The formulae are theoretically exact, require a minimal amount of data, and are similar to the classical inversion formulae for the finite Hilbert transform (FHT) H 0 . We also find the null-space and the range of H μ in L p with p > 1. Similarly to the FHT, the null-space turns out to be one-dimensional in L p for any p ∈ (1, 2) and trivial -for p ≥ 2. We prove that H μ is a Fredholm operator of index −1 when it acts between the L p spaces, p ∈ (1, ∞), p = 2. Finally, in the case where p = 2 we find the range condition for H μ , which is similar to that for the FHT H 0 . Our work is based on the method of the Riemann-Hilbert problem.
Introduction
A relationship between the cone-beam transform of a function f and the Hilbert transform of f along lines was found by Gelfand and Graev in [GG91] . In combination with a formula for the finite Hilbert transform (FHT) inversion, the two results led to a development of new, accurate, and flexible algorithms for image reconstruction in transmission tomography (CT); for some of the references see [ZP04, NCP04, PNC05, YZYW05] . The key property of FHT inversion is that it can be performed using an efficient convolution-type formula and requires only a minimal amount of data. More precisely, for each line L one needs to compute the Hilbert transform of f from the CT data only for points in I := L ∩ supp f (assuming this intersection is an interval). Since the amount of CT data required is minimal (i.e., any algorithm that uses data on a subinterval of I is severely unstable), reconstruction algorithms based on FHT inversion have the potential to reduce the x-ray dose to the patients.
It was shown recently by Rullgard that in the case of Single Photon Emission Computed Tomography (SPECT) with constant attenuation there is a relation between the attenuated projections of f and a modified Hilbert transform of f along lines [Rul04] . This relation is analogous to the one in transmission CT. Let μ be the constant attenuation coefficient of the medium. It is known that by using simple weighting of the attenuated projections of f , one can compute the exponential Radon transform of f :
Here α is a unit vector, and α ⊥ is obtained by rotating α counterclockwise by 90
• . The identity, which was found in [Rul04] , gives us f (x 1 + t, x 2 ) cosh μt t dt.
Thus we can compute an integral transform of f along lines L knowing the attenuated projections of f . Inverting the integral transform for f along a family of lines which cover the support of f solves the image reconstruction problem. From a theoretical perspective, the lines L are not related to each other. Hence we can consider only one such line L, assume that it coincides with the x-axis, and assume that f is a function of x only. Thus, using (1.2) and rescaling supp f so that it coincides with the interval [−1, 1], we arrive at the the following problem.
Here and henceforth, singular integrals are understood in the Cauchy principal value sense. These integrals are well defined for Hölder-continuous
To avoid certain technical issues, we first derive the inversion formulae for the case when f and, thus, g = H μ f , are Hölder-continuous, and then extend the results to L p , p ∈ (1, ∞), functions. Therefore we assume that, unless specified otherwise, the functions f and g in (1.3) are Hölder-continuous on [−1, 1].
It was shown in [Rul04] that the transform H μ can be inverted with the help of a distribution, which can be computed numerically. However, this approach requires the data far outside the support of f . In [NDPC07] the problem of inverting H μ from the minimal amount of data (which, for each line L, is the interval I = L ∩ supp f ) was investigated. In particular, a numerical method for inverting H μ based on solving an integral equation was proposed. Additional results on numerical implementation of H μ inversion are in [HYZG09] .
In this paper we develop several inversion formulae for H μ . They are theoretically exact, require a minimal amount of data, and are similar to the classical formulae for the FHT inversion. In particular, the inversion formulae are convolution-based; i.e. they admit efficient numerical implementation based on FFT (fast Fourier transform). We also find the null-space of H μ . Similarly to the FHT, the null-space turns out to be one-dimensional in L p for any p ∈ (1, 2), and trivial for p ≥ 2. Finally, we prove that H μ is a Fredholm operator when it acts between the L p spaces, p ∈ (1, ∞), p = 2. In the case where p = 2, we find the range condition for H μ , which is similar to that for the FHT H 0 . Our work is based on the reduction of equation (1.3) to a vector Riemann-Hilbert problem (RHP).
The paper is organized as follows. In Section 2 we reduce Problem 1.1 to a non-homogeneous vector RHP. We also formulate a homogeneous matrix RHP and show how to obtain a solution to the nonhomogeneous problem from a solution to the homogeneous one. In Section 3 we study the null-space of
for all p > 1. Two inversion formulae for H μ are obtained in Section 4 under the assumption that f is Hölder-continuous. The action of H μ on L p spaces is studied in Section 5. We also obtain two more inversion formulae. One of them applies in the case p ∈ (1, 2), and the other in the case p ∈ (2, ∞). In Section 6 we show that H μ : L 2 → L 2 is not Fredholm and describe its range. Some technical lemmas are contained in Appendix A. A different approach leading to the derivation of a two-parameter family of inversion formulae for H μ directly from the solution of a general RHP is presented in Appendix B.
Reduction to a vector RHP
Define Q(z) with the help of the complex integral transform 
where g(z) is the same as in (1.3). Formula (2.1) can be written as
In a similar fashion, (1.3) can be written in the form
and C denotes the Cauchy operator (2.6) (Cφ)(z) = 1 2πi
In the rest of the paper, we will routinely use the standard identities C + +C − = −iH and C + − C − = Id on [−1, 1]. Combining (2.4) with the obvious consequence of the last identity,
we obtain after some algebra the following nonhomogeneous RHP for the vector
Problem 2.1. Find a vector-function F (z) with the following properties: 
where 1 is the identity matrix; and
where ε is a small positive number. 
Proof. Since G(z)
is Hölder-continuous on [−1, 1], the Cauchy operator in (2.13) is well defined. Then (2.14)
Condition (d) of the RHP 2.1 will be addressed in Remark 2.6 below. For convenience of matrix calculations below, we will use the Pauli matrices
Proposition 2.5. The matrix (see [Gak66] ). In this section we prove that, similarly to
with μ > 0 has a nontrivial one-dimensional null space N μ for any p ∈ (1, 2) and construct a function v μ ∈ N μ . This function is not in L 2 , and the null-space of H μ in the case p ∈ [2, ∞) is trivial. We start with a result describing analytic properties of φ ∈ N μ .
Proof. Pick any φ ∈ N μ and suppose φ ∈ L p for some p ∈ (1, 2). Then
is entire. Rewrite (3.1) as follows:
Clearly b(z), z ∈ C, is entire as well. In particular, b ∈ L p for any p ∈ (1, 2). Thus, by Corollary 2.5 of [OE91] ,
for some constant C. Equation (3.3) can be rewritten as
where |x| < 1. A simple residue calculation (see also formula 2.2.5.10 in [PBM86] ) shows that the last integral in parentheses in (3.4) equals −πx. Thus, the desired assertion is proved.
Next, suppose p ∈ [2, ∞). Similarly to (3.3), by Proposition 2.6 of [OE91] for p ∈ (2, ∞) and by Theorem 4.2 of [OE91] for p = 2, we get from (3.2):
( 1 − y 2 (y − x)) −1 dy = 0 for |x| < 1, we can write (3.5) in the form
and the desired assertion follows immediately.
We continue with the observation that if f ∈ N μ , then the corresponding vector 
where A, B are constant matrices.
; that is, U does not have a jump on (−1, 1). Thus, U is analytic in C \ {−1, 1} and bounded at infinity. According to (2.16) and the endpoint behavior (2.12) ofΓ(z), it has at most simple poles at the endpoints ±1. Thus, U has the form (3.7). 
where (k, l) and (m, n) denote the first rows of the constant matrices A, B respectively. It is now clear that the requirement F = O(z ∓ 1) − 1 2 as z → ±1 respectively implies l = m = n = 0. Thus, up to a constant factor, (3.9)
). Now using (2.5), we obtain
Hence the matrices A and B in (3.7) are zero, and φ(z) ≡ 0. Thus, we have obtained the following result.
Theorem 3.3. For any
If p ∈ [2, ∞), the null-space of H μ is trivial.
Inversion formula for the transform H μ
In 
In this section we derive analogous formulae for inverting H μ , μ > 0, using the solution Γ(z) to the RHP 2.3 given by (2.15). Here we still assume that g is Hölder continuous.
Then, according to (2.8), (2.9) and (2.13),
We start with the calculation of R with the square root singularities at ∓1 respectively that are inverse to the cosh transform H μ :
(4.7)
In the case μ = 0 they coincide with H −1 L,R g. The precise meaning of the inversion formulae will be discussed in Section 5.
Remark 4.1. Direct calculations show that
where v μ is given by (3.11), and
Thus the following three conditions are equivalent: (a) both ( 
Analysis of H μ in L p spaces
In this section we study the action of H μ in L p -spaces and obtain two more inversion formulae. We start the section by reminding the reader of a few facts about Fredholm operators. Let X be a Banach space. The space of linear continuous operators X → X is denoted L(X). An operator A ∈ L(X) is said to be Fredholm if (a) N (A) and N (A * ), the null-spaces of A and its adjoint A * , are finite-dimensional; and (b) the range of A is closed. If A ∈ L(X) is Fredholm, denote
From Theorem 3.3,
Using the kernel K, which was introduced in the proof of Proposition 3.1, we see that H μ − H is a compact operator. Hence, by Theorem 5.12 of [Jor82] : (a) 
Since the adjoint of H μ is −H μ and v μ ∈ L p for any p ∈ (1, 2), we have
. This is a generalization of Remark 4.1 from Hölder continuous to L p , p > 2, functions. Next we obtain two new inversion formulae for H μ that are more convenient for L p classes. Assume first that p ∈ (1, 2). Since H μ has a one-dimensional null-space spanned by v μ , we can subtract any multiple of v μ from the right side of (4.7).
Considering the first integral in (H
Hence we can subtract from the kernel of (H μ ) −1 L any multiple of v μ . Arguing similarly to (5.6), we find
(5.7)
Apart form the cosine factors in (5.6) and (5.7), these formulae are completely analogous to those for inverting the FHT H. In particular, they have the same continuity properties as their counterparts for H (see [Jor82] , §13, and [OE91], Propositions 2.4 and 2.6). Thus, the operator in
is continuous for all p ∈ (1, ∞) (which describes the second part of the inversion formulae in (4.7)), our argument proves the following theorem. 
(5.8) 
(5.9)
In this section we provide a characterization of the range of H μ and, thus, the domain of its inverse. Our range description is the generalization of Theorem 3.2 in [OE91] 
To expedite the computation and shorten the notation we introduce
Then the transform H μ and formula (5.8) read
respectively.
and H
−1
μ is the expression (5.8).
Proof. The proof is a direct but somewhat complicated computation. We shall use Lemmas A.1 and A.2 in the appendix. Another result we need is the Poincaré-Bertrand theorem [Tri57] , Theorem 4.
On the right-hand side there is the norm of the projection of the vector h − κv μ := H −1 μ [g] − κv μ on the interval I n ; these projections tend strongly to the identity in
, then the right-hand side of (6.17) has a limit, and thus it must be that (6.18) sup
In particular, since v n → +∞, we must have μ n → κ. Vice versa, if the second inequality in (6.18) holds and there is a constant κ such that the first inequality in (6.18) holds as well, then the sup n of the right-hand side of (6.17) is necessarily finite. Since
it follows that h − κv μ ∈ L 2 . The assertion of the proposition then follows from Theorem 6.3.
Remark 6.5. Replacing the constant κ in (6.3) with its expression provided in Proposition 6.4 gives an alternative formula for inverting
Appendix A. Technical lemmas Lemma A.1. We have 
