Let L = z,'= I Xi be sum of squares of vector fields in IR" satisfying a HGrmander condition of order 2: span(Xi, [Xi, Xj]) is the full tangent space at each point. A point x E 8D of a smooth domain D is characteristic if X, ,..., X, are all tangent to aD at x. We prove sharp estimates in non-isotropic Lipschitz classes for the Dirichlet problem near (generic) isolated characteristic points in two special cases: (a) The Grushin operator #/ax* + x2 a2/af2 in I?*. (b) The real part of the Kohn Laplacian on the Heisenberg group r-, (a/ax, + 2yj a/at)' t (a/ay, -2x, a/at)' in R2"+'. In contrast to non-characteristic points, C" regularity may fail at a characteristic point. The precise order of regularity depends on the shape of aD at x.
INTRODUCTION '
Let x, )...' X,,, be smooth real vector fields on R" satisfying a HGrmandertype condition of step 2, namely, X, ,..., X,, [Xi, X,], i, j = l,..., m, span the tangent space at each point. Let D be a smooth bounded domain in R". Denote u IaD = g (1.2) * This research was supported in part by the National Science Foundation. The manuscript was prepared at Purdue University, whose hospitality the author acknowledges gratefully.
I There is an error in 3.3 that affects Sections 3 and 5. A correction can be found at the end of the paper. has a generalized solution for f E Coo(D), g E C&(Jo) (modulo a finite number of compatibility conditions).
A point x of 8D is called characteristic if the principal symbol of i annihilates the normal to ~30 at X. Kohn and Nirenberg 1 121 showed that under very general circumstances if an operator satisfies an estimate like (l.l) , then the solution u to the Dirichlet problem is smooth up to the boundary at all non-characteristic points. The study of characteristic points for second-order operators with semidefinite principal symbol was initiated by Fichera In Part I 191 we examined non-characteristic boundary points. In Part II we shall be concerned with estimates for u near characteristic points in two special cases :
The operator Y0 represents the real part of the Kohn Laplacian on the Heisenberg group (see [ 11, 141) .
Let us give a rough statement of our main result. We will measure smoothness in "non-isotropic" Lipschitz (or HGlder) classes r,, 0 < ,8 < GO (See Section 4, 14; 9; 161.) These classes are suited to Y in the same way that the usual scale of Lipschitz classes /i, are suited to elliptic operators. Suppose that in the Dirichlet problem (1.2),f is of class r, Z on dD and g is of class To. Suppose also that the characteristic point x0 has a certain generic type (called strongly isolated; see Section 4). Then u is of class r, only if /3 <PO, where PO is a critical index depending only of the Hessian. XiXjr(xo), i, j = l,..., m, at x0 of a defining function r for D. (The solution 21 is constructed by the Perron method, not by L2 methods.) The main idea of Part II is to introduce appropriate polar coordinates. This technique was first exploited by Kondratiev (141 in the classical Dirichlet problem.
The plan of the paper is as follows. In the second section we treat the Grushin operator. The point is to illustrate the idea of non-isotropic dilation and the close analogy between a characteristic point and the vertex in the classical Dirichlet problem for a cone (see 17, 14, 15 1). The rest of the paper is devoted to extending these ideas from the Grushin operator to YA. This extension is far from complete. In particular, it would be useful to obtain similar estimates for the full Kohn Laplacian, Ya = Y0 + ia(a/at) for a = n -2q, q = 1, 2 )...) n -1.
In the third section we prove a small amount of Holder continuity for solutions to the homogeneous df = 0) Dirichlet problem for ip, and exhibit explicit examples of solutions with singularities. In the fourth section we recall the definitions of Lipschitz classes r, and describe their restriction to ~30 near (strongly isolated) characteristic points. In the final section we use dilation invariance, the results of Part I [9] , the weak maximum principle, and a strict maximum principle due to Bony [ 1 ] to deduce regularity a characteristic points for 9,. The use of the (weak) maximum principle is what limits our regularity theorem to Ya for a = 0 only. More generally, one might hope to prove regularity in the Dirichlet problem for the Kohn Laplacian, Cl,, on CR manifolds and to attack other boundary value problems for Cl, such as the &-Neumann problem.
This article is the sequel to [9] , which will be referred to throughout as Part I. The notations 1.3.9 and Theorem 1.3.9, for example, refer to Theorem 3.9 of Part I. I would like to reiterate my thanks to my adviser, E. M. Stein, for his valuable suggestions.
THE GRUSHIN OPERATOR
Associated to the Grushin operator L = -#/8x* -x2i3*/at2 is a natural dilation 6(x, t) = (6x, d't). Denote f&(x, t) =f(6x, d't), then Ldfs) = d*(Lf),. Define a distance d((x, t), (x', t')) = (x -x'l + min(] t -t']/]x], (t -t' ]"2). Then d((x, t), (x', t')) < Cd((x', t'), (x, t)), 4(x, 7 t,>, (x3 7 t3)) G wx, 7 tl), (X2) t*)> + 4(x2 3 f2)T (x3 3 f3)) (symmetry and triangle inequality). Denote r, = {f E C(IR*) I for all 6 > 0, a E IR*, there exists P(b) a polynomial [7, 14, 151) . Define polar coordinates by p = (x4 + 4ry r =: cos % = Zt/p?.
Hence, L( g,.(r) 0") = 0 if and only if
This is a Jacobi equation [ 18, p. 601 . One solution is usually denoted Pj,;r'(r). It is an ultraspherical polynomial when r is an even integer. Two independent solutions are given by
where F,, and F, are hypergeometric series:
Note that (sgn x) / i( 1 -r)1"4 = x( 1 + 2tpm ') I" is smooth away from (0,O).
Denote the negative t axis by L, = ((0, t) 1 t < 0). For (x, t) E rF:*\L I , z = $( 1 + T) < 1, so the hypergeometric series are convergent. Thus g, and g, are smooth in R'\L,. They satisfy L(g,p") = L( g,p") = 0 and are the unique even and odd functions of x (up to multiplies) satisfying this property.
Define coordinates 4 : R + i3D,+, by 4(y) = (1 + 4M*)-'j4(y, Mt,*). (Note that p@(y)) = 1~1.) Suppose that the Poisson kernel for D,w exists. More precisely, suppose there is P(x, t; v) such that if f E C?(R) and p(f) = u(x, t) = ly,, P(x, t ; y) f(u) dy, then Lu = 0 in D,\,. lim, it?' u(x. t) = 0, u is continuous in fi,+, and u@(y)) = f(y). W e will give a formal argument to show that Mellin transform of P is given in terms of g, and g,. We will then define P as the inverse Mellin transform of the correct symbol and prove in this way existence and estimates for the Poisson kernel.
Formally, let
.O" S,(x, t; v) = ! P(x, t ; Y> I Y I" dy, -00 S1(x,t;u)= .cc ! p(x, 1; Y> I Y I" (sgn Y> dy. -m
We expect dilation invariance for P: P(6x, 6*t; Sy) d(6y) = P(x, t ; y) dy.
Hence, S,(C?X, 8*t; V) = S"S,,(x, t ; V) and similarly for S, . Therefore, we expect
where hi is some multiple of gj. Since P@") has boundary values p", we expect that S,(x, t ; V) = p", S,(x, t ; v) = (sgn x) p" for (x, t) E a0,. This uniquely specifies S, and S,. In Appendix I we prove several facts about (J,, and u, that will tell us when (2.3) is convergent.
(a) The zeros of cj(M, V) are real and simple. Thus u,, and u1 have simple real poles. (c) laj(B, p + iv)1 < C,e-'s~B~li In'. provided /? + iv is a positive distance from a pole of uj.
We will also need a differential version of (c): with p E Ii. By contour integration, the integral is independent of the value of p in I,.
By estimate (d) we can differentiate under the integral sign for (x, t) E D,, (i.e., 1151 < 0,). The integrand in (2.3') is annihilated by L because of (2) The limits are evaluated using (2.4), (2.5) , and the fact that f is continuous. Note that when f E C,(D), f satisfies (2.5) forj = 0. Hence, P,-,(f) is welldefined. Moreover, by (2.4), P,,(f) tends to zero as t -+ co. Thus by the weak maximum principle P,,(f) is the unique Poisson kernel with the properties given earlier in this section. Let us now sketch how to deduce estimates on Pj from (d). At the same time we will estimate x/Pj(x, t; y), where p is a monomial of length IyI in a/ax and x(a/at). These two estimates combine to give the first estimate in (2.7): 1 Pji < Cd((x, t), #( 4')))'. The others are similar.
To obtain (2.6), note that because a,(O, V) = 1.
The integrand has the same estimates as uO. The same holds for u,, hence an integration by parts in q gives lP,ij ,< Cy-' IO-O,l(log ip/yi)-'. This and the bound Cf: ' above give (2.6).
In the range of p < y/2, shift the contour past the pole at the upper limit of the interval Ii. For I,, for example, for V, > p > rO.
The second term is the residue at the pole at I',,. c{)(M. V) denotes In general we have
It is easy to check that the restriction of r, to aD,,, is the same as A,(lR), where aD, is identified with R by 4. Indeed, the extension of a function in A,(k?D,) that is constant in the t variable belongs to I-,. The restriction of r, to aD, is contained in A, (aD,) because the tangent to do,,,, 8/8x + 2Mx a/at, is a linear combination of the basic vector fields a/ax and x a/at and because the restriction of the distance function d to aD, is comparable to ordinary distance on aD,. The restriction of To to 0, will be denoted r,(o,).
If f E!,(R) has compact support and vjp, < a < Vjy then P(f) belongs to r, (D,) if and only if f satisfies j compatibility conditions described below. In particular, if0 < a < v,, then P(f) belongs to I',(DM) with no compatibility. Suppose that a is not an integer k < a < k + I. We can extend our estimates to the integer case by real interpolation. Choose p so that max(vi , , k) < /3 < a. Then,
A, B, and C are sums of residues from three types of poles, namely, poles of .f, q J q poles of q, . 0, , and the coincidence of these. Let N, = {n 1 n is even, c&44, n) = 0, 0 < n < u}, N, = (n 1 n is odd, c,(M, n) = 0. 0 < n < a}, Note that f::"(O) = 0 when n is odd and f:"'(O) = 0 when n is even.
Note that I'?,,, 6Z N,, and rZm + , 6? N, guarantees that &(v~,,) and 3,(r2,,, I ,) are finite.
c, $ n> (p"(log p) g,(.u, t ; n) t g',(x. t: n) p"). Because w is rapidly decreasing as v + 00, Pj" satisfies better estimates than Pj: p?Pj"I 5 cp-'-'+zj@/y).
Pj" satisfies the same estimates at Pj, but it is also orthogonal to / y laQ,,(log I y I), provided degree Q S 4N + 2.
In all, I,VPJc)(x, t)l 5 Cd((x, t), 8D,W)am I71 for all j 111 > a. It follows easily that Pi(~) can be extended to a function that is r, in a neighborhood of (0, 0). (For a more complicated extension of this kind see 1.4 .) This concludes the proof.
The simplest case of Theorem (2.9) is the case M = 0. In that case,
(see [ 2. p. 104 (50) and (51)j). The compatibility conditions are thus all local. As was first observed by H. Hung (personal communication) the local compatibility conditions can be found by differentiating the equation with respect to x. In this particular case the local conditions suffice for regularity. A similar phenomenon for the heat operator is treated in I13 1. It seems likely that the missing global compatibility in the case of the heat operator could be explained by means of the Mellin transform. The special functions that arise in that case are Laguerre functions.
A great deal is known about the behavior of the values vj as M varies (see 1 18 I). In particular, it is easy to see that as M tends to infinity so does r,, and as M tends to -co, v. tends to 0. Note that the Poisson kernel P,, vanishes to order vo, exactly, at the characteristic point. This phenomenon was observed by Gaveau [S, p. 1061 for Ii, in the Heisenberg ball 'z I4 + t2 < 1. (See Section 3 or 1.1 for notations.) In that case we can explain why the Poisson kernel vanishes to order 2 by the function u(z, t) = t, which is homogeneous in the appropriate sense of order 2 and is the analogue in the context of I/b of g,(x, t ; vo) pVo (for (v. = 2).
For a general domain D we will prove a theorem that is far more crude. Proof. The existence of a continuous solution is guaranteed by the construction of barriers (see Lemma (3.2) [ 1, lo] ). The solution is unique by the weak maximum principle. For higher regularity at characteristic points we use another kind or argument.
We may suppose that m = (0,O) and 30 by t =&Ix* + g(x) with g(x) = 0(x3). Assign local coordinates to 80 by projection 4 : (--E, E) --) XI ; 4(x) = (x. &Ix2 + g(x)). Denote uIk(x, t) = gJx, t ; 2I~)p~~ UJX, t) is a polynomial in x and t. Also u,(x, t) does not vanish on t = Mx* provided j < vO. Assume a < v, and a is not an integer. It follows by an inductive procedure that for any $,f E Ai, ( we can write g=f -cn,, cnU"laD~ where c, depends only on f"'(O), j < n, and g satisfies e-""g@W)) E A,(R), s < log E, II~UII L"(GY,nD) < C~-'y'wILwYpo~ + IlfV(es>)llA~cr,,h (2.13) where F = d((x, t), 80). There is a similar estimate to (2.13) replacing x with -x. These estimates are just dilations of well-known estimates for 6 = 1. The first amounts to interior regularity for L. The second is the dilation of a wellknown Lipschitz boundary estimate for solutions to uniformly elliptic equations.
Denote B = ((x, t) 1 (x4 + 4t2)1'4 < c). For some small fixed value of c. go@. t : a) /I" is bounded from below on D n 6B. Also, from (2. I 1 1. .f= O@") on 60. The maximum principle applied to the region D n R implies 1 u(x, t)l 5 C / g,(x. t ; CX) p" / < Cp" for (x. t) E D r\ B. Hence, II4 , s (6Hz) + II u 111. '(AL 2 ,I! 2 CF.
Estimate (2.1 1) says Therefore. using (2.12) and (2.13). As noted in Theorem (2.4), this estimate implies dz 24 E r,(D)* For failure of regularity, a > vO, consider u,(x, t) = g,(x, t ; v,,) pi'" and u*(.
Because %D is tangent to do,,, to third order and because g,(x, f; I',)) vanishes on c?D,+,, u,(x, t) = O@"Q+ ') on D. However, ~~(0, t) = ct"d*, c # 0. Thus u, E A,.,,, , (do), but U, 6? T,(D) for /3 > vO, unless v,is an even integer. A similar analysis shows u, E A.,(aD), but U? 6? r,."(D). The singularity along the t axis is t"d' log t.
We conclude this section with several remarks on what is to come. Sections 3. 4, and 5 are devoted to the proof of an analogue of Theorem (2.10) for the operator p0 (Theorem (5.2) ). The analogue of (2.11) is the space pfi described in Section 4. The barriers corresponding to g,,(x, t : v,,) p"" are constructed in Theorem (5.1). Part I concerns the analogue of (2.13). In this context, we would like to make explicit the connection between the proofs of Theorems (2.9) and (2. lo), hidden in estimate (2.13). In order to prove (2.13) one has to make estimates on the Poisson kernel for an elliptic operator. The simplest way to do this is the calculate the symbol of the Poisson kernel and use pseudo-differential operators. This is exactly what was done explicitly for the symbol of Pj in Theorem (2.9). In both theorems, non-isotropic dilations of the estimates give the full picture once the elliptic problem is understood. The non characteristic part of the Dirichlet problem for 2; is not elliptic, which is why it requires the analysis carried out in Part I.
PRELIMINARY RESULTS ON THE HEISENBERG GROUP
We begin in this section with a relatively weak result for go that does not require the heavy machinery of Part I. It is valid near any singular point not just at strongly isolated characteristic points (see Sect. 4 for the definition). At the same time, we will introduce some of the barriers analogous to g,(x, t ; vO) puo of Section 2.
Denote the Heisenberg group by IH". The underlying manifold is C" x IR. Group multiplication is given by Proof. The existence of a solution u for continuous boundary values can be obtained by the Perron method. The continuity of u up to the boundary at non-characteristic points was proved by Bony ] 11, who did it by constructing barriers. Gaveau (5 ] proved that u is continuous at every boundary point in the case of the Heisenberg ball jz]' + t2 < I by probabalistic means. His method extends to any smooth domain. The solution u E C(D) is unique by the weak maximum principle. We give an explicit construction of barriers (at any boundary points) below. This gives an independent proof that u E C(D), although we will not carry out the wellknown argument [lo]. Examples of domains for which solutions to the Dirichlet problem are not smooth are given by smooth truncations of D,, above (for large negative values of M) and by u = g,,(r) p-l for appropriate A.
Let S(1)=((z,t)~/z~4+f2=1}. A cone is given by T,(w)= ((oz. 6't) ( 0 < 6 < e, (z, t) E w), where w is a spherical cap in S( 1). By spherical cap we mean the intersection of S(1) with a small Euclidean ball. The main point of the r, estimate for u is that smooth domains D satisfy the analogue of the exterior cone condition. Because 30 has bounded second derivatives, for any (z,,, to) E cTD, there exists w c S( 1) such that diameter (w) > E and {(z,,, 4,) -(z, t> I (z, 0 E T,(w)} c 'D.
We will now construct barriers in the complement of these exterior cones. Let 0 be a smooth coordinate for the sphere S(1). Proof. The volume element for G" X R can be rewritten p*"' 'dp do(e), where do(e) is a smooth non-vanishing measure on S( 1). The power 2n + 1 appears because the "homogeneous" dimension of @" x R is 2n + 2 : the t direction counts twice. It is easy to check that Xy and q on S(1) inherit from the ambient space 11 ill the property that X,", Yy , ix,", q] span the tangent space at each point. It remains to prove that R can be chosen so that /I < /3, and so that g,(B)p4 satisfies (b). First we will show that as S(l)/0 shrinks to a point, A0 tends to zero. The case of a spherical cap shrinking to the points when \z 1 = 0 was already checked explicitly for rotation invariant regions. Away from JzI = 0, the weight h in the norm H(4) does not vanish. Moreover, W) < fl'W4) + c (J 1 V# I2 + (j IV@ I') "2 H(P)"') . Suppose thatf E Cm(aD) and u is the solution to the Dirichlet problem (3.1) with boundary values f. Let V be a small neighborhood of a noncharacteristic point, then (3.8) for p > l/2 shows that Xju and Yju belong to L*( k'n 0). This proves that u is the solution to the Dirichlet problem in Vn D in the L* sense. Therefore, the regularity theorem of Kohn and Nirenberg applies to U, and we have proved and u is the solution to 4p,u = 0, u/aD = f given by the Perron process then u is C" up to the boundary at all non-characteristic points of 30.
r, SPACES AND STRONGLY ISOLATED CHARACTERISTIC POINTS
Recall that the space To for arbitrary p, 0 < /3 < co, is defined as the class of continuous functions f such that for any x E IH" and any 6 > 0, there exists a polynomial in y E IH" denoted P,,,,,(y) such that In Part I we discussed the restriction of I-, to a hypersurface M that was non-characteristic with respect to YO. We will now consider a hypersurface S that contains a characteristic point and describe the restriction of r, to S, which we denote T,(S). Because we are only concerned with local properties. we will always ignore the boundary of S.
Let r be a defining function for S. A point x E S is characteristic if \'y , Xir(x)z + YIr(x)' = 0. We say that the characteristic point s is strong/J, isolated if for some c > 0, ;-xjr(yy + Yjr(y)'> c lx '),I: ,r, for J' E S.
Make a left translation so that u is sent to the origin. To say that S is characteristic at 0 means that r can be written in the form r(z, t) = f -q(z) + R(z. f).
where q(z) = C',"'.=i aijxix,i (zj = xj + ixj+,, and R(z, t) = O(i(z, f)/'). Let T"(z, t) = t -q(z) and S, = ((z, t) / r,(z, t) = O}. It is easy to check that 0 is a strongly isolated characteristic point of S if and only if 0 is an isolated characteristic point of S,.
EXAMPLE.
In IH', 0 fails to be an isolated characteristic point of S,, if and only if r,(z,t)=t-aax:+a-'xi (z =x, + ixz).
Thus characteristic points that are not strongly isolated are special kinds of saddle points.
We will now detine a "neighborhood system" in the neighborhood of a strongly isolated singular point x on S. This system will be a countable collection of open balls that are either disjoint from S or intersect S in a non-characteristic piece M. For simplicity we will assume that s = 0. Denote the dilation by 2,' by Rj(Z, t)= (2'2 22't)
, .
Consider the annular regions
If r is the defining function for S, denote rj(z, t) = 2"r o R I
The zero set of rj is Sj = { (2, t) 1 Tj(Z, t) = O} = R,(S).
Note that A, n Sj = R,(A, n S). We can partition A, into a finite collection of overlapping open balls C$, Vi such that independent of j. Estimates (4.1) and (4.2) guarantee that the bounds involved in the construction of special coordinates in Part I, Section 2 are independent of j. It follows that the estimates on Poisson-type extension operators given in Part I, Section 4 are valid in neighborhoods V{ independent of i and j.
Denote by Pb(S) the class of functions f on S such that 2j4f 0 R-j belongs to Z&l 0 n Sj) uniformly in j. (Recall that A ,, n Sj is a non-characteristic hypersurface, so that the restriction of Z, to A,, n Sj is described by Therefore by Lemma 1.4.6, g can be extended to be a function in lil.
BOUNDARY REGULARITY NEAR CHARACTERISTIC POINTS
We begin by solving a dilation invariant problem. Denote q(z) = Ct.;-* UijXiXj (Zj = xj + iXj+, and aii real numbers). Denote D, = ((z, t ( t > q(z)}. As in Section 3, we use polar coordinates @, 6) on Iii", with 8 ranging over S(1) = ((z, t) I lz14 + t2 = 1) and p = (1~1" $ t2)'j4. Let R, = D, n S( 1). Here is the analogue of g,(x, t ; rO) ~'0 of Section 2. We associate to a strongly isolated characteristic point a critical index /I, as follows. First translate the region D on the left so that the characteristic point coincides with the origin. As in Section 3, the defining function for D can be written r(z, t) = t -q(z) + R(z, t), where R(z, t) = O(](z, t)13). The critical index is defined as the one given in Theorem 5.1 for D,.
Let 4 E Cr(IH") be supported in a small neighborhood of a strongly isolated characteristic point of 8D with critical index /I,,. (One can actually show that 9'6 is surjective and hence dim c(2n + 1) = d,(2n). but we will not need this.) Let S,, be the quadratic surface t = q(z) tangent to S to third order at 0. Let <(S,,) denote homogeneous polynomials in x and J' on S, of degree li. The restriction mapping R : .TJ2n + 1) * .Yk(SO) is given by the substitution of q(z) for t. Since dim The fact that $u E To(D) for arbitrary g in r,(L?D) follows by a routine limiting argument. We will assume that the strongly isolated characteristic point is at the origin and denote S -8D n supp $. We need only verify (5.5) in the case when /I is not an integer. The corresponding estimate for integer values by real interpolation.
Suppose that k < p < k + 1. By Lemma (5;4), we can choose a polynomial P such that ipP = 0 and the Taylor series of g and P on S agree up to order k. It follows that 11 g -Pllr;cs, < C 1) gllrncs,. (See Section 4, and Part I, Appendix A.) Thus, replacing g by g-P, we may as well assume that g E c(S). Thus, with the notations of Section 4, II 2joS ' R -jIIr,(.4pSj) G c, uniformly as j -+ co.
We will estimate u in two separate regions: with constants independent of i and j. Finally, recall (3.9) and the estimate a priori from Part I (1.7.2) in a slightly weakened form says that of c, then We will prove in Proposition 2 that the even and odd solutions to the equation (denoted g, and g, in Section 2) do not have a zero at v = -1 i2. hence for our purposes that case does not arise.
To prove Proposition 1 note that y satisfies 
In fact, (1) implies that the derivative of the left and right hand sides of (2) with respect to r are equal. It is easy to check, using the form of the solutions at 7 = 1 that both sides vanish at 7 = 1. Now divide (2) ProoJ Denote dp(w) = (1 -r-~~))"~w* dw. Let A = Re L. Then u* dp = -w.
l"'" ~ )I'0 (A*u) u Q = 1"'" (Au)* dp > 0. The zeros analyzed in Propositions 1 and 2 are the poles of u0 and u! . 
whenever If?] < ~~(1 + Iv])-'. This estimate completes the proof of (a) in the trivial range 8 near 0. In a similar way, (4) and (5) yield (b) and (c).
