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Abstract
Given p ∈ [2,+∞), we obtain the global W1,p estimate for the weak solution of a boundary-value prob-
lem for an elliptic equation with BMO nonlinearity in a Reifenberg domain, assuming that the nonlinearity
has sufficiently small BMO seminorm and that the boundary of the domain is sufficiently flat.
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1. Introduction
In this paper we obtain the global Lp regularity of the gradient of the weak solutions of a
second-order elliptic equation in divergence form with discontinuous nonlinearity in an irregular
domain. More precisely, we are interested in the well-posedness in W 1,p0 (Ω) of the following
nonlinear boundary-value problem:
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div a(∇u,x) = div f in Ω,
u = 0 on ∂Ω, (1.1)
where f ∈ Lp(Ω;Rn) is a given vector-valued function for some 2  p < ∞, as is the vector
field a = a(ξ, x) :Rn ×Rn → Rn that is measurable in x for almost every ξ , and continuous in
ξ for each x. The unknown is u :Ω → R, u = u(x), where Ω is a bounded, open subset of Rn
with very nonsmooth boundary.
Let us first define a weak solution of (1.1).
Definition 1.1. We say that u ∈ H 10 (Ω) is a weak solution of (1.1) if
∫
Ω
a(∇u,x) · ∇ϕ dx =
∫
Ω
f · ∇ϕ dx
for all ϕ ∈ H 10 (Ω).
If there exists a function L :Rn × R→ R such that a(ξ, x) is the gradient of L(ξ, x) with
respect to ξ ∈Rn; that is,
a(ξ, x) = ∇ξL(ξ, x),
then (1.1) is the Euler–Lagrange equation corresponding to the variational integral
I [w] =
∫
Ω
[
L(∇w,x)− f · ∇w]dx(w ∈ H 10 (Ω)).
However, if the problem (1.1) is not of variational type, that is, there exists no such function L,
the classical variational methods do not apply to our present problem for the existence of a weak
solution.
In this paper we will use instead the method of Browder and Minty. To do this, let us introduce
the basic structural assumptions (1.2) and (1.3) on the nonlinearity a(ξ, x). We assume that a is
uniformly monotonic in ξ for almost every x. More precisely, let us suppose that there exists
some positive constant c0 such that
[
a(ξ, x)− a(η, x)] · (ξ − η) c0|ξ − η|2 (1.2)
for all ξ, η ∈Rn and almost every x ∈ Ω . We further assume that
∣∣a(ξ, x)∣∣ c1(1 + |ξ |) (1.3)
for all ξ , for almost every x ∈Rn and some positive constant c1.
With the method of Browder and Minty, one can show that there exists a unique weak solution
of (1.1). More precisely, we have:
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Dirichlet problem (1.1) has a unique weak solution u ∈ H 10 (Ω) = W 1,20 (Ω) with the following
global H 1-estimate
‖∇u‖L2(Ω)  C
(‖f‖L2(Ω) + 1), (1.4)
where the constant C is dependent only on c0, c1 and Ω .
Remark 1.3. In view of Lemma 1.2 we know that the basic structural conditions for the existence
and uniqueness of weak solution are that a(ξ, x) satisfies (1.2) and (1.3), and that Ω is open and
bounded. Hereafter these basic conditions are always supposed to be satisfied.
In this work we are investigating how the regularity of f is reflected to the gradient of the weak
solution in Lp(Ω). Specifically, we want to answer what are the weakest condition to place on
the nonlinearity a and the most general geometric requirement on the boundary ∂Ω so that we
have the following global W 1,p(Ω) estimate:
‖∇u‖Lp(Ω)  C
(‖f‖Lp(Ω) + 1), (1.5)
where the constant C is independent from u and f.
First we point out that the Lp regularity we discuss here is not of the kind of classical one,
that is, valid only for p close to 2. On the contrary our result holds for any value of p in the range
[2,+∞). Obviously, such a result requires additional regularity condition beside (1.2) and (1.3)
on a and extra geometric conditions on a bounded open domain Ω .
There have been many research activities about W 1,p-estimates in this direction. For the lin-
ear elliptic case, that is, a(ξ, x) = A(x) · ξ with A = {aij }1i,jn uniformly elliptic, Di Fazio in
[11] obtained the global W 1,p(Ω) estimate (1.5) for each 1 < p < ∞ provided that the coeffi-
cients aij are in VMO and the domain is in C1,1. The result in [11] was extended to the case that
Ω is in C1 by Auscher and Qafsaoui in [2]. The main argument in [2,11] is based on explicit
representation formulas involving singular integral operators and commutators. We would like to
remark that the general theory of singular integrals has some limitation to the Lipschitz domains
and may seem to work only for the linear equations in this direction. The authors in [3] obtained
the same result as in [2,11] under the condition that the coefficients have small BMO seminorms,
which is weaker than VMO condition, and in the geometric setting that the domain is sufficiently
flat in the Reifenberg sense, which is beyond Lipschitz category. For this condition and setting,
see Section 2. The approach in [3] relies on weak compactness, the Hardy–Littlewood maximal
function, the Vitali covering lemma, good Λ-inequalities, and energy estimates. The result in [3]
was extended to parabolic equations in time dependent domains in [4] by proving that Reifen-
berg domains can be innerly approximated by Lipschitz domains. It is worthwhile to note that
in [23] Yochi Miyazaki considered mth-order equations with lower terms, obtaining the global
Wm,p(Ω), m 1, estimate in a C1-domain although the author considered the continuous coef-
ficients aij .
For the quasilinear elliptic equations of p-Laplacian type, that is, a(ξ, x) = (A(x)ξ · ξ) p−22 ×
A(x)ξ with 1 < p < ∞, DiBenedetto and Manfredi in [10] obtained the interior W 1,q , q  p,
estimates when A(x) is the identity matrix by applying maximal function inequalities and the
regularity theory for the p-harmonic equations. When A(x) is uniformly elliptic, the interior
and boundary W 1,q , q  p, estimates were obtained by Kinnunen and Zhou in [20,21] under
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21] found a local version for the sharp maximal functions to prove the interior estimates, and
employed the flattening argument to obtain the boundary estimates. Their results were extended
to the case that A has the small BMO seminorms and Ω is Reifenberg flat by the authors in [6].
The approach in [6] is much simpler than that in [20] since only maximal functions instead of
sharp maximal functions are involved. Emilio Acerbi and Giuseppe Mingione in [1] extended
the results in [10,20] to parabolic p-Laplacian system. The authors in [1] adopted an intrinsic
geometric viewpoint, argued directly on certain Calderón–Zygmund type covering arguments,
and so completely avoided the use of the maximal function.
For general quasilinear elliptic equations in divergence form, Caffarelli and Peral in [9] ob-
tained interior W 1,p , p  2, regularity. To apply their result to Eq. (1.1), one has to assume that
the matrix A is sufficiently close to the identity matrix in the L∞ sense. Their approach is based
on the maximal function and the Calderón–Zygmund decomposition. In [5] we proved a similar
theorem for the nonlinear operator with the conormal boundary value condition. Here we prove a
similar result with the Dirichlet boundary condition for the operator. Compared with the method
used in [5], the test functions are more restrictive and thus are more complicated here. Both of the
papers emphasize the issue that the Lp norm is hard to estimate by any other classical methods,
and the estimates and the integral kernels seem impossible to compute in both cases. Moreover,
the equations here are not necessarily in variational form.
The goal of this paper is to formulate and prove a version of the results in [6,20,21] for such
equations of nonvariational type. We also want to find a W 1,p , p  2, version of the results in two
noteworthy papers [7,24] where W 2,p , p > n, regularity for elliptic equations with discontinuous
nonlinearity in nondivergence form was obtained.
2. Statement of the main theorem
We intend to show that if f ∈ Lp(Ω;Rn), then in fact ∇u ∈ Lp(Ω;Rn) for each 2 p < ∞.
To do this, we first need to impose an additional condition on a beside basic structural conditions
(1.2) and (1.3). Let us suppose that a(ξ, x) is uniformly Lipschitz continuous with respect to the
variable ξ ; that is,
∣∣∇ξa(ξ, x)∣∣ c2 (2.1)
for all ξ , for almost every x ∈ Rn and some positive constant c2. It turns out that the condi-
tion (2.1) is necessary to ensure that the spatial gradient of a weak solution of the reference
problems has interior W 1,∞ regularity (see Lemmas 4.2 and 5.3), which will be used in the se-
quel. Throughout this paper we employ the letter C to denote a universal constant depending on
c0, c1, c2, Ω and the dimension n.
To state the main result we now introduce geometric notations.
(1) Bρ = {x ∈ Rn: |x| < ρ} is an open ball in Rn with center 0 and radius ρ > 0, Bρ(y) =
Bρ + y, B+ρ = Bρ ∩ {x: xn > 0}, B+ρ (y) = B+ρ + y, Tρ = Bρ ∩ {x: xn = 0} and Tρ(y) =
Tρ + y.
(2) Ωρ = Ω ∩Bρ and Ωρ(y) = Ω ∩Bρ(y).
(3) ∂Ω is the boundary of Ω , ∂wΩρ = ∂Ω ∩Bρ is the wiggled part of ∂Ωρ .
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y ∈Rn in order to measure the oscillation of a(ξ, x) in the variable x over Bρ(y), we define the
function β :Ω →R by
β
[
a,Bρ(y)
]
(x) = sup
ξ∈Rn
|a(ξ, x)− aBρ(y)(ξ)|
|ξ | + 1 , (2.2)
where
aBρ(y)(ξ) =
∫
−
Bρ(y)
a(ξ, x) dx = 1|Bρ(y)|
∫
Bρ(y)
a(ξ, x) dx
is the integral average of a(ξ, ·) for each fixed ξ over Bρ(y).
Remark 2.1. The function β[a,Bρ(y)] in (2.2) depends on both a given vector field a(ξ, x) and a
related integration domain Bρ(y). We will sometimes replace it by β[a;B+ρ (y)] or β[a;Ωρ(y)].
We will not specify its dependence because it can be easily understood in the context.
Remark 2.2. For the linear case, if a(ξ, x) = A(x) · ξ for each ξ ∈ Rn and for almost every
x ∈Rn, then
β
[
a,Bρ(y)
]
(x)
∣∣A(x)−ABρ(y)∣∣,
and so it seems natural to consider β[a,Bρ(y)] to be a version of the function of mean oscillation
over Bρ(y) uniformly in the ξ variable for the nonlinear case.
In this paper we use the following main assumption on the nonlinearity a.
Definition 2.3 (Small BMO condition). We say that the vector field a = a(ξ, x) satisfies (δ,R)-
BMO condition if
sup
0<ρR
sup
y∈Rn
∫
−
Bρ(y)
∣∣β[a,Bρ(y)]∣∣2 dx  δ2. (2.3)
Remark 2.4. Note that the condition (2.3) is a good replacement of small BMO condition used
in [3] in the sense of Remark 2.2.
The small BMO condition has been extensively studied as an appropriate substitute for VMO
condition in the area of harmonic analysis, partial differential equations, geometric measure anal-
ysis and differential geometry (see [3,13,16,22,25,28]).
We use the following regularity requirement on the boundary ∂Ω .
Definition 2.5. We say that Ω is (δ,R)-Reifenberg flat if every x ∈ ∂Ω and every r ∈ (0,R],
there exists a coordinate system {y1, . . . , yn}, which can depend on r and x so that x = 0 in this
coordinate system and that
Br(0)∩ {yn > δr} ⊂ Br(0)∩Ω ⊂ Br(0)∩ {yn > −δr}.
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the Plateau problem. A Reifenberg domain appears naturally in minimal surface theory and free
boundary problems. The boundary of a Reifenberg domain is very rough and could be a fractal.
This is a geometric condition exhibiting a very low level of regularity, prescribing that all scales
the boundary can be trapped between two hyperplanes depending on the scale chosen. For further
discussion on Reifenberg domains we refer to [15,17–19,27,29].
Remark 2.6. We remark that a Lipschitz domain is a Reifenberg flat domain provided its Lip-
schitz constant is sufficiently small (see [27]). On the other hand an inner neighborhood of the
δ-Reifenberg domain is a Lipschitz domain for δ small. (See [4].)
Before stating the main result of this paper, we will show that our problem (1.1) is invariant
under a normalization and a scaling though the problem considered here is highly nonlinear. Our
normalization of the problem (1.1) follows.
Lemma 2.7. Assume that a satisfies (1.2), (1.3), (2.1) and (δ,R)-BMO condition. Suppose further
that u ∈ H 10 (Ω) is the weak solution of the Dirichlet problem (1.1). Fix λ 1 and let uλ = u(x)λ ,
fλ = fλ . Define
aλ(ξ, x) = a(λξ, x)
λ
(
ξ, x ∈Rn). (2.4)
Then aλ satisfies (1.2), (1.3), (2.1) and (δ,R)-BMO condition with the same constants c0, c1, c2,
δ and R. Furthermore uλ ∈ H 10 (Ω) is the weak solution of{
div aλ(∇uλ, x) = div fλ in Ω,
uλ = 0 on ∂Ω. (2.5)
Proof. Since λ 1, we see that aλ satisfies (1.2), (1.3) and (2.1) with the same constants c0, c1
and c2. We now claim
β[aλ,Bρ] β[a,Bρ] (0 < ρ R). (2.6)
Recalling (2.4) it follows since λ 1 that
aλBρ (ξ) =
∫
−
Bρ
aλ(ξ, x) dx = 1
λ
∫
−
Bρ
a(λξ, x) dx = 1
λ
aBρ (λξ).
Then from (2.2) we see that
β[aλ,Bρ](x) = sup
ξ∈Rn
|aλ(ξ, x)− aλBρ (ξ)|
|ξ | + 1 =
1
λ
sup
ξ∈Rn
|a(λξ, x)− aBρ (λξ)|
|ξ | + 1
= sup
ξ∈Rn
|a(ξ, x)− aBρ (ξ)|
|ξ | + λ  supξ∈Rn
|a(ξ, x)− aBρ (ξ)|
|ξ | + 1 = β[a,Bρ](x).
This proves (2.6). Then Definition 2.3 implies that aλ satisfies the (δ,R)-BMO condition. To see
(2.5), select ϕ ∈ H 1(Ω). Then since u is the weak solution of (1.1), it follows from (2.4) that0
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Ω
aλ(∇uλ, x) · ∇ϕ dx =
∫
Ω
aλ
(
1
λ
∇u,x
)
· ∇ϕ dx
= 1
λ
∫
Ω
a(∇u,x) · ∇ϕ dx = 1
λ
∫
Ω
f · ∇ϕ dx =
∫
Ω
fλ · ∇ϕ dx.
This shows (2.5). 
We next state and prove the scaling invariant form of the Dirichlet problem (1.1).
Lemma 2.8. Under the same conditions as in Lemma 2.7 we define
ar (ξ, x) = a(ξ, rx), ur(x) = u(rx)/r, fr (x) = f(rx), Ωr = {x/r: x ∈ Ω} (r > 0).
Then
(1) ar satisfies (1.2), (1.3) and (2.1) with the same constants c0, c1, and c2.
(2) ar satisfies (δ,R/r)-BMO condition.
(3) Ωr is (δ,R/r)-Reifenberg flat.
(4) ur ∈ H 10 (Ωr) is the weak solution of
{
div ar (∇ur, x) = div fr in Ωr,
ur = 0 on ∂Ωr .
Proof. We first see that ar satisfies the structural conditions (1.2), (1.3) and (2.1) with the same
constants c0, c1 and c2. Fixing ρ > 0, we see that
arBρ (ξ) =
∫
−
Bρ
ar (ξ, x) dx =
∫
−
Bρ
a(ξ, rx) dx = aBrρ (ξ),
and
β[ar ,Bρ](x) = sup
ξ∈Rn
|ar (ξ, x)− arBρ (ξ)|
1 + |ξ |
= sup
ξ∈Rn
|a(ξ, rx)− aBrρ (ξ)|
1 + |ξ |
= β[a,Brρ](rx).
Consequently
∫
− ∣∣β[ar ,Bρ](x)∣∣2 dx =
∫
− ∣∣β[a,Brρ](rx)∣∣2 dx =
∫
− ∣∣β[a,Brρ](x)∣∣2 dx.Bρ Bρ Brρ
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(δ,R/r)-BMO condition. In view of Definition 2.5 we see that Ωr is (δ,R/r)-Reifenberg flat.
Furthermore we see in the weak sense
div ar
(∇ur(x), x)= r div a(∇u(x), x)= r div f(x) = div fr (x).
This completes the proof. 
Remark 2.9. In this paper we mean δ to be a small positive constant, which is determined later
in the proof of Theorem 2.10 in Section 6. On the other hand, in view of Lemma 2.8, one can
assume for simplicity R = 1 or any other constants, like 8 for interior estimates in Section 4 and
80 in Section 5 for global estimates, respectively.
The main theorem is stated as follows.
Theorem 2.10. Let 2 p < ∞. Then there exists δ = δ(c0, c1, c2,p,n, |Ω|/|B1|) > 0 such that
if a satisfies (2.1) and (δ,R)-BMO condition, Ω is (δ,R)-Reifenberg flat and f ∈ Lp(Ω;Rn),
then the weak solution u ∈ H 10 (Ω) of (1.1) belongs to W 1,p0 (Ω) with the estimate (1.5).
The main difficulty in proving Theorem 2.10 comes from the nonlinearity a in the problem
(1.1) and the fact that the Ω under consideration is far from being a graph domain. It may seem
that our methods used here are not much different from those in [3]. However, the present work
is concerned with nonlinear elliptic equations in nonsmooth domains, and so more complicated
analysis should be carefully carried out with a proper dilation of the domain and a correct scaling
of the nonlinear elliptic operator in divergence form. This work could be an intriguing develop-
ment since the present tools are quite flexible and suitable for both linear and nonlinear elliptic
problems. In particular, these techniques can be applied to understand the minimal geometric
constraints on the boundary of the domain for some natural properties such as W 1,p-regularity
in analysis and potential theory to hold.
3. Preliminary tools
Our argument rests on the classical Hardy–Littlewood maximal function, version of the Vitali
covering lemma and standard arguments of measure theory.
Definition 3.1. The Hardy–Littlewood maximal functionMf of a locally integrable function f
is a function such that
(Mf )(x) = sup
ρ>0
∫
−
Bρ(x)
∣∣f (y)∣∣dy.
If f is not defined outside a bounded domain U ,
MUf =M(f χU)
for the standard characteristic function χ on U .
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weak-type inequality.
Lemma 3.2. (See [26].) If f ∈ Lp(Rn) for 1 < p ∞, thenMf ∈ Lp(Rn) and
1
C
‖f ‖Lp(Rn)  ‖Mf ‖Lp(Rn)  C‖f ‖Lp(Rn). (3.1)
If f ∈ L1(Rn), then
∣∣{x ∈Rn: (Mf )(x) > μ}∣∣ C 1
μ
∫ ∣∣f (x)∣∣dx. (3.2)
We will use the following version of the Vitali covering result.
Lemma 3.3. (See [3].) Let C and D be measurable sets with C ⊂ D ⊂ Ω . Assume that Ω is
(δ,1)-Reifenberg flat for some small δ > 0. Assume further that there exists a small  > 0 such
that
|C| < |B1|
and that
∀x ∈ Ω and ∀r ∈ (0,1] with ∣∣C ∩Br(x)∣∣ ∣∣Br(x)∣∣, Br(x)∩Ω ⊂ D.
Then we have
|C| [10/(1 − δ)]n|D|.
We also use the following standard arguments of measure theory.
Lemma 3.4. (See [8].) Assume that f is a nonnegative and measurable function in Rn. Assume
further that f has a compact support in a bounded subset U of Rn. Let θ > 0 and m > 1 be
constants. Then for 0 < p < ∞ we have
f ∈ Lp(U) ⇐⇒ S =
∑
k1
mkp
∣∣{x ∈ U : f (x) > θmk}∣∣< ∞
and
1
C
S  ‖f ‖pLp(U)  C
(|U | + S),
where C > 0 is a constant depending only on θ , m, and p.
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In this section we will obtain interior W 1,p , 2 p < ∞, estimates for the elliptic PDE
div a(∇u,x) = div f in Ω, (4.1)
assuming that a(ξ, x) satisfies (δ,R)-BMO condition.
By a scaling we assume in this section that R = 8 and that B8 ⊂ Ω . Based on an argument of
perturbation, we consider the following reference problem:
div aB6(∇v) = 0 in B6. (4.2)
As usual, solutions of (4.2) are defined in the weak sense.
Definition 4.1. We say that v ∈ H 1(B6) is a weak solution of (4.2) if
∫
B6
aB6(∇v) · ∇ϕ dx = 0 (4.3)
for each ϕ ∈ H 10 (B6).
Our sufficient regularity for (4.2) is the following interior W 1,∞. Its proof is similar to that of
Lemma 5.3 in the next section.
Lemma 4.2. Assume that a satisfies (2.1). Then for any weak solution v ∈ H 1(B6) of (4.2), we
have
‖∇v‖2L∞(B3)  C
∫
−
B5
|∇v|2 dx
for some universal constant C > 0.
We remark that in this and in the next sections we consider the L2-average of f instead of its
BMO seminorm since the weak solutions u ∈ H 1 considered here are concerned with f ∈ L2.
Lemma 4.3. Assume that a satisfies (2.1). Then given  > 0, there exists a small δ = δ() > 0 so
that for any weak solution u ∈ H 1(Ω) of (4.1) with the following normalization conditions
∫
−
B6
|∇u|2 dx  1
and ∫
− (∣∣β[a,B6]∣∣2 + |f|2)dx  δ2,B6
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∫
B6
∣∣(u − uB6)− v∣∣2 dx  2.
Proof. We argue by contradiction. If not, there would exist 0 > 0, {ak}∞k=1, {uk}∞k=1 and {fk}∞k=1
such that uk ∈ H 1(Ω) is a weak solution of
div ak(∇uk, x) = div fk in Ω
with ∫
−
B6
|∇uk|2 dx  1 (4.4)
and ∫
−
B6
(∣∣[β[ak,B6]∣∣2 + |fk|2)dx  1/k2,
but ∫
B6
∣∣(uk − ukB6)− vk∣∣2 dx > 20 (4.5)
for any weak solution vk ∈ H 1(B6) of
div akB6(∇vk) = 0 in B6. (4.6)
Using (4.4) and Poincaré’s inequality, we see that {uk − ukB6}∞k=1 is uniformly bounded in
H 1(B6). Then there exist a subsequence {ukj − ukj B6} and u0 ∈ H 1(B6) such that
ukj ⇀ u0 in H
1(B6), ukj → u0 in L2(B6).
Next we claim that for each fixed bounded domain U in Rn, akB6(ξ) is uniformly bounded
and equicontinuous on U . Indeed, if ξ ∈ U , then the growth condition (1.3) implies that
∣∣akB6(ξ)∣∣
∫
−
B6
∣∣ak(ξ, x)∣∣dx 
∫
−
B6
C
(
1 + |ξ |)dx = C(1 + |ξ |) C(1 + |U |)< ∞.
Similarly, by using the Lipschitz continuity of a(ξ, x) in ξ for almost every x, we find
∣∣∇ξakB6(ξ)∣∣
∫
− ∣∣∇ξak(ξ, x)∣∣dx 
∫
− c2 dx = c2 < ∞.B6 B6
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a vector field a0(ξ) such that
akj B6(ξ) → a0(ξ) in Rn, locally uniformly.
In fact, we use the Arzela–Ascoli compactness criterion here on each Bi(0), i = 1,2, . . . , and
obtain akj B6(ξ) uniformly converges to a0(ξ) in Bi(0) and as usual, the diagonal subsequence
technique yields the locally uniform convergence.
With the same technique used in the proof of Lemma 5.4, one can show that u0 ∈ H 1(B6) is
a weak solution of
div a0(∇u0) = 0 in B6.
But then taking k large enough in (4.5) and (4.6), we reach a contradiction. 
Corollary 4.4. Under the same conditions and notations as in Lemma 4.3, we have
∫
−
B2
∣∣∇(u− v)∣∣2 dx  2. (4.7)
Proof. Fix η > 0. Then by Lemma 4.3, we have
∫
B6
∣∣(u− uB6)− v∣∣2 dx  η2
for some small δ > 0, being dependent on η, and satisfying
∫
−
B6
(∣∣β[a,B4]∣∣2 + |f|2)dx  δ2.
Then according to Lemma 4.2, we find
‖∇v‖2L∞(B3)  C
∫
B4
|∇v|2 dx  C
∫
B5
|v|2 dx
 C
∫
B5
∣∣v − (u− uB6)∣∣2 dx +C
∫
B5
|u− uB6 |2 dx
 Cη2 +C
∫
B6
|∇u|2 dx  (η2 + 1)
 C
for some universal constant C > 0.
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∫
B6
a(∇u,x) · ∇ϕ dx =
∫
B6
f · ∇ϕ dx
and ∫
B6
aB6(∇v) · ∇ϕ dx = 0
for each ϕ ∈ H 10 (B6). Thus,∫
B6
([
a(∇u,x)− a(∇v, x)]+ [a(∇v, x)− aB6(∇v)]) · ∇ϕ dx =
∫
B6
f · ∇ϕ dx
for each ϕ ∈ H 10 (B6). Choose a smooth cut-off function φ ∈ C∞0 (B3) satisfying
0 φ  1, φ = 1 on B2.
Now we note that ‖∇v‖2L∞(B3) is uniformly bounded, and then substitute ϕ = φ2((u− uB6)− v)
to the integral identity above, to deduce in almost the same way that we will estimate in the proof
of Corollary 5.5 that
∫
−
B2
∣∣∇(u− v)∣∣2 dx  C(δ + η2).
Now the conclusion (4.7) follows if we select η and δ satisfying
C
(
δ + η2)= 2.
This completes the proof. 
Lemma 4.5. There is a constant c3 > 0, dependent only on c0, c1, c2 and n, so that given  > 0
there exists a small δ = δ() > 0 such that for any weak solution u ∈ H 1(Ω) of (4.1) with∫
−
Br
∣∣β[a,Br ]∣∣2 dx  δ2 (1 r  8) (4.8)
and
B1 ∩
{
x ∈ Ω: M(|∇u|2) 1}∩ {x ∈ Ω: M(|f|2) δ2} = ∅, (4.9)
we have
∣∣{x ∈ Ω: M(∣∣∇u|2)> c23}∩B1| < |B1|.
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have ∫
−
Bρ(x0)
|∇u|2 dx  1,
∫
−
Bρ(x0)
|f|2  δ2.
Then, since B6 ⊂ B7(x0) ⊂ B8 ⊂ Ω , we find∫
−
B6
|∇u|2 dx  (7/6)n
∫
−
B7(x0)
|∇u|2 dx  (7/6)n.
By the same reason, we have
∫
−
B6
|f|2 dx  (7/6)nδ2.
Now we fix any η > 0 and set λ = √(7/6)n. Normalizing a, u and f to aλ, uλ and fλ, respec-
tively, as in Lemma 2.7, we are under the hypotheses of Lemma 4.3, which gives us that there
exists a weak solution vλ ∈ H 1(B6) of
div aλB6(∇vλ) = 0 in B6
such that ∫
−
B2
∣∣∇(uλ − vλ)∣∣2 dx  η2
for some small δ = δ(η) > 0 satisfying the following normalization conditions
∫
−
B6
|∇uλ|2 dx  1
and ∫
−
B6
(∣∣β[aλ,B6]∣∣2 + |fλ|2)dx  δ2.
Continuing, we use triangular inequality to compute further that
∫
−
B4
|∇vλ|2 dx  2
∫
−
B4
∣∣∇(vλ − uλ)∣∣2 + |∇uλ|2 dx
 C
(
η2 + 1) C,
since we may assume η 1. Invoking Lemma 4.2, we obtain
‖∇vλ‖L∞(B )  n03
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x ∈ B1: M
(|∇uλ|2)> n21}⊂ {x ∈ B1: MB6(∣∣∇(uλ − vλ)∣∣2)> n20} (4.10)
for
n1 = max
{
2n0,
√
(8/5)n
}
.
Denote by c3 the constant c3 = λn1. Then using (4.10) and the (1,1) weak-type inequality
(3.2), we have the following estimates:
∣∣{x ∈ B1: M(|∇u|2)> c23}∣∣= ∣∣{x ∈ B1: M(|∇uλ|2)> n21}∣∣

∣∣{x ∈ B1: MB6(∣∣∇(uλ − vλ)∣∣2)> n20}∣∣
 C
∫
B2
∣∣∇(uλ − vλ)∣∣2 dx
 Cη2
for some universal constant C > 0.
Finally, we select η > 0, thereby δ = δ(η) > 0, satisfying∣∣{x ∈ B1: M(|∇u|2)> c23}∣∣ Cη2 < |B1|
in the estimates above. This completes the proof. 
From now on in this section let us fix , δ, c3 given in Lemma 4.5. The lemma which follows
is the scaling invariant form of Lemma 4.5 due to Lemma 2.8.
Lemma 4.6. Let y ∈ Ω and r > 0 be small with B8r (y) ⊂ Ω . Assume that a satisfies (2.1) and
(δ,8)-BMO condition. Then for any weak solution u ∈ H 1(Ω) of (4.1) satisfying
Br(y)∩
{
x ∈ Ω: M(|∇u|2) 1}∩ {x ∈ Ω: M(|f|2) δ2} = ∅,
we have ∣∣{x ∈ Ω: M(|∇u|2)> c23}∩Br(y)∣∣< ∣∣Br(y)∣∣.
We have the following main result in this section as the reciprocal of Lemma 4.6.
Theorem 4.7. Assume that a satisfies (2.1) and (δ,8)-BMO condition. Then for any weak solution
u ∈ H 1(Ω) of (4.1) and for any small ball Br(y) with B8r (y) ⊂ Ω , if∣∣{x ∈ Ω: M(|∇u|2)> c23}∩Br(y)∣∣ ∣∣Br(y)∣∣,
we have
Br(y) ⊂
{
x ∈ Ω: M(|∇u|2)> 1}∪ {x ∈ Ω: M(|f|2)> δ2}.
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We extend in this section the interior estimates from Section 4 to study the well-posedness
in W 1,p0 (Ω), for 2 p < ∞, of the Dirichlet problem (1.1) with the given inhomogeneous term
f ∈ Lp(Ω) and the bounded domain Ω in Rn. As announced in the Introduction it is assumed
that a has small BMO seminorm in an appropriate sense and Ω is a Reifenberg flat domain for
the global W 1,p estimates, see Definitions 2.3 and 2.5 for these additional assumptions.
In order to use an argument by perturbation based on geometric measure theory, let us con-
sider the situation that ∂Ω is (δ,80)-Reifenberg flat. In particular, we are under the following
geometric setting:
B+ρ ⊂ Ωρ ⊂ Bρ ∩ {xn > −160δ} (1 ρ  80), (5.1)
which is adapted to the present method for some technical reasons.
Let us consider as well the following Dirichlet problem
{
div aB+6 (∇v) = 0 in B
+
6 ,
v = 0 on T6.
(5.2)
The idea is that we can find local estimates in B+6 of the weak solution u ∈ H 10 (Ω) of (1.1)
by comparison with solutions of the reference problem (5.2) by studying the deviation of the
nonlinearity a(ξ, x) of (1.1) from the coefficients of aB+6 (ξ), and by measuring the deviation of
∂Ω from being a flat boundary at scale 6 and at the origin point.
Remark 5.1. We remark that under the basic structural conditions (1.2), (1.3) and (2.1), the
matrix ∇ξaB+6 (∇v(x)) is uniformly elliptic and bounded; that is,
(∇ξaB+6 (∇v(x))ξ) · ξ  c0|ξ |2 and ∣∣∇ξaB+6 (∇v(x))∣∣ c2 (5.3)
for all ξ ∈Rn and almost every x ∈ B+6 .
We now first turn our attention to the weak solutions of the reference problem (5.2) and their
interior W 1,∞-regularity.
Definition 5.2. We say that v ∈ H 1(B+6 ) is a weak solution of (5.2) if∫
B+6
aB+6
(∇v) · ∇ϕ dx = 0 (5.4)
for each ϕ ∈ H 10 (B+6 ).
Again, the sufficient regularity of (5.2) for our boundary estimates is the following interior
W 1,∞-regularity.
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‖∇v‖2
L∞(B+3 )
 C
∫
−
B+5
|∇v|2 dx
for some universal constant C > 0.
Proof. We select a smooth cutoff function φ satisfying
φ ≡ 1 on B4, φ ≡ 0 on B9/2, and 0 φ  1. (5.5)
Now let |h| > 0 be small, choose k ∈ 1,2, . . . , n− 1, and write
ϕ = −D−hk
(
φ2Dhk v
)
,
where
Dhk v(x) =
v(x + hek)− v(x)
h
(
x ∈ B+5
)
is the kth-difference quotient of size h. Let us note ϕ ∈ H 10 (B+6 ). Then according to Defini-
tion 5.2, we have ∫
B+6
aB+6
(∇v) · ∇[−D−hk (φ2Dhk v)]dx.
Using the integration by part formula for difference quotients, we compute:
0 =
∫
B+6
aB+6
(∇v(x)) · ∇[−D−hk (φ2Dhk v(x))]dx
=
∫
B+6
aB+6
(∇v(x)) · [−D−hk (∇(φ2Dhk v(x)))]dx
=
∫
B+6
Dhk
(
aB+6
(∇v(x))) · ∇(φ2Dhk v(x))dx.
Now let us note carefully that
Dhk
(
aB+6
(∇v(x)))= aB+6 (∇v(x + hek))− aB+6 (∇v(x))
h
= 1
h
1∫
0
d
ds
aB+6
(
(1 − s)∇v(x)+ s∇v(x + hek)
)
ds
=
( 1∫
∇ξaB+6
(
(1 − s)∇v(x)+ s∇v(x + hek)
)
ds
)
Dhk∇v(x).0
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Ahk(x) =
( 1∫
0
∇ξaB+6
(
(1 − s)∇v(x)+ s∇v(x + hek)
)
ds
) (
x ∈ B+5
)
,
and so Dhk (aB+6 (∇v(x))) = A
h
k(x)D
h
k∇v(x) with |Ahk(x)|  c2 for x ∈ B+5 from (2.1). Accord-
ingly
∫
B+6
Dhk
(
aB+6
(∇v(x))) · ∇(φ2Dhk v(x))dx
=
∫
B+6
Ahk(x)D
h
k∇v(x) · ∇
(
φ2Dhk v(x)
)
dx
=
∫
B+6
[
φ2Ahk(x)D
h
k∇v(x) ·Dhk∇v(x)+ 2φDhk v(x)
(
Ahk(x)D
h
k∇v(x)
) · ∇φ]dx,
which we write as I1 + I2. Then from the computations above we have
I1 = −I2. (5.6)
The uniform monotonicity condition (1.2) and (5.5) imply
c0
∫
B+6
φ2
∣∣Dhk∇v∣∣2 dx 
∫
B+6
φ2Ahk(x)D
h
k∇v(x) ·Dhk∇v(x) dx = I1. (5.7)
Furthermore we see from (2.1), (5.5) and Cauchy’s inequality with τ that
|I2| =
∣∣∣∣
∫
B+6
2φDhk v(x)
(
Ahk(x)D
h
k∇v(x)
) · ∇φ dx∣∣∣∣
 Cτ
∫
B+6
φ2
∣∣Dhk∇v∣∣2 dx + Cτ
∫
B+9/2
∣∣Dhk v∣∣2 dx. (5.8)
Now we select τ small enough and use (5.5)–(5.8) to discover
∫
B+
∣∣Dhk∇v∣∣2 dx  C
∫
B+
∣∣Dhk v∣∣2 dx 
∫
B+
|∇v|2 dx
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find vxk ∈ H 1(B+4 ) for k = 1, . . . , n− 1 with the estimate
n∑
k,l=1
k+l<2n
‖vxkxl‖L2(B+4 )  C‖∇v‖L2(B+5 ). (5.9)
Next, we want to claim
‖vxnxn‖L2(B+4 )  C‖∇v‖L2(B+5 ). (5.10)
To do this, we first note that
div aB+6 (∇v) = 0 a.e. in B
+
4
to discover
annvxnxn =
n∑
i,j=1
i+j<2n
vxixj (5.11)
for
aij (x) = ∂
∂ξj
ai
(∇v(x)) (x ∈ B+4 ), aB+6 (ξ) = (a1(ξ), . . . , a1(ξ)).
Now according to Remark 5.1, ann(x)  c0 > 0 for almost every x ∈ B+4 . But then it follows
from (5.9) and (5.11) that
|vxnxn | C
(
n∑
i,j=1
i+j<2n
|vxixj |
)
a.e. in B+4 .
This estimate and (5.9) easily implies (5.10). In view of (5.9) and (5.10), we have v ∈ H 2(B+4 ),
with
‖v‖H 2(B+4 )  C‖∇v‖L2(B+5 ).
We fix any w ∈ C∞0 (B+4 ) and choose any k ∈ {1, . . . , n− 1} and use ϕ = −wxk as a test func-
tion in the identity (5.4). Then since v ∈ H 2(B+4 ), we can use integration by parts to compute:
0 =
∫
B+4
ai(∇v)(−wxk )xi dx =
∫
B+4
ai(∇v)(−wxi )xk dx
=
∫
B+4
(
ai(∇v))
xk
wxi dx =
∫
B+4
aij (x)(vxj )xkwxi dx
=
∫
B+
aij (x)(vxk )xj wxi dx.4
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that vxk ∈ H 1(B+4 ) is a weak solution of
−(aij (x)(vxk )xj )xi = 0 in B+4
with zero boundary condition. According to Remark 5.1, {aij } is uniformly elliptic and bounded.
As a consequence we conclude from DeGiorgi–Nash–Moser Theorem (see [14, Chapter 8]) that
there exists a constant 0 < γ < 1 such that
vxk ∈ C0,γ
(
B+3
)
(k = 1, . . . , n− 1).
In addition, since v ∈ H 2(B+4 ), we can differentiate the PDE in (5.2) with respect to xn to get the
following PDE
(
aij (x)(vxn)xj
)
xi
= 0 in B+4
with the Dirichlet boundary condition vxn on T4 in the sense of trace of H 1 functions in B
+
4 .
Hence vxn is bounded along the boundary from the fact that the tangential derivative is already
in Lipschitz space, and so vxn is bounded. This completes the proof. 
Lemma 5.4. Assume that a satisfies (2.1). Then, given  > 0, there exists δ = δ() > 0 so that
for any weak solution u ∈ H 10 (Ω) of (1.1) with the following normalization conditions
B+6 ⊂ Ω6 ⊂ B6 ∩ {xn > −12δ}, (5.12)∫
−
Ω6
|∇u|2 dx  1 (5.13)
and ∫
−
Ω6
(∣∣β[a,Ω6]∣∣2 + |f|2)dx  δ2, (5.14)
there exists a weak solution v ∈ H 1(B+6 ) of (4.2) such that∫
B+6
∣∣(u− uB+6 )− v∣∣2 dx  2. (5.15)
Proof. Suppose the conclusion were false; then there would exist 0 > 0, {ak}∞k=1, {Ωk}∞k=1,
{uk}∞k=1 and {fk}∞k=1 such that uk ∈ H 10 (Ωk) is a weak solution of{
div ak(∇uk, x) = div fk in Ωk,
uk = 0 on ∂Ωk, (5.16)
with the following normalization conditions:
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−
Ω6
|∇uk|2 dx  1 (5.18)
and
∫
−
Ω6
(∣∣β[ak,Ωk6 ]∣∣2 + |fk|2)dx  1/k2, (5.19)
but
∫
B+6
∣∣(uk − ukB+6 )− vk∣∣2 dx > 20 (5.20)
for any weak solution vk of
{
div akB+6 (∇vk) = 0 in B
+
6 ,
vk = 0 on T6.
(5.21)
Since uk = 0 on ∂wΩ6, it follows from (5.17), (5.18) and Poincaré’s inequality that
‖uk − ukB+6 ‖
2
H 1(B+6 )
= ‖uk − ukB+6 ‖
2
L2(B+6 )
+ ‖∇uk‖2L2(B+6 )
 C‖∇uk‖2L2(B+6 )  C‖∇uk‖
2
L2(Ω6)
 C.
Hence {uk − ukB+6 }
∞
k=1 is uniformly bounded in H 1(B
+
6 ), and so there exist u0 ∈ H 1(B+6 ) and a
subsequence, which we still denote by {uk − ukB+6 }, such that
{
uk − ukB+6 ⇀ u0 in H
1(B+6 ),
uk − ukB+6 → u0 in L
2(B+6 ). (5.22)
Then as in the proof of Lemma 4.3, one can find a vector field a0, depending only on ξ , and a
subsequence, which we still use {akB+6 (ξ)}
∞
k=1, such that
akB+6
(ξ) → a0(ξ) in Rn (5.23)
for each fixed ξ ∈Rn.
Next we assert that the limit u0 is a weak solution of
{
div a0(∇u0) = 0 in B+6 , (5.24)
u0 = 0 on T6.
1958 S.-S. Byun, L. Wang / Advances in Mathematics 219 (2008) 1937–1971To prove this, let us fix any test function ϕ ∈ H 10 (B+6 ). Then it follows from (5.16) that∫
B+6
ak(∇uk, x) · ∇ϕ dx =
∫
B+6
fk · ∇ϕ dx. (5.25)
Furthermore, in view of (1.3) and (5.18) we have
∥∥ak(∇uk, x)∥∥L2(B+6 )  C(1 + ‖∇uk‖L2(B+6 )) C,
and thus there exist a vector-valued function b ∈ L2(B+6 ;Rn) and a subsequence of {ak(∇uk, x)},
which we still denote by the same symbols, such that
ak(∇uk, x) ⇀ b in L2
(
B+6 ;Rn
)
. (5.26)
We recall (5.19) and use (5.26), to find upon passing to weak limits in (5.25) that
∫
B+6
b · ∇ϕ dx = 0. (5.27)
Since uk = 0 on ∂wΩ6, it follows from (5.17) and (5.22) that
u0 = 0 in T6 in the usual trace sense. (5.28)
Then owing to (5.27) and (5.28), it remains to show that
b = a0(∇u0) a.e. in B+6 (5.29)
for the assertion (4.9). To check this, let us fix any w ∈ H 1(B+6 ) and any φ ∈ C∞0 (B+6 ) with
φ  0. We apply the uniform monotonicity condition (1.2) as follows:
0
∫
B+6
φ
[
ak(∇uk, x)− ak(∇w,x)
] · (∇uk − ∇w)dx
=
∫
B+6
φ
[
ak(∇uk, x) · ∇uk
]
dx −
∫
B+6
φ
[
ak(∇uk, x) · ∇w
]
dx
−
∫
B+6
φ
[
ak(∇w,x)− akB+6 (∇w)
] · (∇uk − ∇w)dx
−
∫
B+
φ
[
akB+6
(∇w) · (∇uk − ∇w)
]
dx.6
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0 I1 − I2 − I3 − I4.
We set ϕ = φuk in identity (5.25), to find
I1 =
∫
B+6
φ
[
ak(∇uk, x) · ∇uk
]
dx = −
∫
B+6
uk
[
ak(∇uk, x) · ∇φ
]
dx
+
∫
B+6
φ(fk · ∇uk) dx +
∫
B+6
uk(fk · ∇φ)dx.
We recall (5.19), (5.22) and (5.26) to find upon passing to weak limits that
I1 → −
∫
B+6
u0(b · ∇φ)dx. (5.30)
We next set ϕ = φu0 in identity (5.27), to find
∫
B+6
φ(b · ∇u0) dx = −
∫
B+6
u0(b · ∇φ)dx.
Then (5.30) implies
I1 →
∫
B+6
φ(b · ∇u0) dx. (5.31)
We employ (5.26) to find
I2 =
∫
B+6
φ
[
ak(∇uk, x) · ∇w
]
dx →
∫
B+6
φ(b · ∇w)dx. (5.32)
We note that ∇(uk − w) ⇀ ∇(u0 − w) in L2(B+6 ;Rn) as k → ∞ from (5.22), and thus
{|∇(uk −w)|}∞k=1 is uniformly bounded in L2(B+6 ). Then there exist a function υ ∈ L2(B+6 ) and
a subsequence kj → ∞ such that
∣∣∇(ukj −w)∣∣⇀ υ in L2(B+6 ) as kj → ∞. (5.33)
We recall our definition (2.2) to estimate I3 as follows:
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∣∣∣∣
∫
B+6
φ
[
ak(∇w,x)− akB+6 (∇w)
] · (∇uk − ∇w)dx
∣∣∣∣
 C
∫
B+6
β
[
akj ,B
+
6
]∣∣∇(ukj −w)∣∣(1 + |∇w|)dx.
Thus (5.19) and (5.33) imply
|I3| → 0 as kj → ∞. (5.34)
We recall (5.22) and (5.23), to find
I4 =
∫
B+6
φakB+6
(∇w) · (∇uk − ∇w)dx →
∫
B+6
φa0(∇w) · (∇u0 − ∇w)dx. (5.35)
Finally combining (5.31), (5.32), (5.34) and (5.35) and recalling the fact that I1 − I2 − I3 −
I4  0, we eventually discover∫
B+6
φ
[
b − a0(∇w)
] · (∇u0 − ∇w)dx  0. (5.36)
We note that the inequality (5.36) holds for all φ ∈ C∞0 (B+6 ) with φ  0 and all w ∈ H 1(B+6 ).
Now we fix ψ ∈ H 10 (B+6 ) and set
w = u0 − γψ (γ > 0)
in (5.36). We obtain then
∫
B+6
φ
[(
b − a0(∇u0 − γ∇ψ)
) · ∇ψ]dx  0.
Sending γ → 0,
∫
B+4
φ
[(
b − a0(∇u0)
) · ∇ψ]dx  0 (5.37)
for all φ ∈ C∞0 (B+6 ) with φ  0 and all ψ ∈ H 1(B+6 ). Replacing ψ by −ψ , we deduce that in
fact ∫
B+
φ
[
b − a0(∇u0)
] · ∇ψ dx = 0. (5.38)
6
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Hence u0 is indeed a weak solution of the Dirichlet problem (5.24).
We recall (5.22) and (5.23), and let k → ∞ in (5.20) and (5.21), to finally reach a contradic-
tion. This completes the proof. 
Since v is only defined in B+6 , we need to extend v to Ω6. Knowing that v = 0 on T6 in the
trace sense, it is natural to use the zero extension. Hereafter v is assumed to be defined in Ω6 by
the zero extension.
Corollary 5.5. Under the same conditions and notations as in Lemma 5.4, we have∫
−
Ω2
∣∣∇(u− v)∣∣2 dx  2. (5.39)
Proof. We apply Lemma 4.2, with η > 0 replacing , and δ(η) replacing δ(), respectively, to
deduce ∫
B+6
∣∣(u− uB+6 )− v∣∣2 dx  η2. (5.40)
Since v is extended by the zero from B+6 to Ω6, we see that in the weak sense{
div aB+6 (∇v) =
∂g
∂xn
in Ω6,
v = 0 on ∂wΩ6,
(5.41)
where
aB+6
= (a1
B+6
, . . . ,an
B+6
)
, g(x) = −χ{xn<0}anB+6
(∇v(x1, . . . , xn−1,0)) (5.42)
for almost x = (x1, . . . , xn−1, xn) ∈ Ω6. Now we can use local L2-estimates for the problem
(5.41) that there is a universal constant C > 0 so that
∫
Ω5
|∇v|2 dx  C
(∫
Ω6
|v|2 dx +
∫
Ω6
|g|2 dx
)
.
From (5.40) and (5.13) we see∫
Ω6
|v|2 dx  2
∫
Ω6
∣∣v − (u− uB+6 )∣∣2 + |u− uB+6 |2 dx  C(η2 + 1) C.
We also observe from (5.42)∫
|g|2 dx =
∫
|g|2 dx  1,
Ω6 {x∈B6: 0<xn<12δ}
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∫
Ω5
|∇v|2 dx  C.
But then Lemma 5.3 implies
∥∥|∇v|2∥∥
L∞(Ω3)  C (5.43)
for some universal positive constant C.
According to Definition 1.1 and (5.41), we have
∫
Ω6
a(∇u,x) · ∇ϕ dx =
∫
Ω6
f · ∇ϕ dx
and ∫
Ω6
aB+6
(∇v) · ∇ϕ dx =
∫
Ω6
gϕxn dx
for all ϕ ∈ H 10 (Ω6). We perform simple calculations to arrive at the identity∫
Ω6
[
a(∇u,x)− a(∇v, x)] · ∇ϕ dx + ∫
Ω6
[
a(∇v, x)− aB+6 (∇v)
] · ∇ϕ dx
=
∫
Ω6
f · ∇ϕ dx −
∫
Ω6
gϕxn dx.
Now choose a standard cutoff function φ satisfying
φ ∈ C∞0 (B3), 0 φ  1 and φ ≡ 1 on B2, (5.44)
and substitute ϕ = φ2((u − uB+6 ) − v) into the identity above and write the resulting expression
as
I1 = I2 + I3 + I4 + I5 + I6 + I7,
for
I1 =
∫
Ω6
φ2
[
a(∇u,x)− a(∇v, x)] · (∇u− ∇v)dx,
I2 = −
∫
2φ(u− uB+6 )− v)
[
a(∇u,x)− a(∇v, x)] · ∇φ dx,Ω6
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∫
Ω6
φ2
[
a(∇v, x)− aB+6 (∇v)
] · (∇u− ∇v)dx,
I4 = −
∫
Ω6
2φ(u− uB+6 )− v)
[
a(∇v, x)− aB+6 (∇v)
] · ∇φ dx,
I5 =
∫
Ω6
φ2f · (∇u− ∇v)dx,
I6 =
∫
Ω6
2φ
(
(u− uB+6 )− v
)
f · ∇φ dx,
I7 = −
∫
Ω6
gϕxn dx.
From (1.2) it follows that
I1  c0
∫
Ω6
φ2
∣∣∇(u− v)∣∣2 dx. (5.45)
We apply the mean value theorem to a(ξ, x) in ξ . Then use (2.1) and the Cauchy’s inequality
with τ , to discover
|I2| Cτ
∫
Ω6
φ2
∣∣∇(u− v)∣∣2 dx +C/τ ∫
Ω6
∣∣(u− uB+6 )− v∣∣2 dx. (5.46)
But then Hölder’s inequality, Sobolev inequality and (5.40) imply
∫
Ω6
∣∣(u− uB+6 )− v∣∣2 dx
=
∫
B+6
∣∣(u− uB+6 )− v∣∣2 dx +
∫
Ω6\B+6
∣∣(u− uB+6 )− v∣∣2 dx
 η2 +
[ ∫
Ω6\B+6
1dx
](2/n)[ ∫
Ω6\B+6
|u− uB+6 |
(2n)/(n−2) dx
](n−2)/n
 C
(
η2 + δ2/n). (5.47)
Using (5.46) and (5.47) we then obtain
|I2| Cτ
∫
φ2
∣∣∇(u− v)∣∣2 dx + (C/τ)(η2 + δ2/n). (5.48)Ω6
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adjusted in the estimate of I2.
From (5.44) and (2.2) we have
|I3|
∫
Ω3
φ2β[a,Ω6]
(
1 + ‖∇v‖L∞(Ω3)
)|∇(u − v)|dx
 C
∫
Ω6
φ2β[a,Ω6]
∣∣∇(u− v)∣∣dx.
Then, by the Cauchy inequality with τ and (5.14),
|I3| Cτ
∫
Ω6
φ2
∣∣∇(u− v)∣∣dx + (C/τ)δ2. (5.49)
It follows from (5.44), (2.2) and Cauchy’s inequality that
|I4|
∫
Ω6
2φ
∣∣(u− uB+6 )− v∣∣β[a,Ω6]|∇φ|dx
 C
∫
Ω6
∣∣(u− uB+6 )− v∣∣2 dx +
∫
Ω6
∣∣β[a,Ω6]∣∣2 dx.
But then by (5.47) and (5.14), we obtain
|I4| C
(
η2 + δ2/n + δ2) C(η2 + δ2/n). (5.50)
It follows from the Cauchy inequality with τ and (5.14) that
|I5| Cτ
∫
Ω6
φ2
∣∣∇(u− v)∣∣2 dx + (C/τ)δ2. (5.51)
It follows from the Cauchy inequality with τ , (5.14) and (5.40) that
|I6| (Cτ)δ2 + (C/τ)η2. (5.52)
It follows from (5.42), (2.2), Lemma 5.3 and (5.12) that
|I7| Cδ. (5.53)
Now we combine all the estimates from (5.45) to (5.53), to find
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∫
Ω6
φ2
∣∣∇(u− v)∣∣2 dx = I1  |I2| + |I3| + |I4| + |I5| + |I6| + |I7|
 τ
∫
Ω6
φ2
∣∣∇(u− v)∣∣2 dx +C[(1 + 1/τ)(η2 + δ2/n)+ (τ + 1/τ)δ2 + δ].
Recalling (5.44) and taking a small number τ > 0, we obtain
∫
−
Ω2
∣∣∇(u− v)∣∣2 dx  C(η2 + δ2/n + δ).
Now the corollary follows by selecting η and δ so that
C
(
η2 + δ2/n + δ)= 2. 
Lemma 5.6. Let u ∈ H 10 (Ω) be the weak solution of the Dirichlet problem (1.1). Assume that
the nonlinearity a satisfies (2.1). Then there is a positive constant c3 = c3(c0, c1, c2, n) such that
given  > 0 there exists a small δ = δ() > 0 such that if
∫
−
Ωr
∣∣β[a,Ωr ]∣∣2 dx  δ2 (1 r  8), (5.54)
B+r ⊂ Ωr ⊂ Br ∩ {xn > −2rδ} (1 r  8), (5.55)
and
B1 ∩
{
x ∈ Ω: M(|∇u|2) 1}∩ {x ∈ Ω: M(|f|2) δ2} = ∅, (5.56)
then
∣∣{x ∈ Ω: M(|∇u|2)> c23}∩B1∣∣< |B1|.
Proof. It follows from (5.56) and Definition 3.1 that there exists a point x0 ∈ Ω1 such that for
ρ > 0,
∫
−
Ωρ(x0)
|∇u|2 dx  1,
∫
−
Ωρ(x0)
|f|2 dx  δ2. (5.57)
Note that since x0 ∈ Ω1, Ω6 ⊂ Ω7(x0) ⊂ Ω8. Thus, by (5.57) and (5.57),∫
−
Ω6
|∇u|2 dx  |Ω7||Ω6|
∫
−
Ω7(x0)
|∇u|2 dx  |B7||B+6 |
1 2(7/6)n,
and ∫
− |f|2 dx  2(7/6)nδ2.Ω6
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2(7/6)n. Then we are under the same hypotheses of Lemma 5.4, which says that for any η > 0,
there exist a small δ(η) and a weak solution vλ ∈ H 1(Ω6) of
{
div aλB+6 (∇vλ) = 0 in B
+
6 ,
vλ = 0 on T6
such that ∫
Ω2
∣∣∇(uλ − vλ)∣∣2 dx  η2, (5.58)
where vλ is extended by zero from B+6 to Ω6.
Denote by n1 = max{2n0,√(12/7)n}, with n0 = ‖∇vλ‖L∞(Ω3) and we wish to show that
{
x ∈ Ω1: M
(|∇uλ|2)> n21)}⊂ {x ∈ Ω1: MΩ4(∣∣∇(uλ − vλ)∣∣2)> n20}. (5.59)
Recalling Definition 3.1, we see that
MΩ6
(|∇vλ|2)=M(χΩ6 |∇vλ|2), MΩ6(∣∣∇(uλ − vλ)∣∣2)=M(χΩ6 ∣∣∇(uλ − vλ)∣∣2).
Choose y ∈ Ω1 such thatMΩ6(|∇(uλ − vλ)|2)(y) n20. Then,∫
−
Ωρ(y)
χΩ6
∣∣∇(uλ − vλ)∣∣2 dx  n20 (ρ > 0).
If 0 < ρ  3, then Ωρ(y) ⊂ Ω3 and so
∫
−
Ωρ(y)
|∇uλ|2 dx  2
∫
−
Ωρ(y)
χΩ6
(∣∣∇(uλ − vλ)∣∣2 + |∇vλ|2)dx  4n20.
If ρ > 3, then Ωρ(y) ⊂ Ω2ρ(x0), and so
∫
−
Ωρ(y)
|∇uλ|2 dx  |Ω2ρ ||Ωρ |
∫
−
Ω2ρ(x0)
|∇uλ|2 dx  1
λ2
|B2ρ |
|B+ρ |
∫
−
Ωρ(y)
|∇u|2 dx  (12/7)n
by (5.55), (5.57) and from the fact that λ = √2(7/6)n. Thus, y ∈ Ω1 such thatM(|∇uλ|2)(y)
 n21. Now the claim (5.59) follows.
We denote again by c3 = λn1. Then, a direct computation with (5.59), (3.2) and (5.58) proves
that there is a positive constant C0 = C0(c0, c1, c2, n) such that
∣∣{x ∈ Ω1: M(|∇u|2)> c23}∣∣= ∣∣{x ∈ Ω1: M(|∇uλ|2)> n21}∣∣

∣∣{x ∈ Ω1: MΩ (∣∣∇(uλ − vλ)∣∣2)> n2}∣∣6 0
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∫
Ω2
∣∣∇(uλ − vλ)∣∣2 dx
 C0η2.
Then if C0η2 < |B1|, we reach the conclusion of the lemma. 
Let us fix  and take δ and c3 given in Lemma 5.6. The scaling invariant form of Lemma 4.5
follows from Lemma 2.8.
Lemma 5.7. Let u ∈ H 10 (Ω) be the weak solution of (1.1), and assume that a satisfies (2.1).
Then, for each small r > 0, if
∫
−
B6r
∣∣β[a,Ω6r ]∣∣2 dx  δ2,
B+6r ⊂ Ω6r ⊂ B6r ∩ {xn > −12rδ}
and
Br ∩
{
x ∈ Ω: M(|∇u|2) 1}∩ {x ∈ Ω: M(|f|2) δ2} = ∅,
we have ∣∣{x ∈ Ω: M(|∇u|2)> c23}∩Br ∣∣< |Br |.
Theorem 5.8. Let u ∈ H 10 (Ω) be the weak solution of (1.1), and assume that a satisfies (2.1) and
(δ,80)-BMO condition. Assume further that Ω is (δ,80)-Reifenberg flat. Then, for each y ∈ Ω
and r > 0 small, if ∣∣{x ∈ Ω: M(|∇u|2)> c23}∩Br(y)∣∣ ∣∣Br(y)∣∣, (5.60)
then
Ω ∩Br(y) ⊂
{
x ∈ Ω: M(|∇u|2)> 1}∪ {x ∈ Ω: M(|f|2)> δ2}. (5.61)
Proof. We fix y ∈ Ω and 0 < r < 1 small. The case B8r (y) ⊂ Ω follows from Theorem 4.7.
Consider now the case that there is a boundary point y0 ∈ ∂Ω such that y0 ∈ B8r (y). In this case
we argue by contradiction. Assume that Br(y) satisfies (5.60), but the conclusion (5.61) is false.
Then there exists a point x0 ∈ Ω ∩Br(y) such that∫
−
Ω∩Bρ(x0)
|∇u|2 dx  1,
∫
−
Ω∩Bρ(x0)
|f|2 dx  δ2 for all ρ > 0. (5.62)
Note that x0 ∈ Ω ∩ Br(y) and y0 ∈ ∂Ω ∩ Ω8r (y), and so the point x0 belongs to Ω ∩ B9r (y0)
with y0 ∈ ∂Ω . That is,
Ω ∩B9r
(
y0
)⊃ Ω ∩Br(y)  x0. (5.63)
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tion 2.5, an appropriate coordinate system {z1, . . . , zn−1, zn} such that
y0 + δrzn = 0, y = z˜, x0 = z0, Ω ∩B9r (z˜) ⊂ Ω ∩B10r (0) (5.64)
and
B+80r (0) ⊂ B80r (0)∩Ω ⊂ B80r (0)∩ {zn > −160δr}. (5.65)
In view of (5.62)–(5.65), we are under the hypotheses of Lemma 5.7, with B10r replacing Br
and /10n replacing , respectively. Then we conclude∣∣{z ∈ Ω: M(|∇u|2)> c23}∩B10r (0)∣∣< (/10n)|B10r | = |Br |.
But then, (5.64) implies
∣∣{z ∈ Ω: M(|∇u|2)> c23}∩Br(z˜)∣∣ ∣∣{z ∈ Ω: M(|∇u|2)> c23}∩B10r (0)∣∣
< |Br |,
which is a contradiction to (5.60) since our estimates here are invariant under the change of this
coordinate system. This contradiction completes the proof. 
Corollary 5.9. Let u ∈ H 10 (Ω) be the weak solution of the Dirichlet problem (1.1). Assume that
a satisfies (2.1) and (δ,80)-BMO condition. Suppose further that Ω is (δ,80)-Reifenberg flat. If
we set 1 = [10/(1 − δ)]n, k is a positive integer, and∣∣{x ∈ Ω: M(|∇u|2)> c23}∣∣< |B1|, (5.66)
then
∣∣{x ∈ Ω: M(|∇u|2)> c2k3 }∣∣
k∑
i=1
i1
∣∣{x ∈ Ω: M(|f|2)> δ2c2(k−i)3 }∣∣
+ k1
∣∣{x ∈ Ω: M(|∇u|2)> 1}∣∣.
Proof. We prove by induction on k. The case k = 1 follows from Theorem 5.8 and Lemma 3.3
when
C = {x ∈ Ω: M(|∇u|2)> c23}, D = {x ∈ Ω: M(|f|2)> δ2 orM(|∇u|2)> 1}.
Suppose now that the conclusion is true for k. Normalizing u to uc3 = u/c3 and f to fc3 = f/c3,
we see that
∣∣{x ∈ Ω: M(|∇uc3 |2)> c23}∣∣= ∣∣{x ∈ Ω: M(|∇u|2)> c43}∣∣

∣∣{x ∈ Ω: M(|∇u|2)> c23}∣∣< |B1|,
in light of (5.66) for u with c3 > 1. Then using the induction assumption, we calculate as follows:
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
k∑
i=1
i1
∣∣{x ∈ Ω: M(|fc3 |2)> δ2c2(k−i)3 }∣∣+ k1 ∣∣{x ∈ Ω: M(|∇uc3 |2)> 1}∣∣

k+1∑
i=1
i1
∣∣{x ∈ Ω: M(|f|2)> δ2c2(k+1−i)3 }∣∣+ k+11 ∣∣{x ∈ Ω: M(|∇u|2)> 1}∣∣,
as required. 
6. Proof of Theorem 2.10
This section consists of the proof of Theorem 2.10.
Proof. We first assume R = 80 by a scaling (see Lemma 2.8). We next take λ so large that∣∣{x ∈ Ω: M(|∇uλ|2)> c23}∣∣< |B1|. (6.1)
Then from Corollary 5.9 we calculate
∞∑
k=1
c
pk
3
∣∣{x ∈ Ω: M(|∇uλ|2)> c2k3 }∣∣

∞∑
k=1
c
pk
3
[
k∑
i=1
i1
∣∣{x: M(|fλ|2)> δ2c2(k−i)3 }∣∣+ k1 ∣∣{x: M(|∇uλ|2)> 1}∣∣
]
=
∞∑
i=1
[
c
p
3 1
]i[ ∞∑
k=i
c
p(k−i)
3
∣∣{x ∈ Ω: M(|fλ|2)> δ2c2(k−i)3 }∣∣
]
+
∞∑
k=1
[
c
p
3 1
]k∣∣{x ∈ Ω: M(|∇uλ|2)> 1}∣∣
 C
[‖fλ‖Lp(Ω) + |Ω|] ∞∑
k=1
[
c
p
3 1
]k  C[1 + ‖fλ‖Lp(Ω)] ∞∑
k=1
[
c
p
3 1
]k
,
according to Lemma 3.4. We select δ so small that cp3 1 = [10ncp3 ]/(1− δ)n < 1. Consequently,
Lemmas 3.2 and 3.4 imply that
∇u ∈ Lp(Ω;Rn)
with the estimate
‖∇u‖Lp(Ω)  C
(
1 + ‖f‖Lp(Ω)
)
,
the constant C depending only on c0, c1, c2, p, n, and the size of Ω . This completes the
proof. 
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