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Abstract
Using Struwe’s “monotonicity trick” and the recent blow-up analysis
of Ohtsuka and Suzuki, we prove the existence of mountain pass solutions
to a mean field equation arising in two-dimensional turbulence.
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1 Introduction and main result
We consider the following problem:
−∆gu = λ1
(
eu∫
M e
u dvg
− 1|M |
)
− λ2
(
e−u∫
M e
−u dvg
− 1|M |
)
(1) ∫
M
u dvg = 0,
where (M, g) is a compact, orientable, Riemannian 2-manifold without bound-
ary, ∆g denotes the Laplace-Beltrami operator, |M | denotes the volume of M
and where λ1, λ2 are positive constants. Equation (1) arises in the context of
the statistical mechanics description of two-dimensional turbulence, see Joyce
and Montgomery [4] and Pointin and Lundgren [7]. Problem (1) has a varia-
tional structure. Indeed, solutions to (1) correspond to critical points for the
functional
Iλ1,λ2(u) =
=
1
2
∫
M
|∇gu|2 dvg − λ1 ln
(
1
|M |
∫
M
eu dvg
)
− λ2 ln
(
1
|M |
∫
M
e−u dvg
)
∗Supported in part by the MIUR National Project Variational Methods and Nonlinear
Differential Equations.
1
defined on the Sobolev space
E = {u ∈ H1(M) :
∫
M
u dvg = 0},
equipped with the norm ‖u‖2 = ∫M |∇gu|2dvg. A detailed analysis of the func-
tional Iλ1,λ2 has been recently carried out by Ohtsuka and Suzuki [6], together
with a blow-up analysis for problem (1). In particular, it is shown in [6] that
Iλ1,λ2 is bounded below if and only if 0 ≤ λ1, λ2 ≤ 8π, thus improving the
classical sharp Moser-Trudinger inequality. The corresponding problem under
Dirichlet boundary conditions has been recently considered in Sawada, Suzuki
and Takahashi [8].
We note that (1) always admits the trivial solution u ≡ 0. Our aim in this
note is to prove the existence of nontrivial solutions to problem (1) for suitable
values of λ1, λ2. We denote by µ1(M) the first nonzero eigenvalue of ∆g, namely,
µ1(M) = inf
u∈E\{0}
∫
M
|∇gu|2 dvg∫
M
u2 dvg
.
We assume that µ1(M) satisfies the condition
(2) 8π < µ1(M)|M | < 16π.
Condition (2) is satisfied, e.g., on the flat torus R2/Z2, since µ1(R
2/Z2) = 4π2.
We define
Λ =
{
(λ1, λ2) ∈ R+0 × R+0 : λ1 + λ2 < µ1(M)|M | and max{λ1, λ2} > 8π
}
.
Note that condition (2) ensures that Λ 6= ∅. In fact, Λ is the union of the triangle
with vertices (8π, 0), (µ1(M)|M |, 0), (8π, µ1(M)|M | − 8π), and of its reflection
with respect to the straight line λ1 = λ2. We prove the following result:
Theorem 1. Suppose (M, g) satisfies condition (2). Then problem (1) admits
a nonzero solution for every (λ1, λ2) ∈ Λ.
We note that when λ2 = 0, Theorem 1 reduces to Theorem 2.1 obtained
by Struwe and Tarantello in [10]. In fact, the proof of Theorem 1 employs the
variational approach introduced in [10] and further developed by Jeanjean in
[3], together with a fine blow-up analysis for solutions to (1) by Ohtsuka and
Suzuki [6]. More precisely, in Section 2 we show that for every (λ1, λ2) ∈ Λ the
functional Iλ1,λ2 has a mountain pass structure. However, since max{λ1, λ2} >
8π we have a lack of compactness, and general Palais-Smale sequences may
“blow-up” in the sense of Brezis and Merle [1]. Therefore, in Section 3 we
employ Struwe’s “monotonicity trick” [9] in order to find a bounded Palais-
Smale sequence for almost every (λ1, λ2) ∈ Λ, and consequently a solution
to (1). Finally, we exploit the blow-up analysis of Ohtsuka and Suzuki [6]
to obtain solutions for every (λ1, λ2) ∈ Λ. Related results in the context of
SU(3) Toda systems may be found in Chae, Ohtsuka and Suzuki [2] and in
Lucia and Nolasco [5].
2 Some properties of Iλ1,λ2
In this section we prove some properties of Iλ1,λ2 which will be useful in what
follows. In particular, we prove the following result:
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Proposition 1. The functional Iλ1,λ2 has a mountain pass structure for every
(λ1, λ2) ∈ Λ.
Before proving Proposition 1 we introduce some notation and we establish
some preliminary results. For every u ∈ E we set
(3) G(u) = ln
(
1
|M |
∫
M
eu dvg
)
.
Then, we may write
Iλ1,λ2(u) =
1
2
∫
M
|∇gu|2 dvg − λ1G(u)− λ2G(−u).
For every φ, ψ ∈ E we have
G′(u)φ =
∫
M
euφdvg∫
M e
u dvg
〈G′′(u)φ, ψ〉 =
∫
M
euφψ dvg
∫
M
eu dvg −
∫
M
euφdvg
∫
M
euψ dvg(∫
M e
u dvg
)2 .
In particular, recalling that
∫
M
φdvg = 0, we obtain
(4) G′(0) = 0, 〈G′′(0)φ, φ〉 =
∫
M
φ2 dvg
|M | .
Furthermore, by the Cauchy-Schwarz inequality, we have(∫
M
euφdvg
)2
≤
∫
M
euφ2 dvg
∫
M
eu dvg
for every u, φ ∈ E, and therefore
(5) 〈G′′(u)φ, φ〉 ≥ 0 ∀u, φ ∈ E.
We shall also use the following property of G:
Lemma 1. There exists a constant CM > 0 depending on M only, such that
‖G′(u)‖ ≤ CM exp
{
1
8π
‖u‖2
}
for all u ∈ E.
Proof. By Jensen’s inequality we have
∫
M
eudvg ≥ |M |. Therefore, for every
φ ∈ E we have:
|G′(u)φ| ≤ 1|M |
∫
M
euφdvg ≤ 1|M |
(∫
M
e2udvg
)1/2 (∫
M
φ2dvg
)1/2
.
In view of the Moser-Trudinger inequality:
(6)
∫
eudvg ≤ C0 exp
{
1
16π
‖u‖2
}
∀u ∈ E,
3
where C0 > 0 depends on M only, and of the Poicare´ inequality
(7)
∫
M
φ2 dvg ≤ 1
µ1(M)
∫
M
|∇gφ|2 dvg ∀φ ∈ E,
we derive
|G′(u)φ| ≤
[
C0 exp
{
1
4pi‖u‖2
}]1/2 ‖φ‖
µ1(M)1/2|M |
and the asserted estimate follows with CM = (C0/µ1(M))
1/2 |M |−1.
Lemma 2. For every λ1, λ2 ≥ 0 such that λ1 + λ2 < µ1(M)|M | the function
u ≡ 0 is a local minimum for Iλ1,λ2 .
Proof. We have:
Iλ1,λ2(0) =0, I
′
λ1,λ2(0) = 0,
〈I ′′λ1,λ2(0)φ, φ〉 =
∫
M
|∇gφ|2 dvg − λ1 + λ2|M |
∫
M
φ2 dvg.
In view of the Poicare´ inequality (7) we derive
〈I ′′λ1,λ2(0)φ, φ〉 ≥
(
1− λ1 + λ2
µ1(M)|M |
)
‖φ‖2.
Now the claim follows by Taylor expansion of Iλ1,λ2 at u ≡ 0.
Let p0 ∈M and let r0 > 0 be a constant smaller than the injectivity radius
of M at p0. Let Br0 = {p ∈ M : dg(p, p0) < r0} denote the geodesic ball of
radius r0 centered at p0. For every ε > 0 let vε be the function defined by
vε(p) =
{
ln ε
2
(ε2+dg(p,p0)2)2
in Br0
ln ε
2
(ε2+r2
0
)2
in M \ Br0
and let uε ∈ E be correspondingly defined by
uε = vε − 1|M |
∫
M
vε dvg.
We have the following asymptotic expansions.
Lemma 3. There exists r0 > 0 such that the following asymptotic expansions
hold, with respect to ε→ 0:∫
M
|∇guε|2 dvg = 32π ln 1
ε
+O(1)(8)
ln
∫
M
euε dvg = 2 ln
1
ε
+ O(1)(9)
ln
∫
M
e−uε dvg = O(1).(10)
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Proof. In geodesic coordinates centered at p we have gij(x) = δij + O(|x|2) for
every x ∈ Br0 = {x ∈ R2 : |x| < r0}. Consequently, dvg = (1 +O(|x|2)) dx and
|∇gu|2 dvg = |∇u|2(1+O(|x|2)) dx, where∇ denotes differentiation with respect
to the Euclidean metric. Moreover, identifying vε, uε with their pullbacks to Br0
under the geodesic coordinate system, we have in Br0 :
vε(x) = ln
ε2
(ε2 + |x|2)2 ,
∇uε(x) =∇vε(x) = − 4x
ε2 + |x|2 .
Proof of (8). We have∫
Br0
|∇uε|2 dx =32π
∫ r0
0
r3
(ε2 + r2)2
dr
=32π
(∫ r0
0
r dr
ε2 + r2
− ε2
∫ r0
0
r dr
(ε2 + r2)2
)
=16π
(
ln(ε2 + r2)
∣∣r0
0
+
ε2
ε2 + r2
∣∣∣∣r0
0
)
= 16π ln ε−2 +O(1).
Moreover, ∫
Br0
|∇uε|2|x|2 dx ≤ 16
∫
Br0
dx = O(1).
Since ∇guε ≡ 0 in M \ Br0 , we conclude that∫
M
|∇guε|2 dvg =
∫
Br0
|∇uε|2(1 +O(|x|2)) dx = 16π ln ε−2 +O(1)
and (8) is established.
Proof of (9). We have:∫
Br0
evε dx =
∫
Br0
ε2
(ε2 + |x|2)2 dx =
∫
Br0/ε
dy
(1 + |y|2)2 =
∫
R2
dy
(1 + |y|2)2 + ◦(1)∫
Br0
evε |x|2 dx =
∫
Br0
ε2|x|2
(ε2 + |x|2)2 dx = ε
2
∫
Br0/ε
|y|2 dy
(1 + |y|2)2 = ◦(1),∫
M\Br0
evε dvg =
ε2
(ε2 + r20)
|M \ Br0 | = ◦(1).
Therefore, we obtain∫
M
evε dvg =
∫
Br0
evε(1 +O(|x|2)) dx+
∫
M\Br0
evε dvg =
∫
R2
dy
(1 + |y|2)2 + ◦(1)
and consequently
(11) ln
∫
M
evε dvg = ln
(∫
R2
dy
(1 + |y|2)2 + ◦(1)
)
= O(1).
5
Moreover, we have∫
M
vε dvg =|M | ln ε2 − 2
∫
Br0
ln(ε2 + |x|2) dvg − 2|M \ Br0 | ln(ε2 + r20)
=|M | ln ε2 +O(1)
and therefore the mean value of vε satisfies
(12)
1
|M |
∫
M
vε dvg = ln ε
2 +O(1).
Consequently, in view of (11) and (12),
ln
∫
M
euε dvg = ln
∫
M
evε dvg − 1|M |
∫
M
vε dvg = ln ε
−2 +O(1).
Hence, (9) is established.
Proof of (10). Using the elementary formula
∫
Br0
|x|p dx = 2π(p+2)−1rp+20 ,
we compute:∫
Br0
e−vε dx =
∫
Br0
(ε2 + |x|2)2
ε2
dx
=ε−2
∫
Br0
|x|4 dx+ 2
∫
Br0
|x|2 dx+ ε2
∫
Br0
dx
=
πr60
3
ε−2 + πr40 + ε
2πr20 ,∫
Br0
e−vε |x|2 dx =ε−2
∫
Br0
|x|6 dx+ 2
∫
Br0
|x|4 + ε2
∫
Br0
|x|2 dx
=
πr80
4
ε−2 +
2πr60
3
+ ε2
πr40
2
.
Therefore,∫
Br0
e−vε dvg =
∫
Br0
(ε2 + |x|2)2
ε2
(1 +O(|x|2)) dx
=
πr60
3
(1 +O(r0)
2)ε−2 + πr40(1 +O(r0)
2) + ε2πr20(1 +O(r0)
2)
and by choosing r0 > 0 sufficiently small, we obtain∫
Br0
e−vε dvg = β0ε
−2 + β1 + ◦(1)
for some β0, β1 > 0. On the other hand, in M \ Br0 we have∫
M\Br0
e−vε dvg =
(ε2 + r20)
2
ε2
|M \ Br0 |
=|M \ Br0 |ε−2 + 2r20|M \ Br0 |+ ◦(1).
It follows that∫
M
e−vε dvg = (β0 + |M \ Br0 |)ε−2 + β1 + 2r20 |M \ Br0 |+ ◦(1)
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and consequently,
ln
∫
M
e−vε dvg = ln
[
(β0 + |M \ Br0 |)ε−2 + β1 + 2r20 |M \ Br0 |+ ◦(1)
]
= ln ε−2 + ln [β0 + |M \ Br0 |+ ◦(1)] = ln ε−2 +O(1).
In view of the above and (12), we derive
ln
∫
M
e−uε dvg = ln
∫
M
e−vε dvg +
1
|M |
∫
M
vε dvg
= ln ε−2 + ln ε2 +O(1) = O(1).
This establishes (10).
Proof of Proposition 1. Let (λ1, λ2) ∈ Λ. In view of Lemma 2, u ≡ 0 is a strict
nondegenerate local minimum for Iλ1,λ2 . Moreover, in view of the expansions
(8), (9) and (10), we have
Iλ1,λ2(uε) = 2(8π − λ1) ln
1
ε
+O(1).
By symmetry,
Iλ1,λ2(−uε) = 2(8π − λ2) ln
1
ε
+O(1).
In particular, it follows that whenever max{λ1, λ2} > 8π, the functional Iλ1,λ2
is unbounded below. Consequently, for all (λ1, λ2) ∈ Λ, Iλ1,λ2 has a mountain
pass structure.
Remark. The unboundedness of Iλ1,λ2 when max{λ1, λ2} > 8π was derived
by Ohtsuka and Suzuki [6] from certain properties of a functional related to the
Moser-Trudinger inequality (6). However, we have proved it directly, since we
shall use some properties of the function uε in the next section.
3 Proof of Theorem 1
Using Struwe’s “monotonicity trick” [9] together with the blow-up analysis for
(1) developed by Ohtsuka and Suzuki [6], we first prove the following result.
Proposition 2. For a.e. (λ1, λ2) ∈ Λ there exists a nonzero critical point for
Iλ1,λ2 .
In order to prove Proposition 2, we begin by setting a minimax argument.
In view of Proposition 1 and Lemma 3, there exists u¯ = u¯(λ1, λ2) ∈ E satisfying
‖u¯‖ ≥ 1 and Iλ1,λ2(u¯) < 0. We consider the set of paths
Γ = {γ ∈ C([0, 1], E) : γ(0) = 0, γ(1) = u¯}.
Then, the value
c(λ1, λ2) = inf
γ∈Γ
max
t∈[0,1]
Iλ1,λ2(γ(t))
is finite. More precisely, the following estimate holds.
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Lemma 4. For every ω > 0 there exists ρω > 0 independent of (λ1, λ2) such
that
c(λ1, λ2) ≥ ρ
2
ω
2
(
1− λ1 + λ2
µ1(M)|M | − ω
)
.
Proof. By Taylor expansion of G at 0, where G is the functional defined in (3),
in view of (4) we have:
G(u) =
∫
M u
2 dvg
|M | + ◦(‖u‖
2).
Hence, recalling that λ1+λ2 < µ1(M)|M | and the inequality (7), we may write
Iλ1,λ2(u) =
1
2
∫
M
|∇gu|2 dvg − λ1 + λ2
2|M |
∫
M
u2 dvg + (λ1 + λ2) ◦ (‖u‖2)
≥1
2
(
1− λ1 + λ2
µ1(M)|M |
)
‖u‖2 − µ1(M)|M | ◦ (‖u‖2).
Hence, for every ω > 0 there exists ρω ∈ (0, 1) independent of (λ1, λ2) such that
Iλ1,λ2(u) ≥
1
2
(
1− λ1 + λ2
µ1(M)|M | − ω
)
‖u‖2
for every ‖u‖ ≤ ρω, and in particular
Iλ1,λ2(u) ≥
ρ2ω
2
(
1− λ1 + λ2
µ1(M)|M | − ω
)
for all u ∈ E satisfying ‖u‖ = ρω. Since for every γ ∈ Γ there exists t¯ for which
‖γ(t¯)‖ = ρω, we have
max
t∈[0,1]
Iλ1,λ2(γ(t)) ≥ Iλ1,λ2(γ(t¯)) ≥
ρ2ω
2
(
1− λ1 + λ2
µ1(M)|M | − ω
)
.
Now the claim follows recalling the definition of c(λ1, λ2).
We note that for every fixed (λ1, λ2) ∈ Λ \ ∂Λ the function λ 7→ c(λ1 +
λ, λ2 + λ) is well-defined and monotone decreasing for all λ near 0. Therefore
it is differentiable at a.e. λ. Consequently, the function ε 7→ c(λ1 + ε, λ2 + ε)
is differentiable at ε = 0 for a.e. (λ1, λ2) ∈ Λ \ ∂Λ. In what follows, such a
(λ1, λ2) ∈ Λ will be fixed, and to simplify notation, we set:
I =Iλ1,λ2 ,
Iε =Iλ1+ε,λ2+ε = I − ε(G(u) +G(−u))
c =cλ1,λ2
cε =c(λ1 + ε, λ2 + ε)
c′ =
dcε
dε
∣∣∣∣
ε=0
,
where the functional G is defined (3). We consider the set Xε = Xε(λ1, λ2)
defined by
Xε =
{
u ∈ E : u = γ(t) for some γ ∈ Γ s.t. maxt∈[0,1] I(γ(t)) ≤ c+ ε
and Iε(u) ≥ cε − ε
}
.
The following estimate holds:
8
Lemma 5. Let (λ1, λ2) ∈ Λ be such that c′(λ1, λ2) exists. Then there exist
constants η > 0, C1 > 0 such that, for every ε ∈ (0, η) and for every u ∈ Xε,
there holds:
(i) ‖u‖ ≤ C1
(ii) c− (|c′|+ 2)ε ≤ I(u) ≤ c+ ε.
Proof. Since c′ exists, we have
cε = c+ c
′ε+ ◦(ε).
Proof of (i). For every u ∈ Xε we have, as ε→ 0:
0 ≤G(u) +G(−u) = I(u)− Iε(u)
ε
≤ c+ ε− (cε − ε)
ε
=− c′ + 2 + ◦(1) = |c′|+ 2 + ◦(1)
and therefore there exists η > 0 such that
G(u) +G(−u) ≤ |c′|+ 3 ∀u ∈ Xε, ∀ε ∈ (0, η).
It follows that
‖u‖2 =2[I(u) + λ1G(u) + λ2G(−u)] ≤ 2[c+ ε+max{λ1, λ2}(G(u) +G(−u))]
≤2[c+ η + µ1(M)|M |(|c′|+ 3)]
and therefore the asserted estimate (i) holds with C21 = 2[c+η+µ1(M)|M |(|c′|+
3)].
Proof of (ii). We have, recalling the monotonicity property of Iε:
I(u) ≥ Iε(u) ≥ cε − ε = c+ c′ε+ ◦(ε)− ε ≥ c− (|c′|+ 2)ε.
Since I(u) ≤ c+ ε by definition of Xε, (ii) is also established.
Now we show that if c′(λ1, λ2) exists, then Xε necessarily contains a bounded
Palais-Smale sequence.
Lemma 6. Let (λ1, λ2) ∈ Λ be such that c′(λ1, λ2) exists. Then there exists a
sequence (un)n∈N, un ∈ E, such that ‖un‖ ≤ C1, I(un)→ c, ‖I ′(un)‖ → 0.
Proof. If not, there exists δ > 0 such that for every u ∈ E satisfying ‖u‖ ≤ C1
and |I(u) − c| < δ we have ‖I ′(u)‖ ≥ δ. In order to derive a contradiction, we
need a suitable deformation. Let εn → 0 and let ϕ : R → R be a smooth cutoff
function satisfying 0 ≤ ϕ ≤ 1, ϕ(s) = 1 for all s ≥ −1, ϕ(s) = 0 for all s ≤ −2,
and let
Φn(u) = ϕ
(
Iεn(u)− cεn
εn
)
.
Then Φn(u) = 1 for all u such that Iεn(u) ≥ cεn − εn and in view of Lemma 4
we have Φn(0) = Φn(u¯) = 0 for sufficiently large n. Consequently, setting
γ˜(t) = γ(t)−√εnΦn(γ(t))
I ′εn(γ(t))
‖I ′εn(γ(t))‖
,
9
we have γ˜ ∈ Γ for every γ ∈ Γ. For every n ∈ N, let γn ∈ Γ be such that
maxt∈[0,1] I(γn(t)) ≤ c+ εn. We note that in view of Lemma 5, for all u ∈ Xεn
with sufficiently large n we have ‖u‖ ≤ C1, |I(u) − c| < δ and therefore, by
assumption, we have ‖I ′(u)‖ ≥ δ.
CLAIM. For sufficiently large n, we have
(13) max
t∈[0,1]
Iεn(γ˜n(t)) = max
γn(t)∈Xεn
Iεn(γ˜n(t)).
Proof of Claim. By definition of cεn we have
(14) max
t∈[0,1]
Iεn(γ˜n(t)) = max
{t:Iεn (eγn(t))≥cεn−εn/2}
Iεn(γ˜n(t)).
We note that in view of (5) we have, for every u, v ∈ E:
〈I ′′εn(u)v, v〉 =
∫
M
|∇gv|2 dvg − (λ1 + εn)〈G′′(u)v, v〉 − (λ2 + εn)〈G′′(−u)v, v〉
≤
∫
M
|∇gv|2 dvg
and therefore, an expansion to the second order of Iεn yields
Iεn(u + v) =Iεn(u) + I
′
εn(u)v +
1
2
〈I ′′εn(u+ sv)v, v〉
≤Iεn(u) + I ′εn(u)v +
1
2
‖v‖2,(15)
where s ∈ (0, 1). Using (15), for all t ∈ [0, 1] such that Iεn(γ˜n(t)) > cεn − εn/2
we estimate:
cεn −
εn
2
<Iεn(γ˜n(t))
≤Iεn(γn(t)) + I ′εn (γn(t)) (γ˜n(t)− γn(t)) +
1
2
‖γ˜n(t)− γn(t)‖2
=Iεn(γn(t)) −
√
εnΦn(γn(t))‖I ′εn(γn(t))‖ +
εn
2
Φ2n(γn(t))
≤Iεn(γn(t)) +
εn
2
.
It follows that
Iεn(γn(t)) ≥ cεn − εn,
that is, γn(t) ∈ Xεn . We have obtained that{
t : Iεn(γ˜n(t)) > cεn −
εn
2
}
⊂ {t : γn(t) ∈ Xεn}.
Now, in view of the above and of (14), the asserted equivalence (13) follows and
the claim is established.
Now we recall that for every t such that γn(t) ∈ Xεn , we have ‖γn(t)‖ ≤ C1,
where C1 is the constant obtained in Lemma 5. Consequently, we obtain from
Lemma 1 that for every such t the following estimate holds:
‖I ′εn(γn(t))‖ ≥ ‖I ′(γn(t))‖ − εn‖G′(γn(t))‖ ≥ δ − εnCM exp
{
1
8π
C21
}
≥ δ
2
,
(16)
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for sufficiently large n. Moreover, for every t such that γn(t) ∈ Xεn we also have
Φn(γn(t)) = 1 and I(γn(t)) ≤ c + εn. Therefore, using (15) and (16) and the
monotonicity property Iεn(γn(t)) ≤ I(γn(t)), we estimate for all γn(t) ∈ Xεn :
Iεn(γ˜n(t)) ≤Iεn(γn(t))−
√
εnΦn(γn(t))‖I ′εn(γn(t))‖+
εn
2
Φn(γn(t))
2
=Iεn(γn(t))−
√
εn‖I ′εn(γn(t))‖ +
εn
2
≤I(γn(t)) − δ
√
εn
2
+
εn
2
≤ c+ εn − δ
√
εn
2
+
εn
2
=cεn −
δ
√
εn
2
+
(
|c′|+ 3
2
+ ◦(1)
)
εn
≤cεn −
δ
√
εn
4
.
Therefore, in view of (13), we derive
max
t∈[0,1]
Iεn(γ˜n(t)) = max
γn(t)∈Xεn
Iεn(γ˜n(t)) ≤ cεn −
δ
√
εn
4
which in turn implies that
cεn ≤ cεn −
δ
√
εn
4
,
a contradiction. It follows that such a δ does not exist, and that there necessarily
exists a bounded Palais-Smale sequence at the level c = c(λ1, λ2).
Proof of Proposition 2. Fix (λ1, λ2) so that c(λ1 + λ, λ2 + λ) is differentiable
with respect to λ at λ = 0. Let (un) be the bounded Palais-Smale sequence for
I = Iλ1,λ2 as obtained in Lemma 6. We claim that (un) converges strongly in
H1 to a solution u 6≡ 0 for problem (1). Indeed, since ‖un‖ ≤ C1, there exists
u ∈ E such that un ⇁ u weakly in H1, strongly in Lp for every p ∈ [1,+∞)
and a.e. in M . Furthermore, eun → eu strongly in Lp for every p ∈ [1,+∞) and
e−un → e−u strongly in Lp for every p ∈ [1,+∞). Therefore, taking limits in
the equation∫
M
∇gun · ∇gφdvg = λ1
∫
M
eunφdvg∫
M e
un dvg
− λ2
∫
M
e−unφdvg∫
M e
−un dvg
+ ◦(1) ∀φ ∈ E,
we see that u is a solution for (1). Moreover, since ‖I ′(un)‖ → 0,
◦(1)(‖un − u‖) = 〈I ′(un), un − u〉 = ‖un − u‖2 + ◦(1)
and therefore, un → u strongly in H1. By continuity and in view of Lemma 4
we derive, as n→ +∞
I(un)→ I(u) = c > 0
and consequently u 6≡ 0.
Let (λ∗1, λ
∗
2) ∈ Λ and let (λ1,n, λ2,n) ∈ Λ, (λ1,n, λ2,n) → (λ∗1, λ∗2) be such
that problem (1) admits corresponding nonzero solutions (un) as obtained in
Proposition 2. We note that, in view of Lemma 4 with
ω = ω¯ =
1
2
(
1− λ
∗
1 + λ
∗
2
µ1(M)|M |
)
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we have, as n→ +∞,
(17) c(λ1,n, λ2,n) ≥ ρ
2
ω¯
4
(
1− λ
∗
1 + λ
∗
2
µ1(M)|M |
)
+ ◦(1).
Following the notation in [6], we denote by S1, S2 the blow-up sets of (un) and
(−un), respectively. Namely, we set
S1 = {x ∈M : ∃xn → x s.t. un(xn)→ +∞}
S2 = {x ∈M : ∃xn → x s.t. un(xn)→ −∞}.
Moreover, we set
µ1,n = λ1,n
eun∫
M e
un dvg
, µ2,n = λ2,n
e−un∫
M e
−un dvg
.
Since
∫
M
dµi,n = λi,n for i = 1, 2, there exist Radon measures µi, i = 1, 2, such
that µi,n ⇁ µi, i = 1, 2, weakly in the sense of measures. In particular,
(18) λi,n =
∫
M
dµi,n → λ∗i =
∫
M
dµi i = 1, 2.
At this point the following blow-up analysis from [6] is a key step.
Proposition 3 ([6]). For the solution sequence (un) exactly one of the following
alternatives occurs:
(i) compactness: S1 ∪S2 = ∅. Up to subsequences, un → u∗ ∈ E, where u∗ is
solution to (1) with λ1 = λ
∗
1 and λ2 = λ
∗
2.
(ii) one-sided concentration: Si 6= ∅ and Sj = ∅, j 6= i. In this case µi =∑
x0∈Si
8πδx0 . In particular, λ
∗
i = 8π card(Si).
(iii) two-sided concentration: S1 6= ∅ and S2 6= ∅. In this case, µi = ri +∑
x0∈Si
mi(x0)δx0 with ri ≥ 0, ri ∈ L1(M)∩L∞loc(M\Si) andmi(x0) ≥ 4π.
Furthermore,
(iii-a) If there exists x0 ∈ Si \ Sj, then ri ≡ 0 and mi(x0) = 8π.
(iii-b) For every x0 ∈ S1 ∩ S2 the following relation holds: (m1(x0) −
m2(x0))
2 = 8π(m1(x0) +m2(x0)).
At this point we can complete the proof of Theorem 1.
Proof of Theorem 1. We begin by showing that card(S1 ∩ S2) = ∅. Indeed, in
view of (18) and Proposition 3-(iii), we obtain
λ∗1 + λ
∗
2 =
∫
M
dµ1 +
∫
M
dµ2 ≥ m1(x0) +m2(x0).
On the other hand, the following property is elementary:
min
{
x+ y : x, y ≥ 4π, (x− y)2 = 8π(x+ y)} =min{η : η ≥ 8π + |ξ|, η = ξ2
8π
}
=4(3 +
√
5).
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It follows from Proposition 3-(iii-b) that if x0 ∈ S1 ∩ S2, then
λ∗1 + λ
∗
2 ≥ 4(3 +
√
5)π > 16π > µ1(M)|M |
and therefore (λ∗1, λ
∗
2) 6∈ Λ, a contradiction. Now suppose that S1 = S1 \S2 6= ∅.
Then, in view of Proposition 3-(iii-a) we obtain r1 ≡ 0 and µ1 = 8π
∑
x0∈S1
δx0
and thus (18) implies λ∗1 = 8π card(S1) > 0 and again we obtain (λ∗1, λ∗2) 6∈ Λ,
a contradiction. Similarly, we see that S2 = ∅. Hence, S1 ∪ S2 = ∅. Therefore,
alternative (i) of Proposition 3 holds, and there exists a solution u∗ ∈ E to
problem (1) such that un → u∗ strongly in H1. By continuity, Iλ1,n,λ2,n(un)→
Iλ∗
1
,λ∗
2
(u∗). In particular, in view of (17), we have
Iλ∗
1
,λ∗
2
(u∗) ≥ lim inf
n→+∞
c(λ1,n, λ2,n) ≥ ρ
2
ω¯
4
(
1− λ
∗
1 + λ
∗
2
µ1(M)|M |
)
> 0
and therefore u∗ 6≡ 0.
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