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Confocal laser scanning microscopy (CLSM) is widely applied in biological and biomedical sciences. While in many cases the objective is a localization of fluorescent species, some applications seek to quantify the concentration of fluorophores. [1] [2] [3] This proves less than straightforward in the proximity of an object with a refractive index (n) different from that of the surrounding medium. The refractive index mismatch introduces optical aberrations and blocks optical access to the objects of interest, resulting in the fluorescence intensity distribution not reflecting the fluorophore concentrations. Such situations can be observed inside polydimethylsiloxane (PDMS) channels used for microfluidics 4 or in hydrogels attached to optical fibers 5 where a vertical boundary between media with different refractive indices is present. This challenge can be circumvented in many cases by imaging only near the sample/coverslip interface, but if images from larger depths are required, the issue needs to be addressed differently. One of the options is to match the refractive index of the solution to that of the object, but due to the difficulty of achieving a perfect match, this merely reduces rather than eliminates the issue. Thus, it is common to image further from the object where the optical aberration due to index mismatch does not have an effect. 4 In some instances, this approach is not usable, such as in the case of hydrogels attached to optical fibers, 5, 6 where the region of interest is in close proximity to the cylindrical glass fiber. The refractive index matching strategy may also introduce changes in other physical parameters, e.g., viscosity that is unwanted in certain applications.
The effects of mismatches in the refractive index along the optical axis have previously been reported. [7] [8] [9] [10] [11] [12] [13] These include mismatch between the sample medium and the lens immersion fluid or use of coverslips with thicknesses different from that calibrated for the objective lens. The result is a broadening and loss of axial symmetry in the point spread function (PSF), and a shift in the axial position of the maximum of the PSF (focal point). This spherical aberration causes a depth-dependent decrease in resolution and brightness and generates errors in quantitative measurements involving the axial dimension. Not only has the refractive index mismatch along the optical axis been studied and described, there are also various correcting procedures suggested. 14, 15 In the case of a lateral refractive index step change as considered here, the boundary is vertical and only a part of the illuminating cone and detected light is affected. This is illustrated in Fig. 1 using simple geometrical optics for light rays in the xz-plane [i.e., two-dimensional (2-D) illustration showing only a cross section of the illuminating cone of the objective]. The light rays not affected by the object are focused at the nominal focus position (NFP), which is the geometrical focus in a perfectly matched system. The part of the illuminating cone that passes through the object is reflected/refracted and not focused (at NFP or elsewhere). However, it can still contribute to the total illumination PSF (iPSF) and cause distortions to the unaffected part of the iPSF. Additionally, a fraction of the incident illumination undergoes total internal reflection inside the object. The detection PSF is affected in a similar manner. Fluorescence emitted from NFP and passing though the object is rejected by the pinhole, thus further reducing the detected intensity, whereas emission from points other than NFP may reach the detector after being refracted by passing through the object.
The 2-D simulations ( Fig. 1) indicate that the fraction of affected light increases with the focal plane z (distance from focal point to coverslip/sample interface), as well as with the decreasing lateral distance x from the refractive index boundary. The larger the solid angle taken up by the object as viewed from the focus toward the objective, the larger the fraction of light refracted and reflected, causing more severe spherical aberration. This introduces gradients in the detected fluorescence intensity both in the axial z-direction (as for sample/immersion mismatch) and in the lateral x-direction, thus making quantitative estimates of the concentration of the fluorophore not straightforward.
The following experimental data were acquired using glass cuboids (borosilicate glass, n ≈ 1.5230, VWR), PDMS cuboids (n ≈ 1.41 16 ), and cleaved optical glass fibers (n ≈ 1.4436 for the core, Huber-Suhner, cylindrical shape with diameter 125 μm; the n of the cladding are estimated to n ≈ 1.50) as embedded objects. These objects were embedded in buffered aqueous solution (150 mM NaCl, 10 mM Tris, 1 mM EDTA) of Alexa Fluor 647-conjugated oligonucleotides (n ≈ 1.334 17 ). A polyacrylamide hydrogel attached to an optical fiber was also imaged. The refractive index of the hydrogel was calculated to be n ≈ 1.35 using a linear expansion of n for water in the polymer concentration c p and refractive index increment of ðdn∕dc p Þ ¼ 0.165 mL∕g. 18 Images were acquired by a confocal laser scanning microscope (Leica TCS SP5) with a 63×, NA ¼ 1.2 water immersion objective. The exciting wavelength was 633 nm and a bandpass filter of 655 to 709 nm was employed on the emission side. For cuboids, fluorescence intensity profiles perpendicular to the lateral edge were averaged. In the case of the cylinders (fibers), the profiles were averaged over [−25 deg, 25 deg] angle from the axis of the fiber.
The CLSM micrographs and the corresponding intensity profiles in the proximity of a glass cuboid immersed in a homogeneous fluorescent solution (Fig. 2) illustrate the depth and lateral dependence of the recorded fluorescence intensity. At depth z ¼ 0 μm, the intensity of the detected fluorescence in the solution is constant, independent of the lateral distance. At depth 60 μm, there is a significant decrease in fluorescence depending on the lateral distance to the glass cuboid. The fluorescence loss extends ∼70 μm laterally from the cuboid/solution interface and the intensity close to the interface is about onethird of the plateau intensity. The fluorescence intensity loss in the proximity of the boundary increases with the imaging depth z. Thus, the detected fluorescence intensity in the xz-image does not reflect the expected constant fluorophore concentration in the solution.
The fraction of the illuminating and detection cone that is passing through the object influences the extent of the aberration. In the first approximation, it can be assumed that only the fraction unaffected by the object contributes to the image formation. The fraction of the light cone that does not pass through a cuboid infinitely long in the y direction (the unaffected fraction F u ), depends on the lateral distance x and depth z as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 1 ; 6 3 ; 3 6 2 F u ¼ 0.5 þ 0.5x
where x is the distance from the vertical refractive index boundary to the NFP, z is the distance from the coverslip/sample interface to the NFP (Fig. 1) , and α is the half-angle of the collected rays from the NFP. The fluorescence profiles recorded when imaging at depths z ranging from 0 to 70 μm, close to the glass cuboid, are compared with the F u of a light cone for a cuboid infinitely long in the y direction calculated using Eq. (1) (Fig. 3) . This model accounts for the illumination only, while in reality this effect would be observed both for the illumination and for the emitted fluorescence. Assuming that only light emitted from the NFP can pass a pinhole, the same fraction will pass through the object in the case of the emitted light as for the illumination light, hence a square of the F u (F 2 u ) should provide a better fit.
In this largely simplified geometrical model, none of the refracted light rays contributes to the PSF, which leads to large deviations from the experimental data. This error becomes larger with increasing depth z, as the fraction of affected light increases. Although this geometrical approach is too simplified to provide an accurate fit for the data, it illustrates the effect of the refractive index on the detected intensity and can identify the distance at which this effect will be observed for each depth z.
The distorted PSFs were characterized based on acquisition of a z-stack of the glass fiber cylinder immersed in an acrylamide gel (10 wt. % acrylamide, 1 mol. % N-N-methylenebisacrylamide, n ¼ 1.35) with 170-nm green fluorescent subresolution beads (PS-Speck, P7220, from Invitrogen), using the 63× water immersion lens. The excitation wavelength was 488 nm and the fluorescence detected in the range 500 to 550 nm. The PSFs close to the coverslip (small z) and some distance (x in the range above 75 μm) from the fiber were not distorted (images not shown). For the PSF obtained at larger z, spherical aberration becomes more severe, particularly in the vicinity of the fiber where the light is refracted and reflected [ Fig. 4(c) ]. The xz orthogonal central slice and the xy-slice show PSF asymmetry and anisotropy. Also, loss in intensity is observed. The PSF far away from the fiber is distorted only in the z-direction because of the large imaging depth and slight refractive index mismatch between the sample and the immersion fluid.
Due to the presence of the lateral refractive index boundary, the PSF becomes asymmetrical and spatially variant both in the z and x directions. For the most accurate restoration of the concentration profiles within the image, a deconvolution using spatially variant PSFs should be applied. This is computationally demanding, and current algorithms only employ a z-variant PSF. 19, 20 The available algorithms also restore the total intensity of the images, but they do not compensate for intensity lost outside of the sample volume. Since a significant part of the intensity is permanently lost due to the fiber, these algorithms would not restore the intensity. Deconvolution would also require the knowledge of the PSF at each point in space, either by measuring or by calculating it. However, the PSF becomes complicated as different light rays gain different phase shifts due to the refraction. Salter and Booth 21 have suggested a solution to a similar problem in laser manufacturing that consisted of modulating the phase of the laser to restore the PSF to its intended (a) (b) (c) shape and thereby avoid aberration. This approach can also, in principle, be implemented in microscopy to compensate for axial refractive index mismatch, although phase modulation is not readily available for commercial microscopes. In our case, due to the light being refracted twice by the object, the computations become even more complicated.
Instead of a deconvolution, we propose to apply an empirical scaling factor to restore the lost intensity although not the resolution. To recover the concentration profiles from a sample image taken in the proximity of an object with different n, a reference image is taken of the same object (or similar object with the same geometry and n) in a homogeneous solution. The intensity profile from the reference image is fitted to a suitable function (for simpler geometries, where applicable) or simply smoothed; acquiring a reference profile Refðx; zÞ. The sample profile is then multiplied by the scaling factor 1∕Refðx; zÞ to recover the concentration gradients.
For the geometries presented here (cuboids and cylinders), the profiles were fitted with a Gaussian curve. The Gaussian was selected because it is the simplest function that adequately describes the experimental data, and causes minimal trends in the residuals as a function of x.
The fitting function has the following form:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 2 ; 6 3 ; 1 5 1
where I is the intensity at distance x along the profile, I 0 is the plateau intensity in the unaberrated case, I amp is the height of the peak, x c is the center of the peak, and x d gives information about the width of the peak.
The adjusted R 2 values for each fit were calculated. For cuboid geometries, the values ranged between 0.980 and 0.996, for cylinders between 0.940 and 0.960. For both geometries the R 2 values were lower for fitting at z ¼ 0, with R 2 0.880 to 0.890. These profiles resemble the step change the most and it is usually not necessary to use the correction for them. In Fig. 5(b) an example of a plot of residuals is shown, with no apparent trends.
To compare the effects for different materials (different refractive indices n) and different geometries (glass cuboid, end of glass cylinder-fiber) the lateral distance to the half maximum intensity was used. Half maximum intensity [ Fig. 5(d) ] is the average of the intensity at the boundary and the plateau intensity of the solution in the unaberrated case, located at x 1∕2 ðzÞ = distance to half maximum. Figure 5(e) shows the plot of the distance to half maximum intensity for glass cuboids, glass fibers, and PDMS cuboids. The relatively large standard deviations are partly due to the unevenness of the object edges which was largest for the PDMS cuboid. The parameter x 1∕2 ðzÞ is larger for glass than for PDMS cuboids at a given z which could be due to a larger refractive index difference between the glass and solution than between the PDMS and solution. The x 1∕2 ðzÞ parameter for the fiber is expected to differ from that of the cuboid due to the difference in geometry as well as n.
To test the applicability of the proposed restoration procedure using the scaling factor 1∕Refðx; zÞ, several sample objects (Fig. 6 ) in a homogeneous solution were imaged and intensity profiles from the images were restored using data from reference objects of the same n and geometry (in this case the reference object and sample object were not the same). Since the samples
(c) were immersed in homogeneous solutions, there is an x-independent concentration of the fluorophore which should be recovered by the proposed restoration procedure. The scaling was done using both Gaussian fitting and smoothing with a Savitzky-Golay filter. The restored profiles are nearly constant (Fig. 6 ), but deviations are observed near the edge of the object. This is mostly due to the restoration process being sensitive to misalignments in the sample and reference image depths, as well as in the x-position of the object edge. Both the z position of the imaging plane inside the object and the exact position of the edge are difficult to identify precisely due to the blurring at the boundaries, which occurs as a result of the nonzero confocal volume. Figure 6 also shows the restoration procedure applied to a polyacrylamide gel bound to the end of the glass fiber. Here the reference image was of a fiber in a solution only. This means that the refractive index difference for the reference object (fiber/solution) differs from that of the sample object (fiber/gel) and is not accurate. However, the correction still shows that what appeared to be a concentration gradient inside the gel in the initial image is an imaging aberration due to the presence of the fiber. There is also an observed intensity loss in the solution in the proximity of the gel/solution interface. This loss is not corrected for in the restoration procedure, suggesting that a similar aberration process takes place at this interface.
Optical aberration occurs whenever light crosses a refractive index boundary. Direct quantitative concentration measurements are impossible near such boundaries due to the observed fluorescence gradient. The extent of this aberration increases with imaging depth (distance from coverslip/sample boundary) and with the proximity to the boundary. While the loss due to aberration is negligible for images recorded close to the coverslip/sample interface, the effect can reduce observed intensity to one-third at larger depths. If it is not possible to image at a sufficient distance from the boundary, we show that using a Gaussian fitting for a reference object allows restoration to recover fluorescence and detect true concentration gradients near simple geometries such as a cuboid or a base of a cylinder.
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