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Abstract
We evaluate the Brownian motion of a massive particle (“black hole”) at the center of a galaxy using Nbody simulations. Our galaxy models have power-law central density cusps like those observed at the centers
of elliptical galaxies. The simulations show that the black hole achieves a steady-state kinetic energy that is
substantially different than would be predicted based on the properties of the galaxy model in the absence of
the black hole. The reason appears to be that the black hole responds to stars whose velocities have themselves
been raised by the presence of the black hole. Over a wide range of density slopes and black hole masses, the
black hole’s mean kinetic energy is equal to what would be predicted under the assumption that it is in energy
equipartition with stars lying within a distance ∼ rh /2 from it, where rh is the black hole’s influence radius.
−1/(3−γ)
The dependence of the Brownian velocity on black hole mass is approximately hV 2 i ∝ MBH
with γ the
−1
power-law index of the stellar density profile, ρ ∝ r−γ . This is less steep than the MBH dependence predicted
in a model where the effect of the black hole on the stellar velocities is ignored. The influence of a stellar mass
spectrum on the black hole’s Brownian motion is also evaluated and found to be consistent with predictions
from Chandrasekhar’s theory. We use these results to derive a probability function for the mass of the Milky
Way black hole based on a measurement of its proper motion velocity. Interesting constraints on MBH will
require a velocity resolution exceeding 0.5 km s−1 .
Subject headings: stellar dynamics, galaxies: nuclei, black holes
1. INTRODUCTION

A massive black hole at the center of a galaxy undergoes a
random walk in momentum space as its motion is perturbed
by gravitational encounters with nearby stars. The expected
amplitude of this “gravitational Brownian motion” is


−1
m
M
m
hV 2 i ≈ 3 σ2 ≈ (0.1 km s−1 )2
M
M⊙
3 × 106M⊙
2

σ
(1)
×
100 km s−1
where M and m are the mass of the black hole and a typical
star respectively and σ is the 1D stellar velocity dispersion;
the brackets denote a time average. Equation (1) follows from
assuming that the average kinetic energy of the black hole is
equal to that of the stars. Gravitational Brownian motion is
potentially interesting for a number of reasons: as a means to
constrain black hole masses (e.g. Backer & Sramek (1999);
Reid et al. (1999, 2003)); as a mechanism for displacing black
holes from their otherwise central locations in galaxies (e.g.
Bahcall & Wolf (1976)); and as a possible source of enhancement in the rate of supply of stars to the black hole (e.g. Young
(1980)).
The
approximate
validity
of
equation
(1)
has been confirmed in a number of numerical
studies
(Miller
1992;
Taga & Iye
1998;
Milosavljević & Merritt 2001; Chatterjee, Hernquist, & Loeb
2002a,b;
Dorband, Hemsendorf, & Merritt
2003;
Chatterjee, Hernquist, & Loeb
2003;
Makino & Funato
2004).
With
two
exceptions
however
(Milosavljević & Merritt
2001;
Dorband, Hemsendorf, & Merritt 2003), these studies

have been based on galaxy models with large, low-density
cores, very different from the dense, ρ ∼ r−γ nuclei observed
at the centers of the galaxies known to harbor supermassive
black holes. Furthermore the black hole particle is often
introduced into the simulations in a non-self-consistent way:
first a black-hole-free model is constructed, then the black
hole is added, which causes the galaxy model to evolve away
from its initial state as the stellar motions respond to the suddenly deepened potential (e.g. Chatterjee, Hernquist, & Loeb
(2002a,b)). These practices complicate the interpretation
of the numerical simulations and make it difficult to derive
predictions about the expected behavior of black holes in real
nuclei. For example, the quantity σ that appears in equation
(1) is well defined at the center of a low-density galaxy
containing no black hole, but in a real galaxy, σ is a strong
function of radius, due both to the inhomogeneity of the
galaxy and to the presence of the black hole itself.
These considerations motivated us to undertake a new series
of numerical studies of gravitational Brownian motion. Our
primary goal was to evaluate the validity of the equipartition
assumption for black holes at the centers of galaxy models
with realistically high central densities. We carried out a set
of N-body integrations similar in character to those described
by Dorband, Hemsendorf, & Merritt (2003), but with a wider
range of galaxy models and, in some cases, with a spectrum
of stellar masses. All of the galaxy models have a power-law
dependence of stellar density on radius near the center, and
the initial stellar velocities were generated from a distribution function that accounts for the gravitational force from the
“black hole”; hence, the models are in a precisely equilbrium
state at time zero.
Our results can be summarized in a surprisingly simple
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way: the black hole reaches a state of energy equipartition
with the stars lying at distances <
∼ rh /2 from it, where rh is
the black hole’s gravitational influence radius (a precise definition of rh is given below). By definition, stars within rh are
moving largely in response to the gravitational force from the
black hole; hence, the black hole’s Brownian motion is determined by the velocities of stars which themselves have been
raised by the presence of the black hole! One consequence is
that the black hole’s rms velocity does not drop as steeply with
black hole mass as the M −1/2 dependence predicted by equation (1). Another is that hV 2 i can be substantially different –
higher or lower – than the value predicted by equation (1) if σ
is measured outside of the black hole’s influence radius.
The properties of our galaxy models and the details of the
N-body integrations are presented in §2 and §3. The predictions of Chandrasekhar’s theory of stellar encounters are reviewed in §4; as we point out there, Chandrasekhar’s theory is
essentially local in character and does not make useful predictions about the expected value of hV 2 i in realistic, inhomogeneous galaxies. Nevertheless the theory does say something
definite about the relation between hV 2 i in the single- and
multi-mass cases. Results from the N-body integrations are
presented in §5 (single stellar mass) and §6 (mass spectrum).
In §7, we use our results to predict the expected amplitude of
the Brownian motion for the Milky Way black hole, and show
how a measurement of its velocity, or determination of an upper limit, can be converted into a probability function for its
mass.
2. GALAXY MODEL

Supermassive black holes are observed at the centers of
early-type galaxies and the bulges of spiral galaxies. The
luminosity profiles of these systems are well represented as
power laws in the radius at distances from the black hole less
than ∼ rb , the break radius. (So-called “core” galaxies also
have luminosity profiles that are power laws in the space density, but with indices less than one.) We adopted Dehnen’s
(1993) density profile for our galaxy models:
(3 − γ)Mgal
a
(2)
ρ(r) =
4π
rγ (r + a)4−γ
where ρ(r) is the stellar mass density, Mgal is the total mass in
stars, a is the scale length (roughly speaking, the break radius)
and γ is the logarithmic slope of the central density cusp.
To this galaxy model was added a central point of mass M
representing the black hole. For our purposes, it was crucial
that the initial model be in a steady state, so that any time dependence could be attributed to perturbations resulting from
the finite-N realization of the model, and not to ill-defined
departures from equilibrium. To achieve this, the initial velocities of the stars were generated from the unique, isotropic
phase-space distribution function that reproduces the Dehnen
density law in the smooth combined potential of the stars and
the black hole particle (Tremaine et al. 1994). This distribution function is non-negative for γ ≥ 0.5 in the presence of
a central point mass; we considered values of γ in the range
0.5 ≤ γ ≤ 2. The black hole particle was given zero velocity
initially.
Unless otherwise indicated, we present our results in units
such that G = a = Mgal = 1. In these units, M represents the ratio of the black hole mass to the total mass in
stars. In real galactic spheroids, this ratio is approximately
10−3, although with some scatter (Merritt & Ferrarese 2001;
Marconi & Hunt 2003). We considered values of M in the

F IG . 1.— 1D velocity dispersion profiles for Dehnen models without central black holes (solid lines) and with central black holes of mass
M = 10−3 Mgal (dashed lines). γ increases downward, from γ = 2 to γ =
(1.5,1.0,0.5).

TABLE 1
D EHNEN MODEL
PARAMETERS

γ

σp

rp

0.5
1.0
1.5
2.0

0.2775
0.3270
0.4164
0.7071

0.500
0.330
0.159
0

range 10−4 ≤ M ≤ 10−1 . The lower limit is fixed by the requirement that the black hole particle be appreciably more
massive than the star particles.
Figure 1 shows the (1D) radial velocity dispersion profile
σ(r) for Dehnen models with M = 0 and M = 10−3 . In the
absence of a black hole and for γ 6= 2, σ(r) peaks at a non-zero
radius; furthermore the peak value is nearly unaffected by the
presence of a black hole of mass 10−3 Mgal . Since the amplitude of the Brownian motion of the black hole is expected
to scale with the stellar velocity dispersion, it is of interest
to define a characteristic value of σ near the centers of these
models. A natural choice is σ p (γ), the peak value of σ in a
model without a central black hole. We define r p as the radius at which σ(r) = σ p . Table 1 gives values of σ p and r p as
functions of γ.
Most of our N-body integrations were carried out on models
containing stars of equal mass. We also carried out some integrations of models in which the stars had a range of masses.
The stellar masses in the multi-mass integrations were generated randomly from the mass function
n(m)dm ∝ m−(1+α) dm

(3)

with α = 1.35, the Salpeter (1955) value. Given a mean mass
m = Mgal /N with N the number of particles, the mass spectrum is determined by equation (3) and by m1 /m2 , the ratio of
smallest to largest stellar mass. We used m1 /m2 = 0.01.
3. N-BODY INTEGRATIONS

Black Hole Brownian Motion
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TABLE 2
N- BODY INTEGRATIONS WITH N = 105

M
1 × 10−1

3 × 10−2

1 × 10−2

F IG . 2.— Dependence of the black hole’s mean square velocity on the
softening length. Each integration used N = 105 and γ = 1.5; the black hole
mass increases downwards, as indicated.

3 × 10−3

1 × 10−3

All N-body integrations were carried out using the N-body
code GIZMO, a systolic, multi-time-step integrator for parallel
computers (Dorband, Hemsendorf, & Merritt 2003). GIZMO
advances the particle positions using the fourth-order Hermite scheme, with discretized individual time steps chosen
according to the criterion of Makino & Aarseth (1992); we
adopted an accuracy parameter of η = 0.02. GIZMO rhythmically shifts particles between processors as it computes forces
at each time step, using non-blocking communication to minimize latency. Inter-particle forces were softened using the
standard expression,
r1 − r2
(4)
F12 = −Gm1 m2 
3/2 .
2
2
|r1 − r2 | + ε

Experiments were carried out with various choices of the softening length in order to judge the possible effects of a nonzero ε on the character of the black hole’s Brownian motion. Figure 2 shows the dependence of the black hole’s mean
square velocity on ε; the integrations used γ = 1.5, N = 105
and various values of M, and were carried out for a fixed clock
time of 103 minutes. The results are almost independent of the
−4
2
softening length when ε <
∼ 10 ; for larger ε, hV i begins to
drop. Based on these and other results, we adopted ε = 10−6
for our “production runs,” and all the results given below were
obtained using this value of ε.
When ε was set to zero (no softening), as in the integrations
of Dorband, Hemsendorf & Merritt (2003), the time step for
particles near the black hole particle was sometimes observed
to become extremely small. We attempted to deal with this
by introducing a minimum time step; however, when this was
done, the black hole particle was sometimes suddenly kicked
to a large velocity, due to integration errors generated by the
minimum time step. This was never observed to occur in the
integrations with softening.
Integrations were carried out using the 36-processor SunFire 12000 computer at the Center for Advanced Information
Processing at Rutgers University, and a cluster in the Laboratory for Applied Computing at the Rochester Institute of
Technology consisting of 52 nodes each with a dual Xeon
2.0 GHz cpu. Integrations typically used 8 processors. Experiments showed that this is roughly the optimum number of
processors for integrating models with γ = 1.5, M = 0.01, and

3 × 10−4

1 × 10−4

γ
0.5
1.0
1.5
2.0
0.5
1.0
1.5
2.0
0.5
1.0
1.5
2.0
0.5
1.0
1.5
2.0
0.5
1.0
1.5
2.0
0.5
1.0
1.5
2.0
0.5
1.0
1.5
2.0

Tclock
2800
2800
4650
> 104
2800
2800
4650
> 104
2600
2600
2600
> 104
2000
2000
4200
> 104
2600
2600
2600
> 104
2000
2000
4200
> 104
3400
4300
4300
> 104

T
6.39
3.42
2.13
0.073
6.67
4.05
1.98
0.21
6.56
4.08
0.95
0.17
4.01
2.52
2.65
0.17
6.56
4.18
1.16
0.23
3.98
2.51
1.86
0.21
8.41
7.06
2.50
0.36

tr (rh )
8180
5460
3110
1240
1850
1070
471
110
729
344
110
14.1
326
114
23.9
1.56
176.
44.4
6.08
0.230
97.4
16.4
1.42
0.0278
60.5
6.84
0.407
0.00487

hV 2 i
6.22 × 10−5

7.95 × 10−5
1.83 × 10−4
2.96 × 10−3
1.41 × 10−4
2.48 × 10−4
4.13 × 10−4
3.40 × 10−3
2.89 × 10−4
4.53 × 10−4
1.32 × 10−3
1.02 × 10−2
6.39 × 10−4
6.41 × 10−4
2.00 × 10−3
2.84 × 10−2
9.91 × 10−4
2.23 × 10−3
8.14 × 10−3
6.97 × 10−2
1.92 × 10−3
3.47 × 10−3
2.50 × 10−2
1.85 × 10−1
6.52 × 10−3
9.81 × 10−3
5.96 × 10−2
4.64 × 10−1

η
2.68
2.48
3.51
19.77
1.83
2.32
2.39
6.81
1.25
1.41
2.54
6.81
0.831
0.599
1.16
5.69
0.428
0.695
1.56
4.66
0.250
0.324
1.44
3.71
0.283
0.306
1.15
3.10

a wide range in N (Laun 2004).
The parameters of the various N-body integrations are presented in Tables 2 and 3 for the single-mass runs, and Table 5
for the multi-mass runs. Tclock is the integration time in minutes, and T is the final time in model units. The length of each
integration was initially chosen to be roughly the same in real
time, with the result that the integrations with the highest γ’s
– i.e. the highest central densities – were much shorter in
model units. We partially compensated for this by extending
the integrations with γ = 1.5 and 2 to longer real times.
When evaluating the amplitude of the black hole’s motion, a possible concern is any steady component of its velocity due to a net drift of the N-body system’s center of
mass. The amplitude of the drift is expected to be of order
Vdrift ≈ V N −1/2 , where V is a characteristic internal (stellar)
velocity. This may be compared with the expected rms velocity characterizing the black hole’s Brownian motion, which is
∼ σN −1/2 (M/Mgal )−1/2 . The latter is larger than the former
by ∼ an order of magnitude even for the largest black hole
mass that we considered, M/Mgal = 0.1. We inspected the
configuration-space motion of the black hole particles in all
of our integrations; in few if any of the cases could we see evidence of a steady drift component to the motion. Hence we
ignore Vdrift in what follows.
After long times, the macroscopic structure of our galaxy
models (density profile, velocity dispersion profile) will
change due to exchange of energy between stars. Such
changes, if present, will complicate the interpretation of
the Brownian motion. In a system with equal masses, the
shortest such time characterizes the evolution toward a col-
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TABLE 3
N- BODY INTEGRATIONS WITH VARIOUS N
M

1 × 10−1

1 × 10−2

1 × 10−3

N
1 × 104

2 × 104
3 × 104
5 × 104
2 × 105
3 × 105
1 × 106
1 × 104
2 × 104
3 × 104
5 × 104
2 × 105
3 × 105
1 × 106
1 × 104
2 × 104
3 × 104
5 × 104
2 × 105
3 × 105
1 × 106

Tclock
150
30
600
750
2880
3500
—
30
120
300
1000
2000
3500
—
150
480
900
1000
2880
1440
—

T
5.17
0.3
0.12
0.33
0.33
0.17
0.10
1.45
2.44
2.91
2.05
0.33
0.19
0.10
1.20
1.81
3.63
2.05
0.024
0.142
0.10

tr (rh )
425
766
1090
1690
5750
8260
2.4 × 104
16.7
28.8
40.1
61.1
199.
283
817
1.55
1.86
2.46
3.57
10.6
14.8
40.7

hV 2 i
1.73 × 10−3

7.04 × 10−4
3.30 × 10−4
3.02 × 10−4
6.45 × 10−5
6.35 × 10−5
1.09 × 10−5
7.96 × 10−3
4.88 × 10−3
2.87 × 10−3
2.24 × 10−3
3.77 × 10−4
4.08 × 10−4
1.32 × 10−4
3.76 × 10−2
2.60 × 10−2
2.82 × 10−2
1.35 × 10−2
1.98 × 10−3
2.87 × 10−3
3.61 × 10−4

η
3.33
3.99
1.90
2.90
2.48
3.66
2.10
1.53
1.88
1.66
2.15
1.45
2.35
2.54
0.732
1.00
1.63
1.30
0.76
1.66
0.69

lisional steady state near the black hole, as described by
Bahcall & Wolf (1976) and Lightman & Shapiro (1977). The
steady-state distribution has a ρ ∝ r−7/4 density profile within
the black hole’s gravitational sphere of influence. This steady
state is reached in a few star-star relaxation times as measured
at rh (Bahcall & Wolf 1976; Preto, Merritt & Spurzem 2004).
The local relaxation time for a system with stars of equal mass
m is
0.065v3rms
tr =
(5)
ρmG2 ln Λ
(Spitzer 1987), with vrms the 3D stellar velocity dispersion
and ln Λ the Coulomb logarithm. Tables 2 and 3 give values
of tr (rh ) for the initial conditions in each of the single-mass
N-body integrations. Here and below, we define rh as the radius containing a mass in stars equal to twice the black hole
mass. This definition is identical to the more standard one,
rh = GM/σ2 , in a nucleus with ρ ∝ r−2 and is a natural generalization to nuclei in which σ is a function of radius. We
defined ln Λ as in Preto, Merritt & Spurzem (2004). The tr
values in Tables 2 and 3 show that most of the N-body integrations did not extend for as long as a single relaxation time
at rh . The exceptions were the models with large γ (γ = 1.5, 2)
−4
and small M (M <
∼ tr ; there are four
∼ 3 × 10 ), for which T >
such models in Table 2 and one in Table 3. We note that the
initial power-law index of these models is close to the collisional steady-state value (γ = 1.75); furthermore rh is small
for these models, rh <
∼ 0.01, and the Bahcall-Wolf cusp is
only expected to modify the density profile within ∼ 0.1rh
(Preto, Merritt & Spurzem 2004). For these reasons, we do
not expect the results for these models to be appreciably affected by the growth of a collisional cusp. We checked this
prediction by computing the Lagrange radii of the particles,
expressed as distance from the black hole particle, as a function of time during the integrations. We found no signficant
evolution in any of the runs.
The situation is a little different in the multi-mass runs,

since a single massive particle of mass m⋆ can spiral into the
center in a time of order ∼ (m/m⋆ )tr where m is the mean
stellar mass. The particle masses in these models were generated randomly and a massive particle could find itself initially
on an orbit for which the dynamical friction time is short.
While this effect is a potential source of bias in the multimass runs, the multi-mass integrations were generally shorter
than the single-mass integrations, and we found no evidence
of a significant time dependence in the Lagrange radii, nor in
the black hole’s hV 2 i, that would suggest a systematic change
in the stellar distribution over the course of the integrations.
In any case, the run-to-run variation in hV 2 i due to different
random realizations of the same model were so large that they
probably swamped this effect (§6).
4. EXPECTATIONS FROM LOCAL THEORY

Existing theories of gravitational Brownian motion are too
idealized to make clear predictions about the expected amplitude of the Brownian motion in our models, for several reasons. First, the black hole is massive enough that it modifies
the gravitational potential as it moves. Second, particles in
tightly-bound orbits around the black hole will increase its effective mass. Third, the properties of the stellar background,
e.g. density and velocity dispersion, are strong functions of
distance from the black hole. Standard encounter theory (e.g.
Spitzer 1987) approximates the stellar background as homogeneous and time-independent and ignores the effects of a
massive particle on its surroundings.
The predictions of idealized theory are nevertheless useful
as a baseline against which to compare the N-body results.
Using the Fokker-Planck equation, the steady-state velocity
distribution of a massive particle that moves in response to
perturbations from an infinite and homogeneous distribution
of background stars is
f (V ) = f0 e−3V

2 /2hV 2 i

,

hV 2 i =

3C
2A

(6)

where hV 2 i is the mean square (3D) velocity of the black hole
and A and C characterize the low-velocity limit of the black
hole’s diffusion coefficients due to encounters with stars:
h∆vk i = −AV + BV 3 . . . ,

h∆v2k i = C + DV 2 . . .

(7a)
(7b)

(e.g. Merritt 2001). The latter depend on the phase-space
number density of stars f⋆ = f⋆ (v, r). If f⋆ is assumed to be
isotropic in velocity space, then
Z ∞
dv

p2max v4 /G2 M 2
, (8a)
v
1 + p2max v4 /G2 M 2
0


Z ∞
p 2 v4
16
(8b)
dvv f⋆ (v) ln 1 + max
C = π 2 G2 m2 n
3
G2 M 2
0
A=

32 2 2
π G Mmn
3

f⋆ (v)

(Merritt 2004). Here m is the stellar mass, n is the stellar number density, and pmax is the maximum effective impact parameter in Chandraskehar’s theory. In the special case
of a Maxwellian distribution of field star velocities, f⋆ (v) =
2
2
f0 e−v /2σ , we find
√
√
4 2π G2 Mmn
8 2π G2 m2 n
A=
G(R),C =
G(R),(9a)
3
σ3
3
σ
Z

1 ∞
pmax σ2
G(R) =
, (9b)
dz e−z ln 1 + 4R2z2 ,
R=
2 0
GM

Black Hole Brownian Motion
and
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5. RESULTS: SINGLE-MASS MODELS

hV 2 i =

m
3C
σ2 .
=3
2A
M

(10)

The predicted hV 2 i is independent of pmax in this case and is
equal to the “equipartition” value.
The velocity distribution at the center of the Dehnen models is not precisely Maxwellian. While it is straightforward
to derive expressions for A and C for non-Maxwellian f⋆ ’s, a
more serious problem then presents itself. The velocity dispersion at the center of a Dehnen model is zero in the absence
of a black hole (in all models excepting those with γ = 0 or
2); and it is infinite when the effect of the black hole on the
stellar motions is included (Figure 1). Thus equations like
(10), naively applied, predict either hV 2 i = 0 or hV 2 i = ∞, depending on whether or not the black hole’s influence on the
equilibrium stellar model is taken into account, and of course
neither result is physically reasonable. The local theory fails
because the Dehnen models (like real galaxies) are inhomogeneous, both in their density and velocity structure, and because the presence of the black hole strongly influences even
the equilibrium stellar velocity distribution in its vicinity. In
a real galaxy, the black hole will be perturbed by stars that
are not at the center, and the velocities of such stars are neither zero nor infinite. But Chandrasekhar’s theory gives no
hint about how to weight the contribution of these non-central
stars to the black hole’s motion. In such a situation, N-body
simulations are an indispensable guide.
Local theory does make one potentially useful prediction.
If the massive particle’s diffusion coefficients are re-derived
for the case of a spectrum of perturber masses, one can relate
the predicted hV 2 i to its value in the case of a single perturber
mass. Let the mass function be n(m), such that n(m)dm is
the number density of stars in mass range m to m + dm, and
assume that the velocity distribution is the same for all mass
groups. We find in the multi-mass case
Z m

2
32π2 2
G M
mn(m)dm
Amm =
3
m1
Z ∞
du

p2 u4 /G2 M 2
f f (u) max2 4 2 ,
u
1 + pmaxu /G M
0
Z m

2
2
16π 2
G
m2 n(m)dm
Cmm =
3
m1


Z ∞
p2 u4
.
duu f f (u) log 1 + max
G2 M 2
0

(11a)

(11b)

The mean square velocity of the black hole in the multi-mass
case is therefore predicted to be
 
 
m̃
3C
hV 2 i
(12)
=
hV 2 imm =
2A mm
m
where hV 2 i refers to the single-mass case, and the variable m̃
is
R
n(m)m2 dm
m̃ ≡ R
.
(13)
n(m)mdm

Brownian motion results in a time-dependent displacement
of the black hole from its otherwise central location in a
galaxy. The N-body integrations presented here were mostly
too short to extract useful information about the amplitude of
this displacement. We will return to the question of Brownian
displacements in a subsequent paper.

To evaluate the dependence of the black hole’s velocity on
the structural parameters of the galaxy model, we carried out
integrations with N = 105 particles, and black hole masses
ranging from 10−4 to 10−1 in units of the galaxy’s mass. All
of the star particles had the same mass, m = N −1 = 10−5 in
model units. For the smallest black hole mass adopted, the
ratio M/m was only 10. The parameters of these N-body integrations are summarized in Table 2.
Figure 3 illustrates the time dependence of the black hole’s
velocity in a representative set of integrations. The black hole
appears to accelerate quickly to its steady-state rms velocity.
This takes longest, ∆t ≈ 1 (approximately a crossing time), in
the models with the lowest central densities (γ = 0.5) while
for γ = 1.5 and γ = 2, velocity transients appear to die away
almost instantaneously.
In the low density models (γ = 0.5, 1), the black hole
exhibits what might be described as two-component motion, consisting of high-frequency noise superposed on lowfrequency, more coherent motion. As the central density is
increased, the motion tends more and more toward what appears to be pure noise. This is consistent with the change in
the character of the stellar potential: as γ increases, the frequency of small oscillations about the center increases.
Brownian motion of a particle in a classical gas obeys a
Maxwell-Boltzmann distribution. As shown above (§4), the
same is predicted by the Fokker-Planck equation for a massive particle moving in response to gravitational perturbations
in an infinite homogeneous background of stars, as long as the
dynamical friction coefficient obeys Hooke’s law at low velocities. However the equations derived above embody many
approximations that are violated in the N-body models and
in real galaxies. Hence it is interesting to directly compute
the time-averaged velocity distribution of the massive particle
in the N-body integrations. Figure 4 shows N(V ) for integrations with M = 10−3 and four different values γ. Two of
these integrations (γ = 1.5, 2) were taken from Table 2 and
had N = 105 . For γ = (0.5, 1), we carried out additional integrations (not included in Table 2) extending to much longer
times, T = (289, 56), but with a smaller particle number,
N = 3 × 104. The purpose of the longer integrations was to
increase the statistics: in the low-γ integrations from Table 2,
the black hole particle experienced relatively few updates in
its velocity due to the low density of particles. The velocity
of the black hole particle was sampled at a fixed interval of
∆t = 10−4 in each of these four integrations.
The empirical velocity distributions in Figure 4 are compared with the Maxwell-Boltzmann distribution,
N(V )dV = 4πV 2 2πhV 2 i/3

−3/2


exp −3V 2 /2hV 2 i dV.
(14)
The quantity hV 2 i in equation (14) was computed directly
from the time series of stored velocities; it was not adjusted
to increase the goodness of fit of equation (14) to the measured N(V ). Neverthless, the fit of the measured N(V )’s to
the Maxwell-Boltzmann distribution is clearly very good in
each case, and nearly perfect in the case of γ = 2, for which
the black hole particle experienced the largest number of velocity updates (∼ 5 × 107).
If we assume that the time-averaged N(V ) is well described
by the Maxwell-Boltzmann distribution, then the only quantity required to specify N(V ) is hV 2 i. We expect hV 2 i to be
close to the “energy equipartition” value at which the time-
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averaged kinetic energy of the black hole equals the mean kinetic energy of nearby stars. We write this as
m
hV 2 i = 3η σ2p
(15)
M

Black Hole Brownian Motion
*

F IG . 3.— Time dependence of black hole velocity in the integrations with
N = 105 . From top to bottom, the black hole mass is 10−1 , 10−2 , 10−3 , 10−4
in units of the galaxy mass.
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F IG . 6.— Mean square velocity of the black hole particle for the N-body
integrations listed in Table 2, with N = 105 . These are the same data as in
Figure 5, but plotted to show the dependence on γ.
F IG . 4.— Distribution of black hole velocities in four integrations with
M = 10−3 . Thin curves show the Maxwell-Boltzmann distribution, computed
as described in the text.

F IG . 7.— The parameter η that measures departures from “equipartition,”
in the N-body integrations with N = 105 .

F IG . 5.— Mean square velocity of the black hole particle for the N-body
integrations listed in Table 2, with N = 105 . Lines show the “equipartition”
relation, η = 1.

where σ p is the peak value of the 1D stellar velocity dispersion, as defined in §2, and η is a parameter whose value is expected to be close to one. Values of hV 2 i for the integrations
with N = 105 are given in Table 2, and plotted in Figures 5
and 6 as functions of M and γ. These values were computed
as above by taking unweighted averages over the stored velocities. However, in the case of the N-body integrations with
γ = 0.5, we omitted data prior to t = 1.0 to eliminate the possibility of bias due to transients (see Figure 3). The lines in
Figure 5 show the “equipartition” relation, η = 1.
Several results are apparent from Figures 5 and 6.
1. There is a clear dependence of hV 2 i on M, although less
steep than the expected hV 2 i ∝ M −1 dependence.
2. For a galaxy model with given density structure (i.e. a
given γ), the discrepancy between hV 2 i and the “equipartition” value increases as M is increased.
3. For a fixed black hole mass, this discrepancy is an increasing function of γ.
Another way to present these results is to interpret equation

TABLE 4
log10 η =
A + B log10 M
γ

A

B

0.5
1.0
1.5
2.0

0.885
0.826
0.656
1.080

0.411
0.362
0.162
0.139

(15) as defining the parameter η, which then measures departures from “equipartition” as a function of M and γ. Figures 7
and 8 plot η, so defined, for these integrations. As the two
previous figures indicated, η increases systematically with M
and γ, reaching values as large as ∼ 20 for (M, γ) = (0.1, 2.0).
For small (M, γ), η drops below one, to values as low as ∼ 0.2
when (M, γ) = (10−4 , 0.5).
The dependence of log η on log M is nearly linear for fixed
γ (Figure 8). We carried out least-squares fits to find the coefficients of log10 η ≈ A + B log10 M. We omitted the data points
for M = 10−4, since the black holes in these integrations are
only a factor 10 more massive than the stars. We also (fairly
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F IG . 8.— The parameter η that measures departures from “equipartition,”
in the N-body integrations with N = 105 . These are the same data as in
Figure 7, but plotted as a function of black hole mass M.

arbitrarily) omitted the M = 0.1 point for γ = 2 since this
point appears to lie well away from the best-fit line defined
by the other points. The results of the fits are given in Table 4. For γ = 0.5 and γ = 1, η ∼ M 0.4 ; for γ = 1.5 and γ = 2,
η ∼ M 0.15 . These results imply that – in a galaxy with otherwise fixed properties – the mean square velocity of the black
hole scales as ∼ M −0.6 in low-density nuclei and ∼ M −0.85 in
high-density nuclei. Ignoring the effect of the black hole on
the stellar motions would lead to the prediction hV 2 i ∝ M −1 .
There is a natural way to understand these results. The
steady-state velocities of the stars in these galaxy models are
influenced by the presence of the black hole (Figure 1), very
strongly at distances <
∼ rh . The Brownian motion of the
black hole depends in turn on perturbations from these fastmoving stars. The more massive the black hole, the hotter the
surrounding stellar fluid, and the greater the expected deviation of the black hole’s Brownian velocity from the value
that would have been predicted based on the properties of
a model with the same density structure but lacking a black
hole. These deviations should also be an increasing function
of γ, since for larger γ, the number of high-velocity stars near
the black hole is larger.
Suppose we assume that the black hole’s kinetic energy is
in equipartition with the stars in some region around it. Define
σ̃2 to be the 1D, mean square stellar velocity within this region, which has radius r̃. The black hole’s Brownian velocity
would then be
m
(16)
hV 2 i = 3 σ̃2 ,
M
It is understood that σ̃2 in equation (16) includes the effect of
the black hole on the equilibrium stellar motions. We might
guess, based on the N-body results, that the best choice for
r̃ is some multiple of the black hole’s radius of influence rh ,
r̃ = F × rh .
Before testing this hypothesis, we make two remarks.
1. The standard definition of rh is GM/σ2 . This definition
is adequate for galaxies where σ(r) is approximately constant
near the center. For the Dehnen models, this is only true for
γ = 2, and it is never true in models containing a central black
hole. In §3, we generalized the definition of rh to be the radius
containing a mass in stars equal to twice the black hole mass.
Thus, at r = rh , the gravitational force from the black hole is

9

F IG . 9.— Predicted values of η if the black hole is in energy equipartition
with stars lying within 0.5rh . Symbols have the same meaning as in Figures
7 and 8.

one-half that due to the stars. We retain that definition in what
follows.
2. Above we defined σ̃2 as the mean value of σ2 within some
radius, including the effect of the black hole’s gravity on the
stellar motions. However for γ ≥ 2, this quantity diverges as
a function of the lower integration limit, due to the σ2 ∝ r−1
increase in velocities near the black hole. Nevertheless the
divergence is only logarthmic as a function of the lower integration limit when γ = 2. In our N-body models, a natural
choice for the lower integration limit is ε, the softening length.
We made this choice in what follows.
We tested the hypothesis of equation (16) against the data in
Figures 7 and 8. Figure 9 shows the results when F = 0.5, i.e.
when σ̃2 is defined as an average within 0.5rh . In this plot, the
ordinate is the value of η that would have been measured if the
black hole’s Brownian velocity were given by equation (16).
The agreement with the data (Figure 8) is remarkable, given
the simplicity of the prescription, the wide range in density
structure of the models, and the fairly arbitrary definition of
rh . The model appears to fail for γ = 1.5 at low black hole
masses (M < 10−3 ). However the point-to-point fluctuations
in Figure 8 are so large that it is not clear whether this failure is
real or due to the limited accuracy of the N-body integrations.
Other definitions of r̃ were tried (e.g., a fixed value in model
units) but none was found that reproduced the measured values of η so well.
We carried out least-squares fits against the data of Figure
8 to determine the best value of F for each γ. As in the fits
described earlier, we omitted the data points for M = 10−4 as
well as the M = 0.1 point for γ = 2. For γ = (0.5, 1, 1.5, 2),
we found best-fit F’s of (0.67, 0.70, 0.59, 0.44). The fit to the
γ = 2 data was nearly perfect when the optimal F was used.
We conclude that the black holes in our simulations are in
approximate energy equipartition with the stars that lie in a
sphere of radius (0.57 ± 0.13)rh around them. The amplitude
of the black holes’ Brownian velocity is critically affected by
the influence of their own gravitational force on the velocities
of nearby stars.
We can develop a simple model that reproduces these results. We suppose that the black hole’s motion can be broken
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into two pieces:
hV 2 i = hV12 i + hV22 i.

(17)

The first piece, hV12 i, refers to the motion of the center of mass
of the system consisting of the black hole and the stars bound
to it. The second piece, hV22 i, is the mean square velocity of
the black hole with respect to the center of mass of the bound
system.
Our model requires that we first identify which stars are
“bound” to the black hole. Clearly, stars with apocenter distances r+ ≪ rh are bound to the black hole, and stars with
r+ ≫ rh are not. However stars with r+ ≈ rh can neither be
said to be bound or unbound. We will call a star “bound” if
r+ < F ′ rh .

(18)

Here F ′ ≈ 1 is a free parameter similar to the factor F defined
above. According to this definition, the gravitational force on
the “bound” stars comes predominantly from the black hole.
Let the mass in bound stars be Mb . Then the effective mass
of the bound system (black hole plus stars) is
Me f f = M + Mb .

F IG . 10.— Predicted values of hV 2 i based on the model of §5. Symbols
show the N-body data, as in Figure 5.

(19)

The remaining (unbound) stars define a core with some characteristic density and velocity dispersion. Define the latter to
be σu . We compute σu by taking an average over the unbound
stars within a region of radius 2F ′ rh .
Given these definitions, the contribution to the black hole’s
motion from the unbound stars is given by Chandrasekhar’s
theory (§4):
m 2
σ .
(20)
hV12 i ≈ 3
Me f f u
In other words, we expect the bound system, of mass Me f f ,
to act like a single particle in energy equipartition with the
unbound stars in the core.
The motion of the black hole with respect to the center of
mass of the bound system can be computed by setting
MV2 + m

∑

vi = 0,

(21)

F IG . 11.— Dependence of the black hole’s velocity on particle number.
Lines show the “equipartition” relations, η = 1. The points at N = 106 are
from Dorband, Hemsendorf & Merritt (2003).

bound

where V2 and vi are the velocity of the black hole and of a
bound star with respect to the center of mass of the bound system. Ignoring correlations between the motions of the bound
stars, we find
3Mb m 2
σ
(22)
hV22 i =
M2 b
with σb the velocity dispersion of the bound stars.
Combining the two pieces gives


3m
M
Mb 2
hV 2 i ≈
σ2u +
σb .
(23)
M M + Mb
M
Since Mb ≈ M, this is roughly


3m σ2u
+ σ2b .
hV 2 i ≈
M
2

(24)

For F ′ ≈ 1, σb is of the same order or greater than σu for most
(γ, M), hence the quantity in parentheses on the right hand
side of equation (24) is comparable to σ̃2 . Thus our model
naturally reproduces the dependence of hV 2 i observed in the
N-body simulations.
Figure 10 shows predicted values of hV 2 i for F ′ = 1. The
match with Figure 5 is quite good.

Our N-body models have far fewer “stars” than real galaxies. It is therefore of interest to check as well as we can the Ndependence of the black hole’s velocity, as a means of scaling
toward realistically large N’s. Table 3 summarizes the parameters of a set of integrations with N-values ranging from 104
to 106 . The galaxy model was fixed for these runs, γ = 1.5,
and three values of M were tried (10−1, 10−2 , 10−3 ). For the
largest values of N, these runs were generally shorter than
those in Table 2. We also include in Table 3 the hV 2 i values
for three integrations from Dorband, Hemsendorf & Merritt
(2003) with N = 106 . The results (Figure 11) confirm the expected hV 2 i ∝ N −1 dependence.
6. RESULTS: MULTI-MASS MODELS

Stars in real galaxies do not all have the same mass. We carried out a set of N-body integrations based on the same galaxy
models as before, but generating the mass of each “star” particle from a Salpeter (1955) mass function,
n(m)dm ∝ m−(1+α)dm,

m1 ≤ m ≤ m2 ,

(25)

with α = 1.35. We chose m2 /m1 = 100; the values of m1
and m2 are then fixed by the requirement that the mean stellar

Black Hole Brownian Motion
TABLE 5
M ULTI - MASS N- BODY INTEGRATIONS
γ
0.5
1.0
1.5
2.0

hV 2 i
1.10 × 10−3

1.33 × 10−3
3.88 × 10−3
7.96 × 10−2

σhV 2 i
5.9 × 10−4

8.1 × 10−4
2.0 × 10−3
7.6 × 10−2

ratio
3.79
2.94
2.94
7.81

F IG . 12.— Mean square black hole velocity in the multi-mass integrations.
For each value of M, ten N-body integrations were carried out using different
seeds for the random number generator used in computing the stellar masses;
the results for each integration are indicated by −. The mean of these values
is indicated by ⋄, and the ⊙ symbol shows the predicted value based on the
theory in §4.

mass equal N −1 . Each of these integrations used M = 10−2
and N = 105 . Because these galaxy models contain a small
number of massive stars (those at the high-mass tail of the
n(m) distribution), we expect the statistical variance of the results to be greater than in the single-mass runs. Hence we carried out 11 integrations of each model using different seeds to
initialize the random number generator for the stellar masses.
The hV 2 i values given in Table 5 are means over these 10
runs. Typical integration times were T = (5, 3, 0.5, 0.02) for
γ = (0.5, 1, 1.5, 2) respectively. We also give in Table 5 σhV 2 i ,
the variance in the measured hV 2 i values for the 10 runs, and
ratio between the mean hV 2 i and the value measured in the
single-mass runs for the same (γ, M, N).
As shown in §4, Chandrasekhar’s theory allows us to predict a relation between the black hole’s mean square velocity
in the multi-mass and single-mass cases. The former is predicted to be larger than the latter by a factor m̃/m, where m̃
is defined in equation (13). Substituting equation (25) into
equation (13) gives

  2−α
m2


− 1
1−α
 m1
(26)
m1   1−α
m̃ =
.
2−α
m2
−
1
m1
Setting α = 1.35 and m2 /m1 = 100 yields m̃ = 12.7m1 =
4.10m where m = N −1 is the mean stellar mass. Hence, in
the multi-mass integrations, Chandrasekhar’s theory predicts
a mean square velocity for the black hole that is roughly four
times larger than in the single-mass integrations.
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The final column of Table 5 gives the measured values of
this ratio, and Figure 12 shows the 10 measured values of hV 2 i
for each value of γ, compared with the measured value in the
corresponding single-mass run. While the variation from run
to run is large, the mean increase in hV 2 i is reasonably close
to the predicted factor.
7. DISCUSSION

Our N-body integrations show that a black hole at the center
of a dense stellar system responds to perturbations from passing stars by achieving a time-averaged kinetic energy given
by
3
1
MhV 2 i ≈ m̃σ̃2
(27)
2
2
where σ̃2 is the 1D, mean square stellar velocity within a region r <
∼ 0.5rh around the black hole, rh is the black hole’s
influence radius (defined as the radius containing a mass in
stars equal to twice the black hole’s mass), and m̃ is an effective stellar mass defined via equation (13); in the case of a
delta-function mass spectrum, m̃ is equal to the stellar mass.
Equation (27) was found to provide a reasonably accurate description of the N-body integrations in galaxy models with
power-law nuclei, ρ ∝ r−γ , 0.5 ≤ γ ≤ 2, and for black hole
masses in the range 10−4 ≤ M/Mgal ≤ 10−1 . A more accurate
description of the N-body results is given by equation (15)
(with m replaced by m̃) and Table 4, or simply by the measured values in Tables 2, 3 and 5. The detailed distribution of
black hole velocities, N(V ), was found to be essentially indistinguishable from a Maxwell-Boltzmann distribution (Figure
4).
As discussed above (§5), equation (27) has a simple physical interpretation: the presence of the black hole deepens the
galaxy’s central potential and increases the velocities of stars
in its vicinity, and these high-velocity stars provide in turn the
dominant perturbations that determine the amplitude of the
black hole’s Brownian velocity. The dependence of hV 2 i on
M is therefore less steep than M −1 , since increasing M also
increases the velocities of nearby stars.
If we accept equation (27), it is straightforward to derive
simple analytic expressions for the dependence of hV 2 i on
M/Mgal and γ. For the Dehnen models studied here, the black
hole’s influence radius is given by
rh =

1
(2M)1/(3−γ)
≈ (2M) (3−γ) ,
1/(3−γ)
1 − (2M)

M≪1

(28)

in model units (G = Mgal = a = 1). The quantity σ̃2 that appears in equation (27) is defined as a number-weighted mean
within a distance F × rh from the black hole, where F ≈ 0.57
(§5). Here we can make use of the analytic expressions for
σ2 (r) given by Dehnen (1993) and Tremaine et al. (1994). We
write
σ2 (r) = σ21 (r) + Mσ22 (r)
(29)
where σ21 is the contribution to σ2 from the stellar potential,
and σ22 is the additional component due to the presence of the
black hole. For 1 < γ ≤ 2 and at radii <
∼ rh , we have
σ21 (r) ≈

r2−γ
,
2(γ − 1)

σ22 (r) =

M 1
.
(1 + γ) r

(30)

Averaging over a sphere of radius Frh , and expressing the re-
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sult in physical units, we find



GMgal
M (γ−2)/(γ−3)
2
, (31a)
σ̃ ≈ H(γ, F)
a
Mgal
H(γ, F) = 21/(γ−3) (3 − γ)F −1


(1 + γ)(2 − γ)F 3−γ + (γ − 1)(5 − 2γ)
.(31b)
(γ2 − 1)(5 − 2γ)(2 − γ)

(Note the divergence when γ = 2, discussed in §5.) Setting
F = 0.6 (§5) gives H ≈ 2.3 ± 0.4 for γ in the range 1.2 ≤ γ ≤
1.8. The black hole’s mean square velocity is then predicted
to be, via equation (27),




GMgal
Mgal 1/(3−γ)
m̃
hV 2 i ≈ 7
, 1<
∼ 2.
∼γ<
a
Mgal
M
(32)
When translated back into model units, this is hV 2 i ≈
7N −1 M −1/(3−γ) , which is a tolerable fit to the hV 2 i values
plotted in Figures 5 and 6. The analytic expressions for hV 2 i
when γ is in the range 0.5 ≤ γ ≤ 1 are more complicated but
still imply hV 2 i ∝ M −1/(3−γ) for small M/Mgal .
The fact that hV 2 i falls off less steeply than M −1 with increasing mass is perhaps the first clear indication that gravitational Brownian motion differs in a significant way from its
fluid analog, for which hV 2 i ∝ M −1 . It would be of interest to
refine the M-dependence. Extending the N-body integrations
to longer times would reduce the noise but increase the possibility of systematic errors due to collisional evolution of the
models. An alternative would be to carry out a large number
of shorter integrations and average the results, as was done
here in the multi-mass studies (§6).
When making predictions about the expected amplitude of
the Brownian velocity of black holes in real galaxies, an expression like equation (32) is not ideal since it contains the
terms Mgal and a that depend on the large-radius properties
of the galaxy. A less model-dependent way to present these
results is in terms of the central properties of the galaxy. Here
we return to equation (15) and to the empirical relation established between η and M:
m̃ 2
σ ,
M p
log10 η ≈ A + B log10 M
hV 2 i = 3η

(33a)
(33b)

where the best-fit coefficients A and B as derived from the
N-body integrations are given in Table 4. Equations (33) give
hV 2 i in terms of σ p , the peak value of σ measured outside
of the black hole’s influence radius (Figure 1, Table 1). This
quantity is easily accessible via ground-based observations for
many galaxies.
As an example, we consider the nucleus of the Milky
Way. The peak velocity dispersion is σ p ≈ 150 km s−1
(Kent 1992). For the stellar density profile at the center of
the Milky Way bulge, Genzel et al. (2003) find ρ ∝ r−γ with
γ ≈ 1.4 ± 0.1, consistent with the value γ = 1.5 used here in
some of the N-body integrations. Finally, the black hole mass
is 3.4 ± 0.5 × 106M⊙ (Schödel et al. 2003). Since the Milky
Way black hole falls on the tight scaling relations defined
by the other secure black hole masses (Ferrarese & Merritt
2000; Marconi & Hunt 2003), we assume that M/Mgal ≈
1.25 × 10−3, the mean ratio of black hole mass to bulge mass
defined by these galaxies (Merritt & Ferrarese 2001). From

Table 4 or Figure 8, we then have η ≈ 1.5 and
 
−1/2

M
m̃ 1/2
−1
Vrms ≈ 0.17 km s
1M⊙
3.4 × 106M⊙


σp
.
(34)
×
150 km s−1
The characteristic stellar mass m̃ (equation 13) depends on the
poorly-known mass function for stars in the Galactic nucleus
but m̃ is probably of order M⊙ (Genzel et al. 2003). Hence we
predict Vrms ≈ 0.2 km s−1 .
The characteristic time over which the velocity of the Milky
Way black hole changes due to gravitational perturbations is
probably not shorter than ∼ 102 yr, the orbital periods of the
stars nearest to it (Schödel et al. 2003). Hence for the forseeable future, the velocity measured for the Milky Way black
hole will be essentially constant. Such a measurement can be
interpreted as a random sampling from the full velocity distribution N(V ). Given that N(V ) is expected to be a MaxwellBoltzmann distribution (equation 14), we can use the estimate of Vrms to compute the probability that a random velocity
measurement will exceed any value V0 . We first convert the
velocity distribution of equation (14) into a distribution over
2D velocities Vpm in the plane of the sky, since the best constraints on the velocity of the Milky Way black hole currently
come from proper motion measurements of infrared images
−1
of Sagittarius A∗ (Vpm <
∼ 8 km s ; Reid et al. (2003)). Transforming, we find
2

2

N(Vpm )dVpm = (hV 2 i/3)−2Vpm e−3Vpm/2hV i dVpm .
(35)
The probability of measuring Vpm to be greater than V0 ,
given hV 2 i, is then just exp(−3V02 /2hV 2 i). If hV 2 i =
(0.17 km s−1 )2 , the expected value for the Milky Way
black hole, the probability that Vpm will exceed V0 =
(0.1, 0.2, 0.3, 0.4, 0.5) km s−1 is (0.60, 0.13, 9.4 × 10−3, 2.5 ×
10−4, 2.3 × 10−6 ). In order to have a reasonable chance of
detecting the black hole’s motion, a velocity resolution better
than 0.3 km s−1 will be required.
Once a bona fide measurement of Vpm has been made, the
black hole’s velocity can be converted into an estimate of its
mass. Here we make use of Bayes’s theorem:
P(M)P(Vpm |M)
.
(36)
P(M|Vpm ) = R
dM ′ P(M ′ )P(Vpm |M ′ )

where P(a|b)da denotes the probability, given b, of measuring a in the range a to a + da, and P(M)dM is the prior
probability that M lies in the range M to M + dM. Here
“prior” means “given all knowledge prior to the measurement
of Vpm .” A completely uninformed prior would be P(M) =
constant; another standard choice is P(M) ∝ M −1 ; and of
course one could use information about M from other sources
(e.g. Schödel et al. (2003)) to construct even more informed
priors.
Adopting the maximally-uninformed prior, and using equations (33) and (35) to write P(Vpm |M), we find the probability
distribution of M given a measured Vpm = V0 to be
P(M|V0 )dM =

V04
2
2
Me−MV0 /2m̃ησ p dM
2
2
4
4m̃ η σ p

and the probability that M ≥ M0 is
P(M ≥ M0 |V0 ) =

M0V02
1+
2m̃ησ2p

!

2

2

e−M0V0 /2m̃ησ p .

(37)

(38)
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Figure 13 plots P(M|V0 ) in the case of the Milky Way black
hole (σ p = 150 km s−1 , η = 1.5) for four values of V0 . Also
shown (by tick marks) are the median values M .
If we adopt instead the “informed” prior, P(M) ∝ M −1 , then
P(M|V0 )dM =

V02
2
2
e−MV0 /2m̃ησ p ,
2
2m̃ησ p
2

F IG . 13.— Probability distribution for the mass of the Milky Way black
hole, based on measurement of a proper motion velocity (solid curves),
or based on determination of an upper limit to the proper-motion velocity
(dashed curves), for four values of Vpm in km s−1 . Tick marks indicate median values.

(In deriving these equations we have ignored the relatively
weak dependence of η on M, Table 4. Including that dependence is straightforward but results in non-analytic expressions for P.) We define the “best estimate” M of the black
hole’s mass to be the median value from this distribution. This
is
3.36m̃ησ2p
M =
.
(39)
V02
We propose to call this the “Brownian mass estimator.” For
the Milky Way black hole (σ p ≈ 150 km s−1 , η ≈ 1.5), the
estimated mass is
−2


V0
m̃
.
(40)
M ≈ 2.8 × 106M⊙
1M⊙
0.2 km s−1
The 90% confidence intervals on the mass are given by the
values of M0 for which P(M ≥ M0 |V0 ) = (0.05, 0.95), or
0.211M ≤ M ≤ 2.82M .

(41)

Unlike mass estimators based on the statistics of a large
sample, the uncertainty associated with Brownian mass estimators is irreducible, and it probably makes more sense
to interpret a measured Vpm as defining a probability distribution for M via equation (38) than a most-likely value
via equation (40). For example, if Vpm for the Milky Way
black hole were measured to be 0.1 km s−1 , the probability that its mass exceeds (106 , 107 , 108 )M⊙ would be
(99.0%, 56.4%, 0.00058%).

(42a)

2

P(M ≥ M0 |V0 ) = e−M0V0 /2m̃ησ p
(42b)
and the Brownian mass estimator becomes


−2
1.39m̃ησ2p
m̃
V0
6
≈
1.2
×
10
M
M =
.
⊙
1M⊙
V02
0.2 km s−1
(43)
The median mass is now smaller due to the prior which disfavors high masses.
Finally, we ask what can be learned about the black hole
mass if only an upper limit on its velocity, Vpm ≤ Vup , is available. We consider the determination of an upper limit on Vpm
to be equivalent to the statement that any velocity in the interval 0 ≤ Vpm ≤ Vup is equally likely, and that velocities greater
than Vup have zero probability. The probability distribution
for the mass is then
P(M|V ≤ Vup ) =

R Vup
0

P(M|V0 )dV0
R Vup
0

.

(44)

dV0

Again adopting the uninformed prior for P(M), we find
(


√
2
2
Vup
1 V
− 2e−Vup/V
P(M|V ≤ Vup ) =
3 πerf
8M Vup
V
"
!# )
2
Vup
Vup
×
3+2 2
(45)

V

V

V 2 (M) =

2m̃ησ2p
.
M

with
(46)

This function is plotted in Figure 13 for various Vup , using the
same values of m̃ and σ p given above for the Milky Way. The
low-M tail of the distribution is similar to that of P(M|V0 ),
but there is a more extended tail at high M corresponding to
the fact that low values of Vpm are (by assumption) equally
as likely as Vup. The current upper limit, Vup ≈ 8 km s−1
(Reid et al. 2003), places no interesting constraint on M.
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