Abstract. This paper presents a rate-distortion theory for hierarchical networked data structures modelled as tree-indexed multitype process. To be specific, this paper gives a generalized Asymptotic Equipartition Property (AEP) for the Process. The general methodology of proof of the AEP are process level large deviation principles for suitably defined empirical measures for muiltitype Galton-Watson trees.
The outline of the paper is given as follows. Generalized AEP for Multitype Galton-Watson Process section contain the main result of the paper, Theorem 2.1. LDP for two-dimensional multitype galtonwatson process section gives processs level LDP's, Theorem 3.1 and 3.2, which form the bases of the proof the main result of the paper. Proof of Theorem 2.1, 3.1 and 3.2 section provides the proofs of all Process Level LDP's for the paper and hence the main result of the paper.
Generalized AEP for Multitype Galton-Watson Process

Main Result
Consider two multitype Galton-Watson processes X = (X(v), C X (v)) : v ∈ V and Y = (Y (v), C Y (v)) : v ∈ V which take values in T = T (X ) andT =T (X ), resp., the spaces of finite trees on X . We equip T (X ),T (X ) with their Borel σ fields F andF. Let P x and P y denote the probability measures of the entire processes X and Y. By X we denote a finite alphabet and write
n , where k ∈ Z + . We always assume that X and Y are independent of each other.
Throughout the rest of the article we will assume that X and Y are irreducible, critical multitype Galton-Watson processes. See example [DMS03] . For n ≥ 1, let P n denote the marginal distribution of X given |V (T )| = n taking with respect to P x and Q n denote the marginal distribution Y given |V (T )| = n with respect to P y . Let ρ : X × X * × X × X * → [0, ∞) be an arbitrary non-negative function and define a sequence of single-letter distortion measures
where A x (v) = (x(v), c x (v)) and A y (v) = (y(v), c y (v)). Given d ≥ 0 and x ∈ T , we denote the distortion-ball of radius d by
Theorem 2.1 below is the generalized Shannon-McMillan-Breiman Theorem or Lossy Asymptotic Equipartition Property for the hierarchical data structures. Define the matrix A :
By x D p we mean x has distribution p. For π the eigen vector corresponding to the largest eigen value 1 of the matrix A, we write
and write
with marginals ν 1 and ν 2 respectively, shift-invariant if
m(a, c) is the multiplicity of the symbol a in c. See [DMS03] . We define the rate function
Theorem 2.1. Suppose X and Y are critical, weakly irreducible Multitype Galton-Watson trees with transition kernels K x and K y . Assume ρ are bounded function. Then, (i) with P x − probability 1, conditional on the event X = x, V (T ) = n the random variables ρ (n) (x, Y ) satisfy an LDP with deterministic, convex rate-function
where R(p, q, D) = inf ν H(ν p × q).
Application [DA16]
Mutations in mitochondrial DNA. Mitochondria are organelles in cells carrying their own DNA. Like nuclear DNA, mtDNA is subject to mutations which may take the form of base substitutions, duplication or deletions. The population mtDNA is modelled by two-type process where the units are 1 (normals) and 0 (mutant), and the links are mother-child relations. A normal can give birth to either all normals or, if there is mutation, normals and mutants. Suppose the latter happens with probability or mutation rate α ∈ [0, 1]. Mutants can only give birth to mutants. A DNA molecule may also die without reproducing. We denote by ∅ the event absence of offspring. Assume that the population is started from one normal ancestor. Suppose the offspring kernel K is given by
where
is weakly irreducible 4 × 4 matrix, see [DMS03] , with largest eigen value 1 and the corresponding eigen vector given by
Therefore, Theorem 2.1 hold with the distortion-rate
(2.3)
3. LDP for two-dimensional multitype galton-watson process
Given a probability measure µ : X ×X → [0, 1] and transition kernel K we define the two-dimensional multype Galton Watson tree as follow:
• Assign the root η type (X(η), Y (η)) independently according to µ.
• Give any vertex v with type (a, b) offspring types and number of springs C X,Y (v) independent everything according to
We define the process-level empirical measure L n induced by X and Y on T ×T by
Note that we have
The next Theorem which is the LDP for L n of the process X, Y is the main ingredient in the proof of the Lossy AEP.
Theorem 3.1. The sequence of empirical measures L n satisfies a large deviation principle in the space of probability measures on (X ×X * k ) 2 equipped with the topology of weak convergence, with convex, good rate-function I 1 .
The proof of Theorem3.1 above is dependent on the LDP forL n given below: Theorem 3.2. The sequence of empirical measuresL n satisfies a large deviation principle in the space of probability measures on X 2 × X * 2 equipped with the topology of weak convergence, with convex, good rate-function
where . Let Z be a weekly irreducible, critical multitype Galton-Watson tree with an offspring law Q whose second moment is finite, conditioned to have exactly n vertices. Then, for n → ∞, the empirical offspring measure M Z satisfies an LDP in P Z × Z * with speed n and the convex, good rate function
The proof of Theorem 3.2 follows from Corollary 4.1 by the contraction principle, see [DZ98] applied to the linear mapping given by G(M (x,y) ) =L n , z = (x, y). The rate function governing this LDP is given by
We obtain the form of the rate function I 2 in (4.1) if we note that P(X 2 × X * k 2 ) where Z = X 2 and Z * = X * k 2 .
Proof of Theorem 3.1
Lemma 4.2.L ⊗ φ obeys an LDP on the space P φ(X 2 × X * k 2 )] with good rate function I 2 , where
By Lemma 4.2 and the contraction principle applied to the linear mappingL(φ)(
we have that L obeys a LDP on the space P φ(X 2 × X * k
2 )] = P (X × X * k ) 2 with rate function
4.3 Proof of Theorem 2.1
is also open (closed) set since ρ is bounded function.
(ii) Observe that ρ are bounded, therefore by Varadhan's Lemma and convex duality, we have
exits for P almost everywhere x. Using bounded convergence, we can show that
Define the matrix A :
As X, Y is critical and irreducible the matrix A is irredicible and the largest eigen value is 1. Therefore there exists a unique Perron-Frobenius eigen vector π, ( normalized to probability vector) corresponding to this largest eigen value (of the matrix A), see [DA10, Lemma 3.18], such that
where π 1 and π 2 are the first and second marginals of π, respectively. Recall that by x D p we mean x distributed as P. Also let D 
