Abstract
Introduction
Software failures caused by failure of computer systems in our society can lead to huge losses. Thus, software reliability in the software development process is an important issue. These issues of the user requirements meet the cost of testing. Software testing (debugging) in order to reduce costs in terms of changes in the software reliability and testing costs, need to know in advance is more efficient. Thus, the reliability, cost, and consideration of release time for software development process are essential. Eventually the software to predict the contents of a defect in the product development model is needed. Until now, many software reliability models have been proposed. Non-homogenous Poisson Process (NHPP) models rely on an excellent model [1, 2] in terms of the error discovery process, and if a fault occurs, immediately remove the debugging process and the assumption that no new fault has occurred.
The monitoring of software reliability process is a far from simple activity. In recent years, several authors have recommended the use of SPC (statistical process control) for software process monitoring [3, 4] . Over the years, SPC has come to be widely used among others, in manufacturing industries for the purpose of controlling and improving processes [5] .
In this field, SPC is a method of process management through application of statistical analysis, which involves and includes the defining, measuring, controlling, and improving of the processes [6] . In measuring software reliability control charts can be used as efficient and appropriate SPC Tools [7] . The proposed process involves evaluation of the parameter of the mean value function and hence the values of the mean value function at various inter failure times to develop relevant time control chart. In this paper, was proposed a control mechanism, based on time between failures observations using Burr distribution model, which is based on Non Homogenous Poisson Process (NHPP).
Related Research

NHPP Model
This is a class of time domain [1] [8] [9] software reliability models which assume that software failures display the behavior of a non-homogeneous Poisson process (NHPP). can be written as [1, 10] :
For a given sequence of software failure times 1 2 ( , , , )
, that are realizations of the random variables 1 2 ( , , , ) n X X X  , the parameters of the software reliability growth models are estimated using the maximum likelihood method (MLE) [10, 12] .
Software Reliability NHPP Model using Burr Distribution
In this section, Burr distribution model were applied. The Burr distribution has a flexible shape and controllable scale and location which makes it appealing to fit to data. It is frequently used to model insurance claim sizes. The mean value function and intensity function of Burr distribution NHPP model are known as follows [11] .
Note. The cumulative distribution function is ( ) F t and the probability density function 
Monitoring the Time between Failures using Control Chart
The selection of proper SPC charts is essential to effective statistical process control implementation and use. For a software system during normal operation, failures are random events caused by, for example, problem in design or analysis and in some cases insufficient testing of software. In this paper, was applied, Burr distribution [13, 14] to time between failures data. This distribution uses cumulative time between failure data for reliability monitoring.
The equation for mean value functions of Burr distribution model from equation 6.
( )
The control limits are obtained as follows: The mean value function successively to 0.99865, 0.00135, and 0.5 and solve for't' [15] , for Burr distribution model, in order to get the usual Six sigma corresponding control limits, central line.
The control limits are such that the point above the ( ) 
Illustration
The procedure of a failures control chart for failure software process is illustrated here. Table 1 show the time between failures of software [17] . In general, the Laplace trend test analysis is used. As a result of this test in this Figure 1 , as indicated in the Laplace factor is between 2 and -2, reliability growth shows the properties. In addition, in Figure 2 , the actual m (t) and estimated m (t) values were estimated similarly. Thus, using this data it is possible to estimate the reliability [11] [18] . In this paper, numerical conversion data (Failure Time (hours)*0.01) in order to facilitate the parameter estimation was used [19] [20] [21] .
Given the n inter-failure data the values of m (t) at L t , C t and U t and at the given n interfailure times are calculated. Then successive differences of the m (t) are taken, which leads to n-1 values. The graph with the said inter-failure times 1 to n-1 on X-axis, the n-1 values of successive differences m(t)'s on Y-axis, and the 3 control lines parallel to X-axis at ( ) 
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The estimation of parameters for each model used maximum likelihood method. Shape parameter b = 1 was fixed for facilitating estimation for parameters, The result of parameter estimation has been summarized in Table 2 . These calculations, solving numerically, the initial values given to 0.0 and 3.0 and tolerance value for width of interval given 5 
10
− using Clanguage checking adequate convergent, were performed iteration of 100 times . In addition, value of ( ) L m t , ( ) U m t and ( ) C m t were calculated. In Table 2 , shows the time between failures (cumulative) in hours, corresponding m (t) and successive difference between m (t)'s. Successive difference of estimated m(t) values are summarized in Figure 3 . In this figure, the average is 1.016 and the maximum and minimum values were recorded 0.032 to 4.681 respectively.
In Figure 2 using value of ( ) 
Conclusion
There are many charts which use statistical techniques. It is important to use the best chart for the given data, situation and need. There are advances charts that provide more effective statistical analysis.
In this paper given 31 inter failure times are plotted through the estimated mean value function against the failure serial order. The Failure Control Chart has shown out of control signals i.e. below the LCL. Hence we conclude that our method of estimation and the control chart are giving a recommendation for their use in finding out preferable control process or desirable out of control signal.
Hence our proposed Mean Value Chart detects out of control situation at an earlier instant than the situation in time control chart. The early detection of software failure will improve the software Reliability. When the time between failures is less than LCL, it is likely that there are assignable causes leading to significant process deterioration and it should be investigated. On the other hand, when the time between failures has exceeded the UCL, there are probably reasons that have led to significant improvement. As an alternative to this area feel that the content is a valuable research.
