Proponents of decentralization claim that substantial improvements in efficiency are possible. They point to specific features of the current allocation process that suggest inefficiency in operation and they claim that such problems would be avoided by a properly designed and decentralized market system. Opponents claim that existence of a decentralized mechanism yielding efficient allocation of a rail network has never been demonstrated. Furthermore, as is made clear by the following quote from a key consulting report, 2 the critics of railway reform claim that decentralized decisions are not possible as a matter of principle: "These train paths cannot be treated as independent units, since they are not interchangeable, and depend on the specification of all other paths in the integrated timetable. There is therefore no common unit of capacity on a mixed-use railway which can be allocated to owners, priced and traded among a number of buyers and sellers." (p. 291) "However, a simple free auction cannot be used for railway capacity since there are no independent units of capacity to bid for. The viability of every bid to operate a train service depends on the specification of every other train service which has been bid for. " (p. 293) The strong positions for and against a market based system are the focus of the research. The primary goal of this research is not to solve the Swedish problem with a single study. Instead, the purpose is to explore questions posed by arguments advanced in the debate. The conclusion of this paper is a demonstration, via experimental methods, that decentralized mechanisms do exist that solve some of the types of technical and economic problems inherent in the railway allocation problem. The demonstration is, firstly, that the mechanism performs as desired under the circumstances tested and, secondly, that it passes a test of design consistency in the sense that it works according to behavioral principles that are consistent with the design.
If the existence of an efficient, decentralized, allocation mechanism can be demonstrated operating in the laboratory for environments with technical economic complications of the rail allocation environment, then the argument that decentralization is impossible due to economic or technical principles has been refuted. In this sense, a demonstration provides a proof of principle or a proof of concept (Ledyard, 1993 , Plott, 1994 . Proof of principle does not mean that the mechanism will work to solve the Swedish problem, which involves additional complexities such as scale of operation, uncertainties, and politics. However, the demonstration sets the stage for future experiments in which additional problems can be examined and addressed, and the mechanism can be compared with other proposed mechanisms for private allocation of the rail network. Furthermore, design consistency tests create a presumption that the principles of behavior on which the process is built are reliable, and that the properties observed in the testbed can be presumed to be robust against simple parameter changes. Briefly put, the demonstration means that decentralized options for solving the Swedish problem cannot be dismissed immediately as being impossible, or impractical, without further study.
The second section provides background to the problem of efficient rail scheduling. Notation and concepts used throughout the paper are introduced there. The third section discusses the technical problems faced by decentralization advocates by reference to the example introduced in the second section. It lists properties of a rail network that critics of decentralization claim will prevent the successful operation of decentralized allocation processes, as well as properties of the existing Swedish policies that advocates of decentralization suggest will be avoided by a decentralized process. The fourth section outlines the testbed environment that contains all of the properties listed in the previous section. The example initiated in the second section and continued in the third becomes the testbed environment. The fourth section also contains other aspects of the experimental design and procedures. The fifth section outlines the mechanism to be applied to the environment and the sixth section discusses some properties that will be used to evaluate the performance of the mechanism in the testbed. The seventh section presents the data and an analysis in terms of both the evaluative criteria and models of the behavior of the mechanism. The final section presents conclusions.
BACKGROUND, NOTATION AND CONCEPTS
Much of the following section will be devoted to a discussion of a rail allocation problem that is trivial from a size perspective but, nevertheless, presents a challenge to advocates of decentralization. Size is a separate issue that will not be addressed here. Figure 1 shows a very simplified rail scheduling diagram for a hypothetical single track rail line. The vertical line has Stockholm at the bottom, Borl nge at the top, and Uppsala in the middle. Imagine a single track connecting these three locations with a sidetrack located at Uppsala where a train can pull off and stop while another train passes. Time is represented on the horizontal axis. Trains are shown as lines on the diagram. The slope of the line indicates the speed at which the train would travel. Thus, the path G on the figure can represent a train that starts early at Stockholm and moves slowly toward Borl nge. Each point on the line G represents the location of the train (the vertical) at each point of time (the horizontal). The curve A is a train that would start later than G and travel faster, reaching Borl nge before G would arrive. Curve B is also a train that moves from south to north but the horizontal portion indicates that it pulls to the sidetrack and stops at Uppsala. Curve C is a train that would start in the north and move southward along the tracks. Nine different trains are shown in Figure 1 . These are labeled A through I.
The locations on this simple system of railroad tracks can be indexed as the set X. A single train can be interpreted as a function from time to a location on a system of tracks. In the notation to be used, a train is a function, r(t), where t is understood to be an element of a well defined set, 3 T, such as time of day, and r(t) is understood to be a point on a graph representing locations, X, on a system of railroad tracks. For example, the train A can be thought of as a function of r A (t):T→ X. For each time of day r A (t) gives the location of the train, and the point (t, r A (t)) corresponds to a point on the path of train A in Figure 1 . As multiple tracks can be considered to be a collection of single tracks, it would appear sufficient to consider the scheduling problem for single tracks in isolation.
From the figure a notion of feasibility of an allocation can be obtained. If both train A and train C operated, there would be a head-on collision at the location and time of intersection of the two lines. Similarly, C and G would involve a collision, as would A and G. Because A is faster than G it would run into the rear of G at the time and location of the intersection. Some collisions can be avoided if a sidetrack exists. Thus, trains B and C do not collide because B pulls to the sidetrack at Uppsala and lets train C pass.
Notice the line representing train B is horizontal, indicating that the train is not moving. The train waits for train C to pass before continuing on to Borl nge.
Trains and collisions are not the only consideration for feasibility. Track congestion can be a problem, especially if equipment failures occur. Stopping distances require a safety margin between trains. Thus, feasibility can involve constraints that require that either train A or train B can operate but not both. These two trains would leave Stockholm so close together that safety regulations would be violated.
A feasible schedule is a set of trains that involve no collisions and do not violate other side conditions, like safety regulations. Constructing the set of feasible schedules, 4 i.e., those with no collisions, is essentially the construction of a "production possibility set" for use of the track. As might be obvious from Figure 1 , the set of feasible schedules and, thus, any production possibilities set, is neither smooth nor convex. In order to deal with such problems, a somewhat different approach will be used, which is based on a recognition that a binary conflict property plays a central role in the economics of the problem. Infeasibility of a schedule necessarily involves a conflict between two trains. If many trains collide, then two trains also collide, and two is unacceptable. If many trains travel too close, then two travel too close and is unacceptable. Thus, any conflict implies that a pair is in conflict.
Formally, a Binary Conflicts Environment, as applied to a rail allocation problem, is defined as a quadruplet ( X , I , F , C ). X is the system of tracks, the set of locations for trains. I is the set of individual agents that would like to have access to the tracks. F is the set of all trains that might operate on X, i.e., F={ r(t): T => X }, where T is a relevant measure of time. In this notation F is infinite but in the analysis that will follow it will be assumed to be finite. C is a set of binary conflicts, a subset of 5 F ⊗ F, which specifies pairs of trains that are incompatible. Incompatibility means that the two trains would collide if run or that if the two trains run, then some other safety standard would be violated. For example, if r 1 (t) = r 2 (t) then the two trains 1 and 2 would collide at location r at time t. If all trains are compatible, then C is the empty set.
A feasible allocation, A* = (A , A 1 ,,. .., A I ), is a set of trains, A , and a partition scheme, A i , that partitions A among the set of users I, such that:
The nonconvexities inherent in binary conflict environments can create difficult computational problems. The use of the graph theoretic formulations facilitates the computation of solutions to some of them. It is easier to check for binary conflicts and reject an allocation if, and only if, one is detected, than it is to examine all possibilities for which binary conflicts do not occur. In this sense, the concept of a binary conflicts environment is important for the operational and computational feasibility required of processes.
TECHNICAL AND ECONOMIC ISSUES IN THE DISCUSSIONS
Historically, scheduling has been seen primarily as a technical problem and not as a economic/political problem. Without the aid of computer technology, 6 scheduling is an incredibly complicated task, and has concentrated on identifying a feasible schedule and then modifying it incrementally when changes are necessary. In Sweden, scheduling has typically consisted of ranking trains in priority and then resolving conflicts as they occur (requiring one train to wait or excluding trains) based on the priority ranking. Schedules are fine tuned by rules developed in administrative committees, and new services are added incrementally into previous schedules as possible.
This section contains ten issues that have surfaced in the controversy. The first six are issues raised by those who defend the current system of priorities against those who advocate decentralized and competitive access to the use of tracks. The final four are issues raised by those who criticize the system of priorities as being insensitive to efficiency improving possibilities. The system has been criticized for many reasons, many of which can be summarized as saying that access to track is not allocated to the users who value access the highest. The system is defended by those who claim that because of certain technical features nothing else will work.
In discussing the issues the railroad system in Figure 1 will be used to illustrate the points. In addition, the values in Table 1 will be used. Table 1 outlines values placed on trains by 10 potential users numbered as agent 0 through agent 9. Each agent has an additive preference for the nine trains labeled A through I. Two trains H and I involve no conflict and will be ignored throughout the discussions in this section.
The issues listed here, and the example from Figure 1 and Table 1 , are more than just an illustration. The system from Figure 1 will be the one that is used in actual experiments as a testbed for the mechanism that will be outlined in the next section. The preferences in Table 1 are taken from one of the patterns of preferences that will actually exist in the experimental testbed. The point of this section, and the next, is not only to explain the controversy, but to also show that the controversial elements are actually present in the testbed.
(1) Non-Track Constraints. How can safety considerations and other non-track constraints be guaranteed if decentralized competitive allocation takes place? Consider again Figure 1 and assume that trains, such as the pair A and B, the pair C and D, and the pair E and F, are too close and, thus, cannot be operated together. If one runs then the other cannot run without violating a safety standard. If we let C be the set of binary conflicts implied by Figure 1 , then these three pairs are in the set. (Note that if the set of binary conflicts is symmetric then the order is unimportant). Efficient allocation would require that no such pairs operate and that any process of insuring that non-track constraints be satisfied should not prohibit more than is necessary.
(2) Schedule Interdependency. The network in Figure 1 suggests the many complications that arise from schedule interdependencies. Suppose agent 1 operates early from Stockholm and from a choice of A or B wants to take A. Agent 2 operates from Borl nge early and prefers C from a choice of C or D. However, 2 is persuaded by 1 to choose D which does not conflict with A. However, a choice of D has an impact on agent 3 who operates from Stockholm at a time later than 1, and who wants to choose E from the two options available E and F. If agent 2 runs train D then agent 3 cannot run train E because they are in conflict.
(3) Revelation of Values. How can the private values of independent train operators become exposed and used in a competitive process? A type of "free rider problem" seems to exist. Consider an agent who would like to implement train G. This train is in conflict with all of the trains in the set { A,B,C,D,E,F }. If G is to operate it must somehow preclude all of these, or if any of these trains operate then train G must be precluded. If the set of rights to operate { A,B,C,D,E,F } are held by different operators, then they must either be paid, thereby creating a "holdout problem" for the operator of G who must strike a price with each individually, or if the operator of G has the right to operate, then these different operators must collectively pay the G operator, thereby creating a type of public goods problem among themselves. In both cases the independent operators could have an incentive to misrepresent their true values of operations.
(4) Resource and Market Fragmentation. If a classical market process is to be used, then the number of potential markets would be large. How would markets be defined? It is possible to divide the tracks into mile by time squares and have a market for each. Given the system represented by Figure 1 , a natural division would have the track divided into three segments (Stockholm -Uppsala, sidetrack at Uppsala, Uppsala -Borl nge) and time divided into four segments morning, midday, evening, and night. This would create twelve markets. For the example, this number of markets might not be so onerous but for more complex tracks this is going to require a large number of markets, possibly raising transaction costs to both operators and the seller.
(5) Strong Complements. If the "multiple independent market" approach mentioned in the paragraph above is used, then strong complements will be present, and since there exists an inherent discreteness in the commodities, the efficient outcome may not be supportable by competitive equilibrium prices. Suppose only routes G, A, and E from Figure 1 are of value and that the commodity space is as defined by using time of day. For example, assume that the whole track is sold, and as defined by two times of day, morning and midday, which is enough time for train G to travel from Stockholm to Borl nge. This gives only two commodities. Assume that there are only two agents j and k, and that agent k is willing to pay a total of $10 for both morning and midday track access in order to operate G, but otherwise places no value on the tracks. Agent j would pay either $7 for the morning in order to run train A, or would pay $7 for the midday in order to run train E, but does not want to run both trains. Trains A and E just require part of a day for the trip but, by assumption, the market is not sufficiently profitable for j to operate both trains. The optimal allocation is for agent k to own both the morning and the midday track access and for agent j to have neither. Yet, competitive prices for both morning and midday must be above $7 to exclude agent j, but, if the price of both is $7 or above, agent k does not wish to buy. The optimum cannot be supported as a competitive equilibrium.
(6) Competitive Equilibrium Existence. It is clear from the examples that track allocations involve discrete goods regardless of how the commodities might be defined and the number of markets that might be involved. The possibility that competitive equilibria might not exist in the absence of convexities is well established and is demonstrated by the example above. Thus, in the case of rail allocation there is no reason to suppose that competitive equilibria necessarily exist.
(7) Priority and Substitution Between Users or User Types. Suppose any agent is given priority, as is the case with the current system. If G was the most valuable route to any user with priority, then it would be implemented. For example, if agent 0 was given the right of priority for a single train such as G, then, as can be ascertained from Table 1 , train G would operate at a value of 1604. But there are many options that have greater value than G. In particular, B, C, and E held by agents 1, 0, and 2, respectively, have a combined value of 3022. Given such a priority system, there is no incentive for the three trains run by different users to be substituted.
(8) Priority and Combining Trains. Suppose that fast trains have priority over slow trains and that agent 0 is operating fast trains but had no priority for a slower train such as G. As can be seen from the Table 1 , the value for G to agent 0 is 1604, while the value of the best feasible fast trains to this agent is the set of three trains B, C, and E that total to 1134. The agent has no incentive to combine trains if the result is a slower train because priority, and thus the trains, would be lost.
(9) Priority Gives no Incentive to Wait. If agent 7 has priority with north to south fast trains, then the agent has no incentive to delay and wait. Given the preferences of Table  1 , agent 7 would operate train A even though another agent, such as agent 0, must delay and run train D rather than train C. Agent 0 values train C by a difference of 337 over D, while agent 7 values A, which forces agent 0 to delay to train B, in which agent 7 waits, by only a margin of 102. Thus, an allocation in which Agent 7 waits, as opposed to Agent 0, would increase total value by 335. With priorities there is no incentive for this to take place.
(10) Priority Systems Do Not Respond to Changing Circumstances. If the track authority always assigns priorities correctly, then an efficient allocation is often possible and depends on the ability of the priority rule system to span all feasible schedules. However, to assign priorities correctly, the track authority must gather the necessary information from independent operators, or operating divisions, in order to make these decisions. It may not always be in the interests of the operators to truthfully reveal this information. Furthermore, as circumstances change, the information must be gathered again and again. Apparently, the criticism that "access to track is not allocated to the users who value it the most" directly attacks the ability of the track authority to gather this information using the current administrative processes.
THE TESTBED ENVIRONMENT AND ASSUMPTIONS
A testbed environment is, in a sense, a challenge to a mechanism. The philosophy is to include features in the environment that are thought might cause some difficulty but, at the same time, keep the environment sufficiently simple such that, should difficulties be encountered, the causes might be isolated. The elements of the testbed as dictated by the railroad allocation controversy, are the physical features (rails and conflicts) and the preferences of agents who want to use the system. The essence of the physical features of the testbed are substantially as outlined in the previous two sections. Agent preferences were induced with monetary incentives.
Experimental Procedures
A total of three experimental sessions were conducted. Subjects were Caltech students recruited through an announcement on the campus computer network. Procedures in each of the three experiments are essentially identical. Each of the three sessions lasted approximately 2 -21/2 hours and required ten subjects. Each session consisted of seven periods.
Each subject received common instructions as well as an individual incentive table and common supplies (e.g. scratch paper, pocket calculator). Because of space, the individual incentive information tables are not included, but are contained in Brewer and Plott (1994) and in Brewer (1995) .
Rail Resources
The set X is the set of tracks represented in Figure 1 .
The set F of trains will be the set of nine elements { A,B,C,D,E,F,G,H,I }. Of course this is a small set relative to the number of potential trains that can be imagined. Two factors were considered. The first is whether or not all of the important economic complexities are present. The second was the limitations imposed by existing experimental laboratory technology on the communication of incentives to subjects in an experiment and the capacity of the technology to deal with communication over large sets. It was decided to tackle the questions of scale only after it was established that the mechanism could operate on a small scale. In reality, the scale is not so small since these nine options constitute a very large number of potential sets of operating trains and since the information about the values of these options is not known to a central authority.
The set C, of binary conflicts, is represented in graphical form in Figure 2 . Recall that C is a binary relation such that each pair in C represent a conflict of some sort or a collision. For example, the line connecting A and B reflects the fact that, because of non technical considerations, e.g., safety, trains A and B cannot both operate. From the graph it can be seen that the same is true for pair C and D and for pair E and F. The graph has a line connecting G with each of the letters { A,B,C,D,E,F } representing the fact that G cannot operate without collision with any of these other trains. A comparison of the graph in Figure 2 with the system in Figure 1 will demonstrate that the physical and safety restrictions are fully represented.
Agents and Preferences
The set I of agents is { 0,1,2,3,4,5,6,7,8,9 }. 7 Agent preferences will be private values.
Agent preferences for trains in the set F were induced with monetary incentives that were additive and separable. The value that agent i has for route f is V[f]. Thus, an agent's payment was a sum of independent payments for each train route purchased. For the issues outlined in the above section, more complex preferences are unnecessary. All of the issues raised in that section are present.
Given the nine trains A-I of the testbed rail environment, and 10 agents, specification of additive separable incentives involves picking a value for each route and firm, resulting in a matrix of 9x10 values such as Table 1 . The testbed environment consisted of a series of periods. Each period a different set of preferences existed. Values in the incentive matrices were randomly drawn from a distribution that was constrained to satisfy several conditions, see Brewer and Plott (1994) and Brewer (1995) . The primary purpose of the constraints is to create the routes B,D, and F as inferior substitutes (i.e., delayed version, where delay is always costly) of routes A,C, and E, respectively; to eliminate the possibility of monopoly; and spread out possible allocations over a range of efficiencies. The high value for G is never high enough to make G optimal, the potential problems of revelation discussed in the previous section are created.
Variation of the incentive matrices from period to period provides an opportunity to test the responsiveness of the Binary Conflict Ascending Price (BICAP) mechanism to changes in the marketplace. One criticism of the priority scheme currently used in Sweden is its lack of such responsiveness. Variations in the incentive matrices will result in different optimal allocations, and one can determine if the mechanism outcome follows these changes.
THE BINARY CONFLICT ASCENDING PRICE (BICAP) MECHANISM
A mechanism involves three essential elements: a set of feasible outcome allocations, a message space through which agents interact with each other and with the allocation authority, and an outcome rule which specifies how these messages determine a unique outcome from the feasible set of allocations. In the Binary Conflict Ascending Price mechanism each agent submits bids for trains in a continuous time auction. The highest bid on a train prevails as the potential winner and cancels all lower bids for the train. At every point in time the potential allocation is defined by the set of bids that has no conflict and has the maximum sum of all feasible allocations -those that have no conflicts. The process of bidding continues until some pre specified time has elapsed with no bids taking place. Formally, the mechanism as defined by the rules that characterize the process is outlined by the following statements.
A feasible allocation A* is as defined in section 2 as a I+1 tuple (A, A 1 ,..., A I ), consisting of the set of trains, A ⊆ F , that will be actually operating and the assignment, A i , of the rights to operate those trains to the individual operators. Technically the elements of A* satisfy
A feasible set ( X, I, F, C ) is the set of all A*. In the case of the railroad allocation problem the feasible allocations are defined relative to the set ( X , I, F, C) of section 2 and as applied to the testbed environment as defined in the preceding section.
The message space for each individual is the set of pairs, (b,f), where b is a bid in terms of money for the train route f. 8 Where needed, (b,f) i is the message sent by agent I. For all applications that follow it will be assumed that the message space is finite and, in particular, the values that bids can take are finite, thereby implicitly inducing a property of a minimum possible bid increment.
Payoff relative minimum bid increments are equal to the minimum units in which payoffs can be measured. That is, if the minimum unit in which payoffs can be measured is one cent, then the minimum bid increment is one cent. In summary, the mechanism works as a set of simultaneous ascending auctions. Each auction is for a different train, f, and so there could be as many auctions as there are possible trains. A bid is submitted in real time and with each bid the mechanism determines if the new bid is higher than the old bid for the train on which the new bid was submitted. Only the highest bids are kept as information by the mechanism. After the high bid changes on any train the mechanism then determines the set of trains that maximize the total value of the track sale given the existing bids. This set of bids is announced by the mechanism as the potential allocation, which would actually be carried out if there are no more bids during some pre-specified period of time.
Any mechanism must have operational features. The mechanism must be implemented in a form that works when used by human agents. Each subject/agent was stationed at a personal computer that was attached to other agents through a token ring network. Figure  3 is a representation of the screen as seen by a subject. On the actual screen, different project lines were in different colors to aid in reading the table. The status column indicates the potential allocation. If a bidder had a high bid for one or more projects, those bids were tagged on the screen, as is project "C" in Figure 3 . Bids are entered by pressing the key corresponding to the project, and then entering a value. The bid value and project may be edited, or the bid may be deleted. A special key (F1) must be pressed to actually send the bid into the mechanism, at which point it is checked against the high bid. If the new bid beats the high bid, it is sent to the other screens and becomes binding (if accepted in the final allocation) until replaced by a higher bid. The Binary Conflict Ascending Price (BICAP) mechanism is actually somewhat similar to the Adaptive User Selection Mechanism (AUSM) of Banks, Ledyard and Porter (1989) but with some important differences. See Brewer and Plott (1994) and Brewer (1995) for discussions of the literature.
BEHAVIORAL THEORIES, ASSUMPTIONS, AND PERFORMANCE
In this section, some behavioral models of the BICAP mechanism will be reviewed. Even though the performance of the system will be evaluated primarily in terms of its capacity to produce an efficient allocation, the behavioral modeling is important as a check for design consistency. The question is whether or not the mechanism is operating according to the principles that were the underpinning of the design. Since there is no fully worked out theory about the behavior of such complex mechanisms, especially when operating in complex environments, an approach less ambitious than a general and rigorously tested behavioral theory must be used. The questions that the models will help answer are, "Does it work and does it work for the right reasons?" If it works, but for the wrong reasons, then one would be very cautious about whether or not it might work in more complex environments, or even in environments in which it had not been tested.
The primary evaluative tool will be the efficiency of the final allocation. The system will operate at 100% efficiency if the sum of the private values of operators in the final allocation is the maximum possible over the feasible possibilities. This measure is motivated by the classical consumer surplus arguments and related cost-benefit analysis. Notice that under the conditions of the environment, finding the most efficient allocation is not a simple task. The values of agents are known only to themselves and they are never asked to communicate these values to anyone. Thus, the process must behave as if it knew the values and as if it could solve the related constrained maximization problem, even though the values are never communicated as such.
Classify bids (b*,f*) i which agent i might make according to their effect on agent i's potential profits -that is, the profit agent i would make if the auction ended after the bid (b*,f*) i .
pivotal bid = a bid that increases agent i's potential profit should the mechanism terminate immediately after the bid is submitted. That is the bid is below i's train value and high enough to change the potential allocation of the mechanism.
strong neutral bid = a bid that leaves agent i's potential profit (and allocation) the same, and the bid is low enough for its future acceptance to possibly improve future potential profit, i.e., b* < V i [f] . That is, the bid is below i's train value but not enough to change the set of potential allocations.
dominated neutral bid = a bid that leaves agent i's potential profit (and allocation) remains the same, but b* > V i [f] . dominated bid = a bid that would reduce profit for agent i should the mechanism terminate immediately after the bid is submitted.
null bid = a bid that is below the high bid for a train route and is thus equivalent to a bid of zero.
The definition of an equilibrium, or a stationary point to be introduced next, has some of the features of the classical Nash equilibrium but it falls far short of incorporating the full range of strategic possibilities and considerations. The behavior model will have individuals looking ahead only one instant/move in which only a limited set of strategies are available. That is, the agents strategies are functions only of the current state of the mechanism. That is, consider only strategies that depend on the environment ( X, I , F , C ), the highest bid vector B, and the agent's allocation A [f] that result from the allocation of the trains. Principles of game theory have the level of information on which strategies could be conditioned to be much larger, and would include the complete history of previous moves, as well as beliefs about the train value vectors of other agents. Nevertheless, the analysis presented below will be confined to the limited set of strategies for purposes of definitions and modeling. In order to emphasize the fact that the behavioral models have the special feature of agents that look only one period ahead, the equilibrium is called a Nash-1 stationary equilibrium.
Definition. A Nash-1 Stationary Equilibrium (NE1) for the BICAP mechanism is a feasible allocation A* and a set of highest bids B, indexed by f, supporting this allocation that have the Nash property that no pivotal bids exist for any agent.
The idea of a stationary point is much different from the idea of an equilibrium point in a game because the property of stationarity at a point is completely divorced from the dynamics or logic that might have brought the system to the point. As a consequence, it is clear that in the testbed environment NE1 stationary points exist and it is also clear that the pattern of bidding that allocates the trains to those that value them the most can be supported as a NE1. Consider the allocation and bids resulting from every agent bidding his/her value V[f] for each train f. Such behavior might not be sensible, but if it happens then the system is "stuck" at a NE1, because no agent can make a profit increasing bid given his/her previous bids and the bids of others. The first price rule and the fact that bids must be increasing assure the stationarity property. Perhaps a more interesting example in the additive, separable individual values environment, is the case in which the agent with the second highest value has bid his/her value and the individual with the highest value is bidding only the minimum necessary increment above the bid of the second highest value. This is again an efficient allocation and no individual has an incentive to bid. The system is at a stationary point.
An additional equilibrium concept will be useful. It is based on the concept of a strong Nash equilibrium of a game in which no coalition has available a strategy from the coordination of the strategies of its members that makes all members better off. Of course, in the context of the discussion here the concept is related to stationary points. Definition. A Strong Nash-1 Stationary Equilibrium (strong NE1) is a NE1 in which no collection of agents can tender a set of bids that improve the profits of all members of the collection should the mechanism terminate immediately after the bids are tendered.
The literature on mechanism design contains the suggestion of a dynamic behavioral process that will cause the process to terminate at an NE1. 9 The proposed behavioral principle is that agents follow a type of "gradient method" of exercising choice, which involves keeping the mechanism going if they detect the existence of pivotal bids. This does not mean that they necessarily choose to make a pivotal bid as they would according to Nash/Cournot models of behavior, but the individual does not allow the process to stop. If individual choices are characterized by such a principle, then the final resting place of BICAP will be a NE1 as defined above. The principle is not necessarily that agents choose an optimum over the "short term" strategies that present themselves, but do choose to keep the process going if profitable opportunities exist. The following paragraphs will make the ideas clear.
Definition. A dynamic process is called a discrete pivotal process if
(i) Agents never submit dominated bids (ii) Train redemption values are finite for all agents (iii) There is a minimum bid increment, finite, non-zero, and payoff relative (iv) No agent allows the auction to end whenever he or she has the ability to make a pivotal bid. Remark 1. If agents' decision behavior in the BICAP mechanism is a pivotal process, then the outcome will be NE1 and furthermore, any NE1 can be supported as the terminal point of some pivotal process.
In order to understand the reasoning that supports the remark, notice that under assumptions (I) -(iii) the auction must eventually stop. Then, when the auction does stop, condition (iv) implies that the outcome is NE1. Conditions (ii) and (iii) of the discrete pivotal process guarantee that for k trains with redemption values bounded by v, there can be, at most, kv bids while satisfying condition (i). Only non-null bids allow the auction to continue. Therefore, the auction will stop at some set of bids. When the auction ends, (iv) implies the absence of pivotal bids for all agents. Clearly (iv) implies NE1. Suppose the auction has arrived at an NE1 and consider the pivotal process in which individuals take only actions that are pivotal. Under these conditions the mechanism will terminate.
From the above remarks we know that a pivotal process will converge to a NE1 and we know that the efficient allocation can be supported by a NE1 if the process happens to converge to it. But, many NE1 may exist so simple convergence to an allocation supported by an NE1 is not necessarily satisfactory performance. The following definitions provide concepts that can help better characterize principles of behavior that will lead to efficient outcomes.
The idea is to extend the model that simply has individuals only taking actions that result in a direct benefit. The behavioral principle to be added to the model asserts that individuals will not let the process stop as long as they can make bids that have a potential for improvement, depending upon the actions taken by others. The role of this new principle is similar to the role played by "out of equilibrium" play in the literature on refinement concepts in games. It is similar to the motivation that supports the principle of sequential Nash equilibria. The following principle will make the idea precise.
The Exhaustive Offer Hypothesis. No individual will allow the mechanism to terminate as long as he or she has the ability to make a strong neutral bid.
Definition. A dynamic process is called a discrete strong neutral bid process if
(i) Agents never submit dominated bids (ii) Train redemption values are finite for all agents (iii) There is a minimum bid increment, finite, non-zero, and payoff relative (iv) Individual bidding behavior is consistent with the Exhaustive Offer Hypothesis.
A strong neutral process is a pivotal process since pivotal bids are strong neutral. Clearly, a strong neutral process will converge to the efficient allocation. Rather than allowing the market to close when an agent cannot make a pivotal bid, the agent will behave according to the Exhaustive Offer Hypothesis and submit a strong neutral bid, if one exists, precommitting himself to a higher level of potential payment on some unallocated train. In part, this could be negotiation or signaling, but the neutral bids also form the basis of a game of chicken in precommitments. As the clock ticks down, agents must decide whether they are willing to increase their bid by the minimum bid amount in order to continue the auction, or if they wish to risk relying on some other agent to do this. In this way, the "local" game will encourage some revelation of redemption values on all unallocated routes. The revelation of values then guides the process to the efficient allocation under the condition of separability that is present in the testbed.
RESULTS
The experiments confirm that, in fact, a decentralized mechanism can solve some of the technical aspects of the rail scheduling problem and yield efficient allocations. Not only are the results efficient, but design consistency appears strong. Outcomes correspond to one-stage NE-1 stationary equilbria. Evidence exists that the process of convergence is essentially as captured by the pivotal process introduced in the previous section. In addition, inefficient NE1 seem to be avoided because of a high degree of revelation in the bid prices. These results tend to refute the argument that efficient decentralized rail allocation is impossible as a matter of principle. Table 2 summarizes the experimental parameters and results, simultaneously. Only the highest and 2nd highest incentive values are thought to be important for determining prices, allocation, and strategic behavior. There are 7 different periods (parameter sets) which were repeated in identical sequence in 3 different experiments.
The table is read as follows. The first row contains for the first period (of all three experiments) the high redemption value for each of the nine individual routes, the identification number of the agent that held the high value, and the optimum system schedule which is the maximum valued feasible schedule. Reading across the row, the optimal schedule is {A,D,F,H,I}; and the maximum redemption value for route A is 1699 held by participant number 3, etc. Row 2 contains the second highest redemption values. Row 3 shows that the actual schedule that resulted in period 1 of experiment 1 ({A,D,F,H,I} -which was optimal), and it shows, for example, that the maximum bid for route A was 1300 tendered by participant 3. Rows 4 and 5 show the period 1 data for experiments 2 and 3 respectively. Row 6 starts the enumeration of the same data for period 2. The table continues through period 7.
The first result suggests that the mechanism is successful in producing efficient allocations for the rail allocation problem. Efficiencies are calculated from the table, as the ratio of the total of redemption values for agents at the outcome allocation divided by the maximum possible total value of redemption values. The maximum possible total is attained at the optimal allocation. As was discussed in the previous section, this is a standard measure. RESULT 1. The outcomes produced by the mechanism are near 100% efficient.
SUPPORT. The table directly supports three statements concerning efficiency. (I) Inefficient outcomes are rare. In 18 out of 21 experimental trials, the mechanism resulted in the optimal allocation. Only 3 of the 21 trials, only period 2-experiment 3, period 3-experiment 2, and period 5-experiment 3, resulted in allocations that were not optimal. Thus, for trains A-G the efficiency is 100% in 86% of the experimental trials.
(ii) For the 3 inefficient trials in periods 2, 3, and 5, efficiency for trains A through G is at 0.82, 0.65, and 0.93, respectively. This yields an average efficiency of 97% for trains A-G for the experiment. (iii) Trains H and I are always allocated in the optimal manner.
• Given that the mechanism is efficient, the question of design consistency is now addressed. It is not sufficient that the outcomes are efficient, but rather they should be efficient for theoretically understandable reasons. This increases the guarantee that the mechanism will behave similarly in other environments which are untested but theoretically similar.
To begin this examination, Table 3 contains a measure of "distance" of outcomes from NE1 outcomes in terms of the potential profitability of pivotal responses. The entries in the table are the maximum potentially profitable pivotal response available to any agent. In a sense, the entries are the maximum opportunity cost of stopping (assuming that the process would go only one step more). For each agent, a search was made for the most potentially profitable pivotal bid at the final bid prices for each period. A maximum was then taken over all the agents for that period, and the amount of this potentially foregone profit, along with the agent i.d. number with the corresponding pivotal bid opportunity, were tabulated and entered in Table 3 . Entries of zero correspond to NE1 outcomes, since a zero entry is only possible if there are no remaining pivotal bidding opportunities at the close of each trial. Positive entries represent possibilities for profit, and are stated in Francs. (Francs conversion rates varied, worth $0.005-$0.02, or so).
Typically, in experiments there is an unknown variable subjective cost for getting agents to take any action. That is, if only $0.10 is to be made by pressing the keys, it is possible that the agent will not take any action. Taking these costs into consideration suggests a classification of outcomes from Table 3 into strict NE1 and "thick indifference" NE1 type outcomes. Consideration of both as degrees of NE1 behavior yields Result 2.
RESULT 2. Outcomes tend to be NE1.
SUPPORT. Consider the classification of the outcomes in Table 3 . A little over one third of the periods result in strict NE1. Approximately 71% have deviations less than 50Fr ($0.25-$0.50). This leaves only 29% of the periods resulting in outcomes that were not NE1 or "near" NE1 in the sense that the maximum opportunity cost of a move was low.
• The property is strengthened by the fact that the outcomes that are near NE1 tend to be strong NE1. Given the bids expressed in the mechanism at the final outcome, no coalition of more than one individual could construct a joint bid unavailable to members acting alone that would produce benefits for some members of the coalition and hurt none of the others.
RESULT 3. Outcomes tend to be strong NE1.
SUPPORT. All strong NE1 outcomes are outcomes that are coalition-proof in the sense that a coalition of members has no profitable opportunities available to it at the final prices and allocations that the individual members could not carry out unilaterally. This result was obtained by brute force, i.e., a computer algorithm was used to do an exhaustive search over all coalitions for profit opportunities, given the final prices and allocations in each trial. No additional opportunities for profitable bids, outside those available to individual agents, were found.• An efficient outcome does not require NE1 behavior, just as NE1 behavior does not guarantee efficiency due to the existence of multiple equilibria. However, if the conjectures behind the design of the mechanism presented in the preceding section are correct, one would expect there to be a correlation between NE1 and efficiency. An examination of the inefficient outcomes yields the following result: RESULT 4. Inefficient NE1 do not occur.
SUPPORT. In the environments studied, inefficient outcomes coincide with failure to converge to a NE1. Period 2-experiment 3, period 3-experiment 2, and period 5-experiment 3 resulted in inefficient outcomes. In Table 3 , these three trials account for the three largest deviations from a NE1 outcome.
• COROLLARY. If outcomes are inefficient then they are not NE1.
The Corollary above, together with Result 2, present natural questions. Why does the process result in NE1 outcomes and why among those does it seek only the efficient outcome? Is this a lucky accident or is it related to the game theoretic structure of the problem? The answer is suggested by the Nash equilibrium convergence property of the discrete pivotal process stated as Remark 2 in Section 6. The next result indicates that is the case.
In order to facilitate the result, Table 4 was compiled. Every non-null individual bid was recorded by a computer during the experiments. Classification of these bids into the pivotal, neutral, and dominated categories is done and recorded in the table.
RESULT 5. Convergence to NE1 is governed by the discrete pivotal process.
SUPPORT. If the process is operative then convergence will be to a NE1 by virtue of Remark 2. Only two assumptions of the process involve behavior. One of the assumptions, listed as (iv), is that individuals will choose in accord with the Exhaustive Offer Hypothesis and then will not let the process stop if pivotal bids exist. The tendency for this property to be satisfied is established by Result 2. The second property is that individuals not tender dominated bids. The data in Table 4 reveal that dominated bids account for 0-6% of the bidding activity. Thus, the tendency of bidding behavior is to tender non dominated bids as required by the process. With the tendency for both of the properties of the process to be satisfied one can conclude that it is operative and, thus, characterizes equilibration.
• The fact that the assumptions for the class of discrete pivotal processes seem to be satisfied, suggests searching the bidding data to see if the type of behavioral dynamics in operation can be isolated more precisely. Result 6 shows that the strong neutral bid processes are good candidates. The case is made by eliminating from consideration those dynamics, like "local" or "one stage" Nash/Cournot reaction functions, that suggest that no choice will be made unless it changes the state in a favorable way. Strong neutral bids are those (non dominated bids) that place the bidder as the high bidder for a train that is not part of the potential allocation even after the bid is tendered. Thus, it does not change the state and thus is not explained by the dynamics of one stage Nash/Cournot reactions. The concept of strong neutral bids adds behavior that is absent from the more game theoretic principles of behavior. The data from Table 4 will be used to show that strong neutral bids are frequently made and that the dynamics exhibit no tendency to stop at a NE1 the first time such a state is reached. RESULT 6. From among many possible discrete pivotal dynamic processes, the class of strong neutral processes receives support as an explanation of the convergence path.
SUPPORT. First, strong neutral bids exist as a substantial feature of bidding behavior. On average, strong neutral bids consist of approximately one third of all bidding behavior. Note from the Table 4 that in some periods there are more strong neutral bids than pivotal bids, and in others, vice versa. Thus, even though with the same period parameters, different experiments can have substantially different ratios of pivotal bids to neutral bids, a tendency exists for a substantial portion of bids to be strong neutral. Second, a tendency exists for the dynamics to not stop at NE1 when they are attained. Thus, the dynamics tend to not be the discrete pivotal processes that limit behavior to NE1 reaction functions. The second panel of Table 4 examines the frequency with which bids place the mechanism at an NE1 intermediate outcome. No attempt is made to distinguish between NE1 outcomes which support the same allocation but which are slightly different in bid price and those which produce different allocations. According to Table 4 , either the mechanism never reaches an NE1 outcome, or it passes through multiple NE1 outcomes. From Tables 3 and 4 , only in two of the twenty-one cases, namely period 3-experiment 3, and period 6-experiment 2 does the mechanism stop at the first NE1 outcome reached. Since the class of discrete pivotal processes where strong neutral bids are not used must stop at the first NE1 outcome encountered, those dynamic processes can be discarded from consideration. Thus, the presence of multiple NE1 intermediate outcomes and the use of strong neutral bids at intermediate NE1 outcomes suggests a refinement like the strong neutral process.• The fact of efficiency when taken with Results 5 and 6 creates an interesting picture of the dynamics. The mechanism wanders over the allocations until the optimal set of trains is "discovered". The bidding then proceeds to advance until an allocation of the set of trains and a set of bids is attained that supports the optimal as a NE1. The process of the "discovery" of the optimum must be associated with a process of preference revelation and coordination. We have no rigorous theory about how this might take place but the intuition rests on the submission of strong neutral bids which reveal the social opportunity cost of the allocation. The basic intuition is that individual bidding behavior is consistent with the Exhaustive Offer Hypothesis. Strong neutral bids will be made as a type of "negotiation" process driven by the possibility that the auction will terminate unless a bid is made. By making bids on unallocated trains an agent is contributing to the "public good" of defeating the current allocation. The strong neutral bid process holds that a person will reveal rather than let the market close. When the possibility for strong neutral bids is exhausted, then all excluded agents have revealed the maximum any would ever be willing to pay for the excluded trains. Since the potential allocation is of higher value than any allocation possible from the excluded trains, the final allocation must necessarily be efficient if the excluded agents are fully revealing their willingness to pay.
If the NE1 property of the dynamics of the discrete pivotal process guarantees that the high value bidder has the final standing bid for allocated trains; and, if the high value bidder has the final standing bid for excluded trains, then whatever trains are allocated will be allocated to those who value them the most. The only question is how the proper set of trains might be chosen. If, in addition, the excluded agents bid as high as their redemption value, then the operation of the BICAP mechanism assures that the proper allocation will be chosen and that an efficient allocation will be the final result. Thus, several measurements of value revelation are suggested by this logic. For excluded trains, does the high value bidder have the final standing bid? How high is this bid, either in terms of a percentage of the agent's redemption value or as a distance from it?
A complication in the parameters makes a clean analysis difficult. Often an agent will have high redemption values on a pair of trains which are in conflict. In this case, it may not be to that agent's advantage to have the high bid for both trains, since he would, in effect, be bidding against himself. An opportunity cost exists for the agent that lowers the agent's value on the excluded train by the amount of potential profit on the allocated train for which he has the standing high bid and which would be foregone if the allocation switched to the other train. Thus, the data can be divided into the "clean cases" for posing the questions and the "unclean cases." The conjecture that follows summarizes the weight of our assessments.
CONJECTURE. Social opportunity costs of allocation are revealed through the operation of the BICAP mechanism.
SUPPORT. The clean cases are selected pairs in selected periods in which the conflicts happened to not exist. Aggregation over the periods and trains above provides 24 excluded train "clean cases" for analysis of the conjecture. In these cases the high value individual tends to hold the high bid and also reveals the value to the mechanism. The results are: (i) The high value agent has the high closing bid in 18/24 or 75% of the 24 excluded train cases; (ii) On average the excluded agent bids 93.8% of the high redemption value for the 24 excluded train cases. Thus, the social opportunity cost is revealed in these cases.
The "unclean cases" are more difficult. Revelation behavior is different when the holder of the high redemption value for one train that is included in the potential allocation also holds the high redemption value on another train that is excluded from the potential allocation. If all unclean cases are aggregated (all cases in which the high value agent has the high value for a pair of conflicting items), the high value agent has the final bid on the excluded item in the pair, a total of 33 out of 60 cases. Thus, in 27 of 60 unclean cases the high bidders on the excluded items are not the agent with the highest redemption value. In this sense, the social opportunity cost information is not reveled to the mechanism. However, the revelation is as one might expect from a design consistency point of view. The second high value agent has the final bid on the excluded item in an additional 18 out of 60 cases. Bid revelation by one of the top two value agents then yields a total of 51 out of 60 cases. This suggests that while agents may not bid as high as the highest redemption value on excluded routes, the second highest redemption value holder is being revealed.
The natural question now is whether the redemption values are being revealed. On average, when optimal allocations occur, revelation of values is near the second highest redemption value. This occurs to within an average of 10Fr on allocated routes and 28Fr on unallocated routes. Depending upon the individual, this amounts to something on the order of a nickel to a quarter on an item that is worth several dollars.
• The pattern of results provide much evidence of design consistency. The reasons for the efficient allocations emerge because of theoretically understandable reasons. Agents do not limit their behavior to reaction functions that only make themselves better off. They take actions that make no changes in their own well-being, but depending upon the actions taken by others, might make themselves better off. The principle at work seems to be closely related to the principle of sequential equilibria. This dynamic leads away from inefficient allocations that otherwise might exist as equilibria.
The nature of BICAP is such that it pits competitors against each other such that values become revealed to the mechanism, and then, it uses that information to move the system in a dynamic in the direction of optimal allocations. The analysis also suggests that the inefficiencies might be related to agents with "market power." Having a degree of "power" they might not bid against themselves and, as a result, prevent some degree of information revelation. This lack of efficient operations is clearly a parameter issue and not an issue related to the principles upon which the mechanism design rests. Nevertheless, it is important to note that, while from the point of view of design consistency this issue surfaces, it was not generally a problem in the operations of the mechanism since the mechanism operated at near 100% efficiency.
CONCLUSIONS
This paper began with questions motivated by the proposal to privatize the railroads in Sweden. Critics of the proposal have claimed that, as a matter of principle, a decentralized decision process cannot be used as an allocation tool. Advocates of the program have claimed that certain problems created by a system of priorities that exist in the current allocation process could be solved by a decentralized process. The question posed was whether or not it is possible to create a process that will successfully allocate resources under conditions that critics say will render the task impossible, which at the same time will avoid problems that would exist if a system of priorities was in place?
The answer is that is it is possible. Such processes exist. A testbed environment, which was developed in the paper, contained many of the elements that decentralization critics claim will prevent the operation of a decentralized allocation or market process. In this environment, the Binary Conflict Ascending Price (BICAP) mechanism operated at near 100% efficiency. Furthermore, analysis of the behavior of the mechanism reveals that the reasons for the efficient operations was not simply a fluke or an accident of choice of experimental procedures. The details of behavior were substantially in conformance with behavioral models of the process. Thus, proof of concept has been established in the sense that the process is observed operating efficiently. Furthermore, a principle of design consistency has been satisfied as well, since the outcomes are occurring for theoretically understandable reasons.
Clearly the issues raised by the deregulation effort in Sweden do not end with this paper. More complex environments must be pursued and the BICAP might become modified in order to accommodate the problems that they present. Firstly, there are issues of scale. The restriction of trains to only a set of nine avoided problems that may surface with presentation of data to participating agents. The reduced scale also avoided confrontation with certain computational problems. While these two problems must be solved, the experiments here suggest that the problems are only technical. If speed of computation can be attained, and if the screen displays are manageable, then, under the additively separable preferences and a sufficiently competitive network, the BICAP mechanism should work efficiently at a large scale. 10 Nothing in the testbed environment suggested that strategic, or coordination, or any other economic consideration, would be a source of problems.
More complex environments must be studied now and might be more important than scale considerations. There are problems that might surface with different types of preferences. Preferences in the testbed were additively separable. More complex preferences involving non additive sets might make the pivotal process less applicable and thus take the research into areas in which the behavior might not be so clearly understood as it was in this first testbed. In addition to the problem of non additivity, a possibility exists that network externalities between specific operators might be present. The passenger load of one train might depend heavily on the particular operator of a different train. Or, even more complex would be cases in which the preferences of operators for other trains in the network might depend on the particular operator of the trains. The theoretical literature contains suggestion about how BICAP mechanism might be modified to deal with such problems but the research is yet to be done.
This study has provided a first step along a possibly long road of necessary research. A decentralized mechanism can be designed to facilitate the efficient access to a complex network like a railroad. Such processes cannot simply be dismissed as impossible. To enter a bid for a project, press its corresponding key A-I.
