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Abst ract - -The  main purpose of this article is to demonstrate the use of the Adomian decom- 
position method for mixed nonlinear Volterra-Fredholm integral equations. A bound is also given 
for the Adomian decomposition series. Finally, numerical examples are presented to illustrate the 
implementation a d accuracy of the decomposition method. © 1999 Elsevier Science Ltd. All rights 
reserved. 
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1. INTRODUCTION 
Consider the following general nonlinear mixed Volterra-Fredholm integral equation 
t 
(x, t) [0, Tl × a, (1) 
where u( x , t) is an unknown function, the functions f ( x, t) and F ( x, t, ~ ,r, u( ~ ,T ).) are analytical 
on D := [0, T] x ft and (S ,R)  (where S := {(x,t,~,r) : 0 < T _< t < T; (x,~) e ~×~t}) ,  
respectively, ~t is a closed subset of (R" (n = {1, 2, 3})), with convenient norm I1' II, and are such 
that (1) possesses a unique solution u(x, t) • C(D). Existence and uniqueness results for (1) may 
be found in [1-3] (see also [4,5] for the linear case). 
Equations of this type arise in the theory of parabolic boundary value problems, the mathe- 
matical modelling of the spatio-temporal development of an epidemic and various physical and 
biological problems. Detailed descriptions and analyses of these models may be found in [1,6] 
and references therein. 
Actually few numerical methods for (1) are known. For the linear case, some projection meth- 
ods for numerical treatment of (1) are given in [3,4,7]. Their were essentially an Euler-Nystrom 
and trapezoidal Nystrom methods. Kauthen [4] studied continuous time collocation, time dis- 
cretization collocation methods, and he analyzed their global discrete convergence properties, 
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local and global superconvergence properties. The results of Kauthen have been extended to 
nonlinear Volterra-Fredholm integral equations by Brunner [8]. Recently, Guoqiang [9] consid- 
ered the particular trapezoidal Nystrom method for (1), and gave the asymptotic error expansion. 
In the present paper, we are concerned with the approximate solution of (1) by means of 
Adomian's decomposition method. Then, we give a bound for the Adomian decomposition se- 
ries. We will compare these results to some results obtained for the same equation by previous 
works [7-9]. This approach shows that the method and the given bound are straightforward to
implement and in the numerical test cases considered leads to very significant improvement in
accuracy. 
2. THE ADOMIAN METHOD APPL IED TO 
VOLTERRA-FREDHOLM INTEGRAL EQUATIONS 
The efficiency and effectiveness of the Adomian decomposition method for many kinds of equa- 
tions are well known [10-13]. Outline the method and the basic principles of decomposition theory 
analysed in [14-19]. Without loss of generality, we assume that in equation (1), F(x, t, ~, % O) = 0 
and for case of exposition we will restrict our discussion to the case where ~ := [a, b] C R; it will 
become clear that the following analysis can be readily extended to regions ~ := [a, b] x [c, d] C_ R 2 
and ~ := [a, b] × [c, a~ x [e, f] C_ R 3. However, the problem of how to treat (1) numerically for 
general regions f~ C R n (n _> 2) remains to be solved. 
From (1), we obtain directly Adomian's fundamental functional equation, called canonical 
form, by writing 
u(z, t) = f(x,  t) + H(u), (2) 
then depending on the characteristics of the integral operator H, it can be decomposed into linear 
and nonlinear components. Here, the operator H is an analytical nonlinear integral operator and 
we have I'£ (Hu)(x,t) = F(x,t,~,r,u(~,~'))d~dr. 
oo  Solving by Adomian's decomposition method, the solution u is written u = ~-~i=o ui and the 
k-1  approximant ~ok = ~i=o ui (where limk-~oo ~ok = u). Then the solution can be determined by 
calculation of (Ak)'s (the Adomian polynomials), and we have 
u(x,t) = Eu i  = f(x,t) + E Aa' (3) 
i=O k=O 
where the Ak(Uo, ..., uk) are specially generated (Adomian) polynomials of u0, ..., uk for the spe- 
cific nonlinearity. 
Following [17], for guarantee the convergence of the Adomian decomposition series and the 
Adomian decomposition scheme, we have these theorems. 
THEOREM 2.1. (See [17].) The Adomian polynomial series ~ Ak associated with the analytical 
function F define a decomposition series (of the first order), which strongly converges and the 
degenerated sum of which is F. 
THEOREM 2.2. (See [17].) Every decomposition scheme, associated with a strongly convergent 
decomposition series, gives a convergent series. 
Now, for obtaining the Adomian's polynomials Ak, we have the following lemma. 
LEMMA 2.3. Consider the nonlinear Volterra-Fredholm integral equation (1). Let F be an ana- 
lyrical function and ~ un a convergent series in D. The Adomian polynomials for (1) are given 
by 
Xfot~dk[  ( oo I ] Ak = -~. ~ F x,t ,~,%Eu~(~,T)An d~dT (4) 
\ n=O / A=O 
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PROOF. From the nonlinear term ( Hu)(x, t) = f~ fn F(x, t, ~, r, u(~, -r) ) d~ dT, we write 
r,~-~u~({,r)~ ~ d{dr= AkA k, 
n=0 k=0 
(5) 
where )~ is a parameter introduced for convenience. 
From (5), we obtain 
k!Ak = ~ H Un,~ n 
\n=O / .t A=0 
= d)~k F X, t , ( ,T ,  Un(~,T))~ n d (dr  (6) 
A=0 
Then we have 
Ak = ~ -~ F x,t , ( , r ,  un((,r)A n d(dr , 
$=0 
and this is the formula of the lemma. | 
Expression (4) for Adomian's polynomials is not very practical to calculate and generally, it 
is expensive for numerical implementation. Practical formulae for the calculation of Adomian 
polynomials are given in [13,14,20,21]. Abbaoui and Cherruault [18] proposed a new formula 
for calculating the Adomian polynomials, without supposing the convergence of the series. Fol- 
lowing [18], the Adomian polynomials Ak for the nonlinear equation: u-  Hu = f, are given 
by 
u~' u~ ~ uPk I d(m+,2+"'+pk) H(u) ~ 
dk(gu) = E Pl! P2! "" Pk! \ ~ ]~ ~o" (7) 
Pl +2p2 +...-t-kp~ =k = 
So, the following Adomian scheme is then valid for solution of (1): 
u0(x,0 = f (x ,0 ,  
/0 /o Uk+l(x,t) = Ak (F(x,t,~,T,U(~,r))) d~dr, 
where 
A}(F(x,t,~,~',u(~,T))) = E uP1 "''U~kF(P'+'"+Pk)(x't'~'T'Uo(~'~'))" 
pl+2p2+'"+kpk=k Pl[ Pk! 
(Note that the Ak polynomials are not unique. See [14, p. 9] and [22, p. 16].) 
3. A BOUND FOR ADOMIAN'S  DECOMPOSIT ION SERIES  
Generally, a complicated term f(x,t)  in a nonlinear equation (1), can causes difficult inte- 
grations and proliferation of terms in the Adomian recursive scheme, furthermore owing to the 
large variety of kernels (e.g., convolution, weakly singular . . . .  ) and nonlinearities that occur in 
practice, leading to difficult computations of the An polynomials and the Adomian scheme. In 
this case, we may prefer to work with a bound for the Adomian decomposition series, without 
computation of each term of the algorithm. (Note that in according to (3) for obtaining the 
solution of equation (1), we need the Adomian decomposition series.) 
In this section, we give a bound for the Adomian decomposition series by using another ap- 
proach. 
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Suppose that 
G(x, t, T, U) = ff~ F(x, t, ~, 7-, u(¢, 7-)) d~; 
there exist nonnegative continuous functions re(x, t) and n(7-) defined on D and R, re- 
spectively, such that G(x, t, 7-, u) satisfies to a generalized Lipsehitz condition of the form 
IIG(x, t, 7-, ~1) - G(x, t, ~, u2)ll ~ m(x, t)n(7-)HUl - u211. 
Then, the bound for the Adomian decomposition series for (1), can be established as 
]~-~Aklk=o <-v(x't)+m(x't)f°tv(x'7-)n(T)exp[j[tm(x'~l)n(~)dT1] d7-, (8) 
where 
v(x, t) = G(x, t, r, f(x, r)) . (9) 
PROOF. By Hypothesis A1, we rewrite equation (1) in the form 
/o /o' u(z,t) - f (z , t )= a(x,t,7-,/(x,7-))d7-+ [a(x,t,7-,u(x,7-))-a(x,t,7-,/(z,7-))ld7-. (10) 
Let 
fo t dT- v(x, t) = a(x, t, 7", f(x, 7-)) , 
then relations (3) and (10) will give rise to the inequality 
20 /o 2o E Ak < v(x,t) + m(x,t)n(7-) E Ak aT. (11) 
Note that, each Ak depends only on u0,.. . ,  uk, and hence, its sum depends to x and t. Now, 
suppose that 
c~ 
M(x,t) = k~=OAk g(z , t ) -  v(x,t) 
m(x,t) ' m(x,t) ' (12) 
and 
m(x, 7-)n(7-) = P(x, 7-), 
then, we rewrite equation (11) in the form 
/o M(z, t) <_ N(z, t) + P(x, 7-)M(x, 7-) dT-. (13) 
Inequality (13) is in a form suitable for the application of the generalized Gronwall-Bellman- 
Reid inequality [23]. Following the analysis which leads to this, it follows that 
/o [/; ] M(x,t) <. N(x, t) + N(x, 7-)P(x, T) exp P(x, r}) dr} dr, (14) 
and by substitution i  (14), we obtain (8) and the proof is complete. | 
In the next section, advantages of the Adomian decomposition method and the given bound 
will be shown. 
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4. NUMERICAL  EXPERIMENTAT ION 
Here, we present some numerical results indicating the merit of the bound obtained for ~ Ak 
and the Adomian decomposit ion method for Volterra-Fredholm integral equations. For computa- 
tional purpose, we consider two test problems. The first one is linear Volterra-Fredholm integral 
equation and the second is nonlinear. 
EXAMPLE 4.1.  (See [7].) Consider the equation 
£/o u(x, t) - F(x, t, ~, l")u((, r) d( dT= f(x,  t), (z, t) e [0, 2] x f~, 
with f~ = [0, 2], 
F(x, t, (, T) = -- COS(X -- () exp(--(t  - ~)), 
[ ] f (x,  t) = e -t cos(x) + t cos(z) + ~t cos(x - 2) sin(2) , 
+ 
the exact solution is u(x, t) = cos(x)e -t. 
In this case (linear case), the Ak reduce to uk, and we get 
uo(x, t) =/(x, t), 
e- t ( t  2 cos(4 -- x) 9t 2 cos(x) 
32 t cos(x) 16 
N 
t 2 sin(4 - x) t sin(x) t 2 sin(z) 
4 4 4 ) ' 
t 2 cos(4 + x) t sin(4 - x) 
32 4 
The approximate solution involving four terms is 
3 
t) = 
i=O 
= e- t (25t 4 cos(4 - x) t 4 cos(8 - x) 227t 4 cos(x) 
\ 1 - -~ 6144 + cos(x) 3072 
t 4 cos(8 + x) t cos(2 - x) sin(2) t sin(4 - x) 19t 4 sin(4 - x) + 
6144 2 4 384 
t 4 sin(8 - x) t sin(x) 19t 4 sin(x) + t 4 sin(4 + x) 
384 4 384 384 2 '  
= e -t ((1 - 0.0570717 t 4 - 2.15763 10 -s  t) cos(x) - 0.0831442 t 4 s in(z)) .  
EXAMPLE 4.2. (See [81. )
'/o u(x,t) = f(x,t) + fo a(x,t,( ,r)(1 - exp(-u(~,r)))d(d~, 
with ft = [0, 11, 
z (1  - 
G(x, t , ( , r )  = (1+t) (1+T2)  ' 
f (x , t )=- - log( l  + Zi-~t2) + 
its exact solution is u(x, t) = -- log(1 + xt/(1 + t2)). 
xt 2 
25t4cos(4 + x) + 
1536 
8( l+t ) (1+t2) '  
(x, t) e [0, 1] x F/, 
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In this problem (nonlinear case), we have the following Adomian scheme: 
u0(x, t) = / (x ,  t), 
Uk+l (x, t) = a(x, t, ~, T)(1 -- Ak (exp(--u(~, T)))) d( dr, 
where the Ak are given by 
Ao(uo) -- exp(-u0), 
Al(U0, ul) -- exp(-u0)(-Ul) ,  
A2(uo, ul, u2) = exp(-uo) (-u2 + U-~ ) , 
Because of the difficult computations of each term of the decomposition scheme, we may prefer 
to work with the series representations of exponential nonlinearity. In this case and according 
to the method applied by Adomian in [22, p. 56], we approximate  -"° _~ 1 - u0. Thus, the 
Adomian method gives the following results: 
uo(x, t) : : (x,  t), 
x arctan(t) x l°g (( t2 + 1) 11) 11xlog(t + 1) tx(225t 3+ 9t 2 + 229t + 13) 
ul(x,t) = 960(1 + t) 3840(1 + t) + 1920(t + 1) - 1920(t 2+ 1)2(t + 1) ' 
The numerical results shown in Tables 1 and 2 are the approximate solution of Examples 4.1 
and 4.2 by Adomian decomposition method and estimated bound (8). The column headings E1 
and E2 have the following meanings• 
El: Actual error for the Adomian's method• 
E2: Actual error for the Adomian's method with estimated bound (8). 
All results were computed using a program written in the symbolic language Mathematica TM 
Version 2.2. 
Table 1. Comparison between exact solution and approximate solution by four iter- 
ations of Adomian's method and estimated bound (8) for Example 4.1. 
Adomian's Method E1 Adomian's Method 
(x, t) Exact Solution with Four Iterations with Estimated Bound (8) E2 
(0.0625,0.0625) 
(0.125,0.125) 
(0,25,0.25) 
(O.5,0.5) 
(i,i) 
0.937578 0.937577 1 .0E-6  0.869216 6 .8E-2  
0.875611 0.875596 1 .5E-  5 0.828131 4 .7E-  2 
0.754589 0.754358 2 .3E-  4 0.743455 1 .1E-  2 
0.532280 0.528871 3 .4E-  3 0.569092 -3 .6E-  2 
0.198766 0.161684 3 .7E-  2 0.253262 -5 .4E-  2 
Table 2. Comparison between exact solution and approximate solution by two iter- 
ations of Adomian's method and estimated bound (8) for Example 4.2. 
Adomian's Method E1 Adomian's Method 
(x, t) Exact Solution with Two Iterations with Estimated Bound (8) E2 
(0.03125,0.03125) 
(0.0625,0.0625) 
(0.125,0,125) 
(0.25,0.25) 
(O.5,0.5) 
(1,1) 
-0.000975134 --0.000975125 9 .00E-  9 -0.000972821 2 .31E-  6 
-0.003883492 -0.003883354 1 .38E-  7 -0.003865714 1 .77E-  5 
-0.015267453 -0.015265342 2 .11E-  6 -0.015208978 5 .84E-  5 
-0.057158421 -0.057130440 2 .79E-  5 -0.057698124 -5 .39E-  4 
-0.182321014 -0.182036813 2 .84E-  4 -0.194609012 -1 .22E-  2 
-0.405465006 -0.403802840 1 .66E-3  -0.509218008 -1 .03E-  I 
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The numerical  results in Tables 1 and 2 confirm the results those obtained by previous 
works [7-9]. It  appears that  the Adomian decomposit ion method and the given bound have 
some major  advantages: implementat ion a d accuracy. 
5. CONCLUSION 
In most contemporary studies involving Volterra-Fredholm integral equation [3,5,7-9] some 
projection methods are being developed with the aid of interpolatory projections and approxima- 
t ion theory. Here we consider the Adomian decomposit ion method for these equations and show 
that  this method is straightforward to implement and in the numerical test cases considered leads 
to very significant improvement in accuracy. Also, we gave a bound for Adomian's  decomposit ion 
series and the efficiency and effectiveness of this bound has been shown. 
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