Abstract. Dyreson and Snodgrass as well as Dekhtyar et. al. have provided a probabilistic model (as well as compelling example applications) for why there may be temporal indeterminacy in databases. In this paper, we first propose a formal model for aggregate computation in such databases when there is uncertainty not just in the temporal attribute, but also in the ordinary (non-temporal) attributes. We identify two types of aggregates: event correlated aggregates, and non event correlated aggregations, and provide efficient algorithms for both of them. We prove that our algorithms are correct, and we present experimental results showing that the algorithms work well in practice.
Introduction
In many application domains, we cannot be sure of the exact time an event would occur. For example, even though Fedex may tell us that a package will be delivered sometime today, if our chronon is "minute", then there is uncertainty about exactly at what time the package will be delivered. Dyreson and Snodgrass [1] present a large set of convincing examples ranging from carbon-dating of archeological artifacts to scheduling applications where such uncertainty is the norm, not the exception, followed by an excellent framework for reasoning about such temporal indeterminacy. Later, Dekhtyar et. al. [2] built a rich temporal-probabilistic database algebra in which they could do away with many assumptions (e.g. independence) that extended the framework of Dyreson and Snodgrass.
Both the preceding works are time centric in the sense that uncertainty only exists in the temporal attributes of a relation. However, there are many applications where uncertainty can occur either in the temporal attributes or in the data (non-temporal) attributes, or in both. Our first major contribution is the concept of a "Generalized Probabilistic Temporal (GPT)" database that can handle both kinds of uncertainty. For example, almost every manufacturing company around today uses statistical models to estimate demand for a given product [3, chap.4 ] -independently of whether the product is high end (e.g. energy) or technology focused (e.g. digital cameras) or plain simple food (e.g. pasta). Such models estimate demand over time. They may estimate other parameters as well (e.g. price). Likewise, the entire agricultural sector is a poster child for temporal probabilistic data. Statistical models are used to predict how much of a particular crop (e.g. wheat) may be available, what the prices are likely to be, and so on. Such models are used by market analysts to make investments (e.g. into grain futures), by governments to decide what to import and when and in what quantity, and so forth [3] . In general, almost all applications involving economic principles are subject to uncertainty about supply, uncertainty about demand. Most of these uncertainties vary with time (e.g. demand for winter coats is usually small in the summer months). Table 1 shows a sample data set about an energy market (virtually all US energy is sold by energy producers to energy distributors one day ahead using very complex statistical estimates of supply and demand). In this application, an energy producer is estimating demand (the Quantity field) for a given market as well as the Price (per unit of energy) to be charged for that quantity. For example, the quantity estimated for tomorrow in New York may be 5600 or 5700 units (with some probabilities) and the price per unit in the NY market may be be 115,600 or 115,700 per unit. Natural queries that corporate executives may be interested in include:
Q1:
What is the expected demand in NY tomorrow? Q2: What is my expected income tomorrow ? Q3: On which day during the next 2 weeks period will I have the highest income?
All of these queries are aggregate queries. Our second major contribution is the devel- opment of a declarative semantics for aggregate queries in GPT databases. Aggregates are of obvious interest in applications such as the above -a government might want to know the total expected wheat production in a given time period, while a manufacturer might want to know which market has the maximum profit margins. Aggregate queries involving temporal probabilistic attributes fall into two general categories. Non-event correlated aggregates (NECA) are aggregates where all tuples in a GPT-relation are treated in "one pass." For example, queries (Q1) and (Q2) above fall into this category. In contrast, an event-correlated aggregate (ECA) is really an "aggregate over an aggregate." Query (Q3) falls into this category because we first need to find, for each day, the expected income for that day (this is an aggregate) and then we need to find the day that maximizes the expected income (which is an aggregate over the previously computed aggregates). Our third major contribution is the development of algorithms to efficiently compute NECA queries and ECA queries on GPT databases. In particular, we should mention that ECA queries can be speeded up by a "pre-aggregate" computation.
Our fourth major contribution is a prototype implementation of our algorithms together with an experimental evaluation showing that our algorithms are very efficient. For instance, a SUM event-correlated aggregate can be computed in about 1.7 seconds over a database of 15,000 events in a disk-resident DB; when the number is increased to 500,000 disk-resident events, this can be done in about 5.1 seconds.
In this paper, we first extend the TP database model of Dekhtyar et. al. [2] to incorporate uncertainty in both the temporal and the data attributes -this is done in Section 2. We then develop a declarative definition of NECA and ECA aggregate queries in Section 4. Section 5 provides algorithms to compute the answers to NECA and ECA queries. Section 6 describes our prototype implementation.
GPT Database Model

Technical preliminaries
This section provides a brief overview of temporal probabilistic databases from [2] . We assume that τ = {1, 2, . . . , N } for some integer N denotes the set of all legal time points -this time is discrete and modeled by the natural numbers. Throughout this paper, we will assume that τ is arbitrary but fixed. We assume the existence of a set of time point variables ranging over τ .
Definition 1 (Temporal constraint).
(i) If t i is a time point variable,op
; we abuse notation and write (t 1 ) instead of (t 1 ∼ t 1 )). (iii) If C 1 and C 2 are temporal constraints then so are (C 1 ∧C 2 ), (C 1 ∨C 2 ) and (¬C 1 ).
We use S τ to denote the set of all temporal constraints. The set sol(C) of solutions of a temporal constraint C is defined in the usual way. For example, sol((12 ∼ 14) ∨ (18 ∼ 23)) = {12, 13, 14, 18, 19, 20, 21, 22, 23}.
Definition 2 (Probability Distribution Function (PDF)). A function
This definition of a PDF is rich enough to capture almost all probability mass functions (e.g. uniform, geometric, binomial, Poisson, etc.) [4] . Furthermore, probability density functions can be approximated by PDFs via a process of quantization.
Definition 3 (TP-case).
The last column of Table 1 shows TP-cases for each of the three events. Consider the first event shown there -the associated TP-case { (10 ∼ 14), (10 ∼ 14) , 0.4, 0.8, u } says that the event with Event Id 1 will be true at some time between 10 and 14 with 40 to 80% probability. In general, C specifies the time points when an event is valid while D specifies the time points over which the PDF δ is applicable. Since sol(C) ⊆ sol(D), it follows that δ assigns a probability to each time point t ∈ sol(C). 
The last column of Table 1 shows TP-cases for each of the three events in that relation. If we eliminate the last column of Table 1 , we would have a P-relation.
Definition 5 (P-tuple). Suppose
[R] = (A 1 , ..., A k ) is a relation scheme in 1NF. A P- tuple over [R] is a k-tuple pt = ( V 1 , f 1 , ..., V k , f k ) where for all i ∈ [1, k], V i ⊆ dom(A i )
GPT relations
In the following, we define a GPT tuple (or event) as a complex structure composed of an unique identifier, its temporal information Γ , and the set of probabilistic data (a P-tuple). For a relation R, we denote by [R] the relation scheme of R.
Definition 6 (GPT tuples and relations).
A general probabilistic temporal tuple over the relation scheme
is a P-tuple and Γ is a TP-case statement. A GPT-relation over R is a finite set of GPT-tuples over R.
Example 1.
The example given in Table 1 is a GPT-relation.
Definition 7 (FP-scheme). Suppose
and L and U are probabilistic attributes where
An FP-scheme resembles a simple relational scheme, but each attribute is "tied" to a probability interval. We now show how a given GPT relation can be "flattened" to an FP-scheme.
Definition 8 (Probabilistic flattening of GPT tuples).
For a given GPT-tuple gpt = (Id, pt, Γ ), where pt = ( V 1 , f 1 , ..., V k , f k ), the probabilistic flattened relation, T P (gpt) of gpt, is given by:
probabilistic flattening of a GPT-relation is the union of the probabilistic flattening of its GPT-tuples.
Intuitively, we can flatten the P-tuple part of a GPT-tuple by taking the cartesian product of all the V i 's. We then append the TP-case part of the P-tuple to each of the resulting tuples to get a flattened GPT-tuple.
Example 2. The probabilistic flattened relation (TP relation) of the event with Id = 1 in Table 1 is shown in Table 2 .
Remark. Each tuple in the probabilistic flattening of an event can be regarded as a TP-tuple. We will call such a tuple an FPT-tuple to emphasize that it was obtained through flattening and therefore its tuple data is an FP-scheme -meaning each data attribute is tied to a probability interval.
We now introduce the notion of a semi-annotated version of an FPT-tuple. This is done by taking each solution of a TP-case associated with that tuple and replacing the TP-case part of the FPT-tuple by that solution. In addition, the probabilities associated with that time point (solution of TP-case constraints) are added to the tuple.
Definition 9 (Semi annotation). Let
Then the semi-annotated relation for f pt, denoted SAN N (f pt), is defined as follows:
, is the union of all semi-annotated relations of its FPT-tuples. Table 3 shows part of the semi-annotated version of the GPT-relation shown in Figure 1 . All operations of the temporal probabilistic algebra proposed in [2] can be extended to GPT-relations. We do not do this here as the focus of this paper is on aggregates which, to our knowledge, have never been defined for temporally indeterminate databases.
Probabilistic context
As we have seen in the previous section, the GPT model represents uncertainty both at the event and tuple data levels. As such, the computation of aggregates requires that we "combine" probability intervals. In other words, if price N Y = 5600 with probability in [.6, .7] and price Bos = 5500 with probability [.1, .1], what is the probability that price N Y + price Bos = 11, 100 ? Clearly, this depends upon the relationship between prices in Boston and NY. If, for example, there are some power plants that can provide power to both Boston and NY, then there should be a correlation in price. On the other hand, if Boston and NY share no common power plants, then the prices are probably independent of each other.
Lakshmanan et. al. [5, 6] have proposed a very general notion of conjunction and disjunction strategies. Given two events e 1 , e 2 , each with probability intervals I 1 , I 2 respectively, they define a conjunction strategy ⊗ to be an associative, commutative function that returns a probability interval I 1 ⊗ I 2 for the conjunction e 1 ∧ e 2 . Conjunction strategies are required to satisfy several other axio that we do not mention here. Disjunction strategies ⊕ do the same for disjunction. They show that these strategies are rich enough to express a wide variety of relationships between events such as independence, ignorance, positive and negative correlations, etc.
We will now define the concept of a probabilistic context that describes in precise terms how probability intervals for data (and temporal) attributes can be combined. For the rest of the paper, let S C be the set of probabilistic conjunctive strategies and S D the set of disjunctive strategies.
A probabilistic context (defined below) associates a conjunction and disjunction strategy with any set of attributes. 
Definition 10. (Probabilistic context) Let
Temporal probabilistic aggregates declarative semantics
In this section, we define the formal semantics for the event and non-event correlated aggregation operators and show how these relate to aggregates on semi-annotated GPT relations. We should note that even though the semantics for event correlated aggregation are based on their semi-annotated counterpart, our implementation computes such aggregates directly on GPT relations. We start off with some simple examples that illustrate the differences between the two types of aggregation. Example 3. Consider the relation shown in Table 1 . We would like to answer the query What is the total expected demand? Let us assume that events are mutually independent (i.e. the independence conjunctive strategy is used for aggregation over the Quantity attribute). Then the result of this query is the value V, f , where V = {310400, 311900, 311100, . . .} and f (310400) = [.15, .392], f (311900) = [.12, .336], f (311100) = [.06, .168], and so on. The TP-cases do not play a role in answering this query. When computing such aggregates, we only need ensure that different values from any single value set of the Quantity attribute are not aggregated. We will denote this type of aggregation non-event correlated aggregation.
Example 4. Let us consider the same relation, but with the query When does the maximum demand occur? One way to answer this query is via the following steps: (i) we find the set of time points T such that each time point in T is a solution to at least one TP-case in the relation; (ii) for each such time point t ∈ T , we add up the value of the Quantity attributes for all events e that have t ∈ sol(e.Γ ); (iii) choose the time point with the largest value for the aggregated attribute.
Step (i) would give us T = {10, 11, 12, 13, 14}. For step (ii), part of the result is shown in Table 4 (a) -again, assuming events are mutually independent. We call this type of aggregation event correlated aggregation.
Note: The reader may also notice that the query for this example actually includes two different aggregates -a SUM and a MAX operator; we use a combination of the two to illustrate why grouping by time points is relevant to the problem. In later sections, we will provide a much more efficient algorithm called ECA-interval that does not require examining each time point that is a solution of a TP-case. An aggregation operator produces a GPT-relation. For non-event correlated aggregation, the temporal attribute can be a simple union of all TP-case statements in gpR and the resulting relation would contain at most one tuple. For event correlated aggregation, gpR ′ may contain multiple tuples, each with its own event ID and set of TP-case statements. If the aggregation is performed over a data attribute in gpR, then gpR ′ would contain one data attribute with the aggregation result. However, if the aggregation is performed over the temporal attribute 3 , gpR ′ will not contain any data attributes. Since aggregation on data attributes is a much more challenging problem, we will focus on such aggregates for the rest of the paper.
Due to the generality of aggregate operators as defined above, we believe an informal classification is in order.
In this paper we focus on base aggregate operators such as SUM, MIN, etc. For notation purposes, for an aggregation operator agg we denote by agg r the corresponding relational aggregation operator. We denote by op agg the corresponding arithmetic operator used to compute agg r . For instance, if agg = SU M , op agg = +. We expect that the binary op agg operator is commutative and associative. Finally, we denote by op * agg the extension of op agg to multisets of real numbers.
Non event correlated aggregation
This section will explore how non-event correlated aggregation can be performed on GPT tuples. As mentioned before, we will consider data tuple aggregates, as temporal data aggregates are straightforward problem.
Definition 12 (Non-event correlated GPT-aggregation). Suppose R is a GPT-relation with probability context ctx(R), A ∈ [R]
be an attribute and agg is an aggregation operator. For each tuple t ∈ R, we denote by V t , f t , the value set and probability function for attribute A. Then, agg(R, A) = def {(Id * , V, f , Γ )}, where:
, where x is the cartesian product operator.
is the extension of ⊕ to sets of probability intervals.
This definition gives a method of computing non-event correlated probabilistic aggregates directly on GPT-relations. The reader may note that the intuition given in Example 3 is formalized here. The corresponding definition for non-event correlated aggregation for semi annotated relations is straightforward.
Example 5. For the GPT relation in Table 1 , we choose ⊗ ctx ({P rice}) to be the independence conjunction strategy and ⊕ ctx ({P rice}) to be the ignorance disjunctive strategy defined in [5] 
The result of the SU M non-event correlated aggregate over the P rice attribute can be found in Table 4 (b).
Event correlated aggregation
We now define event correlated aggregation based on its semi-annotated counterpart. There are several advantages of defining aggregation for GPT relations in terms of its semi-annotated version: (i) correctness (i.e. commutativity with the semi-annotation function) is implied and (ii) the definition is less restrictive as to the form of the resulting GPT relation, which allows for more freedom in choosing an appropriate algorithm. Intuitively, a maximal world for a time point represents a possible combination of values from the value sets for A k . This is conceptually similar to an element in the cartesian product present in Definition 12. Furthermore, a maximal world contains tuples for all possible events that contain such values. For a time point x, a relation R and an attribute A ∈ [R], we denote by W x (R, A) the set of maximal worlds over R and A w.r.t. x. Furthermore, given an aggregate operator agg and its relational counterpart agg r , we denote by agg r (W x (R, A)) = {y|∃ w ∈ W x (R, A) s.t. agg r (w, A) = y}. In short, agg r (W x (R, A)) is the set of all possible values obtainable through relational aggregation through agg r over any maximal world w and the attribute A. Similarly, we define agg −1 r (y, W x (R, A)) = {w ∈ W x (R, A)|agg r (w, A) = y}. 
Definition 13 (World). Let R be a GPT relation and let R ′ = SAN N (R) be its semi-annotated form. Let ctx(R) be the probability context over
R, let A k ∈ [R] be a data attribute in [R] and let [L k , U k ] be the probability interval for A k in R ′ . Suppose x ∈ τ
is a time point. A world for x, R and A k is any subset w of the set
π (Id,eT ime,A k ,L k ,U k ) (σ (eT ime=x) (R ′ )) such that ∀ t 1 , t 2 ∈ w,
Definition 14 (Semi annotated aggregation). Let R be a GPT relation and let R ′ = SAN N (R) be its semi-annotated form. Let ctx(R) be the probability context over
(1) t.Id * is a new, dynamically generated event identifier.
(2) t.eT ime = x and t.A agg k = y. 4 Note that w is a set, therefore duplicate tuples for the values in A k are ignored.
Let be the extension of ⊕ to a multiset of probability intervals and the similar extension of ⊗. For a world w ∈ W x (R, A k ), let w.[L k , U k ] be the multiset of probability intervals that appear in that world. Let 
This definition formalizes the intuition given in Example 4 for the semi-annotated version of the GPT relation. In short, we perform all possible combinations of values in the value set of A k , while grouping them by time point and insuring that two different values from the same value set do not participate in the same aggregate value. We can now define event correlated aggregation for GPT relations. We denote by π −Id the projection operation that selects all attributes of a GPT relation except the event Id. (SAN N (R, A) )).
Definition 15 (Event correlated aggregation). Let R be a GPT relation, let A ∈ [R] be a data attribute in [R]. Let ctx(R) be the probabilistic context over R, let agg be an aggregate operator and let agg F L be its semi-annotated counterpart. The result of the application of agg to attribute A in [R] is a GPT relation that satisfies the following:
π −Id (SAN N (agg(R, A))) = π −Id (agg F L
Algorithms for computing aggregates
Aggregate computation in the GPT model poses a series of new challenges due to the presence of uncertainty both in temporal and regular attributes. Problem 1. NECA aggregation is directly defined on GPT relations. ECA aggregation on the other hand is defined w.r.t. the semi-annotated version of a GPT-relation. However, semi-annotation involves an significant space blowup which we would like to avoid. As such, our algorithms (both for NECA and ECA aggregation) work directly with GPT relations. Problem 2. Let us consider a GPT relation R and an attribute A ∈ [R] such that ∀ t ∈ R, t.A = V t , f t , |V | ≤ c, where c is an arbitrary constant. Let agg be an aggregation operator. According to Definition 12 (for NECA) and Definitions 14 and 15, in the worst case scenario the space complexity of the result would be O(c N ), where N = |R|.
It is obvious that in the case of Problem 2, an exponential complexity (both in space and time) is unacceptable. Furthermore, it is unlikely that a result with a data size exponential in the size of the initial relation would be of any use to an end user. As such, we see two possible scenarios: either the size of the input relation is limited by a selection query (as is usually the case with aggregates on relational data) or aggregate computations are run in sequence, as is the case in Example 4. For the sake of generality, we will assume the existence of a restrict method 5 that restricts the set of values V t that are to be considered for further computation for any tuple t at any intermediate step. We assume the existence of such a method for both event and non-event correlated aggregations.
NECA algorithm
We now present the NECA algorithm for computing non-event correlated aggregates on GPT-relations. The algorithm takes advantage of our earlier assumption that op agg is associative and commutative. Likewise, Lakshmanan et. al. [5] assume that all conjunctive and disjunctive strategies are associative and commutative -something we assume as well.
Algorithm: NECA(R,A,agg,ctx(R)) Input: GPT relation R, attribute A ∈ [R],aggregation operator agg, probabilistic context ctx(R). Output: GPT relation Ragg representing the result of non-event correlated aggregation.
Algorithm: ECA-timepoint(R,A,agg,ctx(R)) Input: GPT relation R, attribute A ∈ [R],aggregation operator agg, probabilistic context ctx(R). Output: GPT relation Ragg representing the result of event correlated aggregation. Notation: (t, L, U ) is the TP-case statement that only contains t as a solution.
′′ .Aagg}; 11. endfor 12. return Ragg; The algorithm performs an incremental computation by analyzing one tuple in the input relation at a time and maintaining an intermediate result. The restrict method is used at each step to restrict the number of values from the intermediate value set that are to be considered further during the computation. As an example if the query planner can determine that a MIN aggregate is to be executed on this result, the restrict method would only select the smallest value computed at each step. Theorem 1 (NECA correctness). The NECA algorithm terminates and the resulting GPT relation is correct w.r.t. Definition 12 when restrict is the identity function. Let us assume that the set returned by the restrict method is bounded by O(r) and the size of the value sets for attribute A are bounded by an arbitrary constant c. 
ECA algorithms
In this section, we present two algorithms to compute ECA aggregates. We remind the reader that even thought the declarative semantic in Definition 15 is based on the semiannotated corresponding aggregate, our methods avoid the space blowup required by semi-annotation and compute aggregates directly on GPT relations. The first algorithm, ECA-timepoint, is a simple method for computing event correlated aggregation. The second algorithm ECA-Interval, is far more efficient.
ECA-timepoint is based on the NECA algorithm. A simple probabilistic flattening of the result of the ECA-timepoint yields the corresponding semi-annotated aggregate. However, as our experiments will show, the ECA-timepoint algorithm is resource consuming both in terms of execution time and space, as the result is dependent on the granularity of temporal information.
The correctness of the ECA-timepoint algorithm follows directly from Definition 15 as the probabilistic flattening of the resulting relation yields the same result as semiannotated aggregation. The complexity of the algorithm is clearly O(|τ |) · O(N ECA), since the for loop on line 6 is run only for events that have t as a solution, while the complexity of the NECA algorithm is higher.
We try to address the disadvantages of ECA-timepoint with the more advanced ECAinterval algorithm which makes use of interval constraints to perform the computation of each aggregate value only once. The ECA-interval algorithm uses a pre-aggregation relation that contains partial information to be included in the result. Simply put, a pre-aggregate is a GPT relation that contains temporal data (Γ ) and an IDS attribute. Each tuple in the pre-aggregate corresponds to a tuple in the result independent of the aggregate operator used. The result will replicate the temporal attribute and aggregate all events whose IDs are in the IDS set 6 . Example 6. For the GPT relation in Table 1 , we choose ⊕ ctx (Γ ) to be the independence disjunction strategy. The pre-aggregate relation for this case is shown in Table  5 . method pre aggregate(R,ctx(R)) Input: GPT relation R, probabilistic context ctx(R). Output: GPT relation P re with attributes Γ and IDS. The IDS attribute contains a set of event IDs that correspond to the TP-case statements in the tuple. Notation: ⊗ = ⊗ctx({Gamma}); ⊕ = ⊕ctx({Gamma}); (t, L, U ) is the TP-case statement that only contains t as a solution.
Comments:
The computeLU method for a time point used here follows the computation of L,U for a time point in line 8 of the ECA-timepoint algorithm 7 . 1. P re ← ∅; 2. for all t ∈ R do 3. Γ ← t.Γ ; 4. for all u ∈ P re do 5.
if
P re ← P re ∪ {Γ ′ , u.IDS ∪ {t.Id}}; 13. goto 4; 14. endfor 15. endif 16. endfor 17. P re ← P re ∪ {(Γ, {t.Id})}; 18. endfor 19. return P re; Algorithm: ECA-interval(R,A,agg,ctx(R)) Input: GPT relation R, attribute A ∈ [R],aggregation operator agg, probabilistic context ctx(R). Output: GPT relation Ragg representing the result of event correlated aggregation.
1. P re ← pre aggregate(R, ctx(R)); 2. for all t ∈ P re do 3. R ′ ← N ECA(σ Id∈t.IDS (R), A, agg, ctx(R)); 4. Ragg ← Ragg ∪ {Id * , t.Γ, R ′ .Aagg}; 5. endfor 6. return Ragg. 
Experimental results
We have developed a 6570 line Java implementation of the algorithms described in this paper. Our experiments were run on a Pentium 4 3.2Ghz machine with 1GB of RAM. The GPT database was built on top of PostgreSQL 8.0. The series of experiments described in this section were run on synthetically generated data with between 14,500 events and 500,000 events, all data being stored on disk. During the experiments we have identified several factors that impact the performance and storage space requirements for our algorithms. Among these were: (i) the data size; (ii) the type of aggregate query -SU M queries are much more expensive than M IN, M AX, COU N T ; this also involves the restrict method bounds; (iii) the "overlapping" factor l -which measures the degree of temporal overlap between events. Strictly speaking, l was computed as an average on the multiset {x|∃ t ∈ τ s.t. ∃ x dif f erent events with t as a solution}.
Impact of Size. We measured the impact of the input relation size on the running time of queries. We fixed the restrict method to select only the maximum value from each value set, similarly to Example 4. The overlapping factor was l ≈ 8.5. We applied a SU M aggregate both in non-event and event correlated manner, plotting the running time for each of the three algorithms. The time taken to construct the pre-aggregate relation was measured independently. Figure 3(a) shows the experimental results. We can easily see that the non-event correlated aggregation is only slightly faster than the ECA-interval algorithm. The reason for this is that in the ECA-interval case, once the pre-aggregated relation is computed, the NECA algorithm is applied to small subsets of the tuples in the input relation, whereas in the NECA case, the algorithm is applied to the whole relation. We can also see that the ECA-interval outperforms the ECA-timepoint algorithm. Moreover, the parallelized version of the ECA-interval algorithm using 40 worker threads is as efficient as the semi-annotated version of the aggregation. Impact of Overlapping Factor. We fixed the input relation size to 255000 events and we measured the impact of the overlapping factor on the relative performance of the ECA-interval and ECA-timepoint algorithms. The NECA algorithm is not affected by these experiments, as it does not consider temporal information in the process of computing an aggregate value. The restrict method was the same as mentioned above. The results in Figure 3(b) show that once the overlapping factor starts to increase, the ECA-interval algorithm slowly tends toward the same running time as ECA-timepoint due to the increased number of single time point constraints in the pre-aggregation relation. However, as the overlapping factor increases over a certain threshold, more events will correspond to the same tuple in the result -since τ is finite, it can only mean the size of the overlapping intervals increases, meaning ECA-interval is much more efficient than ECA-timepoint.
Size of output. We measured the storage space needed for the results of the aggregation. The critical factor here is again the overlapping factor. The NECA algorithm only produces one tuple, and thus is storage space is minimal with a reasonable restrict method -the only variations are due to the representation of a compact union of all temporal information. The overlapping factor was fixed to the same value as in the first set of experiments. The ECA-timepoint is the most inefficient from this point of view, since it stores one tuple for each time point, whereas the ECA-interval algorithm minimizes the storage space for event correlated aggregation. The results can be seen in Figure 4 . 
Related work and conclusions
The business world is full of economic models that are full of uncertainty about supply (of a resource) and demand (for the resource). Supply and demand usually have a temporal aspect to them -supply and demand for sweaters is far greater in the winter months than in the summer. In this paper, we have used a real-world energy model [7] that we have worked on to motivate the need for reasoning about uncertainty in domains where time plays a role. Though there has been a long history of work on uncertainty in databases [8, 5] , the first to recognize the subtle interplay between time and uncertainty were Dyreson and Snodgrass [1] who, in a pioneering paper, laid out a large set of motivating examples and proposed a probabilistic model for temporal data. They extended temporal relational DBMSs to include probabilities about when an event might occur. They proposed an extension of SQL to query such databases and came up with elegant structures to store PDFs. Their work assumed that events were independent. To address this, Dekhtyar et. al. [2] proposed a temporal-probabilistic DB algebra in which they showed how such independence assumptions could be eliminated. The formalisms of both [1, 2] assume that uncertainty occurs only in the temporal attributes. In this paper, our GPT model allows uncertainty to occur both in the temporal attributes, as well as in the data attributes of relations. Our notion of a probabilistic context allows the user to make assumptions about the relationships between events when he asks a query -the GPT data model supports answering queries based on any such probabilistic context.
Our second (and really the primary) contribution focuses on aggregate computations in GPT-databases. Past work on aggregates focused either solely on temporal data [9] [10] [11] or on probabilistic data [12] .
We should add that there has been a long history of work on reasoning about both time and uncertainty in the AI community [13] [14] [15] [16] but none of this work addresses aggregate computation.
In short, in this paper, we have proposed a model for aggregate computation in GPT databases that allows us to represent, for example, the output of statistical models of supply and demand in a database and then to process all kinds of interesting aggregate queries. Our algorithms have all been implemented and work very efficiently.
