In this paper, we investigate an evolutionary approach to solve the multi-objective dynamic facility layout problem (FLP) under uncertainty that presents the layout as a set of Pareto-optimal solutions. Research examining the dynamic FLP usually assumes that data for each time period are deterministic and known with certainty. However, production uncertainty is one of the most challenging aspects in today's manufacturing environments.
Introduction
The FLP is the determination of the most efficient physical arrangement of a number of interacting facilities on the factory floor of a manufacturing system in order to meet one or more objectives. A facility is an entity that assists in completing one dedicated task. For example, such a facility may be a department, a machine tool, a work center, a manufacturing cell, a machine shop, or a warehouse [14] . Layout planning in a manufacturing company is an important economical consideration. A good layout will help the company improve its business performance while reducing up to 50% of the total operating expenses [18, 19, 27] ; conversely, a poor layout can add as much as 36% to the costs associated with material handling [2] . Estimates suggest that more than $250 billion is spent annually on facility layout planning and re-planning in the United States alone [1] . Historically, most of the research conducted on the FLP has been considered a static case, where the quantitative objectives such as material flows between facilities or the qualitative objectives such as closeness relationships among facilities are assumed to be invariant over time [17, 20] . However, in today's real-world scenario, manufacturing facilities must operate in a dynamic and market-driven environment in which production rates and production mixes must continuously adapt. Layouts are constantly changing in response to customers' demands for changes in product designs and functionalities, to keep pace with technological innovations, or because of an increase or decrease in throughput volume. Therefore, an existing layout may be completely unreliable in terms of yielding improved productivity. This in turn can necessitate layout rearrangement during the planning horizon to maintain full effectiveness. The dynamic FLP addresses these situations effectively by taking into account such changes in parameters for the planning horizon and the cost of rearranging a layout. Though the dynamic FLP is more relevant than the static FLP in the present-day business operating environment, often the research in this area is focused on forecasting. Costs, demands, travel times, and other relevant parameters for each time period of the classic dynamic FLP are based on forecasts  they are deterministic and known in advance. However, facility location decisions are frequently long-term in nature, during which time the environment in which facilities operate may change substantially. Referring to the current volatile manufacturing paradigms, it is evident that noticeable amounts of variation are induced by the introduction of new products and/or removal of existing products in the planning horizon under evaluation. Variations in customer demands and requirements also induce changes in demand and specifications of the products, which in turn provoke the modification of layouts. Parameter estimates may be inaccurate due to poor measurement as well. In fact, in today's constantly changing business environments, product life cycles are short, and product demand and mix can change quickly. On average, 40% of a company's sales come from new products [4] . Consequently, there may be considerable uncertainty regarding the relevant parameters for each period of the planning horizon which are required to make the location decision. Radical layout changes occur frequently and, therefore, management should take this into account in its forward planning [16] . These changes not only intensify the effect of existing factors but also create a high amount of uncertainty. Since forecasts generally contain errors, all the parameters of the classic FLP may be highly uncertain. As a result, the biggest difficulty in the dynamic FLP has been to estimate future production patterns and condense them into a few discrete scenarios [16] . In recent years, uncertainty has become particularly important as competitive market pressures increasingly create the need for improved forecast accuracy. This has made the development of methods for solving the dynamic FLP under uncertainty a high priority for researchers. The FLP is a computationally difficult task. It is one of the classic computer science problems and has been shown to be NP-hard [21] . In an n-facility, t-period dynamic FLP, the maximum number of different layouts is (n!) t . Thus, we would have to evaluate 1 93 × 10 14 possibilities for even just a 6-facility, 5-period problem. The inherent difficulty of the FLP is in the large number of combinations of facilities that is representative of practical production systems. In addition, attempts to evaluate exhaustively each pattern are impracticable. As a result, no known polynomial time algorithm can optimally solve this problem [21] . Since exact approaches are often found not to be suitable for large FLPs, researchers have relied on near-optimal heuristics and meta-heuristics for searching through the huge search space. A comprehensive review of these approaches is available in [12] . Among these approaches, the genetic algorithm (GA) has found wide application in research intended to solve the FLP. The basic characteristic of GA that makes it attractive in developing near-optimal solutions is that it uses inherently parallel search techniques. Consequently, GA has been successful in obtaining near-optimal solutions to many different combinatorial optimization problems. Generally speaking, GA outperforms other heuristic methods due to its capability to generate feasible solutions in a minimum amount of time [12, 15, 18, 19] . Researchers have been developing a large number of dynamic FLP approaches for several decades, recognizing their importance. Comprehensive surveys are found in [1, 12, 24] . However, most of the research conducted in this field has concerned a single objective: either the qualitative or the quantitative goodness of the layout. By contrast, real-life layout problems are multi-objective by nature. Both quantitative (distance-based) and qualitative (adjacency-based) objectives must be considered simultaneously before arriving at any conclusion. A layout that is optimal with respect to a certain given criterion might be a poor candidate when another criterion is paramount. In general, minimization of the total material handling (MH) costs is often used as the optimization criterion in the FLP. However, the closeness
Problem formulation
Traditionally the FLP has been presented as a Quadratic Assignment Problem (QAP), which assigns n equal area facilities to n locations with the constraint that each facility is restricted to one location and one facility should choose only one location. In a very general QAP form, the dynamic FLP can be formulated as an extension of the static FLP by selecting a static layout for each period and then deciding whether to change to a different layout in the next period or not. If rearrangement cost were negligible, the optimal solution would be the combination of the optimal static layout for each period of the planning horizon. In reality, rearrangement incurs costs. Since the total cost is calculated based on the entire planning horizon, the layout for each period influences the layouts for other periods. Figure 1 presents a 3 × 3 dynamic FLP instance with 9-facility and 3-time period. In this example, facilities 2 5 8 6 9 1 4 3 and 7 are assigned to locations 1 2 3 4 5 6 7 8 and 9 respectively in period 1, and so on. We use the total MH cost as the first fitness function which is based on the quantitative model. The second fitness function, the CR score, is based on the qualitative model. The aim of the first fitness function is to minimize the sum of the layout rearrangement cost (first term) and the MH costs (second term) over the planning horizon (Eq. 1). The second fitness function (Eq. 2) is subject to maximization of the adjacency requirement based on closeness ranking value. Since the rearrangement cost is calculated in the first fitness function, it is not included in the second fitness function for the same chromosome. These functions can be expressed by the following mathematical models:
(1)
Subject to
X = 1 ; if facility i is at location j in period t 0 ; otherwise (6) Y = 1 ; if facility i is shifted from location j to l in period t 0 ; otherwise (7) W = ; if locations j and l are neighbors 0 ; otherwise (8) Where, i, k are facilities; j, l are locations in the layout; A is the fixed cost for shifting facility i from location j to l in period t (where A = 0); is the flow cost for unit distance from facility i to k in period t; is the distance from location j to l in period t; is the closeness ranking value when facilities i and k are neighbors with common boundary; N is the total number of facilities in the layout; and P is the total the number of periods for the planning horizon. The closeness ranking for the second objective follows the pattern: absolutely necessary = 6, essentially important = 5, important = 4, ordinary = 3, un-important = 2, and undesirable = 1.
Proposed approach

Chromosome representation
To apply GA, we need to represent the layout in terms of chromosomes. The initial population is generated randomly, and we consider a form of direct representation for chromosomes. The solution is represented as a string of integers of length N×P, where N is the total number of facilities, and P is the number of periods. The chromosomes are encoded as ( 11 12 13 1N ) ( 21 22 
Crossover and mutation
In this approach, we applied a single point crossover operation. For keeping the chromosomes valid after the operation, some repair operations are required to remove any duplication or absence of facilities. These repair operations are required if the crossover point is within the genes of a particular period. However, no repair operation is necessary when the crossover point is the last gene of any chromosome. In the repairing process, first we find and list the duplicate facilities in that particular period according to the occurrence in the chromosome. Then, we check whether any facilities are missing in that period starting from the first to the last gene of the same period. After that we replace the list of the duplicate facilities with facilities that are missing. For mutation, we use swap mutation with the restriction that two genes are chosen randomly from the same time period. As a result, the resulting chromosome is legal and no further repair is required.
Modified backward pass pair-wise heuristic
The heuristic used in this work is influenced by Urban [28] . He developed a steepest-descent pair-wise interchange heuristic to solve the dynamic FLP. The main idea was to use forecast windows for solving the dynamic FLP. The forecast window is the number of periods being considered when the pair-wise exchange is performed. The idea behind this technique is to allow a layout to be used for any given block of periods, to avoid rearrangement costs. This heuristic first analyzes the layout at each period as a static FLP. The length of the forecast windows, m, varies between 1 and the number of time periods. When m = 1, the flow data for time period 1 is used to improve the given initial layout. This improved layout along with the flow data for period 2 is used to obtain the layout for period 2. After obtaining a layout for each period in the planning horizon, m is set to 2. Similarly, for m = 2, the flow data for time periods 1 and 2 are combined to improve the layout for time period 1. The flow data for time periods 2 and 3 are used to obtain a layout for time period 2 and so on. Interested readers are referred to [4, 28] for the details. However, this heuristic is forward pass in nature. Once a layout for a period is determined, it is never changed in subsequent periods. Thus the quality of the layout in a later period depends on the quality of the preceding layouts greatly. An improvement that works backward to search for better solutions was proposed in [1, 4] to remove this drawback. In this technique, a backward pass pair-wise exchange from the final solutions is performed for each value of m. ¿ Dynamic facility layout problem under uncertainty: a Pareto-optimality based multi-objective evolutionary approach Algorithm 1 Backward pass pair-wise exchange heuristic set F 1 1 = MH cost for the current chromosome set F 1 2 = CR score for the current chromosome for = P down to 1 do 
In this work, we employed an extended backward pass approach with modified pair-wise exchange for the multi-objective dynamic FLP by incorporating the domination strategy [11] . Unlike Urban [28] , we only employed backward pass pairwise exchange. According to the GA theory, the final solution should be optimal after completing the evolutionary cycle [11] . Existing experimental results also justify this claim [12, 15, 18, 19, 21, 29] . Therefore, employing the pair-wise exchange for forward pass is nothing but misusage of computational time and effort. In pair-wise exchange, a large number of comparisons are also required. An N-facility layout has N C 2 possible pairs. And for large FLPs with long planning horizons, this number will be huge. We also employed a new pair-wise exchange procedure in place of comparing every gene of a chromosome as suggested by both Urban [28] and the improved version by Balakrishnan et al. [4] . Since the final layout is almost optimal, we only compare the genes with a common boundary and exchange them if it provides any improvement in the objectives. As discussed early, it will also save computational time and effort. Finally, we employed a domination strategy [11] to decide when to perform the pair-wise exchange. This is necessary because we are dealing with multiple objectives and all the previous pair-wise exchange procedures were proposed for single objective only. Throughout this paper, we assume that the reader has some familiarity with the concept of domination. Here we briefly discuss the concept just as an introduction. This concept is used to attain a set of trade-off solutions in MOOPs. For a given finite set of solutions, we need to perform pair-wise comparisons to find out which solutions dominate and which are dominated by each other. In a MOOP, a solution is said to dominate another solution if the first solution is no worse than the second solution in all objectives and the first solution is strictly better than the second in at least one objective. The reader is referred to [11] for the details. The general outline of our proposed pair-wise exchange heuristic for the multi-objective dynamic FLP is given in Algorithm 1. Here, P and N denote the number of periods in the planning horizon and the number of facilities, respectively.
Test setup
The proposed approach is tested using problems that consisted of 6, 12, 15 and 30 facilities. There is no benchmark dataset published for the combined areas of the dynamic FLP and the multi-objective FLP under uncertainty as of now. In [21] , the authors proposed a data set for the multi-objective dynamic FLP (PMDFLP). It is designed for deterministic environments and not for uncertain environments. To the best of our knowledge, it is the only available literature in these combined fields with the exception of weighted-sum method. We have extended these data sets for uncertainty. We have discussed this extension below. This data set is composed of 6 and 12 facilities with 3 and 5 time periods for each. Each type has four instances. To test the effectiveness of our proposed approach for varying size layouts and over varying size planning horizons, we also utilize test problems consisting of 15 and 30 facilities adopted from [3] . This data set is divided into four types with 5 and 10 time periods for each. Additionally each type has eight instances. Unfortunately, this data set is designed for deterministic environments with only a single objective (MH cost). As a result, we have created CR scores for these data sets and extended them for uncertainty. In order to extend the data set, we followed the assumptions proposed in [1] . We assumed that the material flow and CR score between each pair of facilities were subject to a negative, zero or positive forecast error with equal probability (one-third). This allowed us to establish the cost of this uncertainty in an unbiased manner. This can be justified for two reasons. Firstly, the assumption of positive and negative errors is consistent with unbiased forecasting to provide both types of errors consistently. Secondly, the equal probability of increase or decrease by the same value ensured that the overall material flow and CR scores would remain approximately the same as without the forecast uncertainty. It is natural that that the forecast error would increase further into the future [5] . However, the data for period 1 was quite accurate since it was in the immediate future. The material flow between each pair of facilities was assumed to be one-third of the negative, zero or positive forecast error with equal probability. Therefore, an increase in forecast error for material flow per period would be −3%, 0% or +3%. So the error possibility for period 2 was −3%, 0% or +3%, −6%, 0% or +6% for period 3 all the way to −27%, 0% or +27% for period 10 (in the case of the 10 period planning horizons). On the other hand, the range of closeness ranking was from 1 to 6. For this reason, it was not possible to assume the same amount (one-third) of negative, zero or positive forecast error with equal probability in the CR score like the material flow. We set a fixed forecast error for the CR score per period as −1, 0 or +1 for every period of the planning horizon with period up to 5, and after that −2, 0 or +2 for every period with period up to 10. The experiments are run using the non-dominated sorting genetic algorithm-2 (NSGA-2) [11] as the multi-objective GA with tournament selection (tournament size of 2) and a population of 200 chromosomes and 400 generations for problems with up to 15 facilities, and 400 chromosomes and 1000 generations for problems with more than 15 facilities. The crossover probability is 0 9, and the mutation probability is 0 3. The crowding-distance assignment and the nondominated sorting strategy to achieve the elitisms for the next generation are the same as in NSGA-2. Each benchmark problem is tested 30 times with different seeds. Then each of the final generations is combined and a non-dominated sorting is performed to constitute the final non-dominated solutions.
Computational results
To evaluate the efficiency of the proposed approach, the results are compared to the multi-objective dynamic FLP approach without uncertainty [20, 21] . This also gives an idea about whether algorithms that work well under deterministic environment will perform just as well under uncertainty. In addition to this, we would like to test the effect of our proposed modified pair-wise exchange heuristic for the multi-objective dynamic FLP. For this reason, we also perform experiments with our proposed approach under uncertainty with and without the heuristic. However, when dealing with MOOPs, there are several reasons why a qualitative assessment of results becomes difficult [8] . The initial problem is that MOOPs do not try to find one optimal solution but all the trade-off solutions. Also, the stochastic nature of evolutionary algorithms makes it necessary to perform several runs to assess their performances. There are two distinct goals in MOOPs  finding a set of solutions as close as possible to the Pareto-optimal front and as diverse as possible. Since the goal of multi-objective optimization itself consists of multiple objectives, the definition of quality is substantially more complex than for single objective optimization problems. Thus, the results have to be validated using statistical analysis tools. For the same reason, the quality of multi-objective optimization is often difficult to define precisely by any single performance metric. To analyze the performance the multi-objective dynamic ¿ ½ layouts, two metrics have been applied  Pareto ratio (PR) [9] and Space (S) [23] . PR is related to the convergence measurement. It varies from 0 to 1 and the ideal value of a population is 1. The metric S is used to measure the diversity of the non-dominated solutions. As long as the spread is uniform within the range of solutions obtained, this metric produces a small value. We choose these two matrices because they do not require the prior knowledge of the actual Pareto-front which is not available for the test problems. The results reported in Table 1 illustrates the comparison between the proposed approach with uncertainty and the deterministic multi-objective dynamic FLP approach [21] . This table also shows the results of the proposed approach combined with backward pass to investigate the effect of the proposed backward pass heuristic for the multi-objective FLP. To calculate the cost of the forecast uncertainty, we find the difference in the objectives of layouts using actual (fixed) flow & CR data and forecasted (uncertain) flow & CR data. The details can be found in [1] . Since, MH cost is subject to minimization, the additional cost (more than 100%) is the worst case cost of the forecast error. Conversely, the additional cost is the best case cost of the forecast error in the case of CR score which is subject to maximization. In 12 of the 16 problems (6 & 12 facility with 3 & 5 period combinations), the MH cost increased due to uncertainty. While in the other 3 problems, the cost actually decreased, and the remaining 1 is the same. On the other side, for CR score, 8 of the 16 problems of the same combination find new maximized value. In 5 cases, the CR score is lower and it is the same for the remaining 3 problems in comparison to the approach with deterministic(fixed) value. Considering both MH cost and CR score, no significant differences for uncertainty are found for the proposed approach without backward pass. While comparing the results of the proposed approach using backward pass to the approach using fixed value, the backward pass approach works better. In the same 16 problems, MH cost is increased for 8 problems, and it is the same for 2 problems. At the other end, CR is lower for only 3 problems, better for 11 problems, and the same in 2 cases. The two proposed approaches perform quite well for both objectives, particularly, in regards to the CR score. However, for the MH cost, the maximum additional cost due to uncertainty is only 0 98% without backward pass and 0 56% with backward pass. Table 2 compares the results of the proposed approaches with and without backward pass against the deterministic approach [20] for larger problems (15 & 30 facility with 5 & 10 period combinations). Note that, the fixed approach [20] utilizes data for a single objective (MH cost) only. In the 32 problems of these combinations, the approach without backward pass requires additional MH cost for 21 problems, while the other 11 problems it finds lower MH cost using uncertain flow. Still, the cost difference is minor, usually less than 0 50% and only for 3 problems it is more than 1%. As before, the results are more satisfactory while using backward pass. This approach requires additional MH cost in only 10 of the 32 problems. For the remaining 22 problems, it finds lower cost. Again, the cost differences are minor, as much as 1 83% in the worst case. Since there is no published CR scores for these data sets, we could not compare the performances of our proposed approaches against the fixed and deterministic approach in the case of the CR score. Then again, if we compare between the approaches with and without backward pass, we can find that the backward pass Figures 3, 4 and 5 also illustrate these explanations. In Figure 3 , the non-dominated solutions of the final generation produced by the proposed approaches for P4 and P16 are presented to illustrate the convergence and diversity of the solutions. It is worthwhile to mention that in all cases, many of the final solutions are Pareto-optimal. The value of PR metric for each problem mentioned in Tables 1 and 2 also indicate this phenomenon. In the figures, the occurrences of the same non-dominated solutions are plotted only once. From these Figures, it can be observed that the final solutions for all approaches, particularly with the backward pass heuristic, are well spread and convergent. It can be further justified by the values of S and PR as specified in Tables 1 and 2 . And for this reason, the proposed approaches are capable of finding extreme solutions. Thus, they provide a wide range of alternative layout choices for the designers. Figures 4 and 5 demonstrate the convergence behavior of the proposed approaches over generations. These figures also justify that our proposed approaches clearly optimize both of the objectives with generations. From the figures, it can be found that from first generations to last generations, the proposed approaches are able to optimize both MH cost (minimize) and CR score (maximize) successfully. In summary, our experiments clearly show that forecast uncertainty may not significantly affect the performance of algorithms and it is difficult to identify an algorithm that performs well under fixed and uncertain situations. Further, it appears that in some cases uncertainty may be beneficial due to unbiased forecasts. It is also apparent from the experimental results that the application of the backward pass heuristic increases the effectiveness of the approach, as well as the quality of the final Pareto-optimal layouts.
Conclusion
Forecast uncertainty has consistently been a critical capability for layout planning. A considerable amount of research has been done in the dynamic FLP over the last few decades. Still, the biggest difficulty in the dynamic FLP has been to estimate future production patterns, particularly for multiple objectives to better reflect the real-world scenarios. This paper presents an evolutionary approach for solving the multi-objective dynamic FLP under uncertainty using Pareto-optimality to investigate the effect of forecast uncertainty on the effectiveness of such algorithms. In addition, we have proposed a backward pass heuristic approach for the multi-objective dynamic FLP under uncertainty as an improvement to Urban's pair-wise exchange procedure. Our results indicate no significant differences when compared to previous studies that used fixed and deterministic values. At the same time, the study also confirms that combining this approach with backward pass heuristic helps not only to improve the near-optimal solutions, but also to generate final Pareto-optimal layouts with better convergence and diversity.
