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　1．まえがき
　パス故障の迅速な復旧は通信網の高信頼化・高安定化の
ための重要な課題の一つである。ATM（Asynchronous
Transfer　Mode）網などの高速・広帯域通信網においては、
バーチャルパス（VP：Virtual　Path）を網の管理・運用の
ベースとしており、パス故障の復旧に関してもバーチャル
パスの概念に基づいた復旧処理が行われる。バーチャルパ
スは、その経路の設定と容量の確保とを分離して行うこと
ができるという特長をもっている。従って、パス故障が発
生していない平常時には各パスごとの復旧用の容量が確保
されていることは必ずしも必要ではなく（復旧用の経路の
みを設定しておくことは可能）、復旧用の容量は故障発生
後の復旧処理の一環として確保されるという扱いも可能で
ある。各パスごとの復旧用の経路については、故障発生後
に経路探索を行って設定する方法もあり、また平常時から
あらかじめ設定しておく方法もある。　　　　　　　　　’
　バーチャルパスのこのような特長を生かしたパス故障の
復旧方式としては、分散制御技術を用いて復旧用の切換経
路を自律的に探索するSelf　Heali㎎（SH）方式〔1］がある。
SH方式のなかでも、切換パス事前設定型方式［2］は切換
パスをあらかじめ設定しておくので、切換パスの経路探索
処理の簡易化ならびに容量確保時間の低減を図ることがで
きる。一方、故障発生時における故障復旧パスの探索およ
び確保を原理的に不要とし、故障復旧処理の簡易化ならび
に復旧処理時間の一層の低減を図るため、複数のパス間に
またがる誤り訂正符号化を適用して、受信側のみの処理で
故障パスのデータを復元するDiversity　Coding（DC）方
式が提案されている［3］一［7］。
　DC方式の適用にあたっては、故障復旧用の予備パス総
量の増加を避けるため、送信ノード相互間距離および受信
ノード相互間距離が、送受信ノード間距離に比べて短いこ
とが必要であるなどの点で、網内の送受信ノードの配置に
制約がある［3］一［4］。この制約を緩和するためには、網全
体の常用パス群をDC方式に適する複数個の部分網に分
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割する構成が有効である［5］一［8〕．
　本論文では、まずDC方式の基本構成、部分網の構成法、
DC方式における故障復旧処理について述べる。また、　DC
方式とSH方式の各々の特長を生かして共存させる混在網
（HY：Hybrid）を提案するとともに、　DC網およびHY網
に関する故障復1日性能を評価する〔10］。
　2．DC方式の基本構成
　2．1　方式の基本的特徴
　DC方式は、図1に示すように複数の送受信ノード間で
情報転送を行う網において、これらの複数のパス間にまた
がる誤り訂正符号化を適用する。パス故障の際には該当す
る受信ノードでパス故障を検出し、非故障常用パス（故障
していない常用パス）のデータとパリティパスのデータを
用いて、デコーダノードにおいて故障パスのデータを復元
し、故障復旧を行う［3］一［4］。故障回復のための処理は受
信ノード間のみで行われ、送受信ノード間での処理メッセ
ージの転送は必要ないので故障復旧時間が短縮される［3］一
［4］。
　2．2．適用符号
　DC方式においては、故障パスデータの復元のため複数
の常用パスの間にまたがる誤り訂正符号化を用いる。この
符号化の際に、常用パス（複数）のデータは適用符号の情
報シンボルとして扱われ、パリティパスのデータは適用符
号の検査シンボルとして扱われる．すなわち、適用符号は
組織符号であり、さらに符号化・復号化処理の容易な線形
ブロック符号とする。
　故障パス（FP：Failed　Path）のデータ復元には適用符
号の訂正能力を最大限に活用するため消失訂正を用いる。
すなわち、故障パス（FP）のデータを消失として扱い、こ
れに対応する受信データの部分を“al10”に置換してから
復号処理を行って、故障パスのデータを復元する。
　パス容量の設定にあたっては、基準となる容量（以下で
は、基準容量と呼ぶ）COを定め、全てのパスの容量は基
準容量α）の整数倍に設定するものとする。この基準容量
COは、符号化・復号化の際の処理の単位としても用いる
　こととする。すなわち、基準容量CDのデータを適用符号
　の1シンボルに対応させる。
　　網内の各リンクへの収容パス容量の最大値をN・CO／
　リンク（N：整数）とし、1重リンク故障（1つのリンク
　が全断となる故障）の復旧を前提とする。リンク故障時に
　復元すべきパスの容量は最大でN・α）であり、基準容
　量COのN倍となる。この結果、復元すべきシンボル数
　は最大でNシンポルとなるので、最小距離が（N＋1）シ
　ンボルの最大距離分離符号を用いれば、消失訂正により故
　障パスのデータを完全に復元できる。従って、検査シンボ
　ル数が1＞のReed－SolomQn符号を用いる．但し、必要
　に応じて符号の短縮化またはパンクチャド符号化
（Punctured　Codi㎎）を行って、情報シンボル数と検査
シンボル数を所要の値に設定する。
　送信側における符号化の際には、各パス（各々の常用バ
スおよびパリティパス）は、予め定められた一定の時間ご
とに、その時間内に含まれるデータをブロック化して符号
化マトリクスを構成する〔4］。符号化マトリクスの横方向
のデータは各パスごとの時間軸方向に対応し、符号化マト
リクスの縦方向のデータはパス間にまたがる空間軸方向に
対応する。前記した故障パスデータ復元用の適用符号は、
この符号化マトリクスの縦方向に適用される。符号化マト
リクスには、作成された順に番号（符号化マトリクス番号）
を付与する。この符号化マトリクス番号は、各バスごとに
符号化マトリクスの境界位置に挿入される制御情報チャネ
ルにより受信側に転送される。受信側における復号化の際
には、制御情報チャネルにより転送された符号化マトリク
ス番号を参照して、各パスごとに同一の符号化マトリクス
番号のデータを対応させる．このようにして、送信側と受
信側の符号化データの対応を確定する。
　2．3　コーデックの設置形態
　図1のように複数個の送信ノードと複数個の受信ノード
からなる網において、送受信ノードのうちの各1ノードず
つを、それぞれMain　Coder　Node（MCN）、Main
Decoder　Node（MDN）とする。他の送受信ノードは、　Sub
Coder　Node（SCN）、Sub　Decoder　Node（SDN）と呼
ぶ。コーデック（Codec）の設置形態には、集中型（図1
（a））と分散型（図1（b））とがある。ノード間でのパリテ
　ィパス関連の転送データの概要を表1に示す。
　　2．3．1　集中型
　　集中型では、MCNおよびMDNのみにおいて集中的に
　符号化および復号化を行う。SCNおよびSDNは、　MCN
　およびMDNとの間で直接に送信データ（Transmit　Data）、
　受信データ　（Receive　Data）および復元データ
　（Recovered　Data）の転送を行う。
　　MCNでは、　SCN→MCN方向のサプパリティパスを通
　して各SCNから転送されてきたTransmit　Dataと、
　MCNにおいて新たに発生するTransmit　Dataを用いて
　パリティデータ（Parity　Data）を作成し、メインパリテ
　ィパスを通してMDNに転送する。　MDNでは、　MCNか
　ら転送されてきたParity　Dataと、各SDNから転送さ
　れてきたReceive　DataおよびMDNに直接に受信され
　る　Receive　Dataを用いてシンドロームデータ
　（Syndrome　Data）を作成し、次にそのSyndrome　Data
　に基づいて故障パスのデータを復元する．復元された
　Recovered　Data　は、　MDN→SDN方向のサブパリティ
　パスを通してパス故障を検出したノードに転送される。
　　2．3．2　分散型
　　分散型では、各々の送信ノード問および受信ノード間は
　それぞれ相互に接続され、分散的に符号化および復号化を
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行う。送信側では、各SCNは当該ノードのみに関連する
部分的なチェックシンボルデータ（Check　Symbol　Data）
を作成し、前段のSCNからサブパリティパスを通して送
られてきたサブパリティデータ（Sub　Parity　Data）に加
算して、これをSCN→MCN方向のサプパリティパスを
通して次段のノードに転送する。受信側では、各SDNは
当該ノードにみに関連する部分的なSyndrome　Dataを
作成し、前段のSDNからサプパリティパスを通して送ら
れてきたSub　Parity　Dataに加算して、これをSDN→
MDN方向のサブパリティパスを通して次段のノードに転
送する。
　各々のSCNあるいはSDNにおいて、自ノードのみに
関連する部分的なCheck　Symbol　Dataあるいは
Syndrome　Dataを、前段のSCNあるいはSDNからサ
プパリティパスを通して送られてきたSub　Parity　Data
に加算して、次段のノードに転送するSub　Parity　Dataを
作成するのは、線形符号を前提としているためである。
　MCNでは、最終的なParity　Dataを作成し、メイン
パリティパスを通してMDNに転送する。　MDNでは、最
終的なSyndrome　Dataを作成し、次にその最終的な
Syndrome　Dataに基づいて故障パスのデータを復元す
る。復元されたRecovered　Dataは、　MDN→SDN方向
のサブパリティパスを通してパス故障を検出したノードに
転送される。
　2，3．3Codec設置形態の比較
　集中型および分散型いずれの形態でも、MDNで故障パ
スの復元データを得る際に消失訂正を行うため、各受信ノ
ードはパス故障を検出すると、その故障パス番号（FPN：
Failed　Path　Number）を補助情報（Side　Information）
としてMDNに転送する。このSide　Informationの容
量は、SDNからMDNへ転送されるReceive　Data（集中
型のとき）あるいはSyndrome　Data（分散型のとき）
の容量に比べて十分に少ないので、Side　Informationの
転送による受信側のサプパリティパスの容量増加は、ほと
んど無視できる。
　Codecへの適用符号としては、符号化効率向上のため
情報シンボル数より検査シンボル数のほうが少ない符号が
望ましい。この条件を考慮すると、Transmit　Dataある
いはReceive　Dataの容量よりもCheck　Symbol　Data
あるいはSyndrome　Dataの容量のほうが少なくなる。
したがって、分散型のほうが集中型より、サブパリティパ
スの容量が少なくなる。
　集中型ではMCNおよびMDNのみで符号化および復号
化を行うが、分散型ではさらに各々のSCNおよびSDN
を含めた全てのノードで符号化および復号化を行う。した
がって、符号化および復号化の処理に伴う遅延時間に関し
ては、分散型のほうが集中型より若干大きくなる。
　3．部分網の構成
　3，1　DC方式に適した網形態
　DC方式においては、送受信ノード間距離が送信ノード
間距離および受信ノード間距離に比べて相対的に長いほど、
パリティパスの総量（パスの距離を考慮した延べ容量）が
相対的に少なく、本方式の網形態として適する［3H4］。
しかし、このような条件が満たされない網形態では、パリ
ティパスの総量が増加する。したがって、送受信ノードの
配置に制約を設けない一般的な網においては、DC方式の
基本構成のみでは十分な対応ができないことが想定される。
本論文では、DC方式の適用領域を拡大し、送受信ノード
の配置に制約のない一般的な常用パス群にも、DC方式を
適用することを目的として、与えられた常用バス群をDC
方式に適する網形態をもつ複数個の部分網に分割する［5］一
［8］。
　3．2　常用パス群の部分網への分割
　3．2．1網分割のアルゴリズム
　網全体の常用パス群のなかから、DC方式に適した部分
網を順次切り出して、各部分網にDC方式を適用する。DC
方式には不適と判定された残りの部分網には、従来の切換
パス事前設定型のSH方式［2〕（以下、単にSH方式と呼
ぶ）を適用する。図2に網分割の流れ図を示す。
　3．2．2　部分網構成指標
　与えられた網全体の常用パス群のなかから部分網の候補
となる常用パスの部分集合を選択する。この部分集合に対
して、常用パスの総距離をHW、送信側のサブパリーティ
パスの総距離をHTT、受信側のサプパリティパスの総距
離をHRR、メインパリティパスの総距離をHTRとする。
パスの総距離はパスの延べ距離を意味し、距離は網内のリ
ンクに沿った距離とする。これを用いて、当該部分網に対
する部分網構成指標Rを次式により定義する。
　R＝（HTT＋HRR＋HTR）／（HW＋HTT＋HRR＋HTR）
　　　　　　　　　　　　　　　　　　　　　　　（1）
　このRの値は、当該部分網全体のパス総距離に対するパ
リティパス総距離の比率を表す。パリティパスは、DC方
式に固有のパスであり、その比率が少ないほど、当該部分
網に対するパス総量の増加が抑制される。従って、上記の
Rの値により、各部分網へのDC方式の適用可否を判断
することができる。本論文では、Rとその基準値㎜と
の大小関係により、当該部分網に対するDC方式の適用
可否を次のように判定する。
　R≦即　のとき　DC方式を適用する
　R＞即　のとき　SH方式を適用する
　3．2．3　部分網構成指標基準値の設定法
　部分網構成指標Rの基準値㎜は、部分網の予備容量
率Cを考慮して定める。常用パス総量をCW、バリティ
パス総量をCPとして、予備容量率Cは次式で定義するv
但し、パス総量はパスの距離を考慮した延べ容量（容量×
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距離の総計）である。
　C＝CP／（CW〔＋CP｝　　　　　　　　　　　　　　　　　　（2）
　予備容量率Cの値は、他のSH方式［2］等における値
を参照するとO．5～0．6程度以下が望ましい。本論文では、
シミュレーションにより、RとCとの関係を評価し、そ
の結果に基づいて部分網構成指標基準値moの値を設定
する。即の値の具体的設定については、，6。3．2に述べる。
　4．部分網間での予備パスの共用
　4．1　予備パスの共用形態
　DC方式においては、予備容量率の増加を抑制するため、
前記したように網全体の常用パス群を複数個の部分網に分
割し、各部分網にDC方式を適用する。本章では、網全体
の予備容量率の一層の低減を図るために、図3に示すよう
に複数の部分網間でメインパリティパスを部分的に共用す
る構成を提案する［8］。但し、図3は図示の簡単化のため、
部分網が2つ（DC＃1とDC＃2）の場合を示した。メイ
ンパリティパスの共用部分は、パス故障がない平常時には
各部分網に対してパス経路のみが設定されており、故障発
生後に各部分網からの確保要求に基づいて、そのつど必要
最小限の容量が確保される。
　DC方式において予備パスを共用する形態では、図3に
示すように、メインパリティパスは各部分網の専用区間（送
信側専用区間および受信側専用区間）と部分網間の共用区
間とに分割される。送信側専用区間には、網内の全てのリ
ンクのうちいずれか1つが断（1重リンク故障）となった
際に当該部分網で必要となるパリティパス容量の最大値を
設定し、当該部分網のParity　Dataを常時流しておく。
共用区間の容量としては、網内の全ての1重リンク故障に
対して、各部分網で必要となるパリティパス容量の合計の
最大値を設定する。故障発生時には、パリティパス共用区
間の入口においてParity　Dataのなかからそのつど必要
な最小限の部分を切り出して使用する。すなわち、復旧す
べき故障モードに対して故障復旧に寄与しない部分を削除
するというパンクチャド符号化（Punctured　Codi㎎）
を行う。このようにして得られたデータは、パリティパス
の共用区間および受信側専用区間を経由して各部分網の
MDNに転送される。
　4・2　予備パス共用の可否判定
　メインパリティパスの部分共用により、共用区間の容量
削減が期待される［8］。しかし、一方ではメインパリティ
パスの共用は、共用区間の経路設定位置によりパリティパ
スの距離の増加を伴う可能性もある。したがって、パリテ
ィパスの距離を考慮して共用の可否を判断することが必要
である。
　　予備パス共用の可否判定を行う際に用いるパリティパス
距離の算定モデルを図4に示す。但し、図4は図示の簡単
化のため、部分網が2つ（DC＃1とDC＃2）の場合を示
した。非共用時のメインバリティパスの総距離をLI、共
用時のメインパリティパスの総距離をrsとする．．これら
は、共用可否の判定を行う複数の部分網全体について求め
る。すなわち、図4に示すように、L1は各部分網のメイ
ンパリティパス（非共用時）の距離の総計、LSは各部分
網のメインパリティパス（共用時）の専用区間距離合計お
よび共用区間距離の総計である。これらの距離は、全て網
内のリンクに沿った距離とする。予備パスの共用可否の判
定は下記のとうりとする。
　LS＜LIのとき　予備パスを共用する
　LS≧U　のとき　予備パスを共用しない
　4．3　故障復旧処理手順
　故障復旧処理のフローを図5に示す。SH方式では、故
障発生後に、複数の常用パス間で共用されている予備パス
の容量確保を行い、その後に回復データが送信ノードから
転送される（図5（a））。
　DC方式では、部分網間で予備パスを共用しなければ、
故障回復処理の際には受信側ノード間でのデータ転送のみ
行えばよく、予備パス容量の確保手順が不要であるので、
迅速な復旧処理が可能である（図5（b））。
　部分網間で予備パスを共用する形態のDC方式モデル
では、予備パスの共用区間の容量確保が必要であるが、予
備パスの全区間にわたる容量確保を行う必要はない。予備
パスのうち各部分網の送信側専用区間には、Parity　Data
が常時流れており、確保要求が共用区間の開始端ノードに
到達した時点で予備パス全体の容量確保が完了する（図5
（c））。したがって、予備パスの全区間にわたる容量確保を
必要とするSH方式に比較して、高速な復旧が期待できる。
　4．4　共用区間の容量確保
　4．4．1　容量確保メッセージの転送
　予備パスの共用区間は、図6に示すように共用を行う複
数の部分網間で分離して使用する。共用区間の入口のノー
　ドでは、各部分網の送信側専用区間を経由して転送されて
きたParity　Dataのなかから、それぞれ各部分網ごとに
　必要な部分を、各部分網ごとに独立に切り出して共用区間
　の転送データが作成される。また、共用区間の容量として
　は、4．1に述べたように網内の全ての1重リンク故障に
　対して、各部分網で必要となる予備容量の合計の最大値が
　設定されている。この結果、共用区間における各部分網の
　使用部分の境界は、故障リンクの位置によって変化するが、
　各部分網の使用部分が重複することはない。したがって、
　共用区間の容量確保は各部分網ごとに独立に行うことがで
　きる。
　　共用区間の容量確保にかかわる処理メッセージの転送形
　態の詳細を図7に示す。パス故障が発生すると、パス故障
　を検出した受信ノード（SDNまたはMDN）は、　MDNに
　向けて故障パス（FP）のパス番号（FPN：Failed　Path
　Number）を通知し、故障復旧処理を要求する。このFPN
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は、2．3．3に述べたように、受信側のサブパリティパスの
補助情報（Side　Infomation）として転送される。故障
復旧要求を受けたMDNは、共用区間の容量確保メッセ
ージ　（RM：Request　Message）　を発出する。　RMは受
信側専用区間および共用区間を経由して共用区間の開始端
ノードに転送され、転送経路上の共用区間の容量のなかか
ら、当該部分網の故障パス（FP）の復旧に必要な最小限の
メインパリティパスの容量を確保する。
　4．4．2　容量確保メッセージの構成
　容量確保メッセージ（RM）の主な内容は、下記のとお
りである。
（1）故障部分網番号
　故障した部分網の番号を表示する。
（2）故障パス番号
　故障した常用パスの番号を表示する。
（3）故障パス容量
　故障した常用パスの容量を表示する。
（4）故障マトリクス番号
　故障により正常なデータが受信できなくなった時間位
置を、符号化マトリクスの番号で表示する。
（5）メインパリティパス受信側専用区間のパス番号
　受信側専用区間のパス番号を表示する。
（6）メインパリティパス共用区間のパス番号
　共用区間のパス番号を表示する。
（7）容量確保確認表示
　共用区間の容量確保の確認表示である。
　これらの（1）一（7）の内容を、容量確保メッセージに搭
載して転送する。
　5．比較対象とする網構成
　5．1SH網
　網内の全ての常用パスに対して、切換パス事前設定型の
SH方式［1］を適用する形態である。このSH方式は、複
数の常用パスに対して予備パスを共用する。
　5．2　DC網
　網内の常用パス群を部分網に分割し、DC方式に適する
と判定された部分網にはDC方式を適用する。　DC方式に
不適と判定された部分網には、それぞれ100％予備のDC
方式を適用する。
　100％予備のDC方式は、常用パス容量と同一容量のパ
リティパスを設定する構成であり、パス間にまたがる符号
化は行わない。従って、この部分に関しては、常用パス間
で予備パスの共用を全く行わずに100％の予備をもつ並列
予備方式（常用パスと並列に、常用パスと同一容量の予備
パスを設定する方式）［9］と等価である。
　5．3　混在網（HY網）
　網内の常用パス群を部分網に分割し、DC方式に適する
と判定された部分網にはDC方式を適用する。　DC方式に
不適と判定された部分網には、切換パス事前設定型のSH
方式［2］を適用する。このSH方式は、複数の常用バスに
対して予備パスを共用する。
　6．シミュレーション条件
　6，1　網形態
　本論文では、表2に示すように格子網モデルを用いてシ
ミュレーションを行う。網規模は10×10、ノード総数は
100、リンク総数は162である。隣接ノード間距離は単
位距離（10km）の1～3倍の範囲でランダム（一様
分布）に設定した。
　故障モードは1重リンク故障と仮定する。Parity　Data
の作成、Syndrom　Dataの作成、故障復旧メッセージの
処理を行う各ノードにおいて、Check　Symbol　Data作成
時間、Parity　Data作成時間、　Syndrome　Data作成時
間、メッセ・・一一一ジ処理時間は、全て一定（2ms／ノード）と
仮定した。
　6・2　常用パス及び予備パスの設定
　6．2．1　常用パスの設定
　本論文では、網全体の常用パスに関して、送信ノード数
nと受信ノード数mの組み合せ（n：m）を、常用パス
形態と呼ぶこととする。シミュレーションにおいては、常
用パス形態はn：m（但し、n＝m、かつn＝2～5）
とし、常用パス容量は基準容量α）の1～10倍の範囲
でランダム（一様分布）に設定した（表2）。
　各常用パスの経路は、6．1に述べた網形態において送
受信ノード間に最短距離となる経路で設定する。最短経路
設定のアルゴリズムは、Dijkistra法を用いた。常用パス
経路相互の間は、その経路上に同一のリンクを共用するこ
とは許容する。但し、リンク共用とは異なるパスが同一の
リンクに収容されることを意味する。
　6・2・2　予備パスの設定
　1重リンク故障時に、故障パスの全てを100％復旧で
きるという条件（以下、100％復旧条件と略記する）を満
たす予備パス経路とリンクの予備容量を設定する。予備パ
スの経路設定およびリンクの予備容量設定は、6．2．1に述
べた常用パスの設定を行った後に、下記に述べるようにし
て行う。
　（1）SH網における予備パスの設定
　各常用パスの送受信ノード間に、常用パスと同一容量の
予備パスを最短経路で設定する。SH網におけるリンク共
用条件を表3に示す。
　同一のパスに関する常用パス経路と予備パス経路とは、
同一リンクを共用しないが同一ノードを経由することは許
容する。異なるパスの問に関しては、常用パス経路と予備
パス経路とは、100％復旧条件を満たす限り、同一リンク
の共用を許容する。異なるパスの間に関する予備パス経路
相互についても、100％復旧条件を満たす限り、同一リン
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クの共用を許容する。
　リンクの予備容量は、上に述べたようにして予備パスの
経路設定を行った後に、100％復旧条件を満たした上で必
要となる最小の容量を、それぞれのリンクについて算定し、
その容量を設定する。
　（2）DC網における予備パスの設定
　DC方式に適すると判定された各部分網に対して、それ
ぞれ必要とするパリティパスの経路とリンク容量を設定す
る。DC網におけるリンク共用条件を表4に示す。
　同一部分網内では、常用パス経路とパリティパス経路と
は同一リンクを共用しない。パリティパス経路相互の間に
ついては、100％復1日条件を満たす限り、同一リンクの共
用を許容する。なお、部分網内のメインパリティパスは一
括して同一の経路に設定する。
　異なる部分網の問に関しては、パリティパス経路相互の
問については、100％復旧条件を満たせば、同一リンクの
共用を許容する。但し、メインパリティパス経路相互の間
は、4．2に述べた予備パス共用の可否判定の結果、共用
可と判定された場合に限ってリンクを共用する。常用パス
経路とパリティパス経路との間についても、100％復旧条
件を満たせば、同一リンクの共用を許容する。但し、4。2に
述べた予備パス共用の可否判定の結果、メインパリティパ
スの共用が可と判定された場合には、メインパリティパス
経路の共用区間とそれに関わる常用パス経路との問は、同
一リンクを共用しない。また、常用パス経路同志がリンク
共用しているときは、これらの常用パス経路とそれに関わ
るパリティパス経路との間は、リンク共用しない。
　リンクの予備容量は、上に述べたようにして予備パスの
経路設定を行った後に、100％復旧条件を満たした上で必
要となる最小の容量を、それぞれのリンクについて算定し、
その容量を設定する。
　DC方式に不適と判定された残りの部分網に関しては、
5．2に述べたように、100％予備をもつ並列予備方式とす
る。これらの（DC方式に不適と判定された）部分網につ
いては、常用パス経路と予備パス経路とのリンク共用は許
容しない。予備パス経路同志のリンク共用は許容するが、
予備パス容量の削減は行わない。すなわち、これらの（DC
　方式に不適と判定された）部分網に関しては、常用パス容
　量と同一の予備パス容量が、予備パス経路上の各リンクに
　設定される。
　　（3）HY網における予備パスの設定
　　HY網においては、次のようにして予備パスを設定する。
　　まず、DC方式に適すると判定された各部分網に関して
　は、前記した（2）のDC網と同様の予備パスの設定を行う。
　　次に、DC方式に不適と判定された残りの部分網に関し
　ては、5．3に述べたように、複数の常用パスに対する予
　備パスを共用するSH方式を適用する。すなわち、これら
　の（DC方式に不適と判定された）部分網に関しては、前
記した（1）のSH網と同様にして予備パスの設定を行うtt
　6．3。2　部分網構成指標基準値moの設定
　6．1に述べた網形態を前提として、部分網構成指標R
と平均復旧時間（故障パスの復旧時間の平均値）との関係
のシミュレーション結果を図8に示し、部分網構成指標R
と予備容量率との関係のシミュレーション結果を図9に示
す。但し、Codecの設置形態は集中型、常用パス形態は
（n；m）＝（4：4）と仮定した。シミュレーションの試行回
数は100回とし、各試行ごとの測定データの平均値によ
り評価した。
　予備容量率の値は、他の事前設定型のSH方式［2］等に
おける値を参照すると、0．5～0．6程度以下が妥当と考
えられる。図9により、予備容量率がO．6程度以下とな
る部分網構成指標Rの値を求めるとR＝0．35程度とな
る。また、図8を参照すると、この値（R＝0．35）　以下
の範囲では、DC網およびHY網ともに故障復旧時間の増
加は僅かであり、SH網に比較して故障復旧時間の低減が
可能である。従って、本論文では、以下において部分網構
成指標の基準値即の値を1モD＝0．35に設定して、シミ
ュレーションによる性能評価を行う。
　7．性能評価
　本章では、表2に示したシミュレーション条件に従って、
各種の常用パス形態に対するSH網、　DC網、　HY網の性
能をシミュレーションにより評価する［10］。シミュレーシ
ョンの各試行ごとに、格子網の隣接ノード間距離を規定さ
れた範囲内でランダムに設定する。また、シミュレーショ
ンの各試行ごとに、送受信ノード位置を格子網上の全ノー
ドからランダムに選択し、選択された送受信ノード間で常
用パスをフルメッシュに設定する。各常用パスの容量は、
指定された容量の範囲内でランダムに設定する。シミュレ
ーションの試行回数は、100回とし、各試行ごとの測定
データの平均値により評価した。
　7．1　評価項目
　評価項目は、下記のとおりである。
　（1）平均復旧時間T
　各々の故障パスの復旧時間を、受信端ノードでパス故障
を検出した時点から回復データがその受信端ノードに転送
されるまでの時間とする。平均復旧時間Tは、各故障パ
スの復旧時間の平均値である。平均復旧時間Tの算出方
法は付録1，に示す。
　（2）予備容量率C
　予備容量率Cは、網内のパス総量（常用パス総量＋予
備パス総量）に対する予備パス総量の比率である（式（2））。
但し、パス総量はパスの距離を考慮した延べ容量である。
　（3）メッセージ総量M
　メッセージ総量Mは、（故障復旧処理メッセージの数
×故障復旧処理メッセージの転送距離）の総計であるe但
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し、転送距離は単位距離（10km）で規格化する。メッセ
ージ総量Mの算出方法は付録2．に示す。
　7．2　平均復旧時間の評価
　図10および図11に、各種の常用パス形態に対する平
均復旧時間Tのシミュレーション結果を示す。DC網で
は、Codec設置形態を集中型にすると分散型よりも平均
復旧時間が短縮される（10％～30％程度の短縮）。DC
網とSH網を比較すれば、集中型および分散型いずれにお
いても、DC網はSH網に比べて平均復旧時間を大幅に短
縮できる（30％～70％程度の短縮）。HY網はDC網
とSH網の中間の性能をもち、　SH網と比較すれば、やは
り平均復旧時間を短縮できる（10％～20％程度の短
縮）。
　7．3　予備容量率の評価
　図12および図13に、各種の常用パス形態に対する予
備容量率Cのシミュレーション結果を示す。DC網では、
Codec設置形態を分散型にすると集中型よりも予備容量
率が若干減少する（10％程度の減少）。DC網とSH網を
比較すれば、集中型および分散型いずれにおいても、DC
網はSH網に比べて予備容量率が増加する（10％～30％
程度の増加）。HY網はDC網とSH網の中間の性能をも
ち、DC網に比べて予備容量率を低減できる（5％～10％
程度の低減）ので、SH網と比較した際の予備容量率の増
加を若干抑制できる。
　7．4　メッセージ総量の評価
　図14に各種の常用パス形態に対するメッセージ総量
Mのシミュレーション結果を示す。DC網における故障
復旧処理メッセージは、4．4に述べたメインパリティパ
ス共用区間の容量確保メッセージ（RM）である。このRM
の数は、故障した常用パスの数で定まり、Codec設置形
態には依存しない。また、RMが転送されるメインパリ
ティパスの経路は、Codec設置形態には依存しないので、
RMの転送距離もCodec設置形態には依存しない。従っ
て、メッセージ総量もCodec設置形態に依存しない。　DC
網はSH網に比較して、メッセージ総量を大幅に削減でき
る（80％～90％程度の削減）。HY網はDC網とSH網
の中間の性能をもち、SH網に比べれば、やはりメッセー
ジ総量を削減できる（10％～30％程度の削減）。
　8．むすび
　複数のパスの間にまたがる誤り訂正符号化を用いて、パ
ス故障復旧処理の簡易化ならびにパス故障の迅速な復旧を
行うDC方式について、網形態および予備容量の削減法を
示すとともに、格子網モデルにおけるシミュレーションを
行って故障復旧性能を評価した。得られた主な結果を以下
にまとめる。
　（1）DC方式の基本構成を示し、方式の基本的特徴、適
用符号、基本的な復旧処理手順などを明かにした。DC方
式において故障パスのデータ復元に用いる適用符号は、線
形ブロック符号であり、符号構成ならびに符号化・復号化
の処理は容易である。また、復号化の際に消失訂正を用い
るので、適用符号の訂正能力を最大限に活用できるb故障
復旧にかかわる処理は受信側のノードの問でのみ行われ、
送受信ノード間での処理メッセージの転送を必要としない
ので迅速な故障復旧が可能である。
　（2）DC方式の適用領域の拡大を図るため、常用パス群
をDC方式に適する複数の部分網に分割する構成を提案
し、その分割アルゴリズムを示した。これにより、送受信
ノードの配置に制約のない一般的なトポロジーの常用パス
群に対してDC方式を適用することが可能になる。
　（3）予備容量の低減を図るため、部分網の問で予備パス
の部分共用を行う構成を提案し、故障復旧処理手順および
故障復旧処理メッセージの構成を示した。
　（4）シミュレーションの結果、DC網はSH網に比較し
て予備容量は若干増加するが、平均復旧時間を大幅に短縮
でき、さらに故障復旧処理メッセージ総量を大幅に削減で
きることを明かにした。
　（5）DC方式とSH方式を共存させるHY網は、　DC網
とSH網との中間の性能を示す。シミュレーションの結果、
HY網はDC網に比較して予備容量の増加を抑制でき、ま
たSH網に比較して平均復旧時間の短縮ならびに故障復旧
処理メッセージ総量の削減ができることを明かにした。
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　　　　　　　　　　　付録
　1．平均復旧時間の算出
　1．1　SH方式の平均復旧時間
　図5（a）を参照すると、SH方式の復旧時間は、予備パ
スの容量確保メッセージの転送時間と回復データの転送時
間との和である。但し、転送時間はいずれも、転送リンク
上の伝搬時間と通過ノードにおける処理時間とを含む。容
量確保メッセージの転送時間の平均値をTR、回復データ
の転送時間の平均値をTDとすると、平均復旧時間Tは
次式で与えられる。
　T＝TR＋TD　　　　　　　　　　　　　　　　　　（A　1）
　但し、TR、　TDを求める際の平均化の操作は、全ての
1重リンク故障およびその1重リンク故障により切断され
故障となるパス（故障パス）の全てについての平均をとる。
　1．2　DC方式の平均復旧時間
　DC方式の平均復旧時間は、各部分網ごとにパリティパ
ス共用の有無によって異なり、それぞれ1．2，1および1．2．2
のようになる。シミュレーションにおける平均復旧時間の
評価は、各部分網ごとにパリティパス共用の有無を考慮し
て、それぞれの場合の復旧時間を算定し、さらに全ての1
重リンク故障およびその1重リンク故障により切断される
故障パスの全てについての平均をとることによって求める。
　1．2．1　パリティパス非共用型のDC方式
　図5（b）を参照すると、パリティパス非共用型のDC方
式の復1日時間は、故障パス番号通知情報の転送時間、
Decoder入力パス間の遅延差調整時間、　Decoderにお
ける復号時間、復元データの転送時間の和である。但し、
転送時間はいずれも、転送リンク上の伝搬時間と通過ノー
ドにおける処理時間とを含む。故障パス番号通知情報の転
送時間の平均値をTF、　Decoder入力パス間の遅延差調
整時間の平均値をTA、Decoderにおける復号時間の平
均値をTC、復元データの転送時間の平均値をTDとする
と、平均復旧時間Tは次式で与えられる。
　T＝TF十TA十TC十TD　　　　　　　　　　　　　　　　　（A2）
　但し、TF、　TA、TC、　TDを求める際の平均化の操作
は、部分網内の故障パスの全てについての平均をとる。
　1．2．2　パリティパス共用型のDC方式
　図5（c）を参照すると、パリティパス共用型のDC方式
　の復旧時間は、故障パス番号通知情報の転送時間、共用区
間容量確保メッセージの転送時間、故障復旧用パリティデ
ータの転送時間、Decoder入力パス間の遅延差調整時間、
Decoderにおける復号時間、復元データの転送時間の和
である。但し、転送時間はいずれも、転送リンク上の伝搬
時間と通過ノードにおける処理時間とを含む。故障パス番
号通知情報の転送時間の平均値をTF、共用区間容量確保
メッセージの転送時間の平均値をTR、故障復旧用パリテ
ィデータの転送時間の平均値をTP、　Decoder入力パス
間の遅延差調整時間の平均値をTA、Decoderにおける
復号時間の平均値をTC、復元デ・・一一・タの転送時間の平均値
をTDとすると、平均復1日時間Tは次式で与えられる。
　T＝TF十TR十Tl）十TA十TC十丁［）　　　　　　　　　　　　　　　　（A3）
　但し、TF、　TR、　TP、　TA、TC、　TDを求める際の平均
化の操作は、部分網内の故障パスの全てについての平均を
とる。
　2，メッセージ総量の算出
　SH方式およびDC方式ともに、故障復旧処理メッセー
ジは容量確保メッセージである。容量確保メッセージは、
SH方式においては予備パスの容量確保に用いられ、　DC
方式においてはパリティパス共用区間の容量確保に用いら
れる。SH方式およびパリティパス共用型のDC方式にお
いては、1本の故障パスに対して1つの容量確保メッセー
ジが転送される。パリティパス非共用型のDC方式にお
いては、容量確保メッセージは不要である。
　1つの1重リンク故障fに対して、その1重リンク故障
fにより切断される故障パスの本数をNf本、このNf本の
故障パスの内のk番目（1≦k≦1＞Dの故障パスFP　tkに関
する容量確保メッセージの転送距離をLflcとする。但し、
故障パスFPfi（がパリティパス非共用型のDC方式により
復旧される場合には、容量確保メッセージは不要であるの
で、その転送距離Lfikは0とする。
　　1重リンク故障fに対するメッセージ総量Mfは、　Lfl（
（1≦k≦NDの和である。すなわち、
Mf　＝＝　Z，Lfa　　　　（A4）
　メッセージ総量Mは、Mfの値を全ての1重リンク故障
fについて平均化して求める。すなわち、
M＝Ef　［Mf］　　　　　　　（A5）
　ここで、Ef［x］は、　xをfについて平均化することを意
味する。
90
???????
n
’　　1
、 、、?
?
??
? 1 ??
、 ???
’
’
㌔o闘．・・。．oo置●
　1
、?
ll2?
’
m
　（a）Central　codec　type
■MCN（Main　cOder　nOde）
　●　SCN（Sub　cOder　node）
一一レWP（Woricingpath）
1
2
n
1
2
m
　（b）Distributed　codec　lype
口MDN（M・i・d㏄・rd・m。d。）
O　SDN（Subdecoder　node）
・・＞MPP（Main　pari1y　path）
一一 ?撃rPP（Sub　pari【y　path）
n：Number　of【transmit　nodes
m：Numbcr　of　receive　nodes
図1　DC方式の基本構成
表1パリティパス関連の転送データ
　　　　（a）Central　codec【ype
TrBnsmh　SideSCN噂MCNTmnsmiI　d飢a　of　cach　SCN
MCN→MDNParity　dam
R㏄eive　SidcSDN－●MDN
R㏄civc　dau匪of　cach　SCN
e8ik蛸pa山numbcr
MDN－・SDNRcoovcr◎d　d飢80f　f8iled　p飢k
Φ）Distributed　codec　Iype
SCN→MCNSub　parity　data　b風scd　on　ch㏄k　symbol　dau豊Transm五t　Sidc
MCN－OMDNPar五ty　da田
R㏄civeSidcSDN一つMDN
Sub　padty　data　based　on　syndr㎝o　dat8
e8iled　pa山num比r
MDN→SDNR㏄overed　dau藍of　failed　path
　　　　　S【aπ
oUt　alhhe　WPs　in【o　UPG，
’＝flrsしpath　numbcr　in　U1⊃G．
Sd㏄t　an　WP＃缶om　among　UPG砥dle　lcading　pa【h　of　a　DCSN．
ノ＝fir5t　paLh　number　in　UPG，whcreノ≧’．
Scl㏄しan　WP帽庇om　8m㎝g　UPG　as　8　candidaLcfor　accompanicd　a山s　ofthc　DCSN．
IfWP朽should　bdong剛hc
cCSN　thaI　includes　WP＃f？
ρ　　Yes
No 1》uしWP朽htoRcDCSN　tha【
奄獅モ撃浮рモ刀@WP＃’Rencw　path祉高高b?茶m． Rctum　WP棚nしo　UPG．
No
@　　　　If【here　is　ano山er　WP　bclonging　　　　　to山c　samc㏄SNαs　WP＃’？
1fWP噸s　thc　last　WP　in　UPG，
@　　　　　　　Yes
@ 　　 　　　 　 　　　　NoRetum
vP＃’
奄獅狽潤@UPG．
Yes
Renew　pa山numbcr’．
No
IfWP嗣s【hc　iast　WP　in　UPG．
@　　　　　　　Yes　　　　WP；Woddn8　pa山
RcωmWP＃’i飢o　UPG．DC：Divcrslしy　coding
rH：Sdfhcaling
Apply　SH　sys1cm賦）all　the　WPs　in　UPG．
End DCSN：DC　segmc爪nαwork
tPG：Unclass温ed　pa山group
MCNlQ
DC＃1
MDNl
　　Q
??
????
　　　　　　・・EN♂
’…
??
　　　　　　　　　　　　、O
MCN2
DC＃2
　OMDN2
DC＃’：DC　scgmentnetwork＃i
MCNi：Main　coder　node　in　DC＃f
MDM：Main　decoder　node　in　DC＃’
TS　EN：Transmil　side　edge　node　of　shared　spare　path
RSEN：Receive　side　edge　node　of　shared　spare　pa山
PC：Puncこured　coding
DIST：Dis1ribulor
－一一一一@：Dedicated　pa且pari1y　path
°曹゜圏゜ FCommon　part　parily　pa1h
図3　DC方式における予備パスの共用（部分網数2）
図2　部分網分割の流れ図
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表2　シミュレーション条件
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図6　予備パス共用区間の使用形態（部分網数2）
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図7予備パス共用モデルにおける故障復旧メッセージ
　　　　　転送形態の詳細（部分網数2）
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表3　SH網におけるリンク共用条件
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Wo出ing　path◎ △
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　　　　　woddng／sparc　for　di∫ferent　VPs　：　sharable（証100％
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図8　部分網構成指標と平均復旧時間の関係
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