Sparse regularization provides solutions in which some parameters are exactly zero and therefore they can be used for selecting variables in regression models and so on. The lasso is proposed as a method for selecting individual variables for regression models. On the other hand, the group lasso selects groups of variables rather than individuals and therefore it has been used in various fields of applications. More recently, penalties that select variables at both the group and individual levels has been considered. They are so called bi-level selection. In this paper we focus on some penalties that aim for bi-level selection. We overview these penalties and estimation algorithms, and then compare the effectiveness of these penalties from the viewpoint of accuracy of prediction and selection of variables and groups through simulation studies.
Introduction
Sparse regularization is one of the most useful tools for the problem of variable selection by shrinking some estimates of parameters toward exactly zero, and it is broadly applied in several fields such as bioscience, ergonomics and so on (Hastie et al., 2009; Bühlmann and van de Geer, 2011; Hastie et al., 2015) . The lasso by Tibshirani (1996) and its extensions or refinements provide a unified approach to problems of estimating and selecting variables (Fan and Li, 2001; Zou and Hastie, 2005; Zou, 2006; Zhang, 2010) .
Early works about the sparse regularization had focused on the sparsity of individual variables, but recently the sparsity of more complicated structures has come to be considered. Yuan and Lin (2006) considered treating a set of variables as a group and then proposed the group lasso. An advantage of the group lasso is that it shrinks all coefficients for one group toward zero, and therefore it attains group selection: it has an effect of including or excluding some sets of variables from the model simultaneously. Huang et al. (2012) reviewed the penalties for group selection and Bach et al. (2012) also reviewed sparsity penalties for more complex structures, called structured sparsity.
This paper considers penalties for the situation where we want to select groups of variables and individuals simultaneously. It is difficult to obtain such results by the lasso or the group lasso. One motivation of it comes from genetic data analysis. In gene expression analysis, we would like to identify not only important pathways but also individual genes (Simon et al., 2013) . Huang et al. (2012) referred to the property that the penalty shrink the grouped variables as well as the individual variables as bi-level selection. Huang et al. (2009) approached this problem by deriving the group bridge penalty, and then Breheny and Huang (2009) and Breheny (2015) respectively proposed other penalties for bi-level selection, called the composite minimax concave penalty and the group exponential lasso. Breheny and Huang (2009) also showed that several penalties for bi-level selection belong to a family of penalties, called the composite penalties. On the other hand, Friedman et al. (2010a) considered a penalty for bi-level selection independent to Breheny and Huang (2009) . They introduced both grouped and individual penalization and called it the sparse group lasso. Simon et al. (2013) derived an efficient algorithm for it.
As seen above, there are several kinds of penalties for bi-level selection. In this paper we overview some existing penalties for bi-level selection and algorithms for deriving penalized estimators. In particular, we explain that they are involved in a family of composite penalties. Then we investigate the performance of these bi-level selection methods through Monte Carlo simulations in regard to prediction performance and selection accuracy of both individual variables and groups. Furthermore, there are some other sparsity penalties for more complicated settings than bi-level selection. We also briefly review some of them.
The paper is organized as follows. Section 2 describes the settings and some notations as a preliminary. In Section 3 we briefly overview some bi-level selection methods which are constructed by combining two penalties. Then in Section 4 we investigate the efficacy of these penalties by examining some simulation examples. We also glance at other penalties than those for bi-level selection for some complicated settings in Section 5. Finally some concluding remarks and discussions are given in Section 6.
Preliminary
Suppose we have n sets of observations {(y i , x i ); i = 1, . . . , n}, where y i are responses and x i are vectors composed of p predictors. Furthermore, suppose that these predictors are divided into J groups without any overlap: x i are supposed to be expressed as
. . , J, where the symbol T denotes the transpose of vectors or matrices. One of the typical examples of grouped variables is a categorical variable for which we often use dummy variables instead. Then the linear model that expresses the relationship between p predictors and one response is given by
where
T are vectors of coefficients for the jth group for j = 1, . . . , p, X 0 = (1, . . . , 1)
T , the scalar β 0 = β 0 represents an intercept for convenience, and ε = (ε 1 , . . . , ε n )
T is a noise vector with mean vector 0 and covariance matrix σ 2 I n with an n × n identity matrix I n . We then aim to estimate the
T . In particular, if some coefficients are estimated to be zero the corresponding variables are excluded from the model, that is, we can conclude that they are irrelevant to the response. On the other hand, when all of elements of the coefficient vector β j for the jth group are shrunken toward zero we can exclude variables for the jth group simultaneously. In order to obtain such estimates, we apply the penalized least square method. The penalized least squares estimator for the coefficient vector, β is then obtained by solving the following minimization problem of the penalized square criterion:
where ∥ · ∥ γ (γ ∈ R + ) is the Euclidean L γ norm and p λ (β) is a penalty function which depends on the regularization parameter λ > 0. Values of λ and other tuning parameters specific to each penalty strongly affect the estimated model. In order to decide these values appropriately, some model selection criteria (Konishi and Kitagawa, 2008) can be used, here we use a cross-validation in simulation studies given in Section 4. Tibshirani (1996) proposed the lasso penalty as an L 1 norm of coefficient vectors in regression models. It corresponds to the soft thresholding penalty for wavelet shrinkage (Donoho and Johnstone, 1994) when the design matrix (X 1 , · · · , X J ), for the model (1), is orthogonal. The penalty function p λ (β) in (2) is given by
Then we can shrink some of coefficients toward zero and it leads to variable selection. Note that the intercept β 0 is not included in the penalty, since the penalization for the intercept only results in an improper parallel shift to predictions.
On the other hand, Yuan and Lin (2006) approached this problem and then proposed the group lasso, which is given in the form of
where Ω j is a positive definite matrix and in this paper we let Ω j = K j I Kj . The group lasso shrinks all of elements of β j for some j simultaneously. Furthermore, Kim et al. (2006) and Meier et al. (2008) respectively extended the group lasso to the framework of the generalized linear models (McCullagh and Nelder, 1989 ) and logistic models. The idea of the group lasso is widely applied in various regression models such as additive models (Ravikumar et al., 2009) , varying-coefficient models (Wang et al., 2008) , functional linear models (Matsui and Konishi, 2011) , and multivariate linear models , since multiple coefficients appear for each variable in each estimation procedure. Furthermore, the group lasso is also used in machine learning fields such as multiple kernel learning (Bach, 2008) and multitask learning (Obozinski et al., 2010) . The linear model (1) can be extended to generalized linear models by replacing the squared error term in (2) by the negative log likelihood function ℓ(β) of the model:
where ℓ(β) is expressed by
is a canonical parameter that is a function of β, ϕ is a nuisance parameter and a i (ϕ), b(θ i ) and c(y i , ϕ) are known functions. In the generalized linear models, the parameter vector β is estimated via iteratively reweighted least squares since the log-likelihood function can be approximated as
T i β and its fitted valueη i at the current iteration and a mean structure µ i = g −1 (η i ) with a link function g. Furthermore, the matrix W is a diagonal weight matrix with (i, i)th element given by
here the superscript· denotes the current estimates of parameters. Therefore we can estimate parameters in similar ways to the linear model (1).
As an example of the generalized linear models, when the responses are binary variables y i ∈ {0, 1}, the logistic model that represents the posterior probability π(
and then the log-likelihood function for the logistic model corresponds to
In simulation examples described in Section 4 we assume the linear and logistic models.
Penalties for bi-level selection
The lasso, described in the previous section, shrinks coefficients individually, and therefore it is inappropriate when we want to select variables at the group level. The elastic net, proposed by Zou and Hastie (2005) , has a property that it tends to select correlated variables simultaneously, but it is difficult to select fixed groups of variables. On the other hand, the group lasso selects groups of variables simultaneously, while it cannot select variables individually. Therefore these penalties do not have the property of bi-level selection. In this section we overview penalties and algorithms for bi-level selection. Breheny and Huang (2009) presented a comprehensive form of penalties by
where f I and f O are both penalty functions and are respectively called inner and outer penalties. With regard to the penalties for bi-level selection, f I relates to the selection of individual variables, while f O selects groups of variables. Huang et al. (2012) called the family of penalties defined by (5) "composite penalties." Penalties introduced in this paper belong to the family of composite penalties, as listed in Table 1 . Note that, however, only the group bridge, the composite MCP and the group exponential lasso appropriately share the roles of f I and f O described above. Bi-level selection is applied for the analysis of real data in several fields (Peng et al., 2010; Zhou et al., 2010; Chatterjee et al., 2012; Liu et al., 2013) . Furthermore, penalties or methods for bi-level selection other than those described in this paper have been proposed in Abramovich and Grinshtein (2013) , Xiang et al. (2014) and Jiang and Huang (2015) . 
where γ ≥ 0 is an additional tuning parameter. When K j = 1 for all j it is exactly the bridge penalty (Frank and Friedman, 1993) and if γ = 1 it corresponds to the lasso. The group bridge penalty is one of the composite penalty family (5), with f I as the bridge and f O as the lasso. The group bridge shrinks coefficients not only at the group level by the L γ norm but also at the individual level by the L 1 norm, which attains bi-level selection. Huang et al. (2009) showed that the group bridge has a so-called "oracle property": it has consistency for variable selection and the nonzero estimates of parameters have asymptotic normality. However, in order to satisfy this property the design matrix must be full rank. Since the group bridge penalty is not convex for 0 < γ < 1, it is difficult to derive estimators by directly minimizing the criterion (3). In order to solve this problem, Huang et al. (2009) introduced a vector of parameters θ = (θ 1 , . . . , θ J )
T in addition to β and then considered the following criterion:
where τ n > 0 is a penalty parameter. Huang et al. (2009) 
γ−1 the problem of minimizing the criterion (3) having the group bridge penalty with respect to β is equivalent to that of minimizing S 1n (β, θ) with respect to β subject to θ j ≥ 0 (j = 1, . . . , J). They considered minimizing S 1n (β, θ) instead of (3) since the minimizer can be obtained more easily.
Parameters are updated by the following algorithm:
1. Choose initial values of parameters of the vector β as β (0) and let s = 0.
2. For j = 1, . . . , J, compute the (s + 1)th updated value of θ j by
by minimizing the following criterion with respect to β.
Iterate
Step 2 and
Step 3 until convergence.
The maximization problem in
Step 3 corresponds to the lasso problem, so we can apply well-known algorithms such as the LARS (Efron et al., 2004) or the coordinate descent algorithm (Friedman et al., 2007 (Friedman et al., , 2010b . Huang et al. (2009) suggested using the least squares estimator as the initial value β (0) under the assumption that the design matrix is full rank. They also noted that this algorithm may converge to local minima depending on the initial value of β (0) since the group bridge penalty is not convex.
Composite MCP
The group lasso and the group bridge penalties described above are expressed as the L 1 norm (sum) of the grouped penalties. In other words, the outer penalty f O in (5) corresponds to the lasso for these penalties. On the other hand, Breheny and Huang (2009) suggested applying the minimax concave penalty (MCP, Zhang, 2010) to both f I and f O , and then afterwards Huang et al. (2012) called this penalty the composite MCP. The MCP itself is given by
for θ > 0, where γ ≥ 1 is an additional tuning parameter which serves as an intermediate between the soft and hard thresholding penalties. The MCP has the oracle property and it holds even if the number of predictors p is much larger than the sample size n. By substituting f (θ; λ, γ) into (5), the composite MCP has the form of
where γ I and γ O are additional tuning parameters of the MCP for inner and outer penalties respectively. For the MCP a smaller value of γ gives unbiased estimators for large coefficients, but simultaneously increases the risk of nonconvex objective functions which lead to unstable estimates. Breheny and Huang (2009) recommended to set the value of γ I as 3 as a sufficiently (but not too) large value in order to prevent the nonconvexity of objective functions. Furthermore, they also recommended γ O = K j γ I λ/2 in order to ensure that the outer penalty for a certain group attains its maximum if and only if the inner penalties for variables of the group attain their maxima. Breheny and Huang (2009) also derived an algorithm for regularized estimators with the composite MCP. Their algorithm is based on the coordinate descent algorithm (Friedman et al., 2007) and is called the local coordinate descent (LCD) algorithm. They also showed that this algorithm is better than the existing fitting algorithms such as the local quadratic approximation (Fan and Li, 2001 ) and local linear approximation (Zou and Li, 2008) . Note that, although the group bridge penalty is also a special case of (5), the framework of its algorithm is different from that of the composite MCP since the group bridge penalty is not everywhere differentiable. The LCD algorithm for the composite MCP is given as follows:
1. Choose an initial estimate β (0) and r (0) and let s = 0. Calculate initial values of z and W in (4), respectively denoted by z (0) and W (0) , using β (0) .
2. Update the coefficient β as follows.
(a) Update the intercept as β
, where 1 = (1, . . . , 1)
T is an n-dimensional vector and r
j is a weighted residual vector.
(b) Update the coefficients β jk by
, 
Update z
(s) and W (s) using β (s+1) .
Repeat
Step 2 and Step 3 until convergence. Breheny and Huang (2009) noted that for the initial value of β the vector of unpenalized univariate regression coefficients is appropriate. They also showed that the LCD is guaranteed to converge, but not necessarily to the global minimum since the MCP is nonconvex like the group bridge penalty.
Group exponential lasso
Breheny (2015) proposed another penalty for bi-level selection, called the group exponential lasso. The group exponential lasso also falls into the composite penalty family (5) by assigning the exponential penalty
to the outer penalty f O and the lasso to the inner penalty f I , where τ ∈ [0, 1] is an additional tuning parameter. They considered an effect of the importance of a variable based on other variables included in the same group. Suppose, for example, we have two variables that are equally important for the response and are included in different groups, and furthermore all variables in one of the two groups are important while those in the other group are not except for one aforementioned variable. Then they suggested that the variable in the former group should be selected but the other in the latter group may be a spurious one. In order to do this, they diminished the penalty imposed on a coefficient of a variable that has other important variables in the same group, and then called this effect "coupling". The tuning parameter τ in (6) adjusts the effect of the coupling, so they called τ the coupling parameter. They suggested that τ = 1/3 exhibits better results than previously mentioned penalties. They also showed that the estimation efficiency and selection accuracy are better than the composite MCP through the simulation studies. We investigate them further in Section 4. Breheny (2015) applied the LCD algorithm which was originally applied for fitting the penalized estimates with the composite MCP described in the previous section. The algorithm for fitting the model is given as follows: 2. For j = 1, . . . , J, calculate the first derivative of the group exponential lasso with respect to β j :
Furthermore, for each j calculate and update the following for k = 1, . . . , K j .
) .
Repeat
Step 2 until convergence. Breheny (2015) showed that this algorithm converges to a stationary point, but may lead to local minima. The fitting algorithms for the group bridge, composite MCP and group exponential lasso, described above, are implemented in R package grpreg.
Sparse group lasso
Friedman et al. (2010b) considered incorporating the L 1 and L 2 norms in order to attain bi-level selection. They called this penalty the sparse group lasso, but the idea of the sparse group lasso had already been discussed in Wu and Lange (2008) and Puig et al. (2009) . Simon et al. (2013) suggested the following penalty function:
where α ∈ [0, 1] is a tuning parameter which intermediates between the lasso and the group lasso. The first term in (7) imposes the grouped sparsity, on the other hand, the second term gives sparsity for individual parameters. This penalty also provides the property of bi-level selection. It is also expressed by
so it can be regarded as a member of the composite penalty family (5) by considering f O as the lasso and f I as the "pseudo" elastic net, where the first term of it includes ∥β j ∥ 2 instead of ∥β j ∥ 2 2 and an additional weight √ K j . Note that f I has a role of selecting groups with respect to the sparse group lasso, which it does not have in the previously mentioned bi-level selection methods. Simon et al. (2013) derived an efficient algorithm for the sparse group lasso by utilizing the generalized gradient descent method described in Nesterov (2007) . It is composed of two loops called the outer loop and the inner loop. In the outer loop it selects the group of variables, and in the inner loop it selects individual variables for each group. The algorithm is given as follows:
1. (Outer loop) Choose an initial value of the parameter β and letβ denote a current updated value of β. Then cyclically iterate
Step 2 for j = 1, . . . , J.
Check if all coefficients for the jth group are 0 by checking if

∥S(X
herez andW are current updated values of z and W respectively. If not, within the group j apply Step 3 and Step 4. 
(Inner loop) Start with an initial value β
with (a) + = max{a, 0} for a ∈ R and ∆
is the change between the current solution and the updated solution.
.
(e) Set s ← s + 1. In the simulation example described in Section 4, ξ = 0.8 is used as the value of the constant in Step 3 (b). The update of U (β j , t) in Step 3 (b) corresponds to the blockwise coordinate descent algorithm, and therefore Simon et al. (2013) said that this algorithm is guaranteed to converge to the global optimum. They also implemented this algorithm in R package SGL.
The sparse group lasso has been used in several works for methodological extensions or applications. Fang et al. (2015) extended the sparse group lasso to one with an adaptive weight. Vincent and Hansen (2014) applied the sparse group lasso to the multiclass classification problem and Lin et al. (2013) proposed a canonical correlation analysis using the sparse group lasso.
Simulation
We conducted Monte Carlo simulations in order to investigate the effectiveness and the behavior of the group bridge (gBridge), composite MCP (cMCP), group exponential lasso (GEL) and sparse group lasso (SGL), described in the previous section. Here we applied these methods to linear models with Gaussian noise and logistic models.
The setting of this simulation study is as follows. First, we set true values for p = ∑ j K j coefficients {β jk ; j = 1, . . . , J, k = 1, . . . , K j }. These values are randomly chosen from {−3. 0, −2.7, . . . , −0.3, 0.3, . . . , 2.7, 3 .0}. Then we randomly set some of them toward zero so that the number of nonzero coefficients equates to a fixed number p 1 and the number of nonzero groups J 1 is smaller than 0.5J. Here we considered two types of settings for the grouping:
Equal group size:
We set the group sizes to be completely the same for all groups, that is,
Unequal group size:
We set the group sizes to be different from each other by randomly sampling the variable numbers that separate the group numbers from {1, . . . , p}.
We set p = 50, 100, 200, 400, J = 5, 10, 25, and p 1 = 0.2p, 0.4p, and then we investigated the results for each, and the sample sizes are set to be n = 100 for all settings. We generated predictors X according to N (0, 1). The settings for linear and logistic models are as follows.
Linear model:
The response y was constructed by y = ∑ J j=1 X j β j +ε, where
. After obtaining the penalized estimatorβ, we calculated the root mean squared error RMSE =
for the linear model as an approximation of a prediction error.
Logistic model:
The response y was generated so that y i takes 1 with probability π i = exp{x 
. We used R packages grpreg for implementing gBridge, cMCP and GEL, and SGL for implementing SGL. In order to select the value of the regularization parameter λ we applied a 10-fold cross validation (CV), which is implemented in R packages for SGL, cMCP and GEL. We selected the value of λ that minimized the CV out of 50 candidates. Under these settings we repeated the above analyses 100 times. This simulation was conducted on an Intel Core i7-4770 PC with 3.40 GHz processor and 32.0 GB RAM.
The results of the analysis are given in Figures 1-4 . Each figure plots averaged values of 100 RMSEs, TPs, FPs, TP G s and FP G s for varying number of predictors. For linear models, gBridge minimized RMSEs for the largest number of cases, and SGL came in second. The differences among the errors of different methods are small when p is small, but they are clarified as p increases. The TPs for variables of SGL and gBridge are better than the others even for larger p, while the FPs for SGL are also large. This suggests that SGL tends to select excessive variables. Results for the TP G s and FP G s also show that SGL selects more groups than are necessary. In fact, the error bound for the estimator of SGL was evaluated by Chatterjee et al. (2012) , but to the author's knowledge, a theoretical justification for its approach to variable selection has not been reported. On the other hand, gBridge gives relatively larger TPs and TP G s and smaller FPs and FP G s. Although gBridge satisfies the oracle property only when n ≥ p, its selection accuracy is better than other penalties for larger p. On the other hand, the selection accuracy decreases rapidly for p = 200 and 400 for cMCP, while the MCP itself has the oracle property even for n < p. Furthermore, a reason that GEL does not provide better results may be that we do not consider the situation of "coupling" in this simulation. There are smaller differences between results for cases where the group sizes is the same and not the same, except that the FP G s of the latter case of gBridge are worse than the former case.
For logistic models, gBridge also gave smaller RMSEs. In particular, gBridge keeps the value of RMSE around 0.2 for all p in contrast to other methods. SGL and gBridge gave higher true positives for both variables and groups, while cMCP and GEL gave lower values compared to those for linear models. The latter two penalties tend to select smaller numbers of variables than the true model. gBridge gives lower false positives with respect to individual and group selection. Although the theoretical properties of gBridge are shown only for linear models and not for logistic models in Huang et al. (2009) , this simulation provides better results. Breheny and Huang (2009) noted that gBridge has a stronger grouping effect than cMCP has, which may cause an improvement of the accuracy of group selection and then the reduction of the prediction error. The results in the case with equal group size and that with unequal group size are roughly the same.
We also showed computational times for this simulation in Tables 2 and 3 . The values are averages of 100 repetitions. The sparse group lasso (implemented in SGL) takes more time than the other methods (implemented in grpreg). In addition, when the number of groups is small all methods tend to take more computational time. 
Penalties for other settings
The development of the group selection provides several extensions apart from bi-level selection in order to elucidate more complex structures behind variables. In this section we briefly review some other penalties for settings different from bi-level selection, but we do not investigate them numerically in this paper. Zhao et al. (2009) proposed another family of penalties called the composite absolute penalties (CAP) family:
where γ 0 > 0 and γ j > 0 are additional tuning parameters. The CAP can be used for hierarchical variable selection if variables are grouped with some overlaps. For example, when we consider a linear model with two predictors X 1 , X 2 and its interactions X 1 X 2 , X 1 X 2 should be included in the model only when X 1 and/or X 2 are included in the model. Then there is a hierarchy between two individual variables and their interactions. The CAP can also be seen as a part of the composite penalties (5), so we added the CAP to Table 1 . Choi et al. (2010) , Radchenko and James (2010) , Bach et al. (2012) and Bien et al. (2013) also considered methods for hierarchical selection. This paper focuses on the setting where there are grouped structures without any overlap. However, the group bridge penalty described in Section 3.1 is also applicable to the situation where there are some overlaps among groups. In addition, Jacob et al. (2009) and Lee and Xing (2014) considered the problem of group selection with overlaps. Park et al. (2015) applied the combination of sparse group lasso and overlapping group lasso to the multi-omics analysis.
Furthermore, Jenatton et al. (2011) considered penalties for the selection of groups with more complex structures, called structured sparsity, by extending the L 1 norm and the group L 1 norm. Huang et al. (2011 ), Bach et al. (2012 and Huang et al. (2015) approached the problem of structured sparsity. There are several software packages implementing the optimization algorithm for solving problems with structured sparsity (see, e.g. Liu et al., 2009; Mairal et al., 2011) .
Discussion
This paper reviewed some penalties that have a property of bi-level selection. We then compared them numerically in order to investigate their differences and their efficacy in regard to accuracy of prediction and selection of variables and groups.
In this paper we used cross-validations for selecting regularization parameters, while other criteria such as information criteria (Konishi and Kitagawa, 2008) may improve the accuracy of prediction and selection of variables and groups. Zou et al. (2007) , Zhang et al. (2010) , Jansen (2014) and Janson et al. (2015) discussed model selection criteria or degrees of freedom of the estimated model via L 1 type regularization. Breheny and Huang (2009) have derived the AIC (Akaike, 1974) and BIC (Schwarz, 1978) type criteria by defining the degrees of freedom of the estimated model via the group bridge, but those criteria are not well considered in other penalties for bi-level selection. Future work includes deriving criteria for selecting models with respect to prediction accuracy or consistency of variable selection.
We can consider extending the inner penalty of the group exponential penalty to the SCAD or the MCP, but the estimation algorithms or evaluating their efficacy will be future work. Furthermore, there are other, possibly more efficient, algorithms for bi-level selection than presented in this paper. For example, Li et al. (2014) applied a modification of the alternating direction method of multipliers (ADMM, Boyd et al., 2011) for the sparse group lasso. The development of algorithms for bi-level selection problems is also a future study.
There are several other settings with respect to the selection of more complicated groups of variables. We described some examples of them in Section 5, and they have a potential to be extended and applied in several fields. We will consider applying bi-level selection and other methods described in Section 5 to several statistical models such as graphical models or functional regression models and to the analysis of real data.
