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Aufgabenstellung
Regelleistung bezeichnet die Summe aus Sekunda¨rregelleistung und Minutenreserve
zuzu¨glich der verbleibenden Regelabweichung. Diese Regelleistung ist erforderlich, um
Wirkleistungsdefizite, die sich als Frequenzschwankungen bemerkbar machen, im U¨bert-
ragungsnetz auszugleichen. Die Ursachen fu¨r den erforderlichen Regelleistungseinsatz
(bzw. Regelleistungsbedarf) werden kontrovers diskutiert, scheinen aber trotz Fehlen
belastbarer Detailanalysen bekannt (Einsatz von Windenergie, deren Energiebereit-
stellung wetterabha¨ngig und somit nicht steuerbar ist). Die Analyse real gemessener
Zeitreihen des Regelleistungsbedarfs in geeignet hoher Auflo¨sung kann wertvolle Hin-
weise auf die tatsa¨chlichen Ursachen fu¨r einen hohen Regelleistungseinsatz liefern. Ziel
der Masterarbeit ist es, die vorliegenden Daten zum Einsatz von Regelleistung mit Me-
thoden der Zeitreihenanalyse zu untersuchen und in Komponenten zu zerlegen. Dies soll
zuna¨chst ohne Bezug zur Herkunft der Daten geschehen, sondern nur rein mathematisch
ohne elektrotechnisches Hintergrundwissen. Anschließend sollen, bezogen auf den An-
wendungsfall, die Komponenten den tatsa¨chlichen Ursachen zugeordnet werden (bspw.
Windeinspeisung, Lastgangprofil, Bo¨rsenpreise). Im letzten Schritt soll ein mathemati-
sches Modell fu¨r die Zusammensetzung des Regelleistungsbedarfs erstellt werden. Die
einzelnen Arbeitsschritte gliedern sich wie folgt:
• Literaturrecherche zu Regelleistungsdimensionierung und -einsatz
• Einarbeitung in entsprechende mathematische Methoden
• Beschaffung repra¨sentativer Daten zum Regelleistungseinsatz bei U¨bertragungs-
netzbetreibern
• Zerlegung der Zeitreihen in zyklische Komponenten
• Suche nach inhaltlichen Komponenten beispielsweise mittels Korrelationsanalyse
von Regelleistungseinsatz und stochastischer Schwankung einer typischen Wind-
einspeisung oder eines typischen Lastrauschens
• Erstellung eines mathematischen Modells fu¨r die Zusammensetzung des Regelleis-
tungsbedarfs
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Einleitung
Elektrische Leistung ist die Leistung, die als elektrische Energie pro Zeit bezogen oder
geliefert wird. Elektrische Energie wird zentral in Kraftwerken wie z.B. Kohle- und
Atomkraftwerken oder in Windkraftanlagen erzeugt. Die Abnehmer elektrischer Leis-
tung sind u.a. große Industrieunternehmen, Beho¨rden und Haushalte, die sich nicht in
unmittelbarer Na¨he zu den Kraftwerken befinden. Deshalb muss die elektrische Ener-
gie durch ein komplexes Netzwerk aus elektrischen Leitungen zum Verbraucher gefu¨hrt
werden. Ein Teil dieses Netzwerkes ist das U¨bertragungsnetz. Da sich elektrische Ener-
gie in dem beno¨tigten Umfang nicht speichern la¨sst, muss zu jeder Zeit genau die Menge
erzeugt werden, die gerade nachgefragt wird.
Um dies gewa¨hrleisten zu ko¨nnen, setzen die U¨bertragungsnetzbetreiber Regelleistung
ein. Dabei handelt es sich um die Summe aus Sekunda¨rregelleistung und Minutenreser-
ve zuzu¨glich der verbleibenden Regelabweichung. Diese Regelleistung ist erforderlich,
um Wirkleistungsdefizite, die sich als Frequenzschwankungen bemerkbar machen, im
U¨bertragungsnetz auszugleichen.
Als Gru¨nde fu¨r einen hohen Regelleistungseinsatz werden verschiedene Ursachen kon-
trovers diskutiert. Beispielsweise scheint der Einsatz von Windenergie, deren Energie-
angebot wetterabha¨ngig und somit nicht steuerbar ist, erfahrungsgema¨ß eine Ursache
zu sein. Es fehlen jedoch belastbare Detailanalysen, die diese Vermutung wissenschaft-
lich besta¨tigen ko¨nnen. Die vorliegende Arbeit soll durch die Analyse real gemesse-
ner Zeitreihen des Regelleistungsbedarfs in geeignet hoher Auflo¨sung Aussagen u¨ber
das Vorhandensein periodischer Komponenten sowie mittels einer Korrelationsanalyse
Aussagen u¨ber mo¨gliche Ursachen fu¨r einen hohen Regelleistungseinsatz liefern.
Das erste Kapitel stellt die technische Ausgangssituation dar und erkla¨rt die fu¨r das
Versta¨ndnis wichtigsten Begriffe. Hierzu geho¨ren der Aufbau des Energiesystems, der
Stromhandel sowie die Regelleistung. Anschließend werden in Kapitel 2 die fu¨r die
Analyse notwendigen mathematischen Hilfsmittel vorgestellt. Kenntnisse zu Grundla-
gen der Wahrscheinlichkeitstheorie werden vorausgesetzt, die stochastischen Prozesse
sowie die Zeitreihenanalyse werden eingehender betrachtet. Kapitel 3 bescha¨ftigt sich
mit der eigentlichen Komponentenzerlegung der Zeitreihe des Regelleistungsbedarfs in
die Trendkomponente, periodische Komponenten sowie die Restkomponente. Weiter-
hin erfolgt die Untersuchung des Zusammenhangs zwischen dem Regelleistungsbedarf
und verschiedenen mo¨glichen Ursachen mittels einer Korrelationsanalyse. Bei den un-
tersuchten potentiellen Ursachen handelt es sich um den Lastverlauf sowie die Win-
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denergieeinspeisung. Das letzte Kapitel fasst die Ergebnisse aus Kapitel 3 zusammen
und gibt einen Ausblick auf mo¨gliche zuku¨nftige Untersuchungen.
Kapitel 1
Ausgangssituation und technische
Gegebenheiten
1.1 Aufbau des Energiesystems
Das deutsche Stromnetz gliedert sich in vier Spannungsebenen, die Ho¨chstspannung
(220 kV oder 380 kV), die Hochspannung (110 kV), die Mittelspannung (10 kV bis
30 kV) und die Niederspannung (400 V). Im Ho¨chstspannungsnetz wird die elektrische
Energie u¨ber weite Entfernungen u¨bertragen. Der elektrische Strom gelangt von den
Kraftwerken (hauptsa¨chlich von Kern- und Kohlekraftwerken, aber auch Wasserkraft-
werken) u¨ber Umspannwerke in die Na¨he der Verbrauchsschwerpunkte. Das Ho¨chst-
spannungsnetz wird daher auch U¨bertragungsnetz oder europa¨isches Verbundnetz ge-
nannt. Im Hochspannungsnetz wird die elektrische Energie in Ballungsgebieten und
an Großabnehmer verteilt. Die elektrische Energie aus dem Hochspannungsnetz wird
in Umspannwerken auf Mittelspannung gebracht. Hier geht sie an die Transformator-
stationen des Niederspannungsnetzes sowie an industrielle Abnehmer. Im Niederspan-
nungsnetz wird die elektrische Energie letztendlich an die Endabnehmer, wie bspw.
Haushalte, Kleingewerbe, Beho¨rden, Schulen usw. verteilt.
Die U¨bertragungsnetze von 34 europa¨ischen La¨ndern sind zum
”
European Network of
Transmission System Operators for Electricity“, kurz ENTSO-E, zusammengeschlos-
sen. Dessen Aufgabe ist es u.a., die U¨bertragung der elektrischen Energie so effizient
wie mo¨glich zu gestalten, den Handel elektrischer Energie zu ermo¨glichen sowie deren
sta¨ndige Verfu¨gbarkeit sicherzustellen (vgl. [6]).
Momentan sind 42 U¨bertragungsnetzbetreiber, die fu¨r ihre entsprechende Regelzone
verantwortlich sind, Mitglied im ENTSO-E. Dieses ist nochmals unterteilt in regionale
Gruppen, die obige Aufgaben fu¨r die entsprechende Region u¨bernehmen (vgl. Abb. 1.1).
Die regionalen Gruppen sind: Kontinentaleuropa - ehemals UCTE, Nordic - ehemals
NORDEL, Baltic - ehemals BALTSO, UK - ehemals UKTSOA und Irland - ehemals
ATSOI (vgl. [6]).
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Abbildung 1.1: Mitglieder im ENTSO-E, Quelle: [6]
Deutschland ist in vier Regelzonen unterteilt, die von den U¨bertragungsnetzbetreibern
betrieben werden. Dies sind die EnBW Transportnetze AG, die transpower stromu¨ber-
tragungs gmbh, die Amprion GmbH und die 50Hertz Transmission GmbH (vgl. Abb.
1.2).
Abbildung 1.2: Die vier U¨bertragungsnetzbetreiber in Deutschland, Quelle: [8]
Um die sta¨ndige Verfu¨gbarkeit von elektrischer Energie zu gewa¨hrleisten, muss die
Frequenz im ENTSO-E konstant bei 50 Hertz liegen. Ist dies nicht der Fall, d.h. kommt
es zu Frequenzschwankungen u¨ber eine gewisse Toleranzschwelle hinaus, kann es im
schlimmsten Fall zu einem großfla¨chigen Netzausfall kommen.
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Ursachen fu¨r die Schwankung der Frequenz liegen darin begru¨ndet, dass zu jedem Zeit-
punkt immer genau soviel elektrische Energie erzeugt werden muss, wie verbraucht wird.
Ist bspw. die Nachfrage gro¨ßer als die erzeugte Leistung, so sinkt die Netzfrequenz. Ist
umgekehrt die erzeugte Leistung gro¨ßer als die Nachfrage, so steigt die Netzfrequenz.
Die U¨bertragungsnetzbetreiber sind unter anderem fu¨r die Frequenzhaltung verant-
wortlich, d.h. sie mu¨ssen bei Leistungsu¨berschuss Abnehmer zuschalten oder Erzeuger
abschalten und analog bei Leistungsmangel Abnehmer abschalten oder Erzeuger zu-
schalten. Dies geschieht u¨ber regelbare Leistungsreserven, die sogenannte Regelleistung
(vgl. [3]).
1.2 Handel mit elektrischer Energie
Mit der EU-Binnenmarktrichtlinie Elektrizita¨t 96/92/EG vom 19. Dez. 1996 wurde eine
Liberalisierung der Ma¨rkte von leitungsgebundenen Energien in der Europa¨ischen Union
beabsichtigt. Umgesetzt wurde diese 1998 in Deutschland mit dem ersten Gesetz u¨ber
die Elektrizita¨ts- und Gasversorgung (Energiewirtschaftsgesetz, EnWG) sowie 2005 mit
dem zweiten Gesetz zur Neuregelung des Energiewirtschaftsrechts. Die Liberalisierung
soll Rahmenbedingungen fu¨r Wettbewerb und freien Handel bei leitungsgebundenen
Energien schaffen. Dies wird erreicht durch die freie Wahl eines Versorgers, die Ent-
flechtung der Bereiche Erzeugung, Netz, Vertrieb/Handel, den diskriminierungsfreien
Netzzugang, ein unabha¨ngiges Regulierungsorgan sowie einen unabha¨ngigen System-
operator. Dieser ist fu¨r einen reibungslosen Netzbetrieb, insbesondere fu¨r Spannungs-
und Frequenzregelung sowie den Ausgleich von Fahrplanabweichungen, verantwortlich
und wird auf dem deutschen Markt von den vier U¨bertragungsnetzbetreibern rerpra¨sen-
tiert. Fu¨r eine genaue Erla¨uterung der o.g. Maßnahmen zur Umsetzung des EnWG
siehe [12, S. 41 - 43].
Durch die Liberalisierung werden elektrische Energie und Erdgas als Handelsware an-
gesehen und ko¨nnen an Energiebo¨rsen gehandelt werden. Diese stellen einen finanziell,
rechtlich und technisch sicheren Marktplatz fu¨r alle zugelassenen Handelsteilnehmer
bereit. Betreibergesellschaft der European Energy Exchange (EEX) in Deutschland ist
die EEX AG in Leipzig.
Im Bo¨rsenhandel werden eine Vielzahl von Produkten mit verschiedenen Preiskonditio-
nen und Laufzeiten gehandelt. Abbildung 1.3 zeigt eine U¨bersicht u¨ber die gehandelten
Produkte. Im Zusammenhang mit dem Handel mit elektrischer Energie und Leistung
haben sich die Begriffe
”
Stromhandel“,
”
Stromlieferung“ und
”
Strombo¨rse“ etabliert,
die in Abbildung 1.3 genutzt werden.
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2.1 Merkmale eines liberalisierten Energiemarktes       43 
Erzeuger: Dies sind meistens Verbundunternehmen mit eigenem 
Kraftwerkspark, unabhängige Stromerzeuger (Independent Power Produ-
cers "IPP") und Kleinproduzenten. Sie produzieren und liefern Strom an 
Händler und Großkunden.  
Lieferanten: Sie können Kraftwerksbetreiber oder Händler sein, die 
Strom in eigener Regie kaufen und verkaufen. Lieferanten sind gegenüber 
den Übertragungsnetzbetreibern bilanzkreisverantwortlich, d.h. sie müssen 
u.a. Fahrpläne für ihre Entnahme und Einspeisestellen im ¼-Stundentakt 
an den Bilanzkoordinator der entsprechenden Regelzone liefern. 
Energiebörse: Im liberalisierten Markt sind Strom und Erdgas zur Han-
delsware geworden und werden, ähnlich wie Wertpapiere und andere 
Commodities, auch an Energiebörsen gehandelt. Aufgabe der Energiebör-
se ist es einen finanziell, rechtlich und technisch sicheren Marktplatz für 
alle zugelassenen Handelsteilnehmer bereitzustellen. In Deutschland ist die 
„European Energy Exchange AG (EEX)“ mit Sitz in Leipzig die etablierte 
Energiebörse. 
Sonstige Akteure sind z.B. Makler, Broker und Portfoliomanager, die 
Stromhandelsgeschäfte im Auftrag ihrer Kunden abwickeln. 
2.1.3 Börsenhandel, Funktionsweise und Produkte 
In einem liberalisierten Markt hat der Kunde nicht nur die freie Wahl 
seines oder seiner Lieferanten, er kann auch über eine Vielzahl von 
Produkten mit unterschiedlichen Preiskonditionen und Laufzeiten wählen, 
die über die Strombörse (Power Exchange) oder in bilateralen (over the 
counter − OTC) Geschäften gehandelt werden. Nachstehende Abb. 2.1 
zeigt eine Übersicht dieser Möglichkeiten.  
OTC-Geschäft
(Forwards, 
Swaps)
Unbedingte 
Termingeschäfte:
Sowohl Käufer als auch Verkäufer 
sind zur Erfüllung verpflichtet
Terminmarkt:
Vertragsabschluss und -erfüllung liegen 
mindestens eine Woche auseinander
Finanzielle Absicherungsgeschäfte
Spotmarkt:
Vertragsabschluss und -
erfüllung fallen fast zusammen
Physisch  ? Stromlieferung
Bedingte 
Termingeschäfte:
Käufer hat ein Ausübungsrecht,  
Verkäufer zur Erfüllung verpflichtet.
Optionen
Caps
Floors
Forwards
Futures
Swaps
OTC-Geschäft
(alle Geschäfte)
Börsenhandel 
(Optionen)
OTC-Geschäft
(alle Geschäfte)
Börsenhandel
(Futures)
Strombörse
Standardprodukte
Base-Produkte
Peak-Produkte
Stunden-Produkte
 
Abb. 2.1:  Arten von Geschäften und Produkten Abbildung 1.3: Arten von Gescha¨ften und Produkten an der EEX, Quelle: [12, S. 43]
Im Rahmen dieser Arbeit ist insbesondere der Stromhandel als Teil des Spotmarktes
interessant, deshalb wird im Folgenden nur darauf na¨her eingegangen.
Beim EEX-Spotmarkt handelt es sich um einen day-ahead-market. Dies bedeutet, dass
der Handel einen Tag vor der physischen Erfu¨llung stattfindet. Dabei ist der Verka¨ufer
zur Lieferung und der Ka¨ufer zur U¨bernahme der vereinbarten Menge an elektrischer
Energie und Zahlung des vereinbarten Preises verpflichtet. Die Lieferung erfolgt u¨ber
Fahrplanmeldungen bei den U¨bertragungsnetzbetreibern.
Die Spotmarkt-Kontrakte ko¨nnen bezogen auf die Lieferdauer der elektrischen Leis-
tung in Stunden- und Blockkontrakte unterschieden werden. Bei Stundenkontrakten
wird die Lieferung von elektrischer Energie mit konstanter Lieferleistung u¨ber eine
vorgegebene Lieferstunde gehandelt. Bei Blockkontrakten wird die Lieferung von elek-
trischer Energie mit konstanter Lieferleistung u¨ber mehrere Lieferstunden gehandelt.
Bei den in Abbildung 1.3 genannten Base-Produkten handelt es sich um Blockkontrakte
fu¨r jeden Wochentag, sogenannte Baseload-Kontrakte. Die Peak-Produkte entsprechen
ebenfalls Blockkontrakten fu¨r Montag bis Freitag von 8 bis 20 Uhr und heißen Peakload-
Kontrakte. Weitere Blockkontrakte sind u.a. Weekend-Baseload-Kontrakte, EEX-Night,
EEX-Morning und EEX-Business (vgl. [12, S. 44]). Stundenkontrakte ko¨nnen fu¨r jede
Stunde eines Tages je nach Bedarf abgeschlossen werden.
Blockkontrakte werden kontinuierlich gehandelt, d.h. die Marktteilnehmer ko¨nnen ihre
Kauf- oder Verkaufsangebote in der Zeit von 08:00 Uhr bis 12:00 Uhr anonym in das
offene elektronische Orderbuch eingeben. Sobald eine Kauf- und eine Verkaufsorder sich
als ausfu¨hrbar erweisen, erfolgt unmittelbar der Gescha¨ftsabschluss.
Stundenkontrakte hingegen werden u¨ber Auktionen gehandelt, d.h. die Marktteilneh-
mer ko¨nnen ihre Kaufs- und Verkaufsgebote bis 12:00 Uhr des Handelstages anonym
per Email u¨ber ein geschlossenes Orderbuch abgeben. Der Preis fu¨r jede einzelne Stunde
des Folgetages wird dann auf der Basis aller eingegangenen Gebote bestimmt.
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1.3 Regelleistung
Bei der Frequenzregelung schwankt der Messwert sta¨ndig um den Sollwert 50 Hz. Es
kann trotz Ausgleich durch das ENTSO-E im Tagesverlauf zu U¨ber- oder Unterka-
pazita¨ten und unplanma¨ßigen Lastschwankungen im Elektroenergiesystem kommen.
Gru¨nde hierfu¨r sind unter anderem der Ausfall von Erzeugungseinheiten, der Ausfall
oder die Zuschaltung gro¨ßerer Lasten und Abweichungen zwischen prognostizierter und
tatsa¨chlicher Last.
Langfristige Basisversorgung
Baseload (Grundlast)
MW
Stunden
0 6 12 18 24
Peakload (Spitzenlast)
Einzelstunden-
kontrakte
Tageslastgang-
linie
negative RL
positive RL
Abbildung 1.4: Lastprofil Stromhandel, Quelle: [7], modifiziert
Diese Abweichungen mu¨ssen durch Regelleistung ausgeglichen werden. Das Prinzip ist
in Abbildung 1.4 dargestellt. Ziel des Regelenergieeinsatzes ist es, das Band, in dem
sich die Frequenz bewegt, mo¨glichst eng zu halten. Der Leistungsbedarf, repra¨sentiert
durch den Lastverlauf, wird mittels Baseload- und Peakload-Kontrakten gedeckt. Die
Differenz zwischen der Lastkurve und der an der Bo¨rse verkauften elektrischen Leistung
muss durch Regelleistung ausgeglichen werden. Die Quadrate entsprechen der Regel-
leistung, die kurzfristig als Stundenkontrakte gehandelt werden. Der Ausgleich von o.g.
Differenz erfolgt u¨ber ein vierstufiges Leistungsreservesystem (vgl. [3], [12, S. 410]).
Die erste Regelleistungsart ist die Prima¨rregelung. Sie setzt im Millisekundenbereich ein,
wenn kurzfristige Frequenzschwankungen auftreten. Die Prima¨rregelung wird durch die
sogenannte rotierende Reserve erbracht. Dabei handelt es sich um große Kraftwerke
im gesamten ENTSO-E-Gebiet, die im Normalbetrieb einen kleinen Teil ihrer Leistung
freihalten und diese bei einer Gleichgewichtssto¨rung sofort und vollautomatisch im ge-
samten ENTSO-E-Verbundnetz bis zur Volllast freigegeben. Die Sekunda¨rregelleistung
als zweite Regelleistungsart lo¨st die Prima¨rregelung nach 30 Sekunden durch schnellan-
laufende Kraftwerke wie Pumpspeicherkraftwerke oder Gasturbinen ab, die automatisch
gestartet werden. Dies ist notwendig, damit die Prima¨rregelreserve nach einer Sto¨rung
schnell wieder in voller Ho¨he zur Verfu¨gung stehen kann. Die Sekunda¨rregelleistung
wird in dem Netzabschnitt, der von der Sto¨rung bzw. der Lastschwankung betroffen ist,
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eingesetzt, also nur genau da, wo die Ursache der aufgetretenen Frequenzabweichung
liegt. Sie sollte nach maximal 15 Minuten wieder in vollem Umfang zur Verfu¨gung ste-
hen. Damit dies gewa¨hrleistet ist, wird die Sekunda¨rregelleistung spa¨testens nach 15
Minuten von der Minutenreserve, auch Tertia¨rregelleistung genannt, abgelo¨st. Sie wird
bei Bedarf telefonisch durch den U¨bertragungsnetzbetreiber abgerufen und sollte sie-
ben Minuten nach dem telefonischen Abruf vollsta¨ndig aktiviert sein. Erbracht wird
die Minutenreserve durch schnell regelbare Kraftwerke wie z.B. Pumpspeicher- oder
Steinkohlekraftwerke, deren Leistung manuell weiter hochgefahren wird. Der Abruf von
Minutenreserve erfolgt also nicht automatisch. Ferner gibt es noch die Stundenreser-
ve, welche die Minutenreserve nach 60 Minuten ablo¨st und nach Ermessen eingesetzt
wird, wenn in die Planung einbezogene Kraftwerke ausfallen oder ho¨here Lasten als
geplant im entsprechenden Bilanzkreis auftreten. Die Stundenreserve wird von thermi-
schen Kraftwerken geliefert.
Es wird weiterhin zwischen positiver und negativer Regelleistung unterschieden. Posi-
tiv bedeutet, dass im Falle von Leistungsmangel zusa¨tzliche Erzeuger zugeschaltet oder
Abnehmer abgeschaltet werden wohingegen der negative Fall dem Zuschalten von Ab-
nehmern oder dem Abschalten von Erzeugern bei Leistungsu¨berschuss entspricht. Bei
der Prima¨rregelung gibt es nur den positiven Fall, Sekunda¨rregelleistung und Minuten-
reserve gibt es sowohl positiv als auch negativ.
Der Einsatz der verschiedenen Regelleistungsarten ist in Abbildung 1.5 dargestellt.
Zeit [min]
Leistung [MW]
5 sec 30 sec 15 min 1 h
Prima¨r-
regel-
leistung
Sekunda¨rregelleistung
Minuten-
reserveleistung
Stunden-
reserve-
leistung
Abbildung 1.5: Arten von Regelleistung, Quelle: [17]
Ein weiterer wichtiger Aspekt ist die Beschaffung von Regelleistung. Hierfu¨r sind die
U¨bertragungsnetzbetreiber zusta¨ndig. Sie mu¨ssen sicherstellen, dass von Kraftwerkssei-
te stets genu¨gend Regelleistung zur Verfu¨gung steht. Die Beschaffung wird, wie in Ab-
schnitt 1.2 beschrieben, durch ein diskriminierungsfreies und transparentes Ausschrei-
bungsverfahren realisiert. Um die gemeinsame Ausschreibung durchzufu¨hren, haben die
deutschen U¨bertragungsnetzbetreiber eine Internetplattform eingerichtet
(www.regelleistung.net). Die ta¨gliche Ausschreibung von Minutenreserve erfolgt seit
dem 1. Dezember 2006, die gemeinsame monatliche Ausschreibung der Prima¨r- sowie
Sekunda¨rregelung seit dem 1. Dezember 2007. An dem Ausschreibungswettbewerb be-
teiligen sich hauptsa¨chlich Kraftwerksbetreiber. Durch Zusammenschlu¨sse zu sogenann-
ten virtuellen Kraftwerken haben auch Kleinlieferanten die Chance, an den Ausschrei-
bungen teilzunehmen. Die Kosten fu¨r Regelenergie sind mit ca. 40 % ein wesentlicher
Bestandteil der Netznutzungsentgelte fu¨r das Ho¨chstspannungsnetz. Insbesondere die
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Preise fu¨r Minutenreserve, die ta¨glich fu¨r den na¨chsten Tag ausgeschrieben werden,
schwanken sehr stark und haben in der Vergangenheit teilweise sehr hohe Werte er-
reicht (vgl. [4], [11, S. 490]).

Kapitel 2
Mathematische Grundlagen
Um die Schritte der in Kapitel 3 durchgefu¨hrten Zeitreihenanalyse der Daten des Regel-
leistungsbedarfes nachvollziehen zu ko¨nnen, werden die notwendigen mathematischen
Grundlagen im aktuellen Kapitel dargestellt.
2.1 Grundlagen aus der Wahrscheinlichkeitstheorie
und Statistik
Fu¨r die Grundlagen im Bereich der Wahrscheinlichkeitstheorie und Statistik sei auf [10,
Kapitel 1-3] und [18, Kapitel 1-4] verwiesen. Die Notationen werden aus den jeweiligen
Bu¨chern u¨bernommen. Die fu¨r die spa¨tere Anwendung wichtigsten Definitionen, Sa¨tze
und Resultate werden dennoch kurz vorgestellt.
Definition 2.1.1 Gleichverteilung
Die stetige Zufallsvariable X genu¨gt einer Gleichverteilung auf dem Intervall [a, b], wenn
sie die Wahrscheinlichkeitsdichte
f(x) =
{
1
b−a
0
a ≤ x ≤ b
sonst
(2.1)
und die Verteilungsfunktion
f(x) =

0
x−a
b−a
1
x < a
a ≤ x < b
b ≤ x
(2.2)
besitzt. Als abku¨rzende Schreibweise ist X ∼ U(a, b) u¨blich.
Der folgende Satz 2.1.2 gibt eine von der Varianz der Zufallsvariable X abha¨ngige Min-
destwahrscheinlichkeit dafu¨r an, dass X in ein Intervall vorgegebener Breite fa¨llt, das
seinen Erwartungswert symmetrisch umgibt.
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SATZ 2.1.2 Ungleichung von Tschebyschow
Sei X eine Zufallsvariable mit Erwartungswert µ und endlicher Varianz σ2. Dann gilt
fu¨r alle reellen Zahlen d > 0:
P (|X − µ| ≥ d) ≤ σ
2
d2
(2.3)
m
P (|X − µ| < d) ≥ 1− σ
2
d2
. (2.4)
Anschaulicher la¨sst sich (2.4) folgendermaßen umformen:
P (µ− d < X < µ+ d) ≥ 1− σ
2
d2
. (2.5)
Beweis:
Der Beweis ist in [2] zu finden.
Aus dem Bereich der deskriptiven Statistik sind besonders die im Folgenden vorgestell-
ten empirischen Momente einer Stichprobe ~X = (x1, ..., xn) vom Umfang n wichtig:
• arithmetisches Mittel: x = 1
n
∑n
i=1 xi
• empirische Varianz: s2x = 1n−1
∑n
i=1(xi − x)2
• empirische Standardabweichung: sx =
√
s2x
Definition 2.1.3 Empirische Kovarianz, empirischer Korrelations-
koeffizient
Die Gro¨ße
cxy =
1
n
n∑
i=1
(xi − x)(yi − y) (2.6)
als Maß fu¨r den linearen Zusammenhang zwischen n Beobachtungspaaren (xi, yi) heißt
empirische Kovarianz. Die Gro¨ße
rxy =
cxy
sx · sy (2.7)
heißt Korrelationskoeffizient von Bravais-Pearson. Es gilt −1 ≤ r ≤ 1.
Der Bereich der induktiven oder auch schließenden Statistik hat den Ru¨ckschluss von
der Stichprobe auf die Grundgesamtheit zum Ziel. Waren in der deskriptiven oder auch
beschreibenden Statistik noch keine Verteilungsannahmen von Interesse, so spielen die-
se in der induktiven Statistik eine wesentliche Rolle.
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2.1.1 Hypothesentests
Das allgemeine Vorgehen bei Hypothesentests soll hier nur kurz beschrieben werden.
Eine ausfu¨hrliche Erkla¨rung findet sich bspw. in [5, S. 285].
Der erste Schritt ist das Aufstellen der Nullhypothese H0 und der Alternativhypothe-
se H1. Hierbei gibt es je nach Anwendungsfall die Mo¨glichkeiten der zweiseitigen oder
einseitigen Fragestellung. Als na¨chstes wird die zu dem Test geho¨rende Testgro¨ße T
berechnet und der kritische Bereich K∗ ermittelt. Im letzten Schritt wird gepru¨ft, ob
die Testgro¨ße innerhalb oder außerhalb des kritischen Bereichs liegt. Gilt T /∈ K∗, so
ist der Test nicht signifikant und gegen die Nullhypothese H0 kann nichts eingewendet
werden. Gilt jedoch T ∈ K∗, so ist der Test signifikant, die Nullhypothese H0 wird
abgelehnt und die Alternativhypothese H1 angenommen.
Ein spezieller Hypothesentest ist der χ2-Anpassungstest , mit dessen Hilfe u¨berpru¨ft
werden kann, ob eine Stichprobe mit der empirischen Verteilungsfunktion Fn(x) einer
angenommenen Verteilungsfunktion F0(x) entspricht (vgl. [19, S. 210]).
Betrachtet wird eine Grundgesamtheit X mit einer unbekannten Verteilungsfunktion
F (x). Es sei eine Stichprobe ~X = (x1, ..., xn) vom Umfang n gegeben, wobei die Zu-
fallsgro¨ßen unabha¨ngig und identisch verteilt sind. Zu pru¨fen sei
H0 : Fn(x) = F0(x) gegen H1 : Fn(x) 6= F0(x).
Um die Testgro¨ße berechnen zu ko¨nnen, wird der Wertebereich X der n Stichproben-
werte in k Klassen Xi = [xi−1, xi] eingeteilt und die absoluten Ha¨ufigkeiten ni fu¨r jede
Klasse ermittelt. Fu¨r die Klassen muss
Xi ∩ Xj = Ø fu¨r i 6= j
gelten. Sie sind also disjunkt.
Klasse 1 2 ... k Total
Anzahl der Beobachtungen n1 n2 ... nk n
Die Klasseneinteilung ist nur bei ordinal und metrisch messbaren Merkmalen notwen-
dig und erfolgt mehr oder weniger willku¨rlich. Um sicherzustellen, dass in den einzelnen
Klassen eine genu¨gend große Anzahl an Beobachtungen vorhanden ist, sollte die Klas-
seneinteilung nicht zu fein gewa¨hlt werden. Als Faustregel gilt, dass in nicht mehr als
20% der erwarteten Klassenbesetzungen die unter der Nullhypothese H0 erwarteten
Ha¨ufigkeiten kleiner als 5 sein sollten und keiner dieser Werte kleiner als 1 sein sollte.
Es muss also
|{Xi : npi < 5, i = 1, ..., k}| ≤ 0, 2 · k und npi > 1, ∀i = 1, ..., k
gelten.
Die Testgro¨ße ist so konstruiert, dass sie die Abweichungen der unter H0 erwarteten
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Ha¨ufigkeiten von den tatsa¨chlich beobachteten absoluten Ha¨ufigkeiten misst.
T =
k∑
i=1
(ni − npi)2
npi
(2.8)
Dabei ist ni =
∑n
j=1 {xj ∈ Xi} die absolute Haufigkeit der Stichprobe ~X fu¨r die Klasse
i, (i = 1, ..., k), pi = P (X ∈ Xi|H0) die mit Hilfe der vorgegebenen Verteilungsfunktion
F0(x) berechnete (also theoretische) Wahrscheinlichkeit dafu¨r, dass die Zufallsvariable
X in die Klasse i fa¨llt und npi die unter H0 erwartete Ha¨ufigkeit in der Klasse i.
Fu¨r n→∞ ist T unter der Hypothese H0 ist χ2-verteilt mit k − 1 Freiheitsgraden.
Gilt T /∈ K∗, kann gegen die Nullhypothese H0 nichts eingewendet werden.
K∗ =
{
T : T > χ2k−1,1−α
}
wobei α das Signifikanzniveau angibt, d.h. P (T ≤ χ2k−1,1−α) = 1 − α, woraus P (T ∈
K∗) = α folgt. Fu¨r den Fall, dass T innerhalb des kritischen Bereiches liegt, also T ∈ K∗,
wird die Nullhypothese verworfen und die Alternativhypothese H1 angenommen.
2.1.2 Stochastische Prozesse
Definition 2.1.4 Stochastischer Prozess
Sei T eine endliche oder ho¨chstens abza¨hlbar unendliche Menge der Werte des Zeit-
parameters t. Eine Folge ((Xt)(ω))t∈T von Zufallsvariablen, die alle auf dem gleichen
Wahrscheinlichkeitsraum (Ω,A, P ) definiert sind, heißt stochastischer Prozess mit dis-
kretem Zeitparameter.
In den meisten Fa¨llen ist T = N, T = N0 oder T = Z. Die Schreibweisen (Xt), (Xt(ω)),
(X(ω, t)) sind a¨quivalent.
Bei Ω handelt es sich um den Ergebnisraum, also die Menge der Werte, die der Prozess
zum Zeitpunkt t annehmen kann.
Definition 2.1.5 (Xt(ω)) sei gem. Def. 2.1.4 definiert und
• ω ∈ Ω fest. Dann heißt Xt(ω) : T → R Realisierung oder Trajektorie des stochas-
tischen Prozesses.
• t ∈ T fest. Xt(ω) : Ω→ R ist eine Zufallsvariable.
Im Folgenden wird fu¨r stochastische Prozesse die Bezeichnung (Xt) und fu¨r Zufallsva-
riablen die Bezeichnung Xt verwendet.
Folgender Satz gibt Auskunft daru¨ber, wie die vollsta¨ndige Beschreibung eines stochas-
tischen Prozesses mo¨glich ist.
SATZ 2.1.6 Konsistenztheorem von Kolmogorow Ein stochastischer Prozess ist
bereits eindeutig definiert, wenn das System seiner endlich-dimensionalen Verteilungs-
funktionen Ft1,...,tn(x1, ..., xn) = P (Xt1 ≤ x1, ..., Xtn ≤ xn) bekannt ist.
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Beweis:
Siehe Laha/Rohatgi 1979, S. 22ff
In den meisten Fa¨llen ist das Konsistenztheorem jedoch nicht erfu¨llt, sodass andere
Gro¨ßen ausreichen mu¨ssen, um den Prozess zu beschreiben. Dies sind u.a. die Momente
des Prozesses.
Definition 2.1.7 Momentenfunktionen
Es existiere fu¨r jedes s, t ∈ T der Erwartungswert bzw. die Varianz der Zufallsvariablen
Xt.
• Die Mittelwertfunktion µ(t) des stochastischen Prozesses (Xt) ist gegeben durch
µt = µ(t) := E (Xt) . (2.9)
• Die Varianzfunktion σ2(t) von (Xt) ist gegeben durch
σ2t = σ
2(t) := D2 (Xt) . (2.10)
• Die Kovarianzfunktion γ(s, t), die jedem Paar von Zeitpunkten s,t die Kovarianz
der Zufallsvariablen Xs und Xt zuordnet, ist gegeben durch
γ(s, t) := cov (Xs, Xt) = E ((Xs − µs) (Xt − µt)) . (2.11)
• Die Korrelationsfunktion %(s, t), die jedem Paar von Zeitpunkten s,t die Korre-
lation der Zufallsvariablen Xs und Xt zuordnet, ist gegeben durch
%(s, t) := corr (Xs, Xt) =
cov (Xs, Xt)√
σ2sσ
2
t
. (2.12)
Wegen der Symmetrie der Kovarianz und des Korrelationskoeffizienten gilt γ(s, t) =
γ(t, s) und %(s, t) = %(t, s).
Die Werte der Kovarianzfunktion lassen sich fu¨r endlich viele Zeitpunkte t1, ..., tn ∈ T
in einer Matrix Σ, der Kovarianzmatrix von Xt1 , ..., Xtn , anordnen.
Lemma 2.1.8 Eigenschaften der Kovarianzmatrix
1. Die Kovarianzmatrix ist symmetrisch, d.h. Σ = ΣT .
2. Die Kovarianzmatrix ist nichtnegativ-definit, d.h. fu¨r beliebige reelle Konstanten
c1, ..., cn gilt
n∑
i=1
n∑
j=1
cicjγ(ti, tj) ≥ 0.
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Beweis: Der Beweis ist in [14, S. 98] zu finden.
Ein fu¨r die Modellierung verschiedenster stochastischer Prozesse notwendiger Prozess
ist der White-Noise-Prozess.
Definition 2.1.9 Eine Folge (εt)t∈T mit T = N von identisch verteilten und unabha¨ngi-
gen Zufallsvariablen εt heißt White-Noise-Prozess oder reiner Zufallsprozess. Es sei µε
der Erwartungswert und σ2ε die Varianz des Prozesses.
In der Praxis ist in den meisten Fa¨llen kein stochastischer Prozess gegeben, sondern
zuna¨chst nur eine einzige Realisierung eines solchen Prozesses. Es muss herausgefunden
werden, durch welchen speziellen stochastischen Prozess sich die Realisierung darstellen
la¨sst. Dafu¨r sind unter anderem die Momentenfunktionen zu scha¨tzen, um damit Ru¨ck-
schlu¨sse auf den zugrundeliegenden Prozess ziehen zu ko¨nnen. Dies ist Hauptanliegen
der in Abschnitt 2.2 beschriebenen Zeitreihenanalyse. Eine wichtige Voraussetzung fu¨r
viele Verfahren der Zeitreihenanalyse ist die Stationarita¨t der Zeitreihe.
Definition 2.1.10 Starke Stationarita¨t
Sei (Xt)t∈T ein stochastischer Prozess und fu¨r n ∈ N seien die Zeitpunkte t1, ..., tn ∈ T
gegeben. (Xt)t∈T heißt stark stationa¨r (oder strikt stationa¨r), falls fu¨r beliebiges s ∈ T
gilt:
P (Xt1 ≤ x1, ..., Xtn ≤ xn) = P (Xt1+s ≤ x1, ..., Xtn+s ≤ xn) ,
bzw. in etwas anderer Schreibweise
F(Xt1 ,...,Xtn)
(x1, ..., xn) = F(Xt1+s,...,Xtn+s)
(x1, ..., xn) ,
Diese Definition bedeutet, dass die gemeinsamen Verteilungen von Xt1 , ..., Xtn und
Xt1+s, ..., Xtn+s identisch sind. Die gemeinsame Verteilung von Xt1 , ..., Xtn heißt dann
invariant in Bezug auf die Verschiebung der Zeitpunkte um s Einheiten.
Definition 2.1.11 Schwache Stationarita¨t
Der stochastische Prozess (Xt)t∈T heißt schwach stationa¨r, falls fu¨r den Erwartungswert
E(Xt) = µt = µ, ∀t ∈ T
gilt und die Kovarianz
cov (Xt1 , Xt2) = γ(t1, t2), ∀t1, t2 ∈ T
nur von t2 − t1 abha¨ngt.
Daraus ergibt sich, dass fu¨r die Kovarianz gilt cov (Xt1 , Xt2) = cov (Xt1+s, Xt2+s) fu¨r alle
s ∈ T . Aus diesem Grund wird eine neue Kovarianzfunktion mit nur einem Argument,
dem Abstand zwischen den Zeitpunkten s und t, definiert. Dieser Abstand wird auch
Lag genannt und mit τ := t− s bezeichnet. Dadurch ergibt sich fu¨r die Kovarianz und
die Korrelation
γ(τ) := γ(t− s) und %(τ) := %(t− s).
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Lemma 2.1.12 Eigenschaften von γ(τ) und %(τ)
Sei (Xt)t∈T ein schwach stationa¨rer Prozess mit der Varianz σ2 = σ2(t), der Kovarianz-
funktion γ(τ) und der Korrelationsfunktion %(τ). Dann haben γ(τ) und %(τ) folgende
Eigenschaften:
1. γ(0) = σ2, %(0) = 1,
2. %(τ) = γ(τ)
γ(0)
,
3. −γ(0) ≤ γ(τ) ≤ γ(0), −1 ≤ %(τ) ≤ 1,
4. γ(τ) und %(τ) sind gerade Funktionen des Lags τ , d.h.
γ(−τ) = γ(τ) und %(−τ) = %(τ),
5. γ(τ) und %(τ) sind nichtnegativ-definite Funktionen.
Beweis:
Der Beweis findet sich in [14, S. 102].
2.1.3 Lineare stochastische Prozesse
Die Abha¨ngigkeitsstruktur zwischen den einzelnen Werten des stochastischen Prozesses
zum Zeitpunkt t wird bei linearen stochastischen Prozessen durch lineare Verknu¨pfun-
gen der beobachtbaren Zufallsvariablen Xi und Zufallsschocks modelliert, vgl. dazu [14,
S. 104].
Bevor die speziellen linearen Prozesse AR-, MA- und AR(I)MA-Prozess erla¨utert wer-
den, sind jedoch noch einige Definitionen und Sa¨tze zu linearen Filtern notwendig.
Definition 2.1.13 Linearer Filter
Eine lineare Transformation L eines stochastischen Prozesses (Xt) in einen anderen
stochastischen Prozesses (Yt) gema¨ß
Yt = LXt =
∞∑
u=−∞
auXt−u u, t ∈ Z (2.13)
heißt linearer Filter L. Die Koeffizienten au heißen Gewichte des Filters.
Anstelle von L wird der Filter im Folgenden durch seine Gewichte mit (au) bezeichnet.
Die Folge der Gewichte heißt auch Impulsantwortfunktion.
Da sich in 2.13 die Summation von −∞ bis +∞ erstreckt, kann es passieren, dass die
Summe divergiert. Um dies zu vermeiden, wird vorausgesetzt, dass die Gewichte des
Filters eine absolut summierbare Folge bilden. Die Prozesse (Xt) und (Yt) werden auch
als Input bzw. Output bezeichnet.
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Definition 2.1.14 Absolut summierbare Folge
Eine Folge (at)t∈Z heißt absolut summierbar, wenn die Folge der Partialsummen
st = |a−t|+ |a−t+1|+ ...+ |a0|+ |a1|+ ...+ |at| (2.14)
fu¨r t→∞ gegen einen endlichen Grenzwert konvergiert, wenn also ∑t |at| <∞ gilt.
Ist die absolute Summierbarkeit gewa¨hrleistet, wird von absolut summierbaren Filtern
gesprochen. So lassen sich unendliche Filter wie endliche Filter behandeln (siehe [14,
S.107]).
Definition 2.1.15 Allgemeiner linearer Prozess
Sei (εt)t∈Z ein White-Noise-Prozess mit Erwartungswert µε und Varianz σ2ε sowie (au)
ein absolut summierbarer Filter. Dann heißt der Prozess
Yt =
+∞∑
u=−∞
auεt−u (2.15)
allgemeiner linearer Prozess.
Definition 2.1.16 Shift-Operator
Der Filter B mit
BXt = Xt−1
heißt Shift (oder Backshift) -Operator des stationa¨ren Prozesses (Xt).
Der Filter verschiebt den Prozess also um eine Zeiteinheit. Werden mehrere Verschie-
bungen nacheinander ausgefu¨hrt, ist die Schreibweise BpXt = Xt−p u¨blich. Fu¨r p > 0
erfolgt eine Ru¨ckwa¨rtsverschiebung um p Zeiteinheiten, fu¨r p < 0 eine Vorwa¨rtsver-
schiebung um p Zeiteinheiten, fu¨r p = 0 ergibt sich die Identita¨t B0 = 1.
Ein Filter kann als gewichtete Summe der Shiftoperatoren geschrieben werden
A(B) =
∞∑
u=−∞
auB
u.
Es ist bei der Analyse linearer stochastischer Prozesse von besonderem Interesse, fu¨r
einen gegebenen Filter einen inversen Filter zu bestimmen. Gesucht ist zu einer bereits
durch yt = A(B)xt gefilterten Reihe,d.h. einer Realisierung des Prozesses (Yt) die ur-
spru¨ngliche Reihe (xt), d.h. einer Realisierung des Prozesses (Xt). Betrachtet werden
dafu¨r nur Filter der Form
A(B) = 1− a1B − a2B2 − ...− apBp. (2.16)
Filter, die im Zeitpunkt t nicht auf zuku¨nftige Werte yt+1, ... zugreifen, erfu¨llen die
Eigenschaft 2.16 und werden als kausal bezeichnet.
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Definition 2.1.17 Kausaler Filter
Der Filter C mit der Gewichtsfolge (cu) heißt kausal, wenn cu = 0 fu¨r u < 0, d.h. wenn
C(B) =
∞∑
u=0
cuB
u
gilt.
Es wird vorausgesetzt, dass der inverse Filter ebenfalls absolut summierbar ist.
Gesucht ist nun ein inverser und kausaler Filter zum Filter A(B) = 1− a1B − a2B2 −
...− apBp, d.h.
A−1(B) =
∞∑
u=0
cuB
u,
dessen Koeffizientenfolge absolut summierbar ist, sodass fu¨r jede Reihe (xt)
yt =
∞∑
u=0
auxt−u ⇐⇒ xt =
∞∑
u=0
cuyt−u
gilt.
Dafu¨r wird die z-Transformierte des Filters betrachtet. Dies hat den Vorteil, dass der
Umgang mit der dem Filter A(B) zugeordneten Funktion A(z) in den meisten Fa¨llen
unkomplizierter ist als mit dem Filter selbst.
Definition 2.1.18 z-Transformierte eines Filters
Die Funktion
A(z) =
∞∑
u=−∞
auz
u, z ∈ C
heißt z-Transformierte des Filters A(B) =
∑∞
u=−∞ auB
u. Fu¨r Filter der Form A(B) =
1− a1B − a2B2 − ...− apBp heißt A(z) charakteristisches Polynom des Filters.
Die z-Transformierte eines Filters ist eindeutig, vgl. dazu [14, S. 112].
Fu¨r die Invertierbarkeit von A(B) = 1− a1B− a2B2− ...− apBp ist entscheidend, dass
alle Lo¨sungen der charakteristischen Gleichung
1− a1z − a2z2 − ...− apzp = 0
außerhalb des Einheitskreises liegen. Fu¨r die genaue Herleitung dieses Ergebnisses sei
auf [14, S. 113-115] verwiesen.
Die in diesem Abschnitt vorgestellten Definitionen und Resultate sind wichtig fu¨r die
Beschreibung von MA-, AR- und AR(I)MA-Prozessen.
Definition 2.1.19 Moving-Average-Prozess
Ein stochastischer Prozess (Xt)t∈Z der Form
Xt = εt − β1εt−1 − ...− βqεt−q, t ∈ Z, q ∈ N0 (2.17)
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heißt Moving-Average-Prozess der Ordnung q (MA(q)-Prozess), wobei (εt) ein White-
Noise-Prozess mit Erwartungswert µε und Varianz σ
2
ε ist.
Die Schreibweise mit linearem Filter ist ebenfalls u¨blich
Xt = β(B)εt mit β(B) = 1− β1B − β2B2 − .... (2.18)
Lineare Filter, die zu MA-Prozessen fu¨hren, sind kausale Filter.
SATZ 2.1.20 Momente von MA(q)-Prozessen
Fu¨r einen MA(q)-Prozess Xt = β(B)εt mit Eεt = µε und D
2εt = σ
2
ε gilt, falls β0 = 1
ist,
1. (Xt) ist stationa¨r.
2. µX = EXt = µε
∑q
u=0(−βu)
3.
γX(τ) =
∑q
u=0
∑q
v=0 βuβvγε(τ + u− v)
=

0
σ2
∑q−τ
u=0 βuβu+τ
γX(−τ)
τ > q
0 ≤ τ ≤ q
τ < 0
4. Speziell ist also σ2X = (
∑q
u=0 β
2
u)σ
2
ε .
5.
%X(τ) =
γX(τ)
γX(0)
=

0∑q−τ
u=0 βuβu+τ/ (
∑q
u=0 β
2
u)
1
%X(−τ)
τ > q
0 < τ ≤ q
τ = 0
τ < 0
Beweis: Siehe [14, S. 116].
Wie im vorangegangenen Abschnitt fu¨r allgemeine lineare Prozesse, interessiert fu¨r
MA(q)-Prozesse das Kriterium der Invertierbarkeit, z.B. u.a. um aus der Autokorrela-
tionsfunktion auf den zugeho¨rigen MA(q)-Prozess schließen zu ko¨nnen.
Definition 2.1.21 Ein MA[q]-Prozess Xt = β(B)εt heißt invertierbar, wenn alle Null-
stellen des charakteristischen Polynoms
β(z) = 1− β1z − β2z2 − ...− βqzq
außerhalb des Einheitskreises liegen.
Fu¨r einen invertierbaren MA(q)-Prozess ist εt = β
−1(B)Xt mit kausalem, absolut sum-
mierbarem Filter
β−1(B) = c0 + c1B + c2B2 + .... (2.19)
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Definition 2.1.22 Autoregressiver Prozess
Ein stochastischer Prozess (Xt)t∈Z der Form
Xt = α1Xt−1 + ...+ αpXt−p + εt, t ∈ Z, p ∈ N0 (2.20)
heißt Autoregressiver Prozess der Ordnung p (AR(p)-Prozess), mit dem White-Noise-
Prozess (εt).
Die inverse Darstellung eines MA(q)-Prozesses kann mit dem Filter 2.19 realisiert wer-
den. Die zum MA(q)-Prozess inverse Darstellung εt =
∑∞
u=0 cuXt−u bzw. die dazu
a¨quivalente Darstellung Xt = −
∑∞
u=1 cuXt−u + εt ist ein unendlicher AR-Prozess. Die
Umkehrung dieser Aussage gilt ebenfalls.
SATZ 2.1.23 MA-Darstellung von AR-Prozessen
Ein AR(p)-Prozess Xt = α1Xt−1 + ...+ αpXt−p + εt la¨sst sich genau dann als MA(∞)-
Prozess
Xt =
∞∑
u=0
βuεt−u
mit absolut summierbarer Koeffizientenfolge (βu) darstellen, wenn alle Lo¨sungen der
charakteristischen Gleichung
1− α1z − α2z2 − ...− αpzp = 0
außerhalb des Einheitskreises liegen. (Xt) ist dann stationa¨r.
Beweis: Die Beweisidee findet sich in [14, S. 122].
Die Bedingung, dass alle Lo¨sungen der charakteristischen Gleichung außerhalb des Ein-
heitskreises liegen, wird im folgenden als Stationarita¨tsbedingung bezeichnet.
Wird ein MA(q)-Prozess mit einem AR(p)-Prozess kombiniert, fu¨hrt dies auf einen
Autoregressive-Moving-Average-Prozesse der Ordnung (p,q).
Definition 2.1.24 Autoregressiver-Moving-Average Prozess
Ein stochastischer Prozess (Xt)t∈Z der Form
Xt − α1Xt−1 − ...− αpXt−p = εt − β1εt−1 − ...− βqεt−q, t ∈ Z, p, q ∈ N0 (2.21)
heißt Autoregressiver-Moving-Average Prozess der Ordnung (p,q) (ARMA(p,q)-Prozess)
mit dem White-Noise-Prozess (εt).
Die abku¨rzende Schreibweise α(B)Xt = β(B)εt mit α(B) = 1− α1B − ...− αpBp und
β(B) = 1− β1B − ...− βqBq ist ebenfalls gebra¨uchlich.
Bemerkung 2.1.25 Fu¨r Aussagen zur Stationarita¨t und Invertierbarkeit von ARMA-
Prozessen sind nun die Eigenschaften der MA(q)- und AR(p)-Prozesse heranzuziehen.
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1. Liegen alle Nullstellen der charakteristischen Gleichung des AR(p)-Teils
1− α1z − α2z2 − ...− αpzp = 0
außerhalb des Einheitskreises, so existiert α(B)−1 als absoulut summierbare Ko-
effizientenfolge. (Xt) hat die Form MA(∞)-Darstellung
Xt = α(B)
−1β(B)εt.
und ist stationa¨r. (Xt) heißt dann stationa¨rer ARMA-Prozess.
2. Liegen alle Nullstellen der charakteristischen Gleichung des MA(q)-Teils
1− β1z − β2z2 − ...− βpzp = 0
außerhalb des Einheitskreises, so existiert β(B)−1 als absolut summierbare Koef-
fizientenfolge. (Xt) hat die AR(∞)-Darstellung
β(B)−1α(B)Xt = εt
und ist stationa¨r. (Xt) heißt dann invertierbarer ARMA-Prozess.
Ist eine der beiden obigen Bedingungen gegeben, kann ein ARMA-Prozess also durch
einen MA(∞)- oder AR(∞)-Prozess dargestellt werden. Im Praxisfall ist dies natu¨rlich
nicht mo¨glich, hier muss eine genu¨gend große Ordnung gewa¨hlt werden, um den ARMA-
Prozess zu approximieren. Gegen die Approximation von ARMA-Prozessen durch AR-
oder MA-Prozesse genu¨gend großer Ordnung spricht jedoch das Prinzip der Sparsam-
keit, welches eine sparsame Parametrisierung des Modells im Sinne einer mo¨glichst
geringen Zahl von Parametern fordert [14, S. 135].
Die Angabe der Autokovarianzfunktion von ARMA-Prozessen ist nur eingeschra¨nkt
(z.B. fu¨r ARMA(1,1)-Prozesse) mo¨glich. Theoretisch kann die Autokovarianzfunktion
fu¨r stationa¨re ARMA-Prozesse aus der MA(∞)-Darstellung Xt = α(B)−1β(B)εt ge-
wonnen werden, indem die Koeffizienten c0, c1, ... der MA(∞)-Darstellung durch Koef-
fizientenvergleich von
(1− α1B − ...− αpBp)(co + c1B + c2B2 + ...) = 1− β1B − ...− βqBq (2.22)
ermittelt werden (vgl. hierzu [14, S. 134] und [9, S. 126]).
In der Praxis liegen ha¨ufig keine stationa¨ren Daten vor. Um einen Prozess stationa¨r zu
machen, gibt es die Mo¨glichkeit einen Differenzenfilter
∆d := (1−B)d
auf die Daten anzuwenden, siehe [14]. Es werden also d-mal die Differenzen der Daten
gebildet, bis Stationarita¨t vorliegt. Dies fu¨hrt auf ARIMA-Prozesse.
Eine fu¨r die Analyse von ARMA-Prozessen wichtige Gro¨ße sind die Modellresiduen.
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Definition 2.1.26 Die Gro¨ßen
et = Xt − α1Xt−1 − α2Xt−2 − ...− αpXt−p + β1et−1 + β2et−2 + ...+ βqet−q (2.23)
heißen Modellresiduen des ARMA(p,q)-Prozesses (2.21).
Die Modellresiduen ko¨nnen u¨ber 2.23 rekursiv berechnet werden. Dafu¨r sind allerdings
die ersten q Werte eq notwendig. U¨blicherweise werden e1 = ... = eq = 0 gesetzt und
anschließend die folgenden q+1 bis n Residuenwerte berechnet (vgl. [13]). Die Residuen
sind Scha¨tzungen fu¨r den nicht beobachtbaren White-Noise-Prozess (εt).
Definition 2.1.27 Autoregressiver-Integrierter-Moving-Average Prozess
Ein stochastischer Prozess (Yt)t∈Z heißt Autoregressiver-Integrierter-Moving-Average
Prozess der Ordnung (p,d,q) ( ARIMA(p,d,q)-Prozess), falls
Xt = ∆
dYt, t ∈ Z, d, p, q ∈ N0 (2.24)
ein kausaler und stationa¨rer ARMA(p,q)-Prozess ist. ∆d ist ein Differenzenfilter.
2.2 Zeitreihenanalyse
Eine Zeitreihe kann als eine zeitlich geordnete Abfolge von (Mess)-Werten aufgefasst
werden. Dies ko¨nnen beispielsweise die monatlichen Arbeitslosenzahlen oder auch die
fast sekundengenauen Werte des DAX sein.
Mathematisch gesehen ist eine Zeitreihe die Realisierung eines reell- oder auch kom-
plexwertigen stochastischen Prozesses in diskreter Zeit. Es handelt sich also um eine
(zeitlich) geordnete Folge
(xt)t∈T (2.25)
von reell- oder komplexwertigen Realisierungen xt von Zufallsvariablen Xt auf einem
Wahrscheinlichkeitsraum (Ω,A,P), wobei T im folgenden die Menge der natu¨rlichen
oder ganzen Zahlen umfassen soll (T = N oder T = Z), da nur Zeitreihen mit einem
a¨quidistanten Zeitgitter betrachtet werden. Der multivariate Fall, Xt mit T ∈ Rd bzw.
T ∈ Cd, wird ebenfalls vernachla¨ssigt. Es gilt im Folgenden also d = 1 (vgl. [9], [14]).
Die Zeitreihe wird mit (xt) bezeichnet, um zu verdeutlichen, dass es sich um die Reali-
sierung des zugrundeliegenden stochastischen Prozesses (Xt) handelt.
Das Hauptziel der Zeitreihenanalyse ist die Beschreibung der in zeitlicher Abfolge auf-
tretenden und eventuell voneinander abha¨ngigen Daten. Abha¨ngigkeiten sollen identi-
fiziert und angemessen modelliert werden.
Um dies zu erreichen, besteht ein wichtiger Schritt darin, die Zeitreihe stationa¨r zu
machen. Dies kann auf zwei Wegen erreicht werden. Der erste ist die Zerlegung der
Zeitreihe in Komponenten, der zweite geschieht durch Transformation der Zeitreihe.
Bevor auf das klassischen Komponentenmodell eingegangen wird, werden zwei fu¨r die
Zeitreihenanalyse sehr wichtige Funktionen vorgestellt.
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Definition 2.2.1 Autokovarianzfunktion, Autokorrelationsfunktion
Die empirische Autokovarianzfunkion (cτ ) einer Zeitreihe ist die durch
cτ =
1
n
n∑
i=1
(xi − x)(xi+τ − x)
definierte Funktion des Zeitabstandes oder Lags τ = −(n − 1), ...,−1, 0, 1, ..., (n − 1).
Die empirische Autokorrelationsfunktion (rτ ) ist durch
rτ =
cτ
c0
gegeben. Der Graph dieser Funktion heißt Korrelogramm.
Um den linearen Zusammenhang zwischen zwei Zeitreihen zu erfassen, eignet sich die
Kreuzkovarianz bzw. die Kreuzkorrelation.
Definition 2.2.2 Kreuzkovarianzfunktion, Kreuzkorrelationsfunktion
Die empirische Kreuzkovarianzfunkion (cτ ) einer Zeitreihe ist die durch
cxyτ =
1
n
n∑
i=1
(xi − x)(yi+τ − y)
definierte Funktion zum Lag τ = −(n−1), ...,−1, 0, 1, ..., (n−1). Die empirische Kreuz-
korrelationsfunktion (rxyτ ) ist durch
rxyτ =
cxyτ
cxy0
gegeben.
Definition 2.2.3 Partielle Autokorrelationsfunktion
Es sei (Xt) ein stationa¨rer Prozess. Die partielle Autokorrelation piτ ist die partielle
Korrelation von Xt und Xt−τ bei Konstanthalten der dazwischen liegenden Zufallsva-
riable Xu mit t − τ < u < t. Es gelte weiterhin pi0 := 1, pi1 := %1 sowie pi−τ = piτ fu¨r
τ < 0.
Da die partielle Korrelation in dieser Arbeit an nur einer Stelle beno¨tigt wird, sei fu¨r
deren genaue Definition auf [14, S. 194] verwiesen.
Das klassische Komponentenmodell unterstellt, dass sich eine unterja¨hrige Zeitreihe
in einzelne Komponenten zerlegen la¨sst [16, S. 8]. Die Komponenten gliedern sich in
die glatte Komponente, die zyklische Komponente und die Restkomponente. Es gibt
verschiedene Mo¨glichkeiten, die einzelnen Komponenten miteinander zu verknu¨pfen.
Die ga¨ngigsten sind das additive Modell
xt = mt + kt + st + ut
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und das multiplikative Modell
xt = mt · kt · st · ut,
wobei mt die Trendkomponente, kt die zyklische oder Konjunkturkomponente, st die
Saisonkomponente und ut die Restkomponente bezeichnet.
Die Trendkomponente mt ist eine Teilzeitreihe, welche die langfristige systematische
Vera¨nderung der Zeitreihe widerspiegelt. Die Teilzeitreihe der zyklischen Komponente
kt gibt la¨ngerwa¨hrende, zyklische oder konjunkturelle Schwankungen wieder. Die sai-
sonale Komponente st letztendlich beinhaltet saisonal bedingte (bspw. jahreszeitliche)
Schwankungen, die sich jedes Jahr wiederholen. Es wird angenommen, dass es sich bei
kt und st um wellenfo¨rmige bzw. periodische Teilzeitreihen handelt. Die Restkompo-
nente ut beinhaltet die Restwerte der Zeitreihe.
Die glatte Komponente besteht aus der Trend- und der Konjunkturkomponente, die
zyklische Komponente aus der Saisonkomponente (vgl. Abb. 2.1).
ZEITREIHE
Systematische Komponenten
Unsystematische / Rest-
Komponente
Glatte Komponente
Zyklische 
Komponente
Trend-
komponente
Konjunktur-
komponente
Saison-
komponente
Abbildung 2.1: Klassisches Komponentenmodell
Theoretisch wa¨ren auch gemischte Modelle mo¨glich, bspw. xt = (mt + kt) · st + ut.
Die Entscheidung, ob eine additive oder multiplikative Verknu¨pfung der Komponenten
vorliegt, kann meist schon mit bloßem Auge getroffen werden. Wird die Schwankung
der Werte um den Mittelwert mit zunehmendem Zeitindex gro¨ßer, kann von einem
multiplikativen Modell ausgegangen werden. Dies la¨sst sich u¨ber
xt = mt · kt · st · ut ⇐⇒ ln xt = ln mt + ln kt + ln st + ln ut (2.26)
problemlos auf ein additives Modell zuru¨ckfu¨hren, sodass die Betrachtung des additiven
Modells ausreicht (vgl. [9, S. 9], [20, S. 247]).
2.2.1 Analyse der Trendkomponente
Die Eliminierung der Trendkomponente ist unter anderem deshalb von Interesse, da
eine Untersuchung der Abha¨ngigkeiten zwischen den Zeitpunkten durch die Autokor-
relationsfunktion bei Zeitreihen mit Trend kaum geeignet ist (vgl. [14, S. 13]).
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Um den langfristigen Trend mt der Zeitreihe zu bestimmen bzw. nachzubilden, bieten
sich unterschiedliche Verfahren an. Das einfachste ist die Approximation der Zeitrei-
he durch lineare Regression. Auch die Approximation der Zeitreihe durch komplexere
nichtlineare Funktionen, wie bspw. Polynome vom Grad m oder Exponentialfunktionen,
ist denkbar.
Es wird im Folgenden angenommen, dass die Zeitreihe der La¨nge n die Gestalt
xt = mt + ut, t = 1, 2, ..., n, n ∈ N
hat.
Die einfachste Trendfunktion ist eine Gerade
mt = β1 + β2t, t ∈ T,
wobei die Parameter β1 und β2 zu bestimmen sind. Dies geschieht mit der von Carl-
Friedrich-Gauß etablierten Methode der kleinsten Quadrate, die zu einer linearen Re-
gression fu¨hrt. Es sind demnach die ersten partiellen Ableitungen von
Q(β1, β2) =
n∑
t=1
(xt −mt)2 → min
β1,β2
(2.27)
mit der notwendigen Bedingung δQ
δβ1
= δQ
δβ2
= 0 zu minimieren. Das Auflo¨sen der Nor-
malengleichungen aus (2.27) ergibt Scha¨ztungen fu¨r β1 und β2
β̂1 = x− β̂2t
β̂2 =
tx− t · x
t2 − t2
,
wobei tx = 1
n
∑n
t=1 txt, t =
1
n
∑n
t=1 t und t
2 = 1
n
∑n
t=1 t
2 gilt.
Neben der linearen Regression zur Beschreibung der Trendkomponente gibt es noch die
sogenannte quasi-lineare Regresson sowie verschiedene nichtlineare Modelle. Auf eine
genauere Beschreibung dieser wird hier verzichtet, da diese in vorliegender Arbeit keine
Anwendung gefunden haben. Weiterhin ist eine Trendbereinigung bzw. Bestimmung der
Trendkomponente mittels gleitenden Durchschnitten mo¨glich, mehr dazu in Abschnitt
2.2.3.
2.2.2 Analyse der Saisonkomponente
Insbesondere in o¨konomischen Zeitreihen treten ha¨ufig ausgepra¨gte regelma¨ßige zykli-
sche Schwankungen mit Jahresperiode auf, sogenannte Saisonfiguren. Diese sollten ne-
ben den anderen Komponenten entfernt werden, um eine stationa¨re Zeitreihe zu er-
halten. Auf nicht-o¨konomische Zeitreihen ko¨nnen ebenso Saisonbereinigungsverfahren
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angewendet werden,
”
wenn aus substanzwissenschaftlichen Gru¨nden die Existenz einer
[...] periodischen Komponente mit bekannter Periode vermutet wird“ (vgl. [14, S. 81]).
Verschiedene Mo¨glichkeiten zur Modellierung der Saisonkomponente bestehen in der
Ermittlung einer starren oder variablen Saisonfigur sowie der Modellierung durch ein
Fourierpolynom, also die U¨berlagerung harmonischer Wellen. ´
Um die Saisonfigur zu modellieren, wird von mittelwertbereinigten Daten ausgegangen.
Definition 2.2.4 Eine periodische Folge (st) mit st+p = st heißt starre Saisonfigur.
Angenommen, es liegen Monatsdaten vor und fu¨r die Periode p gilt p = 12, so kann die
starre Saisonfigur u¨ber
st =
12∑
r=1
βrsr(t) (2.28)
mit
sr(t) =
{
1
0
wenn Zeitpunkt t zum Monat r geho¨rt
sonst
bestimmt werden. Dabei werden die βr mit der Methode der kleinsten Quadrate u¨ber∑
t
(xt − st)2 → min
βr
r = 1, ..., 12
gescha¨tzt. Es ergibt sich, dass βr durch den Mittelwert aller Beobachtungen des Mo-
nats r zu scha¨tzen ist (vgl. [14, S. 83]). Das Vorgehen la¨sst sich auch auf Tages- oder
Minutendaten u¨bertragen. Die La¨nge der Periode p muss dann entsprechend gea¨ndert
werden.
Die Ermittlung der Saisonfigur durch ein Fourierpolynom oder u¨ber eine variable Sai-
sonfigur sowie weitere Verfahren haben in dieser Arbeit keine Anwendung gefunden und
werden aus diesem Grund nicht na¨her betrachtet. Es wird dafu¨r auf [14] verwiesen.
Fu¨r den Fall, dass die La¨nge der Periode p nicht bekannt ist, diente in der Vergangen-
heit ha¨ufig ein Periodogramm als heuristisches Hilfsmittel zum Auffinden verborgener
Periodizita¨ten.
Definition 2.2.5 Die Funktion der Frequenz λ = 1
p
∈ R
I(λ) = N
(
C(λ)2 + S(λ)2
)
(2.29)
mit
C(λ) =
1
n
n∑
t=1
(xt − x) cos 2piλt
und
S(λ) =
1
n
n∑
t=1
(xt − x) sin 2piλt
heißt Periodogramm oder Stichprobenspektrum der Zeitreihe (xt)t=1,...,n.
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Hat das Periodogramm fu¨r gewisse Frequenzen besonders hohe Funktionswerte, so kann
es sich um vorherrschende Periodizita¨ten mit den entsprechenden Frequenzen handeln.
Es hat sich jedoch gezeigt, dass u¨ber das Periodogramm gefundene Periodizita¨ten mit
großem Misstrauen angesehen werden mu¨ssen (vgl. [14, S. 361]). Aus diesem Grund wird
das Periodogramm in dieser Arbeit zwar angewendet, allerdings mu¨ssen die Ergebnisse
vor dem entsprechenden technischen Hintergrund kritisch hinterfragt werden.
2.2.3 Transformation der Zeitreihe durch Filter
Neben den bereits erla¨uterten Verfahren zur Bestimmung der einzelnen Komponenten
mittels Approximation durch verschiedene mo¨gliche Funktionen, ko¨nnen die Kompo-
nenten auch durch eine Transformation der Zeitreihe na¨herungsweise bestimmt werden.
In Definition 2.1.13 wurde der lineare Filter fu¨r stochastische Prozesse vorgestellt. Diese
Definition la¨sst sich natu¨rlich auf Zeitreihen u¨bertragen, da eine Zeitreihe eine Reali-
sierung eines stochastischen Prozesses ist.
Definition 2.2.6 Linearer Filter
Eine lineare Transformation L einer Zeitreihe (xt) in eine andere Zeitreihe (yt) gema¨ß
xt = Lxt =
s∑
u=−q
auxt−u t = s+ 1, ..., N − q (2.30)
heißt linearer Filter L und au Gewichte des Filters.
Die Anwendung eines Filters auf die Zeitreihe bewirkt deren Gla¨ttung, d.h. die Aus-
schaltung irregula¨rer Schwankungen (vgl. [14, S. 35]). Weiterhin bewirkt der Filter, dass
die gefilterte Zeitreihe (yt) ku¨rzer ist als die urspru¨ngliche Zeitreihe (xt).
Im Folgenden werden die fu¨r diese Arbeit verwendeten Filter vorgestellt.
Definition 2.2.7 Gleitender Durchschnitt
Ein linearer Filter (au) mit
∑s
u=−q au = 1 heißt gleitender Durchschnitt. Im Fall
au =
1
2q + 1
, u = −q, ..., q (2.31)
handelt es sich um einen einfachen gleitenden Durchschnitt der La¨nge 2q + 1.
Im Falle des einfachen gleitenden Durchschnitts ist die Gla¨ttung umso sta¨rker, je mehr
Werte fu¨r die Berechnung einbezogen werden, also je gro¨ßer q ist. Weiterhin wird die
Zeitreihe zu Beginn und am Ende um jeweils q Werte ku¨rzer.
Ein einfacher gleitender Durchschnitt der La¨nge 5 beispielsweise hat folgende Gestalt:
yt =
1
5
(xt−2 + xt−1 + xt + xt+1 + xt+2)
Fu¨r eine gerade Anzahl von Werte kann ebenfalls ein einfacher gleitender Durchnitt
gebildet werden, allerdings sind die Werte der gegla¨tteten Zeitreihe dann jeweils der
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Mitte zwischen zwei Zeitpunkten zugeordnet. So ist beispielsweise bei einem einfachen
gleitenden Durchschnitt der La¨nge 4
y2,5 =
1
4
(x1 + x2 + x3 + x4)
dem Zeitpunkt 2,5 zugeordnet.
Die Besonderheit a−u = au der einfachen gleitenden Durchschnitte wird in folgender
Definition betrachtet.
Definition 2.2.8 Symmetrischer Filter
Ein linearer Filter (a−q, ..., as) heißt symmetrisch wenn q = s und a−u = au fu¨r u =
1, ..., q.
Ein Beispiel fu¨r einen asymmetrischen Filter ist der Differenzenfilter.
Definition 2.2.9 Differenzenfilter
Ein linearer Filter ∆ mit
∆xt = xt − xt−1 , t = 2, 3, ..., N
heißt Differenzenfilter 1. Ordnung.
Analog heißt ∆p mit
∆pxt = ∆
p−1xt −∆p−1xt−1 , p > 0, t = p+ 1, ..., N
Differenzenfilter p-ter Ordnung.
Die Anwendung von Differenzenfiltern fu¨hrt wie das gleitende Mittel zu einer Gla¨ttung
der Zeitreihe.
Eine weiteres mo¨gliches Verfahren zur Gla¨ttung der Zeitreihe ist die exponentielle
Gla¨ttung (vgl. dazu [14, S. 44]).
2.2.4 Analyse der Restkomponente
Die Restkomponente wird in dieser Arbeit mit einem ARIMA(p,d,q)-Prozess (2.24)
modelliert. Die einzelnen Phasen der Modellierung durch ARIMA-Prozesse gliedern sich
wie in folgender Abb. 2.2 dargestellt (vgl. [14]). Das Vorgehen wird Box-Jenkins-Ansatz
genannt.
In der Phase der Modellspezifikation werden die Ordnungen p, d und q des angepassten
ARIMA-Modells bestimmt. Der zweite Schritt ist die Scha¨tzung der Parameter des
Prozesses mit der im vorangegangenen Schritt bestimmten Modellordnung. Steht das
Modell, muss anschließend dessen Gu¨ltigkeit u¨berpru¨ft werden. Der letzte Schritt ist
die Modellinterpretation, d.h. die substanzwissenschaftliche Deutung des gefundenen
Modells.
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Modellspezifikation
Modellschätzung
Modelldiagnose
Modellinterpretation
Modellanwendung
Grobschätzung Feinschätzung
Abbildung 2.2: Phasen des Box-Jenkins-Ansatzes
Die Entscheidung u¨ber die Ordnung des ARIMA(p,d,q)-Modells ist im Allgemeinen eine
voru¨bergehende. In der Modelldiagnose kann es dazu kommen, dass die Modellordnung
verworfen wird, da sie sich als unzweckma¨ßig erweist (vgl. [14, S. 288]).
Im klassischen Box-Jenkins-Ansatz werden die Parameter p und q durch das Erkennen
bestimmter Muster in der Autokorrelationsfunktion (ACF) und der partiellen Autokor-
relationsfunktion (PACF), die dazu
”
dual“ ist, ermittelt. Da diese Erkennung relativ
umfangreich erfolgt und im Wesentlichen nur fu¨r Prozesstypen mit p+ q ≤ 2 eingesetzt
wird (vgl. [14, S. 305]), wird an dieser Stelle nicht weiter darauf eingegangen, sondern
ein anderer Weg zur Bestimmung der Ordnungen p und q erla¨utert.
Die Bestimmung der Ordnungen von MA- und AR-Prozessen kann mit der Autokor-
relationsfunktion und der partiellen Autokorrelationsfunktion der Zeitreihe erfolgen
(vgl. [14, S. 312]). Werden die Werte ρτ = cτ der Autokorrelationsfunktion (2.2.1)
fu¨r die Erkennung der Ordnung eines AR-Prozesses in den Zeilen und die Werte piτ
der partiellen Autokorrelationsfunktion (2.2.3) fu¨r die Erkennung der Ordnung eines
MA-Prozesses in den Spalten einer Tabelle (2.1) angeordnet, so wird im Folgenden eine
Mo¨glichkeit betrachtet, die mit einem Fragezeichen versehenen Felder auszufu¨llen.
p q 0 1 2 3 ...
0 pi1 = ρ1 ρ2 ρ3 ρ4 ...
1 pi2 ? ? ? ...
2 pi3 ? ? ? ...
3 pi4 ? ? ? ...
...
...
...
...
...
. . .
Tabelle 2.1: ACF und PACF in einer Zweiweg-Tabelle
Die Werte, welche anstelle der Fragezeichen eingesetzt werden, sind Vektorkorrelationen
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zwischen Segmenten der Zeitreihe.
Definition 2.2.10 Vektorkorrelation
Die Gro¨ße
λ(x,y) :=
det Σxy
(det Σxx)
1/2 (det Σyy)
1/2
(2.32)
heißt Vektorkorrelation der n-dimensionalen Zufallsvektoren x= (X1, ..., Xn)
T und y=
(Y1, ..., Yn)
T mit der Kovarianzmatrix
Σxx =
 cov(X1, X1) . . . cov(X1, Xn)... . . . ...
cov(Xn, X1) . . . cov(Xn, Xn)
 .
In der praktischen Anwendung der Zeitreihenanalyse werden fu¨r die beiden Zufallsvek-
toren x und y Segmente eines stationa¨ren stochastischen Prozesses (Xt)t∈Z gewa¨hlt.
Die Vektorkorrelation hat dann folgende Gestalt.
Definition 2.2.11 Vektorkorrelation fu¨r Segmente eines stationa¨ren stochas-
tischen Prozesses
Seien x = (Xt, Xt+1, ..., Xt+p)
T und y = (Xt+q+1, Xt+q+2..., Xt+q+p+1)
T Segmente der
La¨nge p+ 1 und der Entfernung q+ 1 des stationa¨ren stochastischen Prozesses (Xt)t∈Z.
Dann ist (2.32) definert als
λp,q := (−1)p · λ(x,y)
Die Vektorkorrelationen werden nun wie in Tabelle 2.1 angeordnet. Die entstehende
Matrix heißt Korrelationstafel, deren Besonderheit fu¨r ARMA-Modelle ein unendlicher
Nullblock ausgehend von dem Matrixeintrag an der Stelle (p,q) ist. Wurde ein solcher
unendlicher Nullblock identifiziert, kann unmittelbar die Ordnung des ARMA-Modells
abgelesen werden.
Ist die Ordnung des ARMA(p,q)-Modells gefunden, ko¨nnen die zugeho¨rigen Parameter
gescha¨tzt werden. Der hier vorgestellte Ansatz von Durbin zur Scha¨tzung der Parameter
beno¨tigt mittelwertbereinigte Daten, d.h. fu¨r die Zeitreihe (xt)t∈T muss Ext = 0 gelten.
Das ARMA(p,q)-Modell
Xt = α1Xt−1 + ...+ αpXt−p + εt − β1εt−1 − ...− βqεt−q, t ∈ Z, p, q ∈ N0
wird als Regressionsmodell aufgefasst. Da die Sto¨rungen εt−1, εt−2, ..., εt−q nicht be-
kannt sind, mu¨ssen sie approximiert werden. Dies geschieht durch die Anpassung des
ARMA(p,q)-Modells an einen AR-Prozess mit einer hohen Ordnung k. Mit diesem
werden die Residuen et = xt − â1xt−1 − ... − âkxt−k berechnet und anschließend die
Koeffizienten α und β aus dem Kleinst-Quadrate-Ansatz
n∑
t=1
(xt − α1xt−1 + ...+ αpxt−p − β1et−1 − ...− βqet−q)2 → min
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gescha¨tzt. Fu¨r weitere Erla¨uterungen siehe [14].
In der Phase der Modelldiagnose muss ein gefundenes Modell auf dessen Plausibilita¨t
u¨berpru¨ft werden. Dies kann auf der einen Seite mit den diagnostischen Tests des klas-
sischen Box-Jenkins-Ansatzes und auf der anderen Seite mit semiautomatischen Stra-
tegien geschehen. In der Praxis ist eine Mischtrategie am erfolgreichsten. Der Grund
dafu¨r ist, dass die Anwendung von Gu¨tekriterien der semiautomatischen Strategie allein
nicht ausreichend ist, da die Mo¨glichkeit besteht, dass ein Modell mit optimalem Wert
des Gu¨tekriteriums nicht in der Lage ist, einzelne der diagnostischen Tests zu erfu¨llen.
Fu¨r eine genaue Beschreibung der diagnostischen Tests sowie der semiautomatischen
Strategie siehe [14].
Es gibt drei Klassen von Diagnoseverfahren. Die erste ist der Vergleich von Kenngro¨ßen
der Zeitreihe mit denen des Prozesses, der an diese Zeitreihe angepasst wurde. Bei der
zweiten Klasse werden Kenngro¨ßen der Residualreihe mit denen eines White-Noise-
Prozesses verglichen und in der dritten Klasse, der Methode des Overfitting wird das
aktuelle Modell mit umfangreicheren Modellen verglichen.
In der ersten Klasse wird am ha¨ufigsten die Autokorrelationsfunktion rτ der Daten mit
der Autokorrelationsfunktion %τ des Prozesses verglichen. Die zweite Klasse von Dia-
gnoseverfahren bescha¨ftigt sich mit den Autokorrelationen der Modellresiduen (2.23).
Die Residualkorrelationen
r˜τ =
∑n−τ
t=1 etet+τ∑n
t=1 e
2
t
sind die empirischen Autokorrelationen eines (unbeobachtbaren) White-Noise-Prozesses
(εt). Fu¨r τ > 0 sollte deshalb r˜τ ≈ 0 gelten, wenn das Modell tatsa¨chlich zutrifft. Die
dritte Klasse der Diagnoseverfahren basiert auf dem Ansatz des Overfitting. Dabei wer-
den zum zu u¨berpru¨fenden ARMA(p,q)-Modell zusa¨tzlich die Parameter eines umfas-
senderen Modells mit einer gro¨ßeren Anzahl an Parametern gescha¨tzt, etwa die eines
ARMA(p+1,q)- oder ARMA(p,q+1)-Modells. Tritt eines der folgenden drei Pha¨nomene
auf, so sollten Zweifel an der Gu¨ltigkeit des ARMA(p,q)-Modells aufkommen. Zum Ers-
ten sollten die bereits vorhandenen Parameter des kleineren Modells sich nicht deutlich
von den Parameterscha¨tzungen des erweiterten Modells unterscheiden. Zum Zweiten
mu¨ssen die hinzukommenden Parameter von Null nicht signifikant verschieden sein.
Zum Dritten sollte die Residualvarianz im erweiterten Modell nicht wesentlich sinken.
Kapitel 3
Analyse der Regelleistungsdaten
Fu¨r die Analyse stehen Daten eines deutschen U¨bertragungsnetzbetreibers im Minuten-
takt vom 1. April bis zum 16. Dezember des Jahres 2009 zur Verfu¨gung, demzufolge
genau 374 400 Messwerte. Im Monat Mai fehlen am 25. von 9:43 Uhr ab die Regel-
leistungswerte. Weiterhin fehlen vom 18. bis inkl. 22.9. Werte. Um nicht auf Lu¨cken in
der Zeitreihe zu stoßen, wurden die fehlenden Daten mit den Werten vom 18.5. bzw.
vom 11. bis 15.9. aufgefu¨llt. Es handelt sich um den gleichen Wochentag und die gleiche
Uhrzeit, somit sollten diese Anpassungen kaum ins Gewicht fallen.
Bei den Werten handelt es sich um die Summe aus Sekunda¨rregelleistung und Minu-
tenreserve.
Gema¨ß der Notationen in Abschnitt 2.2 wird die Zeitreihe des Regelleistungsbedarfs
mit (xt)t∈T , T ∈ N bezeichnet. xt ist die Realisierung einer reellwertigen Zufallsvariable
Xt, die den Regelleistungsbedarf zum Zeitpunkt t angibt.
Um ein passendes Modell fu¨r den Regelleistungsbedarf zu erstellen, muss die Zeitreihe
zuna¨chst analysiert werden. Dafu¨r wird die Zeitreihe grafisch dargestellt und geeignete
statistische Maßzahlen berechnet. Im na¨chsten Schritt werden mo¨gliche Ausreißer be-
seitigt. Anschließend wird die Zeitreihe auf Stationarita¨t u¨berpru¨ft und gegebenenfalls
stationa¨r gemacht. Im letzten Schritt kann die Analyse der Restkomponente bzw. der
stationa¨ren Zeitreihe erfolgen.
Das eigentliche Ziel der Zeitreihenanalyse ist das Erreichen der Stationarita¨t der Zeitrei-
he. Erst wenn diese vorhanden ist, ko¨nnen Untersuchungen zum stochastischen Prozess,
welcher der Zeitreihe zugrunde liegt, gemacht werden.
Die prima¨re Aufgabe dieser Arbeit ist jedoch nicht die genaue Untersuchung des sto-
chastischen Prozesses, sondern das Auffinden von Regelma¨ßigkeiten und Periodizita¨ten
in der Zeitreihe des Regelleistungsbedarfs. Dies soll mit Hilfe des klassischen Komponen-
tenmodells erreicht werden, wodurch sich eindeutige Aussagen u¨ber die Charakteristik
des Regelleistungsbedarfs erhofft werden. Es ist trotzdem sinnvoll, nach Bereinigen der
einzelnen Komponenten, die Restkomponente genauer zu untersuchen, da dies weitere
Hinweise auf die Beschaffenheit des Regelleistungsbedarf liefern kann.
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3.1 Statistische Kennzahlen der Zeitreihe
Die vorliegende Zeitreihe hat die in Tabelle 3.1 angegebenen statistischen Kennzahlen.
Kennzahl Symbol Wert [Einheit]
Mittelwert x 53,1 [MW]
Standardabweichung s 573,4 [MW]
Varianz s2 328 732,5 [MW2]
Minimum xmin -27 087,0 [MW]
Maximum xmax 11 797,0 [MW]
Spannweite R 38 884,0 [MW]
Tabelle 3.1: Statistische Kennzahlen der urspru¨nglichen Zeitreihe des Regelleistungsbe-
darfs
Die Kennzahlen Mittelwert, Varianz und Standardabweichung sind die in 2.1 angege-
benen empirischen Momente einer Stichprobe vom Umfang n=374 400. Das Minimum
ist der kleinste, das Maximum der gro¨ßte Wert der Zeitreihe. Die Spannweite R ist die
Differenz aus Maximum und Minimum, d.h. R = xmax − xmin.
In der Abbildung 3.2a fallen sofort zwei extrem niedrige Werte und ein extrem hoher
Wert auf. Bei diesen Werten handelt es sich um Ausreißer, die, werden sie in der Zeitrei-
he belassen, die Analyse stark verfa¨lschen ko¨nnen. Aus diesem Grund wird im na¨chsten
Schritt ein Ausreißertest zur Identifikation der Ausreißer durchgefu¨hrt. Dabei ergibt
sich die Frage, wie mit den ermittelten Ausreißern verfahren wird. Eine Mo¨glichkeit ist
das Entfernen der entsprechenden Werte. Eine andere Mo¨glichkeit ist das
”
Anpassen“
dieser Werte, bspw. durch geeignete Verfahren an die Nachbarwerte. Hier wurde sich
fu¨r die zweite Mo¨glichkeit entschieden, da die Zeitreihe ohne Lu¨cken betrachtet werden
soll. Wie die Ausreißer modifiziert wurden, wird im folgenden Abschnitt erkla¨rt.
3.2 Identifikation und Beseitigung von Ausreißern
Fu¨r normalverteilte Zufallsgro¨ßen existieren verschiedene Ausreißertests (z.B. nach Grubbs,
nach Nalimov, vgl. [1]). Die Annahme von normalverteilten Werten bei den Daten des
Regelleistungsbedarfes muss mit einem geeigneten Test u¨berpru¨ft werden. Da ausrei-
chend viele Beobachtungswerte vorliegen, wird der in Abschnitt 2.1.1 beschriebene χ2-
Anpassungstest durchgefu¨hrt.
Betrachtet wird die Grundgesamtheit X, welche hier der Regelleistungsbedarf in MW
darstellt, mit der unbekannten Verteilungsfunktion F (x). Es ist eine Stichprobe ~X =
(x1, ..., xn) vom Umfang n=374 400 gegeben, die Zufallsgro¨ßen sind unabha¨ngig und
identisch verteilt. Zu pru¨fen ist
H0 : Fn(x) = F0(x) gegen H1 : Fn(x) 6= F0(x)
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mit der Verteilungsfunktion der Normalverteilung
F0(x) =
1
σ
√
2pi
∫ x
−∞
exp
(
−1
2
(
t− µ
σ
)2)
dt,
Erwartungswert µ ≈ x = 53, 1 [MW] und Varianz σ2 ≈ s2 = 328732, 5 [MW ]2.
Der Wertebereich wurde gleichma¨ßig in k = 12 Klassen eingeteilt. Unter Annahme
der Nullhypothese mu¨ssten die in Tabelle 3.2 angegebenen erwarteten Ha¨ufigkeiten
auftreten. Demgegenu¨ber stehen die beobachteten Ha¨ufigkeiten.
Klassenindex Klassenbereich Xi beobachtete unter H0 erwartete
i [MW] Ha¨ufigkeiten ni Ha¨ufigkeiten npi
1 (−∞,-27 087] 0 0
2 (-27 087,-2 000] 316 64
3 (-2 000,-1 500] 2 327 1 200
4 (-1 500,-1 000] 10 430 11 139
5 (-1 000,-500] 43 641 50 258
6 (-500,0] 112 932 110 730
7 (0,500] 130 033 119 450
8 (500,1 000] 58 086 63 098
9 (1 000,1 500] 13 778 16 288
10 (1 500,2 000] 2 462 2 045
11 (2 000,11 797] 395 128
12 (11 787,+∞) 0 0
Summe 374 400 374 400
Tabelle 3.2: Beobachtete und erwartete Ha¨ufigkeiten des χ2-Anpassungstests unter An-
nahme der Nullhypothese
Fu¨r n → ∞ ist die Testgro¨ße T unter der Hypothese H0 χ2-verteilt mit k − 1 = 11
Freiheitsgraden.
Tabelle 3.2 und Abbildung 3.1 lassen bereits vermuten, dass der Test bei einem Signi-
fikanzniveau von α = 0, 05 signifikant ausfa¨llt. Besta¨tigt wird dies durch die Testgro¨ße
T =
k∑
i=1
(ni − npi)2
npi
= 5371, 2,
die innerhalb des kritischen Bereichs
K∗ =
{
T : T > χ2k−1,1−α
}
=
{
T : T > χ211;0,95
}
= {T : T > 19, 68}
liegt (vgl. dazu Anhang A). Die Nullhypothese ist abzulehnen. Der Regelleistungsbe-
darf genu¨gt demnach keiner Normalverteilung, sodass ein Ausreißertest fu¨r normalver-
teilte Werte nicht in Frage kommt. Das Ergebnis wird auch vom Normalverteilungs-
Wahrscheinlichkeitsplot in Abbildung 3.1 besta¨tigt.
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Abbildung 3.1: Normalverteilungs-Wahrscheinlichkeitsplot des Regelleistungsbedarfs
Aus diesem Grund lassen sich die Ausreißer nur u¨ber die Tschebyschow-Ungleichung
(2.4), die fu¨r beliebige Verteilungen gilt, erkennen. Fu¨r den Erwartungswert µ wird nun
eine Scha¨tzung x verwendet. Werte, die um mehr als d = kσ vom Mittelwert abweichen,
werden als Ausreißer betrachtet. Nun stellt sich die Frage, wie groß d gewa¨hlt werden
sollte. Oft genutzt wird in der Praxis die 3σ-Regel, bei der d = 3σ gesetzt wird.
P (x− 3σ ≤ X ≤ x+ 3σ) ≥ 1− σ
2
(3σ)2
≈ 0, 9
Im aktuellen Fall soll jedoch die Wahrscheinlichkeit mindestens 0, 95 betragen.
1− σ
2
(kσ)2
≥ 0, 95
σ2
(kσ)2
≤ 0, 05
1
k2
≤ 0, 05√
1
0, 05
≤ k
Deshalb wird d = 4, 4721σ gewa¨hlt.
Die Anwendung der Tschebyschow-Ungleichung fu¨hrt zu 55 Ausreißer. In den meisten
Fa¨llen sind es mehrere Werte hintereinander, die als Ausreißer identifiziert werden.
Um die Ausreißer zu bereinigen, wird eine geeignete Anpassung dieser an die Nach-
barwerte verwendet. Dabei wurde ein Block von Ausreißern mit den Mittelwerten der
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angrenzenden Werte, die keine Ausreißer mehr sind, u¨berschrieben.
Ein Wert xj an Position j wird als Ausreißer identifiziert, wenn fu¨r diesen
xj < x− kσ oder xj > x+ kσ
m
xj < 53, 1− 4, 4721 · 573, 4 oder xj > 53, 1 + 4, 4721 · 573, 4
m
xj < −2511, 2 oder xj > 2617, 4
gilt. Ha¨ufig ist es der Fall, dass mehrere Werte in einem Block der La¨nge l auftreten.
Diese Werte werden nun wie oben beschrieben modifiziert. Der Index j bezeichnet die
Position des ersten Ausreißers eines Blockes der La¨nge l.
xj+k =
xj−1 + xj+l+1
2
, l = 1, 2, ...; k = 0, 1, 2, ..., l
Die urspru¨ngliche sowie die ausreißerbereinigte Zeitreihe sind in Abbildung 3.2 zu sehen.
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(a) Urspru¨ngliche Zeitreihe
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(b) Ausreißerbereinigte Zeitreihe
Abbildung 3.2: Urspru¨ngliche sowie ausreißerbereinigte Zeitreihe des Regelleistungsbe-
darfs
Es ist deutlich zu sehen, dass die Ausreißer in der linken Abbildung 3.2a in der rechten
Abbildung 3.2b nicht mehr vorhanden sind. Tabelle 3.3 zeigt die statistischen Kenn-
zahlen der ausreißerbereinigten Zeitreihe.
Der Mittelwert x = 53, 4 [MW] der ausreißerbereinigten Zeitreihe in Tabelle 3.3 weicht
nur geringfu¨gig vom Mittelwert x = 53, 1 [MW] der urspru¨nglichen Zeitreihe in Ta-
belle 3.1 ab. Die Modifikation der Ausreißer hat also das Niveau der Zeitreihe kaum
vera¨ndert. In den Varianzen sind allerdings Unterschiede zu erkennen. Die Varianz der
ausreißerbereinigten Zeitreihe betra¨gt s2 = 319385, 3[MW 2] wohingegen die Varianz
der urspru¨nglichen Zeitreihe mit s2 = 328732, 5[MW 2] gro¨ßer ist. Minimum und Maxi-
mum sowie die Spannweite sind in der ausreißerbereinigten Zeitreihe ebenfalls kleiner.
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Kennzahl Symbol Wert
Mittelwert x 53,4 [MW]
Standardabweichung s 565,1 [MW]
Varianz s2 319 385,3 [MW2]
Minimum xmin -2 538,0 [MW]
Maximum xmax 3 107,0 [MW]
Spannweite R 5 645,0 [MW]
Tabelle 3.3: Statistische Kennzahlen der ausreißerbereinigten Zeitreihe des Regelleis-
tungsbedarfs
Die Standardabweichung der urspru¨nglichen Zeitreihe s = 576, 8[MW ] und der ausrei-
ßerbereinigten Zeitreihe s = 565, 1[MW ] liegen nur wenig auseinander.
3.3 Stationarita¨t der Zeitreihe
Bei der Zerlegung in Komponenten gema¨ß dem klassischen Komponentenmodell wurde
sich fu¨r das additive Modell
xt = mt + kt + st + ut
entschieden. Dies liegt darin begru¨ndet, dass die Varianz mit gro¨ßer werdendem Zeit-
index t offensichtlich nicht mit anwa¨chst, sondern gleichbleibend ist.
Bei der eigentlichen Zerlegung muss nun zwischen Zeitreihen, die lediglich einem Trend
unterliegen und Zeitreihen, die sowohl einem Trend als auch einer Saisonkomponente
unterliegen, unterschieden werden (vgl. [15], [14]). Da nicht bekannt ist, ob und welche
Saisonalita¨ten und Periodizita¨ten vorliegen, wird als erster Anhaltspunkt ein Korrelo-
gramm (siehe Abbildung 3.3) erstellt.
Fu¨r eine bessere Veranschaulichung ist in den folgenden zwei Abbildungen 3.4a und
3.4b jeweils ein Ausschnitt aus dem Korrelogramm in Abbildung 3.3 zu sehen.
Abbildung 3.4a zeigt regelma¨ßige Anstiege des Korrelationskoeffizienten in einem Ab-
stand von 1 440 min, also genau einem Tag. Das heißt, der Bedarf an Regelleistung ist
jeweils mit dem Bedarf im Abstand von einem Tag positiv korreliert. Konkret bedeutet
dies, dass der Bedarf an Regelleistung zu gleichen Tageszeiten an verschiedenen Tagen
tendenziell a¨hnlich ist.
Abbildung 3.4b vergro¨ßert nochmals einen Bereich aus Abbildung 3.4a. Auch hier sind
deutliche Spitzen in regelma¨ßigen Absta¨nden zu sehen. Es handelt sich um positive
Korrelationen mit Lag 60 min, also einer Stunde.
Der Regelleistungsbedarf unterliegt also vermutlich gewissen periodischen stu¨ndlichen
sowie ta¨glichen Schwankungen. Die ta¨glichen Schwankungen sind im Lastprofil, also
dem zeitlichen Verlauf der abgenommenen Leistung u¨ber den Tag, begru¨ndet. Das Last-
profil ist fu¨r Tage, die in einem engen Zeitraum betrachtet werden, Tag fu¨r Tag a¨hnlich
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Abbildung 3.3: Korrelogramm der ausreißerbereinigten Zeitreihe
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Abbildung 3.4: Ausschnitte aus dem Korrelogramm in Abbildung 3.3
und damit auch der Regelleistungsbedarf. Ein Grund fu¨r die stu¨ndlichen Schwankungen
ko¨nnten die an der Strombo¨rse gehandelten Stundenkontrakte sein.
Die Saisonkomponente ist in der Literatur durchga¨ngig als jahreszeitlicher Einfluss auf
das Verhalten der Zeitreihe definiert [14, S. 9]. Da die vorliegenden Daten nur einen Zeit-
raum von 9 Monaten abdecken, erscheint es wenig sinnvoll, eine solche jahreszeitliche
Schwankung zu untersuchen. Trotz dessen sollen die Methoden zur Scha¨tzung der Sai-
sonkomponente auf die eben ermittelten stu¨ndlichen und ta¨glichen periodischen Kom-
ponenten angewendet werden. Es ist im Grunde irrelevant, ob eine solche regelma¨ßig
auftretende Schwankung ein Jahr dauert oder aber nur einen Tag und dann eine andere
Bezeichnung erha¨lt.
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Es wird daher im Folgenden nicht mehr der Begriff
”
Saisonkomponente“ verwendet,
sondern einfach
”
Periodizita¨t“ oder
”
regelma¨ßige/periodische (stu¨ndliche/ta¨gliche/...)
Schwankung“.
Mit diesem Wissen kann nun die Identifikation und Bereinigung der Trend- sowie peri-
odischen Komponenten (in diesem Falle 1h- und 1d-Periodizita¨t) beginnen.
In Abschnitt 2.2.1 wurden verschiedene Methoden zur Scha¨tzung der Trendkomponente
vorgestellt. Gema¨ß [15, S. 4] muss bei Zeitreihen mit Trend und periodischen Kompo-
nenten zuna¨chst eine Vorabscha¨tzung fu¨r den Trend mittels gleitendem Durchschnitt
der La¨nge der Periode der Saisonkomponente durchgefu¨hrt werden. Anschließend kann
die Saisonkomponente gescha¨tzt und bereinigt werden und im letzten Schritt aus den
nun saisonbereinigten Daten der Trend endgu¨ltig gescha¨tzt werden.
Die Zeitreihe (xt) wird modelliert als
xt = mt + st + ut
mit t = 1, ..., n, wobei
st+p = st und
p∑
t=1
st = 0
gilt. ut ist die Restkomponente mit Eut = 0. Die La¨nge der Perdiode p = 2q bzw.
p = 2q + 1 sei bekannt.
Zuna¨chst erfolgt das Vorabscha¨tzen der Trendkomponente mittels einem gleitenden
Durchschnitt (2.31) der La¨nge 60 min. Es gilt demnach p = 2q = 60.
m˜t =
1
30
(
1
2
(xt−30 + xt+30) +
29∑
j=−29
xt+j
)
m˜t ist ein gleitender Durchschnitt der La¨nge 60 Minuten. Die Zeitreihe wird um den so
gescha¨tzten Trend m˜t bereinigt, d.h.
xOTt = xt − m˜t
Der na¨chste Schritt besteht darin, aus den vorab trendbereinigten Daten xOTt die peri-
odischen Komponenten s1ht und s
1d
t zu scha¨tzen. Dies geschieht mit der starren Saison-
figur (2.28).
Dabei werden die Daten in 1-Stunden- bzw. 1-Tages-Intervalle eingeteilt und anschlie-
ßend zu jeweils gleichen Minuten der Mittelwert berechnet. Da nicht zwangsla¨ufig∑p
t=1 s
1h
t = 0 gilt, muss noch eine Korrektur des Mittelwerts der Saisonfigur vorge-
nommen werden: s1ht := s
1h
t − s1h mit s1h = 1p
∑p
t=1 s
1h
t . Das Vorgehen ist analog fu¨r s
1d
t
durchzufu¨hren.
Schließlich werden die einzelnen Stunden- und Tagessaisonfiguren s1ht und s
1d
t periodisch
auf die La¨nge der Zeitreihe geschrieben. Da die Zeitreihe um den vorab gescha¨tzten
Trend bereinigt wurde, enthalten die Saisonfiguren in Abbildung 3.5 keine Aussagen
mehr u¨ber das Niveau des Regelleistungseinsatzes. Es handelt sich um den Tagesverlauf
im Mittel. Abbildung 3.5 zeigt die beiden Saisonfiguren.
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(a) 1-Stunden-Saisonfigur
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(b) 1-Tages-Saisonfigur
Abbildung 3.5: 1-Stunden- und 1-Tages-Saisonfiguren des Regelleistungsbedarfs
Abbildung 3.5a macht deutlich, dass der Regelleistungsbedarf bis etwa 10 Minuten nach
Beginn einer Stunde von -40 MW auf ca. 30 MW ansteigt, anschließend bis 30 Minuten
auf -10 MW abfa¨llt um dann innerhalb von ca. 4 Minuten auf 5 MW anzusteigen. Dieses
Niveau wird bis etwa 38 Minuten nach der vollen Stunde gehalten und fa¨llt anschließend
bis zum Ende einer vollen Stunde mehr oder weniger kontinuierlich bis auf -38 MW ab.
In der rechten Abbildung 3.5b werden die stu¨ndlichen Schwankungen deutlich. Weiter-
hin wird ersichtlich, dass von ca. 5 Uhr bis 9 Uhr der Bedarf an positiver sowie negativer
Regelleistung bis auf etwa 450 MW bzw. 440 MW steigt und bis etwa 11 Uhr wieder
auf 40 MW bzw. 60 MW sinkt. Anschließend steigt der Bedarf bis 19 Uhr wieder bis
auf etwa 200 MW positiver Regelleistung bzw. 240 MW negativer Regelleistung an um
bis 24 Uhr weiter auf 400 MW bzw. 440 MW anzusteigen. Anschließend fa¨llt der Be-
darf bis 5 Uhr auf etwa 40 MW positiver sowie negativer Regelleistung. Da es sich um
den mittleren Verlauf einer Stunde bzw. eines Tages handelt, kann es in Einzelfa¨llen zu
Spru¨ngen von ± 1000 MW kommen.
Der letzte Schritt der Trend- und Saisonbereinigung besteht nun darin, die endgu¨ltige
Scha¨tzung der Trendkomponente mt aus den saisonbereinigten Daten x
OS
t = xt− s1ht −
s1dt vorzunehmen. Dies wurde wieder mit einem gleitenden Durchschnitt der La¨nge 60
min realisiert.
An dieser Stelle besteht die Mo¨glichkeit, dass es in u˜t = xt − mt − s1ht − s1dt weitere
Periodizita¨ten gibt, die bisher nicht erkannt wurden. Aus diesem Grund wird das in
Def. 2.2.5 vorgestellte Periodogramm erstellt, um mit dessen Hilfe mo¨gliche verborgene
Periodizita¨ten aufzuspu¨ren. Das Periodogramm ist in Abbildung 3.6 zu sehen.
Der ho¨chste Funktionswert I(λ) = 1, 101 · 1011 bei einer Frequenz von λ = 0, 1135
entspricht einer Periodendauer von p = 1
λ
≈ 8, 8 min. Es ist eine Ha¨ufung hoher Funk-
tionswerte des Periodogramms bei einer Frequenz von λ ≈ 0, 1=̂10 min zu sehen. Wie
bereits erwa¨hnt, sind die Ergebnisse, die das Periodogramm liefert, in Hinsicht auf
verborgene Periodizita¨ten mit Vorsicht zu genießen. Aus dem technischen Hintergrund
spricht nichts fu¨r das Vorhandensein einer zehnminu¨tigen Periodizita¨t! Es gibt keine
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Abbildung 3.6: Periodogramm der komponentenbereinigten Zeitreihe (Komponenten:
Trend, 1h, 1d)
10-min-Kontrakte, sondern nur Stundenkontrakte. Deren Einsatz erkla¨rt die stu¨ndliche
Periodizita¨t, jedoch keine zehnminu¨tige Periodizita¨t. Deshalb wird die bisher gefundene
Restkomponente u˜t so belassen.
Die vorla¨ufige Restkomponente u˜t = xt − mt − s1ht − s1dt hat den Mittelwert Eu˜t =
−0, 0109 [MW] und die Varianz s2u˜ = 19994, 5539 [MW2] und ist in Abbildung 3.7 zu
sehen.
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Abbildung 3.7: Komponentenbereinigte Zeitreihe (Komponenten: Trend, 1h, 1d)
Der na¨chste Schritt besteht nun darin, zu pru¨fen, ob die Restkomponente u˜t zumindest
schwach stationa¨r ist.
Dafu¨r wurden jeweils monatsweise die Mittelwerte und Varianzen der vorla¨ufigen Rest-
komponente berechnet und u¨berpru¨ft, ob diese Werte konstant sind. Zur Vereinfachung
wurde angenommen, dass ein Monat 30 Tage hat.
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Abbildung 3.8: Monatliche Mittelwerte und Varianzen der Restkomponente
Die Abbildung 3.8a zeigt, dass der Mittelwert nur geringfu¨gig um Null schwankt. Die
gro¨ßte Abweichung ist 0,1247. Im Gegensatz dazu schwankt die Varianz in Abbildung
3.8b noch ziemlich stark. Der kleinste Wert betra¨gt 15 967,5 [MW2] und der gro¨ßte
Wert 30 189,3 [MW2].
Die Varianz ist also nicht konstant. Dies ko¨nnte daran liegen, dass es noch weitere
Komponenten in der Zeitreihe gibt, die noch nicht bereinigt wurden.
Der Blick auf Abbildung 3.8b zeigt, dass die Varianz in den Winter- und Fru¨hlingsmo-
naten gro¨ßer ist als in den Sommer-/Herbstmonaten. Es besteht also die Mo¨glichkeit,
dass es eine echte Saisonkomponente gibt, d.h. eine jahreszeitliche Schwankung. Dies
la¨sst sich jedoch, wie bereits erwa¨hnt, mit den vorhandenen Daten nicht verifizieren,
da die Zeitreihe nur einen Zeitraum von 9 Monaten umfasst.
Um die Varianz dennoch zu stabilisieren, kann auf u˜t eine Box-Cox-Transformation
angewendet werden. Das Vorgehen ist in [14, S. 102] beschrieben. Zuna¨chst muss die
gesamte Zeitreihe auf positive Werte transformiert werden. Dies wird erreicht, indem
alle Werte mit dem Betrag des kleinsten Wertes addiert werden.
u˜post = u˜t +
∣∣u˜mint ∣∣+ 1,
wobei u˜mint = min {u˜t : t ∈ N} gilt.
Anschließend kann die Box-Cox-Transformation u¨ber
u˜boxcoxt =

(u˜post )
θ−1
θ
0
ln u˜post
θ 6= 0
0
θ = 0
durchgefu¨hrt werden. Der Parameter θ kann wie folgt gescha¨tzt werden:
Die Box-Cox-Transformation soll eine Stabilisierung der Varianz erreichen, deshalb
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muss θ so gewa¨hlt werden, dass D2u˜boxcoxt = const gilt. Dies fu¨hrt zu
σt = c · µ1−θt ,
d.h. θ ist so zu bestimmen, dass die Standardabweichungen entsprechend von den Mit-
telwerten abha¨ngen. Praktisch geschieht dies, indem die Zeitreihe in gleich lange Ab-
schnitte i = 1, ..., k unterteilt wird und fu¨r jeden der Abschnitte der Mittelwert mi
sowie die Standardabweichung si berechnet werden. Dies wurde bereits monatsweise (1
Monat =̂ 30 Tage) durchgefu¨hrt. Um eine ho¨here Genauigkeit zu gewa¨hrleisten, wurde
fu¨r die k Abschnitte eine La¨nge von einer Woche gewa¨hlt. Der na¨chste Schritt besteht
darin, die Standardabweichungen in Abha¨ngigkeit vom Mittelwert in einem Koordina-
tensystem abzutragen. Nun wird die Kurve si = c · m1−θi gesucht, welche fu¨r θ diese
Punktwolke am besten approximiert. Dies geschieht fu¨r θ = 0, 7040.
Im letzten Schritt muss die Zeitreihe wieder zuru¨ck auf Nullniveau gebracht werden,
indem von allen Werten der Mittelwert der aktuellen Reihe subtrahiert wird
u˜BC transft = u˜
boxcox
t − u˜t
boxcox
.
Die Analyse des Mittelwertes und der Varianz der durch Box-Cox-Transformation mo-
difizierten Zeitreihe ist in Abbildung 3.9 zu sehen.
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Abbildung 3.9: Monatliche Mittelwerte und Varianzen der Restkomponente nach Box-
Cox-Transformation
In der Abbildung 3.9a ist erkennbar, dass der Mittelwert immer noch geringfu¨gig um
Null schwankt. Die Box-Cox-Transformation hat also die Mittelwertstationarita¨t nur
geringfu¨gig beeinflusst. Die Varianz in Abbildung 3.9b schwankt nun deutlich weniger
als vor der Box-Cox-Transformation. Der kleinste Wert betra¨gt 187,8 [MW2] und der
gro¨ßte Wert 359,5 [MW2]. Damit kann angenommen werden, dass die verbleibende
Zeitreihe schwach stationa¨r ist.
Die endgu¨ltige Restkomponente ut = u˜
BC transf
t ist in Abbildung 3.10 dargestellt und
hat die in Tabelle 3.4 aufgelisteten statistischen Kennzahlen.
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Abbildung 3.10: Schwach stationa¨re Restkomponente
Kennzahl Symbol Wert
Mittelwert x 5, 2 · 10−12 [MW]
Standardabweichung s 15,4 [MW]
Varianz s2 236,4 [MW2]
Minimum xmin -276,5 [MW]
Maximum xmax 298,7 [MW]
Spannweite R 575,2 [MW]
Tabelle 3.4: Statistische Kennzahlen der stationa¨ren Zeitreihe des Regelleistungsbedarfs
3.4 Modellierung der Restkomponente durch einen
ARIMA-Prozess
Bei der Modellierung der Restkomponente wurde sich fu¨r einen ARIMA(p,d,q)-Prozess
entschieden. Voraussetzung fu¨r die Modellierung ist das Vorliegen einer stationa¨ren
Zeitreihe. Die im vorangegangenen Abschnitt 3.3 erhaltene Restkomponente uBC transft
wird im Folgenden der U¨bersichtlichkeit halber mit yt bezeichnet.
Zuna¨chst muss gepru¨ft werden, ob eine stationa¨re Zeitreihe vorliegt. In Abschnitt 3.3
wurde bereits angenommen, dass yt schwach stationa¨r ist. In Abbildung 3.10 ist zu
sehen, dass die Varianz insbesondere in den Monaten April bis Juni sowie Oktober bis
Dezember allerdings noch etwas gro¨ßer ist als in den Monaten Juli bis September. Um
diesen Effekt zu eliminieren, wird der in Definition 2.2.9 vorgestellte Differenzenfilter
mit p = 1 auf die Zeitreihe angewendet,
ydifft = ∆yt = yt − yt−1, t = 2, 3, ..., N.
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Die einmal differenzierte Zeitreihe ist in Abbildung 3.11 und deren statistische Kenn-
zahlen in Tabelle 3.5 zu sehen.
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Abbildung 3.11: Restkomponente nach einmaliger Differenzenbildung
Kennzahl Symbol Wert
Mittelwert x 0,0002 [MW]
Standardabweichung s 8,3 [MW]
Varianz s2 68,0 [MW2]
Minimum xmin -285,5 [MW]
Maximum xmax 281,7 [MW]
Spannweite R 567,2 [MW]
Tabelle 3.5: Statistische Kennzahlen der einmal differenzierten Restkomponente des
Regelleistungsbedarfs
Verglichen mit den statistischen Kennzahlen vor der Anwendung des Differenzenfilters
in Tabelle 3.4 haben sich der Mittelwert, die Standardabweichung und die Varianz
vera¨ndert. Der Mittelwert ist etwas gro¨ßer als vor der Differenbildung, die Standard-
abweichung und damit auch die Varianz sind wesentlich kleiner. Minimum, Maximum
und die Spannweite sind nahezu gleich geblieben.
In Abbildung 3.11 ist zu sehen, dass die gla¨ttende Eigenschaft des Differenzenfilters 1.
Ordnung eine nochmalige Stabilisierung der Varianz bewirkt hat. Der Parameter d = 1
des ARIMA(p,d,q)-Modells steht also bereits fest. Mit ydifft kann nun die Anpassung
des ARMA(p,q)-Prozesses beginnen.
Gema¨ß den Phasen des Box-Jenkins-Ansatzes aus Abbildung 2.2 werden in der Modell-
spezifikation die Ordnungen p und q des ARMA(p,q)-Modells ermittelt. Dies wird mit
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Hilfe der Vektorkorrelation (2.32) und der Korrelationstafel in Tabelle 2.1 realisiert.
Fu¨r die Restkomponente des Regelleistungsbedarfs ist die Korrelationstafel in Tabelle
3.6 abgebildet.
p\q 0 1 2 3 4 5 . . .
0 -0,22932411 0,01789183 0,00056140 -0,00771064 -0,00100053 -0,00578025 . . .
1 -0,03662539 -0,00047378 -0,00014595 -0,00006334 0,00004599 -0,00003147 . . .
2 -0,00378893 -0,00028659 -0,00001554 -0,00000139 -0,00000012 0,00000034 . . .
3 -0,00821721 -0,00004912 0,00000108 -0,0008·10−6 0,0001·10−4 -0,0002·10−5 . . .
4 -0,00485509 -0,00003940 -0,0007·10−4 0,0008·10−5 -0,0009·10−6 -0,0003·10−6 . . .
5 -0,00766788 -0,00002443 0,0003·10−3 -0,0002·10−5 0,0003·10−6 0,0002·10−7 . . .
...
...
...
...
...
...
...
. . .
Tabelle 3.6: Korrelationstafel der Restkomponente des Regelleistungsbedarfs
Die Tabelle zeigt, dass die einzelnen Werte nie exakt Null sind, sondern nur na¨herungs-
weise. Es stellt sich deshalb die Frage, welche der Werte als Null angesehen werden
ko¨nnen. Um diese Frage zu beantworten, bieten sich Bootstrap-Konfidenzintervalle an,
die sich durch die Bootstrap-Methode von Efron ermitteln lassen. Paparoditis hat einen
Algorithmus zur Scha¨tzung der Verteilung der empirischen Vektorkorrelationen entwi-
ckelt, mit dessen Hilfe die Bootstrap-Konfidenzintervalle ermittelt werden ko¨nnen. Der
Algorithmus ist beschrieben in [14, S. 321], findet in der vorliegenden Arbeit jedoch keine
Anwendung. Die Ordnung des ARMA(p,q)-Modells wird anna¨hernd aus der Korrelati-
onstafel abgelesen und anschließend wird gepru¨ft, ob das gefundene ARMA(p,q)-Modell
plausibel ist. Ist dies nicht der Fall, wird eine neue Ordnung gewa¨hlt und erneut gepru¨ft.
Mo¨glichkeiten zum Pru¨fen der Anpassungsgu¨te eines vorliegenden ARMA(p,q)-Modells
werden im Verlauf dieses Abschnitts vorgestellt.
Anhand der Korrelationstafel wu¨rde wahrscheinlich ein ARMA(1,3)-, ARMA(2,2)- oder
ARMA(2,3)-Modell vermutet werden. Mit der vorla¨ufig gefundenen Ordnung ko¨nnen
die Parameter σ2, α = (α1, ..., αp)
T und β = (β1, ..., βq)
T des Modells mit dem Ansatz
von Durbin (siehe Seite 39f) gescha¨tzt werden. Bei σ2 handelt es sich um die Varianz
des White-Noise-Prozesses εt.
Die drei ARMA-Modelle mit den gescha¨tzten Koeffizienten αi und βi haben die im
folgenden angegebene Struktur. Das ARMA(1,3)-Modell
Y difft − α1Y difft−1 = εt − β1εt−1 − β2εt−2 − β3εt−3, t ∈ Z (3.1)
hat die Koeffizienten α1 = 0, 8933, β1 = 1, 183, β2 = −0, 2457 und β3 = 0, 06246.
Das ARMA(2,2)-Modell
Y difft − α1Y difft−1 − α2Y difft−2 = εt − β1εt−1 − β2εt−2, t ∈ Z (3.2)
hat die Koeffizienten α1 = −0, 8348, α2 = −0, 07011, β1 = −0, 5969 und β2 = 0, 1106.
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Das ARMA(2,3)-Modell
Y difft − α1Y difft−1 − α2Y difft−2 = εt − β1εt−1 − β2εt−2 − β3εt−3, t ∈ Z (3.3)
hat die Koeffizienten α1 = 1, 914, α2 = −0, 9245, β1 = 2, 241, β2 = −1, 495 und
β3 = 0, 2542.
Bevor das plausibelste der drei Modelle ausgewa¨hlt werden kann, muss u¨berpru¨ft wer-
den, ob es sich bei dem entsprechenden Modell um einen stationa¨ren und invertierbaren
ARMA-Prozess handelt (vgl. Definition 2.1.21 und Satz 2.1.23). Die Nullstellen der cha-
rakteristischen Polynome A(z) und B(z) (vgl. Definition 2.1.18) mu¨ssen alle außerhalb
des Einheitskreises liegen. Die Nullstellen der charakteristischen Polynome der drei Mo-
delle sind in Tabelle 3.7 eingetragen.
ARMA- Nullstellen Betrag der Nullstellen Betrag der
(p,q) von A(z) Nullstellen von B(z) Nullstellen
(1,3) zA1 = 1, 1195 |zA1 | = 1, 1195 zB1 = 1, 4667 + 3, 7209i |zB1 | = 3, 9995
zB2 = 1, 4667− 3, 7209i |zB2 | = 3, 9995
zB3 = 1, 0008 |zB3 | = 1,0008
(2,2) zA1 = −10, 5562 |zA1 | = −10, 5562 zB1 = 6, 7405 |zB1 | = 6, 7405
zA2 = −1, 3511 |zA2 | = −1, 3511 zB2 = −1, 3419 |zB2 | = −1, 3419
(2,3) zA1 = 1, 0351 + 0, 1015i |zA1 | = 1,0401 zB1 = 3, 8640 |zB1 | = 3, 8640
zA2 = 1, 0351− 0, 1015i |zA2 | = 1,0401 zB2 = 1, 0089 + 0, 0077i |zB2 | = 1,0089
zB3 = 1, 0089− 0, 0077i |zB3 | = 1,0089
Tabelle 3.7: Nullstellen der charakteristischen Polynome A(z) und B(z)
Im ARMA(1,3)-Modell liegt eine Nullstelle des charakteristischen Polynoms des MA-
Teils sehr nahe am Einheitskreis, im ARMA(2,3)-Modell sind es alle Nullstellen des
AR- und zwei der drei Nullstellen des MA-Teils. Diese beiden Modellordnungen ko¨nnen
demnach nicht zum Ziel fu¨hren. Das ARMA(1,3)-Modell ist nicht invertierbar und das
ARMA(2,3)-Modell nicht stationa¨r und invertierbar. Die Nullstellen des ARMA(2,2)-
Modells liegen alle außerhalb des Einheitskreises. Es handelt sich bei dieser Modellord-
nung um einen stationa¨ren und invertierbaren ARMA-Prozess.
Aus diesem Grund wurden fu¨r alle Modellordnungen von (2,2) bis (2+i,2+i) (i=1,2,3)
die Nullstellen der charakteristischen Polynome berechnet um herauszufinden, welche
Modellordnungen bezogen auf Stationarita¨t und Invertierbarkeit u¨berhaupt mo¨glich
sind.
Alle betrachteten Modellordnungen (2+i,2+i) (i=1,2,3) haben Nullstellen auf dem Ein-
heitskreis bzw. sehr nahe am Einheitskreis, außer die Modellordnung (2,5). Die Koeffi-
zienten des ARMA(2,5)-Modells
Y difft − α1Y difft−1 − α2Y difft−2 = εt − β1εt−1 − β2εt−2 − β3εt−3 − β4εt−4 − β5εt−5, t ∈ Z
(3.4)
sind α1 = 0, 009349, α2 = −0, 03898, β1 = 0, 2474, β2 = −0, 05987, β3 = 0, 01148,
β4 = 0, 00686 und β5 = 0, 003193. Die Betra¨ge der Nullstellen
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zA1 = 0, 1199 + 5, 0639i |zA1 | = 5, 0653
zA2 = 0, 1199− 5, 0639i |zA2 | = 5, 0653
zB1 = −3, 0756 + 2, 7716i |zB1 | = 4, 1402
zB2 = −3, 0756− 2, 7716i |zB2 | = 4, 1402
zB3 = 2, 4973 |zB3 | = 2, 4973
zB4 = 0, 7528 + 2, 5980i |zB4 | = 2, 7049
zB5 = 0, 7528− 2, 5980i |zB5 | = 2, 7049
des Modells liegen alle weit außerhalb des Einheitskreises. Es handelt sich bei dieser
Modellordnung um einen stationa¨ren und invertierbaren ARMA-Prozess.
Von den zwei gefundenen Modellen muss nun das plausibelste ausgewa¨hlt werden. Dies
geschieht mit diagnostischen Tests. Die erste Klasse der diagnostischen Tests vergleicht
die Autokorrelationsfunktion rτ der Daten mit der Autokorrelationsfunktion %τ des
Prozesses. Um sich einen ersten U¨berblick u¨ber das Aussehen der empirischen Auto-
korrelationsfunktion zu verschaffen, sind deren Werte bis zu einem Lag von τ = 100 in
Abbildung 3.12 abgebildet. Um eine gu¨nstige Skalierung der y-Achse zu erreichen, sind
die Werte ab Lag τ = 1 eingetragen. Der Wert bei Lag τ = 0 ist ohnehin immer gleich
eins.
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Abbildung 3.12: Autokorrelationsfunktion der Restkomponente
Um die empirische mit der theoretischen Autokorrelationsfunktion vergleichen zu ko¨nnen,
mu¨ssen die theoretischen Autokorrelationen %τ aus den Modellkoeffizienten α1, ..., αp
und β1, ..., βq berechnet werden. Dies kann bspw. mit Hilfe der Impulsantwortfolge (cu)
der MA[∞]-Darstellung des ARMA(p,q)-Prozesses geschehen.
Das Vorgehen wird am Beispiel des ARMA(2,2)-Prozesses (3.2) mit den gescha¨tzten
Parametern demonstriert.
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Damit die MA[∞]-Darstellung u¨berhaupt existiert, mu¨ssen alle Nullstellen der charak-
teristischen Gleichung des AR[2]-Teils
1− α1z − α2z2 = 0
außerhalb des Einheitskreises liegen. Dies wurde bereits gepru¨ft und in Tabelle 3.7 ange-
geben. Die Bedingung ist erfu¨llt und die MA[∞]-Darstellung existiert. Die Koeffizienten
c0, c1, ... des MA[∞]-Prozesses werden durch Koeffizientenvergleich von (2.22) u¨ber
ck −
p∑
j=1
αjck−j = −βk, k = 0, 1, ...
mit β0 = 1, βk = 0 fu¨r k > q
und ck = 0 fu¨r k < 0
gewonnen. Natu¨rlich ko¨nnen keine unendlich vielen Koeffizienten c0, c1, ... berechnet
werden, deshalb muss sich auf eine genu¨gend große Zahl k beschra¨nkt werden.
Die Werte der theoretischen Autokorrelationsfunktion ko¨nnen nun u¨ber
γτ =
∞∑
u=0
cucu+τ
und %τ =
γτ
γ0
berechnet werden. Anschließend werden %τ und rτ in einem gemeinsamen Diagramm
fu¨r τ = 1, 2, ...,m abgetragen, um visuelle Unterschiede zu beurteilen. Es wurde sich
fu¨r m = 10 entschieden.
In Abbildung 3.13 sind die theoretischen und empirischen Autokorrelationsfunktionen
des ARMA(2,2)- und ARMA(2,5)-Prozesses bis zum Lag τ = 20 dargestellt. Der Wert
bei Lag τ = 0 wurde wieder vernachla¨ssigt, da er bei allen Modellen gleich eins ist.
Um die Unterschiede genauer zu erkennen, sind die Werte der empirischen sowie der
theoretischen Autokorrelationsfunktionen der zwei Modelle in Tabelle 3.8 abgebildet.
Wie in den Abbildungen und der Tabelle zu sehen, stimmen die Werte der theoretischen
Autokorrelationsfunktionen der zwei Modelle bei einem Lag τ = 1 und τ = 2 mit
der empirischen ACF nahezu u¨berein. Das ARMA(2,5)-Modell stimmt bei Lag τ = 2
besser mit der empirischen Autokorrelationsfunktion u¨berein. Ab einem Lag τ = 3
alternieren die Werte im ARMA(2,2)-Modell. Beide Modelle ko¨nnen die Werte der
Autokorrelationsfunktione fu¨r Lags gro¨ßer τ = 8 nur schlecht nachbilden.
Im Folgenden werden die Abweichungen dτ = rτ − %τ der empirischen von den theore-
tischen Autokorrelationsfunktionen bis zum Lag τ = 100 betrachtet und in Abbildung
3.14 abgebildet.
Es wird deutlich, dass die Abweichungen der theoretischen Autokorrelationsfunktionen
von der empirischen nur sehr gering sind. Die gro¨ßte Abweichung betra¨gt 0,0379 bei
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Abbildung 3.13: Vergleich der theoretischen und empirischen Autokorrelationsfunktio-
nen
Lag Empirische ACF Theoretische ACF %τ
τ rτ ARMA(2,2) ARMA(2,5)
0 1 1 1
1 -0,22932366 -0,22918155 -0,22936872
2 0,01789183 0,01661900 0,01798795
3 0,00056140 0,00219400 -0,00026158
4 -0,00771064 -0,00299684 -0,00647385
5 -0,00100054 0,00234808 -0,00307087
6 -0,00578025 -0,00175017 0,00022361
7 -0,00359752 0,00129645 0,00012178
8 -0,01274310 -0,00095967 -0,00000758
9 -0,01862520 0,00071028 -0,00000482
10 -0,01311210 -0,00052569 0,00000025
Tabelle 3.8: Vergleich der theoretischen und empirischen Autokorrelationsfunktionen
einem Lag τ = 60 und tritt bei beiden Modellen auf. Die Autokorrelationsfunktionen
beider Modelle verhalten sich bis zu einem Lag τ = 8 unterschiedlich. Ab einem Lag
τ = 8 zeigen die Autokorrelationsfunktionen beider Modelle ein nahezu gleiches Ver-
halten.
Die zweite Klasse von Diagnoseverfahren bescha¨ftigt sich mit den Autokorrelationen
der Modellresiduen (2.23). In Abbildung 3.15 sind die Autokorrelationsfunktionen des
ARMA(2,2)- und des ARMA(2,5)-Modells bis zu einem Lag τ = 20 angegeben.
Die Autokorrelationen beider Modelle sind nach einem Lag τ = 1 nahezu Null. Die
gro¨ßte Abweichung von Null im ARMA(2,2)-Modell betra¨gt -0,6136, im ARMA(2,5)-
Modell -0,1566 bei jeweils einem Lag τ = 1. Anschließend konvergieren die Werte des
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Abbildung 3.14: Abweichungen der empirischen von den theoretischen Autokorrelati-
onsfunktionen
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(a) ARMA(2,2)
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(b) ARMA(2,5)
Abbildung 3.15: Autokorrelationsfunktionen der Residuen
ersten Modells schneller gegen Null als die des zweiten Modells. Fu¨r ein Testkriterium,
das Aussagen daru¨ber macht, wann die Autokorrelationsfunktion als Null anzusehen
ist, wird auf [14] verwiesen.
Die dritte Klasse der Diagnoseverfahren basiert auf dem Ansatz des Overfitting. Dabei
werden zum zu u¨berpru¨fenden ARMA(p,q)-Modell zusa¨tzlich die Parameter eines um-
fassenderen Modells mit einer gro¨ßeren Anzahl an Parametern gescha¨tzt, etwa die eines
ARMA(p+1,q)- oder ARMA(p,q+1)-Modells.
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Fu¨r das ARMA(2,2)-Modell lauten die Parameter der an die Zeitreihe angepassten
ARMA(3,2)- bzw. ARMA(2,3)-Prozesse
α1 = −0, 04306, α2 = 0, 7043, α3 = 0, 1327, β1 = 0, 2451, und β2 = 0, 7536,
bzw.
α1 = 1, 914, α2 = −0, 9245, β1 = 2, 241, β2 = −1, 495 und β3 = 0, 2542.
Verglichen mit den Parametern des ARMA(2,2)-Prozesses (3.2) fa¨llt auf, dass die be-
reits vorhandenen Parameter sowohl des ARMA(3,2)- als auch des ARMA(2,3)-Modells
instabil sind. Außerdem sind die neu hinzugetretenen Parameter α3 = 0, 1327 und β3 =
0, 2542 von Null signifikant verschieden. Deshalb sollte die Gu¨ltigkeit des ARMA(2,2)-
Modells angezweifelt werden.
Fu¨r das ARMA(2,5)-Modell lauten die Parameter der an die Zeitreihe angepassten
ARMA(3,5)- bzw. ARMA(2,6)-Prozesse
α1 = −1, 495, α2 = −1, 231, α3 = −0, 5765, β1 = −1, 257, β2 = −0, 8933, β3 = −0, 311,
β4 = 0, 1194 und β5 = −0, 005852,
bzw.
α1 = 1, 916, α2 = −0, 9271, β1 = 2, 245, β2 = −1, 511, β3 = 0, 281, β4 = −0, 01218,
β5 = −0, 0146, und β6 = 0, 01146.
Im Vergleich zu den Parametern des ARMA(2,5)-Prozesses (3.4) weichen die bereits vor-
handenen Parameter sowohl im ARMA(3,5)- als auch im ARMA(2,6)-Modell stark ab.
Weiterhin sind die neu hinzugetretenen Parameter α3 = −0, 5765 und β6 = 0, 01146
von Null signifikant verschieden. Es handelt sich allerdings bei beiden Modellen um
nicht stationa¨re und nicht invertierbare Prozesse, da die charakteristischen Polynome
des ARMA(3,5)-Modells gemeinsame Nullstellen und die charakteristischen Polynome
des ARMA(2,6)-Modells Nullstellen auf dem Einheitskreis haben. Damit kann keine
Aussagen u¨ber die mo¨gliche Gu¨ltigkeit des ARMA(2,5)-Modells gemacht werden.
Das dritte Pha¨nomen, welches nicht auftreten sollte, ist die wesentliche Verringerung
der Residualvarianz des erweiterten ARMA(p+1,q)- oder ARMA(p,q+1)-Modells im
Vergleich zum ARMA(p,q)-Modell. In Tabelle 3.9 sind die Residualvarianzen σ2e ein-
getragen. Da die Reihe der Residuen aufgrund der fehlenden Stationarita¨t und Inver-
tierbarkeit der ARMA(2,3)-, ARMA(3,5)- und ARMA(2,6)-Modelle u¨ber alle Maßen
ansteigt, ist an diesen Stellen der Wert ∞ eingetragen.
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Residualvarianzen σ2e
ARMA(2,2) ARMA(2,5)
159,5570 66,3346
ARMA(2,3) ARMA(3,2) ARMA(3,5) ARMA(2,6)
∞ 478,7225 ∞ ∞
Tabelle 3.9: Vergleich der Residualvarianzen der drei Modelle mit ihren Erweiterungen
Der Vergleich der Residualvarianzen des ARMA(2,2)- und des ARMA(2,5)-Modells
mit deren jeweiligen beiden Erweiterungen zeigt keine Verringerung der Residualvari-
anz. Dies bedeutet, dass aufgrund dieses Kriteriums keines der Modelle ausgeschlossen
werden kann.
In der ersten Klasse der diagnostischen Tests schnitt das ARMA(2,2)-Modell etwas bes-
ser ab als das ARMA(2,5)-Modell. In der zweiten und dritten Klasse der diagnostischen
Tests wird keines der Modelle favorisiert. Aus diesem Grund werden im Folgenden mit
beiden Modellen Werte fu¨r den Regelleistungsbedarf simuliert. Das Modell, welches den
Regelleistungsbedarf besser nachbildet, wird letztendlich ausgewa¨hlt.
Simulierung des Regelleistungsbedarfs
Um mit dem ausgewa¨hlten ARMA(2,2)- und dem ARMA(2,5)-Modell die Restkompo-
nente des Regelleistungsbedarfs zu simulieren, sind die folgenden zwei Schritte notwen-
dig. Zuerst muss die Verteilung der Residuen (εt) des ARMA(2,2)- und des ARMA(2,5)-
Modells ermittelt werden. Anschließend ko¨nnen die Residuen simuliert und mit diesen
die Werte der Restkomponente des Regelleistungsbedarfs berechnet werden.
Da die Residuen (εt) nicht direkt beobachtbar sind, mu¨ssen sie gescha¨tzt werden. Dies
geschieht wie bereits erwa¨hnt u¨ber Formel (2.23) aus Definition 2.1.26. Die Folge der
Modellresiduen (et) ist somit eine Scha¨tzung fu¨r den White-Noise-Prozess (εt). Das
Vorgehen wird am Beispiel des ARMA(2,5)-Modells erla¨uert.
Die stetige Zufallsvariable Z bilde die Modellresiduen nach. Um deren Verteilung FZ
zu ermittlen, wurde zuerst ein Histogramm dieser erstellt (siehe Abbildung 3.16).
Um die Verteilung der Werte an den Ra¨ndern des Wertebereichs besser zu erkennen,
wurde Abbildung 3.16b erstellt. Etwa 57% der Werte von Z befinden sich im Inter-
vall [−5, 5], d.h. P (−5 ≤ Z ≤ 5) = 0, 5666. Der Rest verteilt sich auf die Intervalle
[−270,−5] und [5, 283], es gilt also
P [(−270 ≤ Z ≤ −20) ∩ (20 ≤ Z ≤ 283)] = 0, 4334.
Weitere wichtige Hinweise auf die Verteilung liefern die in Tabelle 3.10 abgebildeten
statistischen Kennzahlen der Modellresiduen.
Zur Modellierung der Modellresiduen wurden verschiedenste Verteilungen auf ihre An-
passungsgu¨te hin gepru¨ft. Die fu¨r Anwendungen dieser Art zuerst in den Sinn kommende
Normalverteilung ist nicht geeignet, um die Verteilung der Residuen nachzubilden. Dies
liegt an der Konzentration der Werte auf das Intervall [−5, 5] und die im Vergleich dazu
recht große Ausdehnung des Wertebereichs bis zmin = −269, 6 und zmin = 282, 7.
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(b) Ausschnitt aus dem Histogramm
Abbildung 3.16: Histogramm der Modellresiduen im ARMA(2,5)-Modell
Kennzahl Symbol Wert
Mittelwert z 0,00025 [MW]
Standardabweichung sz 8,1[MW]
Varianz s2z 66,3 [MW
2]
Minimum zmin -269,6 [MW]
Maximum zmax 282,7 [MW]
Spannweite Rz 552,3 [MW]
Tabelle 3.10: Statistische Kennzahlen der Modellresiduen der Restkomponente des Re-
gelleistungsbedarfs
Auch andere bekannte Verteilungen zeigten keine geeignete Anpassungsgu¨te. Aus die-
sem Grund muss die Verteilug der Modellresiduen individuell modelliert werden. Dafu¨r
wird der Wertebereich der Modellresiduen willku¨rlich in k = 46 Intervalle aufgeteilt.
Dies hat zur Folge, dass der Wertebereich eingeschra¨nkt wird. Um nach oben und unten
noch etwas Raum fu¨r selten auftretende Werte zu lassen, werden an den Grenzen des
Wertebereichs zmin und zmax noch jeweils 100 [MW] zugegeben.
[zmin − 100,−230], [−230,−165], [−165,−100], [−100,−95], [−95,−90], ...,
[90, 95], [95, 100], [100, 165], [165, 230], [230, zmax + 100] (3.5)
Zur Ermittlung der Wahrscheinlichkeiten pi, mit der die stetige Zufallsvariable Z Werte
aus dem Intervall i annehmen kann, wird die Anzahl der Werte, die in ein Intervall I[ai,bi]
fallen, durch die Gro¨ße ne der Stichprobe der Modellresiduen geteilt.
pi = P
(
Z ∈ I[ai,bi]
)
=
|{Z : ai ≤ Z ≤ bi}|
ne
(3.6)
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Im jeweiligen Intervall i wurde fu¨r die Verteilung der Zufallsgro¨ße Z eine Gleichvertei-
lung (2.1.1) auf [ai, bi] gewa¨hlt.
Um die Verteilungsfunktion von Z aufstellen zu ko¨nnen, mu¨ssen die einzelnen Vertei-
lungen pro Intervall zur Wahrscheinlichkeit, mit der die Zufallsvariable Y diffe in das
Intervall I[ai,bi] fa¨llt, ins Verha¨ltnis gesetzt werden. Zum besseren Versta¨ndnis ist die
Situation in Abbildung 3.17 grafisch dargestellt.
f(x)
a1 b1
a2
b2
a3
b3
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b4
a5
b5
a6
bk-1
ak
bk…
…p1
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p4
p5
pk
x
p3
Abbildung 3.17: Allgemeine Dichtefunktion der Modellresiduen der Restkomponente
Die Wahrscheinlichkeit, dass die Zufallsgro¨ße Z einen Wert kleiner gleich x annimmt,
ist
P (Z ≤ x) = F (x) =
∫ x
a1
f(t)dt. (3.7)
Im speziellen Fall von Abbildung 3.17 gilt fu¨r die Wahrscheinlichkeit (3.7)
P (Z ≤ x) = p1 + p2 + p3 x− a3
b3 − a3 . (3.8)
Damit lautet die Verteilungsfunktion von Z
FZ(x) =

0
p1
x−a1
b1−a1
p1 + p2
x−a2
b2−a2
...∑i−1
l=1 pl
x−ai
bi−ai
1
x < a1
a1 ≤ x ≤ b1
a2 ≤ x ≤ b2
...
ai ≤ x ≤ bi
bk < x
(3.9)
und die Dichtefunktion
3.4. MODELLIERUNG DER RESTKOMPONENTE DURCH EINEN ARIMA-PROZESS 65
fZ(x) =

0
p1
b1−a1
p2
b2−a2
...
pi
bi−ai
0
x < a1
a1 ≤ x ≤ b1
a2 ≤ x ≤ b2
...
ai ≤ x ≤ bi
bk < x
(3.10)
fu¨r i = 1, 2, ..., k mit den in (3.5) angegebenen Grenzen ai, bi. In Abbildung 3.18 sind
die Verteilungs- und die Dichtefunktion der Zufallsvariablen Z zu sehen.
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(b) Verteilungsfunktion
Abbildung 3.18: Dichte- und Verteilungsfunktion der Modellresiduen des ARMA(2,5)-
Modells
Mit den so modellierten Modellresiduen ko¨nnen die eigentlichen Werte des ARMA(2,5)-
Prozesses u¨ber
Y difft = α1Y
diff
t−1 +α2Y
diff
t−2 + zt− β1zt−1− β2zt−2− β3zt−3− β4zt−4− β5zt−5, t ∈ N
rekursiv berechnet werden. Dabei sind die zi jeweils Realisierungen der Zufallsvariable
Z.
Es wurden drei Restkomponenten simuliert, deren statistische Kennzahlen denen der ur-
spru¨nglichen Restkomponente zur besseren Vergleichbarkeit in Tabelle 3.11 gegenu¨ber-
gestellt sind.
Der Wertebereich der simulierten Restkomponenten hat aus bereits genannten Gru¨nden
eine gro¨ßere Spannweite als der der urspru¨nglichen Restkomponente. Dies wirkt sich
auch auf die Standardabweichung und Varianz aus.
In der Abbildung 3.19 ist die einmal differenzierte Restkomponente aus Abbildung 3.11
sowie die drei Simulationen der Restkomponente zu sehen.
Die Charakteristik der Restkomponente in Abbildung 3.19a wird durch die simulier-
ten Werte in den Abbildung 3.19b bis 3.19d sehr gut nachgebildet. Aus Gru¨nden der
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Kennzahl Symbol Wert Einheit
urspru¨ngl. Restkomp. Simulation 1 Simulation 2 Simulation 3
Mittelwert ydiff 0,0002 0,0021 0,0018 -0,0048 [MW]
Standardabweichung s
ydiff
8,3 8,8 8,8 8,8 [MW]
Varianz s2
ydiff
68,0 77,9 77,5 77,9 [MW2]
Minimum y
diff
min -285,5 -337,0 -325,2 -340,4 [MW]
Maximum ydiffmax 281,7 370,8 285,8 367,2 [MW]
Spannweite R
ydiff
567,2 707,8 611,0 707,6 [MW]
Tabelle 3.11: Statistische Kennzahlen der einmal differenzierten Restkomponente des
Regelleistungsbedarfs sowie dreier mit dem ARMA(2,5)-Modell simulierten Restkom-
ponenten
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(a) Urspru¨ngl. Restkomponente
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(b) Simulation 1
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(c) Simulation 2
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(d) Simulation 3
Abbildung 3.19: Verschiedene simulierte Restkomponenten mit ARMA(2,5)-Modell
Vollsta¨ndigkeit wird nachfolgend die Autokorrelationsfunktion einer Simulation grafisch
dargestellt, um eventuelle Unterschiede zur empirischen Autokorrelationsfunktion der
urspru¨nglichen einmal differenzierten Restkomponente zu sehen.
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(b) Simulierte Restkomponente
Abbildung 3.20: Empirische ACF der Restkomponente und der simulierten Restkom-
ponente
Die Korrelationskoeffizienten in den ersten beiden Lags werden etwas unter- bzw. u¨berscha¨tzt.
Die Abweichungen sind jedoch gering. Wesentlich ist, dass das Vorzeichen des Korrelati-
onskoeffizienten in den ersten Lags mit denen der empirischen Autokorrelationsfunktion
u¨bereinstimmt.
In Tabelle 3.12 sind die statistischen Kennzahlen dreier Simulationen der Restkompo-
nente mit dem ebenfalls noch nicht auszuschließenden ARMA(2,2)-Modell eingetragen.
Kennzahl Symbol Wert Einheit
urspru¨ngl. Restkomp. Simulation 1 Simulation 2 Simulation 3
Mittelwert ydiff 0,0002 0,0114 0,007 0,006 [MW]
Standardabweichung s
ydiff
8,3 14,8 14,8 14,7 [MW]
Varianz s2
ydiff
68,0 219,3 220,1 217,3 [MW2]
Minimum y
diff
min -285,5 -578,4 -637,3 -569,1 [MW]
Maximum ydiffmax 281,7 569,6 621,3 616,0 [MW]
Spannweite R
ydiff
567,2 1148,0 1258,6 1185,1 [MW]
Tabelle 3.12: Statistische Kennzahlen der einmal differenzierten Restkomponente des
Regelleistungsbedarfs sowie drei simulierter Restkomponenten mit dem ARMA(2,2)-
Modell
Offensichtlich streuen die mit dem ARMA(2,2)-Modell simulierten Werte der Rest-
komponente des Regelleitsungsbedarfs wesentlich mehr als die durch das ARMA(2,5)-
Modell erzeugten. Die Varianz ist erheblich ho¨her als die der Ausgangsdaten, was an der
nahezu doppelt so großen Spannweite liegt. Aus diesem Grund sollte das ARMA(2,2)-
Modell nicht verwendet werden, um die Restkomponente des Regelleistungsbedarfs zu
modellieren.
Die Modellierung der Restkomponente durch einen ARMA(2,5)-Prozess liefert wesent-
lich bessere Ergebnisse und sollte deshalb verwendet werden.
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3.5 Inhaltliche Komponenten des Regelleistungsbe-
darfs
Neben der Komponentenzerlegung des Regelleistungsbedarf auf Grundlage der Zeitrei-
henanalyse interessiert in dieser Arbeit auch das mo¨gliche Vorhandensein inhaltlicher
Komponenten. Dies sind eventuelle Einflu¨sse, die einen Beitrag zum Regelleistungsbe-
darf leisten. Das ko¨nnen beispielsweise Einflu¨sse sein, die sich aus dem Lastgang, also
dem zeitlichen Verlauf der abgenommenen Leistung, ergeben. Mo¨glich sind auch Ein-
flu¨sse aus der Windenergieeinspeisung, also der Einspeisung durch Windkraftanlagen.
Der Lastverlauf in Form der Netzeinspeisung ist die Summe aller Einspeisungen von
Verbundu¨bergabestellen, Kraftwerken und Verteilungsnetzen in das Ho¨chstspannungs-
netz.
Die Daten zur tatsa¨chlichen Ho¨he der Windenergieeinspeisung (Summe aus on- und
offshore) in der betrachteten Regelzone basieren auf einer Hochrechnung der Einspei-
sewerte online gemessener repra¨sentativer Windparks.
Die erforderlichen Daten von Lastverlauf und tatsa¨chlicher Windeinspeisung sind in
viertelstu¨ndlichem Abstand vorhanden. Da die Werte zum Regelleistungsbedarf jedoch
minutenweise vorliegen, mu¨ssen diese erst in Viertelstundenwerte zusammengefasst wer-
den. Dies geschieht, indem zu jedem 15. Wert der Mittelwert der vorangegangenen 14
Werte berechnet wird. Die Zeitreihe des urspru¨nglichen Regelleistungsbedarfs (xt) wird
u¨ber
z1 =
1
15
(x1 + x2 + ...+ x15)
z2 =
1
15
(x16 + x17 + ...+ x30)
...
zt =
1
`
(
x(t−1)`+1 + x(t−1)`+2 + ...+ xt·`
)
, t ∈ N, ` = 15
in eine Zeitreihe (zt) transformiert.
Nun kann mit Hilfe einer Korrelationsanalyse gepru¨ft werden, ob es lineare Zusam-
menha¨nge zwischen dem Regelleistungsbedarf und dem Lastgang bzw. dem Regelleis-
tungsbedarf und der Windenergieeinspeisung gibt. Dies geschieht mit Hilfe des Korrela-
tionskoeffizienten (2.7). Es sei (lt) die Zeitreihe des Lastverlaufes und (wt) die Zeitreihe
der Windenergieeinspeisung von April bis Dezember 2009.
Zuna¨chst wird der mo¨gliche lineare Zusammenhang zwischen Regelleistungsbedarf und
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Lastverlauf untersucht. Der zugeho¨rige Korrelationskoeffizient
rzl =
czl
sz · sl
=
1
n
∑n
i=1(zi − z)(li − l)√
1
n−1
∑n
i=1(zi − z)2
√
1
n−1
∑n
i=1(li − l)2
= 0, 3689
zeigt einen leichten positiven linearen Zusammenhang, was bedeutet, dass je ho¨her der
Lastverlauf ist, umso mehr Regelleistung wird auch beno¨tigt. Umgekehrt wird weniger
Regelleistung beno¨tigt, wenn der Lastverlauf eher niedrig ist.
Der mo¨gliche lineare Zusammenhang zwischen Regelleistungsbedarf und Windenergie-
einspeisung wird durch folgenden Korelationskoeffizienten ausgedru¨ckt.
rzw =
czw
sz · sw
=
1
n
∑n
i=1(zi − z)(wi − w)√
1
n−1
∑n
i=1(zi − z)2
√
1
n−1
∑n
i=1(wi − w)2
= −0, 1146
Es besteht ein sehr geringer negativer linearer Zusammenhang, was bedeutet, dass je
ho¨her die Windenergieeinspeisung ist, umso weniger Regelleistung wird beno¨tigt. Umge-
kehrt wird mehr Regelleistung beno¨tigt, wenn die eingespeiste Windenergie eher niedrig
ist.
Die Abbildungen 3.21 verdeutlichen den Zusammenhang von Regelleistungsbedarf und
Lastverlauf sowie Regelleistungsbedarf und Windenergieeinspeisung.
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Abbildung 3.21: Streudiagramme zum Zusammenhang von Regelleistungsbedarf und
Lastverlauf sowie Regelleistungsbedarf und Windenergieeinspeisung
Der leichte positive Anstieg der Trendgeraden in Abbildung 3.21a, die durch eine lineare
Regression der Daten ermittelt wurde, sowie der kaum wahrnehmbare negative Anstieg
der Trendgeraden in Abbildung 3.21b besta¨tigen den Wert der zuvor berechneten Kor-
relationskoeffizienten.
Es sei erwa¨hnt, dass der Korrelationskoeffizient keine Aussage u¨ber den kausalen Zu-
sammenhang zwischen den beiden betrachteten Zeitreihen machen kann. Er zeigt le-
diglich die Sta¨rke eines linearen Zusammenhanges an. Es ist also mo¨glich, dass zwi-
schen dem jeweils betrachteten Zeitreihenpaar nichtlineare Zusammenha¨nge bestehen.
Weiterhin kann nicht ausgeschlossen werden, dass weitere Faktoren auf den Korrelati-
onskoeffizienten des jeweiligen Zeitreihenpaars Einfluss ausu¨ben und so beispielsweise
ein Zusammenhang zwischen dem Zeitreihenpaar unentdeckt bleibt. Um diese Effekte
auszuschließen, kann eine partielle Korrelationsanalyse durchgefu¨hrt werden. Um den
mo¨glichen Einfluss dieses Faktors zu eliminieren, ist es jedoch erforderlich, dass bekannt
ist, um welchen Faktor es sich handelt.
Zusammenfassend bleibt festzuhalten, dass Regelleistungsbedarf und Lastverlauf leicht
positiv korreliert sind, wohingegen Regelleistungsbedarf und Windenergieeinspeisung
sehr leicht negativ korreliert sind.
Kapitel 4
Zusammenfassung und Ausblick
Die Zerlegung der Zeitreihe des Regelleistungsbedarfs vom 1. April 2009 bis zum 16.
Dezember 2009 hat auf vier Komponenten gefu¨hrt. Diese sind die Trendkomponente,
ermittelt durch einen gleitenden Durchschnitt mit der La¨nge einer Stunde, weiterhin
zwei periodische Komponenten mit der Periodenla¨nge einer Stunde sowie der Peri-
odenla¨nge eines Tages und die Restkomponente, die mit einem ARIMA(2,1,5)-Prozess
modelliert wird. Dabei ist der White-Noise-Prozess wie in (3.9) zu simulieren. Es ist
zu beachten, dass nach Beseitigen des Trends und der periodischen Komponenten eine
Box-Cox-Transformation der verbleibenden Zeitreihe u˜t = xt − mt − s1ht − s1dt durch-
gefu¨hrt wurde, um die Varianz zu stabilisieren. Der Anteil, der durch die Transformation
eliminiert wird, muss bei der Aufstellung des mathematischen Modells beru¨cksichtigt
werden. Es sei vt := u˜t − ut der Anteil von xt, der durch die Box-Cox-Transformation
von u˜t eliminiert wird.
Das mathematische Modell des Regelleistungsbedarfs in Gestalt der Zeitreihe (xt) kann
also u¨ber
xt = mt + s
1h
t + s
1d
t + vt + ut
mit dem Trend mt, dem periodischen Anteil mit der La¨nge einer Stunde s
1h
t , dem
periodischen Anteil mit der La¨nge eines Tages s1dt , dem durch Box-Cox-Transformation
eliminierten Anteil vt und der Restkomponente ut, die durch einen ARIMA(2,1,5)-
Prozess simuliert wird.
Der zweite Teil der Aufgabenstellung dieser Arbeit war das Identifizieren inhaltlicher
Komponenten, also mo¨glicher Zusammenha¨nge zwischen dem Regelleistungsbedarf und
verschiedenen mo¨glichen Ursachen. Es wurden als mo¨gliche Ursachen der Lastverlauf
sowie die Windenergieeinspeisung untersucht. Zwischen der Zeitreihe des Lastverlaufs
und der des Regelleistungsbedarfs besteht eine leichte positive Korrelation, zwischen
der Zeitreihe der Windenergieeinspeisung und der des Regelleistungsbedarfs gibt es
eine geringe negative Korrelation.
In der Zukunft sollte das bisher erstellte Modell des Regelleistungsbedarfs durch Hin-
zunahme einer jahreszeitlichen Komponente noch verbessert werden. Dies war im Rah-
men dieser Arbeit nicht mo¨glich, da die notwendigen Daten nicht vorhanden waren.
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Zusa¨tzlich kann gepru¨ft werden, inwiefern mit dem Komponentenmodell des Regelleis-
tungsbedarfs Prognosen durchfu¨hrbar sind. Dafu¨r muss die Trendkomponente sicherlich
anders gewa¨hlt werden, da sich der hier gewa¨hlte Weg zu sehr an den Daten orientiert.
Weiterhin kann versucht werden, den Anteil der inhaltlichen Komponenten Lastverlauf
und Windenergieeinspeisung genauer zu untersuchen und gegebenenfalls zu quantifizie-
ren. Dafu¨r wird jedoch eine anderen Herangehensweise erforderlich sein. Des Weiteren
kann der Zusammenhang mit anderen mo¨glichen Ursachen analysiert werden. Dafu¨r
mu¨ssen diese potentiellen Ursachen jedoch erst identifiziert werden.
Anhang A
Tabelle der Quantile der
χ2-Verteilung
f bezeichnet die Anzahl der Freiheitsgrade, α das Konfidenzniveau.
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Thesen
1. Der Regelleistungsbedarf kann in die Komponenten Trend, stu¨ndliche und ta¨gli-
che periodische Schwankungen sowie die Restkomponente zerlegt werden. Bei der
Trendkomponente handelt es sich um einen gleitenden Durchschnitt der La¨nge
60. Die periodischen Schwankungen werden als starre Saisonfiguren modelliert.
2. Der Regelleistungsbedarf unterliegt vermutlich einer jahreszeitlichen Schwankung.
Dies kann mit dem vorhandenen Datenmaterial jedoch nicht besta¨tigt werden.
3. Die Restkomponente kann mit einem ARIMA(2,1,5)-Prozess modelliert werden.
Die Verteilung der Residuen des ARIMA(2,1,5)-Prozesses kann mit der Vertei-
lungsfunktion (3.9) simuliert werden. Die Autokorrelationsfunktion wird durch
den ARIMA(2,1,5)-Prozess ausreichend gut nachgebildet.
4. Zwischen der Zeitreihe des Regelleistungsbedarf und der Zeitreihe des Lastverlaufs
besteht eine leichte positive Korrelation. Diese Korrelation war zu erwarten, wenn
auch sta¨rker.
5. Zwischen der Zeitreihe des Regelleistungsbedarf und der Zeitreihe der Windener-
gieeinspeisung besteht eine sehr leichte negative Korrelation. Diese Korrelation
war sta¨rker erwartet.
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