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ABSTRACT 
 
Following a natural disaster, there is a need to rapidly assess the safety of civil 
infrastructure. This job is typically undertaken by local governments with the help of 
volunteer civil engineers with structural expertise, as well as organizations such as Cal 
EMA and ASCE. However, the inspection process is labor-intensive and a bit tedious, 
and results are prone to error as they tend to rely on the individual expertise of the 
inspectors. 3D reconstruction stands to become a useful tool in the safety evaluation 
process, as well as providing valuable opportunities for forensic engineering. This 
research explores the application of a low cost, rapidly deployable 3D reconstruction 
system for post-natural disaster documentation and analysis of civil infrastructure. 
A review of the process of 3D reconstruction was conducted. Likewise, a review 
of existing technology used for disaster scene analysis was performed. Two potentially 
useful 3D reconstruction toolkits were examined: FIT3D and Autodesk 123D Catch, of 
which the latter was determined to be best suited for the task at hand. Experiments were 
conducted to determine the best methodology for producing accurate 3D models as well 
as calculating the inherent error in the model. It was found that measurements obtained 
from the 3D model were accurate within approximately 0.3 inches. 
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CHAPTER ONE 
 
INTRODUCTION 
 
 
Project Overview 
 
 Three dimensional (3D) reconstruction is a method of obtaining 3D points from 
corresponding two dimensional (2D) images as viewed by multiple cameras with 
overlapping fields of view. Alternatively, a set of sequential images taken by a single 
camera can be used (Hartley and Zisserman 2000). 3D reconstruction is an important 
topic in the field of computer vision that has recently seen increased demand for many 
practical applications including virtual reality and medical imaging (Sengupta 2009). 
However, little research has been conducted on the application of this technology for civil 
engineering purposes. Photogrammetry, the study of calculating the geometric properties 
of objects from 2D images, has been used in several studies, but 3D reconstruction has 
been used in only a few cases. This technology has become increasingly accessible in 
recent years as the price of high definition cameras has come down substantially, and 
several reconstruction toolkits are now commercially available at little to no cost. These 
new developments stand to make 3D reconstruction an attractive, low-cost tool for civil 
engineering applications.  
Following a natural disaster, such as an earthquake or hurricane, there is a need to 
rapidly assess the safety of civil infrastructure. This job is typically undertaken by local 
governments with the help of volunteer civil engineers with structural expertise, as well 
as organizations such as the California Emergency Management Agency (Cal EMA) and 
2 
 
the American Society of Civil Engineers (ASCE) (Dayton and Brown 2011). Inspection 
guidelines are contained in documents such as ATC-20 (1989) and ATC-20 (1995), but 
the inspection process is labor-intensive and a bit tedious, and results are prone to error as 
they tend to rely on the individual expertise of the inspectors (Kamat and El-Tawil 2007). 
Post-disaster inspection consists primarily of detailed visual observation of the 
state of the structures and infrastructure at the scene. Inspectors look for overall hazards 
such as complete or partial collapse and building or story leaning. They also look for 
structural damage to foundations, roofs, floors, columns, diaphragms, walls, and other 
structural features. Damage to nonstructural components such as parapets, cladding, 
ceilings, elevators, stairs, interior walls, and electric and gas systems is also noted. 
Finally, inspectors look for geotechnical hazards such as slope failure, debris, ground 
movement, and fissures. If the inspector determines the damage is light and the structure 
is safe for use, it is assigned a green placard. If the structure has sustained moderate 
damage and entry needs to be restricted to essential personnel, it is assigned a yellow 
placard. If the structure is unsafe for entry, it is assigned a red placard (ATC 1995). 
3D reconstruction stands to become a useful tool in the safety evaluation process, 
as well as providing valuable opportunities for forensic engineering. Furthermore, unlike 
analysis methods such as remote sensing via satellite or Geographic Information Systems 
(GIS), 3D reconstruction can be performed quite inexpensively (Gamba and Casciati 
1998; Van Westen 2000; Gusella et al. 2005). This manuscript explores the application of 
3D reconstruction for post-natural disaster documentation and analysis of civil 
infrastructure. 
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Scope and Objectives 
 
 The primary objective of this study is to investigate how 3D reconstruction 
technology can be used as a relatively simple, low-cost method of documenting and 
analyzing natural disaster scenes. In order to be useful, it must be able to be used by 
volunteer engineers with little training required. This objective entails identifying the 
best-suited commercially available reconstruction toolkits as well as other tools that may 
be useful for this application. It is also necessary to determine the best method of scaling 
the 3D model so measurements can be obtained in real world dimensions. Finally, it is 
important to quantify the error that will inevitably be present in the reconstructed scene 
and determine if the level of error is acceptable. 
 This study is motivated by the degrading quality of infrastructure in the United 
States, which creates dangerous liabilities in the event of a natural disaster such as an 
earthquake or hurricane. According to the National Science and Technology Council 
(2005), new technology aimed at increasing knowledge and understanding of the 
aftermath of natural disasters serves to increase the resilience and sustainability of 
infrastructure over time. Therefore, it will be shown that the 3D reconstruction method 
resulting from this study has the ability to contribute to increasing levels of infrastructure 
resilience and sustainability. 
 This study presents a challenge in that most previous applications of 3D 
reconstruction are, comparatively, quite small in scale (i.e. for indoor objects). Due to 
this, most reconstruction toolkits were not designed with the intent to be able to 
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reconstruct natural disaster scenes. It is necessary to develop a set of best practices and 
guidelines to adapt the selected toolkits to this application. 
 
Outline of Thesis 
 
 The work performed during this study is presented in this Thesis comprising 
Chapters 2 through 7. Chapter 2 provides a literature review which is broken into two 
categories. The first portion of the review discusses the processes involved in 3D 
reconstruction. The second portion discusses existing technology that is used in similar 
capacity to the 3D reconstruction system presented in this Thesis. Chapter 3 presents two 
potentially useful 3D reconstruction toolkits and describes the process of determining 
which is better suited to the task at hand. Chapter 4 describes the methodology used to 
obtain the most complete 3D model. Chapter 5 presents the processes of scaling the 3D 
model and quantifying the error inherent in measurements obtained from the scaled 
model. Chapter 6 describes the potential impacts of this study on the resilience and 
sustainability of infrastructure. Chapter 7 provides the conclusions of this study as well as 
recommendations for future work. 
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CHAPTER TWO 
 
LITERATURE REVIEW 
 
 
3D Reconstruction Literature Review 
 
 
Introduction 
 
3D reconstruction is a method of obtaining three dimensional points from several 
overlapping two dimensional images (Hartley and Zisserman 2000). It has been an area 
of interest within the field of computer vision since the early 1980s when the first 
reconstruction algorithms began to emerge. These early algorithms were concerned with 
computing the three-dimensional structure of a scene from two different perspectives 
with an unknown spatial relationship. Longuet-Higgins (1981) succeeded in showing that 
if two images of a scene contain eight points located in both projections, the structure of 
the scene can be computed directly from the eight sets of corresponding image 
coordinates. This study laid the framework for future research on 3D reconstruction, and 
some major progress has occurred in the past two decades. 
 The 3D reconstruction process generally consists of three steps, shown in figure 
2-1 (Forsyth and Ponce 2003). 
 
 
 
 
 
Figure 2-1: General 3D Reconstruction process. 
Feature Extraction 
& Establish 
Correspondences 
Image Acquisition Compute Structure 
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The second and third steps are what is typically referred to when the term “3D 
reconstruction” is used. The first step could also be called the input step. During this step, 
images are captured using a camera. The camera is typically calibrated, but can be 
uncalibrated in certain applications (Forsyth and Ponce 2003). Much of the research 
related to 3D reconstruction during the 1990s pertained to camera calibration. 
 
Camera Calibration 
 
 For the purposes of 3D reconstruction, camera calibration is the process by which 
internal geometric and optical properties, or intrinsic parameters, of the camera are 
determined. Camera calibration can also refer to the process of determining the position 
and orientation, or extrinsic parameters, of the camera relative to a world coordinate 
system (Heikkilä and Silven 1997). Although some have been able to perform 3D 
reconstructions without calibrating a camera, it is quite limited as an uncalibrated rig can 
typically only offer relative information, not metric information (Faugeras 1992). 
Therefore, calibration is typically required for purposes which depend strongly on 
accuracy (Heikkilä and Silven 1997). Several algorithms were developed in the late 
1990s and are typically performed in similar fashion (Heikkilä and Silven 1997; Sturm 
and Maybank 1999; Zhang 2000). They generally begin by capturing several images of a 
calibration object followed by some sort of iterative parameter estimation, although 
Heikkilä and Silven (1997) have also used a direct method. 
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 A camera is considered calibrated when its intrinsic parameters are known 
(Heikkilä and Silven 1997; Sturm and Maybank 1999; Zhang 2000). Intrinsic parameters 
are the properties of the camera itself and are stored in a matrix K: 
 
 
0
00
0 0 1
x
y
x
K y
 

 
 
 
  
 (1) 
 
where (x0, y0) define the coordinates of the image center, αx and αy define the scaling in 
the image x and y directions, and γ is the skew coefficient between the image axes (Sturm 
and Maybank 1999; Hartley and Zisserman 2000). Since modern cameras almost always 
have rectangular pixels, γ is set to 0. Figure 2-2 shows a diagram of these intrinsic 
parameters. There also exist extrinsic parameters, which relate the camera reference 
frame to the grid reference frame of the calibration object, also called the world 
coordinate system, such that: 
 
 cX R X t    (2) 
 
where X is a point in the grid reference frame, Xc is a point in the camera reference frame, 
and R and t are the rotation and translation between the two reference frames, 
respectively (Hartley and Zisserman 2000). Figure 2-3 shows the difference between 
camera coordinates and grid, or world, coordinates, which are related by a rotation and 
translation. 
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Figure 2-2: Diagram of intrinsic parameters 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2-3: Camera coordinates versus world coordinates 
 
 
 The Zhang (2000) method requires the camera be shown a planar pattern, such as 
a chess board pattern, at a minimum of two distinct orientations. Either the calibration 
object or the camera must be held still while the other can move freely. Which one moves 
can be chosen based on convenience. The calibration procedure begins with a closed 
y 
O 
o 
x 
z 
Camera Coordinates 
Z 
Y 
X 
World Coordinates 
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form solution which is then refined by a nonlinear optimization technique based on the 
maximum likelihood criterion. 
 In order to perform the Zhang (2000) method of camera calibration, it must be 
noted that a homography is required to relate 2D points to 3D points. This is expressed 
by: 
 
 sx HX  (3) 
 
 
where s is an arbitrary scale factor, x  is the augmented vector of a 2D point [x, y, 1]T, X  
is the augmented vector of a 3D point [X, Y, Z, 1]
T
, and H is the homography defined by a 
3 x 3 matrix such that: 
 
  1 2H K r r t  (4) 
 
where r1 and r2 are the first and second columns of the rotation matrix R. Since r1 and r2 
are orthonormal, two constraints can be placed on the intrinsic parameters such that: 
 
 1 1
1 2( ) 0
T Th K K h    (5) 
 1 1 1 1
1 1 2 2( ) ( )
T T T Th K K h h K K h     (6) 
 
where h1 and h2 are the first and second columns of the homography matrix H. This 
relationship allows the closed-form solution to be computed. 
 The closed form solution begins by establishing the relationship: 
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T T
i j ijh Bh v b  (7) 
 
where hi and hj are the i
th
 and j
th
 columns of H, and B, b, and vij are: 
 
 1 1( )TB K K   (8) 
 
11 12 22 13 23 33[ , , , , , ]
Tb B B B B B B  (9) 
 1 1 1 2 2 1 2 2 3 1 1 3 3 2 2 3 3 3[ , , , , , ]
T
ij i j i j i j i j i j i j i j i j i jv h h h h h h h h h h h h h h h h h h     (10) 
 
These relationships allow equations (5) and (6) to be rewritten as: 
 
 12
11 22
0
( )
T
T
v
b
v v
 
 
 
 (11) 
 
which gives: 
 
 
 0Vb   (12) 
 
where V is a 2n x 6 matrix and n is the number of images of the calibration object. These 
relationships allow one to estimate b, which allows for the camera intrinsic matrix K to be 
computed. Once K has been calculated, the extrinsic parameters can be found by: 
 
 1
1 1r K h
  (13) 
 1
2 2r K h
  (14) 
 3 1 2r r r   (15) 
 1
3t K h
  (16) 
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where 1 1
1 21/ 1/K h K h
    , r1, r2, and r3 are the columns of the 3 x 3 rotation 
matrix,  1 2 3, ,R r r r , and t is the translation vector (Zhang 2000). 
 The closed-form solution can then be refined using maximum likelihood 
estimation. If there are n images of the calibration object and m sets of corresponding 
points, and ˆ ( , , , )i i jm A R t X is considered the projection of Xj in image i, the maximum 
likelihood estimation can be obtained by minimizing (Zhang 2000): 
 
 
2
1 1
ˆ ( , , , )
n m
ij i i j
i j
m m K R t X
 
  (17) 
 
Feature Extraction and Establishing Correspondences 
 
 Feature extraction typically refers to the recognition of certain key points in an 
image. Feature detectors are the algorithms that perform the extraction, and are evaluated 
based on their repeatability and information content (Schmid et al. 2000). Repeatability is 
the feature detector’s ability to accurately detect the same point in different images. 
Information content refers to the detector’s ability to detect points distinctly. A good 
feature detector should have high levels of both repeatability and information content. 
 One of the earliest feature detectors was Moravec’s (1980) corner detection 
algorithm, which was used to help guide a mobile robot through cluttered indoor and 
outdoor spaces. Moravec’s corner detector considers how similar a patch centered on a 
particular pixel is to other nearby, overlapping patches. The sum of squared differences is 
used to test the similarity between the two patches, with a low result equating to a higher 
12 
 
level of similarity. Each pixel in the image is tested in this fashion, and points with low 
self-similarity are considered features of interest. The Harris corner detector builds upon 
Moravec’s work but does not use shifting patches, opting instead to consider the 
differential of the corner score directly (Harris and Stephens 1988). 
 Other feature detectors, such as Lowe’s (1999, 2004) Scale Invariant Feature 
Transform (SIFT) algorithm, have been published more recently and are more robust. 
Lowe’s SIFT algorithm detects key points using the local maxima and minima of 
difference of Gaussian functions applied in scale space. SIFT is especially useful in that it 
is invariant to scaling and orientation and is partially invariant to affine distortion. These 
qualities allow features in different images to be matched based on Euclidean distance of 
their feature vectors because the relative positions between features from the first image 
should not change in the second image. Figure 2-4 shows an example of how the SIFT 
algorithm might match some features between two images. Note that there is at least one 
false match, which is not uncommon and must be rectified. 
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Figure 2-4: Visualization of matched features. 
 
Since feature detection algorithms are susceptible to producing false matches, the 
outliers need to be removed. This is typically accomplished by using the Random Sample 
Consensus (RANSAC) algorithm (Fischler and Bolles 1981). RANSAC is a parameter 
estimation method designed to be used when a set of data contains a large amount of 
outliers. While conventional methods use as much data as possible to generate an initial 
solution, RANSAC uses the minimum number of data points required for the desired 
model. For example, three points are required to estimate a circle. The algorithm begins 
by randomly selecting a subset of the input data that is sufficient to estimate the model 
parameters. It then solves for the model parameters. Next, all other data is compared to 
the fitted model. If a point fits within a predefined level of error, it is considered an inlier. 
If the number of inliers as a fraction of the total number of data points is sufficient based 
on a predefined error threshold, the model parameters are re-estimated based on the new 
14 
 
inliers and the process is terminated. If this is not the case, the process is repeated 
(Fischler and Bolles 1981; Derpanis 2010). The user must specify the maximum number 
of RANSAC iterations and the error threshold. A flowchart of this algorithm is shown in 
figure 2-5, and an example of matched features after outliers have been removed is 
shown in figure 2-6. 
15 
 
Figure 2-5: RANSAC flowchart 
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Figure 2-6: Matched features with outliers removed. 
 
Computing the Three-Dimensional Structure 
 
 Once feature correspondences have been established, one can use epipolar 
geometry to find the points in 3D and compute the 3D structure. Thompson (1959) was 
the first to publish material on epipolar constraints. The first step toward computing a 3D 
structure is to understand projective geometry on a two dimensional projective plane. A 
point on the 2D projective plane of a camera is denoted by [ , ,1]Tx x y  while a line along 
the plane is denoted by [ , , ]Tl a b c where a, b, and c define the line’s direction. If a point 
x is on line l, then: 
 
 0Tx l   (18) 
 
The intersection of two lines, l1 and l2 , is:  
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 1 2x l l   (19) 
and the line passing through two points, x1 and x2, is: 
 
 1 2l x x   (20) 
 
A projective transformation relates the rotated views of a scene or object provided by the 
two cameras. This projective transformation is represented by an invertible 3 x 3 matrix, 
H. Two views of the scene or object and four point correspondences are required to 
calculate H (Hartley and Zisserman 2000) Figure 2-7 shows a diagram of epipolar 
constraints between two cameras, C and C’. 
 
 
Figure 2-7: Epipolar geometry between two cameras C and C’. 
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 The next step is to understand the projective camera model. An image point x is 
related to a corresponding world point X by: 
 
 x PX  (21) 
 
where P is the 3x4 camera matrix given by: 
 
 P K R t     (22) 
 
where K is the 3 x 3 intrinsic calibration matrix while R and t are the extrinsic parameters 
rotation and translation, respectively. In the case of a camera aligned with the world 
coordinate system, R can be taken as a 3 x 3 identity matrix while [0,0,0]Tt   (Hartley 
and Zisserman 2000). 
 The third step is concerned with the essential matrix, which was proposed by 
Longuet-Higgins (1981). The essential matrix relates normalized points between two 
images. Given the camera calibration matrix K, one can obtain normalized image points 
by: 
 
 1xˆ K x  (23) 
 
where xˆ  is a normalized image point. The essential matrix establishes the relationship: 
 
 ˆ ˆ 0x Ex   (24) 
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where xˆ  is a normalized image point in the second image. The concept of the essential 
matrix then led to the concept of the fundamental matrix (Faugeras et al. 1992; Faugeras 
and Luong 1996). The 3 x 3 fundamental matrix F provides the mapping of an image 
point x to its epipolar line l’ by: 
 l Fx   (25) 
 
The fundamental matrix also relates point correspondences by: 
 
 0Tx Fx   (26) 
 
The essential matrix and the fundamental matrix are related by the camera calibration 
matrix by: 
 
 TE K FK  (27) 
 
For the normalized camera matrices 0P I     and P R t    , the relationship  xE t R  
holds true. If the first camera is set to 0P I     and the singular value decomposition of 
the essential matrix is (1,1,0) TE Udiag V , the second camera is one of: 
 
 
3
TP UWV u      (28) 
 
3
TP UWV u      (29) 
 
3
T TP UW V u      (30) 
 
3
T TP UW V u      (31) 
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where W is: 
 
 
0 1 0
1 0 0
0 0 1
W
 
 
 
  
 (32) 
and only one solution produces a positive depth from both cameras (Hartley and 
Zisserman 2000). 
 If the fundamental matrix F is labeled such that: 
 
 
1 2 3
4 5 6
7 8 9
f f f
F f f f
f f f
 
 
 
  
 (33) 
 
then a vector f can be constructed such that: 
 
  1 2 3 4 5 6 7 8 9, , , , , , , ,
T
f f f f f f f f f f  (34) 
 
Each pair of corresponding points, (x, y, 1) and (x’, y’, 1), gives an equation such that: 
 
 [ , , , , , , ,1] 0x x x y x y y y x y f       (35) 
 
Given 8n   point correspondences, the n equations can be stacked to give the linear 
system: 
 
 0Af   (36) 
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where A is an n x 9 matrix. The least-squares solution is calculated as the last column of 
V in the singular value decomposition of A, TA UDV    , since the last column 
corresponds to the smallest singular value (Hartley and Zisserman 2000). 
 The final step is to use epipolar geometry to reconstruct the scene. This is 
accomplished by computing the approximate intersection of the rays projected through 
the corresponding points x and x’. It is important to note that the rays back-projected from 
x and x’ will, in general, not intersect (Hartley and Zisserman 2000). 
 
Existing Methods and Technology Literature Review 
 
 
Introduction 
 
 Although computer vision and civil engineering have had little overlap in the past, 
there is some previous work that could be considered similar and is therefore relevant. 
Photogrammetry has been examined in several projects in recent years and has yielded 
promising results. Light detection and ranging (LiDAR) is another technique that has 
been used for similar purposes in the past. These technologies are worth examining as 
they essentially form the groundwork for the application of 3D reconstruction techniques. 
 
Photogrammetry 
 
 The term “photogrammetry” refers to determining geometric properties of objects 
from photographs, typically by the use of projective geometry. Much like computer 
vision, the problem of accurately projecting a set of 3D points is a central goal. In fact, 
this goal can extend to structure recovery in some cases (Hartley and Mundy 1993). In 
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recent years, photogrammetric techniques have been used on several projects relating to 
civil engineering and geomatics. 
 Kamat and El-Tawil (2007) have developed a rapid, augmented reality (AR) 
based method of post-earthquake building damage analysis. This method has since been 
improved upon by Dai et al. (2010) to establish a method of rapidly measuring 
earthquake-induced building damage using augmented reality visualization and close-
range photogrammetry to determine horizontal drift along the edges of damaged 
buildings. AR techniques were employed to identify key points along the edge of a 
building in photographs and close-range photogrammetry was then used to compute the 
associated global 3D coordinates. The inter-story drift was then able to be computed by 
comparing the actual position of each floor to the pre-disaster geometry of the building. 
An overview of this methodology is shown in figure 2-8. While this study does not 
actively involve the reconstruction of these buildings, it does utilize many of the same 
principles due to the overlap between computer vision and photogrammetry. 
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Figure 2-8: Overview of the methodology established by Kamat and El-Tawil (2007). 
 
 Leebman (2006) has also performed work on a system that uses both 
photogrammetry and augmented reality, but focuses on disaster relief rather than building 
analysis. The goal of Leebman’s project was to develop an AR system to be used in 
disaster management. This system uses data collected by a laser scan of the affected area 
after an earthquake to determine the geometrical shape of buildings in the area. The 
collected data is then fused with other available information and used by rescue units to 
plan their actions on site. However, at the time of publication, this system was not yet 
applicable outside of a laboratory setting.  
 Bendea et al. (2008) have developed a low cost unmanned aerial vehicle (UAV) 
for post-disaster assessment. This in situ survey technique came about as the result of the 
time delay between earthquakes and the availability of high resolution satellite images for 
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large scale analysis. This UAV is a modified version of the MH2000 platform. It is 
capable of autonomous flight and carries a photogrammetric payload which enables rapid 
mapping. The digital image acquisition sensors are mounted on the belly of the aircraft in 
a pod which can be remotely controlled or scheduled to acquire data at defined time 
intervals or positions. The latest UAV prototype can be seen in figure 2-9 and the 
photogrammetric payload is shown in figure 2-10. The goal for this project is to be able 
to use the UAV to define the damage to infrastructure and facilities as well as 
determining the number of people involved in the disaster. This method improves upon 
traditional aerial photography, such as that performed by Zhang et al. (2009) following 
the Wenchuang earthquake in May of 2008, in that it is semi-automated and can be 
performed rapidly. 
 
 
Figure 2-9: Latest UAV prototype (Bendea et al. 2008). 
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Figure 2-10: Photogrammetric payload (Bendea et al. 2008). 
 
Another UAV-based system has been developed by Ferworn et al. (2011) that 
uses off the shelf components for the sensors. The main sensor was created by 
repackaging a Microsoft Kinect video game peripheral, which contains two cameras: one 
standard RGB camera, and a second infrared camera. The two cameras are able to be 
calibrated as a stereo pair. The repackaged peripheral was loaded onto a six-rotor 
helicopter style UAV made by Mikrokopter. The fully assembled UAV had a total cost of 
approximately $5200 and an average flight time of eight minutes. It was then used to 
study a rubble pile measuring slightly less than one acre. It was found that the sensor was 
essentially nonfunctional in direct sunlight, but performed acceptably in overcast 
conditions. 
Light Detection and Ranging 
 
 Light detection and ranging (LiDAR) is an optical remote sensing technique that 
uses laser pulses to measure geometric properties of a target or target area. It has been 
applied in a wide variety of fields such as archaeology, atmospheric physics, forestry, 
geomatics, geography, geology, geomorphology, seismology, and remote sensing. 
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LiDAR is very similar to radar, but uses laser pulses instead of radio waves to measure 
time delays between transmission and detection of a pulse in order to determine the 
distance to an object. In civil engineering, LiDAR is commonly used to produce digital 
elevation models (DEMs) and digital terrain models (DTMs) (Cracknell and Hayes 
2007). LiDAR has also been used for airborne laser scanning, such as that used in 
Leebman’s (2006) AR system, and airborne laser swath mapping (ALSM) (Cracknell and 
Hayes 2007). Figure 2-11 shows an image of an airborne laser scanning system. 
 
 
Figure 2-11: Airborne laser scanning system (Reutebuch et al. 2005). 
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 A typical LiDAR system consists of four components: a laser, scanner and optics, 
photodetector and receiver electronics, and position and navigation systems if the system 
is mobile, such as in the cases of airplane or satellite systems. The output of a LiDAR 
scan is generally a 3D image, such as a DEM or DTM. These models are, in general, 
quite accurate, but LiDAR systems are very expensive (Cracknell and Hayes 2007). 
 
Conclusions 
 The groundwork has been laid for the development of a robust, yet cost effective 
3D reconstruction system for post-disaster analysis. The problem of recovering the 3D 
structure of an object has been well researched in the field of computer vision. 
Researchers in the field of civil engineering have already applied similar photogrammetry 
techniques, and LiDAR is capable of producing 3D images, albeit with quite a high price 
tag. A low cost 3D reconstruction system would be an attractive and entirely possible 
alternative. The gap in knowledge that now exists is how to adapt this technology to the 
task at hand, how to obtain the best 3D model, how to scale the 3D model, and how much 
error is present in the final model. The first step towards bridging these gaps is to identify 
potentially useful 3D reconstruction toolkits and choose the one that is best suited to the 
task at hand. The process of selecting a 3D reconstruction toolkit is described in the next 
section. 
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CHAPTER THREE 
 
SELECTING A RECONSTRUCTION TOOLKIT 
 
 
Introduction 
 
 Several 3D reconstruction toolkits are commercially available. During this study, 
two such toolkits were identified as being potentially useful for reconstructing disaster 
scenes: FIT3D Toolbox for Matlab (Esteban et al. 2010) and Autodesk 123D Catch 
(Autodesk 2012). An experiment involving reconstructing a cracked concrete specimen 
was performed to determine which software is better suited for civil engineering 
application. 
 
FIT3D Toolbox for Matlab 
 
 FIT3D is a toolbox that allows a three dimensional scenes to be reconstructed 
from user provided data, including a set of images and a camera calibration matrix 
obtained during the calibration phase. It was originally developed to enable 3D 
reconstruction of crime scenes in urban areas. This toolbox is capable of reconstructing 
many urban features and some entire buildings. The FIT3D toolbox starts by identifying 
key points in each image using the SIFT algorithm (Lowe 1999). It then attempts to 
match those key points to their corresponding points in the next image in the series. An 
iterative refinement step then attempts to rule out wrongly matched pairs using the 
RANSAC algorithm (Fischler and Bolles 1981). Figure 3-1 shows the general flow of 
work when using the FIT3D Toolbox for Matlab. 
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Figure 3-1: FIT3D Toolbox for Matlab work flow. 
 
 
 Since the FIT3D Toolbox was written for Matlab, it was possible to make some 
modifications to the code to address some of the software’s limitations. The automated 
process of identifying key points often misses crucial areas, such as corners, which leads 
to incomplete surface planes in the 3D model. The toolbox was modified to allow corners 
of planes and other key points to be selected manually. This generally facilitates a more 
true to life reconstructed model. 
 
Hardware and Equipment 
 
The only necessary equipment for this experiment consisted of a high 
resolution camera and a laptop computer. In this study, a Nikon D5100 DSLR 
camera, shown in figure 3-2, was used. However, most modern off the shelf digital 
cameras can also be used. Likewise, most computers purchased within the last two 
to three years should be adequate. However, computation times are greatly 
reduced by additional computing power, so a mid to upper range computer is 
recommended. The laptop used in this study was a Dell XPS L502X with an Intel 
Core i7-2760QM CPU @ 2.4 GHz, 8.00 GB of RAM, and a 250 GB solid state 
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drive as the primary drive. The operating system was a 64-bit version of Windows 
7 Service Pack 1. 
 
 
Figure 3-2: Nikon D5100 DSLR camera used in this study. 
 
Methodology 
 Before a 3D reconstruction can be performed using the FIT3D Toolbox for 
Matlab, the camera must be calibrated. Calibration was performed using the Camera 
Calibration Toolbox for Matlab (Bouguet 2010), which uses a model similar to the one 
proposed by Heikkilä and Silven (1997). First, the camera was shown a calibration plate 
with a planar pattern printed on it at several distinct orientations. An example of such a 
calibration plate is shown in figure 3-3. Either the planar pattern or the camera can move 
freely while the other is held still. Figure 3-4 shows an example of moving the camera 
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and holding the calibration plate still, or world-centered method. Figure 3-5 shows an 
example of allowing the calibration plate to move while the camera is held still, or 
camera-centered method. In this study, the calibration plate was held still while the 
photographer captured images from approximately 20 distinct orientations. Once the 
pictures of the planar pattern have been taken, the rest of the calibration can be performed 
using the Camera Calibration Toolbox for Matlab. 
 
 
Figure 3-3: Calibration plate. 
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Figure 3-4: World-centered method of camera calibration. 
 
 
Figure 3-5: Camera-centered method of camera calibration. 
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 The calibration procedure uses the images of the planar pattern to establish point 
correspondences between the images from which the intrinsic parameters of the camera 
can be found (Bouguet 2010; Hartley and Zisserman 2000). A point in space in the 
camera reference frame is denoted as  , ,c cam cam camX X Y Z . The normalized image 
projection, xn, of this point is then: 
 
 
cam
cam
n
cam
cam
X
Z x
x
Y y
Z
 
   
    
  
 
 (37) 
 
However, lens distortion is also accounted for in this model (Bouguet 2010). Distortion 
includes radial and tangential distortion, and is stored in a 5 x 1 vector kc. The normalized 
image projection including lens distortion, xd, is then: 
 
 
1
1 2 3
2
2 4 6(1 )
d
d c c c n x
d
x
x k r k r k r x d
x
 
      
  
 (38) 
 
where 2 2 2r x y   and dx is the tangential distortion vector: 
 
 3 4
3 4
2 2
2 2
2 ( 2 )
( 2 ) 2
c c
x
c c
k xy k r x
d
k r y k xy
  
  
   
 (39) 
 
This is the distortion model used in Bouguet’s (2010) toolbox, but it was first introduced 
as the “Plumb Bob” model by Brown (1966). 
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 Once distortion has been accounted for, the final image plane coordinates can be 
found. These coordinates are denoted by: 
 
 
1 2
2
0
0
( )x d dp
pixel
p y d
x x xx
x
y x y
 

   
    
    
 (40) 
 
Since rectangular pixels are assumed, the skew coefficient, γ, will be zero (Sturm and 
Maybank 1999; Hartley and Zisserman 2000; Bouguet 2010). The pixel coordinates, 
xpixel, and the distorted coordinates, xd, are then related to each other by: 
 
 
1
2
1 1
dp
p d
xx
y K x
  
      
     
 (41) 
 
These relationships can then be used to find the calibration matrix, K (Bouguet 2010). 
The camera calibration matrix obtained for the Nikon camera was: 
 
3.6150 0 2.4674
0 3.6345 1.7484
0 0 1
K
 
 
 
  
 
 
 Once the camera calibration matrix has been obtained, the 3D reconstruction can 
be performed. The user must provide the calibration matrix, a set of images, and a set of 
parameters which define various properties of the modified FIT3D toolbox before the 
reconstruction process can begin. This experiment began with an image set of 23 photos. 
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However, FIT3D seemed to have some issues mapping the camera path beyond 180°, so 
the image set was reduced to the eight photos comprising the initial 180° camera arc. 
 Since a modified version of FIT3D is used, the process of performing the 
reconstruction is a bit different. First, the user runs the main FIT3D script which performs 
FIT3D’s basic functions. Key points are matched using Lowe’s (1999) SIFT algorithm, 
an iterative refinement process rules out bad matches, and the camera motion is obtained. 
An example of this camera motion can be seen in figure 3-6. The camera matrices, Pi, 
were: 
 
1
1 0 0 0
0 1 0 0
0 0 1 0
P
 
 
 
  
 
2
0.9762 0.1035 0.1903 1.0238
0.0992 0.9945 0.0320 0.1046
0.1926 0.0124 0.9812 0.1395
P
  
  
 
   
 
3
0.9437 0.1121 0.3113 0.9912
0.1097 0.9936 0.0251 0.0838
0.3121 0.0104 0.9500 0.2116
P
  
  
 
  
 
4
0.9564 0.1472 0.2522 1.0110
0.1451 0.9890 0.0271 0.1076
0.2534 0.0107 0.9673 0.1769
P
  
  
 
  
 
5
0.9621 0.1154 0.2471 0.9809
0.1178 0.9930 0.0050 0.0763
0.2460 0.0245 0.9690 0.3544
P
  
  
 
  
 
6
0.9546 0.1219 0.2716 0.9528
0.1138 0.9925 0.0456 0.0741
0.2751 0.0126 0.9613 0.1922
P
  
  
 
   
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7
0.9571 0.1086 0.2686 0.9747
0.1141 0.9935 0.0047 0.0981
0.2663 0.0352 0.9632 0.2059
P
  
   
 
  
 
8
0.9827 0.1029 0.1539 0.9495
0.1094 0.9934 0.0340 0.0228
0.1493 0.0503 0.9875 0.5249
P
  
  
 
   
 
 
This script will also attempt to perform a reconstruction. However, the model obtained at 
this point will typically be incomplete due to a limitation in the software that often misses 
certain key points. 
 
 
Figure 3-6: Camera motion computed by FIT3D. 
 
 
 Next, the user runs another script called “getPlane2Frame” that allows missing 
key points to be selected manually. The source code for this script is shown in Appendix 
B. A window containing two subsequent images in the series appears and the user selects 
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corresponding corners on one plane, going around the plane in a clockwise fashion. This 
process is repeated for each of the object’s planes. Once the desired planes have been 
obtained, they can be combined to form the final 3D model through the use of one final 
script called “combine_3dc_files”. The source code for this script is also shown in 
Appendix B. Once the model has been generated, it can be opened with a 3D viewing 
program. 3DViewer (Karelse 2010) was used in this study. Figure 3-7 shows an example 
of such a model. 
 
 
Figure 3-7: Reconstructed concrete specimen using FIT3D. 
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Results 
 
 The resulting 3D model was a good proof of concept, but was a bit unsatisfactory 
on the whole. FIT3D performs reconstructions on a plane by plane basis, so it failed to 
accurately capture the deformed shape of the specimen. FIT3D also seems to have some 
difficulty reconstructing more than three faces of an object. The algorithm that computes 
the camera motion does a fine job over the first 180°, but is unable to follow a full 360° 
camera arc. Editing the model and scaling it to real dimensions would also be quite 
difficult with FIT3D as no such features are included in the toolbox and would require 
external applications or additional Matlab code. Additionally, the quality of the 
reconstruction is highly dependent on obtaining an accurate camera calibration matrix. 
 Computational demand is another limitation when using FIT3D. The process of 
recovering a 3D structure with FIT3D requires that nearly all system resources be 
dedicated to the task. Even with a relatively powerful computer, the total computation 
time was over one hour. 
 Perhaps the biggest limitation associated with the FIT3D Toolbox for Matlab is 
that it is not fully automated and is not user friendly. It requires external applications for 
tasks such as camera calibration, viewing the 3D model, and editing the model. It also 
requires the user to manually select key points, such as the corners of a face of the object, 
in order to reconstruct a plane, and then run additional script to compile the planes into a 
3D model. Because of its lack of a user friendly interface and the necessity for external 
applications, obtaining a 3D model with FIT3D is a time consuming process. Since the 
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resulting model is typically not of the required quality, FIT3D does not lend itself well to 
the application at hand. 
  
Autodesk 123D Catch 
 
 Autodesk 123D Catch (Autodesk 2012) is a free cloud based 3D reconstruction 
application released by Autodesk, Inc. in 2012. It was developed primarily for small 
scale, indoor use. However, outdoor objects are not entirely ruled out and, given the 
proper methodology, it could potentially be useful for the task at hand. 123D Catch offers 
a more user friendly experience than FIT3D as it does not require in depth knowledge of 
projective geometry or camera calibration. It is also self-calibrating, so the user need not 
supply a calibration matrix. Self-calibration is performed by using features in the input 
images to establish correspondences from which the internal and external parameters can 
be determined (Faugeras et. al 1992; Zhang 2000). 123D Catch offers an especially 
useful advantage over FIT3D in that it is a complete package including means to 
reconstruct a scene, view the 3D model, and edit the model.  
Autodesk has also released a 123D Catch application for the Apple iPad that is 
capable of creating and displaying 3D models. This application is unlikely to take the 
place of the full desktop version since it can’t be used to edit the 3D models, but it could 
be useful for viewing models or scenes, especially for organizations that have already 
adopted the iPad. For example, emergency response teams could use the iPad to view 
reconstructed models or scenes in the field or at an actual disaster scene. Additionally, 
iPads with 4G LTE connectivity could be used to capture images, upload them to the 
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123D Catch cloud server, and receive and view a 3D model while in the field, provided 
cellular networks are available and remain functional. 
 
Hardware and Equipment 
 
 This experiment also required only a high resolution digital camera and a laptop. 
The same Nikon D5100 DSLR camera and Dell XPS laptop were used. Since 123D 
Catch uses a cloud based service to perform the reconstruction, computing power is less 
important than in the previous experiment. However, faster internet connections will 
facilitate quicker uploading of photos to the cloud server as well as quicker downloads 
when the reconstruction is complete. 
 
Methodology 
 
 The process of creating a 3D model with 123D Catch is fully automated and quite 
user friendly. The user simply supplies a set of photos from which the model will be 
reconstructed, uploads them to the 123D Catch cloud server, and awaits the creation of a 
3D model which can then be downloaded (Autodesk 2012). This experiment used a larger 
image set as per Autodesk’s instructions, beginning with a 360° camera arc to capture the 
sides of the specimen followed by a second 360° camera arc to capture the top of the 
specimen. This resulted in an image set of 40 photos. 
It is easy to confuse this system with that of an uncalibrated rig, but 123D Catch 
actually employs self-calibration (Autodesk 2012). Since only the position of the camera 
changes and the scene remains constant, the static nature of the scene provides two 
constraints on the internal parameters for each epipolar transformation. If the photos are 
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captured by the same camera, which has fixed internal parameters, as few as three camera 
displacements are sufficient to allow both the internal and external parameters to be 
determined (Zhang 2000). Recall from Chapter 2 that a homography is a projective 
transformation between two views. By computing the homographies between epipolar 
lines for three camera displacements, a matrix D is given such that: 
 
 
23 3 2
3 13 1
2 1 12
D
  
  
  
 
  
 
  
 (42) 
 
where δi and δij are the resulting parameters of D determined up to a scale factor, giving 
D five degrees of freedom. D relates to the matrix of intrinsic parameters, K, by: 
 
 TD KK  (43) 
 
Expanding K to its most general form gives: 
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0
cot( )
0 csc( )
0 0 1
u u
v
fk fk u
K fk v


 
  
 
  
 (44) 
 
where ku and kv are the horizontal and vertical scale factors, f is the focal length, and θ is 
the angle between the directions of retinal axes, or skew angle. Since separating f from ku 
and kv is typically not possible, it is convenient to use u ufk    and v vfk   . The 
entries in D and K can then be related to each other by: 
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which allows for the intrinsic camera parameters to be computed (Faugeras et al. 1992). 
Once the process of self-calibration has been completed, the rest of the 
reconstruction process proceeds similarly to the process followed by FIT3D. Key points 
are matched between images, point matches are refined, the camera motion is computed, 
and a 3D model is reconstructed from the input images by the methods outlined in 
chapter 2. The key difference is that this process is fully automated; no additional input is 
required from the user. The resulting 3D model is shown in figure 3-8. Note that the 
camera path is shown in this model. This resulting model was then cleaned up a bit using 
123D Catch’s built in editing abilities to remove site features that were not of interest in 
this experiment. The process of cleaning up a 3D model is discussed in further detail in 
Appendix C. The final cleaned up model is shown from several angles in figure 3-9. 
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Figure 3-8: Initial reconstruction using 123D Catch. 
 
  
  
Figure 3-9: Cleaned up reconstruction using 123D Catch. 
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Results 
 
 The resulting 3D model obtained with 123D Catch was quite good. The software 
was able to reconstruct all of the visible faces of the specimen. The ability to clean up the 
model in the software was a nice feature as well, especially for presentation purposes. 
Computational demand was also not an issue since the reconstruction is performed on the 
cloud server rather than locally. It took less than 20 minutes to go through the process of 
uploading the images, performing the reconstruction, and receiving the 3D model.  
However, the final reconstruction was not without its flaws. There is a shadowing effect 
causing some of the cracks to appear multiple times. This is shown in figures 3-10 and 3-
11.  
 
 
 
Figure 3-10: Shadowed cracks on front face of specimen. 
Shadowed cracks 
Original crack 
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Figure 3-11: Shadowed cracks on rear face of specimen. 
 
Shadowing is most likely caused by projection lines intersecting incorrectly, causing 
certain features to occasionally appear in multiple locations. This is illustrated in figure 3-
12, which shows how incorrect intersections can cause 3D points to be resolved 
incorrectly. Despite this flaw, 123D Catch was able to accurately reconstruct the overall 
structure of the concrete specimen, including its deformed shape. 
 
Shadowed cracks 
Original cracks 
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Figure 3-12: Illustration of incorrect intersections. 
 
 
Conclusions 
 
 After conducting a qualitative experiment, it was found that 123D Catch is a 
much more robust toolkit for 3D reconstruction than FIT3D, and also produces much 
better reconstructed 3D models. It offers advantages in that it is user friendly, doesn’t 
require the use of external applications for viewing and editing the 3D model, and it 
performs the reconstruction on a cloud server rather than locally, allowing for multiple 
reconstructions to be performed simultaneously. It also adds an extra level of ease of use 
due to its self-calibrating capabilities. 
 Autodesk 123D catch was selected as the 3D reconstruction toolkit of choice for 
the remainder of this study. It is available for download free of cost, which is ideal for a 
low cost 3D reconstruction system. It works very well for small scale, indoor sized 
objects, but a methodology for adapting it to large scale, outdoor scenes must be 
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developed. The methodology for reconstructing large scale, outdoor scenes is discussed 
in the next section. 
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CHAPTER FOUR 
 
RECONSTRUCTION METHODOLOGY 
 
 
Introduction 
 
 Since Autodesk 123D Catch (Autodesk 2012) has typically been used for small 
scale, indoor objects, it was necessary to develop a methodology for reconstructing large 
scale outdoor scenes. An experiment was set up outside of Clemson University’s Wind 
Engineering and Structures Laboratory (WESL), using existing structures and features as 
a mock disaster site. A photo of this site is shown in figure 4-1. Several methodologies 
were tested to find which yielded the best reconstruction. Each examined method was 
tested twice. The same hardware and equipment used in the previous experiment (i.e. 
reconstruction of a small scale reinforced concrete slab specimen) was used here to 
develop a methodology for reconstructing large scale outdoor scenes. 
 
 
Figure 4-1: Experiment site. 
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The goal was to find the methods that offer the best balance between ability to 
obtain a full reconstructed model and rapidity of collecting data in the field. Knowing this 
balance allows the photographer to plan out where and how images will be captured 
before starting, facilitating an accurate reconstruction and improving the reliability of the 
method as a whole. For this experiment, the area of most concern is the portion of the 
concrete slab in front of the brick structure extending across the site to a pile of scrap 
metal. Since future experiments are planned in this area, it is essential that an accurate 
reconstruction is able to be obtained. Two methods were considered in this study: 
 
1. Arc Method: Photos are captured in an arc or circular pattern around 
the outside of the site. 
2. Wall-to-Wall Method: Photos are captured across the site from 
imaginary walls around the site’s perimeter. 
 
Arc Method 
 
 The arc method refers to capturing a scene or object by taking photos in an arc, or 
circular pattern if possible. Although a circular pattern is ideal, an arc pattern was used in 
this experiment due to on site obstructions. However, this likely made the experiment 
more representative of a real disaster site since debris and other obstacles will often make 
it impossible to trace a full circle around a disaster scene on foot. This method was tested 
in intervals of 5° up to a maximum angular distance between photos of 20°. A diagram of 
this method is shown in figure 4-2.  
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It was hypothesized that reconstruction quality would decrease as angular distance 
between photos increased. This is largely due to the fact that increasing the angular 
distance between photos results in a smaller image set from which to reconstruct a 3D 
model. This results in less overlap between subsequent images from which 3D 
coordinates can be calculated.  
 
 
 
Figure 4-2: Diagram of the arc method. 
 
Results 
  
The results of this experiment are shown in figures 4-3 through 4-10. Figures 4-3 
and 4-4 show the results obtained with an angular distance between photos of 5°, figures 
4-5 and 4-6 show the results of the 10° trial, figures 4-7 and 4-8 show the results of the 
15° trial, and figures 4-9 and 4-10 show the results of the 20° trial. It can be seen from the 
results that the original hypothesis holds true. The 3D model obtained with 5° between 
photos is the best of the four. There are some incomplete areas, especially to the right of 
the brick structure and near the pile of scrap metal toward the bottom of the site. It was 
Site 
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then hypothesized that adding a brief walkthrough of the problem areas to the image set 
would improve the reconstruction. However, this proved ineffective as the additional 
images caused the 3D reconstruction algorithm to be unable to resolve the entire camera 
path, resulting in a significantly degraded 3D model. 
 
 
Figure 4-3: Results of arc method, 5° between photos, first trial. 
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Figure 4-4: Results of arc method, 5° between photos, second trial. 
 
 
 
 
Figure 4-5: Results of arc method, 10° between photos, first trial. 
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Figure 4-6: Results of arc method, 10° between photos, second trial. 
 
 
 
Figure 4-7: Results of arc method, 15° between photos, first trial. 
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Figure 4-8: Results of arc method, 15° between photos, second trial. 
 
 
 
Figure 4-9: Results of arc method, 20° between photos, first trial. 
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Figure 4-10: Results of arc method, 20° between photos, second trial. 
 
The 3D model created with 10° between photos begins to show some degradation. 
The brick structure and most other structures on site remain intact, but most of the 
concrete slab is missing. This is problematic since it is desirable to include debris in the 
reconstruction in many cases, and much of any present debris would have been 
eliminated in this case. This pattern of degradation continues in the case of the 
reconstruction created with 15° between photos as even more of the concrete slab is 
absent. There is also some degradation in the quality of the structures on site. At 20° 
between photos, the structures on site are quite distorted and the concrete slab is almost 
completely absent. 
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Wall-to-Wall Method 
 
 The wall-to-wall method is another method of capturing a scene in which the 
photographer imagines four walls surrounding the site. The photographer stands at one of 
the imaginary walls and captures images across the site to the opposite wall, leaving 
approximately 50 percent overlap between subsequent images to ensure point matches 
between images can be reconciled. A diagram of this method is shown in figure 4-11. It 
should be noted that the photographer does not turn 90° at corners, but only 
approximately 45° in order to provide some overlap between images when moving from 
one “wall” to another.  
 
 
Figure 4-11: Diagram of the wall-to-wall method. 
  
 
 
 
 
Site 
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Results 
 
The resulting 3D models obtained with the wall-to-wall method are shown in 
figures 4-12 and 4-13. The reconstruction obtained with this method was very good in the 
area immediately around the brick structure. More detail can be seen to the right of the 
brick structure as well as in the pile of scrap metal at the bottom of the image. Even the 
bricks and cinder blocks stacked against the brick structure were rendered quite clearly. 
Although the reconstruction created with the wall-to-wall method doesn’t cover quite as 
wide an area as the ones obtained with the arc method, it was able to reconstruct the most 
vital parts of the site with fewer missing areas, especially the concrete slab between the 
brick structure and scrap metal pile. 
 
 
Figure 4-12: Results of wall-to-wall method, first trial. 
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Figure 4-13: Results of wall-to-wall method, second trial. 
 
Discussion 
 
 As can be seen from the results of this experiment, the proper methodology is 
essential to obtaining a complete 3D reconstruction. In general, a reconstructed model 
will have more detail when images are captured close together, thus creating a larger 
image set. Table 5-1 shows the size of the image sets that produced the 3D models shown 
in this chapter. 
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Table 4-1: Image set sizes. 
Method 
Number of 
Photos in Input 
Set Reconstruction Quality 
Trial 1 Trial 2 
Arc, 5° 35 33 
Quite good overall, but some incomplete 
areas 
Arc, 10° 18 20 
Most site structures intact, most of 
concrete slab missing 
Arc, 15° 11 12 
Slight distortion of site structures, most 
of concrete slab missing 
Arc, 20° 8 9 
Site structures quite distorted, concrete 
slab almost completely gone 
Wall-to-Wall 44 42 
Reconstruction is quite complete, but 
covers a slightly smaller area than arc 
method 
 
 
 The optimal amount of photos for an image set in this experiment was 
approximately 30 to 50 photos. This range allowed for the desired features to appear in 
the 3D model without becoming distorted. However, if the target of a reconstruction was 
simply one building, fewer photos would be necessary. As can be seen from the case of 
the arc method with 10° between photos, as few as 18 images can be enough to 
reconstruct elevations of some structures without becoming distorted. The ability to 
reconstruct certain site features from relatively small image sets would be quite useful for 
rapidly documenting parts of a disaster site or in situations where time is a major limiting 
factor. 
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Conclusions 
 
 Overall, this experiment shows that different methodologies are optimal in 
different situations. The wall-to-wall method excels in reconstructing slightly smaller 
areas with more detail. It would be best used at disaster scenes where it is important to 
document debris or the area adjacent to a structure rather than the entire structure itself. 
The arc method, on the other hand, has an advantage in that it can quickly capture larger 
areas. It would also be useful when the goal is to quickly capture and reconstruct key 
structures or site features. 
 For the purposes of this study, the wall-to-wall method seems to be optimal. The 
arc method left several voids in areas of the site that will be vital to future experiments. 
The wall-to-wall method produced a slightly smaller model, but with sufficient detail in 
critical areas. Therefore, the wall-to-wall method will be used as this study progresses. 
However, it is important to understand that this method was chosen because it is the best 
fit for the task at hand. This will not be the case for every situation, and it is absolutely 
vital for the photographer to choose the proper methodology before setting out to collect 
an image set.  
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CHAPTER FIVE 
 
SCALING, MEASURING, AND RECONSTRUCTION ERROR 
 
 
Introduction 
 
 The ultimate goal of this project is to devise a method of obtaining measurements 
from a 3D model. In order to accomplish this, the model must first be scaled so that 
measurements such as the dimensions of objects and relative distances between objects 
can be obtained in real world units. It is also necessary to quantify the error inherent in 
the reconstruction. Once again, a mock disaster site was created outside of Clemson 
University’s WESL. Bricks, cinder blocks, and wood planks were used to represent 
debris. An image of the experimental setup is shown in figure 5-1.  
 
 
Figure 5-1: Experimental test site and setup. 
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Six experiments were conducted in order to test different methods of scaling the 
model and their effects on the reconstruction error. Two scaling methods were considered 
in this study. The first method used a reference object of known dimensions in order to 
establish reference distances from which the model could be scaled. A reference object in 
this context refers to a portable object of known dimensions that the post-disaster survey 
team can bring to the site and place in the disaster scene in order to establish a reference 
dimension. The second method used the measured dimensions of site features as 
reference distances in order to scale the model. For example, a sheet of standard plywood 
or Oriented Strandboard (OSB) is 4 ft x 8 ft and the typical inter-story height of 
residential buildings is 8 to 9ft. These in-situ site features can be used as reference 
distances. Three trials were conducted for each scaling method. 
 
Hardware and Equipment 
 
 As in the previous experiments, a Nikon D5100 DSLR camera and a laptop 
computer running Autodesk 123D Catch (Autodesk 2012) were used to generate a 3D 
model. Since 123D Catch is a cloud based service, an internet connection was also 
necessary. A mixture of bricks, cinder blocks, and wood planks were used as debris. Field 
measurements were collected with a wide-blade, heavy duty tape measure in order to 
minimize error due to sagging and deforming. The reference object used in this 
experiment was a cardboard box with nominal dimensions of 12” x 12” x 10 ½”. The 
reference object is shown in figure 5-2. Note that contrasting color was added at the 
corners of the reference object to aid in key point detection. 
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Figure 5-2: Reference object used in this study. 
 
Experimental Methods 
 
 
Preliminary Tasks 
 
 The first task for this experiment was preparing the reference object. The 
dimensions of the cardboard box were measured and found to differ slightly from the 
nominal dimensions. The measured dimensions were 12” x 12” x 10 ⅞”. It is vital that 
the real dimensions of the reference object be known in order to scale the model 
accurately. Any error in the measured dimensions will contribute to the overall 
reconstruction error, so great care must be taken to obtain accurate measurements. 
 The next task was to prepare the site for the upcoming experiment. A combination 
of bricks, cinder blocks, and wood planks were used as debris and were distributed 
around the site to create 15 data points. Several other measurements were also planned at 
this time. Finally, the reference object was placed near the brick structure in order to 
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ensure it would appear in most of the photographs, yet not obscure any of the debris from 
view. 
 Once the site was prepared, field measurements were collected. The bottom right 
corner of the brick structure was used as a control point while measurements to the debris 
were taken. Although the tape measure used was quite sturdy, it did tend to sag a bit 
during the longest measurements. Care was taken to pull the tape measure as tight as 
possible to reduce the effects of sagging. Measurements were made to the closest corner 
of each piece of debris, and all measurements were taken to the nearest sixteenth inch. 
The measurements collected include: 
 
 The distance to the debris relative to the control point 
 The length, width, and height of the brick structure 
 The width and height of the sheet of plywood resting against the brick 
structure 
 The length of the concrete slab supporting the pile of scrap metal, and 
the locations of its front corners relative to the control point 
 
This allows for a total of 24 measurements in reference object experiments and 23 
measurements in site feature experiments. Since some of the measurements would be 
used as reference distances, it was essential for all measurements to be obtained as 
accurately as possible. 
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Generating and Preparing the 3D Model 
 
 The 3D model used in this experiment was generated in Autodesk 123D Catch 
using the wall-to-wall method discussed in Chapter 4. Approximately 50 photos were 
included in the image set in order to reconstruct as much of the scene as possible. An 
image of the 3D model is shown in figure 5-3. 
 
 
Figure 5-3: 3D model of experiment site. 
 
 In order to scale the model or take measurements, reference points must be 
defined. 123D Catch has built in tools that allow these tasks to be completed without the 
use of external software (See Appendix C for a detailed discussion on defining reference 
points). Reference points were placed at each location to be measured as well as the 
corners of the reference object. Figure 5-4 shows the 3D model with all reference points 
defined. 
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Figure 5-4: 3D model with reference points. 
 
Scaling and Taking Measurements 
 Once the reference points have been defined, the 3D model can be scaled and 
measurements can be obtained. Scaling is accomplished with the “define distance 
measure” tool in 123D Catch. Two reference points which define the reference distance 
and a real world reference dimension are required to scale a 3D model.  The scaling 
factor, S, is computed using the following equation: 
 
 
     
2 2 2
2 1 2 1 2 1
D
S
x x y y z z

    
  (46) 
 
where, 1x , 2x , 1y , 2y , 1z , and 2z  are the coordinates of the two reference points in an 
unscaled 3D model. D  is the real world reference dimension. Note that only one 
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reference distance is required to scale the 3D model. In fact, 123D Catch does not allow 
more than one reference distance to be defined at any given moment. This is due to the 
fact that supplying multiple reference dimensions would result in multiple scale factors 
while only one may be applied to the 3D model. 
 It is important to note that units are not required when defining a reference 
dimension. For example, if a reference distance of one foot is to be defined but the 
desired units are inches, D  will be set equal to 12. Any measurements in the final scaled 
3D model will then be in inches. 
 In this experiment, scaling was performed using six different dimensions. The 
first three trials were performed using a reference object while the last three were 
performed without a reference object, using the dimensions of site features instead. Trials 
one, two, and three scaled the 3D model using the length, width, and height of the 
reference object, respectively. Trials four, five, and six used the length, width, and height 
of the brick structure, respectively. 
 After the model was scaled, obtaining measurements was a simple matter of using 
the “create distance measure” tool in 123D Catch. Once a scale factor, S , is obtained 
using Egn. 46, the real world dimension corresponding to two reference points in the 3D 
model can be computed using the following equation:  
 
      
2 2 2
2 1 2 1 2 1D S x x y y z z        (47) 
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An example real world measurement between two reference points is shown in figure 5-
5. This process was repeated for each desired measurement.  
 
 
Figure 5-5: 3D model with distance measure (inches). 
 
Results 
 
 Figure 5-6 shows a diagram of the measurements that were collected during this 
experiment. Each piece of debris has been assigned an identifying number which will be 
referenced in the tables presented in this section. Lc and Rc denote the left corner and 
right corner of the concrete slab supporting the scrap metal pile. The control point from 
which debris measurements were made is also noted.  
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Figure 5-6: Diagram of measurements and debris identifiers. 
 
Reference Object 
 
 Measurements were collected for three trials using a reference object to provide 
known dimensions from which to scale the model. The first trial used the length of the 
object (12 inches) as the reference distance, the second trial used the width of the object 
(12 inches), and the third trial used the height of the object (10 ⅞ inches). The results of 
trial one are shown in table 5-1, the results of trial two are shown in table 5-2, and the 
results of trial three are shown in table 5-3. 
 
 
 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 12 
13 
14 
15 
Lc 
Rc 
Control 
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Table 5-1: Results of Trial 1: Scaling by Reference Object Length. 
    Field (in) Model (in) Abs Error (in) Norm Error (%) 
Brick 
Structure 
Height 101 101.03 0.03 0.0297 
Length 200.5 200.48 0.02 0.0100 
Width 99.75 99.78 0.03 0.0301 
Plywood 
Board 
Height 51.1875 51.02 0.1675 0.3272 
Length 35.125 35.34 0.215 0.6121 
Metal 
Pile 
Concrete 
Support 
Length 199.5 199.58 0.08 0.0401 
L Corner 269.875 270.44 0.565 0.2094 
R Corner 199.875 199.73 0.145 0.0725 
Debris 
1 310.875 311.31 0.435 0.1399 
2 214.75 215.2 0.45 0.2095 
3 268 268.2 0.2 0.0746 
4 173.063 173.43 0.3675 0.2124 
5 242.625 243.1 0.475 0.1958 
6 191.125 191.67 0.545 0.2852 
7 130.563 131 0.4375 0.3351 
8 119.125 119.31 0.185 0.1553 
9 159.875 160.37 0.495 0.3096 
10 124.438 124.53 0.0925 0.0743 
11 55.625 56.11 0.485 0.8719 
12 84.125 83.84 0.285 0.3388 
13 163.125 162.56 0.565 0.3464 
14 131.688 131.26 0.4275 0.3246 
15 209.875 210.15 0.275 0.1310 
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Table 5-2: Results of Trial 2: Scaling by Reference Object Width. 
  
Field (in) Model (in) Abs Error (in) Norm Error (%) 
Brick 
Structure 
Height 101 101.01 0.01 0.0099 
Length 200.5 200.45 0.05 0.0249 
Width 99.75 99.76 0.01 0.0100 
Plywood 
Board 
Height 51.1875 51.02 0.1675 0.3272 
Length 35.125 35.33 0.205 0.5836 
Metal 
Pile 
Concrete 
Support 
Length 199.5 199.54 0.04 0.0201 
L Corner 269.875 270.39 0.515 0.1908 
R Corner 199.875 199.69 0.185 0.0926 
Debris 
1 310.875 311.26 0.385 0.1238 
2 214.75 215.16 0.41 0.1909 
3 268 268.15 0.15 0.0560 
4 173.063 173.4 0.3375 0.1950 
5 242.625 243.06 0.435 0.1793 
6 191.125 191.63 0.505 0.2642 
7 130.563 130.98 0.4175 0.3198 
8 119.125 119.29 0.165 0.1385 
9 159.875 160.34 0.465 0.2909 
10 124.438 124.51 0.0725 0.0583 
11 55.625 56.1 0.475 0.8539 
12 84.125 83.82 0.305 0.3626 
13 163.125 162.53 0.595 0.3648 
14 131.688 131.24 0.4475 0.3398 
15 209.875 210.11 0.235 0.1120 
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Table 5-3: Results of Trial 3: Scaling by Reference Object Height. 
    Field (in) Model (in) Abs Error (in) Norm Error (%) 
Brick 
Structure 
Height 101 101.03 0.03 0.0297 
Length 200.5 200.48 0.02 0.0100 
Width 99.75 99.78 0.03 0.0301 
Plywood 
Board 
Height 51.1875 51.02 0.1675 0.3272 
Length 35.125 35.34 0.215 0.6121 
Metal 
Pile 
Concrete 
Support 
Length 199.5 199.57 0.07 0.0351 
L Corner 269.875 270.43 0.555 0.2057 
R Corner 199.875 199.72 0.155 0.0775 
Debris 
1 310.875 311.3 0.425 0.1367 
2 214.75 215.19 0.44 0.2049 
3 268 268.19 0.19 0.0709 
4 173.063 173.42 0.3575 0.2066 
5 242.625 243.09 0.465 0.1917 
6 191.125 191.66 0.535 0.2799 
7 130.563 130.99 0.4275 0.3274 
8 119.125 119.31 0.185 0.1553 
9 159.875 160.36 0.485 0.3034 
10 124.438 124.53 0.0925 0.0743 
11 55.625 56.11 0.485 0.8719 
12 84.125 83.84 0.285 0.3388 
13 163.125 162.55 0.575 0.3525 
14 131.688 131.25 0.4375 0.3322 
15 209.875 210.14 0.265 0.1263 
 
 
 The results show that the reconstruction error is, in general, quite low for each of 
the three trials. There are very few measurements in which the reconstruction error is 
greater than approximately half an inch. In fact, the absolute errors for site features such 
as the brick structure, plywood board, and concrete slab supporting the scrap metal pile 
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are all less than one tenth of an inch for each of the three trials. Table 5-4 shows the mean 
and standard deviation of the absolute error as well as the normalized error for each of the 
first three trials. 
 
Table 5-4: Mean Absolute Error and Standard Deviation for Trials 1-3. 
Trial 
Mean Absolute 
Error (in) 
Standard 
Deviation (in) 
Norm Error 
(%) 
1 0.3032 0.1873 0.2320 
2 0.2862 0.1832 0.2221 
3 0.2997 0.1856 0.2304 
 
 
 The mean absolute error and standard deviation differ by very small amounts 
between trials, and the expected error in measurements is only approximately three tenths 
of an inch. The data was separated into a histogram with intervals based on standard 
deviations from the mean and the expected frequency was compared to the observed 
frequency using a normal distribution model. The data appears to be approximately 
normally distributed about the mean, as is shown in figures 5-7, 5-8, and 5-9. 
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Figure 5-7: Expected vs observed frequency, trial 1. 
 
 
Figure 5-8: Expected vs observed frequency, trial 2. 
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Figure 5-9: Expected vs observed frequency, trial 3. 
 
 A sensitivity experiment was also conducted to compare the error obtained using 
the actual reference object height to the error obtained using the nominal height. The 
results of scaling the 3D model by the nominal height are shown in table 5-5. The results 
show that a very small difference between the nominal and actual dimensions can cause 
large discrepancies in the 3D model. The absolute error is on the order of several inches 
rather than fractions of an inch as seen in the previous trials. The nominal error is also 
approximately 3% where it was previously less than 1%. These results show that 
accurately measuring a reference object is absolutely critical to obtaining accurate 
measurements from the 3D model. 
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Table 5-5: Results of Sensitivity Experiment: Scaling by Nominal Height 
  
Field (in) Model (in) Abs Error (in) Norm Error (%) 
Brick 
Structure 
Height 101 97.95 3.05 3.0198 
Length 200.5 194.37 6.13 3.0574 
Width 99.75 96.74 3.01 3.0175 
Plywood 
Board 
Height 51.1875 49.47 1.7175 3.3553 
Length 35.125 34.26 0.865 2.4626 
Metal 
Pile 
Concrete 
Support 
Length 199.5 193.49 6.01 3.0125 
L Corner 269.875 262.19 7.685 2.8476 
R Corner 199.875 193.63 6.245 3.1245 
Debris 
1 310.875 301.82 9.055 2.9127 
2 214.75 208.63 6.12 2.8498 
3 268 260.02 7.98 2.9776 
4 173.063 168.14 4.9225 2.8443 
5 242.625 235.69 6.935 2.8583 
6 191.125 185.82 5.305 2.7757 
7 130.563 127 3.5625 2.7286 
8 119.125 115.67 3.455 2.9003 
9 159.875 155.48 4.395 2.7490 
10 124.438 120.73 3.7075 2.9794 
11 55.625 54.4 1.225 2.2022 
12 84.125 81.28 2.845 3.3819 
13 163.125 157.6 5.525 3.3870 
14 131.688 127.26 4.4275 3.3621 
15 209.875 203.74 6.135 2.9232 
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No Reference Object 
 
 Measurements were collected for trials four, five, and six using measured 
dimensions of site features to provide a reference distance from which to scale the model. 
The fourth trial used the length of the brick structure (200.5 inches) as the reference 
distance, the fifth trial used the width of the brick structure (99.75 inches), and the sixth 
trial used the height of the brick structure (101 inches). The results of trial four are shown 
in table 5-6, the results of trial five are shown in table 5-7, and the results of trial six are 
shown in table 5-8. 
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Table 5-6: Results of Trial 4: Scaling by Brick Structure Length. 
    Field (in) Model (in) Abs Error (in) Norm Error (%) 
Brick 
Structure 
Height 101 101.04 0.04 0.0396 
Width 99.75 99.79 0.04 0.0401 
Plywood 
Board 
Height 51.1875 51.03 0.1575 0.3077 
Length 35.125 35.34 0.215 0.6121 
Metal 
Pile 
Concrete 
Support 
Length 199.5 199.59 0.09 0.0451 
L Corner 269.875 270.46 0.585 0.2168 
R Corner 199.875 199.74 0.135 0.0675 
Debris 
1 310.875 311.34 0.465 0.1496 
2 214.75 215.22 0.47 0.2189 
3 268 268.22 0.22 0.0821 
4 173.063 173.44 0.3775 0.2181 
5 242.625 243.12 0.495 0.2040 
6 191.125 191.68 0.555 0.2904 
7 130.563 131.01 0.4475 0.3427 
8 119.125 119.32 0.195 0.1637 
9 159.875 160.38 0.505 0.3159 
10 124.438 124.54 0.1025 0.0824 
11 55.625 56.12 0.495 0.8899 
12 84.125 83.84 0.285 0.3388 
13 163.125 162.57 0.555 0.3402 
14 131.688 131.27 0.4175 0.3170 
15 209.875 210.16 0.285 0.1358 
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Table 5-7: Results of Trial 5: Scaling by Brick Structure Width. 
    Field (in) Model (in) Abs Error (in) Norm Error (%) 
Brick 
Structure 
Height 101 101 0 0.0000 
Length 200.5 200.42 0.08 0.0399 
Plywood 
Board 
Height 51.1875 51.01 0.1775 0.3468 
Length 35.125 35.33 0.205 0.5836 
Metal 
Pile 
Concrete 
Support 
Length 199.5 199.52 0.02 0.0100 
L Corner 269.875 270.36 0.485 0.1797 
R Corner 199.875 199.67 0.205 0.1026 
Debris 
1 310.875 311.22 0.345 0.1110 
2 214.75 215.13 0.38 0.1769 
3 268 268.12 0.12 0.0448 
4 173.063 173.38 0.3175 0.1835 
5 242.625 243.03 0.405 0.1669 
6 191.125 191.61 0.485 0.2538 
7 130.563 130.96 0.3975 0.3045 
8 119.125 119.28 0.155 0.1301 
9 159.875 160.32 0.445 0.2783 
10 124.438 124.49 0.0525 0.0422 
11 55.625 56.1 0.475 0.8539 
12 84.125 83.81 0.315 0.3744 
13 163.125 162.51 0.615 0.3770 
14 131.688 131.22 0.4675 0.3550 
15 209.875 210.08 0.205 0.0977 
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Table 5-8: Results of Trial 6: Scaling by Brick Structure Height. 
  
Field (in) Model (in) Abs Error (in) Norm Error (%) 
Brick 
Structure 
Length 200.5 200.43 0.07 0.0349 
Width 99.75 99.75 0 0.0000 
Plywood 
Board 
Height 51.1875 51.01 0.1775 0.3468 
Length 35.125 35.32 0.195 0.5552 
Metal 
Pile 
Concrete 
Support 
Length 199.5 199.52 0.02 0.0100 
L Corner 269.875 270.36 0.485 0.1797 
R Corner 199.875 199.67 0.205 0.1026 
Debris 
1 310.875 311.23 0.355 0.1142 
2 214.75 215.14 0.39 0.1816 
3 268 268.12 0.12 0.0448 
4 173.063 173.38 0.3175 0.1835 
5 242.625 243.03 0.405 0.1669 
6 191.125 191.61 0.485 0.2538 
7 130.563 130.96 0.3975 0.3045 
8 119.125 119.28 0.155 0.1301 
9 159.875 160.32 0.445 0.2783 
10 124.438 124.5 0.0625 0.0502 
11 55.625 56.1 0.475 0.8539 
12 84.125 83.81 0.315 0.3744 
13 163.125 162.51 0.615 0.3770 
14 131.688 131.22 0.4675 0.3550 
15 209.875 210.09 0.215 0.1024 
 
 
 Once again, the results show that the reconstruction error is quite low for each of 
the three trials. The results are quite similar to the previous three trials, with error in 
measurements rarely becoming greater than approximately half an inch. The absolute 
errors for site features such as the brick structure, plywood board, and concrete slab 
supporting the scrap metal pile are, again, less than one tenth of an inch for each of the 
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three trials. Table 5-9 shows the mean and standard deviation of the absolute error as well 
as the normalized error for each of the last three trials. 
 
Table 5-9: Mean Absolute Error and Standard Deviation for Trials 4-6. 
Trial 
Mean Absolute 
Error (in) 
Standard 
Deviation (in) 
Norm Error 
(%) 
4 0.3242 0.1832 0.2463 
5 0.2897 0.1760 0.2278 
6 0.2888 0.1756 0.2273 
 
 
The mean absolute error and standard deviation differ by very small amounts in 
trials five and six, but by slightly more in the case of trial four. The expected error in 
measurements is once again approximately three tenths of an inch. The data was once 
again separated into a histogram with intervals based on standard deviations from the 
mean and the expected frequency was compared to the observed frequency using a 
normal distribution model. The data again appears to be approximately normally 
distributed about the mean, as is shown in figures 5-10, 5-11, and 5-12. 
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Figure 5-10: Expected vs observed frequency, trial 4. 
 
 
Figure 5-11: Expected vs observed frequency, trial 5. 
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Figure 5-12: Expected vs observed frequency, trial 6. 
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Discussion 
 
 After examining the data from each of the six trials, it can be seen that the results 
are quite similar. Table 5-10 shows the mean and standard deviation for each of the six 
trials as well as the normalized error. 
 
Table 5-10: Mean Absolute Error and Standard Deviation for Trials 1-6 
Trial 
Mean Absolute 
Error (in) 
Standard 
Deviation (in) 
Norm Error 
(%) 
1 0.3032 0.1873 0.2320 
2 0.2862 0.1832 0.2221 
3 0.2997 0.1856 0.2304 
4 0.3242 0.1832 0.2463 
5 0.2897 0.1760 0.2278 
6 0.2888 0.1756 0.2273 
Average 0.2986 0.1818 0.2310 
 
The data from this experiment shows that both methods result in a reconstruction error of 
about three tenths of an inch. In fact, the data suggests that there is little difference 
between using a reference object to scale the 3D model and using measured dimensions 
of site features.  
Overall, a reconstruction error of 0.2986 ± 0.1818 inches was experienced in this 
experiment. The standard deviation is relatively large compared to the mean, indicating a 
somewhat wide variation in expected error of approximately one tenth of an inch and half 
an inch. This is still quite good, as the distances being measured were on the order of 
several hundred inches. Since the data appears to be approximately normally distributed, 
there is a probability of roughly 68 percent that the reconstruction error will fall within 
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those tolerances. This is an acceptable level of error for the desired application of post-
disaster analysis. 
 
Conclusion 
 
Since the results of the two experiments were quite close to one another, it can be 
concluded that there is no real need to use a reference object to scale the 3D model. 
Taking very accurate measurements of a site feature is sufficient to obtain an accurate 
model. However, a reference object may still be useful for the convenience it provides. 
When a reference object is used, it can be measured once and then used to scale multiple 
models, thus improving the rapidity of the process of producing a 3D model. A reference 
object offers another benefit in that it is much easier to accurately measure than larger 
site features. Furthermore, the aftermath of a natural disaster may make it difficult to 
access site features that could serve as a reference distance. 
The overall conclusion from this experiment is that this 3D reconstruction system 
is suitable for application to post-disaster analysis. Although there is some inherent error, 
it is of an acceptable level. An error of approximately 0.3 inches is quite small compared 
to the dimensions that would be measured at a disaster site. Furthermore, error of this 
level indicates that the 3D model is useful both qualitatively and quantitatively as 
features are represented accurately. This indicates that this method can be used to further 
knowledge and understanding of the aftermath of natural disasters and increase resilience 
and sustainability of infrastructure. The impact of this study on infrastructure resilience 
and sustainability is discussed in the next section.  
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CHAPTER SIX 
 
IMPACT ON RESILIENCE AND SUSTAINABILITY 
 
 
Introduction 
 
 Sustainability and resilience have become buzz words in recent years as the result 
of programs such as ASCE’s Infrastructure Report Card and the United States Green 
Building Council’s (USGBC) Leadership in Energy and Environmental Design (LEED) 
rating system. Since degrading infrastructure has become a major problem in the United 
States, it is important to show how this project relates to the resilience and sustainability 
of infrastructure.  
 
Defining Resilience and Sustainability 
 
Resilience is a term that can take on different definitions depending on what it is 
describing. This project focuses on the resilience of infrastructure. Bruneau et al. (2003) 
describe seismic resilience as having four elements: 
 
 Robustness: The ability to withstand certain levels of load or stress 
without degrading or losing functionality. 
 Redundancy: The existence of alternative options that can be 
substituted in the event that another part of the system degrades or 
loses functionality. 
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 Resourcefulness: The ability to identify problems and the availability 
of resources to repair damage and recover the system’s original 
functionality in the event that the system is disrupted. 
 Rapidity: The ability to restore system functionality in a timely 
manner in order to minimize losses and avoid future complications. 
 
Of these four elements, resourcefulness and redundancy are considered means, or tools 
used to accomplish a goal, while robustness and rapidity are considered ends, the goal 
itself. Bruneau et al. (2003) also identify four dimensions of community resilience against 
earthquakes: 
 
 Technical: The ability of a system or community to perform 
acceptably during a seismic event. 
 Organizational: The capacity of responsible parties to respond and 
carry out critical functions to achieve the four elements of resilience. 
 Social: The existence of measures designed to minimize the damage 
caused to communities and critical infrastructure as the result of an 
earthquake. 
 Economic: The ability to reduce both direct and indirect economic 
losses as the result of a seismic event. 
 
Figure 6-1 shows how these four dimensions relate to community resilience. Finally, 
Bruneau et al. identify three measures of resilience. These include: reduced failure 
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probabilities, reduced consequences from failure, and reduced time to recovery. A 
resilient system is one that displays all three of those measures. Each of these three 
measures ultimately ties back to the four elements of resilience. Reduced recovery time is 
a direct measure of rapidity. Reduced failure probability results from robustness and 
redundancy. Reduced consequences from failure are achieved through redundancy, 
resourcefulness, and rapidity. 
 
 
 
 
 
 
 
 
 
Figure 6-1: Diagram of a resilient community. 
 
 The National Science and Technology Council (2005) adds two more elements of 
resilience. They state that knowledge and understanding of disturbances are essential to 
the development of both resilient infrastructure and resilient communities. In fact, their 
six grand challenges for disaster reduction focus on improving those two elements. The 
six grand challenges identified by the Subcommittee for Disaster Reduction are: 
 
Technical: Maintain functionality of 
critical infrastructure and facilities 
Community 
Resilience 
Organizational: Emergency 
organization and infrastructure in place 
Social: Minimize resulting casualties 
and social disruption 
Economic: Minimize direct and 
indirect economic losses 
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1. Provide hazard and disaster information when and where it is needed. 
2. Understand the natural processes that produce hazards. 
3. Develop hazard mitigation strategies and technologies. 
4. Recognize and reduce vulnerability of interdependent critical 
infrastructure. 
5. Assess disaster resilience using standard methods. 
6. Promote risk-wise behavior. 
 
Sustainability is typically defined as “development that meets the needs of the 
present without compromising the ability of future generations to meet their own needs” 
(United Nations General Assembly 1987). Dialogue concerning sustainability most often 
pertains to the availability and consumption of resources. Since resilience is also highly 
concerned with the management and usage of resources, resilience and sustainability are 
essential to one another. 
Sustainability is also related to the four elements of resilience. Robustness and 
redundancy contribute to achieving infrastructure that is dynamic and capable of adapting 
in the face of uncertainty and change. This leads to longer service life, less frequent 
repairs, and ultimately lower resource consumption. The elements of resourcefulness and 
rapidity contribute to minimizing the amount of resources that are consumed by repair 
efforts in the event of a natural disaster. All four elements of resilience directly increase 
the sustainability of infrastructure, and thus, one can argue that resilience is an essential 
element of sustainability. 
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Discussion 
 
 This project is primarily concerned with increasing the resilience and 
sustainability of infrastructure by introducing a new, low cost method of analyzing 
disaster scenes. Both Bruneau et al. (2003) and the National Science and Technology 
Council (2005) are of the opinion that new technology can serve to increase resilience. 
This project aims to increase the resilience of infrastructure over time by providing a low 
cost, rapidly deployable method of documenting and analyzing disaster scenes and 
affected infrastructure. 
 To best illustrate the effect this project could have on resilience, consider figure 6-
2, which shows the resilience of a particular structure during a stretch of time in which a 
disaster occurs. 
 
 
 
 
 
 
 
 
 
Figure 6-2: Resilience vs. Time 
 
R
es
il
ie
n
ce
 
Time 
R
o
b
u
st
n
es
s 
Recovery 
Disaster Event 
Rapidity 
91 
 
Figure 6-2 shows that a structure’s resilience suffers a sudden decrease in the 
event of a natural disaster. The amount of this decrease is controlled by the element of 
robustness. More robust structures will experience a smaller loss of resilience than 
structures that aren’t as robust. After the initial drop, response and repair efforts begin to 
restore resilience to the structure until, hopefully, it reaches the level at which it started. 
The slope of the graph during the recovery period can be considered the element of 
rapidity, which is directly dependent on the element of resourcefulness. This project aims 
to provide a low cost method of quickly determining whether a structure has sustained an 
unacceptable level of damage, which contributes to the element of resourcefulness, and 
thus, serves to increase rapidity. 
This project also stands to increase the element of rapidity directly. Since this 
method is quite simple and requires little training, it can be carried out by first responders 
immediately after a natural disaster. The photos, or the resulting 3D model, can then be 
sent off to civil or structural engineers for in-office analysis. This would be especially 
useful for developing countries where it could take days for a qualified engineer to arrive 
on the scene. It could also be useful domestically, as the 3D model could be distributed to 
several engineering firms or research universities for analysis. 
The ability to quickly determine whether a building or system has experienced a 
high level of damage is invaluable to post-disaster emergency response efforts, while the 
creation of a 3D model remains useful in the long term for forensic engineering. The low 
cost of this method will allow it to be widely used to increase the amount of information 
that can be collected and distributed in accordance with the National Science and 
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Technology Council’s first grand challenge. The low cost and ability to quickly 
determine if a building is damaged serve to increase the elements of rapidity and 
resourcefulness as well as knowledge and understanding of disturbances, thus increasing 
resilience. Furthermore, by increasing the elements of rapidity and resourcefulness, there 
is an inherent positive effect on the technical, organizational, social, and economic 
dimensions of resilience. 
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CHAPTER SEVEN 
 
CONCLUSIONS 
 
 
Conclusions 
 
 This research examined the potential application of 3D reconstruction technology 
to post-disaster analysis. 3D reconstruction is a method of obtaining 3D points from 
several overlapping 2D images. In order to perform a 3D reconstruction from which 
metric information can be obtained, the intrinsic parameters of the camera must be found 
through camera calibration. Intrinsic parameters include the coordinates of the image 
center, the scaling in the image x and y directions, and the skew coefficient. Once the 
camera is calibrated, 3D points can be recovered by first using a feature extraction 
algorithm, such as SIFT, to establish point correspondences between images, followed by 
the use of epipolar geometry to recover the 3D coordinates. 
Two potentially useful 3D reconstruction toolkits were examined: FIT3D and 
Autodesk 123D Catch. It was determined that FIT3D was not suitable to this application 
due to its inability to reconstruct complete 3D models and its reliance on external 
applications for camera calibration, viewing the 3D model, and editing the model. 
Autodesk 123D Catch was chosen as the toolkit of choice because it produced much 
better results and offered self-calibration capabilities as well as tools to view and edit the 
3D model without the need for external applications. 
Experiments were conducted to identify the best methodology for producing 
accurate 3D models as well as calculating the inherent error in the model. This 3D 
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reconstruction system offers a major benefit in that it is quite inexpensive, requiring only 
a laptop computer, the free Autodesk 123D Catch software, and a digital camera. Since 
laptops and digital cameras are tools commonly used by those who would be responding 
to a natural disaster, this 3D reconstruction system is able to be adopted at little to no cost 
in most situations. Additionally, since the reconstruction is performed on a cloud server 
rather than locally, computational demand is largely not a factor. As long as a high-speed 
internet connection is available, reconstructions can typically be performed in less than 
20 minutes. 
 Over the course of this study, a set of best practices were developed for obtaining 
the best reconstruction possible. These include: 
 
 Choose the proper methodology for the task at hand. The arc method is 
preferable when the focus is a building or other structure that needs to 
be photographed from all angles. The wall-to-wall method is 
preferable when the focus is the portion of a site between structural 
features, or when it is important to reconstruct debris. 
 Plan out the locations at which photos will be taken before beginning 
to ensure adequate overlap between images. This typically occurs with 
image sets of approximately 30-50 photos. 
 If debris and wreckage prevent access to features that could be used as 
a reference to scale the 3D model, use a portable reference object of 
known dimensions instead 
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 If a reference object is used, place it near a site feature that appears in 
many photos from several different angles to ensure it is reconstructed 
accurately 
 
Using these best practices, the expected reconstruction error was found to be 0.2986 ± 
0.1818 inches with a normalized error of 0.231 %, which is an acceptable level of error 
for the desired application. 
 The results of this study have the potential to increase the resilience and 
sustainability of infrastructure by introducing a new, low cost, rapidly deployable method 
of documenting and analyzing disaster scenes and affected infrastructure following a 
natural disaster. The low cost of this method and the ability to quickly determine if a 
building is damaged serve to increase two of the elements of resilience (rapidity and 
resourcefulness), as well as knowledge and understanding of disturbances, which leads to 
increased resilience. Since resilience is a key component of sustainability, increasing the 
resilience of infrastructure also serves to make it more sustainable. 
 
Recommendations for Further Research 
 
 Now that the framework has been laid, the next step is to take this system into the 
field and test its performance at the scene of a real natural disaster. This will give an 
opportunity to verify the level of error experienced in an experimental setting as well as 
identify any additional needs of this system. Since the mock disaster scene that was 
prepared for experimentation was a bit smaller than most disaster sites, it will be 
necessary to verify that a similar level of error is experienced on larger sites. This would 
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provide an opportunity to determine how the scale of a site affects the normalized error in 
the 3D model. Furthermore, field testing would present the opportunity to compare the 
results of a 3D model with available information on affected buildings and test this 
system’s ability to calculate inter-story drift and other vital information. 
 Another area of interest for future research deals with very tall buildings and 
structures. Since the experiments performed in this study did not include multi-story 
buildings, it will be necessary to determine if very tall structures are able to be 
reconstructed accurately, or if there is some error in the vertical projection. 
 Alternately, this 3D reconstruction system could be used to document 
experimental concrete test specimens. Using 3D reconstruction for this purpose allows 
one to record the actual locations of sensors on the specimen, which will help improve 
dissemination of test data. The sensor locations on the 3D model could then be viewed 
and measured while interpreting test results. This would also serve to show that this 3D 
reconstruction system is useful in the laboratory as well as in the field. However, in order 
to implement this application, the problem of shadowing will need to be addressed. A 
recommendation for minimizing the shadowing effect is to construct a testing apparatus 
with a swing arm that allows for automated and exact movement between camera 
positions. This would allow for uniform overlap between images and more accurate 
reconstruction of cracked surfaces. 
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Appendix A: Abbreviations Used in this Thesis 
 
 
Abbreviations used in this Thesis 
 
2D: Two dimensional 
3D: Three dimensional 
ALSM: Airborne laser swath mapping 
AR: Augmented reality 
ASCE: American Society of Civil Engineers 
Cal EMA: California Emergency Management Agency 
DEM: Digital elevation model 
DTM: Digital terrain model 
GIS: Geographic Information System 
LEED: Leadership in Energy and Environmental Design 
LiDAR: Light detection and ranging 
NSF: National Science Foundation 
RANSAC: Random sample consensus 
SIFT: Scale invariant feature transform 
UAV: Unmanned aerial vehicle 
USGBC: United States Green Building Council 
WESL: Wind Engineering and Structures Laboratory 
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Appendix B: Source Code for Modified FIT3D Functions 
 
 
Source Code: getPlane2Frame 
 
function [Fplus,POINTCLOUD,B]=getPlane2Frame(Files,i,j,k) 
  
n = 1000; 
Fplus = zeros(n,9); 
  
fname = (fieldnames(Files)); 
Files = Files.(fname{1}); 
  
% Read the images 
strcat(Files.dir,Files.files(i).name) 
im1 = imread(strcat(Files.dir,Files.files(i).name)); 
im2 = imread(strcat(Files.dir,Files.files(j).name)); 
  
% Create a new image showing the two images side by side. 
im3 = appendimages(im1,im2); 
[nr]=size(im3,1); 
[nc]=size(im3,2); 
     
scrsz = get(0,'ScreenSize'); 
hfig = figure; 
set(hfig,'Position',[0.1*scrsz(3) 0.1*scrsz(4) 0.8*scrsz(3) 
0.8*scrsz(4)]); 
  
colormap('gray'); 
imagesc(im3); 
     
hold on; 
cols1 = size(im1,2); 
hold off; 
title(['Images ',num2str(i),' & ',num2str(j)]); 
  
  
h = helpdlg({... 
    'Use mouse to manually add matched points.';... 
    'Press right mouse button to stop selecting matched points.'... 
    }); 
waitfor(h); 
  
count = 0; % counter for number of matched points 
button = 0; % 1 for left, 2 for middle, 3 for right click 
while button~=3 
    x1=0; y1=0; 
    x2=0; y2=0; 
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    while ~(x1>0 && x1<=nc/2 && y1>0 && y1<=nr) && button~=3 
        [x1,y1,button] = ginput(1); 
        x1 = round(x1); 
        y1 = round(y1); 
        if ~(x1>0 && x1<=nc/2 && y1>0 && y1<=nr) 
            title('Reselect point on image 1'); 
        else 
            line(x1,y1, ... 
                'Color', 'r', 'Marker','o','LineStyle','--',... 
                'Tag','tmp_point');             
        end 
    end     
  
    while ~(x2>nc/2 && x1<=nc && y2>0 && y2<=nr) && button~=3 
        [x2,y2,button] = ginput(1); 
        x2 = round(x2); 
        y2 = round(y2); 
        if ~(x2>nc/2 && x2<=nc && y2>0 && y2<=nr) 
            title('Reselect point on image 2'); 
        end         
    end 
    x2 = x2 - nc/2; 
     
    % delete the marker on image 1 
    h_tmp = findobj(hfig,'Tag','tmp_point'); 
    if ~isempty(h_tmp) 
        delete(h_tmp); 
    end 
     
    if button==3 
        break 
    end 
     
    count = count + 1; 
    % Store the matches  
    Fplus(count,:) = [i, j, x1, y1, x2, y2, ... 
        double((im1(y1,x1,1)+im2(y2,x2,1))/2), ... 
        double((im1(y1,x1,2)+im2(y2,x2,2))/2), ... 
        double((im1(y1,x1,3)+im2(y2,x2,3))/2)]; 
     
    line([x1 x2+cols1],[y1 y2], ... 
        'Color', 'r', 'Marker','o','LineStyle','--'); 
     
    title(['Images ',num2str(i),' & ',num2str(j),... 
        ', Matches: ', num2str(count)]); 
end 
  
close(hfig); 
  
% clean up 
Fplus = Fplus(1:count,:); 
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if count<3 
    warndlg({... 
        ['Matched points selected: ', num2str(count)];... 
        'A minmum of 3 pairs of matched points are required.'... 
        }); 
end 
  
%% load camera intrinsic matrix 
  
a = load(fullfile(Files.data_dir,'KBA.mat')); 
fname = (fieldnames(a)); 
Km = a.(fname{1}); 
% only need the following codes if a K matrix is provide for each frame 
if size(Km,3)==1 
    K = Km; 
else 
    K = Km(:,:,i); 
end; 
  
%% Determine the camera motion 
% 1) compute essential matrix, E, from the fundamental matrix (F) and 
% the camera instrisic matrix (K) 
% 2) compute camera matrix, P = [R|t] 
  
fprintf('Determine Camera Motion (Essential Matrix)\n'); 
if size(Fplus,1)>=8 % need minimum of 8 points         
     
    PXcam = zeros(3,4,1); 
    Etotal = zeros(3,3,1); 
               
    % Compute essential matrix 
    E = K'*Fund*K; 
         
    % According to Esteban: 
    % Ensure we can convert it to rotation and translation by forcing 
    % both non zero eigenvalues to be equal (the average of both) 
    [U,S,V] = svd(E); 
    m = (S(1,1)+S(2,2))/2; 
    E = U*[m,0,0;0,m,0;0,0,0]*V'; % 3x3 
         
    % Obtain the second camera matrices 
    % note: tmp_P4 = (3x4x4), four possible solutions 
    tmp_P4 = getCameraMatrixHorn(E);  
    PXcam(:,:,2:5) = tmp_P4; 
         
    Etotal(:,:,2) = E; 
    Etotal(:,:,3) = E; 
    Etotal(:,:,4) = E; 
    Etotal(:,:,5) = E; 
         
    nFrames = size(Files.files,1); 
    PcamPlus = zeros(3,4,nFrames); 
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    PcamPlus(:,:,1,1) = [eye(3),[0;0;0]];     
  
    % Determine the correct camera matrix (out of the 4 possible 
    % solutions) 
    % tmp = 3x4 camera matrix 
    tmp_P1 = getCorrectCameraMatrix(PXcam(:,:,2:end), 
Etotal(:,:,2:end),... 
        K, K,[X1;X2]); 
    PcamPlus(:,:,j) = tmp_P1; 
     
else 
     
    PcamPlus(:,:,j) = zeros(3,4); 
     
end; 
  
%% Construct 3D map 
  
load(fullfile(Files.data_dir,'PcamScaled.mat')); 
PcamI = PcamScaled; 
  
% Invert the motion 
Pcam = invertMotion(normalizePcam(PcamI)); 
  
% Absolute Pcam 
[PcamABS] = getTrajectory3DNorm(Pcam); 
  
b = PcamABS(:,1:3,:); % 3x3xn Rotation Matrix. n is number of frames 
centers = reshape(PcamABS(:,4,:),3,size(PcamABS,3))'; % nx3 translation 
matrix. Each row is a translation. 
  
PcamInv = normalizePcam(Pcam); 
for ii=1:size(Pcam,3) 
    PcamInv(:,:,ii) = inv(PcamInv(:,:,ii)); 
end; 
PcamInv = PcamInv(1:3,:,:); 
  
[PcamABSInv] = getTrajectory3DNorm(PcamInv); 
  
  
POINTCLOUD = []; 
POINTCLOUDidx = []; 
  
     
     
 
 
    %%%%%%%%%%%%%%% 
    % POINT CLOUD % 
    %%%%%%%%%%%%%%% 
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FplusExtra = Fplus;     
     
    % Find all matches between frames 
    P = FplusExtra(FplusExtra(:,1)==i & FplusExtra(:,2)==j,3:4); 
    P = [P,ones(size(P,1),1)]; 
    Q = FplusExtra(FplusExtra(:,1)==i & FplusExtra(:,2)==j,5:6); 
    Q = [Q,ones(size(Q,1),1)]; 
     
    % Get image indexes 
    indxAllFeatures = FplusExtra(FplusExtra(:,1)==i & 
FplusExtra(:,2)==j,1); 
     
    % Get RGB values 
    R = FplusExtra(FplusExtra(:,1)==i & FplusExtra(:,2)==j,7); 
    G = FplusExtra(FplusExtra(:,1)==i & FplusExtra(:,2)==j,8); 
    B = FplusExtra(FplusExtra(:,1)==i & FplusExtra(:,2)==j,9); 
     
    % Triangulate points 
    x3d = 
findTriangulationLM(P,Q,[eye(3),[0;0;0]],PcamInv(:,:,j),Km(:,:,i),Km(:,
:,j))'; 
     
     
    % Find points which distance to the camera center is below the 
    % threshold 
    dist1 = inf; %%% for debug only 
    d = sqrt(x3d(:,1).^2+x3d(:,2).^2+x3d(:,3).^2); 
    x3d = x3d(d<dist1,:); 
    indxFeatures = indxAllFeatures(d<dist1); 
     
    R = R(d<dist1,:); 
    G = G(d<dist1,:); 
    B = B(d<dist1,:); 
     
     
    % Put points in absolute coordinates 
    for f=1:size(x3d,1) 
        x3d(f,1:3) = (PcamABS(:,1:3,i)*x3d(f,1:3)'+PcamABS(:,4,i))'; 
    end; 
     
     
     
    % Create map 
    MAPlocal = 
[x3d(:,1:3),floor(R*255),floor(G*255),floor(B*255),ones(size(x3d,1),3)]
; 
    POINTCLOUD = [POINTCLOUD;MAPlocal]; 
    POINTCLOUDidx = [POINTCLOUDidx;indxFeatures]; 
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    answer = inputdlg('Density of plane','Density',1,{'150'}); 
    density = str2num(answer{1}); %#ok<ST2NM> 
    if ~(isnumeric(density) && isreal(density) ... 
        && length(density)==1 && mod(density,1)==0) 
        % error() 
    end 
                         
    default_FileName = fullfile(Files.data_dir,'3dmapPlane01.3dc'); 
    [FileName,PathName] = uiputfile('*.3dc','Save output 
file',default_FileName); 
    if isequal(FileName,0) || isequal(PathName,0) 
        return; 
    else 
        [pathstr, FileName, ext] = fileparts(FileName); 
    end 
                         
                         
    h = helpdlg('Extracting plane data, please wait ...','Extracting 
Data'); 
    [MAPplane] = 
makePlanePlot3dcHull(bb,density,[X,Y,Z],Files,[k,k],... 
        PcamABS,Km(:,:,k),centers); 
  
    if ishandle(h); 
        close(h); 
    end 
  
  
h = helpdlg(['Saving data to file: ',FileName,'.3dc'],'Saving Data'); 
dlmwrite(fullfile(PathName,[FileName,'.3dc']),MAPplane,' '); 
save(fullfile(PathName,[FileName,'Fplus_3D_B_.mat']),'Fplus','POINTCLOU
D','B','-mat'); 
if ishandle(h); 
    close(h); 
end 
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Source Code: combine_3dc_files 
 
function combine_3dc_files(file_path,filename_prefix,output_filename) 
  
% combine 3dc files with the same prefix into one single 3dc file 
  
%% Determine the total number of 3dc files 
ext = '.3dc'; 
files = dir(file_path); 
num_of_files = 0; 
for i=1:length(files) 
    [PATHSTR,FILENAME,EXT] = fileparts(files(i).name); 
    if strcmpi(EXT,ext)&& ~isempty(strfind(FILENAME, filename_prefix)) 
        num_of_files = num_of_files + 1; 
        files_3dc(num_of_files) = {[FILENAME,EXT]}; 
    end 
end 
disp(' '); 
disp('------------------------------------------------'); 
disp(['Total number of images: ',num2str(num_of_files)]); 
disp('------------------------------------------------'); 
  
  
for i=1:num_of_files 
     
    disp(['Reading data from file: ',files_3dc{i}]); 
    M = dlmread(fullfile(file_path,files_3dc{i})); 
     
    disp(['Appending data from file ''',files_3dc{i},... 
        ''' to file ''',[output_filename,ext],'''']); 
    if i==1 
        dlmwrite(fullfile(file_path,[output_filename,ext]),... 
            M,' ') 
    else         
        dlmwrite(fullfile(file_path,[output_filename,ext]),... 
            M,'-append','delimiter', ' '); 
    end 
end 
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Appendix C: Preparing a 3D Model in 123D Catch 
 
 
Cleaning Up the Model 
 
 When a 3D model is generated by 123D catch, there are typically some fragments 
remaining that need to be removed. This is accomplished by using tools included in the 
software. The user simply clicks one of the select tools, highlights the area to be 
removed, and presses the delete key. A screenshot of this process is shown in figure C-1. 
 
 
Figure C-1: Cleaning up a 3D model. 
 
There are two select tools available to the user: window select and freehand 
select. Window select can be used to quickly highlight large, rectangular areas by 
clicking and dragging. Freehand select is used to select irregularly shaped areas by 
drawing an outline around the desired area. These tools should be used as appropriate to 
remove any unwanted areas from the 3D model. 
Select Tools 
Highlighted Area 
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Defining Reference Points 
 
 In order to obtain accurate measurements from a 3D model created with 123D 
Catch, reference points need to be defined. A reference point is a selectable point in 3D 
space that can be used to define reference distances, establish the world coordinate 
system, or measure distances. In order to define a reference point, the user must first enter 
photo lock mode by clicking the icon that resembles a camera with a pad lock on it, or by 
selecting a photo from the photo roll at the bottom of the screen. Entering photo lock 
mode will snap the 3D model to the view from which that particular photo was taken. 
 Once photo lock mode has been enabled, the user may select the “Create 
Reference Point” tool and click where the reference point is to be placed. If the mouse 
button is held down, a magnifying glass will appear and allow the user to place the 
reference point on a feature in the source image, allowing for more precision. This is 
shown in figure C-2. Note that the area inside the magnifying glass is the image 
corresponding to that view, not the 3D model. 
 
 
Figure C-2: Placing a reference point. 
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 Once the reference point has been placed in one photo lock view, 123D catch will 
attempt to resolve its location in 3D space, as is shown in figure C-3. However, its 
placement may not be entirely accurate and will likely need to be refined. In the photo 
roll at the bottom of the screen, a green dot will appear on each view from which the 
reference point can be seen. This is shown in figure C-4.  
 
 
Figure C-3: Reference point on the 3D model. 
 
 
Figure C-4: Reference point appearing in different views. 
 
The user should choose another view of the reference point from the photo roll to snap to 
that view. A separation of 60-90° between the two images is recommended. When the 
reference point is clicked from this new view, the magnifying glass will appear once 
again to allow for precise placement. This process should be repeated at least once more 
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with another 60-90° of separation if possible. The user should then check the reference 
point from several intermediate views to ensure it appears in the correct position. If the 
reference point does not appear in the correct position, simply refine it from several 
intermediate views. Refining the reference point placement from many views will tend to 
increase its accuracy. However, it was typically not necessary to refine placement in 
more than five views during experiments. This process is repeated until all reference 
points have been placed. 
 
Defining a New World Coordinate System 
 
 123D Catch also allows the user to define the world coordinate system. When the 
user selects the “Define World Coordinate System” tool, a movable coordinate axis 
appears on the screen. This is shown in figure C-5. The endpoints of each axis as well as 
the origin are able to snap to a reference point. The user drags the origin to a reference 
point, such as the corner of a reference object, and that reference point becomes the 
origin of the world coordinate system. This is shown in figure C-6.  
 
 
Figure C-5: Movable coordinate axis. 
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Figure C-6: Defining the origin of the world coordinate system. 
 
The direction of two axes must then be defined. This is accomplished by dragging 
the endpoints of two axes to the desired reference points. Figure C-7 shows the reference 
points used to define the new y-axis and z-axis. Only two axes need to be defined as the 
third will be orthogonal to the other two. 
 
 
Figure C-7: Defining the x-, y-, and z-directions of the world coordinate system. 
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In this example, the origin of the world coordinate system was placed at the corner of a 
reference object so its edges could be used to define the x-, y-, and z-directions. If no 
reference object is used, the origin can be placed at any convenient location. 
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