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Abstract
This thesis addresses various aspects of terahertz (THz) streaking at metallic nanotips.
In THz near-field streaking, electron pulses emitted by femtosecond near-infrared (NIR)
pulses are accelerated in a THz-induced near-field at the tip apex. The energy of the
electrons is measured in streaking spectrograms as a function of the relative time delay
between the THz and the NIR pulses. The spatial confinement of the enhanced THz
near-field facilitates characteristic electron dynamics, in which the electrons escape the
near-field within a small fraction of an optical half-cycle.
In the first part of this thesis, the influence of a static voltage onto the electron dynamics
is investigated. The measurements show that a bias voltage applied to the tip acts as an
additional control parameter of the spectrograms. For a spatiotemporal characterization
of the near-field, the streaking spectrograms are simulated numerically using parame-
ters such as the field strength at the tip surface and the spatial field decay length. In
addition, the simulations enable the analysis of the electron trajectories and the study
of the temporal evolution of the electron pulse in phase space demonstrating a control
of the phase space volume.
In a second study, THz streaking at plasmonic nanotapers is employed to determine
the propagation velocity of plasmons. The experimental results are in agreement with
simulations of the plasmon velocity as a function of the taper diameter.
The possibilities of THz streaking at metal nanotips for the control and manipulation
of electron pulses can be used for example in time-resolved electron microscopy and
diffraction.
Zusammenfassung
Thema dieser Arbeit sind verschiedene Aspekte von terahertz (THz) Streaking an metal-
lischen Nanospitzen. In THz Nahfeld-Streaking werden von Femtosekunden-Pulsen im
Infrarotbereich emittierte Elektronenpulse in einem THz-induzierten Nahfeld am Apex
der Spitze beschleunigt. Die Energie der Elektronen wird in Streaking Spektrogrammen
als Funktion des zeitlichen Abstands zwischen den THz- und den Nahinfrarotpulsen ge-
messen. Bedingt durch die geringe Ausdehnung des stark u¨berho¨hten Nahfeldes zeigt
sich dabei eine spezielle Elektronendynamik, bei der die Elektronen das THz Nahfeld in
einem geringen Bruchteil eines optischen Halbzyklus’ verlassen.
Im ersten Teil dieser Arbeit wird der Einfluss einer statischen Vorspannung auf die Elek-
tronendynamik untersucht. Die experimentellen Ergebnisse zeigen, dass eine an der Spit-
ze angelegte Vorspannung wie ein zusa¨tzlicher Kontrollparameter auf die Spektrogram-
me wirkt. Die Streaking Spektrogramme werden numerisch simuliert fu¨r eine ra¨umliche
und zeitliche Charakterisierung des Nahfeldes durch Parameter wie die Feldsta¨rke an
4der Metalloberfla¨che und die ra¨umliche Abklingla¨nge des Feldes. Zudem ermo¨glichen die
Simulationen eine Untersuchung der Elektronentrajektorien und der zeitlichen Entwick-
lung des Elektronenpulses im Phasenraum. Dabei erlaubt die ra¨umliche und zeitliche
Inhomogenita¨t des THz Nahfeldes eine Kontrolle des Phasenraumvolumens.
In einer zweiten Studie wird THz Streaking an plasmonischen Nanospitzen dazu verwen-
det, die Propagationsgeschwindigkeit von Plasmonen zu bestimmen. Die Messergebnisse
stimmen gut u¨berein mit den Resultaten einer Simulation der Propagationsgeschwindig-
keit als Funktion des Spitzendurchmessers.
Die Mo¨glichkeiten zur Kontrolle und Manipulation von Elektronenpulsen, die THz Stre-
aking an metallischen Nanospitzen bietet, ko¨nnen fu¨r zeitaufgelo¨ste Experimente zum
Beispiel in der Elektronenmikroskopie und -Beugung verwendet werden.
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Chapter 1
Introduction
The interaction of light and matter is one of the most fundamental topics in physics.
Interactions of light with bound and mobile electrons determine the material-specific
refraction and absorption properties. Under specific circumstances, light can induce
electron emission from metal surfaces. The kinetic energy of the emitted electrons is
provided by the photon energy in the photoelectric effect [1]. For high light intensities,
the electron energy depends on the field strength of the incident electromagnetic wave.
In this strong-field regime, the electron emission is due to an optically-induced tunneling
process. Such high field strengths can be reached in the enhanced near-field of metallic
nanostructures. The specific effects occurring for particles with a size in the range of
the incident wavelength are described in nano-optics.
This thesis addresses the influence of light in the near-infrared (NIR) and terahertz
(THz) spectral range on metallic nanostructures. In particular, the photoelectron dy-
namics in a THz-induced near-field of a gold nanotip are investigated. This topic is
embedded in the wider context of manipulating electron pulses for time-resolved elec-
tron probe techniques. For example in ultrafast tunneling microscopy, THz radiation
can be used for the visualization of molecular processes on the femtosecond time and
nanometer length scale as demonstrated, e.g., by T. L. Cocker in Ref. [2].
In general, the observation of processes on the femtosecond and attosecond scale re-
quires measurement mechanisms on the relevant time scales, which can be essentially
found in free electron bunches and in electromagnetic pulses in the x-ray, ultraviolet
(UV) and visible range. In optics, elaborated methods for the generation and control
of bandwidth-limited pulses are applied to optimize the temporal resolution in optical
microscopy, diffraction and spectroscopy. Due to the short wavelength of electrons, the
spatial resolution of electron microscopy is superior to optical techniques. In principle,
bandwidth-limited electron pulses would be shorter than optical pulses. However, the
temporal reshaping of electron pulses still remains challenging.
The importance of the pulse duration for the measurements of ultrafast processes can
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be illustrated by the example of the pump-probe scheme. This widely distributed tech-
nique is based on two temporally delayed pulses. First, a pump pulse excites the sample,
and afterwards, the probe pulse measures the relaxation of the system. The temporal
resolution of pump-probe experiments is directly determined by the pulse durations of
both pulses. Thus, the generation of ultrashort electromagnetic and electron pulses is
the primary aim for an improvement of the time resolution. In the following, the most
widely used methods for the temporal and spatial manipulation of electromagnetic and
electron pulses are briefly introduced.
By now, the shortest measured optical pulse durations are in the attosecond range (Re-
view on attosecond physics in Ref. [3]). For the measurement of the pulse duration, a
special class of pump-probe experiments was developed, which is all-optical streaking.
In attosecond streaking, attosecond extreme ultraviolet (XUV) and NIR pulses are used.
The XUV pulses generate photoelectrons in an atomic gas. The subsequent acceleration
of these electrons in the electric field of the NIR pulse depends on their time of emission,
i.e., the temporal structure of the emission process is projected on the energy axis of
the electrons. The kinetic energy spectra as a function of the delay between the two
pulses, called “streaking spectrogram”, follow the vector potential of the NIR pulse and
thus, allow for a phase-resolved measurement of a light wave [4, 5]. All-optical streaking
enables on the one hand a measurement of the attosecond pulse duration, and on the
other hand, the XUV pulse serves as a probe pulse to track the vector potential of the
near-infrared pulse. The concept of streaking was also transferred to lower frequencies
down to the THz range [6, 7].
The spatial resolution of optical microscopy is confined by the size of the light spot,
which is given by the diffraction limit due to the wave characteristics of light. Meth-
ods to increase the optical resolution down to the nanometer region are based on the
superposition of two foci [8] or on the measurement of single photons [9]. For these
techniques, the Nobel Prize in chemistry 2014 was awarded to R. E. Betzig, S. W. Hell,
and W. E. Moerner. An alternative method for the generation of a light spot with a
diameter below the diffraction limit is near-field microscopy [10], which uses the feature
of nanostructures to locally enhance incident electric fields. The size of this so-called
“near-field” is determined by the radius of curvature of the nanostructure and can be
far below the diffraction limit.
The shortest, just recently measured electron pulse durations are also in the sub-femto-
second range. The experiments implemented by K. Priebe et al. [11] and by Y. Morimoto
and P. Baum [12] utilize a quantum-coherent interaction of free electron pulses with a
tailored light field. Alternatively, electron pulses can be compressed in optical cavities,
imprinting an energy distribution on an electron pulse that leads to a minimal pulse
duration at the sample. In this method, the electron pulses are temporally compressed
at the cost of an increased energy spread and typically, the phase space volume of the
electron pulse is preserved [13]. This method, which is closely related to streaking, was
also realized in the THz frequency range by C. Kealhofer et al. in Ref. [14].
3A special version of optical streaking is investigated in this thesis, using the spatially
confined near-field of a metal nanotip for the acceleration of electron pulses [15]. In this
case, the near-field is induced by THz pulses, which facilitates characteristic electron dy-
namics enabled by the spatiotemporal inhomogeneity of the near-field. These electron
dynamics, discussed in detail by G. Herink et al. in Ref. [16], allow for the electrons
to escape the near-field in a small fraction of an optical half-cycle, such that the kinetic
energy of the electrons is proportional to the electric field in the moment of emission.
Thus, the waveform of the near-field can be measured directly.
For increasing electron propagation times in the THz near-field, propagation effects ap-
pear in the spectrograms, i.e., the electron energy gain in the near-field also depends
on the temporal gradient of the field and on the initial energy of the photoelectrons.
Hence, the energy distribution of the electron pulses can be manipulated. Due to these
propagation effects, streaking at metal nanostructures offers significantly more possibil-
ities for the manipulation of electron pulses than conventional streaking, including the
control of the space volume.
The possibilities of THz streaking for the spatiotemporal measurement of the near-field
and the control of electron pulses are investigated in detail in this thesis. In addition, the
application of the streaking concept for the study of plasmon propagation on a nanotip
is introduced. The experimental results are complemented by simulations facilitating
access to the electron trajectories and to the phase space density distribution.
Outline
This cumulative thesis comprises two publications:
1. Phase space manipulation of free-electron pulses from metal nanotips
using combined terahertz near fields and external biasing
L. Wimmer, O. Karnbach, G. Herink, and C. Ropers.
Physical Review B 95 165416 (2017)
2. Clocking plasmon nanofocusing by THz near-field streaking
L. Wimmer, B. Schro¨der, M. Sivis, G. Herink, and C. Ropers.
Appl. Phys. Lett. 111, 131102 (2017)
These articles are presented in the Chapters 6 and 7. They are accompanied by an intro-
duction into the topics building the foundation of the present work. In Chapter 2, the
theoretical basics are explained, which are the various mechanisms of field enhancement
at nanostructures, different kinds of emission mechanisms and a classification parameter
for electron dynamics in a spatiotemporally varying electric field. Chapter 3 summarizes
our previous work on THz streaking at metal nanotips published in Refs. [15, 17]. The
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principles of plasmonics are briefly reviewed in Chapter 4. A description of the experi-
mental methods is given in Chapter 5.
The results of this thesis are discussed in Chapter 8, giving an outlook to the applica-
tion of THz streaking for the reshaping of electron pulses in electron microscopy and to
further future projects based on the concept of THz streaking.
Chapter 6 shows simulations of the streaking spectrograms, the electron trajectories and
the phase space density of the electron pulses. These simulations are explained in detail
in the Appendix B.
Chapter 2
Field enhancement and
photoemission at metal
nanostructures
In THz streaking at metal nanotapers, the characteristic features of the spectrograms
arise from the nanometric spatial confinement and the strong enhancement of the NIR
field and the THz field at the tip apex. The enhanced near-field at the apex allows for
localized photoemission. However, the photoemission processes in the NIR and the THz
ranges are different.
In this Chapter, the essential theoretical concepts that explain the experimental results
of THz streaking are introduced. First, the origin of the field enhancement in the sur-
rounding of nanostructures is explained. A second Section addresses different emission
processes and their characterization by the Keldysh parameter. In the third and last
Section of this Chapter, the classification of electron dynamics in a spatiotemporally
varying electric field by a spatial adiabaticity parameter is discussed. In THz streaking,
the high spatiotemporal inhomogeneity of the THz-induced near-field at the tip apex
gives rise to characteristic photoelectron trajectories governed by the electric field in the
moment of photoemission.
2.1 Field enhancement and localization
Nanoparticles locally enhance incident electric fields due to a redistribution of surface
charges. The distribution of electrons close to the surface compensates for the external
field, shielding the bulk metal from its surrounding. These electrons generate an electric
field directly above the metal surface that enhances the incident field. The strength of
that field depends on the characteristics of the external field and on the shape of the
nanostructure. For static electric fields, the local enhancement at structures with a small
5
6 Chapter 2. Field enhancement and photoemission at metal nanostructures
θ
F0
FrFθ
Metal (εm)
Vacuum (ε0)
r0
F>0F<0
Figure 2.1: A spherical nanoparticle in
a homogeneous electric field. The red
and the blue shades to both sides of the
particle indicate the dipole field.
radius of curvature is due to the “lightning rod effect”, named after its most prominent
application invented in the 18th century by B. Franklin.
For metal nanoparticles with a size in the range of the incident wavelength, antenna
effects come into play. Nanostructures react in a similar way to light waves as macro-
scopic radio antennas respond to radio waves with a wavelength in the millimeter to
kilometer range. The excitation efficiency of these plasmonic nanoantennas depends on
the antenna resonances.
The lightning rod effect as a response to static electric fields and the antenna effects in-
duced by electromagnetic waves lead to a strong local enhancement of incident fields, as
discussed in the following. Both effects play a role in THz streaking at metal nanotapers.
2.1.1 Static field enhancement
The static field enhancement in the vicinity of metal nanostructures can be deduced
from the boundary conditions for the electric field at a metal-vacuum interface. Here,
the electric field exhibits a continuous transition for the field F || parallel to the surface
and a discrete step for the field F⊥ perpendicular to the surface. Mathematically, these
boundary conditions are described in agreement with the Maxwell’s equations by (see,
e.g., Ref. [18, p. 379])
lim
|~x|↗r0
~F || = lim
|~x|↘r0
~F || = 0, (2.1)
εm · lim|~x|↗r0
~F⊥ = ε0 · lim|~x|↘r0
~F⊥. (2.2)
In this equation, r0 represents the radius of a spherical particle (see Fig. 2.1). However,
the boundary conditions are valid for arbitrarily shaped metal surfaces. The permittiv-
ities for the two half-spaces are ε0 in vacuum and εm in metal.
For an isolated, uncharged metal nanoparticle in a homogeneous electric field, the field
is given by a purely dipolar distribution [19, p. 15]:
Fr = F0 cos θ + 2F0
r30
r3
cos θ, (2.3)
Fθ = F0 sin θ − F0 r
3
0
r3
sin θ. (2.4)
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The electric field ~F is given in radial coordinates with r being the distance to the center
of the particle that is the origin of the coordinate system and θ being the angle measured
from an axis parallel to the homogeneous field (cf. Fig. 2.1).
The boundary conditions correspond to an electric field pointing perpendicularly to the
metal surface. This implies a high local field enhancement for structures with a small
radius of curvature, e.g., the tip of a lightning rod or the apex of a nanotaper.
In contrast to a spherical nanoparticle, it is not possible to compute the electric field
of a generic biased nanotaper analytically. A first estimation of the enhanced surface
electric field F0 is given by [20, p. 41]:
F0 =
Ubias
kfr0
, (2.5)
with Ubias as the bias voltage, r0 as the apex radius of curvature, and kf as the field
factor, which is expected to be in the range of 3-8 [20–22], depending on the opening
angle of the tip.
Employing several approximations concerning, e.g., the opening angle and the tip to
sample distance dz, analytical expressions for the electric field along the tip axis of a
hyperbolical taper can be obtained [20, p. 47]:
F (dz) =
F0
1 + 2r0dz
. (2.6)
This field distribution shows exemplary that the electrical field of a biased nanotip de-
cays on longer distances than the field of an equally charged sphere, which exhibits the
decay of a monopole.
In the experimental setup employed in this thesis, the distance between the biased nan-
otip and the grounded entrance of the time-of-flight spectrometer amounts to 3 mm, and
it can be assumed that the lightning rod effect does not influence the electric field close
to the detector. Thus, we describe the electric field of the nanotips in our experiment
as a superposition of a dipolar component with the surface electric field F 0stat and a
homogeneous electric field F 1stat:
F (r) = F 0stat
d3
(d+ r)3
+ F 1stat. (2.7)
In this equation, d is the decay length of the dipolar component.
2.1.2 Optical antenna excitation
The complex dielectric function of a metal in combination with a nanostructure geom-
etry determines the optical response of a nanotip to incident light. For infrared and
visible frequencies, nanostructures are acting as optical antennas that exhibit resonance
conditions for most efficient excitation similar to macroscopic antennas. In contrast to
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radio antennas, the penetration depth of the optical driving field into the metal, i.e., the
skin depth, and the inertia of the electrons in the antenna have to be taken into account.
As for radio antennas, resonances can be derived from the concept of standing waves
for antenna lengths l of multiples n of the half wavelength: l = nλeff/2. The effective
wavelength λeff is the wavelength “seen” by the antenna, defined as [23]:
λeff = n1 + n2
λ
λp
. (2.8)
Here, λ is the vacuum wavelength, λp the plasma wavelength of the metal, and n1 and
n2 are parameters depending on the geometry and the dielectric characteristics of the
metal. For often used geometries and materials such as gold or silver, λeff is typically
2-6 times shorter than the incident wavelength.
The relation between the incident frequency and the resonance frequency determines
the excitation efficiency and the phase lag between the incident wave and the near-field
of the antenna.
Metal nanotips can be seen as a semi-infinite antenna, and the fact that the optical
focus covers only a part of the structure complicates the description of the near-field.
In general, a higher field enhancement can be expected for longer wavelengths due to
larger oscillation amplitudes of the surface charges in the metal. In the THz range, the
near-field is expected to be mainly in-phase with the incident waveform, indicating that
the excitation wavelength is larger than the resonance wavelength.
Generally, the antenna response of a nanotip can be described within the framework of
an RLC circuit, with the dissipated power Pdiss in relation to the incident power Pinc
given by [24, 25]:
Pdiss
Pinc
=
RZ0
4pi
(
R2 +
(
ωL− 1ωC
)2) . (2.9)
In this equation, Z0 is the vacuum impedance, R the resistance, ω the angular frequency,
L the inductance and C the capacity. This model characterizes the changes between the
incident waveform and the near-field.
In our experiments, a strong enhancement of the incident field but only minor deviations
between the incident waveform and the near-field in the main optical cycle are observed.
After the main optical cycle, oscillations occur in the streaking measurements that do
not appear in the electro-optic sampling trace. In addition to the complex antenna
response, also the spatial distribution of the THz frequencies within the focus [26–28]
contributes to deviations between the spatially-averaged measurement of the incident
electric field and the streaking trace.
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Figure 2.2: Potential energy distribution in the vicinity of a metal surface. (a) Multiphoton
photoemission in a field-free surrounding. The potential energy distribution in vacuum close
to the surface is influenced by image charges. (b) A homogeneous external electric field
bends the potential energy distribution down. In combination with the image charge effect,
this leads to a decrease of the effective work function φeff . (c) Optically-induced tunneling
in the electric field of an electromagnetic wave.
2.2 Photoemission processes
Two qualitatively different photoemission processes occur in our implementation of THz
streaking at metal nanotips: NIR-induced multiphoton photoemission and THz-induced
tunneling. Both pulses influence the photoemission caused by the respective other pulse.
The THz field affects the multiphoton photoemission due to the Schottky effect altering
the metal work function. The excitation of a hot carrier distribution in the metal by the
NIR pulse changes the number of tunneling electrons.
In this Section, first the Schottky effect is described, followed by an introduction to
the Keldysh parameter to characterize the photoemission processes that are discussed
subsequently.
2.2.1 Schottky effect
The Schottky effect describes the reduction of a metal work function caused by an elec-
tric field that bends down the potential barrier at the metal-vacuum interface. The
bending of the potential barrier in combination with the image charge effect leads to
a reduction of the barrier height. This effect was first discovered by W. Schottky in
1923 [29].
If an electron is brought close to a metal surface, charge carriers in the metal are re-
arranged due to image charges, generating a potential energy distribution Epot(z) in a
distance z from the metal-vacuum interface ([30, p. 10], see Fig. 2.2(a)):
Epot(z) =
e2
16piε0z
. (2.10)
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This equation is deduced from the Coulomb force between a test charge in distance z
from the surface and its image charge in the metal. If this potential energy distribution
is superimposed with the potential energy of a homogeneous electric field F0, the height
of the potential barrier is changed by the energy ∆E ([30, p. 10], see Fig. 2.2(b)):
Epot(x) = − e
2
16piε0z
+ eF0z and (2.11)
∆E =
√
e3F0
4piε0
. (2.12)
The reduction of the work function Φ to an effective work function Φeff = Φ−∆E (cf.
Fig. 2.2(b)) leads to an enhancement of the photocurrent, and a strong bending of the
potential barrier facilitates tunneling of electrons from the metal into the vacuum. The
Schottky effect is included in the simulations discussed in detail in Appendix B.
2.2.2 Keldysh parameter
Photoemission processes can be classified by the ratio between the work function and
the ponderomotive energy Up, defined as (see, e.g., Ref. [31, p. 573])
Up =
e2F 2
4meω2
, (2.13)
with the elementary charge e and the mass of the electron me. The ponderomotive
energy is the average kinetic energy of an electron oscillating in a quiver motion in the
field of an electromagnetic wave.
The Keldysh parameter γ relates the work function Φ to the ponderomotive energy [32]:
γ =
√
Φ
2Up
. (2.14)
If the ponderomotive energy is negligible compared to the work function (γ  1), the
photoemission can be described in terms of photons by multiphoton photoemission, i.e.,
the electron overcomes the work function using the energy of one or more photons (cf.
Fig. 2.2(a)).
A small ponderomotive energy can be taken into account in the photon picture. In order
to emit an electron, the photons have to provide enough energy for the quiver motion
of the electron in addition to the work function:
Φeff = Φ + Up. (2.15)
If the contribution of the ponderomotive energy is large enough, the minimum number
of photons required to overcome the effective work function Φeff increases, changing the
photon order of the emission process. This effect is known as “channel closing” [33].
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For small Keldysh parameters γ  1, the ponderomotive energy is much larger than
the work function, and the emission process can be described in the strong-field picture.
Here, the photoemission can be treated as an optically-induced tunneling process (cf.
Fig. 2.2(c)).
For short wavelengths in the optical range, the tunneling regime cannot be reached
easily at metal nanotips, since the local intensities required for a ponderomotive energy
exceeding the work function may destroy the structure.
For intensities used in our experiments, the Keldysh parameter indicates multiphoton
photoemission in the NIR range and a THz-driven tunneling process. If two pulses with
different Keldysh parameters temporally overlap, mixed processes can appear, e.g., the
absorption of a photon with a subsequent tunneling process.
2.2.3 Multiphoton photoemission
In the multiphoton regime, several photons are simultaneously absorbed to emit one
electron (cf. Fig. 2.2(a)). The number of the emitted electrons scales with the incident
intensity and with the photon order n of the emission process:
Jn ∝ In. (2.16)
The photocurrent density Jn is described by the Fowler-DuBridge model [34–37] for a
Fermi-distributed free electron gas:
Jn = anA0
( e
~ω
)n
(1− %)n InT 2F
(
n~ω − eΦeff
kbT
)
. (2.17)
Here, an is a material-dependent coefficient, % the reflectivity, I is the intensity, A ≈
120 A
m2K2
the Richardson coefficient, kb the Boltzmann constant, and T the temperature
of the Fermi-distributed free-electron gas. The Fowler function F is defined as [34]:
F(x) =
∫ ∞
0
ln
(
1 + ex−y
)
dy. (2.18)
A detailed derivation of these equations can be found, e.g., in the work of R. B.
Brogle [38]. The Fowler-DuBridge model is employed to simulate an energy spectrum of
multiphoton-emitted electrons as discussed in Appendix B.
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Figure 2.3: Electron dynamics in spatially a inhomogeneous optical driving field. (a)
Photoemission from a gas in a diffraction-limited focus. (b) The photoelectron leaves the
spatially confined near-field of a nanotip after multiple oscillations. (c) The electron escapes
in less than one optical half-cycle (Figure adapted from Ref. [40]).
2.2.4 Tunneling photoemission
In the strong-field regime, the photocurrent does not depend on the photon energy
but on the field amplitude of the electromagnetic wave, and the photoemission appears
predominantly in phases of high negative field strength. Optically-induced tunneling
emission (cf. Fig. 2.2(c)) can be treated as a Fowler-Nordheim tunneling process [39]
with the current density J in its most simple form:
J(F ) ∝ Θ(−F )F 2 exp
(
−4
3
√
2me
~2
Φ3/2
eF
)
. (2.19)
Here, Θ is the Heaviside function. This expression was originally developed to describe
a tunneling process caused by a static electric field, but can be also used to approximate
optical tunneling (see Appendix B).
2.3 Adiabaticity parameter
In THz streaking, the electrons are accelerated after their emission in the THz-induced
near-field at the tip apex. The acceleration of electrons in a spatially inhomogeneous
electric field can be characterized by a spatial adiabaticity parameter δ that relates the
quiver amplitude lq of the electron in the field of an electromagnetic wave to the spatial
decay length lf of the field [16]:
δ =
lf
lq
, (2.20)
where the quiver amplitude is given by
lq =
eF
meω2
. (2.21)
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If the spatial adiabaticity parameter is large compared to unity (δ  1), the spatial
inhomogeneity of the electric field is negligible and does not influence the electron tra-
jectories that are purely governed by the quiver motion in the optical driving field. This
is the case in diffraction-limited foci for short wavelengths and moderate intensities as
illustrated in Fig. 2.3(a). The final momentum p of the electrons is proportional to the
vector potential A of the pulse in the moment of emission t0 [41]:
p = p0 − e
∫ ∞
t0
F (t)dt = eA(t0). (2.22)
The initial electron momentum p0 is gained from the photoemission process.
In the case of long pulses and moderately localized electric fields, the electron oscillates
multiple cycles in the optical driving field before leaving the spatially confined field as
depicted in Fig. 2.3(b). The electron experiences the spatial decay of the electric field
and obtains an additional energy of 1Up in comparison to the propagation in a spatially
homogeneous field [42].
The high localization and enhancement of the near-field at metallic nanostructures allows
for adiabaticity parameters below one (δ < 1) for large wavelengths. If the spatial decay
length is smaller than the quiver amplitude, the electron escapes the electric field in less
than one optical half-cycle (Fig. 2.3(c)). Here, the electron energy is strongly influenced
by the spatial decay of the electric field, and the electron trajectories become more
complex [43]. Depending on the initial kinetic energy after the emission, the electron
trajectories can significantly differ from each other.
For quiver amplitudes much larger than the spatial decay length of the electric field
(δ  1), the electron energy is proportional to the electric field in the moment of
photoemission. This regime of field-driven electron dynamics is only reached in the
near-field of nanostructures for long wavelengths and in phases of high field amplitudes
[15].
The adiabaticity parameter does not take into account the impact of an additional
static electric field. An analogous way to describe electron acceleration in the spatially
inhomogeneous electric field of an optical pulse is in terms of escape times [42, 44, 45].
In this thesis, the spatial adiabaticity parameter is used as an estimate of the electron
dynamics. The influence of the initial electron energy and a static bias on the electron
trajectories are studied in detail in Chap. 6.

Chapter 3
Fundamentals of THz streaking at
metal nanotips
This Chapter introduces THz near-field streaking and THz-induced tunneling at metal
nanotips. First, the concept of all-optical streaking is briefly reviewed in the context of
attosecond physics, and specific aspects of streaking in the near-field of nanostructures
are elucidated.
Second, our previous studies on THz streaking [15, 17] are summarized with an emphasis
on the experimental results. The setup used for the measurements presented in this
thesis is described in detail in our publications [15, 17] and in Chap. 5. The simulations
complementing the measurements are discussed in Appendix B.
Streaking in the near-field of a nanostructure was first reported in our work “Terahertz
control of nanotip photoemission” [15], presenting a reconstruction of the full near-field
waveform and a spectral reshaping of electron pulses in the near-field.
Upon increasing the THz field strength, THz-induced tunneling emission is observed.
The tunneling current depends on the relative time delay between the NIR and the THz
pulse and can be applied to track the relaxation of a NIR-induced hot carrier distribution.
This study was published as “Field emission at terahertz frequencies: AC-tunneling and
ultrafast carrier dynamics” by G. Herink et al. [17].
3.1 All-optical streaking
Originally, the term “streaking” applies to a method for time-resolved measurements,
based on the time-dependent acceleration of photoelectrons [46, 47]. In the first streak-
ing experiments, the electron beam was electronically deflected in a direction orthogonal
to the propagation direction by a temporally increasing electric field. The point of ar-
rival at the detector is directly correlated to the emission time of the electron, i.e., the
time-axis is projected onto a spatial axis. This type of streak camera usually exhibits a
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(a) Experimental scheme. (b) Measured streaking spectrogram.
Figure 3.1: Attosecond streaking (From [5]. Reprinted with permission from AAAS.).
time resolution in the picosecond range, limited by the temporal gradient of the streak-
ing field.
The time-resolution can be drastically improved by using optical pulses for the accel-
eration of the photoelectrons, provided that the half-period of the accelerating pulse is
long compared to the electron pulse duration. Optical half-cycles of increasing electric
field accelerate the electrons depending on their emission time such that the temporal
structure of the electron pulse is mapped on the velocity of the particles.
All-optical streaking was first introduced in attosecond science [4, 5, 41, 48, 49]. In
attosecond streaking, photoelectrons are emitted from gas atoms by XUV pulses and
are accelerated in the electric field of phase-stable NIR pulses (cf. Fig. 3.1a, Reviews
[3, 50]). The kinetic energy spectra of the photoelectrons are recorded as a function of
the relative pulse delay (see Fig. 3.1b). These measurements, referred to as “streaking
spectrograms”, are used to determine the XUV pulse duration and the waveform of the
accelerating pulse. The concept of all-optical streaking was extended from attosecond
XUV pulses to a broad range of frequencies including the THz spectrum [6, 7]. The
THz streaking experiments are performed for the single-shot characterization of x-ray
[6] and electron pulses [7].
Typically, these streaking experiments are performed in gaseous media in diffraction
limited foci and thus, the momentum distribution follows the vector potential of the
optical driving field corresponding to the temporal integral of the electric field (see Eqn.
2.22 or, e.g., [41]). In the case of sinusoidal field transients, the carrier-envelope phase
of the vector potential is shifted by pi/2 compared to the electric field. The dynamics
become more complex in the vicinity of nanostructures due to the spatial inhomogeneity
of the near-field (cf. Sec. 2.3 and Refs. [42, 44, 51–53]).
For the experimental implementation of near-field streaking, the choice of the nanos-
tructure and the wavelength of the optical driving pulse are of major importance, de-
termining the electron dynamics as described in Sec. 2.3. A small radius of the surface
curvature allows for a high field enhancement and a strong localization of the near-field,
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both facilitating sub-cycle dynamics. A long wavelength and a high incident intensity
increase the quiver amplitude, promoting electron propagation driven by the electric
field in the moment of photoemission. In addition to the expected electron dynamics,
the damage threshold of the material has to be considered, which makes low frequencies
more suitable for near-field streaking in the sub-cycle regime.
3.2 Near-field sampling and electron pulse control by THz
streaking at metal nanotips
We implemented near-field streaking employing THz transients and single metal nan-
otips [15]. Using a single nanostructure with only one emission site allows for the study
of this specific individual near-field.
With incident field strengths up to 100 kV/cm, the THz transients used in our experi-
ment enable electron dynamics deeply in the sub-cycle regime without damaging the tip.
In such field-driven spectrograms, the streaking trace follows the THz electric field in the
moment of emission (cf. Sec. 3.2.1). Upon increasing the field decay length or decreasing
the THz field strength, propagation effects occur, facilitating a spectral reshaping of the
electron pulses (cf. Sec. 3.2.2).
3.2.1 Near-field reconstruction
For sharp nanotips, field-driven electron dynamics as discussed in Sec. 2.3 can be
reached. The Figures 3.2(b) and (d) show exemplary streaking spectrograms for a nan-
otip with a radius of curvature of 10 nm.
Due to the asymmetric geometry of the experiment, photoemission only appears for a
negative field strength at the tip surface. Thus, a single streaking spectrogram recorded
with low bias voltage shows only the accelerating half-cycles of the THz near-field. To
resolve the complete waveform, access to the hidden half-cycles is required, where the
THz field is positive and drives electrons back into the metal surface. These half-cycles
can be accessed by either drawing the electrons to the detector by a sufficiently high tip
bias (cf. Chap. 6) or reversing the sign of the THz field, as it is done here. The THz
pulses are generated with the AC bias method (see Sec. 5.2), where the carrier-envelope
phase of the THz transient is tunable. The Figures 3.2(b) and (d) show two streaking
spectrograms using THz transients of opposite polarity. As depicted in Fig. 3.2(c), the
two spectrograms complement each other to a combined waveform that represents the
THz near-field. Figure 3.2(a) displays the incident THz transients for both polarities
for comparison. The combined streaking trace matches to the incident waveform except
for a slight phase-shift and the small oscillations following the main single-cycle pulse.
These oscillations are due to the antenna excitation of the tip by the THz pulse (cf.
Sec. 2.1.2).
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Figure 3.2: Reconstruction of the
full near-field waveform using two
complementary streaking spectro-
grams recorded at sharp nanotip
(inset in (b), apex radius 10 nm). (a)
Electro-optic sampling measurements
in ZnTe at the tip position for two
opposite field polarities. (b) and (d)
streaking measurements corresponding
to the waveforms marked in black
and red. (c) A combination of the
two spectrograms shows the complete
near-field waveform. (e) THz-induced
photocurrent modulation of the spec-
trogram shown in (d) (Figure taken
from Ref. [15], c©npg).
In THz streaking, the moment of emission within the THz optical cycle is controlled by
the relative pulse delay. Only for emission times directly at the zero-crossings of the
surface electric field (see, e.g., Fig. 3.2(d) at -0.4 ps), the electron experiences propaga-
tion effects due to the low field-strength in the moment of emission also for large THz
field amplitudes. In all other phases, the streaking trace maps the THz near-field in the
moment of photoemission.
Figure 3.2(e) shows strong THz-induced modulations of the photocurrent that is de-
duced from the streaking spectrogram in Fig. 3.2(d). The photocurrent enhancement
in phases of large negative field strength is due to the Schottky effect (cf. Sec. 2.2.1).
The nearly complete suppression of the current at -0.8 ps and 0.5 ps is caused by an
inhibition of the photoemission at a positive surface field and the acceleration of already
emitted electrons back to the tip.
3.2.2 Reshaping of electron energy spectra
For nanotips with a larger radius of curvature r0 > 20 nm, the THz near-field decays
on larger length scales, and the field enhancement is lower than for the sharp nanotips
discussed above. Both effects lead to an increase of the propagation time in the electric
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Figure 3.3: Spectral reshaping in THz streaking caused by propagation effects. (a) Expec-
tation value (black) and cutoff-energy (grey). (b) Normalized photocurrent. (c) Spectro-
gram. (d) Energy spectrum without influence of the THz pulse. Inset: SEM micrograph of
the nanotip. (e) and (f) THz-induced spectral compression and broadening (Figure taken
from Ref. [15], c©npg).
field and thus to propagation effects, i.e., the temporal evolution of the THz field influ-
ences the final electron kinetic energy not only at the zero-crossing but in all emission
phases. An example for such a spectrogram is shown in Fig. 3.3(c). Here, the width of
the energy spectra is governed by the time-derivative of the THz near-field. The propa-
gation time of the electrons in the electric field depends on their initial energy directly
after the photoemission. The electrons with the initially highest energy are the first to
escape the near-field. The initially slower electrons have a longer integration time in the
electric field. Thus, for temporally decreasing field strength, the initial energy spectra
are compressed (see Fig. 3.4, left trajectories). This is shown experimentally, e.g., in
Fig 3.3(e) in comparison to Fig. 3.3(d). For temporally increasing field strength, the
initially fastest electrons are accelerated to higher energies than the slower ones which
results in a spectral broadening as shown in Fig. 3.3(f).
The dependence of the spectral width on the time derivative of the THz transient leads
to a phase-shift between the energy expectation value that is influenced by propagation
effects and the high energy cutoff that still follows the momentary electric field.
The reshaping of the electron energy spectra is further analyzed in Chap. 6 and bears
the potential for future applications in time-resolved electron microscopy and diffraction
experiments.
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Figure 3.4: Trajectories illustrating the spectral compression and broadening, which de-
pends on the time derivative of the THz electric field in the moment of emission.
Figure 3.5: THz tunneling appears upon increase of the THz field strength in the spectro-
grams. (a)-(d) Streaking spectrograms for increasing field strength. (e) SEM micrograph
of the tip used in the experiment. (f) Simulation of the streaking spectrogram without tun-
neling component. (g) Electro-optic sampling measurements of the incident THz transients
in (a)-(d). (h) Sketch of the tunneling mechanism (Figure taken from Ref. [17]).
3.3 THz tunneling in THz streaking spectrograms
For higher incident THz field strengths and a small tip radius, a stripe of higher ener-
getic electrons appears in the spectrogram as depicted in Fig. 3.5. This feature cannot
be explained by the streaking scheme of NIR-induced photoemission and THz-driven
acceleration since its kinetic energy is delay-independent. Upon further increasing the
THz field strength (see Fig. 3.5(a)-(d)), the feature becomes more pronounced and the
photoemission also occurs without NIR excitation of the tip (Fig. 3.6). The Keldysh
parameter indicates that the THz-induced emission is a tunneling process.
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Figure 3.6: THz-induced tunneling. (a) Sketch of the experimental setup. (b) Electro-
optic sampling trace of the incident THz transient. (c) Focus scan: tunneling current as
a function of the tip position. (d) Two exemplary energy spectra for different local field
strength (3.1 V/nm, 5.3 V/nm, −40 V bias). (e) Cutoff-energy in comparison to electron
yield for a line-scan through the focus (Figure taken from Ref. [17]).
In the spectrogram in Fig. 3.5(d), there is a small energy difference between the maxi-
mum energy of the streaking trace and the maximum of the THz-induced spectra. This
difference can be attributed to the work function of the metal-vacuum interface at the
tip: The multiphoton emitted electrons have to overcome the potential barrier, while
the THz-emitted electrons tunnel through it.
We analyzed the THz-induced tunneling emission in our work “Field emission at tera-
hertz frequencies: AC-tunneling and ultrafast carrier dynamics” by G. Herink et al. [17]
which is summarized in the following.
3.3.1 THz-induced tunneling
Figure 3.6 shows the THz-induced photoemission without an additional NIR excitation
of the tip. The photocurrent depends on the position of the nanotip in the THz focus.
A photocurrent map recorded by scanning the tip through the THz focus is depicted
in Fig. 3.6(c). Due to the nonlinearity of the tunneling process, the diameter of the
photocurrent spot is substantially smaller than the actual THz focus.
The kinetic energy spectra of the tunneling electrons exhibit a steep rise of the electron
yield with increasing energy and are governed by a large peak at the maximum of the
kinetic energy (cf. Fig. 3.6(d)). This high cutoff energy is proportional to the THz field
strength.
The shape of the THz tunneling spectra in Fig. 3.6(d) can be explained by field-driven
electron dynamics with a negligible integration time in the electric field and the strong
nonlinearity of the emission process. The vast majority of the electrons is emitted in
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Figure 3.7: Probing the NIR-induced
increase of the electron temperature
employing the two temperature model.
(a)-(c) Sketches of the emission pro-
cesses. (d) Numerical computation
of the electron and lattice tempera-
ture. (e) Simulated tunneling current
in comparison to the measurement. (f)
Streaking measurement (Figure taken
from Ref. [17]).
phases of a strong negative field strength. These electrons escape the near-field directly
after the photoemission, thus, their kinetic energy is proportional to the maximimum
of the THz field strength. In Figure 3.6(e), the high energy cutoff is compared to the
photocurrent for a line scan through the focus. While the photocurrent increases non-
linearly with the surface electric field, the maximum kinetic energy scales linearly with
the THz field for electron dynamics in the sub-cycle regime. Hence, the cut-off energy
can be used as a measure for the diameter of the focus.
3.3.2 Probing NIR-induced electron excitation
In combination with the NIR beam, THz tunneling emission appears enhanced in the
streaking spectrogram (see Fig. 3.7) at negative delays, where the NIR pulse arrives first
at the tip and is followed by the THz pulse. Thus, the THz pulse acts on a NIR-induced
hot electron distribution at the tip apex. With increasing electron temperature, more
electrons are found at higher energies, at which the tunneling distance to the vacuum
is smaller and, thus, the tunneling probability is higher (cf. Fig. 3.7). With increasing
negative delay, the electron temperature is lowered at the arrival of the THz pulse, and
the tunneling current declines.
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This decrease of the tunneling current can be used to track the relaxation of the NIR-
induced excitation of the electrons. In this situation, the roles of pump and probe pulses
are exchanged in comparison to the streaking trace. In THz streaking, the NIR-induced
photoemission probes the THz field, while here, the tunneling current samples the NIR-
excited electron distribution.
The increase of the electron temperature can be described by a two-temperature model
(see Ref. [54] and Appendix B), the electron temperature determines the Fermi-distribu-
tion of the electrons in the metal and the photoemission is simulated as Fowler-Nordheim
tunneling (cf. Sec. 2.2.4). These three steps directly connect the measured photocurrent
to the momentary electron temperature.
As shown in Figure 3.7(b) and (c), the simulations are in good agreement with the mea-
sured photocurrent and exhibit a maximum electron temperature of more than 1500 K.
The numerical computations are described in more detail in Appendix B.

Chapter 4
Plasmonic excitation of metallic
nanostructures
In this Chapter, some aspects of plasmonics are briefly reviewed as an introduction to
our experimental study presented in Chap. 7, in which THz streaking is applied to
a plasmonic nanotaper. After a short summary of the dielectric properties of metals
that enable plasmonic electron density waves, the characteristic properties of surface
plasmons and the most commonly used experimental methods for the optical excitation
of the plasmons are discussed, including grating coupling as implemented in our setup. In
Chapter 7, plasmon propagation is studied on a metal nanotip that allows for adiabatic
nanofocusing. Finally, the concept of adiabatic nanofocusing facilitating nanometric
electron sources and a retardation of the plasmon propagation is introduced.
A comprehensive introduction into the field of plasmonics can be found in “Plasmonics –
Fundamentals and Applications” by S. Maier [55]. For surface plasmons in nano-optics,
see, “Principles of nano-optics” by L. Novotny and B. Hecht [18].
4.1 Dielectric function of metal
In a first approximation, the dielectric function of a metal can be described by the Drude
model that incorporates the conduction band electrons as a free electron gas. The bind-
ing potential of the metal ion cores is taken into account by an effective electron mass
meff . The electron gas can be forced into an oscillating motion by incident electro-
magnetic waves. This electron motion in an electric field of frequency ω corresponds
to a driven harmonic oscillator with the damping constant γd = 1/τe, where τe is the
relaxation time of the free electron gas, typically in the range of 10−14 s [55, p. 11]. The
electron motion causes a macroscopic polarization ~P and a displacement, which is in a
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linear approximation ~D = ε0 ~F + ~P = ε0 ~F with the dielectric permittivity ε [55, p. 12]:
ε(ω) = 1− ω
2
p
ω2 + iγdω
. (4.1)
The plasma frequency ω2p = ne
2/ε0meff depends on the material and can be determined
by electron energy loss spectroscopy (EELS). The plasma frequency of gold is 2.1 PHz
(8.55 eV, [56]), which corresponds to a wavelength of 145 nm.
The dispersion relation of a traveling wave in a free electron gas is given by [55, p. 15]:
ω2 = ω2p + k
2c20. (4.2)
Here, c0 is the speed of light in vacuum and k = 2pi/λ is the wave vector. For frequencies
below the plasma frequency ω < ωp, the propagation of transverse electromagnetic waves
is suppressed in the bulk, and the penetration depth of the electric field into the metal
is described by the skin depth.
Frequencies above the plasma frequency allow for transverse waves with a group velocity
vg = dω/dk < c0, i.e., the material becomes transparent for electromagnetic waves.
With increasing frequencies, the dielectric function approaches unity. Noble metals
exhibit strong d-bands closely below the Fermi level (for the band structure of gold, see,
e.g., Ref. [57]) that cause a strong residual polarization for high excitation frequencies
ω > ωp and the model has to be corrected by a dielectric constant at infinite frequency
ε∞ to [55, p. 13]:
ε(ω) = ε∞ −
ω2p
ω2 + iγdω
. (4.3)
In the long wavelength limit (k = 0), the dispersion relation allows for longitudinal
waves, oscillating at the plasma frequency ωp. These longitudinal oscillations, which
exist at various frequencies, are called volume plasmons and do not couple to (transverse)
electromagnetic waves. The excitation of volume plasmons is only possible by particle
impact [55, p. 15-17].
In the study presented in Chap. 7, the propagation of surface plasmon polaritons is
investigated. Hence in the following, the dispersion and excitation of surface plasmon
polaritons is discussed.
4.2 Propagating surface plasmon polaritons
Surface plasmon polaritons are waves which occur at metal-insulator interfaces and con-
sist of an electron density wave below the metal surface and an electric field oscillation
above the metal surface as depicted in Fig. 4.1. From the continuity conditions of elec-
tromagnetic fields at metal-insulator boundaries (cf. Eqn. 2.1 and 2.2), the dispersion
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Figure 4.1: Sketch of the electric field decay (left) of a surface plasmon with increasing
distance from the metal-dielectric interface. The distribution of the electric field in direction
of the interface is illustrated on the right side.
relation of surface plasmons can be deduced [55, p. 26]
β = k0
√
εmεd
εm + εd
= k0np. (4.4)
The propagation constant β = kx is the plasmon wave vector in propagation direction,
np is the plasmon refractive index, and εm and εd are the frequency-dependent dielectric
permittivities for the metal and the insulator half-spaces (cf. Fig. 4.1). Surface plas-
mons exist only in transverse magnetic form (TM polarization), i.e., the direction of the
magnetic field is perpendicular to the propagation direction of the plasmon.
The dispersion relation (Eqn. 4.4) for a metal-air interface, depicted in Fig. 4.2, shows
two branches of possible excitation frequencies with a gap inbetween, where β becomes
purely imaginary. The high frequency branch represents radiative modes for ω > ωp,
where the metal becomes transparent. For small wave vectors, the dispersion relation is
close to the light line and the electric field is extended over multiples of the wavelength
into the air. In this regime, the SPPs are named Sommerfeld-Zenneck waves. In the
limit of the wave vector going to infinity, the group velocity approaches zero and the
surface plasmon frequency ωspp is reached asymptotically [55, p. 28]:
ωspp =
ωp√
1 + εd
. (4.5)
With increasing distance from the metal-insulator interface, the electric field of the SPPs
decreases exponentially.
In contrast to propagating surface plasmon polaritons, localized plasmons are spatially
confined excitations at nanostructures smaller or comparable to the wavelength of the
optical driving field. Due to the structure’s small radius of curvature, they can be ex-
cited directly by the incident light. Localized plasmon polaritons can contribute to the
field enhancement of nanostructures, e.g., at apex of NIR-excited gold nanotips.
The dispersion relation depicted in Fig. 4.2 shows that light does not couple directly to
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Figure 4.2: Plasmon dispersion relation without damping for a metal-air interface according
to the Drude model.
propagating plasmon polaritons. For their excitation, the required energy-momentum
conservation can be reached by a modification of the incident light or the surface struc-
ture as described in the following.
4.3 Plasmon excitation on planar surfaces
In this Section, a short introduction to the most common excitation schemes for surface
plasmons, namely particle impact, prism coupling and grating excitation, is given.
A possibility to overcome the challenge of matching the dispersion relation of light and
plasmons to excite surface plasmons is to employ particle impact [55, 58]. Electron
energy loss spectroscopy (EELS) can be used for the excitation of bulk plasmons as
well as for the generation of surface plasmons, also on metal nanotapers. For example,
B. Schro¨der et al. [59] investigated plasmon modes at gold nanotapers using EELS.
Depending on the opening angle of the tip, a standing wave pattern created by super-
imposing the incoming plasmon with its reflection from the apex and its higher order
azimuthal modes can be detected [60, 61].
For the excitation of plasmons by light, the in-plane component of the incident wave
vector kx has to match to the propagation constant β. As depicted in Fig. 4.2, the
dispersion relation of plasmons (ω < ωp, bound modes) is located right from the light
line, i.e., β > k. Changing the angle of incidence θ (cf. Fig. 4.3) from grazing incidence
reduces the component in direction of the interface even further: kx = k sin θ. However,
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Figure 4.3: Schemes for plasmon excitation. (a), (b) Prism coupling in Otto (a) and
Kretschmann (b) configuration. (c) Grating coupling.
the effective wave vector can be increased by using the evanescent wave of an additional
dielectric medium.
This method, called prism coupling, requires three different materials: Two insulators
of different dielectric function and a metal. Typically, one of the insulator materials is
air and the plasmon is generated at the metal-air interface. The light is coupled into
a prism in an angle of total internal reflection and the x-component of the evanescent
wave vector is determined by the dielectric properties of the prism: kx = k
√
ε sin θ.
For suitable dielectric functions ε, this kx matches to the plasmon dispersion relation,
and the evanescent wave couples into the plasmon, attenuating the reflected beam.
Figure 4.4: Plasmon excitation via
grating coupling on a nanotip. (a) Scan-
ning electron microscope image of a tip
with a grating coupler on the shaft. (b)
Excitation scheme (Reprinted with per-
mission from [62]. Copyright (2007)
American Chemical Society).
Prism coupling is typically implemented in
Kretschmann [63] or in Otto [64] configuration as
depicted in Fig. 4.3(a),(b). In Otto configura-
tion, the prism does not touch the metal facilitating
measurements of the surface quality.
In the study presented in Chap. 7, light is cou-
pled into an optical grating on the shaft of a gold
nanotip to excite the plasmons. The in-coupling of
surface plasmons at a grating was first observed
by R. W. Wood in 1902 as an anomaly in the
reflected spectrum of a diffraction grating ([65],
“Wood anomalies”). On metal nanotapers, grat-
ing coupling was first implemented by C. Ropers
et al. [62] (see Fig. 4.4). The mechanism be-
hind grating coupling can be understood in terms
of diffraction. The in-plane component of the inci-
dent wave vector has to fulfill the Laue condition
for positive interference along the grating [55, p.
45]:
β = k sin θ ±mg, (4.6)
with the diffraction order m ∈ N, the grating constant g = 2pi/a, and the grating period
a. For the excitation of surface plasmon polaritons, at least a part of the polarization
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Figure 4.5: Electric field of a plasmon
propagating along a nanotip shaft. (a)
x-component of the field. (b) z-
component of the field (Reprinted Fig-
ure with permission from [69] Copy-
right (2004) by the American Physical
Society).
has to point in perpendicular direction to the grating.
Using a grating directly milled into the tip shaft for plasmon excitation is an efficient
and robust method that is applicable in many different experimental configurations.
An alternative approach is, e.g., the in-coupling of plasmons at nanodot patterns on a
flat substrate, and the plasmon propagates to a tapered nanostructure attached so the
substrate [66].
The history and the physics of grating coupling is described in detail, e.g., in the PhD
thesis of A. P. Hibbins [67] and of A. N. Sprafke [68].
4.4 Adiabatic nanofocusing
Plasmon modes propagating along the shaft of a nanotaper towards the apex are con-
fined to the decreasing radius of the nanometric cone, facilitating foci well below the
diffraction limit. This process is called adiabatic nanofocusing [69]. The electric field of
such a nanofocused plasmon mode is depicted in Fig. 4.5. At the apex of the tip, the
propagating plasmon mode is scattered into the far field, and for high plasmon energies,
electrons can be emitted. Such a nanometric light or electron source is highly advanta-
geous for background-free optical near-field scanning and electron probe techniques.
For small taper radii r below the vacuum wavelength (k0r  1, k0 vacuum wavenum-
ber), the plasmon refractive index depends on the taper radius. Applying the eikonal
approximation, i.e., the assumption that the refractive index does not change signifi-
cantly over distances in the range of the wavelength, and the boundary conditions at
metal-insulator interfaces, the refractive index np for the plasmon as a function of the
taper radius r is given by [69]:
np(r) ≈ 1
k0r
√
−2εd
εm
[
ln
√
−4εm
εd
− γE
]−1
. (4.7)
In this equation, γE = 0.57721 is the Euler-Mascheroni constant and k0 is the vac-
uum wavenumber. The refractive index increases with decreasing cone radius, which
corresponds to a deceleration of the propagating plasmon. At the apex, the adiabatic
approximation of a slowly varying taper radius is not valid anymore. Here, the plasmon
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mode scatters into the far-field and energy is transferred from the plasmon mode to the
metal, leading to a heating and an extension of the nanotip.
Theoretical studies about adiabatic nanofocusing for different focusing conditions can
be found, e.g., in the Refs. [69–71].

Chapter 5
Experimental methods
This Chapter details the experimental setup of THz near-field streaking at metal nan-
otips that was used to obtain the results presented in the following Chaps. 6 and 7.
First, an overview of the complete beam path of the setup is given with a special atten-
tion to the core of the experiment, i.e., the two-color photoemission at the apex of the
tip as introduced in Sec. 3.2 and Ref. [15]. Subsequently, four topics that are essential
for the successful implementation of the experiment are discussed:
• The generation of the THz pulses in a light-induced air plasma using the AC bias
method,
• the capture of the electron energy spectra by a time-of-flight spectrometer,
• the calibration procedure to compute the streaking spectrograms from the raw
data,
• and the measurement of the THz transient by electro-optic sampling.
5.1 Experimental setup
In Figure 5.1, the beam path of the streaking experiment is schematically depicted. The
setup is operated by a titanium-sapphire amplifier system from Coherent, based on a
“Legend Elite” amplifier, a “Vitesse” oscillator and an “Evolution” pump laser. The
output power of the amplifier system amounts to 4 W at 1 kHz repetition rate, 800 nm
wavelength, and 50 fs pulse duration. To implement the streaking experiment, only a
fraction of the output power of 1.7 W is directed into the beam path in Fig. 5.1.
The actual streaking experiment is conducted in a vacuum chamber, where the THz
transients and NIR pulses are focused collinearly onto the apex of an electrochemically
etched gold nanotip (for the manufacturing process see, e.g., Ref. [72]). An off-axis-
parabolic mirror with a focal length of 25.4 mm directs the THz beam to the apex.
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Figure 5.1: The beam path used for THz streaking on metal nanotips including the mea-
surement control and the data acquisition scheme.
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The NIR beam is guided by a lens (150 mm focal length) through a small hole in the
parabolic mirror.
For an accurate positioning, the nanotip is fixed on a holder that is attached to a
3D translation stage (a combination of three compact micro translation stages “M111”
from PI, travel range 15 mm). The tip holder is designed for four nanowires that
can be shifted in the combined focus of the THz and the NIR beams. To measure
the incident THz transient that generates the near-field at the tip apex, electro-optic
sampling measurements are conducted using a ZnTe crystal attached to the tip holder
and moved into the focus.
The kinetic energy of the photoelectrons is detected by a time-of-flight spectrometer
(TOF) “ETF 11 ” from STEFAN KAESDORF. The nanotip apex is positioned in a
distance of 3 mm from the entrance of the TOF, which is the optimal working distance
of the device. By tilting the mirror in front of the window flange (cf. Fig. 5.1), the
800 nm beam is aligned to the tip apex using a shadow image of the tip and a 2D
map of the NIR-induced photocurrent. The shadow image is recorded by measuring
the average NIR beam power behind the tip as a function of the stage position. The
resulting shadow image shows the tip shape convoluted with the form of the NIR focus.
The intensity of the NIR photoemission pulse (1 kHz repetition rate, 50 fs, 800 nm) is
adjusted by a set of neutral density (ND) filters and is fine-tuned by the combination of
a half-wave plate and a polarizer. To avoid intensity-induced damages of the tip and the
ZnTe crystal, the experiments are performed below 100 µW average NIR input power.
The back-reflection of the ND filter is detected by an ultrafast photodiode and used as
a trigger signal for the data capturing.
The delay of the two pulses is controlled by a translation stage (Newport “M-VP-25XL”,
25 mm travel range, minimum step size 10 nm) that is included in the beam path used
for the generation of the THz pulses. The voltage signal from the TOF is recorded by
an oscilloscope that is operated via LabView.
5.2 Generation of the THz transients using the AC bias method
The THz transients are generated using the so-called AC bias method (Review, e.g., in
Ref. [73]). This method was introduced by T. Cook et al. in 2000 [74] and is based on the
electron motion in a two-color plasma. Figure 5.2 depicts a scheme for the generation of
THz pulses by the AC bias method: Intense NIR pulses are focused by a lens through
a β barium borate (BBO) crystal (orientation 29.2◦, optimized for phase-matching) for
the generation of the second harmonic. In the combined focus of the fundamental and
the second harmonic, a light-induced air-plasma is ignited. The electrons in the plasma
are accelerated in a two-color field and radiate in the THz range. This process can be
described by four-wave mixing, and the spectrum of the THz transient results from the
spectral distribution of the fundamental and its second harmonic. The intensity and
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Figure 5.2: Setup for the generation of THz radiation using the AC bias method. The spe-
cific values for the incident NIR beam and the focusing lens apply to the setup implemented
in our beam path.
the carrier-envelope phase (CEP) of the THz pulses depend on the rotation angle of
the BBO crystal and the distance of the crystal to the focus. The minimum distance
between the crystal and the focus is determined by the damage threshold of β barium
borate.
The AC bias method is especially suitable for streaking experiments, since it allows for
a tuning of the carrier-envelope phase by the angle of the BBO crystal. Switching the
polarity of the THz transient can be employed for a reconstruction of the full near-field
waveform as described in Sec. 3.2.1. The collinearity of the THz beam with the 800 nm
fundamental facilitates the adjustment of the THz beam.
The THz beam enters the vacuum chamber through a silicon window in the Brewster
angle, which enables the complete transmission of the horizontally polarized component
of the THz beam. At the silicon window, the NIR beam and its second harmonic are
reflected and blocked.
5.3 Time-of-flight spectrometer
In a time-of-flight (TOF) spectrometer, the kinetic energy of the electrons is deduced
from their propagation time t to the detector within the TOF. If the electrons are not
accelerated in the drift path, their energy is given by the equation for uniform motion:
E =
mes
2
prop
2t2
. (5.1)
Here, E is the electron energy and sprop the propagation distance. The energy resolution
of the electron spectra depends nonlinearly on the time resolution of the signal processing
system and is higher for low energies. The time-resolution of our system, the “ETF11 ”
electron spectrometer from STEFAN KAESDORF (cf. Fig. 5.3) in combination with a
1 GHz oscilloscope (“Agilent infinium DSO9104H ”), is measured to be around 3.2 ns.
Hence, the energy resolution is limited to about 1 eV at an electron energy of 10-15 eV.
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Figure 5.3: Sketch of the STEFAN KAESDORF time-of-flight spectrometer “ETF 11” for
electron spectroscopy.
For energies below 10 eV, the detection efficiency strongly decreases, and the spectral
resolution is limited by artefacts.
A lens voltage up to 1 kV directs the electrons into the spectrometer. The spectrometer
has a drift path with a length of 294 mm1, where a voltage in the range of ±180 V can be
applied. This drift voltage is employed to increase the energy resolution by manipulating
the energy of the electrons before they are entering the drift path. At the end of the drift
path, a multi-channel plate (MCP) detects the electrons and transmits a short voltage
peak to the oscilloscope.
The detection efficiency of the TOF depends on the kinetic energy of the electrons and
is adjusted by the lens voltage. As a rule of thumb, the detection efficiency is optimal for
a lens voltage which is four to five times higher than the electron energy in eV. At this
voltage, the electron beam covers the entire detection area and the response function
is relatively energy-independent. If the electron energy is too low in comparison to the
lens voltage, the electron beam is overly focused and the detection efficiency of the MCP
is limited by its recovery time. If the electron energy is too high compared to the lens
voltage, not all electrons reach the detector due to the divergence of the electron beam.
The voltage signal from the MCP is transferred to the oscilloscope, which is triggered
by the laser excitation pulse taken from a back-reflection of the neutral density filter.
This trigger signal appears in a constant time difference with respect to the emission
time and serves as a reference for the data evaluation. The oscilloscope summarizes the
voltage traces to an arrival time histogram, counting the voltage peaks as a function of
the detection time. The histograms are read out by a LabView routine and saved by a
LabView program.
To calibrate the raw data, a series of histograms is recorded for increasing bias voltage
without THz acceleration.
1The total propagation distance amounts to 404.5 mm, including the working distance and the post
acceleration stage.
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Figure 5.4: Calibration of the electron energy spectra (lens voltage 600 V). (a) Raw data
of the calibration measurement and a calibration curve provided by STEFAN KAESDORF.
(b) Calibration of the measurement in (a) using the calibration curve. The electron yield
is preserved by employing N(E) = |dt/dE|N(t). The plot below (b) depicts the response
function, i.e., the maximum amplitude of the electron yield in (b). (c) The calibrated
measurement from (b) divided by the response function. In (d)-(f), the calibration procedure
from (a)-(c) is applied to an exemplary measurement (Ubias = −30 V), which is part of
the series discussed in Chap. 6.
5.4 Data processing
The LabView program employed for the measurements controls the initial and the final
position of the delay stage, the delay step size, the acquisition time, the bias voltage
and the number of measurement repetitions. Both an increase of the recording time and
of the repetition loops improve the data quality but only repeated measurements of the
same delay range help to distinguish real physical effects in the streaking spectrograms
from effects arising from a degradation of the tip.
The final spectrograms are computed in three steps. First, an averaged spectro-
gram is computed from the repeated measurements. In a second step, the calibration
measurement is evaluated to extract the response function and compared with the cal-
ibration curve provided by STEFAN KAESDORF to determine the emission time of
the electrons. These calibration curves are required to consider small deviations from
the relation given in Eqn. 5.1 due to the lens voltage. In the third step, the measured
spectrograms are calibrated using the emission time and the response function obtained
from the previous steps. The calibration procedure is depicted Fig. 5.4 for a calibration
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measurement (cf. Fig. 5.4 (a)-(c)) and an exemplary spectrogram (cf. Fig. 5.4 (d)-(f)).
The calibration data from STEFAN KAESDORF contain the kinetic energy as a func-
tion of time. From the maxima of the calibration measurement, an experimental calibra-
tion curve is extracted, which has to be temporally shifted to match to the theoretical
values (cf. Fig. 5.4(a)), i.e., the emission time of the electrons is determined. To preserve
the electron yield, the energy derivative of the propagation time has to be considered for
the computation of the electron energy spectra N(E) from the arrival time histograms
N(t) (applied in Fig. 5.4 (b) and (e))
N(E) = N(t)
∣∣∣∣ dtdE
∣∣∣∣ = N(t)√me8 sE−3/2. (5.2)
If a drift voltage is applied to measure a spectrogram, a calibration measurement with
the same drift voltage is required, and the measured calibration curve has to be shifted
in energy to match to the theoretical calibration data.
The variations of the detection efficiency due to the lens voltage are considered by a
response function (Fig. 5.4(b), below), which is extracted from the maximum electron
yield of the measured calibration curve. The measured electron yield is normalized to
the response function to gain a more realistic estimate of the electron yield (see. Fig. 5.4
(c) and (f)).
The assumption behind this procedure is that the Schottky effect is negligible and the
photocurrent stays constant during the increase of the negative bias voltage. In the
simulation of the spectrograms, the Schottky effect due to the static bias is relatively
small, justifying our assumption.
5.5 Electro-optic sampling
The THz transients are measured by electro-optic sampling (EOS). This technique is
based on the linear electro-optic effect and allows for the phase-resolved detection of the
THz pulses, including a quantitative measurement of the field strength.
A setup for electro-optic sampling measurements is depicted schematically in Fig. 5.5.
The horizontally polarized THz beam is focused together with the NIR beam in 45◦
polarization in a (110) ZnTe crystal (thickness l = 500 µm). The refractive index of the
electro-optic crystal depends linearly on the electric field (here: THz field) applied to the
crystal (linear electro-optic effect). Thus, the horizontally polarized component of the
NIR beam experiences a different refractive index than the vertically polarized compo-
nent. After passing through the ZnTe crystal, the NIR beam is elliptically polarized with
one half-axis pointing in 45◦ direction measured from the horizontal plane (see Fig. 5.5,
step 2). A quarter-wave plate in 45◦ angle changes the polarization angle according to
the ellipticity of the incident light. Behind the quarter-wave plate, the NIR beam is
polarized linearly, again, but the polarization direction is altered (Fig. 5.5, step 3). The
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Figure 5.5: Setup for the measurement of the THz transients by electro-optic sampling.
The field-induced rotation of the polarization direction is depicted in the steps 1-3.
THz-induced rotation of the polarization direction is measured as the difference voltage
signal U of two balanced photodiodes, and the THz field strength is computed as:
F =
λ
piln3gr41
arcsin
(
U
kcal
)
. (5.3)
In this equation, kcal is a calibration constant, ng is the group refractive index of ZnTe
at 800 nm and r41 ≈ 4 pm/V is the linear electro-optic coefficient in the THz range
[75]. For small U/kcal, the voltage signal is proportional to the field strength. The
measurements are calibrated by a rotation of the quarter-wave plate as depicted in Fig.
5.6(a). The maximum amplitude amax of the sinusoidal calibration curve is related to
the calibration parameter by amax = kcal/2.
For the data evaluation, we employ a frequency-dependent response function (Fig. 5.6(b),
lower plot) that is taking into account
• the absorption in the crystal,
• the effect of the NIR pulse duration limiting the detection of higher frequency
components,
• and the reflection of the THz beam at the entrance facet of the crystal due to the
discontinuity of the refractive index.
The frequency-dependent refraction characteristics are taken from Ref. [76].
ZnTe exhibits a strong electro-optic response, which limits the maximum detectable field
strength to ≈ 85 kV/cm (with frequency-dependent response function ≈ 200 kV/cm)
for a 500 µm thick crystal plate. This restriction is given by the maximum of the
sine function in Eqn. 5.3. At a frequency of 5.3 THz [75], ZnTe exhibits a phonon
resonance, which limits the detection range to frequencies below 3 THz. An alternative
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Figure 5.6: Calibration of the electro-optic sampling measurements. (a) Signal of the
balanced photodiodes as a function of the quarter-wave plate angle. This measurement
allows to determine the calibration constant kcal. (b) Fourier transform of the measurement
before and after the frequency-dependent evaluation using the response function depicted
below. (c) Calibrated measurement with and without taking the response function into
account.
material could be, e.g., GaP which is characterized by a lower electro-optic coefficient
(r41 ≈ 1 pm/V) and a phonon resonance at 11 THz. An extensive review of electro-optic
sampling in ZnTe and GaP is given by S. Casalbuoni et al. in Ref. [75].
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Phase space manipulation of
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We present a comprehensive experimental and numerical study of photoelec-
tron streaking at metallic nanotips using single-cycle terahertz (THz) tran-
sients and a static bias voltage as an external control parameter. Analyzing
bias voltage dependent streaking spectrograms, we explore the THz-induced
reshaping of photoelectron energy spectra, governed by the superimposed
static field. Numerical simulations are employed to determine the local field
strengths and spatial decay lengths of the field contributions, demonstrating
electron trajectory control and the manipulation of the phase space distri-
butions in confined fields with both dynamic and static components.
6.1 Introduction
Progress in time-resolved experimental techniques is driving an increased understanding
of the ultrafast electronic, structural and spin response of bulk materials, surfaces, and
nanostructures. Ultrafast electron diffraction and microscopy [77–84] provide unique
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insights into the dynamics of nanoscale processes, with broad applications ranging from
the study of structural phase transitions [78, 85] to free-electron quantum optics [86,
87]. The capabilities of these techniques strongly depend on the quality of the electron
source, including its spatial beam properties and pulse duration. While the transverse
beam coherence is greatly enhanced by the use of nanoscale electron sources or tailored
photoemission processes [14, 80, 88–99], ultrashort pulse durations are achieved either
by minimizing propagation distances from the source to the sample [78, 80], or by active
means using time-dependent electric fields [13, 14, 100–103]. Electron pulse compression
in microwave cavities is an established technique to produce ultrashort pulses of high
bunch charge [100, 101].
At optical frequencies, inelastic near-field interactions with free electron beams [90, 104,
105] were recently applied in a quantum-coherent manner [86, 87], creating the possibil-
ity of forming attosecond electron pulse trains [86, 106]. Between the optical and mi-
crowave domains, intense phase-stable mid-infrared and Terahertz waveforms currently
promote access to nonlinear and strong-field phenomena [107, 108], including Terahertz
high-harmonic generation in semiconductors [109] and ultrafast scanning tunneling mi-
croscopy [2, 110, 111]. Moreover, mid-IR photoemission studies at metal nanotips [16,
94, 95] demonstrate the prospects for the manipulation of free-electron beams, yielding
field-driven acceleration with unique sub-cycle dynamics arising from the nanoscale field
confinement. In strong-field photoemission from nanostructures [16, 45, 91, 112–117],
the emission and acceleration processes are driven by the same field and are thus closely
coupled. Inducing both processes by independent fields, streaking spectroscopy allows
for a characterization of electromagnetic fields by their impact on photoelectron spectra
[5, 6]. Originally developed in attosecond science and applied to gas phase targets and
planar surfaces, the concept was recently transferred to optical nanostructures [15, 44,
52], demonstrating unique features offered by streaking in spatially-confined fields. In
particular, THz near-field control and sub-cycle streaking of photoelectron emission from
metal nanotips were realized [15], followed by demonstrations of THz-induced tunnel-
ing emission [17, 118, 119], electron acceleration in waveguides [120–123], and electron
pulse compression and deflection in resonant structures [14, 42, 124–126]. In the sub-
cycle regime of electron acceleration, the energy gain in near-field streaking sensitively
depends on the time spent by the electrons within the confined field [15, 16, 40, 42,
44, 127]. This suggests that an additional static field driving the electrons out of the
localized streaking region may afford additional control over the electron dynamics.
Here, we experimentally demonstrate that an external bias voltage applied to a nanoscale
photoemitter offers a powerful means of manipulating the electron dynamics in THz
near-fields. The basic experimental concept is illustrated in Fig. 6.1. We conduct THz
streaking spectroscopy of femtosecond photoelectron pulses emitted from the apex of a
gold nanotip in the presence of a variable bias field, as depicted in Fig. 6.1(a). The effect
of the static bias on the electron dynamics is illustrated in Figs. 6.1(b)-6.1(e). Generally,
the negative bias field draws the electrons towards the detector [cf. Fig. 6.1(b)]. For
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Figure 6.1: Basic principle of THz streaking at bi-
ased nanotips. (a) Experimental streaking scheme.
(b) Emission and propagation of photoelectrons in
the absence of a bias (left, red trajectory) and with
a high negative static bias (right, blue trajectory).
The static field bends the potential, allowing for
the electrons to leave the near-field. (c) THz sur-
face electric field. (d) Electron trajectories without
external bias (red trajectory) and with additional
acceleration by a static bias field (blue trajectory).
The background color indicates the THz electric
field. (e) The sketched red and blue streaking spec-
trograms illustrate the impact of an increasing bias
voltage.
certain emission phases within the THz transient [cf. Fig. 6.1(c)], this additional acceler-
ation strongly influences the electron trajectories and the photocurrent. For example, in
emission phases of otherwise suppressed photocurrent, the negative bias field allows the
photoelectrons to leave the THz near-field [see Fig. 6.1(d)]. The bias-induced changes
in the streaking spectrograms are illustrated in Fig. 6.2, showing drastic modifications
of the time-dependent photoelectron spectra. Numerical simulations corroborating the
experimental data allow for a quantitative characterization of the local field parameters
of the THz and static fields. The analysis of ensembles of electron trajectories reveals
that the phase space density distribution of the electron pulses is strongly affected by
the combined action of the THz near-field and the bias.
Our work demonstrates the virtue of spatially confined electric fields in the THz range
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Figure 6.2: THz streaking spectrograms at biased metal nanotips. (a), (b) Experimental
streaking spectrograms (bias voltage: −20 (a) and−100 V (b)). (c) and (d): Corresponding
simulations of the streaking spectrograms. (e): Extended series of streaking spectrograms
recorded at bias voltages ranging from - 30 V to - 150 V. (f) Extracted bias dependence
of the minimum and maximum energy gain in the THz-field, and of the energy gain at the
onset of the photocurrent (see labels in (d)).
for the active control of ultrashort electron pulses with additional leverage obtained by
a superimposed static field.
6.2 Experimental procedure and results
In the experiments, 50-femtosecond near-infrared (NIR) pulses and single-cycle THz
transients are jointly focused onto a gold nanotip [Fig. 6.1(a)]. The NIR-pulse generates
photoelectrons at the tip apex by multiphoton photoemission, which are subsequently
accelerated in the THz-induced near-field. A negative bias voltage Ubias applied to the
tip additionally accelerates the electrons [cf. Fig. 6.1(b)]. Kinetic energy distributions
of photoelectrons are recorded with a time-of-flight spectrometer as a function of relative
time-delay between the NIR and the THz pulses, resulting in streaking spectrograms as
displayed, e.g., in Figs. 6.2(a), 6.2(b), and 6.2(e).
The streaking spectrograms demonstrate a strong influence of the THz electric field
on the photoelectron emission and propagation. Before we discuss the influence of the
external bias, let us first reconsider the main features of such spectrograms [see, e.g.,
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Fig. 6.2(a)], some of which were covered in detail in our previous work [15–17]. The
THz field affects both the photoemission current and the photoelectron kinetic energy.
Generally, the tip exhibits a rectifying behavior, in which significant photocurrent is only
observed for THz phases with positive force on the electrons, i.e., negative electric field,
and the photocurrent is suppressed for an electric force directing the electrons to the tip
[see, e.g., the current-free interval around zero delay in Fig. 6.2(a)]. Upon variation of
the delay, the kinetic energy spectra trace out the overall electron acceleration induced
by the locally enhanced THz field and the static bias. Due to the high localization
and field enhancement, which is characteristic for optically induced near-fields at metal
nanostructures, the delay-dependent kinetic energy mainly follows the THz field in the
moment of emission [15].
The basic principles of field-driven electron acceleration in near-fields are characterized
by a spatial adiabaticity parameter [16] δ = lf/lq, which relates the spatial near-field
decay length lf with the electron quiver amplitude lq = eF/meω
2 in a (homogeneous)
field of strength F and at a frequency ω. Field-driven, sub-cycle dynamics, in which pho-
toelectrons leave the optical near-field directly after the emission process, correspond to
δ  1, whereas electron dynamics governed by propagation effects are associated with a
larger δ. In the present case of studying the electron dynamics in a phase-resolved man-
ner, we can identify the maxima of the kinetic energy trace with field-driven electron dy-
namics. While the streaking waveform is generally characterized by quasi-instantaneous
electron acceleration [15], in emission phases near zero-crossings of the THz field, prop-
agation effects are expected to have a measurable influence. Around these phases with
near-zero streaking field, the electron kinetic energy sensitively depends on the propa-
gation time within the THz near-field, which can be controlled by the external bias.
In order to investigate the effect of a static field on the streaking process, we systemati-
cally record a series of streaking spectrograms for bias voltages Ubias in the range of -20
to -150 V, for fixed optical and THz excitations. The NIR beam (40 µW input power,
10 mm beam diameter) is focused by a 150 mm planoconvex lens and the THz beam
(20 mm diameter) is focused by a parabolic mirror (focal length of 25.4 mm) to about
1 mm. All measurements presented in this work are recorded using the same nanotip
with an apex radius of curvature of 20 nm [cf. Fig. 6.6]. The main trends observed in
this series [Fig. 6.2(e)] are evident by the comparison of two exemplary spectrograms at
-20 V and −100 V bias [Figs. 6.2(a) and 6.2(b), respectively]. We focus our discussion
on three characteristic features, which are the maximum energy Emax at t0 = 0.4 ps,
the minimum energy Emin near the emission phase of t0 ≈ 0.2 ps, and the energy level
Eon at the “onset” of the photocurrent at t0 ≈ 0.2 ps after the interval of suppressed
photocurrent, as marked in Fig. 6.2(d). We will use these features to quantitatively
determine the strength and nanoscopic spatial profile of the electric field surrounding
the tip.
The most prominent differences between the streaking spectrograms at −20 V and
−100 V bias appear at Emin and Eon. With increasing negative bias voltage, both
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energies decrease relative to the contribution of the bias voltage, −eUbias (dashed line
in Figs. 6.2(a)-(d)). Whereas the minimum kinetic energy essentially coincides with the
bias energy at Ubias = −20 V [cf. Fig. 6.2(a)], it drops by more than 10 eV below the
bias energy level for Ubias = −100 V [cf. Fig. 6.2(b)].
The bias-dependencies of Emax, Emin, and Eon are displayed in Fig. 6.2(f), extracted
from the series of measurements in Fig. 6.2(e), and offset by the bias energy. The
maximum THz-induced energy gain (Emax + eUbias) is nearly constant at about 26 eV
for all bias voltages (black squares). In contrast, both the minimum and the onset
energies (blue and red squares, respectively) depend linearly on bias voltage with a
common slope of 0.135 eV/V·Ubias, such that Emin + eUbias = 0.135 eV/V · Ubias and
Eon + eUbias = 19eV + 0.135eV/V · Ubias.
6.3 Numerical simulation of streaking spectrograms
Obtaining a quantitative understanding of nanostructure streaking in the presence of
static fields requires a detailed consideration of the joint action of the superimposed
static and dynamic fields on the photoelectrons. The final kinetic energy Eend of a
photoelectron with initial kinetic energy E0 is given by the integral over the electric
field along the trajectories s(t) corresponding to the time-dependent distance from the
tip surface:
Eend = E0 − e
∫ ∞
0
[Fstat(s) + FTHz (s(t), t)] ds. (6.1)
The electric field at the nanotip apex is the superposition of the static field Fstat(s) and
the time-dependent THz near-field FTHz(s(t), t). The THz-induced energy gain, i.e.,
the second term in the integral, depends on the individual trajectories s(t). Besides
the initial kinetic energy E0 and the emission time t0, these trajectories depend on the
bias voltage Ubias. In particular, the strength of the static field driving the electrons
away from the tip determines their effective interaction time with the THz near-field.
Predicting the quantitative influence of the bias field on the streaking process, however,
warrants numerical modeling.
In our simulations of streaking spectrograms, we describe the THz field by its field
strength F 0THz at the tip surface (s = 0) and a dipolar spatial decay length lf (see
Appendix 6.9). The local THz waveform is determined from experimental data (see
Appendix 6.9). The static electric field is modeled as a superposition of a homogeneous
long-range component with field strength F 1stat and a more confined, tip-induced com-
ponent with a surface field of F 0stat and decay length lf also used for the THz near-field.
The variables for the static field are constrained to satisfy the total energy −eUbias
gained by the bias voltage [first term in the integral in Eq. 6.1].
In analogy to the widely-used simpleman’s model of strong-field photoemission from
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Figure 6.3: Influence of the static bias onto
the streaking spectrograms. (a) Spatial de-
cay of the static potential for three scenar-
ios. The red-shaded area represents the THz
near-field. A: 1 %-fraction of −eUbias is
gained on the scale of the THz near-field.
B: 15 %-fraction C: At 100 %, the elec-
tron is accelerated to its final velocity within
the THz near-field. (b) Simulated streaking
spectrograms for cases A-C.
atoms [128, 129] or metallic nanotips [16, 115], the simulation of the spectrograms is
composed of two steps, namely (i) the photoemission process and (ii) the field-driven
propagation of photoelectrons. The photoemission is described as a multiphoton pro-
cess using the Fowler-Dubridge model [34, 35] and includes the reduction of the effective
work function via the Schottky effect [29]. For each delay, the field-dependent initial
electron energy spectrum at the surface is taken into account prior to the propagation in
the THz near-field. The propagation step computes point-particle electron trajectories
in the spatio-temporally varying field composed of the static and THz-frequency com-
ponents (see Appendix 6.9).
From the simulations, we generally find that the delay-dependent photocurrent mod-
ulation and the energy distribution are governed by both the field-dependence of the
emission probability and propagation effects. Whereas the enhancement of the pho-
tocurrent is an instantaneous effect due to Schottky barrier-reduction by the static and
THz fields, the suppression of the photocurrent results from the propagation of photo-
electrons back to the tip.
6.4 Influence of the near-field parameters on the electron dy-
namics
The streaking measurements contain direct information on the spatial decay of the static
and THz fields close to the nanotip apex (see Appendix 6.9). For example, the ener-
gies Emin and Eon measured in the streaking spectrograms reflect the degree, to which
the static potential drops within the confined region of the THz near-field. Figure 6.3
illustrates the change in the computed streaking spectrograms for three scenarios in the
spatial profile of the bias field. These cases correspond to an essentially homogeneous
static field (A, no lightning-rod field enhancement), a fully localized static field with a
50 Chapter 6. Phase space manipulation of free-electron pulses from metal nanotips
sharp drop over the distance lf (C), or a mixed scenario (B).
If the electrons acquire the bias energy essentially outside the near-field region (A), the
streaking waveform is merely shifted by the bias and is restricted to the accelerating
half-cycles of the THz transient, and Emin ≈ −eUbias. The situation becomes more
complex if there is a considerable decay of the bias field within the THz near-field re-
gion, illustrated in (B, C). Here, the minimum energy is influenced by the temporal
evolution of the THz transient, and one finds kinetic energies below the bias energy, i.e.,
Emin < −eUbias.
Let us now relate these simulated trends to the experimental observations. At low bias
voltages [cf. Fig. 6.2(a), −20 V], the minimum kinetic energy in the streaking spec-
trograms largely coincides with the bias energy level. With increasing acceleration in
the negative bias field, the minimum energy decreases relative to the bias energy level
by about 0.135 eV per Volt applied negative bias [cf. Fig. 6.2(f)]. To account for
this scaling, we simulated streaking traces in a static potential partially decaying within
the THz near-field [cf. Figs. 6.3(B), 6.2(c) and 6.2(d)]. The series of measurements
displayed in this work is best reproduced by a minimum surface THz field strength of
F 0THz = −3.15 MV/cm and a THz decay length of lf = 55 nm. Considering the incident
THz field strengths of 40 kV/cm, we estimate a field enhancement factor about 80. The
static energy gain within the THz near-field amounts to 15.7 eV for −100 V bias volt-
age, corresponding to a static surface field of F 0stat = −1.45 MV/cm. This energy gain
is relatively independent of the specific functional form of the bias field.
Figures 6.2(c) and 6.2(d) show simulated streaking spectrograms for a low (−20 V)
and a high (−100 V) negative bias voltage, respectively, for direct comparison to the
experimental measurements in Figs. 6.2(a) and 6.2(b). We simulate the experimental
streaking spectrograms with one universal set of parameters for all bias voltages. Over-
all, these simulations are in remarkable agreement with the measured spectrograms.
Specifically, our simulations reproduce the experimentally observed scaling of the char-
acteristic energies Emax, Eon, and Emin, as shown in Fig. 6.2(f). The energy gain in
the THz field at Emax is independent of bias voltage, which is a clear sign of field-driven
dynamics. The linear decrease of the energies Eon and Emin results from the decay of
the static potential within the THz near-field (specifically, 15 % of the static potential
decays within lf ). The full set of spectrograms is provided in the Appendix, and a movie
of experimental and simulated spectrograms can be found in the Supplementary Online
Material [130].
6.5 Caustic trajectories
The numerical simulations reproduce fine details of the experimental spectrograms, and
allow for an in-depth analysis of the underlying computed electron dynamics and tra-
jectories. For example, we will discuss the minimum energy feature prior to the gap
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Figure 6.4: Caustic trajectories at −20 V bias voltage. (a) Experimental streaking trace
with a close-up at emission times directly before a complete suppression of the photocurrent.
(b) Simulated trajectories with different initial energies. The background colors show the
time-dependent near-field. The colors of the trajectories refer to the respective sections in
(c). (c) Final energy as a function of initial energy (transfer function) featuring a minimum
in the final energy (caustic, red). Emission for time t0 and additional curves for delays in
steps of 10 fs.
around t0 = −0.2 ps [see Fig. 6.4(a)]. The characteristics of this spectral feature are
a high electron yield at the energy minimum and a smaller number of electrons with
higher energy. The minimum energy is rather well-defined and nearly constant over a
delay interval of around 100 fs.
This spectral feature implies a considerable THz-induced spectral reshaping of the ini-
tial photoelectron spectrum [15]. We investigate this characteristic detail by simulating
electron trajectories for a distribution of initial kinetic energies, as shown in Fig. 6.4(b).
The final kinetic energy of the photoelectrons as a function of their initial energy is pre-
sented in Fig. 6.4(c) for different emission times. This plot depicts the energy transfer
function relating the final energy Eend to the initial energy E0. The slope of Eend(E0)
characterizes three different classes of trajectories, which are marked by the color-code
in Fig. 6.4(a). In case of high initial energies (marked in blue), ∂Eend/∂E0 is positive
and asymptotically approaches unity, indicating quasi-static electron acceleration with
the THz-induced energy gain being independent of the initial energy. As illustrated in
Fig. 6.4(b), the electrons with the lowest initial energy are too slow to escape the pos-
itive decelerating THz near-field (grey trajectories), which leads to a reduction of the
total photocurrent. A minimum initial energy is required to escape the near-field. This
critical initial energy corresponds to a grazing trajectory and the maximum final energy
(thick black line). Upon further increasing the initial energy, the reacceleration in the
negative half-cycle occurs at larger distances from the tip. Hence, higher initial energies
lead to lower final energies, and these trajectories (black lines) exhibit a negative slope
of the transfer function, ∂Eend/∂E0 < 0.
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Figure 6.5: Simulated caustic trajectories in phase space (same emission time t0 = −0.2 ps
and bias voltage −20 V as in Fig. 6.3). (a) Phase space density distribution for different
propagation times after photoemission (step width ∆t = 50 fs, weighted with the incident
spectral distribution and averaged over emission times with an FWHM of 30 fs). (b)
Exemplary phase space density distribution 1 ps after emission. The caustic trajectories
show the lowest kinetic energy. (c) The near-field at the tip surface with the emission time
marked in grey. (d) Sketch illustrating the temporal evolution of the phase space density.
At the transition between both classes of trajectories (blue and black), the transfer func-
tion changes sign (red) and its slope approaches zero. In particular, this minimum of
the transfer function Eend(E0) leads to the observed caustic feature in the spectrogram,
which is defined by the mapping of different trajectories onto the same final energy
(∂Eend/∂E0 = 0). Notably, the respective initial energies of the caustic energy mini-
mum shift with the delay from E0 = 0 to higher initial energies, as shown in Fig. 6.4(c).
Thus, the range of delays with caustic behavior is closely related to the width of the
initial spectrum.
More generally, caustic trajectories occur for an appropriate combination of a rapid spa-
tial field decay and a fast temporal rise in the accelerating field. Such a situation is also
found at the onset at the second accelerating half-cycle at t0 = 0.2 ps; see Appendix,
Fig. 6.9.
6.6 Evolution in phase space
Trajectories and transfer functions (cf. Fig. 6.4) provide a mapping of initial to final
kinetic energies. However, to numerically evaluate the spectral reshaping and the longi-
tudinal electron pulse properties, we incorporate the initial energy spectra and analyze
the resulting time-dependent electron distribution in phase space.
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The temporal evolution of the caustic trajectories at t0 = −0.2 ps (cf. Fig. 6.4) is
depicted in phase space in Fig. 6.5 (movies in Supplementary Online Material [130]).
Figure 6.5(a) displays snapshots (∆t = 50 fs) of the phase space density. Each snapshot
is a scatter plot of space and velocity coordinates, extracted from the trajectories at a
specific propagation time. The individual data points are weighted with the electron
yield for the initial energy of the respective trajectory (further details given in Ap-
pendix 6.10). The initial electron distribution is first stretched and then warped close to
the tip surface. After leaving the THz near-field, the underlying convex transfer function
is reflected in the curved phase space density distribution (cf. Fig. 6.4c) as depicted
in Fig. 6.5(b): The lower-velocity branch corresponds to the initially faster electrons
with ∂Eend/∂E0 > 0 [blue trajectories in Fig. 6.4(b)], and the higher-velocity branch
is associated with the black trajectories in Fig. 6.4(b). In Figure 6.5(b), the caustic
electrons exhibit the lowest final momentum.
Generally, the manipulation of the phase space density distribution sensitively depends
on the emission time t0 into the THz field. Electrons emitted during increasing accel-
eration, e.g., at a delay of t0 = 0.2 ps, experience a spectral compression, as well as
an overall contraction in phase space in comparison to static acceleration (cf. Fig. 6.9,
Appendix 6.10).
The modification of the populated longitudinal phase space volume is enabled by the
spatio-temporal variation of the THz near-field leading to a trajectory-dependent en-
ergy gain ETHz. This contrasts to conservative forces, which necessarily preserve the
populated phase space volume (Liouville’s theorem).
6.7 Conclusions
In summary, we found that an external bias voltage is a powerful control parameter in
streaking spectroscopy from contacted metallic nanostructures, which impacts ultrafast
electron dynamics at the nanoscale. Both the waveform and the spatial profile of THz
streaking fields can be extracted from comparing numerical simulations with character-
istic features in experimental spectrograms. Caustic trajectories, which are associated
with nearly grazing return trajectories at the surface, are found to be particularly sen-
sitive to the THz and static field distribution. The spatio-temporal electron dynamics
in THz near-fields allow for a tuning of electron energy and phase space distributions.
Our work highlights emerging fundamental prospects for ultrafast electron pulse control
arising from the combined action of static and time-dependent near-fields.
6.8 Appendix A: Experimental methods and data analysis
An extended series of experimental streaking spectrograms is presented for additional
bias voltages in Fig. 6.6. Each spectrogram is normalized to the maximum electron
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E0 Initial electron energy after multiphoton emission
Eend Final electron energy at the detector
Emax Maximum electron energy
Emin Minimum electron energy (t0 ≈ −0.2 ps)
Eon Electron energy at the onset (t0 ≈ 0.2 ps)
F 0stat Static surface electric field (dipole component)
F 1stat Static homogeneous electric field component
F 0THz Amplitude of the THz surface electric field
Ubias Static bias voltage
e Elementary charge
δ Spatial adiabaticity parameter
lf Field decay length
lq Electron quiver amplitude
me Electron mass
ω THz frequency
s Distance to the tip
t0 Emission time
Table 6.1: Notations and abbreviations.
spectral density at large negative delay. For comparison, all streaking spectrograms use
a common color scale.
The kinetic energy distributions of the photoelectrons are detected with a time-of-flight
electron spectrometer. The energy resolution is given by the temporal resolution of the
acquisition electronics, and varies with the kinetic energy of the photoelectrons. In order
to maintain constant energy resolution for different bias potentials, we apply a negative
drift voltage of Udrift = Ubias + 30 V.
6.9 Appendix B: Numerical simulations and analytical streak-
ing model
In this section, we describe the numerical simulation of the spectrograms in detail,
and we introduce an analytical description of the electron dynamics observed in our
experiments. Both the numerical and the analytical model are based on the same spatial
THz near-field profile presented in the following. For the numerical simulations, we focus
on the two-step-model of photoemission and propagation of electrons and elucidate our
procedure to extract the near-field parameters from experimental data.
6.9.1 Spatial and temporal dependence of the near-field
As discussed in the main text, the electric field surrounding the nanotip apex is modeled
consisting of two components: a static field induced by the negative bias voltage and
the THz-induced near-field, which varies in time. Both components decay on the scale
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Figure 6.6: Complete series of experimental streaking spectrograms for bias voltages from
−20 to −150 V and SEM micrographs of the gold nanotip used to record the streaking
series.
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Figure 6.7: Influence of a static bias voltage onto photocurrent and kinetic energy. (a)
and (b) Photocurrent, measured (a) and simulated (b) for bias voltages of −20 V, −60 V,
and −100 V. (c) and (d): Measured and simulated energy expectation values for same
bias voltages. During the intervals of suppressed photocurrent, the assignment of kinetic
energies is not possible.
of the apex curvature.
We describe the spatial dependence of the THz-induced near-field FTHz(s, t) by a dipo-
lar field, characterized by a decay length lf , defined by FTHz(lf ) = FTHz/2. For conve-
nience, we introduce a rescaled parameter d, lf = (
3
√
2− 1) · d:
FTHz(s, t) = F
0
THz(t)d
3/ (d+ s)3 . (6.2)
To construct the local THz near-field field F 0THz(t), we employ a combination of the
energy expectation value at a bias voltage of −100 V and the incident electric field
measured by electro-optic sampling (EOS). The expectation value at high negative bias
represents a reliable measure of the momentary field at all times outside the suppression
of the photocurrent in one half-cycle. Figure 6.8(e) compares the energy expectation
value with the incident electric field, demonstrating some ringing of the near-field after
the initial cycle (compare also Ref. [15]). However, this frequency-dependent response
has a weaker impact on the main cycle and the half-cycle not captured by the energy
expectation value. We use this observation to complete the near-field in the missing
half-cycle by replacing it with a scaled half-cycle determined by EOS.
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A small delay difference of 80 fs between the maximum of the photocurrent (correspond-
ing to the maximum of the near-field strength) and the maximum energy of the streaking
waveform is caused by the propagation in the THz near-field. This time difference is
well-reproduced in our numerical simulations.
In our model, the static field is composed of the two spatial components, such that the
total static field Fstat (s) is given by:
Fstat(s) = F
0
statd
3/ (d+ s)3 + F 1stat. (6.3)
As introduced in the main text, F 1stat is the long-range component of the bias field
1, and
F 0stat is the electric field strength of the dipolar component at the surface.
6.9.2 Photoemission process
The NIR-induced photoemission is described as a multi-photon process following the
Fowler-DuBridge theory [34–38]. It is based on the Sommerfeld model of a free electron
gas and one-dimensional emission. The energy difference between the sum of n-photon
energies and the initial state in the metal determines the excess kinetic energy of the
emitted electrons. The relative contributions of the different emission channels are
determined using the spectrally integrated photocurrent trace at Ubias = −100 V. To
include the Schottky effect, we employ an effective work function [29] Φeff = Φ −√
e2F
4piε0
. The model qualitatively reproduces the THz-induced photocurrent modulations
for all bias voltages (cf. Fig. 6.7). Considering the overall spectral resolution in the
experiments, we do not include a more detailed description of the photoemission process
or carrier relaxation at the surface.
6.9.3 Propagation of photoelectrons
The electron trajectories are computed in a spatially and temporally varying one-dimen-
sional electric field using a Runge-Kutta scheme for various delays between NIR and THz
pulses, and are weighted by the respective initial energy spectra. This yields the final
electron spectra of the streaking spectrograms.
For better comparison between measured and simulated streaking spectrograms, we
convolve the numerical results with the energy resolution of the electron spectrometer.
1In the original publication, the homogeneous component is missing in the equation.
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6.9.4 Extraction of the near-field parameters
The near-field parameters are obtained via best agreement with the experimental streak-
ing spectrograms. The maximum energy gain in the THz field Emax + eUbias is deter-
mined by F 0THz, and lf , and is independent of the bias voltage Ubias, which indicates
field-driven acceleration of photoelectrons.
This set of optimal parameter values allows us to reproduce the photocurrent modu-
lation, as well as the kinetic energy trace as shown in Fig. 6.7. The photocurrent [cf.
Fig. 6.7(a) and 6.7(b)] is essentially in-phase with the streaking waveform [cf. Fig. 6.7(c)
and 6.7(d)], as expected for field-driven electron dynamics [15]. The photocurrent, de-
picted in Fig. 6.7(a), changes from a complete suppression to a strong enhancement at
maximum THz fields. While the photocurrent enhancement is not particularly sensitive
to the bias voltage in the range studied here, the influence of the static field is strongest
close to the zero-crossings of the surface electric field due to a fraction of the photoelec-
trons propagating back to the metal surface.
We note that the experimental streaking spectrograms could also be reproduced by a
somewhat different spatial dependence of the local contribution to the static field, e.g.,
by an exponential decay. Physically, the static energy gain of the electrons within the
THz near-field governs the propagation effects and is thus the universal property identi-
fied. However, the general parameters obtained are very similar for different functional
forms. As an illustration of the uniqueness of the parameters obtained, we fit the simula-
tions with respect to the minimum and maximum kinetic energy Emin and Emax alone,
which allows for different spatial decay lengths (cf. Fig. 6.8). For a low surface field
strength and a long spatial field decay, the interaction time between the THz electric
field and the photoelectrons increases, shifting the photocurrent onset to higher ener-
gies. Thus, only one set of parameters matches to the measurement in all three energies
Emax, Emin, and Eon.
6.9.5 Analytical description
The following analytical model facilitates an intuitive physical understanding of the
electron dynamics. An analytical solution for the trajectories in the spatio-temporally
varying field is not directly possible; we therefore introduce several approximations: The
influence of the bias onto the streaking spectrograms is described by a set of analytical
equations for the three energies Emax, Emin, and Eon. We use a spatial decay of the static
and the THz electric field analogous to our numerical model. The temporal oscillation
of the driving field is given by a cos(ωt) term2:
Eend = e
∫ det
0
F 0THz cos(ωt)
d3
(d+ s)3
− F 0stat
d3
(d+ s)3
− F 1stat. (6.4)
2In the original publication, the cosine is missing in the equation.
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Figure 6.8: Influence of the near-field parameters on the streaking spectrograms. (a) Mea-
sured spectrogram at −100 V bias. (b) Simulated spectrogram with optimized parameters.
(c) Simulated spectrogram with larger decay length of the THz field (lf doubled). F
0
THz
and F 0stat are used to adjust maximum and minimum kinetic energies. The resulting “onset”
energy Eon of the photocurrent at t0 = 0.2 ps (cf. red circle) is too high. (d) Simulated
spectrogram with a very rapidly decaying THz field (lf ). Here, the onset energy Eon is
too low (cf. red circle). (e) The incident electric field used in the simulations is extracted
from the energy expectation value and electro-optic sampling. (f) Temporal evolution of
the total surface electric field applied in simulation (b). The sketch illustrates the spatial
decay of the electric field. (g) and (h): Analogous illustration for the simulations shown in
(c) and (d), respectively.
As discussed earlier, electrons at the maximum energy of the streaking trace (t0 = pi/ω)
exhibit quasi-static field-driven dynamics, and the time-dependence of the electric field
can be neglected in computing the final energy. We obtain for the maximum energy gain
in the THz field:
Emax + eUbias =
eF 0THzd
2
. (6.5)
At the onset of the photocurrent at t0 ≈ pi/2ω (t0 ≈ 0.2 ps in the experiment), the time
dependence of the electric field is approximated by a Taylor expansion of first order, and
we obtain the THz-induced onset energy component:
Eon + eUbias = −e
∫ ∞
0
(
F 0THzωτ − F 0stat
) d3
(d+ s)3
ds. (6.6)
Via the definition of the onset, the total surface electric field in the moment of emission is
zero [0 = F 0stat+F
0
THz(t0)]. As the respective energy is evaluated for the THz near-field,
the contribution due to acceleration in the homogeneous static field F 1stat is neglected.
The integral becomes:
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Eon + eUbias = −ed
2
(
F 0THzωτ − F 0stat
)
. (6.7)
An increased static field shifts the emission time at the onset to phases of negative THz
force (positive THz field strength). As the temporal slope of the THz transient at the
surface is constant, the propagation time τ in the near-field and, thus, the THz-induced
energy gain also remains constant (≈ 19 eV). Thus, the external bias does not change
the trajectories at the onset. The final kinetic energy of the photoelectrons results from
this near-field energy component (≈ 19 eV) and the the static long-range component.
The observed decrease of the THz energy gain Eon + eUbias (0.135 eV/V · Ustat) at the
onset arises from a decreased THz-acceleration and corresponds to the energy transferred
by the rapidly decaying static field component.
The same linear dependence of this onset energy (at t0 = 0.2 ps) is observed at the
energy minimum for t0 = −0.2 ps (i.e. t0 ≈ pi/2ω): The kinetic energy directly after the
escape from the THz near-field amounts to nearly zero, leading to the following equation
for the energy minimum:
Emin + eUbias =
eF 0statd
2
. (6.8)
In this approximation, the final energy results from the spatial integral over the homo-
geneous component of the static field alone. This value thus represents the lower limit
of the minimum electron energy. Remarkably, the deviation between the numerical sim-
ulation and the analytical approximation is less than 2 eV.
At this point, the three equations 6.5, 6.7, and 6.8 describe three essentiall energies,
which yield the near-field parameters from experimentally found energies:
• Maximum:
Emax + eUbias =
eF 0THzd
2 = 26 eV
• Onset:
Eon + eUbias = − ed2
(
F 0THzωτ − F 0stat
)
= 19 eV + 0.135 eV/V · Ubias
• Minimum:
Emin + eUbias =
eF 0statd
2 = 0.135 eV/V · Ubias
• Static contribution:
Estat = −e
(
F 0statd
2 + F
1
statddet
)
= −eUbias
ddet = 3 mm is the distance from the tip to the detector. Solving this system of equations
for a center frequency of ω = 2pi ·1.2 THz leads to F 1stat = 290 V/cm, F 0stat/F 0THz = 0.51
and τ = 96 fs. This value relates to the experimentally observed temporal shift of 80 fs
between the maximum of the photocurrent and the kinetic energy trace.
Whereas the system of equations describes our experimentally observed bias-impact onto
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Figure 6.9: Time evolution of the phase space density distribution simulated for different
emission times at −20 V bias voltage. (a) Evolution of the phase space distribution of an
electron pulse accelerated by the static field of the bias voltage alone (∆t = 100 fs). (b)
Phase space density for emission time t0 = 0.2 ps. Snapshots taken with time differences of
∆t = 50 fs. Note the caustic flipping of the phase space distribution at velocities of ≈ 1300
km/s. (c) Phase space density distribution for t0 = −0.2 ps with ∆t = 50 fs as shown in
Fig. 6.5 (negative velocities cropped in the diagram). The spatial decay of the near-field
(absolute value of the maximum THz field, no time dependence) is depicted below (c). (d)
Surface electric field of the THz transient and the static bias with the emission times from
(a) and (c) marked in grey.
the streaking spectra, they still do not allow for an explicit solution of the near-field
parameters. However, using the extracted parameters, we can determine an upper limit
for the spatial decay length lf based on the acceleration to 19 eV at the photocurrent
onset: d = τ
√
2 · 19eV/me ≈ 250 nm, corresponding to a decay length of lf = 65 nm.
6.10 Appendix C: Computation of the phase space density dis-
tribution
The phase space density distribution is calculated with trajectories around a common
temporal delay and for different initial energies. From these trajectories, we extract the
distance from the tip s and the electron momentum p = mev. The elements in phase
space are weighted by the initial energy spectrum. To account for the finite duration of
the photoemission pulse, the NIR-induced photoemission is averaging over a Gaussian-
shaped emission window of 30 fs.
The phase space density distribution of the electron pulses strongly depends on the rel-
ative emission phase within the THz cycle. To illustrate the variety of possible electron
dynamics, we analyze the time evolution of the electron pulse in phase space for three
exemplary emission times, as shown in Fig. 6.9.
The phase space evolution is traced via snapshots taken at equidistant temporal delays
of ∆t = 50 fs [cf. Figs. 6.9(b) and 6.9(c)] or ∆t = 100 fs [cf. Fig. 6.9(a)]. Figure 6.9(b)
depicts the evolution of the phase space density distribution at the photocurrent onset
(t0 = 0.2 ps). Here, the acceleration by the THz electric field is strongly increasing in
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time, which results in a caustic partial inversion of the phase space density distribution.
For comparison, Fig. 6.9(a) shows the acceleration of electron pulses by the static field
in phase space. Finally, in Fig. 6.9(c), the phase space density distribution at the energy
minimum is depicted.
At a distance of s = 1µm from the surface, a comparison of the pulse duration with and
without THz-field shows an electron pulse duration of 24 fs and 82 fs (FWHM), respec-
tively. This result highlights the potential of the THz near-field control for generating
tailored ultrashort electron pulses.
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We apply THz near-field streaking in a nanofocusing geometry to investi-
gate plasmon polariton propagation on the shaft of a conical nanotip. By
evaluating the delay between a streaking spectrogram for plasmon-induced
photoemission with a measurement for direct apex excitation, we obtain an
average plasmon group velocity, which is in agreement with numerical sim-
ulations. Combining plasmon-induced photoemission with THz near-field
streaking facilitates extensive control over localized photoelectron sources
for time-resolved imaging and diffraction.
Propagating surface plasmon polaritons (SPPs) enable ultrafast energy transport at
metal surfaces on the nanoscale [55, 131, 132], facilitating, for example, plasmonic
nanocircuits [133–136], plasmonic vortices [137, 138] and nanofocusing [62, 66, 69, 139–
141]. Conical tapers represent the quintessential structure for adiabatic nanofocusing
[69, 71, 139, 142–144], harnessing the efficient coupling of propagating SPPs to a local
apex excitation, which is acompanied by a slowing of the SPP group velocity [69, 71,
139]. The strong confinement of the plasmonic focus gives rise to various linear and non-
linear optical processes, with applications in microscopy and spectroscopy [59, 145–150].
Grating coupling was established for the excitation of SPPs on nanotapers [62], pro-
viding for a spatial separation of far-field from near-field components and supporting
background-free scanning probe techniques [146, 148, 149, 151–153]. Moreover, the
nanofocusing of SPPs by femtosecond laser pulses was shown to induce the emission of
ultrashort electron pulses [59, 149, 150], contributing to the development of compact
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Figure 7.1: Scanning electron micro-
scope images of the nanotip used in
the experiment. (a) Micrograph of the
nanotip including a sketch of the ex-
periment. (b) Close-up of the grating
structure that is optimized for incident
light of 800 nm. (c) Close-up of the
tip apex (radius of curvature: 20 nm).
ultrafast electron guns [59, 80, 154–156] and time-resolved point projection microscopy
[150, 157]. Such electron sources provide a complementary approach to localized elec-
tron emission driven by direct apex illumination [16, 89, 91, 92, 94, 158–160].
For each of these approaches, a detailed characterization of the underlying plasmon dy-
namics is desired to address questions regarding, e.g., the optimization of the excitation
process[161], the characterization of different plasmon modes [162] and the reflection of
SPPs near the apex [60, 61]. SPP propagation times and dispersion were recently inves-
tigated on thin nanorods [163–165] and plasmonic nanotapers [144] by interferometric
means.
Photoelectron streaking is another powerful technique to access time-dependent elec-
tric fields. Prominently applied in attosecond science [3, 5], all-optical streaking was
established for the analysis of electromagnetic transients, with further applications in
the terahertz (THz) frequency range [6, 7, 15]. Streaking spectroscopy was proposed for
the phase-resolved study of spatiotemporal near-field evolutions within nanostructures
[42, 44, 51–53]. Experimentally, near-field streaking at nanostructures was first demon-
strated at THz frequencies for metal nanotips [15, 17, 43], and recently implemented
using attosecond pulses [127, 166]. Besides the use in characterizing time-dependent
near-fields, the strong field enhancement and local confinement in nanostructures has
enabled the all-optical control and compression of photoelectron pulses [14, 15, 43].
In this work, we apply THz near-field streaking to a plasmonic nanofocusing geometry
and study the spatiotemporal SPP propagation on the shaft of a conical nanotip. THz
streaking on plasmonic nanotapers combines the advantages of plasmon-induced photoe-
mission, i.e., the spatial separation of excitation and emission site, with the capability to
actively manipulate electron pulses. Comparing spectrograms employing SPP-mediated
emission with direct apex excitation, our measurements yield the absolute propagation
time from the grating to the apex.
The experimental scheme is depicted in Fig. 7.1(a), showing a scanning electron mi-
croscope (SEM) image of the tip used in the experiment, overlaid with a sketch of the
plasmon and THz excitation. The nanotips are produced by electrochemical etching of
annealed gold wires [59, 146, 148], and the grating coupler is milled into the tip shaft
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Figure 7.2: Measuring the plasmon propagation time. (a) Streaking spectrogram with the
NIR beam pointing to the tip apex. (b) Streaking spectrogram with plasmon excitation at
the grating coupler (see sketch). In (a), (b), the incident THz field strength was approx.
7 kV/cm and a static bias voltage of Ubias = −30 V was applied to the tip. (c) Sketch:
change of the optical path length from configuration (a) to (b). (d) Electrooptic sampling
traces for the configurations in (a) and (b).
by a focused ion beam. Femtosecond near-infrared (NIR) pulses (duration 50 fs, center
wavelength 800 nm, repetition rate 1 kHz) from an amplified Ti:sapphire laser system
are used for the photoelectron emission from the nanostructure and the generation of
single-cycle THz transients. The THz transients are generated with the AC bias method
[74] by the major part of the NIR pulse energy (1.7 mJ combined energy in the fun-
damental and second harmonic of the NIR pulses) in a light-induced air-plasma, which
allows for a control of the incident field strength and the carrier-envelope phase. Focused
by a parabolic mirror of 2.54 cm focal length onto the tip apex, THz field strengths up
to 100 kV/cm can be reached in this setup. The present measurements employ incident
field strengths of 7 kV/cm.
A weak part of the NIR pulses (pulse energy approx. 60 nJ) is focused onto a gold
nanotip by a 15 cm lens to a focus of approx. 25 µm diameter, inducing photoelectron
emission either by direct apex excitation or via nanofocused SPPs created in a grat-
ing on the tip shaft [distance from the apex: 50 µm, cf. Fig. 7.1(b) and 7.1(c)]. The
precise focus position on the tip was identified by spatial scans, as in Ref. [59]. Most
efficient SPP excitation was found for illumination near the grating edge. Thus, we do
not observe any retardation of the plasmon velocity due to multiple scattering within or
transmission through the grating [167].
For both excitation conditions, the emitted electrons are streaked in a THz near-field,
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and the electron kinetic energy distributions as a function of relative THz-NIR pulse de-
lay are acquired with a time-of-flight spectrometer. As discussed in our previous work,
the resulting streaking spectrograms contain detailed information about the spatiotem-
poral electron dynamics in the near-field [15, 17, 43].
The recorded spectrograms are displayed in Fig. 7.2. In the graphs, increasing de-
lays correspond to the NIR pulse arriving later at the tip apex. The spectrogram in Fig.
7.2(a) is recorded with the NIR focus placed on the tip apex. To obtain the spectrogram
of plasmon-induced photoemission [cf. Fig. 7.2(b)], the NIR beam is instead directed
to the grating by tilting a mirror in about 40 cm distance from the focusing lens, hold-
ing the tip position constant. Both spectrograms exhibit the same overall shape and
share even fine details (e.g., the enhanced feature at minimum energy and the follow-
ing photocurrent suppression), which implies very similar conditions for the emission
and propagation of the photoelectrons. The narrow spectral width in both direct and
grating induced photoemission at negative delays implies that the emission process is
multiphoton photoemission in the perturbative regime, consistent with estimates of the
local field strengths. The spectrogram for grating excitation is shifted to negative delays
with respect to that for apex excitation, which implies that the external NIR path length
needs to be shortened in order to overlap the two pulses and access the same feature
in the THz transient. Thus, the delay shift from Fig. 7.2(a) to Fig. 7.2(b) primarily
represents the additional time required for the SPP wave packet to propagate from the
grating to the apex.
We determine the delay shift between the spectrograms in Figs. 7.2(a) and 7.2(b) to
∆tstreak = −146 fs by the maximum in their cross-correlation. The cross-correlation of
the electron yield is computed separately for each energy, and the overall delay shift
is found from an average of these values. To obtain the propagation time of the plas-
mon polaritons, we also need to take into account the change of optical path length
∆l due to the repositioning of the NIR focus from the optical grating to the apex [see
Fig. 7.2(c)]. The corresponding contribution ∆tl = ∆l/c0 = −27 fs is measured by
electro-optic sampling [cf. Fig. 7.2(d)], replacing the tip with a 500 µm thick ZnTe
crystal. Hence, the pure SPP propagation time, more specifically the group delay time,
amounts to ∆tSPP = −(∆tstreak + ∆tl) = 173 fs. For the 50 µm distance between the
optical grating and the tip apex, this corresponds to an average plasmon velocity of
96 % of the vacuum speed of light.
We simulated the propagation of SPPs along the tip shaft using an adiabatic model,
which describes the plasmon velocity as a function of the taper diameter [69, 71] (dielec-
tric constants from Ref. [168]). The results of the simulation are summarized in Fig. 7.3.
The taper radii along the tip shaft [cf. Fig. 7.3(a)] are extracted from the SEM image
in Fig. 7.1(a) to compute the local group velocity (solid blue) and propagation time
(solid red) of the plasmons propagating from the grating to the tip apex [Fig. 7.3(b)].
In the last few micrometers close to the apex, the decreasing taper radius influences the
dispersion relation, which leads to a deceleration of the SPP wave packet, but has only
67
Figure 7.3: Simulation results: (a)
Taper radius as a function of the
propagation distance starting from the
grating coupler (propagation distance
0µm) and ending at the apex (50µm).
The values are extracted from the SEM
image shown in Fig. 7.1. (b) Plasmon
velocity (blue, left scale) and propaga-
tion time (red, right scale) as a func-
tion of propagation distance (inciden-
t/SPP wavelength: 800 nm/780 nm).
(c) Propagation time from the grat-
ing to the apex for different excitation
wavelengths.
a marginal effect on the integrated group delay time. The simulated total propagation
time from the grating to the tip apex amounts to 184 fs [Figs. 7.3(b) and 7.3(c)], which
is in good agreement with our experimental results. The small difference most likely
stems from deviations in the effective NIR beam path length not accounted for by the
electrooptic sampling measurement, caused by, e.g., a minor relative tilt between the tip
surface and the ZnTe crystal. The angular precision of the tip alignment was approxi-
mately 2◦ corresponding to an error of 6 fs.
Figure 7.3(c) plots the dispersion of the plasmon group delay time, showing a decrease
with incident wavelength that corresponds to a group delay dispersion of 24 fs2 (chirp
of −0.0705 fs/nm) at 800 nm wavelength. In our experiment, the spectral density of the
excitation pulse has a full-width at half-maximum (FWHM) of 26 nm. For a bandwidth-
limited pulse, the increase of the pulse duration due to the group delay dispersion would
be less than 1 fs and is thus negligible.
In addition to the plasmon propagation, the streaking spectrograms give information on
the influence of the plasmonic excitation on the electron distribution in the gold apex of
the tip. The flat horizontal feature at higher energies and negative delays in Figs. 7.2(a)
and 7.2(b) arises from THz-induced hot-electron tunneling [17]. The decay of this tun-
neling signal for negative delays signifies the evolution of the hot electron temperature
in the apex region. The almost identical tunneling signal for both excitation conditions
implies very similar electron dynamics for both types of excitation.
In conclusion, we employed THz streaking to measure the group delay time of SPPs upon
nanofocusing. Generally, the experimental approach yields access to the relaxation of hot
carrier distributions, SPP propagation times and dispersion, and the duration of photo-
electron pulses, key features in the application of plasmonic nanotapers for time-resolved
electron imaging. In the future, THz streaking can be used to study spatiotemporal field
evolutions and carrier dynamics also in other structures, such as double-ended optical
antennae or plasmonic nanoarrays, mapping SPP propagation with nanometer spatial
and femtosecond temporal resolution.
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Chapter 8
Discussion
In the preceding Chapters, THz streaking is introduced as a versatile means for the
spatiotemporal study of optically-induced near-fields and for the control of femtosecond
electron pulses. In combination with a static bias, the THz near-field allows for the
energetic reshaping of electron energy spectra and a manipulation of the electron pulse
in phase space. THz streaking facilitates the analysis of plasmon dynamics and of
plasmon-induced heating of the tip apex.
In this Chapter, the main results of this thesis are briefly summarized, and an outlook
to future research topics related to THz streaking on nanostructures is given. Ideas for
the application of THz near-field streaking in electron microscopy, prospects for future
experiments and additional simulations are discussed.
8.1 Summary: Aspects of THz streaking at metal nanotapers
The two publications reprinted in the Chapters 6 and 7 represent core results of this
thesis, focusing on different aspects of THz streaking at metal nanotapers.
Chapter 6 presents a detailed analysis of a series of spectrograms recorded at different
bias voltages, complemented by numerical simulations of the spectrograms, the electron
trajectories in the near-field, and the temporal evolution of the phase space density dis-
tribution.
A static voltage applied to the tip acts as an independent control handle of the electron
dynamics in the THz near-field. The negative bias allows for electron emission also at
positive THz field strengths and electron energies below the bias energy.
The effect of the external bias on the streaking spectrograms observed in the experi-
ments is reproduced by simulations, which are determined by three input parameters:
the surface field strength of the THz field and the static field, and a joint field decay
length, assuming a dipolar field decay for both components. From the simulations, the
characteristic parameter values of the THz near-field and the static field are extracted.
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Figure 8.1: Experimental setup and beam characteristics of the Go¨ttingen UTEM. (a)
Sketch of the UTEM beam path. (b) For the implementation of time-resolved electron
microscopy, a column of a JEOL JEM-2100F in combination with a Schottky emitter (c)
is used. (d) The focused electron beam has a FWHM of 89 pm. (e) Energy width and (f)
duration of the electron beam after the acceleration by a voltage of 200 kV (Figure taken
from Ref. [84], c©Elsevier).
In specific emission phases, the simulated electron trajectories exhibit a caustic transfer
function from the initial electron energy directly after the emission to the final energy
of the electrons after leaving the near-field. For these emission phases, the temporal
evolution of the phase space density distribution is evaluated, revealing a varying phase
space volume of the electron pulse enabled by the spatiotemporal inhomogeneity of the
THz near-field.
Within the course of the work, an analytic model is introduced to illustrate the effect of
the bias voltage on the electron trajectories.
These findings build a foundation to optimize electron pulses for future applications by
manipulating the electron trajectories and by reshaping the phase space density distri-
bution.
The second study, presented in Chap. 7, employs THz streaking on plasmonic nan-
otapers to measure the plasmon propagation time from a grating coupler to the tip
apex. The experimentally determined propagation time is in agreement with results
from numerical computations. These simulations are based on a model for adiabatic
nanofocusing that describes the plasmon velocity as a function of the tip diameter.
THz streaking at plasmonic nanotapers can measure the plasmon-induced temperature
increase at the tip apex (cf. Appendix B, Sec. B.4.2) and the energy dispersion of the
plasmon. Also in this experiment, the THz field can be exploited for the control of
electron pulses on the nanoscale.
Further topics of streaking on plasmonic nanotapers are discussed in Sec. 8.3.3.
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8.2 Application of THz streaking in time-resolved electron mi-
croscopy
In time-resolved electron microscopy, electron pulses are usually manipulated by bunch-
ing or deflection of the electron beam. Bunching of the electron beam shapes the energy
spectrum of the electron pulse by a time-dependent electric field directed in parallel to
the electron trajectories. A deflection of the electron beam by an electric field pointing
in an orthogonal direction to the electron beam path induces a spatial energy chirp that
allows for the selection of electrons with a specific energy by an aperture. The phase
space volume of the pulse can be reduced at the cost of electron losses, caused by aper-
tures blocking the unwanted parts of the beam (see, e.g., Ref. [169]). With these tools
at hand, pulse durations in the sub-picosecond range could be reached already in 1977
by T. Hosokawa, H. Fujioka and K. Ura [170].
In Chapter. 6, the application of THz streaking for the control of electron pulses in
time-resolved electron microscopy and diffraction experiments was suggested. In this
section, the possibilities to implement THz streaking for the reshaping of electron pulses
are discussed exemplary for an ultrafast transmission electron microscope (UTEM). The
following considerations refer specifically to the UTEM setup employed in Go¨ttingen (cf.
Fig. 8.1 and Ref. [84]), but should be easily transferable to other systems.
In the Go¨ttingen UTEM, electron pulses are emitted from a nanoscale emitter tip by
femtosecond laser pulses with 400 nm wavelength. The electrons are accelerated by a
voltage of 120 - 200 kV to 60 - 70 % of the speed of light. The electron pulses typically
contain about one electron per pulse, and the pulse duration of the accumulated electron
pulses is in the sub-picosecond range. So far, the shortest measured pulse duration at
the sample is about 200 fs (FWHM), which is substantially longer than the emission
laser pulse duration (≈ 50 fs). To improve the temporal resolution of the UTEM for the
access to ultrafast electronic processes on the femtosecond scale, shorter pulse durations
are required.
In the system in Go¨ttingen, THz streaking can be applied mainly in two parts of the
setup: Either directly at the tip apex by a THz beam co-propagating with the laser
beam, similarly to the experiments demonstrated in this thesis, or the electron beam
can be modified after the acceleration, e.g., by a THz resonator resembling the scheme
presented by C. Kealhofer et al. in Ref. [14]. In the following, the two possibilities are
compared with respect to their applicability in the setup. A general overview of the
light-induced manipulation of electron pulses is given by E. Jones et al. in Ref. [171].
Besides the generation of ultrashort pulses for electron microscopy, diffraction and spec-
troscopy (e.g., time-resolved EELS [172]), optical control of electron pulses also can be
used for linear accelerators (e.g., [121, 173, 174]).
72 Chapter 8. Discussion
Energy 
compression
Initial energy E0
Fi
na
l e
ne
rg
y 
E e
nd
Field-driven 
electron dynamics
"Pre-chirp"
E
t
E E
E E
E E
t
t
t
t
tt
(a) (b) At the emission time After the near-field At the sample
E
t
E
t
Energy 
compression
"Pre-chirp"
Without THz
field
Energy
Ti
m
e 
de
la
y
Figure 8.2: Exemplary options of electron pulse compression directly at the emitter.
(a) Sketch of a caustic energy transfer function from initial energies directly after pho-
toemission to the energy after acceleration in the THz near-field and the field of the static
bias. (b) Energy dispersion of the electron pulse upon propagation using a square-shaped
initial energy distribution as an example. Green: Without THz pulse. Red: A compression
of the energy distribution in the THz near-field suppresses the dispersive stretching of the
pulse. Black: A “Pre-chirp” induced by the THz transient compensates for the dispersion.
8.2.1 THz streaking at the emitter
The reshaping of the electron pulses directly at the emitter is a straight-forward appli-
cation of THz streaking at metal nanotips. In particular, the results of our study of
the electron trajectories and the phase space density distribution presented in Chap. 6
can be harnessed for the compression of the energy spectra and the minimization of the
phase space volume to reduce the electron pulse duration.
The emitter tip employed in the TEM has a larger radius of curvature (about 130 nm)
than the tapers used in the present streaking experiments. Thus, a lower field enhance-
ment and more pronounced caustic trajectories are expected, facilitating access to the
phase space volume of the electron pulse.
The simplest approach is to employ streaking in a THz phase that causes caustic tra-
jectories and use only electrons with energies close to the caustic (cf. Fig. 8.2(a), red
box). Due to the spectral confinement, the dispersive stretching of the electron pulse
during the propagation is reduced (cf. Fig. 8.2(b), red).
Besides a compression of the energy spectra, an energetic “pre-chirp” of the electron
pulses also reduces the pulse duration at the sample, i.e., the electrons with a higher
kinetic energy leave the THz near-field after the lower energetic electrons in such a way
that the electron pulses are temporally confined to the minimum in the sample plane (cf.
Fig. 8.2(b), black). Such electron trajectories are found for initial energies smaller than
the initial energy of the caustic (cf. Fig. 8.2(a), black box). This approach resembles
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the compression scheme in optical resonator cavities as discussed below.
In ultrafast electron microscopy, a compression of the phase space density distribution
is always advantageous, since it suppresses the dispersive energy spread, and the pulse
duration is reduced below the original pulse duration. However, in conservative fields,
the phase space volume of the electron pulse is preserved for a constant number of elec-
trons (Liouville theorem, Ref. [175]). Thus, a significant reduction of the phase space
volume always corresponds to large electron losses. In contrast, THz near-field streaking
of low energy electrons allows for a control of the phase space volume while preserving
the number of electrons (cf. Chap. 6, Fig. 6.9), which is enabled by a non-conservative
acceleration of the electron pulses in the spatiotemporally varying near-field.
The phase space volume of the electron pulse is ultimately limited by the Heisenberg
uncertainty relation and depends on the number of electrons per pulse as discussed, e.g.,
by J. Portman et al. in Ref. [176] or by A.H. Zewail and J.M Thomas in Ref. [169].
8.2.2 THz streaking after the acceleration unit
Figure 8.3: Phase space density evolution for the
temporal compression of an electron pulse in an
optical resonator (Figure taken from Ref. [13]).
To compress electron pulses below the
original pulse duration, temporarily vary-
ing electric fields are required [13]. Elec-
tron pulses with high kinetic energies E up
to several MeV can be temporally com-
pressed by optical resonators using ra-
dio wave, micro wave or THz frequen-
cies (see, e.g., Refs. [13, 101, 177]). In
these resonator cavities, an energetic chirp
∆E is imprinted onto the electron pulse
that compensates for the dispersive energy
spread at the sample. The temporal com-
pression of the electron pulse comes at the
cost of an energy spread. The phase space
volume of the electron pulse is approx-
imately conserved while passing through
the cavity (cf. Fig. 8.3) because the en-
ergy change in the cavity is small com-
pared to the electron velocity, i.e., ∆E/E is small and the time in the cavity field is
nearly the same for all electrons in the pulse.
After the acceleration of the electrons to an energy of 120 - 200 keV in the Go¨ttingen
UTEM, the electron pulses could be temporally compressed by a THz resonator follow-
ing a scheme introduced by C. Kealhofer et al. (cf. Fig. 8.4). This method is based on
a near-field induced at an aperture that acts as a resonator. When the electrons pass
74 Chapter 8. Discussion
Figure 8.4: Sketch of the experimental setup implemented by Kealhofer et al. (Reprinted
with permission from AAAS). From [14]. Reprinted with permission from AAAS.).
through the aperture, they are accelerated by the near-field, and their individual energy
gain depends on the instant in which they enter the field. This time-dependent energy
gain compensates for the energy dispersion upon propagation.
To access the phase space volume of the electron pulses, the pulse duration (or the
spatial extent of the pulse) has to change during the propagation in the cavity. For a
compression in phase space, the pulse duration has to decrease significantly in the mi-
crowave cavity, which could be enabled by a large temporal gradient of the field. These
conditions can be reached in principle by increasing either the THz field strength or the
resonator frequency has to be changed. For relativistic electrons, this project would be
rather challenging since the conditions had to be changed quite significantly to access
the phase space. It has to be considered that the complete electron pulse has to pass
the aperture during the linear part of the sinusoidal field gradient, which sets an upper
limit to the frequency.
An advantage of modifying the electrons after the acceleration stage is a suppression of
the Coulomb effect that plays only a minor role on the short time scales of the temporal
focusing of the electron pulse at the sample. In contrast, the reshaping of electron pulses
directly at the emitter facilitates a compression of the phase space volume, but the qual-
ity of the electron pulses might be affected upon propagation by Coulomb repulsion in
the case one uses more than one electron per pulse.
8.3 Experimental aspects
In this section, a number of additional experiments are proposed that complement and
continue the work presented in this thesis. Ideas for experimental studies discussed in
the following are
• the effect of the streaking frequency on the compression of electron pulses,
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Figure 8.5: Simulation of streaking spectrograms at - 100 V bias voltage for 1.2 THz (a)
and 60 THz (b) for the near-field parameter values used in Chap. 6. The energy resolution
of the TOF is taken into account assuming a drift voltage of -70 V. Please note the different
scales on the axes in (a) and (b).
• the relaxation of the NIR-induced hot electron distribution for a large variety of
experimental conditions
• additional aspects of THz streaking on plasmonic nanotapers,
• the systematic analysis of the antenna response of the nanotip.
Besides the pure knowledge gain, the findings of these studies will help to optimize
near-field driven electron pulse control.
8.3.1 Changing the streaking frequency
In our streaking experiments, the electron pulses are emitted by femtosecond NIR pulses
and accelerated by THz transients. The combination of the frequencies, in this case in
the NIR and the THz frequency range, determines the shape of the resulting spectro-
grams. For example, streaking measurements employing attosecond pulses in the XUV
range for the emission process and NIR pulses to influence the electron trajectories,
exhibit completely different electron dynamics [127, 166]. Changing the frequency can
improve the capability of the streaking pulse to reshape the electron energy spectra.
For the application in time-resolved electron-probe techniques, the energy compression
of electron pulses is desired to avoid a dispersive stretching of the pulses. The optimum
compression is reached for a caustic transfer function from the initial electron energy
to the final electron energy, i.e., different initial energies are mapped onto a common
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final energy (cf. Chap. 6). Such an energy transfer function is reached if the electrons
with the initially lowest kinetic energy gain more energy in the THz near-field than the
originally faster electrons, e.g., at both sides of the photocurrent suppressed interval in
the spectrograms presented in Chap. 6. In THz streaking, caustic trajectories appear
more pronounced for lower field strengths and longer field decay lengths.
Longer wavelengths facilitate field-driven dynamics and suppress a reshaping of the elec-
tron energy. Shorter wavelengths, e.g., in the mid-infrared range, enhance propagation
effects that lead to caustic behavior because the temporal gradient of the electric field
at the metal surface is usually much larger than in the THz range (also depending on
the local intensity). In this section, the possibility of near-field streaking in the mid-IR
spectral range is discussed.
For the experimental implementation, phase-stable IR pulses are required. These can
be generated using a dual optical parametric amplifier (OPA), e.g., the “TOPAS twins”
from LIGHT CONVERSION, which holds two separately controllable beam paths with
wavelengths in the range of 1160 µm to 2600 µm. The two beam paths both use the
same white light source. Hence, the phases of the output beams are locked to each
other, which allows for the generation of phase-stable difference frequency pulses, e.g.,
in GaSe. A detection of the carrier-envelope phase would be possible, e.g. by employing
a scheme developed by C. Manzoni et al. in Ref. [178].
For mid-IR radiation, the duration of an optical cycle is in the range of 10 fs (3 µm)
to 166 fs (50 µm). In streaking experiments, the pulse duration of the emission pulse
should be short in comparison to the period of the streaking pulse. Thus, the duration of
the NIR pulses (50 fs) used in the THz streaking experiments is too long for streaking in
the mid-IR range and would have to be temporally compressed, e.g., by using a quartz
crystal for self-phase modulation and a chirped mirror for dispersion control [179].
The experimental outcome of near-field streaking in the mid-IR range can be estimated
by simulations. Figure 8.5 (a) depicts a streaking simulation for the THz frequency used
in the experiments (1.2 THz) with the parameter values optimized for the spectrograms
in Chap. 6. In Fig. 8.5 (b), the same values are used in combination with a streaking
frequency of 60 THz corresponding to a wavelength of 5 µm. The two spectrograms
look entirely different: The mid-IR spectrogram exhibits a less pronounced energy mod-
ulation and a strong spectral reshaping including an energy compression of the electron
pulses, partially concealed by the energy resolution of the TOF spectrometer, which is
included in the simulations. Note that the simulations in Fig. 8.5 (b) do not account
for photoemission by the mid-IR beam.
Employing the same parameter values for the surface field strength and the spatial field
decay as in the THz range shows the influence of the wavelength on the electron dy-
namics. The values in the real experiment are expected to differ from the THz to the
mid-IR range, and the differences can be studied experimentally, providing information
also about the nanotip antenna response for a broad range of frequencies.
For the application of electron pulse control via optical streaking, the local intensity
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should be estimated to select the optimal streaking frequency, considering also the ex-
pected electron velocity. Mid-IR frequencies could be an interesting option under exper-
imental conditions similar to those found in the THz streaking experiments.
8.3.2 THz tunneling at high intensities
So far, we investigated THz tunneling for a relatively small range of NIR and THz
intensities. Commonalities among our measured spectrograms are:
• The tunneling electrons stem from energy levels close to the Fermi-energy, indi-
cated by the energy gap between the maximum of the streaking trace and the
maximum energy of the tunneling electrons that corresponds to the work function
as discussed in Ref. [17].
• The NIR intensity is far below the destruction limit to prevent a degradation of
the tip that causes typically a change of the photocurrent and of the streaking
trace.
These measurements can be reproduced by simulations employing the two-temperature
model. The resulting temperatures are usually in the range of 1000 - 2000 K. In one
of our previous studies [17], we investigated the tunneling contribution in a series of
spectrograms recorded at different THz field strengths in a moderate range and observed
an enhancement of the THz-induced photocurrent upon increasing the field strength.
For both an increase of the NIR and the THz field strength, more tunneling electrons
are emitted, and the measurements could be affected by space charge effects. If both
intensities are moderately enhanced, it can be expected that the overall tunneling current
and the decay time increase. In our simulations, a high electron temperature caused by
intense NIR pulses leads to a tunneling emission from higher energies in the metal (see
Appendix B, Sec. B.4.3), if the THz field strength is not increased simultaneously.
In case the electrons are tunneling from energies closer to the vacuum level, the image
charge effect starts to play a role for the tunneling probability and the electron trajectory.
For high electron temperatures and THz field strengths, the photocurrent decay can
be expected to deviate from the simplified two-temperature model in our simulations,
especially close to the damage threshold of the tip. For example, the spatial distribution
of the electron temperature, neglected in our simulations, might influence the temporal
decay of the tunneling current.
The most interesting region to study in the spectrograms is directly after the NIR
excitation at the maximum of the electron temperature, where the energy maximum
of the streaking trace is superposed with the tunneling current. Here, also combined
processes, e.g., the THz-induced tunneling of an electron that absorbed a NIR photon,
could be observed. If the temporal resolution of the spectrograms, governed by the
duration of the NIR pulses, is increased, the measurements could reveal time-resolved
information about the non-thermal NIR-excitation of the electron system.
78 Chapter 8. Discussion
A study of the tunneling current under these extreme conditions can contribute to a
characterization of the heat transport in nanotapers.
For example, if we employ a high THz field strength without additional NIR excitation
on a sharp nanotip, in some cases we observe an extremely high photocurrent a few
seconds after opening the beam. Here, it can be assumed that the THz pulses transfer
energy to the tip in an cumulative process.
8.3.3 Prospects of THz streaking on plasmonic nanotapers
In Chapter 7, THz streaking at plasmonic nanotapers was demonstrated and applied to
measure the propagation time of the plasmons along the tip shaft. Besides the plasmon
propagation velocity, THz streaking on plasmonic nanotapers reveals additional informa-
tion about the processes during the plasmon propagation. In Chap. 7, a measurement
of the electron temperature at the apex and the duration of the emitted electron pulse
was suggested. The relaxation of the NIR-induced hot-carrier distribution is simulated
in Appendix B, Sec. B.4. In Chapter 7, the duration of the electron pulse appears
equal for direct apex excitation and plasmon-induced electron emission. To resolve
plasmon-induced changes of the electron pulse duration, a decrease of the excitation
pulse duration or an increase of the propagation path length in comparison to the ex-
periments in Chap. 7 are required.
The investigation of the plasmon propagation for different apex radii and tip opening
angles complementing previous studies on plasmon propagation [60, 61, 157] would be
a natural sequel to the study in Chap. 7. In this Section, two further project ideas will
be introduced, namely the excitation of plasmonic nanotapers by multiple frequencies
and the measurement of plasmon-induced changes of the tip shape.
Plasmon excitation for two different frequencies
Figure 8.6: Sketch of plas-
mon excitation at a metal
nanotip using two different
excitation frequencies
Plasmonic nanofocusing allows for an isolated nanometric elec-
tron or light source on a nanotip apex applicable, e.g., in scan-
ning probe-techniques to avoid far-field background radiation.
In our experiments, the THz near-field was generated by focus-
ing the THz beam directly onto the tip apex. For some exper-
imental applications, the macroscopic THz focus surrounding
the apex might be unfavorable.
For future experiments, a plasmonic in-coupling also of the
long wavelength streaking pulse could circumvent this issue
(see Fig. 8.6). For the experimental implementation, the focus diameter of the THz
pulse in the range of several hundreds of micrometers has to be considered. Hence, the
excitation of a THz mode (Sommerfeld-Zenneck wave, cf. Fig. 4.2 in Chap. 4 and, e.g.,
Ref. [180]) has to take place in a sufficient distance from the tip apex. The shape of the
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resulting streaking trace shows the long-wavelength plasmon arriving at the tip apex in
a phase-resolved manner.
Employing two plasmon pulses of more similar wavelength with variable delay enables
cross-correlation measurements that could reveal the temporal structure of the plasmon
pulses as demonstrated in Ref. [148] and create complex electron trajectories.
Measuring changes of the propagation distance
According to experimental observations of B. Schro¨der (work within SFB-1073, Project
C4, see also Ref. [181]), who employs plasmonic nanotapers in scanning tunneling mi-
croscopy, a nanotip expands due to plasmonic excitation by several hundreds of nanome-
ter, depending on the NIR intensity at the grating. This effect was also described, e.g.,
by Grafstro¨m et al. [182] and Boneberg et al. [183]. 100 nm correspond to about 0.3 fs
for propagation with the speed of light, so the expected effect is at the resolution limit
of our setup. It can be assumed that the effect is mainly due to an expansion of the
apex region, where the adiabatic approximation does not apply. In this region, the
propagation velocity of the plasmon is reduced far below the speed of light and thus,
small changes in the propagation distance appear more pronounced. Therefore, changes
of the delay shift between apex and grating excitation cannot be translated directly to
a specific propagation velocity and distance.
Possible NIR-induced changes of the delay shift in the spectrograms could be related
to an electron temperature. So far, the spatial distribution of the electron temperature
is neglected in the simulations. A spatial expansion of the nanotip arises from local
changes of the lattice constant and the phonon temperature. From previous studies
[17], it is known that the cooling of a hot carrier distribution in a nanotip is delayed
in comparison to planar surfaces, presumably due to the limited possibilities of energy
spread in a confined structure. THz streaking at plasmonic nanotapers could offer an
opportunity to gain more information about the spatial energy distribution in a nan-
otip.
The increase of the tip length as a function of the energy deposition by the incident
NIR pulse could be investigated for different tip shapes in B. Schro¨der’s experiment and
compared to the results obtained by THz streaking.
8.3.4 The antenna response as a function of tip radius and opening angle
In our experiments, the main optical cycle of the THz transient is usually in good
agreement with the electro-optic sampling measurements. After the main optical cycle,
oscillations often occur in the streaking spectrograms that appear less pronounced or
different in the electro-optic sampling measurements. These oscillations are not repro-
ducible by simulations taking the electro-optic sampling measurements as an incident
field. Deviations between the local incident field and the electro-optic sampling trace
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might stem from the spatial averaging over the NIR focus or the spectral limitations of
measurements in ZnTe and it can be expected that antenna effects will play an addi-
tional role [24, 25].
The approach in Refs. [24, 25] to describe the antenna response as RLC circuit offers
a practical model to characterize the response of individual nanotips. However, it does
not allow for predictions of the near-field from the shape and the material of the tip to
the near-field.
In our experimental setup, the antenna response of metal nanotips can be easily in-
vestigated employing a streaking spectrogram at a high bias voltage as a measure for
the near-field. Using a set of tips with different opening angles and apex curvature for
streaking spectrograms recorded exactly at the same position defined by the NIR spot
position allows separating effects arising from the tip shape from electro-optic sampling
measurement artefacts.
Variations of the tip material, e.g., using semiconductor materials or metallic alloys could
lead to near-field responses, deviating from those already observed. A conical nanotaper
in the THz focus can be considered as a semi-infinite antenna rod. Interrupting the long,
conducting wire a few micrometers behind the apex might change the antenna response
significantly. Changes in the conductivity affecting the antenna response of the tip can
also originate from grain boundaries close to the apex region of the tip. In this context,
the impact of the annealing process could be systematically analyzed in our experiment.
Using streaking spectrograms recorded at different NIR spot positions, effects arising
from a spatial averaging in the electro-optic sampling measurements can be distinguished
from antenna effects. From test measurements used to optimize the NIR spot position,
we know that the shape of the streaking trace is highly sensitive to the tip position
within the THz focus.
8.4 Future simulations
In the following, two ideas on how to extend the presented simulations are discussed:
an iterative algorithm that automatically determines the local THz field without any
additional input from electro-optic sampling measurements or the streaking spectrogram
itself and the inclusion of the NIR influence on the electron trajectories. Both suggestions
are computationally relatively expensive and should be only applied if the present state
of the simulations does not lead to satisfying results.
Further projects could be the evaluation of the electron pulses in energy and time in
analogy to the phase space density. The view of the electron pulse in energy and time
diagrams could be used to prepare for the experimental implementation of THz-driven
pulse control in a UTEM.
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8.4.1 Iterative extraction of the THz near-field transient
Up to now, the local THz transient is emulated in the simulations by a superposition of
the electro-optic sampling measurements and a field-driven streaking trace, if available.
The THz field at the position of the tip might deviate from the electro-optic sampling
trace that shows the spatially averaged streaking field strength within the NIR focus.
Also, the antenna response could affect the spectrum of the THz near-field. Thus, a
field-driven streaking trace is always preferable in comparison to electro-optic sampling
measurements. However, usually, the streaking trace does not cover the THz field in all
phases and the electron kinetic energy does not exactly follow the electric field in phases
of lower field strength.
Optimal simulations would use the THz near-field transient to compute the electron tra-
jectories. The streaking spectrograms are unambiguously related to the optical driving
field taking into account the tunneling contribution. Thus, in principle, it is not required
to assume a specific incident THz transient to simulate the streaking spectrograms and
the simulation can be used to determine the temporal evolution of the THz field. An
algorithm to extract the THz near-field from the simulations has to compare the com-
putations in each step with the measurement results and optimize the agreement by a
variation of the near-field parameters.
8.4.2 Influence of the 800 nm pulse on the electron trajectories
For short THz field decay lengths and high NIR intensities, ponderomotive oscillations
driven by the NIR field will presumably influence the streaking spectrograms. In princi-
ple, these oscillations can be included in the simulations. However, considering the NIR
influence on the electron trajectories will significantly increase the computation time of
the simulations. The NIR pulses are not phase-stable, so the trajectories have to be
computed for every delay for a sufficient number of NIR carrier-envelope phases, which
will multiply the computing time required for one spectrogram by the number of NIR
phases. Depending on the carrier-envelope phase, the NIR pulse increases or decreases
the propagation time of the electron in the near-field. Hence, a broadening of the energy
spectra can be expected.
In case of a significant influence of the NIR field on the electron trajectories, the simu-
lations might be used to estimate the NIR field strengths.
8.5 Conclusions
In this thesis about THz streaking at metal nanotips, the complex photoelectron trajec-
tories and the temporal evolution of the electron pulse in phase space were investigated
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using a static bias as an additional control handle for the electron dynamics. THz streak-
ing was applied to plasmonic nanotapers for a measurement of the plasmon propagation
velocity. In this Section, a number of additional topics in the context of THz streaking
were discussed, illustrating the complexity and versatility of THz streaking.
Appendix A
Abbreviations and symbols
Abbreviations
AC Alternating current
BBO Barium borate
CEP Carier-envelope phase
EELS Electron energy loss spectroscopy
EOS Electro-optic sampling
eV Electron volt
FWHM Full width at half maximum
fs Femtosecond
GaP Gallium phosphide
GaSe Gallium selenide
GHz Gigahertz
kHz Kilohertz
kV Kilovolt
MCP Micro-channel plate
mm Millimeter
µm Micrometer
ND Neutral density
NIR Near-infrared
nm Nanometer
ns Nanosecond
PHz Petahertz
SPP Surface plasmon polariton
THz Terahertz
TOF Time-of-flight spectrometer
W Watt
ZnTe Zink telluride
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Symbols
A Vector potential
A0 Richardson coefficient
a Grating period
amax Maximum amplitude
an Scaling factor of the photon order
C Capacity
Ce Electron heat capacity
Cl Lattice heat capacity
c0 Vacuum speed of light
~D Displacement
d Field decay length
dz Tip sample distance
E Energy
E0 Initial energy of the electrons
Eend Final energy of the electrons
EF Fermi energy
Emax Maximum energy in the streaking trace
Emin Minimum energy in the streaking trace
Eon Onset energy in the streaking trace
Epot Potential energy
e Elementary charge
G Electron phonon coupling factor
g Grating constant
F Electric field
F 0stat Static surface electric field
F 1stat Homogeneous component of the static electric field
F 0THz THz surface electric field
I Intensity
J Photocurrent density
Ke Electron thermal conductivity
Kl Lattice thermal conductivity
~k Wave vector
kb Boltzmann constant
kcal Calibration constant
kf Field factor
L Inductance
l Crystal thickness
lf Half-decay length of the field
lq Quiver amplitude
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m Diffraction order
me Electron mass
np Plasmon refractive index
n Natural number
n1, n2 Material constant for metal
ne Number of electrons per unit volume
ng Group refractive index
P Power
~P Polarization
Pdiss Dissipated power
Pinc Incident power
p Momentum
S Source term in the two-temperature model
s(t) Trajectory
sprop Propagation length
R Resistance
r Taper radius
r0 Radius of a nanostructure
T Temperature
Te Electron temperature
Tl Lattice temperature
t Time
t0 Emission time
U Voltage
Ubias Bias voltage
vg Group velocity
Z0 Vacuum impedance
β Plasmon wave vector
ε Permittivity
ε0 Vacuum permittivity
εd Permittivity in dielectric
εm Permittivity in metal
ε∞ Permittivity for infinite frequency
γ Keldysh parameter
γd Damping constant
γE Euler Mascheroni constant
δ Adiabaticity constant
~ Planck constant
λ Wavelength
λeff Effective wavelength
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λp Plasma wavelength
ω Angular frequency
ωp Plasma frequency
ωspp Surface plasmon frequency
Φ Work function
Φeff Effective work function
ρ Phase space density
% Reflectance
τe Relaxation time of the free electron gas
Θ Heaviside function
r, φ, z Cylindrical coordinates
r, φ, θ Spherical coodinates
x, y, z Cartesian space coordinates
Appendix B
Simulations
Simulating streaking spectrograms allows for an in-depth analysis of the experimental
results as discussed in Chap. 6. In the following, the structure of the simulations is ex-
plained, the capabilities of the numerical computations are examined, and information
on additional aspects is provided, e.g., on the tunneling contribution in the spectro-
grams.
Both the streaking and tunneling spectra are simulated in two steps: First, the mul-
tiphoton or tunneling emission process is emulated and second, the propagation of the
electrons is calculated in the THz near-field and the electric field of a static bias applied
to the tip.
The NIR- and THz-induced photoemission processes are separately computed. If both
pulses are temporally overlapping, in principle, mixed processes are possible. They are
expected to occur only in a very small delay range and are neglected in the numerical
model. The simulations also do not consider the Coulomb repulsion that plays a role
for pulses with many electrons. In the present studies, the pulses contain a very small
number of electrons, and the influence of the Coulomb effect on the propagating elec-
trons is negligible.
The simulations describe the streaking experiment reduced to one dimension along the
spatial axis that is collinear with the tip and the spectrometer axis. For most of the
spectrograms, the results of the one-dimensional model are in good agreement with the
measurements.
B.1 Simulation of the emission process
To describe the multiphoton emission process, we employ the Fowler-DuBridge model
(cf. Sec. 2.2.3 ), which is based on the Sommerfeld model of a Fermi-distributed free
electron gas. In this model, the density of states is independent of the electron energy.
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Figure B.1: Simulation of the photoemission using the Fowler-DuBridge model to re-
produce the measurement presented in Chap. 6 at Ubias = −100 V. (a) Photocurrent
for each photon order as a function of delay. (b) Initial kinetic energy distribution of the
photoelectrons directly after the emission. (c) Simulated photoemission in comparison to
the measured photocurrent. Deviations between simulation and experiment at ≈ 1.3 ps
originate from electron propagation back to the tip. This is not captured in the calculated
photocurrent because the propagation is not considered, here.
The number of electrons ne per unit volume as a function of the velocity ~v = (vx, vy, vz)
is given by [38, p. 7]
ne(vx, vy, vz)dvxdvydvz = 2
(me
h
)3 dvxdvydvz
e[
1
2
me(v2x+v2y+v2z)−EF ]/kbT + 1
. (B.1)
Here, me is the electron mass, h is the Planck constant, EF the Fermi level, kb the
Boltzmann constant and T the temperature of the electron system. For one-dimensional
emission, only the energy component in the emission direction is taken into account [38,
p. 8]:
ne(vz)dvz =
4pikbT
me
(me
h
)3
ln
(
1 + e(EF−mev
2
z/2)/kbT
)
dvz. (B.2)
For the emission of an electron, the combined photon energy of multiple photons has to
be larger than the energy difference between the electron energy and the vacuum level:
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mev
2
z
2
+ n~ω ≥ Φ + EF . (B.3)
To take the Schottky effect into account, the work function Φ in Eqn. B.3 is replaced
by the effective work function Φeff = Φ −
√
e3F0/4piε0 (cf. Sec. 2.2.1). The electron
energy component E0 in z-direction after the emission process is given by:
E0 =
mv2z
2
+ n~ω − (Φeff + EF ) . (B.4)
In the simulations, E0 is the initial kinetic energy of the photoelectrons before propa-
gation in the electric field surrounding the tip apex. The number of electrons with the
respective energy is taken from Eqn. B.2.
This approach is implemented for different photon orders. Figure B.1(a) depicts the
photocurrent for each photon order separately. As described in Sec. 2.2.3 and Eqn. 2.17,
the photocurrent scales with the photon order n and the factor an.
For the scaling factor an of the photon order, no applicable values are available in liter-
ature. The scaling factor depends on the material and on a number of different physical
effects not taken into account in the Fowler DuBridge model, e.g., the reflection of
electrons at the surface barrier, scattering of the electrons inside the metal, etc. [38].
Therefore, the factor an is obtained by a fit.
The main approximations in the simulations are the assumption of a work function for
gold and the Sommerfeld model for the electron distribution.
The accurate work function of the metal, determined by the emission facet, and the
distribution of the electrons ne(vz) depends on the spatial orientation of the metal unit
cell in the tip apex, which is unknown in the experiments. Hence, using an average work
function of gold is an adequate first approximation. In future, the our experiment might
be used for a more accurate measurement of the work function of the individual gold
nanotapers. Despite its simplicity, the Sommerfeld model leads to satisfactory results
reproducing the measurements. Thus, a more sophisticated approach is not required.
The lowering of the work function due to the Schottky effect is determined by the surface
electric field, which depends on the assumed spatial decay function of the electric field
discussed in Sec. B.2. Interestingly, the experimental photocurrent cannot be repro-
duced employing just one photon order. The simulation of the Schottky effect indicates
that for the largest negative field strength, the photon order is lowered from four to three.
Including both photon orders allows for a reproduction of the experimental values as
depicted in Figure B.1(c). The resulting initial energy spectra are shown in Fig. B.1(b),
exhibiting higher initial energies at the maxima of the photocurrent.
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Figure B.2: Simulation of the spectrogram shown in Fig. 6.2(b) using different decay
functions. The parameter values are given in Tab. B.1. (a) Dipolar decay as used in Chap.
6. (b) Quadrupolar decay. (c) Hexapolar decay.
B.2 Simulation of the electron trajectories
The electrons in the initial energy spectrum from multiphoton photoemission (cf. Sec. B.1)
are propagated in the electric field of the static bias voltage. The electron motion driven
by the THz transient and the static bias is described by the following set of equations
of motion:
dz(t)
dt
= vz(t); (B.5)
dvz(t)
dt
=
e
me
F (z, t). (B.6)
To compute the trajectories, the differential equations are solved using the Runge-Kutta
algorithm provided by MATLAB.
The trajectories are computed until the electrons reach the detector in 3 mm distance
from the tip, the propagation time exceeds a maximum value or the electrons touch the
tip surface a second time after their emission (Fig. 6.4(b)), i.e., rescattering of electrons
[45, 184] is not considered. The current simulations reproduce the measurements, and
a contribution of rescattered electrons to the spectrograms is not observed.
The electric field F (z, t) near the nanotip is emulated as a superposition of the THz
electric field and the field of the static bias. As discussed in Chap. 6, the THz field is
described by a purely dipolar spatial decay, and its temporal evolution is approximated
by an assembly of the incident field and the kinetic energy trace for a high bias voltage
(see Chap. 6, Fig. 6.8(e)). The static field employed in the simulations contains a dipolar
term with a decay length equal to the THz field decay length and a homogeneous field
component.
Analytic approximations (Sec. 2.1.1) indicate that a part of the static field decays on
macroscopic length scales. Considering a plate capacitor with a nanotip attached to
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n d (nm) F 0THz (MV/cm) F
0
stat (MV/cm) lf (nm) F
1
stat (V/m)
3 212 3.15 1.45 55 282
5 600 2.5 1.4 89 268
7 1000 2.2 1.1 104 272
Table B.1: Optimized parameter values for the simulation of streaking spectrograms using
different polynomial orders.
one of the plates, the tip only influences the electric field in its close surrounding but
has a negligible effect on the macroscopic homogeneous field in between the two sides
of the capacitor. This assembly is roughly comparable to the situation found in the
experimental setup presented in this thesis, where the electrons propagate from the tip
to the grounded spectrometer entrance.
Assuming a dipolar decay for the THz near-field at the apex in direction of the tip axis
is a reasonable approximation considering the dipolar analytic solution for spherical
nanoparticles discussed in Sec. 2.1.1. The true field decay cannot be computed analyt-
ically and depends on the individual tip shape. Nevertheless, different decay functions
of multipolar or exponential decay are also able to reproduce the experimental spectro-
grams as depicted in Fig. B.2, differing only in minor details. For reasons of physical
plausibility, the dipole approximation is implemented in the simulations.
The general decay function used for the simulations in Fig. B.2 is given by:
F =
[
F 0THz(t) + F
0
stat
] dn
(d+ x)n
+ F 1stat, (B.7)
where n is the polynomial order of the decay function. The optimized parameter values
employed in Fig. B.2 are given in Tab. B.1. The results show that the surface electric
field decreases with increasing polynomial order.
B.3 Simulation of the phase space density distribution
In Chapter 6, a numerical analysis of the reshaping of the phase space density distribu-
tion by the spatio-temporal variations of the THz field was presented. In this section,
these simulations are discussed in detail. Figure B.3 illustrates the steps taken in the
computations.
The phase space coordinates, i.e., position and velocity of the particles, are given by
the electron trajectories (cf. Fig. B.3(a)), and their time-derivative, respectively. The
phase space density distribution of the whole electron pulse is calculated for a bunch of
electron trajectories starting at a common emission time t0 with a specific initial energy
spectrum. The data points in phase space are weighted by the electron yield of the initial
multiphoton energy spectrum (Fig. B.3(b)). A single emission time corresponds to a
one-dimensional curved line (no volume!) in phase space (see Fig. B.3(d)). To compute
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Figure B.3: Simulation of the phase space density distribution (bias: −30 V, emission time
t0 = −0.2 ps, cf. Fig. 6.4 in Chap. 6). (a) Electron trajectories. The background color
indicates the electric field (This subfigure corresponds to Fig. 6.4(b) in Chap. 6, published
in Ref. [43]). (b) Initial energy spectrum simulated as described in Sec. B.1. (c) Electron
energy 1 ps after the emission. (d) Phase space density distribution extracted from the
trajectories at a single emission time. (e) Phase space density distribution computed from
an emission interval of 30 fs. (f) Phase space trajectories.
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a physically more realistic phase space density distribution, the emitted electron bunch
is emulated as a Gaussian pulse with a duration of 30 fs, and the phase space coordinates
for different emission times are weighted by that Gaussian (cf. Fig. B.3(e)). In Chap-
ter 6, Fig. 6.5, we displayed the time evolution of the phase space density distribution in
a series of snapshots for propagation times t = t0 + n∆t. Phase space trajectories offer
a complementary approach to illustrate the dynamic evolution of the electron pulse in
phase space, as shown in Fig. B.3(f).
The trajectories are computed for discrete energy steps resulting in discrete data points
in phase space. To emulate a smooth phase space density, the phase space is comparted
in pixels and all data points in one pixel are binned together. Here, the pixel size in
comparison to the phase space volume of the electron pulse is crucial for an accurate
representation of the electron pulse in phase space. The number of data points in phase
space is increased by interpolating trajectories for additional initial energies. The elec-
tron number in the pulse is normalized to 1.
In a conservative field, the phase space volume and the phase space density ρ are con-
stant in time for a constant particle number, which is expressed mathematically by the
Liouville theorem (original publication by J. Liouville [175], helpful derivation, e.g., from
H. Bradt and S. Olbert : [185]):
dρ
dt
=
∂ρ
∂t
+
∑
i
∂ρ
∂xi
dxi
dt
+
∑
i
∂ρ
∂pi
dpi
dt
= 0 (B.8)
Here, xi are the spatial coordinates of the particles and pi are their momenta. Only if the
electric field accelerating the electrons is varying in space and time (non-conservative
field), the phase space volume of the electron pulse can be changed for a constant
number of particles. For a compression of the electron pulse, emission times with caustic
trajectories are promising candidates (see also Chap. 6, Sec. 6.10 and Fig. 6.9).
Numerical studies of the electron propagation in phase space allow for additional insights
in THz streaking that cannot be attained experimentally and show the potential of THz
streaking for the compression of electron pulses.
B.4 Simulation of the tunneling spectra
The THz-induced tunneling process is simulated according to the Fowler-Nordheim
model (Sec. 2.2.4), employing the difference between the electron energy and the vac-
uum level as an effective work function for the Fermi-distributed electrons (cf. Eqn.
B.2, Sec. B.1). The number of tunneling electrons depicted in Fig. B.4 is given by the
product of the number of electrons with the respective effective work function and the
tunneling probability described by Eqn. 2.19.
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Figure B.4: Sketch of the electron distribution and the tunneling probability that determine
the tunneling current.
To take into account the NIR-induced excitation of the electron distribution, the two-
temperature model is used. This model was developed by S. I. Anisimov et al. (Ref. [54])
to describe the spatiotemporal evolution of the electron and the lattice temperature in a
metal. The electron temperature obtained from the two-temperature model is included
in the Fermi-distribution, and thus influences the tunneling current.
After the emission process, the electrons start their propagation with zero kinetic en-
ergy and at the surface of the tunneling barrier. This starting position is defined by
the diameter of the tunneling barrier at the energy of the electron in the metal, i.e., no
energy is transferred to the electrons during the tunneling process.
Since the tunneling electrons originate from energies close to the Fermi-energy, the image
charge effect is negligible.
B.4.1 Two-temperature model
In the streaking spectrograms, the NIR pulse excites a hot electron distribution in the
metal and the increased number of electrons above the Fermi-energy leads to THz in-
duced tunneling already at lower THz field strengths as discussed in-depth in Sec. 3.3
and in Ref. [17]. The relaxation of the electron distribution in the spectrograms can
be simulated using a two-temperature model [54], which describes the electron and the
lattice temperature Te and Tl [186]:
Ce (Te)
∂Te
∂t
= ∇ [Ke (Te, Tl)∇Te]−G (Te) (Te − Tl) + S (~r, t) , (B.9)
Cl
∂Tl
∂t
= ∇ [Kl (Tl)∇Tl] +G (Te) (Te − Tl) . (B.10)
Ce and Cl are the electron and lattice heat capacities of the metal, Ke and Kl are the
respective thermal conductivities, G is the electron phonon coupling factor and S is the
source term representing the external energy supply by the laser. In our simulations, the
electron temperature without additional NIR excitation is assumed to be Te = 300 K.
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The two coupled differential equations characterize the spatiotemporal evolution of the
electron and the lattice temperature. The terms ∇ [Ke (Te, Tl)∇Te] and ∇ [Kl (Tl)∇Tl]
take into account the diffusive energy transport driven by the spatial temperature gradi-
ent. In comparison to the electron heat conduction, the lattice conduction is often neg-
ligible [186]. In our experiment, the geometry of the nanotip is expected to slow down
the electron diffusion [17]. Thus, we also omit the electron diffusion in our numerical
simulations that now describe only the temporal evolution of the electron temperature.
The term G (Te) (Te − Tl) stands for the electron-phonon coupling transferring energy
from the electron system to the lattice. In our simulations, we use the Sommerfeld
expansion to compute the coupling factor G = γTe with the heat capacity constant γ
[186].
The source term S(t) is given by (e.g., Ref. [187]):
S(t) =
√
4 ln 2
pi
1−R
τδ
I0 exp
(
−4 ln 2 t
2
τ2
)
. (B.11)
Here, R is the reflectivity of the metal, τ is the FWHM pulse duration, δ = 1/α is the
optical penetration depth and α the absorption coefficient. The material constants used
in the simulation are taken from Z. Lin and V. Zhigilei (Ref. [186]) and C. Kealhofer
et al. (Ref. [188]). The incident intensity is used as a free parameter that determines
the electron temperature.
The two-temperature model as introduced by S. I. Anisimov et al. does not take into
account ballistic transport that can be included as a small correction in the source term
as described, e.g., by S.-S Wellershoff (Ref. [189]), who discusses the two-temperature
model in detail.
The system of differential equations Eqn. B.9 and Eqn. B.10 is solved numerically using
the Euler method to obtain the electron temperature as a function of time. For each
time step, the electron and the lattice temperature are computed iteratively by
Te (t+ ∆t) = Te(t) +
∆t
Ce
[S(t)−G (Te(t)) (Te(t)− Tl(t))] , and (B.12)
Tl(t+ ∆t) = Tl(t) +
∆tG [Te(t+ ∆t)]
Cl
[Te(t+ ∆t)− Tl(t)] . (B.13)
In each time step, the electron temperature is used to compute the Fermi-distribution.
B.4.2 THz tunneling contribution to streaking spectrograms
The energy spectra of the THz-emitted electrons are computed from the NIR-induced
hot electron distribution to simulate the tunneling component of the spectrograms. An
example for such a simulation is displayed in Fig. B.5, which is optimized to reproduce
the measurements shown in Chap. 7. In the following, this example is used to explain
the simulation of the tunneling contribution in the spectrograms. Figure B.6 depicts the
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Figure B.5: Simulation of a streaking spectrogram including the tunneling contribution
(F 0THz = 35 MV/cm, F
0
stat = 15.4 MV/cm, l1/2 = 5 nm). The parameter values are
chosen to reproduce the measurements shown in Chap. 7, Fig. 7.2. (a) Simulation of the
streaking spectrogram without THz tunneling. (b) Simulation of the spectrogram including
tunneling current. (c) Tunneling current as a function of delay. Experimental and simulated
data for comparison. (d) Simulation of the electron temperature relaxation.
intermediate steps and details of the simulations.
In Figure B.6(a), the electron distribution in the metal (Sommerfeld model, Fermi-
distribution, cf. B.1) is shown as a function of time relative to the NIR-induced exci-
tation of the electron system, described by the source term given by Eqn. B.11 in the
two-temperature model (Eqn. B.9 and Eqn B.10).
The tunneling current is computed using the Fowler-Nordheim model introduced above.
In Figure B.6(b), the tunneling probability is plotted for the THz transient from the
measurements in Chap. 7 as a function of the electron energy using the electro-optic
sampling measurement from Fig. B.6(e) to describe the temporal evolution of the sur-
face field. The small energy difference between the tunneling spectra and the energy
maximum of the streaking trace in the measurements (cf. Fig. 7.2) corresponds to the
work function, indicating that the tunneling electrons are emitted close to the Fermi
energy. Thus, the image charge effect that only affects the potential barrier close to the
vacuum level, is negligible.
To elucidate the computation of the delay-dependent tunneling current, the differences
between the THz tunneling and the NIR-induced photocurrent are briefly reviewed in
the following. Although both contributions depend on the relative pulse delay in the
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Figure B.6: Intermediate steps of the tunneling simulation. (a) Electron energy distribution
in the metal. (b) Tunneling probability as a function of electron energy and emission phase
in the THz field (e). (c) Electron and lattice temperature. (d) Energy deposition by the
source term. (f) Tunneling electrons. (g) Photocurrent. (h) Tunneling barrier width. White
regions indicate a gap size > 500 nm. Gap sizes inbetween 10 nm and 500 nm are shown
in black.
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streaking spectrograms, the underlying mechanisms are fundamentally different: The
NIR-induced multiphoton photoemission is temporally restricted to the pulse duration
of the NIR pulse and the emission phase within the THz transient is determined by
the relative pulse delay. In contrast, the THz tunneling emission for a specific delay
is computed as the sum over all emission phases. The THz tunneling occurs predomi-
nantly in phases of maximum negative field strength and the delay dependence of the
photocurrent arises from the electron temperature in these phases.
Thus, for each electron energy, the number of tunneling electrons as a function of relative
pulse delay corresponds to the convolution of the tunneling probability and the number
of available electrons as depicted in Fig. B.6(f). The total THz-induced photocurrent
(cf. Fig. B.6(g)), i.e. the integral of Fig. B.6(f) over all energies in the metal, is char-
acterized by three parameters: The THz-induced photocurrent without additional NIR
excitation (at positive delays), the maximum of the photocurrent and the “half-decay
time”.
The tunneling current amplitude in relation to the NIR-induced photocurrent is not de-
scribed within our model. To include the tunneling contribution in the streaking spectra,
the absolute photocurrent is adjusted to match the experimental results. This reduces
the number of effectively free parameters to two.
The input parameters to compute the tunneling current are the NIR intensity that de-
termines the strength of the source term (cf. Fig. B.6(d)), and the surface electric field,
determined by the THz transient and the bias voltage. The parameters of the surface
electric field are deduced from the simulation of the streaking spectrograms. The re-
maining freely adjustable parameter is the NIR intensity, which allows to extract the
electron temperature from the simulations (cf. Fig. B.6(c)).
To compute the energy spectra of the tunneling electrons, the electrons are propagated in
the electric field solving the same differential equations as used for multiphoton-emitted
electrons for different initial conditions. The electrons start their propagation with zero
initial kinetic energy at the surface of the tunneling barrier. For each emission time and
electron energy, the tunneling distance is computed (cf. Fig. B.6(h)). In this way, the
energy difference between the tunneling spectra and the maximum of the streaking trace
is reproduced in the simulations.
The simulation of the tunneling current with the electron temperature as the only free
parameter can be used as a consistency check of the streaking simulations. The sim-
ulation depicted in Fig. B.5 shows an overall good agreement with the measurement,
although the incident electric field measured by electro-optic sampling deviates from the
streaking trace in the second visible THz half-cycle. Considering the short THz decay
length and the relatively high local NIR intensity in the tunneling simulation, including
the effect of the NIR field on the electron motion could improve the simulation results
(cf. Sec. 8.4).
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Figure B.7: Variation of the input parameter values in the tunneling simulation. (a) Opti-
mized parameter values for the surface field strength extracted from the tunneling simulation
in Fig. B.5 (black, dashed line) in comparison to an optimized tunneling current for an in-
creased electron temperature. (b), (c), and (d) Tunneling current computed for different
values of the surface THz field F 0THz, the static surface electric field F
0
stat and the source
term S, respectively.
B.4.3 Intensity and field dependency of the THz tunneling simulation
In this Section, the influence of local NIR intensity and the surface field strength of the
THz transient and the static bias is discussed, using the tunneling current depicted in
Fig. B.5(c) as a reference. Figure B.7 shows the temporal decay of the tunneling current
for varying parameter values.
An increase of the NIR intensity and a decrease of the THz and static field strength have
a similar effect on the tunneling simulation (cf. Fig. B.7(b) red, (c) red, and (d) blue):
The photocurrent decay time decreases in comparison to the reference (black, dashed
line) and tunneling does not occur without NIR excitation, e.g., at negative times or
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after the relaxation of the hot carrier distribution. The intense photocurrent peak stems
from electrons tunneling directly below the vacuum level. These electrons gain the same
final energy as NIR-emitted electrons at the maximum of the streaking trace, and the
energy gap between streaking trace and THz tunneling emission vanishes. We never
observed this experimentally.
If the NIR intensity declines and the surface field strengths are enhanced, the pho-
tocurrent decays more slowly in comparison to the optimized photocurrent and a large,
delay-independent photocurrent contribution appears. The photocurrent is emitted from
energy levels close to the Fermi level.
The decay of the tunneling current is approximately reproduced by increasing both the
THz field strength and the NIR intensity (cf. Fig. B.7(a)). However, differences ap-
pear in the kinetic energy spectra of the tunneling current: A high THz surface field
strength facilitates field-driven electron dynamics leading to a small spectral width of
the tunneling spectra.
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