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Abstract
We develop and implement a novel fast bootstrap for dependent data. Our scheme is based on
the i.i.d. resampling of the smoothed moment indicators. We characterize the class of parametric
and semi-parametric estimation problems for which the method is valid. We show the asymptotic
refinements of the proposed procedure, proving that it is higher-order correct under mild assumptions
on the time series, the estimating functions, and the smoothing kernel. We illustrate the applicability
and the advantages of our procedure for Generalized Empirical Likelihood estimation. As a by-product,
our fast bootstrap provides higher-order correct asymptotic confidence distributions. Monte Carlo
simulations on an autoregressive conditional duration model provide numerical evidence that the novel
bootstrap yields higher-order accurate confidence intervals. A real-data application on dynamics of
trading volume of stocks illustrates the advantage of our method over the routinely-applied first-order
asymptotic theory, when the underlying distribution of the test statistic is skewed or fat-tailed.
JEL classification: C12, C15, C22, C52, C58, G12.
Keywords: Fast bootstrap methods, Higher-order refinements, Generalized Empirical Likelihood,
Confidence distributions, Mixing processes.
∗Corresponding author
Email address: olivier.scaillet@unige.ch (Olivier Scaillet)
Preprint submitted to Elsevier Wednesday 15th January, 2020
ar
X
iv
:2
00
1.
04
86
7v
1 
 [s
tat
.M
E]
  1
4 J
an
 20
20
1. Introduction
Inference based on first-order asymptotics can be misleading with asymptotic confidence intervals
having the wrong probability coverage. This is especially true in the presence of serial dependence where
asymptotic theory often requires larger sample sizes than for i.i.d. data to apply. Resampling methods for
time series help to obtain confidence intervals with better finite sample properties. Bootstrap methods
for moment condition models have been extensively discussed under various dependence structures by,
for example, Hall and Horowitz (1996), Brown and Newey (2002), Inoue and Shintani (2006), and
Davidson and MacKinnon (2006). If bootstrap methods for m-dependent and strongly mixing data
can achieve higher-order correctness (Hall and Horowitz (1996), Inoue and Shintani (2006)), they are
computationally too intensive, once applied to heavy numerical estimation procedures. For a book-
length review, see e.g. Lahiri (2010).
In this paper, we propose a novel fast bootstrap scheme, that we call the Fast Moving-average
Bootstrap (FMB). The resampling method is computationally attractive while maintaining higher-order
correctness of the inferential procedure for strongly mixing data. Our idea for building confidence regions
for the parameter of interest is to realize that smoothing the moment indicators as in the Generalized
Empirical Likelihood (GEL) literature permits to bootstrap them as if they were i.i.d. Parente and
Smith (2018a) study the first-order validity of GEL test statistics based on a similar bootstrapping
scheme, the Kernel Block Bootstrap (henceforth KBB; see Parente and Smith (2018b) and Parente
and Smith (2019)). Our approach differs from KBB in two significant aspects. First, our methodology
does not require to solve the estimation problem at each bootstrap sample, lessening drastically the
computational burden. Indeed, FMB is at least 1000 times faster, according to standard rules on
bootstrap simulation errors (Efron (1987) section 9, Davison and Hinkley (1997) section 2.5.2). Second,
we exploit an inversion technique to benefit from the kernel smoothing used in the studentization of
our test statistic by an automatic Heteroskedasticity and Autocorrelation Consistent (HAC) estimator
of the long-run variance (Smith (2005)). This makes our FMB inference higher-order correct.
The already existing fast resampling methods usually hinge on the first-order von Mises expansion
of the estimating function (Shao and Tu (1995), Davidson and MacKinnon (1999), Andrews (2002),
Salibian-Barrera and Zamar (2002), Gonc¸alves and White (2004), Hong and Scaillet (2006), Salibian-
Barrera et al. (2006), Salibian-Barrera et al. (2008), Camponovo et al. (2012), Camponovo et al. (2013),
Armstrong et al. (2014), and Gonc¸alves et al. (2019)). This yields a fast approximation, but its inherent
construction does not ensure higher-order correctness. Instead, our fast method relies on inversion,
namely we identify the level sets of test statistics under the null hypothesis to obtain confidence regions
for the parameter of interest (see Parzen et al. (1994) and Hu and Kalbfleisch (2000) for i.i.d. data).
Furthermore, the FMB confidence regions are invariant to reparameterization, due to studentization of
the moment indicators. This ensures stability of our method across varying parameter scales (DiCiccio
and Efron (1996)).
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We design the FMB for GEL estimator to exploit its intrinsic smoothing, and as it provides a consid-
erably wide theoretical framework on semi-parametric estimation (Smith (2011)). As a consequence, the
higher-order refinements achieved by our method ensue for the Empirical Likelihood (see Qin and Law-
less (1994), Imbens (1996), Kitamura (1997)), the Exponential Tilting (Kitamura and Stutzer (1997),
Imbens et al. (1998)), and the Continuously Updating Estimator (Hansen et al. (1996)). In addition
to the KBB, other bootstrap methods already exist in the GEL literature. For instance, Bravo (2004)
shows the higher-order correctness of the bootstrap for inference based on empirical likelihood with
i.i.d. data, while Bravo (2005) shows consistency of the block bootstrap for empirical entropy test in
times series regressions with strongly mixing data. However, to our knowledge, there is no proof of
higher-order correctness of the bootstrap for GEL in the literature yet.
Clearly, we can also apply FMB in the setting of M-estimation (Huber (1964)) and Generalized
Method of Moment (Hansen (1982)), obtaining a fast version of the bootstrap methods derived in Hall
and Horowitz (1996) for m-dependent data and Inoue and Shintani (2006) for strongly mixing data.
The structure of the paper is as follows. Section 2 is a simple introduction to the FMB algorithm in
the univariate case. In Section 3, we briefly present the GEL estimator for strongly mixing time series,
using this framework as a tool to extend the FMB to the multivariate setting. There, we also discuss
connections between FMB and already existing resampling schemes. In Section 4, we give details on
the implementation aspects of the FMB, emphasizing the relation between the choice of the kernel and
the properties of the long-run variance estimator. We present the main theoretical results in Section 5.
In particular, we discuss connections with the recent literature on confidence distributions. We present
our Monte Carlo experiments in Section 6, and a real data example in Section 7. Finally, we itemize
our assumptions and prove our theorems in an appendix. We give the proofs of some technical lemmas
in the supplementary material (available online).
2. Sketch of the method
For the sake of presentation, we introduce our resampling scheme in the case of an M-estimator
for a scalar parameter θ ∈ R, for a (possibly multivariate) time series. This allows us to highlight
the most important features of our methodology without the technicalities related to the case of a
multidimensional parameter, deferred to Section 3.
Let {Xt}t∈Z be a stationary strongly mixing process in Rd, observed at t = 1, ..., T . We assume that
the time series of interest satisfies Assumptions 1—7 in Appendix A.1. Let Θ ⊂ R be the compact space
of the parameter θ and Xt :=
{
Xt1 , ..., Xtq
}
be a collection of vectors from the process {Xt}t∈Z. Consider
the function ψ : Rd×q ×Θ→ R that defines an M-estimator θˆ as the solution to T−1∑Tt=1 ψ(Xt, θ) = 0.
The latter is the empirical counterpart of:
E [ψ (Xt, θ0)] = 0, (1)
where the expectation E is taken w.r.t. the true underlying distribution, unknown and depending on θ0.
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For the ease of notation, we drop the subscript T from any estimator, whenever its dependence on the
sample size is clear from the context. In addition, we use the short-hand notation ψt (θ) := ψ (Xt, θ).
The estimating function ψ in (1) can be the (conditional) likelihood in full parametric models, or it can
be obtained using the (conditional) moments and/or may depend on instrumental variables in semi-
parametric models. For example, the collection of vectors Xt may contain the information on relations
between the observations and the parameter characterising the q-dimensional stationary distribution of
a time series. More generally, we can exploit the knowledge in closed-form of the (conditional) moments
to obtain (martingale) estimating functions in the general setting of dynamic location-scale models, like
e.g. non-linear conditional autoregressive and heteroscedastic models or discretely observed diffusions.
We refer to Godambe and Heyde (1987), Taniguchi and Kakizawa (2000), and Kessler et al. (2012) for
book-length presentations.
For many time series models, each estimating function of the sequence {ψt (θ)}Tt=1 is typically defined
using the innovations, which can be i.i.d. random variables or more generally martingale differences.
Thus, {ψt (θ)}Tt=1 usually exhibits less dependence than the original process {Xt}Tt=1. The (weak)
temporal dependence among estimating functions has often an impact on the inferential procedures,
like e.g. on the consistency of the bootstrap variance estimator. In order to take into account this
dependence, we follow Kitamura and Stutzer (1997), Otsu (2006), Guggenberger and Smith (2008), and
Smith (2011), to perform a convolution of the estimating function with the kernel k, obtaining:
ψT,t (θ) := BT
−1/2
t−1∑
s=t−T
k
(
s
BT
)
ψt−s (θ) , (2)
where BT is a bandwidth parameter, increasing in T and such that BT /T −→ 0. We also define the
kernel normalizing constants κj :=
∫
k (u)j du for j = 1, 2, as well as the constant κ := κ1/κ2. The
convolution in (2) induces an HAC-type modification, ensuring consistency of the long-run variance
estimation of the mean over time (as indicated by an overbar) ψ¯T (θ) := T
−1∑T
t=1 ψT,t(θ); see Newey
and West (1987), Andrews (1991), and Smith (2005).
Let us first give the intuition of our procedure, before discussing the more technical details in Section
4.1. The FMB relies essentially on a one-to-one relationship between the parameter and the estimating
function. Loosely speaking, this property allows us to set up a resampling scheme for the process of the
estimating functions, avoiding to solve the estimation problem for each bootstrap sample. Specifically,
evaluating each ψT,t (θ) at the estimate θˆ yields {ψT,t(θˆ)}Tt=1, whose mean is zero by definition. As
a consequence, the average T 1/2ψ¯T (θ), rescaled by a suitable estimator of its asymptotic variance, is
asymptotically pivotal. This theoretical aspect represents a key feature for our FMB to be higher-order
correct and to define (higher-order correct) confidence intervals (henceforth CI) for the estimating
function. Now, since the estimating function is a one-to-one function of θ in an appropriate subset of
Θ, we can invert the resulting CI for the estimating function and obtain CI for θ0.
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Beside these intuitions, we provide an algorithm for the implementation of our bootstrap. The
statistic serving as basis for inference is an asymptotically pivotal version of T 1/2ψ¯T (θ0),
Sˆ :=
T 1/2ψ¯T (θ0)
σˆψ (θ0)
, (3)
where, for instance, σˆψ(θ0) := κ
2
1(Tκ2)
−1∑T
t=1 ψ
2
T,t (θ0) . We can apply other estimators of the long-run
variance and we flag that each estimator σˆψ has its own bias, which is going to affect the properties
(e.g. the accuracy of the CI) of the FMB. We refer to Section 4.1 for further discussion.
The bootstrap version of Sˆ in (3) is
S∗ :=
T 1/2ψ¯∗T (θˆ)
σˆ∗ψ(θˆ)
, (4)
with ψ¯∗T (θˆ) := T
−1∑T
t=1 ψ
∗
T,t(θˆ) and σˆ
∗2
ψ (θˆ) := T
−1∑T
t=1 ψ
∗2
T,t(θˆ). Now we are ready to state the
algorithm of our FMB.
Algorithm 1.
1. Specify an estimating function ψ and find θˆ solving T−1
∑T
t=1 ψ(Xt, θˆ) = 0, for Xt =
{
Xt1 , ..., Xtq
}
.
2. Define ψT,t making use of Equation (2) and derive the estimating function process {ψT,t(θˆ)}Tt=1
from the observations {Xt}Tt=1 .
3. Set a bootstrap size, say R ∈ N. Then, draw the bootstrap i.i.d. samples {ψ∗T,t(θˆ)}Tt=1, by means
of resampling from {ψT,t(θˆ)}Tt=1 with uniform probability T−1. Iterate until reaching R samples.
4. For each of the r-th bootstrap sample, compute the bootstrap statistic S∗ using (4) and label it
S∗r . Then, define the sequence {S∗r}Rr=1.
5. For α ∈ (0, 1), compute q∗1−α, the bootstrap approximation to the 1 − α quantile of the test
statistic Sˆ. Then, solve w.r.t. a the equation Sˆ(a) = q∗1−α to obtain the desired one-sided (1−α)
CI for θ0 (see details below). Similar calculation holds for the two-sided CI for θ0.
Some remarks are in order. Step 1 — Step 3 of Algorithm 1 hinge on bootstrapping the estimating
functions evaluated at θˆ. This justifies the adjective “fast” in the name of our resampling scheme, and
bears some similarities to the already existing fast bootstrap methods (Shao and Tu (1995), Davidson
and MacKinnon (1999), Andrews (2002), Salibian-Barrera and Zamar (2002), Gonc¸alves and White
(2004), Salibian-Barrera et al. (2006), Salibian-Barrera et al. (2008), Camponovo et al. (2013), Arm-
strong et al. (2014), Gonc¸alves et al. (2019)), and to the estimating function bootstrap (Parzen et al.
(1994), Hu and Kalbfleisch (2000)). We discuss more extensively the pros and cons of related existing
bootstrap schemes in Section 3.3.
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In Step 4, we compute the bootstrap statistic S∗, where the kernel k creates a block of estimating
functions evaluated at θˆ. The block of ψt induced by the kernel is similar to a moving-average, as we
emphasize in the name of our resampling scheme.
The FMB samples consist of T i.i.d. random variables ψ∗T,t(θˆ) whose marginal conditional probability
measure P∗(x) := P[ψ∗T,t(θˆ) ≤ x|{ψT,t(θˆ)}Tt=1] = T−1
∑T
t=1 I(ψT,t(θˆ) ≤ x).1 For Step 5, we need to
invert the quantiles of the statistic. We can obtain them under some conditions on ψ, for instance, if
we assume that the studentized estimating function Sˆ(ϑ) := T 1/2ψ¯T (ϑ)/σˆψ (ϑ) is one-to-one in ϑ on
a sufficiently large subset S1−α ⊂ Θ. This ensures that the inverse exists with probability one. We
stress that the estimating functions are typically defined by first-order conditions to the optimization
of some criterion, like an objective function. In many common settings (like e.g. pseudo maximum
likelihood, GMM, GEL or martingale estimating functions for dynamic location-scale models), this
objective function is typically convex and the root of the moment condition (1) is unique: this yields
monotonicity (either decreasing or increasing) of Sˆ(ϑ). To derive the CI for θ0, we exploit this property.
Indeed, if Sˆ is monotonically decreasing, then we have that P[θˆ ≤ ϑ] = P[Sˆ(θˆ) ≥ Sˆ(ϑ)] = P[Sˆ(ϑ) ≤ 0],
for any ϑ ∈ R. As the bootstrap procedure provides (higher-order accurate) (1− α)-quantile estimates
of Sˆ(θ0), say q
∗
1−α := P∗−1(1−α), we can find a quantile for θˆ, say qˆ1−α, by solving in q1−α the equation
Sˆ(q1−α) = q∗1−α. Clearly, one has to resort on numerical methods: in our experience, Newton-Raphson
or secant methods are numerically convenient. We define a (higher-order accurate) one-sided CI of level
(1− α) for θ0 as [θmin, qˆ1−α], where θmin := min Θ. We flag that to apply the proposed procedure, the
estimating function does not need to be monotone on the whole Θ, but only on a neighbourhood of θ0,
which is often achieved via local identification conditions.
For two-sided CI, we proceed along the same lines as in the one-sided case. Thus, we consider two
real numbers s1 and s2 such that P[Sˆ (θ0) ≤ s1] = α/2 and P[Sˆ (θ0) > s2] = α/2. From the FMB, we
have P[s1 < Sˆ(θ0) ≤ s2] = P∗[s1 < S∗(θˆ) ≤ s2] + RT . Under Assumptions 1—7 (Appendix A.1), we
show that RT = op(T
−1/2), see Theorem 1, so that the obtained CI is correct up to the higher-order.
Hence, we compute s1 and s2 such that P∗[s1 < S∗(θˆ) ≤ s2] = 1− α. The CI for θ0 is C1−α := (c1, c2],
with c1 := Sˆ
−1 (s1) and c2 := Sˆ−1 (s2), ensuring that P [c1 < θ0 ≤ c2] = 1− α+RT .
From the use of Sˆ(ϑ), the CI limits c1 and c2 derived in Step 5 remain invariant to monotone
transformation of the parameter (Hu and Kalbfleisch (2000)). To see this, let us define θ as a monotone
function of another parameter η, so θ (η). Then, consider the estimating equation
∑T
t=1 ψt(θ) = 0 as
the first-order condition, like e.g. derived form the (pseudo) likelihood optimization. Taking the first
derivative w.r.t. η leads to the new estimating equation:
∑T
t=1 ψt (θ(η)) = ∂θ/∂η
∑T
t=1 ψt (θ) = 0. The
multiplicative effect of the reparameterization ∂θ/∂η is canceled out by the studentization. Thus, s1
and s2 remain unchanged, as well as c1 and c2. This invariance property is crucial for the bootstrap CI
(DiCiccio and Efron (1996)), ensuring stability of the FMB across varying parameter scale.
1I(A) = 1 if A is verified and 0 otherwise.
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3. Methodology
3.1. Setting
Consider now that we have to conduct inference on the multivariate parameter β ∈ B ⊂ Rp, where
B is compact, making use of the information in Xt =
{
Xt1 , ..., Xtq
}
through the moment conditions
g : Rd×q × B → Rr, with r ≥ p, such that E [g(Xt, β0)] = 0. A standard approach relies on estimating
β via feasible (2S)GMM estimator (Hansen (1982)). One of the main drawback of this approach
comes from the bias commonly arising in finite sample. To cope with this issue, we have mainly three
alternatives: the Empirical Likelihood (EL) (Qin and Lawless (1994), Imbens (1996), Kitamura (1997)),
the Continuously Updating Estimator (CUE) (Hansen et al. (1996)), and the Exponential Tilting (ET)
(Kitamura and Stutzer (1997), Imbens et al. (1998)). These estimators are asymptotically equivalent
to the 2SGMM, but they tend to be less biased for small to moderate sample sizes. We refer to Altonji
and Segal (1996) for a Monte Carlo exploration, and Newey and Smith (2004), Anatolyev (2005) for
theoretical insights. Putting EL, ET and CUE under the same umbrella, Smith (2011) defines the
Generalized Empirical Likelihood (GEL) criterion. In order to adopt one of the most general theoretical
framework to discuss our bootstrap in the multiparameter case, we focus on the GEL estimators, which
we briefly recall.
To handle the serial dependence, we take the multivariate analogue of (2) and set
gT,t (β) := B
−1
T
t−1∑
s=t−T
k
(
s
BT
)
gt−s (β) , (5)
where gt(β) is a short-hand notation for g(Xt, β) and the bandwidth parameter BT has the same
characteristic than in (2). Let ρ (ν) be a concave function on the open interval V ∈ R containing 0.
Writing ρι(·) := ∂ιρ(·)/∂νι
∣∣
ν=0
, and ρι = ρι(0), for ι = 0, 1, 2, the function ρ (ν) is standardized such
that ρ1 = ρ2 = −1. If ρ1 6= 0 and ρ2 < 0, we can achieve such a standardization by replacing ρ(·) with[−ρ2/ρ21] ρ ([ρ1/ρ2] ·), without any consequence on the GEL estimator of β. Considering a vector of
auxiliary parameters λ ∈ ΛT (β), ΛT (β) := {λ ∈ Rr : κλᵀgT,t(β) ∈ V}, the GEL criterion is defined as:
Pˆ (β, λ) = T−1
T∑
t=1
[ρ (κλᵀgT,t (β))− ρ0] . (6)
To derive an estimator of β, we first optimize criterion (6) w.r.t. λ for a given β, so that λ (β) =
argsupλ∈ΛT (β) Pˆ (β, λ). Then, we define βˆ as the solution to argminβ∈B Pˆ (β, λ (β)). It is well-known
that GEL estimation is also equivalent to some minimum discrepancy estimators based on the power-
divergence family (see Cressie and Read (1984)), where the auxiliary vector parameter λ always corre-
sponds to a Lagrange multiplier.
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For our theoretical developments, we need to define the multivariate analogue of ψ (in Equation
(1)), say Ψ, looking at the first order condition of the GEL criterion. Thus, differentiating (6) w.r.t. to
λ and β, we obtain:
T∑
t=1
Ψ1,t (β, λ) :=
T∑
t=1
ρ1 (κλ (β)
ᵀ gT,t (β)) gT,t (β) = 0, (7)
T∑
t=1
Ψ2,t (β, λ) :=
T∑
t=1
ρ1 (κλ (β)
ᵀ gT,t (β))
∂gT,t (β)
∂β
ᵀ
λ (β) = 0. (8)
We can see from (7) that ρ1 (κλ (β)
ᵀ gT,t (β)) gives weights such that the moment conditions related
to g (given in (5)) are always enforced in a given sample. Moreover, by a suitable selection of ρ, GEL
methods can integrate efficiently several moment conditions and exhibit smaller finite sample bias than
(2S)GMM; see Newey and Smith (2004), Anatolyev (2005), and Bravo (2010).
3.2. Fast Moving-average Bootstrap
We can now define the FMB for multidimensional parameter in the GEL estimation method. Sim-
ilarly to Lee (2016) and Khundi and Rilstone (2012) for Edgeworth expansions, we are using an
exactly-identified representation of the moment conditions to define our bootstrap. Namely, we de-
fine the augmented parameter θ := (βᵀ, λᵀ)ᵀ ∈ Rp+r and, making use of (7) and (8), we set Ψt (θ) :=
(Ψ1,t (θ)
ᵀ ,Ψ2,t (θ)
ᵀ)ᵀ ∈ Rp+r. Then, the GEL estimation problem is seen as an M-type estimation based
on finding the root of the extended moment conditions plimT−→∞ T−1
∑T
t=1 Ψt(θˆ) = E [Ψt (θ0)] = 0.
If the estimating function g is well-specified, then we have that the true Lagrange multiplier is zero,
namely λ0 = 0 and βˆ is the solution to the GEL problem (6). If g is misspecified, λ0 6= 0 and β0 is a
pseudo-true value (see Hansen and Jagannathan (1997), Hellerstein and Imbens (1999), Bravo (2010)
and Almeida and Garcia (2012) for further details).
Based on the considerations above, we can apply Algorithm 1 to the GEL estimator. Step 1 — Step
3 remain conceptually unchanged, but now we have to rely on i.i.d. bootstrapping the
{
B
1/2
T gT,t
}
(in
(5)). As far as the bootstrap statistic is concerned, the principle of Step 4 stays the same as in the case
of θ ∈ R, with the main change that the asymptotically pivotal statistic becomes:
Qˆ := T−1
T∑
t=1
Ψt (θ0)
ᵀ Ωˆ−1Ψ (θ0)
T∑
t=1
Ψt (θ0) , (9)
where ΩˆΨ (θ0) is a consistent estimator of the long-run covariance matrix of T
1/2
∑T
t=1 Ψt (θ0), of rank
ν;2 see Section 4.1. Standard results guarantee that Qˆ is asymptotically X 2ν . In the absence of misspec-
ification of the moment conditions, from E [g (Xt, β0)] = 0 and λ0 = 0, we have that Ψt (θ0) conveys the
2If the rank ν is lower than p + r, the covariance matrix is not invertible anymore and we resort to the generalized
inverse, adapting the degrees of freedom of the X 2 distribution accordingly (Moore (1977)).
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same information as gT,t (β0); see (7) and (8). Then, the statistic in (9) becomes:
Qˆ(β0) = T g¯T (β0)
ᵀ Ωˆ (β0)
−1 g¯T (β0) , (10)
where g¯T (β0) := T
−1∑T
t=1 gT,t(β0) and Ωˆ (β0) := (κ
2
1BT )(κ2T )
−1∑T
t=1 {gT,t (β0)− g¯T (β0)} {gT,t (β0)− g¯T (β0)}ᵀ .
The bootstrap version of Qˆ is
Q∗ := T−1
T∑
t=1
{
g∗T,t(βˆ)− g¯T
(
βˆ
)}ᵀ
Ωˆ∗−1(βˆ)
T∑
t=1
{
g∗T,t(βˆ)− g¯T
(
βˆ
)}
, (11)
where Ωˆ∗(βˆ) := T−1
∑T
t=1
{
g∗T,t(βˆ)−B1/2T g¯T
(
βˆ
)}{
g∗T,t
(
βˆ
)
−B1/2T g¯T
(
βˆ
)}ᵀ
, with the asterisk de-
noting the same i.i.d. resampling scheme on {B1/2T gT,t} as the one of {ψT,t} in Algorithm 1. In the
over-identified case, we have to recenter the bootstrap statistic (in (11)) as its conditional expectation
B
1/2
T g¯T
(
βˆ
)
is not zero anymore (Hall and Horowitz (1996)). In contradistinction with the already
existing fast bootstrap methods, we have to mimic the variability of the covariance estimator Ωˆ(β0) (in
(9)) to achieve higher-order refinements. To this end, we use Ωˆ∗(βˆ) instead of Ωˆ(βˆ) in the definition of
Q∗ (in (11)), such that we randomize the bootstrap covariance estimator across the different bootstrap
samples, and do not keep it fixed at Ωˆ(βˆ).
To define the confidence region (henceforth CR) for β0, we proceed as in Step 5 of Algorithm 1
and as described in the remarks of Section 2. Thus, we set q∗1−α such that P∗[Q∗(βˆ) ≤ q∗1−α] = 1 − α.
Then, we compute the CR as the subset of B defining C1−α :=
{
β ∈ B : Qˆ (β0) ≤ q∗1−α
}
. Then, we
get P[β0 ∈ C1−α] = P[Qˆ(β0) ≤ q∗1−α] = P∗[Q∗(βˆ) ≤ q∗1−α] + RT = 1 − α + RT . Under Assumptions
1—7 (Appendix A.1), in Theorem 2, we show that RT = op
(
T−1/2
)
, which implies that C1−α is correct
up to the higher-order. If we have a misspecified model, all the properties of the CR for θ0 remain
valid, except that the parameter is now a pseudo-true value instead of the true one; see Hansen and
Jagannathan (1997), Hellerstein and Imbens (1999), and Almeida and Garcia (2012).
3.3. Connections to other bootstrap schemes
The bootstrap technique closest to the FMB is the estimating function bootstrap of Hu and
Kalbfleisch (2000). Despite the richness of their description, the authors did not treat the case of
dependent data. As we show in this paper, the extension to the strongly mixing dependence structure
is not trivial and entails several challenges such as, for instance, the estimation of the long-run variance3.
Another unaddressed aspect in Hu and Kalbfleisch (2000) is the over-identified case where r > p.
There exist alternative fast bootstrap methodologies (Shao and Tu (1995), Davidson and MacK-
innon (1999), Andrews (2002), Salibian-Barrera and Zamar (2002), Gonc¸alves and White (2004),
3Instead of strong mixing conditions, we can also use the recent works on L2-m-approximable sequences and their
associated results for kernel-smoothed estimation of the long-run variance (Ho¨rmann and Kokoszka (2010), Ho¨rmann and
Kokoszka (2012), and Horva´th and Kokoszka (2012)).
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Salibian-Barrera et al. (2006), Salibian-Barrera et al. (2008), Camponovo et al. (2013), Armstrong
et al. (2014), Gonc¸alves et al. (2019)). They typically rely on the von Mises expansion T 1/2
(
θˆ − θ0
)
=
T 1/2Ψ¯ (θ0) [W (θ0)]−1 + RT , with W (θ0) := T−1
∑T
t=1 ∂Ψt (θ0) /∂θ, and RT = Op
(
T−1/2
)
. The order
of the remainder prevents such bootstrap scheme to be higher-order accurate.
The Moving Block Bootstrap (henceforth MBB) is the state-of-the-art higher-order correct alterna-
tive to FMB (Go¨tze and Ku¨nsch (1996), Lahiri (1996)). For MBB, the blocks are defined at the level
of the observations, whereas in our case the convolution is applied to the estimating functions. As a
consequence, MBB requires as many estimations as the bootstrap size R. The KBB approach of Parente
and Smith (2018a) also requires R estimations. According to standard rules on bootstrap simulation
errors, R should be at least of order 1000 (Efron (1987) section 9, Davison and Hinkley (1997) section
2.5.2). Thus, FMB is roughly at least 1000 times faster in computing a one-sided CI. For some heavy
estimation procedure, this computational aspect even renders bootstrap CR drawable by FMB whilst
MBB does not allow it because of its computational burden.
Our FMB is of course reminiscent of the tapered block bootstrap of Paparoditis and Politis (2001)
(hereafter TBB), in the sense that we can view their tapered block as our moving-average kernel. The
main difference is that our kernel has unbounded support, in contradistinction with their block tapering
window. This allows us to use the optimal Quadratic Spectral kernel in terms of truncated asymptotic
mean squared error, according to Andrews (1991), where TBB variance estimator is suboptimal. Parente
and Smith (2018b) have already pointed out such an advantage for a KBB variance estimator. Yet,
neither the TBB nor the KBB is fast, and there is no result on their potential higher-order correctness,
whereas we prove it for the FMB. Theorems 1 and 2 (Section 5) on higher-order correctness of our FMB
do not apply directly to the test statistics studied in Parente and Smith (2018a). Indeed, their KBB
statistics differ from ours. Here, we design our invertible and computationally tractable test statistics
so that we obtain a fast approach. Nevertheless, by following Go¨tze and Ku¨nsch (1996), we can directly
adapt our results to show the higher-order correctness of their KBB, but only in the restricted case
where we can write the GEL estimator βˆ and its bootstrap counterpart β∗ estimated on each bootstrap
sample as smooth functions of means.
To summarize, we itemize in Table 1 the main features of the discussed bootstrap schemes. Here
we only consider the methodologies designed for dependent data.
4. Implementation aspects
4.1. Consistent covariance matrix estimation
In this section, we give the necessary details on the appropriate way to estimate the long-run variance
matrix of the statistic in (9). We refer the interested reader to Newey and West (1987), Andrews (1991),
and Smith (2005) for an exhaustive presentation.
The long-run variance is Ω(β) := lim
T−→∞
Var
[
T 1/2g¯T (β)
]
= κ21
∑
t∈Z
Cov [g0(β), gt(β)]. Therefore,
the covariance matrix estimator in (10) potentially involves the estimation of an infinite number of
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Table 1: Properties of related bootstrap schemes.
PPPPPPPPFast
HOC
Yes No
Yes FMB FB
No MBB TBB, KBB
We distinguish the Fast Moving-average Bootstrap (FMB), the Fast Bootstrap (FB), the Moving Block Bootstrap (MBB),
the Tapered Block Bootstrap (TBB), and the Kernel Block Bootstrap (KBB) with respect to two features, namely com-
putational speed (Fast) and higher-order correctness (HOC).
lag-covariances. In practice, we apply weights {ws}T−1s=1−T to take into account a finite number of
lag-covariances, resulting in an HAC covariance matrix estimator Ωˆ(β) = κ21
∑T−1
s=1−T wsΓˆs(β), where
Γˆs(β) := T
−1∑min[T,T−s]
t=max[1,1−s] gt (β) gt+s (β) is the lag-s covariance sample counterpart (Andrews (1991)).
This type of estimator has been extensively studied in the literature and is widely used in practice.
However, the shortcoming is no guarantee of a positive semi-definite covariance matrix.
The estimator presented in Equation (10) is an alternative to this HAC estimator, exploiting the
convolution in (5) to obtain automatically positive semi-definiteness of the covariance matrix. It is
defined in Smith (2005), which shows also its consistency:
Ωˆ (β) := (κ21BT )(κ2T )
−1
T∑
t=1
{gT,t (β)− g¯T (β)} {gT,t (β)− g¯T (β)}ᵀ p−→ Ω (β) .
For each kernel k, the estimator Ωˆ (β) is asymptotically equivalent to an HAC estimator (Andrews
(1991)) with weights ws = k
∗ (s/BT ), where k∗ (a) := κ−12
∫
k (b− a) k (b) db is the induced kernel result-
ing from the self-convolution of k. Indeed, as shown in Smith (2011), Ωˆ (β) = κ21
∑T−1
s=1−T k
∗
T (s/BT ) Γˆs(β),
where k∗T (s/BT ) := (κ2BT )
−1∑min[T−1,T−1+s]
t=max[1−T,1−T+s] k (t− s/BT ) k (t/BT ) is a consistent approximation of
k∗ by Riemann sum, as T →∞. Similarly, κˆj =
∑T−1
s=1−T k (s/BT )
j = κj + o (1) , as T →∞. Thus, the
normalizing constant 4 κˆj j = 1, 2 can indifferently replace the analytic κj in the estimator.
Let us list examples of kernels useful in the implementation of FMB and their respective properties.
To this end, we define the upper kernel k¯ (x) := supy≥x |k (y)| if x ≥ 0, supy≤x |k (y)| if x < 0. Following
Andrews (1991) and Smith (2011), we can obtain several estimators Ωˆ (β) using different types of kernels.
In order to describe them, let us consider the Fourier transforms K (λ) = (2pi)−1
∫
k (x) exp (−iλx) dx
and K∗ (λ) = (2pi)−1
∫
k∗ (x) exp (−iλx) dx.
4In Andrews (1991) (p. 822), the kernels are normalized such that κ2 = 1. In turn, the asymptotic variances of the HAC
estimators are all equal, and their respective truncated asymptotic mean squared error only differs by their asymptotic
bias.
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Taking k¯∗ as the upper induced kernel, we consider the two nested classes of symmetric induced
kernels given by Andrews (1991):
K1 =
{
k∗ : R→ [−1, 1]
∣∣∣k∗ (0) = 1, k∗ (−a) = k∗ (a) ∀a ∈ R, ∫ k¯∗ (a) da <∞,
k∗is continuous at 0 and almost everywhere
}
,
K2 =
{
k∗ ∈ K1 : K∗ ≥ 0, ∀λ ∈ R
}
.
Among all kernels k inducing k∗ in the class K1, the optimal one (in the sense of the truncated
asymptotic mean squared error; see Andrews (1991)) is the truncated kernel. It is defined by k(x) = 1,
if |x| ≤ 1, and 0, if |x| > 1. Considering mT such that BT = (2mT + 1)/2, we write gT,t(β) = 2(2mT +
1)−1
∑min [t−1,mT ]
s=max [t−T,−mT ] gt−s(β), and the corresponding long-run variance estimator follows directly from
the definition of Ωˆ(β). The spectral window generator of the truncated kernel is the Fourier transform
K(λ) = pi−1[sin(λ)/λ]. The corresponding induced kernel is the Bartlett kernel k∗(x) = 1 − |x/2| for
|x| ≤ 2, 0 for |x| > 2, as its spectral window generator is K∗(λ) = pi−1[sin(λ)/λ]2. According to
Andrews (1991), the corresponding optimal order of bandwidth parameter is mT = O(T
1/3).
In turn, the Bartlett kernel gives an example of kernel k inducing k∗ in K2. Indeed, it is defined by
k(x) = 1−|x| if |x| ≤ 1, and 0 otherwise: gT,t(β) = 2(2mT+1)−1
∑min[t−1,mT ]
s=max{t−T,−mT } (1− 2s/(2mT + 1)) gt−s(β).
Its spectral window generator is K(λ) = (2pi)−1[(sinλ/2)/(λ/2)]2. Appropriately rescaling the square
gives an induced spectral window generator K∗(λ) = (4pi/3)−1[(sinλ/2)/(λ/2)]4, which corresponds to
the Parzen kernel k∗(x) = 1 − 6(x/2)2 + 6|x/2|3 for |x| ≤ 1, 2(1 − |x/2|)3 if 1 < |x| ≤ 2, and 0 every-
where else. In this case, the optimal order of mT is O(T
1/5). Although leading to positive semi-definite
estimators, the Parzen kernel is suboptimal in terms of truncated asymptotic mean squared error.
Among the available kernels, Andrews (1991) identifies and describes the optimal Quadratic Spectral
kernel k∗QS , as well as the respective optimal bandwidth B
opt
T = O
(
T 1/5
)
. From the relationship
K∗ (λ) = (2pi/κ2) |K (λ)|2 and the inverse Fourier transform, Smith (2011) identifies the kernel
kJ (x) :=

√
5pi
8
1
xJ1
(
6pix
5
)
if x 6= 0,√
5pi
8
3pi
5 if x = 0,
Jν (z) :=
zν
2ν
∞∑
j=0
(−1)j z
2j
22jj!Γ (ν + j + 1)
,
inducing the Quadratic Spectral (henceforth QS) kernel by self-convolution: k∗QS(a) = (1/κ2)
∫
kJ(b−
a)kJ(b)db. Thereby, w.r.t. the truncated asymptotic mean squared error (Andrews (1991)), it is opti-
mal to use kJ (x) in the estimator Ωˆ (β) = (κ
2
1BT )(κ2T )
−1∑T
t=1 {gT,t (β)− g¯T (β)} {gT,t (β)− g¯T (β)}ᵀ.
Thus, it is the kernel that we preferably use in Equations (2) and (5), with specific standardizing con-
stants κ1 =
√
5pi/2 and κ2 = 2pi. Indeed, both from theory and simulations, the QS kernel is the
optimal induced kernel in terms of truncated asymptotic mean squared error, in the class K2 giving
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positive semi-definite estimators. Alternatively, we may use the flat-top kernel version of the QS kernel
developed by Politis (2011) to get an even better higher-order correctness because of a faster rate of
convergence for the estimated long-run variance. Unfortunately, self-convolution of a kernel k cannot
induce a flat-top kernel k∗. Indeed, we know that it cannot be the case that U = X + Y , where the
random variable U is uniformly distributed on [0, 1] (the flat-top part) and the random variables X
and Y are independent and identically distributed (see exercise 4.14.20 and its proof by contradiction
in Grimmett and Stirzaker (2001). As a consequence, if we want to benefit from the smaller bias of
the flat-top kernel, we should use a different kernel for the original statistic and the bootstrap one.
A potential modification of the FMB is to decouple the kernel k∗ used in the HAC estimator of the
original statistic, say a flat-top kernel, and the kernel k used for the smoothed estimating functions.
This version of FMB also achieves higher-order correctness since we maintain the asymptotic pivotal
nature of the test statistics. However, even if we may expect an advantage in practice, the error of the
FMB always remains of order O(BT /T ) from a theoretical standpoint. This order corresponds to the
higher-order bootstrap cumulants that do not converge to the true ones.
4.2. Recentering and monotonicity
To achieve higher-order CR in Step 5 of Algorithm 1, it is critical to recenter
{
g∗T,t
}
, because its
expectation conditioned on the sample is different from zero when r > p (Hall and Horowitz (1996)).
To this end, we substract the bootstrap expectation E∗
[
g∗T,t(βˆ)
]
= B
1/2
T g¯T (βˆ) and resample from{
B
1/2
T (gT,t(βˆ)− g¯T (βˆ))
}
instead of
{
B
1/2
T gT,t(βˆ)
}
.
To construct the CR for β0, we need to identify level sets of the quadratic test statistic Qˆ(β0) on
the parameter space B with suitable regularity. A one-to-one function g¯T (ϑ) leads to a situation where
each level set corresponds to only one quantile of the distribution of Qˆ(β0). However, this one-to-one
assumption, as well as the one-to-one assumption in Section 2 on the function Sˆ(ϑ), is unnecessarily
binding. Indeed, we do not need to identify level sets of all quantiles of the distribution of Qˆ(β0), but
only the one of interest qα. Nevertheless, it is necessary that the range of Qˆ(ϑ) contains qα. Therefore,
we might assume that g¯T (ϑ) is one-to-one at least in the range [0, qα].
Another comment is in order. We state the one-to-one assumption in Section 2 for the whole
function Sˆ(ϑ). This assumption is unnecessarily binding, as Qˆ(ϑ) do not need to be pivotal on the
whole parameter space for the FMB to be higher-order correct, but only at ϑ = β0. This is the reason
why it is actually sufficient to state an identifiability assumption on the function g¯T (ϑ), and choosing a
studentizing factor with parameter βˆ invariant w.r.t. ϑ.
5. Theory
Under consistency of the HAC estimator, FMB validity (consistency) ensues from the convergence
of the statistics Sˆ and S∗ towards the same limiting distribution (see Appendix), that is Sˆ (θ0)
D−→
N (0, 1) and S∗
(
θˆ
) D−→ N (0, 1). The same is valid in the multiparameter case, as Qˆ(β0) D−→
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X 2r and Q∗(βˆ) D−→ X 2r . That being so, the interest in FMB lies further. In the next theorems we
state that, in addition of being valid, FMB is higher-order correct for both Sˆ(θ0) and Qˆ(β0).
Theorem 1. Under Assumptions 1—7 (Appendix A.1) with s ≥ 8, and for S∗ as in (4) and Sˆ as in
(3), we have the uniform error bound: supx∈R
∣∣∣P∗ [S∗ ≤ x]− P [Sˆ ≤ x]∣∣∣ = op (T−1/2)+Op (∣∣τ21T − σ2T ∣∣),
where τ21T :=
∑T
s=−T k
∗
T (s/BT )E [Ψ0 (θ0) Ψs (θ0)] , σ2T :=
∑T
s=−T
(
1− |s|T
)
E [Ψ0 (θ0) Ψs (θ0)] , and their
absolute difference corresponds to the order of the HAC variance estimator bias.
Theorem 2. Under Assumptions 1—7 (Appendix A.1) with s ≥ 8, and for Q∗ as in (11) and Qˆ as in
(9): supx∈R+
∣∣∣P∗ [Q∗ ≤ x]− P [Qˆ ≤ x]∣∣∣ = op (T−1/2)+Op (∣∣τ21T − σ2T ∣∣) .
In Section 3.2, we define our CR by C1−α =
{
β ∈ B : Qˆ (β0) ≤ qˆα
}
, where qˆα is the approximation
of Qˆ(β0) quantiles by FMB. Thus, P[β0 ∈ C1−α] = P[Qˆ(β0) ≤ qˆα] = P∗[Q∗(βˆ) ≤ qˆα] +RT = 1−α+RT .
Therefore, Theorem 1 and 2 give the order RT = op
(
T−1/2
)
+Op
(∣∣τ21T − σ2T ∣∣), whilst the RT obtained by
standard (first order) asymptotic theory is of order Op
(
T−1/2
)
. This implies that C1−α are higher-order
correct by construction, if we select a kernel k∗ such that Op
(∣∣τ21T − σ2T ∣∣) = op (T−1/2) .
As discussed by Parzen (1957) and Andrews (1991), the bias of the HAC estimator is of order
O(B−qT ), where q is the maximum natural number such that lima→0 (1− k∗(a)) /|a|q is finite, which
determines the smoothness of the kernel k∗ at zero. This bias is minimal for the rectangular kernel.
However, as discussed in Section 4.1, the resulting estimate of Ω(β) is not necessarily positive semi-
definite. In contrast, the QS kernel has an optimal characteristic exponent q = 2 over all the kernels
having positive semi-definite spectral window generator. For this kernel, k (x) = 1+O
(
x2
)
when x→ 0.
Thus, the HAC covariance matrix estimator with QS kernel converges at rate Op(BT /T ) + O(|σ2T −
τ21T |) = Op(BT /T ) +O
(
B−2T
)
. Consequently, BT must grow faster than T
1/4 and slower than T 1/2, for
the coverage error to be op
(
T−1/2
)
.
Let us now make connections to the concept of Confidence Distributions (CD). It aims at answering
the following question: can we also use a distribution function, or a “distribution estimator”, to estimate
a parameter of interest in frequentist inference in the style of a Bayesian posterior? (see the review
paper by Xie and Singh (2013)). That “distribution estimator” is named CD in agreement with the
terminology coined by Efron (1998), and traces back to the fiducial distribution of Fisher (1930),
albeit being a purely frequentist concept. It was introduced by Schweder and Hjort (2002) and its
asymptotic extension by Singh et al. (2005) (see also Xie et al. (2011), Veronese and Melilli (2015),
and the book-length presentation of Schweder and Hjort (2016)). Example 2.4 of Singh et al. (2005)
discusses how a bootstrap distribution can yield a valid asymptotic CD, and Section 2.3.3 of Xie and
Singh (2013) how studentization can transmit second-order accuracy in the i.i.d. case. Paralleling these
recent developments in fiducial inference theory (see also the review paper of Hannig et al. (2016)), we
can exploit our FMB to produce a fast methodology to build an asymptotically higher-order correct
CD as a by-product. Let us define the functions HS(θ) := P[Sˆ(θ0) ≤ Sˆ(θ)] and its FMB counterpart
H∗S(θ) := P∗[S∗(θˆ) ≤ Sˆ(θ)], for θ ∈ Θ.
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Corollary 3. Under Assumptions 1—7 (Appendix A.1) with s ≥ 8, H∗S(θ) is an asymptotic CD, and
we have the uniform error bound: supθ∈Θ |H∗S(θ)−HS(θ)| = op
(
T−1/2
)
+Op
(∣∣τ21T − σ2T ∣∣) .
We omit the proof since the uniform error bound follows immediately from the proof of Theorem
1. The second statement comes from the two conditions of Definition 1.1. of Singh et al. (2005) being
met, namely H∗S(θ) is a cdf, and H
∗
S(θ0) is uniformly distributed on the unit interval when T goes to
infinity. Here, as clarified by Pitman (1957), we follow indeed the frequentist view. In HS(θ) and H
∗
S(θ),
randomness is not coming from the (non-random) parameter θ, but from Sˆ and S∗ (or equivalently from
their quantiles when we invert).
As described in Singh et al. (2005) (see also Fraser (1961), Xie and Singh (2013)), we can also
use CD to get p-values. For example, the classical bootstrap p-value of H0 : θ ≤ θ0 versus H1 :
θ > θ0 corresponds to H
∗
S(θ0), and the classical equal-tail bootstrap p-value of H0 : θ = θ0 versus
H1 : θ 6= θ0 corresponds to 2 min{H∗S(θ0), 1 − H∗S(θ0)}. These p-values also benefit from higher-order
correctness. Collecting them for different values of θ0 yields the so-called confidence curve CV
∗(θ) :=
2 min{H∗S(θ), 1−H∗S(θ)}, introduced by Birnbaum (1961) (see Xie and Singh (2013) and Hannig et al.
(2016) for illustrations). We can view that graphical tool as a piled-up form of two-sided CI of equal
tails at all levels. We provide an example of such a plot in Figure 1 for our empirical application in
Section 7, where we compare CI given by our FMB and first-order Gaussian asymptotics. Finally,
Coudin and Dufour (2017) show how we can design a Hodges-Lehmann-type point estimator (Hodges
and Lehmann (1963)) when a CD is constructed from a hypothesis test.
There exist analogue multivariate CD, for instance Definitions 5.1 and 5.2 in Singh et al. (2007).
Similarly to the univariate case, we can apply FMB to achieve higher-order accuracy, as long as these
multivariate confidence distributions are based on the test statistic Qˆ(β0).
6. Monte Carlo experiments
To illustrate the applicability of the FMB, we consider a numerical exercise on constructing CR for
the parameters of an Autoregressive Conditional Duration (ACD) model (Engle and Russel (1998)),
which is a model typically applied for the analysis of high-frequency data in finance; see e.g. Hautsch
(2012) for a recent book-length presentation.
The duration is defined as the time lag between two consecutive events occurrence, namely x` :=
t` − t`−1. Clearly, x` > 0, for any ` ∈ N. We model E (x`|x`−1, . . . , x1) = m` (x`−1, . . . , x1;β) := m`,
assuming the multiplicative error model x` = m`ε`, with `
i.i.d.∼ E (1) for any `, with E (1) being an
exponential random variable with mean one. Specifically, for the considered ACD(1, 1), we have
x` = `m`, with m` = ω + β1x`−1 + β2m`−1, ` ∈ Z, (12)
for ω > 0 β1, β2 ∈ R+ and β1 + β2 < 1. For the sake of simplicity, we fix ω = 1 in our Monte
Carlo experiments. To conduct inference on β := (β1, β2)
ᵀ, we apply the optimal estimating functions
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of Li and Turtle (2000) and a moment condition which does not assume any specific functional form
for the underlying innovation density, but relies on the unconditional expectation of x`. Therefore,
given a random sample of durations (x1, ..., x`, ..., xN ), the vector of moment conditions for the `-th
observation is g`(β) := (g1,`(β), g2,`(β), g3,`(β))
ᵀ , with g1,` (β) := ((x` −m`) /m2` )(∂m`/∂β1), g2,` (β) :=
((x` −m`) /m2` )(∂m`/∂β2), and g3,` (β) := x`−(1− β1 − β2)−1 (Li and Turtle (2000)). As we fix ω = 1,
we are in the over-identified case with r = 3 for p = 2.
Beside the FMB, we consider the CR yielded by some competitors. The first competitor (labeled
as S) inverts the same Rao-type statistic as the FMB (in (10)), but it makes use of the X 2r asymptotic
distribution to compute the rejection probabilities (with r = 3). The second competitor (labeled as W)
is the standard elliptical contour of an asymptotically X 2p distributed Wald statistic, whose covariance
matrix is an HAC estimator with bandwidth BN . Finally, the third competitor (labeled as LR) is
based on inversion of the GEL likelihood ratio test of Guggenberger and Smith (2008), asymptotically
distributed as a X 2r (again with r = 3).
We emphasize that the comparison is fair only between S and FMB. Indeed, both FMB and S yield
regions which are based on the same statistic (the related tests have the same power and size), but with
different approximations to its distribution. In contrast, the CR yielded by W is based on a different
statistic. We include this method in our horse race since it is routinely applied in the empirical literature,
being available in econometric softwares. The same comment holds for the GEL LR statistic, arising as
a natural competitor in our GEL estimation setting. In addition, building the CR from the LR statistic
requires the numerically cumbersome computation of the Lagrange multipliers, for each value of the
multidimensional parameter. This operation becomes quickly impossible as p and r increase. In our
experience, several numerical issues arise already for r ≥ 3 and p ≥ 2. In contrast, the FMB requires
only the numerical inversion of the r-dimensional HAC matrix, which is a less numerically demanding
task. Tables 2 and 3 display the results for BN = 3 and BN = 5, where we use N for the sample size
in the ACD(1,1) model.
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Table 2: Coverage of CR, a comparison between first and higher-order correct methods.
N = 100 Nominal 0.99 0.95 0.9 0.75
FMB 0.954 0.908 0.862 0.754
S 0.934 0.886 0.843 0.740
W 0.923 0.843 0.774 0.619
LR 0.960 0.910 0.872 0.756
N = 150 Nominal 0.99 0.95 0.9 0.75
FMB 0.954 0.908 0.858 0.751
S 0.943 0.892 0.846 0.726
W 0.929 0.850 0.787 0.619
LR 0.954 0.902 0.857 0.727
N = 200 Nominal 0.99 0.95 0.9 0.75
FMB 0.964 0.912 0.869 0.748
S 0.945 0.895 0.853 0.736
W 0.941 0.864 0.793 0.635
LR 0.967 0.924 0.874 0.757
N = 250 Nominal 0.99 0.95 0.9 0.75
FMB 0.958 0.916 0.878 0.756
S 0.949 0.909 0.867 0.740
W 0.944 0.865 0.793 0.623
LR 0.966 0.924 0.882 0.765
The true values of the unknown parameters of the ACD(1,1) are β1 = 0.25 and β2 = 0.25. The bandwidth used in the
FMB and the estimator Ωˆ is BN = 3 for all of the four methods. We denote the sample size by N .
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Table 3: Coverage of CR, a comparison between first and higher-order correct methods.
N = 150 Nominal 0.99 0.95 0.9 0.75
FMB 0.956 0.906 0.859 0.741
S 0.941 0.892 0.846 0.727
W 0.925 0.842 0.777 0.614
LR 0.950 0.890 0.843 0.712
N = 200 Nominal 0.99 0.95 0.9 0.75
FMB 0.959 0.910 0.866 0.737
S 0.947 0.898 0.855 0.737
W 0.940 0.857 0.795 0.637
LR 0.967 0.917 0.868 0.744
N = 250 Nominal 0.99 0.95 0.9 0.75
FMB 0.960 0.920 0.881 0.749
S 0.951 0.908 0.867 0.751
W 0.944 0.870 0.808 0.647
LR 0.965 0.919 0.875 0.752
The true values of the unknown parameters of the ACD(1,1) are β1 = 0.25 and β2 = 0.25. The bandwidth used in the
FMB and the estimator Ωˆ is BN = 5 for all of the four methods. We denote the sample size by N .
In line with our theoretical results, the FMB CR outperform the competitors for N = 100, 150 (small
to moderate sample size): the coverages are typically closer to their nominal level. As long as N grows,
all methods are globally equivalent to using a GEL ratio when the quantity of information increases.
The Wald statistic seems to yield very erratic CR (which is additionally confirmed by unreported plots),
whereas the likelihood ratio one is remarkably accurate for a first-order approximation.
Finally, the bootstrap methodology presented here does not take advantage of all the potential fine-
tuning at each step, and this should leave room for practical improvement. First, we might improve
FMB if the long-run variance Ω is estimated with a less biased version of HAC, for instance carrying
out a prewhitening step (Andrews and Monahan (1992)), or using a flat-top kernel (Politis (2011)) as
discussed in Section 4.1. This should yield a smaller bootstrap error, as shown in Theorem 1. Second,
we stress that the moment indicators do not have the same dependence structure. As a consequence,
they should not get the same optimal bandwidth BN . We expect smoothing the multivariate time series
with different bandwidths for each moment restriction to improve the coverage of FMB.
7. Real data application
In this section, we illustrate how the FMB performs on real data. We look at daily volumes of
stock transaction (in millions), modeled with the same exponential ACD as in Section 6 (see (12)). We
focus on data available online (Yahoo! Finance), for five stocks in three different sectors, namely bank,
technology, and food. We compute the CR (for parameters ω, β1 and β2), before subprime crisis (2005),
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during the crisis (2008), and the current period (2018). The sample size of each period corresponds
to the number of trading days, namely T = 252 up to negligible variations from year to year. Before
diving into a deeper analysis, we briefly describe the data at hand in Table 4 below.
Table 4: Summary statistics of volumes of transaction.
Year 2005 Min Max Med Mean IQR SD SKN KURT
BA 4.52 42.05 10.67 11.24 4.98 4.47 2.36 11.18
JPM 3.77 25.47 9.93 10.6 4.11 3.25 0.94 1.31
MSF 27.21 187.38 63.53 66.61 20.94 20.23 1.78 6.40
KO 3.96 39.75 11.01 11.86 3.83 4.15 2.64 12.16
UL 0.16 3.36 0.49 0.59 0.31 0.39 2.91 12.78
Year 2008 Min Max Med Mean IQR SD SKN KURT
BA 22.59 322.73 63.16 78.63 59.52 49.01 1.66 3.28
JPM 12.34 194.07 41.96 48.99 29.64 25.90 1.93 5.72
MSF 16.88 291.14 78.50 84.17 38.81 35.51 1.55 4.73
KO 5.32 79.21 23.35 25.26 12.77 10.63 1.62 4.20
UL 0.26 5.19 0.79 1.08 0.73 0.83 2.09 4.85
Year 2018 Min Max Med Mean IQR SD SKN KURT
BA 22.97 165.88 62.21 67.91 29.16 24.15 1.29 2.02
JPM 6.49 41.31 13.90 15.17 6.43 5.53 1.60 3.63
MSF 13.66 111.24 27.61 31.59 14.23 13.40 1.74 4.82
KO 4.79 32.48 11.91 12.52 4.32 4.13 1.32 2.67
UL 0.33 4.88 0.90 1.05 0.54 0.64 2.96 11.54
We consider the companies Bank of America (BA), JP Morgan (JPM), Microsoft (MSF), Coca-Cola (KO) and Unilever
(UL). In the summary, Med stands for the median, IQR for the inter-quantile range, SD for the standard deviation, SKN
for skewness, and KURT for excess of kurtosis.
Table 4 illustrates the larger variability of the volumes of transaction during 2008, as measured by
the standard deviation (SD) and the interquartile range (IQR). The high skewness (SKN) and excess of
kurtosis (KURT) typically indicate that a higher-order correct inferential procedure might be required
in finite samples.
To investigate further the impact that asymmetry and fat tails may have on the conducted inference,
we compute the FMB and the asymptotic normal (Asy) CR of nominal coverage 1 − α = 95%, for
the ACD(1,1) parameters ω, β1 and β2 at each period. As FMB yields higher-order CR by inverse
probabilities of the test statistic Qˆ(β0) = Qˆ(ω0, β1,0, β2,0), we represent these trivariate CR by slicing
them at the estimates ωˆ, βˆ1 and βˆ2 (Table 5). Namely, we cut the CR by fixing the parameters that are
not of interest to their estimated values. The resulting equal-tailed conditional CI approximate with
higher-order accuracy the nominal coverage 1 − α = 95%. To keep Table 5 concise, we do not report
19
the estimate ωˆ and the intervals for the parameter ω. We can deduce the former from Table 4.5
Table 5: Analysis of volumes of transaction.
Asset
2005 2008 2018
βˆ1 βˆ2 βˆ1 βˆ2 βˆ1 βˆ2
JPM Est 0.402 0.132 0.691 0.122 0.459 0.345
Asy [0.384,0.420] [0.114,0.150] [0.673,0.709] [0.104,0.140] [0.448,0.469] [0.335,0.355]
FMB [0.357,0.442] [0.085,0.178] [0.621,0.726] [0.060,0.164] [0.429,0.483] [0.318,0.372]
BA Est 0.366 0.534 0.624 0.323 0.538 0.141
Asy [0.361,0.371] [0.529,0.540] [0.618,0.629] [0.318,0.328] [0.521,0.554] [0.125,0.157]
FMB [0.345,0.381] [0.512,0.549] [0.594,0.641] [0.295,0.344] [0.491,0.584] [0.102,0.192]
MSF Est 0.271 0.340 0.595 0.272 0.570 0.268
Asy [0.261,0.281] [0.330,0.350] [0.586,0.604] [0.262,0.281] [0.559,0.582] [0.257,0.280]
FMB [0.242,0.297] [0.307,0.373] [0.562,0.623] [0.243,0.301] [0.536,0.596] [0.238,0.294]
KO Est 0.202 0.377 0.488 0.371 0.392 0.382
Asy [0.190,0.213] [0.365,0.389] [0.479,0.496] [0.363,0.380] [0.384,0.399] [0.375,0.390]
FMB [0.166,0.233] [0.344,0.426] [0.458,0.513] [0.343,0.400] [0.363,0.420] [0.358,0.413]
UL Est 0.331 0.529 0.571 0.290 0.435 0.483
Asy [0.320,0.343] [0.518,0.541] [0.555,0.586] [0.275,0.305] [0.428,0.441] [0.477,0.490]
FMB [0.297,0.365] [0.509,0.571] [0.513,0.599] [0.236,0.321] [0.413,0.456] [0.464,0.503]
We consider the companies Bank of America (BA), JP Morgan (JPM), Microsoft (MSF), Coca-Cola (KO) and Unilever
(UL). We use the Exponential Tilting estimator (Est), a particular case of GEL, and the benchmark intervals are the
first-order asymptotic Gaussian (Asy). All the intervals are equal-tailed and have conditional nominal coverage of 95%
when we fix the other parameters at their estimated values.
A few comments are in order. First of all, the different sectors exhibit very diverse reactions to the
events happening in 2008. For instance, the food sector seems to be the most stable, while financial
sector undergoes a huge variability, as we could expect. We can observe this either comparing non-
critical periods to the crisis, or comparing the estimates and their CI before and after the crisis. For
instance, the estimates for Unilever are almost the same before and after the crisis, as if the company has
recovered the same volume behaviour. Coca-Cola looks equally stable with respect to the parameter
β2, which is almost unchanged after the crisis. Second, the estimate βˆ1, respectively βˆ2, seems to
be larger, respectively smaller, during the crisis period. This is expected since β1 reflects the sudden
trading reactions due to changes in the expectations by the market participants during the crisis period.
Thus, this feature of 2008 corresponds to an increase of the impact of news (shocks) on the volumes of
transaction (via the parameter β1), relative to persistence (via the parameter β2). Finally, we see that
the FMB CI are longer than the first-order correct Gaussian CI. This is in line with our Monte Carlo
experiments, as available in Section 6. Indeed, as the CR are defined by level sets of the quadratic
statistic, a longer CI corresponds to an adaptation of the FMB to a skewed or fat-tailed distribution.
5Using Section 6 and volumes of transaction {xt}Tt=1 instead of durations, we have ωˆ ≈ (1− βˆ1− βˆ2)T−1
∑T
`=1 x`, from
the moment condition based on g3,t. We report the sample mean T
−1∑T
`=1 x` in Table 4.
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Since the CI obtained by Gaussian approximation are typically shorter, we conclude that the routinely
applied first-order asymptotic theory tends to underestimate the rejection probability, whereas the FMB
stays conservative. Our experience underpinned by several Monte Carlo simulations makes us expect
that the distribution of Qˆ(β0) is more skewed or fat-tailed than the chi-squared; see the comparison
between S and FMB in Tables 2 and 3.
Following our discussion on CD (cf last paragraph of Section 5), we illustrate here the link between
our FMB CR and our previous definition of asymptotic confidence distribution H∗S(θ), via the confidence
curve CV ∗(θ). Among the alternative ways to represent the former CR, marginalization allows us
to build unconditional CI. Stacking the CR at different coverages 1 − α leads to a center-outward
confidence curve for the multidimensional parameter CV (ω, β1, β2). For each CI, we integrate out the
two parameters that are not of interest in CV (ω, β1, β2). This yields a different confidence curve CV
∗(θ)
for each θ ∈ {ω, β1, β2}, whose level sets give the equal-tailed CI. As an illustration of graphical use of
these confidence curves (defined in Section 5), Figure 1 reports a comparison between the FMB and
Gaussian CI based on the FMB and Gaussian confidence curves.
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Figure 1: Confidence Curves of the FMB and Gaussian approximation.
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Confidence curve for the parameter β1 of Unilever in 2005, with point estimate βˆ1 = 0.33. The sample size is T = 252, and
the nominal coverage of the confidence intervals is 1 − α = 95%. The flat solid line is the rejection probability level 5%,
and its crossing with the confidence curves gives the FMB 95% equal-tailed CI [−0.31, 0.75] and Gaussian 95% equal-tailed
CI [−0.05, 0.72].
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Appendix: assumptions and proofs
In this appendix, we list our assumptions and prove the asymptotic refinements of the FMB. By
construction, the higher-order correctness of the FMB CI (for θ0) and CR (for β0) entirely hinges
on the FMB for the test statistics Sˆ(θ0) (see (3)) and Qˆ(β0) (see (9)). Therefore, it directly ensues
from Theorems 1 and 2 (in Section 5). In Appendix A.1, we start by itemizing the assumptions and
regularity conditions. Then, the outline of the proof goes as follows. First, we derive a valid Edgeworth
expansion for Sˆ(θ0) and Qˆ(β0) in Appendix A.2. Second, we derive a similar Edgeworth expansion for
the bootstrap counterparts S∗(θˆ) and Q∗(βˆ) in Appendix A.3. Third, we show that their difference is
of order op
(
T−1/2
)
+Op
(∣∣τ21T − σ2T ∣∣) in Appendix A.4. The first term in this difference is smaller than
the Op(T
−1/2) rate of any CLT. This advantage is essentially due to the convergence of the FMB third
moment to the true one. The second term of the difference has the same order than the bias of the
HAC variance estimator, which scales Sˆ(θ0) and Qˆ(β0). Proofs of the technical lemmas can be found
in the online supplementary material.
A.1. Regularity conditions and assumptions
In the following, we use implicitly Ψt = Ψt (θ0) whenever the argument is not specified and ΨT,t as
in Equation (5). Similarly for the bootstrap counterpart, we use implicitly Ψ∗T,t = Ψ
∗
T,t(θˆ) whenever the
argument is not specified. As we mention in Section 3, Ψt = gt in absence of model misspecification. For
any vector V ∈ Rn, we write ‖V ‖ = (v21 + ...+ v2n)1/2, where vj is the j-th element of V . For simplicity
of notation, we make use of generic constants C, δ and , whose value can differ from an expression
to another. We define {Ψt}t∈Z on the probability space (Ω,A, P ). Let {Dt}t∈Z be a given sequence of
sub-sigma-fields of A, and Dba = σ 〈{Dj : a ≤ j ≤ b}〉. The obvious choice is to take Dt := σ 〈Ψt〉, but it
is not always the most efficient choice to check the assumptions below (see Go¨tze and Hipp (1983) and
Go¨tze and Hipp (1994) for practical examples). The validity of our Edgeworth expansions is subject
to the following conditions (Go¨tze and Ku¨nsch (1996), Lahiri (2010)), which we assume to hold for
{Ψt}t∈Z:
Assumption 1. E [Ψt(θ)] = 0, t = 1, 2, ... only for θ = θ0 on the compact parameter space Θ. Moreover,
θˆ
a.s.→ θ0, as T →∞.
Assumption 2. E
[
‖Ψt‖s+δ
]
<∞ for a positive s ≥ 8, t = 1, 2, ..., and δ > 0 arbitrarily small.
Assumption 3. There exists a constant δ > 0 such that for t,m = 1, 2, ... and m > δ−1, Ψt can be
approximated by a Dt+mt−m-measurable random vector Ψ‡t,m, such that E
∥∥∥Ψt −Ψ‡t,m∥∥∥ ≤ δ−1 exp (−δm).
Assumption 4. There exists a constant δ > 0 such that α (m) = sup |P [A ∩B]− P [A]P [B]| ≤
δ−1 exp (−δm), for all t,m = 1, 2, ... and A ∈ Dt−∞, B ∈ D∞t+m.
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Assumption 5. There exists a constant δ > 0 such that for all t,m = 1, 2, ..., δ−1 < m < t, and all
τ ∈ Rr with ‖τ‖ ≥ δ, E [|E [exp (iτᵀ (Ψt−m + ...+ Ψt+m))|Dk : k 6= t]|] ≤ exp (−δ), and
lim inf
T→∞
1
T
Var
[
T∑
t=1
Ψt
]
> 0. (13)
Assumption 6. There exists a constant δ > 0 such that for all t,m, p = 1, 2, ... and A ∈ Dt+pt−p,
E [|P [A|Dk : k 6= t]− P [A|Dk : 0 < |t− k| ≤ m+ p]|] ≤ δ−1 exp (−δm).
Assumption 7. For every d > 0, the function:
fτ (θ) := lim sup
T→∞
sup
d<|τ |<T 1/2
|T−1
T∑
t=1
exp (iτᵀΨT,t (θ))|
is a.s. continuous at θ0
Assumption 1 is an identification condition, and is necessary since we evaluate the moment restric-
tions at θˆ in the bootstrap samples. The (s− 2)-th order Edgeworth expansion for the mean of Go¨tze
and Hipp (1994) requires the moments in Assumption 2 to be defined. Assumption 3 ensures that the
process {Ψt} is close enough to another process {Ψ‡t,m} measured on the sub-sigma-fields Dt, whose
dependence structure is controlled by the mixing condition in Assumption 4. Assumption 5 is the con-
ditional Crame´r condition of Go¨tze and Hipp (1994) for weakly dependent process, which is equivalent
to the standard one lim sup|τ |→∞|E [exp(iτᵀΨt)]| < 1 in the particular i.i.d. case. Assumption 6 ensures
that we can approximate the probability of A ∈ Dt+pt−p given {Dk : k 6= t} with increasing accuracy,
as the information in {Dk : 0 < |t− k| ≤ m + p} increases with m. We need Assumption 7 on the
continuity of the bootstrap characteristic function with respect to the parameter of interest, in order
for the appropriate Crame´r condition to hold for S∗(θˆ) and Q∗(βˆ).
A.2. Original sample statistic
In this section, we derive the Edgeworth expansions of Sˆ(θ0) and Qˆ(β0). Sˆ(θ0) bears some similarity
to the studentized smooth function of means of Go¨tze and Ku¨nsch (1996). Therefore, we mainly use
the same strategy in our derivation. However, we have to discuss two important distinctions.
First, Go¨tze and Ku¨nsch (1996) derive an Edgeworth expansion considering the class of studentizing
factor σˆ2T := κ
2
1
∑T−1
s=1−T k
∗ (s/BT ) Γˆs(θ0) proposed by Andrews (1991), with Γˆs(θ0) := T−1
∑T−s
j=1 Ψj (θ0) Ψj+s (θ0).
Our definition of the studentizing factor is different, but asymptotically equivalent, since Ωˆ (θ0) =
κ21
∑T−1
s=1−T k
∗
T (s/BT ) Γˆs(θ0) where k
∗
T (s/BT ) := (κ2BT )
−1∑min[T−1,T−1+s]
t=max[1−T,1−T+s] k (t− s/BT ) k (t/BT ) is
a consistent approximation of k∗ (s/BT ) by Riemann sum (Smith (2005)). In particular, the bias and
variance of both studentizing factor have the same order, respectively O(B−qT ) and O(BT /T ), where q is
the characteristic exponent (see Section 5). As a consequence, both studentizing factor act equivalently
on the error bound of the Edgeworth expansion for Sˆ(θ0) (see (19)).
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Second, from the convolution step of Equation (5), we are interested in T 1/2Ψ¯T = T
−1/2∑T
t=1 ΨT,t
instead of T 1/2Ψ¯ = T−1/2
∑T
t=1 Ψt. Thus, we have to derive a valid Edgeworth expansion under
this modification. To this end, we rewrite T 1/2Ψ¯T = T
−1/2∑T
t=1B
−1/2
T
∑t−1
s=t−T k (s/BT ) Ψt−s =
T−1/2
∑T
t=1 ΨtB
−1/2
T
∑T−t
s=1−t k(s/BT ). In this representation, we note that the kernel smoothing in-
duces a tapering window w(t) := B
−1/2
T
∑T−t
s=1−t k(s/BT ) on the summand time series in such a way
that T 1/2Ψ¯T = T
−1/2∑T
t=1w(t)Ψt. Hence, we need to check that the regularity conditions given by
Go¨tze and Hipp (1994) hold true for the tapered estimating functions, when they are assumed to be true
for the original one (Assumptions 1—6 in Appendix A.1). This result for tapered data is new, and key
for the higher-order correctness of FMB. For ease of referencing, we write RC i the regularity conditions
defined in Assumptions i. RC 1 and 2 are trivially verified for the process {w(t)Ψt} when we assume that
they hold true for the process {Ψt}, since w(t) <∞, ∀t. To check RC 3 for the process {w(t)Ψt}, con-
sider that E
∥∥∥w(t)Ψt − w(t)Ψ‡t,m∥∥∥ ≤ |maxt=1,...,T w(t)|E∥∥∥Ψt −Ψ‡t,m∥∥∥ ≤ |maxt=1,...,T w(t)|δ−1 exp (−δm)
by Assumption 3 on {Ψt}. Thus, the exponential rate of decay of the approximation error is not af-
fected by tapering, and we can always take the process {w(t)Ψ‡t,m} to approximate {w(t)Ψt}. Without
loss of generality, let us take Dt := σ〈Ψ‡t,0〉, and note that both w(t)Ψ‡t,0 and Ψ‡t,0 are Dt-measurable.
Then, RC 4 and 6 follow immediately, since we make Assumptions 4 and 6 on the same sigma-fields Dt.
The verification of RC 5 is more technical and can be found in the online supplementary material; we
summarize the result in Lemma 4 below:
Lemma 4. If the regularity condition RC 5 holds true for {Ψt}Tt=1, then it holds as well for {w(t)Ψt}Tt=1,
when w(t) = B
−1/2
T
∑T−t
s=1−t k(s/BT ).
Therefore, we we can suitably approximate the probability distribution of T 1/2Ψ¯T by an Edgeworth
expansion of the same kind as the one for T 1/2Ψ¯, when the latter exists. Then, we have to adapt
the Edgeworth expansion for T 1/2Ψ¯T (as defined in Go¨tze and Hipp (1994)) to accommodate our
studentization in Sˆ (see (3)). To this end, we modify the proof of Go¨tze and Ku¨nsch (1996) to match
our particular data, as tapered by {w(t)}Tt=1. This result is also new, and key for the higher-order
correctness of FMB.
31
To define our Edgeworth expansion, we need the following quantities:
pi†T := T
−1
T∑
t=1
w(t)
T−l∑
j=1
l∑
s=1
k∗T (s/BT )E [Ψt (θ0) Ψj (θ0) Ψj+k (θ0)] , (14)
VT :=
T∑
s=−T
k∗T (s/BT )T
−1/2
T−l∑
j=1
(Ψ0Ψj+s − E [Ψ0Ψs]) , (15)
σ†2T :=
T∑
s=−T
(
1− |s|
T
)
w(s)E [Ψ0 (θ0) Ψs (θ0)] , (16)
τ21T :=
T∑
s=−T
k∗T (s/BT )E [Ψ0 (θ0) Ψs (θ0)] , (17)
µ†3,T := T
2E
[
Ψ¯3T
]
. (18)
where k∗T (s/BT ) = (κ2BT )
−1∑min[T−1,T−1+s]
t=max[1−T,1−T+s] k (t− s/BT ) k (t/BT ) is the kernel induced by the one
in Ωˆ = κ21
∑T−1
s=1−T k
∗
T (s/BT ) Γˆs. Then, we have the expansion:
Sˆ = T 1/2Ψ¯Tσ
†−1
T − (1/2)VT Ψ¯Tσ†−3T − (1/2)T 1/2Ψ¯T (τ21T − σ†2T )σ†−3T +Op(BT /T ), (19)
= ET − (1/2)T 1/2Ψ¯T (τ21T − σ†2T )σ†−3T +Op(BT /T ), (20)
where ET := T
1/2Ψ¯Tσ
†−1
T − (1/2)VT Ψ¯Tσ†−3T . By a standard argument in the Edgeworth expansion
literature (see e.g. Chibisov (1972)), the Edgeworth expansion of Sˆ coincides with the one of ET up to
the order O(T 1/2Ψ¯T (τ
2
1T −σ†2T )σ†−3T +BT /T ). As T 1/2Ψ¯T is Op(1), the term T 1/2Ψ¯T (τ21T −σ†2T )σ†−3T is of
order Op(|τ21T − σ†2T |), and corresponds to the order of the HAC variance estimator. To assess the order
of the FMB approximation error, it is more convenient to work directly with the Fourier transform
of the Edgeworth expansion (Go¨tze and Ku¨nsch (1996), p.1919). Therefore, we define the Edgeworth
expansion of Sˆ, say Υ†S,T , in terms of its Fourier transform:
E†T (τ) :=
∫
exp (iτᵀx) dΥ†S,T (x)
=
{
1 +
1√
T
1
σ†3T
[(
µ†3,T
6
− pi
†
T
2
)
(iτ)3 − (iτ)pi
†
T
2
]
+O(|σ†2T − τ †21T |) +O(BT /T )
}
exp
(
−τ
2
2
)
.
(21)
Then, we invoke Esseen Lemma to get the approximation error of Υ†S,T in Theorem 5, Equation (22).
To get an Edgeworth expansion for Qˆ, namely Equation (23) in Theorem 5, we make use of the uni-
variate Edgeworth expansion Υ†S,T , explicitly defined in Equation (22). First, note that when T
1/2Ψ¯T is
multivariate of dimension r, expansions of the same form as in Theorem 5 Equation (22) hold (up to con-
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stants independent of T ) for any linear combination T 1/2υᵀΨ¯T /(υᵀΩˆTυ)1/2 (Go¨tze and Ku¨nsch (1996)).
Second, as Ωˆ is symmetric positive semi-definite by construction, we have a unique symmetric positive
semi-definite square root Ωˆ1/2, which admits an inverse. Thus, we have a vector Qˆ1/2 := Ωˆ−1/2T 1/2Ψ¯T ,
such that Qˆ1/2ᵀQˆ1/2 = Qˆ. Projecting the vector T 1/2Ψ¯T onto the orthonormal eigenvectors of Ωˆ, we get
Qˆ1/2 = Λ−1/2P ᵀT 1/2Ψ¯T = (T 1/2Ψ¯
ᵀ
T v1/λ
1/2
1 , ..., T
1/2Ψ¯ᵀT vr/λ
1/2
r )ᵀ, where {λ1, ..., λr} are the eigenvalues
of Ωˆ corresponding to its normalized eigenvectors {v1, ..., vr}, Λ := diag(λ1, ..., λr), and P := (v1, ..., vr).
As T 1/2Ψ¯ᵀT vj/λ
1/2
j = T
1/2υᵀΨ¯T /(υᵀΩˆTυ) when we choose υ = vj for each j = 1, ..., r, we directly see
that there exist expansions of the same form as in Theorem 5 Equation (22) for each element of Qˆ1/2.
Furthermore, taking any vector c such that ‖c‖ = 1, there exists a univariate expansion of the same
form as in Theorem 5 Equation (22) for cᵀQˆ1/2/(cᵀIrc)1/2 = cᵀQˆ1/2, as the variance estimator of Qˆ1/2
is the r-dimensional identity matrix Ir by definition. By the Crame´r-Wold device, the characteristic
function of Qˆ1/2 is Er(τc) := E[exp(iτcᵀQˆ1/2)], where τ is a scalar and ‖c‖ = 1. As a consequence,
there exists an expansion of the same form as in (21) for Er(τc). Taking the inverse Fourier transform
of this approximation, we can approximate the probability distribution of Qˆ1/2 by a multivariate Edge-
worth expansion Υr,T (z) := Φr(z) + T
−1/2p1(z)φr(z) + (BT /T )p2(z)φr(z), where φr(z) is the normal
density on Rr with mean zero and variance Ir and Φr(z) is the corresponding cdf. In this expansion,
p1 is en even polynomial in z and p2 is an odd polynomial in z. The error of this approximation is by
construction the same as the univariate one, namely of order o(BT /T ) +O(|τ21T −σ†2T |), as it undergoes
the bias of the same type of HAC estimator. Then, passing to the statistic of interest Qˆ boils down to
a variable transform. Indeed, supx∈Rr |
∫
t≤x dΥr,T −
∫
t≤y dFQˆ1/2 | = o(BT /T ) + O(|τ21T − σ†2T |) implies
supy∈R+ |
∫
{t:tᵀt≤y} dΥr,T −
∫
t≤y dFQˆ| = o(BT /T ) + O(|τ21T − σ†2T |). As developed in the supplementary
material, we follow the lines of Chandra and Ghosh (1979) to identify an expansion Υ†Q,T such that
supy∈R+ |
∫
t≤y dΥ
†
Q,T −
∫
t≤y dFQˆ| = o(BT /T ) +O(|τ21T −σ†2T |). In this expansion, the elementary proba-
bility measure is X 2r instead of the Gaussian Φr, and the term of order T−1/2 disappears because p1 is
even in z. In turn, we can define the Edgeworth expansions for both statistics Sˆ and Qˆ in Theorem 5.
Theorem 5. Under Assumptions 1–6 (Appendix A.1), with s ≥ 8 and6 log T  BT < T 1/3, we get the
Edgeworth expansions:
Υ†S,T (x) = Φ(x) + T
−1/2p1(x,K1)φ(x) + (BT /T )p2(x,K2)φ(x), (22)
Υ†Q,T (x) = FX 2r (x) + (BT /T )pQ(x,KQ)fX 2r (x). (23)
6For any sequence aT and bT we write aT  bT if and only if lim
T→∞
aT
bT
= 0.
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with uniform error bound:
sup
x∈R
∣∣∣P [Sˆ ≤ x]−Υ†S,T (x)∣∣∣ =o (BT /T ) +O (∣∣∣τ21T − σ†2T ∣∣∣) ,
sup
x∈R+
∣∣∣P [Qˆ ≤ x]−Υ†Q,T (x)∣∣∣ =o (BT /T ) +O (∣∣∣τ21T − σ†2T ∣∣∣) .
In the expansions, p1 is an even polynomial in x, and p2 and pQ are odd polynomials in x. These
polynomials depend on sets K1, K2, and KQ of cumulants of the statistics Sˆ and Qˆ. The uppercase Φ
and FX 2r are the c.d.f. of the N (0, 1) and the X 2r distributions, and the lowercase φ and fX 2r stand for
their densities.
We can find explicitly p1 by inverting the Fourier transform in (21). We do not directly need p1 in
this proof since we work directly with the Fourier transform. Likewise, we only give the polynomials
p2 and pQ formally (implicitly), as we do not need their explicit form in the sequel of the proof. What
matters is the order of error to which they correspond, namely O(BT /T ).
A.3. Bootstrap sample statistic
The bootstrap statistic S∗(θˆ) is based on the process {Ψ∗T,t(θˆ)}Tt=1, whose conditional uniform prob-
ability distribution is:
P∗
[
Ψ∗T,1
(
θˆ
)
= ΨT,t
(
θˆ
) ∣∣ {Ψt}Tt=1] = 1T . (24)
In the sequel, E∗ denotes the expectation under the bootstrap probability measure corresponding to
(24).
To define the Edgeworth expansion for the bootstrap statistic, we need the same arguments as
for the original statistic. Thus, we need to check RC 1—7 for the bootstrap sample {Ψ∗T,t(θˆ)}Tt=1,
conditionally on {Ψt (θ0)}Tt=1, uniformly on a set whose probability tends to one. When p = r (exactly-
identified moment conditions), RC 1 holds by the nature of the estimating equations, as E∗
[
Ψ∗T,t
(
θˆ
)]
=
Ψ¯T
(
θˆ
)
= 0. In the case of over-identification, we have to recenter the bootstrap statistic so that RC
1 holds. For RC 2, we have E∗
[∥∥∥Ψ∗T,t∥∥∥s] = E∗ [∥∥∥Ψ∗T,t∥∥∥s] = T−1 T∑
t=1
‖ΨT,t‖s. For the unconditional
moments, we get E
[
E∗
[∥∥∥Ψ∗T,t∥∥∥s]] = T−1∑Tt=1 E [‖ΨT,t‖s] = E [‖ΨT,t‖s] < ∞, from Assumption 2 on
Ψt and by Minkowski inequality. Then, assuming E [‖Ψt‖qs] <∞, for q ≥ 3, we obtain E∗
[∥∥∥Ψ∗T,t∥∥∥s]−
E
[
E∗
[∥∥∥Ψ∗T,t∥∥∥s]] = Op(T−1/2). As a consequence, E∗ [∥∥∥Ψ∗T,t∥∥∥s] is bounded with probability tending to
one.
RC 3, 4, and 6, trivially hold by independence of the Ψ∗T,t
(
θˆ
)
under the bootstrap probability
measure defined in (24), when Dt := σ〈Ψ∗T,t
(
θˆ
)
〉 for t = 1, ..., T . Finally, Lemma 6 below is sufficient
to verify RC 5, with the same sub-sigma-fields Dt (see Go¨tze and Ku¨nsch (1996)).
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Lemma 6. Under Assumptions 3 and 4 in Appendix A.1, we obtain:
P
[
sup
d<|τ |<T 1/2
∣∣∣E∗ [exp(iτΨ∗T,t (θˆ))]∣∣∣ ≤ 1− ζ
]
= 1− o(T−1).
As RC 1—7 are verified for the bootstrap statistic, we can set the related Edgeworth expansion. To
this end, let us define µ∗3,T := T
1/2E∗
[
T 1/2Ψ¯∗T
(
θˆ
)3]
and σ∗2T := E∗
[
T 1/2Ψ¯∗T
(
θˆ
)2]
. Then, define the
first-order Edgeworth expansion Υ∗S,T of S
∗ via its Fourier transform:
E∗T (τ) :=
∫
exp (iτᵀx) dΥ∗S,T (x) (25)
=
{
1 +
µ∗3,T√
Tσ∗3T
[
−1
3
(iτ)3 − 1
2
(iτ)
]
+Op(1/T )
}
exp
(
−τ
2
2
)
. (26)
This Edgeworth expansion is constructed in the same way as the one for Sˆ in (21) above. Thus, we
have the same error bound from Theorem 5 up to three aspects. First, Υ∗S,T (x) is a random measure
because it is conditional to the original sample. Second, there is no bias in the studentizing factor of
S∗, such that its contribution to the error disappears. Third, BT is equal to 1, as we are in the i.i.d.
case. To derive an Edgeworth expansion for Q∗, we proceed along the same lines as for the original
sample statistic Qˆ, working with univariate Edgeworth expansions for studentized linear combinations
of the form T 1/2υᵀΨ¯∗T (see Paragraph before Theorem 5). Thus, we obtain:
Theorem 7. Under Assumptions 1—7 (Appendix A.1), and if E
[
‖Ψ1‖qs+δ
]
< ∞, for δ > 0, s ≥ 8,
and q ≥ 3:
Υ∗S,T (x) = Φ(x) + T
−1/2p1(x,K∗1)φ(x) + T−1p2(x,K∗2)φ(x),
Υ∗Q,T (x) = FX 2r (x) + T
−1pQ(x,K∗Q)fX 2r (x).
with uniform error bound:
sup
x∈R
∣∣P∗ [S∗ ≤ x]−Υ∗S,T (x)∣∣ =op (T−1) ,
sup
x∈R+
∣∣P∗ [Q∗ ≤ x]−Υ∗Q,T (x)∣∣ =op (T−1) ,
where K∗1, K∗2 and K∗Q are the bootstrap counterparts of the cumulants sets K1, K2 and KQ.
A.4. Higher-order correctness of the MAB
To prove Theorem 1, we essentially need the convergence of the T−1/2 terms of Υ†S,T and Υ
∗
S,T to
the same quantities. Indeed, in view of Theorems 5 and 7, the condition plimT→∞ supx∈R|p1(x,K∗1) −
p1(x,K1)| = 0, or equivalently K∗1 = K1 + op(1) is sufficient to show higher-order refinements of the
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FMB. We give the details of this convergence in the proof of Lemma 8 in the online supplementary
material.
Lemma 8. Under Assumptions 1—7 (Appendix A.1), and if E
[
‖Ψ1‖qs+δ
]
<∞, for δ > 0, s ≥ 8, and
q ≥ 3:
sup
x∈R
|Υ†S,T (x)−Υ∗S,T (x)| = op(T−1/2) +Op(|σ†2T − τ †21T |).
Collecting the error bounds of Theorem 5, Theorem 7 and Lemma 8, we use the triangular inequality
to get:
sup
x∈R
∣∣∣P∗ [S∗ ≤ x]− P [Sˆ ≤ x]∣∣∣ ≤ sup
x∈R
∣∣P∗ [S∗ ≤ x]−Υ∗S,T (x)∣∣ ,
+ sup
x∈R
|Υ∗S,T (x)−Υ†S,T (x)|,
+ sup
x∈R
∣∣∣Υ†S,T (x)− P [Sˆ ≤ x]∣∣∣ ,
= op
(
T−1/2
)
+ o (BT /T ) +Op(|σ†2T − τ †21T |),
= op
(
T−1/2
)
+Op(|σ†2T − τ †21T |).
The last line comes from BT  T 1/2 and completes the proof of Theorem 1.
The proof of Theorem 2 is more direct, as the even polynomial p1 in Theorems 5 and 7 deletes
the T−1/2 term from the Edgeworth expansion of Qˆ. Hence, only the higher-order terms remain. As a
consequence, we immediately verify that supx∈R+ |Υ∗Q,T (x)−Υ†Q,T (x)| is of order Op(BT /T )+Op(|σ†2T −
τ †21T |). Then, we prove Theorem 2 when BT  T 1/2, making use of Theorems 5, 7, and the triangular
inequality:
sup
x∈R+
∣∣∣P∗ [Q∗ ≤ x]− P [Qˆ ≤ x]∣∣∣ ≤ sup
x∈R+
∣∣P∗ [Q∗ ≤ x]−Υ∗Q,T (x)∣∣ ,
+ sup
x∈R+
|Υ∗Q,T (x)−Υ†Q,T (x)|,
+ sup
x∈R+
∣∣∣Υ†Q,T (x)− P [Qˆ ≤ x]∣∣∣ ,
= Op(BT /T ) +Op(|σ†2T − τ †21T |),
= op(T
−1/2) +Op(|σ†2T − τ †21T |) if BT  T 1/2.
We have Op(|σ†2T − τ †21T |) = Op(B−qT ), where q is the characteristic exponent of the induced kernel
k∗ (see Section 4.1). As BT  T 1/2, q has to be larger than one for the overall error of the FMB to
be op(T
−1/2). We have to consider this aspect in the choice of the kernel k entering the construction of
the estimator Ωˆ. It is verified for the recommended kernel kJ inducing the QS kernel kQS .
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A Higher-Order Correct Fast Moving-Average Bootstrap
for Dependent Data
Online Supplementary Material
Davide La Vecchia, Alban Moor and Olivier Scaillet
This supplementary material contains the proofs of Lemmas 4—10, as well as the key points of the
derivation of the Edgeworth expansion for the quadratic statistics Qˆ and Q∗.
SM.1. Edgeworth expansion for the quadratic statistics Qˆ and Q∗:
For the completeness of the presentation, we supplement here the arguments of the paragraph before
Theorem 5, following closely the lines of Chandra and Ghosh (1979). The changes concern the order of
approximations in the Edgeworth expansion and the specification of the statistic of interest.
First, consider the multivariate Edgeworth expansion Υr,T (z) := Φr(z)+T
−1/2p1(z)φr(z)+(BT /T )p2(z)φr(z),
which approximates the distribution of the r-dimensional statistic Qˆ1/2 = Λ−1/2P ᵀT 1/2Ψ¯T = (T 1/2Ψ¯
ᵀ
T v1/λ
1/2
1 ,
..., T 1/2Ψ¯ᵀT vr/λ
1/2
r )ᵀ, with an error of order o(BT /T ) +O(|τ21T − σ†2T |). For ease of notation, let us take
Z := Qˆ1/2. In the paragraph before Theorem 5, we obtain the bound supy∈R+ |
∫
{t:tᵀt≤y} dΥr,T −∫
t≤y dFQˆ| = o(BT /T ) +O(|τ21T − σ†2T |). Thus, we need to identify an expansion of the form Υ†Q,T (x) =
FX 2r (x)+(BT /T )pQ(x,KQ)fX 2r (x) such that supy∈R+ |
∫
t≤y dΥ
†
Q,T−
∫
t≤y dFQˆ| = o(BT /T )+O(|τ21T−σ†2T |).
For s = 5, our (s − 3)-order Edgeworth expansion Υr,T (z) has a density of the form υ˜r,T (z) :=
[1 + T−1/2p˜1(z) + (BT /T )p˜2(z)]φr(z), where the degree of each term in the polynomials p˜1(z) and
p˜2(z) is respectively odd and even. Now, we explain how to obtain the expansion Υ
†
Q,T (v), with density
of the form υ˜†Q,T (v) := [1 + (BT /T )p˜Q(v)]fX 2r (v). This density is similar to υ˜r,T (z), except for the X 2r
measure replacing the Gaussian Φr measure, and the cancellation of the term of order T
−1/2.
Consider the multivariate polar transformation T1, which sends Z to (R,ϑ)
ᵀ := (R,ϑ(1), ..., ϑ(r−1))ᵀ
via z1 = R
∏r−1
i=1 cos(ϑ
(i)) and zj = R sin(ϑ
(r−j+1))
∏r−j
i=1 cos(ϑ
(i)), where 2 ≤ j ≤ r, R ∈ R∗+ is the
radius, and −pi/2 < ϑ(i) < pi/2 for i = 1, ..., r − 2, 0 ≤ ϑ(r−1) ≤ 2pi are the angles. Then, for a
vector of non-negative integers A := (a1, ..., ar), we write R(A) = R(R,ϑ, Z) = Ra0
∏r
i=1(zi/R)
ai =∏r
i=1 z
ai
i , where a0 =
∑r
i=1 ai. We will use notation R(A) even when a0 6=
∑r
i=1 ai. We say that
R(A) is odd if at least one element of A is odd, and more generally, we say that the expression
Ra0
∏r−1
i=1 cos(ϑ
(i))ai sin(ϑ(i))bi is odd if at least one of {b1, ..., br−1, ar−1} is odd. The Jacobian of T1
is Rr−1
∏r−2
i=1 cos(ϑ
(i))r−i−1, say Rr−1J(ϑ) for ease of notation, and that an odd R(A) implies an odd
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R(A)J(ϑ). Finally, we write Ri,j(R,ϑ, Z) a finite sum of constant multiples of terms of the form R(A),
and say that Ri,j(R,ϑ, Z) is odd if every such R(A) are odd. In the following proof, various expressions
of the form Ri,j(R,ϑ, Z) occur with the two following properties. First, Ri,j(R,ϑ, Z) happens to be odd
when j is odd. Second, if j is even and Ri,j(R,ϑ, Z) includes some (constant multiple) of R(A) which
fails to be odd, then the power a0 in the corresponding R(A) will be even. Let us define the set MT :=
{Z : ‖Z‖2 < (s− 1) log T}, and for any B ⊂ R, write BT := {Z : ZᵀZ/2 ∈ B}. It is sufficient to exhibit
an expansion υ˜†Q,T (v) such that sup{|
∫
{BT∩MT } υ˜r,T −
∫
{B} υ˜
†
Q,T | : B ∈ B} = o(BT /T ) +O(|τ21T − σ†2T |),
where B are the Borel sets on R. Applying T1, we get∫
{BT∩MT }
υ˜r,T =
∫
T1(BT∩MT )
Rr−1J(ϑ)[1 + T−1/2R1,1(R,ϑ, Z) + (BT /T )R1,2(R,ϑ, Z)] exp(−R2/2).
Then, let us apply the transformation T2(R,ϑ, Z) := (R
′, ϑ, Z), whereR′ := (T−11 (R,ϑ, Z)
ᵀT−11 (R,ϑ, Z)/2)
1/2.
It can be shown that R = R′(1 +T−1/2R3,1(R,ϑ, Z) + (BT /T )R3,2(R,ϑ, Z) +o(BT /T ) +O(|τ21T −σ†2T |))
uniformly on T2T1(MT ). The derivative of Qˆ with respect to the radiusR is ∂(T
−1
1 (R,ϑ, Z)
ᵀT−11 (R,ϑ, Z)/2)/∂R =
2R(1+T−1/2R4,1(R,ϑ, Z)+(BT /T )R4,2(R,ϑ, Z), and the Jacobian of T2 is ∂R/∂R′ = 2R′(∂(T−11 (R,ϑ, Z)
ᵀ
T−11 (R,ϑ, Z)/2)/∂R)
−1. As a consequence, we obtain:∫
{BT∩MT }
υ˜r,T =
∫
{(R,ϑ,Z):(R′)2∈B}∩T2T1(MT )
[
(R′)r−1J(ϑ)[1 + T−1/2R5,1(R′, ϑ, Z)
+(BT /T )R5,2(R
′, ϑ, Z)] exp(−(R′)2/2)
]
+ o(BT /T ) +O(|τ21T − σ†2T |),
uniformly on the Borel subsets on R. Finally, as T2T1(MT ) ⊂ {(R′, ϑ, Z) : (R′)2 < ((s − 3)/2) log T},
we have: ∫
{BT∩MT }
υ˜r,T =
∫
{(R′,ϑ,Z):(R′)2∈B}
[
(R′)r−1J(ϑ)[1 + T−1/2R5,1(R′, ϑ, Z)
+(BT /T )R5,2(R
′, ϑ, Z)] exp(−(R′)2/2)
]
+ o(BT /T ) +O(|τ21T − σ†2T |),
uniformly on the Borel subsets on R. As R5,1(R′, ϑ, Z) is odd, R5,1(R′, ϑ, Z) exp(−(R′)2/2) integrates
to zero uniformly on the Borel subsets on R. Therefore, we get an expansion of the form Υ†Q,T (x) =
FX 2r (x)+(BT /T )pQ(x,KQ)fX 2r (x) such that supy∈R+ |
∫
t≤y dΥ
†
Q,T−
∫
t≤y dFQˆ| = o(BT /T )+O(|τ21T−σ†2T |).
For an explicit method to determine the polynomials, see Remark 2.6 of Chandra and Ghosh (1979).
The arguments are the same for the bootstrap quadratic statistic Q∗, except that we have to replace
the orders O(BT /T ) by O(1/T ).
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SM.2. Proof of Lemma 4
Without loss of generality, take Dt := σ〈Ψ‡t,0〉. Then, let us define Fm as the set of index k ∈
{−m, ...,m} such that Ψt+k is {Dj : j 6= t}-measurable. We can now rewrite RC 5 as follows:
exp(−δ) ≥ E[|E[exp(iτᵀ(Ψt−m + ...+ Ψt+m))|Dj : j 6= t]|],
= E[|E[exp(iτᵀ
∑
k∈Fm
Ψt+k) exp(iτ
ᵀ
∑
`∈F{m
Ψt+`)|Dj : j 6= t]|],
= E[|exp(iτᵀ
∑
k∈Fm
Ψt+k)E[exp(iτᵀ
∑
`∈F{m
Ψt+`)|Dj : j 6= t]|],
= |E[exp(iτᵀ
∑
`∈F{m
Ψt+`)|Dj : j 6= t]|E[|exp(iτᵀ
∑
k∈Fm
Ψt+k)|],
= |E[exp(iτᵀ
∑
`∈F{m
Ψt+`)|Dj : j 6= t]|.
Therefore, we have to show that |E[exp(iτᵀ∑`∈F{m Ψt+`)|Dj : j 6= t]| ≤ exp(−δ) implies |E[exp(iτᵀ∑`∈F{m w(t+
`)Ψt+`)|Dj : j 6= t]| ≤ exp(−δ). First, note that the expectation is taken with respect to the
same conditional probability measure, say F (ψt+` : ` ∈ F{m) for convenience of notation. Then,
|E[exp(iτᵀ∑`∈F{m w(t + `)Ψt+`)|Dj : j 6= t]| = |∫ exp(iτᵀ∑`∈F{m w(t + `)ψt+`)dF (ψt+` : ` ∈ F{m)|.
It is now clear that the weights w(t+ `) are rescaling horizontally the same characteristic function. As
w(t) 6= 0, ∀t, the complex modulus of the characteristic function never reaches unity (corresponding to
the infimum δ = 0). Thus, the range of E[exp(iτᵀ
∑
`∈F{m Ψt+`)|Dj : j 6= t] is the same than the range
of E[exp(iτᵀ
∑
`∈F{m w(t + `)Ψt+`)|Dj : j 6= t]. As a consequence, the upper bound of their complex
modulus is the same ∀‖τ‖ > 0.
For the second part of the condition, it is immediate that lim infT→∞ T−1 Var
[∑T
t=1w(t)Ψt
]
> 0,
if the same condition holds for {Ψt}Tt=1, as w(t) 6= 0, ∀t.
SM.3. Proof of Lemma 6
We modify the proof of Theorem 4.2 in Go¨tze and Ku¨nsch (1996). First, under Assumptions 3 and
4, take BN1 = Ψ
∗
T,1(θ0) and l = BT to get:
P
[
sup
d<|τ |<T 1/2
|E∗ exp (iτΨ∗T,1 (θ0))| ≤ 1− ζ
]
= 1− o (T−1) ,
for some 0 < ζ < 1/2. From the conditional bootstrap distribution (24), it is equivalent to
P
[
sup
d<|τ |<T 1/2
|T−1
T∑
t=1
exp (iτΨT,t (θ0))| ≤ 1− ζ
]
= 1− o (T−1) .
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Furthermore, it implies that P
[
lim supT→∞ supd<|τ |<T 1/2 |T−1
∑T
t=1 exp (iτΨT,t (θ0))| ≤ 1− ζ
]
= 1 −
o
(
T−1
)
. Second, we have to make sure that the same limit holds true when ΨT,t(θ) is evaluated at
θˆ instead of θ0, since we resample the FMB on {ΨT,t(θˆ)}Tt=1. From Assumption 7, there exists a
constant c > 0 such that P
[
sup‖θ−θ0‖≤c lim supT→∞ supd<|τ |<T 1/2 |T−1
T∑
t=1
exp (iτΨT,t (θ))| ≤ 1− ζ
]
=
1− o (T−1) . Finally, as limT→∞ ∥∥∥θˆ − θ0∥∥∥ ≤ c a.s. we have:
lim sup
T→∞
sup
d<|τ |<T 1/2
|T−1
T∑
t=1
exp
(
iτΨT,t
(
θˆ
))
| ≤ sup
‖θ−θ0‖≤c
lim sup
T→∞
sup
d<|τ |<T 1/2
|T−1
T∑
t=1
exp (iτΨT,t (θ))| a.s.
and therefore P
[
sup
d<|τ |<T 1/2
∣∣∣E∗ [exp(iτΨ∗T,t (θˆ))]∣∣∣ ≤ 1− ζ
]
= 1− o(T−1).
Proof of Lemma 8
Let us define:
piT := T
−1
T∑
t=1
T−l∑
j=1
l∑
k=1
k∗BT (k)E [Ψt (θ0) Ψj (θ0) Ψj+k (θ0)] , (27)
µ3,T := T
2E
[
Ψ¯3
]
, µ3,∞ :=
∞∑
i=−∞
∞∑
j=−∞
E [Ψ0ΨiΨj ] . (28)
For computational convenience, let us consider the auxiliary signed measure ΥS,∞, defined by its Fourier
transform:
E∞ (τ) :=
∫
exp (iτᵀx) dΥS,∞ (x)
=
{
1 +
µ3,∞√
Tσ3∞
[
−1
3
(iτ)3 − 1
2
(iτ)
]}
exp
(
−τ
2
2
)
.
We can see that E∞ differs from E†T and E∗T by the variance and the third moment. Yet, we can
control those differences by the following asymptotic results:
Lemma 9. Under Assumptions 1 — 4 (Appendix A.1), we have: (i) µ†3,T = µ3,∞ +O(T
−1), (ii) pi†T =
µ3,∞ +O(T−1) and (iii) σ
†2
T = σ∞ + o(1).
Thus, by Esseen Lemma:
sup
x
∣∣∣ΥS,∞ (x)−Υ†S,T (x)∣∣∣ ≤ C ∫|τ |≤T 1/2+ |E∞ (τ)− ET (τ)| |τ |−1 dτ + o
(
T−1/2
)
= o
(
T−1/2
)
. (29)
Furthermore, for the bootstrap statistic, we have the following asymptotic convergences of the variance
and the third moment:
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Lemma 10. Under Assumptions 1 — 4 (Appendix A.1), we have: (i) µ∗3,T = µ3,∞ + Op(B
−1
T +
BTT
−1) and (ii) σ∗2T = σ
2∞ +Op(B
−1
T +BTT
−1).
Therefore, we have by the same argument:
sup
x
∣∣ΥS,∞ (x)−Υ∗S,T (x)∣∣ ≤ C ∫
|τ |≤T 1/2+
∣∣∣E∞ (τ)− EˆT (τ)∣∣∣ |τ |−1 dτ + o(T−1/2) = op (T−1/2) . (30)
SM.4. Proof of Lemma 9
(i) First, note that piT = µ3,T +O(T
−1) and pi†T = µ
†
3,T +O(T
−1) (Go¨tze and Ku¨nsch (1996)). Then,
|piT − pi†T | = |T−1
T∑
t=1
T−l∑
j=1
l∑
k=1
k∗BT (k)E [Ψt (θ0) Ψj (θ0) Ψj+k (θ0)]
− T−1
T∑
t=1
w(t)
T−l∑
j=1
l∑
k=1
k∗BT (k)E [Ψt (θ0) Ψj (θ0) Ψj+k (θ0)]|
= T−1|
T∑
t=1
(1− w(t))
T−l∑
j=1
l∑
k=1
k∗BT (k)E [Ψt (θ0) Ψj (θ0) Ψj+k (θ0)]|
= O(BT /T ).
Thus, |µ3,T − µ†3,T | ≤ |µ3,T − piT | + |piT − pi†T | + |pi†T − µ†3,T | = O(T−1) + O(BT /T ) + O(T−1). As µ3,T
tends to µ3,∞ by definition, the proof is concluded.
(ii) Recall that |µ3,T − µ†3,T | = O(BT /T ) and pi†T = µ†3,T + O(T−1). Then, the lemma follows by
triangular inequality, and as µ3,T tends to µ3,∞ by definition.
(iii) σ†2T = Var
[
T 1/2Ψ¯T
]
= σ∞ + o(1) by definition.
SM.5. Proof of Lemma 10
(i) Let Ψ∗T,t := Ψ
∗
T,t
(
θˆ
)
. Then,
µ∗3,T = T
1/2E∗
[
T 1/2Ψ¯∗3T
]
= T−1
T∑
r=1
T∑
s=1
T∑
t=1
E∗
[
Ψ∗T,rΨ
∗
T,sΨ
∗
T,t
]
= T−1
T∑
t=1
E∗
[
Ψ∗3T,t
]
= T−1
T∑
t=1
Ψ3T,t = E
[
T−1
T∑
t=1
Ψ3T,t
]
+Op(T
−1/2).
Now, E
[
T−1
T∑
t=1
Ψ3T,t
]
= E
[
Ψ3T,s1
]
+O(BT /T ), where s1 :=
[
T
2
]
. Thus, µ∗3,T = E
[
Ψ3T,s1
]
+Op(T
−1/2)+
O(BT /T ). Then, considering that ΨT,s1 is a standardized weighted sum and from any CLT for strongly
mixing process under Lindeberg conditions (see e.g. Rio (1997)), E
[
Ψ3T,s1
]
= µ3,∞ + o(1).
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(ii) Recall that σ∗2T = E∗
[
T Ψ¯∗2T
]
= T−1
T∑
t=1
Ψ2T,t. Thus, σ
∗2
T has the form of an automatically positive
semi-definite HAC estimator (Smith (2005)). From the properties of HAC estimators (see Section 4.1),
we have: σ∗2T = σ
2∞+Op(B
−q
T +BT /T ), where q is the Parzen exponent. As a consequence, the bootstrap
variance converges to the long-run one.
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