Fiedler matrices and their factorization  by Stuart, Jeffrey L. & Weaver, James R.
LINEAR ALGEBRA 
AND ITS 
APPLICATIONS 
ELSEVIER Linear Algebra and its Applications 275-276 (1998) 579-594 
Fiedler matrices and their factorization 
Jeffrey L. Stuart a,*, James R. Weaver b 
a Department of Mmthematics, University of‘ Southern Mississippi, Huttieshurg, 
Mississippi 394065045, USA 
’ Department of Mathematic.? and Statistics, University of West Florida. 11000 University Parkway, 
Pensacola, Florida 32514-5751. USA 
Received 21 November 1996; accepted 3 August 1997 
Submitted by S. Kirkland 
Abstract 
Let A be an m x n real matrix with m > n such that the submatrix of A consisting of 
the first n rows of A is a nonsingular, lower triangular matrix and such that the subma- 
trix of A consisting of the last n rows of A is a nonsingular, upper triangular matrix. Mi- 
roslav Fiedler introduced such matrices and called them column-rhomboidal. The 
structure and properties of column stochastic, centrosymmetric, column-rhomboidal 
matrices with constant row sums is examined. These matrices are called Fiedler matri- 
ces. In particular, the factorization of Fiedler matrices into Fiedler matrices is investi- 
gated. 0 1998 Elsevier Science Inc. All rights reserved. 
A MS classijication: 15A27; 15A57 
Keywords: Stochastic; Centrosymmetric; Column-rhomboidal; Fiedler matrix 
1. Fiedler’s matrices 
In this paper, all matrices are assumed to be real, and whenever the rectan- 
gular matrix A is m x n, it is understood that m > n. 
In [2], Miroslav Fiedler introduced the idea of a column-rhomboidal matrix. 
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Definition 1.1. Let A be an m x n matrix with m > n, then A is called column- 
rhomboidal if A satisfies both of the following properties: the II x n submatrix 
of A consisting of the first n rows is a nonsingular, lower triangular matrix, and 
the n x n submatrix of A consisting of the last n rows is a nonsingular, upper 
triangular matrix. 
Note that an immediate consequence of the definition is that A must have at 
least n2 - n entries equal to zero. Also note that the nonsingularity conditions 
are equivalent to the requirement that the first and last diagonals of length n 
contain no zero entries. 
Lemma 1.2. If A and B are column-rhomboidal matrices jbr which the product is 
defined, then AB is also a column-rhomboidal matrix. 
Proof. Let A be an m x n matrix, and let B be an n x p matrix. It suffices to 
show that the first p rows of AB form a nonsingular, upper triangular matrix; 
the proof for the last p rows is analogous. Suppose that 1 < i 6 j < p. Then 
Ai,k = 0 for k > i; Ai,; # 0; Bk,j = 0 for k < j; and Bj,j # 0. Then 
(AB),,, = 2Ai.rSk.i = 2Ai.iBk.j. 
k=l k=/ 
Now when i = j, (AB)ii = Ai,iB;,i # 0, and when j > i, there are no nonzero 
summands, so (AB),,j i 0. 0 
In [2], Fiedler examined the properties of the following two particular exam- 
ples of column-rhomboidal matrices. 
Example 1.3. For n > 2, the (n + 1) x n matrix A whose entries are given below 
is a column-rhomboidal matrix: 
for 1 <i<n+ 1 and l<k<n. (1.1) 
Example 1.4. For n 3 2 and t 3 1, the (n + t) x n matrix H whose entries are 
given below is a column-rhomboidal matrix: 
forl<i<n+t and l<k<n. (1.2) 
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Now suppose that A,+, , A,,+z, . . . , A,+, is a sequence of matrices of the type 
given in Example 1.3, with dimensions (n + 1) x n, (n + 2) x (n + l), . . . , 
(n+t) x (n+t- l), respectively. Since the entries of these matrices are prob- 
abilities, the matrices A,, can be viewed as transition matrices for some “Mar- 
kov-like” process. If X0 is an n x 1 initial state vector, then subsequent state 
vectors are determined by 
4 = .4+&o, 
x2 = 4,+2X1, 
In [2], Fiedler proved that 
H = &+,A,+,- I &+I 
is the matrix H given in Example 1.4. Consequently, the problem of recovering 
the initial state vector X0, given some subsequent state vector X,, reduces to 
solving the system 
(For more on inversion, see Section 7.) 
2. Fiedler matrices 
Consider a discrete time, Markov-like process where the number of states 
available might increase with time. Such a process might represent a long term 
investment model where new investment vehicles might be introduced as time 
evolves. Such a process might also represent an epidemiological model where 
new treatments leading to new stages in the disease course might be developed. 
If the final number of states, nr were known a priori for such a model, it would 
be possible to work with square transition matrices, and impose the condition 
that the transition matrices be structured to prevent access to states until the 
iteration at which those states became available. This could be done by embed- 
ding the active portion of the transition matrix in the first block of a two block, 
block-diagonal matrix, and by using an identity matrix for the lower diagonal 
block. As new states become available, the size of the block partitions would 
change. Alternatively, however, one could work with rectangular matrices such 
that the transition matrix at the ith iteration is of size ni x ni_,, where no is the 
initial number of states, 12, is the number of available states after the ith itera- 
tion, and n, 3 n;_, for i 2 1. Then the size of the matrices naturally reflects the 
number of available states, and the product structure of multistage transition 
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matrices is clearer. It is this later approach that is reflected by the results in this 
paper. The matrices that we examine represent transition matrices, hence the 
entries are nonnegative, and the columns sums are all one. Motivated by the 
examples in Fiedler’s paper, we will investigate the behavior of matrices that 
share properties common to those examples. Due to their probabilistic 
nature, Fiedler’s examples are column stochastic, have constant row sums, 
and display centrosymmetry. Consequently, we are led to the following defini- 
tion. 
Definition 2.1. An m x n matrix A, with m > n. is called a Fielder matrix if A is 
column-rhomboidal, column stochastic, centrosymmetric and if A has constant 
row sums. 
The matrices A and H given in Examples 1.3 and 1.4 are Fiedler matrices. 
Definition 2.2. If A is an m x n column-rhomboidal matrix with exactly 1 
diagonal bands of length n, then A will be called l-banded. 
Lemma 2.3. If A is an m x n Fiedler matrix, then A is I banded, where 
1 = m - n + 1. The row sums oj’A all equal n/m. and consequently, each entry oj 
A is bounded above by n/m. 
Proof. Examine the first column of A. Since there are I diagonal bands, which 
start with the first 1 entries of this column, and since those entries are followed 
by n - 1 zeros, m = n + 1 - 1. Let the constant row sum be r. Summing all 
entries across the rows and then summing the rows yields mr. Since A is column 
stochastic, summing down columns and then summing the column sums yields 
n. Thus mr = n. Since each entry of A is nonnegative, it follows that the row 
sum of any row is an upper bound on the entries in that row. 0 
If A is a generic, column-rhomboidal matrix with 1 bands and n columns, 
then there must be nl distinct parameters in A. If, in addition, A is centrosym- 
metric, then the number of distinct parameters reduces to [in’]. Separately re- 
quiring that the row sums be constant gives rise to rim] independent linear 
equations for the parameters. Separately requiring that the matrix be column 
stochastic gives rise to Iin] independent linear equations for the parameters. 
Since the sum of all the row sums equals the sum of all the column sums, 
one expects at least one redundant equation when both the column stochastic 
condition and the constant row sums condition are invoked simultaneously. 
This suggests that a Fiedler matrix has 
[+zll - [$z] - [+rnl + 1 
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entries that can be independently selected. The difficult step is verifying that 
there are, in fact, exactly [frill” + [irnl - 1 independent equations relating the 
parameters. 
The proof of the following theorem yields both the number of independent pa- 
rameters and an algorithm for locating their positions in a Fiedler matrix. 
Theorem 2.4. The set of m x n, I-banded Fiedler matrices contains the interior oj 
und is contained by a polytope of dimension 
[(n - l)($ - 111. 
The structure of the polytope is spectjied by the four cases given below. In each 
case, the dimension of the polytope spectjies the number of independent purume- 
ters, which can be placed in the diugrum positions lubeled with the symbol x. The 
remaining generically nonzero positions, which are labeled in the diagrams with 
the symbol y, are then completely determined by the constant row sum condition, 
column stochusticity and centrosymmetry. 
The four cases are determined by whether m is odd or even, and by whether 
1 > n or 1< n. In the diagrams below, only the [irn] x n submatrix of A consist- 
ing of the jirst 1: m 1 rows is shown. All undisplayed positions are determined by 
the centrosymmetry of A. 
If’A is un m x n, l-banded Fiedler matrix, then A has [(n - l)(il - l)] inde- 
pendent parameters, and these parameters can be positioned where the x’s are lo- 
cuted in the diagrams. 
Cuse 1: m is even and I > n. This is the top half of the m x n matrix A, and 
the last y in the bottom row is in the [in] th column: 
y 0 “’ 0 0 0 0 
y x 0 “’ 0 0 0 
y x x 0 “’ 0 0 
y x x x 0 ‘.. 0 
. . . . . 
“’ "' 
y x . x 0 
,v x ” x x . . x 
y x “’ x x ‘.. x 
y y “’ y x ... x 
Case 2: m is even and I < n. This is the top half of the m x n matrix A, and 
the last y in the bottom row is in the [in] th column: 
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y 0 ... 0 0 0 0 0 0 0 0 0’ 
y x 0 . . . 0 0 0 0 0 0 0 0 
. . 
. . .ooooooooo 
y x .-. x 0 0 0 0 0 0 0 0 
y y x ‘.’ x 0 000000 
0 y y 0 0 x ..’ x 0 0 0 0 
0 0 y 0 0 . . . ‘.. ‘.. x 0 0 0 
. . . . . . . . . . . ; . y x . . . . . . . . 
0 .‘. 0 0 x x 0 ... y y y 0, 
Case 3: m is odd and I > n. The first rim] rows of A are shown: 
y 0 ... 00 0 0 
y x ‘.. 00 0 0 
y x . . . 00 0 0 
y x . . . x 0 0 0 
. . . . .xx .: 
.x...xx . . 0 
. 
. x “’ x : ‘. x 
y x x x x ... x 
Y Y Y Y Y ... Y 
Case 4: m is odd and 1< n. The first rim] rows of A are shown: 
y 0 ..’ 0 0 0 0 0 0 0 0 0 
y x . . . 0 0 0 000000 
. . . 0 0 0 000000 
y x ‘.. x 0 0 000000 
y y x . . . x 0 000000 
0 y y x ‘.. x 000000 
: 0 . . . .f. ‘.. ‘.. ‘.. 0 0 0 0 0 
0 . .., y y x . . ... ... ; x 0 
0 . . 0 y y . . . . y y 0 0 
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Proof. The generic m x n column-rhomboidal matrices have exactly n2 - n en- 
tries specified to be zero. Consequently, the set of m x n Fiedler matrices is de- 
termined by a finite set of linear equalities and linear inequalities relating the 
mn - (n’ - n) generically nonzero entries of a column-rhomboidal matrix. 
The equalities involving the entries arise from constant row sums, centrosym- 
metry and column stochasticity. The weak inequalities involving the entries 
arise from nonnegativity. The strict inequalities arise from invertibility, and 
are precisely the conditions that all entries in the first and Ith diagonals are 
nonzero. The set of matrices obtained by replacing the strict inequalities with 
weak inequalities is a polyhedral subset of R”““. Further the nonnegativity 
conditions and the column stochasticity jointly force the polyhedral set to be 
bounded, and hence, to be a polytope. Further, for all m > n: the matrix H giv- 
en in Example 1.4 is an m x n Fielder matrix for which the only zero entries are 
those required by the condition that the matrix be column rhomboidal. That is, 
the polytope contains at least one element for which every generically nonzero 
entry is actually nonzero. Consequently, none of the parameters marked by an 
“x” in the arrays is forced to always be zero. Note that the set of Fiedler ma- 
trices contains the interior of the polytope, and that replacing the weak in- 
equalities with the strict inequalities required for nonsingularity can exclude 
only points on the boundary of the polytope. 
Arbitrarily assign nonnegative values to all diagram positions indicated by 
an “x”. Centrosymmetry fills the corresponding positions on the lower half 
of the matrix A. Then start in the upper left hand corner and use the fact that 
all row sums equal n/m to determine the forced values y until the bottom of the 
column of nonzero banded entries is reached. This bottom position value is 
forced by the requirement that the column sum is one. Next move along the 
row with values forced by the column sum requirement until the last uncalcu- 
lated forced value position is encountered. This value is then determined by the 
row sum requirement. At this point, all row sums of A are n/m, and all column 
sums except possibly the [in] th column (n odd) or the inth or (in + 1)th col- 
umns (n even), sum to one. Call the one remaining column sum c. Then sum- 
ming the column sums yields c + (n - 1) when n is odd and 2c + (n - 2) when n 
is even. Since the matrix has constant row sums of n/m, it follows that the sum 
of column sums equals the sum of row sums, which equals n. Thus in all cases 
c = 1, and the constructed matrix is column stochastic, hence a Fiedler matrix, 
provided all y values are nonnegative and all entries on the first and Ith diag- 
onal bands are nonzero. (This can always be achieved by assigning to the x’s 
the corresponding values specified in Example 1.4, using t = m - n.) It remains 
to count the number of x’s. 
The proof of the formula is by cases for I > n and 16 n, and also depends on 
whether m is even or odd. Since for 1 > n, both cases are similar, and since for 
I< n both cases are similar, one case for each is presented. 
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The case when m is even and 1 > n. In rows 2 through n, there are 
1,2,. . > (n - 1) x’s, summing to $n(n - 1). In rows (n + 1) through $rn - 1, 
there are (n - 1) x’s summing to ($m - 1 - PZ)(~ - 1). In row $m, there are 
IZ - [in1 x’s Thus 
$z(n - 1) + (i(n + 1 - 1) - 1 - ?z)(n - 1) + n - [+rl 
= (?r - l)($ - 1) + +i - [$zl + ;. 
When n is odd, in - 1; n] + i = 0, so there are 
(n - l)(fl - 1) x’s, 
Further, when n is odd, (n - l)(i I - 1) is an integer. 
When n is even, [in = in, and thus there are 
(n-1)(+1)+; x’s, 
Since m and n are even, I is odd, (n - 1) is odd, and hence (n - l)(i 1 - 1) is an 
odd multiple of one half. Thus the number of x’s in each case is 
[(n - l)($ - 1)l. 
The case when m is odd and I > n proceeds similarly. 
The case when m is odd and 16 n. In each column above a zero, there are 
1 - 2 independent parameters (x’s). The last of the leading zeros in row rim] 
appears in column [irnl - 1 since there are rim] - 1 - 1 zeros above the first 
leading zero, and there is one less zero above in each subsequent column. Col- 
umn If ml - I+ 1 also contains I- 2 independent parameters x. Thus there are 
rim] - 1 columns containing 1 - 2 independent parameters x and not contain- 
ing an independent parameter (an x) in row [{ml - 1. The remaining indepen- 
dent parameters x form a triangle with column heights of 
(I- 2), (I- 3), ,2,1. Hence the total number of independent (x’s) parame- 
ters is 
(Tim] - l)(l - 2) + i(l - 2)(1- 1). 
Since m is odd, 
rim1 = $rn + 1) = i((n + 1 - 1) + l), 
the number of x’s (independent parameters) is 
($ + I) - I+ g1 - l))(l - 2) = ($ - l))(l - 2) = (?z - I)($ - 1). 
Since m is odd, n and 1 must both be even or both odd. Hence (PZ - l)(i I- 1) is 
an integer, so there are 
[(G - l)($l - 1)1 x’s (independent parameters). 
The case when m is even and I< n is similar to the previous case. 0 
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Corollary 2.5. Let A be an m x n Fiedler matrix with n > 1. The following are 
equivalent. 
1. A has no independent parameters; 
2. A is 2-banded, and m = n + 1; 
3. A is given by Eq. (1.1). 
Proof. The matrix A has no independent parameters if and only if 
r(n-1)(;1-1)1 = . 0 When n > 1; this is equivalent to 1 = 2. Consequently, 
if there exists a 2-banded Fiedler matrix, it must be unique. In [2], Fielder 
proved that the 2-banded matrix A given in Example 1.3 is a Fiedler matrix. 0 
It follows immediately from Theorem 2.4 that an m x n Fiedler matrix with 
exactly one independent parameter must belong to one of three classes: 4 x 2. 
5 x 2. or 5 x 3. The 5 x 3 class is given by 
5 
0 0 
X X 0 i;; ] 
+x 1-2x -i+x with ;< x<$. 
0 X i-x 
5 
0 0 ; 
An m x n Fiedler matrix with exactly two independent parameters must be- 
long to one of five classes: 6 x 2, 6 x 3. 6 x 4, 7 x 2 or 7 x 5. The 6 x 4 class is 
given by 
I 
2 
3 0 0 0 1 =-x1 
-J$+.X, 
XI 0 0 
1 -xi -x2 X? 0 
0 X? 1 -xi -x2 -4+x, 
0 0 , XI 5 - XI 
0 0 0 2 
3 1 
with 4 < xl 6 f? and 0 < x1 6 1 -xl. 
A m x n Fiedler matrix with exactly three independent parameters must be- 
long to one of six classes: 7 x 3, 7 x 4, 8 x 2, 8 x 6, 9 x 2 or 9 x 7. The 8 x 6 
class is given by 
f 
‘ 
_ 
\ 
0 
Xl 
5 
--x1 -x2 
4 
-;+x2 
0 
0 
0 
0 
0 0 
0 0 
X2 0 
1 - x2 - x3 X3 
X3 1 -,X2 -x3 
0 X2 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
-:+x2 0 
J-x, -x2 
4 -4+x1 
Xl 3 
--x1 
4 
0 
4 
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3. Factorization into 2-banded Fiedler matrices 
Suppose we have a sequence of Fiedler matrices A,,+,, A nt?, .” ! that 
are(n+l)xn,(n+2)x(n+l),... , (n + t) x (n + t - 1) matrices, re$Zctive- 
ly. It is immediate that such matrices are 2-banded Fiedler matrices, and by 
Corollary 2.5, each A,+j must be given by Eq. (1.1). Note that the matrix H de- 
fined by H = An+rAn+t-I A,,+, must necessarily be free of arbitrary parame- 
ters, and indeed, as Fiedler showed in [2], H is the matrix given in Example 
1.4. Consequently, the following factorization theorem holds. 
Theorem 3.1. Given un (n + t) x n Fiedler matrix H, where t 3 1 and n > 1: H 
can he factored us a product oft 2-bunded Fiedler matrices, 
H = A,+,A,+,~I . . An+] 
if and only ifH is the matrix given in Example 1.4 and each matrix A,, is the 
(n+j) x (n+j- 1) mutrix given in Example 1.3. 
4. More on factorizations 
In light of the factorization theorem in the preceding section, several ques- 
tions naturally arise. When is the product of Fiedler matrices a Fiedler matrix? 
When can a Fiedler matrix be factored into a product of Fiedler matrices? Can 
a Fiedler matrix with r independent parameters be factored into a product of 
two or more Fiedler matrices, each with a smaller number of parameters, and 
what can be said about the number of parameters in each factor? The following 
lemma answers the first question; the remaining questions do not have simple 
answers. 
Lemma 4.1. If A and B are Fiedler matrices for which the product is dejined, then 
AB is also a Fiedler matrix. 
Proof. Recall that when the product of column stochastic matrices is defined, 
the product is a column stochastic matrix. When the product of matrices, each 
with constant row sum, is defined, the product is a matrix with constant row 
sums. When the product of centrosymmetric matrices is defined, the product is 
a centrosymmetric matrix. Clearly the product of nonnegative matrices is 
nonnegative. Finally, the product of column-rhomboidal matrices must be 
column-rhomboidal by Lemma 1.2. 0 
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Recall from Examples 1.3 and 1.4 that a product of Fiedler matrices, each 
with no parameters, is itself a Fiedler matrix. What about a product of Fiedler 
matrices, each with the same positioe number of parameters? As was observed 
following the corollary to Theorem 2.4, a Fiedler matrix with one parameter 
must have dimensions 4 x 2, 5 x 2, or 5 x 3. Clearly no product of two such 
Fiedler matrices is even defined; hence no Fiedler matrix can be factored as 
a product of one parameter Fiedler matrices. On the other hand, as observed 
following the corollary to Theorem 2.4, there exist Fiedler matrices with three 
parameters whose dimensions are 9 x 7 and 7 x 3, and thus their product is de- 
fined; and by the preceding lemma, the resultant 9 x 3 matrix is a Fiedler ma- 
trix. 
Lemma 4.2. Given positive integers m > n > p > 1, a necessary and sufJicient 
condition for the existence of two r parameter Fiedler matrices A and B, with 
dimensions m x n and n x p, respectively, for which the product AB is a Fiedler 
matrix, is that 
I k(TZ- l)(m-n- l)] =Y= 6@- l)(n-p- I)]. 
Proof. The necessity and sufficiency follow immediately from Theorem 2.4 and 
the preceding lemma. 0 
Note that from Examples 1.3 and 1.4, the unique 4 x 3 and 3 x 2 Fiedler 
matrices are members of zero parameter classes, but their product is a member 
of the class of 4 x 2 Fiedler matrices, which is a one parameter class. 
Next, products of Fiedler matrices with possibly different numbers of pa- 
rameters are investigated. Note that the number of parameters in a product 
is only indirectly related to the number of parameters in each factor. 
Lemma 4.3. Given positive integers m > n > p > 1, an m x n Fiedler matrix 
A, and an n x p Fiedler matrix B, the Fiedler matrix AB belongs to a class of 
Fiedler matrices that has at least as many parameters as the class to which B 
belongs. 
Proof. Note that the number of parameters for the class to which B belongs is 
given in the statement of the previous lemma. The number of parameters for 
the class of m x p Fiedler matrices is 
1 i@- l)(m-p- l)]. 
Since (m -p - 1) > (n -p - I), the m x p matrices must have at least as many 
parameters as the it x p matrices. 0 
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Example 4.4. The product of a generic 6 x 4 Fiedler matrix A with two 
independent parameters and a generic 4 x 2 Fiedler matrix B with one inde- 
pendent parameter is defined, and hence must be a Fiedler matrix. Computing, 
AB = 
2 3 0 0 
2 - 3 x, Xl 0 
-;+x, 1 -xl -X2 X2 
0 X1 1 -x1 -x2 
0 0 XI 
0 0 0 
0 
0 
0 
-:+x1 
2 -x, 
3 
2 
3 
0 
XIX 
I 
2 
0 
L-, 2 X 
x 4-x 
\ 
;I I L 0 5
\ 
\ 
X2 
/ 
L 
3 
I - x,x 
3 
f-x+x,x-~X~+2x2X x -x,x - 2X2X + 
x - x,x - 2X2x + ix2 4 - x + XIX - ix? + 2x*x 
X1X 
I- 
3 XIX 
0 1 
5 I 
Let Yl = x1x, and let Yz = x -x1x - 2x2~ + $x2 = x( 1 - xl - x2) +x2(; - x). 
Then AB = C where 
1 
3 
0 
f - Yl Yl 
c= 
; -Y2 Y2 
Y2 f-yz 
Yl f -YI 
\ 0 I 3 
Example 4.5. Consider the matrix C in the previous example. Let yl = 0.01 and 
y2 = 0. Then C is a Fiedler matrix. Using standard techniques from multivari- 
ate calculus, it can be shown that there do not exist values for x, x1. x2 such that 
A and p are Fiedler matrices with AB = C. 
Thus, even when Fiedler matrices of dimensions m x n, n x p, and m x p ex- 
ist, it does not follow that every m x p Fiedler matrix can be factored as a prod- 
uct of m x n and n x p Fiedler matrices. 
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5. How many extreme points are Fielder matrices? 
The reason that the set of m x n Fiedler matrices is not a polytope is simply 
that the entries on the first and last length n diagonals of a Fiedler matrix must 
be positive rather than nonnegative, implying that the set of Fiedler matrices 
does not contain its entire boundary. Since the set of Fiedler matrices is convex, 
it follows that there must be extreme points of the polytope that are not Fiedler 
matrices. Consequently, one can ask which extreme points are Fielder matrices, 
and whether there is a relationship between m. n and the number of extreme 
points that are Fiedler matrices. A natural place to begin the investigation is 
with those Fiedler matrices that have the fewest entries on the first and last di- 
agonals of length n. Clearly, these are the m x 2 Fiedler matrices. 
Theorem 5.1. Let m = 2k + 2fbr somepositice integer k. Then the m x 2 Fielder 
matrices are (2k + I)-banded and depend on k parameters. The mutrix A is un 
tn x 2 Fielder matrix if and only if A is of the jtirm: 
A2 
m 
1 0 
1 -z1 =I 
l-22 22 
1 -zk ZX 
Zk 1 -zk 
Z? l-22 
ZI 1 -z1 
0 1 > 
1st row 
2nd row 
3rd row 
(k + 1)st i-ON’ 
(k + 1)st row’ 
3rd row 
2nd robt 
1st row 
where 0 < zl < 1, and 0 <z, < 1 for 2 < j < k Further, the 2” extreme points qf 
the polytope thut is the closure of the set of’m x 2 Fiedler matrices are obtained 
by independently selecting each z, jiom (0, l} for 1 < j < k, and the 2km’ extreme 
points that are Fiedler matrices are those for u’hich zI = 1. 
Proof. Apply Lemma 2.3 and Theorem 2.4, noting that each row sum must be 
2/m. The extreme points for the polytope are clearly those matrices for which 
one entry in each of rows 2 through k + 1 is zero. Finally, in order to be a 
Fiedler matrix, z1 must be positive. 0 
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Theorem 5.2. Let m = 2k + 3 for some positive integer k. Then the m x 2 Fielder 
matrices are (2k •t 2)-banded and depend on k parameters. The matrix A is an 
m x 2 Fielder matrix if and only if A is of the form. 
A2 
m 
1 0 
1 -z1 Zl 
1 - z2 z2 
1 -zk zk 
L I 
2 2 
zk 1 --zk 
1st row 
2nd row 
3rd row 
(k + 1)st row 
(k + 2)nd row 
(k + 1)st row 
z2 1 -z2 3rd row 
ZI 1 -z1 2nd row 
0 1 , 1st row 
iilhere 0 < zl 6 1, and 0 < zi 6 1 for 2 <j < k . Further, the 2k extreme points of 
the polytope that is the closure of the set of m x 2 Fiedler matrices are obtained 
by independently selecting each zi from (0, l} for 1 <j < k, and the 2kP’ extreme 
points that are Fiedler matrices are those for which ZI = 1. 
Proof. Apply Lemma 2.3 and Theorem 2.4, noting that each row sum must be 
2/m. The extreme points for the polytope are clearly those matrices for which 
one entry in each of rows 2 through k + 1 is zero. Finally, in order to be a 
Fiedler matrix, zr must be positive. 0 
It is evident that the set of m x 2 Fiedler matrices has as its closure a poly- 
tape with 2(# Of Parameters) extreme points, and further, 2(#Of parameters _‘) of those 
extreme points are actually Fiedler matrices. The factor of two reduction is 
due to the presence of exactly one of the independent parameters on the first 
and last diagonals. In contrast to the case of the m x 2 matrices, if one were 
seeking the set of Fiedler matrices such that as few as possible of the polytope 
extreme points were Fielder matrices, one would naturally look at those generic 
matrices for which as many as possible of the independent parameters ap- 
peared on the first or last diagonal. Examining the cases in the statement of 
Theorem 2.4, it is clear that for n > 2, the polytope containing the 
(n + 2) x n Fiedler matrices has the property that all of the 1; (n - l)] indepen- 
dent parameters in a generic matrix lie on the first, and hence, last diagonals. 
(See the examples of 3-banded Fiedler matrices immediately following the 
proof of Theorem 2.4.) Numerical evidence suggests that for n b 5 and odd, 
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the polytope has 1 + 2(# Of parameters) extreme points, of which exactly two are 
Fiedler matrices; and for n = 3, and for n 3 2 and even, the polytope has 
2(# of parameters) extreme points, of which exactly one is a Fiedler matrix. 
6. m + n fixed 
A natural question is how many of the parameters can be arbitrary when the 
sum of the dimensions, m + n , is fixed. Let k 3 3 be an integer, and let 
m+n=kwithm>n.Thenl=k-2n+l.and 
i 
(n-I)&- l)] = [;(n- l)(k-2n- l)] 
Note that this expression will be zero when either n = 1, or else 
k - 2n - 1 = 0. Assuming that we are interested in nontrivial Fiedler matri- 
ces, n 3 2. so n = (k - 1)/2. That is, the number of arbitrary parameters 
can be zero exactly when k is odd, and this is obtained by using a 2-banded 
Fiedler matrix with m = (k + 1)/2 and n = (k - 1)/2. When k is even, the 
natural choice for n would be k/2, however, 1 3 2 forces n < ik, so the num- 
ber of parameters is minimized by setting n = i (k - 2). Thus when k is even, 
the Fiedler matrices with the fewest arbitrary parameters are those with 
m = i (k + 2) and n = i (k - 2), which are 3-banded with [i (n - 1)1 arbitrary 
parameters. 
Theorem 6.1. Let k 3 3 be an integer. Among all sets of m x n Fiedler matrices 
such that m $ n = k, the set with the least number of independent, arbitrary, 
parameters when k is odd is the set of 2-banded Fiedler matrices, and further, 
m=~(k+l),n=~(k-l), and there are no independent parameters. When k is 
even, it is the set of 3-banded Fiedler matrices, and ,further, m = i (k •t 2), 
n = 4 (k - 2), and there are 1; k - 11 arbitrary parameters. 
Observe that the expression i (x - l)(k - 2x - 1) is parabolic in the real vari- 
able X, and that it is maximized when x = 4 (k + 1). Consequently, the expres- 
sion [i(n- l)(k-2n- l)] is maximized over the integers at one of 
n = [i(k + l)] and n = [i(k + l)]. By examining the four cases: 
k z 0 mod 4, k E 1 mod 4, k E 2 mod 4, and k - 3 mod 4; for each of the 
two choices of n, the following results are obtained. 
Theorem 6.2. Let k 3 3 be an integer. Among all sets of m x n Fiedler matrices 
such that m $ n = k, the set with the greatest number of independent, arbitrary~ 
parameters is determined by the value of kmod4 as follows. 
If k E 0 mod 4, then m = ak, n = $ k, and the number of parameters is 
I& (k’ - 6k + 8)1. 
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Ifk G I mod4, then there are two sets of Fiedler matrices, m = $ (3k + 1) and 
n = $ (k - l), und nz = $ (3k - 3) and n = a (k + 3), andfor both sets, the number 
of parameters is I& (k’ - 6k + 5)1. 
Ifk E 2mod4, then m = i (3k - 2), 
ters is [h (k’ - 6k + 8)1 
n = $ (k + 2), and the number ofparame- 
IJ‘k = 3mod4, then m = i (3k - l), n = d (k + I), and the number ofparame- 
ters is [h (k’ - 6k + 9)1 , 
7. Inversion 
Observe that every Fiedler matrix necessarily has full column rank since it is 
column-rhomboidal. Consequently, if A is a Fiedler matrix, the linear system 
Ax = b is solved in the least squares sense by the unique vector (A/A)-‘A’b, 
where A’ denotes the transpose of A. Further, when b is in the range of A, rather 
than solving the system Ax = 6, it suffices to solve the smaller, nonsingular, 
lower (upper) triangular system obtained by using only the first (last) n rows 
of A and b, and for this problem, any triangular solver can be employed. Ob- 
viously, if b is in the range of A, then the solutions to the lower triangular sys- 
tem and the upper triangular system must be the same. Counter-examples to 
the converse are easily constructed. 
8. Open questions 
The results in the sections on factorization, suggest several natural ques- 
tions. When is a Fiedler matrix factorizable as a product of Fiedler matrices? 
As was shown by an example, the necessary condition of existence of factors 
of the appropriate dimensions is not sufficient. Are there useful sufficient con- 
ditions? If a Fiedler matrix is factorizable, are the factors unique? If not, are the 
dimensions of the factors unique? 
Another set of questions arise from asking what properties are retained by 
the classes of matrices that result when one or more of the defining properties is 
dropped. 
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