1 User guide
Functions of CytoCtrlAnalyser
The CytoCtrlAnalyser implements algorithms for studying biomolecular network controllability based on nine recently proposed concepts: Minimum driver node set (MDS) [1] , Minimum steering set (MSS) [2] , MSS with preference [3] , steering nodes for state transittability [4] and steering nodes for output controllability [5] , control centrality [6] , control capacity [7] , classification [8] and probability of each node in a random MSS [9] . The following paragraphs give the descriptions of algorithms that are implemented for investigating network controllability.
MDS: A network is completely controllable if it can be steered from any initial states to any desired final states in finite time. The MDS [1] is a minimum set of nodes in the network which should be actuated by independent control signals such that the "no dilation" condition of structural controllability theorem [2] (See Section 3.2 for detail) for completely controlling a network can be satisfied. Applying independent control signals to an MDS is a necessary condition for completely controlling a network. In biomolecular networks, nodes in MDSs play crucial roles in controlling the networks. Biological functions of MDSs have been investigated in different biological networks [10, 11] . In addition, concepts such as control capacity and node classification are defined based on MDSs of networks.
MSS: The MSS [2] is a minimum set of nodes in the network which should be actuated by control signals such that the network is completely structurally controllable. Compared to the MDS, applying independent control signals to an MSS is a sufficient and necessary condition for completely controlling a network, which satisfies all conditions of structural controllability theorem [2] . Examples are given in [2] to compare MDSs and MSSs of biomolecular networks.
MSS with preference: Since the MSSs of a network are not unique, an algorithm has been developed to identify an MSS with certain pre-defined preferences. When each node is assigned a preference value, the algorithm identifies an MSS that has the maximum average preference value among all the possible MSSs of the network [3] . In [9] , MSSs with drug binding preferences have been identified, which suggests a feasible way to control biomolecular networks as well as novel applications for drug repositioning.
Transittability: In many applications, we do not need to completely control a network, but to steer the network from one specific state to another specific state. Therefore, the concept of transittability has been studied [4] . An algorithm has been designed for identifying steering nodes which should be actuated by control signals such that the network is structurally transittable between these two specific structural states. Steering nodes for state transittability of biomolecular networks are investigated in [4] , suggesting that the steering nodes play important roles for state transitions of biomolecular networks.
Output controllability: In CytoCtrlAnalyser, users need to define a set of nodes which correspond to the output. The implemented algorithm can be used to identify the steering nodes which should be actuated by control signals such any output state of the system can driven to any other output state [5] . In [5, 12] , output controllability has been used to identify potential drug targets in biomolecular networks such that the states of output nodes can be controlled.
Control centrality: Control centrality of a node equals to the dimension of the controllable subspace or the size of the controllable subnetwork when a control signal is actuated only on the node [6] .
Control capacity: Since the MDSs of a given network is not unique, the control capacity measures the likelihood of each node appearing in a random MDS [7] . Control capacity values of nodes in a human liver metabolic network have been studied [13] .
Node classification: The MDSs of a network are not unique, but the cardinality of the MDSs are the same. Therefore, nodes in a network can be classified as indispensable, neutral or dispensable, which correlate to increasing, no effect, or decreasing the cardinality of the MDS of the network by removing the node and edges that connect to the node [8] . Biological roles of different types of proteins in a directed PPI network have been studied in [8] .
Probability in an MSS: Similar to the non-uniqueness of MDSs of networks, there are different MSSs of a same network. This algorithm quantifies the probability of each node appearing in a random MSS [9] . Nodes with higher probabilities in an MSS have been suggested to play more important roles in controlling the network. In addition, by using this algorithm, we have been able to compare preference values of a randomly selected MSS and an MSS selected with preference.
Quick Start
Following is a short quick start for the usage of CytoCtrlAnalyser: Three algorithms, which are MSS with preference, transittability and output controllability, require customized data of control settings. Each of the three algorithms requires the user to indicate a column in the node table panel. The data types are listed:
MSS with preference: Each node should be assigned a real positive number as the preference for selection of MSS. The data type could be either Integer, Long, Float or Double.
Transittability: Each node should be assigned a Boolean value which indicates whether the state of the node is going to be changed according to the control objective. Nodes with True values could be changed to any states in finite time while states of nodes with False values would remain unchanged at the end of the control process.
Output controllability: Each node should be assigned a Boolean value which indicates whether the node is corresponding to the output of the network. True means the node corresponds to one output of the network while False means the node is not the output of the network. The first step is to import a network to be studied and open CytoCtralAnalyser app. Fig. S1 is an example of a network with 8 nodes and 10 edges and the CytoCtrlAnalyser interface in Cytoscape. 
Import customized data
The data should be stored in a To import the customized data, a table file should be created. In Fig. S2a , the first column is the names of nodes in Cytoscape, which is used as the key to map the nodes and node attributes. The second column in Fig. S2a is the preference values of nodes for the MSS identification with preference. For CytoCtrlAnalyser, the preference values could be any positive numbers. The third column contains Boolean values for nodes, which is used as the customized data for analysing the network transittability or output controllability. In Fig. S2a , node 4, node 5 and node 6 are set as True. For network transittability, the states of node 4, node 5 and node 6 could be changed to any values at the end of control process while the states of other nodes would remain unchanged. For output controllability, the states of node 4, node 5 and node 6 could be changed to any values at the end of control process while the states of other nodes are not considered in the output controllability study.
Fig . S2b is the interface of importing the table file to Cytoscape. The first column is selected as the key, which would match the values to corresponding nodes in Cytoscape. Users need to indicate the data types of different columns: the second column is set as Floating point and the third column is set as Boolean. Fig. S2c is the data imported to Cytoscape shown in node table panel: Column 2 saves the preference values of nodes and Column 3 indicates the node whose states are supposed to be changed in state transition or output control.
Analyse controllability of network
Nine algorithms for network controllability analyses are included in CytoCtrlAnalyser. To apply controllability algorithms, users simply need to check the algorithms they would like to use. For the state transittability and output controllability, the nodes whose states are going to be changed are required to be indicated. For MSS with preference, the preference value of each node should be input. To indicate the customized data, the names of columns containing the corresponding data are required to be indicated in the text boxes on the right of the algorithm check boxes.
Fig . S3a is an overall interface of the input and the result display. In the illustrating example, we indicate Column 2 as the user input data for the MSS with preference algorithm and Column 3 as the user input data for state transittability and output controllability. Then we check Select all box and press the Analyze button (See other nodes, it can be achieved by actuating the state of node 4 only. Based on the input preference values, the node 3, node 4 and node 8 make up the most preferred MSS. 1. Acquire the CAC network from paper [14] or website [15] . The network file is reformed to .txt format which can be supported by Cytoscape (Fig. S4a ). 3. Check the Probability in a random MSS checkbox and press Analyze button. After results appear in node 4. Acquire drug binding preference values of 20 nodes identified in step 3 by using the strategy proposed in [9] . Because nodes CTL, DC, MAC and TREG correspond to different types of cells, which do not correspond to specific proteins, the preference values of these nodes are set to 0. a b c 5. Import the preference values to Cytoscape. In Fig. S5b , the first column lists the node names, the second column in-dicates whether the node is a target of any approved drugs and the third column shows to number of drugs that can bind to the node with high confidence according to STITCH database (http://stitch.embl.de) [16] . The MSS is identified based on the preference values in the forth column, which are calculated by values in the second and the third columns.
Import the CAC network to
6. Check the checkbox MSS with preference and input PreferenceValues in the following text area (Fig. S6a ).
Press
Analyze button and the MSS with preference is indicated in column MSSWithPreference of node table ( From Fig. S6b , we can see that the MSS with drug binding preference consists of 6 steering nodes (proteins), which are APC, CCL2, CYTC, SOD, IL6 and TNFA. The result is exactly the same as the result in [9] . According to analyses in [9] , controlling the CAC network by actuating states of the 6 identified proteins is biologically meaningful. Firstly, these steering nodes belong to three different function groups, which are cell proliferation process, extracellular immune microenvironment and apoptosis. This observation is consistent with the knowledge that cancer is a complex disease and drugs should be applied to multiple targets for cancer therapy [17] . For individual node in the MSS with drug binding preference, APC is a steering nodes that appears in all the possible MSSs, which suggests the importance of APC in completely controlling CAC network. Actually, researchers have discovered that the colon cancer may be caused by mutations of the APC gene [18] . CCL2 is observed as an important mediator of the cell migration and proliferation of prostate cancer [19] and breast cancer [20] . Drug Siltuximab, which targets at IL6, has been investigated for the treatment of different cancers [21, 22] . In addition, TNFA is a cell death factor [23] and CYTC is related to apoptosis.
In the table, we can also find that 4 steering nodes in the MSS are drug targets and each node can interact with 4.17 drugs averagely. By multiplying corresponding values in column ApprovedDrugTarget and column ProbabilityInMSS, we can find that averagely there are only 2.19 steering nodes that are targets of approved drugs in a random MSS without preference. Similarly, by multiplying corresponding values in column NumOfPossibleDrug and column ProbabilityInMSS, we can find that each steering node in a random MSS can interact with only 1.84 drugs averagely. The results demonstrate that steering proteins in the MSS with drug binding preference are significantly enriched with drug targets and interactions to drugs, which suggests that con-trolling CAC network by actuating states of steering proteins in the MSS with drug binding preference is more feasible compared to actuating nodes in a randomly selected MSS.
Node classification of human directed PPI network
Vinayagam et al. [8] classified the proteins in the directed human PPI network as indispensable, dispensable or neutral, which correlate to increasing, no effect or decreasing the cardinality of MDS of the resulting network by removing the proteins and edges that connect to proteins.
CytoCtrlAnalyser implements an algorithm to classify nodes based on this classification method. To get the classification, firstly the directed human PPI network can be acquired from supplementary materials of reference [24] . Then the network is imported to Cytoscape and CytoCtrlAnalyser is opened. After this, the classification of nodes can be calculated by checking the Node classification checkbox and pressing the Analyze button. The result is shown in column Classification of node table panel, in which 0, 1 and 2 correspond to dispensable, neutral and indispensable, respectively (Fig. S7) .
To verify the classification result from CytoCtrlAnalyser, we imported the classification of nodes in reference [8] to column Node Class of node table panel. By comparing the results, we found that for all 6,338 nodes in the network, only classification of protein PRG2 is different. PRG2 is classified as a indispensable node by CytoCtrlAnalyser while [8] suggested it is dispensable. To verify the classification of PRG2, we used MDS algorithm in CytoCtrlAnalyser to calculate MDS of the network and MDS of resulting network after the removal of node PRG2, respectively. We found that the cardinalities of MDSs are 2,282 and 2,283, respectively. Removing node PRG2 from the network increases the cardinality of MSS, which suggests PRG2 is an indispensable node and the classification result from CytoCtrlAnalyser is correct. The reason of reference [8] has different classification of PRG2 is probably that the PPI network used in [8] is slightly different from the PPI network in [24] . It is because the network in [8] has 6,339 nodes and 34,813 directed edges while the network file downloaded from [24] has 6,337 nodes and 34,814 directed edges.
CytoCtrlAnalyser provides a platform for users to get access to different network controllability algorithms. However, biological interpretations of results from CytoCtrlAnalyser depend on specific problems, which require researchers to analyse the results based on their own knowledge and proposes. In [8] , authors found that indispensable proteins in the human PPI network are enriched in human virus targets, drug targets or disease-causing mutations. Their study provides a fresh classification method based on network controllability, which shows distinct biological properties in the context of essentiality, conservation and regulation. Therefore, CytoCtrlAnalyser provides a convenient tool for future studies on different biomolecular networks based on the classification method.
App implementation 2.1 CytoCtrlAnalyser architecture
CytoCtrlAnalyser is a Cytoscape app that is implemented based on the Open Service Gateway Initiative (OSGi) framework. OSGi is a Java framework for developing and deploying modular software programs and libraries. The recent versions of Cytoscape platform has adopted OSGi technology [25] . Therefore, both core modules and Apps in Cytoscape 3.x are OSGi bundles, which reduces the complexity of developing Apps remarkably. In addition, Cytoscape is a software developed in Java. Therefore, Cytoscape takes the advantage of Java that can be run in different operating systems with the Java virtual machine (JVM). The relationships among CytoCtrlAnalyser, Cytoscape and their running environments are shown in Fig. S8 .
To achieve the functions of CytoCtrlAnalyser, there are three main functions modules in the CytoCtrlAnalyser, which are listed below. 3. Algorithm module: There are two parts in this module. The first part includes a group of algorithms related to the network control. Since the network control problems are formulated as graph-theoretic problems, the second part includes several classical algorithms in graph theorem which are called by the controllability algorithms.
Relationships among the controllability algorithms
There are nine network controllability algorithms implemented in CytoCtrlAnalyser. The relationships among these algorithms can be represented by Fig. S9 . From Fig. S9 we can see that the algorithms for MDS, MSS, MSS with preference, output controllability and state transittability are designed to identify a set of nodes which should be actuated by control signals such that different control objectives could be achieved. The algorithms for control capacity, control centrality, node classification and node probability in random MSS are designed to evaluate the importance of nodes from different aspects in the controllability of networks. Besides algorithms for output controllability and state transittability, all the algorithms are designed based on the completely controllability of networks. The arrows from MDS to MSS and from MSS to MSS with preference indicate the progress of the research on network controllability. Controlling an MDS is a necessary condition for completely controlling a network. To further investigate the controllability, the MSS has been proposed, which is a sufficient and necessary condition for completely controlling a network. Since MSSs of a network are not unique, the MSS with preference has been studied.
To investigated the controllability of networks, the studies have formulated the problems in control theory to the graph theoretic problems based on the structural control theorem. Therefore, nine network controllability algorithms are implemented based on classical graph-theoretic algorithms. The relationships among the network controllability algorithms and graphtheoretic algorithms are illustrated in Fig. S10. 
Algorithm implementation
Since most algorithms are illustrated comprehensively in the related papers [1, 6, 7, 4, 5, 12, 2, 8, 3] , this section only gives brief explanations for some specific problems during implementation.
When running the algorithms, CytoCtrlAnalyser acquires network information from Cytoscape and create a copy of the network, which is stored in the form of adjacent list. Therefore, all graph-theoretic algorithms are implemented based on the adjacent list in CytoCtrlAnalyser, which would enable the control- lability algorithms to run on large networks and have higher efficiency for sparse networks.
MDS
The identification of MDS can be formulated as a maximum cardinality bipartite matching problem in a bipartite graph corresponding to the original network. The detail about the MDS and the identification algorithm can be referred in [1] . In CytoCtrlAnalyser, HopcroftCKarp algorithm [26] is employed to solve the maximum cardinality matching problem. It should be mentioned that the MDSs of a network are not unique. For the algorithm of identifying MDS, there are no stochastic variables when CytoCtrlAnalyser copies the network from Cytoscape and identifies the MDS. Therefore, for a given network imported to Cytoscape, the CytoCtrlAnalyser always returns a same MDS. In addition, it should be noticed that the identified MDSs of a network is related to the node order or edge order in the adjacent list created by CytoCtrlAnalyser. If a network is input with different orders of nodes or edges, CytoCtrlAnalyser may identifies different MDSs of the network.
MSS and MSS with preference
The identification of MSS has been formulated to a minimum cost maximum flow (MCMF) problem in a digraph which is constructed according to the topology of the network. The detail of the algorithm can be referred in [2] and the algorithm for solving the MCMF problem can be found in [27] . Notice that for each MSS, there is a subset of the MSS being an MDS. Then we firstly identify an MDS to improve the algorithm efficiency during the implementation of the algorithm. The identified MDS corresponds to a zero cost flow in the constructed digraph and the final MCMF could be augmented from the zero cost flow. Similar to the identification of MDS, there are no stochastic variables when CytoCtrlAnalyser retrieves the network from Cytoscape and identifies the MSS. Therefore, for a given network imported to Cytoscape, the CytoCtrlAnalyser always returns a same MSS. If different MSSs are needed, the network with different orders of nodes or edges should be input to CytoCtrlAnalyser.
The digraph constructed for the identification of MSS can also be applied to identify MSS with preference. However, to identify MSS with preference, costs of some edges in the digraph should be modified according to the preference values of nodes. The MCMF in the modified digraph indicates the MSS with preference. The detailed description of the algorithm can be referred in [9] . In CytoCtrlAnalyser, the users need to indicate the column which stores the preference values of nodes in the node table. It is possible that more than one MSSs in a network have the same maximum preference value. In this situation, CytoCtrlAnalyser always returns a same MSS with maximum preference. If different MSSs with maximum preference are needed, the network should be input to CytoCtrlAnalyser with different orders of nodes or edges.
Transittability and output controllability
Both the algorithms for transittablilty and output controllability require the users to indicate a column in node table with Boolean values. The nodes whose states are intended to be changed by the users are assigned true values. The difference between investigating the structural transittablilty and structural output controllability is that when steering the states of selected nodes, the structural transittablilty does not change the states of other nodes while output controllability does not consider the states of other nodes.
The identification of steering nodes for transittability and output controllability have been formulated to maximum weight complete matching problem in two different bipartite graphs constructed according to network topology and customized control settings. In CytoCtrlAnalyser, the maximum weight complete matching problem is solved by the Kuhn-Munkres (KM) algorithm [28] . Detail description of constructing the weighted bipartite graph for transittability and output controllability can be referred in [4] and [12] , respectively.
Control capacity and probabilities of nodes in a random MSS
Both MDSs and MSSs of a network are not unique. Therefore, to understand the roles of nodes played in controllability of networks, it is worthwhile studying the probabilities that the nodes would appear in a random MDS / MSS. Control capacity is to MDSs of networks as probability in an MSS is to MSSs. The control capacity measures the likelihood of each node appearing in a random MDS. The algorithm to calculate the control capacity can be referred in [7] . The algorithm iterates many times to randomly sample MDSs of a network. Each iteration identifies one MDS and the MDSs identified by different iterations could be identical. Then the likelihood is the ratio of the times that a node appearing in MDSs to the times of iterations. In [7] , the authors claimed that by iterating T = N lnN times, where N is the number of nodes in the network, the sampling results converge to the actual values. However, when N is small, the number of iterations could not take enough samples of MDSs and the results do not converge to the actual values. Therefore, for the implementation of the algorithm, the value T is defined as M ax (N lnN, 1000) , which is the larger value between N lnN and 1000.
For the calculation of nodes' probabilities in a random MSS, there is no algorithm developed to sample MSSs uniformly at present. CytoCtrlAnalyser implements a method proposed in [9] to sample MSSs of networks. To sample different MSSs, the algorithm in CytoCtrlAnalyser intentionally exchanges the orders of nodes or edges when retrieving network topology from Cytoscape. The algorithm would return different MSSs since the orders of nodes or edges are different. Due to the efficiency and running time, the method samples 1000 MSSs at each execution.
Control centrality
Control centrality is developed to quantify the ability of a node to control a network, which equals to the dimension of the controllable subspace. In other words, by regulating only one node with control signal, the maximum number of nodes whose states can be steered from any initial state to any final state in the network is equal to the control centrality of the node. The CytoCtrlAnalyser integrates the algorithm to calculate the control centrality that is proposed in [6] .
Node classification
The MDSs of a network are not unique, but the cardinality of the MDSs are the same. Based on the effect of removing a node to the cardinality of the MDSs, the paper [8] classified the nodes as indispensable, neutral or dispensable, which correlate to increasing, no effect, or decreasing the cardinality of the MDSs of the network by removing the node and edges that connect to the node.
3 Network dynamic model and structural controllability theorems
System dynamic model and graph representation
In CytoCtrlAnalyser, all implemented algorithms are based on networks with linear dynamics. Although dynamics of biological systems are nonlinear, the controllability of nonlinear systems is in many aspects structurally similar to that of linear systems. First, investigating controllability of locally linearized system is the first step to ultimately develop control strategies for complex nonlinear networks [29] . In addition, if a network is structurally controllable, then it is completely controllable for almost all possible parameter realizations [30] . Therefore, the structural controllability of linear system can provide a sufficient condition for controllability for most nonlinear systems [1, 31] . Recently, by applying structural linear controllability theorems to nonlinear C. elegans neuron network, researchers predicted the involvement of each C. elegans neuron in locomotor behaviors and then verified their prediction by experiments [32] , which provided a directly experimental proof of the feasibility of developed structural controllability theorems. In this study, the dynamics of a network with n nodes is represented by the linear time-invariant dynamic model, which is described by the equation:
where x(t) = (x 1 (t), ..., x n (t)) T is a state vector that describes the states of all the nodes in the network. A is an n × n state transition matrix, which is determined by the adjacent matrix of the network, indicating the regulatory relationships between nodes in the network. u(t) is an input vector of m independent input control signals. The n × m matrix B is an input matrix that indicates the nodes which are directly actuated by input control signals. The network with the control signals described by the equation (1) For many real complex networks, such as biomolecular networks, it is feasible to qualify whether there is a regulatory relationship between two nodes (biomolecules), but it is difficult to quantify the strength of the regulation. Therefore, the concept of the structural system has been applied to study the dynamics of network systems [30] . System (A, B) is called a structural system when the entries in matrices (A, B) are either fixed zero or independent parameters. The following subsections give some introduction to the control problems based on structural systems.
Completely structural controllability
A network is completely controllable if it can be steered from any initial state x 0 to any desired final state x 1 in finite time with appropriate control signals. According to the Kalman's controllability rank condition, system (A, B) is completely controllable if and only if the n × nm controllability matrix
has full row rank n [33] . For structural systems, we say the structural system (A, B) is completely structurally controllable if it is possible to choose the values for the independent entries in matrices A and B such that the Kalman's controllability rank condition is satisfied [30] . The graph-theoretic conditions for structural controllability have been developed in previous studies [30, 34] . Before introducing structural controllability theorem, we introduce two following concepts.
Definition 1 (Inaccessibility) [30] A node v i in the digraph G(A,B) is called accessible if and only if there exists a directed paths reaching v i from an input vertex in V U , otherwise it is inaccessible.
Definition 2 (Dilation) [30] The digraph G(A,B) contains a dilation if and only if there is a subset S of V A such that |T (S)| < |S|. Here, T(S) is the neighborhood set of S containing all nodes v j such that there exists an oriented edge from v j to a node in S, i.e.,
is the edge set of G (A,B) . The input nodes are not allowed to belong to S but may belong to T(S). |S| or |T (S)| is the cardinality of set S or T(S), respectively. Theorem 1 (Structural controllability theorem) [30] A structural system (A, B) is completely structurally controllable if and only if: i) the digraph G(A,B) contains no dilation. ii) no node in V A is inaccessible from nodes in V U .
Structural output controllability
The output of a linear dynamic system (A, B) can be described by the following equation:
where y(t) = (y 1 (t), ..., y p (t)) T is an output vector of the network and each entry represents an output. The outputs of the network are linear combinations of node states in the network represented by the p × n matrix C. A system described by equations (1) and (3) is denoted by matrix triplet (A, B, C). In this study, the outputs of a network is defined as states of a set of nodes. Based on this definition of output, there is one and only one nonzero entry in each row of C and the nonzero entry indicates one node in the network as an output. Then y(t) is a p-dimensional vector that each entry corresponds to state of one node. By defining the outputs in this way, the output controllability is basically the same as the concept of target controllability [35] .
A system is output controllable if for any initial output vector y 0 = y(t 0 ) and any other final output vector y 1 , there exists a finite time t f and inputs u(t), such that y(t f ) = y 1 . For a system (A, B, C), the p × mn output controllability matrix is defined as:
Based on the control theory, system (A, B, C) is output controllable if and only if rank (oC) = p [36] . For structural systems, by arbitrarily choosing the value of free parameters in A, B and C, the rank of oC can reach a maximum value. The maximum value is defined as the generic dimension of the controllable output subspace of structural system (A, B, C) and denoted by GDCOS(A, B, C) [37, 12] . The structural system (A, B, C) is called structurally output controllable if GDCOS(A, B, C) = p.
Structural transittability
If there exists input control signals u(t), t ∈ [0, t f ], by which the system (A, B) can be transited between two specific states x 0 and x 1 . The system (A, B) is called transittable between these two specific states.
For structural matrix M, if a matrixM can be obtained by fixing the independent entries of M at some specific values, the matrixM is called admissible with respect to M. Considering a structural system (A, B), the state vector x is a structural vector, in which entries are independent parameters or fixed zeros.
A structural system (A, B) is called structural transittable between two structural states x 0 and x 1 if and only if there exist matricesÃ,B,x 0 andx 1 which are admissible with respect to A, B, x 0 and x 1 , respectively, such that the system (Ã,B) is transittable betweenx 0 andx 1 [4] .
For structural system (A, B), by arbitrarily choosing the value of free parameters in A and B, the rank of controllability matrix C can reach a maximum value, which is denoted as generic dimension of controllable subspace GDCS(A, B). Then we have the following theorem for structural transittability:
Theorem 2 (Structural transittability theorem) [4] The structure system (A, B) is structurally transittable between two specific structural states x 0 and x 1 with either belonging to span{C}, if and only if
GDCS(A,B) = GDCS(A, B)
, whereB = [x 0 − x 1 , B].
