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В связи большим и постоянно увеличивающимся числом популяционных алгоритмов (П-
алгоритмов) глобальной оптимизации актуальной является проблема систематизации их 
выразительных средств. Рассматриваем одну из составляющих этой проблемы – проблему 
систематизации поисковых операторов П-алгоритмов. Представляем постановку задачи 
глобальной оптимизации и общую схему П-алгоритмов ее решения. Рассматриваем следующие 
основные поисковые операторы: инициализация популяции и окончание поиска; кодирование 
особей; рандомизация; селекция; скрещивание; управление популяцией; локальный поиск. 
Раскрываем суть этих операторов, приводим варианты использования в различных П-
алгоритмах. 




Различают траекторные и популяционные алгоритмы глобальной поисковой опти-
мизации. Траекторные (классические) алгоритмы (single-state algorithms) предполагают 
обновление на каждой итерации положения лишь одного кандидата в решение задачи. 
При этом общее число кандидатов может быть большим единицы, и на разных итерациях 
могут перемещаться разные кандидаты. В популяционных алгоритмах (population-based 
algorithms), во-первых, число кандидатов (особей) больше единицы, а, во-вторых, на каж-
дой из итераций перемещаются либо все особи, исключая, возможно, лишь некоторые из 
них (например, «лучшие» особи), либо, по меньшей мере, некоторое число особей, пре-
вышающее единицу. В разных публикациях популяционные алгоритмы глобальной поис-
ковой оптимизации (П-алгоритмы) называют поведенческими, интеллектуальными, мета-
эвристическими, вдохновленными (инспирированными) природой, роевыми, многоагент-
ными и т.д. [1]. 
Математика и математическое моделирование 60 
Известно большое число примеров успешного решения с помощью П-алгоритмов 
сложных практических задач глобальной оптимизации, например, задач автоматизиро-
ванного проектирования, синтеза сложных химических соединений, оптимального управ-
ления динамическими системами и т.д. (см., например, [2]). Заметим, что П-алгоритмы 
также успешно используются в алгоритмах многокритериальной оптимизации, предпола-
гающих предварительное построение некоторой аппроксимации множества (фронта) Па-
рето этой задачи [1]. 
Популяционные алгоритмы (П-алгоритмы) многочисленны и весьма разнообразны. 
Так в книге [3] представлено более 130 таких алгоритмов, и продолжают появляться но-
вые П-алгоритмы.  
В силу многообразия П-алгоритмов известно несколько их классификаций, напри-
мер, в [1] выделены следующие классы П-алгоритмов:  
- эволюционные алгоритмы (генетические алгоритмы, эволюционная стратегия, эво-
люционное программирование, дифференциальная эволюция); 
- алгоритмы, вдохновленные живой природой (алгоритмы роя частиц, колонии му-
равьев и пчелиного роя и т.д); 
- алгоритмы, инспирированные неживой природой (гармонический поиск, алгоритм 
гравитационного поиска, электромагнитный поиск и др.); 
- алгоритмы, инспирированные человеческим обществом (алгоритм эволюции разу-
ма, стохастический диффузионный поиск и др.); 
- другие П-алгоритмы (например, самоорганизующийся миграционный алгоритм, 
алгоритмы рассеянного поиска и прокладки путей).  
В [3] различают традиционные П-алгоритмы (эволюционные алгоритмы, алгоритмы 
на основе искусственных иммунных систем, моделирование отжига, поиск с запретами, 
роевые алгоритмы) и инновационные алгоритмы - П-алгоритмы, вдохновленные биологи-
ей (Biology-based), физикой (Physics-based), химией (Chemistry-based), математикой 
(Mathematics-based).  
Многообразие П-алгоритмов порождает проблему обобщения и систематизации их 
сущностей, базовых принципов, используемых операторов и т.д. Наш поход к системати-
зации основных сущностей П-алгоритмов представлен в работе [4]. Данная работа посвя-
щена другому аспекту указанной проблемы – систематизации поисковых (эволюционных) 
операторов и операций П-алгоритмов.  
Исходим из следующей общей схемы эволюции популяции в П-алгоритме. Популя-
ция ,...},{ 21 ssS   формируется путем выбора из текущей популяции ,...},{)( 21 sstSS   
всех или некоторого числа наиболее приспособленных особей (этап селекции). Все или 
некоторые особи популяции S   подвергаются трансформации с помощью поисковых опе-
раторов (search operators) для того, чтобы сформировать популяцию  
,...},{)1( 21 sstSS  . 
Мощность популяции S (число особей в ней) обозначаем S . 
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Различаем унарные поисковые операторы (unary transformations operators), которые 
порождают новую особь путем изменения только одной особи, а также поисковые опера-
торы высокого порядка (higher-order transformations operators), создающие новую особь 
путем комбинирования двух и более различных особей.  
Известно небольшое число работ, в той или иной мере посвященных различным ас-
пектам анализа П-алгоритмов. Так, в фундаментальных работах [5, 6] представлены базо-
вые алгоритмы и операторы эволюционных алгоритмов. Для широкого круга оптимизаци-
онных задач рассмотрены методы кодирования особей, операторы селекции, а также такие 
поисковые операторы, как мутация и скрещивание. Использовано представление операто-
ров в виде псевдо-кода, так что, например, общая схема оператора селекции имеет вид: 
Input:  ,,,,, SSq   
Output: S   
for 1i  to   
),,,( qSSSELECTsi   
return ,...},{ 21 ss  . 
Здесь S , S , S   - популяции после выполнения операторов рекомбинации, мутации 
и селекции соответственно;   - фитнесс-функция; SELECT  - оператор селекции; q  - дав-
ление селекции; S , S . 
Общие схемы П-алгоритмов и их операторов представлены в работе [7] также в 
форме псевдокода, например, схема абстрактного эволюционного алгоритма имеет сле-
дующий вид: 
S Build Initial Population 
Best   Empty 
repeat 
AssessFitness ( S ) 
for each individual Ssi   do 
if Best = Empty or Fitness )( is Fitness (Best) then 
Best is   
))( Breed,(Join SSS   
until Best is the ideal solution or we have run out of time 
return Best. 
Здесь AssessFitness – функция, вычисляющая приспособленности особей текущей 
популяции; операция Breed осуществляет селекцию особей из популяции и их улучшение 
(путем мутации и рекомбинации) для получения потомства; операция Join либо полно-
стью заменяет родителей потомками, либо включает в следующее поколение наиболее 
приспособленных родительских особей и потомков. 
Высокоуровневый формализм, восходящий к работам Дж. Холланда и ориентиро-
ванный на описание адаптивных П-алгоритмов, предложен в работе [8] в контексте обсу-
Математика и математическое моделирование 62 
ждения подходов, которые могут использоваться для разработки новых П-алгоритмов. 
Формализм основан на следующих сущностях: пространство поиска; окружение; набор 
операторов, применяемых к элементам пространства поиска; набор допустимых стратегий 
использования операторов; критерий сравнения эффективности стратегий; обратная связь; 
память. 
В работе [9] использованы формульные обозначения операторов П-алгоритмов. Так, 




где S   - промежуточная популяция. 
В работе [10] также используются описания операторов П-алгоритмов в виде фор-
мул, например, общая схема эволюционного (поискового) оператора в эволюционном ал-
горитме представлена в виде 
S  =evolve ( S )=survival selection (reproduction (parent selection ( S ))), 
где parent selection, reproduction, survival selection - операторы отбора родительских пар, 
скрещивания и формирования новой популяции соответственно. 
Представляем постановку задачи глобальной оптимизации. Рассматриваем следую-
щие группы поисковых операторов и операций: инициализация популяции и окончание 
поиска; кодирование особей; рандомизация; селекция; скрещивание; управление популя-
цией; локальный поиск. 
Раскрываем суть указанных операторов, приводим варианты использования в раз-
личных П-алгоритмах. Все П-алгоритмы, которые упоминаются в работе, можно найти в 
[1, 3].  
Кроме указанных «элементарных» поисковых операторов в П-алгоритмах могут ис-
пользоваться комбинированные операторы, объединяющие функции двух и более «эле-
ментарных» операторов, не рассматриваемые в данной работе. 
1. Постановка задачи глобальной оптимизации и основные обозначения 








где || X  - размерность вектора варьируемых параметров ]):1[,( XixX i  ; )(Xf  - целе-
вая функция (Ц-функция) со значениями в пространстве 1R ; *X , *f  - искомые оптималь-
ные решение и значение Ц-функции соответственно.  
Полагаем, что поиск решения задачи (1) начинается в X -мерном параллелепипеде 
}|{   XXXXX , где ]):1[,( XixX i 

, ]):1[,( XixX i 

 - его нижняя и 
верхняя границы. Другими словами, полагаем, что в этой области осуществляется инициа-
лизация популяции.  
Рассматриваем также аналогичную задачу глобальной условной минимизации 








где   - выпуклое множество допустимых значений вектора X . 
Полагаем, что фитнесс-функция (Ф-функция) П-алгоритма )(X  также подлежит 
минимизации. 
Рассматриваемые в работе поисковые операторы в большинстве случаев могут быть 
применены к любой одной особи либо к любому их объединению, в том числе - к популя-
ции и мультпопуляции. Однако всюду, где это возможно, далее говорится о популяции. В 
общем виде оператор над популяцией S  имеет вид 
SAPQO controlsystemID 
.),( , 
где O  - наименование оператора; A  - алгоритм, реализующий данный оператор; PQ,  - 
наборы, возможно пустые, аргументов и свободных параметров оператора соответствен-
но. Полагаем, что в число аргументов Q  входит вектор S , идентифицирующий рассмат-
риваемую популяцию. Строки system, control определяют оператор на двух верхних 
классификационных уровнях, строка ID , являющаяся, вообще говоря, составной – иден-
тифицирует оператор с необходимым уровнем детализации. Строка system определяет, 
является ли данный оператор детерминированным (deterministic) или стохастическим (sto-
chastic), а строка control  - статическим (static), динамическим программным (program) 
или динамическим адаптивным (adaptive) соответственно. Говоря более строго, имеют 
место следующие соотношения:  
}{ stochdet,system ;   control {stat, prog, adapt). 
Полагаем, что запись результатов оператора в представленном виде, означает, что 
этими результатами являются векторы переменных состояния V   и вектор характеристик 
популяции C  [4]. Если этот факт необходимо подчеркнуть, то используем запись вида 
},,{),( . CVSAPQO controlsystemID  . 
С другой стороны, полагаем, что указание популяции S в качестве одного из аргу-
ментов оператора означает, что аргументами этого оператора являются также векторы V , 
C . Явное указание этого факта записываем в виде  
},,{),( . CVSAPQO controlsystemID  ,   QCV },{ . 
В ситуации, когда нужно указать к какой именно составляющей вектора V относится 
данный оператор, используем записи вида 
XAPQO controlsystemID 
.),(
,   
XAPQO controlsystemID 
.),(




2. Инициализация и окончание поиска 
По общему правилу среди операторов инициализации и окончания поиска выделяем 
группы статических и динамических программных и динамических адаптивных операто-
ров (хотя нам известны примеры использования в П-алгоритмах только статических опе-
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раторов инициализации и окончания поиска), а также детерминированные и стохастиче-
ские операторы.  
2.1. Инициализация 
Говоря об инициализации П-алгоритма, различаем инициализацию популяции и 
инициализацию прочих сущностей алгоритма. Инициализация сущности П-алгоритма оз-
начает инициализацию свободных параметров, определяющих эту сущность, а также на-
чальных значений характеристик сущностей [4]. Применительно к популяции, к этому пе-
речню следует добавить инициализацию начального состояния популяции, то есть опре-
деление начальных значений 0)0( VV   компонентов XXX 2,,   вектора состояния V. 
Инициализация векторов XXX 2,,  , в общем случае, осуществляется по разным пра-
вилам, с использованием различные операторы инициализации. Ограничимся рассмотре-
нием операторов инициализации компонентов вектора X. Заметим, что важнейшим сво-
бодным параметром популяции S является число особей в ней S  (мощность популяции). 
Рекомендации по выбору этой величины даны, например, в работе [6].  
Для оператора инициализации (INITialization) любых сущностей П-алгоритма, вклю-
чая эволюционные операторы, используем общее обозначение вида  
0. )0(),( controlsystemIDAPQINIT , 
где, полагаем, инициализируемая сущность входит в число аргументов Q .  
Компонентами набора P  в операторах инициализации являются константы ,jx  
]:1[, Xjx j 
  (п.1). Заметим, что если в процессе инициализации популяции некоторая 
компонента kx , ]:1[ Xk  вектора X  должна, например, принять значение, равное 
0
kx , то 
для этого в определении области X  достаточно положить 
0
kkk xxx 
 .  
Преимущественно в П-алгоритмах используют равномерное случайное распределе-
ние особей в параллелепипеде X  (стратегия «дробовика» [9]. Некоторые П-алгоритмы 
используют также равномерное детерминированное начальное распределение. Так, в ал-
горитме растущих деревьев (Saplings Sowing and Growing up, SSG) на этапе инициализа-
ции (посадки) особи (саженцы) случайным образом равномерно располагают в области 
поиска - создают равномерный сад (uniform garden) [21]. Области, в которых осуществля-
ется инициализация других сущностей П-алгоритма, также чаще всего имеют форму па-
раллелепипеда соответствующей размерности. Компоненты векторов свободных парамет-
ров, которые определяют эти сущности, могут использовать равномерное детерминиро-
ванное и случайное распределение своих значений в указанной области.   
Выделяем следующие группы операторов инициализации: 
- 0)0(),( SSAPQINIT det.staticID 
 
- статический оператор, реализующий детерминиро-
ванное распределение особей в параллелепипеде X ; 
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- 0. )0(),( SSAPQINIT staticstochID  - статический оператор случайного распределения 
особей в том же параллелепипеде. 
Пример 1. Детерминированный статический оператор равномерного распределения 
0)0(),( XXAPSINIT det.staticuniform  ,   ]):1[;,,,,( XjxxnXSP jjj 
  
реализует равномерное детерминированное распределения особей в параллелепипеде X . 
Здесь 
X
nn ,...1  - числа узлов сетки по соответствующим измерениям, покрывающей парал-
лелепипед X , в которых должны располагаться особи популяции S . Должно выпол-





. Алгоритм оператора обеспечивает распределение 













jji ,  ]:1[ Si ,  ]:1[ Xj  




tauuniform  ,   ]):1[;,,,,( XjxxnXSP jjj 
 . 
Оператор обеспечивает аналогичное оператору det.staticuniformAINIT .  детерминированное 
распределение особей в параллелепипеде X  с использованием ЛП-тау последовательно-
 
Пример 3. Стохастический статический оператор равномерно случайного распреде-
ления:  
0. )0(),( XXAPSINIT staticstochuniform  ,   ]):1[;,,,( XjxxXSP jj 
 . 
В результате выполнения данного оператора, особи популяции S оказываются рас-
пределенными равномерно случайно в параллелепипеде X . Формула, определяющая ал-
горитм оператора, может быть записана в виде  
   XXUXX
Xi
)1;0(0 ,  ]:1[ Si  




( XXAPXINIT staticstochnormal  ,   ]):1[;,,
~,( XjmxSP j    
в терминах [9] реализует стратегию фокусировки и предполагает нормальное случайное 




рительной» на наличие в ее окрестности искомого решения 
*X  задачи оптимизации (1). 
Здесь m,   - математическое ожидание и среднее квадратичное отклонение компонентов 
случайного вектора ),( mN
X
 (одинаковые для всех этих компонентов). Алгоритм опера-
тора определяет формула  





 , ]:1[ Si  
Оператор вида staticstoch
normalAINT
..  может быть использован, например, в алгоритме 
HCIAC [22] для инициализации такой сущности этого алгоритма, как окрестность особи 
(зона видимости муравья). 








 ,   ]):1[;,,,( XjxxXSP jj 
 . 
Здесь алгоритм оператора реализует указанную декомпозицию области X  и гене-
рацию в каждой из подобластей случайной начальной точки. Идея оператора состоит в 
разделении области X  на S  параллелепипедов равного объема и в последующей гене-
рации начальных положений особей внутри этих подобластей случайным образом на ос-
нове равномерного закона распределения  
Оператор staticstoch uniformpartitionAINIT
.
..  использует, например, улучшенный алгоритм эволюции 
разума (Improved MEC, IMEC) c целью предотвращения преждевременной сходимости 
алгоритма [23]. 
2.2. Завершение поиска 








где tˆ  - номер последней итерации.  
В качестве решения исходной задачи оптимизации (1) ЛПР обычно использует век-
тор **
~




( fXf  . Может также ис-
пользоваться лучшее решение, достигнутое популяций на интервале ]ˆ:0[ t .  




fX  для исследователя 
интерес могут представлять многие другие величины, например, конечные значения всех 
компонентов вектора состояний популяции )ˆ(tV , полная или частичная история эволюции 
всех или некоторых особей популяции и т.д. Мы этот нюанс в модели оператора END  
опускаем. Заметим, что это обстоятельство, как само собой разумеющееся, не обсуждается 
также в работах, представляющих П-алгоритмы. 
Алгоритм оператора END  реализует следующие действия:  
- проверка выполнимости критерия (или критериев) окончания поиска (условий схо-
димости итераций);  
- возврат требуемых результатов решения задачи оптимизации (1), если этот крите-
рий (критерии) выполнены;  
- возврат в нужную точку алгоритма и продолжение поиска в противном случае. 
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Вообще говоря, П-алгоритмы могут использоваться в диалоговом режиме, когда 
процесс поиска завершает либо продолжает ЛПР на основе анализа его текущих результа-
тов. Может использоваться также такой очевидный критерий окончания итераций как ис-
черпание компьютерного времени (бюджета), отпущенного на решение задачи (или, что, 
по сути, то же самое – исчерпание допустимого числа испытаний). Однако в качестве кри-
териев окончания поиска в П-алгоритмах чаще всего используют следующие варианты 
критериев:  
- достижение максимально допустимого числа поколений эволюции популяции tˆ  
(группа операторов det.static
t
AEND ˆ. ); 
- стагнация (stagnation) итерационного процесса по значениям Ф-функции или по 
значениям компонентов вектора X  (группа операторов det.staticФstagnAEND .. , ;. .
det.static
XstagnAEND  
- достижение заданного состояния популяции (группа операторов ). ...
det.static
stateAEND . 
Под стагнацией итерационного процесса по значениям Ф-функции понимаем одну 
из двух следующих ситуаций: 
- на протяжении t  итераций имеет место не превышение улучшений значений этой 
функции величины  ; 0,0  t  - заданные свободные параметры;  
- приспособленности всех особей популяции )( ii X  , ]:1[ Si  опустились ниже 
некоторого заданного порога (речь, напомним, идет о задаче минимизации Ф-функции). 
Аналогично, стагнация итерационного процесса по значениям компонентов вектора 
X  имеет место в следующих ситуациях:  
- на протяжении t  итераций в некоторой метрике максимальное расстояние между 
двумя положениями особи не превышает заданную величину X ; 0,0  tX   - свобод-
ные параметры;  
- в некоторой метрике максимальное расстояния между особями популяции стало 
меньше определенного порогового значения X , где 0X  - свободный параметр. 
Пример 6. Детерминированный статический оператор, использующий критерий дос-






 ,   )ˆ,,( tXSP  . 
Алгоритм оператора определяет очевидная формула tt ˆ  
Пример 7. Детерминированный статический оператор на основе стагнации фенотипа 






 ;   ),,,( tXSP  , 
где алгоритм оператора задает формула  
    ))(())(( tbb tXtXabs . 
Здесь )(tX b  - текущее положение лучшей (в смысле минимума Ф-функции) особи 
популяции; )( t
b tX   - положение той же особи на итерации tt   
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 ;   },,,( tXXSP  . 
Здесь алгоритму оператора соответствует формула  
XttXtX   )()(  







 ;   },,( XSP  . 
Оператор предполагает окончание поиска при падении текущего разнообразия (vari-
ance) популяции ниже заданного уровня. Алгоритм оператора реализует условие оконча-

































,   ]:1[ Xj . 
Здесь величина )(Xj  представляет собой оценку дисперсии решений по ойj  
компоненте вектора X  
3. Кодирование (представление) особей 
В терминах генетического алгоритма, в подавляющем большинстве П-алгоритмов 
используют монохромосомное вещественное кодирование или представление (coding, rep-
resentation) особей. Иногда с целью рандомизации и диверсификации поиска применяют, 
как вспомогательное, бинарное кодирование на основе обычных двоичных кодов или дво-
ичных кодов Грея. Напомним, что при вещественном кодировании особей компоненты 
вектора варьируемых параметров (гены хромосомы в генетическом алгоритме) напрямую 
кодируют в виде вещественных чисел, точность которых ограничена только используемой 
в ЭВМ разрядной сеткой [1]. 
При построении самоадаптивных генетических и иных П-алгоритмов находит место 
мультихромосомное вещественное кодирование особей, когда вектор X варьируемых па-
раметров задачи (1) (базовой задачи) расширяют за счет параметров, определяющих 
стратегию данного П-алгоритма. Первую часть полученной мультихромосомы иногда 
называют экзоном (exon), а вторую часть – интроном (intron) [1]. 
Даже применительно к рассматриваемой задачи непрерывной оптимизации (1) мыс-
лима ситуация, когда различные компоненты вектора X, кодируют по-разному. Кодирова-
ние особей различных их объединений [4] также могут быть различными (хотя автору та-
кие П-алгоритмы неизвестны.). 
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Отметим, что поскольку, вообще говоря, эффективность набора поисковых операто-
ров, используемых П-алгоритмом, сильно зависит от метода кодирования особей этого 
алгоритма, при синтезе П-алгоритмов эту взаимосвязь необходимо обязательно учиты-
вать.  
Среди операторов кодирования выделяем группы статических и динамических (про-
граммных и адаптивных) операторов, хотя нам известны только примеры использования в 
П-алгоритмах статических операторов кодирования. Таким образом, используем общее 





),( ,    QX  , 
где в случае бинарного кодирования },{ Graybinaryrepres , а в случае вещественного – 
realrepres  или EMPTYrepres . 
Пример 1. Детерминированный статический оператор обычного бинарного кодиро-
вания в общем случае имеет вид 
bynarydet.static
binary
XAPXCODE ),( ,   ]):1[,,( XjhXP j  , 
где 
jh  - длина бинарного кода jh  компоненты jx  вектора X ; ]):1[ Xj . Алгоритм опе-
ратора реализует алгоритм обычного бинарного кодирования. Чаще всего используют 
равные значения всех величин 
jh , когда справедливы равенства 2P ; ),( hXP   
Пример 2. Детерминированный статический оператор на основе бинарного кода Грея 
определяет выражение  
Graydet.static
Gray
XAPXCODE ),( , 
где для вектора свободных параметров P справедливы предыдущие соотношения. Алго-
 





),( ,   )( XP  . 
Здесь алгоритм оператора реализует вещественное представление компонентов век-
тора X  
4. Рандомизация поиска 
Поскольку все П-алгоритмы относятся к классу стохастических, в процессе синтеза 
П-алгоритмов методам рандомизации (стохастизации) поиска в этих алгоритмах уделяется 
большое внимание. В эволюционных алгоритмах основным средством рандомизации яв-
ляется мутация. В других П-алгоритмах механизм мутации напрямую используется нечас-
то и обычно лишь в контексте гибридных П-алгоритмов [1].  
Для рандомизации эволюции особи is , ]:1[ Si  в П-алгоритмах используют (в том 
числе, совместно) рандомизацию текущего положения iX  особи, ее скорости iX , уско-
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рения iX2 , а также свободных параметров алгоритма. Все эти средства могут использо-
ваться не на каждом шаге эволюции популяции (итерации поиска), но лишь через некото-
рое число шагов t , которое представляет собой свободный параметр алгоритма, могу-
щий изменяться по неадаптивному или адаптивному, детерминированному или стохасти-
ческому законам [4].  
Кроме специальных рандомизирующих операторов, делать поиск случайным могут 
рандомизирующие операторы скрещивания, селекции, локального поиска и другие опера-
торы – опосредованная рандомизация. В большинстве П-алгоритмов основным средством 
стохастизации поиска являются рандомизирующие операторы.  
Идея рандомизации текущего состояния данной особи заключается в замене одного 
или нескольких компонентов ее вектора состояния V  (генов - в генетическом алгоритме) 
их случайными значениями. Реализация этой идеи состоит из трех этапов: 
1) выбор подлежащих рандомизации особей;  
2) выбор подлежащих рандомизации компонентов состояния обобранных особей;  
3) случайное изменение этих компонентов по тому или иному правилу.   
Оператор рандомизации реализует все эти этапы или, по меньшей мере, только тре-
тий этап.  
Выбор подлежащих рандомизации особей is  и компонентов их векторов 
]:1[],:1[,, XjSix ji   может быть реализован с помощью правил, используемых, на-
пример, в алгоритмах равномерной мутации, равномерной компонентной мутации, нерав-
номерной компонентной мутации и т.д. В генетических алгоритмах указанные алгоритмы 
называются, соответственно, алгоритмами равномерной хромосомной мутации, равно-
мерной генной мутации, неравномерной генной мутации. Случайное изменение компо-
нента или компонентов вектора iX , выбранных на первом этапе, может быть осуществле-
но, к примеру, с помощью операторов случайной мутации, граничной мутации, гауссовой 
мутации, арифметического вещественного сдвига, геометрического вещественного сдвига 
и так далее [1]. 
В качестве общих обозначений операторов рандомизации (RaNDomization) исполь-






),,( ,   QX  . 
При этом рандомизации могут подлежать не только компоненты вектора X, как ука-
зано в данной записи, но и любые иные компоненты вектора состояний особи.  
Можно выделить следующие функциональные назначения свободных параметров P 
оператора рандомизации: 
- вероятности рандомизации данной особи и данной компоненты вектора iX ;  
- число подлежащих рандомизации компонентов последнего вектора; 
- параметры, определяющие статические или динамические законы распределения 
случайных величин, используемых оператором; 
- уровень рандомизации. 
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Кроме классификации рандомизирующих операторов, которую определяют строки 
system, control, могут использоваться классификации  на основе других признаков. Так, 
различают бинарные и вещественные, условные и безусловные операторы, операторы, ис-
пользующие методы аддитивной, мультипликативной и смешанной рандомизации, 
и т.д. [6]. Заметим, что среди условных операторов могут быть выделены операторы, ис-
пользующие генотип особей, и операторы, использующие одну или несколько их характе-
ристик [4]. 






),( ,   QX
binary . 






),( ,    ),( binaryXnP  , 
где величина n задает число инвертируемых битов, а алгоритм оператора - правила выбора 
этих битов. В зависимости от характера алгоритма оператор является детерминированным 
 






),( ,    )( binaryXP  . 
Здесь алгоритм оператора определяют детерминированные либо стохастические 
 







),( ,   QX  . 








),( ,    ),,( XkbP   
определяет особь s  в окрестности особи s  по формуле   
   iiiii xxbxx   ,   ]:1[ Xi . (2) 
Здесь знаки плюс, минус выбирают с равной вероятностью; b  - свободный параметр 
оператора (рекомендуемое значение равно 0,5); i  - величина шага мутации, для вычисле-
ния которой может быть использовано правило 
 ]1;2[2 kuki
  ,   )1;0(1Uu  , (3) 
где ]20:4[k  – целый свободный параметр, определяющий диапазон возможных значе-
ний i . Таким образом, алгоритм  







),( ,    ),( XbP  . 
Алгоритм оператора определяет формула 





















     ]:1[ Xi . 
Здесь  signuu1  - целое случайное число, с равной вероятностью принимающее зна-























21),( ,  
где случайное число )1;0(12 Uu  ; b – свободный параметр оператора, определяющий сте-
пень зависимости значений функции от числа поколений (рекомендуемое значение 5b
 
5. Селекция 
В отличие от [1] не различаем операторы отбора и селекции: полагаем, что операто-
ры селекции предназначены как для выбора особей из текущей популяции с целью их по-
следующей рандомизации, скрещивания и, возможно, для выполнения других операций, 
так и для выбора особей с целью формирования следующей популяции. Отметим, что 
операторы селекции в отличие от операторов рандомизации и скрещивания инвариантны 
к схеме кодирования особей, что дает возможность в данном пункте не выделять исполь-
зуемую схему кодирования.  
Вообще говоря, методы селекции особей различаются объединениями особей, из ко-
торых производится отбор, числом отбираемых особей, алгоритмами отбора и т.д. В каче-
стве объединения особей рассматриваем популяцию S, хотя с равными основаниями мож-
но говорить о любом из объединений [4].  
Можно предложить несколько классификаций методов селекции и реализующих их 
операторов.  
Во-первых, по общим правилам выделяем детерминированные и стохастические 
операторы селекции (уровень иерархии system). 
Во-вторых, различаем статические и динамические операторы селекции (уровень 
control). Как правило, динамические операторы в процессе поиска изменяют метод отбора 
так, чтобы на начальных итерациях обеспечить большую диверсификацию поиска, а на 
завершающих итерациях – его интенсификацию. При этом может быть использовано два 
подхода к переходу от, преимущественно, диверсификации к интенсификации: путем по-
следовательного применения двух или более соответствующих статических методов се-
лекции; путем параметрического изменения свойств одного метода селекции.  




... , не учитывающие близость особей в том или ином из 
пространств;  












... , использующие 
оценки близости особей в Ф-пространстве ФR , пространстве поиска XR  и в топологиче-
ском пространстве TR  соответственно; 
- комбинированные операторы controlsystem
spacemultyASLC
.
...  на основе близости особей в не-
скольких из указанных пространств. 
Операторы селекции на основе близости особей в данном пространстве могут быть 
построены на основе метрик близости особей в этих пространствах, например, отобран-
ными можно считать все особи, принадлежащие некоторой окрестность )( i
R
sX  особи is  
[4]. Наиболее известными методами (статическими) селекции на основе близости приспо-
собленностей особей (то есть в пространстве ФR ) являются: метод рулетки или метод 
пропорционального отбора (proportional sampling) и его различные модификации; метод 
турнирного (tournament) отбора; метод рангового (rank-based) отбора, метод отбора на ос-
нове элитизма (elitism-based) [1]. Приспособленность особей при этом может вычисляться 
не только на основе исходной Ф-функции )(X , но и на основе аддитивной свертки од-
ной или нескольких вспомогательных Ф-функций. Подобный подход использует, напри-
мер, алгоритм оптимизации роем светлячков (Glowworm swarm optimization, GSO) [24]. К 
методам селекции на основе близости особей в пространстве соседства TR  относится ме-
тод отбора вытеснением (crowding) [1].  
Комбинированные операторы селекции используют близость особей в нескольких 
пространствах одновременно, например, одна из модификаций метода турнирного отбора 
предполагает, что объединения особей формируются не случайным образом, а в зависи-
мости от их близости в пространстве поиска XR  [1]. Тенденцией можно считать использо-
вание комбинированных методов, основанных на априорных знаниях об особенностях за-
дачи и знаниях, полученных в ходе решения задачи [25]. 
Можно предложить и другие классификации операторов селекции, например, можно 
выделить одноступенчатые и двухступенчатые операторы. Двухступенчатые операторы 
основаны на предварительном расширении рассматриваемого объединения особей путем 
рандомизации их всех или некоторой части и последующем отборе из этого расширенного 
множества требуемого числа особей с помощью одного из одноступенчатых операто-
ров [1].  










,   ),,( nXSP  . 
Здесь и далее в этом разделе n – число отбираемых особей, если не говорено иное. 
Схему алгоритма controlsystem panmixspacenoASLC
.
.  передает следующая последовательность шагов: 
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]:1[ Si ; 





Пример 2. Детерминированный статический оператор селективного отбора, исполь-










XXX ,   ),,( nXSP  . 
Суть метода селективного отбора заключается в следующем: вероятность отбора 
наименее приспособленных особей с ростом номера поколения должна убывать или, что, 
то же самое, вероятность отбора наиболее приспособленных особей должна увеличивать-
ся [1]. Оператор селективного отбора, таким образом, является адаптивным (программ-
ным). Схема алгоритма представлена ниже.  
1) Вычисляем приспособленности iis  )( , ]:1[ Si  всех особей популяции (если 
они еще не вычислены). 










  - среднюю приспособленность 
особей популяции. 
3) Выбираем из популяции S  особей 
ji
s , ]:1[ Si j  , ]:1[ nj , приспособленность 
которых удовлетворяют условию  
jj ii
s )(  
Пример 3. Стохастический статический оператор инбридинга (inbreeding), основан-










;   ),( XSP  . 
Схему алгоритма определяет следующая последовательность шагов. 
1) По схеме метода панмиксии выбираем из популяции S  особь 
1i
s ; ]:1[1 Si  . 
2) Вычисляем в некоторой метрике расстояние  ii ss ,1  от особи 1is  до всех осо-
бей популяции is ; ]:1[ Si , 1ii  . 
3) Ставим в соответствие каждой из указанных особей is  вероятность i , пропор-
циональную величине  ii ss ,1 .  
4) По схеме метода рулетки на основе вероятностей i  выбираем из числа особей 
is , ]:1[ Si , 1ii   особь 2is  
Пример 4. Стохастический статический оператор на основе близости особей в топо-
логическом пространстве TR , реализующий метод вытеснения (crowding) [1]:  









,   ),,( nXSP  . 
Оператор обеспечивает разнообразие отбираемых особей путем удаления из теку-
щей популяции в некотором смысле близких особей. Схема оператора представлена ниже. 
1) Для популяции ]}:1[,{ SisS i   формируем матрицу  ]:1[,,, SjiR ji    
расстояний между ее особями, где ),(, jiji ss  .  
2) Выбираем элемент 
11 , ji
  матрицы R, имеющий минимальное значение, и ис-
ключаем из дальнейшего рассмотрения с равной вероятностью особь 
1i




3) Аналогично выбираем из числа оставшихся в матрице элементов элемент 
22 , ji
  
и оставляем особь 
2i
s  либо особь 
2j
s . 
4) И так далее до тех пока не останется требуемое число особей n  
6. Скрещивание 
В П-алгоритмах оператор скрещивания или репродукции (crossing, reproduction) яв-
ляется одним из основных поисковых операторов. Суть скрещивания заключается в соз-
дании особей-потомков из нескольких особей-родителей путем их рекомбинации (recom-
bination). Оператор скрещивания реализует процесс, посредством которого особи, имею-
щие более высокую приспособленность, получают большую возможность для воспроиз-
водства (репродукции) потомков, чем «худшие» особи [25]. В П-алгоритмах скрещивание 
может быть использовано для моделирование социального поведения особей (см., напри-
мер, алгоритм роя части (Particle Swarm Optimization, PSO) [1]. 
Операторы скрещивания не инвариантны к используемому методу кодирования осо-
бей. Поэтому по отдельности рассматриваем бинарные и вещественные операторы. Боль-
шинство операторов скрещивания порождает особей-потомков в некоторой окрестности 
родительских особей.  
По функциональному назначению свободные параметры P оператора скрещивания 
можно разделить на следующие, часто взаимосвязанные, типы: вероятность скрещивания; 
размер окрестности, в которой порождается особь-потомок; параметры, определяющие 
статические или динамические законы распределения случайных величин, используемых 
оператором скрещивания. 
Используем следующее общее обозначение операторов бинарного и вещественного 






















realiii XXXAPXXXCRS  ,...,,),,...,,( 2121
.
... . 
Полагаем, что вектор P включает в себя величины mn,  – числа скрещиваемых (ро-
дительских) особей и особей-потомков соответственно. 
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Среди вещественных операторов скрещивания можно выделить группу операторов, 
которые наряду со скрещиванием производят случайные изменения результирующих осо-
бей. Строго говоря, такие операторы следовало бы отнести к группе комбинированных 
операторов. Мы, однако, рассматриваем рандомизирующие операторы скрещивания в 
данном разделе, то есть, относим их, как это принято, к одной из групп операторов скре-
щивания.  
Пример 1. Стохастический статический одноточечный (single-point или one-point) би-
нарный оператор скрещивания - классический бинарный оператор, использованный еще в 






binarybinary XXAPXXCRS  ,   )( XP  . 
Схему оператора можно представить в следующем виде. 
1) Генерируем натуральное случайное число ):1(1
binaryXUi   и выбираем i-й раз-
ряд особи в качестве точки скрещивания. 
2) Копируем векторы binaryX1 , 
binaryX 2  в векторы 
binaryX1 , 
binaryX 2  соответственно. 
3) Все биты вектора binaryX 2 , расположенные правее точки скрещивания, передаем 









binarybinary xxxxX  . 
4) Аналогично, все биты вектора binaryX1 , расположенные правее точки скрещива-









binarybinary xxxxX   
Пример 2. Стохастический статический вещественный простейший (simple) оператор 







 ,   )( XP  . 
Оператор генерирует две особи-потомка по следующему правилу.  
1) Находим натуральное случайное число   1:111  XUi .  







 ,    Xii xxxxX ,11,1,21,22 ,...,,,..., 11   
Пример 3. Стохастический статический вещественный рандомизирующий эвристиче-








),,( ,   )( XP  . 
Если приспособленность особи 1X  выше приспособленности особи 2X , то алгоритм 
оператора создает вектор X   такой, что  
iiii xuxxux ,1,2,1 )(  ,    Xi :1 ,   )1;0(1Uu   
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Пример 4. Стохастический статический вещественный рандомизирующий оператор 
скрещивания, имитирующий бинарный оператор скрещивания (Simulated Binary 







 ,   ),( XbP  . 
Правило, которое реализует алгоритм оператора имеет вид 
 iii xuxux ,21,11,1 )1()1(5,0  ,    iii xuxux ,11,21,2 )1()1(5,0  , 



































Здесь ]5:2[b  -  
7. Управление популяцией 
Используем общее обозначение операторов управления (PoPuLation) популяцией 
вида  
SAPQPPL controlsystemID 
.),( ,   QS . 
Выделяем следующие группы операторов управления популяцией: 
- сжатие (compression) популяции controlsystemcomprAPPL
.
.... ; 
- расширение (expansion) популяции controlsystemexpanAPPL
.
.... ; 




- репликация (replication) популяции controlsystemreplicAPPL
.
.... ; 
- декомпозиция (splitting) популяции controlsystemsplitAPPL
.
.... ; 
- репродукции (reproduction) популяции controlsystemreprodAPPL
.
.... . 
Операторы сжатия популяции controlsystemcomprAPPL
.
....  предназначены для продуцирования 
копии части заданной популяции. Общий формат операторов данной группы имеет вид 
SAPQPPL controlsystemcompr 
.
...),( ;   nSS  , 
где алгоритм оператора определяет правило отбора n особей популяции S для помещения 




....  можно интерпретировать как макро-операторы. Варианты оператора отли-
чаются используемым им алгоритмом селекции 
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..  реализует отбор из популяции S лучших особей числом n для включения их в 
популяцию S :  
SAPSnPPL det.staticbestcompr .),,( ;   SnS  ,   )( SP  . 
Алгоритм оператора имеет следующий вид. 
1) Вычисляем приспособленности )( ii X  , ]:1[ Si  всех особей популяции S. 
2) Сортируем особей популяции S в порядке возрастания значений величин i  
(напомним, что, полагается, мы заинтересованы в минимизации Ф-функции). 
3) Включаем в популяцию S  первые n особей полученного списка 
Операторы расширения популяции controlsystemexpanAPPL
.
....  увеличивают размер популяции 






),( S  ;   nSS  ,   QSn },{ . 
Здесь, аналогично оператором предыдущей группы, алгоритм оператора реализует 
некоторый оператор селекции, так что операторы controlsystemexpanAPPL
.
....  также можно интерпре-
тировать как макро-операторы.  
Пример 2. Детерминированный статический оператор staticdet bestexpanAPPL
.
..  расширяет попу-
ляцию S за счет ее лучших особей числом n:  
SAPSnPPL det.staticbestexpan .),,( ;   nSS  ,   )( SP  . 
Схема алгоритма оператора имеет следующий вид. 
1) Вычисляем приспособленности )( ii X  , ]:1[ Si  всех особей популяции S. 
2) Сортируем особей популяции S в порядке возрастания значений величин i  
(напомним, что, полагается, мы заинтересованы в минимизации Ф-функции). 








в одну популяцию S заданной мощности m. Общий формат опера-
торов данной группы имеет следующий вид 
SAPQPPL controlsystemassoc 
.
...),( ,   mS  ,  QSSSn n },...,,,{ 21 . 
Пример 3. Детерминированный статический оператор ординарной (ordinary) ассо-
циации имеет вид 
n
det.static
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Операторы controlsystemreplicAPPL
.
....  репликации популяции создают копию 1S  исходной по-
пуляции S , возможно, с той или иной перенумерацией ее особей. Общий формат опера-





replic  ;   SS 1 . 








ordinreplic  ;   SS 1 ,   )( SP  . 
Алгоритм оператора, очевидно, определяет выражение  
]:1[,,1 Siss ii   
Пример 5. Стохастический статический оператор репликации с тасованием (shuffle) 
производит случайное изменение номеров особей популяции S и помещает «перетасован-
ных» особей в популяцию 1S . Формат оператора:  
1.),( SAPSPPL
det.static
shuffreplic  ;   SS 1 ,   )( SP  . 
Оператор используется, например, в тасующем алгоритме прыгающих лягушек 
(shuffled frog leaping algorithm)  
Операторы декомпозиции controlsystemsplitAPPL
.
....  разбивают популяцию на заданное число n 
подпопуляций или объединений особей. В первом случае общий формат операторов дан-





split SSSAPQPPL  ;   QSn },{ ,   ),,...,,( 21 SSSSP n , 





. Алгоритм оператора 
реализует то или иное правило отбора особей популяции S в субпопуляции.  
Пример 6. Стохастический статический оператор декомпозиции производит случай-














Оператор репродукции популяции controlsystemreprodAPPL
.
....  вызывает уничтожение наиболее 
«слабых» особей и клонирование наиболее «сильных», сохраняя размер исходной популя-





reprod  ,   ),( SnP  ,   SS 1 ,   Sn  ,   Qn . 
Правила отбора «слабых» и «сильных» особей определяет алгоритм оператора. Один 
из вариантов оператора репродукции использует, например, алгоритм бактериальной оп-
тимизации (Bacterial Foraging Optimization, BFO) [1]. 
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8. Локальный поиск 
Включение алгоритма локального поиска (мема) в П-алгоритм порождает гибрид-
ный П-алгоритм. Гибридизация (hybridization) П-алгоритмов с алгоритмами локального 
поиска широко используется в процессе синтеза П-алгоритмов как одно из основных 
средств интенсификации поиска. По первому впечатлению, такие гибридные алгоритмы, 
сдвигая баланс между интенсивностью и широтой поиска в сторону интенсивности, не 
могут обеспечить высокую вероятность локализации глобального экстремума многоэкс-
тремальной функции. Однако на практике во многих случаях эти алгоритмы оказываются 
весьма эффективными, поскольку при не слишком большом числе локальных экстрему-
мов Ф-функции вероятность попадания хотя бы одной особи в окрестность глобального 
экстремума этой функции достаточно велика. Баланс между интенсификацией и диверси-
фикацией поиска можно регулировать путем изменения отношения числа итераций, отво-
димых на решение локальных задач оптимизации, к максимально допустимому числу по-
колений П-алгоритма.  
Общие подходы к гибридизации П-алгоритмов рассмотрены, например, в [1]. Гиб-
ридизацию П-алгоритма с алгоритмом или алгоритмами локального поиска выполняют по 
схеме гибридизации вложением. В соответствии с общими принципами этого типа гибри-
дизации выделяем  
- низкоуровневое (low-level) вложение,  
- высокоуровневое (high-level) вложение одного алгоритма (one-meme) локального 
поиска, 
- высокоуровневая мультимемеевая (multi-memes) адаптивная гибридизация. 
Независимо от схемы гибридизации для любого из алгоритмов локальной оптимиза-
ции необходимо решить следующие задачи. 
а) Определить правило выбора окрестности, в которой должен производиться ло-
кальный поиск. Например, в алгоритме летучих мышей (Bat-Inspired, BI) локальный поиск 
производится с заданной вероятностью i  в окрестности лучшего решение 
*~
iX , найден-
ного особью is  за все предшествующие итерации [26]. 
б) Фиксировать правила использования результаты поиска. В том же алгоритме BI 
найденное в результате локального поиска решение принимаем в качестве нового текуще-
го положения особи is ; ]:1[ Si . 
Низкоуровневая гибридизация вложением предполагает сращивание гибридизируе-
мых алгоритмов так, что, по сути, ее результатом является новый алгоритм, который не 
может быть декомпозирован на составляющие его алгоритмы. Основная идея такой гиб-
ридизации заключается в модификации поисковых операторов П-алгоритма на основе ис-
пользования алгоритма или алгоритмов локальной оптимизации [1]. Например, низко-
уровневая гибридизация вложением генетического алгоритма может быть осуществлена 
путем модификации операторов селекции или рандомизации встраиванием в них какого-
либо алгоритма локальной оптимизации. Поскольку низкоуровневая гибридизация вложе-
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нием приводит, по сути, к появлению новых поисковых операторов, модифицированные 
операторы следует рассматривать в разделах, посвященных этим операторам.  
Используем следующее общее обозначение гибридизируемых операторов локально-







 ,   ]:1[ Si ,   Qsi  , 
где },{ memesmemehybrid . 
8.1. Одно-мемеевые алгоритмы  
В настоящее время известны примеры высокоуровневой гибридизации вложением 
практически всех известных П-алгоритмов со многими классическими и неклассическими 
алгоритмами локальной оптимизации. 
Пример 1. Детерминированный статический (не адаптивный) одно-мемеевый алго-








,   ]:1[ Si ,   ),,,( XP  . 
Здесь  ,,  - свободные параметры алгоритма [1]  
Алгоритм det.static MeadNeldermemeALOC ..  используется, например, в П-алгоритме CIAC [20]. 
Пример 2. Стохастический статический (не адаптивный) одно-мемеевый алгоритм, 







 ,   ]:1[ Si ,   ),( XaP  . 
Здесь a  - текущее среднее значение громкостей ia  всех особей (мышей) популяции; 
алгоритм оператора определяет следующая последовательность шагов. 





2) Вычисляем значение Ф-функции в новой точке iiX  )( .  
3) Если ii   , то завершаем процедуру локального поиска, в противном случае 
фиксированное число раз возвращаемся к шагу 1  
8.2. Мультимемеевые алгоритмы 
В современных П-алгоритмах широко используют мультимемеевые адаптивные ал-
горитмы. Для идентификации такого алгоритма необходимо определить а) используемый 
набор (рой) мемов (среди которых могут быть как детерминированные, так и стохастиче-
ские), б) стратегию использования того или иного мема из роя доступных мемов, то есть, 
гиперэвристику (hyperheuristic) алгоритма; характеристики мемов и/или текущего иссле-
дуемого фрагмента области решения, на основе которых производится их выбор. Наибо-
лее известны три следующие категории гиперэвристик, используемых в мультимемеевых 
Математика и математическое моделирование 82 
алгоритмах - случайные (random), жадные (greedy), гиперэвристики c функцией выбора 
(choice-function hyperheuristics) [1].  
Случайные гиперэвристики. В этой категории гиперэвристик самой простой является 
стратегия простого случайного выбора (simple random choice), когда в каждой точке при-
нятия решения мем выбирают случайным образом из роя мемов M и вероятность выбора 
каждого из мемов не меняется в процессе итераций. Данная стратегия, по сути, является 
основой для всех остальных стратегий. 
Другой известной стратегией данной категории гиперэвристик является стратегия 
случайного спуска (random descent choice). Здесь на первом шаге мем выбирают из роя M 
случайным образом. Выбранный мем используют до тех пор, пока он не перестанет обес-
печивать локальные уточнения решений. Затем случайным образом выбирается другой 
мем и т.д.  
Вариантом последней стратегии является стратегия спуска со случайной перестанов-
кой (random permutation descent choice). В этом варианте вначале фиксируется случайная 
перестановка M
~
 мемов ]:1[, Mjm j  . После того, как используемый мем jm  исчерпает 
себя, циклически используют следующий мем 1jm  в перестановке M
~
.  
Жадные гиперэвристики предполагают, что сначала все мемы ]:1[, Mjm j   при-
меняются к каждому из агентов популяции S , а затем выбирается мем, показавший наи-
лучший результат. Недостатком данной эвристики являются высокие вычислительные за-
траты. 
Гиперэвристики с функцией выбора основаны на использовании функции выбора 
)( jm , которая может быть построена на основе одной или нескольких метрик, отражаю-
щих различные аспекты качества мемов. Известно несколько гиперэвристик на основе 
функции выбора. Рассмотрим некоторые из них. 
Простейшей является стратегия прямого выбора (straight choice), предполагающая, 
что на каждом шаге принятия решения выбирается мем m , который обеспечивает наи-








В стратегии ранжированного выбора (ranked choice) прежде мемы ]:1[, Mjm j   
ранжируют согласно их текущим значениям функции выбора ),( kj mm . Затем проводят 
эксперименты по локальному уточнению текущих решений с помощью нескольких луч-
ших мемов. В качестве мема m  используют мем, обеспечивший наибольшее относитель-
ное уменьшение значения фитнесс-функции.  
Стратегия рулеточного выбора (roulette choice) основана на выборе мема lmm   с 
вероятностью 
















 ,  ]:1[ Ml . 
В стратегии декомпозиционного выбора (decomposition choice) в первую очередь 
формируют набор мемов },,,{
~
4321 jjjj
mmmmM  , которые обеспечивают максимальные 
значения функций ),(1 kj mm , ),(2 kj mm , ),(3 kj mm , ),( kj mm  соответственно; 
]:1[,,, 4321 Mjjjj  ¸ kjjjj 4321 ,,, . Затем проводят эксперименты по локальному уточ-
нению текущих решений с помощью каждого из мемов роя M
~
. Аналогично стратегии 
ранжированного выбора, в качестве мема m  используют лучший из испытанных мемов. 
Заметим, что в рой M
~
 могут быть совпадающие мемы, так что число различных мемов в 
этот рое может принимать значения от единицы до четырех. 
Известна также стратегия выбора с запретами (tabu-search choice), в которой на 
основе функции выбора ),( kj mm  сначала рой мемов M сужают до роя M

 путем фор-
мирования в каждой точке принятия решения списка запрещенных мемов (tabu-list). Затем 
из роя M

 выбирают мем m  по схеме стратегии декомпозиционного выбора.  
Гиперэвристики могут строиться также на основе идеи декомпозиции на подзадачи 
(sub-problem decomposition). Эта идея предполагает 1) динамическое разбиение области 
решения на подобласти, а самой задачи оптимизации – на соответствующие подзадачи; 
2) выбор наиболее подходящего мема для каждой из этих подзадач. При выборе мема та-
кие гиперэвристики использует информацию, накопленную в процессе решения задачи, об 
эффективности каждого из мемов роя M в соответствующей подобласти поиска. В резуль-
тате для каждой из подобластей в пределе применяется свой мем, что, как правило, значи-
тельно повышает эффективность поиска. 
Указание используемых мультимемеевым алгоритмом набора мемов, гиперэвристи-
ки и характеристик в обозначении алгоритма сделало бы это обозначение слишком гро-
моздким. Поэтому ограничиваемся непосредственной идентификацией только гиперэври-
стики (иерархический уровень 4), концентрируя тем или иным способом остальные осо-
бенности алгоритма в обозначении пятого уровня. 
Таким образом, используем общее обозначение мультимемеевого оператора локаль-









,   ]:1[ Si ,   Qsi  , 
где },,{ functchoicegreedyrandomheurh  . 
Отметим следующее обстоятельство. Наряду с высокоуровневой мультимемеевой 
адаптивной гибридизацией известна мультимемеевая само-адаптивная гибридизация. Са-
мо-адаптирующиеся мультимемеевые алгоритмы представляют собой меметическую мо-
дификацию генетического алгоритма. Каждую особь ]:1[, Sisi   популяции S  в этом 
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случае кодируют мультихромосомой ]:1[),,( MimXX kiii k  , первая часть которой 
представляет собой соответствующее решение исходной задачи оптимизации, а вторая 
часть – номер мема в наборе M , с помощью которого получено данное решении. По об-
щему правилу эволюции мультихромосом генетические операторы применяют к каждой 
из указанных частей хромосомы в отдельности, не скрещивая эти части между собой. Та-
ким образом, данные алгоритмы реализуют метод самоадаптивного управления [1]. Мы 
относим мультимемеевую само-адаптивную гибридизацию к низкоуровневой гибридиза-
ции вложением и по общему правилу считаем необходимым рассматривать в разделах, 
посвященных соответствующим поисковым операторам.  
Заключение 
В работе предложена многоуровневая классификация основных поисковых операто-
ров популяционных алгоритмов глобальной оптимизации. Эта классификация на верхнем 
уровне иерархии выделяет следующие операторы: инициализация популяции и окончание 
поиска; кодирование особей; рандомизация; селекция; скрещивание; управление популя-
цией; локальный поиск. Эти операторы на следующем уровне подразделяются на детер-
минированные и стохастические. Далее различаем статические, динамические программ-
ные и динамические адаптивные операторы. Следующие классификационные уровни яв-
ляются «операторозависимыми», то есть, вообще говоря, различны для каждого из опера-
торов.  
Поскольку мы используем такие наименования операторов, как селекция, скрещива-
ние, может создаться впечатление ориентации только на эволюционные операторы. Одна-
ко это не так. Представленная в работе схема описания операторов может быть использо-
вана для определения любых популяционных алгоритмов. Привести соответствующие 
примеры не позволяет только ограничение на объем работы.  
В развитие работы автор планирует расширить представленный набор операторов и, 
главное, с помощью этого набора и набора основных сущностей популяционных алгорит-
мов [4] систематизировать наиболее известные алгоритмы этого класса.  
Работа поддержана РФФИ (проект 16-07-00287). 
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There are a large number of examples of using the population-based algorithms (P-
algorithms) to have a successful solution for complex practical tasks of global optimization, for 
instance, problems of computer-aided design, synthesis of complex chemical compounds, opti-
mal control of dynamic systems, etc. P-algorithms are also successfully used in multi-criteria op-
timization, when a preliminary construction of some Pareto set (front) approximation is required. 
P-algorithms are numerous and very diverse – over 100 such algorithms are known, and new al-
gorithms continue to appear. In this connection, the problem of systematizing expressive means 
of P-algorithms is of relevance. We consider one of the components of this problem that is the 
problem of classification of the search operators of P-algorithms. 
The paper formulates a global optimization problem and a general scheme of the P-
algorithms to solve it. This multilevel classification of the main search operators of P-algorithms 
at the highest level of the hierarchy identifies the following operators: initialization of the popu-
lation and the end of the search; coding of individuals; randomization; selection; crossing; popu-
lation management; local search.  
These operators at the next hierarchical level are divided into deterministic and stochastic 
ones. Further, we distinguish static, dynamic program and dynamic adaptive operators. The fol-
lowing classification levels are "operator dependent", that is, generally speaking, different for 
each operator. We reveal the essence of these operators and give the use cases in various P-
algorithms. 
Although the paper uses the names of operators such as selection, crossing, our orientation 
is not only to evolutionary algorithms. A description scheme of operators presented in this paper 
can be used to determine any population-based algorithms. 
The work development expects extending a set of operators presented, and, above all, us-
ing this set and a set of basic essences of population algorithms, the formalization of which was 
earlier proposed by the author, systematizing the most known algorithms of this class. 
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