Abstract. In this paper, we consider the comparison among natural intrinsic distances on bounded, complete Reinhardt domains. First, we show that on bounded, complete Reinhardt domains G n ǫ in C n , the Carathéodory-distance and the distance of the complete Kähler-Einstein metric are different. Second, we prove that if the Carathéodory-distance and the Kobayashi-distance are different on G n ǫ , then there exist infinitely many strongly pseudoconvex sub-domains of G n ǫ such that those domains admit a sequence of points which makes the Carathéodory-distance and the Kobayashi-distance different. In particular, this sequence goes towards the boundary. Third, we prove that the Kobayashi-distance kGn ǫ and the distance function lGn ǫ are different for sufficiently small ǫ > 0. We also investigate the interesting behavior of the Kobayashi-distance kGn ǫ when ǫ → 0. We use our results to conclude that there are no holomorphic retractions to simply-connected open Riemann surfaces containing two points in our class of examples.
For a complex manifold M , we say d on M is a pseudo-distance if it serves as a topological distance but there could be points x = y with d(x, y) = 0. Also, we say a pseudo-distance on a complex manifold is intrinsic if the pseudo-distance possesses the distance decreasing property by holomorphic maps. The classical Schwarz-Pick lemma implies the Poincare-distance is intrinsic on the unit-disk D. The followings are examples of intrinsic pseudo-distances on general complex manifolds :
The Carathéodory pseudo-distance c M on M is defined by For general complex manifolds, the following relation is true :
By the classical Lempert's theorem (See [10] ), it is well known that for a bounded convex domain M in C n , the Carathéodory-distance c M and the distance function l M are the same. For general pseudoconvex domains, however, intrinsic pseudodistances might not be equal. There are some interesting examples of this (See [8] , [13] , [14] , [17] ). It is also known that the Carathéodory pseudo-distance and the Kobayashi pseudo-distance can be the same for non-convex pseudoconvex domains (See [1] , [3] ). In particular, one interesting observation is the following relations among three intrinsic distances; If a bounded weakly pseudoconvex domain M in C n admits the canonical complete Kähler-Einstein metric which has the holomorphic sectional curvature bounded from above by −1, the following relation is true :
Here, we denote d KE M be the distance induced by the complete Kähler-Einstein metric on M . To obtain d KE M ≥ c M , one can apply the Schwarz-Yau lemma (Theorem 2.1), and we provide the proof in the part of the Lemma 1, and to get k M ≥ d KE M , see p34 in [9] .
Our original motivation for this paper was to extend the result in [19] . From [19] , D.Wu and S.T.Yau showed that on the complete noncompact simply-connected Kähler manifold M with negative sectional curvature ranges, the Kobayashi-distance, the distance of Kähler-Einstein metric, the distance of Bergman metric, and the distance of given Kähler metric are all uniformly equivalent (See Corollary 7 in [19] ). It remains to study the fourth invariant metric, the Carathéodory-metric on M . The study of the Carathéodory-metric on M is closely related to the long-standing problem about the existence of a bounded non-constant holomorphic function on M . To understand the Carathéodory-distance, we wanted to get concrete examples which distinguish the Carathéodory-distance from other intrinsic distances. We also provide some relevant comments in Section 2 and Section 3. During our investigation of examples, we made contributions to answer for the following open problem (also see [7] and [9] ) :
We found that the distance related information for the diagonal entries of D 2
ǫ is an open problem posed by M. Jarniki and P. Pflug (See [7] , the picture in p86 and the problem 2.10 in p105). Only the explicit formula of the Carathéodory-distance of sub-regions of D 2 ǫ which are closed to each axis in D 2 ǫ are known, but the information of the diagonal entries of D 2 ǫ is still unknown. In this paper, we distinguish the intrinsic distances for the diagonal entries of D 2 ǫ , especially the Carathéodory-distance and the distance of the canonical complete Kähler-Einstein metric. Also, the approach in this paper can be extended to the higher dimensional pseudoconvex domains.
We got inspiration from J-P Vigue's paper (See [17] ). Due to his work, it was known that with a clever choice of one point with origin on the diagonal entries on
, he could find the difference between the Carathéodory-distance and the distance of the Carathéodory-Reiffen metric. By extending this idea, we could distinguish the Carathéodory-distance from the distance of the complete Kähler-Einstein metric (Theorem 1 and Theorem 2). In particular, this gives the relevant information for the problem 2.10 of [7] .
Here are the results : 
From the Theorem C in [27] , it was known that the product manifold G n cannot be negatively curved. Thus we consider G n ǫ which is not the product manifold G n . We can see that G n ǫ is the analytic polyhedron so that it is a bounded weakly pseudoconvex domain. Furthermore, G n ǫ is the complete Reinhardt domains, i.e., for any z = (z 1 , ..., z n ) ∈ G n ǫ and λ = (λ 1 , ..., λ n ) ∈ D n , the point (λ 1 z 1 , ..., λ n z n ) belongs to G n ǫ .
The proof of Theorem 1 will be presented in Section 4.
Although Theorem 2 seems almost same with the Theorem 1, the situation is different, because the assumption in the theorem below requires that the n-product (rD) n is completely in G n ǫ . This embedding gives the different proof from Theorem 1, but this approach does not work for n = 2.
Theorem 2. Let 0 < r < 1 and G be a bounded pseudoconvex domain in 
From the definition of G n ǫ , the necessary condition to have x ∈ G as described in Theorem 2 is r n 2 −2n−1 < 1 √ n2 n+1 n n . The proof of Theorem 2 will be presented in Section 5.
In both Theorem 1 and Theorem 2, we used the existence of the complete Kähler-Einstein metric on a bounded pseudoconvex domain as given in the main theorem in [12] . The reader might expect that one can eliminate the boundness assumption of G to prove Theorem 1 and Theorem 2 if there is the complete Kähler-Einstein metric on that complex manifold G n ǫ . In that case, however, our proof is not working, because the step 4 in proofs of Theorem 1 and Theorem 2 do not work.
In particular, if ǫ > 0 satisfies ǫ < min{
z i | < ǫ} serves as a concrete example for Theorem 1. Also, we can get the same conclusion by taking different pair of (r, ǫ) to apply Theorem 2 for D n ǫ when n ≥ 3 if r satisfies r < min{(
Next, the following theorem tells us that we can distinguish the Carathéodory-distance from the Kobayashi-distance on strongly pseudoconvex subdomains of G n ǫ if the Carathéodory-distance and the Kobayashi- 
Then there exists l 0 such that whenever l ≥ l 0 , there exists a sequence {r m = (r m , ..., r m ) ∈ S l } (depending on l) which goes towards the boundary of
We can produce the comparison of the Carathéodory-distance with the Kobayashidistance on strongly pseudoconvex subdomains by applying Theorem 2.3, since those subdomains possess the C k boundary, k ≥ 2. The proof of Theorem 3 will be presented in Section 6.
Finally, let us compare the Kobayashi-distance k G n ǫ and the distance function l G n ǫ .
On a complex manifold M , for each m ∈ N, define
Then we can observe that
We say that M is taut if Hol(D, M ) is normal. i.e., every sequence of Hol(D, M ) has a subsequence which converges uniformly on compact subsets of D. It is well known that the distance function l M on a taut domain is continuous (see p119 in [7] ). It follows that l G n ǫ is continuous, since G n ǫ in Theorem 1 and Theorem 2 are taut domains (see p252 in [9] ). The following theorem tells us the interesting behavior of k
Theorem 4. Given G n ǫ as in Theorem 1 or Theorem 2, let x, y ∈ rD − 0. Then for x = (x, ..., x, 0) and y = (0, y, ..., y) in G n ǫ , we have
The proof of Theorem 4 will be presented in Section 7. Here, we can choose x = (x, ..., x, 0) and y = (0, y, ..., y) in G n ǫ without considering the choice of ǫ > 0, due to the zero component of x and y. Thus we can make ǫ > 0 as small as possible. To get Corollary 1, one can take the pair x = (x, ..., x, 0), y = (0, y, ..., y) ∈ G n ǫ where x, y ∈ rD − 0 from Theorem 4.
Schwarz lemmas, a boundary estimate and holomorphic retractions
In this section, we collect the borrowed theorems that we use to prove our results. The following two generalized Schwarz lemma due to Yau will be used to compare the Carathéodory-distance and the distance of the Kähler-Einstein metric.
Theorem 2.1 (the Schwarz-Yau lemma, [25] 
To apply above theorem, one can use the upper bound of holomorphic sectional curvature of (N, h) instead of the upper bound of bisectional curvature if N is a complete Riemann surface. The following different version of Schwarz lemma is useful if one wants to use the complete Kähler-Einstein metric on the codomain. 
The proof of Theorem 3 uses the following boundary estimate.
Theorem 2.3 (Theorem 1 in [18]).
Let M ⋐ C n be a bounded, strongly pseudoconvex domain with C 2 boundary. For each δ > 0, there exists a compact set K δ ⋐ M depending only on δ > 0 such that for any z ∈ M − K δ and w ∈ M ,
The theorem above is interesting in its own way because this theorem tells us that the Caratheódory-distance is not much different from the Kobayashi-distance. We believe that a similar conclusion might hold when M is a complete simply-connected Kähler manifold with negative sectional curvature ranges.
The following theorem is used to conclude Corollary 1. We used the third statement to formulate Corollary 1, but the second statement is also interesting. We found the statement from [23] that for any complex manifold M , for any x, y ∈ M with x = y, there exists a holomorphic function f : D → M such that x, y ∈ f (D). Hence one can formulate the statement of non-existence of a holomorphic function p : M → D such that x, y ∈ f (D) and p • f = id D .
Comparison the Carathéodory distance with the K-E distance
The proof of Theorem 1 can be reduced to showing the following lemma. This lemma gives the comparison of the Carathéodory pseudo-distance and the distance induced by the Kähler-Einstein metric. Note that by Montel's theorem, for any two points in a complex manifold M , we can always achieve the extremal map f ∈ Hol(M, D) with respect to the Carathéodory pseudo-distance. In below lemma, γ D is the Poincare metric on the unit disk. 
Proof. By assumption, continuity of metrics gives ǫ, δ such that
On the other hand, by the Schwarz-Yau lemma, we have 
Notice that in the proof of the lemma above, we used the Schwarz-Yau lemma which only gives the one-side inequality. This yields the difficulty to prove that the Carathéodory-distance is equivalent to other intrinsic distances since one needs to have different techniques to get the reverse inequality unless the pseudoconvex domain is bounded.
Proof of Theorem
Proof.
Step 1, we will establish the basic settings for the proof. Fix ǫ > 0, with the global coordinate (z 1 , ..., z n ) ∈ G n ǫ in C n , let { ∂ ∂z i |i = 1, ..., n} be the basis on T 1,0 0 G n ǫ . Without loss of generality, we may assume that { ∂ ∂z i |i = 1, ..., n} are orthonormal with repect to the Euclidean metric and orthogonal with respect to ω KE (0). From now on, we will assume that n = 2 and the same proof works for general n. With the usual global coordinates (z 1 , z 2 ) ∈ G 2 ǫ , denote
Step 2, we want to notice that ǫ < 1 4 r 2 implies 2ǫ r < r and for any x ∈ G satisfying 2ǫ r < |x| < r, (x, x) ∈ G 2 ǫ . We may assume x > 0 and we will use that there exists x ∈ rD which satisfies
Step 3, we will control the extremal map with respect to the Carathéodory-distance
After acting on the unit disk by an automorphism, we may assume that f (0, 0) = 0. Also we can replace f by the symmetrization map x) ). Around the origin, one can write f as a power series
is a homogeneous polynomial of degree m. Since we use 1 2 (f (x, y) + f (y, x)), we can replace a 1 z 1 + a 2 z 2 by a(z 1 + z 2 ) for some real number a (after acting on the unit disk by an automorphism if necessary). Then by the Schwarz-Yau Lemma, f * γ D ≤ √ ω KE . In particular, we get
Step 4, we will show there exists a hypersurface of G 2 ǫ given by
To show this, take 0 < R ≤ 1 such that G is contained in RD and the boundary of G touches the boundary of RD. Then by using a projection map, we can define the holomorphic map from (G 2 ǫ , ω KE ) to (RD, h), where h is the Poincare metric on RD. Then by the Schwarz-Yau lemma, h(0) ≤ R 2 ω KE (0). This implies
In particular, 1 ≤ R ω KE (0)(X 1 , X 1 ) in (4.4) implies we can take (z 1 , z 2 ) ∈ G 2 ǫ which satiesfies ω KE (X 1 , X 1 )(0)(z 1 + z 2 ) = 1 by taking one component by almost R and the other component by almost zero.
Step 5, we will show a < ω KE (0)(X 1 , X 1 ). Assume a = ω KE (0)(X 1 , X 1 ). Since there exists a hypersurface of G 2 ǫ given by ω KE (X 1 , X 1 )(0)(z 1 + z 2 ) = 1, thus we can choose ( 
Thus we obtain x ≤ 2ǫ (ω KE (0)(X 1 , X 1 ). On the other hand, since the restriction of f : G 2 ǫ → D from G 2 ǫ to rD ⊂ G gives the holomoprhic map from rD to D, the classical Schwarz lemma implies ar ≤ 1. In particular, we have 2ǫ ω KE (0)(X 1 , X 1 ) = 2ǫa ≤ 2ǫ r < r.
However, by (4.2), we also have x > 2ǫ r ≥ 2ǫ (ω KE (0)(X 1 , X 1 ), which is impossible. Hence a < ω KE (0)(X 1 , X 1 ).
Step 6, we will finish the proof. a < ω KE (0)(X 1 , X 1 ) implies
Since we showed the above inequality for X 1 and X 2 , which are orthogonal to the Euclidean metric and ω KE (0) at the same time, the same inequality holds for arbitrary tangent vectors X ∈ C n − {0}. Consequently, (4.5) implies the assumption in Lemma 1, and we are done.
Proof of Theorem 2 :
Proof. For fixed ǫ > 0, with the global coordinate (z 1 , ..., z n ) ∈ G n ǫ in C n , let { = X 1 , ..., ∂ ∂zn = X n . Also, we may assume that 0 < ω KE (0)(X 1 , X 1 ) is the minimum among all ω KE (0)(X i , X i )'s.
The rest of the proof of Theorem 2 is exactly same with the proof of Theorem 1 except for the role of (4.2) in Step 2. Thus It suffices to show that for any x ∈ G satisfying |x| > √ 2n(2n)
To show the claim, consider the n-product (rD) n in G n ǫ . Since the scalar curvature with respect to the product metric on (rD) n is − 2n r 2 and the ricci curvature on G n ǫ is −1, it follows from the volume version of the Schwarz-Yau lemma,
. To obtain the right hand side in above, we used the fact that the formula of the volume element of polydisk of radius r in C n is given by (2r
Thus we get |x| > nǫ ω KE (0)(
ǫ. Hence we established the claim. Thus for any x ∈ G which satisfies (x, ..., x) ∈ G n ǫ and x > √ 2n(2n)
r n+1 n ǫ, we have x > nǫ (ω KE (0)(X 1 , X 1 ) (Here, we assumed that x is the real number.) Then the rest of the proof follows as in the proof of Theorem 1.
6. Proof of Theorem 3 :
Proof. We will assume n = 2. The same argument works for general n. Suppose there are two points p = (p, p), q = (q, q) ∈ G 2 ǫ such that c G 2 ǫ (p, q) < k G 2 ǫ (p, q).
S l , where {S l |l ∈ N} is an ascending sequence of bounded, strongly pseudoconvex domains with smooth boundaries. By the continuity of the distances, there exists l 0 such that whenever l ≥ l 0 , c S l (p, q) < k S l (p, q). Then we can find δ > 0 such that (1 + δ)c S l (p, q) < k S l (p, q). Then by Theorem 2.3, there exists a compact set K δ in S l such that k S l (a, b) < (1 + δ)c S l (a, b), a ∈ S l , b ∈ S l − K δ .
Define the map f on the diagonal entries of S l , by assigning x = (x, x) ∈ S l → (1 + δ)c S l (p, x) − k S l (p, x). Then f (q) < 0 and f (s) > 0 for some s = (s, s) ∈ S l where x = p 0 n < ... < p m n = y, f l n (0) = p l−1 n , f l n (b l n ) = p l n . By using lim ǫ→0 k
as a uniform bound, we may assume that all sequences (b l n ), (p l n ) and f l n = (g l n , h l n ) are convergent. Then we get where (b l ) is the limit of (b l n ). We can notice that each limit p l of (p l n ) should lie on some axis rD ⊂ G in G 2 0 . Let f l = (g l , h l ) ∈ Hol(D, G 2 ) be the limit functions of (f l n = (g l n , h l n )). Then g l h l ≡ 0 implies g l or h l must be vanished for each l. Then there exists l ≥ 2 such that f l (b l ) = p l = (0, 0). This forces that p l , p l−1 , p l−2 must lie on the same axis rD ⊂ G in G 2 0 . Regarding each g l and h l as mappings from D to D, the intrinsic property by those maps and the triangle inequality of the Poincare-distance imply
Hence we can reduce m chains to m-1 chains. Consequently,
This is impossible, and it completes the proof.
