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Em visão computacional e robótica, a determinação da localização no 
ambiente de um equipamento móvel, a partir de imagens por ele geradas 
é um problema fundamental. Tal equipamento pode ser uma câmera, um 
smartphone ou um robô, como um Veículo Autônomo Não Tripulado (Vant) 
ou drone, por exemplo. Um sistema de posicionamento global, Global 
Positioning System (GPS) pode ser utilizado para localização em campo 
aberto com precisão de metros, mas outras alternativas para localização são 
necessárias em ambientes internos, ou quando precisão de centímetros ou 
milímetros é requerida.
O presente trabalho analisa um método recentemente proposto na literatura 
para odometria visual em tempo real, isto é, a localização espacial em tempo 
real obtida somente a partir de imagens geradas por uma câmera acopla-
da ao equipamento, e sua aplicabilidade em problemas de reconstrução 
tridimensional de objetos. A reconstrução tridimensional tem sido utilizada 
ativamente nos últimos anos na determinação da arquitetura de plantas em 
plataformas de fenotipagem de alto desempenho. Odometria visual também 
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Odometria visual com 
SVO e sua aplicação 
em reconstrução 
tridimensional
Odometria visual é o processo de estimação da localização de uma câ-
mera somente a partir das imagens por ela produzidas. Trata-se de um 
componente importante em navegação robótica1 (THRUN et al., 2005) 
e reconstrução tridimensional de objetos (FURUKAWA; PONCE, 2010; 
SNAVELY et al., 2008). Em pesquisa agrícola, odometria visual pode ser 
utilizada na reconstrução tridimensional aplicada à fenotipagem de plan-
tas (JAY et al., 2014; LOU et al., 2014; PAPROKI et al., 2012; SANTOS; 
OLIVEIRA, 2012; SANTOS et al., 20152) e na navegação de drones e ro-
vers agrícolas (GRENZDÖRFFER et al., 2008; ROVIRA-MÁS et al., 2005; 
SLAUGHTER et al., 2008; SOUSA et al., 2003). Em locais em que navega-
ção GPS não pode ser utilizada (por exemplo, ambientes internos como la-
boratórios e casas de vegetação) ou em atividades nas quais a precisão do 
GPS é insuficiente (em reconstrução 3D), a odometria visual surge, junto 
Thiago Teixeira Santos 
Introdução
1 Por exemplo, a odometria visual é utilizada pela National Aeronautics and Space Administration 
(Nasa) no robô Curiosity em suas atividades de exploração de Marte.
2 Santos, T. T.; Koenigkan, L. V.; Barbedo, J. G. A.; Rodrigues, G.C. 3D Plant modeling: localization, 
mapping and segmentation for plant phenotyping using a single hand-held camera. First 
Workshop on Computer Vision Problems in Plant Phenotyping, 2014, artigo a ser publicado 
na LNCS pela Springer em 2015.
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com sensoriamento a laser, como uma das alternativas mais promissoras. 
Mas diferentemente do sensoriamento a laser, odometria visual pode ser 
realizada com câmeras de baixo custo.
Recentemente, Forster et al. (2014) apresentaram um método para odo-
metria visual com uma única câmera baseado em métodos diretos de 
estimação de movimento (BAKER; MATTHEWS, 2004; IRANI; ANANDAN, 
2000). Batizado de Semi-direct Visual Odometry (SVO), o método foi capaz 
de operar a 55 quadros por segundo em um pequeno computador embar-
cado em drones3. Isso significa que o sistema foi capaz de prover odo-
metria em tempo real (acima de 30 quadros por segundo), computada de 
forma autônoma no próprio drone.
O presente trabalho apresenta os resultados obtidos em testes realiza-
dos na Embrapa Informática Agropecuária com o sistema SVO, nos quais 
avaliou-se a precisão da odometria obtida para reconstrução 3D. O traba-
lho também discute um arcabouço Bayesiano pelo qual a localização de 
pontos 3D na superfície dos objetos de interesse pode ser iterativamente 
atualizada a partir de novas imagens obtidas pela câmera.
3 Segundo Forster et al. (2014), o processador utilizado foi um ARM Cortex A-9 com 4 núcleos 
a 1.6 GHz.
4 GitHub. Disponível em:  <https://github.com/uzh-rpg/rpg_svo>.
Figura 1: Imagem capturada pelo utilita´rio. Poˆsteres foram utilizados para garantir a textura necessa´ria ao
funcionamento da SVO.
discute um arcabouc¸o Bayesiano pelo qual a localizac¸a˜o de pontos 3D na superf´ıcie dos objetos de interesse
pode ser iterativamente atualizada a partir de novas imagens obtidas pela caˆmera.
2 Materiais e me´todos
Foi utilizado a biblioteca SVO, versa˜o 3ba0993, compilada localmente em um sistema Ubuntu 14.04. A
caˆmera utilizada foi um dispositivo Logitech HD Pro C920, que produziu imagens de 640× 480 pixeis. Uma
pequena a´rea de teste foi revestida com poˆsteres, que forneciam texturas necessa´rias para que SVO fosse
capaz de estimar a movimentac¸a˜o da caˆmera (Figura 1). Um software utilita´rio foi desenvolvido para (i)
realizar a captura das imagens a partir da caˆmera, (ii) estimar a posic¸a˜o da caˆmera a partir de chamadas a`
API da SVO, (iii) exibir em tempo real a localizac¸a˜o da caˆmera em um gra´fico e (iv) armazenar em disco a
imagem e a posic¸a˜o da caˆmera em um dado instante determinado pelo usua´rio.
SVO estima os paraˆmetros extr´ınsecos da caˆmera, isto e´, sua rotac¸a˜o e translac¸a˜o no espac¸o. Ja´
paraˆmetros intr´ınsecos da caˆmera foram obtidos previamente utilizando o me´todo de calibrac¸a˜o proposto
por Zhang (2000) e implementado na biblioteca OpenCV4. Os paraˆmetros intr´ınsecos sa˜o representados por
K, uma matriz 3× 3.
O experimento descrito a seguir utilizou seis imagens produzidas pelo utilita´rio descrito acima (Figura 2),




Figura 1. Imagem capturada pelo utilitário. Pôsteres foram utilizados para garantir a textura 
necessária ao funcionamento da SVO.Materiais e métodos
Foi utilizado a biblioteca SVO, versão 3ba0994, compilada localmente em 
um sistema Ubuntu 14.04. A câmera utilizada foi um dispositivo Logitech 
HD Pro C920, que produziu imagens de 640 x 480 pixeis. Uma pequena 
área de teste foi revestida com pôsteres, que forneciam texturas neces-
sárias para que SVO fosse capaz de estimar a movimentação da câmera 
(Figura 1). Um software utilitário foi desenvolvido para:
1) Realizar a captura das imagens a partir da câmera.
2) Estimar a posição da câmera a partir de chamadas à API da SVO.
3) Exibir em tempo real a localização da câmera em um gráfico.
5 OpenCV. Disponível em: <http://opencv.org>.
4) Armazenar, em disco, a imagem e a posição da câmera em um dado 
instante determinado pelo usuário.
SVO estima os parâmetros extrínsecos da câmera, isto é, sua rotação e 
translação no espaço. Já parâmetros intrínsecos da câmera foram obtidos 
previamente utilizando o método de calibração proposto por Zhang (2000) 
e implementado na biblioteca Open V5. Os parâmetros intrínsecos são 
repr sentados por K, uma matriz 3 x 3.
O experimento descrito a seguir utilizou seis imagens produzidas pelo 
utilitário descrito aci a (Figura 2), qu  arm zen u em arquivo tanto as 
imagens quanto os parâmetros extrínsecos da câmera no momento da 
captura, co putados pela SVO.
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Figura 2: Seis imagens capturadas pela caˆmera. A localizac¸a˜o da caˆmera no momento da captura foi gravada,
como computada pela SVO.
4
Avaliação da odometria produzida pela SVO
Tendo em vista aplicações em metrologia e fenotipagem de plantas, esta-
mos interessados na capacidade da SVO em produzir odometria acurada 
para reconstrução tridimensional. A reconstrução tridimensional a partir de 
múltiplas imagens requer:
1) As matrizes de projeção Pk para cada posição k da câmera.
2) Pares de pontos correspondentes xi ↔ xj, em que xk é um ponto na 
imagem produzida pela câmera na posição k (HARTLEY; ZISSERMAN, 
2004). Devemos então avaliar a odometria produzida quanto a sua ca-
pacidade de produzir matrizes Pk precisas.
Computação das matrizes de projeção
SVO produz odometria na forma de matrizes de rotação Rk e vetores de 
translação tk para cada posição k da câmera. A matriz intrínseca K é a 
mesma para a câmera em todas as posições6. As matrizes de projeção são 
então obtidas por 
Pk = K[Rk|tk]
em que [Rk|tk] é uma matriz 3 x 4 na qual as 3 primeiras colunas são defini-
das pelas colunas de Rk e a última coluna definida pelo vetor tk. Seja Ck um 
ponto tridimensional que representa o centro de projeção da câmera em 
cada posição. Tais pontos podem ser determinados a partir da equação
PkCk = 0.
A Figura 3 exibe a posição do centro de projeção da câmera no espaço no 
instante de aquisição de cada uma das seis imagens exibidas na Figura 
2, como computado a partir dos valores de Rk e tk, produzidos pela SVO, e 
das equações 1 e 2.Figura 2. Seis imagens capturadas pela câmera. A localização da câmera no momento da 
captura foi gravad , como comput da pela SVO.
6 Isto signifi ca que a câmera tem foco ﬁ xo. Nos experimentos, o recurso de autofoco da câmera 
C920 foi desligado antes da calibração e da aquisição das imagens. 
(1)
(2)
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Restrição epipolar
Considere um par de imagens Fi e Fj, capturadas nas posições i e j e um 
ponto qualquer X = (X,Y,Z,1)T no espaço 3D, observado nas duas imagens. 
O ponto bidimensional xk = (x,y,1)T, a projeção de X no plano de imagem 
da câmera na posição k, é definido por
xk = PkX
No problema de reconstrução 3D a partir de duas imagens, X é desconhe-
cido, mas pode ser facilmente estimado a partir das matrizes Pi e Pj e do 
par de pontos correspondentes xi e xj. Dado um ponto xi na imagem Fi, o 
problema passa a ser determinar a localização de seu correspondente xj 
na imagem j, o que permitirá determinar X em seguida. 
Determinar xi é facilitado pela restrição epipolar (HARTLEY;  
ZISSERMAN, 2004). A posição de xi está restrita à linha definida pelo pro-
duto Fxi, em que F, a matriz fundamental, é obtida por
F = [ej]xPjPi+
Figura 3. Posição do centro de projeção da câmera para cada uma das seis imagens.
(3)
Pi+ é a pseudoinversa de Pi e o ponto ej, chamado de epipolo, é a projeção 
de Ci na imagem Fi:
ej = (a,b,c)T = Pj Ci
Já [ej]x é uma matriz 3 x 3 definida por
  0 -c b
 [ej]x = c 0 -a
  -b a 0
Temos assim uma maneira simples de avaliar a precisão da odometria 
produzida pelo método SVO. A odometria nos fornece os parâmetros para 
obtermos as matrizes de projeção Pi e Pj. A partir de um conjunto 
{xni ↔ xnj}n=1..N de referência, podemos avaliar se Pi e Pj são precisas anali-





O conjunto de referência {xni ↔ xnj}n=1..N foi produzido pelo método SIFT, 
como proposto por Lowe (2004). SIFT possui uma fase de detecção, na 
qual pontos salientes são encontrados na imagem em diversas escalas e 
sua vizinhança caracterizada através de descritores. Segue-se então uma 
fase de casamento (matching) na qual os descritores de pontos em duas 
imagens diferentes são comparados7.
A Figura 4 exibe alguns pares de pontos correspondentes xni e xnj e a linha 
epipolar lni = Fxni. Se a odometria for precisa, espera-se que cada lnj inter-
cepte o ponto xnj.
Seja Fi,j a matriz fundamental determinada para um par de imagens i,j. Para 
cada n, computamos as distâncias entre lnj e xnj e, em seguida, analisamos 
a mediana e o máximo encontrado para os N pares de pontos. Os dados 
podem ser observados na Tabela 1.
7 O leitor interessado em mais detalhes deve referir a Lowe (2004) e Mikolajczyk et al. (2005). 
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Figura 4. Pontos correspondentes obtidos por SIFT e suas linhas epipolares, computadas a 
partir da matriz fundamental produzida com a odometria fornecida pela SVO.
Os resultados mostram que a mediana é inferior a 1 pixel de distância, 
uma evidência que a odometria produzida é bastante precisa. Porém, os 
valores máximo mostram que foram encontradas distâncias grandes entre 
alguns pontos e suas linhas epipolares correspondentes. Examinando-se 
o boxplot exibido na Figura 5, é possível ver a distribuição dos valores das 
distâncias. Nota-se que os valores das distâncias se concentram em torno 
de zero e os maiores valores são outliers, algo esperado uma vez que a 
metodologia SIFT pode produzir correspondências espúrias. 
Tabela 1. Dados sobre as distâncias computadas entre N pontos 𝐱𝐱𝑗𝑗




 mediana máximo N 
F0, 1 0. 3295  209. 3421 84 
F0, 2 0. 1414  17. 9818 55 
F0, 3 0. 3976  13. 5312 54 
F0, 4 0. 6139  8. 4116 38 
F0, 5 0. 2988  198. 6811 36 
F0, 6 0. 1865  19. 9839 24 
F1, 2 0. 1124  10. 9598 62 
F1, 3 0. 1459  11. 1963 60 
F1, 4 0. 3268  7. 2656 45 
F1, 5 0. 1452  15. 1496 53 
F1, 6 0. 2072  21. 9571 31 
F2, 3 0. 1677  8. 2321 72 
F2, 4 0. 3530  19. 0782 65 
F2, 5 0. 1631  291. 1054 70 
F2, 6 0. 1804  26. 3705 37 
F3, 4 0. 2036  196. 8797 72 
F3, 5 0. 1258  160. 6963 64 
F3, 6 0. 2048  197. 0131 51 
F4, 5 0. 2458  20. 1242 74 
F4, 6 0. 1394  193. 6646 61 
F5, 6 0. 2713  132. 0985 40 
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Figura 6. (a) Um ponto xi em F1 é exibido (em vermelho). (b) O raio defi nido por xi e pelo 
centro de projeção de F1 determina a posição do ponto X, que deve estar entre as distâncias 
mínima e máxima defi nidas.
Estimação Bayesiana de profundidade
Considere um ponto xi na imagem i. Tendo em mãos Pi e Ci (obtidos por 
meio da odometria fornecida pela SVO, como discutido anteriormente), a 
localização de um ponto Xd que é projetado sobre xi e encontra-se a uma 
distância d do centro de projeção Ci é dada por
Xd = Ci + d ∙ r,
em que r e um vetor unitario denido como
(P+xi - Ci)
||(P+xi - Ci)||
Desta forma, a localização do ponto em 3D é parametrizada pela distância 
d e o processo de reconstrução tridimensional pode se basear na estima-
ção de um valor adequado para d. Na Figura 6 (a), vemos um ponto x na 
imagem F1 e, na Figura 6 (b), um gráfico 3D exibindo o raio definido pelo 
ponto x e o centro de projeção da câmera, C1. O ponto tridimensional Xd 






Figura 5. Boxplot das distâncias entre pontos e suas linhas epipolares correspondentes.
(a)
(b)
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Dadas uma nova imagem Fj e sua matriz de projeção Pj, o ponto xj que 
corresponde a xi deve se encontrar na linha lj = Fi,jxi. Percorrendo os 
pontos na linha visíveis na imagem, podemos selecionar o melhor ponto 
possível, de acordo com algum critério de similaridade. Assumindo que 
não tenha havido uma mudança drástica de pose entre as imagens i e j, a 
correlação cruzada normalizada (normalized cross correlation - NCC) pode 
ser utilizada para estabelecer correspondências entre pontos. A NCC é 
definida por
  1 Ii(x) - μi Ij(x) - μj
  m - 1 σi σj
em que Ii e Ij são retalhos (patches), pixeis vizinhos aos pontos xi e xj nas 
imagens Fi e Fj respectivamente, enquanto que μk e σk são média e o des-
vio padrão computados no patch Ik. O código Python abaixo é uma imple-
mentação da NCC, utilizando patches quadrados com 11 x 11 pixeis:
Figura 7. O valor do NCC (em vermelho) é computado para cada ponto na linha epipolar (em 




Inicialização da estimativa com uma segunda imagem
previamente definidos dmin, e dmax (configurados em 1 e 7 respectivamente 
- assume-se aqui que não há objetos de interesse fora desse intervalo na 
cena).
A Figura 7 mostra um ponto xi na imagem F1. Na imagem F2, a linha 
epipolar é exibida em azul e, em vermelho, os valores computados para o 
NCC para os pontos ao longo da linha. O valor com maior valor de NCC é 
selecionado como xj.
 def get_patch(I, x, wid=5):
  if x[0] + wid + 1 >= width or x[0] - wid < 0:
   return zeros((2*wid+1, 2*wid+1)).ﬂ atten()
  if x[1] + wid + 1 >= height or x[1] - wid < 0:
   return zeros((2*wid+1, 2*wid+1)).ﬂ atten()
  patch = I[x[1]-wid:x[1]+wid+1, x[0]-wid:x[0]+wid+1].ﬂ atten()
  return patch
 def ncc(patch_i, patch_j, threshold=0.5):
  n = len(patch_i)
  if n == 0:
   return 0.
  d_i = (patch_i - mean(patch_i)) / std(patch_i)
  d_j = (patch_j - mean(patch_j)) / std(patch_j)
  ncc_value = sum(d_i * d_j) / (n-1)
  if ncc_value > threshold:
   return ncc_value
  return 0.0
O ponto X pode ser estimado a partir do par de pontos utilizando trian-
gularização, por meio de um procedimento de otimização por mínimos 
quadrados que encontra o ponto x mais próximo do par de raios definidos 
por xi e Ci, xj e Cj. O código Python abaixo implementa o procedimento, 
solucionando a minimização através de uma decomposição por valores 
singulares, consulte Hartley e Zisserman (2004) para detalhes:
  def dlt_triangulation(ui, Pi, uj, Pj):
   """Implementacao do metodo apresentado por Hartley & Zisserman, 
   12.2"""
  ui /= ui[2]
  xi, yi = ui[0], ui[1]
  uj /= uj[2]
  xj, yj = uj[0], uj[1]
  a0 = xi * Pi[2,:] - Pi[0,:]
  a1 = yi * Pi[2,:] - Pi[1,:]
  a2 = xj * Pj[2,:] - Pj[0,:]
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Figura 8. Estimativa Xd, d = 2.84 para o pixel x1 = (600,345)T, a partir das imagens Fi e Fj.
Atualização Bayesiana 
Devido ao ruído nas imagens, às limitações de resolução e às falhas do 
processo de correspondência por NCC, a distância d = 2.84 não pode ser 
tomada como um valor absoluto, mas sim uma estimativa para a posição 
do ponto X. Convém modelar probabilisticamente essa estimativa, obten-
  a3 = yj * Pj[2,:] - Pj[1,:]
  A = vstack((a0, a1, a2, a3))
  U, s, VT = linalg.svd(A)
  V = VT.T
  X3d = V[:,-1]
  return X3d/X3d[3]
A distância d é facilmente obtida por
d = ||X - Ci||
A Figura 8 mostra um exemplo do resultado obtido considerando-se as 
imagens F1 e F2 para o ponto x1 = (600,345)T. O valor encontrado para d foi 
2.84.
(10)
Figura 9. Distribuição (prior) para a distância d correspondente ao ponto x1 = (600,345)T.
do-se assim uma distribuição inicial (prior) para d. Aqui, vamos utilizar, 
inicialmente, distribuição normal com média em 2.84 e desvio padrão de σ 
= 0.1, obtendo-se o prior exibido na Figura 9. Tal escolha do desvio padrão 
é arbitrária, ela apenas informa ao modelo probabilístico nossa confiança 
no valor inicial. Conforme novas observações, são feitas a partir de novas 





Com a chegada de uma nova imagem e sua matriz de projeção, podemos 
repetir o procedimento de triangularização, encontrando um novo valor 
para d. Considerando que xj seja o novo ponto correspondente encontrado 
para xi via NCC, a atualização obedece a regra de Bayes (GELMAN et al., 
2013): 
p(d | xj) α p(xj | d) p(d)
A verosimilhança p(xj | d) é modelada por uma distribuição normal N(0,σ) 
da distância entre X, obtido pela triangularização entre xj e xj, e X. Na 
Figura 10, podemos confrontar os valores obtidos para d e a diferença pro-
duzida na localização de X. A atualização Bayesiana é ilustrada na Figura 
11 enquanto que a localização de X atualizada, tomando-se o valor máxi-
mo a posteriori para d = 2.69, é exibida na Figura 12.
Conforme novas observações chegam, o procedimento de atualização se 
repete e a estimação de X se torna mais acurada.
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Figura 10. Incerteza na posição de X: o valor anterior (prior) para a distância era d = 2.84, 
mas a nova observação, X, apresenta um valor de d = 2.52.
Figura 11. Acima: prior p(d). Centro: verossimilhança p(xj|d). Abaixo: atualização produzida 
pelo produto entre prior e verossimilhança, o posterior p(d|xj).
Figura 12. Posterior: posição atualizada para d = 2.69, incorporando assim a informação do 




Neste trabalho, avaliou-se a biblioteca SVO, proposta por Forster et al. 
(2014) para odometria visual em drones, como uma alternativa capaz de 
produzir dados suficientemente precisos para reconstrução 3D. Utilizando 
restrição epipolar, concluímos que o os resultados obtidos pela SVO po-
dem ser utilizados na obtenção de matrizes de projeção suficientemente 
acuradas para reconstrução tridimensional. Na prática, isto significa que o 
método pode ser utilizado em aplicações de modelagem 3D, manipulação 
robótica e instrumentação auxiliada por realidade aumentada. Aplicações 
podem se beneficiar do baixo custo computacional da SVO, que pode ope-
rar em processadores modestos utilizados em dispositivos embarcados. 
Mostrou-se também que métodos Bayesianos de estimação podem ser 
utilizados para integrar a informação obtida de várias imagens, atualizan-
do estimativas da posição dos pontos tridimensionais na superfície dos 
objetos em cena. Implementações eficientes dessa ideia foram propostas 
recentemente por Vogiatzis e Hernandez (2011) e Pizzoli et al. (2014), 
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capazes de executar em tempo real. Tais implementações, se combinadas 
de forma paralela à odometria visual fornecida pela SVO, possibilitam a 
criação de aplicações capazes de modelar objetos em 3D em tempo real, 
isto é, produzir modelos 3D de forma instantânea durante a aquisição das 
imagens. A construção dessas aplicações, no contexto de modelagem da 
parte aérea de plantas, em ambientes controlados e no campo, será nosso 
foco em trabalhos subsequentes. 
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