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Abstract. The complexity and diversity of manufacturing software and the need to adapt this software to the 
frequent changes in the production requirements necessitate the use of a systematic approach to developing this 
software. The software life-cycle model (Royce, 1970) that consists of specifying the requirements of a software 
system, designing, implementing, testing, and evolving this software can be followed when developing large por- 
tions of manufacturing software. However, the presence of hardware devices in these systems and the high costs 
of acquiring and operating hardware devices further complicate the manufacturing software development process 
and require that the functionality of this software be extended to incorporate simulation and prototyping. 
This paper reviews recent methods for planning, scheduling, simulating, and monitoring the operation of manufac- 
turing systems. A synopsis of the approaches to designing and implementing the real-time control software of 
these systems is presented. It is concluded that current methodologies support, in a very restricted sense, these 
planning, scheduling, and monitoring activities, and that enhanced performance can be achieved via an integrated 
approach. 
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1. Introduction 
The evolution of manufacturing software has always been closely linked to the technological 
advances in manufacturing and computer hardware. Consequently, the integration of manu- 
facturing devices has been preceded by the automation of these devices: supplying them 
with numerical  control units and interfacing them to appropriate software libraries and 
databases. 
Traditionally, the sequence of operations executed by the control software of manufactur- 
ing components has been captured by ladder logic diagrams (see, for example, Bollinger 
and Duffle 1988; Elsenbrown 1988; Gayman 1988). These diagrams specify the input and 
output procedures of the Programmable Logic Controller (PLC) that drives and cycles other 
operations of a manufacturing device. Al l  possible combinations of PLC inputs must be 
captured by the ladder diagram. Consequently, these diagrams grow so complex that locating 
the cause when a problem is detected becomes extremely difficult. 
Stecke (1985) outlines the various design, planning, scheduling, and control problems 
that need to be addressed at the different stages of the life cycle of a flexible manufacturing 
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system. Design problems include determining the type and number of machine tools, the 
capacity of the material handling system, and the size of the buffers of a system. Planning 
problems include deriving the process plans of manufacturing jobs, allocating pallets and 
fixtures, and assigning the appropriate sets of machine tools to these jobs. Scheduling prob- 
lems include determining the optimal input sequence of jobs and machine tool usages for 
a given job mix. Control problems are concerned with monitoring the system to ensure that 
production requirements and due dates are met, and that unreliability problems are handled. 
To aid in these processes, software packages for handling the various aspects of modern 
manufacturing such as Computer-Aided Engineering (CAE), Computer-Aided Design 
(CAD), Computer-Aided Manufacturing (CAM), Computer-Aided Process Planning 
(CAPP), Material Requirement Planning (MRP), and Manufacturing Resource Planning 
(MRP II) packages have been created. 
Recent activities in the manufacturing systems area attempt to integrate such packages 
into flexible and modular Computer-Integrated Manufacturing (CIM) systems (Savolainen, 
1988). The task of integrating the various devices of a manufacturing system requires ade- 
quate hardware support (e.g., computer networks) and adequate communication software 
support (e.g., communication protocols). Furthermore, additional software is required for 
coordinating the operations of these various devices and for implementing the control strat- 
egies of their integrated systems. 
Considerable effort is also being spent in studying manufacturing as an application domain 
and in developing architectures, frameworks, and reference models for manufacturing systems 
(Iscoe et al. 1991). This work is being carried out in particular under the auspices of ISO 
and CAMI. An in-depth analysis of the potential of this effort is outside the scope of this 
paper. Other standardization efforts include network protocols such as MAP and TCP/IP 
and programming languages and life-cycle methodologies such as IDEE All of these activi- 
ties are outside the scope of the paper. 
The increasing use of industrial general-purpose computers in controlling modern manu- 
facturing systems has also lead to a search for alternatives to ladder logic diagrams. The 
adoption of the Petri net-based function charts as a standard for describing the control logic 
of manufacturing devices is considered a major step in this direction (International Electro- 
technical Commission, 1984). 
In the research domain, manufacturing control software has been modeled as a variant 
of Petri nets and no distinction between planning, scheduling, and monitoring is made. 
A restricted version of planning is performed by the software engineer when designing 
the Petri net sequence of operations for processing a job in a manufacturing system. The 
set of execution rules of Petri nets provide a scheduling strategy for processing a manufac- 
turing job. Monitoring is implicitly performed by checking for a specified set of condi- 
tions prior to the execution of the operations of the net. However, capturing all the possible 
conditions of a manufacturing system in a Petri net can result in very complicated diagrams 
of the control software of this system. 
This paper reviews some of the recent software development activities in computer- 
integrated manufacturing. In particular, recent attempts to design and implement software 
algorithms for process planning, cyclic scheduling, simulating, and monitoring the opera- 
tions of manufacturing systems are discussed. The design and implementation of the control 
software of these systems has proven to be very complex and cosily (Ayres 1989). Therefore, 
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a set of approaches for developing this real-time control software have been researched 
and implemented. This paper presents a synopsis of these approaches, and concludes that 
current methodologies support planning, scheduling, and monitoring the operations of man- 
ufacturing systems only in a very restricted sense. 
The approaches have been grouped by the functional areas of process planning, schedul- 
ing, simulation, and monitoring. However, in practice, many of these approaches overlap 
and may cover more than one area. The survey covers only a selected set of generic ap- 
proaches to developing manufacturing control software. Hence, the functional details of many 
commercial tools for developing manufacturing control software, such as CIMPLICITY 
by GEE Plantworks by IBM, and NAS by DEC, are not included. 
Section 2 reviews some approaches to the process planning problem of manufacturing 
software. Section 3 presents attempts to solve the cyclic job-shop scheduling problem. Section 
4 discusses the vital role of simulation in modern manufacturing, and section 5 stresses 
the importance of monitoring the operations of such manufacturing systems. Attempts to 
integrate the process planning and scheduling activities of manufacturing software are out- 
lined in section 6. This is followed, in section 7, by a detailed discussion of a selected set of 
approaches to developing manufacturing control software; these approaches integrate, in a 
strict sense, the functions of planning, scheduling, and monitoring of this software. Section 
8 concludes with a summary and critique of these approaches and introduces an approach 
to developing the control software of efficient and dependable manufacturing systems. 
When designing efficient and dependable manufacturing systems, an integrated approach 
to the planning, scheduling, and monitoring activities of these systems is required. Effi- 
ciency is the acheivement of higher throughput in a system while meeting all deadlines. 
Dependability is the ability to detect and correct faults, such as hardware failures and their 
effects, such as the divergence of actual operations from planned operations. A methodology 
for developing the control software of such systems has been developed by Chaar et al. 
(1990, 1991). This methodology supports the planning, scheduling, monitoring, and failure 
recovery activities for manufacturing systems, in addition to the traditional activities of 
the software life-cycle. The simulation and prototyping phases are also supported by the 
methodology. The planning, scheduling, and monitoring aspects of the methodology are 
assisted by a set of software tools. These tools are integrated in a Computer-Aided Software 
Engineering (CASE) environment for manufacturing software. 
2. Process Planning 
In a discrete parts manufacturing system, process planning generates a sequence of opera- 
tions for processing a job by the system (Allen 1987). This job may produce a single part, 
a pallet of many parts, or a mechanical assembly of parts, and a complex process in a 
process manufacturing system. Process planning is a special case of planning in Artificial 
Intelligence. It results in a sequence of operations that is labeled a process plan and that 
can be automated. 
The major issues involved in the general planning problem are summarized by Georgeff 
(1987), and the use of logic and deduction in solving this problem is thoroughly discussed 
by McDermott (1987). This section reports attempts to automate process planning in manu- 
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facturing systems. The major features of STRIPS, a planner that forms the basis of many 
recent planning approaches are also presented. 
Preiss and Shai (1989) use the logic programming language Prolog in deriving the proc- 
ess plans of jobs in a manufacturing system. The structure of the system is described in 
terms of a set of Prolog facts, and the behavior of this system is described in terms of Prolog 
rules. The goal state of the system is specified for the Prolog interpreter, which attempts 
to prove this goal state. If a series of facts and rules that lead from the initial state of the 
system to its goal state can be found, this series forms a process plan of the system. A set 
of heuristics for speeding-up the proof process can be implemented as Prolog procedures. 
Fikes and Nilsson (1971) proposed a planning system that attempts to find a sequence 
of operators that transform a system from an initial state to a final (goal) state. This planning 
system is known as the Stanford Research Institute Problem Solver (STRIPS) system, and 
represents explicitly the preconditions of operators and their effects on the state of the system. 
The state of a system is represented by a set of first-order predicates. The preconditions 
of an operator form a first-order predicate calculus formula, and the effect of this operator 
on the state of the system is captured by an add list and a delete list. When the operator 
is invoked, the predicates of the add list will be satisfied by the state of the system while 
the predicates of the delete list will not. 
An operator of a plan generated by STRIPS reduces the gap between the current state 
of a system and its goal state. STRIPS has a linear planning system because of the linear 
ordering imposed on the operators of the generated plan. A mechanism for reusing portions 
of the plan sequences of STRIPS has been implemented by Fikes et al. (1971, 1972). More- 
over, Sacerdoti (1974) extended the STRIPS system to handle planning in a hierarchy of 
abstract problem spaces; the extended system has been called ABSTRIPS. At the top of 
the hierarchy, ABSTRIPS generates a plan using more abstract (simplified) operators. The 
abstract plan is refined through successively less abstract problem spaces until a plan is 
formulated in the original problem space. Operators are simplified by omitting precondi- 
tions. The operators at the highest (more abstract) level have the fewest preconditions. The 
plan is refined by restoring preconditions to the problem spaces and solving the subproblems 
corresponding to the added preconditions. 
Descotte and Latombe (1985) designed and implemented GARI, a system that generates 
the process plans used in manufacturing parts from the drawings of these parts. GARI con- 
sists of an expert knowledge base and a planner. Knowledge is coded as a set of production 
rules called manufacturing rules. The syntax of such rules is identical to that of STRIPS 
operators. The left-hand side of a rule consists of conditions about the part to be manufac- 
tured, the available machines, and/or the machining plan. The right-hand side contains 
pieces of advice representing technological and economical preferences. Each piece of advice 
is weighted according to its importance in the derived process plan of a part. 
The GARI planner operates by iteratively constraining a loosely constrained initial plan 
built from the model of the part to be machined. If an inconsistent (i.e., overconstrained) 
plan is produced, then the planner makes use of a selective backtracking procedure, which 
reasons about the weights attached to the applied constraints, for deciding which compromise 
is best. The above strategy is adopted because process planning, in general, requires taking 
into account a great variety of pieces of knowledge. These pieces may not be pure con- 
straints but rather preferences among which compromise is necessary. 
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A classification of plan sequences and an approach to the generation of linear and mono- 
tone plans for mechanical assemblies has been proposed by Wolter (1989). These plans 
are linear because their actions allow for moving only one part of the assembly at a time, 
and are monotone because parts are always moved to their final positions. The approach 
starts by proposing a set of insertion trajectories for each part in the assembly. Next, for 
each trajectory, the set of parts that would block the trajectory if they were already in their 
final positions is determined. A valid assembly plan is derived by selecting one trajectory 
for each part, and ordering these trajectories such that none of the previous constraints 
is violated. 
A hierarchical process planning system that decides the sequence of machining opera- 
tions that must be performed when manufacturing metal parts has been designed by Nan 
(1987). In analogy with ABSTRIPS, Semi-Intelligent Process Selector (SIPS) presents its 
knowledge in the form of a hierarchy of processes. Each process in the hierarchy is repre- 
sented by a frame and may consist of one or more machining operations. A frame specifies 
the relevance and cost of a process, any restrictions on the application of this process, and 
any operations that must be performed prior to executing the process. Backward search 
is used to generate the sequence of machining processes and their operations from the ulti- 
mate goal to be achieved by the system. This sequence of operations represents a path of 
the search tree that has both minimal processing cost and does not violate any constraints 
on the processing sequence of the operations of this system. 
Agnetis et al. (1990) and Arbib et al. (1991) determine the routes to be followed by parts 
in a manufacturing system from their process plans. The approach assumes that a process 
plan is used to capture the operations of a job and their precedence in a tree whose leaves 
represent the components loading and whose root represents the final product unloading. 
The routing problem is then treated as a partitioning problem on the nodes of the process 
plan tree with the objective of balancing machine workloads and minimizing part transfers 
in the system. 
A CAD system, a process planner, and a CNC program generator have been integrated 
by Hancock (1988), and used in a sheet metal processing application. Moreover, a knowledge- 
based approach to the automation of process planning has been researched by Wang and 
Wysk (1988). This approach captures the decisions of the process planner in a set of rules, 
and accesses a CAD system when executing these rules. 
Jones et al. (1987) group the standards, codes, and existing procedures used in metal weld- 
ing into a set of databases that are accessed by a set of expert systems when planning a 
sequence of metal welding steps. Consequently, a combination of multiple disjoint but mutu- 
ally dependent expert systems cooperate to solve a larger problem. Each expert system knows 
how to perform its task, and a top-level module must coordinate the problem-solving activ- 
ity by calling on the individual expert system modules when their capabilities are needed. 
3. Cyclic Job Shop Scheduling 
The efficient use of machines in a manufacturing system hinges upon the existence of a 
timely source of inputs to the system and a scheduling strategy for effectively sequencing 
the flow of these inputs through the system. The process of developing scheduling strategies 
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that avoid internal conflicts and accommodate high input rates is referred to as the shop 
scheduling problem. Three classes of shop scheduling problems have been identified in 
the literature (Garey and Johnson 1979); they are the open shop scheduling problem (see, 
for example, Gonzalez and Sahni 1976), the flow shop scheduling problem (see, for exam- 
ple, Garey et al. 1976; Lenstra et al. 1977; Sahni and Cho 1977; Papadimitriou and Kanellakis 
1980; McCormick et al. 1986) and the job shop scheduling problem (see, for example, 
Garey et al. 1976; Graves et al. 1983). 
In open shops, each job has to be independently processed once by each machine with 
no constraints on the order in which operations are performed on a particular job. Therefore, 
an open shop schedule must determine not only the time at which each job enters the system, 
but also the order in which each individual job is routed among the machines. For flow 
shops, however, all jobs follow the same routing and each job is processed exactly once 
by each machine. Therefore, the flow shop schedule needs to determine only the time at 
which each job enters the system. 
The classical job shop scheduling problem differs from both open shop and flow shop 
problems in one important respect: the flow of work is not unidirectional (i.e., an individual 
job may revisit some machines several times and may not visit others at all). Cyclic job 
shop scheduling is a special case of the general job shop scheduling problem in which the 
time between successive job initiations forms a periodic sequence. This section presents 
some of the most recent attempts to solve the cyclic job shop scheduling problem when 
a set of identical jobs or a mix of jobs of several kinds is processed by a manufacturing 
system. Optimum cyclic schedules are easier to find and control than optimum general 
schedules. Their optimality is asymptotically achieved as the number of their jobs grows. 
Subramanyam and Askin (1986) propose an expert systems approach to scheduling in 
flexible manufacturing systems. A set of rules is proposed for initiating the processing of 
jobs in these systems based on machine utilization, number of jobs in the queue of a machine, 
and the due-dates of these jobs. The use of expert systems in scheduling flexible assembly 
cells has also been studied by Van Brussel et al. (1990). 
A heuristic method of initiating the processing of jobs in a flexible manufacturing sys- 
tem with the aim of minimizing the processing time of these jobs is proposed by Liu and 
Labetoulle (1988). The time interval that each job requires for its execution is calculated. 
The processing of the job with the shortest time interval is then initiated on the machine 
with the lowest utilization that can start this processing (i.e., shortest job first scheduling). 
Operation precedence and machine utilization are used next in completing the processing 
of initiated jobs. 
Stecke and Solberg (1981) present a set of heuristics for loading (allocating operations and 
tooling to machines) and scheduling the processing of a job mix in a flexible manufacturing 
system with the aim of improving the system's throughput. Better throughput is achieved 
by minimizing the number of transfers in the system rather than attempting to balance the 
workload of its machines. Further improvement is accomplished by choosing a loading 
strategy that involves some degree of pooling or duplicate operation assignments. 
Agnetis et al. (1990) present a set of rules that derive an optimal schedule for processing 
a job mix on a two-machine flow shop. The primary objective of this approach is to max- 
imize machine utilizations (minimize their idle time) and its secondary objective is to min- 
imize the size of the buffer required to hold the work-in-process of the flow shop. The 
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job classes of the mix are first partitioned into overlapping batches. In particular, two job 
classes are selected at a time. The jobs of these two classes are scheduled in ratios that 
minimize both machines idle time and buffer requirements. 
Stecke and Kim (1991) present a flexible approach to scheduling job mixes in flow shops. 
An integer programming technique, used to balance machine workloads in flexible manufac- 
turing systems, is used to dynamically generate a schedule for the job classes of the mix 
with the aim of maximizing the utilization and makespan of the system. The approach min- 
imizes tool changeover time and the number of fixtures in the flow shop. Furthermore, 
breakdowns are handled by solving the integer program formulation of the problem subject 
to a new set of constraints. The size of the integer programs is dictated by the number of 
machines in the shop. Hence, this size, in general, will not be too large for real systems. 
When processing a batch of identical jobs, Roundy (1988) defines a cyclic schedule as 
a schedule that completes one job every 7- units of time and repeats itself every r units 
of time, for some r > 0. Two measures of quality for these cyclic schedules are proposed; 
the cycle time 7- (a measure of the throughput) and the flow time ~ (the time to completely 
process one job). Thus, ~b/r is a measure of the work-in-process inventory. Moreover, a 
branch-and-bound algorithm for creating a cyclic schedule that attempts to minimize cycle 
time r is presented. 
Graves et al. (1983) propose an algorithm for scheduling batches of identical jobs in re- 
entrant flow shops. Their re-entrant flow shops are equivalent to job shops, and their pro- 
posed algorithm performs cyclic job shop scheduling. Given the flow time of a job, the 
algorithm initiates the processing of this job as soon as this processing does not conflict 
with that of current jobs. However, this cyclic job shop scheduling strategy generally does 
not result in an optimal usage of the machines in the shop. 
Karmakar and Schrage (1985) model the cyclic scheduling of a job mix on a single machine 
as an integer programming problem, and propose a branch-and-bound algorithm for find- 
ing an optimal solution to this problem. The problem formulation attempts to minimize 
the total cost of job processing, work-in-process inventory, and machine setups. 
Maxwell and Singh (1986) address the problem of cyclically scheduling the processing 
of a job mix on a set of identical machines, given the flow time of each of the job types 
in the mix. They show that when the flow times of all job types in the mix are similar 
or small compared to the minimum cycle time of a cyclic job shop schedule, the search 
for a feasible schedule can be restricted to those schedules in which the same job type 
is always assigned to the same machine, thereby saving setup times. 
Bispo and Sentieiro (1988) proposed an algorithm for the cyclic job shop scheduling of 
job mixes where the percentage of each job type in the mix is known a-priori. They first 
partition a job mix into a number of identical batches. The percentage of each job type 
in a batch is set to equal that of the job mix. The A* search algorithm is then used to gener- 
ate a schedule that minimizes the processing time of a sample batch. This schedule is used 
to process the jobs of a batch after the processing of this batch has been initiated. The 
processing of a batch is initiated as soon as its schedule does not conflict with the schedules 
of other batches in process. 
Shin and Zheng (1990) model an automated assembly line as a flow shop in which ma- 
chines have no buffers, the constraints created by the presence of a material transport system 
are captured, and each batch of production is represented as a job mix. A job whose flow 
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through the machines has n feedback loops is modeled as a job mix of n jobs of the flow 
shop and these jobs are individually scheduled. For an assembly line with two machines, 
the problem is formulated as an integer programming problem, and a solution that minimizes 
the cycle time of the schedule is derived. Heuristic rules are also provided for deriving 
suboptimal solutions to the problem of scheduling an assembly line with m > 2 machines, 
with the object of miminizing the cycle time of the schedule. 
Timed marked graphs are used by Dubois and Stecke (1990a, 1990b) in evaluating the 
performance of manufacturing systems; these systems are viewed as deterministic, discrete- 
event, and dynamic systems that repetitively perform a set of activities with fixed dura- 
tions. Timed marked graphs form a special type of Petri nets where each place has exactly 
one input transition and one output transition. Places in such Petri nets correspond to arcs 
of the marked graphs, while transitions correspond to vertices. The time delay of a place 
of the net is assigned to its corresponding arc in the graph. 
The firing of a vertex of the marked graph is enabled as soon as each input arc (place) 
of this vertex contains at least one token. Vertices without an input arc are enabled uncon- 
ditionally. Thefiring consists of removing one token from each input arc and adding one 
token to each output arc of the vertex. 
When modeling the dynamic behavior of manufacturing systems, the nodes of the timed 
marked graph capture the activities (manufacturing operations) of these systems and their 
arcs express precedence constraints due to either processing sequences or the ordering of 
parts on machines, and their tokens represent the machines and the fixtures (resources) 
of these systems. This representation assumes that the activities of each resource and the 
resources of each activity are linearly ordered and have fixed durations. 
To find a cyclic schedule that maximizes the utilization of the resources of a manufactur- 
ing system, the shortest path in the timed marked graph model of this system is computed. 
The worst case complexity of the algorithm used to compute this path is O(n3), where n 
is the number of resources (machines and fixtures) of this system. 
Pinto et al. (1983) design a branch-and-bound algorithm for minimizing the capital invest- 
ment and labor costs of an assembly line given the cycle time of the task to be performed 
by this assembly line. The problem is formulated as an integer programming problem that 
attempts to minimize the number of workstations of the assembly line in order to maximize 
the utilization of these workstations, and minimize the cost of running them (labor cost) 
and the initial capital investment (workstation cost). 
4. Simulation 
Simulation is an analysis tool that can be applied effectively to a variety of shop floor design 
and real-time shop floor control problems. Simulation can support longer-term system design 
evaluations of resource requirements, equipment needs, inventory buffer sizes and availa- 
bilities, and sensitivity analysis of a variety of product demand and equipment processing 
time probabilities. Simulation can also support shorter-term decisions involving equipment 
scheduling, shop order release, and work order scheduling. This section presents a synop- 
sis of current attempts to use simulation in scheduling and performance evaluation of man- 
ufacturing systems. 
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Two approaches to designing manufacturing systems simulators have been implemented: 
the language preprocessing approach and the data-driven approach. Language preproces- 
sing systems, such as SIMAN IV (Sturrock and Pegden 1989), WITNESS (Gilman and 
Billingham 1989), AUTOMOD (Farnsworth et al. 1986), and SLAM II (O'Reilly and 
Nordlund 1989) are essentially very-high-level programming languages. The user can develop 
a model of a factory system by manipulating some very-high-level structures of these lan- 
guages, usually via a graphical interface. Such systems provide a good deal of flexibility 
but have several drawbacks. First, because they are programming languages, models must 
still be compiled, linked, and debugged after the preprocessing step. Second, they often 
require reprogramming. Third, their structures are adequate for modeling simple systems. 
Consequently, the user may have to code some special routines in the host language of 
the preprocessor when modeling complex ones. 
The data-driven simulation approach provides both flexibility and ease of use. However, 
new capabilities cannot be generated by the users. This approach is implemented in SIM- 
FACTORY (Klein 1986, 1988), which provides primitives for modeling the factory layout, 
the process plans, the work cells, queues, conveyors, vehicles, transporters, human resources, 
parts, production schedules, and maintenance actions of a manufacturing system. Further- 
more, process plans are assigned their own reject probabilities; their rejects may be ignored, 
scrapped, or reworked. 
One of simulation's shortcomings has been that outputs from a simulation model typically 
take the form of summary statistics or simple graphs. Although these outputs are necessary 
to measure and draw conclusions about the performance of a manufactuirng system, they 
provide little insight into the dynamic interactions between the components of the system. 
Hence, animation can be used in conjunction with other analysis aids to gain a detailed 
understanding of the operation of a model; subtle errors that might not be apparent from 
standard simulation output become obvious when the operation of a system is displayed 
graphically. These considerations motivated the development of many new simulation/anima- 
tion systems as well as animation interfaces to existing simulation languages. GAME, a 
graphical editor and animator dedicated to discrete flow manufacturing systems, has been 
implemented in C + +  by Breugnot et al. (1991). The CINEMA animation system (Healy 
1986; Poorte and Davis 1989) has been designed to work with SIMAN IV and SIMFAC- 
TORY has been coupled with an animated display. 
Jain and Foley (1986) propose a set of guidelines for designing a generic simulator that 
can vastly reduce the time for developing simulation models of manufacturing systems. 
The simulation models are implemented as components that are expressed in a simulation 
language for manufacturing. Furthermore, their generic simulator can modify the schedule 
of a manufacturing system in response to a drop in the system performance below accept- 
able limits. 
The concepts of object-oriented programming, logic programming, and discrete-event 
simulation are used by Ruiz-Mier and Talavage (1987) in modeling the significant aspects 
of complex systems such as manufacturing systems. The system is decomposed into a set 
of objects. The operations of each object are then captured by a set of logic-based rules. 
Objects communicate with each other by exchanging messages whenever events occur in 
the system. These messages are well-formed formulas of predicate logic that affect the state 
of the object that receives them. The use of logic programming allows the simulator to 
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infer the set of operations that must be performed by the devices of a manufacturing system 
while implementing a designated task. 
Object-oriented programming is also used by Hollinger and Bell in specifying manufac- 
turing systems and simulating their behavior (1987). The system is partitioned into a hierarchy 
of objects, and timed Petri nets are used to model the behavior of this system. The sequence 
of operations that must be performed by the objects of the system is captured in a timed 
Petri net of the system. A place of this net captures the conditions that precede the execu- 
tion of an operation of the system. A probability distribution is used to model the duration 
of this operation; an operation is represented as a transition of the net. The performance 
of the system is then simulated by executing the operations of this timed Petri net. 
Levas and Jayraman (1987) have implemented an object-oriented environment, WADE, 
for modeling and simulating work cell applications. WADE does not assist the design process 
by providing explicit information to action planning, selection, design, layout, interconnec- 
tion, and programming of equipment. Instead, the designer somehow synthesizes a design 
of his application and uses WADE to model his conception and evaluate its performance. 
A Fortran-based simulator for experimenting with different control strategies of flexible 
manufacturing systems has been designed by Manalis et al. (1987). The control strategies 
are coded as a set of rules for processing orders, and for managing the queues and the 
workload of the devices of a system. The simulator is of the fixed-interval increment type; 
each time the clock is advanced, the system checks for the completion or the start of any 
scheduled operations. 
ESPNET is an expert system-based Petri net simulator (Duggan and Browne 1988; Wadhwa 
and Browne 1989), that can be used in prototyping manufacturing control software. ESPNET 
takes a timed Petri net for its input and generates an OPS5 simulator as output. The OPS5 
code is then used to estimate the performance of a manufacturing system, and the utiliza- 
tion of its resources. 
Schriber and Stecke (1987, 1988) use mathematical programming to schedule a job mix 
with the aim of maximizing machine utilizations in a flexible manufacturing system. Simula- 
tion is then used to estimate the degradation of these utilizations due to their dependency 
on factors ignored in the mathematical programming solution. These factors include the 
fixtures, load/unload stations, buffers, transport vehicles, machine breakdowns and sched- 
uled machine maintenance, due dates, and lateness penalties. 
5. Monitoring 
In a manufacturing system, the monitoring process includes collecting the information nec- 
essary for determining the current state of the actual system, checking the feasibility of 
performing the current set of scheduled operations, and dispatching these operations. This 
process also supports detecting and correcting any faulty situation that might occur while 
performing these scheduled operations. This section discusses the different approaches used 
in monitoring manufacturing systems. 
Weck (1983) suggests that the development of an effective monitoring system is key to 
achieving more effective machine operation and better quality products. Monitoring systems 
take charge of the diverse supervisory tasks performed by the operating personnel, and 
DEVELOPING MANUFACTURING CONTROL SOFTWARE 63 
offer functions to locate the type and reasons for failure. An ESPRIT project in Europe 
(see Meyer 1986; Huber and Buenz 1988) is studying the role of expert systems in planning 
the quality assurance and the preventive maintenance of manufacturing systems. 
A PLC-based production monitoring system has been designed and implemented by 
Russell (1990). The Programmable Logic Controller (PLC) is used to collect data on the 
status of its controlled machine. This data is stored in an appropriate set of tables of the 
PLC buffer. These tables are transferred, at fixed time intervals to the database of the host 
computer, and can be interpreted by the operator to detect any problems in the machine 
that is controlled by this PLC. 
Moore et al. (1984) develop an expert system that performs forward and backward chaining 
inference in a real-time environment with dynamic data obtained from measurements taken 
from a distributed process control system. The measurements are provided by a set of pro- 
cedures that are coded in C and interfaced to the inference engine of the expert system. 
Forward chaining is used to decide the next set of actions to be executed by the process 
control system during the normal course of operation of this system. A fault of the system 
is diagnosed by focusing on its causes and consulting the knowledge base of the system 
in order to generate the appropriate sequence of routines for recovering from this fault. 
This knowledge base is interactively built by the user of the expert system. 
Artificial Intelligence techniques are also used by Bu-Hulaiga and Chakravarty (1988) 
in monitoring flexible manufacturing systems. A frame-based representation of the devices 
of the system is derived first. The frame of a device is composed of a number of slots 
that enclose the components of this device. A rule-based control algorithm manages the 
frame-based representation of the system while tracking the operations performed by the 
devices of this system. Corrective measures are derived by the control algorithm whenever 
the actual level of production of the system falls behind the level specified in the produc- 
tion plan of this system. The same frame-based representation is also used by Weber and 
Moodie (1988) to represent the control component and the information management com- 
ponent of manufacturing systems. 
An expert system for monitoring the operation of flexible manufacturing cells that pro- 
duce a wide variety of parts is designed by Teng and Black (1989). The normal course 
of operation of these ceils is modeled as a Petri net. The Petri net is translated into a set 
of conditions-actions rules that are repeatedly executed by checking their conditions and 
performing their corresponding actions. The detection of any disturbance during the execu- 
tion of these rules is followed by a search for the causes of this disturbance. A knowledge- 
base is then used to determine the set of rules that can help recover from this disturbance, 
and resume the normal course of operation of the cell. 
Larner (1990) proposes a framework in which Artificial Intelligence and non-Artificial 
Intelligence techniques can be applied in implementing advanced control applications of 
manufacturing systems. The framework, called Distributed, Operating-System based, Black- 
board Architecture for Real-Time control (DOSBART) broadens some features of blackboard 
architecture to provide a tool for building monitoring software for manufacturing systems. 
Blackboards are shared data structures that are accessed and updated by the various proc- 
esses of a knowledge-based system. In DOSBART, blackboard architectures are extended 
to handle events, task control, deadlines, concurrency, and resource allocation. DOSBART 
has provided intelligent monitoring of a production line and a paper pulp process by com- 
paring the observed data to that produced by a queuing-theory model. 
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An Operations Research-oriented approach to replanning the sequence of operations of 
a manufacturing system whenever a fault is detected in this system is proposed by Bean 
et al. (1991). Their approach can be classified as a semi-dynamic approach to monitoring 
manufacturing systems because a preplanned set of operations is executed by the system 
until replanning this sequence is dictated by the detection of a faulty condition in this system. 
In contrast, fully automated monitoring is advocated by previous Artificial Intelligence- 
based approaches. 
The strategy of Bean and Birge attempts to reschedule the operations of a preplanned 
schedule when disruptions prevent the use of the preplanned schedule. Rescheduling has 
the goal of matching up with the preplanned schedule at some time in the future, i.e., re- 
schedule so that the completed jobs and inventory positions are identical to what would 
have occurred in the preplanned schedule. 
The strategy deals with disruptions such as machine breakdown, tool unavailability, change 
in release dates, or unexpected new jobs that can be introduced to a manufacturing system, 
and the match-up approach seeks to compensate for the disruption to minimize total tardi- 
ness. The time required to match up with the preplanned schedule depends on the slacks 
available in the preplanned schedule itself. Moreover, it is assumed that the disruptions 
are spaced far enough apart to allow match-up between disruptions. 
Chintamaneni et al. (1988) propose a hierarchical model for supporting fault recovery 
in manufacturing systems. In this model, each level in the hierarchy handles all the failures 
that occur at this level plus the failures signaled by the lower levels of the hierarchy. If 
recovery cannot be completely provided at this level, the corresponding failure is signaled 
to the next upper level of control of the hierarchy. Besides the failures explicitly signaled, 
the upper levels should be aware of other fault tolerance activities that are being performed 
at this level. 
Adlemo et al. (1990) propose three different methods for achieving fault tolerance in 
automated manufacturing systems. Hardware reconfiguration can be performed by replacing 
the faulty units in a system. Plan reconfiguration can be performed by creating an alterna- 
tive sequence of operations for a job. Schedule reconfiguration can be performed by assign- 
ing the operations of the current plan to other alternate or duplicate units of the system. 
A systematic method for monitoring manufacturing devices is proposed by Takata and 
Sata (1986). This method adopts the model of a device as a basis for controlling the device 
and for handling any failures. In particular, the state diagram is proposed as a model for 
sequential devices, and the Boolean equations that express the output variables of a system 
in terms of the input variables of this system are proposed as models for combinational 
devices. These models are used to locate all the possible causes of a failure, and to imple- 
ment an appropriate routine for recovering from this failure. 
An approach to automatic error detection and diagnosis in manufacturing systems is pro- 
posed by Chang et al. (1989, 1990). This approach captures the set of possible faults that 
can occur during the execution of an action and the known and probable effects of these 
faults as the nodes of a tree. In this tree, the nodes representing the possible faults of an 
action are connected to this action, and the nodes representing the effects of a fault are 
connected to the node representing this fault. An algorithm for identifying the occurrence 
of one or more faults by checking their known and probable effects is also presented. 
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Hasegawa et al. (1990) propose the use of a layered Petri net to describe both the normal 
operation and the exception handling of flexible manufacturing systems. Their Petri net 
structure consists of a supervisory layer and an operational layer. Both layers are represented 
by safe Petri nets. A mode token flows on the supervisory layer, and a process token flows 
on the operation layer. The Petri nets of the operation layer are enclosed in the places of 
the supervisory layer. The presence of a mode token in a place of the supervisory layer 
enables the execution of the operations that are specified in the operational layer Petri net 
of this place. The occurrence of an exception in the system moves this mode token to the 
place of the supervisory layer where this exception can be handled by executing the opera- 
tions of the operational layer Petri net associated with this new mode of operation of the 
system. 
Viswanadham and Johnson (1988) develop a method for fault detection in automated man- 
ufacturing systems that uses Petri nets and AND-OR fault trees. The normal course of oper- 
ation of a system is modeled as a timed version of  predicate-transition Petri nets. This net 
has two types of transitions; transitions that execute instantaneously, and transitions that 
execute for a nonzero, but finite duration of time. A mean value/x and a standard deviation 
cr are coupled with the noninstantaneous transitions of the net. Whenever the event of a 
transition does not occur during the time interval [/x - 2or, /z + 2~r], a fault is detected 
in the device where the event must occur. The detection of a fault is followed by consulting 
the AND-OR fault tree of this transition. This tree encloses at its highest level the faulty 
event, connects through a set of AND gates and OR gates the various events of the system 
that can lead to this faulty event, and captures the primal causes of these events at its leaves. 
The primal causes of a faulty event are found by identifying the gate that feeds into this 
faulty event and by searching all the events feeding into the current gate of the tree. If  the 
current gate is an AND gate, then all feeds are causative and true. If  further resolution 
is required (i.e., if a feed does not lead directly to a leaf), call each such feed a top event 
and repeat the search. 
If  the current gate is an OR gate, then any of the feeds can be causative. Select the one 
with the greatest probability of occurrences and determine if it is true. I f  the feed is true 
and primal, the fault is found and the search is terminated. If  the feed is true and more 
resolution is required, call this feed a top event and repeat the search. If  the feed is false, 
select the next probable feed and repeat the algorithm until all feeds of  the current OR 
gate have been checked. 
6. Integrating Process Planning and Scheduling 
This section presents some of the attempts at merging the planning and scheduling activities 
of real-time manufacturing control software. The development of Material Requirement 
Planning (MRP), Manufacturing Resource Planning (MRP II), and shop floor control sys- 
tems presents a major attempt in this direction. MRP monitors material requirements on 
a weekly, sometimes daily, basis. MRP II monitors material, labor, and machine capacity 
requirements in the same time periods. Shop floor control, however, monitors labor, material, 
and machine capacity requirements as well as the actual environment--what machines and 
labor are actually present and available for work--on a shift, if not hourly, basis. MRP, 
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MRP II, and shop floor control have been integrated together as part of the rule-based 
software environments marketed by companies such as the PROMIS Systems Corporation 
(Debolt 1988) and CONSILIUM. 
Harhalakis et al. (1988) model the integration of Computer-Aided Design (CAD), 
Computer-Aided Process Planning (CAPP), and Manufacturing Resource Planning (MRP II) 
as a place-transition Petri net. This integration is crucial to achieving better coordination 
and higher productivity in manufacturing. In particular, the use of Petri nets allows any 
concurrency conflicts or deadlocks in performing the activities of CAD, CAPE and MRP II 
to be detected. 
The Manufacturing Resource Planning (MRP II) system is a set of modules that establish 
a Master Production Schedule (MPS) for a system based on customer orders, sales, and 
forecasts. MPS is then translated into a Material Requirements Plan by checking the inven- 
tory of the system. The Master Production Schedule and the Material Requirements Plan 
are used by the Shop Floor Control (SFC) module in generating a detailed production sched- 
ule for the system. 
A Computer-Aided Design (CAD) system consists of a set of modules that can assist 
a designer in drafting, analyzing, and optimizing a part design; it produces a part design 
specification. On the other hand, a Computer-Aided Process Planning (CAPP) system is 
a set of modules that transform part design specifications into the manufacturing instructions 
required to convert the raw material into a finished part. CAPP selects tools and machines, 
determines operation sequences, calculates operation and setup times, and identifies any 
jigs and fixtures needed for fabrication or assembly work. This information is then used 
by the SFC module of MRP II in automatically generating the production schedule of the 
system. 
A common database is used in integrating the above MRP II, CAD, and CAPP systems. 
This technique of using a common data repository for capturing the static and dynamic 
requirements of manufacturing systems is also advocated by Ketcham et al. (1988) and by 
Moyne et al. (1989, 1991). 
Jablonski et al. (1990) propose a flexible and reactive scheme for integrating CAD and 
CAPP systems. The scheme generates, in the form of parametric NC program templates, 
the sequence of processing steps of a part from a feature description of this part. A Manu- 
facturing Resource Scheduling System (MRSS) assigns manufacturing resources to each 
processing step thus converting an abstract processing step into an executable manufacturing 
operation. During the production of the part, the rescheduling of manufacturing resources 
in reaction to failures can be performed because the NC program templates refer to abstract 
manufacturing resources instead of real manufacturing equipment; thus, these resources 
can simply be mapped to different equipment to achieve the rescheduling. 
7. Developing Shop Floor Control Software 
This section presents some of the approaches to developing shop floor control software 
that attempt to integrate the functions of planning, scheduling, and monitoring of this soft- 
ware, Finite-state machines, Petri net variants, and rule-based systems are used by these 
approaches to model the control software. The applicability of some of these approaches 
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is enhanced by the presence of a software environment that can be used to enforce their 
underlying concepts. 
Ben-Arieh et al. (1988) attribute the hierarchical nature of the real-time control problem 
in flexible manufacturing systems to the complexity of the task of controlling these systems. 
The two lowest levels of this control hierarchy are identified as the cell level and the work- 
station level, respectively. Part routing is tackled at the cell level, while equipment control 
is dealt with at the workstation level. 
Knowledge-based techniques are presented for generating a real-time control strategy 
for each of these two levels. The workstation control method uses a decision table to map 
the current state of a workstation into values for the decision variables of this workstation. 
The cell control method consults a knowledge-based routing system in order to introduce 
or route parts dynamically in a mixed machining and assembly facility. Knowledge-based 
techniques are also used by Deved~id (1990) in controlling the robots of flexible manufac- 
turing cells. 
Shires and Bastos (1988) implement a decision support environment for performing real- 
time operational control in manufacturing systems. The sequence in which manufacturing 
orders and operations are carried out by a system is determined by the dispatching and 
the sequencing functions of this system. Dispatching determines the sequence in which 
orders are introduced into the system. Sequencing determines the sequence in which opera- 
tions of different orders are executed by this system. Operational control, also referred 
to as factory control, implements the planned orders and operations by scheduling the exe- 
cution of a particular operation on a particular facility. 
Factory control is achieved by applying a set of rules to dynamically schedule based 
on the current state of the system, the execution of the orders of the dispatching function 
and the operations of the sequencing function. The list of scheduling rules is then presented 
to the system operator who decides on the set of operations that must be executed next. 
7.1. System 90 
System 90 is a software environment for developing the real-time control software of transfer 
lines that is based on the concept of Zone logic (Fisher 1989). Zone logic is a new tech- 
nique for specifying the control software of transfer lines that cures many of the deficien- 
cies of Ladder logic (Kompass 1987; Vasilash 1987). This techique has been implemented 
by AEG and Septor, and is expected to increase to 90 percent the uptime of the machines 
of transfer lines. 
Zone logic requires a programmer to declare all the valid physical states (zones) of a ma- 
chine. The rules of zone logic subsequently interpret these valid zones, and provide machine 
control, error detection, guided restart sequences, and a journal of all machine activities. 
Zone logic adopts an object-oriented approach to modeling the machines of a transfer 
line. Each machine is implemented as a set of objects called mechanisms. A mechanism 
is associated with a mechanical motion unit of the machine, and its state is captured by 
a zone table. This zone table specifies the I/O values of each valid zone of the mechanism, 
a time limit on the validity of a zone, and the set of possible zones that the mechanism 
can assume once this time limit expires. A library of zone tables can eventually be built 
and used in specifying other machines of the transfer line. 
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The occurrence of a fault in the system results in an invalid zone of the mechanism being 
assumed by the system. By detecting the faulty I/O condition(s) of the current valid zone, 
the transfer line is stopped, and a message can be generated by the system to help the oper- 
ator diagnose the fault. The sequence of operations required in restarting the machine can 
also be stored in a database and used to guide the operator through the diagnosis process. 
Constraints on the motion of a mechanism and its interference with other mechanisms 
of the machine are captured in a mechanism interference table and a set of zone interface 
tables. The mechanism interference table simply specifies the mechanisms that interfere 
with each other. For each such pair of mechanisms, a zone interference table specifies 
the zones where these mechanism interferences occur. 
A process table is used to define the sequence of operations that must be executed to 
process a part type by the transfer line. This table specifies the machine and mechanism 
that carry out each operation of the sequence. A process table may impose more constraints 
on the mechanisms of a machine by linking the use of these mechanisms to the sequence 
of operations for processing a part type. Furthermore, the zone of the mechanism when 
performing this operation is determined. A job produces a single part of the specified type. 
Furthermore, the operations that have already been completed when processing this job 
are tracked throughout the transfer line. 
The operations that need to be performed again on a faulty part can be run through the 
machine without reprogramming. Moreover, process tables allow mixed part type manufac- 
turing and can be used in conjunction with the mechanism zone tables of a machine to 
restart this machine automatically. 
7.2. ISIS and OPIS 
The Intelligent Scheduling and Information System (ISIS) is a constraint-directed job shop 
scheduling system that has been developed by Bourne and Fox (1984). In ISIS, the functions 
performed by the various devices of a manufacturing system are defined as operators. The 
planning system, working with the goal of transforming a raw product description into a 
final part shape, determines various sequences of these operators. The generation of these 
sequences is guided by the presence of a set of constraints that encode the knowledge of 
the production engineers who determine the order in which the devices of a manufacturing 
system must be employed to achieve effective tolerances and surface finishes of the prod- 
uct. Constraints such as due date, cost, quality, accuracy, and size can be expressed in 
ISIS. Due to the conflicting nature of certain constraints (e.g., cost versus quality), there 
may not be a schedule that satisfies all of them. Hence, ISIS considers relaxations of such 
constraints when generating and selecting schedules. 
ISIS carries out a hierarchical, constraint-directed search through the space of possible 
schedules. The search moves through more and more detailed levels of analysis, with specific 
types of constraints coming into play at each level. ISIS is capable of incrementally schedul- 
ing orders as they are received by the plant as well as reactively scheduling orders that 
are affected by machine breakdowns and other dynamic changes in the shop. 
Recently, the ideas of ISIS influenced the development of an Opportunistic Intelligent 
Scheduler System (OPIS) (Le Pape and Smith 1987; Smith 1988). Based on the source 
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of the fault in a system, the task of resolving this fault is assigned to one of the many knowl- 
edge sources of OPIS. The implications of this fault resolution on the sequence of opera- 
tions of the original schedule, the duration of this schedule, and the state of the system 
are considered when the operations of this resolution are merged with the original schedule. 
OPIS implements a top-down hierarchical approach to schedule generation and a bottom-up 
approach to rescheduling in the presence of faults (Ow et al. 1988). 
Both ISIS and OPIS can be classified as rule-based software environments for developing 
manufacturing control software. This hierarchical view of the control structure of a manufac- 
turing system reduces the search spaces of these planners. However, their real-time perfor- 
mance may suffer whenever they are used to control the operation of a large factory; the 
large number of operators that are required to capture the functions performed by this fac- 
tory might radically increase the size of the search space of both ISIS and OPIS, and con- 
sequently, slow down their job shop scheduling activity. 
7.3. Knowledge-Based Scheduling 
Shaw and Whinston (1985a, 1985b, 1986, 1987, 1988) develop a knowledge-based scheduler 
for determining the machine assignments and manufacturing paths of the jobs dispatched 
into a manufacturing cell once the product mix of these jobs and their job entry sequence 
have been determined. Their approach models the state of the cell as a set of first-order 
predicates, and the operations that affect this state as a set of rules similar to the STRIPS 
operators; each operation is specified by an add list of state predicates, a delete list of state 
predicates, precondition predicates, the resource used by the operation, and the duration 
of this operation. The plan of each job in the mix is created using the A* heuristic search 
procedure. 
The above plans compete for the resources (the machines) of the cell. Consequently, 
precedence constraints between conflicting operations of different jobs must be established 
so that the activities of these operations are well coordinated. Because of these added prece- 
dence constraints, the resultant schedule is a partially ordered network of operators; accord- 
ingly, this process is referred to as nonlinear planning (as opposed to linear planning where 
the output is a set of linearly sequenced operators). The combined schedule is next revised 
to maximize the parallelism while avoiding harmful interactions among the plans of the 
jobs of this schedule. The same nonlinear planning strategy can also be used to modify 
the previous schedule because of unexpected breakdowns in the system. 
This knowledge-based scheduler is used at the cell level in a large manufacturing system 
while a bidding algorithm is used to distribute the processing of the jobs in the product 
mix to the various cells of this system (see Shaw and Whinston 1985b, 1988). Jobs are 
assigned to a given cell whenever this cell bids for them and has a reasonable workload. 
Cell bidding is based on a priority list of the jobs that can be processed by each cell of 
the system. The same bidding algorithm is used by Baker (1988) to integrate MRP II and 
the job shop control of manufacturing systems, by Duffle and Piper (1986) to implement 
a nonhierarchical control scheme for manufacturing systems, and by Ting (1990) in his 
proposed cooperative shop floor control model. 
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7.4. The A I S P E  Env i ronmen t  
The Advanced Industrial Software Production Environment (AISPE) consists of a set of 
software tools for supporting the specification, rapid prototyping, and simulation of process 
control systems such as manufacturing systems and robotized assembly cells (see Bruno 
and Marchetto 1985, 1986; Bruno and Balsamo 1986; Bruno and Morisio 1987b). AISPE 
can be used in performing the steps of a methodology based on PROcess  Translatable (PROT) 
nets, a modified verison of predicate-transition Petri nets. 
The PROT net model is oriented towards the specification of concurrent processes and 
their synchronizations. Their associated semantics allow the implementation of these proc- 
esses and their synchronizations to be generated from the net automatically. Each process 
describes an autonomous activity to be performed cyclically: it consists of a sequence of 
states and state transitions. The transition from one state to another can be subjected to 
the influence of the other processes in the system. The features of a PROT net are 
• Types: A PROT net models the interactions among the instances of various process types. 
Such instances synchronize and exchange information at transitions. In order to distinguish 
instances of the same process type and to support data exchange among the instances 
of different process types, data structures are associated with process types through type 
declarations. 
• Places:  Places are assigned types because they represent the states of the corresponding 
process types. Each process type consists of an ordered sequence of all the places of 
that type. Such a sequence is, in general, a tree called the process  tree; however, it is 
a simple sequence if there are no fork places. The root of this tree corresponds to the 
initial state of the process, and a path from the root to a leaf represents the execution 
of a single cycle of the process. A cycle consists of the ordered sequence of the successive 
states assumed by an executing process, where the initial and final states are identical. 
* Tokens: Tokens represent process instances. The presence of a token in a place indicates 
that the corresponding process is in the state identified by this place. Tokens carry pieces 
of information--called attributes--whose structure is specified in the type declaration. 
Tokens can be given priorities according to their attributes. 
• Transitions: Transitions perform synchronizations among process instances at their in- 
coming arcs; data exchange can also be specified by means of actions inscribed on out- 
going arcs. A transition is called simple if it is not decomposable into a PROT subnet. 
PROT subnets enable top-down hierarchical structuring and model lower-level processes 
of the hierarchical structure in detail. Predicates can be inscribed on transitions: they 
are Boolean expressions to be evaluated on the attributes of the tokens present in the 
input places of the transitions. In case of ambiguity, a particular attribute is fully qualified 
by prefixing the name of this attribute with the name of a particular place of the PROT net. 
Transitions having some input places in common are said to be mutually exclusive 
because the firing of one of them disables the others. Additional pieces of information, 
such as timing requirements and the firing priority in the case of mutually exclusive tran- 
sitions, can be associated with transitions. Timed transitions have a delay associated with 
them; nontimed transitions are called immedia te  transi t ions.  
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* Arcs: Arcs connect transitions to places and places to transitions. Actions can be inscribed 
on outgoing arcs of transitions. Basically, actions are assignments that can change the 
values of the attributes carried by the tokens that caused the transition to fire. 
• Initial Marking: This is the initial distribution of tokens into places. All tokens of the 
same type must be put into a single place. The initial marking specifies the initial values 
of the attributes of each token as well. 
• Transition Firing: A transition firing takes place when there is at least one token in each 
of its input places and the predicate inscribed on it is satisfied. The firing of an immediate 
transition consists of removing the tokens satisfying the predicate from the input places 
and adding tokens to the output places after performing the actions inscribed on the out- 
going arcs. 
The firing of a timed transition consists of removing the tokens satisfying the predicate 
from the input places and, after waiting the associated time delay and performing the 
actions inscribed on the outgoing arcs, adding tokens to the output places. 
The methodology, based on PROT nets and supported by AISPE, includes the following 
activities: 
1. Specification: The PROT net gives an operational specification of a system based on 
the concept of process and synchronization. The system is partitioned into a set of com- 
ponents, in accordance with the object-oriented software design paradigm (see Booch 
1986). Each component is modeled as a PROT net. These PROT nets are then connected 
together by sharing places of the same type, called communication places. 
2. Validation: PROT nets can be analyzed in order to determine properties such as absence 
of deadlocks, place boundedness, and so on. 
3. Evaluation: Timing can be associated with each transition ofa  PROT net, thus allowing 
the performance evaluation of the model to be carried out in order to discover critical 
aspects. Both analytical and simulation tools can be used to investigate a net augmented 
with timing requirements (see Bruno and Biglia 1985; Bruno and Morisio 1987a). 
4. Prototyping: A prototype of the system can be generated automatically in a high-level 
general-purpose language, a rule-based language, or a simulation language. An Ada 
program skeleton can be derived automatically from the PROT net. Programmers are 
thereby relieved of the error prone coding of synchronizations among concurrent proc- 
esses (see Bruno and Balsamo 1986; Bruno and Marchetto 1986). A simulation proto- 
type can be also derived from the net if the target language is a simulation language 
supporting the concurrent processes approach to simulation (see Bruno 1984). PROT 
nets can also be translated into an OPS5 rule-based language prototype (see Bruno and 
Elia 1986). 
5. Implementation: The prototype obtained from the net can be used as a framework for 
the final implementation. 
Although AISPE models a manufacturing system as a set of components, the dynamic 
behavior of these components is rigidly specified by their PROT nets; planning a new se- 
quence of operations for a manufacturing system may require performing substantial modi- 
fications on the PROT net models of this system. Consequently, the PROT net approach 
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improves the practice of developing manufacturing control software by adopting object- 
oriented design techniques; however, this approach does not generate flexible control soft- 
ware for these systems. 
AISPE does not provide adequate support for the cyclic scheduling of the resources of 
a system. The cyclic scheduling strategy associated with PROT nets is based on firing the 
transitions of these nets and does not guarantee the optimality of the cyclic schedules. Fur- 
thermore, capturing in graphical form all the possible states that may be assumed by a 
manufacturing system while performing a set of operations increases the complexity of 
the PROT net model of this system. 
7.5. The FLEXIS DESIGNER Environment 
The FLEXIS DESIGNER is a GRAFCET-based interactive environment for developing 
manufacturing control software (see Dove 1988; Wilczynski 1988). GRAFCET is the equiv- 
alent of function charts, a standard for describing the control logic of manufacturing devices 
(International Electrotechnical Commission 1984). In FLEXIS, a system is decomposed 
into actors. An actor is a self-contained, abstract, object-oriented program that communicates 
with other actors by sending and receiving messages, carries out tasks one at a time, sched- 
ules its own tasks, and drives the devices of the system. 
Actors in the FLEXIS environment are implemented in a GRAFCET diagram (see Group 
de Travail Syst~mes Logiques de I'AFCET 1977). GRAFCET is a functional requirements 
specification model derived from Petri nets. GRAFCET is suitable for modeling real-time 
systems because it overcomes two drawbacks inherent in Petri nets: nondeterministic evolu- 
tion and infinite creation of tokens. A GRAFCET diagram (figure 1) is composed of steps 
and transition connected via directed arcs. Steps in a GRAFCET diagram can only be active 
or inactive (there are never several tokens in one step). Moreover, transitions in a GRAFCET 
diagram are always deterministic. 
A step specifies a set of actions, and is active when executing these actions. Otherwise, 
this step is inactive. Level actions are executed for the period of time during which their 
step is activated. When their step is activated, pulse actions are executed for the fixed duration 
of time associated with them. The execution of an action might be conditional on input 
variables and/or the states of some specified steps. Tokens are used to show the active steps 
being carried out at a given time. 
A transition has a Boolean condition associated with it called its receptivity. The recep- 
tivity of a transition can be a function of input variables, the states of some specified steps, 
the state of level variables, and/or the state transition of edge-triggered variables. Level 
variables are denoted by Y or I?,, positive-edge-triggered variables are denoted YI" and 
negative-edge-triggered variables are denoted by Y$. Time is included in a receptivity con- 
dition by specifying a time origin and duration. The origin is the time of the last activation 
of a preceding step. A receptivity condition can be used to assign priorities implicitly to 
step activations. When the receptivity of a transition is true, it can fire by deactivating its 
input steps and activating its output steps. 
To model complex actors, macro steps are used to enclose other GRAFCET diagrams. 
Macro steps allow a hierarchical presentation of these complex actors because they can 
DEVELOPING MANUFACTURING CONTROL SOFTWARE 73 
~ step 





t4 1 lOre 
Ts3 
, ,  t7 
p~t~ action 
' 
I < I 
l ! 7 s~p 
 9"1 
Figure 1. A GRAFCET (standard function chart) diagram. 
sl 

































I L ! .  
I-- 
Time 
74 JARIR K. CHAAR, DANIEL TEICHROEW, AND RICHARD A. VOLZ 
enclose other macro steps of the hierarchy. In the FLEXIS environment, regular steps repre- 
sent arbitrary control actions of an actor in the form of embedded C source code. Macro 
steps represent embedded GRAFCET macro programs as control actions. Transitions act 
as gates on the flow of control through a GRAFCET program. Associated with each tran- 
sition is a C expression, which determines whether control can pass through the transi- 
tion. Steps and transitions can be linked to form a control flow path. The timing capabilities 
of GRAFCET diagrams are not implemented in the FLEXIS DESIGNER environment. 
Consequently, it is not possible to evaluate the performance of an actor, nor to verify its 
timing properties. 
In GRAFCET diagrams, a transition followed by two or more steps denotes a synchronous 
branch; when the transition is true, all of the steps are initiated simultaneously. A transi- 
tion preceded by two or more steps is a synchronous join. Control cannot proceed after 
a synchronous join until all the preceding steps have completed and the single transition 
becomes true. Synchronous branch and join are denoted by double horizontal lines. 
A single step followed by two or more transitions denotes an asynchronous branch. A 
single step preceded by two or more transitions is an asynchronous join. Control can flow 
through any of the transitions whose conditions are true. Because of the nature of the 
asynchronous branch, multiple tokens can be produced from an asynchronous join. In 
GRAFCET, asynchronous branch and join are denoted by single horizontal lines. In an 
asynchronous branch, the special transition condition of otherwise must always be included. 
This transition condition becomes true if the conditions of all other transitions in a set 
of asynchronous branches are false. 
The methodology supported by the FLEXIS DESIGNER environment partitions a man- 
ufacturing system into a set of objects. Each object is implemented as a set of actors that 
can collaborate to execute the actions of this object, and to link the object with other objects 
of the system. An actor is modeled with a GRAFCET diagram and the regular steps of 
this GRAFCET diagram are implemented in C. This actor is incrementally compiled and 
tested by displaying, in the form of tokens, the flow of control in its GRAFCET diagram. 
This interactive approach helps in dynamically detecting deadlock and race condition prob- 
lems. A prototype of the actors of the system can be designed and tested before a complete 
implementation is carried out. It is recommended to fully test the implementation of an 
actor that encloses a hardware device of the system prior to connecting this actor to its 
device and operating this device. 
The FLEXIS DESIGNER enviornment has been used in designing the control software 
of many operational systems (see, for example, Thomas and McLean 1988; Judd et al. 
1990). In particular, the use of FLEXIS in designing the controllers of the Automated Man- 
ufacturing Research Facility (AMRF) of the National Bureau of Standards (see Jun and 
McLean 1988; Lee and Yang 1988) revealed some of the limitations of this environment 
(see Thomas and McLean 1988). A system can be elegantly designed in GRAFCET, but 
can be very difficult to implement in a procedural language such as C because the latter 
does not offer concurrency constructs at the language level; the use of Ada may cure this 
problem. Furthermore, in contrast with PROT nets, the GRAFCET model does not support 
any data representation. To overcome this limitation, the FLEXIS DESIGNER environ- 
ment captures the data flow in a GRAFCET design in C source code. However, FLEXIS 
does not support parameter passing; all program variables are global variables. Hence, 
macro steps are not reusable; they can only be used once after they have been defined. 
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GRAFCET-based environments suffer from the same limitations of PROT net-based envi- 
ronments. However, the FLEXIS DESIGNER handles fault recovery at the actor level only. 
The conditions of a fault are captured with an appropriate transition, and the code that 
must be executed to recover from this fault is enclosed in the step of the GRAFCET diagram 
of the actor that will be executed when the conditions of this transition become true. 
Z6. Operation-Resource Petri Nets 
A methodology for specifying the control logic of the discrete controllers used in manufac- 
turing systems is presented in Willson and Krogh (1990). These controllers range from 
simple Programmable Logic Controllers (PLCs) to general-purpose computers. Their speci- 
fications are expressed in a rule-based formalism and are automatically translated into Petri 
net models. The Petri net models are analyzed, in turn, to verify the properties of these 
specifications and then are translated into executable control programs. 
The rule-based formalism used to specify the control logic of discrete manufacturing 
controllers targets the control functions performed at the machine level and the cell level 
by Programmable Logic Controllers (PLCs). The basic elements of this rule-based formal- 
ism are state variables and transition rules. For each state variable, a set of discrete values 
or a range of values is defined, and a set of transition rules that describe the conditions 
under which a state variable changes value is specified. These transition rules are composed 
of a set of state preconditions and a set of state postconditions; when the preconditions 
of a rule are satisfied, the postconditions of this rule are made true. 
A Petri net model is automatically generated from the above rules and is subsequently 
analyzed to detect any inconsistencies and incompleteness in the rule-based specification 
of the system. This Petri net model captures both the discrete event evolution of manufac- 
turing systems and their underlying continuous processes (see Beck 1985; Beck and Krogh 
1986). On the cell level, a manufacturing system is viewed as the interaction of discrete, 
asynchronous, concurrent events that must be coordinated to enforce precedence relations 
and allocate resources. On the machine level, the actual operations performed by the system 
are viewed as continuous-parameter processes that continuously evolve with time. Hence, 
the resources of the system are assigned discrete states and continuous-parameter or quali- 
tative attributes. The values of these attributes can be modified whenever a continuous proc- 
ess that uses their resources is executed. 
To capture both aspects, a class of place-transition Petri nets is defined with two types: 
operation places (o-places) and resource state places (rs-places). The o-places correspond 
to the operations of the modeled system, and the rs-places correspond to the discrete states 
of the resources of this system. A token present in an o-place indicates that the operation 
is in progress. A token in an rs-place indicates that the resource is in the discrete state 
associated with this place. Graphically, o-places are represented as boxes and rs-places 
are represented as circles. Along any path in a valid net, the o-places and rs-places alter- 
nate. Hence, the transitions of the net can be decomposed into two classes: input transi- 
tions, which immediately precede o-places and have a single outgoing arc to an o-place, 
and output transitions, which immediately follow from o-places and have a single incoming 
arc from an o-place. All arcs from rs-places enter input transitions, and all arcs from out- 
put transitions enter rs-places. Because of this restriction, the boxes for o-places can be 
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eliminated for simplicity from the graphical representation and replaced by associating with 
the corresponding transition a time duration equal to the execution time of this operation. 
The analysis of the net model of the discrete controller specification is followed by trans- 
lating this specification into executable control programs. This translation can generate In- 
struction List (IL) programs that are executed sequentially and repeatedly by Programmable 
Logic Controllers (PLCs) (see Ekberg and Krogh 1987), or C programs that can be exe- 
cuted on a general-purpose computer to emulate the operation of a discrete controller (see 
Krogh et al. 1988; Pathak 1988). 
77. Colored Petri Nets 
Colored Petri nets are generalization of place-transition nets in which a color is associated 
with each token to indicate its identity. Also, a set of colors is associated with each place 
and each transition. The set of colors associated with a place indicates the colors of tokens 
that can be present at the place. A transition can fire with respect to each of its colors. 
The input and output arcs of a transition are labeled with functions that determine the colors 
of the tokens removed from its input places and the colors of the tokens deposited in its 
output places when the transition fires with respect to a particular color. 
Graphically, places are represented by ellipses and transitions by rectangular boxes. The 
color set associated with a place or a transition is indicated on one of its sides. PROT nets 
can be classified as colored Petri nets if the colors associated with the tokens of colored 
Petri nets are interpreted as the types of the tokens of PROT nets. Hence, colored Petri 
nets share the same advantages and disadvantages with PROT nets. 
Colored Petri nets have been used by Kamath and Viswanadham (1986) and by Viswanadham 
and Narahari (1987) in the modeling, analysis and synthesis of flexible manufacturing sys- 
tems. The flow of control of each function performed by a system is modeled with a colored 
Petri net. The nets of the functions performed by the system are analyzed on an individual 
basis for boundedness, conservativeness, and liveness. These nets are then grouped into 
a complete colored Petri net of the system. 
Martlnez et al. (1987) model the software that coordinates the functions performed by 
the devices of a manufacturing system in terms of colored Petri nets. This software is inte- 
grated with the software implementing the local control of these devices and the software 
implementing the real-time scheduling algorithms of the system. The firing of a transition 
of the net with respect to a single color or a set of colors is translated into orders to the 
local controllers of the devices of the system. The message sent to these local controllers 
is coded by the transition and color that define each firing. Orders are subsequently exe- 
cuted as tasks by the devices of the system and result in freezing the colored token in the 
net until the local controllers report the conclusion of all tasks. 
The control software consults with the real-time scheduler of the system in solving con- 
flicts in transition firings and to report detected breakdowns and alarms. In communicating 
a conflict, information on the transitions and colors that produced the conflict are included. 
The real-time scheduler responds with the transition and the place chosen for correcting 
the conflict. The real-time scheduler is designed as an expert system composed of a set 
of facts and rules that are formulated in terms of the markings of the colored Petri net 
and the colors of the tokens of this net. 
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Structured timed colored Petri nets are used by Camurri and Franchi (1990) in modeling 
the control software of flexible manufacturing systems. These nets are realized by incor- 
porating timed transitions into the above colored Petri nets. 
7.8. Structured Adaptive Colored Petri Nets 
Corbeel et al. (1985), and Gentina and Corbeel (1987) model the control software of flexi- 
ble manufacturing systems as structured adaptive colored Petri nets, and link this model 
to a rule-based control strategy of the system. Their approach starts by specifying the func- 
tional requirements of the system in terms of a set of rules of first-order predicate logic. 
The initial state of the system and the production goals of this system are predicates of 
first-order logic. Deduction is used to select the set of control rules that achieve the pro- 
duction goals of the system. These rules specify the functions that must be performed by 
the devices of this system and ignore the transport actions that precede the execution of 
these functions. A structured adaptive colored Petri net is generated from the previous set 
of derived rules, and Petri net theory is used to check their properties. The structured adap- 
tive colored Petri net is augmented next with the actions of a transport strategy that is de- 
signed to increase the level of concurrency in the system. The actions of the augmented 
net are implemented in a high-level procedural language. 
Structured adaptive colored Petri nets extend the capabilities of colored Petri nets by 
being able to modify their own firing conditions. In these nets, the name of a place can 
be associated with the firing conditions of a transition. If these firing conditions do not 
contain the name of any place of the net, the firing rules are identical to those of place- 
transition nets. However, when the name of a place is included in the firing conditions 
of a transition of the net, the number of tokens to be moved from or to the place connected 
to this transition equals the actual number of tokens in the place included in the firing 
conditions if this place is not empty. Hence, structured adaptive colored Petri nets can 
capture, in a compact form, the interactions of the components of a manufacturing system. 
Jarari (1990) extends structured adaptive colored Petri nets to model the error recovery 
of shop floor controllers. A timing constraint is attached to each transition of the net. Vio- 
lating the timing constraint of a transition signals the occurrence of a fault during the exe- 
cution of the operation associated with this transition. 
7.9. Extended Petri Nets 
Crockett et al. (1987) and Zhou et al. (1989, 1990) model the control sequencing informa- 
tion of industrial controllers as extended Petri nets. In their hierarchical model of manufac- 
turing systems, these controllers are able to process commands sent from the higher levels 
of the hierarchy, synchronize the activities of the devices of their lower levels, and report 
back the status of these devices. 
Extended Petri nets are coupled with features that make them more suitable for modeling 
manufacturing control software. In particular, types are associated with the places and the 
tokens of these nets. In an extended Petri net, a status place indicates the status of a resource 
or a part in a manufacturing system. Typical uses of such a place are to indicate whether 
a resource is available or whether a process has been completed; it is a nontimed place. An 
78 JARIR K. CHAAR, DANIEL TEICHROEW, AND RICHARD A. VOLZ 
action place is a timed place that encloses an implementation of a certain procedure being 
performed by the system. A switch place is a nonprimitive place that checks certain condi- 
tions or evaluates a set of expressions in order to resolve a conflict in the net; a conflict 
occurs when a token can take one of several arcs leaving a place. A source place denotes 
the initialization of a token, and introduces a new resource, information, or part into the 
system. In contrast, a sink place indicates the termination of a token, and signals that a 
part, resource, or piece of information has left the system. For every source in the net, 
there is a corresponding sink. 
Subnets are also introduced as a convenience for modeling hierarchies in manufacturing 
systems. Further extensions to extended Petri nets are proposed by Ahuja and Valavanis 
(1988). These extensions help distinguish between the flow of control, information, resources, 
and parts in the net. A different class of tokens is defined and initialized to indicate the 
presence of each class of parts, resources, or information. A generic class of tokens indicates 
the status of the net at different stages of its execution, and represents the flow of control 
through this net. A set of arcs is associated with each class of tokens, and multiple classes 
of tokens may reside in any place. An alternative to the token classes of extended Petri nets 
has been proposed by Kasturia et al. (1988). This alternative uses colored tokens to distin- 
guish between the flow of control, information, resources, and parts in an extended Petri net. 
The execution of the control software of industrial controllers has two interacting parts: 
the execution of the extended Petri net model (firing enabled transitions, marking and un- 
marking places) and the execution of procedures that affect the physical system being con- 
trolled. The execution of the model determines when the procedures are executed, and 
the results of the procedure influence the execution of the model. 
7.10. The SECOIA Environment 
An approach for monitoring flexible manufacturing systems has been designed and imple- 
mented by Atabakhche et al. (1986) and Sahraoui et al. (1986, 1987) as a component of 
the Specification and Emulation for COmputer Integrated Automation (SECOIA) project. 
This approach defines error detection, diagnosis, and handling as the basic functions of 
a monitoring system, and implements an approach to monitoring manufacturing systems 
that integrates Petri nets and rule-based systems. 
High level Petri nets specify the normal course of operation of a manufacturing system, 
and permit the detection of faults during the operation of this system. The heuristic knowledge 
required for faults diagnosis and handling is stored in a knowledge base. This knowledge 
is accessed when the state reported by the system sensors is different from the state por- 
trayed by the Petri net. The knowledge-based system is coupled with a backward chaining 
inference engine that attempts to diagnose and handle the fault by restoring the system state 
to that of the Petri net. The Petri net interpreter is implemented as a forward chaining infer- 
ence engine. This engine checks for the conditions associated with the transitions of the 
net and executes the actions specified in the places of this net. 
8. Conclus ion  
This paper presented a synopsis of ongoing research in the process planning, scheduling, 
and monitoring disciplines of manufacturing. Planning the sequence of operations of a job 
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in a manufacturing system is viewed as a special case of the general planning problem of 
Artificial Intelligence where capturing the physical and logical constraints of the system 
and the duration of the operations performed by the devices of this system is vital to the 
generation of feasible and/or optimal plans for this system. 
Two fundamentally different approaches to scheduling the processing of a set of jobs 
in a manufacturing system have been reviewed. The first appraoch assumes the presence 
of a process plan for each job to be scheduled and generates, a-priori, a complete schedule 
for processing these jobs by using some Operations Research techniques. Integer program- 
ming is extensively used by this approach. However, an integer program is approximated 
by a linear program whenever the solution time of the integer program is very large. The 
second approach extends the planning approach to cover the operations of all jobs in a 
set of jobs. Advocates of this approach try to perform real-time control of the factory floor 
by basing their scheduling decisions on the current state of the factory. Each one of the 
two approaches has its merits and its shortcomings. The first approach advocates an off- 
line scheduling strategy and is more likely to generate optimal schedules. However, the 
execution of this preplanned schedule may be affected adversely by the occurrence of a 
fault in the system. The on-line scheduling strategy of the second approach is more adap- 
tive and solves the problem of invalidating the preplanned sequence of operations of a sched- 
ule due to the occurrence of a fault. However, achieving optimality when applying this 
second approach is unlikely, given the complexity of the planning problem and the short 
interval of time for determining the set of operations that can be executed next by the man- 
ufacturing system. 
The use of expert systems in performing the monitoring activity of real-time manufactur- 
ing control software is a common strategy of all current approaches to monitoring. The 
normal course of operation of a manufacturing system is captured as a variant of Petri nets. 
The control sequence of this net is then followed until a fault is detected in the system. 
The detection of this fault triggers a search of the knowledge base of an expert system for 
the appropriate set of corrective measures for recovering from this fault. The efficiency 
of this search can be increased by classifying the set of probable faults that may occur 
in the manufacturing system. 
A number of methodologies for developing shop floor control software have been discussed 
in this paper. The steps of these methodologies cover the phases of the software life-cycle 
and can be implemented with the help of a set of software tools that form the software 
environments of these methodologies. Tools for verifying the functional and timing require- 
ments of manufacturing control software, prototyping, automatically generating subsets of 
the implementation code of this software, and simulating the performance of manufactur- 
ing systems have been integrated in these software environments. Table 1 is a summary 
of the major methodologies. 
The choice of Petri nets for modeling the structural and behavioral properties of manufac- 
turing control software permits the use of the theoretical properties of these nets in software 
verification. This choice, however, offers a limited support for planning, scheduling, and 
monitoring the operations of efficient and dependable manufacturing systems. The creation 
of a Petri net model for a manufacturing system is equivalent to planning the sequence 
of operations of a job. Firing the transitions of this Petri net is equivalent to scheduling 
the execution of the operations of this job whenever performing these operations becomes 
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Table 1. Approaches to developing manufacturing control software. 
Specification Environment/ Developer/ 
Acronym Language Tools Marketer Status 
System 90 Zone logic Industrial Septor 
computers 
ISIS/OPIS Rule-based Unix Fox & Smith 
KBSc STRIPS Unix Shaw & Whinston 
AISPE PROT nets Unix Bruno et al. 
FLEXIS DESIGNER GRAFCETs Unix Savoir 
o-r Petri nets o-r Petri nets Unix Krogh et al. 
Colored Petri nets Colored Petri nets Unix Many 
SA Colored Petri SA Colored Petri Unix Many 
nets nets 
Extended Petri nets Extended Petri nets Unix Many 
SECOIA High-level Petri Unix Courvoisier et al. 
nets/rules 
Integrated approach Component- Unix Chaar, Volz & 
to efficient and oriented rule-based Davidson 
























feasible. Monitoring is performed by repeatedly checking the set of conditions that precede 
the execution of every operation of the control sequence of the net. A fault is detected when- 
ever the actual conditions and the net conditions are not identical, and this fault is handled 
by executing the appropriate set of operations, as specified by this net. 
It is clear from the synopsis of the selected approaches mentioned in the paper that there 
has been a great deal of effort devoted to methods, algorithms, and software packages for 
manufacturing, which is a very diverse area. Hence, designing efficient and dependable 
manufacturing systems has always been a major goal of modern computer-integrated manu- 
facturing. However, current efforts have not resulted yet in a consistent and integrated ap- 
proach to developing manufacturing control software. In particular, these methods have 
not yet been widely used and where applied little feedback and published data are available. 
Also, the impact of these methods has been masked by political, economic, labor, and organ- 
izational considerations. However, this does not mean that these methods will not have 
a positive impact on future manufacturing when properly implemented. 
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An integrated approach to planning, scheduling, and monitoring the operations of effi- 
cient and dependable manufacturing systems is essential to the development of the shop 
floor control software of these systems. In these systems, efficiency is achieved by increas- 
ing the level of concurrency of the operations of a process plan, and by scheduling the 
execution of these operations with the intent of maximizing the utilization of the resources 
of their systems. On the other hand, dependability requires monitoring the operations of 
these systems. This monitoring activity facilitates the detection of any faults that may occur 
when executing the scheduled operations of a plan, recovering from these faults, and, when- 
ever feasible, resuming the original schedule of the system. 
Consequently, the life-cycle model of control software must include all of these activities, 
and a methodology for developing this software must provide a coherent approach to per- 
forming these activities. Such methodology together with a set of software tools that enhance 
its applicability have been proposed by Chaar et al. (1990, 1991). The tools aid in planning 
the set of operations of a manufacturing job, generating a cyclic schedule for processing a 
batch of jobs, and monitoring the operations of the system while this batch is being processed. 
The syntax and semantics of a component-oriented rule-based language for specifying 
the formal models of manufacturing systems has been proposed (see Chaar and Volz 1989). 
A model captures the state of a component of the system in a set of first-order logic predi- 
cates, and it captures the semantics of the operations performed by this component in a 
set of rules that determine the preconditions and postconditions of an operation (see Naylor 
and Maletz 1986; Naylor and Volz 1987; Ben Hadj-Alouane et al. 1990). These models 
are used in planning the sequence of operations of each class of jobs to be manufactured 
by these systems. 
To achieve efficiency, the reservation table technique is used to create optimum cyclic 
job-shop schedules for processing a batch of identical jobs or a mix of jobs from several 
classes on these systems (see Chaar and Davidson 1990). A reservation table is derived 
from the plan of a job. This table is then used to determine the theoretical maximum job 
initiation rate and the set of all possible initiation strategies for the batch. In some cases, 
this theoretical maximum rate is achieved by increasing the flow time of the job. The above 
technique inherently allows multiple devices to be reserved concurrently, it can deal with 
transport time explicitly, and it achieves higher initiation rates by including cycles that in- 
volve multiple job initiations. 
To achieve dependability, a plan-oriented fault detection and correction strategy is pro- 
posed. This strategy can automatically handle any combination of faults that may occur 
when monitoring the operations of manufacturing systems. A fault-tree is consulted prior 
to executing the scheduled operations of a plan, and the faults that affect the execution 
of these operations are handled subsequently. Resuming the original cyclic schedule is at- 
tempted, whenever feasible. 
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