Abstract: Infrared focal plane arrays imaging system tend to be affected by the interior thermal radiation that drifts slowly over the time, resulting in the continuous spatial lowfrequency nonuniformity noise in the image. In this paper, a scene-based nonuniformity correction method for interior thermal radiation is proposed. The gradient domain least mean square (LMS) algorithm is used to estimate the gradient caused by the interior radiation noise according to the fixed spatial low-frequency information in multiframe images. After that, the calibration parameters are obtained by fitting the derivatives of the polynomial-based correction model with the calculated gradient image. The performance of the proposed method is thoroughly studied with infrared image sequences with simulated nonuniformity and real nonuniformity. The results show that the proposed algorithm can remove interior radiation noise more completely without ghosting artifacts than the state-of-art algorithms and is more robust to different scenarios.
Interior Radiation Noise Reduction Method Based on Multiframe Processing
in Infrared Focal Plane Arrays Imaging System
Introduction
Imaging systems based on infrared focal plane arrays (IRFPAs) have been widely used in military and civilian applications. However, infrared imaging systems often have nonuniform response to scene incident radiation which is termed as the fixed pattern noise (FPN) which seriously affect the imaging quality [1] . There are two main sources of nonuniformity in IRFPAs imaging system. (1) The limitations by the manufacturing quality and the non-linearities in the read-out electronics leads to the variation of the individual photodetectors responsiveness; (2) The interior radiation from lens and mechanical components placed along the optical path result in nonuniformity such as the narcissus effect [2] , [3] . As shown in Fig. 1 , the first source often leads to spatial high-frequency noise in the image, such as shot and strip noise. On the contrary, the second kind of nonuniformity appears as spatial continuous and low-frequency noise in the image due to the interior radiation is not in the object plane. More seriously, these nonuniformity noise drift slowly over time. Calibration-based nonuniformity correction (CBNUC) algorithms are generally used to reduce FPN, with the simplest and most used one being the two-point calibration [4] . However, as FPN drifts temporally, CBNUC algorithms must be repeated by inserting a uniform radiation source into the view, thus affecting the imaging in use. To address this disadvantage, scene-based NUC (SBNUC) algorithms were proposed. These approaches are divided into neural network algorithms [5] [6] [7] [8] , temporal high-pass algorithms [9] , [10] , constant-statistical algorithms [11] , [12] , registration based algorithms [13] - [15] and some single-image based algorithms [16] - [18] . Such algorithms take advantage of the spatial and the temporal statistical properties of signals and have achieved good results in removing the spatial high-frequency FPN. However, it is difficult for them to remove the spatial continuous FPN caused by the interior radiation in the imaging system. A common method to solve this kind of noise is to optimize the design of the front-end optical system and the mechanical components in the infrared imager [19] , [20] .
As far as we know, very limited research has been presented to remove the interior radiation FPN using the digital image processing method. In 2014, Cao et al. proposed a single image based solution for optics temperature dependent nonuniformity correction, which used the MRI images illumination nonuniformity removal method for infrared images and achieved good performance [21] . In 2016, Liu et al. proposed an optics temperature dependent nonuniformity correction method for airborne infrared imager based on L0 regularization. It effectively removed the spatial continuous nonuniformity noise in the image which is caused by the thermal effect of the optical system under the condition of high-speed flight [22] . However, both of the two algorithms are based on single-frame processing and do not take advantage of the temporal information of the noise. As a result, they have limited effectiveness in interior radiation noise removal and are susceptible to the scene information. In 2017, Zhou et al. proposed a multi-frame statistics based nonuniformity correction method for airborne infrared imaging systems that can effectively compensate the noise in optical systems and detectors [23] . However, such statistics based method inevitably have ghosting artifacts.
In order to solve the above two problems, we propose an interior radiation noise reduction method based on multi-frame gradient domain LMS. The gradient of noise is estimated from frame to frame according to the temporal characteristics of noise. Then the polynomial model is used to fit the additive intensity bias field via the estimated noise gradient.
The rest of the paper is organized as follows. Section 2 is dedicated to a detailed description of the proposed algorithm. In Section 3, the NUC experimental results are discussed. In Section 4, the parameters in the algorithm are discussed. The conclusion is summed up in Section 5.
Proposed Method

Correction Model
Since interior radiation is superimposed on the scene radiation into the detectors, we assume that it is offset nonuniformity noise. For the (i , j) th detector in the IRFPA, the measured readout signal y(i , j) at a given time n can therefore be expressed as
where H is the response function of the detector, x n (i , j) represents the incident radiation of object at the detector (i, j) and O n (i , j) represents the interior radiation at (i , j) th detector. We assume that the detector response function is linear [4] and this paper does not consider the detectors nonuniformity. Therefore the correction model be expressed as
where Zn(i, j) represents the corrected gray value of (i , j) th detector; b n (i , j) is the offset correction parameter which is related to the interior radiation as follows
Gradient Domain Least Mean Square Algorithm
Since the interior radiation is related to the operating environment temperature of the imager, it has the characteristic of slowly varying with time and appears as FPN for a period of time. In addition, the interior radiation is not in the object plane of the infrared imaging system, and thus it appears as spatial continuous low-frequency noise in the image. These two points are the important prior knowledge used in the algorithm of this paper. In this case, we use the LMS algorithm on the gradient domain of the image. According to the fixed spatial low-frequency noise in multi-frames, the gradient of calibration parameters is obtained. First, the function f is used to estimate the ideal gradient image without spatial low-frequency noise, that is, to remove low-gradient components caused by interior radiation in the image, and f is as follows
where ST is noise similarity. Since the image gradient caused by interior radiation is insignificant, ST should be set to a small value. In our algorithm, ST is set to 6 empirically. It can be seen that if we ignore the direction of the gradient, gradients larger than the threshold are more like scene caused and will be preserved. Conversely, gradients less than the threshold are gradually reduced and the extent of the reduction is related to the proximity to the threshold. Second, f (∇Z ) is used as the ideal value to construct the error function E as follows
Finally, the gradient descent method is used to minimize the error function to obtain the gradient of the correction parameter as follows
where ε is known as the learning rate, which has the task of controlling the convergence speed of the algorithm. It can be seen that the update of the current frame correction matrix is related to the previous frame information, which makes the algorithm estimate the gradient of the lowfrequency noise from the multi-frame images. Normally, larger values for ε can provide a faster convergence speed, but smaller values can assure better stability instead. In the nonuniformity correction algorithm based on LMS, the adaptive learning rate should be larger when the ideal value is more confident, and vice versa [6] . According to (4), we can see that the image gradients in the smooth region are mainly caused by the interior radiation, so the ideal gradients estimation result are more accurate. On the other hand, in the detail-rich region, the removed gradient is likely to contain some scene information, so the ideal gradient estimation error is notable. Therefore, the local standard deviation of the image is used to control the learning rate expressed as follows
where, σ represents the local standard deviation of the image, d is the maximum learning rate. In addition, to prevent the accumulation of estimation errors when the scene stays static [8] , we set the temporal threshold to regulate the learning rate as follows
where, G is the threshold, L is used to detect the temporal motion. It can be seen that the correction parameter gradient of the pixels in the motionless area is not updated. This algorithm requires the camera to have a motion. As with the neural network based correction algorithm [5] , even slight jitter of the camera is acceptable.
Polynomial Fitting
In the iteration process of (6), the gradient of the correction parameter is derived. In order to get the correction parameters for each frame, more known quantities are required. The inspiration comes from the fact that the nonuniformity noise caused by interior radiation is similar to the intensity nonuniformity in biomedical images. We choose here the method proposed by Tasdizen et al. [24] and use polynomials to model the interior radiation correction parameters which can be expressed as
where g is the polynomial form of the correction parameter. γ is the column vectors holding the model parameters and m is the row vectors holding the monomial terms described in (10) . N represents the order of the polynomial. The larger N is, the higher the spatial frequency that can exist in image g. In contrast, only the low-frequency components exist in g. For the spatial low-frequency noise, a small N value is usually chosen to ensure the algorithm does not produce ghosting artifacts. At this point, we only need to fit ∇g to ∇b to calculate γ. So we establish the following error function (11) where I enumerates all image pixels, P is the total number of pixels in the image and g and b are vector forms of the image. Obviously this is a least-squares optimization problem. A closed-form solution can be obtained by deriving the error function E with respect to γ and making the derivative equal to zero such as
where () −1 is the operator of generalized inverse. M and B is as follows Table (LUT) . At each pixel, the locally computed gradient is multiplied with its corresponding term within the LUT and further accumulated to compute the correction parameters γ. This makes it possible for our algorithm to be implemented in parallel-computing hardware such as field-programmable gate array.
Finally, the fitted correction parameters are obtained, and the frame by frame iteration correction can be completed by using g as b in (2).
Implementation Steps
In general, the implementation steps of the algorithm in this paper are as follows:
1) Perform the one-point correction on the current input image, where the correction matrix is calculated from the previous frame, and the initial value of the correction matrix is 0; 2) Calculate the horizontal and vertical gradient of the current corrected image, and use the filter in (4) to get the ideal gradient image without low-frequency noise; 3) Calculate the updated gradient of the correction matrix according to the inter-frame information using (5) and (6); 4) Using (10)- (13), the gradient matrix calculated from step (3) is fitted by a polynomial to obtain the new correction matrix which is used in the next frame; 5) Go back to step (1).
Among them, steps (1), (2), (3) and (5) are the main contributions of the algorithm in this paper, and also are the main differences from Cao's single-frame based correction method.
Experiment Results
The main goal of this section is to evaluate the efficacy of the proposed adaptive algorithm. The algorithm was tested using four image sequences with simulated nonuniformity and two real infrared image sequences.
Nonuniformity Correction With Simulated Data
In the simulation FPN correction experiment, there were four groups of 16-bit infrared data. The first three groups were from the public infrared image dataset [25] . The fourth sequence was collected with our own FLIR (TAU2-336) infrared imager. The image size of the first three sequence was 324 × 256 and the last sequence was 336 × 256. The total number of frames for the four sequences were: 1005, 600, 634 and 1400. The nonuniformity of individual photodetectors response were already corrected using the calibration-based method. The spatial low-frequency noise was added to the original image by (10) (γ = [−0.4 − 0.8 0.003 − 0.0007 0.002] T ). The metric used to measure the NUC performance was the peak signal-to-noise ratio (PSNR) and the mean structural similarity (MSSIM) [26] . The larger the PSNR, the closer the correction result is to the ideal image respect to each pixels. The larger the MSSIM, the more similar the structure of the correction result is to the ideal image. In the experiment, we used the single-frame correction method (Sf) proposed by Cao et al., the statics method proposed by Zhou et al. and the multi-frames algorithm (Mf) proposed in this paper to calibrate the nonuniformity of the corrupted image sequence. In both Sf and Mf methods, the order N of the polynomial was set to 2. Other parameters of the Sf method were set according to the literature. In Mf algorithm, the temporal threshold G = 10, the maximum learning rate d = 150. In Zhou's method, the image block contains 100 frames. Fig. 2 shows some typical images in the sequences and the PSNR and MSSIM curves are shown in Fig. 3 . As shown in Fig. 2(c) -(e), the overall visual quality of the proposed algorithm is better than that of the other two tested algorithms. There is residual noise in the image processed by the Sf algorithm, and the visual effect is still not satisfactory. Although Zhou's method successfully removes low-frequency noise, serious ghosting artifacts appeared in the image as shown in the red box in Fig. 2(d) . In addition, it can be seen from Fig. 2(d) that the ghosting artifacts in the data4 are most obvious. This is because data4 contains the scenes typically known to easily cause ghosting artifacts for statistics based correction algorithms, that is, the target suddenly resumes motion from static or jitter [7] , [27] . The algorithm in this paper almost completely removes the low-frequency noise and does not create ghosting artifacts. This is mainly because the low order polynomial correction matrix guarantees that the images processed by our algorithm do not have ghosting artifacts with high-frequency information of the target.
From the PSNR and MSSIM curves in Fig. 3 we can see the performance of the three algorithms throughout the correction process. It is clear that the denoising performance of Sf algorithm during the first few frames is better than the other two algorithms. This is because the Sf algorithm does not require iterative convergence of multi-frames. The PSNR curve of our algorithm is significantly better than the other two methods in Data2-4. However, the PSNR curves of the three algorithms fluctuate greatly. The fluctuation of the PSNR curve of Zhou's method is mainly due to the ghosting artifacts. The polynomial fitting used in our method and the Sf method to obtain the compensation matrix has global characteristics. It is not possible to accurately improve the denoising accuracy of each pixel, so the error-sensitivity index PSNR fluctuates. However, as can be seen from Fig. 3(b) , the MSSIM, which is more consistent with human visual characteristics, shows that our algorithm performs best and is more stable than the other two algorithms. Affected by ghosting artifacts, the MSSIM curves of Zhou's method are lower than that of Sf method in most cases. The subjective and objective evaluation shows that our algorithm can not only remove the low-frequency noise more thoroughly, but also eliminate ghosting artifacts. In addition, when the video stream is processed by a polynomial compensation based algorithm, the inter-frame compensation instability may cause the image flicker. This is because the change of scene will affect the accuracy of the algorithm to estimate the gradient of the low-frequency noise, which will lead to the fluctuation of the fitting error. This is the sensitivity to the scene we mentioned in the introduction. In order to evaluate the sensitivity of the algorithms, the PSNR and MSSIM mean difference of adjacent frames were calculated and the results are shown in Table 1 . It can be seen that the PSNR and MSSIM difference between the adjacent frames processed by our algorithm is smaller, which proves that our algorithm is not sensitive to the scene information. Video S1, S2, S3 and S4 more fully embodies the above advantages of Mf algorithm compared to the other two algorithms.
Finally, in order to analyze the efficiency of the algorithm, we calculated the runtime of the algorithms for a single image on Matlab (MathWorks, Natick, MA, USA). The computer's CPU is Intel Core i7-3540M (3.00 GHz). As the conditional statement in the algorithm renders the processing capacity different for each frame, we calculated the average processing time of 100 images, as shown in Table 2 .
As can be seen from Table 2 , compared to the Sf algorithm, although our algorithm adds an additional LMS module, the time consumption seems to be the lowest. This is due to the fact that the gradient domain filter f in our algorithm is more concise than the adaptive bilateral filter in Sf. Zhou's method takes the longest time, because their method requires counting the median value of multiple frames for each position in the image.
Nonuniformity Correction With Real Data
The first real data was acquired by a 384 × 288 focal plane arrays (FPA) uncooled infrared imager from North Guang Wei [28] . The imager works at 50 FPS and the F-number of the optics is 0.75. In order to get the image with real interior radiation noise, we turned off the automatic correction after the imager had just been corrected. After that, the imager continued to operate for 2 hours at an ambient temperature of 36°C to 38°C. At this time, the internal temperature of the imager has been elevated and the apparent low-frequency noise appears in the image. We began to use the camera to observe the outdoor complex scene and got 1275 frames.
The parameters of the three algorithms were the same as the first experiment. Fig. 4 shows some images processed by the three methods. It can be seen that the radiation superimposed on the scene due to the increased temperature inside the imager has seriously affected the visual effect of the image. A dark spot appears in the center of the image. The spot in the corrected image by the Sf method become weak, but there is still significant dark spot in the middle of the image, as shown in Fig. 4(b) . The sequence processed by Zhou's method always inevitably have ghosting artifacts, which seriously affects the visual effect of the images as shown in Fig. 4(c) . In the image processed by our algorithm, the low-frequency noise caused by interior radiation is removed more thoroughly and the visual effect of the image is better, as shown in Fig. 4(d) . Table 3 gives the all frames average nonuniformity index results [29] . Because the overserved scene is not the black body, the calculated nonuniformity index values do not have the absolute significance. However, comparing the tested three methods, we can see that the nonuniformity index value processed by our algorithm is smallest. Video S5 shows a complete correction comparison of the three algorithms.
Finally, we tested the performance of three algorithms on the narcissus effect of infrared imaging system. We used a 128 × 128 FPA cooled imager to get 400 frames 16bits image sequence. The imager had not been calibrated for a long time and the nonuniformity of the individual photodetectors responsiveness was also serious as shown in Fig. 5(a) . Therefore, we used the scene-based nonuniformity correction method in [8] to correct the image sequence together with the Sf and Mf algorithms. Since Zhou's method has high-frequency noise removal ability, there is no need to combine other algorithms. As shown in Fig. 5 , the corners of the original image have a severe narcissus effect and the gradient is large, so the polynomial order N in Sf and Mf algorithms was set to 5 and other parameters were the same as the above experiments. 5 shows the 396th frame in the sequence. It can be seen that both the Sf and Mf algorithms, combined with the scene-based high-frequency nonuniformity correction algorithm, have improved the quality of the original image well. The narcissus effect has been significantly reduced except for the bad areas in the corners of the detector. However, the grayscale in the corners of the image processed by Mf algorithm is more uniform from the visual effect. Zhou's method removes the high-frequency and the low-frequency nonuniformity noise, but there appears serious degradation in the image. Table 4 shows the last 100 frames average nonuniformity at the four corners (20 × 20 region) of the image. It can be seen that the nonuniformity index of our algorithm is better that of Sf method. Since Zhou's method degrades the image, the uniformity index is best. This experiment further shows that the combination of our algorithm with the high-frequency nonuniformity correction method can better improve the imaging quality of the infrared imager.
Parameters Discussion
Here, we experimentally investigated how the parameters ST and d in our algorithm affect the nonuniformity correction performance. We performed our algorithm on the Data3 used in the simulation experiment. The correction results of PSNR and MSSIM with respect to different parameter settings are listed in Fig. 6 . It can be seen that the increase of the learning rate d will make the PSNR and MSSIM curve rise faster. However, when d increases to a certain extent, such as d = 500, both the PSNR and MSSIM curves are lower and more unstable than the curves obtained by other parameters. This is consistent with the analysis of learning rate in the LMS based nonuniformity correction algorithm in [6] . The value of d near 140 guarantees the stability of the algorithm without losing the correction speed. Similarly, when the ST value becomes slightly larger, the PSNR and MSSIM curve rises faster. However, the PSNR curves fluctuate more severely. The PSNR and MSSIM values are lowest when ST = 10. ST = 6 guarantees the performance of the algorithm.
Conclusion
In this paper, we proposed an effective method for removing interior radiation noise in infrared imaging system. It is quite different from the several interior radiation noise removal algorithms based on single-frame and the multi-frame statistical based correction algorithm. The Mf algorithm in this paper combines the temporal and spatial characteristics of the interior radiation noise, establishes the objective function, and iteratively obtains the gradient of the correction parameters from frame to frame. Experimental results show that the PSNR and MSSIM performance of the proposed algorithm is better than that of the single-frame correction algorithm and the statistics based algorithm, and the visual effect of the corrected image is better. At the same time, the Mf algorithm is more robust to different scenes and produce no ghosting artifacts. The algorithm in this paper only removes the low-frequency noise mainly caused by interior radiation. In practical applications, it can be cascaded with other spatial high-frequency nonuniformity correction methods to obtain high quality infrared images. Future work may focus on porting the algorithm into the embedded circuit of the infrared imager.
