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Résumé :
DL-Lite est l'une des logiques de description légère les plus importantes. Cette thèse
étudie diﬀérentes approches pour traiter des bases de connaissances DL-Lite dans le cas
où la base d'assertions est prioritaire et inconsistante avec la base terminologique. Le
problème d'inconsistance se produit souvent lorsque les assertions sont fournies par mul-
tiples sources conﬂictuelles ayant des diﬀérents niveaux de ﬁabilité. Nous examinons
d'abord comment raisonner à partir d'une base de connaissances standard DL-Lite,
avec un ABox multiple, qui peut être issu de plusieurs sources d'informations. Nous
proposons ensuite diﬀérentes stratégies d'inférence basées sur la sélection d'une base
d'assertions consistante, appelée réparation préférée. Pour chaque stratégie, un algo-
rithme polynomial pour calculer la réparation préférée unique associée est proposé. La
sélection d'une réparation unique est importante car elle permet une gestion eﬃcace
des requêtes. Nous fournissons des études expérimentales montrant (du point de vue
du calcul) les avantages de sélectionner une réparation lors du raisonnement sous les
bases de connaissances légères inconsistantes.
Mots clés : Inconsistance, Bases de connaissances prioritaires, Les ontologies lé-
gères.
Abstract :
DL-Lite is one of the most important lightweight description logics. This thesis
investigates diﬀerent approaches for handling inconsistent DL-Lite knowledge bases in
the case where the assertional base is prioritized and inconsistent with the terminolo-
gical base. The inconsistency problem often happens when the assertions are provided
by multiple conﬂicting sources having diﬀerent reliability levels. We ﬁrst give how to
reason from a ﬂat DL-Lite knowledge base, with a multiple ABox, which can be either
issued from multiple information sources. We then propose diﬀerent inference strategies
based on the selection of one consistent assertional base, called a preferred repair. For
each strategy, a polynomial algorithm for computing the associated single preferred
repair is proposed. Selecting a unique repair is important since it allows an eﬃcient
handling of queries. We provide experimental studies showing (from a computational
point of view) the beneﬁts of selecting one repair when reasoning under inconsistency
in lightweight knowledge bases.
Keywords : Inconsistency, Prioritized knowledge bases, Lightweight Ontologies.
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Introduction générale
L'ordinateur parfait a été inventé :
on entre un problème et il n'en ressort jamais !
Al Goodman
Contexte et motivations
DE nos jours, il existe une utilisation croissante des ontologies dans de nombreuxdomaines d'application. Ces ontologies répondent aux problèmes de représenta-
tion et de manipulation des connaissances. Elles ont été très utilisées dans le domaine
du Web sémantique. Par ailleurs, les logiques de description (LDs en abrégé), sont re-
connues comme des cadres formels puissants pour la représentation et le raisonnement
sur les ontologies. Elles ont été largement utilisées au cours des dernières années en
tant que langages formels pour les ontologies, grâce à leurs capacités puissantes de
modélisation et du raisonnement [1] [2].
Les LDs sont particulièrement adaptées à la gestion de grandes quantités de données
qui est une utilisation diﬃcile dans l'intégration des données basée sur les ontologies.
Ce problème a récemment reçu une attention croissante dans la communauté du Web
sémantique [3]. En eﬀet, l'intégration des données dans le contexte du Web sémantique
signiﬁe principalement l'accès, la collecte et l'échange de données réparties sur le web
à travers des schémas donnés en termes d'ontologies. Pour ces raisons, il peut sou-
vent arriver que les données contredisent les connaissances intentionnelles fournies par
l'ontologie, en particulier dans les cas où l'ontologie fournit une vue conceptuelle d'un
certain nombre de sources de données autonomes, hétérogènes et largement distribuées.
1
Introduction générale
Les logiques de description ont été introduites pour représenter et raisonner sur
des connaissances structurées [2]. Une base de connaissances de la LDs se compose
de deux composantes distinctes : une base terminologique (appelée TBox), qui repré-
sente des connaissances structurelles génériques sur un domaine d'application, et une
base assertionnelle (appelée ABox), qui contient les faits assertionnels (les individus
ou les instances) représentant des instanciations de la connaissance générique. Dans le
contexte du Web sémantique, les LD fournissent la base logique du langage OWL (Web
Ontology Language), normalisé par le W3C.
Au cours des dernières années, une famille particulière de la LD, appelée Les logiques
de descriptions légères de type DL-Lite est apparue [4] [3]. DL-Lite est une famille
traitable de LD spécialement dédiée aux applications qui utilisent de gros volumes de
données. Elle fournit un cadre puissant de représentation ﬂexible des connaissances
assortie d'une complexité de calcul faible des processus de raisonnement.
DL-Lite tient une place importante dans des domaines d'application variés tels
que l'accès aux données basées sur des ontologies et le Web sémantique. Elle oﬀre le
fondement logique du langage OWL2-QL dédié spéciﬁquement pour capturer l'ontologie
basique et les langages conceptuels de modélisation des données, tout en conservant la
faible complexité du raisonnement.
Dans cette famille de LDs, toutes les tâches de raisonnement (en particulier, ré-
pondre à des requêtes complexes comme les requêtes conjonctives) sont des calculs
polynomiaux par rapport à la taille de la base des assertions [3]. D'autre part, la com-
plexité du raisonnement est calculée en LogSpace par rapport la taille des données [5].
Le contexte OBDA (Ontology-Based Data Access) étudie comment interroger un
ensemble de sources de données en utilisant une vue générique (ontologique) uniﬁée.
Dans ce contexte, la base terminologique agit comme un schéma utilisé pour reformuler
les requêtes aﬁn d'oﬀrir un meilleur accès à l'ensemble des données stockées dans plu-
sieurs bases assertionnelles [6]. Le problème important qui se pose dans le paramètre
OBDA est de savoir comment gérer eﬃcacement les multiples sources de données. Ce
fait rend DL-Lite particulièrement adapté au contexte OBDA, dans lequel les assertions
sont souvent fournies par plusieurs sources potentiellement conﬂictuelles ayant des ni-
veaux de ﬁabilité diﬀérents. Le regroupement de ces ensembles d'assertions donne une
base d'assertion prioritaire ou stratiﬁée.
2
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La gestion de l'inconsistance est un problème largement étudié dans le cadre de la
logique propositionnelle [7]. D'ailleurs, les paramètres de DL-Lite et ODBA, déﬁnissent
l'inconsistance en fonction de certaines assertions qui se contredisent avec la base de la
terminologie.
Plusieurs approches ont été proposées pour gérer le problème de l'inconsistance dans
les bases de connaissances de la logique propositionnelle. Ces approches sont basées sur
la restauration de la consistance [8] [9], en utilisant des logiques [10], ou en analysant
et en mesurant l'inconsistance [11], soit en employant un cadre d'argumentation [12].
Dans le même esprit, plusieurs travaux [13], [17], [14] et [15] ont été proposés pour
gérer l'inconsistance et l'incohérence dans les ontologies (débogage et réparation de
l'ontologie).
En ce qui concerne le DL-Lite et dans le contexte OBDA, les travaux existants
(comme [16], [18] et [19]), sont essentiellement inspirés par les approches proposées dans
le domaine de base de données. Ils traitent l'inconsistance dans DL-Lite en proposant
une adaptation de plusieurs méthodes d'inférence tolérantes aux inconsistances. Toutes
ces approches proposées sont basées sur la notion de réparation qui est étroitement liée
à la notion de réparation de base de données aﬁn de répondre aux requêtes posées aux
des bases de données inconsistantes.
Une réparation d'une base de données en contradiction avec des contraintes d'in-
tégrité est une base de données obtenue en appliquant un ensemble de modiﬁcations
aﬁn de restaurer la consistance. Cette notion a été étendue au langage DL-Lite [16].
Une réparation d'une base des connaissances DL-Lite est une sous-base assertionnelle
maximale consistante avec une TBox. Ces travaux sont liés aux travaux de restauration
de la consistance, proposés pour gérer l'inconsistance dans les bases de connaissances
de la logique propositionnelle.
Dans cette thèse, nous étudions la réparation de l'inconsistance dans les bases de
connaissances DL-Lite. Nous détaillions en particulier la gestion de l'inconsistance dans




Dans une même ontologie, on peut avoir plusieurs sources d'informations diﬀérentes.
En fait, dans de nombreux contextes, les informations et les connaissances disponibles
peuvent être incertaines ou prioritaires nécessitant un cadre pour gérer l'inconsistance
et les priorités. L'objectif principal de notre travail concerne le problème de la gestion
de l'inconsistance dans DL-Lite. L'idée générale est de développer des algorithmes poly-
nomiaux aﬁn de calculer la réparation des ontologies dont leurs bases de connaissances
sont représentées et distribuées sur diﬀérentes sources d'informations.
Contributions
Notre contribution consiste à étudier comment raisonner à partir d'une base de
connaissances DL-Lite avec des ABox multiples prioritaire, appelées base de connais-
sances ABox DL-Lite prioritaire.
Une base de connaissances prioritaire est un multi-ensemble d'ABoxs qui peut être
délivré à partir des sources d'informations multiples prioritaire. Nous utilisons d'abord
le concept de ABox pour fournir une feuille de route pour la gestion des bases de
connaissances standard DL-Lite inconsistantes. Ensuite, nous analysons des stratégies
d'inférences sur ABox DL-Lite prioritaire. Nous proposons par la suite, des stratégies de
sélection d'une réparation préférée à partir des bases de connaissances DL-Lite lorsque
les assertions dans les ABoxs sont prioritaires.
En premier lieu, nous examinons les approches existantes pour sélectionner les ré-
parations préférées. Ensuite, nous nous concentrons sur des stratégies appropriées pour
gérer l'inconsistance dans DL-Lite. Nous proposons, en particulier, de nouvelles ap-
proches de sélection d'une réparation basée sur la notion d'assertions libres prioritaires
(Non-defeated) suivie par des critères supplémentaires comme la fermeture déductive
et la linéarité. Enﬁn, nous fournissons une analyse comparative sur les études expéri-
mentales des diﬀérentes approches proposées .
4
Introduction générale
Organisation de la thèse
Notre thèse est constituée, en plus de l'introduction et la conclusion, de cinq cha-
pitres. Les deux premiers chapitres sont des chapitres d'état de l'art, alors que les trois
autres chapitres sont des contributions sur la gestion de l'inconsistance dans DL-Lite
avec priorités. Le dernier chapitre est une étude de cas sur un domaine particulier. La
thèse est donc organisée comme suit :
Nous présentons dans le chapitre 1 un rappel sur les ontologies et sur les logiques
des descriptions, dans lequel, nous détaillons les principales notions sur les ontologies :
ontologies pour la représentation des connaissances, les composants d'une ontologie et
les langages de la représentations des ontologies. Nous focalisons sur la famille DL-Lite
et ses extensions.
Le chapitre 2 est consacré au traitements des bases de connaissances DL-Lite. Il
présente les caractéristiques d'une base de connaissances DL-Lite. Nous analysons dans
ce chapitre les stratégies d'inférence sur les bases de connaissances DL-Lite.
Le troisième chapitre, décrit en détail les stratégies de calcul des réparations dans
DL-Lite avec priorité. Ce chapitre propose des algorithmes polynomiaux pour calculer
les réparations dans DL-Lite.
Dans le chapitre 4, l'évaluation et l'expérimentation des algorithmes proposés sont
présentées. Cette expérimentation est menée en exploitant des bases de test Bench-
mark. Elle est eﬀectuée par l'intermédiaire d'un ensemble de métriques d'évaluation,
qui permettent d'apprécier la qualité des réparations obtenues. Le chapitre présente
aussi une étude comparative entre les diﬀérentes stratégies de calcul des réparations.
Une description globale du projet AniAge (High Dimensional Heterogeneous Data
based Animation Techniques for Southeast Asian Intangible Cultural Heritage Digital
Content) a été présentée dans le chapitre 5,.
Enﬁn, cette thèse se termine par une conclusion générale suivie de quelques pers-
pectives et une vue sur des travaux futurs. Nous proposons également une annexe sup-
plémentaire qui décrit notre outil développé pour la représentation et le raisonnement
dans le cadre DL-Lite avec priorité.
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Ontologies et logique de description
"Au fond d'un trou ou d'un puits,
il arrive qu'on aperçoive les étoiles"
Aristote
1.1 Introduction
DANS de nombreuses applications, la gestion des connaissances complexes est l'undes déﬁs les plus importants. Les informations doivent être manipulées ﬁdèlement,
tout en évitant la confusion, l'incohérence, et les contradictions entre les éléments repré-
sentant le domaine étudié. Les recherches dans le domaine de l'Intelligence Artiﬁcielle
(IA), en particulier, l'ingénierie des connaissances sont concentrées sur les formalismes
de représentation des connaissances [20]. Une attention particulière a été accordée à
l'utilisation des représentations sémantiques des connaissances, susceptibles d'être ma-
nipulées par les machines. Cette sémantique peut être exprimée à l'aide des ontologies.
La logique de description, est une famille de langages d'ontologies, basée principale-
ment sur des logiques de premier ordre, qui permet un encodage et un raisonnement
eﬃcace sur les ontologies.
Ce chapitre présente un état de l'art sur les ontologies. Il résume les principaux
concepts des logique de description. Enﬁn, il se concentre sur la famille DL-Lite qui est
dédié aux applications qui utilisent des bases de données très volumineuses.
7
Chapitre 1 : Ontologies et logique de description
1.2 Les Ontologies
1.2.1 Déﬁnitions
Le mot Ontologie est employé dans des contextes diﬀérents tels que la linguistique,
la philosophie et l'Intelligence Artiﬁcielle :
En Linguistique : Le mot tiré du grec ; Ontos est le participe présent du verbe
être et Logos qui veut dire discours. C'est l'étude des propriétés générales de ce
qui existe.
En Philosophique : Le mot ontologie est un terme philosophique introduit au
XIXeme siècle pour caractériser l'étude des êtres dans notre univers.
Aristote a décrit l'ontologie comme la science de l'être en tant qu'être. Selon
cette théorie, l'ontologie est la science de l'être ou l'étude des êtres en tant
qu'ils existent. Plus précisément, l'ontologie se préoccupe de déterminer quelles
catégories de l'être sont fondamentales [21].
En Informatique : Depuis les années quatre vingt dix du dernier siècle l'ontologie
est devenue l'un des domaines les plus importants de la recherche scientiﬁque
dans le domaine des sciences de l'information. Il est devenu un terme plus spé-
ciﬁque et plus détaillé.
En Intelligence Artiﬁcielle, le terme ontologie désigne une organisation (formali-
sation) des connaissances d'un domaine. Sur cette idée, plusieurs déﬁnitions ont
été proposées :
Gruber [22] a donné la déﬁnition la plus référencée dans le domaine d'Intel-
ligence Artiﬁcielle ; An ontology is a formal, explicit speciﬁcation of a shared
conceptualization of a domain of interestune ; une ontologie est une spéciﬁcation
explicite et formelle d'une conceptualisation d'un domaine de connaissances.
Autre déﬁnition est donnée parNeches [23] ; An ontology deﬁnes the basic terms
and relations comprising the vocabulary of a topic area as well as the rules for
combining terms and relations to deﬁne extensions to the vocabulary.
SOWA [25] déﬁnit l'ontologie comme la méthode d'extraction d'un catalogue
des entités existant dans un domaine selon la perception d'une personne qui
décrit ce catalogue par un langage.
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1.2.2 Structure d'une ontologie
Une ontologie se compose d'un ensemble de concepts, d'axiomes, et de relations qui
décrivent un domaine d'intérêt [24]. Les composants primaires d'une ontologie qui est
considérée en tant qu'objet informatique sont :
Les concepts : Un concept selon [26] est la description abstraite d'un ou plusieurs
objets similaires. Il peut être divisé en trois parties :
 Un terme (ou plusieurs) : est un élément lexical qui permet d'exprimer le
concept en langue naturelle, il peut admettre des synonymes.
 La notion : également appelée intention du concept, contient la sémantique
du concept, exprimée en termes de propriétés, d'attributs, et de contraintes.
 L'objet : appelé extension du concept, regroupe les objets manipulés à travers
le concept ; ces objets sont appelés instances du concept.
Un concept peut avoir les propriétés suivantes [27] :
 La généricité : s'il n'admet pas d'extension (par exemple : la vérité est un
concept générique).
 L'identité : s'il permet de conclure l'identité de deux instances de ce concept.
 La rigidité : Un concept est rigide si toute instance de concept reste instance
dans tous les mondes possibles.
 Un concept est anti-rigide si toute instance de ce concept est essentiellement
déﬁnie par son appartenance à l'extension d'un autre concept.
 Deux concepts sont équivalents s'ils ont la même extension.
 Deux concepts sont disjoints si leurs extensions sont disjointes.
 Deux concepts sont dépendants si pour toute instance de l'un des deux
concepts, il existe une instance de l'autre qui ne soit ni partie ni constituant
de l'instance du premier concept.
Les Relations : Les concepts (respectivement, les instances) peuvent être reliés
entre eux par des relations au sein d'une ontologie. Elles représentent les inter-
actions entre les concepts dans une ontologie [28].
Les relations peuvent être spéciﬁées par des propriétés [29] :
 Une relation est algébrique : elle peut avoir les propriétés de la symétrie, la
réﬂexivité et la transitivité.
 Une cardinale de relation : est le nombre possible de relations de ce type
entre les mêmes concepts (ou instances de concept).
 Relations incompatibles : Ne peuvent lier les mêmes instances de concepts.
 Deux relations sont inverses l'une de l'autre : si quand l'une lie deux instances
I1 et I2, l'autre lie I2 et I1.
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 Deux relations sont dits exclusives : si quand l'une lie des instances de
concepts, l'autre ne lie pas ces instances, et vice-versa. L'exclusivité entraîne
l'incompatibilité.
 Un cas particulier s'appelle fonctions de relations dans lesquelles le N ieme
élément de la relation est déﬁni de manière unique à partir des n−1 premiers.
Propriété : Appelée aussi attribut ou propriété de données, elle est utilisée pour
qualiﬁer un élément de l'ontologie (un concept ou une relation). Une propriété
peut être atomique (par exemple, un entier) ou structurée (par exemple, une
liste).
Axiome : Appelé aussi assertion, c'est une formule logique utilisée pour exprimer
des contraintes ou des règles qui doivent être satisfaites par les éléments spéciﬁés
au niveau extensionnel.
Instance : Appelée aussi fait, représente un individu ou un objet qui appartient à
un concept.
1.2.3 Caractéristiques
Une ontologie est une bibliothèque de concepts bien déﬁnie. Cette bibliothèque dé-
crit la structure de l'information pour un domaine particulier. Les ontologies possèdent
les caractéristiques fondamentales suivantes [30] :
La clarté et l'objectivité : elles doivent fournir le sens des termes déﬁnis en of-
frant des déﬁnitions objectives en langage naturel.
La formalisation : Les concepts et les relations sont exprimés dans une syntaxe
claire et cohérente sur une base mathématique qui peut être traitée par des
programmes informatiques.
La lisibilité : Les concepts et les relations doivent être lisibles par les program-
meurs, les communautés d'experts de domaine et aussi les utilisateurs potentiels.
L'exhaustivité : Toutes les déﬁnitions des concepts ou des relations doivent être
exprimées par des conditions nécessaires et suﬃsantes.
Les ontologies sont partageables : Ils sont utilisables à travers de multiples do-
maines d'application pour faciliter la combinaison entre les ontologies dévelop-
pées.
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1.2.4 Classiﬁcation
Plusieurs dimensions ont été proposées pour la classiﬁcation des ontologies [31].
Nous sommes intéressés par la classiﬁcation basée sur les objets modélisés qui sont
proposés par [32] et [33]. Cette classiﬁcation comprend les catégories suivantes :
Les ontologies de haut niveau (Top-level ontologies) : sont des ontologies
générales qui décrivent les concepts très généraux et le plus haut niveau d'abs-
traction dans le monde ; tel que : l'espace, le temps, la matière, les événements,
les actions, etc. Elles sont indépendantes d'un problème ou d'un domaine d'ap-
plication particulier [34].
Les ontologies de domaine (Domaine ontologies) : décrivent le vocabulaire
lié à un domaine d'application. Elles sont considérées comme un méta description
d'une représentation des connaissances. Noter que, la plupart des ontologies
existantes sont des ontologies du domaine [35].
Les ontologies de tâche (Task ontologies) : toutes les tâches des résolutions
de problèmes (diagnostic, planiﬁcation,...) dans un système ont été décrites par
des ontologies de tâche. Elle régit un ensemble de vocabulaires et de concepts qui
décrit une structure de résolution des problèmes. L'ontologie de tâche caractérise
l'architecture computationnelle d'un système à base de connaissances qui réalise
une tâche [36].
Les ontologies d'application (Application ontologies) : Ces ontologies sont
les plus spéciﬁques des ontologies de domaine et des ontologies de tâche. Elles
décrivent des concepts correspondant à l'exécution d'une tâche particulière dans
leur domaine d'application [37].
1.2.5 Langages de représentation
Plusieurs langages de représentation d'ontologie ont été développés aﬁn de mettre
en ÷uvre des raisonnements sur une ontologie. Parmi ces langages développés au niveau
conceptuel pour la modélisation d'ontologie, trois grands modèles sont distingués :
 Les langages basés sur les graphes tel que : les réseaux sémantiques et les
graphes conceptuels. D'ailler, les diagrammes de classe UML (Uniﬁed Modeling
Language) ulilisé comme un langage pour modéliser les ontologies [38] [39].
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 Les langages basés sur les frames comme : OKBC 1 (Open Knowledge Base
Connectivity) et KM 2 (Knowledge Machine).
 Les langages basés sur la logique tel que KIF (Knowledge Interchange For-
mat) 3, CycL 4 qui sont fondés sur la logique de premier ordre, et sur la logique
de description [40].
La logique de description est l'une des logiques d'ontologies les plus importantes
recommandées par W3C 5 (World Wide Web Consortium) pour le Web sémantique.
Elle permet aux machines de chercher, de combiner et de traiter intelligemment les
contenus du web en fonction de leurs signiﬁcations [41].
Nous nous intéressons aux ontologies décrites en langage de représentation des
connaissances OWL (Web Ontology Language). Ce langage est utilisé pour obtenir une
représentation sémantiquement riche d'un domaine d'intérêt, puis utiliser ce dernier
pour eﬀectuer des tâches de raisonnement. Les langages d'ontologie largement utilisés
et basés sur la logique de description sont :
eXtensible Markup Language (XML) : [42] La syntaxe de XML issu de
SGML (Standard Generalized Markup Language) et déﬁni par le consortium
web. Le langage XML est un langage de balisage ; il va permettre de structurer
les informations contenues dans un document grâce à leurs balises. Contraire-
ment à HTML, XML oﬀre la possibilité de créer ses propres balises.
Eﬀectivementn le but de XML n'est pas le développement d'ontologie (il ne
permet pas d'imposer des contraintes sémantiques) mais il est considéré comme
un langage de description et d'échange de documents structurés. En d'autres
termes, XML traite la structure syntaxique des documents sans aucune spéciﬁca-
tion sémantique de cette structuration. Le langage RDF (Ressource Description
Framework) est un langage qui a été déﬁni pour cette raison.
RDF (Resource Description Framework) : RDF 6 est un standard utilisé
pour l'échange des ressources sur le web. Le W3C a adopté le langage RDF
comme une recommandation en 1999. Les ressources dans le RDF sont identi-
ﬁées par les URIs (Universal Resources Identiﬁers). Un document RDF est à la
base exprimé sous la forme d'un graphe orienté, mais on peut le décrire par la
syntaxe XML. Il fournit une sémantique simple pour des données sans faire des
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contraintes sur la structure du document [43]. Cependant, Il existe certaines li-
mites pour RDF ; par exemple, nous avons besoin de connaître des informations
sur les ressources identiﬁées. C'est pour cela que le W3C a associé à RDF le
standard RDF Schéma (RDFS).
RDFs (Resource Description Framework Schema :) RDFS 7 Construit par
le W3C en 2000 comme une extension sémantique et fournit un vocabulaire
de modélisation RDF. RDFS permet de déﬁnir des mécanismes d'héritage pour
la description des groupes de ressources similaires (classes) et des relations entre
ces ressources (propriétés). Comme son nom l'indique, le RDFS est un langage
permettant de déﬁnir des propriétés sémantiques pour les ressources par un
schéma. Dans un schéma on peut déﬁnir de nouvelles ressources comme des
spécialisations d'autres ressources. Les schémas contraignent aussi le contexte
d'utilisation des ressources.
Avec RDFS, des nouvelles notions sémantiques apparaissent. Cependant, les pri-
mitives oﬀertes par RDFS sont insuﬃsantes pour la modélisation dans le Web
sémantique ; il est impossible de raisonner sur ces représentations car la séman-
tique (hors la subsomption) reste très limitée.
DAML+OIL : DARPA Agent Markup Language + Ontology Interchange Lan-
guage ; 8 Jim Hendler a annoncé le 11 janvier 2001 la première version du lan-
gage DAML appelé DAML-ONT. Les langages DAML et OIL se regroupent et
forment le langage DAML+OIL qui remplace donc DAML-ONT.
Il est possible de faire des inférences compatibles avec les logiques de descrip-
tion [44]. Il utilise la syntaxe des standards XML, RDF et RDFS.
DAML+OIL est considéré comme le premier langage à fournir des mécanismes
d'inférence sur les concepts d'ontologies. Cependant, Les limites suivantes sont
présentées par DAML+OIL ; il ne permet pas la composition et la fermeture
transitive. Il prend en compte uniquement des relations unaires et binaires. Il
ne possède pas des déclarations de variables.
OWL (Ontology Web Language) : OWL 9 est une extension du langage RDF et
RDFS, inspiré de DAML+OIL. Il déﬁnit un vocabulaire riche pour la description
d'ontologies complexes. Le World Wide Web Consortium (W3C) a recommandé
le langage OWL qui est conçu pour la représentation des ontologies pour le Web
sémantique basé sur les logiques de description.
7. http ://www.w3.org/TR/rdf-schema/
8. http ://www.daml.org/about.html
9. http://www.w3.org/TR/owl-ref/ : Web Ontology Language Reference Version 1.0. W3C Wor-
king Draft Mars 2003.
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Le langage d'ontologies OWL se décompose en trois sous-langages : OWL Lite, OWL
DL et OWL Full d'après la complexité croissante et les diﬀérentes utilisations : [45]
Figure 1.1  Les familles du langage OWL
OWL-Lite (Ontology Web Language Lite) : Il est recommandé pour la re-
présentation des thésaurus, des taxonomies ou hiérarchie de classes avec des
contraintes simples. Il reprend tous les constructeurs de RDF/XML.
OWL-DL (Ontology Web Language-Description Logic) correspond à la
variante de la logique de description SHOIN . Il est approprié pour la représen-
tation des ontologies ayant besoin de la puissance d'expressivité tout en gardant
la calculabilité [46].
OWL-Full : est conçu pour les développeurs, les implémenteurs et les utilisateurs
qui ont besoin de l'expressivité maximale, de la liberté syntaxique de RDF mais
sans se soucier d'une garantie de calculabilité.
Les trois sous-langages d'OWL présentent une hiérarchie sur la validité des on-
tologies suivantes : les ontologies OWL-Lite sont également des ontologies OWL-
DL. Et les ontologies OWL-DL sont également des ontologies OWL-Full.(Voir
Figure 1.1)
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1.3 Formalismes de l'ontologie
Au cours des dernières années, les ontologies sont largement utilisées dans divers
domaines d'application où de nouveaux déﬁs ont émergé. Ces déﬁs consistent princi-
palement à installer des ontologies avec de nouvelles capacités de raisonnement (par
exemple, évolution, fusion, gestion de l'inconsistance, etc.) ou avec une expressivité
supplémentaire (par exemple, gestion de l'incertitude) aﬁn de traiter des nouvelles exi-
gences. Actuellement, de nombreux axes de recherche sur les formalismes de l'ontologie :
1. L'alignement d'ontologies (Ontology matching [47], [48]) : L'alignement de
deux ontologies hétérogènes consiste à produire une ontologie uniﬁée associée
à des liens qui explicitent les diﬀérentes correspondances entre les vocabulaires
utilisés dans les deux ontologies hétérogènes.
2. Translation d'ontologies (Ontology translation [49], [50], [51]) : Elle consiste
à translater (les axiomes et les vocabulaires) d'une ontologie exprimée à l'aide
d'un langage L1, vers une ontologie équivalente utilisant un autre langage de
représentation L2.
3. Intégration des ontologies (Ontology integration [52], [53]) : L'intégration
consiste à combiner un ensemble d'ontologies qui représente des connaissances
sur un domaine similaire aﬁn d'obtenir plus de connaissances en uniﬁant le
domaine.
4. Modularité des ontologies(Ontology modularity [54], [55]) : Ce formalisme
consiste à extraire les plus petits sous-ensembles indépendants d'une ontologie,
appelésmodules, dans le but de les réutiliser plus tard dans d'autres applications.
5. Evolution des ontologies (Ontology evolution [56], [57]) : Elle consiste à mo-
diﬁer une ontologie en fonction d'un ensemble d'opérations de changement qui
peuvent concerner les connaissances sur le domaine ou la structure de l'ontologie.
6. Fusion de l'ontologie (Ontology merging [58], [59], [60]) : La fusion des onto-
logies consiste à produire à partir de deux ontologies représentant des connais-
sances sur le même domaine, une ontologie unique qui représente un point de
vue global.
7. Gestion de l'incertitude dans des ontologies [61], [62], [63] : Elle consiste
à traiter l'imprécision ou l'incertitude qui peut être attachée aux éléments du
vocabulaire (Par exemple, des concepts reﬂétant des termes imprécis) ou des
axiomes (par exemple, l'incertitude attachée à un axiome).
8. Systèmes d'ontologie peer-to-peer [64] : Elle consiste à oﬀrir un accès aux
informations détenues par un ensemble de pairs liés les uns aux autres.
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9. Débogage d'ontologies Cette formalise comprend le diagnostic ontologique
qui consiste à restaurer la cohérence du niveau intentionnel d'une ontologie [65],
[66], et la réparation de l'ontologie qui consiste à restaurer la consistance de
l'ontologie [67], [18].
10. Accès aux données basées sur les ontologies (Ontology-based Data Ac-
cess [68], [69]) : OBDA est une nouvelle génération de systèmes d'information.
Cela consiste à uniformiser l'accès à des ensembles indépendants de sources de
données en utilisant une vue ontologique uniﬁée à laquelle les sources de données
sont liées (Voir Figure 1.2).
Figure 1.2  Vue générale de système OBDA
Dans le reste de notre thèse, nous nous concentrerons sur la formalise de débogage
d'ontologie en particulier la gestion des inconsistances dans le cadre OBDA. Ces tâches
sont étroitement liées aux travaux existants eﬀectués sur l'incertitude et la gestion des
inconsistance dans le cadre de la logique propositionnelle. (Voir 2.2)
Exemple 1. Une ontologie appelé Université (University Ontology) est une ontologie
de domaine de l'éducation qui déﬁnit les éléments pour décrire les universités et les
activités qui s'y déroulent. Les concepts de cette ontologie sont illustrés dans le Tableau
1.1.
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Concept Description (Terme) Attributs Instances
Teacher
Nom John












Sujet enseigné aux étudiants par l'enseignant du département Code Math
Crédit
Department Chacune des spécialités d'étude possède son département Nom Chemistry
(Locale physique d'enseignement) Adresse Physical
Table 1.1  Dictionnaire de concepts pour l'ontologie d'université.
Pour des raisons de compatibilité, les relations atomiques entre les concepts utilisés
dans cette ontologie sont déﬁnis dans le Tableau 1.2.
Nom de la relation Description Concept source Concept cible
TeacherTo Personne qui donne des cours aux étudiants Teacher(1,n) Student(1,n)
TeacherOf Département oú Enseignant donne les cours Teacher(1,n) Department(1,n)
TakesCourse chaque cours est appris par les étudiants Student(1,n) Course(1,n)
GivenCourse Chaque Enseignant donne des cours Teacher(1,n) Course(1,n)
Table 1.2  Des relations binaires pour l'ontologie d'université.
Une grande variété des contraintes utiles sont supportées par les langages d'ontolo-
gie. Par exemple :
 Des disjonctions entre les concepts : Student et Teacher (l'étudiant ne peut pas
appartenir à l'enseignant).
 Des inclusions entre les concepts : Administrator et Teacher (un administrateur
est un enseignant).
 Chaque Département possède un Administrateur.
Cette ontologie manque de taxonomie détaillée. Ils n'incluent pas tous les concepts (et
les rôles) et informations nécessaires pour faciliter la tâche de gestion d'une université.
Mais elle démontre les concepts et les relations de base de ce domaine. De plus, quelques
propriétés des données sont mises en évidence et élaborées en détail.
Cet exemple, sera utilisé pour expliquer toutes les déﬁnitions et tous les algorithmes
que nous nous présenterons. 
Nous présentons dans la prochaine partie de ce chapitre la logique de description
qui forme la base théorique des langages d'ontologie comme OWL.
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1.4 Logique de description
Les logiques de descriptions (LDs) ont été introduites par Brachman [40]. C'est une
famille de formalismes conçus pour représenter la connaissance d'un domaine particu-
lier, puis la raison en dérivant de nouvelles connaissances [70].
Le but de la logique de description dans l'Intelligence Artiﬁcielle est de développer des
langages pour représenter formellement les connaissances d'un domaine et de rendre
cette représentation disponible pour le raisonnement [71].
Comme son nom l'indique, les LDs ont une sémantique formelle ; la description de
concepts utilisée pour décrire un domaine, et la sémantique basée sur la logique qui
peut être donnée par une transcription en logique des prédicats ou en logique du premier
ordre.
1.4.1 Représentation des connaissances dans les LDs
La logique de description utilise uniquement des prédicats unaires et binaires, ap-
pelés : concepts et rôles. Les concepts représentent l'ensemble des individus, et les
rôles représentent les relations binaires entre les individus (ou entre les concepts). Les
concepts et les rôles peuvent être déﬁnis ou primitifs. Un concept (ou un rôle) est déﬁnis
s'il est structuré à partir des constructeurs. Un concept (ou un rôle) est primitif s'il est
comparable à des atomes et serve de base à la construction des concepts (ou des rôles)
déﬁnis. Une LD est composée de deux niveaux (Voir Figure 1.3) :
 Un niveau terminologique TBox : dédié à la description de concepts et de rôles.
 Un niveau assertionnel ABox : décrit la description de faits [72].
Figure 1.3  Structure générale de la logique de description
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Une base de connaissances LD, dénotée parK=〈T ,A〉, tel que T représente le niveau
terminologique TBox (les connaissances génériques sur le domaine), et A représente le
niveau extensional ABox, qui contient les faits assertifs (les individus).
1.4.2 Syntaxe de la logique de description
Un vocabulaire V de la logique de description est un triple (NC , NR, NI) tel que : NC
l'ensemble des concepts atomiques, NR l'ensemble des rôles atomiques, et NI l'ensemble
des individus.
Un langage de description L est caractérisé par un ensemble de constructions utilisées
pour former des concepts et des rôles complexes à partir de structures atomiques(NC
et NR). Il est utilisé pour structurer un domaine d'intérêt à travers un ensemble de
formules logiques appelées les constructeurs. De nombreux constructeurs permettent
de former toute une famille de logique de description, suivant les constructeurs retenus.
Nous nous intéressons par l'une des logique de description les plus élémentaires
dénotée par ALC (Attributive Language with Complement). ALC est une extension de
la logique AL qui constitue le cadre de base de LD [70]. La famille ALC, contient les
constructeurs de conjonction suivants :
C,D → > Le plus général.
|⊥ Le plus spéciﬁque.
| P Concept atomique.
| C ∩D Conjonction de concepts.
| C ∪D Disjonction de concepts.
| ¬C Négation.
| ∀R.C Restriction universelle.
| ∃R.C Restriction existentielle.
Dans une base de connaissances ALC. Les axiomes contenus dans la TBox sont des
axiomes terminologiques de la forme :
 C v D : C est un sous-concept de D.
 C ≡ D : C est équivalent à D (C v D et D v C).
D'autre part, Les assertions contenues dans la ABox sont des assertions de la forme :
 C(a) : a est une instance de C.
 R(a, b) : a et b sont en relation par R. ({C,D} ∈ NC . R ∈ NR. a et b ∈ NI).
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1.4.3 Sémantique de ALC
La sémantique de ALC est inspirée de la sémantique de logique de premier ordre.
Elle est donnée en termes d'interprétations. Une interprétation I=(∆I , .I) consiste
d'un domaine non vide, noté ∆I , et une fonction d'interprétation, notée .I déﬁnie de
NI vers ∆I . La fonction .I associe à chaque individu a un élément aI de ∆I , à chaque
concept atomique A un sous-ensemble AI de ∆I , et à chaque rôle atomique R une
relation binaire RI sur ∆I ×∆I .
Par ailleurs, la fonction d'interprétation .I est étendue de façon simple pour les
concepts et les rôles de ALC comme suit :
AI ⊆ ∆I
RI ⊆ ∆I ×∆I
(¬C)I = ∆I \ CI
(C uD)I) = CI ∩DI
(C unionsqD)I) = CI ∪DI
(∃R.C)I = {x ∈ ∆I |∃y ∈ ∆I tel que (x, y) ∈ RI et y ∈ CI}
(∀R.C)I = {x ∈ ∆I |si (x, y) ∈ RI alors y ∈ CI}
Une interprétation I est dite satisfaire une base de connaissances K=〈T ,A〉 si
et seulement si I satisfait tous les axiomes de T et tous les axiomes de A. Cette
interprétation est dite un modèle de K [73], [74].
Notons que, la sémantique de ALC peut être étendue pour traiter diﬀérents types
de constructions comme ceux décrits dans [75].
La satisfaction des axiomes de K par rapport à une interprétation I est déﬁnie
comme suit [74] :
 I |= C v D si et seulement si CI ⊆ DI .
 I |= C ≡ D si et seulement si CI = DI .
 I |= C(a) si et seulement si aI ∈ CI .
 I |= R(a, b) si et seulement si (aI , bI) ∈ RI .
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1.4.4 Raisonnement sur ALC
La LD dispose d'une sémantique claire et d'une description puissante de concepts
complexes et oﬀre des mécanismes d'inférences eﬃcaces [76]. Elle représente le type de
formalisme retenu par le projet Web sémantique pour représenter les ontologies [77].
Le problème de satisfaction ou de cohérence de la base de connaissances est la principale
tâche de raisonnement dans les LDs. Il permet de vériﬁer si les connaissances codées
dans le TBox et l'ABox ne sont pas contradictoires.
Il existe plusieurs approches de raisonnement. La plus largement utilisée est l'algorithme
de tableau [73]. Un algorithme de tableau utilise les notions de réfutation pour réduire
la subsomption à un problème de satisfaction. Il vériﬁe si une base de connaissances
contient des contradictions ou non en vériﬁant l'existence d'une interprétation qui est
un modèle de la base de connaissances en construisant sa représentation ﬁnie. Une telle
technique décompose les axiomes de la base de connaissances à l'aide d'un ensemble
de règles de transformation qui préservent la cohérence (selon les constructeurs utilisés
dans la LD), appelées règles d'achèvement (completion rules). Cette décomposition
conduit à présenter des éléments contradictoires de la ABox.
Un système de LD oﬀre des services d'inférence. Le but principal du raisonnement
dans une LD est de découvrir des connaissances implicites à partir des connaissances
explicites par l'inférence. Cette inférence s'eﬀectue à deux niveau d'ontologie : Termi-
nologique et Assertionnel :
1.4.4.1 Inférence au niveau Assertionnel
D'aprés [73], le niveau assertionnel ABox de LD comprend les principaux problèmes
d'inférence suivants :
Instanciation : permet de vériﬁer qu'un individu a est instance d'un concept C,
si seulement si aI ∈ CI .
D'autre part, les individus a et b sont liés par un rôle R, si pour toute interpré-
tation I alors (aI , bI) ∈ RI .
Contrôle de cohérence : Une ABox A est dite cohérente par rapport à une TBox
T , s'il existe une interprétation I tel que I |= T and I |= A.
Problème de récupération : Permet de trouver le concept le plus spéciﬁque
d'une ABox pour tout modèle I.
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1.4.4.2 Inférence au niveau terminologique
[73] a présenté les principaux problèmes d'inférence au niveau terminologique
TBox :
Satisﬁabilité : Permet de vériﬁer qu'un concept admet des instances. Un concept
C d'une terminologie T est satisﬁable si et seulement s'il existe un modèle I de
T tel que CI 6= ∅.
Subsomption : Permet de vériﬁer qu'un concept est subsumé par d'autre concept.
Un concept C est subsumé par un concept D pour une terminologie T si et
seulement si CI v DI pour tout modèle I de T .
Équivalence : Un concept C est équivalent à un concept D pour une terminologie
T si et seulement si CI ≡ DI pour chaque modèle I de T .
Disjonction : Des concepts C et D sont disjoints par rapport à la terminologie T
si et seulement si CI ∩DI = ∅ pour chaque modèle de I de T .
Dans les LDs, la principale tâche de raisonnement est le problème de satisﬁabilité ou
de cohérence de la base de connaissances (TBox et ABox ne sont pas en contradiction).
Selon [78] et [73] toutes les tâches de raisonnement ci-dessus(1.4.4.1 et 1.4.4.2) peuvent
être réduites au test de subsumption et test de satisﬁabilité, du contrôle d'instance à la
cohérence de base de connaissances. Cette propriété implique, que les moteurs d'infé-
rence des LDs ne nécessitent souvent qu'un seul algorithme d'inférence pour raisonner
au niveau terminologique. Nous citons des exemples de ces réductions :
 C est insatisﬁable si et seulement si T |= C v⊥.
 T |= C v D si et seulement si C u ¬D Est insatisﬁable.
 C est satisﬁable si et seulement si {C(a)} est cohérente par rapport à T .
 A |= C(a) si et seulement si A ∪ {C(a)} est incohérente par rapport à T .
 C ≡ D si et seulement si T |= C v D et T |= D v C.
 C uD si et seulement si T |= C uD v⊥ .
1.4.5 Extensions de ALC
L'ensemble des constructeurs dans ALC a été enrichi de diﬀérentes extensions avec
plusieurs constructeurs, aﬁn d'avoir des concepts complexes composés de concepts ato-
miques ou des rôles composés de rôles atomiques. Le Tableau 1.3 résume les extensions
les plus utilisées de ALC [73].
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Description Syntaxe Sémantique
R Conjonction des rôles R1 uR2 RI1 uRI2
S Transitivité des rôles R+ (aI , bI) ∈ RI et (bI , cI) ∈ RI
Implique (aI , cI) ∈ RI
H Hiérarchie des rôles R1 v R2 RI1 ⊆ RI2
I Rôles inverses R− (aI , bI) | (bI , aI) ∈ RI
F Rôles fonctionnels funct(R) (aI , bI) ∈ RI et @ cI 6= bI :
(aI , bI) ∈ RI
N Restriction de cardinalité ./ nR {a ∈ ∆I | card | {b ∈ ∆I |
(a, b) ∈ R} ./ n}
Q Restriction de cardinalité ./ nR.C {a ∈ ∆I | card | {b ∈ ∆I |
qualiﬁée (a, b) ∈ R ∧ b ∈ CI} ./ n}
O Nominal {a1 · · · an} {aI1 · · · aIn}
Table 1.3  Extensions de ALC
Une extension de langage LD est déﬁnie par une chaîne de lettres majuscules se
référant aux constructeurs utilisés. Par convention, on utilise S pour désigner ALCR+.
Le langage OWL est basé sur plusieurs extensions de LD ; dans sa première version
OWL1 où OWL-Lite est basé sur SHIF et OWL-DL est basé sur SHON , cependant
dans sa deuxième version OWL2 où OWL2-DL est basé sur SROIQ, etc.
1.4.6 Moteurs d'inférence
Les moteurs d'inférence suivants sont conçus pour raisonner sur les logiques de
description, ils permettent le raisonnement sur la ABox et la TBox en exploitant des
ontologies possèdant un niveau d'expressivité en logique de description et en OWL :
Le moteur Pellet [79] est un raisonneur open source développé en Java, il oﬀre
des évolutions fréquentes. Il supporte des ontologies décrites en RDF ou OWL2-
DL et accepte les requêtes avec RDQL et SPARQL sur la ABox et la TBox.
Les principales caractéristiques de Pellet est qu'il intègre des optimisations pour
l'utilisation des nominales (l'incohérence dans l'ontologie), la réponse à des re-
quêtes conjonctives et le raisonnement incrémental. En tant que technique de
raisonnement, Pellet utilise un algorithme basé sur la sémantique de tableau.
Le moteur Racer (Renamed Abox and Concept Expression Reasoner) [80] est un
moteur de raisonnement commercialisé par Racer Systems GmbH & Co. KG,
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fondé en 2004 par Volker Haarslev, Kay Hidde, Ralf Moller et Michael Wessel (il
n'existe pas de version libre d'utilisation mais il est possible d'obtenir une licence
gratuite dans le cadre de la recherche scientiﬁque). Racer accepte des ontologies
décrites en RDF ou OWL. Il possède son propre langage de requête nRQL (new
Racerpro query Language) pour interroger les ontologies sur la ABox et la TBox.
HermiT 10 est un moteur d'inférence open source pour la logique de description
SROIQ avec des types de données simples OWL2-DL qui prend en charge
les descriptions graphiques. HermiT met en ÷uvre un raisonnement basé sur un
nouveau calcul hypertable qui fournit un raisonnement beaucoup plus eﬃcace.
Il est le premier raisonneur capable de classer un certain nombre d'ontologies
trop complexes pour un système disponible.
Ces moteurs de raisonnement fournissent une interface de programmation (API) aﬁn
de faciliter l'accessibilité par un programme Java. Pour cette raison, une bibliothèque
de classes Java appelée JENA 11 a été développé pour faciliter la manipulation des
applications pour le Web sémantique. JENA permet d'accepter le stockage en mémoire
et les déclarations RDF, lecture et écriture des données RDF/XML, et utilise du langage
RDFS pour l'interrogation d'une base RDF.
1.4.7 Complexité dans Les LDs
Une logique de description est expressive ; une LD trop peu expressive ne permet
pas de représenter des connaissances de domaines complexes. Jusqu'à maintenant, les
logiques que nous avons présenté sont toutes décidables, mais de complexité diﬀérente
[81]. La complexité est calculée en fonction des extensions choisies ; cette complexité
est polynomiale pour ALC, c'est-à-dire il est décidable par un algorithme déterministe
en espace polynomial par rapport à la taille de son instance.
Dans [82] des classes de complexité proviennent de la théorie de la complexité
informatique ont été déﬁni :
 La classe P : est la classe des problèmes qui peuvent être résolus en temps
polynomial par une machine déterministe.
 La classe NP : est la classe des problèmes qui peuvent être résolus en temps
polynomial par une machine non déterministe
11. https ://jena.apache.org/
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 La classe ExpTime : est la classe des problèmes qui peuvent être résolus en
temps exponentiel par une machine déterministe
 La classe NExpTime : est la classe des problèmes qui peuvent être résolus en
temps exponentiel par une machine non déterministe.
Deux paramètres eﬀectuent pour explique la complexité de tâche de raisonnement sur
le LD est :
La complexité combinée : Elle considère toutes les composantes de la base de
connaissances K = 〈T ,A〉 comme des entrées. Autres mots, la taille du problème
est égal à |T |+ |A|.
La complexité des données : Elle prend comme entrée la taille de la ABox =
|A|.
Un problème NP-complet (c'est-à-dire un problème complet pour la classe NP) est un
problème de décision capable de vériﬁer une solution eﬃcacement (en temps polyno-
mial) ; la classe des problèmes vériﬁant cette propriété est notée NP.
Un problème NP-hard est un problème de la classe NP se ramène à celui-ci via une
réduction polynomiale, et donc peut être dans une classe de problème plus large et donc
plus diﬃcile que la classe NP. Le Tableau 1.4 résume la complexité de calcul pour la
vériﬁcation de la consistance en fonction de l'expressivité dans certaines LD [86], [85].





Table 1.4  Complexité de calcul pour la vériﬁcation de la consistance en fonction de
l'expressivité dans certains LD.
Certaines LDs sont indécidables dans le sens où il n'y a pas d'algorithme eﬃcace
pour vériﬁer la satisﬁabilité (c'est-à-dire les calculs en temps polynomial). Pour cette
raison, plusieurs fragments légèrs de LD ont été introduits. L'un de ces fragments est
LD légères ; la famille DL-Lite [5]. Nous nous intéressons à cette famille DL-Lite de
logique de description. Il convient parfaitement aux paramètres d'accès aux données
basés sur l'ontologie.
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1.4.8 La famille DL-Lite
Le consortium W3C a proposé des proﬁls de OWL2 pour oﬀrir des avantages im-
portants dans des scénarios d'application particuliers. Au cours des dernières années,
DL-Lite (famille de la logique de description légères), a été spécialement conçue pour
les applications utilisant d'énormes volumes de données telles que les applications web
(Web sémantique) où la réponse aux requêtes est la tâche de raisonnement la plus
importante. DL-Lite garantis une complexité de calcul eﬃcace du processus de raison-
nement en utilisant les techniques de bases de données relationnelles [3].
1.4.8.1 Syntaxe et sémantique
Plusieurs fragments légères de LD ont été introduits. Ils oﬀrent un bon compromis
entre l'expressivité et la complexité du raisonnement ; DL-Litecore est le noyau de base
de toutes les logiques DL-Lite, DL-liteF et DL-liteR sont sous famille de proﬁle OWL2−
QL. Dans notre thèse, nous utilisons la famille DL-Lite de logique de description pour
faire référence à ces trois fragments.
Syntaxe
Le format de représentation des connaissances pour DL-Lite est comme suit : NC
l'ensemble de concepts atomiques, NR l'ensemble de rôles atomiques, et NI l'ensemble
des individus.
Nous déﬁnissons aussi : A et C sont des concepts de base ({A, C} ∈ NC). P et E sont
des rôles de base ({P , E} ∈ NR). D'autre part, B est un concept complexe et R est un
rôle complexe. a et b sont des individus ({a, b} ∈ NI).
Le langage DL-Lite utilise les connecteurs de syntaxe pour déﬁer C et D comme
suit :
R −→ P | P−
E −→ R | ¬R
B −→ A | ∃R
C −→ B | ¬B
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Une base de connaissances DL-Lite est une paire K = 〈T ,A〉. T = TBox est
constitué par un ensemble ﬁni d'axiomes d'inclusion entre concepts de la forme :
B v C ou B v ¬C.
Pour l'ABox, nous suivons la description de DL-Lite utilisée dans [3]. Les négations
des rôles de cette description apparaissent dans DL-Lit core.
A = ABox contient l'ensemble ﬁni d'assertions (les faits) des concepts et rôles atomiques
de la forme :
A(a) et P (a, b).
Le langage DL-LiteF étend DL-Lit core avec la capacité de spéciﬁcation fonctionnelle
sur les rôles ou sur leurs inverses de la forme :
(functR).
Le langage DL-LiteR étend DL-Lit core avec la capacité de spéciﬁcation d'axiomes
d'inclusion entre les rôles dans TBox de la forme :
R v E.
Le langage DL-Lite n'utilise pas des opérateurs conjonctifs et disjonctifs. Cepen-
dant, une transformation logique permet d'obtenir les conjonctions et les disjonctions
comme suit :
 Une conjonction de la forme : B v C ∩D est équivalente à la paire d'axiomes
d'inclusion : B v C et B v D.
 Une disjonction de la forme : C unionsq D v B est équivalente à la paire d'axiomes
d'inclusion : C v B et D v B.
Noter que, toutes les bases de connaissances DL-Lite peuvent être écrites comme
une base de connaissances de la logique de premier ordre (FOL : First order logic) [83]
(Voir 2.3.2).
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Sémantique
La sémantique d'une base de connaissances DL-Lite est donnée en terme d'inter-
prétations. Une interprétation I=(∆I , .I) consiste d'un domaine non vide ∆I et une
fonction d'interprétation .I qui attribue à chaque individu a ∈ NI à un élément aI ∈ ∆I ,
chaque A ∈ NC à un sous-ensemble AI ⊆ ∆I , et chaque P ∈ NR à P I ⊆ ∆I × ∆I .
Par ailleurs, la fonction d'interprétation .I est étendue de manière simple pour les
concepts et les rôles comme suit :
AI ⊆ ∆I
P I ⊆ ∆I ×∆I
(P−)I = {(y, x) ∈ ∆I ×∆I |(x, y) ∈ P I}
(∃R)I = {x ∈ ∆I |∃y ∈ ∆I tel que (x, y) ∈ RI}
(¬B)I = ∆I \BI
(¬R)I = ∆I ×∆I \RI
 Une interprétation I est un modèle d'un concept d'axiome d'inclusion, noté par
I |= B v C si et seulement si BI ⊆ CI .
 Une interprétation I est un modèle d'un rôle d'axiome d'inclusion noté par
I |= R v E si et seulement si RI ⊆ EI .
 Une interprétation I est un modèle d'un membre d'assertion A(a) noté par
I |= A(a) si et seulement si aI ∈ AI .
 Une interprétation I est un modèle d'un membre d'assertion P (a, b) noté par
I |= P (a, b) si et seulement si (aI , bI) ∈ P I .
 Pour le DL-LiteF une interprétation I est un modèle d'axiomes (functR) si et
seulement si (a, b) ∈ RI et (a, c) ∈ RI Implique que c = b.
Une interprétation I est un modèle d'une base de connaissances K = 〈T ,A〉 si et
seulement si cette interprétation I satisfait la base de connaissances K pour toutes les
axiomes dans T et toutes les axiomes dans A [84].
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1.4.8.2 Extension de la famille DL-Lite
La syntaxe de la famille étendue de DL-Lite est composée de DL-Liteβα logiques tel
que :
 α = {core, krom, horn, bool}.
 β = {−,H,F ,N ,HF ,HN , (HF), (HN ), (HF)+, (HN )+}.
Noter que :
 H désigne les hiérarchies de rôles (les axiomes d'inclusion de rôles).
 F désigne la fonctionnalité de rôle (Funct R).
 N indique la restriction de nombre ≥ n R.
K = 〈T ,A〉
DL-Liteα DL-Litebool DL-Litekrom DL-Litehorn
TBox C v D C v D, C v ¬D, ¬C v D unCn v D
ABox A(a), ¬A(a), P (a, b), ¬P (a, b)
Table 1.5  Les axiomes d'inclusion des concepts et des assertions dans DL-Liteα
Nous avons donné la sémantique de H,F , et N dans le Tableau 1.3. Cependant, Le
tableau 1.5 donne les formes des axiomes d'inclusion de concepts et des assertions qui
peuvent être autorisés dans une base de connaissances DL-Liteα.
Il existe une relation entre les diﬀérentes extensions de DL-Lite ; la logique DL-LiteHNbool
est considérée comme la logique la plus expressive. Cependant, la logique le plus basique
(moins expressive) est la logique DL-Litecore (Voir 1.4.8.1) [2].
Tandis que C v ¬D est équivalent à C u B v⊥, DL-Litecore qui est situé à l'in-
tersection de DL-Litekron et DL-Litehorn. De plus, la logique DL-LiteHNα est considéré
comme l'extension de DL-LiteHFα car ce dernier est considéré comme l'extension de
DL-LiteHNα [5].
Les TBox's de DL-LiteHNα , DL-Lite
(HN)+
α , DL-LiteHFα , et DL-Lite
(HF )+
α contient les
contraintes des rôles de la forme :
Disjonction des rôles : Dis(R1, R2), Asymétrie du rôl : Asym(R).
Symétrie du rôle : Sym(R), Irréﬂexivité du rôle : Irr(R).
Réﬂexivité du rôle : Rfe(R), et Transitivité du rôle : Tra(R).
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La sémantique de ces nouvelles constructions est déﬁnie comme suit pour une in-
terprétation I = (∆I , .I) :
Disjonction des rôles : I |= Dis(R1, R2) si et seulement si RI1 ∩RI1 = ∅.
Asymétrie du rôle : I |= Asym(R) si et seulement si RI ∩ (R−)I = ∅.
Symétrie du rôle : I |= Sym(R) si et seulement si RI = (R−)I .
Irréﬂexivité du rôle : I |= Irr(R) si et seulement si (x, x) 6∈ RI pour tous x ∈
∆I .
Réﬂexivité du rôle : I |= Ref(R) si et seulement si (x, x) ∈ RI pour tous x ∈
∆I .
Transitivité du rôle : I |= Tra(R) si et seulement si (x, y) ∈ RI ∧ (y, z) ∈ RI





Nombre de restriction Inclusion de rôle Contraintes en rôles
DL-Liteα ∃R - -
DL-LiteFα ∃R, funct - -
DL-LiteNα ≥ nR - -
DL-LiteHα ∃R + -
DL-LiteHFα ∃R, funct + -
DL-LiteHNα ≥ nR + -
DL-Lite(HF )α ∃R.C, funct + Dis, (A)sym et (Ir)ref
DL-Lite(HN)α ≥ nR.C + Dis, (A)sym et (Ir)ref
DL-Lite(HF )
+
α ∃R.D, funct + Dis, (A)sym, (Ir)ref, Tra
DL-Lite(HN)
+
α ≥ nR.D + Dis, (A)sym, (Ir)ref, Tra
Table 1.6  Extension de la famille DL-Lite
Le Tableau 1.6 présente les diﬀérentes extensions de la famille DL-Lite (Le symbole
+ signiﬁe l'existence des propriétés dans la famille , et le symbole - signiﬁe l'absence





par la contrainte de transitivité.
Aﬁn d'éviter l'ambiguïté, nous utilisons dans le reste de cette thèse le terme DL-Lite
pour désigner les trois extensions : DL-Litecore, DL-LiteF et DL-LiteR.
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Exemple 2. Nous prenons l'ontologie décrite dans l'exemple 1 pour donner un exemple







Pour obtenir DL-LiteR, on peut étendre la TBox de DL-Litecore avec l'axiome suivant :
HasSupervisor− v TeachesTo
Pour obtenir DL-LiteF , on peut étendre la TBox de DL-Litecore avec l'axiome suivant :
funct HasSupervisor






Nous supposons que ∆I = {Bill, John,Mary,Bob, Joe, Anne}. On peut considérer
l'interprétation suivantes (des modèles des bases de connaissances K :)
(Student)I = {Bill, Bob}
(Teacher)I = {Mary, Johne}
(Department)I = {Chimie, Informatique}
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1.5 Conclusion
Les ontologies sont apparues comme un composant principal dans les applications
du Web sémantique. Dans ce chapitre, nous avons rappelé des notions de base sur les
ontologies.
Nous avons présenté aussi le formalisme de la logique de description, qui oﬀre un
cadre logique pour représenter les ontologies. Une accent particulier a été faite sur trois
membres principaux de la famille DL-Lite : DL-Litecore, DL-LiteF , et DL-LiteR.
Dans les applications réelles, les connaissances peuvent être issues de diﬀérentes
sources d'informations. Donc, des problèmes diﬃciles sont reconnus comme la fusion,
l'évolution, l'incohérence et la gestion de l'incertitude dans les ontologies. Le chapitre
suivant se concentre sur ces problèmes et donne un aperçu des diﬀérentes techniques
et outils proposés pour les traiter.
32
Chapitre 2
Débogage d'ontologie : Traitement sur
les bases de connaissances DL-Lite
The task of classifying all the words of language, or what's the same thing, all the
ideas that seek expression, is the most stupendous of logical tasks.
Charles Sanders Peirce, letter to editor B. E. Smith of the Century Dictionary
2.1 Introduction
DANS la communauté de l'Intelligence Artiﬁcielle (IA), et notamment dans le ap-plications web, les connaissances peuvent constituer des sources d'information
diﬀérentes et souvent contradictoires. Cependant, dans le projet OBDA, une base de
connaissances ABox de DL-Lite peut être émis à partir de sources d'informations mul-
tiples. En général, la révision ou la fusion de diﬀérentes sources d'information peut
entraîner des problèmes d'inconsistance. Plusieurs approches sont proposées pour la
restauration de la consistance de la base de connaissances en raison de l'exploiter et
d'eﬀectuer des inférences [9].
Ce chapitre fournit une vue généralisée sur les caractéristiques des bases de connais-
sances DL-Lite standard. Il étudie les diﬀérentes stratégies d'inférence pour la réponse
aux requêtes sur ces bases de connaissances DL-Lite.
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2.2 Approche OBDA
OBDA (Ontology-Based Data Access) 1 est un nouveau paradigme, fondé sur l'uti-
lisation de la représentation des connaissances et des techniques de raisonnement, pour
régir les ressources (données, méta-données, services, processus, etc.) des systèmes d'in-
formation modernes. L'approche OBDA est le résultat de plus d'une décennie de re-
cherche menée par le groupe DASILab 2 au Département d'informatique, de contrôle et
d'ingénierie de gestion Antonio Ruberti à l'Université Sapienza de Rome, sous la direc-
tion du Maurizio Lenzerini, et maintenant aussi par les systèmes OBDA. Ces dernières
années, cette recherche s'est transformée en travail sur le terrain, en collaboration avec
des entreprises dans les secteurs public et privé italien et international.
Dans les grandes organisations, les sources de données sont généralement refor-
mulées pour s'adapter aux exigences de l'application, et les applications sont modiﬁées
pour répondre aux nouvelles exigences. Le résultat est que les données stockées dans dif-
férentes sources et les processus d'exploitation sur eux ont tendance à être redondants,
mutuellement incompatibles (inconsistantes), et obscure pour les grandes catégories
d'utilisateurs.
Par conséquent, l'accès aux données signiﬁe interagir avec les experts informatiques
qui savent où sont les données et ce que cela signiﬁe dans diﬀérents contextes et peuvent
donc traduire le besoin d'informations exprimé par l'utilisateur dans les enquêtes ap-
propriées. Ce processus peut coûter cher et prendre du temps. La qualité des données
est souvent citée comme un facteur essentiel dans la prestation de services d'informa-
tion à haute niveau. Mais comment vériﬁer la qualité et la ﬁabilité des données si nous
ne comprenons pas clairement la sémantique que les données devraient apporter ?
L'idée principale de OBDA est de fournir aux utilisateurs un accès aux informa-
tions contenues dans leurs sources de données grâce à une architecture à trois niveaux,
constitué par l'ontologie, les sources, et la correspondance (mapping). Grâce à cette
architecture, OBDA fournit une connexion sémantique de bout en bout entre les utili-
sateurs et les sources de données, permettant aux utilisateurs d'interroger directement
les données réparties sur plusieurs sources distribuées, grâce au vocabulaire familier de
l'ontologie : l'utilisateur formule des requêtes SPARQL sur l'ontologie qui sont transfor-
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Figure 2.1  Architecture de système OBDA
La Figure 2.2 représente l'architecture à trois couches de système OBDA :
Couche Ontologie : dans l'architecture OBDA, l'ontologie est le moyen de pour-
suivre une approche déclarative de l'intégration de l'information. La base de
connaissances de domaine est spéciﬁée au moyen d'une description formelle et
de niveau élevé de ses aspects statiques et dynamiques, représentés par l'ontolo-
gie. Par la représentation explicite du domaine, nous obtenons une réutilisation
des connaissances acquises, ce qui n'est pas atteint lorsque le schéma global est
simplement une description uniﬁée des sources de données.
Couche source de données : La couche source de données est constituée par les
sources de données existantes de l'organisation.
Couche Mapping : La couche mapping relie la couche d'ontologie avec la couche
source de données en déﬁnissant les relations entre les concepts de domaine,
d'une part, et les sources de données d'autre part.
2.2.1 Avantages de l'approche OBDA
Dans les trois niveaux OBDA, l'utilisateur du système d'information peut interagir
avec le système au moyen d'une représentation abstraite du domaine. Les utilisateurs
peuvent demander des requêtes sur la base des concepts du domaine (n'est sur les struc-
tures des sources de données). En prenant en compte l'ontologie et les mappings entre
les sources de données, le système OBDA est chargé de traduire la requête d'origine
dans une requête pour être évaluée à la source.
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OBDA peut être considéré comme une forme d'intégration d'informations, où le
schéma global habituel est remplacé par le modèle conceptuel du domaine d'applica-
tion, formulé comme une ontologie. Avec cette approche, la vue intégrée que le système
fournit aux consommateurs d'information n'est pas simplement une structure de don-
nées permettant d'accueillir les diﬀérentes données sur les sources, mais une description
sémantique riche des concepts pertinents dans le domaine d'intérêt, ainsi que les rela-
tions entre ces concepts.
L'approche OBDA n'impose pas d'intégrer pleinement les sources de données à
la fois. Plutôt, après avoir construit même un squelette approximatif du modèle de
domaine, on peut ajouter de nouvelles sources de données ou de nouveaux éléments,
lorsqu'ils deviennent disponibles au besoin. Par conséquent, la conception globale peut
être considérée comme le processus progressif de compréhension et de représentation
du domaine, les sources de données disponibles et les relations entre elles. L'objectif
est de soutenir l'évolution de l'ontologie et des mappages de telle sorte que le système
continue à fonctionner tout en évoluant.
L'ontologie et les mappages correspondants aux sources de données constituent un
terrain d'entente pour la documentation de toutes les données de l'organisation, avec
des avantages évidents pour la gouvernance et la gestion du système d'information [87].
2.2.2 Description logique pour OBDA avec bases de données
La notion clé d'OBDA avec les bases de données est la réécriture des requêtes.
L'utilisateur formule une requête q dans le vocabulaire d'une ontologie donnée T . (T, q)
est appelée une requête à l'ontologie. La tâche d'un système OBDA est de "réécrire" q et
T dans une nouvelle requête q
′
dans le vocabulaire des données de sorte que, pour toute
donnée A possible (dans ce vocabulaire), les réponses à q plus (T,A) sont précisément
le même que les réponses à q
′
sur A. Ainsi, le problème de l'interrogation des données A
(dont la structure n'est pas connue de l'utilisateur) en termes d'ontologie T (accessible
à l'utilisateur) est réduit au problème de l'interrogation A directement [87].
36
Chapitre 2 : Débogage d'ontologie : Traitement sur les bases de connaissances DL-Lite
2.3 Caractéristiques d'une base de connaissancesDL-
Lite
Pour toutes les caractéristiques suivantes, on considère une base de connaissances
DL-Lite K = 〈T ,A〉. Avec, T = {Tp, Tn} est la TBox qui se compose d'un ensemble
d'axiomes d'inclusion positive Tp de la forme B1 v B2 (dépendance d'inclusion), et
Tn est l'ensemble d'axiomes d'inclusion négative de la forme B1 v ¬B2 (contrainte
d'intégrité).
2.3.1 Incohérence et inconsistance
Une base de connaissances DL-Lite K = 〈T ,A〉 est dite incohérente s'il existe au
moins un concept non satisfaisant (aucun individu ne peut appartenir au concept) ;
T |= ∃C ∈ NC , CI 6= ∅ [40]. Dans la plupart des travaux actuels sur les ontologies,
le problème de l'incohérence est souvent discuté au niveau de la base de terminologie
TBox. D'autre part, une base de connaissances DL-Lite K = 〈T ,A〉 est inconsistante
si et seulement si elle n'admet aucun modèle [88].
L'incohérence et l'inconsistance sont liées entre elles. Autrement dit, l'incohérence
est une cause potentielle de l'inconsistance. Par exemple, la base de connaissances
K = 〈T ,A〉 avec T = {B v ¬C,C v B} est incohérente mais elle est consistante. Si
on suppose que B est un concept insatisfaisant, et si on ajoute une instance a à B,
l'ontologie sera incohérente et inconsistante [89].
2.3.2 Réductibilité de FOL
Cette propriété réduit les tâches de raisonnement dans la base de connaissances DL-
Lite à l'évaluation sur la ABox des requêtes FOL (First Order Logic) obtenues à partir
de T . En eﬀet, les tâches de raisonnement sont réalisées en deux étapes : La première
consiste à produire des requêtes FOL en utilisant des axiomes de TBox. La deuxième
étape consiste à évaluer les requêtes obtenues sur la Abox qui peuvent être stockées
dans une base de données relationnelle. La propriété de réductibilité de FOL n'est pas
toujours garantie pour tous les fragments de DL-Lite indiqués dans 1.4.8.2 [89] [5].
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Le Tableau 2.1 donne l'équivalence entre les axiomes DL-Lite et les formules FOL
(A,B sont des concepts, R,P sont des rôles, et a, b, c sont des individus).
Axiome DL-Lite Formule FOL
A v B / (A v ¬B) ∀a.A(a)→ B(a) / (∀a.A(a)→ ¬B(a))
A v ∃R / (A v ¬∃R) ∃a.A(a)→ ∃b.R(a, b) / (∃a.A(a)→ ¬∃b.R(a, b))
A v ∃R− / (A v ¬∃R−) ∃a.A(a)→ ∃b.R(b, a) / (∃a.A(a)→ ¬∃b.R(b, a))
∃R v A / (∃R v ¬A) ∀a.∃b.R(a, b)→ A(a) / (∀a.∃b.R(a, b)→ ¬A(a))
∃R− v A / (∃R− v ¬A) ∀a.∃b.R(b, a)→ A(a) / (∀a.∃b.R(b, a)→ ¬A(a))
∃R v ∃P / (∃R v ¬∃P ) ∀a.∃b.R(a, b)→ ∃c.P (a, c) / (∀a.∃b.R(a, b)→ ¬∃c.P (a, c))
∃R v ∃P− / (∃R v ¬∃P−) ∀a.∃b.R(a, b)→ ∃c.P (c, a) / (∀a.∃b.R(a, b)→ ¬∃c.P (c, a))
∃R− v ∃P / (∃R− v ¬∃P ) ∀a.∃b.R(b, a)→ ∃c.P (a, c) / (∀a.∃b.R(b, a)→ ¬∃c.P (a, c))
∃R− v ∃P− / (∃R− v ¬∃P−) ∀a.∃b.R(b, a)→ ∃c.P (c, a) / (∀a.∃b.R(b, a)→ ¬∃c.P (c, a))
R v P / (R v ¬P ) ∀a, b.R(a, b)→ P (a, b) / (∀a, b.R(a, b)→ ¬P (a, b))
R− v P / (R− v ¬P ) ∀a, b.R(a, b)→ P (b, a) / (∀a, b.R(a, b)→ ¬P (b, a))
R v P− / (R v ¬P−) ∀a, b.R(a, b)→ P (b, a) / (∀a, b.R(a, b)→ ¬P (b, a))
R− v P− / (R− v ¬P−) ∀a, b.R(a, b)→ P (a, b) / (∀a, b.R(a, b)→ ¬P (a, b))
(functR) ∀a, b, c.R(a, b) ∧R(a, c)→ b = c
(functR−) ∀a, b, c.R(a, b) ∧R(c, a)→ b = c
Table 2.1  Équivalence entre les axiomes DL-Lite et les formules FOL.
2.3.3 Fermeture négative
La fermeture négative de T notée par c`n(T ), représente la propagation des axiomes
négatifs en utilisant à la fois des axiomes positifs et des axiomes négatifs dans la TBox.
Pour obtenir c`n(T ) de DL-Litecore nous utilisons les règles suivantes à plusieurs re-
prises jusqu'à atteindre un point ﬁxe [3] :
 Tous les axiomes négatifs de T sont dans c`n(T ).
 Tous les axiomes de fonctionnalité de T sont dans c`n(T ).
 Si A v B dans T et B v ¬C (ou C v ¬B) dans c`n(T ). Alors, A v ¬C est
dans c`n(T ).
 Si R v P dans T et ∃P v ¬E (ou E v ¬∃P ) sont dans c`n(T ). Alors, ∃R v ¬E
est dans c`n(T ).
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 Si R v P dans T et ∃P− v ¬E (ou E v ¬∃P−) sont dans c`n(T ). Alors,
∃R− v ¬E est dans c`n(T ).
Exemple 3. Nous considérons la TBox donnée dans l'exemple 2, l'ensemble initiale
de la fermeture négative de cette TBox est : c`n(T ) = {Teacher v ¬Student} ∪
{funct HasSsupervisor}. En suite, nous pouvons déduire l'ensemble ﬁnale de la
fermeture négative par l'application des règles d'inclusions :







2.3.4 Calcul des conﬂits
Cette propriété suit l'algorithme donné par [3] pour vériﬁer la consistance d'une
base de connaissances DL-Lite. Par conséquent, notre travail doit adapter l'algorithme
en ajoutant un pas de plus aﬁn d'énumérer toutes les paires d'assertions impliquées
dans les conﬂits.
L'algorithme 1 décrit comment calculer C(K∪{N}) ; l'ensemble C(K′) stocke les élé-
ments de conﬂits ; pour chaque axiome négatif de NI X v ¬Y de c`n(T ′). L'algorithme
recherche l'existence d'une contradiction dans ABox (vériﬁer si {X v ¬Y, (α, β)} est
consistant ou non).
Exemple 4. On considère K = 〈T ,A〉 une base de connaissances avec T = {A v
¬B,C v D}, et A = {B(a), C(a), A(a)}. Nous avons, c`n(T ) = {A v ¬B}. Par
conséquence, {(A v ¬B), (B(a), C(a))} et {(A v ¬B), (A(a), C(a))} sont consistants.
Mais, {(A v ¬B), (B(a), A(a))} est inconsistant. Donc, C(K) = {(B(a), A(a))}. 
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Algorithme 1 Calcul de l'ensemble de conﬂits
Input: K = 〈T ,A〉
Output: C(K)
1: K′ = 〈T ′ ,A′〉 ←− K ∪ {N}
2: C(K′)←− ∅
3: for (X v ¬Y ) ∈ c`n(T ′) do
4: for (α, β) ∈ A′ do
5: if {(X v ¬Y ), (α, β)} est inconsistant then
6: C(K′)←− C(K′) ∪ (α, β)
7: return C(K′)
Pour calculer C(K ∪ {N}), il faut d'abord obtenir la fermeture négative c`n(T ′),
par l'utilisation des règles rappelées dans la section 2.3.3. Le calcul des conﬂits procède
à l'évaluation sur A′ pour chaque axiome négatif NI dans c`n(T ′), aﬁn de montrer si
A′ contient des paires d'assertions qui contredisent avec les axiomes NI.
Intuitivement, l'évaluation de chaque X v ¬Y de c`n(T ′), tout simplement renvoie
tout (X(x), Y (y)), tel que X(x) et Y (y) appartiennent à A′ . X(x) et Y (y) sont des
assertions de concept de base ou des assertions de rôle de la forme R(x, y) si X et Y
=∃R ou de la forme R(y, x) si X et Y=∃R−. Le résultat de l'évaluation d'un axiome NI
est une collection d'ensembles contenant deux éléments (Cette particularité est détaillée
dans le prochain chapitre).
2.3.5 Traitement d'inconsistance sur DL-Lite
La principale approche de la gestion des inconsistances consiste à éliminer l'inconsis-
tance en calculant d'abord les sous-ensembles consistants qui rétablissent la consistance
de la base initiale, puis les utiliser pour eﬀectuer des inférences.
Déﬁnition 1. Soit K une base de connaissances inconsistante. Un sous-ensemble maxi-
mal consistant de K, désigné par K′, est déﬁni comme suit :
 K′ ⊆ K.
 K′ est consistante.
 ∀K′′, Si K′ ⊆ K′′ ⊆ K, alors K′′ est inconsistante.
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Le problème de gérer l'inconsistance est important dans le projet OBDA. Dans
ce cadre, l'inconsistance est déﬁnie par rapport à certaines assertions qui contredisent
avec la terminologie TBox. Cette TBox est généralement vériﬁé et validé alors que
les assertions peuvent être fournies en grandes quantités par des sources diverses et
peuvent contredire avec TBox. Par conséquence, il est diﬃcile de vériﬁer et de valider
manuellement toutes les assertions de la ABox.
De nombreuses stratégies d'inférence sont proposées pour sélectionner l'ensemble de
sous-bases consistantes de K aﬁn d'eﬀectuer des inférences. Comme il sera mentionné
dans le chapitre 3, une extension de ces stratégies d'inférence est proposée lorsque la
base des connaissances est stratiﬁée avec priorité [91] [92].
Plusieurs travaux existants [93], [67], [18] et [19] fondamentalement inspirés par
les approches proposées dans le domaine de base de données, ont essayé de traiter
l'inconsistance dans DL-Lite en adoptant plusieurs méthodes d'inférence. Toutes les
approches proposées sont basées sur la notion de réparation qui est fortement liée
à la notion de réparation de base de données aﬁn de répondre aux requêtes posées
sur des bases de données inconsistantes. Cette notion de réparation a été étendue au
DL-Lite en déﬁnissant la base d'assertion réparée qui est simplement une sous base
d'assertions maximale consistante avec la terminologie. Cette dernière a été inspirée
des sous ensembles maximales cohérentes déﬁnies dans la logique propositionnelle.
2.4 Bases de connaissances DL-Lite MBox
Déﬁnition 2. Nous appelons MBox une base de connaissances DL-Lite avec multiple
ABox de la forme KM = 〈T ,M〉 sachant que T soit un standard TBox de DL-Lite,
et M = {A1, · · · ,An} est un ensemble multiple des assertions, et chaque Ai est un
standard ABox de DL-Lite.
Dans la déﬁnition 2, il n'y a pas d'hypothèse supplémentaire concernant la consis-
tance pour chaque 〈T ,Ai〉. Cependant, 〈T ,∪Ai∈MAi〉 peut être susceptible d'être in-
consistant. MBox est considéré comme un moyen pratique de représenter une source
multiple d'informations où chaque Ai ∈ ABox fournit par une source d'informations
distincte. Dans ce cas, chaque élément du MBox reﬂète comme une réparation de la
base de connaissances DL-Lite inconsistante.
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2.4.1 Fermeture déductive sur MBox
L'application de la fermeture déductive sur un ABox conduit à produire toutes les
assertions possibles dans cette ABox. Dans le cas d'une base de connaissances KM =
〈T ,M〉 avec MBoxM = {A1 · · · An}. Tp est l'ensemble de tous les axiomes d'inclusion
positive de T . DI est l'ensemble de tous les individus dans toutes les ABoxs. DC est
l'ensemble des concepts, et DR l'ensemble des rôles dans KM :
 La fermeture déductive d'un ABox Ai par rapport à T est déﬁnie comme suit :
C`T (Ai) = {B(a) : 〈Tp,Ai〉 |= B(a), B ∈ DC , a ∈ DI}⋃
R(a, b) : 〈Tp,Ai〉 |= R(a, b), R ∈ DR, (a, b) ∈ DI}.
 La fermeture déductive deMBox est déﬁni comme suit :
oc`(M) = {C`T (Ai) : Ai ∈M}.
Exemple 5. Si KM = 〈T ,M〉 une base de connaissances avec T = {B v C, ∃R v
P}, et M = {{B(a), R(a, b)}, {C(b)}}. La fermeture déductive de M est : oc`(M) =
{C`T ({B(a), R(a, b)}) ∪ C`T ({C(b)})}={B(a), C(a), R(a, b), P (a, b), C(b)}. 
2.4.2 Stratégies d'inférence sur MBox
Une stratégie d'inférence prend comme entrée un MBox M, un TBox, et une re-
quête. Il vise à trouver s'il existe une réponse pour cette requête sur l'ensemble des
ABoxs de la base de connaissances MBox DL-Lite. Plusieurs stratégies d'inférence
peuvent être appliquées sur une base de connaissances MBox DL-Lite KM = 〈T ,M〉.
Les inférences les plus connues sont : Universal inference, Existential inference [67],
Majority inference [94] [69] [95], Cardinality inference [9], et safe inference [96].
2.4.2.1 Inférence universelle
Déﬁnition 3. On considère KM = 〈T ,M〉 une base de connaissances avec MBox
M = {A1 · · · An}. Une requête q est considérée comme une inférence universelle de
KM, notée par KM |=∀ q, si et seulement si ∀Ai ∈M, 〈T ,Ai〉 |= 3 q.
3. |= est la conséquence standard utilisée dans la base de connaissances DL-Lite inconsistante [3]
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Cette stratégie basée sur l'inférence universelle stipule qu'une conclusion est valable
si et seulement si elle peut être obtenue à partir de toutes les ABoxs Ai d'un MBox
M donné. L'inférence universelle est un moyen standard de dériver des conclusions
de diﬀérentes sources. Elle est appelée aussi : inférence sceptique, utilisée par exemple
dans le raisonnement par défaut dans laquelle il n'accepte que les conclusions dérivées
de chaque source d'information [97].
Autrement dit, l'utilisation de la relation de conséquence universelle, répond à une
requête q à partir d'une base de connaissances DL-Lite MBox KM, est déﬁnie comme
l'intersection des réponses de q obtenues à partir de chaque base de connaissances
DL-Lite standard Ki de KM.
Exemple 6. Si KM = 〈T ,M〉 une base de connaissances avec T = {B v C,C v ¬D},
etM = {{B(a), D(b)}, {C(a)}}. On peut vériﬁer que KM |=∀ C(a) ; car :
 〈T , {B(a), D(b)}〉 |= C(a). et 〈T , {C(a)}〉 |= C(a). 
2.4.2.2 Inférence existentielle
Déﬁnition 4. On considère KM = 〈T ,M〉 une base de connaissances avec MBox
M = {A1 · · · An}. Une requête q est considérée comme une inférence existentielle de
KM, notée par KM |=∃ q, si et seulement si ∃Ai ∈M, 〈T ,Ai〉 |= q.
La stratégie d'inférence existentielle est une stratégie d'inférence qui ne vériﬁe que
si une conclusion existe dans au moins un ABox d'un MBox donné.
L'inférence existentielle, appelée aussi : inférence crédule, est une relation d'inférence
très aventureuse, qui peut conduire à un ensemble de conclusions inconsistantes.
Exemple 7. On considère KM = 〈T ,M〉 une base de connaissances avec T = {B v
C,C v D}, etM = {{B(a), D(b)}, {C(a), D(a)}}.
On peut vériﬁer que KM |=∃ D(b) ; car : 〈T , {B(a), D(b)}〉 |= D(b) 
2.4.2.3 Inférence Saine
Déﬁnition 5. On considère KM = 〈T ,M〉 une base de connaissances avec MBox
M = {A1 · · · An}. Une requête q est considérée comme une saine inférence de KM,
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Cette stratégie d'inférence considère les conclusions valides celles qui sont dérivées
à l'intersection de toutes les ABoxs. Évidemment, l'inférence saine est une relation
d'inférence très conservatrice puisqu'elle considère uniquement les assertions communes
entre les diﬀérents ABoxs pour eﬀectuer des inférences.
Exemple 8. On considère KM = 〈T ,M〉 une base de connaissances avec T = {B v




Donc, KM |=∩ B(a). 
D'autres stratégies d'inférence supplémentaires oﬀrent un bon compromis entre les
inférences universelles, existentielles et les inférences saine. Ces relations d'inférence
appelées : inférence basée sur la majorité (Majority inference), inférence basée sur
la proportionnalité (Cardinality inference), et inférence sans objection (non objection
inference).
2.4.2.4 Inférence basée sur la majorité
Déﬁnition 6. On considère KM = 〈T ,M〉 une base de connaissances avec MBox
M = {A1 · · · An}. Une requête q est considérée comme une inférence basée sur la
majorité de KM, notée par KM |=maj q, si et seulement si :




L'inférence basée sur la majorité (maj pour abréger) considère une conclusion valide
si elle est conﬁrmée par la majorité des ABoxs. C'est à dire, elle déduit de plus de la
moitié des ABoxs dansM.
Exemple 9. On considère KM = 〈T ,M〉 une base de connaissances avec T = {B v
C,B v ¬D}, etM = {{B(a), D(b)}, {C(a), D(b)}, {B(b)}}.
On a : |M| = 3, et 〈T , {B(a), D(b)}〉 |= C(a), 〈T , {C(a), D(b)}〉 |= C(a),
〈T , {B(b)}〉 2 C(a). Donc, KM |=maj C(a). 
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2.4.2.5 Inférence basée sur la proportionnalité
Déﬁnition 7. On considère KM = 〈T ,M〉 une base de connaissances avec MBox
M = {A1 · · · An}, et 0 6 α 6 1. Une requête q est considérée comme une inférence
α-proportionnelle de KM, notée par KM |=α q, si et seulement si :
|Ai : Ai ∈M, 〈T ,Ai〉 |= q|
|M| > α
L'inférence basée sur la proportionnalité (prop pour abréger) exige qu'une conclu-
sion soit valide si elle peut être dérivée d'une proportion α de ABox d'une MBox.
Dans cette inférence, trois cas distingués selon le paramètre α :
 Si α = 1. Alors, nous récupérons l'inférence universelle.
 Si α >
1
2
. Alors, nous récupérons l'inférence basée sur la majorité.
 Si α = const. Alors, nous récupérons l'inférence existentielle.
Exemple 10. On considère KM = 〈T ,M〉 une base de connaissances avec T = {B v
C,B v ¬D}, etM = {{B(b), D(b)}, {C(a), D(b)}, {B(b)}, {C(b)}}. Si α = 3/4
On a : |M| = 4, et 〈T , {B(b), D(b)}〉 |= C(b), 〈T , {B(b)}〉 |= C(b), et 〈T , {C(b)}〉 |=
C(b). Donc, KM |=α=3/4 C(b). 
2.4.2.6 Inférence sans objection
Déﬁnition 8. On considère KM = 〈T ,M〉 une base de connaissances avec MBox
M = {A1 · · · An}. Une requête q est considérée comme une inférence de sans objection
de KM, notée par KM |=obj q, si et seulement si :
 ∃Ai ∈M : 〈T ,Ai〉 |= q. et
 @Aj ∈M : 〈T ,Aj〉 |= ¬q.
L'inférence sans objection est une stratégie d'inférence où une conclusion q est
acceptée si elle peut être obtenue en utilisant au moins un ABox, mais il n'y a pas un
ABox implique ¬q.
Exemple 11. On considère KM = 〈T ,M〉 une base de connaissances avec T = {B v
C,C v D}, etM = {{B(a), D(b)}, {C(a), D(b)}, {C(b)}}.
On peut vériﬁer que : KM |=obj C(a). 
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2.4.2.7 Comparaison entre les stratégies d'inférence sur MBox
Intuitivement, si q est une formule de premier ordre, l'inférence de sans objection
est plus prudente que la relation d'inférence existentielle, mais elle est plus productive
que la relation d'inférence universelle.
D'après les Déﬁnitions 4 à 8, les propositions suivantes résument les relations entre
les diﬀérentes stratégies d'inférence sur une base de connaissances DL-Lite MBox :
Proposition 1. On considère KM = 〈T ,M〉 une base de connaissances avec MBox
M = {A1 · · · An}, et q une requête, Donc :
i) Si 〈T ,M〉 |=∩ q alors 〈T ,M〉 |=∀ q.
ii) Si 〈T ,M〉 |=∀ q alors 〈T ,M〉 |=maj q.
La démonstration de cette proposition à été donné dans [123] :
i) Il a vériﬁé que Ai ∈M. Donc, (
⋂
Ai∈MAi) ⊆ Ai.
ii) Il a vériﬁé que l'inférence universelle requiert la requête q soit valable pour toutes
les ABoxs dansM. Donc, q est valable pour au moins la moitié de Ai ∈M.
Des contre-exemples de cette proposition 1 sont donnés dans l'exemple 12 :
Exemple 12.
i) On considère KM = 〈T ,M〉 une base de connaissances avec T = {B v C,C v
D}, etM = {{B(a), D(b)}, {D(a)}, {B(a)}}.
On peut vériﬁer que : KM |=∀ D(a), mais KM 2∩ D(a).
ii) On considère KM = 〈T ,M〉 une base de connaissances avec T = {C v B,C v
¬D}, etM = {{B(a), D(b)}, {C(a)}, {D(b)}}.
On peut vériﬁer que : KM |=maj B(a), mais KM 2∀ B(a), car :
KM = 〈T , {D(b)}〉 2 B(a). 
La Proposition 2 donne les relations entre les diﬀérentes stratégies d'inférence à
partir de deux MBox où l'un est inclus dans l'autre :
Proposition 2. On considère KM1 = 〈T ,M1〉 et KM2 = 〈T ,M2〉 deux bases de
connaissances MBox DL-Lite, avecM1 ⊆M2, q une requête, Donc :
i) Si 〈T ,M2〉 |=∀ q alors 〈T ,M1〉 |=∀ q.
ii) Si 〈T ,M2〉 |=∩ q alors 〈T ,M1〉 |=∩ q.
iii) 〈T ,M2〉 |=maj q et 〈T ,M1〉 |=maj q sont incomparables.
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La démonstration de cette proposition à été donné dans [123] :
i) M1 ⊆ M2 signiﬁe que ∀Ai ∈ M1, on a Ai ∈ M2. Donc, si q valable avec tous
Ai deM1, alors il est valable avec tous Aj deM2.





Des contre-exemples pour cette proposition 2 sont donnés dans l'exemple 13 :
Exemple 13.
i) et ii) On considère KM1 = 〈T ,M1〉, M1 = {B(a), C(a)}, et KM2 = 〈T ,M2〉,
M2 = {{B(b), C(b)}, {C(b)}, {C(b), C(a)}}. T = {B v C}. Tout d'abord, noter
que : M1 ⊆ M2. On peut vériﬁer clairement, 〈T ,M2〉 |=∀ B(b), 〈T ,M2〉 |=∩
C(b). Mais, 〈T ,M1〉 2∀ B(b), et 〈T ,M1〉 2∩ C(b).
iii) Concernant l'inférence basée sur la majorité, On peut vériﬁer que :
〈T ,M1〉 |=maj B(a), mais 〈T ,M2〉 2maj B(a). D'autre part, 〈T ,M2〉 |=maj
C(b), mais 〈T ,M1〉 2maj C(b). 
La Proposition 3 donne les relations entre l'inférence sur la base MBox et sa ferme-
ture déductive oc`(M) :
Proposition 3. On considère M1 et M2 deux bases de connaissances MBox DL-
Lite,M1 ⊆M2, sachant queM2 la fermeture déductive deM1. q une requête, Donc :
i) 〈T ,M1〉 |=∀ q si et seulement si 〈T ,M2〉 |=∀ q.
ii) 〈T ,M1〉 |=maj q si et seulement si 〈T ,M2〉 |=maj q.
iii) 〈T ,M1〉 |=∩ q si et seulement si 〈T ,M2〉 |=∩ q.
La démonstration de cette proposition à été donné dans [123] :
i) et ii) La démonstration consiste à suivre le fait que dans DL-Lite standard. Si
A est une consistante ABox respect T , alors 〈T ,A〉 |= q si et seulement si
〈T , C`T (A)〉 |= q.









La Figure 2.2 représente les relations entre les diﬀérentes stratégies d'inférence sur les
bases de connaissances MBox DL-Lite. L'inférence la plus conservatrice est l'inférence
Safe. L'inférence existentielle est l'inférence la plus productive.
Dans la Figure 2.2, X −→ Y signiﬁe que chaque conclusion de X est également une
conclusion de Y .
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Figure 2.2  Comparaison entre les stratégies d'inférence sur MBox.
Dans la ﬁgure 2.2, les preuves des relations d'inclusion 1 et 2 sont données dans la
Proposition 1. Des contre-exemples pour l'inverse des relations 1, 2 sont données dans
l'exemple 12.
2.5 Autres Travaux
L'inconsistance dans la manipulation sur les ontologies est un problème très impor-
tant qui a reçu une attention particulière (les travaux sur le débogage ou la réparation
des connaissances) au cours des dernières années [98], [99], [65].
La sélection d'un sous-ensemble est une conséquence de traitement des bases de
connaissances inconsistantes. La base de connaissances résultante ne contiendra pas
de formules qui ne sont pas présentées dans la base de connaissances d'origine. En
travaillant uniquement avec des informations explicitement fournies, c'est le point de
vue de Hansson [100].
Le travail de [18] est orienté vers la gestion des inconsistances dans un contexte de
OBDA. Quatre sémantiques tolérantes aux inconsistances appelées : AR, IAR, CAR
et ICAR ont été proposées. Une sémantique tolérante à l'inconsistance correspond à
notre travail est suivi d'une stratégie d'inférence. En plus, une nouvelle sémantique,
appelée ICR, a été donnée comme une approximation pour la sémantique AR.
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Dans [19], deux paramètres de tolérance d'incohérence sémantiques, appelées :
k-support et k-defeater, ont été étudiées pour les logiques DL-Litehorn et DL-Litecore
qui sont montrés pour la vériﬁcation de l'instance. En terme de complexité, le calcul
de complexité dans le cadre DL-Litecore est NLSpace, et pour la sémantique k-support
et pour k-defeater est NP.
Une autre famille de paramètres sémantiques, appelée sémantique k-paresseuse, a
été proposée dans [101]. Cependant, comme il est mentionné dans [19]. Ces sémantiques
ne sont pas une approximation de la réponse de requête cohérente.
Dans [102], une approche de raisonnement sémantique à quatre valeurs, a été pro-
posée pour raisonner dans des bases de connaissances DL-Lite inconsistantes.
2.6 Conclusion
Les paramètres de projet OBDA étudient comment interroger un ensemble des
sources de données indépendantes à l'aide d'une vue ontologique uniﬁée. Nous nous
situons dans le contexte de la gestion spéciﬁque lorsque les sources de données soient
réunies sont incompatibles.
Ce chapitre produit une feuille de route des diﬀérentes caractéristiques techniques
d'une base de connaissances DL-Lite avec un ABox multiple. De plus, de nombreuses
stratégies d'inférence sont discutées.
Le reste de cette thèse étudie ce problème d'inconsistance dans le cas où les bases
de connaissances DL-Lite seront ordonnées par des priorités.
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Chapitre 3
Gestion d'inconsistance dans DL-Lite
avec priorités
"What a computer is to me is the most remarkable tool that we have ever come up
with. It's the equivalent of a bicycle for our minds."
Steve Jobs.
3.1 Introduction
Le problème d'inconsistance dans les bases de connaissances DL-Lite se produit
souvent lorsque les assertions sont fournies par plusieurs sources conﬂictuelles ayant
des niveaux de ﬁabilité diﬀérents. Nous proposons diﬀérentes stratégies d'inférence
basées sur la sélection d'une base d'assertions consistante, appelée réparation préférée.
Pour chaque stratégie, un algorithme polynomial pour calculer la réparation préférée
unique a été proposé. La sélection d'une réparation unique est importante car elle
permet un traitement eﬃcace des requêtes. Il est important de noter que certaines
relations d'inférence sont spéciﬁques à DL-Lite, même si elles sont inspirées par d'autres
formalismes tel que la logique propositionnelle avec des paramètres.
Ce chapitre étudie les diﬀérentes approches pour traiter les bases de connaissances
inconsistantes DL-Lite dans le cas où la base d'assertions est prioritisée et incompatible
avec la base terminologique.
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D'abord, nous avons résumé dans le Tableau 3.1 les diﬀérentes notations de répa-
ration qui seront utilisées dans ce chapitre.
Abréviation Déﬁnition Signiﬁcation
MAR(A) 9 Réparation maximale d'inclusion de A
C(A) 10 Ensemble de conﬂits dans A
free(A) 11 Ensemble des éléments libres dans A
c`(A) 12 La clôture prioritaire de A
`c`(A) 14 La clôture prioritaire local de A
Consrank(K) 15 La degré de consistance de K
pi(A) 15 Réparation à base de la théorie des possibilités
`(A) 16 Réparation à base linéaire
nd(A) 17 Réparation à base de d'assertions libres prioritaires
c`nd(A) 18 Réparation à base de clôture d'assertions libres prioritaires
`nd(A) 19 Réparation à base linéaire d'assertions libres prioritaires
Table 3.1  Notations de réparations utilisées.
3.2 Base de connaissances DL-Lite avec priorité
Une base de connaissances DL-Lite avec priorité (la priorité est dans la bases d'as-
sertions ABox) est l'ensemble des assertions noté par : A=(S1, · · · ,Sn). Les ensembles
Si sont appelés couches ou strates. Chaque couche Si contient l'ensemble des assertions
ayant le même niveau de priorité i et elles sont considérées comme les plus ﬁables que
celles présentes dans une couche Sj lorsque j > i. Par conséquent, S1 contient les asser-
tions les plus importantes, tandis que, Sn contient les assertions les moins importantes.
Dans le reste de ce chapitre et dans le chapitre suivant et quand il n'y a pas d'am-
biguïté, nous utilisons simplement la notation de DL-Lite K=〈T ,A〉 pour référer une
base de connaissances DL-Lite avec priorité de la forme : A=(S1, · · · ,Sn).
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3.2.1 Approches de tolérance aux inconsistances dans DL-Lite
avec priorité
3.2.2 Le concept de réparations
Dans le cadre OBDA (Ontology Based Data Access), et lorsque T est cohérente,
avant de calculer l'inconsistance deK=〈T ,A〉, il faut d'abord calculer les sous-ensembles
consistants des assertions (pas nécessairement maximales), appelées réparations, avant
de les utiliser pour eﬀectuer l'inférence (c'est-à-dire la réponse à la requête). Formelle-
ment, une réparation est déﬁnie comme suit :
Déﬁnition 9. On considère K=〈T ,A〉 une base de connaissances inconsistant DL-Lite
avec priorité ; A = (S1, · · · ,Sn).
Un sous-ensemble R ⊆ (S1 ∪ · · · ∪ Sn) est dit une réparation si 〈T ,R〉 est consistant.
R est dit une réparation maximale (pour l'inclusion) de K, noté par MAR, si 〈T ,R〉
est consistant et ∀R′ ⊆ (S1 ∪ · · · ∪ Sn) : R ( R′,〈T ,R′〉 est inconsistant.
Selon la Déﬁnition 9, l'ajout d'une assertion f de (S1 ∪ · · · ∪ Sn) \ R à R implique
l'inconsistance de 〈T ,R∪ {f}〉. La réparation maximale d'inclusion MAR est utilisée
dans le sens de l'inclusion d'ensemble. Nous désignons parMAR(A) l'ensemble deMAR
de A par rapport à T . La déﬁnition de MAR coïncide avec la déﬁnition de réparation
des ABoxs proposée dans [16].
L'utilisation de la notion de réparation, pour calculer l'inconsistance dans les bases
de connaissances DL-Lite peut être réalisée en appliquant la réponse de requête stan-
dard soit en utilisant l'ensemble des réparations (implication universelle) ou
AR-conséquence [16] ou seulement en utilisant une réparation.
3.2.3 L'ensemble de Conﬂit et l'ensemble libre
Un conﬂit est un sous-ensemble minimal C d'assertions de A tel que K=〈T , C〉 est
inconsistant.
Déﬁnition 10. On considère K=〈T ,A〉 une base de connaissances DL-Lite avec prio-
rité. Un sous-ensemble C ⊆ A est dit un conﬂit d'assertions de K si et seulement si
〈T , C〉 est inconsistant et ∀ f ∈ C, 〈T , C \ {f}〉 est consistant.
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Selon la Déﬁnition 10, la suppression d'une instance f de C restaure la consistance
de 〈T , C〉. Dans DL-Lite avec un TBox cohérente, un conﬂit nécessite exactement deux
assertions [16]. Nous notons par C(A) l'ensemble de conﬂits dans A. On note aussi par
Conf la complexité de calcul de l'ensemble des conﬂits C(A) d'un standard DL-Lite.
Pour vériﬁer si 〈T ,A〉 est consistant ou non, revient de vériﬁer si C(A) est vide ou non.
Une caractéristique intéressante de DL-Lite est que le calcul de l'ensemble des
conﬂits se fait en temps polynomial [103]. La déﬁnition 11 donne la condition nécessaire
pour qu'une assertion soit libre.
Déﬁnition 11. On considère K=〈T ,A〉 une base de connaissances DL-Lite avec prio-
rité. Une assertion f ∈ A est dite libre si et seulement si ∀c ∈ C(A) : f /∈ c.
Intuitivement, les assertions libres correspondent à des assertions qui ne sont pas
impliquées dans aucun conﬂit. On note par free(A) l'ensemble d'assertions libres dans
A. La notion d'éléments libres free(A) est proposée à l'origine dans le contexte de
la logique propositionnelle [96]. Dans le cadre DL-Lite, free(A) est calculée en temps
polynomial, car le calcul de conﬂits se fait également en temps polynomial.
La formulation de la Déﬁnition 11 avec l'utilisation d'ensemble des réparations





Exemple 14. On considère K = 〈T ,A〉 une base de connaisseuse DL-Lite avec prio-
rité. Tel que : T = {A v ¬B,A v D} et A = {A(b), A(a), D(a), B(a)}.
Nous avons, MAR1 = {A(b), A(a), D(a)}, et MAR2 = {A(b), B(a), D(a)}.
Selon la Déﬁnition 11 : C(A) = {A(a), B(a)}.
Par conséquence, MAR1 ∩MAR2 = {A(b), D(a)} = free(A). 
Pour les bases de connaissances DL-Lite, le libre-conséquence (implication basée sur
les sasserions libres) équivaut à IAR-conséquence proposée dans [67]. En fait, dans le
contexte de la logique propositionnelle, le concept d'un sous-ensemble maximal consis-
tante a été introduit avant le concept des réparations [104]. Par ailleurs, le concept de
libre-conséquence a été introduit dans [96].
L'algorithme 2 représente la fonction qui calcule l'ensemble des éléments libres
free(A) dans un ensemble d'assertions X (elle donne un ensemble de conﬂits C ).
Cette fonction sera utilisée par les algorithmes développés dans la suite.
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Algorithme 2 Ensemble des éléments libres
1: function free(X,C )
Input: X : Ensemble des assertions
Input: C : Liste des conﬂits
Output: Liste des éléments libres dans X
2: return (X\{f : f ∈ X, ∃g ∈ X tel que (f, g) ∈ C })
3.2.4 Notion de clôture prioritaire
Déﬁnition 12. On considère K=〈T ,A〉 une base de connaissances DL-Lite standard.
Tp l'ensemble de tous les axiomes d'inclusion positifs de T ( sous forme A v B). Nous
déﬁnissons la clôture déductive de A comme suit :
c`(A)={B(a) : 〈Tp,A〉 |= B(a) tel que, B est un concept de T et a est un individu de
A} ∪ {R(a, b) : 〈Tp,A〉 |= R(a, b), tel que R est un rôle de T et a,b sont des individus
de A}.
La déﬁnition suivante étend la Déﬁnition 12 au cas de ABox avec priorité.
Déﬁnition 13. On considère K=〈T ,A〉 une base de connaissances DL-Lite avec prio-
rité. Nous déﬁnissons la clôture prioritaire de A noté par c`(A), comme suit :
c`(A) = (S ′1, · · · ,S ′n) telque : ∀i = 1, · · · , n : S ′i = c`(S1 ∪ · · · ∪ Si−1 ∪ Si).
La première motivation de la Déﬁnition 13 est que si une assertion f dérive de
〈K,S1 ∪ · · · ∪ Sn〉 alors f il doit appartenir à c`(A). La deuxième motivation est si f
est dérivé de 〈K,S1 ∪ · · · ∪ Si〉 alors, ∀j > i f ∈ S ′j.
Il existe une autre alternative a la Déﬁnition 13 qui évite la duplication d'ensemble des
conclusions dérivées. L'idée est qu'une assertion dérivée f est ajoutée au rang i si et
seulement si elle peut être obtenue uniquement à partir de Si.
Déﬁnition 14. On considère K=〈T ,A〉 une base de connaissances DL-Lite avec prio-
rité. Nous déﬁnissons la clôture prioritaire locale de A noté par `c`(A) = (S ′1, · · · ,S ′n),
comme suite :
∀i = 1, · · · , n, S ′i = c`(Si).
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3.2.5 Analyse de complexité
L'analyse de complexité consiste à utiliser les résultats de complexité qui sont connus
dans la théorie des graphes concernant le problème de l'ensemble indépendant maximal
MIS (Maximum Independent Set). Nous rappelons que la notion de k-MIS de problème
de décision d'un graphe G, est un ensemble indépendant de taille (au moins) k. D'aprés
[90], la complexité computationnelle de k-MIS est connue d'être NP-complet.
Proposition 4. On considère K = 〈T ,A〉 une base de connaissances DL-Lite in-
consistante. Si R ⊆ A un sous-ensemble de A et GR l'ensemble des n÷uds associés à
R. Alors, R est un sous-ensemble maximal consistant de A si et seulement si GR est
un ensemble indépendant maximal de G.
[123] a donné la démonstration suivante : Si K = 〈T ,A〉 une base de connaissances
DL-Lite inconsistante. Avec T est cohérente. C(A) est l'ensemble de tous les conﬂits
dans A. R une sous-base maximale de A, mais GR n'est pas un ensemble indépendant
maximal de G. Cela signiﬁe qu'il existe un n÷ud f (une assertion de A) tel que f /∈ GR
et ∀g ∈ GR, il n'y a pas d'arc entre f et g. Autrement dit, il existe une assertion f ∈ A
telle que f /∈ R et ∀g ∈ R, il n'y a pas de conﬂit de la forme (f , g). Cela signiﬁe que
R ∪ {g} soit consistant et cela contredit avec la sous-base R. Par ailleurs, le graphe G
associé à K est déﬁni comme suit :
 L'ensemble des n÷uds de G est simplement l'ensemble des assertions dans A
(une assertion = un n÷ud diﬀérent).
 Pour tout (f, g) ∈ C (un conﬂit de K = 〈T ,A〉) un arc non orienté est tracé à
partir de f vers g.
Exemple 15. On considère K = 〈T ,A〉 une base de connaissances avec T = {B v
C,B v ¬D}, et A = {B(a), R(a, b), C(a), D(a), C(b)}.
La Figure 3.1 représente le graphe non orienté associé à K :
D(a) B(a)
C(a) R(a,b)
Figure 3.1  Transformation d'une base DL-Lite vers un graphe non orienté.

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La transformation inverse d'un graphe non orienté G vers une base de connaissances
DL-Lite inconsistante est déﬁnie comme suit :
1. Nous associons à chaque n÷ud e un concept également désigné par E (deux
n÷uds diﬀérents ayant deux concepts associés distincts).
2. Nous utilisons a comme un individu unique utilisé dans A.
3. Pour chaque arc non orienté e −→ f , nous ajoutons un axiome négatif (E v ¬F )
dans T . (TBox associé à G est déﬁni par : T = {E v ¬F : e −→ f est un arc
de G}.
4. La ABox est simplement l'ensemble des n÷uds avec le même individu a ; tel que
A = {E(a) : a est un individu et E est un n÷ud de G}.
5. La base de connaissances DL-Lite associée à un graphe implique seulement un
individu ; Il ne contient pas des axiomes positifs. Alors, ∀E(a) ∈ A et F (a) ∈ A,
(E(a), F (a)) ∈ C(A) si et seulement s'il existe un arc non orienté entre E et F .






Figure 3.2  Transformation d'un graphe non orienté vers une base DL-Lite.
La base de connaissances DL-Lite associée à G est : T = {B v ¬D,D v ¬F}
Tel que : A = {B(a), D(a), C(a), F (a), E(a)}. 
Par l'utilisation des deux transformations ci-dessus, la Proposition 5 donne la com-
plexité du calcul de la cardinalité de la plus grande sous base maximale de A.
Proposition 5. On considère K = 〈T ,A〉 une base de connaissances DL-Lite incon-
sistante. La complexité du calcul de la cardinalité du plus grand sous-ensemble maximal
consistant de K est : O(log2(|A|)∗ (k-MIS).
Pour démontrer cette proposition, il suﬃt d'appliquer une recherche par dichotomie
entre 1 et |A|. Et pour chaque valeur 1 6 k 6 |A| nous appelons un problème de k-MIS.
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Exemple 17. Nous considérons la TBox présenté dans l'exemple 2. Nous supposons
qu'il y a une certaine incertitude concernant l'état et les rôles entre les individus. Les
informations assertionnelles disponibles sont codées par les ABoxs suivants, qui sont







Dans cet exemple, S1 contient les assertions les plus ﬁables, tandis que S5 contient
les assertions les moins ﬁables. Il est facile de vériﬁer que la base de connaissances
K est inconsistante. Par exemple, dans TBox l'axiome ∃HasSupervisor− v Teacher
peut conclure le fait suivant : Teacher(Bill). Mais dans ABox, on a les assertions
Student(Bill) et HasSupervisor(Bob,Bill) cela contredit l'axiome négatif
Teacher v ¬Student.
Pour traiter cette inconsistance, nous essayerons de sélectionner des sous-ensembles
consistants (réparations) à partir de cette base de connaissances inconsistante aﬁn de
répondre de manière signiﬁcative aux requêtes. Pour cette raison, deux sous-bases de
réparations maximales des assertions ont été calculées :
R1 = {Student(Bill), Teacher(John), Teacher(Mary),
Student(Anne), Student(Bob), Researcher(Joe)}
R2 = {Teacher(Bill), T eacher(John), T eacher(Mary),
Student(Bob), Student(Anne), Researcher(Joe),
HasSupervisor(Bob,Bill)}.
En eﬀet, soit nous ignorons l'assertion Student(Bill), et alors les assertions restantes
sont R2 = A \ {Student(Bill)} sont consistantes avec T . Soit nous gardons l'asser-
tion Student(Bill) et dans ce cas nous devons supprimer l'assertion Teacher(Bill)
et HasSupervisor(Bob,Bill) pour restaurer la consistance de 〈T ,A〉. Ensuite, nous
obtenons R1. 
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D'ailleurs, l'ensemble des conﬂits est :
C(A)= {{ Student(Bill), T eacher(Bill) },
{ HasSupervisor(Bob,Bill), Student(Bill) }}
L'ensemble des éléments libres est :
free(A)= {Teacher(John), T eacher(Mary),
Student(Anne), Admin(Joe), Student(Bob)}.
La clôture prioritaire est c`(A) = S ′1 ∪ · · · ∪ S ′5 tel que :
S ′1 = {Student(Bill), Teacher(John)},
S ′2 = {Student(Bill), Teacher(John),
Student(Bob), Teacher(Mary)},












Nous remarquons que Teacher(Joe) est une nouvelle assertion qui a été engendrée
par l'application de l'axiome Researcher v Teacher sur l'assertion Researcher(Joe).

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3.3 Stratégies de calcul des réparations dans DL-Lite
avec priorité
Les approches traitant l'inconsistance dans les bases de connaissances DL-Lite avec
priorité ont été proposées dans le cadre de la logique propositionnelle, mais ils ont
besoin d'une adaptation légère pour être adapté à DL-Lite. Nous proposons diﬀérentes
approches pour traiter le problème de l'inconsistance dans les DL-Lite. L'entrée de
ces approches est une base de connaissances DL-Lite avec priorité K=〈T ,A〉 tel que
A=(S1, · · · ,Sn). La sortie de nos approches est une base de connaissances DL-Lite
standard K′=〈T ,R〉, tel que R n'est pas prioritaire (juste un ensemble des assertions).
K et K′ ont la même base terminologique TBox.R sera appelée une réparation préférée.
Par conséquence, une requête q est déduite de K si elle peut être dérivée, en utilisant
l'inférence standard de DL-Lite de K′.
3.3.1 Réparation à base de la théorie des possibilités
La théorie des possibilités [105] et la logique possibiliste [106] sont des cadres natu-
rels et intuitifs pour représenter des informations incertaines, incomplètes, qualitatives
et prioritaires. L'un des aspects intéressants de la théorie des possibilités est sa ca-
pacité de raisonnement avec une connaissance partiellement inconsistante [107]. La
réparation à base de la théorie des possibilités est basée sur la sélection d'une sous-base
de K consistante, mais pas nécessairement maximale [108]. Cette sous-base est induite
par un niveau de priorité appelé le degré de consistance de K.
Déﬁnition 15. On considère K=〈T ,A〉 une base de connaissances DL-Lite avec prio-
rité. Le degré de consistance de K, noté par : Consrank(K), est déﬁni comme suit :
Consrank(K)=
{
0 si 〈T ,S1〉 est inconsistant.
max {i : 〈T , (S1, · · · ,Si)〉 est consistant} Sinon.
La notion de degré de consistance donnée dans la Déﬁnition 15 est liée à la no-
tion de degré de consistance utilisé dans la théorie des possibilités (où les degrés sont
encodés en utilisant l'intervalle unitaire [0, 1] au lieu d'une stratiﬁcation utilisant des
nombres entiers positifs). La sous-base pi(A) est constituée d'assertions ayant des ni-
veaux de priorité inférieurs ou égaux à Consrank(K). Si K est consistant alors nous
avons considéré que pi(A) = S1 ∪ · · · ∪ Sn.
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Algorithme 3 Réparation à base de la théorie des possibilités
Input: K = 〈T ,A〉 avec A = (S1, · · · , Sn)
Output: Une base d'assertions standard pi(A)
1: if K = 〈T ,A〉 est consistant then
2: return pi(A) = S1 ∪ · · · ∪ Sn
3: else
4: if K = 〈T ,S1〉 est inconsistant then
5: return pi(A) = ∅
6: else
7: ` ← 1
8: u ←− n
9: while (` < u ) do
10: α←− b `+u
2
c
11: if 〈T, S1 ∪ · · · ∪ Sα〉 est consistant then
12: `←− α + 1
13: else
14: u ←− α
15: return pi(A) = S1 ∪ · · · ∪ Sα−1
L'algorithme 3 implémente la Déﬁnition 15 et renvoie une sous-base de réparation
à base de la théorie des possibilités. C'est l'équivalent de l'algorithme proposé par [106]
dans le cadre de la logique propositionnelle proposée par [109] dans le cadre la logique
de description.
Comme dans la logique propositionnelle, l'algorithme 3 a besoin de log2(n) tests de
consistance, où n est le nombre de strates dans A. Noter que, le calcul des réparations
dans la logique propositionnelle standard est une tâche diﬃcile alors qu'il est polynomial
dans DL-Lite [108]. Par conséquent, l'algorithme 3 renvoie la réparation basée sur la
théorie des possibilités en un temps polynomial.
Exemple 18. Nous continuons sur l'exemple 17. Selon l'algorithme 3, on a :
pi(A) = S1 ∪ S2
= {Etudiant(Bill), Enseinant(John),
Enseignant(Mary), Etudiant(Bob)}.
En eﬀet, on peut vériﬁer que 〈T ,S1 ∪ S2〉 est consistant, mais 〈T ,S1 ∪ S2 ∪ S3〉 est
inconsistant. 
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La réparation basée sur la théorie des possibilités peut être considérée comme un
moyen saine pour traiter l'inconsistance, car l'algorithme de réparation s'arrête à la
première couche où l'inconsistance est introduite. Par conséquent, seules les assertions
ayant un degré inférieur ou égal à celui du degré de consistance sont prises en compte
pour tirer des conclusions. Cependant, les assertions ayant des niveaux de priorité
strictement supérieurs au degré de consistance sont simplement inhibées même si elles
ne sont pas impliquées dans aucun conﬂit [110].
Pour surmonter cette limitation et fournir des réparations plus productives ou plus
grandes, une approche linéaire peut être utilisée pour calculer la réparation dans DL-
Lite inconsistant.
3.3.2 Réparation à base linéaire
Une façon de récupérer les assertions inhibées par la réparation à base de la théorie
des possibilités consiste d'utiliser la réparation linéaire à partir de A. La conséquence
linéaire a été utilisé dans le cadre logique propositionnelle [111]. Il a été appliqué pour
la logique de description [109]. La Déﬁnition 16 introduit la notion de sous-ensemble
linéaire.
Déﬁnition 16. On considère K=〈T ,A〉 une base de connaissances DL-Lite avec prio-
rité. La réparation à base linéaire de A, noté par : `(A)= S ′1∪· · ·∪S ′n, est déﬁni comme
suit :
i) Si i=1 :
S ′1 =
{
S1 Si 〈T ,S1〉 est consistant
∅ Sinon
ii) Pour i = 2, · · · , n
S ′i =
{
Si Si 〈T ,S ′1 ∪ · · · ∪ S ′i−1 ∪ Si〉 est consistant.
∅ Sinon.
Clairement, `(A) est obtenu en rejetant une couche Si lorsque ses faits entrent en
conﬂit avec les couches précédentes.
L'algorithme 4 implémente la Déﬁnition 16. La sous-base `(A) est unique et elle
est consistante avec T . Le temps de calcul de complexité de `(A) est en P. En eﬀet,
d'après l'algorithme 4, le calcul de complexité de `(A) a besoin de n unités de temps
de calcul pour vériﬁer la consistance de DL-Lite standard.
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Algorithme 4 Réparation à base linéaire
Input: K = 〈T ,A〉 avec A = (S1, · · · ,Sn)
Output: Une base d'assertions standard `(A)
1: `(A)← ∅
2: for i = 1 à n do
3: if 〈T , `(A) ∪ Si〉 est consistante then
4: `(A)← `(A) ∪ Si
5: return `(A)
Exemple 19. (Exemple 17 continué). Selon la Déﬁnition 16, On a :





Donc, `(A) = S ′1 ∪ S ′2 ∪ S ′3 ∪ S ′4 ∪ S ′5.
= S1 ∪ S2 ∪ S4.
Eﬀectivement, les sous-bases 〈T ,S1 ∪ S2〉 et 〈T ,S1 ∪ S2 ∪ S4〉 sont consistantes. Cepen-
dant, les sous-bases 〈T ,S1 ∪ S2 ∪ S3〉 et 〈T ,S1 ∪ S2 ∪ S4 ∪ S5〉 sont inconsistantes. De
plus, `-conséquence est plus productive que pi-conséquence comme nous le remarquons
dans l'exemple 18. 
Tandis que, `-conséquence et pi-conséquence ne garantissent pas une réparation
maximale. Nous présenterons dans la suite trois nouvelles stratégies qui sélectionnent
uniquement une réparation préférée. Ces stratégies sont basées sur la notion d'assertions
libres prioritaires en ajoutant diﬀérents critères.
3.3.3 Réparation à base d'assertions libres prioritaires
Une autre façon d'obtenir une réparation préférée est de récupérer interactivement,
couche par couche, l'ensemble des éléments libres free(A). La Déﬁnition 17 donne le
calcul d'une réparation à base d'assertions libres prioritaires (Non-Defeated).
62
Chapitre 3 : Gestion d'inconsistance dans DL-Lite avec priorités
Déﬁnition 17. On considère K=〈T ,A〉 une base de connaissances DL-Lite avec prio-
rité. Nous déﬁnissons la réparation à base d'assertions libres prioritaires, notée par
nd(A) comme suite : nd(A) = S ′1 ∪ · · · ∪ S ′n, tel que :
∀i = 1, · · · , n S ′i = free(S1 ∪ · · · ∪ Si).
Par conséquence :
nd(A) = free(S1) ∪ free(S1 ∪ S2) ∪ · · · ∪ free(S1 ∪ · · · ∪ Sn).
Sachant que : free(S1 ∪ · · · ∪ Si) désigne l'ensemble des faits libres en (S1 ∪ · · · ∪ Si).
La réparation à base d'assertions libres prioritaires est une extension de la base
d'assertions libres free(A) lorsque A est prioritaire. La déﬁnition d'assertions libres
prioritaires est une adaptation de la déﬁnition proposée par [112] dans le cadre de la
logique propositionnelle. Clairement, nd(A) ne contient aucun conﬂit ; elle est consis-
tante. En ce qui concerne la complexité de calcul, le calcul des conﬂits se fait dans un
temps polynomial. Car l'ensemble des assertions free peut être obtenu en un temps
linéaire par rapport à l'ensemble des conﬂits.
L'algorithme 5 donne la méthode de calcul de la réparation à base d'assertions libres
prioritaires. Elle calcule d'abord l'ensemble des conﬂits (étape 1). L'étape 2 initialise
simplement nd(A) sur un ensemble vide. L'étape 4 calcule l'ensemble des éléments
conﬂictuels dans S1 ∪ · · · ∪ Si puis ajoute ce résultat à nd(A).
Algorithme 5 Réparation à base d'assertions libres prioritaires
Input: K = 〈T ,A〉 avec A = (S1, · · · ,Sn)
Output: Une base d'assertions standard nd(A)
1: C ← C(A) { Liste de conﬂits }
2: nd(A) ← ∅
3: for i = 1 à n do
4: nd(A)← nd(A)∪ FREE(S1 ∪ · · · ∪ Si,C )
5: return nd(A)
Eﬀectivement, L'algorithme 5 implique directement la Déﬁnition 17. L'ensemble des
conﬂits est calculé une fois dans cet algorithme.
Concernant la complexité de cet algorithme ; elle est égale Conf (pour l'étape 1) plus
O(n) (pour les étapes 2-5), où n est le nombre de strates dans la base de connaissances
DL-Lite K (c'est à dire Conf + O(n)).
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Exemple 20. Nous continuons avec l'exemple 17. Suivant l'algorithme 5, on a :
free(S1) = {Student(Bill), T eacher(John)},
free(S1 ∪ S2) = {Student(Bill), Teacher(John), Student(Bob,
Teacher(Mary)},
free(S1 ∪ S2 ∪ S3) = {Student(Bob), Teacher(John), Teacher(Mary),
Researcher(Joe)},
free(S1 ∪ · · · ∪ S4) = {Student(Bob), Teacher(John), Teacher(Mary),
Student(Anne), Researcher(Joe)}, et
free(S1 ∪ · · · ∪ S5)={Teacher(John), Teacher(Mary), Student(Anne),
Researcher(Joe), Student(Bob)}.
Donc : nd(A) = {Student(Bill), Teacher(John), Researcher(Joe), Student(Bob),
Teacher(Mary), Student(Anne)}. 
Deux stratégies, basées sur la notion d'assertions libres prioritaires, seront décrites
dans les sections suivantes. Elles sont obtenu en ajoutant les critères de la clôture
déductive, et de la consistance.
3.3.4 Réparation à base de clôture déductive d'assertions libres
prioritaires
Quand une réparation d'assertions libres prioritaires est déﬁnie sur A, elle est saine
car elle utilise uniquement des éléments de A qui ne sont pas impliqués dans un conﬂit.
Cependant, et contrairement au langage propositionnel, la réparation d'assertions libres
prioritaires peut être appliquée sur A ou sur sa clôture déductive c`(A) qui conduit à
deux manières diﬀérentes de sélectionner une seule réparation préférée. Nous déﬁnissons
la réparation à base de clôture déductive d'assertions libres prioritaires, comme suit :
Déﬁnition 18. On considère K=〈T ,A〉 une bases de connaissances DL-Lite avec prio-
rité. La réparation à base de clôture déductive d'assertions libres prioritaires, notée par :
c`nd(A)=S ′1 ∪ · · · ∪ S ′n, tel que :
∀i = 1, · · · , n : S ′i = free(c`(S1 ∪ · · · ∪ Si)).
Par conséquence :
c`nd(A) = free(c`(S1)) ∪ free(c`(S1 ∪ S2)) ∪ · · · ∪ free(c`(S1 ∪ · · · ∪ Sn)).
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Nous désignons par free(c`(S1 ∪ · · · ∪ Si)) l'ensemble des faits libres dans (c`(S1 ∪
· · · ∪ Si)).
Si on réfère à la Déﬁnition 9, c`nd(A) n'est pas une réparation de 〈T ,A〉. Eﬀecti-
vement, c`nd(A) pas inclus dans S1 ∪ · · · ∪ Sn car il peut contenir des éléments qui ne
sont pas explicitement indiqués dans A. Malgré ça, nous préférons continuer à utiliser
le terme de réparation pour signiﬁer c`nd(A) qui est une réparation de 〈T , c`(A)〉.
L'algorithme 6 donne le résultat de rajouter la clôture déductive à la réparation
à base d'assertions libres prioritaires qui est obtenue à partir de l'algorithme 5 en
remplaçant A par sa clôture déductive c`(A).
Algorithme 6 Réparation à de clôture déductive d'assertions libres prioritaires
Input: K = 〈T ,A〉 avec A = (S1, · · · ,Sn)
Output: Une base d'assertions standard c`nd(A)
1: C= C(c`(A)) { L'ensemble de conﬂits dans 〈T , c`(A)〉}
2: c`nd(A)← ∅
3: for i = 1 à n do
4: c`nd(A)← c`nd(A)∪ FREE(c`(S1 ∪ · · · ∪ Si),C )
5: return c`nd(A)
Exemple 21. Permettez-nous d'illustrer cette nouvelle stratégie sur notre exemple 17.
free(c`(S1)) = {Student(Bill), Teacher(John)},
free(c`(S1 ∪ S2)) = {Student(Bill), Teacher(John), Student(Bob),
Teacher(Mary)},
free(c`(S1 ∪ S2 ∪ S3)) = {Teacher(Mary), Teacher(John), Student(Bob),
Researcher(Joe), Teacher(Joe)},
free(c`(S1 ∪ · · · ∪ S4)) = {Teacher(Mary), Teacher(John), Student(Bob),
Researcher(Joe), Teacher(Joe), Student(Anne)},
et free(c`(S1 ∪ · · · ∪ S5)) = {Teacher(Mary), Teacher(John), Student(Bob),
Researcher(Joe), Teacher(Joe), Student(Anne)}
Alors, c`nd(A)={Student(Bill), Teacher(John), Student(Bob), Teacher(Mary),
Researcher(Joe), Teacher(Joe), Student(Anne)}.
On peut voir que Teacher(Joe) est une nouvelle assertion qui n'appartient pas à la
partie de la réparation d'assertions libres prioritaires donnée dans l'exemple 20. 
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3.3.5 Réparation à base linéaire d'assertions libres prioritaires
Une autre façon de sélectionner une seule réparation préférée consiste à améliorer
légèrement la réparation à base linéaire et la réparation à base d'assertions libres prio-
ritaires. L'idée est que dans la réparation linéaire au lieu d'ignorer une strate entière
en cas d'inconsistance, on peut seulement ignorer les éléments contradictoires.
La réparation à base linéaire d'assertions libres prioritaires `nd(A) est donnée par
la Déﬁnition 19.
Déﬁnition 19. On considère K=〈T ,A〉 une base de connaissances DL-Lite avec prio-
rité. Nous déﬁnissons la réparation à base linéaire d'assertions libres prioritaires, notée
par :
`nd(A) = S ′1 ∪ · · · ∪ S ′n comme suit :
S ′1 = free(S1),
Pour i = 2, · · · , n S ′i = free(S ′1 ∪ · · · ∪ S ′i−1 ∪ Si).
L'algorithme 7 implique directement la Déﬁnition 19.
Algorithme 7 Réparation à base Linear d'assertions libres prioritaires
Input: K = 〈T ,A〉 avec A = (S1, · · · ,Sn)
Output: Une base d'assertions standard `nd(A)
1: C ← C(A) { L'ensemble de conﬂits }
2: `nd(A)← ∅
3: for i = 1 à n do
4: `nd(A)← `nd(A)∪ FREE(Si ∪ `nd(A),C )
5: return `nd(A)
La fonctionnalité intéressante de `nd-conséquence est qu'une extension de `-conséquence
et nd-conséquence se déroulent sans coût de calcul supplémentaire. C'est à dire, le calcul
`nd(A) est en temps polynomial.
Clairement, `nd(A) entend nd(A) en se concentrant uniquement sur les éléments
de Si qui sont consistants avec S ′1 ∪ · · · ∪ S ′i−1 (plutôt qu'avec S1 ∪ · · · ∪ Si−1).
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Exemple 22. Sur le même exemple 17, nous avons :
S ′1 = free(S1)={Student(Bill), T eacher(John)}
S ′2 = free(S ′1 ∪ S2)
={Student(Bill), T eacher(John), T eacher(Mary), Student(Bob)}
S ′3 = free(S ′1 ∪ S ′2 ∪ S3)
= {Teacher(John), T eacher(Mary), Researcher(Joe)}
S ′4 = free(S ′1 ∪ S ′2 ∪ S ′3 ∪ S4)
= {Teacher(John), T eacher(Mary), Researcher(Joe), Student(Anne)}
S ′5 = free(S ′1 ∪ S ′2 ∪ S ′3 ∪ S ′4 ∪ S5)
= {Teacher(John), T eacher(Mary), Researcher(Joe), Student(Anne)}
Donc : `nd(A) = {Student(Bill), Teacher(John), Teacher(Mary), Researcher(Joe),
Student(Anne), Student(Bob)}. 
3.4 Conclusion
Ce chapitre s'est focalisé sur les méthodes de sélectionner une seule réparation
préférée à partir d'une base de connaissances DL-Lite inconsistante avec priorité. La
sélection d'une seule réparation est importante car elle permet de répondre eﬃcacement
à une requête une fois que la répartition préférée est calculée. Nous avons d'abord
examiné les deux approches bien connues pour la sélection d'une réparation préférée :
la réparation à base de la théorie des possibilités et la réparation linéaire. Ensuite, et
en plus de la réparation à base d'assertions libres prioritaires, nous avons présenté deux
autres stratégies pour sélectionner une réparation préférée en fonction de la réparation
à base d'assertions libres prioritaires en rajoutant le critère de clôture déductive et le
critère de consistance.
La caractéristique commune de toutes ces réparations est qu'elles produisent autant
de conclusions saines que possible comme il sera montré dans nos études expérimentales
dans le chapitre suivant.
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Chapitre 4
Résultats expérimentaux et études
comparatives
"If art interprets our dreams, the computer executes them in the guise of programs !"
Alan J. Perlis.
4.1 Introduction
Plusieurs travaux [114], [115] ont étudié la notion de priorité lors de l'interrogation
de bases de données inconsistantes. Dans [116], une réparation maximale d'inclusion a
été introduite pour répondre aux requêtes d'une base de connaissances SHIQ incon-
sistante. Dans DL-Lite, le seul travail qui existe de [117] a été proposé aﬁn de traiter
le raisonnement sous l'inconsistance dans les bases de connaissances en utilisant les
priorités d'assertions.
Dans ce chapitre, l'accent est mis sur l'évaluation et l'expérimentation des stratégies
de calcul des réparations dans DL-Lite avec priorités. Ces expérimentations permettent
d'évaluer les résultats obtenus. Cette évaluation est réalisée en exploitant un ensemble
de tests. Les tests permettent d'estimer la qualité de l'alignement obtenu et de comparer
l'eﬃcacité de ces algorithmes. L'expérimentation est réalisée sur une base d'ontologies
de référence mise à la disposition de la communauté. Nous fournissons aussi des études
comparatives montrant les avantages d'une réparation pour le raisonnement en DL-Lite.
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4.2 Environnement de développement
4.2.1 Environnement software
Nous avons implémenté nos algorithmes pour calculer une seule réparation préférée
en langage de programmation Java 8 sur la plateforme NetBeans IDE 8.2 1 (IDE oﬃciel
pour Java 8). NetBeans est une plateforme de développement gratuit et open source
que possède une grande communauté d'utilisateurs et de développeurs à travers le
monde. En plus de Java, NetBeans permet la prise en charge de divers langages tels le
C, le C++, le JavaScript, le XML, et le HTML. Il oﬀre toutes les facilités d'un IDE
moderne (éditeur en couleurs, projets multi-langages, refactoring, éditeur graphique
d'interfaces et de pages Web). NetBeans est disponible sous Windows, Linux, et Mac
OS X. Un environnement Java Development Kit JDK (JDK 1.8 utilisé) est requis pour
les développements en Java. La plate-forme NetBeans est un cadre générique pour
les applications Swing (une bibliothèque graphique pour le langage de programmation
Java).
Pour la manipulation de base de données relationnelle, nous avons choisi SQLite 2
(Version 3.8). SQLite est une bibliothèque écrite en C qui propose un moteur de base de
données relationnel accessible par le langage SQL. SQLite implémente en grande partie
le standard SQL-92 et des propriétés ACID (Atomique, Cohérente, Isolée et Durable).
4.2.2 Environnement hardware
Toutes les expériences sont eﬀectuées sur un ordinateur portable ASUS SonicMaster
Introduction. Modèle X556QUK. Un processeur Intel(R) Core(TM) (i5) 7200 CPU @
2.50 GHz 2,71 GHz. Une mémoire vivante RAM DDR3 4 Go.
Cette conﬁguration matérielle est installée dans un système d'exploitation 64 bits,
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4.3 Paramètres Expérimentaux
4.3.1 Bases de tests utilisées
Nous avons utilisé le Benchmark 3 comme une source d'ontologie LUBM∃20 (the
Lehigh University Benchmark) qui correspond à la DL-LiteR (pour la TBox) [3]. L'on-
tologie LUBM∃20 fournit plusieurs outils pour l'accès aux données basées sur l'ontologie
(OBDA) dans le proﬁl OWL2 QL. Nous avons utilisé l'outil EUDG (Extended Univer-
sity Data Generator) aﬁn de générer les assertions des ABoxs.
Les fondements théoriques de ce travail se trouvent dans le document [3]. Le do-
cument explique également comment exactement nous avons modiﬁé le générateur de
données LUBM d'origine et l'ontologie. L'ontologie LUBM∃20 contient 208 axiomes
d'inclusion positifs. Nous avons utilisé un ensemble des axiomes d'inclusion négative
aﬁn de permettre l'inconsistance de la base de connaissance. (Voir Table 4.1).
Métriques Nombre Exemple
Classe 129 FullProfessor, Faculty
ObjectProperty 28 HasFaculty, isPartOfUniversity
DataProperty 7 DataPropertyDomain(age Person)
SubClassOf axioms 153 SubClassOf(Professor Faculty)
DisjointClassOf axioms 643 DisjointClassOf (Techer, Studant)
SubObjectPropertyOf axioms 5 SubObjectPropertyOf(headOf worksFor)
InverseObjectProperties axioms 3 InverseObjectProperties(HasSupervisor)
DisjointObjectProperties axioms 227 DisjointObjectPropertOf(headOf advisor)
ObjectProprtyDomain axioms 25 ObjectPropertyDomain(advisor Person)
ObjectPropertyRange axioms 22 ObjectPropertyRange(advisor Professor)
DataPropretyDomain axioms 4 DataPropertyDomain(age Person)
Table 4.1  Information d'ontologie LUBM.
3. Disponible à :https://code.google.com/p/combo-obda/
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4.3.2 Métriques d'évaluation
Dans l'objectif de mesurer les performances des méthodes de sélection d'une répara-
tion préférée dans DL-Lite avec priorité, un ensemble de métriques est nécessaire. Ces
mesures permettent l'évaluation de la qualité des alignements produits. Ils incluent les
métriques de vériﬁcation de la consistance, calcul des éléments de conﬂits, et calcul de la
clôture déductive. Pour calculer eﬃcacement ces métriques, nous évaluons les requêtes
sur ABox (stockées en BD relationnelle) exprimées à partir de la fermeture négative
du TBox pour montrer si la ABox contient des éléments contradictoires. La fermeture
négative d'un ABox est faite de la liste de tous les axiomes négatifs de la forme A v ¬B
(Voir 2.3.3) qui peut être dérivé de T en appliquant des règles positives sur les règles
négatives [3]. La fermeture négative peut être pré-calculée et conservée pendant toutes
les expérimentations. Lorsque tous ces ingrédients sont disponibles, nous procédons au
calcul de la réparation unique préférée en utilisant diﬀérents algorithmes proposés dans
cette thèse.
4.3.3 Tests et Résultats
La première phase dans notre évaluation consiste à calculer la fermeture négative de
cette ontologie. Ce temps nécessaire pour calculer la fermeture négative ne sera pas pris
en compte comme paramètre dans nos études expérimentales puisqu'il est calculé une
seule fois puis stocké dans la mémoire. Une fois que la fermeture négative est calculée,
nous utilisons un moteur SQLite pour calculer les éléments de conﬂits et pour vériﬁer
les inconsistances. Cela permet une gestion eﬃcace de l'inconsistance. Nous considérons
trois cas diﬀérents, de sorte que, dans tous les cas, nous avons divisé uniformément la
ABox et nous avons exécuté les algorithmes proposés pour le calcul des réparations :
Cas 1 : Le temps de calcul de réparation
Nous avons généré (en utilisant EUDG) quatre ABoxes et nous les divisons respec-
tivement en : 3 strates, 5 strates et 7 strates. Ces ABoxs contiennent respectivement
2532, 2832, 3432 et 4432 assertions avec respectivement des ensembles de conﬂits de 50,
200, 500 et 1000. Les résultats de cette expérimentation sont présentés dans le Tableau
4.2.
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pi ` nd `nd c`nd
Conﬂits strata O(log2(nbs)) ∗ Conf Conf ∗ nbs O(nbs) + Conf O(nbs) + Conf O(nbs) + Conf
temps % temps % temps % temps % temps %
50
3 21.47 100 22.19 100 94.91 2.98 159.47 2.98 458.73 45.04
5 21.92 79.44 65.31 78.63 156.35 0.48 257.61 0.44 907.65 36.31
7 32.72 85.06 65.84 67.82 188.52 0.48 340.98 2.17 1284.90 36.63
200
3 24.04 100 56.35 100 91.81 14.07 185.15 15.13 478.24 44.74
5 24.94 81.39 66.19 81.39 134.86 14.05 272.25 14.05 956.20 36.19
7 33.07 59.40 77.07 51.04 193.99 15.04 414.73 11.43 1202.55 36.68
500
3 27.72 86.94 28.83 86.94 101.37 28.40 293.60 28.40 497.08 52.65
5 36.24 86.74 59.97 86.74 186.72 26.29 488.98 26.29 1116.06 57.05
7 39.78 88.07 86.83 76.75 198.86 726.87 669.14 26.66 1424.63 56.95
1000
3 57.26 100 57.66 87.15 126.60 45.53 722.23 45.53 1222.88 25.98
5 59.10 91.58 84.43 82.87 159.41 45.65 1246.23 45.65 1511.58 31.22
7 112.11 96.36 171.47 96.36 221.15 40.20 1897.57 40.23 1881.15 43.86
Table 4.2  Pourcentage de faits supprimés et le temps (en secondes) pris pour calculer
les conﬂits, pi, `, nd, `nd, et c`nd en variant le nombre de conﬂits et le nombre de strates.
Dans le Tableau 1 : Du point de vue de productivité, la réparation à base de la théorie
des possibilités est très prudente par rapport aux autres stratégies. Cela garantit par
conséquent une faible productivité en termes de taille de réparation sélectionnée. Pour
une ABox donnée et un nombre donné de strates, la réparation basée sur la théorie des
possibilités possède le plus grand nombre d'éléments abandonnés.
Par exemple, lorsqu'un conﬂit est détecté dans la première couche, la ABox complète
est éliminé (par conséquent, 100% des assertions seront supprimées comme indiqué dans
la première ligne du Tableau 4.2). Cela tient également à la réparation linéaire lorsqu'il
existe au moins un conﬂit dans chaque strate. Comme le montrent les résultats du
Tableau 4.2. Le calcul de la réparation à base de la théorie des possibilités nécessite,
dans la plupart de nos expériences moins de temps que pour calculer les autres.
En ce qui concerne le calcul de la réparation à base d'assertions libres prioritaires
(ou la réparation à base de la clôture d'assertions libres prioritaires), cela dépend du
nombre de conﬂits dans la ABox. Plus précisément, le temps nécessaire pour calculer la
réparation à base d'assertions libres prioritaires (ou la réparation à base de la clôture
d'assertions libres prioritaires) augmente avec la taille des conﬂits dans les ABox.
Enﬁn, pour la réparation à base linéaire d'assertions libres prioritaires, deux para-
mètres peuvent inﬂuencer sur le temps pris pour le calcul ; à savoir, le nombre de couches
et le nombre de conﬂits dans chaque couche. La proportion d'assertions abandonnées
concernant les diﬀérentes réparations conﬁrme les relations entre les réparations pi, `,
nd, `nd, et c`nd comme indiqué dans les sections suivantes.
72
Chapitre 4 : Résultats expérimentaux et études comparatives
Le Tableau 4.2 résume la complexité temporelle des diﬀérentes approches. Conf
est la complexité du temps pour calculer les conﬂits. nbs est le nombre de strates dans
DL-Lite avec priorité.
Dans Tableau 4.2, il est évident que le nombre de strates et le nombre d'éléments
conﬂictuels dans les bases assertionnelles ABox sont les deux paramètres principaux
qui inﬂuencent sur la productivité des réparations et sur le temps nécessaire pour les
calculs. Le Tableau 4.3 et le Tableau 4.4 analysent séparément ces deux paramètres.
Cas 2 : Impact du nombre de strates
Dans ce cas, nous avons généré au hasard une ABox et nous avons varié le nombre de
strates de 1 à 15. Pour chaque nombre de strates, nous avons réparti les ABoxs unifor-
mément et nous avons exécuté les algorithmes proposés pour le calcul des réparations.
Les résultats de cette expérimentation sont présentés dans le Tableau 4.3.
pi ` nd `nd c`nd
# strata temps % temps % temps % temps % temps %
1 28.67 100 28.77 100 48.20 72.29 98.55 39.74 128.65 35.12
3 22.74 100 24.69 100 96.27 39.65 161.52 19.67 399.98 35.04
5 24.01 88.66 30.35 77.01 147.36 37.35 243.82 26.66 915.95 27.85
7 23.11 89.80 51.26 80.12 189.95 37.29 314.54 27.02 1287.85 27.80
9 33.72 92.01 58.68 91.84 255.03 37.20 555.74 28.50 2328.47 27.68
11 21.67 100 61.07 79.57 271.81 36.45 1335.72 28.42 2448.05 27.68
13 23.90 100 61.85 78.72 314.18 36.42 1608.26 28.42 2979.21 27.61
15 30.89 100 64.18 77.85 355.38 35.89 1842.48 28.40 3846.21 20.36
Table 4.3  Impact du nombre de strates sur la productivité et sur le temps de calcul.
Le Tableau 4.3 montre l'impact du nombre de strates sur la productivité (en termes de
pourcentage des assertions supprimées lors du calcul des réparations) et sur le calcul
des réparations. Pour chaque ABox (utilisé dans le cas 1), nous avons varié le nombre
de couches, on peut observer que la productivité de c`nd(A), `nd(A), et nd(A) aug-
mente proportionnellement avec le nombre de strates. Comme eﬀet négatif, le temps
de fonctionnement augmente également proportionnellement par rapport au nombre de
strates. Le temps de fonctionnement de `(A) est meilleur que ceux de c`nd(A), `nd(A),
et nd(A).
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Cas 3 : Impact du nombre des éléments de conﬂits
Nous avons considéré les ABox utilisées dans le cas 2 et nous avons ﬁxé le nombre
de strates à 7 strates. Ensuite, nous avons varié le pourcentage d'éléments de conﬂits
de 0% à 100% par rapport à la taille de la ABox. Les résultats de ce cas sont donnés
dans le Tableau 4.4.
pi ` nd `nd c`nd
Conﬂits temps % temps % temps % temps % temps %
0% 86.92 0 111.08 0 131.72 0 370.25 0 597.12 0
10% 18.96 69.27 27.86 7.63 108.90 3.63 422.68 3.63 682.24 8.46
20% 20.19 71.83 31.56 9.27 116.84 7.00 540.77 7.00 817.59 6.75
30% 21.87 74.00 35.23 57.30 157.66 12.84 653.57 12.84 820.25 16.30
40% 21.14 75.85 51.53 50.64 142.94 15.07 836.99 15.07 1318.68 28.77
50% 30.97 100 45.49 53.53 199.97 19.40 840.44 19.40 1495.83 31.19
60% 31.59 100 48.97 56.5 178.30 23.18 1070.42 23.18 1453.53 32.65
70% 32.32 100 54.08 54.05 262.86 24.17 1071.20 24.17 1341.92 41.32
80% 34.48 100 58.77 90.77 249.04 26.77 1379.35 26.77 1501.09 42.11
90% 41.41 100 60.89 97.31 281.91 28.31 1513.00 25.68 1604.95 46.52
100% 45.46 100 64.14 100 342.45 29.10 1754.43 25.95 2156.46 46.91
Table 4.4  Impact du nombre des éléments de conﬂits sur la productivité et sur le
temps de calcul des réparations.
Contrairement au Tableau 4.3, le Tableau 4.4 analyse l'impact du nombre de conﬂits
sur le temps pris pour calculer les réparations et sur le pourcentage de faits supprimés.
Pour un nombre ﬁxe de strates (7 strates), nous avons varié le nombre de conﬂits entre
0% et 100% de la taille d'ABox. On peut observer que pour toutes les stratégies, le temps
de fonctionnement et l'ensemble des faits supprimés augmentent avec le pourcentage
des éléments contradictoires dans les ABoxs.
Le Tableau 4.4 conﬁrme que c`nd(A), `nd(A), et nd(A) sont plus productifs que
`(A) et pi(A) car ils suppriment moins de faits.
Enﬁn, il est important de noter que le calcul des conﬂits assertionnels peuvent se
faire progressivement (il suﬃt de calculer uniquement les nouveaux conﬂits soulevés
par l'arrivée d'une nouvelle assertion ou d'un nouvel axiome). Les calculs de manière
incrémentale des conﬂits ont un impact sur nos algorithmes aﬁn de mettre à jour
régulièrement l'ensemble des assertions libres ou de mettre à jour le degré de consistance
(ce qui ne peut que diminuer lorsque de nouvelles assertions sont ajoutées).
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D'autre part, la plupart des réparations présentées sont déﬁnies à partir de la couche
1 jusqu'à la couche n. Par conséquent, si de nouvelles assertions sont ajoutées à une
couche i, alors tous les calculs déjà eﬀectués sur des couches 1, · · · i− 1 restent valides.
Dans la suite, Nous présentons des propositions pour montrer les relations d'inclu-
sion ou l'incomparabilité entre les diﬀérents algorithmes développés.
4.4 Étude comparatives
D'après les exemples précédents 18, 19, 20,21 et 22, et à travers les résultats obtenus
par les études expérimentales. On peut vériﬁer les propriétés d'inclusion suivantes entre
les diﬀérentes réparations :
Proposition 6. On considère K = 〈T ,A〉 une base de connaisseuse DL-Lite avec
priorité. Alors :
i) pi(A) ⊆ `(A).
ii) pi(A) ⊆ nd(A).
iii) pi(A) ⊆ `nd(A).
iv) nd(A) ⊆ `nd(A).
Démonstration.
Si 〈T ,A〉 est consistant, et par l'utilisation des déﬁnitions de la réparation à base de
la théorie des possibilités, à base linéaire et la réparation à base d'assertions libres
prioritaires, nous avons :
pi(A) = `(A) = nd(A) = `nd(A) = S1 ∪ · · · ∪ Si.
i) Si 〈T ,A〉 est inconsistant. Cela signiﬁe qu'il existe un rang i tel que S1∪ · · · ∪Si
est consistant, mais S1 ∪ · · · ∪ Si+1 est inconsistant (Consrank(K) = i).
Alors, par la déﬁnition de réparation à base de la théorie des possibilités, nous
avons :
pi(A) = S1 ∪ · · · ∪ Si.
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Il est clair que, par l'utilisation de déﬁnition de réparation à base linéaire, nous
avons aussi :
pi(A) ⊆ `(A).
ii) De même, tant que S1 ∪ · · · ∪ Si est consistant, alors :
free(S1 ∪ · · · ∪ Si) = S1 ∪ · · · ∪ Si = pi(A).
D'autre part, nd(A) est déﬁni par :
nd(A) = free(S1) ∪ free(S1 ∪ S2) ∪ · · · ∪ free(S1 ∪ · · · ∪ Sn).
Alors, nous avons trivialement :
pi(A) ⊆ nd(A).
iii) Si K = 〈T ,A〉 est inconsistant. Rappeler que `nd(A) = S ′1 ∪ · · · ∪ S ′n tel que :
S ′1 = free(S1) et pour i = 2, · · · , n S ′i = free(S ′1 ∪ · · · ∪ S ′i−1 ∪ Si).
On considère i un entier tel que pi(A) = S1 ∪ · · · ∪ Si est consistant, mais
S1 ∪ · · · ∪ Si ∪ Si+1 est inconsistant. Nous avons :
S ′1 = free(S1) = S1,
S ′2 = free(S2 ∪ S ′1) = S1 ∪ S2, et
S ′i = free(S1 ∪ · · · . Si ∪S ′i−1) = S1 ∪ · · · ∪ Si. Alors :
pi(A) ⊆ `nd(A).
iv) Rappelons que nd(A) = S ′′1 ∪ · · · ∪ S ′′n tel que : ∀i = 1, · · · , n S ′′i = free(S1 ∪
· · · ∪ Si).
Il est clair que, ∀i = 1, · · · , n S ′′i ⊆ S ′i. Alors :
nd(A) ⊆ `nd(A).
L'exemple suivant montre la situation où `(A), nd(A) et `nd(A) ne sont pas inclus
dans pi(A).
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Exemple 23. On considère K = 〈T ,A〉 une base de connaissances DL-Lite avec prio-
rité.
 T = {A v ¬B} et
 A = (S1,S2,S3),
tel que :
 S1 = {A(a)},
 S2 = {B(a)}, et
 S3 = {C(a)}.
En utilisant les déﬁnitions de réparation à base de la théorie des possibilités, réparation
à base linear, réparation à base d'assertions libres prioritaires, et réparation à base
linear d'assertions libres prioritaires, nous avons :
pi(A) = {A(a)}, nd(A) = `(A) = `nd(A) = {A(a), C(a)}.
Il est clair, C(a) ∈ `(A), C(a) ∈ nd(A), C(a) ∈ `nd(A), mais C(a) /∈ pi(A). 
Une caractéristique importante des réparations à base de la théorie des possibilités
et à base linéaire c'est qu'elles sont insensibles à la clôture déductive prioritaire locale ;
c'est à dire, si on utilise d'abord la réparation à base de la théorie des possibilités (ou
à base linear) puis on applique la clôture déductive prioritaire locale, elle donnera le
même résultat que si on applique la clôture déductive prioritaire locale puis on utilise
la réparation à base de la théorie des possibilités (ou à base linear).
La situation est diﬀérente de la Déﬁnition 13. Dans ce cas, la réparation à base de
la théorie des possibilités est encore insensible à la clôture déductive, ce qui n'est pas le
cas avec la réparation à base linéaire. Cette insensibilité est résumée par la proposition
suivante :
Proposition 7. On considère K = 〈T ,A〉 une base de connaissances DL-Lite avec
priorité :
i) 〈T , c`(pi(A))〉 = 〈T , pi(c`(A))〉
ii) 〈T , `(c`(A))〉 ⊆ 〈T , c`(`(A))〉.
iii) 〈T , `(`c`(A))〉 = 〈T , `c`(`(A))〉.
Démonstration. :
Rappelons tout d'abord, dans le DL-Lite standard, 〈T ,A〉 est consistant si et seulement
si 〈T , c`(A)〉 et 〈T , `c`(A)〉) est consistant.
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i) Si 〈T ,A〉 est consistant, alors : pi(A) = S1 ∪ · · · ∪ Sn et pi(c`(A)) = c`(A). Donc :
pi(c`(A)) = c`(pi(A)).
Si 〈T ,A〉 est inconsistant. Cela signiﬁe qu'il existe un nombre entier i tel que :
pi(A) = S1 ∪ · · · ∪ Si est consistant, mais : pi(A) ∪ Si+1 est inconsistant.
Rappelons que c`(A) = (S ′1, · · · ,S ′n) tel que :
S ′1 = c`(S1),
et ∀j = 2, · · · , n S ′j = c`(S1 ∪ · · · ∪ Sj−1 ∪ Sj).
Tandis que, si S1 ∪ · · · ∪ Si est consistant et S1 ∪ · · · ∪ Si+1 est inconsistant, alors :
S ′1 ∪ · · · ∪ S ′i est consistant et S ′1 ∪ · · · ∪ S ′i+1 est inconsistant.
Par conséquence :
pi(c`(A)) = S ′1 ∪ · · · ∪ S ′i.
D'ailleurs, il est facile de vériﬁer que :
S ′1 ∪ · · · ∪ S ′i = c`(S1 ∪ · · · ∪ Si) = c`(pi(A)). Donc :
c`(pi(A)) = pi(c`(A)).
ii) Pour avoir la preuve, il suﬃt de montrer que :
`(c`(A)) = pi(c`(A)).
Si 〈T ,A〉 est consistant, alors : `(A) = S1 ∪ · · · ∪ Sn et `(c`(A)) = c`(A).
Trivialement, nous avons :
`(c`(A)) = c`(`(A)) = c`(pi(A)) = pi(c`(A)).
On suppose que 〈T ,A〉 est inconsistant. Et encore on considère un entier i tel que :
S1 ∪ · · · ∪ Si est consistant, mais S1 ∪ · · · ∪ Si+1 est inconsistant. Cela signiﬁe que :
pi(c`(A)) = c`(S1 ∪ · · · ∪ Si) = (S ′1 ∪ · · · ∪ S ′i).
Rappelons que c`(A) = (S ′1, · · · ,S ′n) tel que : S ′1 = c`(S1),
et ∀j = 2, · · · , n S ′j = c`(S1 ∪ · · · ∪ Sj−1 ∪ Sj).
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Tandis que, si S1 ∪ · · · ∪ Si+1 est inconsistant, alors : ∀j > i, S ′1 ∪ · · · ∪ S ′j aussi est
inconsistant. Donc :
`(c`(A)) = pi(c`(A)).
iii) Rappelons que `c`(A) = S ′1 ∪ · · · ∪ S ′i tel que : ∀i = 1, · · · , S ′i = c`(Si).
Si 〈T ,A〉 est consistant alors pi(A) = S1 ∪ · · · ∪ Sn. Car S1 ∪ · · · ∪ Sn est consistant.
Alors : c`(S1) ∪ · · · ∪ c`(Sn) = S ′1 ∪ · · · ∪ S ′n est aussi consistant. Donc :
pi(`c`(A)) = S ′1 ∪ · · · ∪ S ′n = `c`(pi(A)).
Supposons que 〈T ,A〉 est inconsistant. On considère que i un entier tel que S1 ∪
· · · ∪ Si est consistant mais S1 ∪ · · · ∪ Si+1 est inconsistant.
Cela signiﬁe que pi(A) = S1∪· · ·∪Si. Cela aussi signiﬁe que S ′1∪· · ·∪S ′i est consistant,
mais S ′1 ∪ · · · ∪ S ′i+1 est inconsistant. C'est-à-dire :
pi(`c`(A)) = S ′1 ∪ · · · ∪ S ′i = `c`(S1 ∪ · · · ∪ Si) = `c`(pi(A)).
Un contre-exemple sur l'inverse de la propriété (ii) de la Proposition 7.
Exemple 24. On considère K = 〈T ,A〉 une base de connaissances DL-Lite avec prio-
rité, tel que :
 T = {A v ¬B,D v E},
 A = (S1,S2,S3).
Avec :
 S1 = {A(a)},
 S2 = {B(a), C(a)}, et
 S3 = {D(a)}.
La clôture prioritaire de A est : c`(A) = (S ′1,S ′2,S ′3) tel que :
S ′1 = {A(a)},
S ′2 = {B(a), C(a), A(a)}, et
S ′3 = {D(a), E(a), B(a), C(a), A(a)}.
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La réparation à base Linear de 〈T ,A〉 est : `(A) = {A(a), D(a)}, `(c`(A)) =
{A(a)}. En outre, la clôture de `(A) est : c`(`(A)) = {A(a), D(a), E(a)}.
Clairement, E(a) Peut être obtenu à partir de c`(`(A)). Alors, il ne peut pas être
obtenu à partir de `(c`(A)). 
Contrairement à la réparation à base de la théorie des possibilités et la répara-
tion à base linéaire, la réparation à base d'assertions libres prioritaires est sensible à
l'utilisation de la clôture déductive. La proposition suivante montre la sensibilité de
la réparation d'assertions libres prioritaires à la clôture déductive prioritaire. D'autre
part, `nd(A) est incomparable avec les autres approches présentées (`(A) et c`nd(A)).
Les propriétés de la réparation linéaire d'assertions libres prioritaires sont résumées
dans la Proposition 8.
La propriété (iii) indique que l'utilisation de la réparation linéaire d'assertions libres
prioritaires (`nd) sur la clôture prioritaire c`(A) conduit simplement à la déﬁnition de
la réparation de clôture d'assertions libres prioritaires.
Proposition 8. On considère K = 〈T ,A〉 une base de connaissances DL-Lite avec
priorité.
i) nd(A) ⊆ c`nd(A). L'inverse est faux.
ii) c`(nd(A)) ⊆ c`nd(A). L'inverse est faux.
iii) `nd(c`(A))=c`nd(A).
Démonstration.
i) Remarquons que : ∀i = 1, · · · , n nous avons :
free(S1 ∪ · · · ∪ Si) ⊆ free(c`(S1 ∪ · · · ∪ Si)).
C'est-à-dire :
nd(A) ⊆ c`nd(A).
ii) Remarquons que : ∀i = 1, · · · , n nous avons :
c`(free(S1 ∪ · · · ∪ Si)) ⊆ free(c`(S1 ∪ · · · ∪ Si)).
C'est-à-dire :
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c`(nd(A)) ⊆ c`nd(A).
L'exemple 25 montre l'inverse de cette sensibilité à la clôture déductive.
Exemple 25. On considère la base de connaissances K tel que :
T = {A v¬B,B v C,A v C} et
A = S1 = {A(a), B(a)}.
On peut vériﬁer que nd(A) = ∅, c`(nd(A)) = ∅.
Mais nd(c`(A)) = c`nd(A) = {C(a)}. 
iii) Pour montrer cette propriété ; on considère que c`(A) = (S ′1, · · · ,S ′n) la clôture
prioritaire de A. Par la déﬁnition de la clôture prioritaire, nous avons :
∀i = 1, · · · , n, S ′i = c`(S1 ∪ · · · ∪ Si).
On considère aussi que c`nd(A) = S ′′1 ∪ · · · ∪ S ′′n la réparation à base de clôture d'as-
sertions libres prioritaires déﬁnie par : S ′′1 = free(c`(S1)) = free(S ′1), et
∀i = 2, · · · , n,S ′′i = free(c`(S1 ∪ · · · ∪ Si)) = free(S ′i).
On considère que `nd(c`(A)) = S ′′′1 ∪ · · · ∪ S ′′′n la réparation obtenue par l'application
de la réparation à base linear d'assertions libres prioritaires en c`(A). Par déﬁnition de
`nd réparation, nous avons : S ′′′1 = free(S ′1) = S ′′1 , et ∀i = 2, · · · , n,S ′′′i = free(S ′′′1 ∪
· · · ∪ S ′′′i−1 ∪ S ′i) = free(S ′i) = S ′′i . Donc :
`nd(c`(A)) = c`nd(A).
Les deux exemples suivants montrent que la réparation `nd reste incomparable avec
la réparation ` et la réparation c`nd.
Exemple 26. On considère la base de connaissances K tel que :
T = {A v ¬B,B v ¬C,A v ¬D,D v E}
A = (S1,S2,S3) Avec :
 S1 = {A(a)},
 S2 = {B(a), D(a)}, et S3 = {C(a)}.
La `nd-réparation `nd(A) = S ′1 ∪ S ′2 ∪ S ′3 tel que :
 S ′1 = free(S1) = {A(a)}
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 S ′2 = free(S ′1 ∪ S2) = ∅
 S ′3 = free(S3 ∪ S ′1 ∪ S ′2) = {A(a), C(a)}.
La c`nd-réparation c`nd(A) = S ′′1 ∪ S ′′2 ∪ S ′′3 tel que :
 S ′′1 = free(c`(S1)) = {A(a)}.
 S ′′2 = free(c`(S1 ∪ S2))
 = free({A(a), B(a), D(a), E(a)}) = {E(a)}
 S ′′3 = free(c`(S1 ∪ S2 ∪ S3)) = {E(a)}
Clairement, nous avons :
C(a) ∈ `nd(A) mais E(a) /∈ `nd(A).
De même, E(a) ∈ c`nd(A) mais C(a) /∈ c`nd(A). Alors, la réparation `nd est incom-
parable avec la réparation c`nd. 
Exemple 27. On considère la base de connaissances K tel que :
 T = {A v ¬B,D v ¬C}, et
 A = (S1,S2),
Avec :
 S1 = {A(a), B(a), E(a), D(a)}, et
 S2 = {C(a)}.
nous avons : `(A) = {C(a)}. D'ailleurs :
 free(S1) = {E(a), D(a)} et
 free(S2 ∪ free(S1)) = {E(a)}.
Clairement, `nd(A) = {E(a), D(a)}. Alors, la réparation `(A) et la réparation
`nd(A) sont incomparables. 
Les réparations préférées peuvent être déﬁnies en 〈T ,A〉 ou en 〈T , c`(A)〉 tel que
c`(A) désigne la clôture déductive d'un ensemble d'assertions A. Les réparations à base
de la théorie des possibilités, à base linear et à base d'assertions libres prioritaires sont
sensibles à l'utilisation de la clôture déductive.
La ﬁgure suivante résume les diﬀérentes relations d'inclusion entre les diﬀérentes
approches présentées dans cette thèse :
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Réparation à base de la théorie des Possibilités
pi(A)
Réparation à base d'assertions libres prioritaires
nd(A)
Réparation à base linear
`(A)
Réparation linear d'assertions libres prioritaires
`nd(A)
Réparation à base de clôture déductive




Figure 4.1  Comparaison entre pi(A), `(A), nd(A), c`nd(A), et `nd(A).
Dans la Figure 4.1, l'arc X → Y signiﬁe que la réparation X est inclus dans la
réparation Y.
La preuve des relations d'inclusion 1, 2 et 3 sont données dans la Proposition 6. La
preuve de relation d'inclusion 4, est donnée dans la Proposition 8. Un contre-exemple
pour l'inverse des relations 1, 2 et 3 est donné dans l'exemple 23. Enﬁn, la relation
d'incomparabilité entre `nd(A) et c`nd(A) est illustrée par l'exemple 26. D'autre part,
la relation d'incomparabilité entre entre `(A) et `nd(A) est illustrée par l'exemple 27
de la preuve de Proposition 8.
Comme il a été indiqué précédemment, c`nd(A) n'est pas une réparation de 〈T ,A〉
mais une réparation de 〈T , c`(A)〉. Par conséquent, la productivité de c`nd(A) est
considérée plus grande que les autres réparations.
La section suivante contient la description d'une application potentielle de notre
approche pour classer et résoudre les conﬂits dans une collection de vidéos de danse
provenant de diﬀérentes sources.
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4.5 Application de réparation d'assertions libres prio-
ritaires à traitement vidéo
Le mouvement en vidéo transporte des informations importantes qui sont de nature
multiple. Il doit parfois être interprété pour comprendre ou anticiper toute réaction
immédiate à la motion. Par conséquent, l'importance de la perception du mouvement
dans une vidéo est perçue dans plusieurs systèmes actuels et il reste à être un domaine
de recherche actif. Comme déjà motionné, les mouvements dans les danses, en particu-
lier les danses traditionnelles, englobent diﬀérents types d'informations ; rituels sacrés,
dialogue social ou expressions culturelles et plus encore. Cela nécessite de décrire et de
traiter complètement et précisément les informations des mouvements et de les rendre
disponibles numériquement pour un traitement ultérieur.
4.5.1 Contraintes de description logique pour les vidéos
Plusieurs applications peuvent être atteintes par des annotations automatiques de
vidéos de danse, telles que la récupération, la classiﬁcation et l'indexation de bases de
données vidéo ou l'animation de danses à l'aide de modèles d'informations stockées.
Nous sommes en mesure de découvrir les caractéristiques essentielles de la danse comme
une action associée au mouvement [130] :
 Une vidéo est une séquence d'images qui s'étend dans le temps.
 Une fois la vidéo segmentée, les données d'annotation peuvent être extraites de
la vidéo et de ses segments.
 Un ensemble de Frames peut être considéré comme un segment de danse qu'un
être humain termine un pas de danse dans une danse composée.
 Une séquence d'actions aﬃche un mouvement isolé et constitue un vocabulaire
dansant peut être considéré comme un pas de danse.
 Une improvisation dans une danse se réfère à des mouvements simultanées qui
ne sont pas préalablement composés.
 Les mouvements de danse doivent être classés comme des expressions telles que
les Time Steps : Cha-Cha-Cha ou Passo Basico de Samba dance 4 [129].
 Les données vidéos sont codées numériquement et la façon dont elles sont vécues
par un utilisateur humain [131].
4. http://www.dancadesalao.com/agenda/ingles.php
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4.5.2 Construire d'une ABox et TBox pour l'ontologie danse
En présence d'une collection de segments de danse, issus de diﬀérentes sources (ca-
méras par exemple), le problème des assertions de données contradictoires peut survenir
par exemple à des positions de caméra ou de, occlusions, etc. Pour illustrer cette si-
tuation, nous considérons un exemple où nous supposons que nous avons seulement les
concepts suivants :
Forwardmove déﬁnis l'ensemble des segments de danse qui
représentent un mouvement vers l'avant.
Backgroundmove déﬁnis l'ensemble des segments de danse qui
représentent un mouvement vers l'arrière.
FastForwardmove déﬁnis l'ensemble des segments de danse qui
représentent un mouvement rapide vers l'avant.
SlowForwardmove déﬁnis l'ensemble des segments de danse qui
représentent un mouvement lent vers l'avant.
FastBackgroundmove déﬁnis l'ensemble des segments de danse qui
représentent un mouvement rapide vers l'arrière.
SlowBackgroundmove déﬁnis l'ensemble des segments de danse qui
représentent un mouvement lent vers l'arrière.
StartForwardmove déﬁnis l'ensemble des segments de danse qui
représentent un mouvement de commencer vers l'avant.
StartBackgroundmove déﬁnis l'ensemble des segments de danse qui
représentent un mouvement de commencer vers l'arrière.
Table 4.5  Les Concepts d'ontologie danse.
Nous supposons également que nous avons deux relations :
DanceSegment : donne pour chaque vidéo de danse la liste
des segments de danse.
DanceMassage : donne pour chaque danse ses messages transmettant.
Table 4.6  Les relations d'ontologie danse.
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D'autre part, la base terminologique TBox est exprimée par les axiomes suivants :
1) FastForwardmove v Forwardmove
2) SlowForwardmove v Forwardmove
3) StartForwardmove v Forwardmove
4) FastBackgroundmove v Backgroundmove
5) SlowBackgroundmove v Backgroundmove
6) StartBackgroundmove v Backgroundmove
7) StartForwardmove v SlowForwardmove
8) StartBackgroundmove v SlowBackgroundmove
9) Forwardmove v ∃ DanceSegment−
10) Backgrounddmove v ∃ DanceSegment−
11) Forwardmove v ¬ Backgroundmove
Table 4.7  La base terminologique d'ontologie danse.
L'axiome 1 exprime qu'un mouvement d'avance rapide est un mouvement vers
l'avant.
L'axiome 2 exprime qu'un mouvement d'avance lent est un mouvement vers l'avant.
L'axiome 3 exprime qu'un mouvement de départ en avant est un mouvement vers
l'avant.
L'axiome 4 exprime qu'un mouvement d'arrière rapide est un mouvement vers l'arrière.
L'axiome 5 exprime qu'un mouvement d'arrière lent est un mouvement vers l'arrière.
L'axiome 6 exprime qu'un mouvement de départ en arrière est un mouvement vers
l'arrière.
l'axiome 7 exprime qu'un mouvement de départ en avant doit être un mouvement lent
vers l'avant .
l'axiome 8 exprime qu'un mouvement de départ en arrière doit être un mouvement lent
vers l'arrière.
l'axiome 9 exprime que chaque mouvement vers l'avant est contenu dans au moins un
segment de danse.
l'axiome 10 exprime que chaque mouvement vers l'arrière est contenu dans au moins
un segment de danse.
Le dernier axiome exprime qu'un mouvement vers l'avant n'est pas un mouvement vers
l'arrière.
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Supposons maintenant que nous avons quatre individus :
i) Deux segments de danse s1 et s2, et
ii) Deux vidéos v1 et v2.
Supposons aussi, que nous avons quatre faits d'assertions donnés par l'ABox A =
(S1,S2,S3) avec : S1={ Backgroundmove(s1), DanceSegment(v1, s1)},
S2={ StartForwardmove(s1), DanceSegment(v1, s2)}, et
S3={ SlowBackgroundmove(s1), FastBackgroundmove(s2)}.
Cette base d'assertion est supposée être fournie par diﬀérentes sources (diﬀérentes
caméras par exemple) ayant des niveaux de ﬁabilité diﬀérents. Cette base de connais-
sances est clairement inconsistante. En eﬀet, en utilisant l'assertion StartForwardmove
(s1) et l'axiome d'inclusion positive 3 on peut dériver Forwardmove (s1). Ce fait dérivé
avec l'assertion Backgroundmove (s1) contredit l'axiome négatif 11.
L'ensemble d'assertions libres (A savoir, seules les assertions qui ne sont pas concer-
nées par le conﬂit sont préservées) free(A) :
{DanceSegment(v1, s1), DanceSegment(v1, s2), FastBackgroundmove(s2)}.
Lorsqu'il y a une relation prioritaire entre les assertions, on peut aller plus loin
dans la résolution des conﬂits basée sur la caractérisation de la réparation à base
d'assertions libres prioritaires proposée dans 3.3.3 en utilisant la notion d'assertions
libres prioritaires. Dans notre exemple, Backgroundmove (s1) est supposé provenir
d'une source plus ﬁable que celle qui fournit l'assertion StartForwardmove(s1). Par
conséquent, Backgroundmove(s1) est une assertion libre prioritaire. Donc, l'ensemble
d'assertions libres prioritaires nd(A) :
{Backgroundmove(s1), DanceSegment(v1, s1),
DanceSegment(v1, s2), FastBackgroundmove(s2)}
. Noter que, nd(A) est plus grand que free(A) puisqu'il permet de récupérer
Backgroundmove(s1), en raison de la présence de priorité dans la base d'assertions. La
caractéristique intéressante de notre approche est qu'une fois que nd(A) est calculé, in-
terroger la base de connaissances inconsistante initiale peut être eﬀectuée eﬃcacement.
En ﬁn, nous considérons cet exemple comme une application potentielle de notre ap-
proche de classiﬁcation des vidéos de danse en présence d'informations contradictoires
multi-sources. Un travail futur consiste à appliquer notre approche pour interroger les
vidéos de danse traditionnelle vietnamienne en présence de conﬂits possibles.
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4.6 Conclusion
Dans ce chapitre de résultats, des tests de performance ont été réalisés sur les al-
gorithmes proposés qui sont utilisés pour sélectionner une seule réparation préférée
à partir d'une base de connaissances DL-Lite inconsistante avec priorité. Nous avons
évalué la productivité, la complexité de calcul et le temps nécessaire pour chaque ap-
proche.
Dans le contexte d'ontologies légères inconsistantes, les algorithmes de réparation
basée sur les assertions libres prioritaires (nd, `nd, c`nd) n'ont pas été proposés aupara-
vant. En particulier, le concept de clôture déductive qui est utilisée dans ce document,




AniAge : Projet d'ontologie de danses
traditionnelles
Computers are magniﬁcent tools for the realization of our dreams, but no machine can
replace the human spark of spirit, compassion, love, and understanding.
Louis V. Gerstner, Jr.
5.1 Introduction
Les technologies de l'animation par ordinateur ont connu un essor considérable
et elles ont été largement utilisées pour les ﬁlms et les jeux vidéo. Ces technologies
requièrent cependant beaucoup d'eﬀorts et de travail manuel et elles sont très coûteuses.
Il est primordial pour pouvoir utiliser ces technologies dans des applications (comme
l'archivage et la simulation ou la reproduction de contenus du patrimoine culturel
immatériel) et de proposer des solutions d'animation par ordinateur eﬃcaces et moins
couteuses.
Dans ce chapitre, nous présentons un processus de création d'une ontologie pour les
danses traditionnelles vietnamiennes dans le cadre de projet AniAge.
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5.2 AniAge : Projet d'ontologie pour représenter les
danses traditionnelles
Le projet AniAge (High Dimensional Heterogeneous Data based Animation Tech-
niques for Southeast Asian Intangible Cultural Heritage Digital Content) est un projet
pluridisciplinaire qui implique des chercheurs en Intelligence Artiﬁcielle et des cher-
cheurs en animation par ordinateur.
Le projet AniAge est basé sur trois objectifs ; le premier objectif consiste à intégrer
des outils de l'Intelligence Artiﬁcielle dans l'animation par ordinateur. En particulier,
de proposer des solutions originales pour le traitement de données et d'informations
hétérogènes, la classiﬁcation à partir de données incertaines, l'analyse de données vo-
lumineuses et le raisonnement avec des ontologies.
Le deuxième objectif du projet est d'appliquer les résultats théoriques au domaine
du patrimoine culturel immatériel d'Asie du Sud-Est qui est l'une des régions les plus
dynamiques dans le monde avec un patrimoine culturel très riche. Une partie de ce
patrimoine est présenté dans les musées, les temples et sites archéologiques, mais une
partie importante est présente dans la vie quotidienne. En eﬀet, des formes diverses du
patrimoine culturel se transmettent des ancêtres aux nouvelles générations. Ce patri-
moine est visuellement et culturellement riche, mais il est, malheureusement, en voie
de disparition en raison de la modernisation et de la mondialisation.
Le dernier objectif d'AniAge est de promouvoir l'échange de connaissances entre
l'UE (Union Européenne) et ses partenaires d'Asie du Sud-Est en vue de favoriser la
mobilité et l'échange des chercheurs et la diﬀusion des connaissances. Cet objectif sera
atteint en mobilisant des chercheurs des deux côtés autour des projets de recherche
d'excellence, d'ateliers, de séminaires et de conférences.
Le consortium du projet AniAge est composé de six partenaires : NCCA (Natio-
nal Centre for Computer Animation, Bournemouth University, UK) 1, coordinateur du
projet, CRIL (Centre de Recherche en Informatique de Lens, CNRS UMR 8188 et Uni-
versité d'Artois, France), HMI (Human Machine Interaction Lab at Vietnam National
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University, Thailande) 3, CICT (College of ICT at Can Tho University, Vietnam) 4 et
ViCube (Vision, Virtual and Visualization Lab at University of Technology, Malaysia) 5.
Pour l'implémentation du projet, quatre work-packages sont prévus. Le premier
concerne la capture et le traitement des données qui sont de nature hétérogène et
gigantesque en quantité. Le deuxième et le troisième work-packages concernent les
développements technologiques à base de l'Intelligence Artiﬁcielle et l'animation par
ordinateur (évidemment, c'est notre travail). Le dernier work-package est dédié à la
diﬀusion et la dissémination des résultats du projet. 6
5.3 Approche proposée pour développer une ontolo-
gie de danse Vietnamienne
Une ontologie pour les danses folkloriques vietnamiennes est proposé dans la Figure
5.1. Toutefois, nous appliquons la division de Labanotation [124] qui est basée sur les
parties du corps dans l'analyse de la danse. Ces parties enregistrent l'idée générale
derrière la structure hiérarchique des mouvements de danse et les connaissances de
l'expertise du domaine de la danse folklorique. D'autres parties décrivent précisément
les éléments de mouvement : les parties du corps, le temps, la direction et la dynamique.
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Tous considèrent essentiellement le processus de développement d'ontologie identiﬁé
par [132] basé sur les étapes suivantes : déﬁnition du but de l'ontologie, conceptualisa-
tion, et formalisation [134].
Objectif de l'ontologie : les ontologies peuvent apparaître comme des moyens
utiles pour structurer des descriptions du contenu sémantique vidéo. Ils peuvent prendre
en charge des descripteurs sémantiques pour des images, des sons ou d'autres objets.
Nous utilisons la solution ontologique aﬁn de réaliser une annotation eﬃcace du contenu
vidéo.
Conceptualisation : nous commençons en déﬁnissant les composants vidéos. Dans
ce travail, nous avons segmenté l'entrée vidéo en séquences. Les caractéristiques vi-
suelles seront utilisées pour associer une description à chaque séquence. Chaque sé-
quence consiste en plusieurs poses particulières.
Formalisation : notre ontologie a été formalisée en utilisant OWL et Protege.4.3.
Il peut être facilement réutilisé et partagé. Pour formaliser dans OWL la composition
des mouvements, nous exploitons la méthode déﬁnie par [133].
5.3.1 Rassembler et analyser des connaissances d'experts
Au Vietnam, 54 groupes ethniques [125] ont leurs propres danses folkloriques, qui
expriment la connaissance culturelle, la vie spirituelle, reﬂétant la créativité et le talent
du peuple vietnamien. Les groupes ethniques, se regroupant géographiquement, ont
des coutumes similaires. Par conséquent, les danses folkloriques des 54 ethnies vietna-
miennes peuvent être classées en 7 groupes principaux [126] :
 Hauts plateaux midland région du nord (Highland-midland northern region).
 Delta de la rivière Rouge (Red river delta).
 Centre-Nord (North Central).
 Région côtière du centre-sud (Coastal South Central).
 Hauts plateaux (Hightlands).
 Sud-est (South east).
 Sud-ouest (South west).
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Figure 5.2  Groupes ethniques de danses folkloriques Vietnamiennes
À travers les danses, les gens veulent transmettre une expérience de travail produc-
tif ; chasser et montrer le comportement des êtres humains, comme la danse de la voile
(múa chèo thuyên), et la danse du tissage (múa dêt cúi) [126]. Nous identiﬁons les carac-
téristiques régionales et les messages transmis dans une danse, basés sur de nombreux
aspects tels que la posture et le mouvement de danse, les vêtements, les accessoires de
danse et la musique. Dans la première phase, nous nous concentrons uniquement sur
la représentation et l'analyse des aspects du mouvement de danse folklorique de type
Mõ qui appartient à la région Red river delta.
Historiquement, Dans la vie rurale de l'ancien vietnamien, il y avait un homme
appelé Mõ. Lors des occasions ou des événements du village, Mõ battait l'instrument
Mõ et informait les villageois. Les gens mettent Mõ sur le col de bue. Lorsque les
bues se déplacent, marchent, deux morceaux de bois frappent régulièrement sur le
mur intérieur et émettent un son intéressant. Ceci simule comment les gens battent
l'instrument Mõ pour faire un rythme et un son intéressant.
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5.3.2 Analyser des mouvements dans les danses vietnamiennes
Une danse folklorique vietnamienne comprend des unités de base [127]. Chaque unité
de base est déﬁnie comme le plus petit mouvement avec une signiﬁcation complète. Il
existe deux principaux types de mouvements, correspondant à des actions de base : [124]
 Les actions de tout le corps (Mouvements corporels) : changeant la position de
tout le corps du danseur dans l'espace ; les danseurs se déplacent sur scène. Ils
sont composés de phrases de mouvement ; les phrases de mouvement incluent le
déplacement (un point), la translation (une ligne) et la rotation (un arc).
 Les actions de certaines parties du corps (mouvements de la partie du corps) :
changeant la position des diﬀérentes parties du corps du danseur.
Dans les danses folkloriques du Vietnam, il y a huit orientations de mouvements, déﬁnis
comme suite (Voir Figure 5.3) :
 Orientation 1 : correspondant à l'avant.
 Orientation 2 : correspondant à la diagonale avant droite.
 Orientation 3 : correspondant à la droite.
 Orientation 4 : correspondant à la diagonale arrière droite.
 Orientation 5 : correspondant à l'arrière.
 Orientation 6 : correspondant à la diagonale arrière gauche.
 Orientation 7 : correspondant à la gauche.
 Orientation 8, correspondant à la diagonale gauche avant.
Figure 5.3  Les orientations des parties du corps.
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La danse folklorique traditionnelle du Vietnam est diﬀérente des danses modernes
dans le mouvement du corps. Il n'y a pas des mouvements corporels qui soulèvent les
danseurs. Ainsi, les mouvements du corps dans la danse ne sont pas trop compliqués.
Pour ce-la, nous déﬁnissons les paramètres des mouvements suivants :
 Chaque phrase de mouvement est un simple mouvement corporel, qui a une
trajectoire en forme de ligne, un arc, ou un point sur un plan comme un chemin
droit, un chemin incurvé et une immobilité comme dans la Labanotation [124].
 Deux types de rotation sont distinguées : dans le sens des aiguilles d'une montre
et dans le sens contraire des aiguilles d'une montre. La phrase localisée mobile
peut également être dans le tour (avec diﬀérents degrés) ou sans virage.
 Parallèlement à la mise en ÷uvre des phrases corporelles, les danseurs exécutent
des mouvements de la partie du corps, appelés mouvements primitives.
 Les mouvements primitives : sont des mouvements rapides qui modiﬁent la po-
sition des parties du corps. C'est un mouvement entre deux poses de danse.
 Les mouvement primitives comprennent les mouvements de la main, les mouve-
ments des pieds, les mouvements des jambes, les mouvements de la tête et les
mouvements bras-jambes.
 Une pose de danse est une position particulière du corps du danseur. Il y a des
poses de base pour la tête, des poses de base pour les mains, des poses de bras
basiques, des poses de base pour les jambes et des poses de base pour les bras
et les jambes combinées.
 Pour décrire les poses élémentaires de la partie du corps, nous utilisons les
orientations de danse, des angles entre les bras et jambes avec le torse, et des
angles entre les membres des bras ou des jambes.
 Comme mentionné ci-dessus, il existe deux types de mouvements liés aux parties
du corps. Par conséquent, il est nécessaire de distinguer l'orientation du corps
ou des parties du corps.
Nous distinguons quatre mouvements principaux. Chaque catégorie des mouvements
possède ses actions de base. Nous oﬀrons la plus importante :
 Mouvements de bras ; contient l'ensemble des actions des bras :
 Tissage (Weaving) : déplacer les bras vers l'intérieur et l'extérieur de 20 cm
devant le corps avec la main gauche au-dessus de la main droite ;
 Roulement du poignet (Wrist rolling) : tourner le poignet dans le sens des
aiguilles d'une montre.
 Doigt roulant (Finger rolling) : les poignets se déplacent comme Wrist rolling
de l'index vers l'auriculaire.
 Battement (Flapping) : déplacer les bras ; la gauche à l'orientation 3 et la
droite à l'orientation 4.
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 Mouvements de la jambe ; contient l'ensemble des actions de la jambe :
 Balançoire douce (Soft Swing) : plier les genoux et soulever le corps par les
doigts des pieds.
 Déplacement rhombique (Rhombic Moving) : mettez le talon gauche avant /
arrière et éloignez 30 cm les orteils droits sur la droite, puis tendez les orteils
gauches au sol doucement.
 Mouvements bras-jambes ; correspond à l'ensemble des actions suivantes :
 Deux-mains-Cueillette : Les genoux pliés et déplacer le bras gauche vers
le haut où l'avant-bras horizontalement jusqu'au genoux droits ; appliquer
Wrist rolling.
 Pas de rotation horizontale : déplacer les jambes de l'orientation 1 à 3 ou de
l'orientation de 1 à 7 avec genoux ﬂéchis légèrement.
 Mouvements de danse de base :
 MO inviter (Mõ mòi ) : les bras éloignés de 3 cm en face du torse, du biceps
et de l'avant-bras sont orthogonaux,
Répétition : la jambe droite / gauche passe en avant avec le talon touche le
sol, le bras droit / gauche aussi tout droit le long de l'orientation de la jambe
avec la main ouverte. Le corps peut tourner n'importe quelle orientation, vers
l'arrière ou vers l'avant
 MO Pied-glisser (Mõ xet chân) : déplacer la jambe droite 40 cm vers l'orien-
tation 2, puis glisser la jambe gauche à côté de la jambe droite. De même,
la jambe gauche avec orientation 8.
 MO Doigt de pied-touchant (Mõ châm chân) : la jambe droite/gauche à
l'orientation 1, le genou gauche/droit avec les orteils touche le sol, les bras
applaudissent en orientation 8/2, la tête maigre en orientation 8/2.
5.3.3 Analyse sémantique d'un mouvement de la danse Mõ
5.3.3.1 Outils d'implémentation
Nous utilisons Protégé 7 pour implémenter notre approche de représentation de
danse traditionnelle vietnamienne. Protégé est un outil open source spécialement dédié
à OWL. Il a été développé par le centre de recherche en informatique biomédicale à
7. https://protege.stanford.edu/
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l'école de médecine de l'université de Stanford.
Des applications développées avec Protégé sont employées dans la résolution des
problèmes et la prise de décision dans un domaine particulier. Protégé est aussi une
plate-forme extensible permet de gérer des contenus multimédias, interroger, évaluer
et fusionner des ontologies. L'interface graphique de Protégé permet de manipuler ai-
sément tous les éléments d'une ontologie (Voir Figure 5.4).
Figure 5.4  Interface graphique de protégé 2000.
Protégé permet aussi de créer ou d'importer des ontologies écrites dans les diﬀérents
langages d'ontologies tel que : RDFs, OWL, DAML, et OIL. La version Protégé 4.3 oﬀre
la possibilité de créer les ontologies utilisées dans notre système avec l'hiérarchie des
classes, des propriétés et des relations entre les diﬀérents éléments de l'ontologie.
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5.3.3.2 Ontologie de danse
Formellement, une danse est typique du mouvement humain ; le mouvement hu-
main est une connaissance quand nous pouvons utiliser une ontologie pour le modéliser.
Nous proposons d'utiliser les technologies de l'ontologie pour représenter et raisonner
les chorégraphies de danse en construisant une ontologie de danse par OWL. Cette des-
cription logique de danse nous permet d'exprimer des relations complexes et des règles
d'inférence pour le domaine du mouvement humain. Cependant, les capacités de rai-
sonnement facilitent l'extraction de nouvelles connaissances à partir des connaissances
existantes (Voir Figure 5.5).
Figure 5.5  Ontologie de domaine de danse traditionnelle.
Notre but est d'explorer comment les diﬀérentes étapes de danses traditionnelles
vietnamiennes dans une vidéo peuvent être catégorisées et décrites pour extraire les
connaissances de la vidéo. Dans la danse Mõ de la région Red river delta, nous pouvons
décrire l'action MO foot-dragging par les images 5.6, 5.7, 5.8, 5.9 et 5.10, qui illustrent
les diﬀérentes positions des pieds à partir de la position initiale jusqu'à la pose ﬁnale
(la ﬁn d'action) :
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1. Commencer par la position initiale (Voir Figure 5.6).
Figure 5.6  Position initiale de danse Mõ.
2. Bouger la jambe droite 40 cm dans l'orientation 2 : Pied droit dans l'orientation
2 ; pied gauche en orientation 8 avec talon juste avant les orteils droits (Voir
Figure 5.7)
Figure 5.7  Position 1 de la jambe.
3. Glisser la jambe gauche à côté de la jambe droite : pied droit dans l'orientation
2 ; pied gauche dans l'orientation 8 ; talon droit est au milieu du pied gauche
(Voir Figure 5.8)
Figure 5.8  Position 2 de la jambe.
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4. Retour du pied droit derrière le pied gauche : pied gauche dans l'orientation 8, le
talon droit est levé dans l'orientation 1 ; les orteils droits sont au talon gauche ;
le genou droit est plié (Voir Figure 5.9)
Figure 5.9  Position 3 de la jambe.
5. Les deux pieds dans l'orientation 1 ; le pied gauche devant (20 cm) le côté droit
(20cm) du pied droit ; le talon droit est légèrement levé (Voir Figure 5.10)
Figure 5.10  Position 4 de la jambe.
La combinaison en parallèle entre les actions des pieds avec les actions des mains
constitue un mouvement corporal complet. Noter que, certaines actions s'exécutent
d'une manière répétitive c'est ce que nous appliquons dans l'annotation des mouve-
ments.
Maintenant, nous présentons les séquences des positions des mains pour le mouve-
ment MO foot-dragging de danse Mõ. Toutes les descriptions données dans les images
5.11, 5.12 et 5.13 sur le mouvement de la main gauche s'appliquent à la main droite :
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1. Position initiale : bras gauche dans l'orientation 8 ; bras droit dans l'orientation
2 ; les bras sont levés en forme hexagonale (les bras se croisent devant le torse ;
3 cm du torse) (Voir Figure 5.11).
Figure 5.11  Position initiale des mains.
2. Main ouverte et orthogonal avant-bras ; les doigts de l'index à l'auriculaire sont
droits ; gros doigt orthogonal aux autres doigts (Voir la Figure 5.12).
Figure 5.12  Position 01 des mains.
3. Main ouverte et orthogonale avant-bras ; les doigts d sont droits ; le gros doigt
orthogonal aux autres doigts qui sont orientées vers la tête (Voir la Figure 5.13).
Figure 5.13  Position 02 des mains.
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5.3.3.3 Concepts et propriétés
Nous décrivons notre approche par la représentation de la danse traditionnelle viet-
namienne Mõ en utilisant le DL-Lite. Premièrement, nous considérons que le corps
humain est divisé en parties (chaque partie corresponde une classe) : Genou, avant-
bras, Biceps, Doigt, Gros doigt, Bras, Orteils, Talon et Pieds. Chaque partie a son côté
droite et son côté gauche (sous-classe).
Deuxièmement, le danse Mõ comprend des concepts, des propriétés de concepts et
des relations entre les concepts, pour fournir une description formelle d'un domaine. Il
procure un vocabulaire commun qui surmonte l'hétérogénéité sémantique de l'informa-
tion (Voir Figure 5.14).
Figure 5.14  Classes et sous classes des mouvements de base pour la danse Mõ.
102
Chapitre 5 : AniAge : Projet d'ontologie de danses traditionnelles
Nous expliquons certaines des classes les plus éminents d'ontologie de danse :
Mouvement : Cette classe peut être considérée comme la racine de l'aspect mou-
vement (lié au corps et à la partie du corps) de la danse. Il code les informations
sur les mouvements de phrases, les primitives et les poses.
Région, message et vêtements : Ces classes représentent l'information régio-
nale, le contenu de la danse et les message transmis.
Group, Groupshape, LineRelation et CircleRelation : ces classes encodent
l'information des groupes de danseurs en danse.
La classe CircleRelation contient les quatre direction d'une Cercle de danse : de
gauche / droite vers le centre, et de arrière / avant vers la centre.
CKeyTime, Orientation et Position : ils représentent la position et l'orienta-
tion de corps ou du partie du corps dans à chaque moment.
La sous classe Unité de base (Basic Unit) de la classe Mouvement contient les
actions basiques de chaque mouvement (Voir la section 5.3.2).
5.3.3.4 Relations et interprétations
Il existe certains types de relations entre les classes de danse :
 Le premier concerne la réalisation des poses et de mouvements diﬀérents.
 Le second et le troisième concernent les groupes et les régions des danseurs.
 Le quatrième concerne la relation spatiale avec la scène pour les danseurs et les
groupes de danseurs.
 Le dernier traite la relation entre le contenu d'une danse folklorique et sa région.
Le tableau 5.1 montre les prédicats typiques et leur explication de ces relations :
Relation Explication
HasSegment(a,b) Mouvement (a) appartient au segment (b)
MemberOf(a,b) Danseur (a) est membre du groupe (b)
BelongToRegion(a,b) Danse (a) appartient au région (b)
PosDance(a,b) Danse (a) est à la position (b)
HasMessage(a,b) Danse (a) transmit le message (b)
Table 5.1  Relations entre les classe de la danse Mõ.
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5.4 Conclusion
La création d'une ontologie de danse est une tache très compliquée. D'une part,
elle exige un travail supplémentaire pour le traitement d'images et la segmentation de
séquences vidéo. D'autre part, une interprétation culturelle pour chaque partie de la
danse doit être représentée.
Dans ce chapitre, nous avons construit une ontologie de danse folklorique vietna-
mienne en déﬁnissant des composants de danse, par la segmentation en des unités de
base. Une unité de base consiste en une ou plusieurs phrases de mouvement. La phrase
de mouvement contient plusieurs mouvements primitifs. Un mouvement primitif a au
moins deux poses de base avec une durée entre la première pose et la dernière pose.
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Failure is success if we learn from it.
Malcolm Forbes
Success is simple. Do what's right, the right way, at the right time.
Arnold H. Glasow
LES ontologies ont pris une place centrale dans les applications basées sur lesconnaissances. Elles permettent de capitaliser, de représenter, d'exploiter et de
partager sémantiquement des connaissances et des informations. Les travaux qui ont
été menés dans le cadre de cette thèse se situent dans le domaine de la représentation
des connaissances. D'abord, nous avons présenté les logiques de descriptions comme un
formalisme permettant la représentation formelle et le raisonnement sur les ontologies.
Nous avons introduit la syntaxe et la sémantique des extensions principales de la fa-
mille de DL-Lite. Cette famille a un énorme intérêt suscité par la problématique d'accès
aux données via une ontologie (OBDA). Ensuite, nous avons étudié le débogage et les
traitements sur les bases de connaissances DL-Lite avec multiple ABox. Nous avons
généralisé les techniques de gestion d'inférence, et étudié les propriétés de la complexité
de calcul de conﬂits dans les bases de connaissances DL-Lite avec multiple ABox.
Nous nous sommes intéressés à la résolution de problème de l'inconsistance dans
DL-Lite stratiﬁé. Pour cette raison, nous avons examiné certaines approches connues
qui permettent de sélectionner une base de réparation. Puis, nous avons proposé des
stratégies pour sélectionner une seule réparation assertionnelle. Ces stratégies ont pour
point de départ la réparation à base d'assertions libres prioritaires. Les critères de
fermeture déductive et de consistance sont rajoutées aﬁn d'améliorer l'expressivité de
la réparation à base d'assertions libres prioritaires. A la ﬁn de cette thèse, nous avons
fourni des résultats de calcul de la complexité et des études expérimentales montrant
l'eﬃcacité des stratégies proposées.
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Travaux futurs
D'autres stratégies pour sélectionner une seule réparation qui ont comme point de
départ la réparation à base d'assertions libres consistent à ajouter le critère de priorité,
ou la cardinalité (inférence lexicographique). Ce critère a été largement utilisé dans
le cadre de la logique propositionnelle [110]. Ces stratégies de gestion de l'inconsis-
tance sont propres à la logique DL-Lite et elles permettent une manipulation facile des
inconsistances.
Comme perspectives à notre travail, nous proposons de l'améliorer par des travaux
futurs aﬁn d'obtenir des relations plus productives et de nous fournir que des résultats
sûrs dans un temps polynomial. Ces travaux futurs sont comme suit.
La gestion de l'incertitude dans DL-Lite au niveau de base terminolo-
gique : c'est une autre forme d'inconsistance en présence de degrés de certitude par
l'utilisation de la théorie des possibilités dans DL-Lite. Cela dépend d'autres étapes
de la modélisation de la connaissance. Par exemple, dans la théorie des probabilités,
l'assertion probabiliste suivante 〈B v C, α〉 signiﬁe que la probabilité conditionnelle de
l'axiome B v C est égale à α.
La gestion de l'inconsistance dans DL-Lite avec multiple TBox : la question
est alors de savoir comment étendre les concepts de conﬂits, associés à des axiomes
négatifs pour déﬁnir des degrés d'inconsistance dans des bases de terminologie multiple.
Cette extension est utile lorsque l'on doit fusionner plusieurs sources d'informations,
où l'union du TBox (émis de chaque source) est consistante, mais l'ensemble des TBox
est contradictoire.
La gestion de l'inconsistance dans DL-Lite au niveau de requêtes : toutes
les stratégies proposées calculent la réparation avant le lancement des requêtes. Une
idée intéressante consiste à calculer la réparation d'une base de connaissances DL-Lite




Anyone who has ever made anything of importance was disciplined.
Andrew Hendrixson.
Creativity is intelligence having fun.
Albert Einstein





Dans cette annexe, nous présentons un outil de représentation et de raisonnement
dans le cadre DL-Lite. Pour cela, nous avons utilisé les modules et les classes pro-
grammées par [123] dans l'outil de représentation et de raisonnement dans le cadre de
posibiliste DL-Lite. Cet outil est développé en JAVA et implémente l'algorithme de
vériﬁcation de l'incohérence de la base de terminologie TBox. Notre addition consiste à
calculer la réparation d'une base de connaissance DL-Lite en utilisant les algorithmes
développés dans le chapitre 3. Dans cet outil, la ABox est géré à l'aide du moteur de
base de données SQL. Nous utilisons aussi, la syntaxe fonctionnelle OWL-QL comme
un langage ontologique.
En fait, cette application n'utilise pas les outils de programmation d'ontologie exis-
tants tels que : Jena et les API OWL (voir la section 1.4.6). Par conséquent, nous
avons développé notre analyseur syntaxique. On peut lire tout types ﬁchier OWL-QL
standard, édité à l'aide d'un d'éditeur d'ontologie standard tel que Protégé 8 (voir la
section 1.2.5).
Enﬁn, nous avons adapté ce codage dans le but d'ajouter d'autres capacités de
raisonnement en cas de priorité entre les ABoxs.
Dans ce qui suit, nous présentons quelques captures d'écran de cet outil suivies d'une
explication de ses fonctionnalités.
Interface principale
La Figure 5.4 présente l'interface principale de notre éditeur d'ontologie DL-Lite.
Cette interface est partitionnée en deux panneaux : l'un pour spéciﬁer la base TBox
et l'autre pour exprimer les bases ABoxs. Chaque partition de l'interface principale
possède de déférents boutons fonctionnels. L'utilisation des ces boutons de la barre




Figure 2  Interface principale
La TBox exportée dans l'éditeur, est représentée en utilisant la syntaxe fonctionnelle





















De même, la ABox est exprimé à l'aide d'assertions et des relations gérées par le















L'outil d'éditeur d'ontologie DL-Lite met en ÷uvre deux opérations principales de
raisonnement : Solve et Repairs, qui sont des menus sur l'interface principale de
l'éditeur.
Opération Solve
Cette opération implique trois fonctions ; la première concerne la détection des
erreurs de modélisation lors de la déﬁnition de l'ontologie, à savoir l'incohérence de
la TBox (voir la section 2.3.1). Une caractéristique importante de cet outil est que la
détection d'incohérence se fait instantanément après avoir rajouté un axiome à TBox.
Une fois qu'une incohérence est détectée, l'éditeur indique la source d'incohérence en





Figure 3  Détection d'incohérence de TBox
Une deuxième fonction fournie par l'opération Solve est le calcul de l'ensemble des
conﬂits (Voir la déﬁnition 10). Le résultat de cette tâche est un ﬁchier texte qui contient





(Publication (Publication0) ; Person(Publication0))
(Publication (Publication2) ; Person(Publication2))
(aﬃliateOf(Person4, Prefessor1) ; advisor(Person4, Prefessor1))
D'autre part, la dernière fonction de l'opération Solve consiste à trouver l'ensemble




Sur cette opération, cinq algorithmes de calcul de réparation ont été implémentés.
L'outil calcule d'abord la fermeture négative en utilisant les règles présentées dans la
section 2.3.3. Cette fermeture se transforme en requêtes eﬀectuées sur l'ensemble des
individus dans les ABoxs aﬁn de calculer le degré d'inconsistance. Une fois que le degré
d'inconsistance est calculé, tous les axiomes trouvés dans les ABoxs inférieurs ou égaux
à ce degré sont mis en évidence en utilisant le Style italique. La Figure 5.4 montre un
exemple de détection de l'inconsistance dans les ABoxs.
Figure 4  Détection d'inconsistance dans les ABoxs
Pour chaque algorithme, un compteur aﬃche le temps d'exécution nécessaire pour
calculer la réparation et le taux de production (Voir Figure 5.4). Le résultat de ce calcul
est enregistré dans un ﬁchier OWL.
Figure 5  Le temps et le taux de réponse
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