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Abstract-we establish criteria for the nonexistence of eventually positive (negative) and mono- 
tonely decreasing (increasing) solutions of the partial difference inequality 
&&4m, 4 + 2 Pi(m, n, y(gi(n), k(n))) 
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where Qi(m) and hi(n), 1 5 i 5 T are some deviating arguments. Several examples are presented to 
dwell upon the importance of the results obtained. 
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1. INTRODUCTION 
The theory of difference equations, the methods used in their solutions, and their wide applica- 
tions have been and still are drawing intensed attention. In fact, in the last few years several 
monographs and hundreds of research papers have been written, e.g., see [l-7] and the refer- 
ences cited therein. On the other hand, though partial difference equations are as important as 
difference equations, comparatively few papers have been devoted to the qualitative theory of 
their solutions, for instance, refer to [&181. In fact, partial difference equations arise in applice 
tions involving population dynamics with spatial migrations, chemical reactions, control systems, 
combinatorics as well as finite difference schemes [4,13,19]. Hence, to further develop the quali- 
tative theory of partial difference equations, in this paper we shall consider the partial difference 
inequalities 
&n&zy(m, n) + 2 Pi(m, 12, &i(m), hi(n))) 
i=l 
2 &Qi( 
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where A is the forward difference operator defined by A,y(m, n) = y(m + 1, n) - v(m, n), and 
gi(m), hi(n) (E N), 1 5 i 5 T are deviating arguments satisfying 
gi(m) < m - cyi and hi(n) 5 n -Pi (I-3) 
for some nonnegative integers (~6, pi, 1 5 i 5 7. It is noted that condition (1.3) is quite general as 
it includes not only simple delays (e.g., gi(m) = m - cri), but also many other types of deviating 
functions (e.g., gi(m) = m - ai - [m - ai/2]; gi(m) = [(m - c#], 0 < 6 5 1). 
By a solution of (1.1),(1.2), we mean a nontrivial double sequence {g(m, n)} satisfying (l.l), 
(1.2) for m 2 m0, n 2 710. A sequence {y(m,n)} is nonincreasing (nondccrecrsing) if both 
A&m, n) and A,y(m, n) are nonpositive (nonnegative). Further, {y(m, n)) is eventually posi- 
tiue (negative) if y(m,n) is positive (negative) for all large m and n. A solution of (1.1),(1.2) is 
said to be oscillatory if it is neither eventually positive nor negative, and nonoscilhtorg otherwise. 
We shall establish criteria for the nonexistence of eventually positive (negative) and nonincreas- 
ing (nondecreasing) solutions of (1.1) ,( 1.2). Our results naturally extend and/or complement the 
work of several authors [8-12,14-181. 
Throughout, for each 1 < i 5 r we shall assume that there exists a function fi : R + R and 
double sequences Mm, n)}, {PXm, n)}, {dm, n)), {d(m, 4) such that 
(Al) for u# 0, d(u) > 0, h(u)/u I ^li E (0,~); 
(A2) for u # 0, 
(A3) qi(m, n) > pi(m, n) eventually. 
Further, we shall introduce the following notations: 
The plan of the paper is ss follows. In Section 2 we shall present some preliminary results, 
some of which are interesting in their own right. The nonexistence criteria for eventually positive 
(negative) and nonincreasing (nondecreasing) solutions of (1.1),(1.2) are developed in Section 3. 
To illustrate the results obtained, in Section 4 we also include a total of five examples. 
2. PRELIMINARIES 
LEMMA 2.1. Let {y(m, n)} be any eve&u&y positive (negative) sequence. Suppose that there 
exist X E R such that for all large m and n, 
y(m + 1, n) + y(m, n + 1) - Mm, n) 5 (1) 0. (2.1) 
Then, for CY, p 2 0 and large m and n, 
y(m - a, n - p) I (5) 2’X-a-Bu(m, 4, (2.2) 
where r = xnin{a, P). 
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PROOF. We shall consider only the case when {y(m, n)} is eventually positive as the arguments 
are similar when {y(m, n)} is eventually negative. From (2.1) we have 
Y(m + 1, n> + Y(W n + 1) 5 &/(m, n) (2.3) 
from which it is clear that X > 0. Further, it follows from (2.3) that 
Y(” + l,n> 5 Xy(m,n) and y(m,n + 1) 5 Xy(m,n). (2.4) 
Using (2.4) and (2.3) successively, we find 
2y(m + 1,n + 1) I X[y(m + 1, n) + y(m, n + I)] < X2y(m, n) 
or 
y(m + 1, n + 1) I f X2y(m, n). 
Applying (2.5) repeatedly leads to 
y(m + r, n + T-) I X2r2-’ y(m, n) 
which implies 
y(m - r, n - r) 2 X-2T2T y(m, n). 
On the other hand, repeated use of (2.4) provides 
y(m - T, n - 7-) 5 Xa-'A@-'y(m - a, n - /3). 
(2.5) 
(2.6) 
(2.7) 
The inequality (2.2) is obtained by combining (2.6) and (2.7). 
The next lemma is obvious. 
LEMMA 2.2. The following identity holds for M 5 m, N 5 n 
2 2 -AiAjy(i,j) = y(m + 1, N) - y(M, N) + y(M,n + 1) - y(m + l,n + 1). (2.8) 
i=M j=N 
REMARK 2.1. It is clear from (2.8) that if the sequence {y(i,j)} is nonincressing (nondecreasing), 
then 
n ICC -AiAjy(&j) > (I) y(m + 1, N) - Y(M, N) (2.9) 
i=M j=N 
and also 
5 2 -&Ajy(i,j) 2 (5) y(M,n + 1) - Y(M,N). (2.10) 
i=M j=N 
LEMMA 2.3. Let {y(m,n)} b e an eventually positive (negative) and nonincreasing (nondecreas- 
ing) solution of (1.1),(.2.2). Suppose that 
(2.11) 
Then, y(m, n) tends to zero as m and n tend to infinity. 
PROOF. We shall only prove the case when {y(m, n)} is an eventually positive and nonincreasing 
solution of (1.1). Thus, y(m,n) 1 a (L 0) as m,n + co. 
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From (l.l), (Al)-(A3), and (1.3), we find for sufficiently large m and n, 
-&Ay(m, n) 5 - 2 KWm, n, y(a(m), k(n))) - Pi(m, n9 y(Am), k(n)))1 
i=l 
7 
S - 2 k(m, nMhi(m>, hi(n))) 
i=l 
Subsequently, for sufficiently large it4 and N, it follows from (2.12) and (2.9) that 
- 2 5 k’IcPi(m,n)!I(X-%L-P) 
m=M n=N i=l 
m=M n=N i=I 
2 - 5 5 AmAny(m,n) 2 Y(K + l,N) - Y(M,N) 
m=M n=N 
(2.12) 
(2.13) 
2 a - y(M W. 
If a > 0, then the above inequality gives a contradiction as K, L + 00. Hence, a = 0. This 
completes the proof of the lemma. 
LEMMA 2.4. Let {y( m, n)} be an eventually positive (negative) and nonincreasing (nondecreas- 
ing) solution of (1.1),(1.2). Suppose that there exists b > 0 such that for sufficiently laxge M 
and N, 
5 2 ~"Ir/k(m9n) 26. (2.14) 
m=M n=N i=l 
Then, 
and 
y(M, N) > (I) bar(K - a, L - P) + YW + 1, N) (2.15) 
y(M, N) 1(S) by(K - a, L - P) + Y(M, L + 1). (2.16) 
PROOF. Once again let {y(m,n)} be an eventually positive and nonincreasing solution of (1.1). 
As before in view of (2.12) and (2.9), we obtain (2.13) which is the same ss 
y(M,N) 2 5 6 ~api(m,n)Y(K-cr,L-B)+~(K+l,N). 
m--M n=N i-1 
Applying (2.14) in the above inequality gives (2.15) immediately. 
To obtain (2.16), we use (2.10) (instead of (2.9)) to get 
- 5 2 kTdpi(m, n)y(K - a, L - P) 2 - 5 5 L&&m, n) 
m=M n=N i=l m=M n=N 
2 Y(M,L + 1) - Y(M,W 
which, in view of (2.14), yields (2.16) readily. 
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LEMMA 2.5. Let Q, p > 0 and {y(m, n)} be an eventually positive (negative) and nonincreashg 
(nondecreasing) solution of (1.1),(1.2). Suppose that there exists b E (0,1/2] such that for all 
large M and N, 
M-l N-l 7 
,,,=M-a n=N-B i=l 
(2.17) 
Then, for all large s and t, 
Y(S--Q7t-P) I(1) c2Y(s+Lt+l), (2.18) 
where c = 2be2(1 - b + dm). 
PROOF. Let {y( m, n)} be an eventually positive and nonincreasing solution of (1.1). In view 
of (2.17), for sufhciently large s and t, there exists M such that M - cx 5 s I M - 1 and 
m=M-a n=t i=l 
(2.19) 
5 fJ k-yipi(m,n) 2 $. (2.20) 
m=s+l n=t i=l 
Using Lemma 2.4 (2.15), (2.19), and (2.20), respectively, lead to 
y(M-a,t) 2; y(s-a,t)+y(s+l,t) 
and 
y(s+l,t) 2; y(M-o,t)+y(M+l,t). 
On substituting (2.21) into (2.22), we get 
y(s-o,t)+Y(s+lIt) 1 
or 
Cl Y(S + 1, t) > Y(S - o,t), 
where cl = 4/b2(1 -b/2). 
Next, we use (2.23)(,,~ in (2.22) to obtain 
In view of (2.21), it follows from (2.24) that 
or 
c2 Y(S + 1,t) 2 Y(S - o,t), 
where cs = 4/b2(1 -b) c cr. 
Inductively, we get for i L 1, 
(2.21) 
(2.22) 
(2.23) 
(2.24) 
ci y(s + 1,t) L Y(S - Qyt), (2.25) 
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where 
1 - (b/2 + l/q) 
9+1 = b/2 (b/2 + l/Q) (2.26) 
and {Q} is a decreasing sequence. Taking limit in (2.26) gives the expression of c as defined. 
Further, from (2.25) we have 
cl& + 1, t) r Y(S - % t). (2.27) 
On the other hand, condition (2.17) also implies that for sufficiently large s and t, there exists N 
suchthatN-p5tIN--land 
s+a t 
c c ~%~i(m,n) r 4, (2.28) 
tn=6 n=N-P i=l 
s+cr N T 
c c Cwhn) 2 ;. (2.29) 
m=u n=t+l is1 
Applying Lemma 2.4 (2.16), (2.28), and (2.29), respectively, give rise to 
and 
YhN-P) 2; YW-P)+y(s,t+1) 
!/(s,t+l) 2 f y(s,N-p)+Y(s,N+l) 
from which, by a previous argument, it follows that 
Y(Sl t + 1) 2 Y(S, t - P). 
Now, using (2.27) and (2.32) we get 
(2.30) 
(2.31) 
(2.32) 
Yb-M-P) = Y(S -a,t-P), y(s+Lt-P) 
y(s+l,t+l) y(s+l,t-p) y(s+l,t+l) 5c2 
which is (2.18). 
LEMMA 2.6. Let a, /3 > 0 and {y(m, n)) b e an eventually positive (negative) and nonincreasing 
(nondecreaaing) solution of (1.1),(1.2). Suppose that there exists b > 0 such that (2.17) holds for 
alI large M and N. Then, for all large s and t, 
y(s - a,t - P) I (2) ; y(s + 1, t + 1). (2.33) 
PROOF. Suppose that {g(m, n)} is an eventually positive and nonincreasing solution of (1.1). As 
in the proof of Lemma 2.5, we have (2.19)-(2.22). Inequalities (2.21) and (2.22), respectively, 
imply 
y(M -cult) I ; y(s-a,t) and y(s + 1, t) 2 ; y(M - a, t). 
Hence, 
y(s - a,t) < (2/b) 04 - apt) 4 
g(s + 1, t) - (b/2) y(M - a,t) = 3’ (2.34) 
Further, we also have (2.28)-(2.31). It is clear from (2.30) and (2.31) that 
and y(s,t+l) 1; y(s,N-p). 
Consequently, 
y(s, t - P) < (2/b) ~(8, N - P) 4 
y(s, t + 1) - (b/2) y(s, N - @) = p* 
Applying (2.34) and (2.35), we find 
(2.35) 
y(s-a,t-p) = y(s-a,t--0) .Y(s+l,+O) < 16 
y(s + 1, t + 1) l&+l,t-p) y(s+l,t+l) -g 
which is (2.33). 
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LEMMA 2.7. Let @ = 0, a > 0, and {y( m, n)) be an eventually positive (negative) and nonin- 
crea&g (nondecreasing) solution of (1.1),(1.2). Suppose that there exists b E (0,1/2] such tht 
for all large M and N, 
M-l 7 
c c wi(m, N) 2 b. (2.36) 
m=M-a i=l 
Then, for all large s and t, 
Y(S - 0) 5 (2) 4s + l,Q, (2.37) 
where c is defined in Lemma 2.5. 
PROOF. ht {y( m,n)} be an eventually positive and nonincreasing solution of (1.1). In view 
of (2.36), for sui%ciently large s, there exists M such that M - Q I s 5 M - 1 and 
d 7 
m G_, zTiCi(m,N) 2 iy (2.38) 
i iTipi(m,N) 2 i. (2.39) 
m=r+l i=l 
Applying Lemma 2.4 (2.15), (2.38), and (2.39), respectively, provide 
y(M-cr,N) 2; y(s-wN)+y(s+l,N) (2.40) 
and 
y(s+l,N) 2; y(M-a,N)+y(M+l,N). 
Using a similar technique ss in the proof of Lemma 2.5, we find that for i > 1, 
(2.41) 
~/(s+l,N) 2z/(s-a,N), (2.42) 
where {Q} is a decreasing sequence satisfying the recurrence relation (2.26). Letting i -+ co in 
(2.42) gives (2.37) immediately. 
LEMMA 2.8. Let (Y = 0, fi > 0, and {v( m, n)} be an eventually positive (negative) and nonin- 
creasing (nondecreasing) solution of (1.1),(1.2). Suppose that there exists b E (0,1/2] such that 
for all large M and N, 
(2.43) 
nrN-fl kl 
Then, for all large s and t, 
!l(s,t - PI 5 (2) cy(s,t + 11, (2.44) 
where c is defkd in Lemma 2.5. 
PROOF. The proof is similar to that of Lemma 2.7. Indeed, for sufficiently large t, there exists N 
such that N - p 5 t I N - 1, and corresponding to (2.38)-(2.42) we have 
n$, gTilri(M,n) 1 i9 5 ~^liPi(M9n) 2 %9 
=- .= n=t+l i=l 
y(M, iv - PI 1% dM, t - PI + dM, t + 11, 
y@f,t + 1) 1 ; y(M N - P) + YW, N + I), 
and 
ci y(M,t + 1) 2 y(M,t - PI. 
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LEMMA 2.9. Let p = 0, cy > 0, and {y(m,n)} b e an eventually positive (negative) and nonin- 
creasing (nondecreasing) solution of (1.1),(1.2). Suppose that there exists b > 0 such that (2.36) 
holds for all large M and N. Then, for alI large s and t, 
Y(S - o,t) 5 (2) $ Y(S + 1,t). (2.45) 
PROOF. Once again suppose that {y(m, n)} is au eventually positive and nonincreasing solution 
of (1.1). As in the proof of Lemma 2.7, we have (2.38)-(2.41) from which it follows that 
y(M-cr,N) 2 4 y(s-a,N) and y(s+l,N) 1; y(M-a,N). 
Hence, we find 
y(s - o, N) < (2/b) Y(M - (~3 N) = 4 
y(s + 1, N) - (b/2) y(M - (Y, N) b2 
which is exactly (2.45). 
LEMMA 2.10. Let (Y = 0, p > 0, and {y( m, n)} be an eventually positive (negative) and nonin- 
creasing (nondecreasing) solution of (1.1),(1.2). Suppose that there exists b > 0 such that (2.43) 
holds for all large M and N. Then, for all large s and t, 
y(s,t - PI I (2) $ y(s,t + 1). (2.46) 
PROOF. Let {y(m, n)} b e an eventually positive and nonincreasing solution of (1.1). It is obvious 
from the proof of Lemma 2.8 that 
y(M,N-P) 2; y(M,t--PI and y(M,t+l) L; y(M,N-P). 
Therefore, 
which is (2.46). 
YW, t - P> < (2/b) YW, N - PI = j_ 
y(M,t + 1) - (b/2) Y(M,N - P) b2 
3. MAIN RESULTS 
THEOREM 3.1. Let a + p > 0. Suppose that for each 1 5 i I 7, ,ui(m,n) > pi > 0 eventually 
and 
d (3.1) 
where r- = minlli,jsT{cri, pj} = min{a, P}. Then, 
6) 
(ii) 
(iii) 
the inequality (1.1) has no eventually positive and nonincressmg solution; 
the inequality (1.2) h as no eventually negative and nondecreasing solution; and 
the following equation has neither eventually positive and nonincreasing nor eventually 
negative and nondecreasing solutions 
7 7 
A,A,y(m,n> + Cp,(m,n,y(gi(m),hi(n))) = C&i(m,n,~(~i(m),hi(n))). 
i=l i=l 
PROOF. 
(i) Suppose that (1.1) has an eventually positive and nonincreasing solution {y(m, n)). Let 
V = X E W 1 -AmAny(m,It) + (1 - X)y( m, n) + y(m + 1, n + 1) 5 0, eventually 
> 
. 
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By repeating the above procedure, we see that (X - id) E V, i = 2,3,4,. . . . However, 
since d > 0, for sufficiently large i we have ,! - id < 0. This contradicts the fact that 
elements of V are positive. 
(ii) The proof is similar to that of (i). 
(iii) This follows from (i) and (ii). 
We claim that V is nonempty. Indeed, from (l.l), (Al)-(A3), and (1.3) we obtain (2.12) 
which is used to get 
-AhmAny(m, n) + (1 - 2)y(m, n) + y(m + 1, n + 1) 
I-2 "liPi(Wn)Y(~ -cu,n-p)-y(m,n)+y(m+l,n+l) 
i=l 
L -2 W4(m9n)Y(m-~,~-PP) IO. 
i=l 
Thus, 2 E V. 
Further, if X E V, then it follows from the definition of V that (2.3) holds, and so it is 
necessary that X > 0. 
Next, since y(m, n) is nonincreasing, we find that 
- &AY(w n) - y(m, n) + y(m + 1, n + 1) I -&,AY(~, n) 
I -~rin(m,n)y(m-cr,n-p) 
i=l (3.2) 
I- C Pi% 2PX-a-PY(m9 n), 
i=l 
where X E V and we have applied Lemma 2.1 in the last inequality. 
Now, consider the function T(u) = u+~L+- P2r & PiTi -2. It GUI easily be computed 
that 
mi&T(u)=T ( ~r(~+B)~~i~~]l”LIYII’) =d, 
In particular, for X E V we have T(X) 2 d, which is equivalent to 
A-a-/%-Jr 7 c pi^li > d + 2 - X. 
i-1 
Using (3.3) in (3.2), we find 
-AmAny(m,n) - y(m, n) + ~(m + 1, n + 1) 5 -(d + 2 - X)y(m, n) 
(3.3) 
or 
-AmAny(m, n) + [l - (X - d)]y(m, n) + y(m + 1, n + 1) I 0 
which implies that (X - d) E V. 
THEOREM 3.2. Suppose that (Y = ,f3 = 0 and 
~WJi(m,n) 11 
i=l 
eventually. Then, the conclusion of Theorem 3.1 holds. 
(3.4) 
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PROOF. Again, we shall only prove (i). For this, suppose that (1.1) has an eventually positive 
and nonincreasing solution {y(m, n)}. As before, we have (2.12) which reduces to 
or 
y(m,n+l)+y(m+l,~)-y(m+l,n+l) 5 
I 
y(m,n). (3.5) 
In view of (3.4), the right side of (3.5) is eventually nonpositive, whereas the left side is eventually 
positive due to the monotone nature of y(m, n). 
THEOREM 3.3. Suppose that 
Mfa N+B T 
(3.6) 
m=M n=N i=l 
Then, the conclusion of Theorem 3.1 holds. 
PROOF. Once again we shall only provide the proof of(i). Let {y(m, n)} be an eventually positive 
and nonincreasing solution of (1.1). Then, we have (2.12) which on summing and using (2.9) gives 
M+a N+P T 
> Y(M + CY + 1, N) - y(M, N) + C C C W4(W n)YtM + CY - Q~ N + P - P) t3’7 
m=Mn=N i=l 
rM+a N+B T 1 
= Y(M + Cr + 1,N) + I Yt"T N)a m=M n=N i=l I 
In view of (3.6), the right side of (3.7) is positive. Hence, we get a contradiction. 
THEOREM 3.4. Let cr,B > 0. Suppose that there exists b E (0,1/2] such that (2.17) holds for sll 
large M and N. Further, mume that 
(34 
m=M-a n=N-fl i=l 
where c is defined in Lemma 2.5. Then, the conclusion of Theorem 3.1 holds. 
PROOF. Once again suppose that (1.1) has an eventually positive and nonincreasing solution 
{y(m, n)}. As before, we have (2.12), a summation of which yields 
-&AY(m, n) 
m=M-a n=N-fl 
I - E 
m--M-a n=N-p i=l 
M N T 
(3.9) 
I- c c Cricci(m,n)Y(M-a,N-P). 
m=M-a n=N-4 ill 
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On the other hand, using (2.9) and Lemma 2.5 successively we find 
IE 5 -AmAn~(m, n) L Y(M + 1, N - P) - Y(M - o, N - P) 
m=M-a n=N-f3 
Coupling (3.9) and (3.10), we get 
2Y(M+l,N+l)-y(M-cr,N-P) 
(3.10) 
2 (1 - c2) &!(A4 + 1, N + 1). 
M N T 
c c &4m, 4YW - a, N - P) 5 (c” - 1) Y(M + 1, N + 1) 
m--M-a n=N-@ i=l 
< (C2-l)y(M-cu,N-/3) 
or equivalently 
5 2 ~%&7%n)<C2-1 
m-M-a n=N-P i=l 
which ia a contradiction to (3.8). 
THEOREM 3.5. Let (Y, 0 > 0. Suppose that there exists b E (0,2] such that (2.17) holds for al 
large M and N. Anther, assume that 
limsup 5 
M,N+oo m=M-a n=N-fl i=l 
(3.11) 
Then, the conclusion of Theorem 3.1 holds. 
PROOF. The proof is similar to that of Theorem 3.4 with the modification that we apply 
Lemma 2.6 instead of Lemma 2.5. 
THEOREM 3.6. Let jl = 0, Q > 0. Suppose that there exists b E (0,1/2] such that (2.36) holds 
for ah large M and N. fither, assume that 
M T 
;yy 
9 4 
c &pi(mN) > l- f, 
m=M-a i-1 
(3.12) 
where c is defined in Lemma 2.5. Then, the conclusion of Theorem 3.1 holds. 
PROOF. Let {p( m, n)) be an eventually positive and nonincreasing solution of (1.1). Then, it 
follows from (2.12) that 
- 2 7iP*(~9 n)Y(m - (~9 n) 2 -AmAny(m, n> 
i=l 
=y(m+l,n)+y(m,n+l)-y(m+l,n+l)-y(m,n) 
(3.13) 
I Y(rn + 1, n) - Y(% n). 
Using the above inequality, we find for large M and N, 
y(M+l,N)-y(M-o,N)= e [~(m + 1,W -YEW 
m=M-a 
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which is the same as 
&(m,N) !/(M--WN). 1 (3.14) m=M-a i=l 
On the other hand, by means of Lemma 2.7, we have the following for large M and N, 
y(M+l,N) 2 f @f-&N) 
which can be applied in (3.14) to give 
l- 
m=M-a i=l 
Hence. we obtain 
l- 5 ~ripi(m,N)-ftO 
m=M-a i=l 
for all large M and N, which is a contradiction to (3.12). 
THEOREM 3.7. Let a! = 0, p > 0. Suppose that there exists b E (0,1/2] such that (2.43) holds 
for all large M and N. Further, assume that 
(3.15) 
where c is defined in Lemma 2.5. Then, the conclusion of Theorem 3.1 holds. 
PROOF. Suppose that {y(m,n)} is an eventually positive and nonincreasing solution of (1.1). 
Then, it is clear from (2.12) that 
- 2 -y+i(m, n)y(m, n - P) 2 -Am&&m, n) L Y(W n + 1) - Y(W n)- 
i=l 
Applying the above inequality, we find for large M and N, 
N 
y(~, N + 1) - y&f, N - P) = c MM, n + 1) - YW, 41 
n=N-fi i=l 
N T 
I - c c wdM, n)yW, N - P) 
which, in view of Lemma 2.8, further leads to 
l- 5 ~^ItdM,n)--i y(M,N--P)20. 
n=N-P i=l 1 
Clearly, this is not possible in view of (3.15). 
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THEOREM 3.8. Let p = 0, (Y > 0. Suppose that there exists b > 0 such that (2.36) holds for ali 
large M and N. Further, assume that 
limsup 2 &ipi(m,N) > 1- T. 
M,N-ca mxM-a i=l 
(3.16) 
Then, the conclusion of Theorem 3.1 holds. 
PROOF. The proof is similar to that of Theorem 3.6 with the modification that Lemma 2.9 is 
used instead of Lemma 2.7. 
THEOREM 3.9. Let cx = 0, P > 0. Suppose that there exists b > 0 such that (2.43) holds for all 
large M and N. Further, aSSume that 
limsup 2 k^(ij&(M,n) > 1 - z. 
M,N+oo n=N-fl i=l 
(3.17) 
Then, the conclusion of Theorem 3.1 holds. 
PROOF. The proof is similar to that of Theorem 3.7 with the modification that Lemma 2.10 is 
used instead of Lemma 2.8. 
THEOREM 3.10. Let a,P > 0. Suppose that 
(3.18) 
where w = 2(2v)“(v+ 1)+-l and v = Zap(a + /3)-l. Then, the conclusion of Theorem 3.1 holds. 
PROOF. Once again suppose that (1.1) has an eventually positive and nonincreasing solution 
{~(m, n)}. As before, we have (2.12) from which it follows that 
y(m+l,n)+y( m,n+l)-y(m+l,n+l)-y(m,n) 
I -~~~~i(m,n)Y(m-u,n-p) 5-~Wb(%n)y(m,~)* 
i=l i=l 
(3.19) 
Subsequently, on dividing (3.19) by y(m, n) and noting that y(m + 1, n + l)/y(m, n) I 1, we find 
kTPi(m,n) 5 2 y(m+W+yhn+l) - 
i=l y(w 4 
5 2 [y(m + Lnbh + W2 n _ 
dm, 4 
Next, in view of (3.18), we may choose T > 0 such that for all large M and N, 
f y y ~g~i(m,n)>r>W. 
mrM-a n=N-P i-l 
Using (3.20) it is immediate that 
(3.20) 
(3.21) 
m=M-a n-N--P 
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or 
[Y(m+1,n)Y(m,n+1)1”2 >r 
y(m,n) - * m=M-a n=N-j3 (3.22) 
Now, we shall show that 
km + 1, n)y(m, n + 1)1’/2 , YW, N) l/v 
m=M-a n=N-p yh 4 y(M-a,N-P) I ’ (3.23) 
In fact, by app!ying the arithmetic-geometric mean inequality we find 
Mm + 1, n)y(m, 7-b + l>V2 
m=M-a n=N-p z&n, n> 
[y(m + 1, n)y(m, n + 1)]li2 
I[ M-l Y (7% N) Ii N-l 1’(2aS) = rI mi~_a !drn, N - p) n z y(m + 1,n) ,,=N_a m=M-a y(m’ n, I) 
M-l l/(24) 
= 
n 
yh NJ Y(W n) 
m=M_a Y(m7 N - P) Y(M - a’ n, 
M-l 
Y(W N) 
11 
N-l II ww3) 1 rI I-I YW, N) m=M_cr Y(M - %N - P) n=N_‘j Y(M - a, N - @) 
YW, W l/v 
y(M-cr,N-P) 3 * 
Substituting (3.23) into (3.22), we get 
Y(M, N) I 
llv 
2- 
y(M-cu,N-/3) ” 
or 
Y(M N) 
1 
l/u 
2-r> 
y(M-a,N-,8) “* 
Thus, it follows that r E (0,2). 
For the function T(u) = (2 - u)‘IL~/“, it can be easily computed that 
(3.24) 
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In particular, we have T(r) 5 wlI” which is equivalent to 
w l/u 
2-r< - . ( > T (3.25) 
Using (3.25) in (3.24) provides 
Y(M-o,N-P) > z 
Y(M,N) - ‘w’ 
(3.26) 
Now, if we use (3.26) in (2.12), we get the following inequality which corresponds to (3.19) 
y(m+l,n)+y(m,n+l)-y(m+l,n+l)-y(m,n) 
5 -~~~~i(m,n)Y(m-cr,n-B) I -&iPi(m,n); y(m,n). (3.19’) 
i=l i=l 
By a similar argument, we obtain the following corresponding relations 
2 [Y(m + 1, n)Y(m, n + 1)1’/2 , f 
y(m, n) - m=M-a n=N-0 W’ 
22, YW,N) 
W- [ 1 
1/V >() 
y(M--a,N--P) ’ 
2x< T!!T ( > 
l/v 
w-r2 ’ 
y(M-%N--P) > J-_ 2 ( > Y(M>W -20’ 
By repeating the procedure, we find that 
Y(M-&N-P), L e 
( > Y(M,N) -‘w’ 
wheree=1,2,.... Since T/W > 1, it follows that 
Y(M-&N-P) 
Y(M,N) + O” 
as e + 00. However, from Lemma 2.6 we have (2.33) which leads to 
y(M-a,N-P) < Y(M-a,N-P) < 16 
Y(M, N) - y(M+l,N+l) - b4’ 
Hence, we get a contradiction. 
THEOREM 3.11. Let p = 0, cr > 0. Suppose that 
(3.20’) 
(3.22’) 
(3.24’) 
(3.25’) 
(3.26’) 
(3.27) 
(3.28) 
where wr = @(cy + 1)-a-1. Then, the conclusion of Theorem 3.1 holds. 
PROOF. Let {y(m,n)} b e an eventually positive and nonincreasing solution of (1.1). Then, we 
have (3.13) which provides 
Y(m + l,n) - Y( m,n) I --e~i( m, n)Y(m - o, n) 5 - e ^(ik(m, n)Y(m, n) (3.29) 
i=l i=l 
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&&(m,n) 5 1 -
i=l 
y(;; i;). 
7 
(3.30) 
Next, condition (3.28) implies the existence of some T > 0 such that for all large M and N, 
i mg_a @P&n, N) L r > w (3.31) 
..: 
Using (3.30) in (3.31) yields 
1 M-l 
T<- 
CL 
I_ dm+W) 
a 
m=M-a y(m, NJ 1 
<I- 
I 
M-1 
rI 
y(m + 1, N) 
m=M-a y(m, W 
Therefore, we find that T E (0,l). 
For the function T(u) = (1 - u)u’/~, it is clear that 
1 
O~u~I w = T - ( > l/a =w1 . -- a+1 
In particular, we have T(r) 5 wi’* or 
Wl l/a 
l-r< - ( > r 
which we use in (3.32) to get 
YW-o,N) > r 
YW, N) - G’ 
(3.32) 
(3.33) 
Now, applying (3.33) in (3.13) and then following a similar argument, we obtain the following 
corresponding relations: 
y(m + I, 4 - y(m, n) I - 2 7+i(m, n)y(m - a, n) 
i=I 
I -~W.Ji(m,n)& 
i=l 
(3.29’) 
dm, n), 
(3.30’) 
I 
l/a 
’ 
(3.32’) 
(3.33’) 
Hence, by repeating the procedure we find that 
YW-o,N) > 
Y(M,W - 
where L = 1 2 , ,.... Since T/WI > 1, it follows that 
r ( > 
e 
- 7 
w 
Y (M - a, N) 
YW,N) + O” 
ss L --) co. However, from Lemma 2.9 we have 
(3.34) 
y(M-a,N) < Y(M--~,W < 4 
YW,W - y(M+l,N) -F 
which contradicts (3.34). 
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THEOREM 3.12. Let Q = 0, p > 0. Suppose that 
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(3.35) 
where w2 = ,k?@(p + 1)-@-l. Then, the conclusion of Theorem 3.1 holds. 
PROOF. ‘The proof is similar to that of Theorem 3.11 with the modification that Lemma 2.10 is 
used instead of Lemma 2.9. 
THEOREM 3.13. Let cr,p > 0. Suppose that 
lim inf ~+i(m, n) - 1 = vi > 0 
m,n-+m (3.36) 
7 
CL limsupy+Li(m,n) + 2vi > 4 - 2~. i=l na,7V+oo I (3.37) 
Then, the conclusion of Theorem 3.1 holds. 
PROOF. Let {Y(m,n)} b e an eventually positive and nonincreasing solution of (1.1). Then, 
applying (2.12) we find 
-AmAny(m, n) + y(m + 1, n + 1) I - 2 ~i/-k( m,n)y(m-a,n-p)+Y(m-a,n-p) 
i=l 
which is equivalent to 
y(m+l,n)+y(m,n+l)Ly(m,n)+ &&%n) y(m-o,n--B). 1 (3.38) i=l 
Since the left side of (3.38) is eventually positive, it is necessary that for all large m and n, 
y(m,n)L g^lipi(m,n)-1 Y(m-o,n-D) 
i=l 1 
L [~-wi(m,~)-11 y(m--Ln-1) 
i=l 
which in view of (3.36) provides 
y(m,n)> 
{ 
&(vi--c)+1]-1 y(m-l,n-1) 
i=l 1 
= 
1 
e(q-c)+r-1 y(m-l,n-l), 
i=l 1 
(3.39) 
where e E (0, minrci<, vi) is arbitrarily small, 
It is clear from (3.39) that 
y(m+l,n)> e(vi-c)+r-l y(m,n-1)2 
i=l 1 k(vi-c)+r-l y(m,n) I (3.40) i=l 
and 
y(m,n+l)> 
[ 
e(vi-B)+T---l y(m-1,n)L 
i=l I 1 
e(vi-c)+r---1 y(m,n). 1 (3.41) i=l 
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Now, using (2.12), (3.40), and (3.41) it follows from (1.1) that 
i=l 
> 
{ 
~~~/..h~(m,n)+2 fJVi-e)+Tsl -2 Y(m,n> 
i=l 1 i=l 1 1 
= 
1 
~TiPi(Wn)+2~(Vi-c)+27-4 Y(m,n). 
i=l i=l 1 
Therefore, we must have 
~"(i~i(m,n)+2~(vi-E)+27-4<0, 
i=l i=l 
which is a contradiction to (3.37). 
REMARK 3.1. Let 7 2 2. Then, with condition (3.36) given, the inequality (3.37) is automatically 
satisfied (left side is positive, right side is nonpositive). Hence, if T 2 2 and (3.36) holds, then 
the conclusion of Theorem 3.1 follows. 
THEOREM 3.14. Suppose that 
lim inf /Ji(m, 7%) = /.Ji > 0 m,n+oo (3.42) 
and T 
c 
oliLli (Ti + lYi+l , 1 
ry 9 
i=l 
(3.43) 
where ri = min{cri,/3i}, 1 5 i < T and 0’ = 1. Then, the conclusion of Theorem 3.1 holds. 
PROOF. Suppose that (1.1) has an eventually positive and nonincreasing solution {y(m,n)). 
Define 
z(m, n) = y(m, 4 
y(m+l,n+l) (2 1). 
Then, it is clear that 
y(m,n+l)+y(m+l,n) , y(m+l,n+l)+y(m+l,n+l) 2 
y(m+) - y(m, n) =Z(m,n)* (3.44) 
Now, dividing (2.12) by y(m,n) yields 
y(m,n+l)+y(m,n+l) 1 
T 
1 I -C+YiCli(m9n) 
Yb- %n - pi) 
Y(m,n) --- z(m,n) i=l arh 4 
5 -k%Pi(m,n) 
y(m - Ti, 12 - Ti) 
i=l dm, n) 
=-~~i~i(m,n)~l(m-j,n-j). 
i=l j=l 
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In view of (3.44), the above inequality gives rise to 
1 
z(m, n) 
-l~-~yi~i(m,n)~a(m-j,n-j). 
i=l j=l 
Note that ri # 0 for some 1 5 i <_ 7, since otherwise (3.45) provides 
1 
-1 < - 
z(m, n) - 15 - j_:Yi+W), i=l 
and so 
i=l 
whereas in this case (3.43) is the same as 
7 
c ^liPi > 1. 
i=l 
Further, z(m,n) < co, for otherwise from (3.45) we get -1 5 -oo. 
Denoting z = lim infm,n+a, z(m, n) E (1, co), it follows from (3.45) that 
or 
T 
c 
Zf.+l 
i=l ^lipi- 
< 1. 
z-l - 
Now, for the function T(U) = rW1(u - 1)-l, it can be verified that 
7-j + 1 $T(u)=T - = ( > (Q + l)ri+r ri rT’ * t 
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(3.45) 
(3.46) 
(3.47) 
Thus, (3.46) implies that 
r 
c 
i=l ^lipi 
(7-j + l)ri+l < 1 
rf’ - t 
which is a contradiction to (3.43). 
THEOREM 3.15. Suppose that (3.42) holds and 
where 17 = CIzl ri/r and ri 
holds. 
l/r 
7 > v 
(q + 1)q+i’ (3.48) 
= min{oi, pi}, 1 5 i I r. Then, the conclusion of Theorem 3.1 
PROOF. Again let {y(m,n)} be an eventually positive and nonincreasing solution of (1.1). As 
in the proof of Theorem 3.14, we still get (3.46) which, upon using the well known inequality 
between arithmetic and geometric means, leads to 
In view of (3.47), the above inequality implies 
1 > $I+ l)“+’ fi 1/T 
- 
( 1 v *=I ripi 
which contradicts (3.48). 
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THEOREM 3.16. Suppose that (3.42) holds and 
(3.49) 
where T = minl~i,~~s{cxi, /?j} = min{cr, p}. Th en, the conclusion of Theorem 3.1 holds. 
PROOF. Once again suppose that (1.1) has an eventually positive and nonincreasing solution 
{y(m,n)}. As in the proof of Theorem 3.14, we have (3.46). Since z > 1, it is clear from (3.46) 
that 7 
c 
zr+l 
i=l ^lipi 
- 5 1, z-l 
which in view of (3.47) provides 
7 
c r=l W? +r;) 
r+l 
I 1. 
Hence, we get a contradiction to (3.49). 
4. EXAMPLES 
The examples given in this section dwell upon the importance of the results obtained in Sec- 
tion 3. To be specific, we demonstrate that if the conditions of the theorems are satisfied, then 
the partial difference equation considered has no eventually positive (negative) and nonincreas- 
ing (nondecreasing) solution. Indeed, we shall show that there exists an oscillatory solution, or 
an eventually positive (negative) but increasing (decreasing) solution. Further, an example is 
also presented to illustrate that if the conditions of the theorems are violated, then the partial 
difference equation considered does have an eventually positive and nonincreasing solution. 
EXAMPLE 4.1. Consider the partial difference equation 
&Ay(m 4 + 2fir++l,1, y(m - a, n - p) 
= 2(2n + I) 
(4.1) 
7L + 1 Y(m - a,n - P), m 2 a, nLP+l, 
where Q! and p are nonnegative odd/even integers. 
Here, 7 = 1, gl(m) = m-a, and hi(n) = n-P. Choosing fi(u) = u, we have 71 = 1. Further, 
since 
we may take 
9 (m, n, z&l(m), hl (n))) = 2P(2n + I) 
fi(Y(gl(m), Wn))) n(n+ 1) ’ 
Qlh n9 Ybdmh h(n))) = Wn + 1) 
fi Wdm), h(n))) n+l ’ 
pl (m, n) = p’1 (m, n) = 
2P(2n + 1) 2(2n + 1) 
n(n+ 1) ’ ql(m, n> = qi(m, n) = n+l * 
Thus, (Al)-(A3) are fulfilled. It is also noted that 
pl(m,n) = ql(m,n) -Pi(m,n) = 2 ( i)(l-isi) 2+ 
>4(1-%)=&1pl. 
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CASE 1: THEOREM 3.1. Condition (3.1) is the same as 
au+-+;1 2’(a+P)& 
[ I 
V(a+P+l) 
> 2. (4.2) 
Hence, (4.1) has neither eventually positive and nonincreasing nor eventually negative and nonde- 
creasing solutions if cr and p satisfy (4.2). Examples of such (Y and p include (q @) = (3, l), (2,2). 
In fact, for any odd/even o and p, we find that (4.1) has oscillatory solutions given by {y(m, n)} = 
{(-l)m*nl/n}. 
CASE 2: THEOREM 3.2. When cr = /3 = 0, we find that pi(m,n) 2 p1 = 2 and so (3.4) is 
fulfilled. Thus, the conclusion of Theorem 3.l(iii) follows. 
CASE 3: THEOREM 3.3. We have 
M+a N+P 
limsup C 
M,N+x 
C 7~(m, n) = 4(a! + l)(P + 1) > 1, 
m=M n=N 
and so (3.6) is satisfied. Hence, the conclusion of Theorem 3.l(iii) holds for all odd/even a: and ,B. 
CASE 4: THEOREM 3.4. Since 
m=M-a n=N-P 
=2a4(2+&) (l- /+B:l) i2oP, 
for all large N, we see that condition (2.17) holds for all large M and iV when b = l/2. With 
c = 4, it is clear that condition (3.8) reduces to 
4(a + l)(P + 1) > 15, 
which is obviously true for any o, p > 0. Therefore, we conclude as in Case 3. 
CASE 5: THEOREM 3.5. From Case 4, it is obvious that (2.17) holds for all large M and N when 
b = 2. Thus, condition (3.11) is fulfilled and we conclude as in Case 3. 
CASE 6: THEOREM 3.6. Let /3 = 0, (Y > 0. Then, 
M-l 
M-1 
c Yllll(~7~) = c 
2(2N + 1) > 2a 
m=M-a mtM-a N+l - ’ 
and so (2.36) holds when b = l/2. With c = 4, it is clear that 
M 
limsup C 
MJ’+=J m=M-a 
Yij~i(rn, N) = 4(a + 1) > 1 - f. 
Therefore, (3.12) is satisfied and the conclusion of Theorem 3.l(iii) holds for all even CY > 0. 
CASE 7: THEOREM 3.7. Let o = 0, p > 0. Since 
N-l 
N-1 2(2n + 1) 
~;~_PAM. n) = c n+l r 2P, 
n=N-fl 
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we find that (2.43) holds when b = l/2. With c = 4, it is obvious that (3.15) is fulfilled. Thus, 
the conclusion of Theorem S.l(iii) holds for ail even p > 0. 
CASE 8: THEOREM 3.8. Let p = 0, Q > 0. From Case 6, it is clear that (2.36) holds for b = 2~. 
It follows that (3.16) is satisfied as the left side is 4(a + l)(> 0) and the right side is negative. 
Hence, we conclude as in Case 6. 
CASE 9: THEOREM 3.9. Let Q = 0, /3 > 0. From Case 7, it is clear that (2.43) holds for b = 2p. 
Therefore, condition (3.17) is fulfilled and we conclude ss in Case 7. 
CASE 10: THEOREM 3.10. Condition (3.18) reduces to 
4 > 20. (4.3) 
Thus, the conclusion of Theorem 3.l(iii) holds for those a and p that fulfill (4.3), e.g., (a, 0) = 
(2,4), (4,2), (1,5), (591). 
CASE 11: THEOREM 3.11. Let p = 0, ar > 0. The left side of (3.28) is 4 which is of course more 
than the right side. Hence, we conclude as in Case 6. 
CASE 12: THEOREM 3.12. Let cr = 0, p > 0. Again, the left side of (3.35) is 4 which is of 
course more than the right side. Thus, we conclude as in Case 7. 
CASE 13: THEOREM 3.13. Here, we have ui = 3 and condition (3.37) is the same ss 
limsup+yi~i(m,n) + 2~1 = 4 + 2(3) = 1044 - 27 = 4 - 2 = 2. 
m,n+cu 
Therefore, we conclude ss in Case 3. 
CASE 14: THEOREMS 3.14-3.16. 
We have ~1 = 4. Subsequently, condition (3.43) reduces to 
(Tl + l)rl+i 1 
r;’ ‘4 (4.4) 
which is obviously true. It can be checked that conditions (3.48) and (3.49) also reduce to (4.4). 
Thus, we conclude as in Case 3. 
EXAMPLE 4.2. Consider the partial difference equation 
a * y(m, n) = 2(2m + l)@n + am - an - A> 
m n Smn(m + l)(n + 1) ?/(m - al, n - A) 
+ 3(2m + l)@n + l)(m - d7t - A) Y(m _ cr2 It _ p2) 
Smn(m + l)(n + 1) , , (4.5) 
m2ai+a2+1, n > Pl + p2 + 1, 
where ai, & i = 1,2 are nonnegative odd/even integers. 
In this example, 7 = 2, gi(m) = m - (hi, hi(n) = n - ,f3i, i = 1,2. Taking fi(u) = f2(u) = U, 
we have 71 = ‘y2 = 1. Further, we let 
qi (m, n) = q’1 (m, n) = 
2(2m + l)@n + l)(m - oi)(n - Pi) 
Smn(m + l)(n + 1) ’ 
q2(m,n) = &Am,4 = 
3(2m + 1)(2n + l)(m - az)(n - P2) 
Smn(m + l)(n + 1) ’ 
pl(m, n) = p’l(m,n) = pz(m, n) = P’2(m, n) = 0, 
so that (Al)-(A3) are fulfilled. Subsequently, it is noted that 
ia = 2 5(2-~)(2+i)(l-~)(l-:) 
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and 
p2(m,n) = ; 4Q2,P2rw4 L ; 4~2lP27~1 +a2 + 1,Pl +P2 + 1) = P2. 
CASE 1: THEOREM 3.1. Equation (4.5) has no eventually positive (negative) and nonincreas- 
ing (nondecreasing) solution if (3.1) is satisfied. As an example, (3.1) is fulfilled when tyi = 
pi = 3, CtQ = 4, and & = 2. In fact, it is noted that for any odd/even CQ, pi, i = 1,2, 
equation (4.5) has oscillatory solutions given by {y(m, n)} = {(-l)m*nl/mn}. 
CASE 2: THEOREM 3.10. We find that condition (3.18) is the same as (4.3), which is satisfied 
by, for example 01 = 2, pr = 4, crz = 3, and /?z = 5. 
CASE 3: THEOREMS 3.2-3.9, 3.11-3.16. It can be checked that the conditions of the above 
theorems are satisfied for any cr and p. Thus, the conclusion of Theorem 3.l(iii) holds for any 
odd/even CQ, Pi, i = 1,2. 
EXAMPLE 4.3. Consider the partial difference equation 
&Jnz/(m,n) = (2n + I)Km - 4”lKn - P)j12 {~([b - &I, b - P)jl)}-’ , 
mla+l, nlP+I, 
(4.6) 
where I.1 is the greatest integer function, 0 < i,j 5 1, and (Y, p are nonnegative integers. 
Here, r = 1, gi(m) = [(m - a)“] I m - a, and hi(n) = [(n - p)j] 5 n - /I. Choosing 
fi(u) = l/u, we may take 
pl(m, n) = p’l(m, n) = 0, qi(m,n) = q{(m,n) = (2n + l)[(m - ~)~][(n - P)j12. 
Thus, pr (m, n) t 00 as m,n -+ 00. It can be easily checked that all the conditions of Theo 
rerns 3.1-3.16 are satisfied. Hence, (4.6) has neither eventually positive and nonincreasing nor 
eventually negative and nondecreasing solutions. Indeed, we note that (4.6) has an eventually 
positive and increasing solution given by (y(m, n)} = {mn2}. 
EXAMPLE 4.4. Consider the partial difference equation 
&dLdm, n> = i(m -al) [(n - PI)~/~] {y(m - QI, [(n - PI,‘~‘]))-~ 
+a [(m - CQ)‘/~ ] (n - P2) {Y ([(m - a2Y3] ,n - ad>>-l (4.7) 
m2crl+cr2+1, n1L&+P2+1, 
where [.I is the greatest integer function and ai, pi, i = 1,2 are nonnegative integers. 
Clearly, gi(m) = m - 01, h(n) = [(n - /?I)‘/~] 5 n - PI, 92(m) = [(m - a2Y3] 5 m - cr2, 
and h2(n) = n - &. We shall take fi(u) = fi(u) = l/u and 
pl(m, n) = pi(m, n) = 0, ql(m,n) = q’l(m,n) = i(m - ~1) [(n - PiP2] , 
pz(m, n) = Ph(m, n) = 0, q2(m,n) = qh(m,n) = i [(m - 02Y3] (n - P2). 
Subsequently, pi(m,n) -+ 00, i = 1,2 as m, n + co. Again it can easily be checked that all the 
conditions of Theorems 3.1-3.16 are fulfilled. Hence, we conclude as in Example 4.3. Indeed, 
equation (4.7) has an eventually positive and increasing solution given by {y(m, n)) = {mn}. 
EXAMPLE 4.5. Consider the partial difference equation 
A,,AY(m, n> = Cm - cu)(n - PI) 3mn(m + l)(n + 1) y(m - ai, n - Pi) 
2(m - o2)(n - p2) Y(m _ o2 n _ p2) 
+ 3mn(m+l)(n+I) ’ ’ 
(4.8) 
where Cri, @iv i = 1,2 are nonnegative integers. 
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Here, gi(m) = m - ai, hi(n) = n - pi, i = 1,2. Further, we let _fi(~) = fg(~) = u and 
pl(m,n) =p’l(m,n) = 0, 
pz(m, n) = &(m, n> = 0, 
ql(m,n) = qi(m,n) = (m - m)(n - A> 
3mn(m + l)(n + 1)’ 
q2(m, n) = $(m, 4 = 
2(m - a2)(n - P2) 
3mn(m + l)(n + 1) * 
Subsequently, pi(m, n) + 0, i = 1,2 8s m,n + 00. It can be easily checked that all the 
conditions of Theorems 3.1-3.16 are violated. Hence, we cannot conclude that (4.8) has no 
eventually positive (negative) and nonincreasing (nondecreasing) solution. In fact, (4.8) does 
have an eventually positive and nonincreasing solution given by {y(m, n)} = { l/mn}. 
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