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We study multivariate integration in the worst case setting for weighted Korobov
spaces of smooth periodic functions of d variables. We wish to reduce the initial
error by a factor e for functions from the unit ball of the weighted Korobov space.
Tractability means that the minimal number of function samples needed to solve
the problem is polynomial in e−1 and d. Strong tractability means that we have
only a polynomial dependence in e−1. This problem has been recently studied for
quasi-Monte Carlo quadrature rules and for quadrature rules with non-negative
coefficients. In this paper we study arbitrary quadrature rules. We show that trac-
tability and strong tractability in the worst case setting hold under the same
assumptions on the weights of the Korobov space as for the restricted classes of
quadrature rules. More precisely, let cj moderate the behavior of functions with
respect to the jth variable in the weighted Korobov space. Then strong tractability
holds iff ;.j=1 cj <., whereas tractability holds iff lim supdQ. ;dj=1 cj/ln d <..
We obtain necessary conditions on tractability and strong tractability by showing
that multivariate integration for the weighted Korobov space is no easier than mul-
tivariate integration for the corresponding weighted Sobolev space of smooth func-
tions with boundary conditions. For the weighted Sobolev space we apply general
results from E. Novak and H. Woz´niakowski (J. Complexity 17 (2001), 388–441)
concerning decomposable kernels. © 2001 Elsevier Science
1. INTRODUCTION
Computational complexity of multivariate linear problems has recently
become a popular research subject. Such problems are defined as approx-
imation of linear operators defined on spaces Fd of functions of d variables.
For many applications d is large. For instance, in finance applications we
want to approximate integrals of functions with d=360 or higher, see [13]
and references cited there.
We consider multivariate integration in the worst case setting and we
want to reduce the initial error by a factor of e. The initial error is just the
norm of the multivariate integration operator, and is the error that can be
obtained without sampling the function. Let n(e, Fd) be the minimal
number of function samples needed to solve the problem. Tractability
means that n(e, Fd) depends polynomially on e−1 and d, whereas strong
tractability means that n(e, Fd) depends polynomially only on e−1 inde-
pendently of d.
Tractability and strong tractability of multivariate integration have been
studied in a number of papers, a partial list includes [5, 6, 10, 11]. A
typical result is that we need to moderate the behavior of functions with
respect to successive variables in order to obtain tractability or strong trac-
tability. This behavior is measured by the sequence of non-increasing
weights cj. For the small weights cj, a function with a norm at most one
must depend weakly on the jth variable. In this way, weighted Sobolev and
Korobov spaces were defined with different degrees of smoothness, see
[10, 11]. The smoothness parameter of the weighted Sobolev space is an
integer r \ 1 and tells us how many times functions are differentiable with
respect to each variable. The smoothness parameter of the weighted
Korobov space is a real number a > 1 and tells us about the decay of the
Fourier coefficients of functions.
The study of tractability and strong tractability for multivariate integra-
tion over Hilbert spaces with reproducing kernels and for quasi-Monte
Carlo quadratures has been presented in [10], and then extended for
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quadratures with non-negative coefficients in [14]. The study of arbitrary
quadratures has been presented in [6] for arbitrary multivariate linear
functionals defined over arbitrary weighted tensor product reproducing
kernel Hilbert spaces. In particular, necessary conditions on tractability
and strong tractability have been obtained in terms of the weights cj of the
Hilbert spaces. Typically, ;.j=1 cj=. implies the lack of strong tracta-
bility, and similarly lim supdQ. ;dj=1 cj/ln d=. implies the lack of
tractability.
The results of [6] hold under two assumptions. The first one is that the
reproducing kernel of the weighted Hilbert space has a decomposable part.
This property holds for weighted Sobolev and Korobov spaces. The second
assumption is that multivariate integration is not trivial in the subspace
which corresponds to the decomposable part of the kernel. This assump-
tion also holds for weighted Sobolev spaces and that is why we know
conditions on strong tractability and tractability of multivariate integration
over weighted Sobolev spaces.
The second assumption does not hold for weighted Korobov spaces. The
decomposable part of the weighted Korobov kernel corresponds to the
subspace of functions with zero integrals and multivariate integration is
trivial over this subspace. Therefore, the results of [6] cannot be directly
applied to the tractability study of multivariate integration over weighted
Korobov spaces for arbitrary quadrature rules.
Tractability and strong tractability of multivariate integration defined
for weighted Korobov spaces have been studied in [11] for restricted
classes of quadrature rules. The first class is the class of quasi-Monte Carlo
quadrature rules where all coefficients are equal to n−1 and n is the number
of function samples. The second class is the class of quadrature rules with
non-negative coefficients. For these two classes, strong tractability of mul-
tivariate integration holds iff ;dj=1 cj <., whereas tractability holds iff
lim supdQ. ;dj=1 cj/ln d <..
In this paper we study arbitrary quadrature rules, that is, rules which
may have negative coefficients. For some classes of functions, the class of
arbitrary quadrature rules is much more powerful than the restricted
classes of quadrature rules, see [7]. We show that this is not the case for
weighted Korobov spaces and the same conditions on tractability and
strong tractability hold also for the class of arbitrary quadrature rules.
Since we cannot directly use the results of [6] for the class of arbitrary
quadrature rules, we propose a different approach to study multivariate
integration over weighted Korobov spaces. First of all, we use the result
from [5] which states that multivariate integration over a Hilbert space
H(Kd) with the reproducing kernel Kd is no harder than multivariate inte-
gration over the Hilbert space H(Ksh, d) where Ksh, d is the shift-invariant
reproducing kernel associated to Kd (see Section 3.2). The kernel of the
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weighted Korobov space is shift-invariant. Therefore we need to solve an
inverse problem of finding a kernel Kd of some weighted Sobolev space
whose associated shift-invariant kernel Ksh, d is the same or related to the
original kernel of the weighted Korobov space. We were motivated to take
this approach by a known example, see [5], which shows such a relation
between weighted Sobolev and Korobov spaces when the smoothness
parameter of the Sobolev space is r=1 and the smoothness of the
Korobov space is a=2.
For the weighted Korobov spaces with the arbitrary smoothness param-
eter a > 1, the analysis is much harder. We identify a weighted Sobolev
space with the smoothness parameter r=Ka/2L and show that multivariate
integration over this weighted Sobolev space is no harder than multivariate
integration over the weighted Korobov space. The weighted Sobolev space
consists of functions which satisfy specific boundary conditions (see
Section 4.2). For this space, the results of [6] hold. In this way we obtain
necessary conditions on strong tractability and tractability of multivariate
integration over weighted Korobov spaces. These conditions are the same
as sufficient conditions obtained in [11] for restricted classes of quadrature
rules. In this way we obtain that strong tractability of multivariate inte-
gration over weighted Korobov spaces holds iff ;.j=1 cj <., whereas
tractability holds iff lim supdQ. ;dj=1 cj/ln d <..
We now outline the contents of the paper. In Section 2 we precisely
define weighted Korobov spaces, and tractability and strong tractability of
multivariate integration over an arbitrary Hilbert space with a reproducing
kernel. Section 3 deals with general kernels of Hilbert spaces of periodic
functions, and shift-invariant kernels. In this section we show how
changing the kernel changes the difficulty of solving multivariate integra-
tion. In Section 4 we show relations between weighted Korobov spaces and
appropriately chosen weighted Sobolev spaces. Finally, Section 5 deals with
the tractability and strong tractability of weighted Sobolev spaces.
2. WEIGHTED KOROBOV SPACES AND INTEGRATION
As in [11], we consider the weighted Korobov space Fd, a, c for a positive3
3 It is also possible to consider the case of zero weights as the limiting case of positive
weights, see [11] for details.
and non-increasing sequence {cj}. This is the Hilbert space of 1-periodic
complex-valued absolutely integrable functions f defined on [0, 1]d with
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absolutely convergent Fourier series. The reproducing kernel Kd, a, c of the
space Fd, a, c is given by
Kd, a, c(x, y)= C
h ¥ Zd
exp(2pih · (x−y))
<dj=1 ra(cj, hj)
, i=`−1 . (1)
Here,
ra(cj, hj)=31 if hj=0,
c−1j |hj |
a if hj ] 0.
The smoothness parameter a > 1 characterizes the rate of decay of the
Fourier coefficients, and Z stands for the set of integers, whereas
h ·x=h1x1+·· ·+hdxd is the usual l2-inner product involving the successive
components hj and xj of the d-dimensional vectors h and x.
Note that Kd, a, c depends only on x−y; sometimes we write Kd, a, c(x−y)
instead of Kd, a, c(x, y). The reproducing kernel can be also written as
Kd, a, c(x, y)=D
d
j=1
11+cj CŒ.
h=−.
exp(2pih(xj−yj))
|h|a
2
=D
d
j=1
11+cj CŒ.
h=−.
cos(2ph(xj−yj))
|h|a
2 , (2)
where the prime on the sum indicates that the h=0 term should be
omitted. This shows that the weighted Korobov space is the tensor product
of the univariate periodic functions spaces that may differ only by the
choice of cj’s.
If a is an even integer, a=2r, then it is known that the reproducing
kernel Kd, 2r, c is related to the Bernoulli polynomials B2r [1]. Specifically,
we have
B2r(x)=
2(−1) r−1 (2r)!
(2p)2r
C
.
k=1
cos(2pkx)
k2r
, x ¥ [0, 1],
and
Kd, 2r, c(x, y)=D
d
j=1
11− cj(−4p2) r B2r({xj−tj})(2r)! 2.
The inner product of Fd, a, c is given by
Of, gPFd, a, c= C
h ¥ Zd
5Dd
j=1
ra(cj, hj)6 fˆ(h) gˆ(h),
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with the Fourier coefficients
fˆ(h)=F
[0, 1]d
exp(−2pih · x) f(x) dx -h ¥ Zd.
Note that the inner product in Fd, a, c can be written as
Of, gPFd, a, c=fˆ(0) gˆ(0)+ CŒ
h ¥ Zd
5Dd
j=1
ra(cj, hj)6 fˆ(h) gˆ(h);
thus the zeroth Fourier coefficient is unweighted.
In this paper we consider multivariate integration for complex valued
functions f defined over [0, 1]d and belonging to a Hilbert space H(Kd)
with a reproducing kernel Kd. The inner product in H(Kd) is denoted by
O · , ·PH(Kd). We assume that
gd(x)=F
[0, 1]d
Kd(x, t) dt
is well defined and gd ¥H(Kd). Multivariate integration is then given as
Id(f)=F
[0, 1]d
f(x) dx=Of, gdPH(Kd) -f ¥H(Kd).
Observe that for the weighted Korobov space Fd, a, c we have gd=1, where
1 denotes the function whose value everywhere is 1, and
Id(f)=fˆ(0)=Of, 1PFd, a, c , f ¥ Fd, a, c .
Clearly, we have
||Id ||H(Kd)=||gd ||H(Kd)=1F
[0, 1]2d
Kd(x, t) dx dt21/2.
In particular, this means that the norm of Id in the space Fd, a, c equals
||1||d=1 independently of the smoothness parameter a and the sequence {cj}.
We approximate Id by arbitrary quadrature rules of the form4
4 It is known that nonlinear quadrature rules as well as adaptive choice of sample points do
not help in decreasing the worst-case error over the unit ball, see e.g., [12].
Qn, d(f)=C
n
k=1
akf(tk),
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with sample points tk ¥ [0, 1]d and complex quadrature weights ak. It is
easy to see that for
tn, d(y) :=gd− C
n
k=1
a¯kKd(y, tk) -y ¥ [0, 1]d,
we have
Id(f)−Qn, d(f)=Of, tn, dPH(Kd) -f ¥H(Kd).
The worst-case error of Qn, d is defined as
e(Qn, d, H(Kd))= sup
f ¥H(Kd), ||f||H(Kd) [ 1
| Id(f)−Qn, d(f) | .
Clearly, we have e(Qn, d, H(Kd))=||tn, d ||H(Kd). For n=0, we do not sample
the function and the initial error is e(Q0, d, H(Kd))=||Id ||H(Kd).
For a given e ¥ (0, 1), let
n(e, H(Kd))=min {n : ,Qn, d such that e(Qn, d, H(Kd)) [ ee(Q0, d, H(Kd))}
(3)
denote the minimal number of function samples needed to reduce the
initial error by a factor of e. We add in passing that n(e, H(Kd)) is well
defined since for any positive e there exists Qn, d whose error is at most
ee(Q0, d, H(Kd))=e ||Id ||H(Kd). Indeed, since gd ¥H(Kd) there exist n, ak and
tk such that ||gd−;nk=1 a¯kKd( · , tk)||H(Kd) [ e ||Id ||H(Kd). Then the quadrature
Qn, d(f)=;nk=1 akf(tk) has the required error bound. For the weighted
Korobov spaces Fd, a, c there even exist quasi-Monte Carlo (QMC) rules
Qn, d (with ak=n−1) for which e(Qn, d) goes to zero as n tends to infinity,
see [9].
We say multivariate integration is tractable in H(Kd) if there exist
non-negative C, p, q such that
n(e, H(Kd)) [ Ce−pdq -e ¥ (0, 1) and d \ 1. (4)
The infima of the numbers p and q in (4) are called the e- and d-exponents
of tractability. If (4) holds with q=0 then the multivariate integration
problem is strongly tractable in H(Kd), and the infimum of p is called the
exponent of strong tractability.
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The main result of this paper is the following theorem.
Theorem 2.1.
1. Multivariate integration is strongly tractable in the weighted
Korobov space Fd, a, c iff
C
.
j=1
cj <., (5)
2. and tractable iff
lim sup
dQ.
;dj=1 cj
ln d
<.. (6)
We only need to prove necessary conditions on tractability and strong
tractability since sufficient conditions are already proven in [11]. In fact, if
(5) or (6) holds then there exist lattice rules for which we obtain strong
tractability or tractability with the e-exponent at most 2. The essence of
Theorem 2.1 and results from [11] is that the same conditions are needed
for tractability and strong tractability for the classes of arbitrary, non-
negative or QMC quadrature rules. The proof of necessary conditions in
Theorem 2.1 will be presented in the next sections.
3. KERNELS AND SHIFT-INVARIANT KERNELS
In this section we present some basic properties of reproducing kernels
and shift-invariant reproducing kernels. These properties will be needed to
prove Theorem 2.1.
3.1. Fourier Series Representations of Kernels
Let Hd=Hd(Kd) be an arbitrary Hilbert space of functions defined over
[0, 1]d with real-valued reproducing kernel Kd. If this kernel is absolutely
integrable, then one may compute its Fourier series coefficients:
Kˆd(h, l)=F
[0, 1]2d
Kd(x, t) exp[−2pi(h ·x+l · t)] dx dt, h, l ¥ Zd. (7)
If these Fourier coefficients are absolutely summable, then one may write
the kernel as
Kd(x, t)= C
h, l ¥ Zd
Kˆd(h, l) exp[2pi(h ·x+l · t)].
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For Korobov spaces and Sobolev spaces with certain boundary conditions
the reproducing kernel may be written in the above form. However,
reproducing kernels that are not periodic cannot be written as an absolutely
summable series although the Fourier coefficients are well defined.
A particularly interesting case occurs when Kˆd(h, l)=0 for all l ] −h.
Let Kˆd(h)=Kˆd(h, −h). Then
Kd(x, t)= C
h ¥ Zd
Kˆd(h) exp[2pih · (x−t)] (8)
with ;h ¥ Zd | Kˆd(h) | <.. Since our reproducing kernel is real-valued and
symmetric in its arguments, one may show that
Kˆd(h)=Kˆd(h)=Kˆd(−h).
Note that Kd of the form (8) depends only on the fractional parts of the
successive components of the vector x−y, i.e., on
{x−y}=[{x1−y1}, {x2−y2}, ..., {xd−yd}] ¥ [0, 1]d.
It is easy to check that the inner product of H(Kd) for kernels of the form
(8) is
Of, gPH(Kd)= C
h ¥ Zd
Kˆ−1d (h) fˆ (h) gˆ(h) -f, g ¥H(Kd), (9)
with the convention that for Kˆd(h)=0 we have fˆ(h)=0, -f ¥H(Kd) and
0/0=0. The kernel Kd, a, c of the weighted Korobov space Fd, a, c is of the
form (8) with
Kˆd(h)=D
d
j=1
ra(cj, hj)−1 and then C
h ¥ Zd
|Kˆd(h)|=D
d
j=1
[1+2cjz(a)],
(10)
where z(a)=;.j=1 j−a is the Riemann function.
We will need the following lemma.
Lemma 3.1. A function Kd of the form (8) is a real-valued reproducing
kernel iff Kˆd(h) \ 0 for all h ¥ Zd.
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Proof. Suppose that f is a complex-valued function on Rd, and that f
is absolutely integrable, and is periodic with period interval [0, 1]d. Such a
function f is said to be positive definite iff
F
[0, 1]2d
f(x−y) u(x) u(y) dx dy \ 0
for all continuous functions u on [0, 1]d (see [2, p. 149]). A function f is
positive definite iff its Fourier coefficients fˆ(h) are non-negative
[2, pp. 149–150]. Applying these facts to f(x)=Kd(x, 0) gives
Lemma 3.1. L
3.2. Shift-Invariant Kernels
We need to recall a relation between arbitrary reproducing kernels and
shift-invariant reproducing kernels. As before, let Hd=Hd(Kd) be a
Hilbert space of functions defined over [0, 1]d with reproducing kernel Kd.
As in [4, 5], we say that Kd is a shift-invariant kernel iff
Kd(x, t)=Kd({x+D}, {t+D}) -x, t, D ¥ [0, 1]d. (11)
It is easy to check that Kd is shift-invariant iff
Kd(x, t)=Kd({x−t}, 0) -x, t ¥ [0, 1]d.
Thus, reproducing kernels of the form (8) are shift-invariant, and this
includes Kd, a, c the kernel for the weighted Korobov space.
As in [4, 5], for an arbitrary kernel Kd we define the shift-invariant
kernel Ksh, d associated to Kd by
Ksh, d(x, t)=F
[0, 1]d
Kd({x+D}, {t+D}) dD -x, t ¥ [0, 1]d. (12)
Indeed, Ksh, d is shift-invariant, and if Kd is shift-invariant then Ksh, d=Kd.
The above definition can be used to show that the Fourier series coeffi-
cients for the associated shift-invariant are related to the Fourier series
coefficients of the original kernel as follows:
Kˆsh, d(h)=Kˆd(h, −h).
It was proven in [5], Theorem 2, that the norms of multivariate integra-
tion overH(Kd) andH(Ksh, d) are the same and that multivariate integration
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over the space H(Kd) is no harder than multivariate integration over the
space H(Ksh, d),
n(e, H(Kd)) [ n(e, H(Ksh, d)) -e ¥ (0, 1). (13)
This result is expanded in the following lemma.
Lemma 3.2. Let Kd(x, t) be a reproducing kernel defined on [0, 1]2d
with Fourier coefficients Kˆd(h, l), as defined in (7). Let K˜d(x, t) be a shift-
invariant kernel defined on [0, 1]2d with Fourier coefficients Kˆ˜d(h), as
defined in (8). If these Fourier coefficients satisfy the inequality
Kˆd(h, −h)/Kˆd(0, 0) [ Kˆ˜d(h)/Kˆ˜d(0) -h ¥ Zd, (14)
then integration is no harder in the spaceH(Kd) than it is in the spaceH(K˜d):
n(e, H(Kd)) [ n(e, H(K˜d)) -e ¥ (0, 1).
Proof. By (13) it follows that n(e, H(Kd)) [ n(e, H(Ksh, d)). Now
consider the spaces H(Ksh, d) and H(K˜d). Assumption (14) now implies that
Kˆsh, d(h)/Kˆsh, d(0) [ Kˆ˜d(h)/Kˆ˜d(0) -h ¥ Zd.
For any quadrature rule Qn, d it follows that the representer of the quadra-
ture error for the space H(Ksh, d) is
tn, d(y) :=gd(y)− C
n
k=1
a¯kKsh, d(y, tk)
=Kˆsh, d(0) 11− Cn
k=1
a¯k 2
− CŒ
h ¥ Zd
Kˆsh, d(h) C
n
k=1
a¯k exp[2pih · (y−tk)],
and by (9) the square worst-case error is
[e(Qn, d, H(Ksh, d))]2=||tn, d ||
2
H(Ksh, d)
=Kˆsh, d(0) :1− Cn
k=1
ak :2
+ CŒ
h ¥ Zd
Kˆsh, d(h) : Cn
k=1
ak exp(2pih · tk):2.
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Due to Lemma 3.1 all Fourier coefficients Kˆsh, d in the sum above are non-
negative. Also, the worst-case error without sampling the integrand is
e(Q0, d, H(Ksh, d))2=Kˆsh, d(0). The worst-case error for the spaceH(K˜d)) has
similar expressions. The above inequality relating the Fourier coefficients
for the two kernels then implies that
e(Qn, d, H(Ksh, d))/e(Q0, d, H(Ksh, d)) [ e(Qn, d, H(K˜d))/e(Q0, d, H(K˜d)).
Since this holds for any Qn, d, the desired result then follows. L
4. RELATION TO WEIGHTED SOBOLEV SPACE
We will use Lemma 2 by identifying H(K˜d) as the weighted Korobov
space, and constructing a weighted Sobolev space that plays the role of
H(Kd). In order to satisfy the assumptions of Lemma 3.2 the Sobolev
space must have certain boundary conditions.
4.1. Unweighted Univariate Case
We first begin with the unweighted univariate case, d=1. Let W r2([0, 1])
be the classical Sobolev space of functions defined on [0, 1] with (r−1)
absolutely continuous derivatives and with rth derivatives belonging to the
space L2([0, 1]). We study the Sobolev space Hr with boundary conditions,
Hr={f ¥W r2([0, 1]) : f (k)(0)=f(k)(1)=0, k=0, 1, ..., r−1},
and inner product:
Of, gPHr=F
1
0
f (r)(t) g (r)(t) dt -f, g ¥Hr.
We want to find the reproducing kernel Kr of Hr. For r=1 it is known
that
K1(x, t)=min (x, t)−xt=
1
2 (B2({x−t})−B2(x)−B2(t)+
1
6 ). (15)
For r \ 2, let re denote the smallest even integer \ r+1, and ro denote
the smallest odd integer \ r+1. Also define the vectors and matrices:
cr, e(x)=1 B2r(x)(2r)! , B2r−2(x)(2r−2)! , ..., Bre (x)re! , 12
T
(16)
cr, o(x)=1 B2r−1(x)(2r−1)! , B2r−3(x)(2r−3)! , ..., Bro (x)ro! 2
T
(17)
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Cr, e=R cTr, e(0)c (2) Tr, e (0)x
c (r0 −3) Tr, e (0)
(1, 0, ..., 0)
S−1 Cr, o=R c (1) Tr, o (0)c (3) Tr, o (0)x
c (re −3) Tr, o (0)
S−1 . (18)
Here the numerical superscript denotes the order of the derivative. The
Bj(x) are Bernoulli polynomials of degree j. The matrices Ar, e and Ar, o
whose inverses define Cr, e and Cr, o are nonsingular as shown in the proof of
the lemma below. Note that the matrices Cr, e and Cr, o are symmetric. We
claim that the reproducing kernel for Hr can be written in terms of a finite
rank modification ofK1, 2r, 1(x, t)=1−(−4p2) r B2r({x−t})/(2r)!, the kernel
for the unweighted one-dimensional Korobov space with smoothness
parameter a=2r.
Lemma 4.3. The reproducing kernel for Hr with r \ 2 is
Kr(x, t)=
(−1) r+1
(2r)!
B2r({x−t})+(−1) r c
T
r, e(x) Cr, ecr, e(t)
+(−1) r cTr, o(x) Cr, ocr, o(t). (19)
Proof. Assume for a moment that Cr, e and Cr, o are well defined. Then
Kr given by (19) is also well defined. To prove that this is indeed the
reproducing kernel, we first show that Kr( · , t) ¥Hr for every fixed t. The
(r−1)st derivative K (r−1, 0)r ( · , t) is obviously absolutely continuous, and the
rth derivative K (r, 0)r ( · , t) is square integrable because K
(r, 0)
1, 2r, 1( · , t) is
square integrable, and polynomials are, of course, square integrable. Next,
we check the boundary conditions. For j=0, 1, ..., r−1, we have
[Bk(x)/(k)!]( j)=Bk−j(x)/(k−j)!, k \ j, and the jth derivative of Kr( · , t) is
K ( j, 0)r (x, t)=
(−1) r+1
(2r−j)!
B2r−j({x−t})+(−1) r c
( j) T
r, e (x) Cr, ecr, e(t)
+(−1) r c ( j) Tr, o (x) Cr, ocr, o(t). (20)
For even derivatives, j=0, 2, ..., ro−3, the vector c
( j) T
r, o (x) consists of the
derivatives of the Bernoulli polynomials of odd degrees which are at least
ro−j \ 3. Hence, for x=0 and x=1 it follows from the properties of
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Bernoulli polynomials that c ( j) Tr, o (0)=c
(j) T
r, o (1)=0, so by the definition of
cr, e(x) and Cr, e:
K ( j, 0)r (1, t)=K
( j, 0)
r (0, t)=
(−1) r+1
(2r−j)!
B2r−j({0−t})
+(−1) r c ( j) Tr, e (0) Cr, ecr, e(t)
=
(−1) r+1
(2r−j)!
B2r−j(t)+
(−1) r
(2r−j)!
B2r−j(t)=0.
A similar argument shows that K ( j, 0)r (1, t)=K
( j, 0)
r (0, t)=0 for j=1, 3, ...,
re−3. Since max (re, ro)−3=r−1, we have K
( j, 0)
r (1, t)=K
( j, 0)
r (0, t)=0
for j=0, 1, ..., r−1.
Finally, we must show that Kr( · , t) has the reproducing property. Any
function f in the Sobolev space H(Kr) must also be in the weighted
Korobov space F1, 2r, 1, so
f(t)=Of, K1, 2r, 1( · , t)PF1, 2r, 1= F
1
0
f(x) dx
+F 1
0
1
(4p2) r
K (r, 0)1, 2r, 1(x, t) f
(r)(x) dx.
Therefore,
Of, Kr( · , t)PHr= F
1
0
K (r, 0)r (x, t) f
(r)(x) dx
= F 1
0
K (r, 0)1, 2r, 1(x, t)
(4p2) r
f (r)(x) dx
+(−1) r 5 F 1
0
c (r) Tr, e (x) f
(r)(x) dx6 Cr, ecr, e(t)
+(−1) r 5 F 1
0
c (r) Tr, o (x) f
(r)(x) dx6 Cr, ocr, o(t)
=f(t)− F 1
0
f(x) dx
+(−1) r 5 F 1
0
c (r) Tr, e (x) f
(r)(x) dx6 Cr, ecr, e(t)
+(−1) r 5 F 1
0
c (r) Tr, o (x) f
(r)(x) dx6 Cr, ocr, o(t).
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Because f and its first r−1 derivatives vanish at 0 and 1, one can integrate
by parts to show that
F 1
0
Bj(x)
j!
f (r)(x) dx= F 1
0
(−1) r B (r)j (x)
j!
f(x) dx
=˛0 j < r,
(−1) r F 1
0
f(x) dx j=r.
Thus, it follows that
F 1
0
c (r) Tr, e (x) f
(r)(x) dx=(−1) r 1 F 1
0
f(x) dx, 0, ..., 02T,
F 1
0
c (r) Tr, o (x) f
(r)(x) dx=0.
We also have
(1, 0, ..., 0)T Cr, e=(0, ..., 0, 1)T and
(1, 0, ..., 0)T Cr, ecr, e(t)=1, -t.
Substituting these expressions into the above formula completes the proof
that Kr( · , t) has the reproducing property.
We now prove that Cr, e and Cr, o are well defined. We need to show that
matrices Ar, e and Ar, o defining Cr, e and Cr, o are nonsingular. Let ce and co
be any vectors satisfying
Ar, ece=0, and Ar, oco=0. (21)
Define the polynomial p(x)=cTe cr, e(x)+c
T
o cr, o(x). By the definitions of
cr, e(x) and cr, o(x), this polynomial has degree at most 2r. However, the
bottom row of the first condition in (21) is (1, 0, ..., 0) ce=0. This implies
that the first element of ce vanishes, so p(x) has degree of at most 2r−1.
The other conditions in (21) imply that p(0)=· · ·=p(r−1)(0)=p(1)=· · ·=
p (r−1)(1)=0 by an argument similar to that above. Thus, the polynomial
p(x) has two zeros, each with multiplicity r. Since the degree of p(x) is at
most 2r−1, p(x) must be the zero polynomial, i.e., p(x)=0 for all x. Since
the polynomials comprising cr, e(x) and cr, e are linearly independent, it
follows that ce=0 and co=0. Thus, Ar, e and Ar, o must be nonsingular. L
Note that another formula for the reproducing kernel Kr(x, t) appears in
[8]. However, the formula in Lemma 4.3 in terms of Bernoulli polynomials
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makes it easier to derive bounds on the Fourier coefficients of Kr(x, t),
which are needed to eventually apply Lemma 3.2.
Lemma 4.4. For r \ 1, the reproducing kernel Kr(x, t) has the following
bounds on its Fourier series coefficients:
Kˆr(0, 0) > 0, and 0 [ Kˆr(h, −h) [ Grh−2r -h ] 0
for some non-negative Gr.
Proof. The Fourier coefficient Kˆr(0, 0) is simply the norm of the
integral functional. We know that this is nonzero because there are
integrands in Hr with nonzero integrals, e.g., x r(1−x) r. Lemma 3.1 implies
that Kˆr(h, −h) \ 0. Thus, we only need to prove upper bounds on
Kˆr(h, −h).
Assume first that r \ 2. For h ] 0, the Fourier coefficient of the jth
degree Bernoulli polynomial, Bˆj(h), is known to be −j! (2pih)−j. The
Fourier coefficient Kˆr(h, −h) satisfies due to (19)
Kˆr(h, −h)=
1
(2ph)2r
+(−1) r cˆTr, e(h) Cr, e cˆr, e(−h)
+(−1) r cˆTr, o(h) Cr, o cˆr, o(−h), (22)
where cˆr, e(h) and cˆr, o(h) are the Fourier coefficients of cr, e(x) and cr, o(x),
respectively. This implies that for large h
(−1) r cˆTr, e(h) Cr, e cˆr, e(−h)=O(h
−2re),
(−1) r cˆTr, o(h) Cr, o cˆr, o(−h)=O(h
−2ro).
Since both re and ro are larger than r, the dominant term for large wave
number in (22) is the first one.
For r=1, note that (15) is the same as (19) if we omit the last term with
cr, o. Therefore the proof for r \ 2 applies with an obvious change also for
r=1. L
4.2. Weighted Multivariate Case
We now proceed to the case of the multivariate weighted Sobolev space
with boundary conditions, Hd, r, cˆ. The reproducing kernel for this space is a
product of one dimensional reproducing kernels
K sobd, r, cˆ(x, t)=D
d
j=1
[1+cˆjKr(xj, tj)], (23)
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where cˆ={cˆj} is a sequence of positive non-increasing numbers, and Kr is
given by (19). The space Hd, r, cˆ is the tensor product of the spaces H1, r, cˆj of
univariate functions defined on [0, 1] with the reproducing kernel
K1, r, cˆj (x, t)=1+cˆjKr(x, t).
The space H1, r, cˆj consists of functions whose (r−1)st derivatives are
absolutely continuous, rth derivatives are in L2([0, 1]), and they satisfy the
following boundary conditions
f(0)=f(1) and f ( j)(0)=f( j)(1)=0 for j=1, 2..., r−1.
The inner product of H1, r, cˆj is
Of, gPH1, r, cˆj=f(0) g(0)+cˆ
−1
j F
1
0
f (r)(t) g (r)(t) dt.
The inner product of the multivariate Sobolev space Hd, r, cˆ is given by
Of, gPHd, r, cˆ=f(0) g(0)
+ C
” ] u ı {1, ..., d}
D
j ¥ u
cˆ−1j F
[0, 1]|u|
f (ru)(xu, 0) g (ru)(xu, 0) dxu,
where ru=[(ru)1, ..., (ru)d] is a vector with (ru)j=1 if j ¥ u and (ru)j=0
otherwise. The vector xu is a | u | dimensional vector with components xj
for j ¥ u, and (xu, 0) is a d dimensional vector with the components xj if
j ¥ u and xj=0 otherwise.
The Fourier coefficients of the multivariate product kernel are simply
products of the Fourier coefficients of the one-dimensional factors. In
particular,
Kˆ sobd, r, cˆ(h, −h)=D
d
j=1
[dhj, 0+cˆjKˆr(hj, −hj)].
By Lemma 4.4, these Fourier coefficients have the following bounds:
Kˆ sobd, r, cˆ(h, −h)
Kˆ sobd, r, cˆ(0, 0)
[ D
d
j=1
1
r2r(Gr cˆj/[1+cˆjKˆr(0, 0)], hj)
,
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with equality holding for h=0 and r2r given as in Section 2. Recall from
that the Fourier coefficients of the (shift-invariant) reproducing kernel for
the weighted Korobov space are:
Kˆd, a, c(h)
Kˆd, a, c(0)
=D
d
j=1
1
ra(cj, hj)
. (24)
If r=Ka/2L and the weights for the Sobolev space, cˆj, are now chosen to
satisfy
Gr cˆj=cj, (25)
then the conditions of Lemma 3.2 are satisfied. Thus, we have obtained the
following theorem.
Theorem 4.2. Let r=Ka/2L and let cj and cˆj satisfy (25). Then multi-
variate integration over the weighted Sobolev space Hd, r, cˆ is no harder than
multivariate integration over the weighted Korobov space Fd, a, c,
n(e, Hd, r, cˆ) [ n(e, Fd, a, c) -e ¥ (0, 1).
5. TRACTABILITY FOR WEIGHTED SOBOLEV SPACES
We now recall from [6] necessary conditions on tractability and strong
tractability of multivariate integration over weighted Sobolev spaces. These
conditions are given in terms of the univariate case, d=1. The kernel K1 is
called decomposable at a, a ¥ (0, 1), if
K1(x, t)=0 -x, t such that 0 [ x [ a [ t [ 1.
Take now the kernel K1, cˆ such that
K1, cˆ=R1+cˆ(R2+R3), cˆ > 0,
where Rj are reproducing kernels of the Hilbert space H(Rj) of univariate
functions. We assume that (H(Rj) éH(Rk)) 5H(Rm)={0} for pairwise
different j, k and m with j, k, m=1, 2, 3, and that R2 is decomposable at a.
Consider univariate integration
I1(f)=F
1
0
f(x) dx=Of, g1PH(K1, cˆ).
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We can decompose g1 as
g1=g1, 1+cˆ(g1, 2+g1, 3),
where g1, j ¥H(Rj). We also denote
g1, 2=g1, 2, (0)+g1, 2, (1)
with g1, 2, (0)(x)=g1, 2(x) for x ¥ [0, a], and g1, 2, (0)(x)=0 for x ¥ [a, 1].
Similarly, g1, 2, (1)(x)=0 for x ¥ [0, a], and g1, 2, (1)(x)=g1, 2(x) for
x ¥ [a, 1].
For the multivariate case, we take the Hilbert space H(Kd, cˆ) with
Kd, cˆ(x, t)=D
d
j=1
K1, cˆj (xj, tj).
Multivariate integration is defined as
Id(f)=F
[0, 1]d
f(x) dx=Of, gdPH(Kd, cˆ)
with
gd(x)=D
d
j=1
{g1, 1(xj)+cˆj[g1, 2(xj)+g1, 3(xj)]}.
Then we have the following theorem.
Theorem 5.3. [6] Assume that g1, 2, (0) and g1, 2, (1) are both non-zero.
Then
1. strong tractability of multivariate integration over H(Kd, cˆ) implies
that
C
.
j=1
cˆj <.;
2. tractability of multivariate integration over H(Kd, cˆ) implies that
lim sup
dQ.
;dj=1 cˆj
ln d
<..
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We will apply the last theorem for the weighted Sobolev space Hd, r, cˆ for
which multivariate integration is no harder than multivariate integration
for the weighted Korobov space Fd, a, c, see Theorem 4.2. The kernel of
Hd, r, cˆ is K
sob
d, r, cˆ and is given by (23). For d=1 we have
K sob1, r, cˆj (x, t)=1+cˆjKr(x, t),
with Kr given by (19). This suggests that we should take
R1=1 and H(R1)=span(1).
We need to decompose Kr as
Kr=R2+R3 (26)
with a decomposable R2 and with (H(Rj) éH(Rk)) 5H(Rm)={0} for
pairwise different j, k and m with j, k, m=1, 2, 3.
We take R3 as the reproducing kernel of the Hilbert space
H1, 3=span(K
(0, 0)
r ( · , 1/2), K
(0, 1)
r ( · , 1/2), ..., K
(0, r−1)
r ( · , 1/2)).
The space H1, 3 is equipped with the inner product of the Hilbert space
Hr=H(Kr). Let g
g
j be the orthonormal base of H1, 3. It is known that
R3(x, t)=C
r−1
j=0
ggj (x) g
g
j (t).
We now decompose the space Hr as
Hr=H1, 3 ÀH1, 2
with the Hilbert space
H1, 2={f ¥W r2([0, 1]) : f ( j)(0)=f( j)(1/2)=f( j)(1)=0, j ¥ [0, r−1]}.
Then the reproducing kernel R2 of H1, 2 is
R2=Kr−R3.
Hence, (26) as well as (H(Rj) éH(Rk)) 5H(Rm)={0} for pairwise
different j, k and m with j, k, m=1, 2, 3 hold as needed.
We claim that R2 is decomposable at 1/2. We need the following lemma.
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Lemma 5.5. Assume that K1 is decomposable at a. Let
A={f ¥H(K1) : f(b1)=f(b2)=· · ·=f(bk)=0},
where a [ bj [ 1 for all j=1, 2, ..., k or 0 [ bj [ a for all j=1, 2, ..., k. Let
K1, A be the reproducing kernel of A. Then K1, A is also decomposable at a.
Proof. We have
f(bj)=Of, K1( · , bj)PH(K1).
Let gj be an orthonormal base of span(K( · , b1), ..., K( · , bk)). It is known
that
K1, A(x, t)=K1(x, t)− C
k
j=1
gj(x) gj(t).
If a [ bj for all j, then gj(x)=0 for all x [ a since K1(x, bj)=0. This
yields K1, A(x, t)=0 for all x [ a [ t. Similarly, for bj [ a we have gj(t)=0
for all a [ t and K1, A(x, t)=0 for all x [ a [ t. In either case, K1, A is
decomposable at a, as claimed. L
We now take the Sobolev space
H(K1)={f ¥W r2([0, 1]) : f(0)=· · ·f (r−1)(0)=0 and
f(1/2)=· · ·f (r−1)(1/2)=0}
It is proven in [6], see Section 6, Example: Higher Rank Modifications,
that the reproducing kernel K1 of this space is decomposable at 1/2.
Observe that for the space H1, 2 we have
H1, 2={f ¥H(K1) : f(1)=· · ·=f(r−1)(1)=0}.
The reproducing kernel R2 of H1, 2 is therefore also decomposable at 1/2
due to Lemma 5.5 with the limiting case of bj tending to 1/2 and with
k=r.
We now check that g1, 2, (0) and g1, 2, (1) are both non-zero. We have
I1(f)=F
1
0
f(x) dx=Of, g1, 2, ( j)PHr
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for f ¥H1, 2 and f(x)=0 for all x ¥ [0, 1/2] when j=0, and f(x)=0 for
all x ¥ [1/2, 1] when j=1. Observe that for
f1(x)=˛x r(x−1/2)r if x ¥ [0, 1/2],0 if x ¥ [1/2, 1],
f2(x)=˛0 if x ¥ [0, 1/2],(x−1) r (x−1/2)r if x ¥ [1/2, 1],
we have fj ¥H1, 2, f1 vanishes over [1/2, 1], and f2 vanishes over [0, 1/2].
Since their integrals are positive g1, 2, ( j) must be non-zero for j=0 and
j=1. This means that Theorem 5.3 holds for multivariate integration over
the weighted Sobolev space Hd, r, cˆ.
We are ready to prove the necessary conditions for Theorem 2.1. Trac-
tability or strong tractability of multivariate integration over the weighted
Korobov space Fd, a, c implies tractability or strong tractability of multi-
variate integration over the weighted Sobolev space Hd, r, cˆ due to
Theorem 4.2. Then Theorem 5.3 states that strong tractability implies
;.j=1 cˆj <. and (25) yields that ;.j=1 cj <., as claimed. If we have
tractability then Theorem 5.3 states that lim supdQ. ;dj=1 cˆj/ln d <. and
(25) yields lim supdQ. ;dj=1 cj/ln d <.. This completes the proof of
Theorem 2.1.
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