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Abstract
We study the possibility of the spinodal decomposition in the induction period of the polymer
crystallization. This phenomenon was first reported in an X-ray scattering experiment, and
has still been controversial due to various experiments and theories that support or deny the
phenomenon. In this article, we explain the condition for the spinodal decomposition to occur
in polymer melts by deriving a Ginzburg-Landau model of the free energy as a functional of
the density and the orientation of the segments, where we introduce the excluded volume and
the nematic interactions through a combination of the random phase approximation and the
transfer matrix for the polymer conformation. We show that, upon elimination of the degrees
of freedom of the orientation, the nematic interaction reduces to an effective attraction
whose strength increases with the stiffness of the polymer chain. Such an attraction induces
spinodal decomposion especially for stiff polymer chain case.
1 Introduction
A polymer crystallization is a complex phenomenon where a positional order and an orien-
tation order of segments play an important role. This is in contrast to the case of a simple
liquid where the knowledge of only the positional order is required to understand the phe-
nomenon.1 In addition, the knowledge on the conformation entropy of the polymer chains
and the interaction between segments2 is also indispensable to the discussions on the poly-
mer crystallization. Originating from such a complexity, polymer crystals in general have
a hierarchical structure over a wide range of length scales. The structure on the smaller
lengths scale (c.a. 10-100 nm) is the lamellar crystal structure formed by alternate layers of
disordered chains and folded chains. Such a lamellar crystal grows radially, leading to the
so-called “spherulite” structure (
>∼µm
).
Although there have been researches that focus only on a single structure, for example the
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researches on the lamellar crystal structure3 or those on the spherulite,4 no framework that
connects the structures on different length scales in the hierarchy has been reported. In such
a multiscale modelling, it is necessary to discuss the correlation between the microscopic
structures and the mesoscopic (or macroscopic) structures which is expected to play an
important role in the mechanism of the ordering processes of the crystallization. Our final
goal is to construct a model which can explain the mechanism of the whole structures in the
hierarchy in a unified manner.
As the first step to this goal, we focus on the phase separation process in the early
stage of the polymer crystallization. In general, the dynamics of the early stage of the
phase separation is classified into two mechanisms, i.e. “nucleation and growth (NG)” and
“spinodal decomposition (SD)”. Each of these two mechanisms occurs depending on the
external condition such as the quench depth. A shallow quench leads to the NG process as a
result of 1st order phase transition, while a deep quench to the SD process as an example of
the 2nd order phase transition. When we change some of the control parameters to induce
the phase transition from liquid to solid, it is believed that an NG occurs due to the different
symmetries between the two phases. In an NG process, small nuclei are initially formed by
thermal fluctuation. When the size of a nucleus becomes larger than a certain critical size
where the bulk energy of the nucleus overcomes the surface energy, this nucleus grows. Such
a nucleus is called “critical nucleus”. The “induction period” is defined as the time regime
before a critical nucleus is generated.
In the early 1990s, Imai et al. discovered interesting phenomena during the induction
period of polymer crystallization by using X-ray scattering experiments on poly(ethylene
terephthalate)(PET)5 6.7 According to their reports, amplitude of the long wavelength fluc-
tuations of density (represented by a peak at 0.4 nm−1) increases exponentially with time,
which implies that the SD occurs as a sign of the 2nd order phase transition. It should be
noted that such an SD-like behavior was observed in the induction period prior to the emer-
gence of the Bragg peaks of the crystal structure. Imai et al. theoretically interpreted this
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phenomenon using a theory of liquid crystalline polymer where they included a coupling be-
tween the density and the orientation of the segment8 9.10 The validity of their interpretation
was confirmed by another experiment using depolarized light scattering(DPLS) technique,11
where they revealed that an orientation order grows during the induction period.11 In re-
sponse to these experimental data which imply SD, Gee et al. demonstrated, by using a large
scale molecular dynamics(MD) simulation, that the SD occurs in the induction period, where
the persistence length of the polymer chains increases.12 In analytical approaches Olmsted
et al. proposed a phenomenological model for the SD of the polymer crystallization focusing
on the static properties of polymer melts.13 In this work by Olmsted et al., the authors chose
the density fluctuation and the chain conformation as the order parameters and proposed a
Ginzburg-Landau(GL) free energy model. They discussed the chain conformation by using
the local distribution of dihedral angles between consecutive covalent bonds of the backbone.
By assuming that an increase in the segment density prefers a nematic order, Olmsted et al.
drew binodal and spinodal lines in the phase diagram, where they implicitly assumed the
SD process in their model. Extending their static model to dynamics, Tan et al. simulated
the phase separation process based on the time dependent GL (TDGL) equation.14
Contrary to the above experimental and theoretical evidences on the SD, there have
been arguments that posed a question on these results. For example, Wang et al. per-
formed a small-angle X-ray scattering(SAXS) experiment and a light scattering experiment
on poly(propylene),15 and compared their scattering data in the induction period with those
of Cahn-Hilliard theory16 and Avrami theory.17 It is well-known that Cahn-Hilliard theory
and Avrami theory can describe SD and NG processes, respectively. As a result, Wang et
al. concluded that Avrami theory is appropriate to the polymer crystallization and denied
that possibility of SD for this process. The SAXS data reported by Wang et al. showed an
increase in its peak intensity but with constant peak position even in the late stage, which
implies that SD does not occur in the induction period. In order to explain the discrepancy
between the experimental results by Imai et al. and their results, Wang et al. attributed
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the SD observed by Imai et al. to the low sensitivities of the X-ray scattering experiments
to the density and orientation fluctuations. Panine et al. confirmed these results by Wang
et al. using SAXS and wide-angle X-ray scattering(WAXS) techniques where they improved
the accuracy of the X-ray scattering experiment compared with the previous ones.18 In these
experiments, Panine et al. did not observe an SD in the induction period of the polymer
crystallization, which agrees with the conclusion by Wang et al..
In response to these controversial discussions on the mechanism of the phase separation
in the induction period, Chuang et al. studied the detail of an ordering process in the
early stage of the polymer crystallization by using several techniques such as SAXS, WAXS,
Fourier transform infrared spectroscopy, and small-angle light scattering.19 Chuang et al.
suggested that the mechanism of the phase separation depends on some parameters of the
samples, i.e., crystallization temperature, conformation of the chain in the initial condition
and so on.19
Summarizing the above-mentioned researches on the behavior in the induction period, a
deep quench (Imai et al.) seems to induce SD while a shallow quench like in the experiments
by Wang et al. and by Panine et al. does not lead to SD. Furthermore, we expect that
the stiffness of the polymer chain is also an important factor for the SD as was proposed by
Imai et al.20 and by Gee et al.12 Such an effect of the stiffness was not considered in the
theoretical work by Olmsted et al.13
To construct a complete theoretical framework for the phenomena, we need to reconsider
the condition of the SD without a priori assumptions used by Olmsted et al. and others.
Our strategy is as follows. First we derive the GL free energy by expanding the total free
energy around the initial uniform state with respect to the density and the orientation
fluctuations of the segments. Analyzing the 2nd order terms in the GL expansion gives
us the information on the stability of the initial uniform melt. It is commonly understood
that expanding free energy with respect to only density fluctuation does not lead to the SD
in a single component system. To reproduce the SD, therefore, it is essential to introduce
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another degree of freedom coupled to the density fluctuation, such as orientation fluctuation
in the GL expansion. To calculate the expansion coefficients, which is described in terms of
the density and the orientation correlation functions of the segments, we need to know the
statistical properties of chain conformations. Such information can be obtained by using the
transfer matrix technique.
The present paper is organized as follows. In the next section, we derive the GL free
energy model for the instability of polymer melts, where we also discuss the effects of the
coupling between the density and the orientation of the segments. Using the free energy
model, we reproduce the SD and estimate the correlation length of the density fluctuation
during the induction period in Sec.3. In the same section, we also interpret the correlation
length based on the Cahn-Hilliard type linearlized theory on our model. Finally, we conclude
our results in Sec.4.
2 Model
2.1 Strategy of the model
To study the polymer crystallization, we consider the situation where a single component
polymer system is quenched from an initial high temperature melt state to a low temperature
state below the crystallization temperature.
In order to study the dynamics of crystallization, we derive a free energy model of the
system by expanding it with respect to the fluctuations of the segment density and the
segment orientation around a uniformly mixed melt.
First, we consider the initial uniform and isotropic polymer melt state as a reference state
of the expansion. Because of the screening effect which originates from the incompressibility
of the melt,21 the uniform polymer melt can be modelled as a set of independent ideal chains
with an incompressibility condition. In the present study, we model the polymer chain as a
sequence of rod-like segments in order to incorporate the nematic interaction.
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In order to describe our model Hamiltonian for the uniform melt state, we introduce
microscopic variables, i.e. the position r(i) and the orientation vector b(i) of i-th segment,
which are denoted as Γ ≡ {{r(i)}, {b(i)}} in short. Using these microscopic variables, the
local density fluctuation δφˆ(r; Γ) and the local orientation order parameter of the segments
Sˆαβ(r; Γ), respectively, are defined as
δφˆ(r) =
N∑
i=0
δ(r − r(i))− φ¯, (1)
Sˆαβ(r) =
3
2
N∑
i=0
(
b(i)α b
(i)
β −
1
3
)
δ
(
r − r(i)) , (2)
where b is the length of the rod-like segment and the symbol ˆ· · · means that the variable · · ·
is a function of the phase space point Γ.
In terms of these coarse-grained field variables, Hamiltonian of the system can be written
as:
Hˆ = Hˆ0 + Wˆ
= Hˆ0 + Wˆφ[φˆ(r)] + WˆS[Sˆαβ(r)]
= Hˆ0 + v
2
∫
dr
{
δφˆ(r; Γ)
}2
+
Vαβα′β′
2
∫
drSˆαβ(r; Γ)Sˆα′β′(r; Γ), (3)
where Hˆ0 is the Hamiltonian for the reference uniform and isotropic melt, Wˆ is the deviation
from the reference state, and the functionals WˆS[Sˆαβ(r)] and Wˆφ[ ˆφ(r)] are defined as
WˆS[Sˆαβ(r)] = Vαβα
′β′
2
∫
drSˆαβ(r)Sˆα′β′(r) (4)
Wˆφ[φˆ(r)] = v
2
∫
dr
{
δˆφ(r)
}2
. (5)
We expand Wˆ in a power series in δφˆ and Sˆ and retain up to the 2nd order terms. The sub-
scripts α and β mean Cartesian coordinates and are assumed to obey the Einstein summation
convention.
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The parameter v is a constant which describes the excluded volume of segments, and
Vαβα′β′ is a 4th rank tensor which describes the strength of the nematic interaction. We will
analyze the 2nd order term F2 in the GL expansion derived from the Hamiltonian eq.(3) to
judge whether the spinodal decomposition occurs or not. The explicit expression of F2 can
be written as
F2 =
kBT
2
∫
dr1dr2C
−1(r1 − r2)δφ(r1)δφ(r2) + kBT
2
∫
dr1dr2D
−1
αβαβ(r1 − r2)Sαβ(r1)Sαβ(r2),
(6)
where C−1(r1 − r2) and D−1αβα′β′(r1 − r2) are inverse functions of the density correlation
function and orientation correlation function in the uniform melt, respectively.22 These cor-
relation function are defined as
C(r1 − r2) =
〈
δφˆ(r; Γ)δφˆ(r′; Γ)
〉
, (7)
Dαβα′β′(r1 − r2) =
〈
Sˆαβ(r; Γ)Sˆα′β′(r
′; Γ)
〉
, (8)
where the notation 〈· · · 〉 means the physical quantities · · · averaged over the uniform melt
including the interaction between segments. The inverse function denoted by f−1(r) is
defined as
∫
dr′f(r − r′)f−1(r′ − r′′) = δ(r − r′′). (9)
In the analysis of eq.(6), there are two steps. The first step is to obtain C(r) and
Dαβα′β′(r) based on the information of an ideal melt. To perform this first step, we use the
random phase approximation(RPA).22 The second step is to introduce the coupling between
the density and the orientation. Such a coupling should be at least third order in the
fluctuations because the density and the orientation fluctuations are decoupled up to 2nd
order in the GL expansion due to the symmetry of the reference uniform state. As we have
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discussed in Sec.1, the result of X-ray scattering experiments and MD simulations suggest
that the SD is originating from the coupling between density and orientation. As will be
shown later, an elimination of the degree of freedom of the orientation resolves this problem.
In the following sections 2.2, 2.3, and 2.4, we discuss the detail of the method to perform
the above first and second steps. We describe the statistical nature of a single ideal chain in
terms of transfer matrix which includes the information of the stiffness of the polymer chain.
Then, by eliminating the degree of freedom of the orientation, we clarify how the nematic
interaction affects the density fluctuations. Finally, we calculate the spatial correlation
function of the density fluctuations.
Figure 1: 3 possible local conformations of the dihedral angle between consecutive three
bonds. The most stable conformation is called “trans conformation”(dihedral angle 0◦), and
the metastable ones are called “gauche conformations”(dihedral angle ±120◦), respectively.
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Figure 2: The black vectors (denoted as u) are the original bond vectors, while the blue one
(denoted as b) is the coarse-grained bond vector. The index i specifies the bond.
2.2 Single chain statistics
We consider a polymer chain where the backbone atoms are sequentially connected by N +1
covalent bonds. The total number of possible states of the conformation is enormous, which
originates from the rotation of the bonds. However, these is a certain restriction on the rota-
tion of the bonds. As is shown in Fig.1, the dihedral angle composed of consecutive 3 bonds
takes either 0◦ or ±120◦. The conformation with angle 0◦ is the most stable conformation,
which is called “trans conformation”. On the other hand, the angles ±120◦ are metastable
and called “gauche conformations”. Although the energies of two gauche conformations
are in general different due to the difference in the side atomic groups, we neglect such a
difference and assume that the two gauche conformations are degenerating for simplicity.
When we specify the directions of the first and the second bonds of a single chain (see
Fig. 2), the subsequent bond vectors are always on a diamond lattice spanned by the first
2 bonds, i.e. the bond vector u can be chosen as one of the 8 primitive translational vec-
tors on the lattice: ±(−u,−u,−u)/√3, ±(−u, u, u)/√3, ±(u,−u, u)/√3, ±(u, u,−u)/√3
where u is the length of the bond. When we call the covalent bond connecting back-
bone atoms an “original bond”, we define the coarse-grained bond as a sum of consec-
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Figure 3: A coarse-grained bond vector can take 12 different states (directions pointing
to the 12 face center positions from the origin). We identify these vectors by using an
index µ = 1, 2, · · · , 12. The vectors µ = 1, 2, · · ·6 are shown in the figure. The vectors
µ = 7, · · · , 12 are defined as the vectors pointing to the opposite directions from the vectors
µ = 1, · · · , 6, respectively.
utive two original bonds(shown by blue arrow in Fig. 2). By this definition, we under-
stand that the coarse-grained bond vector b points one of the face center positions from
the origin as is shown in Fig. 3. Thus, the coarse-grained bond vector can be described as
(±b,±b, 0), (±b, 0,±b), (0,±b,±b) in no particular order(12 vectors shown in Fig. 3). In the
following, we denote the coarse-grained bond vector as e(µ) where the superscript µ specifies
the direction of the coarse-grained bond (each index corresponds to the surface number in
Fig. 3), for example, e(1) = (b, b, 0) and so on. As the original bond cannot freely rotate, a
constraint condition is imposed on the coarse-grained bond vectors. Depending on the trans
and two gauche conformations, we understand that the angle between 2 consecutive coarse-
grained bond vectors can take either 0◦(corresponding to trans conformation in the original
bonds) or 60◦(corresponding to gauche). In the original bonds, there are 2 different gauche
conformations, while in coarse-grained bond vectors, the number of gauche conformations is
4. As we will only use the coarse-grained bond in the following, hereafter we will refer the
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coarse-grained bond as simply ’bond’ unless otherwise noted.
In general, the trans conformation has lower energy than the gauche one, and therefore
the following relation holds:
∆ε ≡ εgauche − εtrans ≥ 0, (10)
where εtrans and εgauche are the energies of the trans and the gauche conformations for the
bonds. This parameter ∆ε determines the statistical properties of the chain conformation.
When the two bond vectors are parallel(trans case), the statistical weight of this state is
assumed to be 1 while the statistical weight for the state with angle 60◦(gauche case) is δ
defined by
δ = exp (−β∆ε), (11)
where β = 1/(kBT ), kB is Boltzman constant and T is the temperature. The statistical
weights for the other states are 0 because they are forbidden. These constraints on the
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conformation can be described in terms of the following transfer matrix,
T =


1 0 δ 0 δ 0 0 0 0 δ 0 δ
0 1 0 δ δ 0 0 0 δ 0 0 δ
δ 0 1 0 δ δ 0 δ 0 0 0 0
0 δ 0 1 δ δ δ 0 0 0 0 0
δ δ δ δ 1 0 0 0 0 0 0 0
0 0 δ δ 0 1 δ δ 0 0 0 0
0 0 0 δ 0 δ 1 0 δ 0 δ 0
0 0 δ 0 0 δ 0 1 0 δ δ 0
0 δ 0 0 0 0 δ 0 1 0 δ δ
δ 0 0 0 0 0 0 δ 0 1 δ δ
0 0 0 0 0 0 δ δ δ δ 1 0
δ δ 0 0 0 0 0 0 δ δ 0 1


. (12)
The µν−component of the transfer matrix T means the statistical weight of the local con-
formation where the direction of i-th bond vector is parallel to e(µ) and (i + 1)-th bond
vector is parallel to e(ν), respectively. For example, T11 is the statistical weight of the trans
conformation where both i−th and (i+ 1)-th bond vectors are parallel to e(1). In this case
T11 = 1.
By using this transfer matrix we can calculate the average of physical quantities of a
single chain. The partition function of a single chain is obtained as
Z(T,N) =
12∑
µ=1
12∑
ν=1
(T N)
µν
= 12(1 + 4δ)N−1, (13)
where (T N)µν describes the µν-component of T N . The prefactor 12 means that the initial
bond is chosen from 12 possible vectors. The factor 1 + 4δ comes from the fact that the 2
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consecutive bonds can take 1 trans and 4 gauche conformations. To calculate the physical
quantities for a single chain, we introduce a path integral Q(0, µ, r;N, ν, r′) which describes
the statistical weight of the event where the 0-th bond is found at the position r and is
parallel to the vector e(µ) and the N -th bond is at the position r′ and is parallel to the
vector e(ν), respectively. Then, the path integral can be written as:
Q(0, µ, r;N, ν, r′) =
∑
{
b
(i)
}(T
N)µνδ
(
r′ +
b(N)
2
−
(
r +
b(0)
2
+
N∑
i=1
b(i)
))
=
∫
dq
(
T˜ N(q)
)
µν
exp [iq · (r′ − r)], (14)
where
(
T˜ (q)
)
µν
= exp
(
−iq · e
(µ)
2
)
Tµν exp
(
−iq · e
(ν)
2
)
. (15)
We can compute the physical quantities of the single chain by using the above path-integral
combined with the transfer matrix defined in eq. (12). For example the segment density field
φ(r) and the orientation field Sαβ(r) are given by
δφ(r) = 〈δφˆ(r; Γ)〉0 =
〈
N∑
i=0
δ(r − r(i))
〉
0
− φ¯, (16)
Sαβ(r) = 〈Sˆαβ(r; Γ)〉0 =
〈
N∑
i=0
3
2
(
b(i)α b
(i)
β −
1
3
δαβ
)
δ(r − r(i))
〉
0
, (17)
where the notation 〈· · · 〉0 means the average quantities over the ensemble of the set of the
ideal chains.
Then we can obtain the correlation function of the segment density and the orientation
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of the single chain, respectively, as
C(0)(r − r′) = 〈δφˆ(r; Γ)δφˆ(r′; Γ)〉0, (18)
D
(0)
αβα′β′(r − r′) = 〈Sˆαβ(r; Γ)Sˆα′β′(r′; Γ)〉0, (19)
where superscript (0) on the left hand sides of eqs.(18) and (19) means that the quantities
are evaluated for the set of the ideal chains. It should be noted that the cross correlation
function, 〈δφˆ(r; Γ)Sˆαβ(r′; Γ)〉0, up to 2nd order vanishes due to the symmetry.
2.3 Random phase approximation(RPA)
We express using RPA the 2nd order terms in the GL expansion for the polymer melt system,
where the coefficients in eq. (6) are described by the correlation functions eq. (18) and (19)
for the ideal chain system. The RPA procedure can easily be performed in the Fourier space.
The Fourier transformation of an arbitrary function of the position, f(r), is defined as,
f˜(q) =
∫
drf(r) exp [−iq · r]. (20)
The second order term in the expansion of F is written in the Fourier space as
F2[δφ˜(q), S˜αβ(q)] =
1
2
∫
dq
N−1C˜(0)(q)
1 + βvN−1C˜(0)(q)
|δφ˜(q)|2
+
1
2
∫
dq
N−1D˜(0)(q)
1 + βV N−1D˜(0)(q)
S˜αβ(q)S˜βα(−q), (21)
where V and D˜(0) are described by the components of the nematic parameter Vαβα′β′ and
the power spectrum of the orientation field D˜
(0)
αβα′β′ defined in Appendix A, respectively, and
the factor N−1 is a normalization factor. In the derivation of eq.(21), we used the fact
that D˜
(0)
αβα′β′ and Vαβα′β′ are isotropic tensors due to the symmetry of the reference uniform
state. As the segment density in the one component uniform melt is characterized by the
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repulsive interaction v > 0 which is defined in eq.(3), an effective attraction is necessary for
reproducing the SD. We notice that the density and the orientation are decoupled in the
terms of the free energy up to 2nd order, which means that the segment density by itself
cannot induce an instability in the reference uniform state. However, the experimental result
implies that the density fluctuation leads to the instability of the uniform state, which is
a sign of the SD. In order to reproduce such experimental results, we should introduce the
effective attraction between segments into our model.
2.4 The relationship between density and orientation
As we discussed in Sec.1, the X-ray scattering experiments and MD simulations on the early
stage of the crystallization suggested that the coupling between density and orientation is
important for SD.
As a non-conserved order parameter (for example orientation) relaxes faster than a con-
served one (e.g. density) in general, we can eliminate the degree of freedom of the orientation
compared with the density. Then we integrate the partition function over only the degrees
of freedom of the orientation as follows:
Z =
∫
dΓ exp(−βHˆ − βWˆS[Sˆαβ(r)]− βWˆφ[δφˆ(r)])
=
∫
dr(0)db(0)db(1) · · · db(N) exp(−βHˆ0)
(
1− βWˆS[Sˆαβ(r)]− βWˆφ[δφˆ(r)]
)
=
∫
dr(0)dr(1) · · · dr(N)db(0)db(1) · · · db(N)δ
(
r(N) +
bN
2
−
(
r(0) +
b(0)
2
+
N∑
i=1
b(i)
))
× exp(−βHˆ0)
(
1− βWˆS[Sˆαβ(r)]− βWˆφ[δφˆ(r)]
)
=
∫
dr(0)dr(1) · · · dr(N) exp
(
−βHˆ′0
)(
1− βWˆ ′φ[δφˆ(r)]
)
. (22)
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Here, we define Wˆ ′φ[δφˆ(r)] and v
′ as
Wˆ ′φ[δφˆ(r)] =
v′
2
∫
dr
{
δφˆ(r)
}2
(23)
v′ = vex + vne(lp), (24)
where vex and vne are the excluded volume and the effect of the nematic interaction, and lp
is the persistence length defined as
lp = b exp [β∆ε]. (25)
The parameter vne can be obtained by using a perturbation theory and pre-averaging ap-
proximation as
vne =
9
4
V
N

 1
1− exp
[
3
lp
]


1− exp
[
−3N − 1
lp
]
1− exp
[
− 3
lp
] −N



− 3V4 . (26)
The detail of this calculation is shown in Appendix B.
Figure 4: The vertical axis is vne/|V | and the horizontal axis is lp/b for N = 51(red solid
line) and N →∞(blue dashed line).
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In our model, V (< 0), which implies that the system prefers nematic order, leads to
vne < 0 for lp/b ≥ 3/ ln 4 for N → ∞ as shown in Fig. 4. According to the behavior of vne,
the nematic interaction decreases the excluded volume for the case with lp/b ≥ 3/ ln 4 and
large |V |, where the parameter vne(∝ V ) can induce the effective attraction by overcoming
the excluded volume parameter v.
Let us summarize the results shown in this subsection. By eliminating the degree of
freedom of the orientation, the effect of the nematic order on the density field is formulated.
Depending on the persistence length lp and the nematic parameter V , the effect of the
nematic order can play the role of an effective attraction between the segments. As the
attraction leads to an instability of the reference state in RPA procedure, the SD can be
induced by the coupling between the orientation and the density.
Figure 5: The power spectrum of the segment density vs. wave number, where the typical
energy for ∆ε is 2.5× 103[J/mol],23 N = 51 and T = 400[K].
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Figure 6: The power spectrum of the segment orientation vs. wave number. The parameters
used in the calculation are the same as those in Fig. 5.
3 Result and discussion
3.1 Correlation functions of an ideal chain
The power spectrum of the segment density and that of the orientation of the segments
are shown in Figs. 5 and 6, respectively. In these figures, we calculate these power spectra
for the case N = 51 and β∆ε ≃ 0.76 (corresponding to 2.5× 103[J/mol] at 400[K]) which is
a representative value obtained by Raman scattering experiments.23
Figure 5 shows the relationship between the magnitude of the wave number vector q =√
q2x + q
2
y + q
2
z and the Fourier component of the correlation function of the segment density
C˜(0)(q). When we calculated C˜(0)(q), we averaged the orientation of the initial bond vector
over the isotropic distribution. The behavior of C˜(0) is explained as follows. C˜(0) is well
fitted by the Debye function in the region qb≪ 2pi.24 On the other hand, we can recognize
a structure of the single chain in the large wave number region (short length scale) in Fig. 5,
i.e. a peak around qb ∼ 8. This peak is due to the correlation between consecutive bonds in
the microscopic scale.
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The power spectrum of the orientation order parameter is shown in Fig. 6, where the
behavior is almost the same as that for the segment density. This power spectrum of the
orientation does not affect the following discussion because we consider the behavior of only
the power spectrum of the density.
3.2 Effective attraction derived from nematic interaction and SD
In our model, density and orientation are coupled through the excluded volume and the
nematic interactions. The nematic interaction leads to a decrease in the excluded volume for
the stiff polymer system, which means an effective attraction. We prove that the strength
of this attraction depends on the stiffness of the polymer chain (see Fig. 4). According to
Fig. 4, the strength of the attraction increases with the increase in the stiffness of the polymer
chain. In the situation where the effect of the chain ends can be neglected (i.e. N → ∞),
vne/|V | increases linearly with lp. The ratio vne/|V | for the finite chain length shows us the
different behavior from those of the infinite chain length due to the finite size effect.
By substituting v = vex + vne which are defined in eq. (24), we can rewrite the power
spectrum of the density fluctuation in eq. (21) as
C˜(q) =
N−1C˜(0)(q)
1 +N−1(βvex + βvne)C˜(0)(q)
. (27)
The condition of the instability shown in Fig. 7 is βvex≃ 0.02, βV ≃ −0.2, and N = 51.
The effective attraction derived from the nematic interaction induces the instability of the
uniform melt. To induce this instability, we should note that the excluded volume parameter
βvex and the effective attraction βvne satisfy the condition as
βvex + βvne = − N
C˜(0)(|q| = 0) . (28)
The increase in the parameters vex and V corresponds to a deeper quench. The detail of
this increase is expected to depend on the shape of the monomer or the interaction in the
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microscopic scale, which corresponds to the difference in the samples in experimental system.
This result is consistent with the experimental fact that the SD occurs in relatively deep
quench case.
Figure 7: The vertical axis is C˜−1(q) and the horizontal axis is qb. Red(dashed) line describes
the inverse of the power spectrum of density for βvex ≃ 0.20 and βV ≃ −0.10 and blue(solid)
line describes the one for βvex ≃ 0.060 and βV ≃ −0.10.
This instability leads to an increase in the correlation length of the density fluctuation
in the early stage of the SD. To estimate such correlation length, we use Cahn’s linearized
theory. The starting point of this theory is the equation of continuity for the density field φ
as
∂δφ(r, t)
∂t
= L∇2 δF
δ(δφ(r))
, (29)
where L is the kinetic coefficient. In Cahn’s linearized theory, the free energy F in eq.(29) is
approximated as the 2nd order term of GL expansion, F2. Fourier transform of eq. (29) and
expanding the power spectrum of the density fluctuation around q = 0 lead to the expression
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as
∂δφ˜(q, t)
∂t
= −Lq2

C˜−1(q)∣∣∣
q→0+
+
1
2
∂2C˜−1(q)
∂qq
∣∣∣∣∣
q→0+
: qq

 δφ˜(q). (30)
We can solve this equation to obtain
δφ(q) ∼ exp [λ(q)t] (31)
λ(q) = −Lq2

 C˜−1(q)∣∣∣
q→0+
+
1
2
∂2C˜−1(q)
∂q2
∣∣∣∣∣
q→0+
q2


= −L
(
cq2 +
1
2
κq4
)
, (32)
where
c = C−1(q = 0) =
1
N
+ βv (33)
κ = −N
d2
dq2
C(0)(q)
{C(0)(q)}2
∣∣∣∣∣∣∣
q=0
. (34)
The wave number q∗ which gives the maximum of λ(q) corresponds to the inverse of the
correlation length calculated as:
q∗ =
√
−c
κ
(35)
We show the result of the growth rate of the density fluctuation in Fig. 8.
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Figure 8: The vertical axis is λ(q) and the horizontal axis is qb for N = 51 where the contact
interaction parameters are βv ≃ 0.05 and βV ≃ −0.10. Red(solid) line describes λ(q) for
β∆ε ≃ 1.51(corresponding to 1.5×3.3×103[J/mol] at 400[K] where 2.5×103−3.3×103[J/mol]
is determined by Ramann scattering on polyetylene23), and blue(dashed) line describes λ(q)
for β∆ε ≃ 1.76(corresponding to 1.75× 3.3× 103[J/mol] at 400[K]), respectively.
This implies that the correlation length of the density fluctuation in stiffer polymer system
is larger than that in the flexible polymer system. As shown in the following, the competition
between the excluded volume and the effective attraction determines the correlation length
of the density fluctuation.
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Figure 9: The vertical axis is q∗b and the horizontal axis is lp/b for N = 51, where the
parameters βv and βV are the same as those used in Fig. 8.
The relationship between q∗ and lp shown in Fig. 9 implies that the correlation length of
the density fluctuation for the stiff polymer melt is smaller than that for the flexible polymer
melt.
By Guinier approximation which describes the behavior of the structure factor around
|q| = 0, we can obtain the 2nd order derivative of the power spectrum of the density at
|q| = 0 as
d2
dq2
C(0)(q)
∣∣∣∣
q=0
= −N
2R2g
3
, (36)
where Rg is the gyration radius of the polymer chain.
24 To substitute eqs. (33) and (34) into
eq. (35) and using eq. (36), the expression of q∗ is written as
q∗ ∼

−
1
N
+ βv
N2R2g
N3


1
2
=
1
Rg
[N (|βvne(lp)| − βvex)− 1]
1
2 . (37)
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The fact that the strength of the effective attraction depends on the persistence length of
the polymer chain means that the nematic parameter, the excluded volume parameter and
the stiffness of the polymer chain determine the characteristic wave number q∗.
4 Conclusion
By calculating GL expansion whose variables are the segment density field and the orien-
tation of the segments around the uniform and isotropic reference state, we derived the
condition for the occurrence of the SD in the induction period of the polymer crystallization.
The elimination of the degrees of freedom of the orientation leads to an effective attraction
between segments depending on the given nematic parameter and the stiffness of the polymer
chain expressed by the transfer matrix. As the stiffness of a polymer chain (corresponds to
the parameter β∆ε in our model) and the nematic order (corresponds to V ) play the role of
the effective attraction between segments, the SD in the induction period is observed in stiff
polymer systems or in systems having larger nematic order. Introducing the characteristics
of the chain conformation into our model (β∆ε and V ) determines the mechanism of the
phase separation in the induction period. This result agrees with the conclusion given by
Chuang et al. who indicated that some parameters (for example, conformation of the initial
state which depends on the stiffness of the polymer chain) determine the behavior in the
induction period.19
We can interpret these experimental results5 15 in the context of the monomer shape.
Imai et al.5 reported the spinodal-assisted scenario by using experiments on the polyethy-
lene terephthalate(PET), while Wang et al.15 concluded that the SD does not occur in the
induction period based on their experiments on isotactic polypropylene(iPP). Intuitively, the
monomer shape of PET is rod-like shape, which is expected to induce the strong nematic
order. On the other hand, iPP does not include the rod-like monomer, where the excluded
volume is expected to be dominant in the induction period of the crystallization process.
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Even though some authors interpreted the SD in the induction period as the result of
an error in the X-ray scattering experiments15,18 our model indicates that the SD can occur
depending on the stiffness of the polymer, the quench depth, and the shape of the monomer.
In the future direction, the idea of the transfer matrix for a polymer chain is expected
to be useful in explaining the dynamics of the polymer crystallization after the induction
period, for example, the dynamics of the folding of the polymer chain and of the formation
of the lamellar crystal.
Appendix A Symmetry of the uniform melt
In this appendix, we show how to derive eq. (21) on the basis of the isotropy of the reference
uniform state, where the 4th rank tensor Vαβα′β′ should be an isotropic tensor. Accordingly,
the 4th rank tensors D˜
(0)
αβα′β′ and D˜αβα′β′ are also isotropic tensors. Then, Vαβα′β′, D˜
(0)
αβα′β′ ,
and D˜αβα′β′ can be generally expressed as
Vαβα′β′ = V1δαβδα′β′ + V2δαα′δββ′ + V3δαβ′δβα′ (38)
D˜
(0)
αβα′β′ = D˜
(0)
1 δαβδα′β′ + D˜
(0)
2 δαα′δββ′ + D˜
(0)
3 δαβ′δβα′ (39)
D˜αβα′β′ = D˜1δαβδα′β′ + D˜2δαα′δββ′ + D˜3δαβ′δβα′ . (40)
It should be noted that V1, D˜
(0)
1 , and D˜1 do not affect the free energy due to the traceless
nature of the order parameter, Sαα = 0. Then, we rewrite the terms up to 2nd order in the
order parameters in the GL expansion as
F2 =
∫
dqC˜−1(q)|δφ˜(q)|2 + D˜−1(q)S˜αβ(q)S˜βα(−q), (41)
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where D˜−1 = 1/(D˜2 + D˜3). By using RPA and eqs. (38)-(40), we obtain the expression of
D˜−1 as
D˜−1(q) =
D˜
(0)
2 + D˜
(0)
3
1 + β(V2 + V3)(D˜
(0)
2 + D˜
(0)
3 )
. (42)
If we define V and D˜(0)(q) as
V = V2 + V3 (43)
D˜(0)(q) = D˜
(0)
2 (q) + D˜
(0)
3 (q), (44)
we can derive eq. (21) by substituting the definition eqs. (38)-(40) into eq. (42).
Appendix B Relationship between density and nematic
interaction
Appendix B.1 Eliminating the degrees of freedom of orientation
in nematic interaction
In this appendix we show the detail of the calculation for eliminating the degrees of freedom
of the orientation. Starting point is the Hamiltonian eq.(3) which includes the reference
energy, the excluded volume interaction, and the nematic interaction:
Hˆ = Hˆ0 + v
2
∫
dr
{
δφˆ(r)
}2
+
V
2
∫
drSˆαβ(r)Sˆαβ(r)
= Hˆ0 + v
2
∑
j,k
∫
drδ(r − r(j))δ(r − r(k)) + V
2
∑
j,k
∫
drsˆ
(j)
αβ sˆ
(k)
αβ δ(r − r(j))δ(r − r(k))
= Hˆ0 + Wˆφ + WˆS,
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where
Wˆφ = v
2
∫
dr
{
δφˆ(r)
}2
WˆS = V
2
∫
drSˆαβ(r)Sˆαβ(r).
The partition function Z of the total system is written as
Z =
∫
dΓ exp
(
−βHˆ
)
=
∫
dr(0)db(0) · · · db(N) exp
(
−βHˆ
)
, (45)
where Γ =
{
r(0), b(0), b(1) · · ·b(N)
}
is the point in the phase space, r(0) is the position of the
first bond, and b(i) is the i-th bond vector. In our model, e−βHˆ0 corresponds to the transfer
matrix T . We rewrite eq.(45) as follows;
Z =
∫
db(0) · · · db(N) exp
(
−βHˆ
)
=
∫
db(0) · · · db(N)dr(0) · · · dr(N)
N−1∏
i=0
δ
(
r(i+1) − r(i) −
(
1
2
b(i) +
1
2
b(i+1)
))
exp
(
−βHˆ
)
.
(46)
In this equation, we can regard the orientation and the position of a segment as independent
variables. Then, we can obtain the effective Hamiltonian Hˆ(eff) by eliminating the degrees of
freedom of the orientation in eq. (46). When the interaction energies Wˆφ and WˆS are small
compared to the thermal energy kBT , we can approximate the Boltzman factor as
exp
[
−β
(
Hˆ0 + Wˆφ + WˆS
)]
= exp
(
−βHˆ0
)(
1− βWˆφ − βWˆS
)
. (47)
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Thus, we should consider
∫
dr(0) · · · dr(N)
∫
db(0) · · · db(N)
N−1∏
i=0
δ
(
r(i+1) − r(i) −
(
1
2
b(i) +
1
2
b(i+1)
))
exp
(
−βHˆ0
)(
1− βWˆS
)
=
∫
dr(0) · · · dr(N)Z ′0
〈(
1− βWˆS
)〉′
0
(48)
=
∫
dr(0) · · · dr(N) exp
(
−βHˆ(eff)0
)(
1− βWˆ(eff)φ
)
, (49)
where 〈· · · 〉′0 means the average over only orientation in the reference state. By comparing
eqs. (48) and (49), we obtain the relationship
β exp
(
−βHˆ′0
)
Wˆ(eff)φ = βZ ′0〈WˆS〉′0, (50)
where Z ′0 is the partial summation of exp
[
−βHˆ0
]
over only the orientation. Right hand side
of this equation is
βZ ′0〈WˆS〉′0
= βV
N∑
j,k=0
∫
db(0)db(1) · · · db(N)sˆ(j)αβ sˆ(k)αβδ(r − r(j))δ(r − r(k))e−βHˆ0
N−1∏
i=0
δ
(
r(i+1) − r(i) −
(
1
2
b(i) +
1
2
b(i+1)
))
= βV
N∑
j,k=0
∫
db(0)db(1) · · · db(N)
N−1∏
i=0
∑
µ(i)
Q(i, µ(i), r(i); i+ 1, µ(i+1), r(i+1))sˆ
(j)
αβ sˆ
(k)
αβδ(r − r(j))δ(r − r(k)),
(51)
where Q(i, µ(i), r(i); i+ 1, µ(i+1), r(i+1)) is the path integral whose variables are the positions
and the orientations of the bonds:
Q(i, µ(i), r(i); i+ 1, µ(i+1), r(i+1)) = Tµ(i)µ(i+1)δ
(
r(i+1) − r(i) − b
(i) + b(i+1)
2
)
=
∫
dqT˜µ(i)µ(i+1)(q) exp
[
iq · (r(i+1) − r(i))] (52)
T˜µν(q) = exp
[
−iq · eµ
2
]
Tµν exp
[
−iq · eν
2
]
. (53)
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By using this path integral, we can rewrite
〈
WˆS
〉′
0
in terms of the transfer matrix in the
Fourier space as
Z ′0〈WˆS〉′0
= V
N∑
j,k=0
∫
db(0)db(1) · · · db(N)
N−1∏
i=0
∑
µ(i)
Q(i, µ(i), r(i); i+ 1, µ(i+1), r(i+1))sˆ
(j)
αβ sˆ
(k)
αβ δ(r − r(j))δ(r − r(k))
= V
N∑
j,k=0
∫
db(0)db(1) · · · db(N)
N−1∏
i=0
∑
µ(i)
∫
dqiT˜µ(i)µ(i+1)(qi) exp
[
iqi ·
(
r(i+1) − r(i))]sˆ(j)αβ sˆ(k)αβ
× δ(r − r(j))δ(r − r(k))
= V
N−1∏
i=0
∑
µ(i)
N∑
j,k=0
∫
db(0) · · · db(N)T˜µ(i)µ(i+1)(qi)sˆ(j)αβ sˆ(k)αβ exp
[
iqi ·
(
r(i+1) − r(i))]
× δ(r − r(j))δ(r − r(k))
= V
N∑
j,k=0
∫
db(0) · · · db(N)Q˜(Γ; {qi}) exp
[
iqi ·
(
r(i+1) − r(i))]δ(r − r(j))δ(r − r(k)), (54)
where
Q˜(Γ; {qi}) =
N−1∏
i=0
∑
µ(i)
T˜µ(i)µ(i+1)(qi) (55)
We should consider how the nematic interaction affects the excluded volume interaction.
As the self terms(j = k) give constant contribution to the final result, these terms can
be dropped. When we focus on the statistical weight Q˜(Γ; {q}) ∝ exp
[
iqi ·
(
b
(i+1)
+b
(i)
2
)]
which plays the role of the moment generating function for the orientations, we can obtain
the correlation function by considering the symmetry of the system. By using this equation
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and symmetry of the system, we can obtain
(
i
∂
∂qj
)(
i
∂
∂qj
)(
i
∂
∂qk
)(
i
∂
∂qk
)
Z˜ ′0({qi})
=
(
i
∂
∂qj
)(
i
∂
∂qj
)(
i
∂
∂qk
)(
i
∂
∂qk
)∫
db(0) · · · db(N)Q˜(Γ; {qi})
=
1
16
N−1∏
i=0
∑
µ(i)
∫
db(0) · · · db(N)Q˜(Γ; {qi})
(
b(j)b(j)b(k)b(k) + b(j)b(j)b(k+1)b(k+1)
+b(j+1)b(j+1)b(k)b(k) + b(j+1)b(j+1)b(k+1)b(k+1)
)
=
1
16


N−1∏
i=0
∑
µ(i)
∫
db(0) · · ·db(N)Q˜(Γ; {qi})
×
(
2 + 2 cosh
[
3
lp
])
b(j)b(j)b(k)b(k)
}
, (56)
where we use
〈(
b(j) · b(k)
)2〉
∼ exp [3|j − k|/lp] which is determined by the fitting. It
should be noted that this value is different from the result of the Gaussian distribution〈(
b(j) · b(k)
)2〉
∼ exp [2|j − k|/lp]. The difference between Gaussian and our model does
not affect the final result qualitatively because their behaviors in the small wave number
region, which is essential to the results of the present study, are qualitatively the same. By
using eq. (56), four-body correlation of bonds satisfies
N−1∏
i=0
∑
µ(i)
∫
db(0) · · · db(N)Q˜(Γ; {qi})b(j)b(j)b(k)b(k)
=
8
1 + cosh
[
3
lp
] × (i ∂
∂qj
)(
i
∂
∂qj
)(
i
∂
∂qk
)(
i
∂
∂qk
)N−1∏
i=0
∑
µ(i)
∫
db(0) · · · db(N)Q˜(Γ; {qi}).
(57)
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The orientation order parameter can be written in terms of the bond vectors as follows:
sˆ
(j)
αβ sˆ
(k)
αβ =
9
4
(
b(j)α b
(j)
β −
δαβ
3
)(
b(k)α b
(k)
β −
δαβ
3
)
=
9
4
(
b(j)α b
(j)
β b
(k)
α b
(k)
β −
b
(j)
α b
(j)
α
3
− b
(k)
α b
(k)
α
3
+
1
3
)
=
9
4
(
b(j)α b
(j)
β b
(k)
α b
(k)
β −
1
3
)
. (58)
Then, we obtain
N−1∏
i=0
∑
µ(i)
∫
db(0) · · · db(N)Q˜(Γ; {qi})sˆ(j)αβ sˆ(k)αβ
=
9
4
(The components of αβαβ in eq. (57))− 3
4
N−1∏
i=0
∑
µ(i)
∫
db(0) · · · db(N)Q˜(Γ; {qi}). (59)
By using eqs. (51) and (57)-(59), we evaluate eq.(49) and compare the result of this evaluation
with eq. (48), we obtain
∫
dr(0) · · · dr(N)βZ ′0〈WˆS〉′
= βV
∑
j,k
∫
dr(0) · · · dr(N)


9
4
8
1 + cosh
[
3
lp
] {(r(j+1) − r(j)) · (r(k+1) − r(k))}2 − 3
4

Z
′
0
× δ (r − r(j)) δ (r − r(k))
= V
∑
j,k
∫
dr(0) · · · dr(N) exp
[
−βHˆ′0
]


9
4
8
1 + cosh
[
3
lp
] {(r(j+1) − r(j)) · (r(k+1) − r(k))}2 − 3
4


× δ (r − r(j)) δ (r − r(k))
=
∫
dr(0) · · · dr(N)β exp
[
−βHˆ′0
]
Wˆ(ne)φ , (60)
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where
exp
[
−βHˆ′0
]
= exp [ln [Z ′0]] (61)
Wˆ(ne)φ = V
∫
dr
∑
j 6=k


18
1 + cosh
[
3
lp
] {(r(j+1) − r(j)) · (r(k+1) − r(k))}2 − 3
4


× δ (r − r(j)) δ (r − r(k)) . (62)
The contact interaction derived from the nematic interaction depends on the stiffness of
the polymer chain. In the next appendix, we estimate these terms by using preaveraging
approximation.
Appendix B.2 Preaveraging approximation
Our starting point is the Hamiltonian
Hˆ(eff) = Hˆ(eff)0 + Wˆ ′φ, (63)
where Wˆ ′φ includes the excluded volume and the effect of the nematic interaction eq. (62)
given by
W ′φ =
v
2
∫
dr
{
δφˆ(r)
}2
+ V
∫
dr
∑
j<k


18
1 + cosh
[
3
lp
] {(r(j+1) − r(j)) · (r(k+1) − r(k))}2 − 3
4

 δ
(
r − r(j)) δ (r − r(k)) .
(64)
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We apply the preaveraging approximation which replaces
{(
r(j+1) − r(j)) · (r(k+1) − r(k))}2
as
{(
r(j+1) − r(j)) · (r(k+1) − r(k))}2 → 〈{(r(j+1) − r(j)) · (r(k+1) − r(k))}2〉
=
1
16
〈{(
b(j) + b(j+1)
)
·
(
b(k) − b(k+1)
)}2〉
=
1
16
{〈(
b(j) · b(k)
)2〉
+
〈(
b(j+1) · b(k)
)2〉
+
〈(
b(j) · b(k+1)
)2〉
+
〈(
b(j+1) · b(k+1)
)2〉}
, (65)
where the coupling terms are dropped by considering the symmetry of the system. The
expression eq. (65) is written as
1
16
{〈(
b(j) · b(k)
)2〉
+
〈(
b(j+1) · b(k)
)2〉
+
〈(
b(j) · b(k+1)
)2〉
+
〈(
b(j+1) · b(k+1)
)2〉}
=
1
16
{
exp
[
−3|k − j|
lp
]
+ exp
[
−3|k − j − 1|
lp
]
+ exp
[
−3|k + 1− j|
lp
]
+ exp
[
−3|k − j|
lp
]}
=
1
8
exp
[
−3k − j
lp
]{
1 + cosh
[
3
lp
]}
. (66)
Therefore, we obtain
Wˆ ′φ =
v
2
∫
dr
{
δφˆ(r)
}2
+ V
∫
dr
∑
j<k


18
1 + cosh
[
3
lp
] (1
8
exp
[
−3k − j
lp
])(
1 + cosh
[
3
lp
])
− 3
4


× δ (r − r(j)) δ (r − r(k))
=
v
2
∫
dr
{
δφˆ(r)
}2
+ V
∫
dr
∑
j<k
{
9
4
exp
[
−3k − j
lp
]
− 3
4
}
δ
(
r − r(j)) δ (r − r(k)) . (67)
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When we assume the uniform distribution for the positions of the segments, we estimate
eq. (67) as
Wˆ ′φ =
v
2
∫
dr
{
δφˆ(r)
}2
+ V ×N 1
N2
∑
j<k
{
9
4
exp
[
−3k − j
lp
]
− 3
4
}∫
drδ
(
r − r(j)) δ (r − r(k))
=
v
2
∫
dr
{
φˆ(r)
}2
+
[
V
N
∑
j<k
{
9
4
exp
[
−3k − j
lp
]}
− 3
4
]∫
dr
{
δφˆ(r)
}2
. (68)
The underlined part describes the effect of the nematic interaction on the excluded volume
interaction.
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