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Abstrat
The Hartree-Fok exhange operator is an integral operator arising in the Hartree-Fok
method and replaed by a multipliative operator (a loal potential) in Kohn-Sham density
funtional theory. This artile presents a detailed analysis of the mathematial properties of
various loal approximations to the nonloal Hartree-Fok exhange operator, inluding the
Slater potential, the optimized eetive potential (OEP), the Krieger-Li-Iafrate (KLI) and
ommon energy-denominator approximations (CEDA) to the OEP, and the eetive loal
potential (ELP). In partiular, we show that the Slater, KLI, CEDA potentials and the ELP
an all be dened as solutions to ertain variational problems. We also provide a rigorous
derivation of the integral OEP equation and establish the existene of a solution to a system
of oupled nonlinear partial dierential equations dening the Slater approximation to the
Hartree-Fok equations.
1 Introdution
The Hartree-Fok exhange operator assoiated with a rst-order eletron density matrix γ ∈
H1(R3 × R3) is a Hilbert-Shmidt operator on L2(R3) dened by
∀φ ∈ L2(R3), (Kφ)(r) = −
∫
R3
γ(r, r′)
|r− r′| φ(r
′) dr′ (1.1)
(see e.g. [5, 22, 24, 32℄ for mathematially oriented introdutions to the Hartree-Fok model). The
onstrution of this nonloal (integral) operator is the most omputationally demanding step in
solving the Hartree-Fok equations, espeially for periodi systems. In the early days of quantum
hemistry, Slater proposed to approximate the operator K by a loal (i.e. multipliative) operator
vx(r), termed the exhange potential [31℄. Nowadays, the nonloality of the Hartree-Fok exhange
operator is rarely seen as an obstale for numerial alulations, at least in Gaussian basis sets.
Reent advanes in the development of orbital-dependent Kohn-Sham density funtionals [7, 9,
10, 13, 16℄ have aused a resurgene of interest in representing the exhange interation by a loal
potential. Loal exhange potentials have also been used as input in time-dependent and linear
response methods for omputing exitation energies and other properties [14, 18, 25, 35℄.
The rst loal approximation to the Hartree-Fok exhange operator originally proposed by
Slater in 1951 [31℄ is given by
vx,S(r) = − 1
ρ(r)
∫
R3
|γ(r, r′)|2
|r− r′| dr
′, (1.2)
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where ρ(r) = γ(r, r) is the eletron density. The seond approximation put forth in the same
paper is
vx,Xα(r) = −Cxρ(r)1/3, (1.3)
where Cx is a positive onstant.
Motivated by Slater's work, Sharp and Horton [30℄ introdued a variational method for obtain-
ing loal potentials that approximate the Hartree-Fok exhange operator. Considering a loal
potential W and the assoiated one-eletron Shrödinger operator HW = − 12∆+W , they dened
the energy funtional E(W ) as the Hartree-Fok energy of the Slater determinant onstruted
from the lowest N eigenfuntions of HW . The loal potential W
OEP
whih minimizes E(W ) is
alled the optimized eetive potential (OEP). The exhange part vx,OEP of W
OEP
obtained by
subtrating from WOEP the nulear and eletroni Coulomb potentials an then be used as an
approximation to the Hartree-Fok exhange operator. This idea was elaborated by Talman and
Shadwik [34℄. Unfortunately, it is diult to give a proper mathematial formulation of the
(innite-dimensional) OEP searh problem or to build onsistent nite-dimensional approxima-
tions to the OEP (of ourse, the two issues are losely related). An alternative is to solve the
Euler-Lagrange equation of the OEP minimization problem, the so-alled integral OEP equation.
Two well-known pratial approximations to this equation are the Krieger-Li-Iafrate (KLI) ap-
proximation [15℄ and the ommon energy-denominator approximation (CEDA) [8℄ whih yield,
respetively, the loal exhange potentials vx,KLI and vx,CEDA.
More reently, several other tehniques for generating loal exhange potentials have been pro-
posed [11, 33℄. These tehniques assoiate a density matrix γ with an eetive loal potential
(ELP) that provides a variational approximation to the orresponding nonloal Hartree-Fok ex-
hange operator. The onstrution of the Slater potential or an ELP requires a density matrix
γ, whereas the OEP, KLI and CEDA potentials are obtained by solving a self-onsistent system
of equations in whih the density matrix is unknown. It has been pointed out [11, 33℄ that the
CEDA potential oinides with the potential obtained by iterating the ELP proedure until the
orbitals and the ELP are onsistent with eah other. The CEDA potential and the self-onsistent
ELP also oinide with the loalized Hartree-Fok (LHF) potential introdued in Ref. [29℄
The purpose of this artile is to study the mathematial properties of the loal exhange po-
tentials desribed above. Let us emphasize that the mathematial problems under examination
are nontrivial and that only partial results have been rigorously established so far. Although
several artiles ontaining mathematial statements about loal potentials have been published,
very few of those artiles involve mathematially rigorous arguments, and some ontain erroneous
laims. Many urrent beliefs about loal exhange potentials rest on impliit assumptions (suh as
the existene and uniqueness of the solution, dierentiability of a funtional, existene of a limit,
onvergene of an asymptoti expansion, et.) that annot be or have not been formally proven.
Our results may seem weaker than those presented elsewhere, but at least they are rigorous.
The artile is organized as follows. In Setion 2, the main mathematial properties of the
Hartree-Fok model are briey reviewed. The Slater potential (1.2) is dealt with in Setion 3.
We provide a variational haraterization of the Slater potential onstruted from a given γ and
study its asymptoti behavior. Then we fous on self-onsistent equations obtained by replaing
the Hartree-Fok exhange operator with the Slater potential (1.2) in the Hartree-Fok equations.
These equations, rst written by Slater [31℄, do not seem to be the Euler-Lagrange equations of
any optimization problem. Therefore, we use a xed-point method to prove that, in the radial
ase (one nuleus at the origin and spherially symmetri orbitals), they atually have a solution.
Note that the situation is ompletely dierent if one uses potential (1.3) instead of (1.2). In that
ase, the self-onsistent equations have an unambiguous variational interpretation: they are the
Kohn-Sham equations obtained with the exhange-orrelation funtional
Ex,Xα(ρ) = −3Cx
4
∫
R3
ρ4/3(r) dr,
whih has been extensively studied from a mathematial point of view in Ref. [3℄.
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In Setion 4, we fous on the OEP. We summarize the known mathematial results for the OEP
problem and provide a rigorous derivation of the OEP integral equation. We also study the KLI
and CEDA potentials. In Setion 5 we prove that the self-onsistent ELP oinides with the CEDA
potential. We do not provide a omplete mathematial study of the self-onsistent KLI, CEDA
and ELP equations, but only examine the analytial properties of the orresponding exhange
potentials. We prove that, given a set of moleular orbitals and under some tehnial assumptions
(always satised in pratie), the KLI potential and the ELP (hene the CEDA potential) are
uniquely dened, up to an additive onstant.
In order to keep the notation as simple as possible, we fous in Setions 2-5 on fully spin-
polarized eletron densities, i.e., systems with spin-up eletrons only. With the notable exeptions
of one-eletron systems and two-eletron triplet states, very few systems of pratial interest are
fully spin-polarized. However, the mathematial results stated in Setions 2-5 are ompletely
general in the sense that they an be easily adapted to losed-shell and spin-polarized systems.
Details are given in Setion 6.
All the proofs are postponed until Setion 7. Basi onepts of funtional analysis that are
neessary to understand our arguments are summarized in the Appendix for the non-mathematial
readership.
2 Hartree-Fok exhange operator
Let us rst reall the mathematial formulation of the Hartree-Fok model. As we deal with fully
spin-polarized systems here, the spin variable an be omitted. Without loss of generality, we will
also assume real-valued funtions. In the Hartree-Fok setting, the eletroni state of a system of
N eletrons is desribed by a olletion Φ = (φi)1≤i≤N of N L
2
-orthonormal orbitals:∫
R3
φi(r)φj(r) dr = δij , (2.1)
or, equivalently, by the density matrix
γΦ(r, r
′) =
N∑
i=1
φi(r)φi(r
′),
the eletroni density being given by
ρΦ(r) = γΦ(r, r) =
N∑
i=1
|φi(r)|2. (2.2)
Denoting by
Vnuc(r) = −
K∑
k=1
zk
|r−Rk| (2.3)
the potential generated by the nulei (zk is the harge of the k-th nuleus, Rk its position), the
Hartree-Fok funtional reads
EHF(Φ) =
1
2
N∑
i=1
∫
R3
|∇φi(r)|2 dr+
∫
R3
Vnuc(r) ρΦ(r) dr+
1
2
∫
R3
∫
R3
ρΦ(r)ρΦ(r
′)
|r− r′| dr dr
′
−1
2
∫
R3
∫
R3
|γΦ(r, r′)|2
|r− r′| dr dr
′.
Eah term of the Hartree-Fok energy funtional is well-dened provided Φ ∈ (H1(R3))N , that is,
provided ∇φi ∈ (L2(R3))3 for all 1 ≤ i ≤ N , or in other words, provided the kineti energy of Φ
3
is nite. This property results from the inequalities [6℄
∣∣∣∣∫
R3
ρΦ(r)
|r−Rk| dr
∣∣∣∣ ≤ N1/2
(
N∑
i=1
∫
R3
|∇φi(r)|2 dr
)1/2
, (2.4)
and∫
R3
∫
R3
|γΦ(r, r′)|2
|r− r′| dr dr
′ ≤
∫
R3
∫
R3
ρΦ(r)ρΦ(r
′)
|r− r′| dr dr
′ ≤ N3/2
(
N∑
i=1
∫
R3
|∇φi(r)|2 dr
)1/2
. (2.5)
The Hartree-Fok ground state energy of the system is obtained by solving the minimization
problem
IHF = inf
{
EHF(Φ), Φ ∈ XN
}
(2.6)
where
XN =
{
Φ = (φi)1≤i≤N ∈ (H1(R3))N
∣∣∣∣ ∫
R3
φi(r)φj(r) dr = δij
}
.
The inequalities (2.4) and (2.5) imply that the Hartree-Fok funtional is always bounded from
below on XN . The Hartree-Fok ground state energy is therefore well-dened for any moleular
system of arbitrary harge. The existene of a Hartree-Fok ground state, that is, of some ΦGS ∈
XN satisfying
EHF(ΦGS) = inf
{
EHF(Φ), Φ ∈ XN
}
has been proved by Lieb and Simon [22℄ for neutral systems and positive ions. It is also known
that 'very negative' atomi ions are not stable: Denoting by Z the harge of the nuleus,
• (2.6) has no minimizer when N > 2Z + 1 [21℄;
• there exists a universal onstant Q ≥ 0 (whose optimal value is not known) suh that for
N ≥ Z +Q, (2.6) has no minimizer [32℄.
>From a physial point of view, the instability of very negative ions results from the fat that
the exess eletrons esape to innity. Mathematially, it is due to a loss of ompatness at
innity. These two viewpoints an be linked by the onentration-ompatness theory due to P.L.
Lions [23℄. The existene of a Hartree-Fok ground state for 'moderately' negative ions is still an
open problem (only the stability of H
−
has been mathematially established).
The Euler-Lagrange equations assoiated with the minimization problem (2.6) read
FΦφi =
N∑
j=1
λijφj , (2.7)
where Λ = (λij) is a symmetri N × N matrix (it is the Lagrange multiplier of the matrix
onstraint (2.1)), and where FΦ is the Fok operator
FΦ = −1
2
∆ + Vnuc + ρΦ ⋆
1
|r| +KΦ.
In the above expression, ⋆ denotes the onvolution produt:
(f ⋆ g)(r) :=
∫
R3
f(r′) g(r− r′) dr′,
and KΦ is the so-alled exat-exhange (or Hartree-Fok exhange) operator. It is the integral
(nonloal) operator dened by
(KΦφ)(r) = −
∫
R3
γΦ(r, r
′)
|r− r′| φ(r
′) dr′. (2.8)
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It is easy to see that KΦ is a self-adjoint Hilbert-Shmidt operator on L
2(R3). Indeed, the kernel
γΦ(r,r
′)
|r−r′| is a square integrable funtion on R
3 × R3 [22℄.
For neutral systems and positive ions, FΦ (for any Φ ∈ XN ) is a self-adjoint operator on L2(R3)
with domain H2(R3), and is bounded from below. Its essential spetrum is σess(FΦ) = [0,+∞).
For positive ions, the disrete spetrum of FΦ onsists of an innite non-dereasing sequene of
negative eigenvalues of nite multipliities, whih onverges to zero [24℄.
Any minimizer of (2.6) satises the Euler-Lagrange equations (2.7). Using the invariane of
the Hartree-Fok problem with respet to orbital rotation [27℄, it is possible to diagonalize the
matrix Λ = [λij ] appearing in (2.7). More preisely, if U is an orthogonal N × N matrix (i.e.
suh that UTU = UUT = IN ) and if Φ ∈ XN , then ΦU = (
∑N
j=1 Ujiφj)1≤i≤N ∈ XN and
EHF(ΦU) = EHF(Φ) (in fat γΦU = γΦ, so that one also has FΦU = FΦ). Let Φ be a solution
of (2.7) and U an orthogonal N × N matrix whih diagonalizes the matrix Λ, i.e. suh that
UTΛU = Diag(η1, · · · , ηN ). Then Ψ = (ψi)1≤i≤N = ΦU is a ritial point of (2.7), with the same
energy as Φ, suh that for all i,
FΦψi = FΨψi = ηiψi.
This means that Ψ is a olletion of N orthonormal eigenvetors of the Fok operator. Besides, it
an be proved that if Φ is a Hartree-Fok ground state, then
• Aufbau priniple [22℄: the ηi's are the lowest N eigenvalues of FΦ (inluding multipliities),
i.e. ηi = ǫi (up to renumbering of the orbitals);
• No-unlled-shell property [1℄: ǫN < ǫN+1, i.e. there is always a gap between the highest
oupied moleular orbital (HOMO) and the lowest unoupied moleular orbital (LUMO).
Consequently, solving the system
FΦφi = ǫiφi,
Φ = (φi)1≤i≤N ∈ XN ,
ǫ1 ≤ ǫ2 ≤ · · · ≤ ǫN are the lowest N eigenvalues of FΦ,
(2.9)
and applying orbital rotations to the so-obtained solutions provides all the global minimizers
of (2.6), as well as, possibly, loal minimizers and other kinds of ritial points.
Let us nally mention that it is possible to reformulate the Hartree-Fok problem is terms of
density operators. Reall that the density operator Υ assoiated with the density matrix γ is the
self-adjoint operator dened by
(Υφ)(r) =
∫
R3
γ(r, r′)φ(r′) dr′.
In other words, the density matrix γ is the kernel of the integral operator Υ. If Φ ∈ XN , the
density operator ΥΦ assoiated with the density matrix γΦ is the rank-N orthogonal projetor
ΥΦ =
N∑
i=1
|φi〉 〈φi|.
The Hartree-Fok energy funtional an be written as a funtional of the density operator:
EHF(Υ) = Tr
(
−1
2
∆Υ
)
+
∫
R3
Vnuc(r)ργ(r) dr+
1
2
∫
R3
∫
R3
ργ(r)ργ(r
′)
|r− r′| dr dr
′−1
2
∫
R3
∫
R3
|γ(r, r′)|2
|r− r′| dr dr
′,
where γ is the kernel of Υ and ργ(r) = γ(r, r). If γ is regular enough,
Tr
(
−1
2
∆Υ
)
= −1
2
∫
R3
∆rγ(r, r
′)|
r
′=r dr.
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The above denition of Tr
(− 12∆Υ) an be extended to any non-negative self-adjoint operator Υ,
by noting that
Tr
(
−1
2
∆Υ
)
=
1
2
Tr (|∇|Υ|∇|)
when γ is regular, and sine the operator |∇|Υ|∇| is self-adjoint and non-negative, the right-hand
side an always be given a sense in R+ ∪ {+∞} (it equals the trae of |∇|Υ|∇| if this operator is
trae-lass, and takes the value +∞ otherwise).
The Hartree-Fok ground state energy and density matries an be obtained by solving
inf
{EHF(Υ), Υ ∈ PN} (2.10)
with
PN =
{
Υ ∈ S(L2(R3)) | Υ2 = Υ, Tr (−∆Υ) <∞, Tr (Υ) = N} .
A remarkable property of the Hartree-Fok funtional [19℄ is that the minimizers of (2.10) oinide
with those of
inf
{
EHF(Υ), Υ ∈ P˜N
}
(2.11)
where
P˜N = Convex hull of PN =
{
Υ ∈ S(L2(R3)) | 0 ≤ Υ ≤ 1, Tr (−∆Υ) <∞, Tr (Υ) = N} .
Reall that the notation 0 ≤ Υ ≤ 1 means
∀φ ∈ L2(R3), 0 ≤ 〈φ|Υ|φ〉 ≤ ‖φ‖2L2 .
Note that a generi element of P˜N is of the form
Υ =
+∞∑
i=1
ni|ψi〉 〈ψi|,
where (ψi) is a Hilbert basis of L
2(R3) with ψi ∈ H1(R3), 0 ≤ ni ≤ 1, and
∑+∞
i=1 ni = N .
This property is the theoretial foundation of eient algorithms for solving the Hartree-Fok
problem [4, 5℄.
In what follows, we will denote respetively by Kγ and Fγ the Hartree-Fok exhange operator
and the Fok operator assoiated with the density matrix γ:
(Kγφ)(r) = −
∫
R3
γ(r, r′)
|r− r′| φ(r
′) dr′, Fγ = −1
2
∆ + Vnuc + ργ ⋆
1
|r| +Kγ .
3 Slater exhange potential
The Slater exhange potential assoiated with some Φ ∈ XN has the following expression [31℄:
vΦx,S(r) = −
1
ρΦ(r)
∫
R3
|γΦ(r, r′)|2
|r− r′| dr
′. (3.1)
Obviously, the above denition does not make sense if ρΦ(r) = 0. This is not a problem if ρΦ > 0
almost everywhere, sine, in view of Proposition 3.1 below, (3.1) denes an essentially bounded
funtion on R
3
. If ρΦ vanishes on a set Ω of positive measure, the Slater potential will be set
to zero on Ω. There is some arbitrariness here, but as the density of physial systems is positive
almost everywhere, this is not an issue.
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Note that in the ase N = 1 and ρΦ > 0 almost everywhere, the Slater potential is given by
vΦx,S(r) = −
1
|φ1(r)|2
∫
R3
|φ1(r)φ1(r′)|2
|r− r′| dr
′ = −
∫
R3
|φ1(r′)|2
|r− r′| dr
′,
and therefore anels out the Coulomb potential (this is a ase of exat self-interation orretion).
The following Proposition ollets the main mathematial properties of the Slater potential
assoiated with a given Φ ∈ XN .
Proposition 3.1. Let Φ = (φi)1≤i≤N ∈ XN .
(1) The Slater potential vΦx,S is an essentially bounded funtion whih satises almost everywhere
−
∫
R3
ρΦ(r
′)
|r− r′| dr
′ ≤ vΦx,S(r) ≤ 0.
In partiular, vΦx,S vanishes at innity.
Besides, if ρΦ > 0 almost everywhere and if one of the onditions below is satised:
• the orbitals φi are radial (i.e. spherially symmetri);
• there exists 1 ≤ p < 3/2 < q ≤ 2 suh that |r|ρΦ ∈ Lp(R3) ∩ Lq(R3),
the asymptoti behavior of the Slater potential is given by
vΦx,S(r) = −
1
|r| + o
(
1
|r|
)
; (3.2)
(2) If ρΦ > 0 almost everywhere, the Slater potential v
Φ
x,S is the unique minimizer of the variational
problems
inf
{
ISΦ(v), v ∈ L3(R3) + L∞(R3)
}
and inf
{
JSΦ(v), v ∈ L3(R3) + L∞(R3)
}
, (3.3)
where
ISΦ(v) =
1
2
‖(v −KΦ)ΥΦ‖2S2 , JSΦ(v) =
1
2
‖vΥΦ −KΦ‖2S2 .
Here and below, S2 denotes the vetor spae of the Hilbert-Shmidt operators on L
2(R3) and
‖ · ‖S2 the Hilbert-Shmidt norm (see Appendix). In partiular
ISΦ(v) =
1
2
∫
R3
∫
R3
∣∣∣∣v(r)γΦ(r, r′) + ∫
R3
γΦ(r, r
′′)γΦ(r′′, r′)
|r− r′′| dr
′′
∣∣∣∣2 dr dr′,
JSΦ(v) =
1
2
∫
R3
∫
R3
∣∣∣∣v(r)γΦ(r, r′) + γΦ(r, r′)|r− r′|
∣∣∣∣2 dr dr′.
The ondition that there exists 1 ≤ p < 3/2 < q ≤ 2 suh that |r|ρΦ ∈ Lp(R3) ∩ Lq(R3)
obviously holds true when ρΦ deays exponentially fast, whih is the ase, in partiular, when Φ is
a Hartree-Fok [22℄ or a Kohn-Sham LDA ground state, or a solution to the self-onsistent Slater
equation (3.4) (this is a straightforward appliation of the maximum priniple sine Kohn-Sham
LDA and Slater potentials vanish at innity).
In general, vΦx,S is not a ontinuous funtion. This an be seen writing v
Φ
x,S(r) as
vΦx,S(r) = −
N∑
i,j=1
φi(r)φj(r)
ρΦ(r)
∫
R3
φi(r
′)φj(r′)
|r− r′| dr
′.
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The funtions
r 7→
∫
R3
φi(r
′)φj(r′)
|r− r′| dr
′
are ontinuous, while the funtions
φi(r)φj(r)
ρΦ(r)
an be disontinuous at a given point, either be-
ause one of the φi is disontinuous, or beause ρΦ vanishes. It is worth mentioning two speial
ases. When Φ = (φi) is a Hartree-Fok ground state, it an be proved by ellipti regularity
arguments (see [22℄ for instane) that for all i = 1, . . . , N ,
φi ∈ C∞(R3 \ {Rk}) ∩C0,1(R3).
It then follows that vΦx,S is globally Lipshitz in any ompat set of R
3 \ ρ−1Φ (0) and C∞ in
R3 \ (ρ−1Φ (0) ∪ {Rk}). Stronger regularity an be obtained if Φ = (φi) is a Kohn-Sham LDA
ground state, or a solution to the self-onsistent Slater equation (3.4). In this ase indeed ρΦ
is positive in R3 (the ground state of the orresponding mean-eld Hamiltonian is positive and
non-degenerate), so that vΦx,S is globally Lipshitz in R
3
and C∞ away from the nulei.
We have not been able to reognize in the self-onsistent Slater equations
(
−1
2
∆ + Vnuc + ρΦ ⋆
1
|r| + v
Φ
x,S
)
φi = ǫiφi,∫
R3
φi(r)φj(r) dr = δij ,
ǫ1 ≤ · · · ≤ ǫN are the lowest N eigenvalues of
(
− 12∆+ Vnuc + ρΦ ⋆ 1|r| + vΦx,S
)
,
(3.4)
the Euler-Lagrange equations of some minimization problem. It is however possible to prove by a
xed point method that (3.4) has at least one solution for neutral atoms and positively harged
atomi ions, provided only radial orbitals are onsidered. Reall that a funtion φ is said to
be radial if there exists a funtion ϕ suh that φ(r) = ϕ(|r|). We will denote by L2r(R3) (resp.
H1r (R
3)) the set of radial L2(R3) (resp. radial H1(R3)) funtions, and set
X rN =
{
Φ = (φi)1≤i≤N ∈ (H1r (R3))N
∣∣∣∣ ∫
R3
φi(r)φj(r) dr = δij
}
.
Theorem 3.2. In the ase of a single nuleus of harge Z ≥ N , (3.4) has a solution1 Φ = (φi) ∈
X rN with ǫN > 0 and the orresponding exhange potential vΦx,S is globally Lipshitz in R3, C∞
away from the nuleus, and satises, for all η > 0,
vΦx,S(r) = −
1
|r| + o
(
e−(2
√−2ǫN−η)|r|
)
.
Besides, the minimum of the Hartree-Fok energy over the set of the radial solutions to (3.4) is
attained.
In summary, one an assoiate with any Φ ∈ XN a Slater potential vΦx,S. Among all the loal
potentials that an be onstruted in this way, we an selet a few of them whih might be more
physially relevant than the others:
(i) the potential vΦ
HF
x,S , where Φ
HF
is a Hartree-Fok ground state of the system;
(ii) the potential vΦ
KS
x,S , where Φ
KS
is a Kohn-Sham ground state of the system;
(iii) the potential vΦ
SCF
x,S , where Φ
SCF
is a solution to the self-onsistent equations (3.4) whih
minimizes the Hartree-Fok energy (over the set of the solutions to (3.4)). The existene of
suh ΦSCF is granted in the radial ase for neutral atoms and positive atomi ions by the
last assertion of Theorem 3.2.
1
In the Aufbau ondition ǫ1 ≤ · · · ≤ ǫN are the lowest N eigenvalues of
“
− 1
2
∆+ Vnuc + ρΦ ⋆
1
|r|
+ vΦ
x,S
”
, the
mean-eld Hamiltonian is here onsidered as an operator on L2r(R
3).
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4 Optimized Eetive Potential (OEP)
4.1 Original formulation of the OEP problem
As already mentioned in the introdution, the OEP approah onsists in minimizing the energy
of the Slater determinant onstruted with the lowest N eigenfuntions of some one-eletron
Shrödinger operator HW = − 12∆ +W , W being a loal potential. Note that in most artiles
dealing with OEP, the set of admissible loal potentials is not dened. Leaving temporarily this
issue aside, we denote by Y a given set of loal potentials (Y an be for instane the vetor
spae Y = L3/2(R3) + L∞(R3) arising in the mathematial formulation of the density funtional
theory [20℄). We introdue the set of admissible loal potentials
W =
{
W ∈ Y
∣∣∣∣ HW = −12∆+W is a self-adjoint operator on L2(R3), bounded
from below, with at least N eigenvalues below its essential spetrum
}
,
and the OEP minimization set
XOEPN =
{
Φ = {φi}1≤i≤N
∣∣ φi ∈ H1(R3), (4.2) and (4.3) hold for some W ∈ W} , (4.1)
where onditions (4.2) and (4.3) are dened as HWφi = ǫiφi,∫
R3
φi(r)φj(r) dr = δij ,
(4.2)
and
ǫ1 ≤ · · · ≤ ǫN are the lowest N eigenvalues of HW . (4.3)
The optimized eetive potential problem then reads
IOEP = inf
{
EHF(Φ), Φ ∈ XOEPN
}
. (4.4)
Denoting by ΦOEP a minimizer to (4.4), an optimal eetive potential is a loal potentialWOEP ∈
W whih allows one to generate ΦOEP through (4.2)-(4.3).
In order to emphasize the mathematial issues arising from the above formulation of the OEP
problem, it is worth realling the general method for proving the existene of solutions to a
minimization problem suh as (4.4). The rst step onsists in onsidering a minimizing sequene,
that is, a sequene (Φn)n∈N of elements of XOEPN suh that
lim
n→∞
EHF(Φn) = inf
{
EHF(Φ), Φ ∈ XOEPN
}
.
It is easy to hek that the sequene (Φn)n∈N is bounded in (H1(R3))N , hene weakly onverges,
up to extration, toward some Φ∞ ∈ (H1(R3))N . It is then standard to prove (see [22℄ for instane)
that
EHF(Φ∞) ≤ inf {EHF(Φ), Φ ∈ XOEPN } . (4.5)
The diult step of the proof is to show that Φ∞ ∈ XOEPN (if Φ∞ ∈ XOEPN , we an immediately
onlude, using (4.5), that Φ∞ is a solution to (4.4)). For this purpose, we need to introdue a
sequene (Wn)n∈N of admissible loal potentials (Wn ∈ W) suh that Φn an be generated by Wn
via (4.2)-(4.3). If the set of loal potentials Y is e.g. a reexive Banah spae and if (Wn)n∈N
is bounded in Y, then (Wn)n∈N onverges (up to extration and in some weak sense) to some
potential W∞ ∈ Y. We ould then try to pass to the limit in the system
HWnφ
n
i = ǫ
n
i φ
n
i ,∫
R3
φni (r)φ
n
j (r) dr = δij ,
ǫn1 ≤ · · · ≤ ǫnN are the lowest N eigenvalues of HWn ,
9
using more or less sophistiated funtional analysis arguments, in order to prove that Φ∞ satises
HW∞φ
∞
i = ǫ
∞
i φ
∞
i ,∫
R3
φ∞i (r)φ
∞
j (r) dr = δij ,
ǫ∞1 ≤ · · · ≤ ǫ∞N are the lowest N eigenvalues of HW∞ ,
hene belongs to XOEPN .
To make this strategy of proof work, we therefore need to nd a funtional spae Y for whih
the sequenes of loal potentials generating the minimizing sequenes of (4.4) are bounded. Un-
fortunately, we have not been able to nd any non trivial
2
funtional spae Y satisfying the above
ondition. This mathematial diulty has numerial onsequenes: It is easy to onstrut dra-
mati modiations of the (omputed) optimized eetive potential that are almost solutions of
the OEP problem (make the potential osillate and/or go to innity at innity), see e.g. [33℄.
4.2 A well-posed reformulation of the OEP problem
A way to irumvent the issues raised in the previous Setion is to replae (4.2)-(4.3) with formally
equivalent onditions that do not expliitly refer to a loal potential W [2℄.
Let us rst deal with (4.2). For an operator W being onsidered as a loal potential, it needs
to be suh that
(Wφ)ψ = (Wψ)φ
for any regular funtions φ and ψ. This requirement is in fat, at least formally, a haraterization
of multipliation operators. Applied to HW , this haraterization reads
(HWφ)ψ − (HWψ)φ = 1
2
(φ∆ψ − ψ∆φ) = 1
2
div (φ∇ψ − ψ∇φ). (4.6)
It is then lear that if Φ = (φi) ∈ (H1(R3))N satises (4.2) with an operator HW for whih (4.6)
holds true, we also have  div (φi∇φ1 − φ1∇φi) = ciφ1φi,∫
R3
φi(r)φj(r) dr = δij ,
(4.7)
with ci = 2(ǫi − ǫ1). Conversely, if Φ = {φi} ∈ (H1(R3))N satises (4.7), then, at least formally,
Φ satises (4.2) with for instane
W =
N∑
i=1
φi∆φi +
N∑
i=2
ciφ
2
i
2 ρΦ
, (4.8)
ǫ1 = 0, and ǫi = ci/2 for 2 ≤ i ≤ N .
The idea then is to replae ondition (4.2) with the formally equivalent ondition (4.7), whih
does not expliitly refer to any loal potential.
In order to aount for ondition (4.3) in the same way, we remark that for any Φ ∈ XN and
all 1 ≤ i ≤ N ,
∀ψ ∈ C∞0 (R3),
1
2
∫
R3
φi(r)
2 |∇ψ(r)|2 dr = 〈ψφi| (HW − ǫi) |ψφi〉,
2
It is of ourse possible to onstrut nite-dimensional funtional spaes Y for whih (4.4), with XOEPN dened
by (4.1), has a solution. Reduing artiially the lass of admissible potentials is however not a very satisfatory
way to takle the OEP problem.
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where C∞0 (R
3) is the set of ompatly supported C∞(R3) funtions. It follows from the above
equality (see [2℄ for details) that onditions (4.2)-(4.3) are equivalent to
HWφi = ǫiφi,∫
R3
φi(r)φj(r) dr = δij ,
∀ψ ∈ C∞0 (R3), ∀1 ≤ i ≤ N − 1,∫
R3
φi(r)
2 |∇ψ(r)|2 ≥ 2
i∑
j=1
(ǫj − ǫ1)
(∫
R3
ψ(r)φi(r)φj(r) dr
)2
,
+2(ǫi+1 − ǫ1)
∫
R3
ψ(r)2 φi(r)
2 dr−
i∑
j=1
(∫
R3
ψ(r)φi(r)φj(r) dr
)2 .
Combining the above result with the formal equivalene between (4.2) and (4.7) with ci = 2(ǫi−ǫ1),
it is natural to introdue the optimization problem
I˜OEP = inf
{
EHF(Φ), Φ ∈ X˜OEPN
}
. (4.9)
where
X˜OEPN =
{
Φ = {φi}1≤i≤N
∣∣∣∣ φi ∈ H1(R3), ∫
R3
φiφj = δij , ∃ 0 = c1 ≤ c2 ≤ · · · ≤ cN <∞,
∀2 ≤ i ≤ N, div (φi∇φ1 − φ1∇φi) = ciφ1φi, ∀1 ≤ i ≤ N − 1, ∀ψ ∈ C∞0 (R3),∫
R3
φ2i |∇ψ|2 ≥
i∑
j=2
cj
(∫
R3
ψφiφj
)2
+ ci+1
∫
R3
ψ2 φ2i −
i∑
j=1
(∫
R3
ψφiφj
)2}.
We thus have eliminated any expliit referene to a loal potential. Note that for any reasonable
denition of Y, it holds
XOEP ⊂ X˜OEPN ⊂ XN , (4.10)
The onnetion between the original OEP problem (4.4) and its reformulation (4.9) an therefore
be stated as follows: If Φ˜OEP = (φ˜OEPi )1≤i≤N is solution to (4.9), and if the reonstruted potential
WOEP =
N∑
i=1
φ˜OEPi ∆φ˜
OEP
i +
N∑
i=2
ci|φ˜OEPi |2
2 ρeΦOEP
(4.11)
denes an element of W , then Φ˜OEP is solution to (4.4) and WOEP is an optimized eetive
potential.
It is proved in [2℄ that for a neutral or positively harged two-eletron system, problem (4.9)
has at least one global minimizer Φ˜OEP. Unfortunately, we have not been able to establish whether
or not the reonstruted potential (4.11) is a well-dened funtion.
Let us onlude this setion by remarking that (4.10) yields
IHF ≤ I˜OEP ≤ IOEP.
A natural question is whether these inequalities are strit or large. We are only aware of two
partial answers to this question:
• it is proved in [2℄ that in the ase of a single nuleus of harge Z ≥ 2 and N = 2 eletrons
oupying radial orbitals,
IHF < I˜OEP;
• a formal perturbation argument is used in [12℄ to show that IHF = IOEP for non-interating
eletrons and that IHF < IOEP in the presene of an innitesimal Coulomb repulsion term.
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4.3 The OEP integral equation and its approximations
The funtional W 7→ EHF(φW1 , · · · , φWN ), where (φW1 , · · · , φWN ) satisfy
HWφ
W
i = ǫ
W
i φ
W
i ,∫
R3
φWi (r)φ
W
j (r) dr = δij ,
ǫW1 ≤ · · · ≤ ǫWN are the lowest N eigenvalues of HW ,
(4.12)
is not well-dened for two reasons: First, the set of admissible loal potentials has not been
properly haraterized, and seond, (4.12) may have several solutions if there is no gap between
the HOMO and the LUMO of HW . It is therefore a fortiori not possible to dene the derivative
of this funtional. One an however give a rigorous meaning to the funtional and its derivative
for loal potentials W satisfying the following assumption.
Assumption 4.1. The potentialW belongs to L2(R3)+L∞(R3), and the hamiltonian HW , dened
on the domain D(HW ) = H
2(R3), is a self-adjoint operator on L2(R3), bounded from below, with
at least N eigenvalues (inluding multipliities) below its essential spetrum, and there is a gap
η = ǫWN+1 − ǫWN > 0 (4.13)
between ǫWN (the N -th eigenvalue of HW ) and ǫ
W
N+1 (the (N + 1)-th eigenvalue of HW , or the
bottom of the essential spetrum if HW has only N eigenvalues below its essential spetrum).
Under Assumption 4.1, the ground state density operator of HW is uniquely dened and
satises
ΥW = arginf{Tr (HWΥ), Υ ∈ PN}
= χ(−∞,ǫF ](HW ),
where χ(−∞,ǫF ] is the harateristi funtion of the range (−∞, ǫF ] and
ǫF = (ǫ
W
N + ǫ
W
N+1)/2. (4.14)
In addition, if w ∈ L1(R3)∩L∞(R3) is suh that ‖w‖L∞ < η/2, thenW+w still is a loal potential
for whih Assumption 4.1 holds true (this follows from the Courant-Fisher formula [26℄). In this
ase,
ΥW+w = arginf{Tr (HW+wΥ), Υ ∈ PN}
= χ(−∞,ǫF ](HW+w),
with ǫF given by (4.14). It is therefore possible to dene the funtional
w 7→ EHF(ΥW+w)
on the ball
Bη/2 =
{
w ∈ L1(R3) ∩ L∞(R3), ‖w‖L1∩L∞ < η/2
}
.
For W satisfying Assumption 1, one an also dene the exhange part of the potential W as
vWx = W − Vnuc − ργW ⋆
1
|r|
where γW is the kernel of ΥW . It is easy to see that v
W
x ∈ L2(R3) + L∞(R3). We are now in
position to state the main result of this setion.
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Theorem 4.2. Let W be a loal potential suh that Assumption 4.1 holds true. Then, there exists
a unique funtion ̺W ∈ L1(R3) ∩H2(R3) suh that
EHF(ΥW+w) = EHF(ΥW ) +
∫
R3
̺W (r)w(r) dr +O
(‖w‖2L1∩L∞) . (4.15)
In partiular, the funtion w 7→ EHF(ΥW+w) is Fréhet dierentiable at w = 0. Denoting by
R0(z) = (z −HW )−1 the resolvent of HW , by C a regular losed ontour enlosing the lowest N
eigenvalues of HW (see Figure 1), and by tW (r, r
′) the kernel of the nite rank operator
TW =
1
2πi
∮
C
R0(z)(KγW − vWx )R0(z) dz, (4.16)
it holds ̺W (r) = tW (r, r). Let (φ
W
i )1≤i≤N be a set of N orthonormal eigenvetors of HW assoi-
ated with the lowest N eigenvalues ǫW1 ≤ · · · ≤ ǫWN of HW . Then
̺W (r) = 2
N∑
i=1
φWi (r)
[
(1 −ΥW )[ǫWi − (1−ΥW )HW (1−ΥW )]−1(1−ΥW )(KγW − vWx )φWi
]
(r).
N+1ε
W
C
ε Wε W1 N
Figure 1: Integration ontour C in the omplex plane
Let us ome bak to the formulation (4.4) of the OEP problem. If no artiial restrition on
the set of admissible loal potentials is enfored, Y must be suh that for all W ∈ Y, and all
w ∈ C∞0 (R3), one also has W + w ∈ Y. Let us now onsider a loal potential W ∈ Y satisfying
Assumption 4.1. Then W ∈ W and it follows from (4.15) that if W is an optimized eetive
potential, then
̺W = 0. (4.17)
Although not obvious at rst sight, (4.17) is a rigorous formulation of the OEP integral equation
introdued in [30, 34℄. To larify this point, we now assume that the spetrum of HW is purely
disrete (this assumption is impliit made in [30, 34℄, but is obviously violated for isolated moleular
systems, sine for suh systems, W is expeted to have a onstant, nite value at innity). In this
ase, there exists a Hilbert basis (φWn )n∈N of L
2(R3) onsisting of eigenvetors of HW assoiated
with the eigenvalues ǫW1 ≤ ǫW2 ≤ · · · ≤ ǫWN < ǫWN+1 ≤ · · · , and the resolvent an be rewritten as
R0(z) =
+∞∑
n=1
|φWn 〉 〈φWn |
z − ǫWn
.
Then, [
(1−ΥW )[ǫWi − (1 −ΥW )HW (1−ΥW )]−1(1−ΥW )(KγW − vWx )φWi
]
(r)
=
+∞∑
a=N+1
〈φWa |KΦW − vWx |φWi 〉
ǫWi − ǫWa
φWa (r),
so that ondition (4.17) also reads
N∑
i=1
+∞∑
a=N+1
〈φWa |KΦW − vWx |φWi 〉
ǫWi − ǫWa
φWi (r)φ
W
a (r) = 0. (4.18)
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We have found no mathematial result on the existene and uniqueness of the solutions to the
self-onsistent OEP integral equation in the literature.
The exat OEP integral equation is of little interest in itself, but an be useful to build ap-
proximations of optimized eetive potentials. It has indeed be proposed [30, 34℄, instead of
approximating the optimization problem (4.4), to approximate the rst order optimality ondi-
tion (4.18). This is the foundations of the KLI (Krieger-Li-Iafrate) and CEDA (ommon energy
denominator) approximations.
Starting from the idea of Sharp and Horton [30℄, Krieger, Li and Iafrate proposed the following
approximation of the OEP integral equation:
N∑
i=1
∑
j∈N∗, j 6=i
〈φWj |KΦW − vΦ
W
x,KLI |φWi 〉φWi (r)φWj (r) = 0. (4.19)
We refer to [15℄ for details on the derivation of equation (4.19). Note that the inner sum runs over
all (oupied and virtual) states dierent from i, whih implies in partiular that equation (4.19)
is not invariant with respet to orbital rotations. In order to over the general ase when HW has
a non-empty ontinuous spetrum, it is preferable to rewrite equation (4.19) as
ρΦW (r)v
ΦW
x,KLI(r) = −
∫
R3
|γΦW (r, r′)|2
|r− r′| dr
′ +
N∑
i=1
〈φWi | vΦ
W
x,KLI −KΦW |φWi 〉 |φWi (r)|2. (4.20)
The KLI exhange potential vΦ
W
x,KLI an then be obtained by solving the self-onsistent equations
HWφ
W
i = ǫ
W
i φ
W
i ,∫
R3
φWi (r)φ
W
j (r) dr = δij ,
ǫW1 ≤ · · · ≤ ǫWN are the lowest N eigenvalues of HW ,
W = Vnuc + ρΦW ⋆
1
|r| + v
ΦW
x,KLI,
ρΦW (r)v
ΦW
x,KLI(r) = −
∫
R3
|γΦW (r, r′)|2
|r− r′| dr
′ +
N∑
i=1
〈φWi | vΦ
W
x,KLI −KΦW |φWi 〉 |φWi (r)|2 a.e.
(4.21)
Note that if (ΦW , vΦ
W
x,KLI) is solution to the above system, so is (Φ
W , vΦ
W
x,KLI + λ) for any real
onstant λ. We have not been able to prove an existene result for (4.21). Assuming that (4.21)
has a solution (ΦW , vΦ
W
x,KLI) with Φ
W ∈ XN , it is however possible to prove the following:
Proposition 4.3. Let (ΦW , vΦ
W
x,KLI) be a solution to (4.21) suh that Φ
W ∈ XN and ǫW1 <
min σess(HW ). Then ρΦ is a ontinuous, positive funtion on R
3
, and vΦ
W
x,KLI is a ontinuous,
bounded funtion on R3. Besides,
(1) the potential vΦ
W
x,KLI is the unique solution, up to an additive onstant, to the minimization
problem
inf
{
JKLIΦW (v), v ∈ L3(R3) + L∞(R3)
}
(4.22)
where
JKLIΦ (v) =
1
2
(
‖(v −KΦ)ΥΦ‖2S2 −
N∑
i=1
|〈φi|(v −KΦ)|φi〉|2
)
.
In partiular, ΦW being given, the KLI potential is uniquely dened up to an additive onstant;
(2) it holds
vΦ
W
x,KLI(r) = v
ΦW
x,S (r) +
N∑
i=1
(
αΦ
W
i − 〈φWi |KΦW |φWi 〉
) |φWi (r)|2
ρΦW (r)
, (4.23)
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where vΦ
W
x,S is the Slater potential assoiated with Φ
W
and where αΦ
W
= (αΦ
W
i ) ∈ RN satises
(IN − SΦ
W
)αΦ
W
= βΦ
W
, (4.24)
with
SΦ
W
ij =
∫
R3
|φWi (r)|2 |φWj (r)|2
ρΦW (r)
dr, βΦ
W
i =
∫
R3
vΦ
W
x,S (r)|φWi (r)|2 dr−
N∑
j=1
SΦ
W
ij 〈φWj |KΦW |φWj 〉;
(3) the solutions of the linear system (4.24) form a one-dimensional ane spae of the form
αΦ
W
+ R (1, · · · , 1)T .
Replaing αΦ
W
with αΦ
W
+λ (1, · · · , 1)T in (4.23), amounts to replaing vΦWx,KLI with vΦ
W
x,KLI+λ.
Note that ontrarily to the situation enountered with the Slater potential (see problem (3.3)),
the quadrati funtional JKLIΦ is onvex (it is non-negative), but not stritly onvex. A onse-
quene of that is the non-uniqueness of vKLIx , whih is only dened up to an additive onstant.
Let us now turn to the CEDA potential introdued by Gritsenko and Baerends [8℄. This
approximation onsists in replaing in (4.18) the denominators ǫWi − ǫWa with a onstant, yielding
N∑
i=1
+∞∑
a=N+1
〈φWi |KΦW − vΦ
W
x,CEDA |φWa 〉φWi (r)φWa (r) = 0.
Here also, it is possible to provide a more expliit formulation of this equation, still valid when
HW has a non-empty ontinuous spetrum:
ρΦW (r)v
ΦW
x,CEDA(r) = −
∫
R3
|γΦW (r, r′)|2
|r− r′| dr
′ +
N∑
i,j=1
〈φWi | vΦ
W
x,CEDA −KΦW |φWj 〉φWi (r)φWj (r).
(4.25)
Let us also mention that the ommon denominator approximation amounts to replaing in (4.16)
the resolvent R0(z) = (z−HW )−1 with the resolvent R0CEDA(z) = (z−HCEDAW )−1 of the operator
HCEDAW = ǫΥΦW + ǫ (1−ΥΦW ) ,
where ǫ and ǫ lay respetively inside and outside C.
The potential vCEDAx solves the self-onsistent equations
HWφ
W
i = ǫ
W
i φ
W
i ,∫
R3
φWi (r)φ
W
j (r) dr = δij ,
ǫW1 ≤ · · · ≤ ǫWN are the lowest N eigenvalues of HW ,
W = Vnuc + ρΦW ⋆
1
|r| + v
ΦW
x,CEDA,
ρΦW (r)v
ΦW
x,CEDA(r) = −
∫
R3
|γΦW (r, r′)|2
|r− r′| dr
′ +
N∑
i,j=1
〈φWi | vΦ
W
x,CEDA −KΦW |φWj 〉φWi (r)φWj (r) a.e.
To our knowledge, the question of existene and uniqueness of the solution to the above system is
still open.
It turns out that vΦ
W
x,CEDA oinides with the so-alled loal Hartree-Fok (LHF) exhange
potential vLHFx , obtained by Della Salla and Görling on the basis of ompletely dierent arguments
(see [29℄ for details). We will see in the next setion that it also equals the self-onsistent eetive
loal potential vΦ
W
x,ELP [13℄.
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5 Eetive Loal Potential (ELP)
The eetive loal potential assoiated with a given Φ ∈ XN was originally dened as the loal
potential minimizing the funtion [13℄
v 7→ SΦ(v) =
N∑
i=1
+∞∑
a=N+1
|〈φi|(v −KΦ)|φa〉|2 ,
(φa)a≥N+1 being a Hilbert basis of the orthogonal of the vetor spae generated by (φi)1≤i≤N . A
simple alulation shows that SΦ(v) = J
ELP
Φ (v) where
JELPΦ (v) =
1
2
‖[v −KΦ,ΥΦ]‖2S2 ,
[A,B] = AB −BA denoting the ommutator of the operators A and B. An intrinsi formulation
of the ELP problem therefore reads
inf {JELPΦ (v), v ∈ L3(R3) + L∞(R3)}. (5.1)
Proposition 5.1. Let Φ = (φi)1≤i≤N ∈ XN . Any solution vΦx,ELP to (5.1) satises
ρΦ(r)v
Φ
x,ELP(r) = −
∫
R3
|γΦ(r, r′)|2
|r− r′| dr
′ +
N∑
i,j=1
(〈φi|vΦx,ELP|φj〉 − 〈φi|KΦ|φj〉) φi(r)φj(r) (5.2)
and the symmetri matrix MΦ = [〈φi|vΦx,ELP|φj〉] is solution to the linear system
(I −AΦ)MΦ = GΦ, (5.3)
with
AΦkl,ij =
∫
R3
φi(r)φj(r)φk(r)φl(r)
ρΦ(r)
dr, GΦkl =
∫
R3
vΦx,S(r)φk(r)φl(r) dr−
N∑
i,j=1
AΦkl,ij〈φi|KΦ|φj〉.
Besides, if the orbitals φi are ontinuous and if the open set R
3 \ ρ−1Φ (0) is onneted, then the
solutions to (5.3) form a one-dimensional ane set of the form
MΦ + RIN ,
so that vΦx,ELP is uniquely dened, up to an additive onstant, on the set where ρΦ > 0, and an
be given arbitrary values on the set where ρΦ = 0.
Comparing (5.2) and (4.25), one immediately reognizes that the self-onsistent CEDA poten-
tial and the self-onsistent ELP potential dened by
HWφ
W
i = ǫ
W
i φ
W
i ,∫
R3
φWi (r)φ
W
j (r) dr = δij ,
ǫW1 ≤ · · · ≤ ǫWN are the lowest N eigenvalues of HW ,
W = Vnuc + ρΦW ⋆
1
|r| + v
ΦW
x,ELP,
ρΦW (r)v
ΦW
x,ELP(r) = −
∫
R3
|γΦW (r, r′)|2
|r− r′| dr
′ +
N∑
i,j=1
〈φWi | vΦ
W
x,ELP −KΦW |φWj 〉φWi (r)φWj (r) a.e.
oinide. As already mentioned, we are not aware of a proof of existene of the solution to this
system. We an however use Proposition 5.1 to show that if (5) has a solution (ΦW , vΦ
W
x,ELP)
with ΦW ∈ XN and if ǫ1 < minσess(HW ), then vΦWx,ELP an be obtained from ΦW by solving an
optimization problem, whih has a unique solution, up to an additive onstant (the proof follows
the same lines as the proof of Proposition 4.3: φW1 then is a ontinuous, positive funtion on R
3
,
whih implies that ρΦW is positive and that the above onnetivity ondition is satised).
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6 Extensions to the General, Unrestrited and Restrited
Hartree-Fok models
In the general Hartree-Fok (GHF) model, eah moleular spin-orbital φi is a omplex-valued
funtion
3
with spin-up and spin-down omponents, i.e. φi ∈ L2(R3,C2). The orthonormality
onstraint (2.1) is replaed with ∫
R3
φi(r) · φj(r)∗ dr = δij ,
where
φi(r) =
(
φi(r, ↑)
φi(r, ↓)
)
and φi(r) · φj(r)∗ =
∑
σ∈{↑,↓}
φi(r, σ)φj(r, σ)
∗.
The density-matrix an then be represented by a 2× 2 hermitian matrix
γΦ(r, r
′) =
(
γ↑↑Φ (r, r
′) γ↑↓Φ (r, r
′)
γ↓↑Φ (r, r
′) γ↓↓Φ (r, r
′)
)
with
γσσ
′
Φ (r, r
′) =
N∑
i=1
φi(r, σ)φi(r
′, σ′)∗,
and the eletroni density ρΦ is the sum of its spin-up and spin-down omponents:
ρΦ(r) = ρ
↑
Φ(r) + ρ
↓
Φ(r), ρ
↑
Φ(r) = γ
↑↑
Φ (r, r), ρ
↓
Φ(r) = γ
↓↓
Φ (r, r).
The Hartree-Fok exhange operator assoiated with γΦ is the integral operator on L
2(R3,C2)
dened by
∀φ ∈ L2(R3,C2), (Kγφ)(r) = −
∫
R3
1
|r− r′|γ(r, r
′) · φ(r′) dr′,
where · denotes the usual matrix-vetor produt, and loal exhange potentials are 2×2 hermitian
matries of the form
v(r) =
(
v↑↑(r) v↑↓(r)
v↓↑(r) v↓↓(r)
)
.
The variational denition of the Slater potential given in Setion 3 provides a natural way to
dene a Slater potential for the GHF framework: It is the loal potential v whih minimizes the
Hilbert-Shmidt norm of the operator (v −KΦ)ΥΦ. A simple alulation leads to
vΦx,S(r) = −RΦ(r)−1ΞΦ(r) −
1
ρΦ(r)
[
ΞΦ(r) −RΦ(r)−1ΞΦ(r)RΦ(r)
]
(6.1)
= −ΞΦ(r)RΦ(r)−1 − 1
ρΦ(r)
[
ΞΦ(r) −RΦ(r)ΞΦ(r)RΦ(r)−1
]
where
RΦ(r) = γΦ(r, r) and ΞΦ(r) =
∫
R3
1
|r− r′|γΦ(r, r
′) · γ(r, r′)∗ dr′.
Within the unrestrited Hartree-Fok (UHF) model, eah moleular spin-orbital is (gener-
ally) hosen real-valued and either spin-up, i.e. φi(r) =
(
φ↑i (r)
0
)
, or spin-down, i.e φi(r) =(
0
φ↓i (r)
)
. Denoting by Nα (resp. Nβ) the number of spin-up (resp. spin-down) orbitals, and
3
GHF models are of partiular interest for systems subjeted to magneti elds; for suh systems, omplex-valued
wavefuntions are needed.
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ordering the spin-orbitals in suh a way that the rst Nα of them are spin-up, the UHF density
matrix reads
γΦ(r, r
′) =
(
γ↑↑Φ (r, r
′) 0
0 γ↓↓Φ (r, r
′)
)
with
γ↑↑Φ (r, r
′) =
Nα∑
i=1
φ↑i (r)φ
↑
i (r), γ
↓↓
Φ (r, r
′) =
Nβ∑
i=1
φ↓Nα+i(r)φ
↓
Nα+i
(r).
Likewise, the UHF exhange operator is diagonal:
Kγ =
(
K↑↑γ 0
0 K↓↓γ
)
with ∀φ ∈ L2(R3), (Kσσγ φ)(r) = −
∫
R3
|γσ,σ(r, r′)|2
|r− r′| φ(r
′) dr′.
It is then easy to hek that in the UHF setting, the general formula (6.1) redues to
vΦx,S(r) =
(
vΦ,↑↑x,S (r) 0
0 vΦ↓↓x,S (r)
)
with
vΦ,σσx,S (r) = −
1
ρσΦ(r)
∫
R3
|γσσΦ (r, r′)|2
|r− r′| dr
′, ρσΦ(r) = γ
σσ
Φ (r, r).
One reovers in this way the spin-up and spin-down loal potentials originally introdued by Slater
in [31℄.
In losed-shell models, eah moleular orbital φi ∈ L2(R3) is oupied by one spin-up and one
spin-down eletrons. Denoting by Np = N/2 the number of eletron pairs, it holds
γ↑↑Φ (r, r
′) = γ↓↓Φ (r, r
′) =
Np∑
i=1
φi(r)φi(r), ρ
↑
Φ(r) = ρ
↓
Φ(r), v
Φ,↑↑
x,S (r) = v
Φ,↓↓
x,S (r),
γ↑↓Φ (r, r
′) = γ↓↑Φ (r, r
′) = 0, vΦ,↑↓x,S (r) = v
Φ,↓↑
x,S (r) = 0.
Proposition 3.1, Theorem 4.2, Proposition 4.3, and Proposition 5.1 apply mutatis mutandis to the
RHF setting, as well as to the spin-up and spin-down omponents of the UHF exhange operator
and loal potentials. As outlined above from the Slater potential, the variational haraterizations
(4.22) and (5.1) of the KLI and ELP potentials an be used to dened KLI and ELP potentials
in the GHF setting.
7 Proofs of the main results
Throughout this setion, we denote by BR the open ball of R
3
of radius R entered at 0, i.e.
BR =
{
r ∈ R3, |r| < R} and by BcR = R3 \BR.
In order to simplify the notation, we adopt in this setion the usual abuse of notation onsisting
in denoting by the same letter an integral operator and its kernel.
7.1 Proof of Proposition 3.1: Properties of the Slater potential
If follows from the Cauhy-Shwarz inequality that
|γΦ(r, r′)|2 =
∣∣∣∣∣
N∑
i=1
φi(r)φi(r
′)
∣∣∣∣∣
2
≤
(
N∑
i=1
|φi(r)|2
) (
N∑
i=1
|φi(r′)|2
)
= ρΦ(r) ρΦ(r
′).
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In the set where ρΦ > 0, one therefore has
−
∫
R3
ρΦ(r
′)
|r− r′| dr
′ = − 1
ρΦ(r)
∫
R3
ρΦ(r)ρΦ(r
′)
|r− r′| dr
′ ≤ − 1
ρΦ(r)
∫
R3
|γΦ(r, r′)|2
|r− r′| dr
′ = vΦx,S(r) ≤ 0.
In order to establish the deay property, we rewrite vΦx,S as
vΦx,S(r) = −
N∑
i,j=1
φi(r)φj(r)
ρΦ(r)
∫
R3
φi(r
′)φj(r′)
|r− r′| dr
′,
remark that ∣∣∣∣φi(r)φj(r)ρΦ(r)
∣∣∣∣ ≤ 1,
and onlude using the following Lemma.
Lemma 7.1. Let Φ = (φi)1≤i≤N ∈ XN and
Vij(r) =
∫
R3
φi(r
′)φj(r′)
|r− r′| dr
′.
Then Vij vanishes at innity. Besides, if the φi are radial or if there exists 1 ≤ p < 3/2 < q ≤ 2
suh that |r| |φiφj | ∈ Lp(R3) ∩ Lq(R3), then
Vij(r) =
δij
|r| + o
(
1
|r|
)
.
Proof of Lemma 7.1. Let us denote by ρij = φiφj . By Sobolev embeddings, ρij ∈ L1(R3)∩L3(R3).
For all R > 0 and all r ∈ R3 suh that |r| ≥ 2R, one has
|Vij(r)| ≤
∫
|r′|<R
|ρij(r′)|
|r− r′| dr
′ +
∫
|r′|>R
|ρij(r′)|
|r− r′| dr ≤
1
R
+
∥∥∥∥|ρij |χBcR ⋆ 1| · |
∥∥∥∥
L∞
.
It then follows from the Young inequality and the Lebesgue dominated onvergene theorem that∥∥∥∥|ρij |χBcR ⋆ 1| · |
∥∥∥∥
L∞
≤
∥∥∥∥|ρij |χBcR ⋆ χB1| · |
∥∥∥∥
L∞
+
∥∥∥∥|ρij |χBcR ⋆ χBc1| · |
∥∥∥∥
L∞
≤ ‖|ρij |χBcR‖L3
∥∥∥∥χB1| · |
∥∥∥∥
L3/2
+ ‖|ρij |χBcR‖L1
∥∥∥∥χBc1| · |
∥∥∥∥
L∞
−→
R→+∞
0.
Therefore, Vij vanishes at innity.
The ase of radial orbitals an be dealt with using the Gauss theorem, whih provides the following
expression for the potential Vij :
Vij(r) =
∫
R3
ρij(r
′)
max(|r|, |r′|) dr
′
(radial orbitals).
Indeed,∣∣∣∣Vij(r) − δij|r|
∣∣∣∣ = ∣∣∣∣∫
R3
ρij(r
′)
max(|r|, |r′|) dr
′ − δij|r|
∣∣∣∣ =
∣∣∣∣∣− 1|r|
∫
|r′|≥|r|
ρij +
∫
|r′|≥|r|
ρij(r
′)
|r′| dr
′
∣∣∣∣∣
≤ 2|r|
∫
|r′|≥|r|
|ρij(r′)| dr′. (7.1)
We onlude using Lebesgue dominated onvergene theorem.
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Let us now prove (3.2) in the general ase (non-radial orbitals), under the additional assumption
that there exists 1 ≤ p < 3/2 < q ≤ 2 suh that |r| |ρij | ∈ Lp(R3) ∩ Lq(R3). For all r ∈ R3,
||r|Vij(r) − δij | =
∣∣∣∣∫
R3
|r| − |r− r′|
|r− r′| ρij(r
′) dr′
∣∣∣∣ ≤ ∫
R3
|r′| |ρij(r′)|
|r− r′| dr
′.
It sues to show that the right-hand side vanishes at innity. For all R > 0 et all r ∈ R3 suh
that |r| ≥ R(R+ 1),∫
R3
|r′| |ρij(r′)|
|r− r′| dr
′ =
∫
|r′|<R
|r′| |ρij(r′)|
|r− r′| dr
′ +
∫
|r′|>R
|r′| |ρij(r′)|
|r− r′| dr
′
≤ 1
R
+
∥∥∥∥fijχBcR ⋆ 1| · |
∥∥∥∥
L∞
,
where fij(r) = |r| |ρij(r)|. We then use the same argument as above:∥∥∥∥fijχBcR ⋆ 1| · |
∥∥∥∥
L∞
≤
∥∥∥∥fijχBcR ⋆ χB1| · |
∥∥∥∥
L∞
+
∥∥∥∥fijχBcR ⋆ χBc1| · |
∥∥∥∥
L∞
≤ ‖fijχBcR‖Lq
∥∥∥∥χB1| · |
∥∥∥∥
Lq′
+ ‖fijχBcR‖Lp
∥∥∥∥χBc1| · |
∥∥∥∥
Lp′
−→
R→+∞
0,
where p′ = (1 − p−1)−1 ∈ (3,+∞] and q′ = (1 − q−1)−1 ∈ [2, 3). The proof of Lemma 7.1 is
omplete.
⊓⊔
Let us now turn to the proof of the seond assertion of Proposition 3.1. For all v ∈ L3(R3) +
L∞(R3), the operator vγΦ is Hilbert-Shmidt. Indeed
(vγΦ)(r, r
′) = v(r)γΦ(r, r′) ∈ L2(R3 × R3)
sine |γΦ(r, r′)| ≤ ρΦ(r) ρΦ(r′) with ρΦ ∈ L1(R3) ∩ L3(R3). One an thus dene on L3(R3) +
L∞(R3) the funtional
JSΦ(v) =
1
2
‖vγΦ −KΦ‖2S2 =
1
2
∫
R3
∫
R3
∣∣∣∣v(r)γΦ(r, r′) + γΦ(r, r′)|r− r′|
∣∣∣∣2 dr dr′.
For all v and h in L3(R3) + L∞(R3),
JSΦ(v + h) = J
S
Φ(v) +
∫
R3
(
v(r)ρΦ(r) +
∫
R3
|γ(r, r′)|2
|r− r′| dr
′
)
h(r) dr +
1
2
‖hγΦ‖2S2 .
Therefore, all the loal minima of JSΦ are global, and they are haraterized by the equation
v(r)ρΦ(r) +
∫
R3
|γ(r, r′)|2
|r− r′| dr
′ = 0.
If ρΦ > 0 almost everywhere, the Slater potential is the unique solution to the above equation,
and therefore the unique global minimizer of JSΦ .
The fat that the minimizers of JSΦ and I
S
Φ are the same omes from the fat that γ
2
Φ = γΦ
implies 〈KΦγΦ, vγΦ〉S2 = 〈KΦ, vγΦ〉S2 . ⊓⊔
7.2 Proof of Theorem 3.2: Self-onsistent Slater equation
The strategy of proof is based on a xed-point argument. Notie that variational methods annot
be used sine (3.4) seems to have no variational interpretation.
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For all η ≥ 0, we onsider the problem
(
−1
2
∆− Z + η|r| + ρΦη ⋆
1
|r| + v
Φη ,η
x,S
)
φηi = ǫ
η
i φ
η
i ,∫
R3
φηi φ
η
j = δij ,
ǫη1 ≤ · · · ≤ ǫηN are the lowest N eigenvalues of
(
− 12∆− Z+η|r| + ρΦη ⋆ 1|r| + vΦ
η ,η
x,S
)
(on L2r(R
3))
(7.2)
where
vΦ,ηx,S (r) = −
1
ρΦ(r) + η
∫
R3
|γΦ(r, r′)|2
|r− r′| dr
′.
The proof of existene of a solution to (7.2) for η = 0 follows the lines of the proof of Theorem III.3
in [24℄. We rst onstrut, for η > 0, a ontinuous appliation T η whose xed points are solutions
to (7.2) in X rN . We then prove the existene of a xed point of T η using Shauder Theorem. The
existene of a solution to (7.2) in the ase when η = 0 is nally obtained using some limiting
proedure. Note that we have introdued the parameter η both in the nuleus-eletron interation
and in the Slater potential. In the former term, η plays the same role as in [24℄ (i.e. it enables us
to ontrol the deay of the orbitals at innity). The role of η in the latter term is to ensure the
ontinuity of the nonlinear appliation T η for η > 0.
First step. Constrution of the appliation T η.
Let η > 0 and
K =
{
Ψ = (ψi)1≤i≤N ∈ (H1r (R3))N
∣∣∣∣ [∫
R3
ψiψj
]
≤ IN
}
,
IN denoting the identity matrix of rank N . The semidenite onstraint
[∫
R3
ψiψj
] ≤ IN means
∀x ∈ RN ,
N∑
i,j=1
(∫
R3
ψiψj
)
xixj ≤ |x|2.
It is easy to see that K is a nonempty, losed, bounded, onvex subset of the Hilbert spae
(H1r (R
3))N , ontaining X rN . For Ψ ∈ K, we denote by γΨ(r, r′) =
∑N
i=1 ψi(r)ψi(r
′), ρΨ(r) =
γΨ(r, r) and
F˜ ηΨ = −
1
2
∆− Z + η|r| + ρΨ ⋆
1
|r| + v
Ψ,η
x,S .
As the potential V ηΨ = −Z+η|r| + ρΨ ⋆ 1|r| + vΨ,ηx,S belongs to
L2(R3)+L∞ǫ (R
3) =
{
W | ∀ǫ > 0, ∃(W2,W∞) ∈ L2(R3)× L∞(R3), ‖W∞‖L∞ ≤ ǫ, W = W2 +W∞
}
,
it is a ompat perturbation of the kineti energy operator. By Weyl Theorem [26℄, σess(F˜
η
Ψ) =
σess(− 12∆) = [0,∞). Besides, using Gauss theorem and the inequalities −N|·| ≤ −ρΨ ⋆ 1|r| ≤ vΨ,ηx,S ≤
0, one has −Z+η|r| ≤ V ηΨ ≤ − η|r| . Hene,
GZ+η := −1
2
∆− Z + η|r| ≤ F˜
η
Ψ ≤ Gη := −
1
2
∆− η|r| . (7.3)
As the hydrogen-like Hamiltonian Gη, onsidered as an operator on L2r(R3), has innitely many
negative eigenvalues, so does F˜ ηΨ (this is a straightforward onsequene of Courant-Fisher min-
max priniple). Besides, the eigenvalues of the radial Shrödinger operator F˜ ηΨ being simple, the
spetral problem
F˜ ηΨφi = ǫiφi,∫
R3
φiφj = δij ,
ǫ1 ≤ · · · ≤ ǫN are the lowest N eigenvalues of F˜ ηΨ (on L2r(R3)),
21
has a unique solution Φ = (φi) in X rN ⊂ K up to the signs of the orbitals φi. We an therefore
dene a nonlinear appliation T η from K to K whih assoiates with any Ψ ∈ K the unique
solution Φ = (φi) ∈ X rN ⊂ K to (7.2), for whih φi ≥ 0 in a neighborhood of r = 0, for all
1 ≤ i ≤ N (by the strong maximum priniple, φi annot vanish on an open set of R3).
Seond step. Existene of a solution to (7.2) for η > 0.
Using standard perturbation arguments, it is not diult to prove that T η is ontinuous (for
the H1 norm topology). Let us prove that T η is ompat. Let (Ψn) be a bounded sequene
in K, and let Φn = T ηΨn. There is no restrition in assuming that (Ψn) onverges to some
Ψη ∈ (H1(R3))N , weakly in (H1(R3))N , strongly in (L2loc(R3))N and almost everywhere. This
implies in partiular that the sequene (ρΨn ⋆
1
|r| + v
Ψn,η
x,S ) is bounded in L
∞
and onverges almost
everywhere to ρΨη ⋆
1
|r| + v
Ψη,η
x,S when n goes to innity. Using again (7.3) and denoting by ǫ
n
i the
i-th eigenvalue of F˜ ηΨn , one obtains
1
2
N∑
i=1
(‖∇φni ‖L2 − 2(Z + η))2 − 2(Z + η)2 ≤
N∑
i=1
1
2
∫
R3
|∇φni |2 −
∫
R3
Z + η
|r| ρΦn ≤
N∑
i=1
ǫni < 0.
Thus, for all 1 ≤ i ≤ N , the sequene (φni )n∈N∗ is uniformly bounded in H1(R3) (independently
of (Ψn)), and therefore onverges, up to extration, to some φηi ∈ H1r (R3), weakly in H1(R3),
strongly in L2loc(R
3) and almost everywhere. Besides, using (7.3) and Courant-Fisher formula,
one obtains
− (Z + η)
2
2i2
≤ ǫni ≤ −
η2
2i2
.
Up to extration, (ǫni ) therefore onverges to some ǫ
η
i ∈ [− (Z+η)
2
2i2 ,− η
2
2i2 ]. Next, by Kato inequal-
ity [26℄,
−∆|φni | ≤ −sgn(φni )∆φni = 2(ǫni − V ηΨn)|φni |
≤ 2
(
Z + η
|r| −
η2
i2
)
|φni |. (7.4)
As, moreover, (Ψn) and (Φn) are bounded for the H1 norm topology, (V ηΨnφ
n
i ) is bounded in
L2(R3), so that (φni ) is bounded in H
2(R3), hene in L∞(R3). Consequently, it follows from (7.4)
and the maximum priniple that there exists δ > 0 small enough and M ≥ 0 independent of i
and n, suh that
|φni (r)| ≤M e−
“√
2 η
N −δ
”
|r|
.
This implies that (φni )n∈N∗ onverges (up to extration) to φ
η
i strongly in L
2(R3). In partiular,
Φη = (φηi ) ∈ X rN . It is then possible to hek, using the onvergene of (Ψn) to Ψη and the
onvergene - up to extration - of (Φn) to Φη and of (ǫni ) to ǫ
η
i , that
−1
2
∆φηi + V
η
Ψηφ
η
i = ǫ
η
i φ
η
i
and next, using the positivity of ρΨn ⋆
1
|r| + v
Ψn,η
x,S and Fatou lemma, that
lim inf
n→+∞−
∫
R3
|∇φni |2 = lim infn→+∞ 2
∫
R3
(V ηΨn − ǫni )|φni |2
≥ 2
∫
R3
(V ηΨη − ǫηi )|φηi |2 = −
∫
R3
|∇φηi |2.
As on the other hand, ∫
R3
|∇φηi |2 ≤ lim infn→+∞
∫
R3
|∇φni |2,
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(Ψn) onverges to Ψη strongly in (H1(R3))N , whih proves that T η is ompat. It then follows
from Shauder xed point theorem [36℄ that T η has a xed point Φη ∈ X rN , whih is solution to
(7.2).
Third step. Existene of a solution to (7.2) for η = 0.
Let (ηn) be a sequene of positive real numbers onverging to zero. As the sequene of orrespond-
ing xed points (Φηn) is uniformly bounded in (H1(R3))N and as − (Z+ηn)22i2 ≤ ǫηni ≤ 0, there is
no restrition in assuming that (Φηn) onverges to some Φ⋆ ∈ (H1(R3))N , weakly in (H1(R3))N ,
strongly in (L2loc(R
3))N and almost everywhere, and that (ǫηni ) onverges to ǫ
∗
i ≤ 0. Besides, the
sequene (Φηn) is bounded in (H2(R3))N , hene in (L∞(R3))N .
Passing to the limit in the equation F˜ ηnΦηnφ
ηn
i = ǫ
ηn
i φ
ηn
i yields
−1
2
∆φ⋆i −
Z
|r|φ
⋆
i +
(
ρΦ⋆ ⋆
1
|r|
)
φ⋆i + v
Φ⋆
x,Sφ
⋆
i = ǫ
⋆
iφ
⋆
i .
Assume that
∫
R3
ρΦ⋆ < N . As
F˜ ηnΦηn ≤ −
1
2
∆− Z|r| + ρΦηn ⋆
1
|r| ,
one has, using Courant-Fisher formula, and denoting by λi(A) the i-th eigenvalue of A,
ǫ⋆i = limn→+∞
ǫηni
= lim
n→+∞
λi
(
F˜ ηnΦηn
)
≤ lim
n→+∞
λi
(
−1
2
∆− Z|r| + ρΦηn ⋆
1
|r|
)
= λi
(
−1
2
∆− Z|r| + ρΦ⋆ ⋆
1
|r|
)
≤ λi
(
−1
2
∆− N −
∫
R3
ρΦ⋆
|r|
)
= − (N −
∫
R3
ρΦ⋆)
2
2i2
< 0.
It follows that for n large enough, the sequene (ǫηni ) is isolated from zero. As (Φ
ηn) is bounded
in (L∞(R3))N , we onlude, reasoning as above, that there exists M ∈ R+ and α > 0 suh that
for n large enough
|φηni (r)| ≤M e−α|r|.
This implies that (Φηn) onverges to Φ⋆ ∈ (H1(R3))N strongly in (L2(R3))N , and onsequently
that
∫
R3
ρΦ⋆ = N . We reah a ontradition. This means that
∫
R3
ρΦ⋆ = N and therefore that
Φ⋆ ∈ X rN .
This proves that (φ∗i ) are orthonormal eigenvetors of F˜
0
Φ⋆ . The fat that ǫ
⋆
1 < · · · < ǫ⋆N are the
lowest eigenvalues of F˜ 0Φ⋆ follows from Courant-Fisher formula.
In view of Proposition 3.1, the Slater potential vΦ
⋆
x,S is equivalent to − 1|r| at innity. This proves
that ǫ⋆1 < · · · < ǫ⋆N < 0, from whih it follows that the orbitals φ⋆i enjoy exponential deay: For
all η > 0, there exists M ∈ R3 suh that
|φ⋆i (r)| ≤M e−(
√
−2ǫ⋆N−η/3)|r|.
Using (7.1), one obtains
vΦ
⋆
x,S(r) = −
1
|r| + o
(
e−(2
√
−2ǫ⋆N−η)|r|
)
.
Lastly, the same arguments as above an be used to prove that the minimum of the Hartree-Fok
energy over the set of solutions to (3.4) is attained.
⊓⊔
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7.3 Proof of Theorem 4.2: OEP Integral equation
Straightforward omputations show that
EHF(γW+w) = EHF(γW ) + Tr (FγW (γW+w − γW )) + α(γW+w − γW , γW+w − γW ), (7.5)
where
α(γ1, γ2) =
1
2
∫
R3
∫
R3
γ1(r, r) γ2(r
′, r′)− γ1(r, r′) γ2(r, r′)
|r− r′| dr dr
′.
The seond term of the right-side of (7.5) is well-dened sine both γW+w and γW are nite rank
operators with range in H2(R3) = D(FγW ) = D(FγW+w). Let
δ =
(
max
z∈C
‖R0(z)‖
)−1
.
Denoting byRw(z) = (z−HW+w)−1, one has for all w ∈ Bη/2 =
{
w ∈ L1(R3) ∩ L∞(R3), ‖w‖L1∩L∞ < η/2
}
suh that ‖w‖L∞ < δ,
Rw(z) = (z−HW+w)−1 = (z−HW −w)−1 = ((z −HW )(1−R0(z)w))−1 = (1−R0(z)w)−1R0(z)
and
(1−R0(z)w)−1 − 1 = (1−R0(z)w)−1R0(z)w = R0(z)w(1 −R0(z)w)−1.
Using the omplex-plane integral representation
γW+w =
1
2πi
∮
C
Rw(z) dz,
one is led to
γW+w − γW = 1
2πi
∮
C
(Rw(z)−R0(z)) dz = 1
2πi
∮
C
(1−R0(z)w)−1R0(z)wR0(z) dz
=
1
2πi
∮
C
R0(z)wR0(z) dz +
1
2πi
∮
C
R0(z)w(1 −R0(z)w)−1R0(z)wR0(z) dz.
Hene,
FγW (γW+w − γW ) =
1
2πi
∮
C
FγWR0(z)wR0(z) dz +
1
2πi
∮
C
FγWR0(z)w(1 −R0(z)w)−1R0(z)wR0(z) dz
=
1
2πi
∮
C
HWR
0(z)wR0(z) dz +
1
2πi
∮
C
(KγW − vWx )R0(z)wR0(z) dz
+
1
2πi
∮
C
FγWR0(z)w(1− R0(z)w)−1R0(z)wR0(z) dz
=
1
2πi
∮
C
(−1 + zR0(z))wR0(z) dz + 1
2πi
∮
C
(KγW − vWx )R0(z)wR0(z) dz
+
1
2πi
∮
C
FγWR0(z)w(1− R0(z)w)−1R0(z)wR0(z) dz
= −wγW + 1
2πi
∮
C
zR0(z)wR0(z) dz +
1
2πi
∮
C
(KγW − vWx )R0(z)wR0(z) dz
+
1
2πi
∮
C
FγWR0(z)w(1− R0(z)w)−1R0(z)wR0(z) dz.
To proeed further, we make use of the following tehnial Lemmas, whose proofs are postponed
until the end of the present setion.
24
Lemma 7.2. For all z ∈ ρ(HW ), (1−∆)R0(z) and R0(z)(1−∆) are bounded operators on L2(R3)
and (1−∆)R0(z) is the adjoint of R0(z)(1−∆). Besides the funtions
z 7→ R0(z)(1 −∆) and z 7→ (1 −∆)R0(z)
are analyti from ρ(HW ) into L(L2(R3)).
Lemma 7.3.
(1) For all v ∈ L1(R3), the operator (1 −∆)−1v(1 −∆)−1 is trae-lass and
‖(1−∆)−1v(1−∆)−1‖S1 ≤
1
8π
‖v‖L1.
(2) For all v ∈ L2(R3), the operator v(1 −∆)−1 and its adjoint (1 −∆)−1v are Hilbert-Shmidt
and
‖v(1−∆)−1‖S2 = ‖(1−∆)−1v‖S2 =
‖v‖L2
(8π)1/2
.
Using the above two Lemmas, it follows
Tr
(
1
2πi
∮
C
zR0(z)wR0(z) dz
)
=
1
2πi
∮
C
zTr
(
R0(z)wR0(z)
)
dz
=
1
2πi
∮
C
zTr
(
R0(z)(1−∆)(1 −∆)−1w(1 −∆)−1(1−∆)R0(z)) dz
=
1
2πi
∮
C
zTr
(
(1−∆)R0(z)2(1−∆)(1−∆)−1w(1 −∆)−1) dz
= Tr
(
(1−∆)
(
1
2πi
∮
C
zR0(z)2 dz
)
(1−∆)(1 −∆)−1w(1 −∆)−1
)
.
Denoting by
HW =
∫ +∞
−∞
λdPλ
the spetral deomposition of HW , it holds
1
2πi
∮
C
zR0(z)2 dz =
1
2πi
∮
C
(∫ +∞
−∞
z
(z − λ)2 dPλ
)
dz
=
∫ +∞
−∞
(
1
2πi
∮
C
z
(z − λ)2 dz
)
dPλ
=
∫ ǫF
−∞
dPλ = γW .
Hene,
Tr
(
1
2πi
∮
C
zR0(z)wR0(z) dz
)
= Tr
(
(1−∆)γW (1−∆)(1 −∆)−1w(1 −∆)−1
)
= Tr (γWw).
We thus obtain
EHF(γW+w) = EHF(γW ) + Tr
(
(KγW − vWx )
1
2πi
∮
C
R0(z)wR0(z) dz
)
+Tr
(
1
2πi
∮
C
FγWR0(z)w(1−R0(z)w)−1R0(z)wR0(z) dz
)
(7.6)
+α(γW+w − γW , γW+w − γW ).
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Let us denote by
β = max
z∈C
‖(1−∆)R0(z)‖.
As W ∈ L2(R3) + L∞(R3), one also has vWx ∈ L2(R3) + L∞(R3). Let v2 ∈ L2(R3) and v∞ ∈
L∞(R3) suh that vWx = v2 + v∞. Then,∣∣∣∣Tr ((KγW − vWx ) 12πi
∮
C
R0(z)wR0(z) dz
)∣∣∣∣ ≤ ∣∣∣∣Tr ((KγW − v∞) 12πi
∮
C
R0(z)wR0(z) dz
)∣∣∣∣
+
∣∣∣∣Tr (v2 12πi
∮
C
R0(z)wR0(z) dz
)∣∣∣∣ ,
with∣∣∣∣Tr ((KγW − v∞) 12πi
∮
C
R0(z)wR0(z) dz
)∣∣∣∣ ≤ |C|β22π (‖KγW ‖+ ‖v∞‖L∞)‖(1−∆)−1w(1 −∆)−1‖S1
≤ C ‖w‖L1 ≤ C‖w‖L1∩L∞ , (7.7)
and∣∣∣∣Tr (v2 12πi
∮
C
R0(z)wR0(z) dz
)∣∣∣∣ = ∣∣∣∣Tr ( 12πi
∮
C
v2(1−∆)−1(1−∆)R0(z)w(1−∆)−1(1−∆)R0(z) dz
)∣∣∣∣
≤ |C|β
2
2π
‖v2(1−∆)−1‖S2‖w(1 −∆)−1‖S2
≤ C ‖w‖L2 ≤ C‖w‖L1∩L∞ . (7.8)
The linear form
w 7→ Tr
(
(KγW − vWx )
1
2πi
∮
C
R0(z)wR0(z) dz
)
therefore is ontinuous on L1(R3) ∩ L∞(R3). It remains to prove that the last two terms of the
right-hand side of (7.6) are O(‖w‖2L1∩L∞). The rst one is easy to deal with. Indeed,∣∣∣∣Tr ( 12πi
∮
C
FγWR0(z)w(1 −R0(z)w)−1R0(z)wR0(z) dz
)∣∣∣∣
≤ |C|β
3‖FγW (1−∆)−1‖
2π
(
1− ‖w‖L∞δ
) ‖w‖L∞ ‖(1−∆)−1w(1 −∆)−1‖S1 ≤ |C|β3‖FγW (1−∆)−1‖
16π2
(
1− ‖w‖L∞δ
) ‖w‖2L1∩L∞ .
The seond term an be split as
α(γW+w−γW , γW+w−γW ) = 1
2
D(ργW+w−ργW , ργW+w−ργW )−
1
2
∫
R3
∫
R3
|(γW+w − γW )(r, r′)|2
|r− r′| dr dr
′,
where D(·, ·) denotes, as usual, the Coulomb energy
D(f, g) =
∫
R3
∫
R3
f(r) g(r′)
|r− r′| dr dr
′,
for whih [26℄
∃C ∈ R+ s.t. ∀f ∈ L6/5(R3), 0 ≤ D(f, f) ≤ C‖f‖2L6/5.
As both ργW+w and ργW belong to L
1(R3) ∩ L2(R3),
D(ργW+w − ργW , ργW+w − ργW ) ≤ C ‖ργW+w − ργW ‖2L6/5
≤ C‖ργW+w − ργW ‖4/3L1 ‖ργW+w − ργW ‖
2/3
L2 .
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We now make use of the following haraterization of the Lp norm [17℄, whih is valid for all
1 ≤ p ≤ +∞:
‖f‖Lp = sup
g∈Lp′(R3), ‖g‖
Lp
′=1
∫
R3
fg,
where
1
p +
1
p′ = 1. In our ase, one obtains
‖ργW+w − ργW ‖L1 = sup
g∈L∞, ‖g‖L∞=1
∫
R3
(ργW+w − ργW )g
= sup
g∈L∞, ‖g‖L∞=1
Tr ((γW+w − γW )g)
≤ sup
g∈L∞, ‖g‖L∞=1
‖(γW+w − γW )g‖S1
= sup
g∈L∞, ‖g‖L∞=1
∥∥∥∥ 12πi
∮
C
(1−R0(z)w)−1R0(z)wR0(z)g dz
∥∥∥∥
S1
≤ |C|β
2
16π2
(
1− ‖w‖L∞δ
) ‖w‖L1,
and
‖ργW+w − ργW ‖L2 = sup
g∈L2, ‖g‖L2=1
∫
R3
(ργW+w − ργW )g
= sup
g∈L2, ‖g‖L2=1
Tr ((γW+w − γW )g)
≤ sup
g∈L2, ‖g‖L2=1
‖(γW+w − γW )g‖S1
= sup
g∈L2, ‖g‖L2=1
∥∥∥∥ 12πi
∮
C
(1−R0(z)w)−1R0(z)wR0(z)g dz
∥∥∥∥
S1
= sup
g∈L2, ‖g‖L2=1
|C|β2
2π(1− ‖w‖L∞δ )
‖(1−∆)−1w‖S2 ‖(1−∆)−1g‖S2
≤ |C|β
2
16π2
(
1− ‖w‖L∞δ
) ‖w‖L2 .
Hene,
0 ≤ D(ργW+w − ργW , ργW+w − ργW ) ≤
C
1− ‖w‖L∞δ
‖w‖2L1∩L∞ .
Lastly, one obtains, using again Cauhy-Shwarz and Hardy inequalities,
∫
R3
∫
R3
|(γW+w − γW )(r, r′)|2
|r− r′| dr dr
′ ≤ 2 ‖γW+w − γW ‖S2 ‖∇γW+w −∇γW ‖S2 .
As
‖γW+w − γW ‖S2 ≤ ‖γW+w − γW ‖S1 ≤
|C|β2
16π2
(
1− ‖w‖L∞δ
) ‖w‖L1,
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and
‖∇γW+w −∇γW ‖S2 ≤
∥∥∥∥∇ 12πi
∮
C
R0(z)wR0(z) dz
∥∥∥∥
S2
+
∥∥∥∥∇ 12πi
∮
C
R0(z)w(1−R0(z)w)−1R0(z)wR0(z) dz
∥∥∥∥
S2
=
∥∥∥∥ 12πi
∮
C
∇(1 −∆)−1(1−∆)R0(z)w(1 −∆)−1(1−∆)R0(z) dz
∥∥∥∥
S2
+
∥∥∥∥ 12πi
∮
C
∇(1−∆)−1(1−∆)R0(z)w(1 −R0(z)w)−1R0(z)w(1 −∆)−1(1 −∆)R0(z) dz
∥∥∥∥
S2
≤ C
(
‖w‖L2 +
‖w‖L2 ‖w‖L∞
1− ‖w‖L∞δ
)
,
we onlude that ∫
R3
∫
R3
|(γW+w − γW )(r, r′)|2
|r− r′| dr dr
′ = O(‖w‖2L1∩L∞).
We have therefore established that the Fréhet derivative of the funtion w 7→ EHF(γW+w) is the
linear form
w 7→ Tr
(
(KγW − vWx )
1
2πi
∮
C
R0(z)wR0(z) dz
)
.
It follows from (7.7)-(7.8) that this linear form is in fat ontinuous on L1(R3)∩L2(R3). Therefore,
there exists ̺W ∈ (L1(R3)∩L2(R3))′ = L2(R3)+L∞(R3), suh that for all w ∈ L1(R3)∩L∞(R3),
Tr
(
(KγW − vWx )
1
2πi
∮
C
R0(z)wR0(z) dz
)
=
∫
R3
̺Ww.
Using [R0(z), γW ] = 0, the analytiity of the funtion z 7→ (1− γW )R0(z)(1− γW ) in the interior
domain dened by C, and Cauhy's formula [28℄, it is easy to show that
1
2πi
∮
C
R0(z)wR0(z) dz =
1
2πi
∮
C
γWR
0(z)γWw(1 − γW )R0(z)(1 − γW ) dz
+
1
2πi
∮
C
(1− γW )R0(z)(1− γW )wγWR0(z)γW dz.
The left-hand side of the above equation therefore denes a nite-rank operator. Let (φWi )1≤i≤N be
a set ofN orthonormal eigenvetors ofHW assoiated with the lowestN eigenvalues ǫ
W
1 ≤ · · · ≤ ǫWN
of HW . It holds
1
2πi
∮
C
R0(z)wR0(z) dz =
N∑
i=1
(|φWi 〉〈φWi |)w
1
2πi
∮
C
1
z − ǫWi
(1− γW )R0(z)(1− γW ) dz
+
N∑
i=1
(
1
2πi
∮
C
1
z − ǫWi
(1− γW )R0(z)(1− γW ) dz
)
w(|φWi 〉〈φWi |).
Using again the analytiity of the funtion z 7→ (1 − γW )R0(z)(1 − γW ) in the interior domain
dened by C, and Cauhy's formula, we then obtain
1
2πi
∮
C
1
z − ǫWi
(1− γW )R0(z)(1− γW ) dz = (1− γW )[ǫWi − (1− γW )HW (1 − γW )]−1(1− γW ).
Multiplying the above equality by (KγW − vWx ) on the left-hand side and taking the trae, we are
led to
Tr
(
(KγW − vWx )
1
2πi
∮
C
R0(z)wR0(z) dz
)
=
∫
R3
̺Ww
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with
̺W (r) = 2
N∑
i=1
φWi (r)
[
(1− γW )[ǫWi − (1 − γW )HW (1− γW )]−1(1− γW )(KγW − vWx )φWi
]
(r).
As the φWi s are in H
2(R3) and as the range of the operator [ǫWi − (1 − γW )HW (1 − γW )]−1 is
ontained in H2(R3), the funtion ρW belongs to L
1(R3)∩H2(R3). Using similar arguments, one
an easily show that the operator TW dened by (4.16) is nite-rank and that ρW (r) = tW (r, r).
It remains to prove Lemmas 7.2 and 7.3.
Proof of Lemma 7.2. Let z be in the resolvent set ρ(HW ) of HW . By Assumption 4.1, D(HW ) =
H2(R3). Hene, (z −HW ), onsidered as an operator from H2(R3) to L2(R3), is invertible. As
W ∈ L2(R3) + L∞(R3), it is also ontinuous, hene biontinuous in view of the inverse mapping
theorem [26℄. As so is (1−∆), (1−∆)R0(z) is a bounded operator on L2(R3).
On the other hand, it holds, for all c > 0 suh that (z − c) ∈ ρ(HW ),
R0(z)(1−∆) = R0(z)((z − c)−HW )R0(z − c)(c−∆/2)(c−∆/2)−1(1−∆).
The operators R0(z)((z − c)−HW ) = 1− cR0(z) and (c−∆/2)−1(1−∆) are bounded operators
on L2(R3). Besides,
(c−∆/2)−1(z − c−HW ) = −
(
1− (c−∆/2)−1(z −W )) .
As W ∈ L2(R3) + L∞(R3), one an write W as W = W2 +W∞ with W2 ∈ L2(R3) and W∞ ∈
L∞(R3). The operator (c−∆/2)−1(z−W∞) is a bounded operator and its norm goes to zero when
c goes to +∞. Lastly, the operator (c −∆/2)−1W2 is Hilbert-Shmidt, and its Hilbert-Shmidt
norm ∥∥(c−∆/2)−1W2∥∥
S2
=
1
8π
(∫
R3
e−
√
2c |r|
|r|2 dr
)1/2
‖W2‖L2,
hene its norm in L(L2(R3)), go to zero when c goes to innity. The operator (c−∆/2)−1(z− c−
HW ) is therefore bounded on L
2(R3) and invertible for c large enough. Its inverse, R0(z − c)(c−
∆/2) also denes a bounded operator. This proves that R0(z)(1−∆) is a bounded operator.
The analytiity of the funtions z 7→ (1 − ∆)R0(z) and z 7→ R0(z)(1 − ∆) follows from the
analytiity of the resolvent on the resolvent set: For z0 ∈ ρ(HW ) and z ∈ ρ(HW ) suh that
|z − z0| < ‖R0(z0)‖−1, it holds
R0(z) =
+∞∑
n=0
(z − z0)nR0(z0)n+1.
⊓⊔
Proof of Lemma 7.3. Let us rst prove the seond assertion. The kernel of the operator v(1−∆)−1
is expliit and reads
k(r, r′) = v(r)
e−|r−r
′|
4π|r− r′| .
As ∫
R3
∫
R3
k(r, r′)2 dr dr′ =
(∫
R3
v2
) (∫
R3
e−2|r|
16π2|r|2 dr
)
=
‖v‖2L2
8π
,
v(1−∆)−1 is Hilbert-Shmidt and ‖v(1−∆)−1‖S2 = ‖v‖L2(8π)1/2 .
In order to prove the seond assertion, we write v as v = v+ − v− with v+ = max(v, 0) and
v− = max(−v, 0), and introdue the operators A± = √v±(1 − ∆)−1. As √v± ∈ L2(R3), the
29
operators A± are Hilbert-Shmidt and suh that ‖A±‖S2 = ‖√v±‖L2/(8π)1/2. Hene, (1 −
∆)−1v(1−∆)−1 = A∗+A+ −A∗−A− is trae-lass and
‖(1−∆)−1v(1−∆)−1‖ ≤ 1
8π
(‖√v+‖2L2 + ‖√v−‖2L2) = ‖v‖L18π .
⊓⊔
7.4 Proof of Proposition 4.3: Properties of the KLI potential
As D(HW ) = H
2(R3), the eigenfuntions φWi are in H
2(R3), and are therefore ontinuous on R3.
Under the assumption that ǫW1 < minσess(HW ), the ground state φ
W
1 is non-degenerate, and
positive on R3. Consequently, ρΦ is ontinuous, and positive on R
3
, so that
vΦ
W
x,KLI(r) = v
ΦW
x,S (r) +
N∑
i=1
(
〈φWi |vΦ
W
x,KLI |φWi 〉 − 〈φWi |KΦW |φWi 〉
) |φWi (r)|2
ρΦW (r)
, (7.9)
is a ontinuous, bounded funtion on R3.
Proeeding as in Setion 7.1, one an show that the funtional JKLIΦ is well-dened on L
3(R3) +
L∞(R3) and that the global minimizers v of (4.22) are exatly the solutions to the KLI equation
ρΦW (r)v(r) = −
∫
R3
|γΦW (r, r′)|2
|r− r′| dr
′ +
N∑
i=1
〈φWi | v −KΦW |φWi 〉 |φWi (r)|2. (7.10)
It remains to prove that the set of solutions to the above equation is a one-dimensional ane
spae. To this end, we remark that a potential
v(r) = vΦ
W
x,S (r) +
N∑
i=1
(
αΦ
W
i − 〈φWi |KΦW |φWi 〉
) |φWi (r)|2
ρΦW (r)
is solution to (7.10) if and only is the vetor αΦ
W
= (αΦ
W
i ) ∈ RN is solution to the linear
system (4.24). We therefore have to show that Ker(IN − SΦW ) = R(1, · · · , 1)T and that βΦW ∈
Ran(IN − SΦ).
Let y ∈ RN . One has
yT (IN−SΦ
W
)y =
N∑
i=1
y2i −
∫
R3
(
N∑
i=1
yi(φ
W
i )
2
)2
N∑
i=1
(φWi )
2
≥
N∑
i=1
y2i −
∫
R3
(
N∑
i=1
y2i (φ
W
i )
2
) (
N∑
i=1
(φWi )
2
)
N∑
i=1
(φWi )
2
= 0,
with equality if and only if, for all r ∈ R3, there exists λ(r) suh that yiφWi (r) = λ(r)φWi (r) for
all 1 ≤ i ≤ N . As φW1 > 0 on R3, this ondition is equivalent to y = (yi) ∈ R(1, · · · , 1)T . Thus,
Ker(IN − SΦW ) = R(1, · · · , 1)T . Lastly, using the fat that SΦW is symmetri, one obtains
Ran(IN − SΦ
W
) = Ker(IN − SΦ
W
)⊥ =
{
z = (zi) ∈ RN ,
N∑
i=1
zi = 0
}
.
It is easy to hek that βΦ
W ∈ Ran(IN − SΦW ).
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7.5 Proof of Proposition 5.1: Properties of the ELP
For all v ∈ L3(R3) + L∞(R3), the operator BΦv = [v, γΦ] is Hilbert-Shmidt. One an therefore
dene on L3(R3) + L∞(R3) the funtional
JELPΦ (v) =
1
2
‖[v −KΦ, γΦ]‖2S2 =
1
2
‖BΦv − [KΦ, γΦ]‖2S2 .
For all v and h in L3(R3) + L∞(R3),
JELPΦ (v + h) = J
ELP
Φ (v) + 〈BΦv − [KΦ, γΦ], BΦh〉S2 +
1
2
‖BΦh‖2S2 ,
and
〈BΦv − [KΦ, γΦ], BΦh〉S2
= 2
∫
R3
ρΦ(r)v(r) + ∫
R3
|γΦ(r, r′)|2
|r− r′| dr
′ −
N∑
i,j=1
〈φi |v −KΦ |φj〉φi(r)φj(r)
 h(r) dr.
The global minimizers v of (5.1) are therefore exatly the solutions to the equation
ρΦ(r)v(r) = −
∫
R3
|γΦ(r, r′)|2
|r− r′| dr
′ +
N∑
i,j=1
〈φi|v −KΦ|φj〉φi(r)φj(r). (7.11)
Multiplying the above equation by
φiφj
ρ and integrating over R
3
, one then observes that a funtion
v satisfying
ρΦ(r)v(r) = −
∫
R3
|γΦ(r, r′)|2
|r− r′| dr
′ +
N∑
i,j=1
(Mij − 〈φi|KΦ|φj〉)φi(r)φj(r)
is solution to (7.11) if and only if the matrix M is solution to the linear system
(I −AΦ)M = GΦ. (7.12)
Let us now prove that, if the orbitals φi are ontinuous and if R
3 \ ρ−1Φ (0) is onneted, then
Ker(I−AΦ) = RIN andGΦ ∈ Ran(I−AΦ). For this purpose, let us onsider a matrixM ∈ MS(N)
suh that
(
I −AΦ)M = 0. As M is symmetri, it an be diagonalized in an orthonormal basis
set as
M = UT Diag(λ1, · · · , λN ) U
where U is a unitary matrix. Denoting by (ψ1, . . . , ψN )
T = U(φ1, . . . , φN )
T
, a simple alulation
leads to
0 = (
(
I −AΦ)M,M)F = N∑
i=1
λ2i −
∫
R3
∣∣∣∣∣
N∑
i=1
λiψi(r)
2
∣∣∣∣∣
2
dr
ρΦ(r)
,
where (·, ·)F is the Frobenius inner produt on MS(N). As U is a unitary transform, the ψi
are orthonormal for the L2(R3) inner produt and
N∑
i=1
ψi(r)
2 = ρΦ(r). Therefore, using Cauhy-
Shwarz inequality,∣∣∣∣∣
N∑
i=1
λiψi(r)
2
∣∣∣∣∣
2
≤
(
N∑
i=1
ψi(r)
2
) (
N∑
i=1
λ2iψi(r)
2
)
= ρΦ(r)
N∑
i=1
λ2iψi(r)
2,
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with equality if and only if there exists C(r) suh that λiψi(r) = C(r)ψi(r) for all 1 ≤ i ≤ N .
Hene,
N∑
i=1
λ2i −
∫
R3
∣∣∣∣∣
N∑
i=1
λiψi(r)
2
∣∣∣∣∣
2
dr
ρΦ(r)
≥
N∑
i=1
λ2i −
∫
R3
N∑
i=1
λ2iψ
2
i = 0,
with equality if and only if for almost all r ∈ R3, there exists C(r) suh that λiψi(r) = C(r)ψi(r)
for all 1 ≤ i ≤ N .
If the orbitals φi are ontinuous, so are the funtions ψi. Let us onsider the open sets Ωi =
R3 \ ψ−1i (0) and Ω = ∪Ni=1Ωi = R3 \ ρ−1Φ (0). On Ωi, one has C(r) = λi. This implies that the
funtion C(r) is onstant on eah onneted omponent of Ω. If Ω is onneted, one therefore has
λ1 = λ2 = · · · = λN , i.e. M is proportional to the identity matrix.
In summary, under the assumptions that the orbitals φi are ontinuous and that R
3 \ ρ−1Φ (0)
is onneted,
(1) the linear equation (7.12) has a solution if and only if GΦ ∈ Ran (I −AΦ). Note that
Ran
(
I −AΦ) = Ker (I − (AΦ)∗)⊥ = Ker (I −AΦ)⊥, sine AΦ is self-adjoint for the Frobe-
nius inner produt. It then follows that Ran
(
I −AΦ) = Span(IN )⊥. Sine (IN , GΦ)F =
Tr(GΦ) = 0, GΦ ∈ Ran (I −AΦ) and (7.12) has at least one solution MΦ⋆ ;
(2) if MΦ⋆ is a solution to (7.12), then the set of the solutions of (7.12) is
{
MΦ⋆ + λIRN , λ ∈ R
}
.
Note that replaing MΦ with MΦ + λIRN in (7.12) amounts to replaing v
Φ
x,ELP with v
Φ
x,ELP + λ.
Appendix: Elements of funtional analysis
This Appendix summarizes the basi onepts of funtional analysis needed to understand the
statements of the results ontained in the present artile. The additional onepts and results
used in the proofs an be found in Ref. [26℄.
Let us rst reall the denition of the funtional spaes used throughout this artile. In the
following, all the onsidered funtions are real-valued Lebesgue measurable funtions on R
3
. As
usual, two funtions whih dier only on a set of measure zero are identied.
For 1 ≤ p <∞, the Lp spae is dened as
Lp(R3) =
{
u
∣∣∣∣ ∫
R3
|u(r)|p dr <∞
}
.
Endowed with the norm
‖u‖Lp =
(∫
R3
|u(r)|p dr
)1/p
,
Lp(R3) is a Banah spae. The spae L2(R3) is a Hilbert spae for the inner produt
〈u|v〉 =
∫
R3
u(r) v(r) dr.
The spae L∞(R3) is the vetor spae of essentially bounded funtions. A measurable funtion u
is essentially bounded if there exists a onstant M suh that |u| ≤ M almost everywhere (a.e.),
i.e. everywhere exept, possibly, on a set of measure zero. Endowed with the norm
‖u‖L∞ = inf {M ≥ 0 | |u| ≤M a.e.} ,
L∞(R3) is a Banah spae. One has for all u ∈ L∞(R3),
|u(r)| ≤ ‖u‖L∞ a.e.
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For all 1 ≤ p < q ≤ ∞, the spae Lp(R3)∩Lq(R3), endowed with the norm ‖·‖Lp∩Lq = ‖·‖Lp+‖·‖Lq ,
is a Banah spae. Likewise, for all 1 < p < q ≤ ∞ the spae
Lp(R3) + Lq(R3) =
{
u | ∃(up, uq) ∈ Lp(R3)× Lq(R3), u = up + uq
}
,
endowed with the norm
‖u‖Lp+Lq = inf
{‖up‖Lp + ‖uq‖Lq , (up, uq) ∈ Lp(R3)× Lq(R3), u = up + uq}
is a Banah spae.
In quantum mehanis, the kineti energy of a one-partile wavefuntion φ is 12
∫
R3
|∇φ|2. It
is therefore natural to introdue the vetor spae
H1(R3) =
{
u ∈ L2(R3) | ∇u ∈ (L2(R3))3} .
Endowed with the inner produt
(u, v)H1 =
∫
R3
u(r) v(r) dr +
∫
R3
∇u(r) · ∇v(r) dr,
H1(R3) is a Hilbert spae. We will also use the Hilbert spae
H2(R3) =
{
u ∈ H1(R3)
∣∣∣∣ ∀ 1 ≤ i, j ≤ 3, ∂2u∂ri∂rj ∈ L2(R3)
}
whose inner produt is
(u, v)H2 =
∫
R3
u(r) v(r) dr +
∫
R3
∇u(r) · ∇v(r) dr +
3∑
i,j=1
∫
R3
∂2u
∂ri∂rj
(r)
∂2v
∂ri∂rj
(r) dr.
The funtional spaes H1(R3) and H2(R3) belong to the lass of Sobolev spaes.
Lastly, Lploc(R
3) is the vetor spae of the funtions u suh that
∫
K
|u(r)|p dr < ∞ for all
ompat sets K ⊂ R3.
The seond part of this Appendix is devoted to linear operators on L2(R3). The set of the
ontinuous linear operators from L2(R3) to L2(R3), also alled bounded operators on L2(R3), is
denoted by L(L2(R3)). The adjoint of a ontinuous linear operator T ∈ L(L2(R3)) is the unique
operator of L(L2(R3)), denoted by T ∗, dened by
∀(u, v) ∈ L2(R3)× L2(R3), 〈T ∗u|v〉 = 〈u|Tv〉.
The operator T ∈ L(L2(R3)) is alled self-adjoint if T ∗ = T . The vetor spae of self-adjoint
ontinuous linear operators on L2(R3) is denoted by S(L2(R3)). If T is a self-adjoint operator, it
is usual to denote by
〈u|T |v〉 = 〈Tu|v〉 = 〈u|Tv〉.
Let T ∈ L(L2(R3)) and (en)n∈N a Hilbert basis of L2(R3). The value of the sum∑
n∈N
‖Ten‖2L2
is independent of the hoie of the Hilbert basis (en)n∈N. The operator T is alled Hilbert-Shmidt
if
‖T ‖S2 :=
(∑
n∈N
‖Ten‖2L2
)2
<∞.
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The set of Hilbert-Shmidt operators forms a vetor spae, denoted by S2. It is in fat a Hilbert
spae for the inner produt
〈S, T 〉S2 =
∑
n∈N
〈Sen|Ten〉.
The norm assoiated with 〈·, ·〉S2 is denoted by ‖ · ‖S2 . It an be proved that T ∈ L(L2(R3))
is Hilbert-Shmidt if and only if there exists a funtion of L2(R3 × R3), alled the kernel of the
operator T and usually denoted by T as well, suh that
(Tu)(r) =
∫
R3
T (r, r′)u(r′) dr′.
It holds
‖T ‖S2 =
(∫
R3×R3
|T (r, r′)|2 dr dr′
)1/2
,
and T is self-adjoint if and only if T (r′, r) = T (r, r′).
Let now T ∈ S(L2(R3)) be a non-negative self-adjoint operator (i.e. 〈u|T |u〉 ≥ 0 for all
u ∈ L2(R3)) and (en)n∈N a Hilbert basis of L2(R3). The value of the sum∑
n∈N
〈en|T |en〉
does not depend on the hoie of the Hilbert basis (en)n∈N. If this sum is nite, T is alled
trae-lass and the trae of T is dened as
Tr (T ) =
∑
n∈N
〈en|T |en〉.
A (non-neessarily self-adjoint) operator T ∈ L(L2(R3)) is alled trae-lass if the non-negative
self-adjoint ontinuous operator |T | = (T ∗T )1/2 is trae-lass (the square root of a non-negative
self-adjoint operator is dened below). The set of trae-lass operators on L2(R3) forms a vetor
subspae of S2, denoted by S1. Endowed with the norm
‖T ‖S1 = Tr (|T |),
S1 is a Banah spae. For all T ∈ S1, the sum
∑
n∈N〈en|Ten〉 is nite and independent of the
hoie of the Hilbert basis (en)n∈N. The trae Tr denes a ontinuous linear form on S1.
Most linear operators arising in quantum mehanis are not ontinuous linear operators. An
example is the one-partile kineti energy operator TK = − 12∆. As the Laplaien of a funtion of
L2(R3) is not, in general, a funtion of L2(R3), TK annot be dened as a linear appliation from
L2(R3) to itself. The useful denition of linear operators is the following: A linear operator T on
L2(R3) is a L2(R3)-valued linear appliation dened on a subspae D(T ) of L2(R3). The set D(T )
is alled the domain of the linear operator T . For instane TK is a linear operator on L
2(R3) with
domain D(TK) = H
2(R3) (for all u ∈ H2(R3), ∆u ∈ L2(R3), and TKu therefore is a funtion of
L2(R3)).
Let T be a linear operator on L2(R3) with dense domain D(T ). The adjoint of T is the unique
linear operator on L2(R3) dened by
D(T ∗) =
{
u ∈ L2(R3) | ∃vu ∈ L2(R3) suh that 〈vu|w〉 = 〈u|Tw〉 ∀w ∈ D(T )
}
T ∗u = vu (vu is uniquely dened sine D(T ) is dense in L2(R3)).
The operator T is alled self-adjoint if T ∗ = T (i.e. if D(T ∗) = D(T ) and if for all u ∈ D(T ) =
D(T ∗), T ∗u = Tu).
Let T be a self-adjoint operator on L2(R3) with domain D(T ), and z ∈ C. In order to simplify
the notation, we denote by z − T the operator zIL2(R3) − T where IL2(R3) is the identity operator
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on L2(R3). If z − T is an invertible operator from D(T ) to L2(R3), it an be proved that R(z) =
(z − T )−1 denes a ontinuous linear operator on L2(R3) (with range D(T )). The set
ρ(T ) =
{
z ∈ C | z − T is an invertible operator from D(T ) to L2(R3)}
is alled the resolvent set of T , and the family (R(z))z∈ρ(T ) the resolvent of T . The spetrum
of T is the set σ(T ) = C \ ρ(T ). The set ρ(T ) is an open set of C and σ(T ) is a losed subset
of R. An eigenvalue of T is a omplex number λ for whih there exists u ∈ L2(R3) suh that
Tu = λu. The set of all the eigenvalues of T is alled the point spetrum of T and is denoted by
σp(T ). Obviously, σp(T ) ⊂ σ(T ) (in partiular, all the eigenvalues of a self-adjoint operator are
real). The set σc(T ) = σ(T ) \ σp(T ) is alled the ontinuous spetrum of T . If the ontinuous
spetrum of T is empty (i.e. if σ(T ) = σp(T )), there exists a Hilbert basis (en)n∈N∗ of L2(R3)
whih diagonalizes T :
T =
∑
n∈N
λn〈en| · 〉en
(
=
∑
n∈N
λn |en〉 〈en| in bra-ket notation
)
,
with λn ∈ R. In this ase σ(T ) = {λn}. If f : R −→ C is ontinuous in a neighborhood of σ(T ),
the operator f(T ) is dened as
D(f(T )) =
{
u =
∑
n∈N
unen ∈ L2(R3)
∣∣∣∣∣ ∑
n∈N
(1 + |f(λn)|2)|un|2 <∞
}
f(T ) =
∑
n∈N
f(λn)〈en|·〉en =
∑
n∈N
f(λn) |en〉 〈en|.
This denition an be generalized to any self-adjoint operator T by means of the Spetral Theo-
rem [26℄. Note that if T is non-negative, σ(T ) ⊂ R+ and the operator T 1/2 an therefore be given
a sense.
Lastly, the spetrum σ(T ) of a self-adjoint operator an also be partitioned as follows
σ(T ) = σd(T ) ∪ σess(T ),
where σd(T ) is the set of all the isolated eigenvalues of T of nite multipliity, and where σess(T ) =
σ(T ) \ σd(T ). The sets σd(T ) and σess(T ) are alled respetively the disrete spetrum and the
essential spetrum of T .
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