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The dissociation rate of nitrogen for the reaction N2 N2 → N2 NN was calculated as a function of a
translational, vibrational, and rotational temperature, each ranging from6000 to 60,000K. The rate coefficientswere
calculated using quasi-classical trajectory analysis, in which approximately 5.35 billion trajectories were directly
simulated. Furthermore, a new selective samplingprocedurewas implemented so that only trajectorieswith sufficient
energy to cause dissociation were sampled. At 6000 K, this method reduced the computational cost by nearly two
orders ofmagnitude. Finally, the set of rate coefficients was used to extend the two-temperaturemodel conventionally
used in computational-fluid-dynamics simulations. For temperatures between 13,000 and 40,000K, where rotational
energy of N2 should be independently modeled, the fit shows good agreement with the quasi-classical trajectory-
calculated rate coefficients.
Nomenclature
b = impact parameter, Å
c = effective temperature coefficients
Ed = dissociation energy of N2, J
Erv = total rovibrational energy of both reactants, J
fg = relative speed probability distribution function
fr = rotational state probability distribution function
frv = rovibrational state probability distribution function
fv = vibrational state probability distribution function
fτ = reactant phase probability distribution function
g = relative translational speed, Å∕fs
gs = spin degeneracy
go = minimum relative translational speed, Å∕fs
J = rotational quantum number
kB = Boltzmann constant, J∕K
kd = thermal nonequilibrium dissociation rate coefficient,
cm3∕s ⋅mol
keqd = thermal equilibrium dissociation rate coefficient,
cm3∕s ⋅mol
kPd = Park’s model dissociation rate coefficient, cm
3∕s ⋅mol
krefd = reference thermal nonequilibrium dissociation rate
coefficient, cm3∕s ⋅mol
M2 = total mass of second reactant, kg
N = number of simulated trajectories
Nd = number of dissociative trajectories
Neff = number of effective trajectories
n = initial rovibrational state
Pd = probability of dissociation
Qrv = rovibrational partition function
Qv = vibrational partition function
T = temperature, K
Te = effective temperature, K
Tr = rotational temperature, K
Tt = translational temperature, K
Tv = vibrational temperature, K
v = vibrational quantum number
δd = trajectory outcome
ε = statistical relative uncertainty
η = normalization factor
μ = reduced mass, kg
ξ = minimum speed factor
σd = dissociation cross section, Å
2
τ = initial phase of reactants
I. Introduction
D ISSOCIATION of air is an important process that is vital to thedesign of hypersonic vehicles. In high-speed reentry, the
thermochemical conditions behind the shocks created by the vehicle
can readily cause nitrogen and oxygen molecules to dissociate. The
interaction of the products with the vehicle, including recombination
on the surface, can affect thermal loads as well as the development of
the boundary layer [1–3]. In addition to understanding the physics of
such reactions, developing reliable chemical rate coefficient models
is necessary for performing high-fidelity computational fluid
dynamics (CFD) calculations that can aid the vehicle design process.
For this reason, much work has been done to model rotational and
vibrational nonequilibrium effects in high-temperature air flows
[4–26].
In general, it is known that the dissociation rate coefficients are a
strong function of the thermal nonequilibrium that exists at these
conditions.By this, it ismeant that the internalmodesof the constituent
molecules are not at equilibrium.To incorporate these effects, a reliable
description of thermal nonequilibrium is needed in the CFD approach.
Here, many models are available [4–11,17,21,23,27–32]. The most
comprehensive description will require the solution of a transport
equation for the population of molecules in each rovibrational state,
which is the equivalent of a spatially inhomogeneous master equation
[15,17,33–35]. At the same time, rates that describe the transitions
between the different rovibrational states, the state-specific rate
coefficients,will be required [12,17,22,33,36–39]. ForN2–O2 systems
under this description, an additionalO104 transport equationswould
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need to be solved alongside the CFD simulation (one for each
rovibrational state), making full-scale simulations intractable. In most
practical applications, a state-averaged approach is used
[7–9,16,23,29,30,40], which invokes a multitemperature description.
Here, each internal mode (i.e., vibrations, rotations, and translations)
are individually assumed to be at equilibrium, but at different
temperatures, leading to mode-specific temperatures denoted as
vibrational (Tv), rotational (Tr), and translational (Tt) temperatures. In
the CFD code, transport equations for these temperatures (or more
generally, the associated energies) are solved. Then, the dissociation
rate coefficients have to be parameterized using these temperatures.
The most common multitemperature model is due to Park [1,7,8]
(referred to henceforth as Park’s model), where the rate coefficients
are obtained by computing thermal equilibrium-based dissociation
rate coefficients at a modified effective temperature Te. Park [7,8]





model performs reasonably well at high temperatures
[7,8,29,30,40,41], and it has been compared to rate coefficients
derived from quasi-classical trajectory (QCT) simulations
[12,14,19,20,36,42]. However, the model neglects the possibility of
rotational nonequilibrium and implicitly assumes that Tr  Tt. At
lower temperatures, the approximation is reasonable because the
vibrational relaxation time scale is significantly longer than rotational
relaxation. At high temperatures, though, the rotational relaxation
time scale approaches that of vibrational relaxation [17,41,43], thus
indicating that Tr ≈ Tv. As such, the dissociation rate coefficient has
also been calculated under the assumption that Tr ≈ Tv [26,44]. At
moderate temperatures, where rotational relaxation is slowbut not the
same as vibrational relaxation, Tr should be treated independently, as
suggested by Park [41]. Consequently, there is a need to understand
the effect of rotational temperature on the dissociation rates.
With this background, the focus of this study is nitrogen
dissociation via the following reaction:
N2v1; J1  N2v2; J2 → N2v3; J3  N N (1)
For this purpose, the quasi-classical trajectory (QCT) analysis
method is used [45–47]. This approach has been used to study other
hypersonic-relevant reactions [12,19,22,33,36–38,42], including this
reaction [20,26,44]. For instance, regarding the title reaction, with the
same potential energy surface (PES) used in this work, Bender et al.
[20] calculated the dissociation rate coefficient as a function of T 
Tt  Tr and Tv at 25 unique temperature combinations. This work
extends the previous studies of the title reaction by treating the
rotational temperature independently. The rate coefficient is calculated
over a large range of temperature combinations, including low
temperatures near the dissociation threshold. To this end, a novel
selective sampling procedure is developed that significantly improves
the convergence of QCT-calculated rate coefficients, especially at low
temperatures. Finally, these results are used to formulate a simple
multitemperature rate coefficient expression.
The remainder of this work is organized as follows. Section II
describes the selective sampling procedure used in the QCT
simulation. First, the conventional Monte Carlo integration
formulation of the rate coefficient is presented, followed by the
necessarymodifications for selective sampling. Section III presents the
QCT-calculated dissociation rate coefficients of nitrogen obtained in
this work. These results consist of three studies. First, the thermal
equilibrium rate coefficient is compared to previous QCT studies to
verify the samplingmethod and to experimental data tovalidate the rate
coefficient calculations. Then, the three-temperature rate coefficient is
presentedwith a focus onhow independently choosingTrmodifies the
rate coefficient expression. Finally, a three-temperature rate coefficient
model, which might be implemented in CFD codes, is presented.
II. Selective Sampling Quasi-Classical
Trajectory Formulation
The dissociation rate coefficient is calculated from QCT analysis
using Monte Carlo (MC) integration with selective sampling. In
addressing this formulation, the following sections describe
1) calculation of the dissociation rate coefficient for a fixed
rovibrational state using conventional MC integration theory as
implemented in most QCT simulations; 2) modification of the
dissociation rate coefficient calculation introduced by selective
sampling; and 3) extension of the dissociation rate coefficient
calculation so that the rotational and vibrational states are also
sampled based on their PDFs.
A. Conventional Dissociation Rate Calculation
Each trajectory is initialized by the phase of the reactants τ, the
relative translational speed of the reactants g, and the impact
parameterb. Here, τ describes that initial orientation, vibration phase,
and rotation vector for both reactants, which are determined from
initial rovibrational quantum numbersn  v1; v2; J1; J2. Note that
the initial separation of the reactants was set so that the initial force
between the reactants was negligible (at least 15 Å for this PES [44]).
Because trajectories of the nuclei are treated classically, the outcome
of each trajectory is a delta function δdg;n; b; τ, which represents
whether or not the dissociation occurs. The mean probability of
dissociation Pdg;n; b is defined by integrating over the initial




δdg;n; b; τfττ dτ (2)
where fττdτ is the PDF, and the corresponding integral is over
the full domain. MC integration is used to approximate this integral
by tracking the outcomes of many sampled trajectories. Let
N denote the number of sampled trajectories for fixed (g, n, b)






where Nd is the number of trajectories resulting in dissociation. In
the limit whereN → ∞, the true dissociation probability is attained.
For N < ∞, there exists an inherent statistical uncertainty
associated with the observed mean. In this work, we define the
relative uncertainty ε as two standard deviations normalized by the
mean so that Pd1 ε corresponds to the 95% confidence interval
of the probability (assuming the sampled mean value is normally
distributed). In the figures that follow, we use this interval to denote
the uncertainty. Based on the definition of the standard deviation in

















where the approximation is valid under the assumption thatNd ≪ N.
Thus, for low-probability states, the uncertainty largely depends on
the number of dissociative trajectories observed. For example,
approximately 400 dissociative trajectories must be observed for a
relative uncertainty of 10% (i.e., ε  0.1).
The dissociation cross section is calculated by integrating the
phase-averaged dissociation probability Pd along the impact





2πbPdg;n; b db (5)
where Pdg;n; b  0 for all b > bmax. Like the average
dissociation probability, the cross section is approximated by MC





where nowN refers to trajectories wherein both τ and b are randomly
sampled according to their respective PDFs. The 95% confidence















































interval of the dissociation cross section is σd1 ε. That is, the
definition of the relative uncertainty of the cross section is equivalent
to the relative uncertainty of the probability. The difference is in how
trajectories are sampled; b is fixed when calculating the probability,
and b is randomly sampled when calculating the cross section.
Finally, the dissociation rate coefficient is defined by integrating
















where μ is the reduced mass of the reactants, and kB is the Boltzmann
constant. Similar to the dissociation cross section and probability,









where now N refers to trajectories wherein τ, b, and g are randomly
sampled according to their respective PDFs. As before, the 95%
confidence interval of the dissociation rate is kd1 ε, where ε is
defined in Eq. (4). Consider a few final remarks regarding Eq. (9).
First, kdn;Tt is extended to kdTt; Tr; Tv by sampling the
rotational and vibrational quantum numbers from their respective
PDFs. Second, because both the reactants are identical for the
reaction considered in this work, both “double-counting” and
“double-dissociation” events are accounted using the same approach
presented by Bender et al. [20]. That is, the double-dissociation rate
coefficient is calculated, multiplied by 2, and then added to the
calculated single-dissociation rate coefficient. Then, this combined
rate coefficient is divided by 2 to account for double-counting.
B. Selective Sampling the Relative Translational Speed
Selective sampling is now employed so that only trajectories with
sufficient energy to cause dissociation are sampled. Note that the
approximation of the cross section still follows the conventional
sampling technique employed in most QCT simulations because the
initial phase and the impact parameter do not directly determine a
probability of reaction per trajectory a priori. However, without
affecting the rate calculation, the lower bound of the integral in
Eq. (7) can be increased to a minimum relative speed necessary for
dissociation, denoted go. We enforce the condition that the first
reactant’s center of mass is stationary, and so the minimum initial









whereErv is total rovibrational energyof both reactants, andM2 is the
total mass of the second reactant. For high-lying rovibrational states
whereinEd − Ervn < 0, this indicates that the rovibrational energy
is sufficient for dissociation, and go is set to zero. In short,







To approximate this integral using Monte Carlo sampling, first
define a new variable g 0 such that
Cdg 0  gfgg;Tt dg (12)
where C is a function independent of relative speed that is to be
determined. After integrating this equation, two requirements are
imposed on g 0 to calculate C: 1) when g  gon, g 0  0; and






















both of which are functions of Tt and n. We define the minimum


















σdgg 0;n dg 0 (16)









where now N refers to trajectories wherein τ, b, and g are randomly
sampled according to their respective PDFs. For the speed, this
corresponds to sampling g 0 uniformly from 0 to 1 and solving
Eq. (14) iteratively. Note that selective sampling does not alter the
definition of the relative uncertainty as defined in Eq. (4).
C. Selectively Sampling the Rovibrational Quantum Numbers
To this point, the rate coefficient has been defined for a specific
initial rovibrational state. Now, it is assumed that the rotational and
vibrational states of the reactants are described by Boltzmann
distributions characterized by Tr and Tv, respectively. As with the
relative speed, the sampling procedure is modified so that one only
simulates trajectories in which the initial energy of the system has
sufficient energy to cause dissociation. To start, the state-specific
dissociation rate coefficient is averaged over the rovibrational states
so that




where the summation is over the full set of initial quantum states, and
frvn;Tr; Tv is the initial rovibrational state PDF of both reactants
and is defined in the Appendix. Now, substituting Eq. (16) into
Eq. (18) and rearranging, we obtain














σgg 0;n dg 0

(19)
Because the factor ξn;Tt is a function of the initial rovibrational
state, the sampling procedure must be modified. We define the
effective PDF of the initial rovibrational states:
f 0rvn;Tt; Tr; Tv 
frvn;Tr; Tvξn;Tt
Q 0rvTt; Tr; Tv
(20)















































where Q 0rv is the effective partition function given by




With this definition, Eq. (19) becomes














σgg 0;n dg 0 (22)
Noting that f 0rv is unit-normalized, n can be randomly sampled
from f 0rv to approximate the summation.With theMC approximation
of the integral, Eq. (22) is reduced to








where now N refers to trajectories wherein τ, b, g, and n are all
randomly sampled according to their corresponding PDFs. This is the
Monte Carlo approximation of the dissociation rate coefficient with
selective sampling. Similar to before, if go  0, then Q 0rv  1, and
Eq. (23) is equivalent to Eq. (9). The relative uncertainty is unaltered
from its original definition, and so the 95% confidence interval of the
rate coefficient is still kd1 ε, where ε is defined in Eq. (4).
It is useful to combine Q 0rv and N to understand how selective
sampling modifies Eq. (23) compared the conventional sampling
procedure. To this end, we define the effective number of trajectories
Neff by
NeffTt; Tr; Tv  N∕Q 0rvTt; Tr; Tv (24)
Now, Eq. (23) becomes








which is the equivalent to the definition of the rate coefficient defined
with conventional sampling [see Eq. (9)]. In summary, by selectively
sampling the relative speed, we are effectively increasing the number
of trajectories by 1∕Q 0rv compared to the actual number of simulated
trajectories. Consider then thatNeff defines the theoretical number of
conventionally sampled trajectories required tomatch the uncertainty
compared to selectively sampled trajectories.
III. Results
Using the selective sampling technique, the dissociation rate
coefficient of nitrogenwas calculated using an in-house QCT program
optimized for message passing interface (MPI)-based parallel
simulations on high-performance computing clusters. Details are
presented in [26,42]. The numerical ODE solver was the adaptive
Runge–Kutta Prince–Dormand method [49] as implemented in the
open-source GNU Scientific Library. This method is not symplectic,
but the error tolerancewas set sufficiently low so that the total energyof
the system did not drift significantly along a trajectory relative to the
uncertainty in the PES. The analytical PES used in this work was
developed by Bender et al. [50], which was an extension of the surface
developed byPaukkuet al. froma set of approximately17,000 ab initio
data points [51]. Themaximum impact parameter was set as 6 Å based
on previous studies using this PES [20,26]. To define the initial state,
first the rovibrational is sampled from f 0rv for a given Tt,Tr, andTv, as
defined in Eq. (20). Then, the lower bound of the relative speed is
determinedusingEq. (10), and the relative speedwas sampled from the
modified PDF as presented in Sec. II.B.
Before the QCT simulation, the reaction barrier of the PES was
calculated. To this end, trajectories were randomly simulated until a
dissociative trajectory was observed. Then, this reactive trajectory’s
path was adjusted using the nudged elastic band method until it
followed a minimum-energy path [52,53]. The reaction barrier (i.e.,
the dissociation energy Ed) was defined as the maximum energy of
this path. It was found that the reaction energy barrier was
approximately 230 kcal∕mol. This process was repeated several
times to ensure that the observedminimum energywas consistent. To
be conservative, Ed was set to 220 kcal∕mol.
In total, 729 (i.e., 93) unique rate coefficients were directly
calculated, with Tt, Tr, and Tv each sampled at 6000, 8000, 10,000,
13,000, 20,000, 30,000, 40,000, 50,000, and 60,000 K. Trajectories
were simulated on the Texas Advanced Computing Center computing
clusters on approximately 4000 cores over the course of 40 h.A total of
5.35 billion trajectories were directly simulated, which will be shown
to correspond to 53.9 billion effective trajectories as defined in
Eq. (24). The set of directly calculated rate coefficients was then
projected onto a dense grid of temperatures using the interpolation
scheme presented by Wang et al. [54] as implemented in [26,42]. The
temperature increment of the interpolated set was 1000 K, resulting in
166,375 (i.e., 553) total rate coefficients, which is dense enough to be
directly imported into CFD programs.
In the following discussion, 1) the effective trajectories from
selective sampling are discussed with regard to nitrogen dissociation;
2) the thermal equilibrium rate coefficient (i.e., Tt  Tr  Tv) is
compared to previousQCT studies and experimental data to verify and
validate the results; 3) the nonequilibrium rate coefficient is analyzed
with a focus on how independently choosing Tr modifies the rate
coefficient expression; and 4) a new three-temperature reaction rate
coefficient model is presented and compared to previous studies.
A. Effective Trajectories for Nitrogen Dissociation
The ratio Neff∕N is a measure of the computational benefit
achieved by selectively sampling trajectories at a specified
temperature. For the title reaction, Fig. 1 shows the ratio evaluated
a) Function of Tt = Tr = Tv b) Function of Tr and Tv for fixed Tt
Fig. 1 Ratio of effective number of trajectories compared to sampled trajectories at different temperatures.















































at the sampled temperatures, including the ratio when Tt  Tr  Tv
and the ratio as a function of Tr and Tv for fixed Tt.
At and below 8000 K, the effective number of trajectories
simulated is at least an order of magnitude greater than the actual
number of trajectories simulated. Thus, for a fixed uncertainty at
6000 K, nearly 100 times more trajectories would be needed when
using conventional sampling as opposed to the new selective
sampling procedure. At higher temperatures, the ratio approaches
unity, though it is still significant below 30,000 K. For instance, even
for 20,000 K, the ratio represents a 27% increase in the effective
number of simulated trajectories, a substantial improvement.
Figure 1b shows a wide range of effective trajectory ratios, and the
general trends are the same as the set of ratio at thermal equilibrium.
As eitherTt,Tv, orTr increases, the ratio is diminished. Interestingly,
the ratio is approximately symmetric along the Tr  Tv diagonal. In
short, changes in either temperature make similar modifications to
the minimum initial speed gon as averaged along the rovibrational
PDF, as shown in Eq. (21).
Two observations from this figure are important to discuss. First,
note that the inverse of the ratio corresponds to the fraction of
conventionally sampled trajectories that have sufficient total energy
to dissociate. Thus, at 6000 K, only 1.1% of the conventionally
sampled trajectoriesmay result in dissociation,whereas for 20,000K,
78.6%may result in dissociation. At low temperatures, the necessary
energy for dissociation is in the tails of the initial energy distributions,
and so the conventional sampling strategy is highly inefficient.
Uniform sampling over awide domain of energieswill ensure that the
tails are sufficiently sampled, but doing so will also increase the
uncertainty of the dissociation rate [42]. Second, for rate coefficients
calculated using conventional sampling, the minimum observable
dissociation probability corresponds to the inverse of the number of
trajectories simulated (i.e., 1∕N). However, using the selective
sampling technique, the minimum probability is the inverse of the
effective number of trajectories (i.e., 1∕Neff). Thus, for 10 million
selectively sampled trajectories at 6000K, theminimum resolution of
the dissociation probability is reduced from 10−7 to approximately
10−9. This improvement in accuracy is critical in determining the
reaction rate coefficient at low temperatures.
B. Verification and Validation of Selective Sampling Technique
The selective sampling technique was verified by comparing the
thermal equilibrium dissociation rate coefficient keqd T to those
calculated by Bender et al. [20], which were calculated using the
same PES. Below 13,000 K, the rate coefficients were also compared
to experimental data as a means of validation [55,56]. Here, the
temperature range of the QCT results ranged from 6000 to 60,000 K.
Table 1 summarizes the results.
A total of 236 million trajectories were directly simulated at these
temperatures, which corresponded to 13.1 billion effective
trajectories. Note that approximately 93% of the effective trajectories
are for the rate coefficient at 6000 K. The relative uncertainty ranged
from0.1 to 11%of the calculated values. Note that selective sampling
does not imply a constant convergence. For instance, at 20,000 and
30,000 K, the relative uncertainty is approximately the same, but at
20,000K, approximately 4.2millionmore trajectories were required.
Figure 2 shows the presently calculated results compared to with
previous studies (plotted over their corresponding valid domains).
The present results closely match the rate coefficients presented by
Bender et al. [20], which were calculated between 8000 and
30,000 K. All of the rate coefficients are within the uncertainty
bounds. In summary, we feel that this is a strong verification of the
selective sampling method.
As validation of both the PES and the QCT method, we compare
our calculated rate coefficients along the full range of experimentally
derived rate coefficient expressions by Hanson and Baganoff [55]
and Kewley and Hornung [56]. The present results were used to
generate a standardArrhenius rate expression using a nonlinear least-
squares fitting method. The resulting expression is given by







cm3∕mol ⋅ s (26)
where thevariance in leading coefficientwas determined based on the
upper and lower bounds of the calculated rate coefficient [i.e.,
kd1 ε], as shown in Fig. 2. Compared to the experimentally
derived values, the QCT-calculated results have a stronger
dependence on temperature. At 6000 K, the present results slightly
underpredict the rate coefficient; from 8000 to 10,000 K, there is
good agreement with the experimental data; and above 10,000 K, the
rate coefficient is significantly overpredicted. For instance, at
13,000 K, the QCT-calculated rate coefficient is approximately 3.7
times greater than the experimental value presented by Kewley and
Hornung [56]. From 8000 to 10,000 K, there is good agreement with
the experimental data.
There are several possible reasons for the discrepancy between the
experimental and calculated rate coefficients, and more studies are
necessary to resolve this question.We examine three possible sources
of error. First, consider the classical assumption of the QCT method.
At low temperatures (less than 1000 K) and for light molecules (e.g.,
H2), the classical assumption is known to neglect important tunneling
effects. However, for theN2 dissociation at the conditions of interest,
the temperatures are high and the reactants heavy, and so the classical
assumption is likely valid, and we do not believe that this is a
significant source of error. Second, the PES may not be accurate
enough, even though it represents the state of the art and was
developed for QCT simulations in this temperature range [20,51].
The PES has been modified once before to improve long-range
interactions [20], and other improvements may also help improve
agreement with experiments. Finally, the rate coefficients derived
from shock-tube experiments are based on the assumption of
complete thermal equilibration during the induction period, before
the beginning of dissociation. This is unlikely to be true especially at
very high temperatures where high-lying (and more readily
dissociated) vibrational states are likely to be underpopulated during
Table 1 Thermal equilibrium dissociation rate coefficient using
selective sampling
T, K Nd N Neff k
eq
d , cm
3∕mol ⋅ s ε
6,000 345 1.320 × 108 1.218 × 1010 2.905 × 107 1.077 × 10−1
8,000 1,600 4.982 × 107 7.136 × 108 2.655 × 109 5.000 × 10−2
10,000 3,946 2.208 × 107 1.163 × 108 4.494 × 1010 3.183 × 10−2
13,000 19,672 2.207 × 107 5.300 × 107 5.604 × 1011 1.426 × 10−2
20,000 40,404 5.960 × 106 7.582 × 106 9.979 × 1012 9.923 × 10−3
30,000 40,918 1.738 × 106 1.839 × 106 5.103 × 1013 9.777 × 10−3
40,000 41,224 9.700 × 105 9.887 × 105 1.104 × 1014 9.643 × 10−3
50,000 41,978 7.240 × 105 7.301 × 105 1.702 × 1014 9.477 × 10−3
60,000 43,101 6.020 × 105 6.047 × 105 2.312 × 1014 9.284 × 10−3
Fig. 2 Thermal equilibrium dissociation rate coefficient using selective
sampling.















































much of the experimental measurement.Master equation simulations
have shown that the vibrational population distribution evolves to a
steady-state nonequilibrium distribution after shock heating. For
example, Gonzales and Varghese [57] show that, for N2 dilute in Ar
shock heated to 10,000 K, the steady-state dissociation rate is about
10% of the thermal equilibrium rate. A Boltzmann distribution of
vibrational states at the final temperature is only attained via
recombination of atoms into the highest-lying vibrational states [58].
The thermal equilibrium rates computed here are obtained by
imposing equilibrium rovibrational distributions when computing
weighted sums of the state-specific rates. State-specific master
equation simulations of the shock tube measurements are needed to
determine what rates would be observed in the experiments.
The convergence of the rate coefficient was also analyzed by
calculating ε at “checkpoints” throughout the full QCT simulation.
Figure 3a show ε versus the number of simulated trajectories at 6000,
13,000, and 30,000 K.
The convergence rate (i.e., the slope of the curves) is ON1∕2,
which is expected for Monte Carlo integration. Figure 3b shows the
same curves nowplotted as a function of the effective trajectories; this
serves as an indication of the expected convergence if conventional
sampling were used. In comparing the two figures, we conclude that
selective sampling does not improve the convergence rate of ε, but
instead it shifts the curves so that fewer trajectories are necessary. At
high temperatures, this shift is marginal, but at low temperatures, the
shift shows that selective sampling offers a significant advantage.
In summary, the selective sampling technique was verified and
validated using previous studies. It was also observed that the
required number of simulated trajectories for a given relative
tolerancewas significantly decreased, especially at low temperatures.
C. Nonequilibrium Dissociation Rate
With selective sampling verified and validated for thermal
equilibrium, the nonequilibrium rate coefficient was calculated as a
function of independently defined Tt, Tr, and Tv. The directly
calculated rate coefficientswere then interpolated to calculate the rate
coefficient at 1000 K intervals using the scheme presented by Wang
et al. [54], as implemented in [26,42]. Similar to the rate coefficients
calculated at thermal equilibrium, the nonequilibrium results were
compared to those presented by Bender et al. [20] (calculated
assuming Tr  Tt between 8000 and 30,000 K), as shown in Fig. 4.
The circle symbols at 30,000 K denote rate coefficients wherein the
coefficients are not within the uncertainty bounds of one another. This
occurs at three temperature combinations, each of which are
characterized by high T and low Tv. Overall, though, both sets of data
match closely, and all of the presently calculated results are within
approximately5%of the rate coefficients presentedbyBender et al. [20].
To visualize the three-temperature nonequilibrium rate coefficient,
it is convenient to examine the rate in two dimensions along slices.
Here, Tr is set as Tt, Tt  Tv∕2, and Tv, and the rate coefficient is
plotted as a function of Tt and Tv, as shown in Fig. 5.
The different ways of defining Tr relative to Tt and Tv show the
subtle influence that rotational temperature has on the dissociation
rate of nitrogen. For Tr  Tt in Fig. 5a, the rate coefficient is
approximately symmetric along the diagonal for low Tt and Tv,
which implies that both Tt and Tv equally influence the rate
coefficient. However, this symmetry is lost as Tt and Tv increase,
with changes in Tt now having a more significant impact on the rate
coefficient than Tv. This is because as Tt increases, so too does Tr,
which impacts the rate coefficient more significantly than just
increasing Tv.
Similar observations can be made in Figs. 5b and 5c. For Tr  Tv
(Fig. 5c), symmetry is observed at high Tt and Tv, but the rate
coefficient is skewed for lowTt andTv. Here, changes inTv will have
a more significant impact on the rate coefficient compared to Tt,
which is the opposite effect observed in Fig. 5a. The trends from
Figs. 5a and 5c are both present when Tr is averaged between Tt and
Tv, as shown in Fig. 5b. Here, the rate coefficient is only symmetric
along the diagonal for moderate Tt and Tv. Overall, these
observations are similar to those presented in previous work by
Voelkel et al. [26] and Bender et al. [20,44]. However, the
dependence of the rate coefficient on Tr independent of Tt and Tv is
unique to thiswork and necessary in deriving a three-temperature rate
coefficient model (see Sec. III.D for more details).
The present results are compared to Park’s two-temperature model




shown in Fig. 6 (kPd is used to denote Park’s model).
Park’s model is symmetric along the diagonal for all temperatures.
This contrasts the QCT-calculated rate coefficients, which become
skewed at high temperatures (see Fig. 5a). Furthermore, the nature of
the curvature at low temperatures is dissimilar to the QCT-calculated
rate coefficient. These differences are observed in Fig. 6b, which
shows the relative difference between Park’s model and the QCT
results on a log scale. The figure shows that Park’smodel is only valid
at high temperatures and when Tv is close to Tt. It was observed that,
a) Versus simulated trajectories b) Versus effective trajectories
Fig. 3 Convergence of the relative uncertainty of the dissociation rate coefficient.
Fig. 4 Thermal nonequilibrium dissociation rate coefficients compared
with Bender et al. [20].















































when Tt > 20;000 K and 0.7 ≤ Tv∕Tt ≤ 1.5, Park’s model was
within approximately 10% of the QCT results (i.e, log10jkPd∕kd −
1j ≤ 0.1 in Fig. 6b). In summary, Park’s model is only applicable in
this subdomain, and the model does not accurately predict the shift in
the rate coefficient’s sensitivity toward Tt.
The relative uncertainty of the directly calculated rate coefficients
is visualized similarly and shown in Fig. 7. Note that this figure only
shows the uncertainty of the rate coefficients directly calculated in the
QCT simulation and that other temperature combinations showed
similar results.
At moderate and high temperatures, the relative uncertainty is
approximately 1%. This was the desired tolerance of the QCT
simulation, and so trajectories were no longer simulated once the
tolerance was achieved. At low temperatures, the uncertainty is
higher, reaching a maximum value of approximately 18%
uncertainty. Rate coefficients for low Tv resulted in a higher
uncertainties compared to low Tt. This is due to the fact that higher
relative speeds are sampled to account for the low rovibrational
energy, which gives the reactants less time to interact. That said, the
number of simulated trajectories per temperature combination varied
considerably depending on the frequency at which dissociation
trajectories were observed. Figure 8 shows the number of trajectories
simulated and the corresponding effective number of trajectories
along the slice where Tr  Tt  Tv∕2.
For high temperatures, only approximately 1 million trajectories
were required to obtain the 1% relative uncertainty limit (see Fig. 7
for reference). At the low temperatures, approximately 130 million
trajectories were simulated per temperature combination. Referenc-
a) Tr = Tt
c) Tr = Tv
b) Tr = (Tt + Tv) / 2
Fig. 5 Nonequilibrium dissociation rate coefficient (units of kd are cubic centimeters per mole per second).
a) Park’s model b) Relative difference compared to QCT results
Fig. 6 Nonequilibrium rate coefficient via Park’s model and the relative difference compared to QCT-calculated rate coefficients (units of kd are cubic
centimeters per mole per second).















































ing Fig. 8a, this corresponds to a tremendous number of effective
trajectories. For example,Neff ≈ 12 billionwhenTt  Tv  6000 K
(more than double the number of total simulated trajectories in this
work). This clearly demonstrates the advantage of selective sampling
compared to the conventional method for accurately calculating the
dissociation rate coefficients at lower temperatures.
D. Three-Temperature Rate Coefficient Model
The QCT-calculated dissociation rate coefficients were projected
onto a functional form dependent on Tt, Tr, and Tv. This model is
derived from the following observation: given a nonequilibrium rate
coefficient at a given Tt, Tr, and Tv, there exists a unique effective
temperature Te such that
kdTt; Tr; Tv  keqd Te (27)
However, the determination of Te is nontrivial. Here, it is defined
similar to the form originally proposed by Park [7]:
Te  Tc1t Tc2r Tc3v (28)
where c1  c2  c3  1 is enforced. The accuracy of the model was
quantified using the rms of the relative error of the fit, i.e.,
 k
eq





From the set of calculated dissociation rate coefficients, the
coefficients c1, c2, and c3 were calculated for each model using
nonlinear least squares. Three fits were determined over differing
temperature ranges: 6000 to 60,000 K, 13,000 to 40,000 K, and
30,000 to 60,000 K. The coefficients and the corresponding error of
the fit are shown in Table 2.
The rms error associated with the full domain of temperatures
suggests that this fit is a poor representation of the dissociation rate.
That is, the “effective temperature” model defined by Eq. (28) does
not accurately represent the nonequilibrium rate coefficient over such
a wide temperature range. The rapid dropoff of the dissociation rate
coefficient at low temperatures contributes significantly to the error.
The fit over the subset of temperatures between 13,000 and
40,000 K shows more promising results, and the rms error is within
14% of the original data. This subset of temperatures was determined
to represent the range where the three-temperature model is critical.
At lower temperatures, rotational relaxation is fast relative to
vibrational relaxation (i.e., Tr ≈ Tt), and at higher temperatures,
rotational and vibrational relaxation rate coefficients are
approximately the same (i.e., Tr ≈ Tv) [17,41,43]. In examining
the coefficients of the fit, c3 is the largest value, which indicates that
Te variesmorewithTv compared toTr andTt. In otherwords, the rate
coefficient is most sensitive to the vibrational temperature. The fit is
compared to the directly calculated rate coefficients along slices, as
shown in Fig. 9. Note that the error bars for the directly calculated rate
coefficients were small compared to the error of the fits.
Depending on howTv andTr are defined, the fit is appears more or
less accurate though global patterns are not obvious. For instance, at
Tv  13;000 K, the QCT calculated rate coefficient is more
nonlinear compared to higher Tv, but this behavior is not observed by
themodel. ForTr  Tt in Fig. 9a, Park’smodel is also plotted, which
closely matches the new model. Consider that Park’s model defines
Te  T0.5t T0.5v [7], and the new model suggests Te  T0.536t T0.464v .
The two models are similar, though the new model suggests that the
rate coefficient is slightlymore sensitive toTt. ForTr  Tv, the slices
in Fig. 9b suggest that the data is well represented by the fit. Overall,
we conclude that this model performs reasonably well over this wide
temperature range.
Finally, we consider the subset of high temperatures ranging from
30,000 to 60,000K (see Table 2). At these high temperatures, the rate
coefficient is approximately log-linear with the inverse of the
temperature, which results in a very accurate fit as suggested by the
rms error, which less than 3%.Here, the coefficients now suggest that
Tt is the dominant mode in determining the effective temperature. As
before, slices comparing the model and directly calculated rate
coefficients are plotted in Fig. 10.
For Tr  Tt in Fig. 10a, the new model closely matches the data,
but Park’s model does not. Using the data from Table 2, when
Tr  Tt, the coefficients result in Te  T0.646t T0.354v , which is a
significant departure from Park’s model (i.e., Te  T0.5t T0.5v ).
However, for high temperatures, it is more likely that Tr ≈ Tv
Fig. 7 Relative uncertainty of the nonequilibrium reaction rate
coefficient for Tr  Tt  Tv∕2.
a) Simulated trajectories b) Effective trajectories
Fig. 8 Simulated and effective trajectories for Tr  T Tv∕2.
Table 2 Coefficients for effective temperature model over
varied temperature ranges
Temperature range, K c1 c2 c3 RMS of error, %
6000–60,000 0.3438 0.2639 0.3923 35.3
13,000–40,000 0.3106 0.2256 0.4638 14.3
30,000–60,000 0.4702 0.1758 0.3540 2.19















































because rotational and vibrational relaxation time scales are
approximately the same. The three-temperature model predicts the
rate coefficient under this condition aswell, as shown in Fig. 10b. The
model overpredicts the rate coefficient when Tv is low and Tt is high
(or viceversa), but these differences are small relative to the rate itself.
Overall, between 30,000 and 60,000 K, the effective temperature
model is highly accurate, and it can be confidently used in CFD
applications for any Tt–Tr–Tv combination.
IV. Conclusions
The dissociation rate of nitrogen was calculated as a function of
Tt, Tr, and Tv via quasi-classical trajectory (QCT) analysis. A total
of 729 (i.e., 93) rate coefficients were directly calculated for
temperatures ranging from 6000 to 60,000 K. Previously, calculating
this set of rate coefficients using conventional Monte Carlo sampling
would have incurred a very large computational burden due to the
number of trajectories required to accurately determine the rate
coefficient at low temperatures. A novel selective sampling procedure
was presented, which only samples trajectories with sufficient energy to
cause dissociation. This procedure reduced computational expense
considerably, and the uncertainty of the calculated rate coefficients was
significantly reduced at low temperatures compared to the conventional
sampling method for a fixed number of simulated trajectories.
The selective sampling method was verified by comparing the
nonequilibrium rate coefficient with previous QCT calculations by
Bender et al. [20], where Tr was assumed to be equal to Tt. The
comparisons show at most a 5% difference between the two sets of
data, thus verifying the selective sampling procedure. Also, the
thermal equilibrium rate coefficient was validated against
experimental data from 6000 to 12,000 K. Below 10,000 K, the
QCT-calculated rate coefficients arewithin the uncertainty bounds of
the experimental data, but at higher temperatures, the calculated rate
coefficient overpredicts dissociation. However, because of the
relatively largevariance of the experimental data, the authors feel that
this sufficiently validates the rate coeffcieint calculations.
From the full set of nonequilibrium rate coefficients, the relative
effect of shifting Tr between Tt and Tv was analyzed. The
dissociation rate where Tr  Tt and Tr  Tv showed expected
results based on previous QCT and experimental nonequilibrium
studies. However, this marks the first QCT study of this reaction
wherein Tr is treated as an independent variable. By doing so, this
could be applied in a computational fluid dynamics (CFD) simulation
under several conditions. First, a new transport equation could be
added to the governing equations similar to vibrational energy
transport. This is a more rigorous model than the conventional two-
temperature models that assumes Tr  Tt. As a second
implementation, the conventional two-temperature model could be
extended so that the Tr is approximated based on the local values of
Tt and Tv. For instance, at low temperatures, Tr is approximately Tt;
at high temperatures, Tr is approximately Tv; and in between, the
rotational temperature could be some combination of Tt and Tv.
Finally, the set of calculated rate coefficients was used to extend
Park’s two-temperature model to a three-temperature model. The
coefficients of this model were fit using a nonlinear least-squares
method over three different temperature domains. When fit over the
full domain of temperatures, the models performed poorly relative to
the directly calculated rate coefficients. To improve the quality of the
model, the temperature domain was restricted to a region where
modeling Tr is critical (i.e., 13,000 to 40,000 K). In this region, the
model performed well and the rms error of the fit was within 20% of
the directly calculated rate coefficients. Finally, the model was refit
for high temperatures ranging between 30,000 and 60,000 K, which
closely matched the original data. However, at these higher
temperatures, it is likely that Tr  Tv, and so a three-temperature
model is unnecessary.
With regard to applying these results in CFD applications, using
either the moderate-temperature model (13,000 to 40,000 K) or the
high-temperature model (30,000 to 60,000 K) is suggested,
depending on the application, but not both simultaneously. Instead, if
the application experiences temperatures below 13,000 K or a wide
range of temperatures ranging from 6000 to 60,000 K, interpolating
a) Tr = Tt b) Tr = Tv
Fig. 9 Modeled dissociation rate coefficient along slices for fixed Tv for temperatures ranging from 13,000 to 40,000 K.
a) Tr = Tt b) Tr = Tv
Fig. 10 Modeled dissociation rate coefficient along slices for fixed Tv for temperatures ranging from 30,000 to 60,000 K.















































the rate coefficient on the fly during the CFD simulation is
suggested. To this end, the full set of rate coefficients (including the
directly calculated and interpolated rate coefficients) have been
published as a supplementary data file matching the form of Table 1
alongside this paper for reference and direct substitution into CFD
applications.
Appendix: Rovibrational State Probability Distributions





frv;ivi; Ji;Tr; Tv (A1)
where frv;iv1; J1;Tr; Tv denotes the rovibrational PDF of the ith
reactant. The rovibrational PDF of each reactant is well definedwhen





where Erv is the quantized rovibrational energy, gs is the spin
degeneracy, and Qrv denotes the partition function. Now, decoupling
Tr and Tv is not a well-defined procedure. Here, the derivation
presented by Bender et al. [50], which is described as a vibration-
prioritized framework,was used, and the rovibrational PDF is given by




where fv;i is the vibrational PDF, fr;i is the rotational PDF conditioned
basedon thevibrational state, and η is a normalization factor. Then,fv;i












Bender et al. [50] have shown that the normalization factor varies
between 0.95 and 1.10 for a large range of Tv and Tr. Using the
decoupled vibrational and rotational PDFs of each reactant, the
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