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Abstract
In 1996, Edward Lorenz introduced a system of ordinary differential equations that
describes a single scalar quantity as it evolves on a circular array of sites, undergoing
forcing, dissipation, and rotation invariant advection. Lorenz constructed the system
as a test problem for numerical weather prediction. Since then, the system has also
found widespread use as a test case in data assimilation. Mathematically, it belongs to
a class of systems with a single bifurcation parameter (rescaled forcing) that undergoes
multiple bifurcations and exhibits chaotic behavior for large forcing. In this paper,
the main characteristics of the advection term in the model are identified and used to
describe and classify a number of possible generalizations of the system. A graphical
method to study the bifurcation behavior of constant solutions is introduced, and it
is shown how to use the rotation invariance to compute normal forms of the system
analytically. In addition, visualization approaches to depict the global bifurcation be-
havior are proposed. Problems with site-dependent forcing, dissipation, or advection
are considered and basic existence and stability results are proved for these extensions.
For some advection-only systems, explicit solutions are found. It is demonstrated how
to use such versions to assess numerical schemes for the Lorenz ’96 system.
1 Introduction
The Lorenz ’96 (L96) system was introduced by Edward Lorenz in 1996 [6] as a toy model
for studying predictability, especially in weather and atmospheric systems. It is most often
used as a test case for new data assimilation and ensemble forecasting techniques [8], but
has also been used to study some general aspects of chaos, turbulence, and linear response
theory [9, 2]. For these applications, the system has been considered mostly far into the
chaotic regime in order to replicate properties of turbulent flow. However, there is a rich
bifurcation structure as the system approaches chaos. Until recent years, there was little in
the literature related directly to the mathematics of the model itself [3]. As recognized by
Lorenz and subsequent researchers, the L96 system lends itself to a number of modifications
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[7, 14, 2]. The main purpose of this paper is to introduce and study some new modifications
motivated by fundamental properties of the system. This will lead to broad classes of L96-like
systems for which we present some analytical and numerical tools.
1.1 The L96 System
The model is a system of coupled ordinary differential equations, which describes the transfer
of some scalar atmospheric quantity. It includes three characteristic processes of atmospheric
systems: advection, dissipation, and external forcing. The model is defined as follows.
Consider a circular array of N sites that are labeled i = 0, 1, 2, . . . , N −1. The labels i ≤ −1
and i ≥ N are extended periodically, identifying site 0 with site N , site −1 with site N − 1,
and so on. Associated with each site at time t is a quantity Xi(t). These quantities are
governed by the system of differential equations
d
dt
Xi(t) = αXi−1(Xi+1 −Xi−2)− βXi + γ (1)
where α, β, γ are fixed positive constants. In the standard interpretation of the system, the
sites are imagined to be equally spaced points circling the globe latitudinally. The quantity in
question is added to each site at the rate γ per time unit, via the forcing term. During short
time intervals of length ∆t, an approximate fraction β∆t of the quantity present at a given
site is destroyed or dissipated, via the dissipation term, and an amount that is proportional
to Xi+1(t)Xi−1(t)∆t enters site i and an amount proportional to Xi−2(t)Xi−1(t)∆t leaves site
i, with common proportionality factor α, via the advection term.
The effective number of parameters may be reduced by rescaling in the following way.
Let
xi(t) = λXi(t), s = σt . (2)
Then by choosing σ = β, λ = α
β
and setting F = αγ
β2
we arrive at the system of equations
d
ds
xi(s) = xi−1(s)(xi+1(s)− xi−2(s))− xi(s) + F . (3)
This is the original system considered in [6]. Writing x = (x0, x1, . . . , xN−1), considered as
a column vector, and e = (1, 1, . . . , 1), the system may be written as
x˙ = GL(x)− x+ Fe (4)
where the dot denotes differentiation with respect to s and the mapping GL : RN → RN is
defined by
GL(x)i = xi−1(xi+1 − xi−2) . (5)
It is easy to see that constant functions x(t) = Fe always solve Eq. (4), and it is known
that these solutions are stable for −1
2
< F < 8
9
. As F increases, solutions with spatial and
temporal periodicity appear. This is illustrated in Fig. 1. The left top figure shows the
solution for N = 36 at t = 500, starting from random initial data and resulting in a vaguely
periodic spatial pattern. The lower figure on the left of t 7→ x1(t) shows that the solution
2
is in fact periodic in time with period near 4. The right panel is a Hovmoeller plot of the
solution for 500 ≤ t ≤ 510, where sites are plotted horizontally, time increases in the vertical
direction, and the solution value at each site and time is shown according to the color key
on the far right. The plot shows that spatial and temporal periodicity come from regularly
spaced waves that move to the left (“westward”) at a speed of about 1.2 sites per time unit.
Figure 1: Site plot at t = 500 and time plot of x1 for F = 2, N = 36 (left) and Hovmoeller
plot for 500 ≤ t ≤ 510 (right).
As F increases further, these waves eventually break up and the behavior at any given
site remains irregular even after a very long time. This is illustrated in Fig. 2. The left top
figure again shows the solution for N = 36 at t = 500, starting from random initial data.
The lower figure on the left shows the solution x1(t) for 500 ≤ t ≤ 510. The Hovmoeller plot
on the right for 500 ≤ t ≤ 510 shows that there are still short lived spatially coherent wave
patterns that move to the left at a speed near 3 sites per time unit.
Figure 2: Site plot at t = 500 and time plot of x1 for F = 8, N = 36 (left) and Hovmoeller
plot for 500 ≤ t ≤ 510 (right).
1.2 Overview of the Paper
In this paper, we generalize the L96 system in two ways, first by considering new advection
terms, then by allowing for site-dependent parameters. We provide some broadly applicable
tools to study the bifurcations and limit cycles of such systems. Some specific systems,
including the original L96 system, are considered in more detail.
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The paper is organized as follows. In Section 2, we discuss general classes of quadratic
advection terms that share important properties with the term GL defined in Eq. (5). We
characterize all such terms and compute their linearizations about constant solutions for later
use. In Section 3, we show how to describe bifurcations from such constant solutions. For
the original L96 system, we seek to identify attractors for increasing F , using computational
explorations and suitable visualizations of the outcomes. A set of possible visualizations
is plotted in Fig. 5. Section 4 discusses multiple stable limit cycles of periodic solutions.
Following the approach in [12], we show how this can be explained by embedding the system
in a suitable two parameter family of systems. As our main contribution, we demonstrate how
all normal form coefficients of the system for any number of sites may be computed exactly,
which reveals the presence of a Neimark-Sacker (NS) bifurcation. In Section 5, we turn to
systems with site-dependent advection, dissipation, and forcing. We give general existence
proofs for static and dynamic problems, show that for a large class of such problems the
constant solution is always globally asymptotically stable for small forcing, and give some
numerical results for the cases of site-dependent advection and dissipation. Section 6 is
devoted to the special case of problems that have only advection, but no dissipation or
forcing. Such systems are of interest because they have more conserved quantities than the
full L96 system. For a system with symmetrized advection we find closed form solutions for
N = 4 and N = 6. In Section 7 we give conclusions and list some open questions. Appendix
A describes how the L96 system behaves in Fourier space. In Appendix B we compare the
behavior of mid accuracy ODE solvers (e.g. Runge-Kutta) to that of high accuracy solvers
with step size control by examining the computed energy of solutions of systems that have
only advection.
2 Advection Terms
In this section we identify and examine some properties of the advection term GL defined in
Eq. (5). We also identify other advection terms that share these properties. These properties
are described in (i)-(iv) below.
(i) The mapping GL is quadratic. A mapping G has this property if it may be written as
G(x) = 1
2
B(x,x) (6)
where B : RN ×RN → RN is symmetric and bilinear. The bilinear map B may be recovered
from G by the formula
B(x,y) = G(x+ y)−G(x− y) .
Specifically, in the L96 case the bilinear map is given by
BL(x,y)j = xj−1(yj+1 − yj−2) + yj−1(xj+1 − xj−2) . (7)
Consequently, the Taylor expansion of a quadratic mapping G about any x0 ∈ RN has the
form
G(x0 + y) = G(x0) + A[x0]y +G(y) (8)
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where now A is a linear map from RN to the set of linear self-maps of RN , defined by
A[x] = B(x, ·) . (9)
(ii) Further, the mapping GL is energy-preserving. A mapping G has this property if for
all x
xTG(x) = 0 . (10)
This follows for GL by a direct calculation. We define the energy as E = xTx.
(iii) In addition, the mapping GL is equivariant with respect to the group of coordinate
rotations acting on RN . This group is generated by the rotation ρ : RN → RN , i.e.
ρ(x) = (x1, x2, . . . , xN−1, x0) . (11)
A mapping G from a suitable domain to itself is said to be equivariant with respect to a
group G of transformations of its domain if for all group elements g ∈ G and all x in the
domain
G(g(x)) = g (G(x)) . (12)
We call the mapping GL 〈ρ〉-equivariant.
An equivariant mapping is defined by its behavior on a single element of each orbit of
the group. Here, such a mapping may be described by its behavior at a single component.
In particular, if G is quadratic and 〈ρ〉-equivariant, then we may write
G(x)0 =
∑
i,j
Qijxixj = x
TQx (13)
where Q is a real symmetric matrix. (From now on, we use equivariant to mean 〈ρ〉-
equivariant.) Identifying ρ with its matrix representation, the equivariance of G gives
G(x)m = (ρ
mx)TQρmx = xT(ρT)mQρmx. (14)
When applied on the left of any matrix M , ρ, resp. ρT, shifts the rows of M up, resp. down,
by one row, circulantly. When applied on the right, it shifts the columns of M right, resp.
left, by one column, circulantly. Therefore (ρT)mQρm is Q shifted down and to the right,
circulantly, by m. Since Q is symmetric, (ρT)mQρm is also symmetric.
If G is equivariant and energy-preserving, then it must vanish on all constant input
vectors λe, since then G(λe) must also be a multiple of e and eTG(λe) = 0. Additionally, its
linearization at a constant input vector λe is also equivariant, meaning it may be described
by a circulant matrix.
(iv) Finally, each component of GL depends only on a few neighboring components of x. We
say that the mapping G is k-localized if for each i, G(x)i depends only on xi−k, . . . , xi+k,
where indices are taken modulo N . For example, GL is 2-localized. An equivariant quadratic
mapping G may be described by its behavior at the 0-th component via Eq. (13). If the
mapping is k-localized, then shiftingQ by k columns to the right and k rows down, circulantly,
results in a matrix that is zero outside its top left 2k + 1× 2k + 1 block.
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For later use, we define the coordinate reflection map
τ(x) = (xN−1, xN−2, . . . , x1, x0). (15)
Then if a mapping G is quadratic, energy-preserving, equivariant, or k-localized, then so is
the mapping G˜, defined by G˜(x) = τ ◦ G(τ(x)). When G is replaced with G˜, the direction
of the advection term is simply reversed everywhere.
2.1 Classification of Maps
We now give a complete classification of all quadratic, energy-preserving, equivariant, 3-
localized mappings G.
Consider first the set of all quadratic equivariant maps G, which forms a vector space of
dimension N(N+1)
2
, as Eq. (13) shows. If G is also energy-preserving, then
0 =
∑
k
xkx
T(ρT)kQρkx
=
∑
i,j,k
xkxi
[
(ρT)kQρk
]
ij
xj
=
∑
i,j,k
Q(i−k)(j−k)xixjxk
where i, j, k run from 0 to N − 1 and indices are taken modulo N . Since Q is symmetric,
this condition is equivalent to
Q(i−k)(j−k) +Q(i−j)(k−j) +Q(j−i)(k−i) = 0 ∀ i, j, k ∈ {0, . . . , N − 1}. (16)
Taking k = 0 corresponds to G(x)0; that is, Qij is the coefficient of xixj, giving
Qij +Q(i−j)(−j) +Q(j−i)(−i) = 0. (17)
Next consider quadratic equivariant maps G that are also k-localized. For k = 1, this
is a 6-dimensional space, for k = 2 it is a 15-dimensional space, and for k = 3 it is a 28-
dimensional space. If now G is also energy-preserving, then (17) restricts the set of possible
mappings further. The following result allows one to list all such maps for k ≤ 3. Clearly,
any equivariant, quadratic, energy-preserving map must have at least two quadratic terms
in each component. The mappings that are listed below are among the simplest possible in
that they each use exactly two terms.
Theorem 1. Consider the set of all quadratic, energy-preserving, equivariant, k-localized
maps G : RN → RN .
a) If k = 1 and N ≥ 4, this is a two-dimensional space, G1. A basis is given by G1, G˜1,
defined by
G1(x)0 = x
2
1 − x0x−1, G˜1 = τ ◦G1 ◦ τ, G˜1(x)0 = x2−1 − x0x1. (18)
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b) If k = 2 and N ≥ 6, this is a six-dimensional space, G2. A basis is given by G1, G˜1, and
G2, G˜2, G3, G˜3, defined by
G2(x)0 = x
2
2 − x0x−2, G˜2 = τ ◦G2 ◦ τ
G3(x)0 = x−1x1 − x−2x−1, G˜3 = τ ◦G3 ◦ τ.
(19)
c) If k = 3 and N ≥ 8, this is a 12-dimensional space, G3. A basis is given by G1, G˜1, . . . G˜3,
and G4, G˜4, . . . , G˜6, defined by
G4(x)0 = x
2
3 − x0x−3, G˜4 = τ ◦G4 ◦ τ
G5(x)0 = x2x3 − x−2x1, G˜5 = τ ◦G5 ◦ τ
G6(x)0 = x1x3 − x−1x2, G˜6 = τ ◦G6 ◦ τ.
(20)
Proof. Start by noting that (17) implies Q00 = 0 and Qrs = 0 if |s− r| > k and N ≥ 2k+ 2.
For k = 1 this leaves the four possible nonzero coefficients Q−1,−1, Q−1,0 = Q0,−1, Q01 =
Q1,0, Q11 which must satisfy the equations Q1,1 + 2Q−1,0 = 0 and Q−1,−1 + 2Q01 = 0. The
maps G1 and G˜1 correspond to two independent solutions of this homogeneous system.
For k = 2 the same reasoning results in 11 nonzero coefficients and three homogeneous
equations in addition to the two equations for k = 1. The maps G1, . . . , G˜3 correspond to
six independent solutions of this homogeneous system.
The same technique may be applied to the case k = 3.
Henceforth, we call any quadratic, energy-preserving, equivariant map from RN to itself
a G -map. A map in Gk as described in Theorem 1 is a k-localized G -map.
The map G3 is the L96 term GL. Also, G2 is essentially the same as G1 with interacting
sites always at a distance of k = 2 instead of k = 1 and G4 is essentially the same as G1 with
interaction at a distance of k = 3. Some additional G -maps that have only two quadratic
terms may be generated from the list above. The main examples are
G7 = G3 − G˜3, G7(x)0 = x1x2 − x−1x−2 (21)
G8 = G5 − G˜6, G8(x)0 = x2x3 − x−1x−3, G˜8 = τ ◦G8 ◦ τ. (22)
Note that τ ◦G7 ◦ τ = −G7 and therefore there is no reason to consider G˜7 separately.
3 Linearization and Eigenvalue Curves
Recall the definition of the left rotation ρ in Eq. (11), identified with its matrix representation.
This is a unitary circulant matrix, i.e. ρ−1 = ρT.
ρ ≡

0 1 0 . . . 0
0 0 1 . . . 0
...
...
... . . .
...
0 0 0 . . . 1
1 0 0 . . . 0
 (23)
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Matrix rows and columns are labeled from 0 to N − 1. The eigenvalues of ρ are ωjN , j =
0, . . . , N − 1, where ωN = e2pii/N is a primitive N -th unit root.
Throughout the section, advection terms G will be assumed to be G -maps.
Let F ∈ R. We are interested in the general system
x˙ = G(x)− x+ Fe. (24)
Applying Eq. (8), it follows that the linearization of this system (24) about the constant
solution xF = Fe is the system
y˙ = (FA− I)y (25)
where A is the linearization of G about the constant vector e.
Since G is equivariant, A is circulant. Its eigenvalues are therefore of the form λj =
pA(ω
j
N), j = 0, . . . , N − 1, where pA(z) =
∑N−1
j=0 a0,jz
j is a polynomial with coefficients given
in the first row of A. Since all arguments of pA are unit roots, we may replace positive powers
zj with negative powers zj−N if j ≥ N
2
, resulting in a Laurent polynomial. All eigenvalues
of A lie on the image of the complex unit circle S1 under the map z 7→ pA(z). We therefore
also call these eigenvalue curves.
We now give a table of these polynomials pA for the maps G1, . . . , G8 identified in The-
orem 1 and also describe the shape of the image of the unit circle under pA. These images
are plotted in Fig. 3 for some of the Laurent polynomials.
G -map Laurent polynomial pA(z) Shape of pA(S1)
G1 −z−1 − 1 + 2z ellipse
G2 −z−2 − 1 + 2z2 ellipse
G3 −z−2 + z trefoil
G4 −z−3 − 1 + 2z3 ellipse
G5 −z−2 − z + z2 + z3 butterfly
G6 −z−1 + z − z2 + z3 kidney
G7 −z−2 − z−1 + z + z2 vertical line
G8 −z−3 − z−1 + z2 + z3 bee
Table 1: Eigenvalue curves
We note that all these Laurent polynomials satisfy pA(1) = 0, i.e. the sum of coefficients
vanishes. This is a consequence of linearizing energy-preserving quadratic maps about the
vector e.
If a map Gj is replaced by G˜j, then pA(z) is replaced by pA(z−1). The image of the unit
circle does not change, but the curve is traversed in the opposite direction. If G is replaced
with −G, the image of the curve is reflected about the imaginary axis. The curves for G2
and G4 are the same as for G1 but are traversed twice or three times as z traverses S1.
For a concrete system, the eigenvalues of A are a discrete set of points. For the case of
the L96 system with G = GL = G3 and N = 36, this is illustrated in Fig. 4, which shows the
eigenvalues of the matrix A. The eigenvalues are the points λj = ωj36−ω−2j36 , ω36 = epii/18. We
8
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Figure 3: Images of the complex unit circle under the Laurent polynomials given in Table 3.
note that in this case λ0 = λ12 = λ24 = 0 and that the single eigenvalue with smallest real part
is λ18 = −2. The pair of eigenvalues with largest real part is (λ8, λ28) with <λ8 = <λ28 =
cos pi
9
+ sin pi
18
≈ 1.11334. The pair (λ7, λ29) with <λ7 = <λ29 = cos 2pi9 + sin pi9 ≈ 1.10806 is
close behind. There are four eigenvalues with real part 1, namely λ6 = 1 +
√
3 · i, λ9 = 1 + i,
and their conjugates λ27 and λ30.
Figure 4: Eigenvalues of the linearization
A of G3 for N = 36.
Then the eigenvalues of FA−I lie on a shifted
version of such a curve, namely the image of S1
under the map z 7→ FpA(z) − 1. For small |F |,
this curve is always entirely in the left half plane
and close to −1. If the constant term of pA van-
ishes, i.e. the diagonal of A is zero, then also
pA(1) = 0 and this curve passes through the point
−1 for all real F . As F increases in magnitude,
the image of the complex unit circle under pA is
stretched. Then some points on the curve may
cross the imaginary axis and reach into the right
half plane, leading to bifurcations of the constant
solution xF .
For the L96 case G = G3 with N = 36 and
pA(z) = −z−2 + z, a real eigenvalue of FA − I
becomes positive as F decreases below −1
2
. A pair
of complex eigenvalues crosses the imaginary axis
9
as F increases beyond
(
cos pi
9
+ sin pi
18
)−1 ≈ 0.898198, another pair of eigenvalues crosses the
imaginary axis as F increases beyond
(
cos 2pi
9
+ sin pi
9
)−1 ≈ 0.902474, and two more pairs of
eigenvalues cross the imaginary axis as F further increases beyond 1, as the above discussion
of the spectrum of the matrix A implies.
Whenever a pair of complex eigenvalues crosses the imaginary axis due to increased
forcing F , a Hopf bifurcation is expected to occur off the branch of constant solutions. As
Fig. 3 shows, such Hopf bifurcations are therefore also expected to occur for the advection
terms G5, G˜5, and G7. On the other hand pitchfork bifurcations are expected to occur for
G˜1, G˜6, and G8 and G˜8 as F increases.
3.1 Determining Advection Terms from the Linearization
Consider the spaces G1, G2, G3 identified in Theorem 1. Linearizing a G -map about the
constant vector e results in a circulant matrix A whose top row gives the coefficients of an
associated Laurent polynomial pA. This is clearly a linear operation. A k-localized G -map
has a Laurent polynomial of the form g−kz−k + · · · + gkzk whose coefficients must add to
zero.
Observe first that for maps in G1 this defines a bijection between two two-dimensional
vector spaces. Thus for any Laurent polynomial p(z) = g−1z−1+g0+g1z with g−1+g0+g1 = 0
there exists a unique 1-localized G -map.
Consider next the set of maps in G2 and the associated Laurent polynomials, which have
the form
p(z) = g−2z−2 + g−1z−1 + g0 + g1z + g2z2. (26)
The space G2 is six-dimensional, while the associated Laurent polynomials belong to a four-
dimensional space, due to the condition
∑
|j|≤2 gj = 0. Indeed, it is easy to verify that any
four of the Laurent polynomials of the form (26) in table 3 span this space. Consequently
there is a two-dimensional null space of such maps whose associated Laurent polynomial
vanishes. One can verify that this null space is spanned by the map
G0 = G3 − 1
3
(
G1 + 2G˜1 − 2G2 − G˜2
)
(27)
together with the associated G˜0. A Laurent polynomial of the form (26) determines a
2-localized G -map up to multiples of G0 and G˜0. In particular, for systems of the form
(24) where G is a linear combination of G0 and G˜0, the linearization about any stationary
solution xF = Fe always has the form y˙ = −y. Such stationary solution are therefore
globally asymptotically stable for the full system and must be unique.
The space G3 is 12-dimensional, while the space of associated Laurent polynomials is
6-dimensional, resulting in a 6-dimensional null space of 3-localized G -maps whose lineariza-
tions about e vanish.
3.2 2-Localized Eigenvalue Curves Resulting in a Hopf Bifurcation
Let G ∈ G2 and let pA be the associated Laurent polynomial of the linearization of G about
e. Given F ∈ R, the real and imaginary parts of the eigenvalues of FA− I are of the form
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FpA(e
2piis) − 1 where pA is of the form (26). The real and imaginary parts of pA(e2piis) can
be written as
λR(s) = R0 +R1 cos(2pis) +R2 cos(4pis)
λI(s) = I1 sin(2pis) + I2 sin(4pis).
Here Rj = gj + g−j, Ij = gj − g−j for j = 1, 2 and R0 = −R1 − R2. We wish to identify
conditions such that the resulting complex curve has a pair of lobes, symmetric about the
real axis, on the right, which will therefore cross the imaginary axis simultaneously and with
positive velocity as F increases. As a pair of eigenvalues on these lobes crosses the imaginary
axis, the constant stationary solution Fe will lose its stability in a Hopf bifurcation.
Note first that λR is even about s = 1/2 while λI is odd about this point. A calculus
argument shows that λR has critical points at s∗ ∈ {0, 1/2}. If R2 6= 0 and −1 < R14R2 < 1,
there are two additional critical points
s1 =
1
2pi
cos−1
∣∣ R1
4R2
∣∣, s2 = 1− s1. (28)
These are positive maxima if 4R2 < R1 < −4R2, and negative minima otherwise.
Since λI(s) is odd about s = 1/2, it follows that λI(s1) = −λI(s2). Requiring that these
two values are distinct is equivalent to the constraint I2R1 + 2I1R2 6= 0.
In summary, in order for a L96-like system with a 2-localized advection term to undergo
a Hopf bifurcation for some positive value of the forcing parameter, it is sufficient that its
Laurent polynomial pA satisfy the two following conditions:
1. 4(g−2 + g2) < (g−1 + g1) < −4(g−2 + g2)
2. (g−2 − g2)(g−1 + g1) 6= 2(g1 − g−1)(g−2 + g2)
Then, for large N , the first Hopf bifurcation will occur very near F = F1 = λR(s1)−1.
If N is odd, there is another case which can lead to a Hopf bifurcation. This occurs
if λR has a positive maximum at s = 1/2. If N is even, this corresponds always to a
real eigenvalue of A, and then the stationary solution Fe loses its stability in a pitchfork
bifurcation. But if N is odd, there is no eigenvalue corresponding to s = 1/2 and there
are two complex conjugate eigenvalues at s = 1
4
± 1
4N
. These may cross the imaginary axis
as F increases, resulting in a Hopf bifurcation. If s = 0 and s = 1/2 are the only critical
points of λR, i.e. R1 < 4R2 < −R1, this always happens. If the critical points of λR in
Eq. (28) are non-positive minima while the critical point at s = 1/2 is a positive maximum
(R1 < 0 ≤ R1 +4R2), this may happen for sufficiently large N . In the remaining cases, λR is
non-positive everywhere and no bifurcation off the constant stationary solution is possible.
Details are left to the reader.
3.3 Waves Resulting from the Hopf Bifurcation
In this section we describe some properties of the stable limit cycle following the first Hopf
bifurcation for a L96-like system with a 2-localized advection term. The jth eigenvector-
eigenvalue pair of a N ×N circulant matrix with elements amn is (see also Eq. (49))
vj = (v
k
j )0≤k<N = (e
2piijk/N)0≤k<N , λj =
∑
`
a0`e
2piij`/N = 〈a0, vj〉. (29)
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Therefore small perturbations y(t) = (y1(t), . . . , yN(t)) from the stationary solution of
(24) with linearization (25) evolve approximately as
yk(t) =
∑
j
bjv
k
j e
(Fλj−1)t =
∑
j
bje
F (<(λj)−1)te2piijk/N+iF=(λj)t
for some coefficients bj determined by the initial perturbation. Assume N is large so that
j/N can be approximated by s ∈ [0, 1) and suppose F is slightly greater than its first Hopf
bifurcation value so that only one pair of eigenvalues has positive real part. Then the s1
mode will travel with some amplitude according to
yk(t) = e
i(2pis1k+FλI(s1))t.
This mode has wavelength s−11 ≥ 4 sites since s1 ∈ [0, 1/4]. The s2 mode gives the same
result (up to an irrelevant overall sign in the exponent) since k is an integer, and therefore
exp(2pii(1− s1)k) = exp(−2piis1k).
The phase velocity and group velocity of this wave are
cp = −FλI(s1)
2pis1
, cg =
Fλ′I(s1)
2pi
where the prime denotes a derivative with respect to s. Some algebra shows that cp and
cg have the same sign if and only if I2I1+2s1I2 >
s1
2(1−s21) and opposite sign if the inequality is
reversed. The reverse inequality always holds if I2 is negative. For the L96 system, the phase
velocity is negative and the group velocity is positive with roughly the same magnitude, so
disturbances travel in the opposite direction as the wave train, as can be seen in Fig. 2.
3.4 Identifying Attractors
As F increases past the first Hopf bifurcation value, it becomes analytically intractable to
determine the properties of attractors (see Section 4). However, it is still desirable to get a
sense of the stable attractors that the system can reach. We now briefly discuss the stable
attractors of the L96 system with N = 36 for 1 ≤ F ≤ 6 and present a simple way to
identify them. The approach may be used to complement or confirm results about stable
attractors from path-following methods such as MATCONT (see [12]), in particular when
stable attractors appear not through bifurcations off previous attractors, but rather through
fold bifurcations, for example. Furthermore, we would like some way to characterize these
attractors and estimate the size of their basins of attraction. To do this, we compute some
simple quantities to help differentiate attractors. Additionally, we track the frequency of
each value over many runs with random initial data as a proxy for the size of the basin of
attraction. Figure 5 shows four quantities characterizing the attractors of the system for
many initial conditions near the equilibrium xF = Fe. For each F , we plot the quantity for
100 runs with the initial state x0 = Fe plus a small normally distributed perturbation. The
relative size of the marker is proportional to the number of runs yielding the given value
within a tolerance of 0.01.
It is clear that these indicative quantities are likely insufficient to fully identify attractors
because they average out detailed behavior. However, they are useful for visualizing sets of
12
Figure 5: Four quantities characterizing the stable attractors of the L96 system with N = 36,
500 ≤ t ≤ 1000, 1 ≤ F ≤ 6, with 100 runs for each F . Top Left: mean site value. Top
Right: maximum site value. Bottom Left: mean site energy. Bottom Right: minimum site
period.
attractors and also suggest some of their properties. The bottom right plot shows that there
are always at least two stable attractors in this range of F . All four plots suggest that a new
attractor emerges somewhere before F = 3. Once the system becomes chaotic, the possible
values of these quantities appears to become continuous over a small range. Additionally,
we get a rough picture of the size of the basins of attraction. While it is impossible to
broadly sample this 36-dimensional space, if it is true that there are only a few attractors
with appreciable basins of attraction, then even a relatively small number of runs should
find them all.
4 Coexistence of Stable Limit Cycles
Consider again the L96 system on N sites. As F increases past the first Hopf bifurcation
value F1, a stable limit cycle always appears. A second unstable limit cycle appears at
the second Hopf bifurcation point F2 > F1. There is abundant numerical evidence that as
F increases further past some value F3 > F2, there exist two stable limit cycles. In fact,
for N = 12, two pairs of complex eigenvalues cross the imaginary axis simultaneously (a
Hopf-Hopf bifurcation) as F increases past F1 = F2 = 1, and two stable limit cycles appear
immediately.
An explanation for this phenomenon was given in [12]. The authors construct an embed-
ding of the L96 system (3) into a two-parameter system by adding a linear term αCx to the
right hand side of (3), where C is a suitably chosen circulant matrix. For some small positive
α0 that depends on N , as F increases, two pairs of eigenvalues then cross the imaginary axis
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simultaneously at some F = F˜ .
By the analysis in [5], under suitable conditions there exist two stable limit cycles for
F > F˜ , α = α0. These conditions may be expressed in terms of normal form coefficients for
the system. Then if α0 is sufficiently small, it is plausible that this occurs also for α near
α0, e.g. for α = 0. In [12], this is carried out largely numerically.
Our contribution to this question consists in the following modifications and extensions
of the approach in [12].
1. We use a new choice of perturbation matrix C, which simplifies the analysis.
2. We show how to compute all normal form coefficients analytically, using Proposition 4.
3. We approximate F3 using normal form coefficients and compare this approximation to
numerical experiments.
4.1 Perturbation Near Hopf-Hopf Bifurcation
For 0 ≤ j < N , let λj(F ) = FpA(ωjN)− 1 be the j-th eigenvalue of the linearization FA− I
about the constant state Fe. Let λk(F ), λN−k(F ) be the pair of complex eigenvalues that
crosses the imaginary axis at F = F1, i.e. λk(F1) = iτ1, λN−k(F1) = −iτ1. Similarly let
λ`(F ), λN−`(F ) be the second pair that crosses the imaginary axis at F = F2 > F1, with
λk(F2) = iτ2, λN−k(F2) = −iτ2. Typically, |k− `| = 1. Consider now the Fourier matrix FN ,
defined in Eq. (49), with columns qj, 0 ≤ j < N . Define the matrix C` = q`qTN−` +qN−`qT` .
This is a real valued rank 2 circulant matrix with eigenvectors q` and qN−`, both with
eigenvalue 1. All other columns qj are in the null space of C`.
Now consider the perturbed system
x˙ = GL(x)− x+ αC`x+ Fe (30)
for α ≥ 0. Its linearization about the constant state Fe is y˙ = (FA − I + αC`)y and
its eigenvalues are λ˜j(F ) = FpA(ωjN) − 1 + α(δj` + δj,N−`), where δj` is the Kronecker
delta. Thus for any fixed α ≥ 0, (λk(F ), λN−k(F )) is still a pair of eigenvalues of the
perturbed linearization that crosses the imaginary axis at F = F1. The pair of eigenvalues
(λ˜`(F ), λ˜N−`(F )) = (λ`(F ) + α, λN−`(F ) + α) of FA − I + αC` crosses the imaginary axis
at F = F2(1 − α). For α = α0 := F2−F1F2 , both pairs of eigenvalues cross the imaginary axis
simultaneously at F = F1.
This is illustrated in Fig. 6. The picture shows the lines F = F1 (blue), F = F2(1 − α)
(green), and the point (F1, α0) where both lines intersect (red triangle). Also shown on the
axis {α = 0} (black) are the values F = F1 (blue circle) and F = F2 (green circle) where the
eigenvalue pairs given above cross the imaginary axis for α = 0.
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4.2 Normal Form at Hopf-Hopf Bifurcation
Figure 6: Unfolding: Hopf bifurcations at
F1 and F2, N-S bifurcation at F3.
We now examine the perturbed system (30) for
α = α0, F = F1. At this set of parameters, two
pairs of eigenvalues ±iτ1 and ±iτ2 are on the
imaginary axis. The corresponding right eigen-
vector pairs of the linearization are qk, qN−k for
the first pair and q`, qN−` for the second pair.
Also required in what follows are the left eigen-
vectors of the linearization for all these eigenval-
ues. Their transposes are the conjugates of the
right eigenvectors, i.e. qN−k, qk for the first pair
and qN−`, q` for the second pair.
To analyze the behavior of the full system
near α = α0, F = F1, we use the approach de-
scribed in [4] and [5]. This requires the compu-
tation of normal form coefficients for the cubic
approximation of the system that is satisfied by y = x− F1e. This is simply the system
y˙ = Ay + 1
2
BL(y,y), A = (F1A+ α0C` − I)
with BL as in Eq. (7). There are four normal form coefficient pij, i, j = 1, 2 which are found
by evaluating expressions of the form
〈p1,BL
(
(λ−A)−1BL(p2,p3),p4
)〉
where the pi are left or right eigenvectors of A, λ ∈ C, and 〈 , 〉 is the usual scalar product in
CN . Since BL maps pairs of eigenvectors of A to multiples of eigenvectors (see Proposition 4),
these terms can all be evaluated easily in closed form. For example, in the notation of [4]
and [5], p11 = <G2100, with PL as in Eq. (50)
G2100 = 〈qk,BL (h2000,qN−k)〉+ 2〈qk,BL (h1100,qk)〉
h2000 = (2iτ1I −A)−1BL(qk,qk)
= (2iτ1I −A)−1PL(ω
k
N , ω
k
N)√
N
q2k
=
PL(ω
k
N , ω
k
N)
(2iτ1 − F1pA(ω2kN ) + 1)
√
N
q2k
h1100 = (−A)−1BL(qk,qN−k)
= (−A)−1PL(ω
k
N , ω
−k
N )√
N
q0
=
PL(ω
k
N , ω
−k
N )
(−F1pA(1) + 1)
√
N
q0
and therefore
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BL (h2000,qN−k) = PL(ω
k
N , ω
k
N)PL(ω
2k
N , ω
−k
N )
(2iτ1 − F1pA(ω2kN ) + 1)N
qk
〈qk,BL (h2000,qN−k)〉 = PL(ω
k
N , ω
k
N)PL(ω
2k
N , ω
−k
N )
(2iτ1 − F1pA(ω2kN ) + 1)N
with a similar expression for 〈qk,BL (h1100,qk)〉. All other normal form coefficients pij can
be computed similarly and can therefore be evaluated exactly, for any site number N .
4.3 Neimark-Sacker Bifurcation
Recall that for a given α < α0, as F increases the system undergoes a supercritical Hopf
bifurcation at F = F1, followed by a second Hopf bifurcation at F = F2(1−α), which creates
an unstable limit cycle with two-dimensional unstable manifold. One can now combine the
closed form computations for the normal form coefficients outlined in the previous section
and the detailed treatment in [5] to explain why there exist two stable limit cycles for the
same F . By the results in [5], there exists a curve F = γ1(α), passing through the point
(α0, F1), with F2(1− α) < γ1(α) for α < α0 and α0 − α small (shown in red in Fig. 6), with
the following property.
At F = γ1(α) (red curve in Fig. 6), a subcritical Neimark-Sacker (N-S) bifurcation occurs
in which a two-dimensional unstable torus bifurcates from the second limit cycle. As a result
this limit cycle becomes stable. Therefore, two stable limit cycles now exist for such α, if
F > γ1(α) (red dots in Fig. 6). If the curve F = γ1(α) intersects the F axis at F3 = γ1(0)
(red circle in Fig. 6), this implies that two stable limit cycles coexist for the original system
for F > F3. This becomes more plausible if F1 and F2 are relatively close, such that
α0 = (F2 − F1)/F2 is small.
It is usually impossible to obtain detailed analytical information about the curve γ1. The
authors in [12] use numerical methods to trace these curves. However, using the methods in
[5] it is possible to compute the slope γ′1(α0) from the normal form coefficients. The tangent
line approximation of γ1 at α = α0 (magenta line in Fig. 6) can thus be computed and F3
can be approximated by F ∗3 = F1 − γ′1(α0)α0, shown as a magenta circle in that figure.
4.4 Numerical Results
Here, we show some results of numerical searches for coexisting stable attractors, using a
strategy similar to the one in Section 3.4. For various site numbers N , the exact Hopf
bifurcation values F1, F2 were computed as well as the approximate N-S bifurcation value
F ∗3 , using a linear approximation. Starting with a value F that is somewhat larger than
F ∗3 , we then computed 100 numerical solutions with initial data equal to Fe plus a random
normally distributed perturbation, for 0 ≤ t ≤ T = 1000. At this T , solutions typically
settled into one of several (usually two) stable limit cycles, which could be characterized by
their mean or maximum site value as in Fig. 5 or by their spatial period. Lowering F and
following these stable limit cycles, approximate values F˜3 ≈ F3 for the N-S bifurcations were
found, and by increasing F , an approximate value F˜4 was obtained up to which two stable
limit cycles can be usually be observed.
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N F1 m1 F2 m2 F
∗
3 F˜3 F˜4
12 1 4 1 6 1 1 > 2
14 .8901 7 1.1820 14 1.5206 not observed not observed
18 .8982 9 1 6 1.1892 not observed not observed
22 .9076 22 .9343 11 .9915 .996 > 4
28 .8901 14 .9457 28 1.0293 1.072 > 3
36 .8982 9 .9025 36 .9094 .904 > 2
Table 2: Multiple stable limit cycles
In the table below, we show results of these experiments for various site numbers N . In
addition to the bifurcation parameters Fi, etc. we also give the spatial periods m1, m2 for
the two limit cycles which appear as F increases past F˜3.
The results show that if F2 is close to F1 (i.e. if α0 is small), then the approximation F ∗3 is
also close to F2 and two stable coexisting limit cycles can be observed (N = 12, 22, 28, 36).
This happens generally whenever N is sufficiently large, since then the eigenvalues of FA−I
are more closely spaced. On the other hand, for relatively small N (N = 14, 18), we find
that F2 is substantially larger than F1, therefore α0 is relatively large, and it is not clear if
two stable limit cycles coexist for some F > F2.
If N is sufficiently large and has many small divisors, then more than two stable limit
cycles may be observed for moderate F . For example, if N = 144 and F = 2, one can observe
four different stable limit cycles, with spatial periods m ∈ {9, 24, 36, 144}. In fact, for any
site number N and F near 1, there must be limit cycles with spatial periods for all divisors
of N , since L96 systems with site numbers that divide N can be embedded periodically into
a system with site number N .
5 General Existence and Stability
We now move on to a second type of generalization of the L96 system. One can modify
the system to include site-specific dissipation, advection, and time-dependent forcing terms
in order to consider, for example, changes in atmospheric dynamics and predictability over
ocean and land. We may therefore consider the general system
x˙(t) = CG(x(t))−Bx(t) + F(t), (31)
where C, B are diagonal matrices and F(·) is now a vector valued function.
5.1 Stationary Solutions
We begin by looking at time-independent solutions of Eq. (31), that is solutions of the system
0 = CG(x)− Bx + F. We assume that C and B are positive diagonal matrices and G is a
quadratic map. If G is also energy-preserving, then the resulting algebraic system always has
17
at least one solution as the following result shows. We may assume without loss of generality
that C is the identity matrix.
Proposition 1. Let B be a positive diagonal N × N matrix and assume that G is energy-
preserving. Then for any F ∈ RN there exists a solution x of
0 = G(x)−Bx+ F (32)
and all such solutions satisfy
‖B1/2x‖ ≤ ‖B−1/2F‖ . (33)
Proof. Taking the scalar product with x, using the fact that G is energy-preserving, and
applying the Cauchy-Schwarz inequality results in
0 = −xTBx+ xTF = −‖B1/2x‖2 + xTF
≤ −‖B1/2x‖2 + ‖B1/2x‖‖B−1/2F‖ .
Rearranging this implies the estimate (33).
To show existence, we use a degree argument for continuous maps; see e.g. [1]. Consider
the function
Φ : [0, 1]× RN → RN , Φ(t, z) = G(z)−Bz+ t · F . (34)
It is jointly continuous in t and z. Let K = {z : ‖B1/2z‖ ≤ ‖B−1/2F‖+ 1‖ ⊂ RN . Then
(33) implies that the equation Φ(t,x) = 0 does not have any solutions on the boundary ∂K for
0 ≤ t ≤ 1. Therefore the mapping degree deg(Φ(t, ·), K, 0) is constant for 0 ≤ t ≤ 1. Since for
t = 0 the only solution is x = 0, due to estimate (33), deg(Φ(0, ·), K, 0) = deg(Φ(1, ·), K, 0) =
1, and the equation Φ(1,x) = G(x)−Bx+ F = 0 also has a solution in K.
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Figure 7: Stationary solutions of (32) for
N = 120, = GL, C = B = I, Fi = 1 (i <
N/2), Fi = M (i ≥ N/2).
It should be noted that solutions of Eq. (32)
need not be unique. Indeed, it is known that for
the L96 system there may be many different so-
lutions for sufficiently large negative F , assuming
that N is divisible by a large power of 2 ([13]).
These solutions appear in a cascade of pitchfork
bifurcations. In general, systems of N quadratic
equations may have up to 2N solutions.
Solutions of Eq. (32) may be computed by
choosing a sequence 0 = t0 < t1 < t2 < · · · <
tK = 1 and finding solutions xi of Φ(ti,xi) =
0, with Φ as in Eq. (34). Each solution xi is
computed using a Newton iteration with xi−1 as
a starting value. A thorough discussion of such
homotopy methods may be found in [1]. This is
illustrated in Fig. 7. Here F is non-constant, with
Fi = 1 for i < N/2 and Fi = M for i ≥ N/2.
Solutions were found by choosing ti = iδ, with
δ = 10−1 for M = 2 and δ = 10−3 for M = 24.
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5.2 Dynamic Problem
An existence result for solutions of the time-dependent problem Eq. (31) can be shown under
fairly general conditions.
Proposition 2. Let C be a positive diagonal N ×N matrix, B an arbitrary N ×N matrix,
and assume that G is an energy preserving mapping. Then for any x0 ∈ RN and any
continuous curve R 3 t 7→ F(t) there exists a global solution R 3 t 7→ x(t) of Eq. (31) with
x(0) = x0.
Proof. By standard existence and uniqueness results, there exists a unique solution of Eq. (31)
in a maximal open interval I = (t0, t1) that contains t = 0. To prove that the solution exists
on R, it is sufficient to show that it remains bounded on any such open interval I. Consider
first the set [0, t1) and assume that t1 is finite. Take the scalar product of Eq. (31) with
C−1x(t), use the assumption that G is energy-preserving, and integrate over [0, t] ⊂ [0, t1).
The result is the identity
1
2
(
x(t)TC−1x(t)− xT0C−1x0
)
=
t∫
0
(−xT(s)C−1Bx(s) + xT(s)C−1F(s)) ds .
Since C is positive definite, this implies after some standard estimates
‖x(t)‖2 ≤ c0 +
t∫
0
c1‖x(s)‖2 ds+
t∫
0
c2‖x(s)‖ ds ≤ c0 +
t∫
0
(
c1 +
c2
2
)
‖x(s)‖2 ds+ c2t1
2
where the ci are suitable constants and in particular c2 is a multiple of max0≤s≤t1 ‖F(s)‖.
By the Gronwall lemma, ‖x(t)‖ ≤ const. for all t < t1, with the constant not depending on
t. The solution therefore may be continued for all positive t. To show that the solution also
may be continued for all negative t, replace t with −t, B with −B, and G with −G (which
is also energy-preserving), and apply the same argument.
5.3 Global Stability for Small Forcing
Here, we consider the non-stationary inhomogeneous problem Eq. (31) for constant forcing
terms F. If B and C are positive diagonal matrices and if G is quadratic, a straightforward
exercise shows that the zero solution is asymptotically stable for zero forcing. In that case, the
mapping x 7→ CG(x)−Bx is locally invertible near the origin, and therefore, by a standard
perturbation argument, small solutions are also asymptotically stable for appropriately small
forcing. Here we show that ifG is in addition energy-preserving, then solutions for sufficiently
small forcing are actually globally asymptotically stable and in particular unique.
Proposition 3. Let B and C be positive diagonal N ×N matrices and let G be a quadratic
and energy-preserving mapping. Then there exists ε > 0 such that for all constant F with
‖F‖ < ε and all x0 the solution of Eq. (31) with x(0) = x0 converges to a unique solution
x∞ of the stationary problem (32).
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Proof. Let x∞ be any solution of Eq. (32). Set y(t) = x(t)−x∞. Since G is quadratic, then
due to Eq. (8) the function y(·) satisfies
y˙(t) = CG(y(t)) + CA[x∞]y(t)−By(t) . (35)
Here A is a linear matrix valued map that depends only on G. Now choose δ > 0 such that
−C−1B +A[x] is still negative semidefinite for all ‖x‖ < δ. Multiply Eq. (35) with C−1y(t)
and use the assumption that G is energy-preserving. It follows that if ‖x∞‖ < δ, then for
some λ > 0
1
2
d
dt
yT(t)C−1y(t) ≤ −λyT(t)C−1y(t). (36)
This inequality of course implies that y(t) = x(t) − x∞ → 0 and that x∞ is unique. By
Eq. (33), there is a constant c3 such that ‖x‖ ≤ c3‖F‖ for all solutions of the stationary
problem. Thus if ‖F‖ < ε = δ
c3
, then ‖x∞‖ < δ and therefore x(t) → x∞ no matter what
x0 is.
5.4 Numerical Examples
Recall how to rescale the system (2) so that it has the form of (4). If x˜i(t) is the solution
of (2) with initial state x˜0, and xi(t) is the solution of (4) with F = αγ/β2 and initial state
αβ−1x˜0, then x˜i(t) = αβ−1xi(β−1t).
We now consider inhomogeneous systems of the form
x˙i = αixi−1(xi+1 − xi−2)− βixi + γi
with
(αi, βi, γi) =
{
(1, 1, 2), for i ≤ N/2
(α, β, γ), for i > N/2
.
This means that at sites i < N
2
(“left half”), the system is expected to behave as shown in
Fig. 1. At the remaining sites (“right half”) the scaling argument shows that, qualitatively,
the dynamics should be approximately the same as the dynamics of the standard system
with F = αγ/β2, multiplied by β/α and sped up by a factor β−1. This scaling argument
cannot be applied to sites very near the boundaries between the regions. However, some
insight into the dynamics at the boundaries can be gained by considering the behavior on
either side.
Figure 8 shows two Hovmoeller plots for systems with N = 100 and 500 ≤ t ≤ 510. Some
expected effects can be noticed right away. For example, the left plot shows waves of larger
amplitude with midpoint shifted upward in the right half, which leads to large fluctuations
at the downstream boundary around t = 502 and t = 506 due to the large positive advection
term there. In the left half, perturbations at the downstream boundary (far left) are seen
to travel to the right, as predicted by the discussion in Section 3.3. We also noticed some
unanticipated effects, especially for larger forcing. For example, a very small parameter
difference between the regions may completely change which attractor the system reaches.
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Figure 8: Hovmoller plots showing inhomogeneous advection (left) and dissipation (right).
Left: Sites in the right half have parameters (0.5, 1, 1). Right: Sites in the right half have
parameters (1, 1.5, 1).
6 Nondissipative Systems
In this section we consider versions of Eq. (24) that contain only advection terms; that is,
x˙ = G(x) (37)
where G is a G -map. Solutions of Eq. (37) have constant energy E(t). The equation is
invariant under the rescaling
x(t) 7→ λx(λt) (38)
for 0 6= λ ∈ R. In addition, the sum of the components of any solution t 7→ x(t) remains
constant. The system (37) appears as a formal limit for F → ∞, if t and x are rescaled as
τ = F γt, y(τ) = F−γx(τ) with γ > 1
2
. This results in the system
d
dτ
y = G(y)− F−γy + F 1−2γ . (39)
For γ = 2
3
this rescaling was proposed in [7].
Specifically, we are going to look at the cases G = G3 (the original Lorenz system) and
the symmetric version G = G3 − G˜3.
6.1 Constant Solutions
If G = G3 or G = G˜3 or G = G3 − G˜3 and if the number of sites N is a multiple of 3,
initial data that are periodic with period 3, i.e. x0 = (a, b, c, a, b, c, . . . ), result in constant
solutions. If G = G3− G˜3 and the number of sites is even, initial data that are periodic with
period 2 also result in constant solutions.
For G = G3 − G˜3 in the case where N is a multiple of 6, there is a four-dimensional
variety of initial data with period 6 that result in constant solutions. For N = 6 this set is
of the form G1 ∪ G2, where
G1 = {z ∈ R6 | zj = cj · (1 + (−1)jλ) (0 ≤ j ≤ 5), λ ∈ R, c` = c`+3 ∈ R } (40)
G2 = {(d,−d) |d ∈ R3 }. (41)
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6.2 Additional Conserved Quantities
Consider now the case G = G3− G˜3. Then the sum over all sites S(t) =
∑
i xi(t) is constant
along solutions. If N is even, then a direct calculation shows that the energies at the even-
numbered and the odd-numbered sites are conserved separately; that is,
Eeven(t) =
∑
j
x2j(t)
2, Eodd(t) =
∑
j
x2j+1(t)
2
are both constant along solutions. If N is a multiple of 3, then the sums over the sites that
are three spaces apart are separately conserved; that is,
S0(t) =
∑
j
x3j(t), S1(t) =
∑
j
x3j+1(t), S2(t) =
∑
j
x3j+2(t) (42)
are constant along solutions. All of these observations follow by direct computations.
6.3 Complete Solutions
For the case G = G3− G˜3, if N = 4, there are two conserved quantities, namely the energies
Eeven(t) = x0(t)
2 + x2(t)
2 and Eodd(t) = x1(t)2 + x3(t)2. Applying the rescaling in Eq. (38),
we may assume that Eeven(t) = 1 and Eodd(t) = ρ2. Introducing polar coordinates, we can
therefore write
x0(t) = cosα1(t), x1(t) = ρ cosα2(t), x2(t) = sinα1(t), x3(t) = ρ sinα2(t). (43)
The system now takes the form
− sinα1(t)α′1(t) = ρ cosα2(t) · sinα1(t)− sinα1(t) · ρ sinα2(t)
−ρ sinα2(t)α′2(t) = ρ sinα2(t) · sinα1(t)− cosα1(t) · ρ sinα2(t)
at the sites i = 0, 1, plus two equivalent equations for the sites i = 2, 3. Simplifying, we
obtain the system
α′1(t) = −ρ cosα2(t) + ρ sinα2(t) = −ρ
√
2 cos
(
α2(t) +
pi
4
)
(44)
α′2(t) = − sinα1(t) + cosα1(t) =
√
2 cos
(
α1(t) +
pi
4
)
. (45)
This is a Hamiltonian system with the Hamiltonian
H(α1, α2) =
√
2
(
sin(α1 +
pi
4
) + ρ sin(α2 +
pi
4
)
)
(46)
with solutions living on the level set of this Hamiltonian.
For the case G = G3 − G˜3 and N = 6, the system may be linearized completely. Due to
Eq. (42), all solutions may be written in the form
xj(t) = cj +
1
2
(−1)jyj(t) (j = 0, 1, 2), xj(t) = cj−3 + 1
2
(−1)jyj−3(t) (j = 3, 4, 5) (47)
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for suitable functions y0, y1, y2, since the quantities x0(t) + x3(t), etc. are conserved. Let
c = (c0, c1, c2)
T and y(t) = (y0(t), y1(t), y2(t))T. Then a direct calculation shows that the
system is equivalent to the linear system
y˙(t) = c× y(t) .
Therefore, all constant functions y(t) = λc are solutions, which is consistent with Eq. (41).
If c = 0, then all constant functions y(t) = d are solutions, which is also consistent with
Eq. (41). If c 6= 0, then all non-constant solutions of this system have the form
y(t) = a cosωt+ b sinωt (48)
where ω = ‖c‖, the vector a ∈ R3 is perpendicular to c and otherwise arbitrary, and
b = ‖c‖−1c× a.
7 Conclusions and Open Questions
In this paper we have described several analytical and numerical tools for the study of the L96
system. These tools are equally useful for several possible generalizations of the L96 system,
which are also proposed here. Specifically, we have exploited the fact that linearizations of
the system about constant states are given by circulant matrices to introduce a graphical
approach for the study of its spectrum and in order to demonstrate that normal forms of
the system at bifurcation points may be computed analytically. We have also proposed
numerical and graphical methods to describe the dependence of attractors on the main
bifurcation parameter.
Further, we have classified all advection terms that share essential features with the
original Lorenz term. Our analysis identifies the original L96 advection term GL as the
simplest such term that produces the signature complex wave behavior. While this version
of the system appears to have received the most attention in the literature so far, we have
identified and classified a whole class of related advection terms that can be expected to lead
to similar dynamics.
We have also considered possible modifications of the L96 system by allowing site-
dependent advection, dissipation, and forcing. We have presented basic results for the ex-
istence and stability of solutions for time-independent and time-dependent problems. We
have also explored examples numerically and explained some of the new phenomena using
site-dependent scaling arguments.
Finally, we have identified special solutions for advection-only, energy-preserving L96-like
systems. Such solutions may be used as test cases for numerical schemes (Appendix B).
The possible modifications presented in this paper open up many avenues of investigation.
It seems natural to consider systems with alternative advection terms for large forcing in
order to discover whether, and in which cases, the rich dynamic behavior of the L96 system
still results. A concrete problem in this domain is to compare two systems having different
advection terms but the same linearization and thus the same eigenvalue curve, and to study
how they differ with increasing forcing.
There is also a variety of questions related to bifurcations to explore. Do multiple stable
limit cycles appear also for other advection terms that admit Hopf bifurcations, followed by
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chaotic behavior for larger forcing? Do these phenomena persist universally in spite of the
large flexibility in the set of quadratic, equivariant, energy-preserving, localized advection
terms that has been identified here? It was observed numerically that in the case of large
site numbers with many small divisors, more than two stable limit cycles may exist for F
near 1. Is there a more rigorous explanation for this phenomenon?
A broader range of questions can be asked for inhomogeneous systems. In the case of
inhomogeneous advection terms, constant equilibrium solutions can still be found, but the
application analysis becomes more involved because linearizations no longer result in cir-
culant matrices. One should ask about the stability of stationary solutions in the case of
inhomogeneous forcing such as e.g. in Fig. 7. How do inhomogeneous advection/dissipa-
tion/forcing affect attractors and their basins of attraction? And finally, are there better
ways of characterizing and identifying attractors than have been found numerically?
The Lorenz ’96 system exhibits a wide range of complex dynamical behavior. Together
with its many possible modifications, it is a showcase for a variety of interesting phenomena
and at the same time a rich source of mathematical challenges. It is our hope that this paper
will ultimately contribute to better attention to this subject, especially from the mathematics
community.
8 Appendix A: Discrete Fourier Transform
Here we collect some basic facts relating the L96 system to the discrete Fourier transform.
The same arguments can be applied to any G -map. Let
FN = 1√
N
(
e2piik`/N
)
0≤k,`<N =
1√
N
(
ωk`N
)
0≤k,`<N (49)
be the normalized symmetric Fourier matrix, where as before ωN = e2pii/N . We denote the
columns of FN by q` (see also Eq. (29)). The conjugate matrix F∗N has columns qN−` and
is the inverse of FN .
Let A be any real circulant N ×N matrix, with top row (c0, c1, . . . , cN−1). Let pA(z) =∑N−1
j=0 cjz
j. Then A has eigenvalues pA(ω`N) with right eigenvectors q`. The left eigenvectors
of A for the eigenvalue pA(ω`N) is the `-th row of F∗N or qTN−`. The matrix F∗NAFN is diagonal
with entries pA(ω`N).
We now describe the action of the bilinear mapping BL, defined in (7), in terms of the
Fourier matrix. As before, all indices are understood modulo N .
Proposition 4. For z, w ∈ C, z 6= 0 6= w let
PL(z, w) = z
−1(w − w−2) + w−1(z − z−2). (50)
Let 0 ≤ k, ` < N , then
BL(qk, q`) = PL(ω
k
N , ω
`
N)√
N
qk+` and GL(qk) =
1− ω−3kN√
N
q2k. (51)
Let y ∈ RN . Then
(F∗NGL(FNy))` =
N∑
j=0
PL(ω
j
N , ω
`−j
N )
2
√
N
yjy`−j . (52)
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These formulae can be proved by direct computation.
Finally it should be noted that if N is a multiple of 3 and k is a multiple of N/3, then
GL(qk) = 0, since then ω−3kN = 1. More generally it can be shown that PL(z, w) = 0 on the
torus where |z| = |w| = 1 if and only if z and w are of the form e±2pii/3.
9 Appendix B: Numerical Considerations
The papers [6] and [8] used the classical fourth order Runge-Kutta scheme (RK4) with fixed
temporal step width ∆t = 0.05 for the numerical solution of (3). While this method is
straightforward to implement and makes all computations replicable, it only has mid-level
accuracy.
Figure 9: Relative energy loss for RK4
and lsoda (multiplied by 103), for N =
36, ∆t = 0.05, and initial energy 400.
In this paper, we use a high accuracy ODE
solver with variable step width instead, described
in the article [10] and implemented as lsoda in
the R package deSolve (see [11]). To test the
accuracy of the solver, we solved the advection-
only version (37) with the L96 advection term
GL. Then the energy
∑
i x
2
i is exactly conserved.
By rescaling, if t 7→ x(t) is a solution, then so
is t 7→ λx(λt), that is, for larger energy value
the system has essentially the same trajectories
on a faster time scale. The performance of the
RK4 solver with a fixed time step can then be
expected to deteriorate, while the performance
of the lsoda solver should be less affected, since
it has automatic stepsize control and is designed
to handle stiff equations.
As expected, for both solvers the numerical
energy is not exactly constant. For small values
of the energy, e.g. near 1, both solvers nearly conserve energy for long time intervals. If
the energy of the initial value becomes larger, solutions lose energy for both solvers, but
solutions found with LSODA lose energy at a much slower rate.
As an example, here is a plot of the energy of numerical solutions with initial data
xj(0) = c(1 + sin 2pi
j
N
) for 0 ≤ j < N = 36, where c is chosen such that the energy equals
400 at t = 0. The solution computed with lsoda loses about 2 · 10−7 times the initial energy
per unit time while the solution from RK4 with ∆t = 0.05 loses approximately 4 · 10−4 of
the initial energy per time step. Figure 9 illustrates this.
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