The systematic overestimation by climate models of the surface temperature over the eastern tropical oceans is generally attributed to an insufficient oceanic cooling or to an underestimation of stratocumulus clouds. We show that surface evaporation contributes as much as clouds to the dispersion of the warm bias intensity in a multimodel simulations ensemble. The models with the largest warm biases are those with the highest surface heating by radiation and lowest evaporative cooling in atmospheric simulations with prescribed sea surface temperatures. Surface evaporation also controls the amplitude of the surface temperature response to this overestimated heating, when the atmosphere is coupled to an ocean. Evaporation increases with temperature both because of increasing saturation humidity and of an unexpected drying of the near-surface air. Both the origin of the bias and this temperature adjustment point to the key role of near-surface relative humidity and its control by the atmospheric model.
Introduction
The coupling of global atmospheric and oceanic general circulation models in the 1980s and 1990s was a main step toward the emergence of the global climate models or Earth System Models which are now used to estimate climate changes caused by anthropogenic and natural perturbations [Lynch, 2008; Edwards, 2010] . Generally, the atmospheric model computes the radiative and turbulent surface fluxes which are communicated as a top boundary condition to the oceanic model which then returns a surface temperature as a boundary condition for the atmospheric model. The good representation of the atmosphere/ocean coupling depends on the skill of both components to represent the explicit dynamics as well as, through parameterizations, the turbulence and clouds which strongly affect the heat fluxes at the surface. The evaluation of global climate models and their use for climate change projections is nowadays strongly coordinated at an international level via the Coupled Model Intercomparison Project (CMIP) [Taylor et al., 2012] . Beyond their use for prediction at meteorological to climatic timescales, global models play a key role in climate science. They are essential to understand and assess the mechanisms at work in the climate system accounting for all the complexity and spatial and temporal scales involved [Dahan Dalmedico, 2001; Held, 2005] . Despite significant improvements in the representation of several aspects of the climate system over the years [Reichler and Kim, 2008] , certain systematic errors continue to elude decades of research to explain their origin. In particular, most state-of-the-art climate models overestimate the surface temperature over the eastern tropical oceans by a few degrees [Richter, 2015; Vannière et al., 2014] . The persistence of this systematic bias was confirmed in the Intergovernmental Panel on Climate Change Fifth Assessment Report [Flato et al., 2013] , and the fact that it did not reduce between two consecutive phases of the CMIP exercise separated by 7 years was felt to be a significant failure by the climate modeling community [Zheng et al., 2011; Xu et al., 2014a] . This long-standing bias casts some doubts on the reliability of future projections for climate systems that crucially depend on ocean temperature, such as the West African monsoon [Roehrig et al., 2013] , and highlights a poor understanding of the processes controlling the energy balance at the air-sea interface.
So far this warm bias has been attributed to insufficient cold water upwelling due to deficiencies in the representation of either ocean mixing or atmospheric wind stresses [Xu et al., 2014a; Zheng et al., 2011] and to the underrepresentation of the banks of stratocumulus clouds [Ma et al., 1996; Yu and Mechoso, 1999; de Szoeke et al., 2010; Richter, 2015] covering these cold water areas. We show here that biases in surface evaporation, which were not considered so far, play as strong a role as cloud radiative effects in controlling the intensity of the warm bias in the CMIP5 simulations. To show this, we introduce in section 2 an Eastern Tropical Ocean Anomaly (ETOA) index and use it in section 3 to analyze the relationship between energy flux anomalies in stand-alone atmospheric simulations and the sea surface temperature bias in coupled atmosphere-ocean simulations. We then show in section 4 how evaporation dominates the response of sea surface temperature to anomalies in the surface energy fluxes. Based on a decomposition of the latent heat flux response, we finally show in section 5 the role played by surface humidity in both the original forcing of the warm biases and the response of evaporation, before deriving our conclusions in section 6.
The ETO Warm Bias in CMIP5
We base our analysis on 20 models that participated to CMIP5 [Taylor et al., 2012] and for which the latent heat flux (LE), sensible heat flux (H), and surface radiation (SW and LW) were available for both coupled ocean-atmosphere "historical" simulations and stand-alone "amip" atmospheric simulations with prescribed sea surface temperature (SST). All the diagnostics presented here concern the 1979-2005 climatological annual mean. All the simulations are reduced to a common 3.75 × 2.5 ∘ grid with a selective air-sea mask chosen to avoid island or coastal effects, which may contaminate the fields differently in the observations and in the models.
We show in Figure 1a the mean error pattern in the ensemble mean of the CMIP5 historical coupled ocean-atmosphere simulations. The error is computed with respect to the sea surface temperature used as a boundary condition in the amip stand-alone atmospheric simulations. The tropical mean error is removed to retain only the error in the spatial pattern. The SST bias pattern clearly shows the regions of systematic warm biases on the eastern tropical oceans (ETO).
To focus on these particular biases, an ETO anomaly (ETOA) is defined for any variable as the difference between the mean value of the variable over an ETO mask (i.e., considering all the oceanic grid points inside the red contours in Figures 1a-1d ) and over the full tropical oceans. The red contour itself corresponds to a 0.8 K threshold value for the sea surface temperature biases in the CMIP5 ensemble mean. The SST bias has a clear interhemispheric signature featuring a too cold Northern Hemisphere. Since this aspect of the bias is not the focus of this study, the zonal mean was removed before applying the 0.8 K threshold. Throughout the paper, this departure from the zonal mean is used only to define this mask and is not present in any of the calculations. This rather arbitrary choice does not affect the results, as illustrated in the supporting information Figure S2 .
The sea surface temperature bias ETOA is given in Kelvin in parenthesis for the 20 models considered: CSIRO-Mk3-6-0 (−0.28), ACCESS1-3 (0.75), CESM1-CAM5 (0.76), ACCESS1-0 (0.89), bcc-csm1-1-m (0.98), CCSM4 (1.31), IPSL-CM5A-MR (1.37), MRI-CGCM3 (1.52), GISS-E2-R (1.53), MPI-ESM-LR (1.54), MPI-ESM-MR (1.55), MIROC5 (1.56), IPSL-CM5A-LR (1.58), GFDL-CM3 (1.59), BNU-ESM (1.68), NorESM1-M (1.85), CNRM-CM5 (1.86), IPSL-CM5B-LR (1.93), FGOALS-s2 (1.96), and FGOALS-g2 (2.06). More information on the individual models can be found in the Intergovernmental Panel on Climate Change Chapter on model evaluation [Flato et al., 2013] . All but one model (i.e., CSIRO) feature a temperature bias ETOA larger than 0.7 K, with an ensemble average of 1.4 K.
Atmosphere Forcing the ETOA Bias
The contrast between the coverage by the banks of stratocumulus clouds over the ETO region and by trade-wind cumulus in the rest of the tropics, sketched in Figure 2b , induces a contrast in the shadowing effect of clouds, less short-wave radiation reaching the surface over the ETO. The main reason invoked to explain the atmospheric contribution to the ETO warm bias so far was the underestimation of the occurrence (or lack) of these stratocumulus clouds. Despite dedicated research efforts and ad hoc treatment to increase their occurrence [Hourdin et al., 2013a] , significant biases in the cloud radiative effect persist in stand-alone atmospheric simulations forced by observed sea surface temperatures. This is illustrated in Figure 1b which shows the pattern of the cloud radiative effect bias in the CMIP5 ensemble mean computed with respect to the CERES-EBAF data set [Loeb et al., 2009] . For most models, the overestimated surface radiation in the ETO region is mainly due to short-wave radiation and is a consequence of an underestimated cloud cover. In a few of them, however, the cloud cover is well simulated, but the cloud base is too low and thus too warm, which leads to an overestimated downward long-wave radiation toward the surface (or greenhouse effect). Figure 1d ) the contribution of the relative humidity mean bias to the latent heat bias (see text). Biases are computed using as observational references: the climatological mean of the SST data set used as boundary condition for the amip simulations [Taylor et al., 2000] , the second edition of the CERES-EBAF L3b product for radiative fluxes [Loeb et al., 2009] , the ensemble mean of 11 in situ, satellite-based, and blended climatological products for latent heat fluxes [Gǎinuşǎ-Bogdan et al., 2015] and the da Silva et al. [1994] climatology for relative humidity. (e and f ) We consider the ETO anomaly (ETOA) of SSTs biases and atmospheric fluxes. The ETOA is computed as the difference of the mean value of a quantity over an ETO mask (i.e., inside the red contours in Figures 1a-1d ) and over the full tropical oceans (from 30 ∘ S to 30 ∘ N). (e) Scatterplot of atmospheric fluxes ETOA as a function of the ocean temperature bias ETOA for cloud radiative effect (blue), for latent heat (red), and for the total surface heat flux (i.e., total radiation plus latent and sensible heat fluxes). Numerical values are given in Table S1 in the supporting information. Equations of the regression lines (full lines) and correlation coefficients are given in the legend. The red and blue horizontal dashed lines show the mean observed ETOA, and the plus signs show the individual observational estimates (see text). (f ) Scatterplot of the contribution of the relative humidity bias ETOA to the latent heat flux bias ETOA. For the cloud radiative effect in Figures 1b and 1e , results of CESM1-CAM5 and FGOALS-g2 were ignored due to missing clear-sky fluxes. For Figure 1d , the decomposition used requires in addition near-surface humidity, wind, and air temperature. For these figures, the bcc-csm1-1-m, CCSM4, CESM1-CAM5, FGOALS-g2, MPI-ESM-LR, MPI-ESM-MR, and NorESM1-M models were ignored because one of these variables was missing (see supporting information Table S2 for details). The comparison of the 13 and 18 model ensemble is given in the supporting information Figure S1 .
The role of the underestimation of surface evaporation in these regions, compared to the mean evaporation over the tropical oceans, is less acknowledged in the literature. Indeed, the bias pattern of evaporative cooling −LE (counted positively downward, L being the water latent heat of vaporization and E the surface evaporation) in stand-alone simulations (Figure 1c ) shows strong similarities with the temperature bias pattern obtained when the same atmospheric models are coupled to an ocean model (Figure 1a ). This result should be taken with caution, however. Even if the confidence in evaporation climatologies at the ocean surface has recently increased [Yu and Weller, 2007; de Szoeke et al., 2010] , the surface flux observations used as a reference for bias computations still exhibit large uncertainties. In this paper, the choice of observations of turbulent fluxes is based on a recent overview of available data [Gǎinuşǎ-Bogdan et al., 2015] . The observational reference used to compute the latent heat flux bias in Figure 1c is the ensemble mean of a set of 11 in situ, satellite-based, and blended climatological air-sea flux products. The role of surface energy fluxes can be identified as well with no reference to flux observations, by considering directly the multimodel dispersion through the ETOA index. We plot in Figure 1e the surface heat flux ETOA in stand-alone atmospheric simulations as a function of the temperature bias ETOA in coupled atmosphere-ocean simulations for all the models. It happens that ETOAs of both cloud radiative effect (Figure 1e , blue) and latent heat flux (red) in stand-alone atmospheric simulations are correlated with the temperature bias ETOA in coupled atmosphere-ocean simulations, with mean regression slopes of 11 and 12 W/m 2 /K, respectively. Together, they contribute to most of the 25 W/m 2 /K slope of the total atmospheric surface flux ETOA (i.e., total radiation plus latent and sensible heat flux; Figure 1e , green). This is a strong indication that the poor representation of both clouds and evaporation in atmospheric models contribute to the warm bias.
The estimate of the cloud radiative effect ETOA from CERES-EBAF observation is shown as a blue dashed line in Figure 1e . The ensemble mean latent flux observation ETOA corresponds to the red dashed line, and the 11 individual data sets considered in the Gǎinuşǎ-Bogdan et al. [2015] study are also shown as red plus signs. For a null temperature bias ETOA (Figure 1e , origin of abscissa), the regression line of the latent heat and of the cloud radiative effect are both below the observations. If relying on the mean regression line and mean observation, an atmospheric model that would be bias free for the fluxes ETOA would result in a SST ETOA bias in the coupled simulations of about 0.8 K. This is indicative of either systematic errors in the observations or of an additional systematic error in models, as would result from a systematically underestimated oceanic upwelling.
Several reasons can explain why underestimated evaporative cooling has not been identified as key to ETO warm biases so far. First, it is important to identify flux biases in stand-alone atmospheric simulations. Evaporative cooling is generally overestimated over the ETO in coupled CMIP5 simulations [Zheng et al., 2011; de Szoeke et al., 2010; Richter, 2015] , but a large part of this excessive cooling is the consequence, rather than the cause, of the warm biases, as it will be shown in next section. A second important methodological aspect is to consider anomaly patterns of evaporation, rather than the absolute bias. It is done here either by removing the average from the maps (Figures 1a-1c) or by computing ETOAs (Figure 1e) . Indeed, the evaporation is often overestimated in the tropics in CMIP5 stand-alone atmospheric simulations [Xu et al., 2014a; Richter, 2015] but to a lesser extent in the ETO region. When coupling the atmospheric model with an ocean model, the mean temperature and energy fluxes adjust (the mean temperature is often fitted to the observation by tuning of the global energy balance), but the pattern of the temperature biases in coupled models clearly conserves the footprint of the flux anomalies in stand-alone atmospheric simulations.
Adjustment of Temperature and Fluxes
This adjustment of temperature and fluxes is now analyzed in more detail in Figure 2a which compares the ETOA fluxes in stand-alone and coupled atmospheric simulations as a function of the temperature bias. In stand-alone simulations, the surface temperature is prescribed to observations, so that its change after the coupling is equal to the bias in the coupled simulation. The short-wave radiation (SW) is almost unchanged by the coupling. The long-wave (LW) net radiation and sensible heat flux (H, in general 5 to 10 times smaller than LE over tropical oceans) are also only marginally affected by the coupling. To the first order, these fluxes depend on the contrast between the temperature at the surface and in the atmospheric column, the latter adjusting to the former, as sketched by the reddening of the ocean and atmosphere over the ETO region in Figure 2c . Finally, the surface latent heat flux controls most of the adjustment: the slope of the regression between the latent heat ETOA and the temperature bias ETOA (Figure 2a ) is of opposite sign in the stand-alone (12 W/m 2 /K) and in the coupled (−7 W/m 2 /K) experiments, and the difference between the two slopes (19 W/m 2 /K) is not far from the regression slope of the initial forcing (25 W/m 2 /K; green line in Figure 1e ). The adjustment overcompensates the original latent heat flux perturbation so that the flux bias ETOA is of opposite sign in stand-alone and coupled simulations. In comparison, the contribution of the sensible heat flux to the adjustment to the initial forcing is 0.2 W/m 2 /K and that of the radiation (SW+LW) is 2.6 W/m 2 /K. The residual of about 3 W/m 2 /K can be interpreted as a slightly increased oceanic heat uptake in the ETO region. A summary of these findings is given in Figure 2c . The red arrows correspond to the main flux ETOA biases in stand-alone atmospheric simulations associated with a 1 K SST ETOA bias, as estimated from the slopes of the regression lines in Figure 2a (red dashed line for latent heat and sum of the two blue dashed lines for radiation). The blue arrows correspond to the adjustment of fluxes with temperature in coupled simulations for a 1 K change in the SST ETOA, as estimated from the differences of the regression slopes in Figure 2a between coupled and stand-alone simulations.
We now analyze further the response of the latent heat flux to temperature changes, when coupling the atmospheric and oceanic models. Latent heat flux is computed at the model time step as
where the specific humidity q a is the mass of water vapor divided by the total mass of dry air plus vapor, is the air density, C E is the transfer coefficient for the evaporation, |V a | is the near-surface horizontal wind speed, ≃ 0.98 accounts (in some of the models) for the smaller evaporation of salty water than fresh water, and q sat (T s ) is the specific humidity at saturation for surface temperature T s . When the temperature increases, the evaporation increases because of the q sat (T s ) term, but this increase can be partly compensated by the subsequent increase in air humidity q a . This formula is rewritten by introducing the air relative humidity RH a = q a ∕q sat (T a ), by linearizing the difference q sat (T s )−q sat (T a ) as a function of the air-sea temperature contrast T = T s −T a , and by using the Clausius-Clapeyron relation:
The latent heat flux then reads as follows:
The temperature dependency of LE is more visible in this reformulation where q sat (T s ) is factorized.
Decomposing the Latent Heat Flux Response
Equation (2) is now used as a bulk formula to analyze a posteriori the latent heat flux adjustment to the coupling with the ocean model, considering the climatological annual means of the near-surface variables available in the CMIP5 archive and using an effective coefficient C * E =1.4 10 −3 and =1 (see Appendix A). It allows us to decompose the latent heat adjustment to ocean coupling ΔLE (where Δ refers to the difference "coupled" minus "stand-alone") into four contributions: (1) a dynamical contribution ΔLE dyn associated with changes in near-surface wind speed Δ|V a |, (2) a term ΔLE sat associated with changes in saturation humidity with atmospheric temperature ΔT a , (3) a term ΔLE RH associated with changes in relative humidity ΔRH, and (4) a term ΔLE T associated with changes in sea-air temperature contrast Δ T. The sum of these four contributions is a very good approximation of the actual latent heat flux adjustment ΔLE, as seen by comparing Figures 3a and 3b . The effect of change in saturation humidity could have been anticipated: the ΔLE sat 6 W/m 2 /K regression slope can be directly estimated by using equation (2), by taking = L∕(R v T a 2 ) ≃ 0.06 as a constant, in which case ΔLE sat ≃ LE ΔT a , and by considering typical LE values in the tropics of the order of 100 W/m 2 . More surprisingly, the contribution of the relative humidity reinforces the contribution of the saturation, which means that the relative humidity of near-surface air temperature decreases when surface temperature increases. It is well understood that while surface evaporation moistens the boundary layer, turbulent mixing and boundary layer convection dries it out via the entrainment of dry tropospheric air [Stevens, 2007] . The air entrained from the free troposphere is particularly dry over the ETO, in the subsiding branches of the Hadley-Walker circulation, as sketched in Figure 2b . Specific humidity is well mixed in the boundary layer, which corresponds to a relative humidity decreasing from the cloud layer (where it is close to 1) to the surface, with a gradient imposed by the Clausius-Clapeyron relation. Thus, an increased shallow convection and deeper boundary layer probably explain the drying of the air above the warmer surface. A similar process has been invoked [Shkolnik et al., 1980] to explain how Bedouins living in desert areas, by wearing dark and loose clothes, compensate the absorption of radiation by a reinforced convection along their skin, which leads to an increased dry air renewal and a subsequent cooling by evaporation.
Beyond disentangling of the different contributions to the response of the latent heat flux to coupling, the decomposition presented above can be used to analyze the −LE bias itself. In particular, it can be used to compute the contribution ΔLE RH =− * |V a | q sat (T a )ΔRH of the relative humidity biases to latent heat biases in stand-alone atmospheric simulations. ΔRH in this case is the difference with RH observations for which we use the da Silva et al. [1994] climatology. The ensemble mean pattern of the RH contribution to the latent heat bias is shown in Figure 1d . The patterns are very similar to that of the effective latent heat bias (Figure 1c ). Figure 1f shows for each model the RH contribution as a function of the effective latent heat bias considering the ETOA index. The slope close to unity and the correlation of 0.92 are clear indications of the dominance of the RH contribution to the latent heat bias ETOA. Although the Da Silva data set used to compute the humidity bias has its own unknown uncertainties, it is interesting noticing that the data sets used as references in Figures 1c  and 1d are largely independent of each other.
Conclusions
Based on a multimodel analysis, we have shown that the processes controlling relative humidity and evaporation play a key role both in the forcing and in the adjustment of the ETO warm biases. The latent heat contribution to the atmospheric flux biases in stand-alone atmospheric CMIP5 models is on average a little bit larger than the contribution of clouds.
This study does not rule out other possible sources of biases, such as the representation of the oceanic circulation [Large and Danabasoglu, 2006] , which may in particular reshape the warm bias along the coast [Xu et al., 2014b] or in the equatorial regions [Xu et al., 2014a] . Observational uncertainties are too large to allow quantifying the residual part of the sea surface temperature bias which could be attributed to wind-induced or internal problems in the representation of surface oceanic cooling.
By itself, the overestimated relative humidity with respect to the rest of the tropics is enough to explain the underestimated evaporation over the ETO and is probably due to an underestimated vertical exchange with the dry troposphere. As most attempts to reduce the ETO warm bias have focused on the radiative impact of stratocumulus clouds, model developers may have decreased the vertical mixing within the boundary layer or the top entrainment rate in order to maintain enough moisture to simulate a realistic coverage by stratocumulus clouds. By doing this, the short-wave radiative heating is indeed reduced, but the evaporative cooling is reduced as well. It was clearly the case in the three CMIP5 configurations of the IPSL model (supporting information Table S1 ). A strong and even overestimated coverage by clouds was obtained by artificially reducing the mixing in regions of strong temperature inversion at boundary layer top [Hourdin et al., 2013a [Hourdin et al., , 2013b . This ad hoc treatment resulted, however, in an overestimation of the long-wave surface heating, the clouds being too low, in an overestimation of the near-surface humidity and subsequent underestimation of the surface evaporative cooling, as expected for a too thin boundary layer [Stevens, 2007] . As a result, these ad hoc treatments probably contributed to increase rather than decrease the ETO warm biases in the IPSL model.
Latent heat also controls 80% of the atmospheric adjustment to the flux forcing, 77% of which are due to the contributions of saturation (33%) and relative humidity (44%). The decrease of relative humidity over the ETO after coupling with ocean can be well explained by a deepening of the boundary layer in response to the surface warm bias, without ruling out other possible contributions such as an increased advection of dry air from the continents or subtropics toward the warmer SSTs, or feedbacks with the large-scale tropical circulation [Neggers et al., 2007; Braconnot et al., 2007] .
The importance of the processes controlling the near-surface humidity and their poor representation in climate models deserve more attention, specific research, and observational programs. This conclusion is in line with the first recommendation of the European Organisation for the Exploitation of Meteorological Satellites "Climate Symposium 2014" [Asrar et al., 2015] .
