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We present a modulated microwave approach for quantum computing with qubits comprising three
spins in a triple quantum dot. This approach includes single- and two-qubit gates that are protected
against low-frequency electrical noise, due to an operating point with a narrowband response to
high frequency electric fields. Furthermore, existing double quantum dot advances, including robust
preparation and measurement via spin-to-charge conversion, are immediately applicable to the new
qubit. Finally, the electric dipole terms implicit in the high frequency coupling enable strong
coupling with superconducting microwave resonators, leading to more robust two-qubit gates.
PACS numbers:
Spins in quantum dots as an architecture for quantum
information processing require some combination of elec-
tric and magnetic field control at the nanometer scale [1].
While the intrinsic coherence properties of the spins can
be remarkable, the need for such control inevitably cou-
ples the qubit degree of freedom to low-frequency electric
or magnetic noise [2–8]. Approaches that mitigate this
coupling, via dynamical decoupling or composite pulse
sequences, all require rapid ‘pulsed gate’ control either for
individual qubits or for two-qubit gates, which in turn re-
quires wide bandwidths for the control electronics. While
this has led to a variety of advances in the field, paradox-
ically it also leads to the use of quantum bits as sensors,
rather than as protected devices [9].
Instead, we suggest that the use of so-called exchange-
only qubits [10, 11], comprising three spins in a
triple quantum dot [12–17] and implemented experi-
mentally [18–21], provide an opportunity for protection
against low-frequency control noise in analogy to ad-
vances in superconducting devices [22]. In particular, by
having exchange couplings always on, a regime with no
low-frequency field response and a narrowband, resonant
response becomes accessible. We denote this the reso-
nant exchange (RX) qubit, and refer the reader to the
concurrent Ref. [23] for an experimental demonstration
of these ideas. Furthermore, our approach has a pro-
tected two-qubit interaction via exchange [24, 25] or via
resonant dipole-dipole interactions. As coupling between
qubits relies on electric fields rather than tunneling, de-
vices could be implemented in a wide variety of poten-
tial materials such as two dimensional electron gas and
nanowire depletion dots. Finally, we show that the dipo-
lar nature of the RX qubit also enables strong coupling
with high quality factor microwave cavities.
The few electron regime of interest for our triple dot
system we describe by the Hubbard model [15]
Hhub =
∑
i
U
2
ni(ni−1)−Vini+
∑
〈i,j〉
Ucninj− tij√
2
c†i,σcj,σ
(1)
where U is the individual dot charging energy, Uc is the
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FIG. 1: (a) Schematic of a triple quantum dot with one
electron per dot – the (1,1,1) charge configuration. (b) Charge
stability diagram for a lateral triple dot with Uc = 0.3U ,
Vtot = 2.6U , tl = tr = 0 as a function of /U, Vm/U where
U ∼ 1 − 10 meV. As Vm increases the width of the (201)-
(111)-(102) region decreases, and the dashed box indicates
the regime of interest for (c); other charging numbers are
not shown. (c) Energy levels at high external magnetic field
(g∗µBBext  t) for the ms = 1/2 subspace as a function of 
for fixed ∆ = 3t in units of t = tl = tr.
cross-charging energy, Vi is the local potential set by ap-
plied gate voltages on dot i, tij is the tunneling between
dots i and j, and c†iσ is the creation operator for an elec-
tron on dot i with spin σ. For simplicity, we assume
a linear array and set t12 = tl, t23 = tr, t13 = 0, and
have defined tunneling such that singlet-singlet tunnel-
ing has a rate tl,r. An appropriate choice of gate volt-
ages makes the charge stability region (1,1,1) relatively
narrow (Fig. 1a,b), where (n1, n2, n3) indicates charge
occupation numbers for each dot. Specifically, defining
 = (V3 − V1)/2 and Vm = (V1 + V3)/2 − V2, we find
the (1,0,2)-(1,1,1) [(2,0,1)-(1,1,1)] charge transitions oc-
cur at  = ±∆ ≡ ±(U − 2Uc − Vm), which also defines
the width 2∆ of the (1,1,1) region. We see that by mak-
ing Vm sufficiently large, this window width can be made
arbitrarily small. At the same time, triple dot configura-
tions with a total charge number different than three can
remain detuned by keeping the independent parameter
Vtot =
∑
i Vi in an appropriate range.
Restricting our discussion to the reduced model with
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2only (2,0,1), (1,1,1), and (1,0,2), for large positive or neg-
ative , the charge avoided crossing behaves in a manner
analogous to a double quantum dot [7, 18], with the third
charge (and spin) largely decoupled. Near these avoided
crossings (shown in Fig. 1c), techniques from two-spin
quantum bits, including singlet preparation and mea-
surement [26], become available and provide a means of
initializing and measuring the states of the total spin
S = 1/2 manifold. Recently the necessary adiabatic
mapping between the (2,0,1) singlet state and the lowest
energy S = 1/2 state in (1,1,1) has been shown [18, 21].
Moving to the qubit itself, we consider small ||. In
this regime, all three spins are undergoing exchange via
virtual tunneling to the doubly occupied singlet states
|s1,ms〉 ≡ |s〉11 |ms〉3 , |s3,ms〉 ≡ |ms〉1 |s〉33, with ms =
±1/2 and |s〉ij denotes a singlet of spin for electrons
in dots i and j. A Schrieffer-Wolff transformation, de-
fined by exp(λA)H exp(−λA) such that the transformed
Hamiltonian is block diagonal in charge toO(λ2) with the
assumption tl,r ∝ λ, yields a coupled Heisenberg model:
HHeis = JlS1 · S2 + JrS2 · S3 +O(tξ3) (2)
where Jl =
t2l
∆+ , Jr =
t2r
∆− are left-center and right-
center exchange. We further define ξ = t/∆ as our charge
admixture parameter, determining when corrections to
the Heisenberg model may become important.
Under the application of a large external magnetic field
(assumed g∗µBBext  t), the Zeeman sub-levels of the
Heisenberg chain split, and we are left with subspaces de-
fined by the additional quantum numbers for the spins.
In contrast to the case of two spins, where the only addi-
tional number is the total spin S, here we have both the
total spin and a symmetric group quantum number. It
is in this symmetric group (permutation) sector that our
quantum bit will be defined, following earlier work [10],
and we label this regime of operation the RX regime.
The logical subspace with S = 1/2 is
|1〉 = |s〉13 |↑〉2 , (3)
|0〉 =
√
1/3 |t0〉13 |↑〉2 −
√
2/3 |t+〉13 |↓〉2 . (4)
|t0,±〉 are the three spin triplet states. The third state,∣∣Q1/2〉 = √2/3 |t0〉13 |↑〉2 + √1/3 |t+〉13 |↓〉2 is a state
with total S = 3/2 and has zero energy, as shown in
Fig. 1c. We will work in this subspace P for the remain-
der of this Letter. Defining J = Jl+Jr2 , j =
Jl−Jr
2 ,
PHHeisP = −3J
2
|0〉〈0|− J
2
|1〉〈1|−
√
3/4j (|0〉〈1|+ |1〉〈0|) .
(5)
Single-qubit gates: The RX qubit is designed to oper-
ate at the point in parameter space where the fixed elec-
tric fields yield qubit a with no low-frequency response to
additional fields (no DC dipole), but with a narrow-band
response to an applied AC field at the qubit frequency
(an AC dipole). In the context of our model, variations
of  ∝ e∑i xi (with xi the position of dot i along the
inter-dot axis) are equivalent to looking at the electric
dipole response of the qubit system (Fig. 2a). Our ideal
operation point – protected against low-frequency noise
by the energy gap ∼ J – occurs when the energy quan-
tization axis in the |0〉 , |1〉 subspace for a fixed 0 is per-
pendicular to the perturbation of the system due to a
small variation  = 0 +F . For small tunneling asymme-
try tr(l) = (1 ± y)t, we have 0 = − 8∆5 y. Variations of
 around 0 lead to variations of a perturbation orthog-
onal to the quantization axis, providing a direct dipole
moment between ground and excited states as indicated
by the virtual process in Fig. 2a. We write the Hamilto-
nian using Pauli matrices such that its eigenenergies are
quadratic in F :
HRX =
~ω
2
σz + Fησx (6)
with ~ω =
√
J2 + 3j2 ≈ tξ(1 + 3y25 ) the energy dif-
ference between the two energy eigenstates and η =√
(∂J)2 + 3(∂j)2|=0 ≈ 2
√
3ξ2(1 + 63y
2
25 ) an effective
matrix element coupling F to the qubit degree of free-
dom.
Rabi nutation becomes accessible if one drives  si-
nusoidally, i.e., F (τ) = f(τ) cos(ντ + φ) where φ is an
adjustable phase and f(τ) varies slowly compared to the
gap ω. Near resonance (small δ = ω−ν), we can work in
a rotating frame and rotating wave approximation, and
have a quantum bit nutation with Rabi frequency
Ω(τ) ≈ f(τ)
~
√
3ξ2 . (7)
Subsequent Rabi nutations, with differing φ, correspond
to rotations about various axes along the equator of the
Bloch sphere defined in Hrot.
The key feature of the RX qubit is a reduction in re-
sponse to low-frequency noise, due to the gap ω. How-
ever, a secondary benefit arises from purely practical con-
cerns: the necessary bandwidth for performing gates via
modulated microwaves is on the order of 1/τgate around
the center frequency ω. This allows for filtering of classi-
cal noise in other frequencies to a high order. However,
the adiabatic gate control necessary in the current scheme
for preparation and measurement requires a second band-
pass for control at a frequency much lower than ω. Alter-
natively, as we show below, preparation and readout can
be accomplished using circuit QED [27, 28] coupling of
the qubit levels to a microwave cavity, in direct analogy
to the transmon superconducting qubit [29, 30].
Two-qubit gates: In addition, this so-called ‘sweet
spot’ provides a several mechanisms for coupling RX
qubits. In particular, two RX qubits in proximity will
have a multipole-multipole interaction due to the cou-
pling of the dipole to the electric field. At large distances
R  a between two RX qubits with relative angle θ
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FIG. 2: (a) Virtual process that leads to an electric dipole el-
ement between the two logical states, where tunneling couples
to the symmetric (anti-symmetric) combination of excited
charge states, which are in turn coupled by electric field. (b-
d) Dipole-dipole coupling, near-field multipole coupling, and
coupling to a superconducting transmission line resonator. (e)
Contour plot of phonon-induced relaxation Γ between logi-
cal states at the operation point 0 = 0, as a function of
the qubit frequency ω and the charge admixture parameter
ξ = t/∆. Quantities used to calculate Γ include the Gaus-
sian width parameter σ = 20 nm, a = 260 nm, and phonon
parameters relevant for GaAs quantum dots [44], including
ρ0 = 5.3× 103 kg/m3, cl = 5.3× 103 m/s, ct = 2.5× 103 m/s,
βl = 7.0 eV, and Ξ = 1.4× 109 eV/m. Inset shows how elec-
tric dipole coupling to the cavity also leads to phonon-based
decay.
and dipole moments ~da(b), they interact via dipole-dipole
terms (Fig. 2a,b)
Vdd =
~da · ~db(1− 3 cos2 θ)
4piεR3
≈ ~gdd(σ(a)+ σ(b)− + H.c.) (8)
with an overall strength ~gdd ∼ 3e2a24piεR3 ξ4, where a is the
left-right dot distance, ε is the dielectric constant of the
substrate, and non-secular terms have been neglected.
This enables direct ‘swap’-type gates between the two
qubits. Extensions of CORPSE pulse sequences allows
for such gates to be integrated with homogeneous echo
sequences [31], providing potential high-fidelity operation
even for slow gates as implicit in the overall ξ4 perfor-
mance. For qubits with resonance frequencies differing
by δ, driving one qubit with a Rabi frequency Ω = δ cre-
ates, in the double rotating frame, a resonant interaction,
in direct analogy to Hartman-Hahn double resonance.
While a dipolar approximation yields a straightforward
understanding of the coupling mechanism, the more gen-
eral result will require inclusion of higher order terms,
as a ∼ R. Fortunately, a convenient approximation re-
mains by expanding the interaction between the two RX
qubits via their capacitive interaction, where we can in-
clude an explicit coupling between adjacent RX qubits
of the form Uab
∑
i na,inb,i (Fig. 2c). This is a direct
extension of efforts to couple double quantum dots ca-
pacitively [6, 32, 33]. In the transformed frame,
na,1(3) − 1 ≈
t2l(r)
4(∆± )2
[
−σ(a)z ±
√
3σ(a)x
]
(9)
Written in the logical basis with tl = tr = t, we have
Vmm = Uab
ξ4
2
(
σ(a)z σ
(b)
z + 3σ
(a)
x σ
(a)
x
)
(10)
with non-secular terms such as σ
(a)
z σ
(a)
x removed by sym-
metry. Going beyond the dipole expansion has added a
z − z coupling term, which can enable gates even when
the qubits are at different resonant frequencies, as is com-
monly dealt with in NMR [34].
Finally, an additional mechanism for two-qubit gates
is the direct coupling of a RX qubit to a high qual-
ity factor superconducting cavity (Fig. 2d), as has re-
cently been achieved for double quantum dots [35, 36],
where gchg/ω & 10−3 was demonstrated. We can esti-
mate the vacuum Rabi coupling of a dipole of size ea
(a ∼ 260 nm is the size of the triple dot system) to
a transmission-line circuit QED cavity with transverse
mode area A as gchg ≈ ωα1/2a√A with α the fine struc-
ture constant. The corresponding coupling of the RX
qubit is gcav = gchg
√
3ξ2. For
√
A ∼ 3 µm, we have
gcav/ω ∼ 7× 10−3ξ2. Thus for ξ & 0.03 and for systems
with high cavity Q & 106 and long qubit T2 & 20 µs [23],
the strong coupling regime becomes accessible.
Corrections from spin-orbit and nuclear spins: One
potential complication is the addition of spin-orbit cou-
pling. However, if we neglect spin-flip terms in the spin-
orbit coupling due to the large applied external field, the
resulting spin-conserving terms correspond only to a re-
definition of the singlet states. Specifically, including as
an addition to tunneling terms −iλl
∑
σ
σ√
2
c†2σc1σ and
similarly for r, the qubit subspace is defined by the two
non-orthogonal basis vectors
∣∣0˜〉 ∝ (tl− iλl) |↓↑↑〉− (tl +
iλl) |↑↓↑〉 ,
∣∣1˜〉 ∝ (tr − iλr) |↑↓↑〉 − (tr + iλr) |↑↑↓〉. Thus
spin-conserving spin-orbit serves only to renormalize the
effective tunneling coefficients.
While spin-orbit coupling is mostly accounted for, nu-
clear spins and other magnetic gradient fields change can
lead to additional noise [37]. In particular, for Zeeman
terms Bi in each dot aligned with the external homoge-
neous field (due to nuclear gradients or to other gradi-
ents), we have in the |0〉 , |1〉 , ∣∣Q1/2〉 basis
Vnuc =
g∗µBms
2
 −BQ BD √2BDBD BQ −√2BQ√
2BD −
√
2BQ 0
 (11)
with BQ =
1
3 (B1−2B2+B3) and BD = (B3−B1)/
√
3 the
quadrupolar and dipolar contributions from the gradient.
We remark that the nuclear effects, both on the qubit
frequency ω and on the coupling between the two qubit
4states and leakage state may be suppressed for triple dot
devices with a non-trivial tunneling between dots 1 and
3, as recognized in molecular magnet studies [38–40].
Fortunately, while gradient terms change the Hamilto-
nian, they may suppressed by two different effects. First,
the coupling between qubit states (and to the leakage
space) is suppressed by the large energy scale ω set by ex-
change couplings. In essence, exchange averages over nu-
clear gradients, leading only to higher order effects from
all terms except the diagonal terms in the Hamiltonian
(which go as BQ for the symmetric regime). Second, the
BQ terms are slowly varying with root-mean-square ex-
pectation of
√
2/3Bnuc where Bnuc is the average size of
the nuclear field in a single quantum dot. As such, they
may be suppressed by use of standard spin-echo due to
their low-frequency character.
Coupling to phonons: Phonons provide an intrinsic
source of electric field fluctuations that couple to the elec-
tric dipole moment of the qubit via the electron-phonon
interaction, causing relaxation [41, 42]. This interaction
has the form [43]
Hep =
∑
µ,k
Mk
√
~
2ρ0V0cµk
(kβlδµ,l − iΞ)
(
aµ,k + a
†
µ,−k
)
Mk ≡
3∑
i,j=1
∑
σ
〈i| eik·r |j〉 c†i,σcj,σ
where Mk is the factor which depends on electronic de-
grees of freedom, and the constants are: mass density ρ0,
volume V0, phonon speeds cµ, deformation potential βl
for the longitudinal (l) mode, and piezoelectric constant
Ξ. The operator a†µ,k creates a phonon with wavevector
k, energy εph = ~cµk, and polarization µ, and δµ,l is the
Kronecker delta function.
The rate Γ = T−11 of qubit relaxation due to Hep is
given by Fermi’s golden rule as Γ ∼ |〈0|Hep |1〉|2 ρ (ω).
Here, ρ (ω) is the phonon density of states evaluated
at the exchange gap ω between the states |0〉 and |1〉
that determines the energy of the emitted phonon. The
matrix element 〈0|Mk |1〉 is evaluated by defining Gaus-
sian wavefunctions ψi (r) ≡ 〈r| i〉 which are shifted along
the dot axis by −a/2, 0, and a/2 for i = 1, 2, and
3, respectively, and by changing to the qubit basis via
the same Schrieffer-Wolff and diagonalization transfor-
mations used to determine Heff . A simple model sug-
gests Γ ∼ ω3
ν2Γ
ξ4, given the piezoelectric coupling domi-
nation at low frequencies and the dipole moment of the
qubit, which is consistent with the more detailed predic-
tion (Fig. 2e) fit with νΓ ∼ 2pi × 0.9 GHz. The simple
and detailed models agree over the range ω2pi = 0−2 GHz
and ξ = 0− 0.3.
Qubit performance: We now seek optimal parameters
for performance. We assume tl = tr = t (setting 0 = 0)
and use ξ and ω = t2/∆ to rewrite all terms with t or
∆. Nuclear spin-induced T ∗2 is due to fluctuations in BQ.
Variations in  are limited the width of our narrowband
filter; thus Ω ω. A single qubit pi rotation has an esti-
mated infidelity I1 ∼ pi2/(ΩT ∗2 )2+pi/(ΩT2)+(Ω/(
√
3ω))2.
For long T1 times, this yields I1 ∼
√
8/3pi
T∗2 ω
, though for suf-
ficiently large ω, T2 becomes important.
However, two-qubit gates are more limited by T2 than
by T ∗2 , as we can apply refocusing pulses during the two-
qubit gate. In that case, we seek to balance the gate
time against T2. As T2 may be limited by phonon re-
laxation at appreciable values of ω, we consider the T1
limited scenario, with an estimate of the infidelity for an
entangling gate I2 ∼ 2piUabξ4T1 = 2piω
3
Uabν2Γ
. Also requiring
ω  1/T ∗2 for single-qubit gates, an optimal qubit fre-
quency is set by ω ∼ √νΓ(Uab/T ∗2 )1/4. For Uab ∼ 2pi×30
GHz and 1/T ∗2 ∼ 2pi × 10 MHz, consistent with current
GaAs devices [33], the optimal ω ∼ 2pi × 0.7 GHz and
I2 . 0.08. Some improvement can occur by reduction of
the nuclear field, improvement in capacitive coupling, or
phonon band-gap engineering. However, the most dra-
matic increase of fidelity occurs in the presence of a reso-
nant superconducting cavity. Then the product of cavity
coupling and relaxation, gcavT1, increases with smaller ξ,
leading to gates that may be limited by T2 processes.
Additional benefits to the resonance exchange ap-
proach may be achieved by exploring other coupling and
control mechanisms, such as direct tunnel coupling be-
tween adjacent RX qubits [25].
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