Abstract. Objective: Absolute images have important applications in medical Electrical Impedance Tomography (EIT) imaging, but the traditional minimization and statistical based computations are very sensitive to modeling errors and noise. In this paper, it is demonstrated that D-bar reconstruction methods for absolute EIT are robust to such errors. Approach: The effects of errors in domain shape and electrode placement on absolute images computed with 2-D D-bar reconstruction algorithms are studied on experimental data. Main Results: It is demonstrated with tank data from several EIT systems that these methods are quite robust to such modeling errors, and furthermore the artefacts arising from such modeling errors are similar to those occurring in classic time-difference EIT imaging. Significance: This study is promising for clinical applications where absolute EIT images are desirable, but previously thought impossible.
Introduction
Absolute images, defined as images computed independently of a reference set of data or images, may have important applications in medical EIT for distinguishing between pulmonary abnormalities that appear the same in difference images, such as pneumothorax versus hyperinflation or atelectasis versus pulmonary edema, and for the classification of a breast lesion as a cyst or tumor, benign or malignant. For thoracic imaging, 2D images are particularly relevant for ARDS patients, for which a single cross-sectional image well represents the heterogeneous mechanical properties of dependent and non-dependent lung regions [El-Dash et al. (2016) ]. However, due to the sensitivity of the severely ill-posed inverse conductivity problems to modeling errors such as errors in electrode locations, contact impedance, and domain shape, absolute images with good spatial resolution and few artefacts are notoriously difficult to compute. Minimization-based methods, such as Gauss-Newton approaches require an accurate forward model that can predict the voltages on the electrodes from a candidate conductivity distribution with high precision. A typical forward model computed with the finite element method (FEM) requires precise knowledge of boundary shape and electrode positions, as well as a very high number of elements to achieve accuracy, and so solving the forward problem at each iteration in the Gauss-Newton method has high computational cost. When real-time imaging is desirable, such as in pulmonary applications, this computational burden and imprecise boundary knowledge pose significant challenges.
D-bar methods are direct (non-iterative) and therefore do not require repeated high-accuracy simulations to compute an image. Their real-time capabilities have recently been demonstrated in [Dodd and Mueller (2014)] . Here, we demonstrate that high quality absolute images can be computed quickly from D-bar methods, and that they are robust in the presence of the intrinsic system noise, as well as errors in electrode placement and domain shape. Absolute images are computed from experimental tank data using three D-bar methods, and the effects of errors in electrode location and domain shape are compared. The D-bar methods studied here are the t exp implementation of the D-bar method for real-valued conductivities based on the global uniqueness proof [Nachman (1996) ] with further developments and implementations in [Isaacson et al. (2004) ; Knudsen et al. (2009) ; Siltanen et al. (2000) ], and two formulations of the D-bar method for complexvalued conductivities, also with the exp-approximation which are based on [Francini (2000) ; Hamilton et al. (2012) ; Herrera et al. (2015) ].
The first absolute images computed with a D-bar method were presented in [Isaacson et al. (2004) ], where they were compared to absolute images computed using the NOSER [Cheney et al. (1990) ] algorithm. The images were found to be nearly free of the high conductivity artefacts along the boundary caused by the presence of the electrodes, but the target positions (agar heart and lungs) were of lower spatial accuracy than those of the NOSER images. However, the conductivity values computed by the D-bar method were more accurate in value and dynamic range. In [Murphy and Mueller (2009) ] the effects of errors in input currents, output voltages, electrode placement, and domain shape modeling in the D-bar method for realvalued conductivities were studied on simulated data and the method was demonstrated to be quite robust. Additionally, the D-bar reconstruction methods for anisotropic conductivities, which uniquely recover √ det σ up to a change of coordinates, are identical to their isotropic counterparts [Henkin and Santacesaria (2010) , Hamilton et al. (2014) ]. As incorrect domain modeling is a known source of anisotropy, leading to EIT data that would only arise from an anisotropic conductivity even if the true conductivity is isotropic, these results help explain the robustness observed for D-bar based reconstruction methods for EIT. This paper contains the first study of the effects of errors in electrode placement and domain shape modeling when using experimental data with D-bar methods and handles permittivity, as well as conductivity, imaging.
The paper is organized as follows. Section 2 provides overviews of the equations in the D-bar methods studied here with computational details of the implementation of the D-bar method for complex conductivities in [Herrera et al. (2015) ] given in Section 2.3. Section 3 presents absolute and time-difference EIT reconstructions using experimental data from three EIT systems. Results are compared for various errors in electrode placement and domain shape modeling and a discussion of the results included. Conclusions are stated in Section 4.
Methods
Letting Ω ⊂ R 2 denote a simply connected domain with Lipschitz boundary, the electric potential inside u inside Ω can be modeled by a generalized Laplace equation, also called the admittivity equation
where γ(z) = σ(z) + iω (z) denotes the admittivity with conductivity σ, permittivity , and frequency ω. The EIT problem is then to recover the coefficient γ(z) for all z ∈ Ω from electrical measurements taken on the surface ∂Ω. These measurements take the form of Neumann-to-Dirichlet (ND) data (g, f ) where g are the applied currents and f the corresponding voltages: R γ g = f . Knowledge of the ND map allows one to predict the resulting boundary voltages for any applied current. For full boundary data, the Dirichlet-to-Neumann (DN) map is the inverse of the ND map: Λ γ = (R γ ) −1 . D-bar methods are based on using a nonlinear Fourier transform of the DN data tailored to the EIT problem. The admittivity is then recovered from the transformed data by solving a ∂ k (D-bar) equation in the transform variable k for solutions known as Complex Geometrical Optics (CGO) solutions to a related partial differential equation. While there are several D-bar methods for EIT, they all have the same basic form:
Below we provide a brief overview of the D-bar methods for EIT studied here. We compare the results of the D-bar method for real-valued conductivities, which is based on transforming the admittivity equation (1) to the Schrödinger equation in the global uniqueness proof [Nachman (1996) ], implemented and further developed in [Siltanen et al. (2000) , Isaacson et al. (2004) , Knudsen et al. (2009)] , with the results of two implementations of the D-bar method for complex conductivities [Hamilton et al. (2012) , Herrera et al. (2015) ], in which the problem is transformed to a first order elliptic system [Francini (2000) ]. Computational details will be discussed in Section 2.3.
Here and throughout we associate R 2 and C via the mapping z = (x, y) → x + iy and make use of the common ∂ z and∂ z derivative operators
2.1. The D-bar Method for Real-valued Conductivities. Here we review the proof given in [Nachman (1996) ], first implemented in [Siltanen et al. (2000) ] and established as a rigorous regularization strategy in [Knudsen et al. (2009)] . Since this method only applies to real-valued conductivities, consider γ = σ. In this method, equation (1) is first transformed into the Schrödinger equation
via the change of variablesũ = σ 1/2 u, q(z) = σ −1/2 ∆σ 1/2 . Assume σ is the constant 1 in a neighborhood of the boundary, and extend the conductivity from Ω to the full plane as σ(z) ≡ 1 for z ∈ R 2 \ Ω. Note that the the assumption that σ is constant near the boundary can be dropped, and the DN map extended through analytic continuation, so the method then applies on a slightly larger domain. See [Siltanen and Tamminen (2012) , Nachman (1996) ] for further details on this approach.
Nachman proved the existence of unique CGO solutions ψ s (z, k) to the Schrödinger equation
where
Here k is a complex number, and kz is complex multiplication. The CGO solutions µ(z, k) ≡ e −ikz ψ s (z, k) satisfy a D-bar equation in the transform variable k:
where e(z, k) ≡ e i(kz+kz) = e 2i (zk) and t(k) denotes the scattering data, which is related to the DN map via
where Λ 1 represents the DN map corresponding to a constant conductivity of 1. The conductivity σ(z) can be recovered from the CGOs µ(z, k) by:
A Born approximation t exp to the fully nonlinear scattering data t(k) can be made by replacing ψ s in (4) by its asymptotic condition ψ s ∼ e ikz :
This approximation circumvents computing the trace of ψ s (z, k) on ∂Ω which requires using another boundary integral equation. Approximating ψ by its asymptotic behavior is equivalent to making a leading order approximation from the asymptotic series for ψ. This assumption is most accurate in the case of low contrast in conductivity/permittivity. The reconstruction process is then: I. Given [Λ σ , Λ 1 ], evaluate (6) for t exp (k), 0 < |k| ≤ R for some chosen radius R. II. Solve the∂ k equation (3) for each z ∈ Ω and recover the conductivity σ
The method above produces absolute, also called static, EIT images. To obtain time-difference EIT images relative to a reference data set Λ ref , we use the differencing scattering transform t diff introduced in [Isaacson et al. (2006) 
in equation (3) and compute σ diff ≡ [µ diff (z, 0)] 2 − 1, since σ = 1 near the boundary. If σ = σ 0 = 1 near ∂Ω, the problem can be scaled as in [Isaacson et al. (2004) ].
2.2. The D-bar Method for Complex-Valued Conductivities. The methods in this section can reconstruct real or complex-valued admittivities γ(z) = σ(z) + iω (z). We briefly review the methods developed in [Francini (2000) ; Hamilton et al. (2012) ; Herrera et al. (2015) ]. First, equation (1) is transformed to a first-order elliptic system of equations
where u 1 ∼ e ikz ik and u 2 ∼ e −ikz −ik are CGO solutions to the admittivity equation (1), whose existence was established in [Hamilton et al. (2012) ]. 
where S(k) is now a matrix of scattering data defined by
Since γ ≡ 1 in R 2 \ Ω, the matrix potential Q has compact support, and integration by parts in (10) results in
where ν denotes the unit outward normal vector to ∂Ω.
The admittivity γ(z) can be recovered from the CGO solutions at k = 0 by first reconstructing Q
and then undoing the change of variables by computing
where * denotes convolution in z over R 2 . The two formulations of this matrix-based D-bar method differ in their connections of the scattering data to the DN map Λ γ . In the first approach [Hamilton et al. (2012) ], traces of the CGO solutions Ψ 12 (z, k) and
Replacing u 1 and u 2 by their asymptotic behaviors (u 1 ∼ e ikz ik and u 2 ∼ e −ikz −ik ) yields the Born approximations as in [Hamilton (2017) ]:
and corresponding scattering data (17), for 0 < |k| ≤ R for some chosen radius R. II. Solve the∂ k equation (9), using S Ψexp (k), for each z ∈ Ω.
III. Recover the admittivity γ Ψexp (14) using the matrix potential Q Ψexp (13).
The second approach is to re-write the equations for the scattering data directly in terms of the DN map Λ γ [Herrera et al. (2015) ]:
where ∂τ denotes the tangential derivative operator: ∂ τ f (z) = ∇f (z) · τ . Again, using the asymptotic behavior of the CGO solutions u 1 and u 2 gives a Born approximation to the scattering data (18) (19)
The reconstruction process is then:
Approach 2: I. Given Λ γ , compute the Born scattering data for {S exp 12 (k), S exp 21 (k)} from (19), for 0 < |k| ≤ R for some chosen radius R. II. Solve the∂ k equation (9), using S exp (k), for each z ∈ Ω. III. Recover the admittivity γ exp (14) using the matrix potential Q exp (13).
Note that 'Approach 2' does not require the DN map Λ 1 and thus no simulation of data is needed to obtain absolute images. Aside from Calderón's original method [Calderón (1980) , Bikowski and Mueller (2008) , Muller et al. (2017) ], this is the only method for absolute imaging of EIT that does not need any simulated data. This has the key benefits of not needing to know the locations of electrodes with high precision, contact impedances at the electrodes, or even near perfect knowledge of the boundary shape. As we demonstrate below in Section 3, the method is remarkably stable against perturbations in electrodes locations as well as incorrect information about boundary shape. In fact, all of the D-bar methods presented here perform quite well (see Figures 4, 5 and 6) . We remark that the action of the DN map Λ 1 on the complex exponential functions (e ikz for t exp , and −ik for 'Approach 1') can be approximated by using the definition of the DN map: Λ γ u = γ∇u · ν. In [Isaacson et al. (2004) ], this was done by analytically computing the action of Λ 1 on the basis of applied trigonometric current patterns. Alternatively, one could use a continuum type approximation directly computing, e.g., Λ 1 e ikz = 1∇e ikz · ν = ikνe ikz . However, due to the flexibility of not needing any simulated data, we focus this work on 'Approach 2'. To obtain time-difference EIT images, define the differencing scattering transform:
• Approach 1 -Difference Imaging: [Hamilton (2017) ]
• Approach 2 -Difference Imaging: [Herrera et al. (2015) ]
then, solve the∂ k equation (9) using the differencing scattering data and recover γ diff by subtracting 1 from (14), as 1 is the constant admittivity near the boundary ∂Ω. As before, if γ = γ 0 = 1 near ∂Ω, the problem can be scaled.
Note that if the admittivity is purely real-valued, then simplifications to the first-order system method exist [Brown and Uhlmann (1997) , Knudsen (2003) , Knudsen (2002) ].
Computational Details.
Here we present a self-contained summary of the implementation of 'Approach 2' for complex-valued conductivities. For numerical implementations of the D-bar method for realvalued conductivities see [Mueller and Siltanen (2012) , DeAngelo and Mueller (2010) ] and for 'Approach 1' for complex-valued conductivities see [Hamilton and Mueller (2013) ; Hamilton et al. (2012) ].
We present the numerical solution method based on trigonometric current patterns, however any set of L − 1 linearly independent measurements (for a system with L electrodes) can be transformed via a change of basis to synthesize the measurements that would have occurred if the trigonometric current patterns presented here had been applied.
To form the discrete approximation R γ to the ND map R γ we use an inner product of the measured currents and voltages on the electrodes as in [Isaacson et al. (2004) ]. Let Φ j denote the current on the -th electrode arising from the j-th trigonometric current pattern:
where A is the amplitude of the applied current, and V j denotes the corresponding voltage measurement. We form R γ using the normalized currents
where |e | is the area of the -th electrode. The discrete approximation L γ to the DN map Λ γ is then
. While the method as described assumes γ = γ 0 = 1 on ∂Ω and the domain has maximal radius 1, the DN matrix L γ can be scaled by 1/γ 0 and to a max radius 1 by multiplying the DN matrix L γ by r, the radius of the smallest circle containing the domain, as in [Isaacson et al. (2004) ]. Note that an estimate to γ 0 is the best constant-admittivity approximation to measured data, as in [Cheney et al. (1990) ]. The resulting conductivity or admittivity at the end of the algorithm is then rescaled by multiplying by σ 0 or γ 0 respectively. 
where z denotes the center of the -th electrode. Choosing a scattering radius R > 0, the integrals in (19) are computed using a Simpson's rule approximation
where P is the perimeter of the boundary ∂Ω, T the matrix transpose, and z is the vector of the centers of the electrodes z . 
and ∂ τ e i kz ik = iν(z)e ikz . The unit normal vector ν(z) can be computed via numerical forward-differences using a parameterization r(θ) of the boundary. The unit tangent vector to the boundary can then be computed as
for some small ε > 0 and then the unit normal ν = τ 2 − iτ 1 . Note that this step is trivially parallelizable in k. The scattering data for k = 0 can be computed by interpolation. Next, the∂ k system (9) decouples into two systems of two equations, each which can be solved using the integral form
where * denotes convolution in k over the disc of radius R, since S exp has compact support in |k| ≤ R, and we have used the fundamental solution 1 πk for the∂ k operator as well as the asymptotic condition M (z, k) ∼ 1 0 0 1 for large |k| or |z|. The solution can be obtained using a modified version of Vainikko's method [Vainikko (2000) ] for solving integral equations with weakly singular kernels. The convolutions can be implemented using two-dimensional FFTs on a uniform k-grid of size (2
The system in (26) can be solved using matrix-free GMRES for each desired z ∈ Ω. Note that this step is trivially parallelizable in z, and that after each solution of (26) only the k = 0 entry is required to recover the admittivity γ exp (z). The potentials Q exp 12 and Q exp 21 can be computed from (13), with M exp (z, 0), using a numerical derivative such as centered finite-differences, and the admittivity obtained via convolutions and two-dimensional FFTs
where h z denotes the uniform step size in the z grid, and again we have used the fundamental solutions for ∂ z and∂ z , respectively. If the DN matrix L γ was scaled by γ 0 = 1, then undo the scaling now by multiplying by γ 0 .
Evaluation methods.
The robustness of the D-bar methods are demonstrated on EIT data from the ACT3 and ACT4 EIT systems of Rensselaer Polytechnic Institute (RPI) [Cook et al. (1994); Liu et al. (2005) ] and the ACE1 EIT system of Colorado State University (CSU) [Mellenthin et al. (2015) ]. See Figure 1 for the experimental setups.
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Heart & Lungs
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Agar Heart & Lungs Figure 1 . Experimental setups for test phantoms from the ACT3, ACT4, and ACE1 EIT systems.
The ACT3/ACT4 data were collected on a saline-filled tank of radius 15 cm with 32 electrodes of width 2.5 cm on the boundary. The ACT3 data set is archival, with an agar heart (0.75 S/m) and two agar lungs (0.24 S/m) in a saline background (0.424 S/m) filled to a depth of 1.6 cm. Trigonometric current patterns of amplitude 0.2 mA were applied at a frequency of 28.8 kHz (see [Isaacson et al. (2004)] ). Results are presented in Section 3.1. The targets for the ACT4 data were made of agar with added graphite to simulate a chest phantom with a heart and two lungs in a saline bath of 0.3 S/m and height 2.25 cm. The admittivities of the targets, measured using the sc SFP-7 bioimpedance meter sold by Impedimed, were as follows: heart 0.68 + 0.05i S/m and lungs 0.057 + 0.011i S/m. The ACT4 system applies voltages and measures currents rather than vice-versa. In this experiment, trigonometric voltage patterns with maximum amplitude 0.5 V were applied at 3 kHz. ACT4 results are presented in Section 3.2.
The data from the ACE1 system were taken on a chest shaped tank of perimeter 1.026 m with 32 electrodes of width 2.54 cm with bipolar adjacent current patterns applied at 3.3 mA and 125 kHz. Agar heart and lung targets (0.45 S/m and 0.09 S/m, respectively) were placed in a saline bath of 0.2 S/m filled to a height of 2.04 cm. Reconstructions from the ACE1 data are presented in Section 3.3. Figure 2 demonstrates the various boundary information scenarios that were tested for the ACT3 and ACT4 data. The incorrect electrode locations are shown in the leftmost image in red with the markers representing the electrode centers, the ovular boundary is shown in the middle image, and another incorrect boundary is shown in the rightmost image. For the ACE1 data, which has a chest-shaped boundary, we examine the alternative boundaries and electrode positions shown in Figure 3 with incorrect electrode locations and boundaries again shown in red.
'True' boundary functions were formed as Fourier series approximations using coordinate data from imported photographs of the experiments. The 'alternative' boundary shown in Figure 2 (right) was formed using imprecise clicks on the imported experiment photo (Fig. 1, left) . The ovular boundaries were defined in terms of their major and minor principal semi-axes. 'Correct Angle' electrode locations were simulated by defining their centers dθ = 2π L apart. For both the ACT4 and ACE1 data, the measured currents/voltages were used to synthesize the measurements that would have occurred if trigonometric current patterns of amplitude 1 mA had been applied. Reconstructions for all examples were performed on a uniform 33 × 33 k-grid of stepsize h k = 0.4706 using a cutoff radius R = 4.0 and nonuniform truncation threshold of 0.4. The threshold was enforced such that S . For consistency, the DN matrices L γ , L σ , and L 1 were all scaled by r, the radius of the smallest circle enclosing the physical domain, effectively scaling the problem to be contained in the unit disc. The spatial grid was represented by a uniform 64 × 64 z-grid on [−1.05, 1.05] 2 with stepsize h z = 0.0677. For a point of comparison, we include reconstructions of the ACE1 data, computed by the Gauss-Newton reconstruction algorithm. The inverse problem was solved by minimizing the objective functional where φ m is the vector of measurements, φ c is the computed forward problem, ζ is the impeditivity distribution of the domain, α is the regularization parameter, F is a Gaussian high-pass filter and ζ * is a constant estimate of the impeditivity that also is used as the initial guess. The weight of the regularization was adjusted by visual examination, and in the reconstructions presented was α = 0.005. To reduce computational effort and time consumption, the number of elements in the finite element mesh is reduced by applying the approximation error theory [Kaipio and Somersalo (2004) ], where a Bayesian modeling error approach is used to treat approximation and modeling errors.
In this implementation, the forward problem was solved at each iteration with a finite element method with 12,000 elements. The algorithm converged in five iterations, and took approximately 20 minutes to obtain each image. Before running the minimization algorithm, the approximation error vector is computed requiring additional 30 minutes of computation time.
The maximum, minimum, and average reconstructed values of conductivity, and permittivity where applicable, in each of the organ regions were calculated and are provided in the tables in Section 3 for each reconstruction method and dataset. The organ boundaries were identified from the photos in Figure 1 and superimposed on each of the reconstructions. No distortion of the superimposed organ shapes was imposed for the reconstructions on the incorrect boundary shapes.
The dynamic range of each conductivity reconstruction was computed by the formula
where σ recon max is the maximum value over all pixels in the reconstruction, and σ true max is the maximum value over each of the targets as measured by the conductivimeter, and σ recon min and σ true min are defined analogously. The dynamic range for the susceptivity is similarly defined. The 'Approach 2' D-bar reconstructions computed here required approximately 13 seconds of computation time using a four-core laptop computer with 2.9 GHz Intel Core i7 processors and a Matlab implementation that has not been optimized for speed.
Results and Discussion

3.1.
Reconstructions from ACT3 Data. Absolute and time-difference conductivity reconstructions using the three methods are presented in Figures 4, 5 , and 6. Note that only Figure 6 tackles the noisy electrodes with correct boundary shape case. This is due to the fact the electrode center locations are so poorly guessed that the resulting electrode edges overlap making simulation of L 1 , required for the t exp and 'Approach 1' methods, impractical. For the remaining cases, the DN data L 1 was formed using the simulated current and voltage data from solving (1) with σ = 1, subject to boundary conditions defined by the Complete Electrode Model [Somersalo et al. (1992) ], with constant non-optimized effective contact impedances of 0.00000024 Ωm, using the Finite Element Method for 1) the true boundary and electrode angles (4,227 elements), 2) ovular boundary and correct electrode angles (4,339 elements), and 3) alternative boundary shape and true electrode angles (4,122 elements), with with A = 1 milliamp amplitude trigonometric current patterns (23). While difference images with correct boundary shape and incorrect electrode locations were computed for t diff and S Ψdiff , as no L 1 is needed, the images were very similar to those of 'Approach 2' and therefore omitted for brevity. The highly imprecise electrode location case was included to demonstrate the robustness of 'Approach 2'. The reference data for the difference images contained only saline with conductivity 0.424 S/m. Average, max, and min regional pixel values for the heart, left lung, and right lung inclusions for the three D-bar methods are reported in Table 1 . Figure 1 ) using the t exp approximation in Section 2.1 for knowledge of true vs. incorrect electrode angles as well as boundary shape. Absolute images are in row 1, plotted on the same color scale. Difference images are in row 2, plotted on the same color scale. Table 1 . Max, min, and average conductivity values (S/m) in each of the organ regions in the absolute reconstructions from the ACT3 data (see Figure 1, Figures 4, 5, and 6 demonstrate that the three D-bar methods of Section 2 produce absolute and difference images quite similar in resolution and reconstructed conductivity values. In each case, approximating the circular tank by an ovular boundary has the effect of compressing the reconstructed heart and lungs. Perturbing the electrode positions has a rotating effect on the images, but still yields easily recognizable reconstructions of the targets. For uniform perturbations of the electrode angles, the resulting images appear uniformly rotated.
The results in Table 1 from the t exp approximation show that reconstructions using the correct boundary shape have a maximum value in the heart region within 1.5% of the true value, while the minimum values Figure 1 , first) using 'Approach 2' of Section 2.2 for knowledge of true vs. incorrect electrode angles as well as boundary shape. Absolute images requiring no Λ 1 are in row 1, plotted on the same color scale. Difference images are in row 2, plotted on the same color scale.
in the lung region are 37.5% and 33.3% lower than the true values. However, the average value in each lung was within 4.2% of the true value. On the oval and alternative boundaries, the conductivity values remained very close to the reconstructed values on the correct boundary shape, with a very slight increase in error.
The dynamic ranges for the reconstructions on the true boundary, oval boundary, and alternative boundary were 117%, 108%, and 112%, respectively.
The results in Table 1 from 'Approach 1', Section 2.2, show that reconstructions using the correct boundary shape have a maximum value in the heart region within 4% of the true value, while the minimum values in the lung region are 12.5% lower than the true values. The average value in each lung was 25% and 16.7% above the true value. Errors were slightly larger on the oval and alternative boundaries. The dynamic ranges for the reconstructions on the true boundary, oval boundary, and alternative boundary were 111%, 110%, and 114%, respectively.
The results in Table 1 from 'Approach 2', Section 2.2, resulted in reconstructions with a maximum value in the heart region within 4% of the true value when using the correct boundary shape, with the minimum values in the lung region 37.5% lower than the true values. The average value in each lung was exactly correct in the left lung and within 8.3% of the true value in the right lung. Errors were comparable on the oval and alternative boundaries, except slightly larger in the heart region. The largest errors in the heart region were seen in the case of the incorrect boundary locations ("noisy angles"), which had a 12% relative error in the reconstructed maximum value from the true value. The dynamic ranges for the reconstructions on the true boundary, oval boundary, alternative boundary, and correct boundary with incorrect electrode locations were 112%, 126%, 122%, and 100%, respectively.
3.2.
Reconstructions from ACT4 Data. Reconstructions for the remainder of the manuscript focus solely on the 'Approach 2' D-bar method due to it's ability to form absolute images without a need to simulate Λ 1 measurements, as well as flexibility for conductivity or admittivity imaging. The reference data for the difference images contained only saline with conductivity 0.3 S/m. Conductivity (σ) images for the ACT4 data are displayed in Figure 7 , while susceptivity (ω ) images are shown in Figure 8 , for the true and incorrect boundaries and electrode locations. Regional averages, maxes, and mins are reported in Table 2 . A slight rotational effect is observed in the reconstruction with the noisy angles. The reconstructions of heart and lung regions are blurred together in the susceptivity reconstructions. This is in part due to the fact that all targets have susceptivity above the background (0 S/m). Nevertheless, the heart is reconstructed as the most susceptive target in all images as seen in the reconstructed values in Table 2 . Compounding the visual challenges, the susceptivity of the heart is about five times larger than that of the lungs. This is a Figure 8 . Comparison of susceptivity ω (S/m) reconstructions from ACT4 data with the healthy heart and lungs phantom (see Figure 1 , second). Results are compared for knowledge of true vs. incorrect electrode angles as well as boundary shape. Absolute images requiring no Λ 1 are in row 1, plotted on the same color scale. Difference images are in row 2, plotted on the same color scale. Table 2 . Max, min, and average conductivity and susceptivity values (S/m) in each of the organ regions in the absolute reconstructions from the ACT4 data (see Figure 1, feature of the experimental values rather than a flaw in the algorithm, e.g., see [Hamilton and Mueller (2013)] for an example of a case with background susceptivity values between those of the targets. Nevertheless, the main features in the ACT4 images are distinguishable in both the absolute and difference images. The conductivity results in the tables compare most favorably to the true values by considering the maximum values in the heart region to the true values and the minimum values in the lung regions to the true values. Using these entries from Table 2 , the relative errors for the reconstructions of conductivity on the correct boundary shape are 7.4% for the heart and 153.3% for the lungs. The conductivity of the lungs was consistently overestimated across boundary shapes and electrode positions, whereas the conductivity of the heart region was relative stable. The relative errors (heart, lungs) for the reconstructions are worst on the oval boundary (12.0%, 246.0%) with relative errors of (1.5%, 206.0%) for the alternative boundary and (2.7%, 149.6%) for the correct boundary with incorrect electrode locations. The relative errors in susceptivity using the average regional values from Table 2 were 17.4% for the heart and 136% for the lung for the correct boundary shape and electrode angles and (13.0%, 88.3%) for the oval boundary, (4.8%, 82.3%) for the alternative boundary, and (20.2%, 64.3%) for the correct boundary with incorrect electrode locations. Although the susceptivity cannot physically be negative, the algorithm returned negative values in some regions. The dynamic ranges for the conductivity values on the true boundary, oval boundary, alternative boundary, and correct boundary with incorrect electrode locations were 94%, 64%, 79%, and 89%, respectively. The dynamic ranges for the susceptivity values on the true boundary, oval boundary, alternative boundary, and correct boundary with incorrect electrode locations were 194%, 160%, 171%, and 175%, respectively, due to the reconstruction of negative susceptivity values.
We remark that the ACT4 dataset contains high contrast targets of much greater contrast than those of the ACT3 dataset discussed above. For the ACT4 example, the most conductive object (heart) was nearly 12 times as conductive as the least conductive object (lungs). By comparison, the heart was approximately 3 times as conductive as the lungs for the ACT3 case. Recovering such high contrast targets is inherently challenging and will require further examination.
3.3. Reconstructions from ACE1 data. Figure 9 displays the conductivity reconstructions from the ACE1 data. Reconstructions were computed using 'Approach 2' with the true and incorrect electrode locations and boundary shapes shown in Figure 3 . The reference data for the difference images contained only saline with conductivity 0.2 S/m. Regional max, min, and average values are reported in Table 3 . Figure 1 , third). Results are compared for knowledge of true vs. incorrect electrode angles as well as boundary shape. Absolute images requiring no Λ 1 are in row 1, plotted on the same color scale. Difference images are in row 2, plotted on the same color scale. The reconstructions for the 'Circular' boundary were performed on a k-disc of radius 3 rather than 4 for stability. Table 3 . Max, min, and average conductivity values (S/m) in each of the organ regions in the reconstructions from the ACE1 data (see Figure 1, Reconstructions from the ACE1 data further demonstrate the method 'Approach 2' of Section 2.2 is very robust to errors in boundary shape and electrode position ( Figure 9 , Table 3 ). The noisy angles again have the effect of rotating the reconstructed image, and the elliptical and circular boundaries cause the reconstructed lungs to be pushed toward the boundary, and the heart toward the center, with the effect becoming more pronounced as the boundary becomes more circular. As the domain becomes more circular, a low-conductivity artefact appears opposite the heart and between the lungs, which can most likely be attributed to the distortion of the lungs toward the boundary.
As was the case for the ACT4 data, the conductivity values in the tables compare most favorably to the true values by considering the maximum values in the heart to the true values and the minimum values in the lung to the true values. Using these entries from Table 3 , the relative errors for the reconstructions of conductivity on the correct boundary shape are 4.4% for the heart, 0% for the left lung, and 11% for the right lung. The errors for the incorrect boundary shapes for the heart were 13.3% for the noisy angles, 4.4% on Ellipse 1 boundary, and 2.2% on Ellipse 2 boundary and the circle. The errors in the lungs regions were 22% and 11% for the noisy angles, 22% for Ellipse 1 boundary, 11% for Ellipse 2 boundary, and 89% and 78% for the circle, due to the distortion toward the boundary. The dynamic ranges for the conductivity values of the agar targets using the true boundary, true boundary with incorrect electrode locations, Ellipse 1 boundary, Ellipse 2 boundary, and circular boundary were 107.5%, 120.7%, 112.5%, 102%, and 84%, respectively. Figure 10 shows the Gauss-Newton method reconstructions under the various incorrect boundary and electrode configurations. Since the FEM for the solution of the forward problem at each iteration requires that the electrodes do not overlap, a different electrode perturbation was used from that of the D-bar reconstructions shown in Figure 9 (second). Instead, all electrode centers were first perturbed by the angle π/32, and then a random vector drawn from the uniform distribution on [0, Egap/2], where Egap is the (uniform) gap between the actual electrodes, was added to the perturbed locations. The Gauss-Newton reconstructions are shown to demonstrate common artefacts that arise in minimization methods without precise knowledge of the boundary or electrode locations. Figure 1 , third) using the Gauss-Newton reconstruction algorithm with adjacent current patterns. Results are compared for knowledge of true vs. incorrect electrode angles as well as boundary shape. Absolute images are in row 1, plotted on the same color scale. Difference images are in row 2, plotted on the same color scale.
The Gauss-Newton algorithm (Figure 10 ) produced an absolute image with good spatial resolution of the heart, but very small lung regions, which did improve significantly in the difference image. The small size of the reconstructed lungs was a feature that persisted through the reconstructions on the incorrect boundaries and the shifted electrodes. As errors in the boundary shape and electrode positions were introduced, conductive regions along the domain boundary appear in the absolute images due to the presence of the conductive electrodes, and were also present in the difference image on the circle. The shifts in the electrode positions result in a rotated reconstruction, both in the absolute and difference images. The dynamic ranges for the reconstructed conductivity values using the true boundary, true boundary with incorrect electrode locations, Ellipse 1 boundary, Ellipse 2 boundary, and circular boundary were 28.5%, 35.1%, 7.2%, 7%, and 53.8%, respectively. Although the Gauss-Newton method does not include any linearizing assumptions, the regularization term used here serves to damp the maximum value of the conductivity distribution, resulting in a low dynamic range. Other regularization terms such as total variation regularization or sparsity-promoting strategies may result in sharper images and a higher dynamic range. However, a thorough comparison with other algorithms is not in the scope of this paper; rather we include these images as an example of the results of a standard reconstruction approach.
Conclusions
The results presented in this paper demonstrate, on experimental data collected on several differing EIT systems, that the D-bar methods considered here are robust to modeling errors of domain shape and electrode placement. They produce absolute images of very similar quality to difference images computed from the same nonhomogeneous data sets making use of basal saline data. In particular, it was shown that even when the electrode centers are known so poorly that the resulting electrodes overlap, the D-bar method still produces distinguishable absolute images absent of the artefacts common in traditional reconstruction methods that rely on repeated solutions to the forward problem. The results hold promise for clinical imaging, where certain applications may benefit from absolute images. For the clinical setting, further investigation is needed to evaluate the effectiveness of this method in 3D settings.
