Abstract. In this paper we prove a Cayley-Hamilton decomposition for nonselfadjoint elliptic ΨDO's on compact manifolds with spectra different from C. This decomposition has several consequences: diagonalizability criterion, construction of characteristic spaces and projectors associated to any subset of C, construction of partial inverses, localization of the spectrum. More importantly these results are purely operator theoretic facts and, in particular, have analogues in the framework of Connes' noncommutative geometry. Thereby they hold in many other settings of ΨDO algebras.
Introduction
Let M n be a compact Riemannian manifold and let E be a Hermitian bundle over M . The primary goal of this paper is to prove a Cayley-Hamilton type decomposition for any elliptic (possibly nonselfadjoint) elliptic ΨDO P : C ∞ (M, E) → C ∞ (M, E) of positive order and with a spectrum which is not C, which generalizes the spectral decomposition of selfadjoint elliptic ΨDO's.
The decomposition we give in Section 2, extends previous results of Markus [Ma, Sect. I.10] and Shubin [Sh, Thm. 8.4] and is analogous to the Cayley-Hamilton decomposition in finite dimension since it involves the characteristic spaces and Riesz operators,
where Γ (λ) is a small circle about λ which isolates λ from Sp P \ λ) (hence Π λ (P ) = 0 when λ ∈ Sp P ).
Actually, E λ (P ) is a finite dimensional subspace of C ∞ (M, E) and (Π λ (P )) λ∈C forms an orthogonal family of projectors on L 2 (M, E) such that for any λ ∈ C, on the one hand, the projector Π λ (P ) is smoothing and, on the other hand, Π λ (P ) projects onto E Λ (P ) along Eλ(P * ). Now, our decomposition (see Theorem 2.4) says that for any L 2 -Sobolev space L where ⊕ denotes the algebraic direct sum and the series converges with respect to the strong topology of L(L 2 s (M, E)) (i.e. the pointwise convergence topology). Moreover, this decomposition has several interesting consequences and we present some of them in Section 3 and Section 4.
First, in Section 3 we obtain a diagonalizability criterion (Proposition 3.1). Moreover, given any subset S of C we define the characteristic subspace E S (P ) corresponding to eigenvalues on S. Since E S (P ) and E C\S (P ) are closed supplements in L 2 (M, E) the projector Π S (P ) onto E S (P ) and along E C\S (P ) is well defined. In particular, the definition does not involve a Riesz integral and, in fact, we can show that Π S (P ) = s∈S Π λ (P ) (see Proposition 3.4). Thanks to this formula it is not difficult to prove that Π S (P ) is smoothing or compact if, and only if, Sp P ∩ S is finite (Proposition 3.6).
We end Section 3 by looking at the partial inverse of P . The latter is defined as the bounded operator P −1 which is zero on E 0 (P ) and inverts P on E C\0 (P ). This definition is compatible with the operations of taking adjoint and integer powers and, furthermore, P −1 turns out to be a ΨDO of order −ordP and such that P −1 P = P P −1 = 1 − Π 0 (P ) (see Proposition 3.8). In Section 4 we consider the case where the principal symbol of P has a spectral cut, which implies that the spectrum of P is different from C. Then we look at the projector Π θ,θ ′ (P ) = Π Λ θ,θ ′ (P ) associated to an angular sector Λ θ,θ ′ delimited by two rays L θ = {arg λ = θ}, 0 ≤ θ < 2π, and
, that are spectral cuts for both P and its principal symbol. Then Π θ,θ ′ (P ) either is a ΨDO of order 0 or is a smoothing operator (Proposition 4.2) and looking at its smoothingness allows us to show that P has finitely many eigenvalues in Λ θ,θ ′ if, and only if, its principal symbol has no eigenvalue in Λ θ,θ ′ (see Proposition 4.2).
In the last section, Section 5, we point out that the above Cayley-Hamilton decomposition and its consequences from Section 3 are operator theoretic facts. First, up to their smoothing and Sobolev aspects, the results holds mutatis standis for any densely defined closed operator with compact resolvent on a separable Hilbert space (see Theorem 5.1). Moreover, we even get an analogue of the full picture in the framework of Connes's noncommutative geometry, when we consider elliptic ΨDO's on spectral triples as those introduced by Connes-Moscovici [CM, Appendix B] (see Theorem 5.6). Thereby the results hold in many other settings of ΨDO algebras, as those arising in the contexts of foliations, manifolds with singularities, hypoelliptic calculus, or groupoids.
In fact, the motivation for finding a Cayley-Hamilton decomposition for nonselfadjoint elliptic ΨDO's came from an attempt to understand from a more spectral theoretic point of view formulas of Wodzicki ([Wo1] , [Wo2] ) relating zeta functions and spectral asymmetry. We refer to [Po1] where this project is carried out.
Finally, I am grateful to Maxim Braverman for stimulating discussions.
Cayley-Hamilton decomposition
Throughout this paper M n is a compact Riemannian manifold and E a Hermitian bundle over M . Moreover, until Section 5 we let P :
be an elliptic ΨDO of order m > 0 such that its spectrum is not C. This has the affect that the spectrum P is an unbounded subset consisting of eigenvalues for P with finite multiplicities (e.g. [Sh, Thm. 8.3] ).
For λ ∈ C let E λ (P ) and Π λ (P ) denote the the characteristic subspaces and Riesz projectors given by (1.1) (they were first introduced in [RN, Sect. 147 ]; see also [Sh] and [GK, Chap. I] ). Then (Π λ (P )) λ∈C is an orthogonal family of projectors, i.e. Π λ (P ) 2 = Π λ (P ) and Π λ (P )Π µ (P ) = 0 for λ = µ (cf. [RN, Sect. 147] ). On the other hand, thanks to the ellipticity of P the characteristic subspace E λ (P ) is contained in C ∞ (M, E). Also, we have:
Lemma 2.1. For any λ ∈ C the projector Π λ (P ) is a smoothing operator.
In fact, for any integer k = 1, 2, . . . successive integrations by parts give Π λ (P ) =
Lemma 2.2. Let λ be an eigenvalue of P and let s ∈ R. Then:
3) On L 2 s (M, E) the operator Π λ (P ) coincides with the projector onto E λ (P ) and along Eλ(P * ) ⊥ .
Remark 2.3. Lemma 2.2 essentially restates Theorem 8.4 of [Sh] , except that there the space along which Π λ (P ) projects is not identified to be Eλ(P * ) ⊥ . However, this identification is the key fact that will allow us to derive the Cayley-Hamilton decomposition of P (see Theorem 2.4 below).
Proof. First, without any loss of generality we may assume λ = 0. Also, since Π 0 (P ) is a smoothing operator it induces a compact operator of L 2 s (M, E). Thus im Π 0 (P ) = ker(Π 0 (P ) − 1) has finite dimension. Next, for k = 0, 1, . . . the ellipticity of P implies that ker P k has finite dimension and is contained in C ∞ (M, E). Moreover, as P induces a k-step nilpotent operator on ker P k , for any f ∈ ker P k we have
As the latter has finite dimension it also follows that for some integer
, commutes with P . Therefore, the subspaces ker Π 0 (P ) and im Π 0 (P ) are invariant by P . Moreover, if f ∈ im Π 0 (P ) and P f = µf with µ = 0 then we have f = Π 0 (P )f = −1 2iπ dζ µ−ζ f = 0. Thus P | im Π0(P ) has no nonzero eigenvalue. As im Π 0 (P ) is finite dimensional this means that P | im Π0(P ) is nilpotent, i.e. im Π 0 (P ) is contained in E 0 (P ). Hence im Π 0 (P ) = E 0 (P ).
Finally, observe that Π 0 (P )
This completes the proof of the lemma.
We can now derive the Cayley-Hamilton decomposition for P .
where ⊕ denotes the algebraic direct sum and the series converges with respect to the strong topology of L 2 s (M, E) (i.e. the pointwise convergence topology).
Then by the 2nd part of Lemma 2.2 each subspace E λ (P ) ⊥ , λ ∈ C, is invariant by P * . Therefore, the subspace F is also invariant by P * , so that P * induces on F an unbounded operator
F is a compact operator of F . Hence P * |F has a compact resolvent. Now, since P * |F has a compact resolvent its spectrum consists of eigenvalues only. Notice that for any λ ∈ C we have ker(P *
Since by the 3rd part of Lemma 2.2 we have E λ (P * ) ∩ Eλ(P ) ⊥ = {0} it follows that the spectrum of P * |F is empty. As P * |F has a compact resolvent this is possible only if
it follows that the series λ∈C Π λ (P ) converges, unconditionally, to the identity with respect to the strong topology of L(L 2 s (M, E)). Remark 2.5. The proof above is an adpatation of the classical proof of the diagonabilizability of a selfadjoint compact operator, which is made possible by the fact that E λ (P )
⊥ is the kernel of Πλ(P * ) (cf. Lemma 2.2). Notice also that the corresponding result for nonselfadjoint compact operator is false in general, since we might have to deal with Volterra operators (see [GK, Chap. I] ).
Some Applications
Let us now look at some consequences of the Cayley-Hamilton decomposition given by Theorem 2.4. First, thanks to the decomposition (2.1) the operator P is diagonalizable on L 2 s (M, E) if, and only if, for any λ ∈ Sp P the characteristic subspace E λ (P ) coincides with the eigenspace ker(P − λ). Hence the diagonalizability criterion below.
Proposition 3.1. Let s ∈ R. Then the following are equivalent:
We have dim E λ (P ) = dim ker(P − λ) for every λ ∈ Sp P . Now, Theorem 2.4 also allows us to set-up the following.
Definition 3.2. Let S be a subset of C. Then:
is denoted E S (P ) and is called the characteristic subspace of P corresponding to eigenvalues in S.
2) Π S (P ) denotes the projector of L 2 (M, E) onto E S (P ) along E C\S (P ).
Remark 3.3. It follows from Theorem 2.4 that L 2 (M, E) = E S (P ) ⊕ E C\S (P ). Thus the definition of Π S (P ) makes sense. Moreover, as E S (P ) and E C\S (P ) are closed subspaces Π S (P ) is a bounded operator on L 2 (M, E). Notice also that, unlike what is done in [RN] and [GK] , we don't need to use a Riesz integral to define Π S (P ).
Proposition 3.4. Let S be a subset of C. Then: 1) We have Π S (P ) = λ∈S Π λ (P ).
2) The subspace E S (P ) is invariant by P and on there P induces an operator P S with compact resolvent and such that Sp P S = Sp P ∩ S.
Proof. Let λ ∈ C. Since Π λ (P ) maps onto E λ (P ) we have Π S (P )Π λ (P ) = Π λ (P ) if λ ∈ S and Π S (P )Π λ (P ) = 0 if λ ∈ S. Hence Π S (P ) = λ∈Sp P Π S (P )Π λ (P ) = λ∈S Π λ (P ). Now, since P Π λ (P ) = Π λ (P ) for every λ ∈ C it follows that on L 2 m (M, E) we have P Π S (P ) = Π S (P )P . Thus E S (P ) is invariant by P .
Let P S denote the operator induced by P on E S (P ). Then the same arguments as those of the proof of Theorem 2.4 for showing that the operator P * |F has a compact resolvent show that P S has a compact resolvent. Thereby, the spectrum of P S consists of eignevalues only. In fact, for any λ ∈ Sp P the subspace ker(P − λ) is contained in E S (P ) when λ ∈ S and is contained in E C\S (P ) otherwise. Thus Sp P S = Sp P ∩ S.
Remark 3.5. When when S = {λ 0 } the above lemma shows that Π S (P ) = Π λ0 (P ), so that the notations Π S (P ) and Π λ0 (P ) are consistant. Moreover, as by Lemma 2.2 the kernel of Π λ0 (P ) is Eλ(P * ) ⊥ we see that
Furthermore, we have the criterion below for the smoothingness of Π S (P ).
Proposition 3.6. Let S be a subset of C. Then the following are equivalent:
(iii) The subset S contains at most finitely many eigenvalues of P .
Proof. Since any smoothing operator gives rise to a compact operator on L 2 (M, E), we only need to prove the implications (ii) ⇒ (iii) and (iii) ⇒ (i). Now, if the projector Π S (P ) is compact then its range E S (P ) has finite dimension, since this is also the eigenspace ker(Π S (P ) − 1). Therefore, only finitely many of the spaces E λ (P ), λ ∈ Sp P , can be direct summand of E S (P ), and so there can be at most finitely many eigenvalues of P that lie in S. Hence (ii) implies (iii).
Finally, if Sp P ∩ S is finite then Proposition 3.4 shows that Π S (P ) is a finite sum of Riesz projectors Π λ (P ). Since these are smoothing operators, we see that Π S (P ) is smoothing as well. Thus (iii) implies (i).
Next, when S = C \ 0 we see from Proposition 3.4 that P induces on E C\0 (P ) an invertible operator with domain E C\0 (P ) ∩ L 2 m (M, E). Therefore, we can define the partial inverse of P as follows.
Definition 3.7. The partial inverse of P is the bounded operator on L 2 (M, E) denoted P −1 that is zero on E 0 (P ) and inverts P on E C\0 (P ).
Proposition 3.8. 1) We have P P −1 = P −1 P = 1 − Π 0 (P ).
2) We have (P
3) The partial inverse P −1 is a ΨDO of order −m.
Proof. The first statement follows the definition of P −1 . Taking adjoints we get P * (P −1 ) * = (P −1 ) * P = 1 − Π 0 (P ) * = 1 − Π 0 (P * ). In fact, as P −1 has kernel E 0 (P ) and range E C\0 (P ) = E 0 (P * ) ⊥ its adjoint (P −1 ) * has kernel E 0 (P * ) and range E 0 (P ) ⊥ = E C\0 (P * ). Thus (P −1 ) * is zero on E 0 (P * ) and inverts P * on E C\0 (P * ), hence is the partial inverse of P * . Next, let k be an integer ≥ 1. Then E 0 (P k ) = E 0 (P ) and E 0 (P * k ) = E 0 (P * ). Since by Remark 3.5 we have E C\0 (P ) = E 0 (P * ) ⊥ this shows that E C\0 (P ) = E C\0 (P k ). Thus (P −1 ) k vanishes on E 0 (P k ) and inverts
−m (M, E) be a parametrix for P , so that P Q = 1 − R 1 and QP = 1 − R 2 , for some smoothing operators R 1 and R 2 . Then mutiplying these equalities by P −1 and using the fact that P P −1 = P −1 P = 1 − Π 0 (P ) we get:
(3.1)
The second equality implies that P −1 induces a continuous endomorphism of C ∞ (M, E). Then the first one shows that P −1 differs from Q by a smoothing operator, hence shows that P −1 is a ΨDO of order −m.
Spectral cuts and localization of the spectrum
A special case where the spectrum of P is not C occurs when the principal symbol p m (x, ξ) of P has a spectral cut, i.e. there exists a ray L θ = {arg λ = θ} such that p m (x, ξ)−λ is invertible for any λ ∈ L θ . Indeed, since the cospshere bundle S * M of M is compact this implies there exists an open conical neighborhood Λ of L θ such that Λ is spectral cut for p m (x, ξ). Then P admits an asymptotic resolvent as a parametrix for P − λ in a suitable class Ψ −m (M, E; Λ) of ΨDO's with parameter (see [Se] , [Sh] , [GS] ). Using this asymptotic resolvent one can show that, on any cone Λ ′ ⊂ Λ such that Λ ′ \ 0 ⊂ Λ, there are at most finitely many eigenvalues of P . Moreover, for R large enough there exists C Λ ′ R > 0 such that
Thus there are infinitely many rays L θ = {arg λ = θ} contained in the spectral cut Λ, that are not through an eigenvalue of P . In particular the spectrum of P is not C, so is discrete. Bearing this in mind let L θ = {arg λ = θ}, 0 ≤ θ < 2π, and L θ ′ = {arg λ = θ ′ }, θ < θ ′ < 2π, be spectral cuts for P and its principal symbol p m (x, ξ), and let Λ θ,θ ′ denote the angular sector {θ < arg λ < θ ′ } ⊂ C \ 0.
Definition 4.1. Π θ,θ ′ (P ) denotes the projector the projector onto E Λ θ,θ ′ (P ) along E C\Λ θ,θ ′ (P ), i.e. Π θ,θ ′ (P ) = θ<arg λ<θ ′ Π λ (P ). Proposition 4.2. There are only two possibilities for the projector Π θ,θ ′ (P ):
Proof. The proof relies on proving that we have
where r is small enough so that no nonzero eigenvalue of P lie in the disc |λ| ≤ r. end let Now, let λ ∈ Sp P and assume that, unless λ = 0, the radius of the circle Γ (λ) in (1.1) is small enough so that the origin does not lie inside Γ (λ) . Then we have
where χ θ,θ ′ (λ) is the characteristic function of Λ θ,θ ′ and the last line follows from the identities ζ
Next, the operator P (P − λ) −1 is a parametric ΨDO of order 0 with principal symbol p m (p m − λ). Thus, using (4.2) standard arguments (e.g. [Se, Thm. 3] , [Sh, Thm. 11.2] 
is small enough so that no eigenvalue of p m (x, ξ) lies in the disc |λ| ≤ δ (x,ξ) r. Since a ΨDO projector either has order ≥ 0 or is smoothing, it follows that Π θ,θ ′ (P ) either is a ΨDO of order 0 with principal symbol Π θ,θ ′ (p m (x, ξ)) or is smoothing.
Finally, from Proposition 4.2 we see that Π θ,θ ′ (P ) is a smoothing operator if, and only if, the symbol Π θ,θ ′ (p m (x, ξ) ) is zero. Thus Π θ,θ ′ (P ) is smoothing if, and only if, E Λ θ,θ ′ (p m (x, ξ)) is always reduced to zero, which precisely means that p m (x, ξ) never has eigenvalues in Λ θ,θ ′ . Therefore, combining these remarks with Proposition 3.6 we obtain: Proposition 4.3. The following are equivalent:
(i) The principal symbol p m has no eigenvalues in Λ θ,θ ′ ; (ii) P has at most finitely many eigenvalues in
is a smoothing operator.
Operator theoretic generalizations
We now point out that the proofs of the Cayley-Hamilton decomposition and its consequences in Section 3 made very little use of ellipticity theory and that what we really need is that P with domain L 2 s+m (M, E) is a closed operator with compact resolvent on the Hilbert space L 2 s (M, E). Therefore, up to their smoothing and Sobolev aspects, these results holds true in the setting of a closed desily defined operator T on a seperable Hilbert space H with compact resolvent.
First, for λ ∈ C we can define the characteristic subspace E λ (T ) and Riesz projector Π λ (T ) as in (1.1). Again (Π λ (T )) λ∈C is an orthogonal family of projectors (see [RN, Sect. 147] ). Also, Lemma 2.2 hold verbatim in this context and along the same lines as that of the proof of Theorem 2.4 we get:
Theorem 5.1. We have
where ⊕ denotes the algebraic direct sum and the series converges unconditionally with respect to the strong topology of L(H).
In this setting the diagonalizability criterion of Proposition 3.1 holds verbatim on H. Moreover, given any subset S of C we can define the characteristic subspace E S (T ) associated to eigenvalues in S as in Definition 3.2. Then E S (T ) is closed in H and thanks to (1.1) we have H = E S (T ) ⊕ E C\S (T ), so that the projector Π S (T ) onto E S (T ) along E C\S (T ) is a well defined bounded operator on H. Again we have Π S (T ) = λ∈S Π λ (T ) and Π S (T ) is a compact operator of H if, and only if, Sp P ∩ S is finite (cf. Proposition 3.4 and Proposition 3.6). Also, we can define the partial inverse T −1 of T as in Definition 3.7 in such way that the first two parts of Proposition 3.8 continue to hold. Now, as alluded to before, what don't generalize to this setting are the smoothing and Sobolev aspects of the results from Section 2 and Section 3. However, these aspects do have operator theoretic analogues in the context of Connes' noncommutative geometry [Co1] .
First, recall that from NCG's point of view a noncommutative manifold can be represented by a spectral triple (A, H, D), where:
-A is an involutive algebra represented in the Hilbert space H; -D is an unbounded selfadjoint operator on H which has a compact resolvent and almost commutes with A, i.e. [D, a] is bounded for any a ∈ A. Furthermore, we assume that A is smooth in the sense that A is contained in ∩ k≥0 δ k , where δ is the derivation
An example of such a spectral triple is provided by a triple ( Proof. Let e −t|D| , t ≥ 0, be the heat semigroup generated by |D| on H. Since the operator e −t|D| can be obtained by standard functional calculus of |D| on H, we see that that for any s ∈ R the operator |D| s e −t|D| is bounded for t > 0. Therefore, for t > 0 the operator e −t|D| maps continuously to H s for every s > 0, hence maps continuously to H ∞ . Since for any ξ ∈ H we have e −t|D| ξ → ξ as t → 0 + . It follows that H ∞ is dense in H.
In fact, using the heat semigroup generated by |D| on H s , s ∈ R, and arguing as above shows that H ∞ is dense on each space H s , hence is dense on H −∞ . [CM, ). Now, let P : H ∞ → H ∞ be a ΨDO of order m > 0 and assume that P is elliptic, i.e. there exists an operator
where R 1 and R 2 are smoothing operators. Notice that P with domain H m is closed on H, since P extends to a continuous map from H m to H. In fact, as H ∞ is dense in H and Q extends to a continuous linear mapping from H and H m , the equalities (5.2) imply that the domain of the closure of P on H is precisely H m . Furthermore, assume that the spectrum of P on H is not C. Then for any λ ∈ C \ Sp P the operator (P − λ) −1 is a continuous endomorphism of H which maps onto H m . In fact, the closed graph theorem implies that (P − λ) −1 is continous from H to H m , hence is a compact operator of H. Thus P has a compact resolvent. Thereby we have a whole apparatus of characteristic subspaces and Riesz projectors as in (1.1) and Lemma 2.2, which allows us to obtain a Cayley-Hamilton decomposition as in Theorem 5.1.
On the other hand, we have:
Lemma 5.5. 1) For any λ ∈ C \ Sp P the resolvent (P − λ) −1 belongs to Op −m .
2) The spectrum of P on H s , s ∈ R, coincides with the spectrum of P on H.
Proof. In fact, let λ ∈ C \ Sp P . Then (P − λ) −1 is a bounded operator from H to H m . Moreover, by (5.2) we have (P − λ)Q = 1 − λQ − R 1 and Q(P − λ) = 1 − λQ − R 2 . Then multiplying these equalities by (P − λ) −1 we obtain:
(5.3) (P − λ) −1 = Q + (P − λ) −1 (λQ + R 1 ) = Q + (λQ + R 2 )(P − λ) −1 .
Since λQ + R 1 and λQ + R 2 are elements of Op −m , the second equality in (5.3) shows that if for some s ∈ R the operator (P − λ) −1 is bounded from H s to H s+m then it induces a bounded linear map from H s ′ to H s ′ +m for any s ′ ∈ [s, s + m]. Thus (P − λ) −1 is bounded from H s to H s+m for any s ≥ 0. Similarly, the first equality in (5.3) implies that if P is continuous from H s to H s+m , then it also extends to a continuous linear map from H s−m to H s . Therefore, on the one hand, we see that for any λ ∈ C \ Sp P the resolvent (P − λ) −1 belongs to Op −m and, on the other hand, we deduce from this that the spectrum of P on H s , s ∈ R, is the same as its spectrum on H.
The fact that for λ ∈ C \ Sp P the resolvent (P − λ) −1 is in Op −m is the operator theoretic analogue of the Sobolev regularities properties of the resolvent of a standard elliptic ΨDO. Therefore, the proofs of the Sobolev and smoothing aspects the results of Section 2 and Section 3 extend verbatim to our present setting, as much so we obtain: Theorem 5.6. 1) The projectors Π λ (P ), λ ∈ C, are smoothing and the characteristic spaces E λ (P ), λ ∈ C, are finite dimensional subspaces of H ∞ .
2) The Cayley-Hamilton decomposition (5.1) holds in every space H s , s ∈ R.
3) The partial inverse P −1 of P is a ΨDO of order −m.
4)
For any subset S of C the projector Π S (P ) belongs to Op 0 and is smoothing if, and only if, Sp P ∩ S is finite.
