The planar self-steering particle model of agents in a collective gives rise to dynamics on the N-fold direct product of SE(2), the rigid motion group in the plane. Assuming a connected, undirected graph of interaction between agents, we pose a family of symmetric optimal control problems with a coupling parameter capturing the strength of interactions. The Hamiltonian system associated with the necessary conditions for optimality is reducible to a Lie-Poisson dynamical system possessing interesting structure. In particular, the strong coupling limit reveals additional (hidden) symmetry, beyond the manifest one used in reduction: this enables explicit integration of the dynamics, and demonstrates the presence of a 'master clock' that governs all agents to steer identically. For finite coupling strength, we show that special solutions exist with steering controls proportional across the collective. These results suggest that optimality principles may provide a framework for understanding imitative behaviours observed in certain animal aggregations.
Introduction
We model collective behaviour as the evolution of a system of N (identical, self-steering) 'particles', each occupying its own copy of a Lie group G, coupled through a graph of interaction. In particular, we focus on matrix Lie groups (and for purposes of detailed calculations presented here, we specialize to G = SE (2) , the planar rigid motion group), and on graphs of interaction which are static and undirected. We interpret the problem of controlling collective behaviour as an optimal control problem with respect to a collective cost functional. This functional has two terms: one penalizing the magnitudes of the controls, and the other penalizing differences among the controls, weighted by the interaction graph. We introduce a parameter χ governing the relative contribution of these terms in the cost functional. The weak-coupling limit, χ = 0, corresponds to a decoupled system (i.e. only the magnitudes of the controls are penalized). The strong-coupling limit, χ → ∞, involves an overwhelming cost penalty for differences among the controls. In the context of G = SE (2) , the controls are precisely the turning rates of the particles, and each particle is assumed to move with constant (unit) speed.
Proceeding from this formulation of an optimal control problem, we invoke the maximum principle (for the restricted setting of matrix Lie groups with left-invariant dynamics) to obtain necessary conditions for optimality as a Hamiltonian dynamical system. Owing to the form of our cost functional, the resulting Hamiltonian possesses sufficient symmetry to permit Lie-Poisson reduction of the dynamics. Performing this reduction, we obtain (in the general matrix Lie group setting) a system that evolves on the Poisson manifold P = (g * ) N , the N-fold direct sum of g * , the dual of the Lie algebra of G, with associated Lie-Poisson bracket [1] . This reduced system, the momentum equations, has rich structure that we explore through explicit calculation for G = SE (2) . Emerging from these calculations is a suggestion of an optimality principle for allelomimesis, a strategy for collective behaviour uncovered by biologists [2] [3] [4] [5] .
(a) Allelomimesis as a collective strategy
Allelomimesis is the term used in behavioural biology to describe the phenomenon of 'imitating one's neighbours' as a collective strategy (to forage for food, evade predators, etc.). In the context of collective motion, this arises as a close relationship among individuals' steering controls. In fact, this imitative behaviour is capable of giving rise to striking spatio-temporal patterns of motion, and it has also been shown that qualitatively different collective behaviours can arise from the same simple interaction rules, underscoring the importance of this strategy as an organizing principle for interpreting collective behaviour in biology [2] .
Self-steering particle models for collective motion are typically accompanied by feedback steering laws dependent on 'shape variables' (e.g. relative bearings or distances) which can plausibly be sensed by an individual [6] . The associated closed-loop dynamical system is the object of investigation: certain solutions of interest (e.g. formations) can be analysed for stability and convergence [7] , others (e.g. prey capture) for finite-time accessibility [8] , and in general, numerical techniques can provide insights (e.g. phase portraits in [9] ). This explicit 'bottom-up' modelling approach allows passage from hypotheses about (building-block) sensory-feedback control mechanisms to conclusions about collective motion. However, for allelomimesis in particular, steering controls may require a strong 'open-loop' component which has been 'learnt' over many such engagements (or evolutionarily over many generations). This motivates us to seek alternatives to focusing on steering controls specified as explicit feedback laws when considering certain strategies for collective motion.
In this paper, we take a 'top-down' view, suggesting and working out an optimality principle for a collective, seeking to uncover the resulting spatio-temporal patterns displayed by extremals of the optimality principle. The control laws are in open-loop form and their feedback representations are not investigated, as this would entail analysis of Hamilton-Jacobi-Bellman equations [10] for collective Poisson dynamics-a subject we postpone for future work. The circumstances are somewhat analogous to the relationship between 'model equations' and 'microscopic equations' in the context of pattern-forming systems [11] , with microscopic equations being close to building-block feedback laws. In this paper, we pose a particular family of cost functionals and demonstrate that it gives rise to open loop control solutions that can be interpreted as allelomimetic (although we do not attempt to connect the resulting behaviour to any specific biological example).
(b) Discrete wave equation analogy
Turning to the specifics of the interacting particle systems analysed in this paper, we note that the combination of the interaction graph and the form of our cost functional (penalizing control magnitudes and differences) is suggestive of a discrete wave equation. For a simple mechanicalsystem analogy, consider a collection of N unit-mass particles (constrained to lie on a common line) connected by linear springs with non-negative spring constants identified with the adjacency matrix A = [a ij ] associated with an undirected graph with no self-loops. The corresponding Lagrangian is then given by
where x i ∈ R, i = 1, . . . , N, denote the particle positions. The resulting Euler-Lagrange equations are d dt
where we note that a ij = a ji for all i, j and a ii = 0 (because the graph is undirected with no selfloops). Equation (1.2) may be equivalently written as
However, B = [b ij ] so defined is simply the graph Laplacian, and hence (1.3) is a spatially discrete analogue of the standard wave equation ∂ 2 u/∂t 2 = c 2 u, where c is the speed of propagation. The formulation we consider differs from (1.1), and is more closely related to
with the interpretationẋ j = u j , j = 1, . . . , N, where each u j is a scalar control input. The corresponding Euler-Lagrange equations are 5) where I N is the N × N identity matrix. In (1.5), we observe that the graph Laplacian serves to modify the mass matrix, whereas the wave equation character present in (1.3) is now trivial. However, in the non-abelian Lie group setting of this paper, analogues of (1.5) lead to rich dynamics. The discrete wave equation even in the linear setting is subtle, with 'node-based' and 'edgebased' wave equations having fundamentally different properties (such as infinite versus finite speed of propagation of perturbations throughout the graph) [12, 13] . We draw an analogy between the wave equation and the equations we obtain in the nonlinear (non-abelian) setting, because the latter involve the time derivative of momentum (corresponding to the second time derivative of position). As for the linear discrete wave equation, this extra time derivative yields significantly different behaviour when compared with the discrete heat equation, which arises frequently in the analysis of multi-agent consensus problems over graphs [14, 15] .
As we show in §2, for the particular form of cost functional we choose, invoking the maximum principle to solve the optimal control problem yields a Hamiltonian with the right type of symmetry to admit Lie-Poisson reduction, for general choice of matrix Lie group G. Using standard theory for Poisson manifolds [1] , we exhibit the discrete nonlinear wave equation for this setting.
(c) Specialization to G = SE (2) For performing concrete calculations and exploring the strong-coupling and weak-coupling limits, in §3, we specialize to G = SE(2). The single-particle version (equivalently, the weakcoupling limit) of the optimal control problem we consider for This paper has its roots in [17] , although the scope is significantly expanded beyond that earlier work, including analysis of the χ → ∞ limit.
For the G = SE (2) setting, in the weak-coupling limit, examined in §3b, it is a classical result that the momentum equations are integrable. In fact, the solutions can be explicitly expressed in terms of Jacobi elliptic functions, and there is a direct connection to the ideal simple nonlinear pendulum equation. Although the results are classical, we present the calculations to set the stage for analysis of the strong-coupling limit.
The strong-coupling limit, i.e. χ → ∞ in the momentum equations, is explored next in §3c. Remarkably, this limit admits additional hidden symmetry beyond the manifest one used in Lie-Poisson reduction, thereby producing an integrable system. Furthermore, the same elliptic function solutions from the weak-coupling limit appear as averages in the explicit integration of the strong-coupling limit. These solutions correspond to identical steering controls for the collective. It is possible that recent insights into waves of anti-predator collective vigilance behaviour [18] may be understood in terms of oscillations such as the ones found in this paper via optimal control.
(d) Special solutions
Backing off from χ → ∞ to finite χ represents a symmetry-breaking transition. In §4, we show that for 0 < χ < ∞, i.e. for intermediate values of coupling, certain special solutions exist. These special solutions connect to the strong-coupling limit in a way that permits us to interpret the strong-coupling limit as each particle being driven by a common nonlinear oscillator (clock). As illustrated through examples, these special solutions can involve steering controls which are proportional to each other. Both identical and proportional controls can be viewed as a type of allelomimesis-i.e. individuals basing their own behaviour on that of their neighbours. [19, 20] . Note that by the definition of B, we have 2) subjected to the controlled dynamicsġ k = g k ξ k , g k ∈ G (a matrix Lie subgroup of Gl(r, R), the group of r × r real non-singular matrices) with fixed endpoints
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where the Lagrangian with χ ≥ 0 a constant. We use the trace norm, |ξ | = tr(ξ T ξ ), and inner product ξ , η = tr(ξ T η), ξ , η ∈ g, where g is the Lie algebra associated with G. We have
where we have used the symmetry of A, and thus we can rewrite (2.3) as
j g k , which would arguably be more natural from a mechanics viewpoint [21, 22] . But, from the standpoint of control, it is reasonable to use (ξ k − ξ j ). See also the initial paragraph of §2c.
We take ξ k to be affine in the control vector u k for each k, i.e. we take 6) where
. . , X n } is a basis (assumed to be orthonormal with respect to the trace inner product) for the Lie algebra g, m < n, and q ∈ {(m + 1), . . . , n}. Thus, the system is underactuated and has drift. (Replacing X q in (2.6) with zero yields a driftless system.) With the substitution (2.6), we can write L = L(u 1 , . . . , u N ).
(b) Maximum principle
Restricting attention to regular extremals of the fixed endpoint problem posed in §2a, we define the pre-Hamiltonian (with ·, · denotes duality pairing)
where p ∈ T * g G N , the cotangent space at g, and G N denotes the direct product of N copies of the Lie group G. Here,
i.e. g and ξ u are block-diagonal matrices, and u = (u 1 , u 2 , . . . , u N ) is the control vector (of length mN). Then, (2.7) can be written as
where
The maximum principle in the present context of left-invariant dynamics on matrix Lie groups and integral cost functionals such as (2.2) can be stated as follows.
Theorem 2.1 (Maximum principle). If u
denotes the corresponding optimal trajectory in G N , and the only extremals of L are regular extremals, then Remark. Chapter 11 of Jurdjevic [23, pp. 332-367] contains a statement and proof of the maximum principle, beginning with a version for systems defined on Cartesian space R n , and a statement for the setting of differentiable manifolds (pp. 356-357), and applies these to the setting of Lie groups in chapter 12. This latter version is essentially as stated above with notational adjustments. Sussmann [24] contains a full range of generalizations of the maximum principle from the original 1962 version of Pontryagin et al. [25] .
We apply the maximum principle to our Lagrangian (2.5). The first-order necessary condition for (2.11) is ∂H/∂u ki = 0, or
Using (2.6), we have ∂ξ k /∂u ki = X i , and from (2.5), we compute
In addition, 14) where the translation to the identity of p k is given by μ k ∈ g * , the dual space of the Lie algebra of G, and
where {X 1 , X 2 . . . , X n } is the dual basis to {X 1 , X 2 , . . . , X n }. Thus, (2.12) becomes 18) where ⊗ denotes the Kronecker product. For convenience, we define All of the eigenvalues of B are real and non-negative, including (at least) one zero eigenvalue [19, 20] . Therefore, Ψ is guaranteed to exist for χ ≥ 0. We then have ⎡ 20) and substituting the optimal controls back into the Hamiltonian gives
We then obtain the following result.
Proposition 2.2. The Hamiltonian (2.21) on T * G N simplifies to take the form
where our assumption that B is symmetric implies that Ψ is also symmetric.
Proof. See the supplemental calculations, §2a.
We observe that H, being independent of g, permits reduction, as in §2c.
Remark. In the pioneering work of Brockett [26] on optimal control problems on Lie groups, the maximum principle is exploited in the analysis of what may be identified as our case N = 1.
(c) Lie-Poisson reduction
There are various types of reduction used in mechanics [22, [27] [28] [29] . Poisson reduction can be applied to various mechanics problems involving coupled rigid bodies to reduce the dimension of the space in which solutions need to be computed. For example, the overall rigid motion symmetry in a coupled two-body problem considered in [21, 22] allows Poisson reduction from the state space
to the reduced space SO(3) × so * (3) × so * (3). However, in mechanical problems, it is unusual to have further reduction to Lie-Poisson dynamics (in this example, on so * (3) × so * (3)). There are examples of such Lie-Poisson reduction in spacecraft dynamics [30] and nonlinear optical polarization dynamics [31] , but here we note that it is the form of cost function in the optimal control problem which enables Lie-Poisson reduction. The process of Lie-Poisson reduction takes the original system on the Cartesian product (T * G) N and reduces it to a system on (g * ) N , with the reduced variables defined as μ k , k = 1, . . . , N. We have the following result. 
so that µ is a vector of length Nn, the dynamics for µ arė
with the Poisson tensor defined by
where Γ k ij are the structure constants for g. Proof. The reduced Hamiltonian (2.23) has already been computed as (2.22): in (2.23), we have simply dropped the constant term. The remainder of the proof is a detailed calculation-see the supplemental calculations, sections 2b and 2c, which proceed along the lines of [32] [33] [34] .
Note that all of the coupling between the μ k , k = 1, . . . , N, in the reduced equations are due to ∇h. Owing to the block diagonal structure of (2.25), each Casimir invariant on g * contributes N Casimirs to the reduced system (2.24). Henceforth, we shall drop the boldface notation for μ, noting that where the symbol μ appears with double subscripts, these should be interpreted as above.
We consider (2.24) to be analogous to a discrete wave equation, becauseμ, the time-derivative of momentum, is analogous to a second-time-derivative of a position variable. The augmented mass matrix, (I N + 2χ B), enters through the ∇h term.
Having completed the Lie-Poisson reduction associated with the original optimal control problem, we now have a finite-dimensional Poisson manifold (P, {·, ·}), where P = (g * ) N and {·, ·} is determined by Λ(μ), along with a Hamiltonian function h. This Poisson manifold and Hamiltonian can be studied in their own right. We can ask, for example, whether they possess any additional symmetry.
(d) Limiting cases
The above-mentioned Hamiltonian h is parametrized by χ ∈ R, χ ≥ 0. We can ask what happens for the two limiting cases χ → 0 and χ → ∞. The limit χ → 0 corresponds to decoupling the agents, whereas χ → ∞ is the strong-coupling limit. We examine these two limits below, but for the special case of G = SE(2) for concreteness.
Specialization to G = SE(2)
By specializing to G = SE(2), we can carry the calculation further. Consider N coupled particles in SE (2) : specifically, equation (2.6) becomes
where u k is a scalar steering control for each k, and the basis we use for the Lie algebra se (2) is 
The Lie-Poisson-reduced dynamics are given by (2.24) and (2.25), where now (as derived in the supplemental calculations, sections 3a and 3b)
with
As a result of the decoupled Poisson tensor, there are N Casimirs 8) and
(a) Planar particle motion
Taking G = SE(2) along with (3.1) corresponds to a collective of planar self-propelled particles subject to steering control. Solving the momentum equations and substituting the solution into (2.20) yields steering controls which are extremals for the original optimal control problem. We can interpret the particles as 'vehicles' (or animals) moving at unit speed along framed curves, as in prior work on pursuit [8] , formations [7] and boundary tracking [35] . In this prior work, interaction laws (i.e. feedback control laws for u k , k = 1, . . . , N) were sought which yielded asymptotic convergence to, or finite-time accessibility of, some desired motion state (such as a relative equilibrium). The present setting is somewhat different in that the control laws are instead based on collective optimization of trajectories subject to fixed-endpoint conditions. The cost functional incorporates terms accounting for individual steering energy and steering control differences between individuals. (b) The χ → 0 limit
For χ → 0, the problem decouples, and we are left with N copies of the corresponding singleparticle problem. This is a classical problem, which we review here as an illustrative special case. A framed curve in R 2 can be defined by the systeṁ r = x,ẋ = yu,ẏ = −xu, (3.9) where r ∈ R 2 is the position vector, x ∈ R 2 is the unit tangent vector to the trajectory, y ∈ R 2 is the unit normal vector and u is the plane curvature (i.e. the steering control). Here, we assume unitspeed motion, so that time t is also the arc length parameter. (Note that u in (3.9) differs from u k in (3.1) by a factor of 1/ √ 2, owing to our normalization of the basis for se (2) .) An alternative way to express (3.9) isθ
where θ is the angle associated with the unit tangent vector to the trajectory.
(i) Single-particle optimization problem
We use the normalized basis (3.2) for g = se (2) , and the dynamical equation on G = SE(2) iṡ
i.e. there is a drift term (corresponding to the unit speed assumption) and a control term (i.e. steering control). The optimal control problem consists of minimizing 12) subjected to the dynamics (3.11) and fixed endpoint conditions g(0) = g 0 , g(T) = g T , where the Lagrangian is given by L(u) = 1 2 u 2 . Note that this is an equivalent optimization problem to defining
Remark. For G = SE (2), we can express the dynamics as (3.10) with fixed endpoints
Thus, the endpoint conditions involve not only the position endpoints in the plane, r 0 and r T , but also in the tangent vectors to the trajectory at the endpoints, θ 0 and θ T . It is clear that a solution satisfying a given set of endpoint conditions (3.14) exists provided |r T − r 0 | < T. It is thus reasonable to speak of optimal solutions, provided |r T − r 0 | < T.
The pre-Hamiltonian is given by
where p ∈ T * g G is the costate vector and the angle-brackets denote duality pairing. The first-order necessary condition for optimality is
and we have
where the translation to the identity of p is μ ∈ g * , the dual of the Lie algebra of G, and (
ii) Reduced dynamics
The Poisson tensor corresponding to the choice (3.2) of basis for the Lie algebra g = se(2) is 20) and a Casimir is c = μ 2 2 + μ 2 3 , which clearly satisfies Λ∇c = 0. The reduced dynamicsμ = Λ∇h, where ∇h = [μ 1 1 0] T , are given bẏ
and one verifies that h is a conserved quantity, as we havė
From (3.21), we obtain the second-order system
This second-order equation can be explicitly solved using Jacobi elliptic functions, which are illustrated in figure 1.
(iii) Explicit solutions for the single particle problem For c = 0, the cylinder degenerates to a line, and the corresponding solutions are (isolated) equilibria. From (3.21), c = μ 2 2 + μ 2 3 = 0, and h = μ 2 + 1 2 μ 2 1 , it is readily seen that these equilibria are given by (μ 1 , μ 2 , μ 3 ) = (± √ 2h, 0, 0) for h ≥ 0. For h < 0, no such solutions exist. Figure 3 illustrates the steering controls and corresponding planar trajectories for the four cases of h relative to c (for c > 0). While the planar trajectories shown in the left-hand column could be found by numerical integration, it is in fact possible to write down explicit formulae for these trajectories (see the supplemental calculations, §3d). This single-particle problem has been previously studied [36] .
The closed-form solutions in momentum space for the single-particle problem will be useful for reference later when we examine special solutions for N coupled particles. For (i), we have 25) and u(t) = μ 1 ≡ 0 (yielding rectilinear motion). For (ii), we find
and
with σ = ± √ 8mν 2 , h = 2ν 2 (2m − 1) and c = 4ν. (The parameter η is a phase, which depends on boundary conditions, but not on h or c.) The corresponding optimal control is given by u = μ 1 , or where s = sign(σ ) ∈ {−1, 1}. For (iv), we obtain
with σ = ± √ 8ν 2 , h = 2ν 2 (2 − m), and c = 4ν 4 m 2 (with η a phase parameter, as before). The corresponding optimal control is given by u = μ 1 , or 29) with s defined as before. For (iii), the transitional case between one and two closed curves, we have m = 1, so that h = 2ν 2 , μ 1 = 2 √ 2ν sech(ν(t − η)), etc. Laplacian, at least one eigenvalue is zero. Furthermore, the multiplicity of the zero eigenvalue is equal to the number of connected components in the graph. From here onwards, we assume that the graph is connected, so that B has a simple zero eigenvalue (λ 2 > 0) [19] . We then write
where we note that the first column of P is equal to 1/ √ N 1 N , which is the eigenvector associated with the zero eigenvalue of B, and 1 N = [1 1 · · · 1] T .
(i) Extra conserved quantities
Through direct calculation, we discover that in the χ → ∞ limit, there are extra 'hidden' conserved quantities specific to our particular Hamiltonian. (A simpler derivation for N = 2 is provided in the supplemental calculations, §3e, but here we provide the calculation for general N.)
Defining
where we have used (3.30).
The gradient of h then has the block form 32) so that the dynamicsμ = Λ(μ)∇h are given by
Observing that 34) we see that there is a collection of conserved quantities of the form single degree of freedom corresponding to a rigid planar rotation of the entire collection of these vectors remains. Thus, for an N-particle system, the conserved quantities (including the Hamiltonian) restrict the system to an N-dimensional submanifold of the 3N-dimensional state space (dependent on initial conditions). Similarly,
where d kl is determined by initial conditions.
(ii) Symmetries associated with the extra conserved quantities
In the spirit of Noether's theorem, we expect these extra conserved quantities to be associated with symmetries. The infinitesimal representation of these symmetries can be expressed as follows. For ϕ ∈ C ∞ (P), the vector field X φ kl is given by
where the block structure of Λ(μ) and ∇φ kl , along with (3.36), yields
Thus, the vector fields X φ kl , k, l = 1, . . . , N, k = l commute (cf. the Laplace-Runge-Lenz vector in the two-body gravitation problem, where the one-parameter subgroups of the hidden symmetry group do not commute). Similar remarks apply to the vector fields
(d) Extremal solutions for χ → ∞ limit
It turns out that we can solve (3.33) explicitly by introducing a new variable α 1 proportional to the (time-varying) 'frequency' quantity which is common to all N 'oscillators'. Defining the averages
we see from (3.33) thatα
Furthermore, from (3.31), we have
where h α = h/N, and from (3.6) and (3.36) we have a collective invariant (see the supplemental calculations, §3f ) α
for a constant c α ≥ 0. Moreover, just as we obtained the second-order system (3.24), here we obtain the second-order systemα
Thus, the system consisting of (3.40) with conserved quantities (3.41) and (3.42) is precisely the single-particle system (3.21) (with h replaced by h α and c replaced by c α ). We can therefore immediately write down explicit solutions for α 1 , α 2 and α 3 , as functions of time t and with parametric dependencies on h α and c α , as in §3b(iii). For example, if c α > 0 and − √ c α < h α < √ c α , then we have
with σ = ± √ 8mν 2 , h α = 2ν 2 (2m − 1), and c α = 4ν (and η a phase parameter). With an explicit expression for α 1 in hand, we can then write
for k = 1, . . . , N, and thus we have an explicit solution for (3.33) in terms of initial conditions on the momentum variables. Despite the initial-condition freedom in the momentum variables, we find that the associated steering controls are given by (2.20) to be
so that, in fact,
i.e. the steering controls are all identical. Furthermore, we see that in the χ → ∞ limit, the relative coupling strengths (present in B) no longer matter-only the connectivity does.
To summarize, our reduced dynamics have the remarkable property that in both the χ → 0 (weak coupling) limit and the χ → ∞ (strong coupling) limit, explicit solutions for extremals are available, and furthermore, they involve the same form of elliptic function solutions (although only for the averaged quantities in the strong-coupling limit).
For 0 < χ < ∞, we cannot make such sweeping statements about all solutions-indeed, there is no reason to expect that the momentum equations are integrable. However, we are able to find an interesting class of special solutions that makes contact with the χ → ∞ limit. We explore these special solutions in §4.
Special solutions
Now, we return to the N-particle Lie-Poisson system, with G = SE(2) as described in §3, and intermediate coupling strength, i.e. 0 < χ < ∞. In particular, we have h given by (3.3), Λ(μ) given by (3.4) , and ∇h given by (3.7) and (3.8) . From (3.7) and (3.8), we have
where e k is the kth standard basis vector for R N (so that e k · Ψ μ (1) is simply the kth component of the vector Ψ μ (1) ) and μ (1) is as defined in §3c(i 
Recall that associated with (4.3) are the N Casimirs (3.6). Observe that (4.3) becomes (3.33) in the χ → ∞ limit, under the connected graph assumption. We seek special solutions for finite χ which satisfy the coupled dynamics (4.3). The strategy we employ is to consider a parametrized family of functions (inspired by the single-particle analysis), which when differentiated and compared with the N-particle dynamics (4.3) yields constraints on the parameters.
Remark. Suppose that the Casimir value ck = 0 for somek ∈ {1, . . . , N}. Then, μk 2 ≡ 0 and μk 3 ≡ 0 by (3.6). Furthermore, Λk is the 3 × 3 zero matrix by (3.5), and thereforeμk ≡ 0. This in turn implies that μk 1 ≡ constant.
(a) Existence results for special solutions
Corresponding to each of the solutions for the single-particle problem on SE (2) , there is a corresponding family of special solutions to the coupled problem. Proposition 4.1 treats the elliptic-cosine solutions, proposition 4.2 treats the elliptic-dn solutions, and taking m = 1 in either of these yields the hyperbolic-secant solutions. 
Proof. For clarity of exposition, we break the proof into three steps.
Step 1: we show that (4.6) satisfies (4.3a).
From (4.6a), along with the identity (d/ds)cn(τ , m) = −sn(τ , m) dn(τ , m), we conclude thaṫ
so that using (4.6c), we verify (4.3a).
Step 2: we show that (4.6) satisfies (4.3b). Note that (4.5) implies
which is equivalent to the statement that σ k = 0 for all k ∈K c , the complement ofK in K. Thus, for all k ∈K c , we have σ k = 0, and therefore μ * k2 ≡ 0, so thatμ * k2 ≡ 0, along with μ * k3 ≡ 0. Thus, (4.3b) is verified for all k ∈K c .
Therefore, consider k ∈K. From (4.6b), along with the identity
we conclude thatμ
Using (4.6c), we then haveμ
But using (4.6a), we also have
Then, using (4.5), which implies 14) for all k ∈K, which completes the verification of (4.3b).
Step 3: we show that (4.6) satisfies (4.3c). For all k ∈K c , we have μ * k3 ≡ 0, so thatμ * k3 ≡ 0, along with μ * k2 ≡ 0. Thus, (4.3c) is verified for all k ∈K c .
Therefore, consider k ∈K. Using (4.6c), along with the identity 2m sn 2 (τ , m) ), we havė
But using (4.14), we also verify (4.3c) for all k ∈K.
Remark. The special solutions given by (4.6) can be considered a collection of frequency and phase-locked nonlinear oscillators for k ∈K (as a result of m, ν, and η being the same across all particles, i.e. uniform in k ∈K). Note, however, that our class of special solutions also allow for 'oscillator death', e.g. for k ∈K c . (Indeed, oscillator death is not ruled out also for some k ∈K.)
Remark. In proposition 4.1, we assumed that χ < ∞ so that Ψ would be invertible. In the χ → ∞ limit, Ψ is not invertible-in fact, it has rank 1. Therefore, only a matrix E consisting of a single row will permit (EΨ ∞ E T ) to be invertible in equation (4. identical, as noted in §3d. Thus, we see that the method of special solutions recovers a subset of solutions to the strong coupling limit, with constraints on initial conditions for μ k1 , k = 1, . . . , N. It is straightforward to exhibit examples of special solutions of the form described by propositions 4.1 and 4.2 corresponding to steering controls which are proportional, but not equal (see the supplemental calculations, §4c, for two examples for N = 4 particles.) For intermediate values of the coupling constant, the momentum equations are not known to be integrable, so the only solutions we expect to be able to write down explicitly are special solutions.
Conclusion
Starting with a collective of N self-steering particles, each evolving on its own copy of a (matrix) Lie group G and coupled through a graph of interaction, we formulated a fixed-endpoint optimal control problem. We chose a family of cost functionals possessing sufficient symmetry to admit Lie-Poisson reduction (following application of the maximum principle), and these cost functionals involve a coupling strength parameter χ . Specializing to G = SE (2) , the planar rigid motion group, we presented concrete, detailed calculations, including analysis of the χ → 0 and χ → ∞ limits, thus exploring a low-dimensional (on a per-particle basis), but, nonetheless, rich nonlinear example of a discrete-wave-equation-like system arising from a collective of particles coupled through a static, undirected graph. In the SE(2) specialization, building on classical results for the single-particle problem, we were able to carry the analysis quite far, discovering hidden symmetries (in the χ → ∞ limit), and certain special solutions. In fact, key aspects of the χ → ∞ analysis are not restricted to G = SE (2) , and we will explore these generalizations in future work.
We have also demonstrated how an optimal control approach to collective behaviour can yield solutions interpretable as allelomimetic-behaving as your neighbour does-through controls which are equal (as in the χ → ∞ limit) or proportional (as in the special solutions for 0 < χ < ∞). This suggests that methods from geometric mechanics and optimal control, along with the resulting wave equations, may have a useful role to play in describing and explaining collective motion in Nature.
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