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Abstract
In the paper, we establish a blow-up criterion in terms of the integrability of the density for
strong solutions to the Cauchy problem of compressible isentropic Navier-Stokes equations in
R
3 with vacuum, under the assumptions on the coefficients of viscosity: 29µ
3
> λ. This extends
the corresponding results in [20, 36] where a blow-up criterion in terms of the upper bound of
the density was obtained under the condition 7µ > λ. As a byproduct, the restriction 7µ > λ in
[12, 37] is relaxed to 29µ
3
> λ for the full compressible Navier-Stokes equations by giving a new
proof of Lemma 3.1. Besides, we get a blow-up criterion in terms of the upper bound of the
density and the temperature for strong solutions to the Cauchy problem of the full compressible
Navier-Stokes equations in R3. The appearance of vacuum could be allowed. This extends the
corresponding results in [37] where a blow-up criterion in terms of the upper bound of (ρ, 1
ρ
, θ)
was obtained without vacuum. The effective viscous flux plays a very important role in the
proofs.
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1
1 Introduction
The full compressible Navier-Stokes equations in RN are written as follows:

ρt +∇ · (ρu) = 0,
(ρu)t + div(ρu⊗ u) +∇P = div(T ),
(ρE)t + div(ρEu) + div(Pu) = div(T u) + div(κ∇θ).
(1.1)
Here T is the stress tensor, given by
T = µ (∇u+ (∇u)′)+ λdivuIN ,
where IN is a N ×N unit matrix; ρ = ρ(x, t), u = u(x, t) : RN × (0,∞)→ RN , and θ = θ(x, t) are
unknown functions denoting the density, velocity and absolute temperature, respectively; P , E and
κ denote pressure, total energy and coefficient of heat conduction, respectively, where E = e+ |u|
2
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(e is the internal energy), and κ is a positive constant. Here, the state equations of P and e is of
ideal polytropic gas type:
P = aρθ, e = C0θ,
where a and C0 are two positive constants. µ and λ are the coefficients of viscosity, which are
assumed to be constants, satisfying the following physical restrictions:
µ > 0, 2µ +Nλ ≥ 0.
For isentropic fluids, the compressible Navier-Stokes equations become{
ρt +∇ · (ρu) = 0,
(ρu)t + div(ρu⊗ u) +∇P = µ∆u+ (µ + λ)∇divu.
(1.2)
Here P satisfies the equation of state of an ideal fluid:
P = aργ , (a > 0, γ > 1).
The compressible Navier-Stokes system is a well-known mathematical model which describes the
motion of compressible fluids (refer for instance to [28] and references therein). There are so many
known results on the well-posedness of solutions to (1.1) and (1.2). In the absence of vacuum
(vacuum means ρ = 0), please refer for instance to [16, 17, 23, 25, 26, 27, 30, 31, 38] and references
therein.
We give a brief survey on the well-posedness of solutions to (1.2) and (1.1) with vacuum. First,
for (1.2), there has been made great progress since Lions’ work. More precisely, the existence of
global weak solutions to (1.2) with large initial data in RN was first obtained by Lions in [28],
where γ ≥ 3N
N+2 for N = 2 or 3. Feireisl et al in [15] extended Lions’ work to the case γ >
3
2 for
N = 3. For solutions with spherical symmetry, Jiang and Zhang in [24] relaxed the restriction on γ
in [28] to the case γ > 1, and got the global existence of the weak solutions for N = 2 or 3. On the
existence and regularity of weak solutions with density connecting to vacuum continuously in 1D,
please refer to [29]. During the pass two decades, Salvi, Choe, Kim and Jiang et al made progress
towards the local or global existence of strong solutions with vacuum, see [4, 8, 11, 34]. On the
classical solutions, refer to [6] for the local existence in three space dimension, and refer to [21]
for global existence with small initial energy in 3D, and refer to [9] for global existence with large
initial data in 1D. Secondly, for (1.1), the results on the global existence of weak solutions can be
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referred to [2, 14]). More precisely, Feireisl in [14] got the global existence of variational solutions in
dimension N ≥ 2. The temperature equation in [14] is satisfied only as an inequality in the sense of
distributions. Feireisl’s work is the very first attempt towards the global existence of weak solutions
to the full compressible Navier-Stokes equations in high dimensions. In order that the equations
are satisfied as equalities in the sense of distribution, Bresch and Desjardins in [2] proposed some
different assumptions from [14], and obtained the existence of global weak solutions to the full
compressible Navier-Stokes equations with large initial data and density-dependent viscosities in
T
3 or R3. On the regularities of the solutions to (1.1) when vacuum is allowed, please refer to [5] for
the local existence and uniqueness of strong solutions in bounded or unbounded domains Ω ⊆ R3,
and refer to [40] for the global existence and uniqueness of classical solutions with large initial
data in a bounded domain I ⊆ R1, and refer to [41] for the the global existence and uniqueness
of spherically or cylindrically symmetric classical solutions with large initial data in a bounded
domain Ω ⊆ R3.
It should be noted that one would not expect better regularities of the solutions of (1.1) or
(1.2) in general because of Xin’s results ([42]) and Rozanova’s results ([33]). It was proved that
there is no global smooth solution to the Cauchy problem of (1.1) or (1.2), if the initial density
is nontrivial compactly supported ([42], N = 1 for (1.2) and N ≥ 1 for (1.1)) or the solutions
are highly decreasing at infinity ([33], N ≥ 3 for (1.2) and (1.1)). In fact, a similar problem
which is largely open for the incompressible Navier-Stokes equations in R3, i.e., whether the global
smooth solutions exist or not, was proposed as one of the Millennium Prize Problems by Clay
Mathematics Institute (CMI) (see [3], 57-67: Charles L. Fefferman, Existence and Smoothness of
the Naiver-Stokes Equation). These motivate us to find some possible blow-up criterions of regular
solutions to (1.1) and (1.2), especially of strong solutions. Such a problem has been studied for the
incompressible Euler equations by Beale-Kato-Majda in their poineering work [1], which showed
that the L1tL
∞
x -bound of vorticity ∇× u alone controls the breakdown of smooth solutions. Later,
Ponce [32] rephrased the BKM-criterion in terms of the deformation tensor Tij = ∂ju
i + ∂iu
j .
Recently, some results on the blow-up criterions have been done for some related models, such as
compressible liquid crystal system which is the one coupling compressible Navier-Stokes equations
with heat flow of harmonic map, see for instance [18, 19].
Before stating our main result, We would like to give some notations which will be used through-
out the paper.
2 Main results
Before stating our main results, We would like to give some notations which will be used throughout
the paper.
2.1 Notations
(i)
∫
R3
f =
∫
R3
f dx.
(ii) For 1 ≤ l ≤ ∞, denote the Ll spaces and the standard Sobolev spaces as follows:
Ll = Ll(R3), Dk,l =
{
u ∈ L1loc(R3) : ‖∇ku‖Ll <∞
}
,
W k,l = Ll ∩Dk,l, Hk =W k,2, Dk = Dk,2,
D10 =
{
u ∈ L6 : ‖∇u‖L2 <∞},
3
‖u‖Dk,l = ‖∇ku‖Ll .
(iii) For two 3 × 3 matrices E = (Eij), F = (Fij), denote the scalar product between E and F
by
E : F =
3∑
i,j=1
EijFij .
(iv) G = (2µ + λ)divu− P is the effective viscous flux.
(v) h˙ = ht + u · ∇h denotes the material derivative.
2.2 Compressible isentropic N-S: a blow-up criterion in terms of the integra-
bility of the density
The constant a in the pressure function plays no roles in the analysis, we assume a = 1 henceforth.
If the solutions are regular enough (such as strong solutions), (1.2) is equivalence to the following
system which is very usefull in the proofs of the main theorems:{
ρt +∇ · (ρu) = 0,
ρut + ρu · ∇u+∇P = µ∆u+ (µ + λ)∇divu, in R3.
(2.2.1)
System (2.2.1) is supplemented with initial conditions
(ρ, u)|t=0 = (ρ0, u0), x ∈ R3, (2.2.2)
with
ρ(x, t)→ 0, u(x, t)→ 0 as |x| → ∞, t ≥ 0. (2.2.3)
We give the definition of strong solutions to (2.2.1) throughout the paper.
Definition 2.2.1 (Strong solutions) For T > 0, (ρ, u) is called a strong solution to the compressible
Navier-Stokes equations (2.2.1)-(2.2.3) in R3 × [0, T ], if for some q ∈ (3, 6],
0 ≤ ρ ∈ C([0, T ];W 1,q ∩H1 ∩ L1), ρt ∈ C([0, T ];L2 ∩ Lq),
u ∈ C([0, T ];D2 ∩D10) ∩ L2(0, T ;D2,q), ut ∈ L2(0, T ;D10),
√
ρut ∈ L∞(0, T ;L2),
and (ρ, u) satisfies (2.2.1) a.e. in R3 × (0, T ].
Our main result for compressible isentropic Navier-Stokes equations is stated as follows:
Theorem 2.2.2 Assume ρ0 ≥ 0, ρ0 ∈ L1 ∩H1 ∩W 1,q, for some q ∈ (3, 6], u0 ∈ D2 ∩D10, and the
following compatibility conditions are satisfied:
µ∆u0 + (µ+ λ)∇divu0 −∇P (ρ0) = √ρ0g, x ∈ R3, (2.2.4)
for some g ∈ L2. Let (ρ, u) be a strong solution to (2.2.1)-(2.2.3) in R3 × [0, T ]. If 0 < T ∗ < +∞
is the maximum time of existence of the strong solution, then
lim sup
TրT ∗
‖ρ‖L∞(0,T ;Lq1 ) =∞, (2.2.5)
for some 1 < q1 <∞ large enough, provided 29µ3 > λ.
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Remark 2.2.3 Under the conditions of Theorem 2.2.2, the local existence of the strong solutions
was obtained in [4]. Thus, the assumption T ∗ > 0 makes sense.
In the presence of vacuum, before Theorem 2.2.2, there are several results on the blow-up criterions
of strong solutions to (2.2.1), refer for instance to [4, 10, 20, 22, 36]. More precisely, let 0 < T ⋆ < +∞
is the maximum time of existence of strong solutions. Then the blow-up criterions can be summed
as follows:
• Cho-Choe-Kim ([4])
lim sup
tրT ⋆
(‖ρ(t)‖H1∩W 1,q + ‖u(t)‖D10 ) =∞, (2.2.6)
for some q ∈ (3, 6];
• Fan-Jiang ([10])
lim sup
tրT ⋆
(
‖ρ(t)‖L∞ +
∫ t
0
(‖ρ(s)‖W 1,q + ‖∇ρ(s)‖4L2) ds
)
=∞, (2.2.7)
for some q ∈ (3, 6], provided 7µ > 9λ;
• Huang-Li-Xin ([22])
lim sup
tրT ⋆
∫ t
0
‖∇u(s) + (∇u)
′(s)
2
‖L∞ ds =∞; (2.2.8)
• Huang-Li-Xin ([20]) (Serrin’s criterion [35])
lim sup
tրT ⋆
(‖ρ‖L∞(0,t;L∞) + ‖√ρu‖Ls(0,t;Lr)) =∞, (2.2.9)
where 2
s
+ 3
r
≤ 1, 3 < r ≤ ∞;
• Huang-Li-Xin ([20], for Cauchy problem), Sun-Wang-Zhang ([36], for Cauchy problem and
IBVP)
lim sup
tրT ⋆
‖ρ‖L∞(0,t;L∞) =∞, (2.2.10)
provided 7µ > λ.
We introduce the main ideas of the proof of Theorem 2.2.2, some of which are inspired by some
of the arguments in [7, 20, 36, 39].
(1) In [20, 36], to prove (2.2.10), the restriction 7µ > λ plays an important role in the analysis.
In fact, the condition 7µ > λ is only used to get the upper bound of
∫
R3
ρ|u|r, for some r > 3, so is
it for (2.3.6) and (2.3.8). Here, we get the upper bound of
∫
R3
ρ|u|r, under the assumption 29µ3 > λ
(see Lemma 3.1), which as a byproduct of Lemma 3.1 extends the results in [12, 20, 36, 37] (see
Remark 3.2). From the proof of Lemma 3.1, we know that it is important to handle the second term
of the right hand side of (3.4) where divu and ∇|u| are involved. On the other hand, the second
term of the left hand side of (3.4), where |∇u|2, |divu|2 and
∣∣∇|u|∣∣2 are involved, is not enough to
absorb the second term of the right under the physical restrictions of the viscosities. For the term
|∇u|2 on the left of (3.4), it is natural to get |∇u|2 ≥ ∣∣∇|u|∣∣2, which makes some additional good
information on |∇u|2 lose cf. [20, 36]. The crucial ingredient to relax the additional restrictions to
29µ
3 > λ is that we observe
|∇u|2 = |u|2
∣∣∣∣∇
(
u
|u|
)∣∣∣∣
2
+
∣∣∇|u|∣∣2,
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for |u| > 0, and thus∫
R3∩{|u|>0}
|u|r−2|∇u|2 ≥ (1 + φ(ε1, r))
∫
R3∩{|u|>0}
|u|r−2∣∣∇|u|∣∣2,
if ∫
R3∩{|u|>0}
|u|r
∣∣∣∣∇
(
u
|u|
)∣∣∣∣
2
≥ φ(ε1, r)
∫
R3∩{|u|>0}
|u|r−2∣∣∇|u|∣∣2,
for some positive function φ(ε1, r) near r = 3. For more details, please see Lemma 3.1.
(2) In [7], the authors obtain the upper bound and the positive lower bound of the density in
T
3 under the assumptions inf ρ0 > 0, µ + λ = 0 and ‖ρ‖L∞(0,T ;Lq0 ) is bounded, for some q0 > 0
large enough and for some T > 0. From the physical points of view, µ+λ > 0 seems more natural,
since we know that µ > 0 and 2µ + 3λ ≥ 0 deduce µ + λ > 0. In Theorem 2.2.2, we only assume
µ > 0, 2µ+ 3λ ≥ 0 and 29µ3 > λ.
(3) By (2.2.1)1, we known ‖ρ‖L1 = ‖ρ0‖L1 . It follows from the standard interpolation inequality
that the bound of ‖ρ‖L∞(0,T ;L∞) yields that ‖ρ‖L∞(0,T ;Lq2 ) is bounded for any q2 ∈ (1,∞). Thus,
the blow-up criterion (2.2.5) is an extension towards (2.2.10) in [20, 36].
2.3 Full compressible N-S: a blow-up criterion in terms of the upper bound of
the density and the temperature
The constants a, C0 and κ in the equations play no roles in the analysis, we assume a = C0 = κ = 1
henceforth. If the solutions are regular enough (such as strong solutions), (1.1) is equivalence to
the following system which is very usefull in the proofs of the main theorems:

ρt +∇ · (ρu) = 0,
ρut + ρu · ∇u+∇P (ρ, θ) = µ∆u+ (µ+ λ)∇divu,
ρθt + ρu · ∇θ + ρθdivu = µ2 |∇u+ (∇u)′|2 + λ(divu)2 +∆θ, in R3.
(2.3.1)
System (2.3.1) is supplemented with initial conditions
(ρ, u, θ)|t=0 = (ρ0, u0, θ0), x ∈ R3, (2.3.2)
with
ρ(x, t)→ 0, u(x, t)→ 0, θ(x, t)→ 0, as |x| → ∞, for t ≥ 0. (2.3.3)
We give the definition of strong solutions to (2.3.1) throughout the paper.
Definition 2.3.1 (Strong solution) For T > 0, (ρ, u, θ) is called a strong solution to the compress-
ible Navier-Stokes equations (2.3.1)-(2.3.3) in R3 × [0, T ], if for some q ∈ (3, 6],
0 ≤ ρ ∈ C([0, T ];W 1,q ∩H1 ∩ L1), ρt ∈ C([0, T ];L2 ∩ Lq),
(u, θ) ∈ C([0, T ];D2 ∩D10) ∩ L2(0, T ;D2,q), (ut, θt) ∈ L2(0, T ;D10),
(
√
ρut,
√
ρθt) ∈ L∞(0, T ;L2),
and (ρ, u, θ) satisfies (2.3.1) a.e. in R3 × (0, T ].
Our main result for the full compressible Navier-Stokes equations is stated as follows:
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Theorem 2.3.2 Assume ρ0 ≥ 0, ρ0 ∈ H1∩W 1,q ∩L1, for some q ∈ (3, 6], (u0, θ0) ∈ D2 ∩D10, and
the following compatibility conditions are satisfied:{
µ∆u0 + (µ+ λ)∇divu0 −∇P (ρ0, θ0) = √ρ0g1,
κ∆θ0 +
µ
2 |∇u0 + (∇u0)′|2 + λ(divu0)2 =
√
ρ0g2, x ∈ R3,
(2.3.4)
for some gi ∈ L2, i = 1, 2. Let (ρ, u, θ) be a strong solution to (2.3.1)-(2.3.3) in R3 × [0, T ]. If
0 < T ∗ < +∞ is the maximum time of existence of the strong solution, then
lim sup
TրT ∗
(‖ρ‖L∞(0,T ;L∞) + ‖θ‖L∞(0,T ;L∞)) =∞, (2.3.5)
provided 3µ > λ.
Remark 2.3.3 Under the conditions of Theorem 2.3.2, the local existence of the strong solutions
was obtained in [5]. Thus, the assumption T ∗ > 0 makes sense.
Remark 2.3.4 Theorem 2.3.2 is also valid for more general pressure law, such as P = aρθ+a1ρ
γ.
Whether the similar result as in Theorem 2.2.2 could be obtained for the full compressible Navier-
Stokes equations is still unknown.
Before Theorem 2.3.2, there are several results on the blow-up criterions of strong solutions to
(2.3.1), please refer for instance to [12, 13, 37] and references therein for initial boundary value
problems. In particular,
• Fan-Jiang-Ou ([12], 3D)
lim sup
tրT ⋆
(‖θ‖L∞(0,t;L∞) + ‖∇u‖L1(0,t;L∞)) =∞, (2.3.6)
provided 7µ > λ. Here the appearance of vacuum is allowed.
It is well-known that the bound of ‖∇u‖L1(0,t;L∞) yields that ‖ρ‖L∞(0,t;L∞) is bounded (see (2.2)
in [12]), if the initial density is bounded. When ‖∇u‖L1(0,t;L∞) in (2.3.6) is replaced by the upper
bound of the density, the following blow-up criterions were obtained:
• Fang-Zi-Zhang ([13], 2D)
lim sup
tրT ⋆
(‖θ‖L∞(0,t;L∞) + ‖ρ‖L∞(0,t;L∞)) =∞, (2.3.7)
where the appearance of vacuum is allowed;
• Sun-Wang-Zhang ([37], 3D)
lim sup
tրT ⋆
(
‖θ‖L∞(0,t;L∞) + ‖ρ‖L∞(0,t;L∞) +
∥∥∥∥1ρ
∥∥∥∥
L∞(0,t;L∞)
)
=∞, (2.3.8)
provided 7µ > λ.
We would like to point out that an analogous blow-up criterion of (2.3.5) for the isentropic
compressible Naiver-Stokes equation (i.e. (2.2.10)) in R3, under the assumption 7µ > λ, has been
previously established by Huang-Li-Xin [20] and Sun-Wang-Zhang [36]. In [20, 36], the restriction
7µ > λ was needed only for the estimate of
∫
ρ|u|3+δ where δ > 0 is sufficiently small.
We introduce the main ideas of the proof of Theorem 2.3.2.
(1) To get the upper bound of
∫
R3
ρ|u|r, we apply the ideas of the proof of Lemma 3.1 so that
we can get a restriction of µ and λ as better as possible. As a byproduct, we also get the upper
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bound of
∫ t
0
∫
R3
|u|r−2|∇u|2, which is very crucial in the proof of L∞t L2x of ∇u (see Lemma 4.3).
Here we take r = 4 because we have to deal with the difficulties caused by the strong nonlinearities
in the temperature equation, such as the terms µ2 |∇u+ (∇u)′|2 and λ(divu)2 in (2.3.1)3, which
leads to the restriction 3µ > λ.
(2) As it was pointed out in [37] that to deal with the essential difficulties due to the highly
nonlinear terms |∇u+ (∇u)′|2 and |divu|2 in the temperature equation, Sun-Wang-Zhang used the
ideas of Hoff [17] to get the upper bounds of L∞t H
s
x of u for s ∈ (0, 1), which requires the upper
bound of 1
ρ
. Here we do not require the upper bound of 1
ρ
so that the appearance of vacuum is
allowed, because we use the fact Pt = (ρE)t −
(
ρ|u|2
2
)
t
, (1.1)3 and integration by parts such that
−
∫
R3
PtG =−
∫
R3
(ρE)tG+ · · · = −
∫
R3
div
[(
µ
(∇u+ (∇u)′)+ λdivuIN)u]G+ · · ·
=
∫
R3
[(
µ
(∇u+ (∇u)′)+ λdivuIN)u] · ∇G+ · · ·
≤C∥∥|u||∇u|∥∥
L2
‖∇G‖L2 + · · · ,
where G = (2µ+λ)divu−P is the effective viscous flux which plays an important role in the proofs.
For more details, please see (4.19)-(4.32) in the proof of Lemma 4.3.
(3) The nonliear terms |∇u+ (∇u)′|2 and |divu|2 in (2.3.1)3 could be handled for two space
dimension when the blow-up criterion (2.3.7) was established with vacuum, because 2-D Gagliardo-
Nirenberg inequality has better properties than 3-D. See [13] for more details.
3 Proof of Theorem 2.2.2
Let 0 < T ∗ < ∞ be the maximum time of existence of strong solution (ρ, u) to (2.2.1)-(2.2.3).
Namely, (ρ, u) is a strong solution to (2.2.1)-(2.2.3) in R3 × [0, T ] for any 0 < T < T ∗, but not a
strong solution in R3 × [0, T ∗]. Suppose that (2.2.5) were false, i.e.
M := ‖ρ‖L∞(0,T ∗;Lq1 ) <∞. (3.1)
The goal is to show that under the assumption (3.1), there is a bound C > 0 depending only on
M,ρ0, u0, µ, λ, and T
∗ such that
sup
0≤t<T ∗
[
max
l=2,q
(‖ρ‖W 1,l + ‖ρt‖Ll) + ‖
√
ρut‖L2 + ‖∇u‖H1
]
≤ C, (3.2)
and ∫ T ∗
0
(‖ut‖2D1 + ‖u‖2D2,q) dt ≤ C. (3.3)
With (3.2) and (3.3), it is easy to show without much difficulties that T ∗ is not the maximum time,
which is the desired contradiction.
Throughout the rest of the section, we denote by C a generic constant depending only on ρ0,
u0, T
∗, M , λ, µ. We denote by
A . B
if there exists a generic constant C such that A ≤ CB.
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Lemma 3.1 Under the conditions of Theorem 2.2.2 and (3.1), if 29µ3 > λ, there exists r ∈ (3, 72 )
such that
sup
0≤t≤T
∫
R3
ρ|u|rdx ≤ C,
for any T ∈ [0, T ∗).
Remark 3.2 Lemma 3.1 is also true for bounded domains. This lemma relaxes the restriction
7µ > λ in [20, 36] to 29µ3 > λ. It is easy to verify that Lemma 3.1 is also true if P = Rρθ for
a constant R > 0 and θ is bounded. Thus, as a byproduct of the paper, the restriction 7µ > λ in
[12, 37] could be relaxed to 29µ3 > λ for the full compressible Navier-Stokes equations. In this sense,
this lemma extends the results in [12, 20, 36, 37].
Proof. Multiplying (2.2.1)2 by r|u|r−2u, and integrating by parts over R3, we have
d
dt
∫
R3
ρ|u|r +
∫
R3
r|u|r−2 (µ|∇u|2 + (λ+ µ)|divu|2 + µ(r − 2)|∇|u||2)
=r
∫
R3
div(|u|r−2u)P − r(r − 2)(µ + λ)
∫
R3
divu|u|r−3u · ∇|u|.
Thus,
d
dt
∫
R3
ρ|u|r +
∫
R3∩{|u|>0}
r|u|r−2 (µ|∇u|2 + (λ+ µ)|divu|2 + µ(r − 2)|∇|u||2)
=r
∫
R3∩{|u|>0}
div(|u|r−2u)P − r(r − 2)(µ + λ)
∫
R3∩{|u|>0}
divu|u|r−3u · ∇|u|.
(3.4)
For any given ε1 ∈ (0, 1), we define a nonnegative function which will be decided in Case 2 as
follows:
φ(ε1, r) =


µε1(r−1)
3
(
− 4µ
3
−λ+ r
2(µ+λ)
4(r−1)
) , if r
2(µ+λ)
4(r−1) − 4µ3 − λ > 0,
0, otherwise.
Case 1: ∫
R3∩{|u|>0}
|u|r
∣∣∣∣∇
(
u
|u|
)∣∣∣∣
2
> φ(ε1, r)
∫
R3∩{|u|>0}
|u|r−2
∣∣∇|u|∣∣2. (3.5)
A direct calculation gives for |u| > 0
|∇u|2 = |u|2
∣∣∣∣∇
(
u
|u|
)∣∣∣∣
2
+
∣∣∇|u|∣∣2, (3.6)
which plays a important role in the proof.
By (3.4), we have
d
dt
∫
R3
ρ|u|r +
∫
R3∩{|u|>0}
r|u|r−2
(
µ|∇u|2 + (λ+ µ)|divu|2 + µ(r − 2)∣∣∇|u|∣∣2)
=r
∫
R3∩{|u|>0}
div(|u|r−2u)P − r(r − 2)(µ + λ)
∫
R3∩{|u|>0}
divu|u| r−22 |u| r−42 u · ∇|u|
≤C
∫
R3∩{|u|>0}
ργ−
r−2
2r ρ
r−2
2r |u|r−2|∇u|+ r(µ+ λ)
∫
R3∩{|u|>0}
|u|r−2|divu|2
+
r(r − 2)2(µ + λ)
4
∫
R3∩{|u|>0}
|u|r−2
∣∣∇|u|∣∣2,
9
where we have used Cauchy inequality. Thus,
d
dt
∫
R3
ρ|u|r +
∫
R3∩{|u|>0}
µr|u|r−2|∇u|2 + µ(r − 2)r
∫
R3∩{|u|>0}
|u|r−2∣∣∇|u|∣∣2
≤C
∫
R3∩{|u|>0}
ργ−
r−2
2r ρ
r−2
2r |u|r−2|∇u|+ r(r − 2)
2(µ + λ)
4
∫
R3∩{|u|>0}
|u|r−2∣∣∇|u|∣∣2. (3.7)
By (3.6), (3.7), Cauchy inequality, and Ho¨lder inequality, for any ε0 ∈ (0, 1), we have
d
dt
∫
R3
ρ|u|r +
∫
R3∩{|u|>0}
µr|u|r−2∣∣∇|u|∣∣2 + ∫
R3∩{|u|>0}
µr|u|r
∣∣∣∣∇
(
u
|u|
)∣∣∣∣
2
+ µ(r − 2)r
∫
R3∩{|u|>0}
|u|r−2∣∣∇|u|∣∣2
≤C
∫
R3∩{|u|>0}
ργ−
r−2
2r ρ
r−2
2r |u|r−2∣∣∇|u|∣∣+ C ∫
R3∩{|u|>0}
ργ−
r−2
2r ρ
r−2
2r |u|r−1
∣∣∣∣∇
(
u
|u|
)∣∣∣∣
+
r(r − 2)2(µ + λ)
4
∫
R3∩{|u|>0}
|u|r−2∣∣∇|u|∣∣2
≤C
∫
R3∩{|u|>0}
ργ−
r−2
2r ρ
r−2
2r |u|r−2
∣∣∇|u|∣∣+ µrε0
∫
R3∩{|u|>0}
|u|r
∣∣∣∣∇
(
u
|u|
)∣∣∣∣
2
+
C
4µrε0
(∫
R3
ρ|u|r
) r−2
r
(∫
R3
ρ
(2γ−1)r
2
+1
) 2
r
+
r(r − 2)2(µ+ λ)
4
∫
R3∩{|u|>0}
|u|r−2∣∣∇|u|∣∣2.
Combining (3.1) and (3.5), we have
d
dt
∫
R3
ρ|u|r + r
[
µ(1− ε0)φ(ε1, r) + µ(r − 1)− (r − 2)
2(µ+ λ)
4
] ∫
R3∩{|u|>0}
|u|r−2∣∣∇|u|∣∣2
≤C
∫
R3∩{|u|>0}
ργ−
r−2
2r ρ
r−2
2r |u|r−2
∣∣∇|u|∣∣+ C
4µrε0
(∫
R3
ρ|u|r
) r−2
r
.
(3.8)
(Sub-Case 11): If 3 ∈ {r| r
2(µ+λ)
4(r−1) − 4µ3 − λ > 0}, i.e., 5µ < 3λ, it is easy to get [3,∞) ⊂
{r| r2(µ+λ)4(r−1) − 4µ3 − λ > 0}. Therefore, we have
φ(ε1, r) =
µε1(r − 1)
3
(
−4µ3 − λ+ r
2(µ+λ)
4(r−1)
) , (3.9)
for any r ∈ [3,∞).
Denote
f(ε0, ε1, r) = µ(1− ε0)φ(ε1, r) + µ(r − 1)− (r − 2)
2(µ+ λ)
4
. (3.10)
Substituting (3.9) into (3.10), for r ∈ [3,∞), we have
f(ε0, ε1, r) =
µ2ε1(1− ε0)(r − 1)
3
(
−4µ3 − λ+ r
2(µ+λ)
4(r−1)
) + µ(r − 1)− (r − 2)2(µ+ λ)
4
. (3.11)
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For (ε0, ε1, r) = (0, 1, 3), we have
f(0, 1, 3) =
16µ2
3λ− 5µ +
7µ− λ
4
> 0,
where we have used 5µ3 < λ <
29
3 µ.
Since f(ε0, ε1, r) is continuous w.r.t. (ε0, ε1, r) over [0, 1]×[0, 1]×[3,∞), there exist ε0, ε1 ∈ (0, 1)
and r ∈ (3, 72), such that
f(ε0, ε1, r) > 0.
By (3.8), Cauchy inequality and Ho¨lder inequality, we have
d
dt
∫
R3
ρ|u|r + rf(ε0, ε1, r)
∫
R3∩{|u|>0}
|u|r−2∣∣∇|u|∣∣2
≤rf(ε0, ε1, r)
∫
R3∩{|u|>0}
|u|r−2∣∣∇|u|∣∣2 + C
4rf(ε0, ε1, r)
(∫
R3
ρ|u|r
) r−2
r
(∫
R3
ρ
(2γ−1)r
2
+1
) 2
r
+
C
4µrε0
(∫
R3
ρ|u|r
) r−2
r
.
This together with (3.1) gives
d
dt
∫
R3
ρ|u|r ≤ C
[
1
f(ε0, ε1, r)
+
1
µε0
](∫
R3
ρ|u|r
) r−2
r
. (3.12)
(Sub-Case 12): if 3 6∈ {r| r
2(µ+λ)
4(r−1) − 4µ3 − λ > 0}, i.e., 5µ ≥ 3λ.
In this case, for r ∈ (3, 72), it is easy to get
r
[
µ(1− ε0)φ(ε1, r) + µ(r − 1)− (r − 2)
2(µ+ λ)
4
]
> 3
(
2µ − 9(µ+ λ)
16
)
= 3
(
23µ
16
− 9λ
16
)
≥ 3
(
23µ
16
− 15µ
16
)
=
3µ
2
.
(3.13)
By (3.8), (3.13), Cauchy inequality and Ho¨lder inequality, we have
d
dt
∫
R3
ρ|u|r + 3µ
2
∫
R3∩{|u|>0}
|u|r−2
∣∣∇|u|∣∣2
≤C
∫
R3∩{|u|>0}
ργ−
r−2
2r ρ
r−2
2r |u|r−2
∣∣∇|u|∣∣+ C
4µrε0
(∫
R3
ρ|u|r
) r−2
r
≤3µ
2
∫
R3∩{|u|>0}
|u|r−2∣∣∇|u|∣∣2 + C (∫
R3
ρ|u|r
) r−2
r
(∫
R3
ρ
(2γ−1)r
2
+1
)2
r
+
C
4µrε0
(∫
R3
ρ|u|r
) r−2
r
.
Therefore,
d
dt
∫
R3
ρ|u|r ≤ C
(∫
R3
ρ|u|r
) r−2
r
, (3.14)
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where we have used (3.1).
By (3.12) and (3.14), for Case 1, we conclude that if λ < 293 µ and (3.5) are satisfied, the
following estimate can be obtained
d
dt
∫
R3
ρ|u|r ≤ C
(∫
R3
ρ|u|r
) r−2
r
, (3.15)
for some constants C > 0 and r ∈ (3, 72 ).
Case 2: if ∫
R3∩{|u|>0}
|u|r
∣∣∣∣∇
(
u
|u|
)∣∣∣∣
2
≤ φ(ε1, r)
∫
R3∩{|u|>0}
|u|r−2∣∣∇|u|∣∣2. (3.16)
A direct calculation gives for |u| > 0
divu = |u|div
(
u
|u|
)
+
u · ∇|u|
|u| . (3.17)
By (3.4) and (3.17), we have
d
dt
∫
R3
ρ|u|r +
∫
R3∩{|u|>0}
r|u|r−2
(
µ|∇u|2 + (λ+ µ)|divu|2 + µ(r − 2)∣∣∇|u|∣∣2)
=r
∫
R3∩{|u|>0}
div(|u|r−2u)P − r(r − 2)(µ + λ)
∫
R3∩{|u|>0}
|u|r−2u · ∇|u|div
(
u
|u|
)
− r(r − 2)(µ + λ)
∫
R3∩{|u|>0}
|u|r−4∣∣u · ∇|u|∣∣2.
This gives
d
dt
∫
R3
ρ|u|r +
∫
R3∩{|u|>0}
r|u|r−4G = r
∫
R3∩{|u|>0}
div(|u|r−2u)P, (3.18)
where
G =µ|u|2|∇u|2 + (λ+ µ)|u|2|divu|2 + µ(r − 2)|u|2∣∣∇|u|∣∣2
+ (r − 2)(µ + λ)|u|2u · ∇|u|div
(
u
|u|
)
+ (r − 2)(µ + λ)∣∣u · ∇|u|∣∣2.
To let
∫
R3∩{|u|>0} r|u|r−4G become a good term, we shall consider G first.
G =µ|u|2
(
|u|2
∣∣∣∣∇
(
u
|u|
)∣∣∣∣
2
+
∣∣∇|u|∣∣2
)
+ (µ + λ)|u|2
(
|u|div
(
u
|u|
)
+
u · ∇|u|
|u|
)2
+ µ(r − 2)|u|2
∣∣∇|u|∣∣2 + (r − 2)(µ + λ)|u|2u · ∇|u|div( u|u|
)
+ (r − 2)(µ + λ)
∣∣u · ∇|u|∣∣2
=µ|u|4
∣∣∣∣∇
(
u
|u|
)∣∣∣∣
2
+ µ(r − 1)|u|2
∣∣∇|u|∣∣2 + (r − 1)(µ + λ)∣∣u · ∇|u|∣∣2
+ r(µ+ λ)|u|2u · ∇|u|div
(
u
|u|
)
+ (µ + λ)|u|4
(
div
(
u
|u|
))2
=µ|u|4
∣∣∣∣∇
(
u
|u|
)∣∣∣∣
2
+ µ(r − 1)|u|2∣∣∇|u|∣∣2 + (r − 1)(µ + λ)(u · ∇|u|+ r
2(r − 1) |u|
2div
(
u
|u|
))2
+ (µ+ λ)|u|4
(
div
(
u
|u|
))2
− r
2(µ + λ)
4(r − 1) |u|
4
(
div
(
u
|u|
))2
.
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This, combining the fact ∣∣∣∣div
(
u
|u|
)∣∣∣∣
2
≤ 3
∣∣∣∣∇
(
u
|u|
)∣∣∣∣
2
,
deduces
G ≥µ|u|4
∣∣∣∣∇
(
u
|u|
)∣∣∣∣
2
+ µ(r − 1)|u|2
∣∣∇|u|∣∣2 + (µ+ λ− r2(µ + λ)
4(r − 1)
)
|u|4
(
div
(
u
|u|
))2
≥µ
3
|u|4
(
div
(
u
|u|
))2
+
(
µ+ λ− r
2(µ+ λ)
4(r − 1)
)
|u|4
(
div
(
u
|u|
))2
+ µ(r − 1)|u|2
∣∣∇|u|∣∣2
=
(
4µ
3
+ λ− r
2(µ+ λ)
4(r − 1)
)
|u|4
(
div
(
u
|u|
))2
+ µ(r − 1)|u|2∣∣∇|u|∣∣2.
Thus,∫
R3∩{|u|>0}
r|u|r−4G ≥r
(
4µ
3
+ λ− r
2(µ+ λ)
4(r − 1)
)∫
R3∩{|u|>0}
|u|r
(
div
(
u
|u|
))2
+ µr(r − 1)
∫
R3∩{|u|>0}
|u|r−2∣∣∇|u|∣∣2
≥3r
(
4µ
3
+ λ− r
2(µ + λ)
4(r − 1)
)
φ(ε1, r)
∫
R3∩{|u|>0}
|u|r−2
∣∣∇|u|∣∣2
+ µr(r − 1)
∫
R3∩{|u|>0}
|u|r−2
∣∣∇|u|∣∣2
=
[
3r
(
4µ
3
+ λ− r
2(µ+ λ)
4(r − 1)
)
φ(ε1, r) + µr(r − 1)
] ∫
R3∩{|u|>0}
|u|r−2∣∣∇|u|∣∣2,
where we have used (3.16).
Putting all these estimates into (3.18), we have
d
dt
∫
R3
ρ|u|r +
[
3r
(
4µ
3
+ λ− r
2(µ + λ)
4(r − 1)
)
φ(ε1, r) + µr(r − 1)
] ∫
R3∩{|u|>0}
|u|r−2∣∣∇|u|∣∣2
≤C
∫
R3∩{|u|>0}
ργ−
r−2
2r ρ
r−2
2r |u|r−2|∇u|
≤ε
∫
R3∩{|u|>0}
|u|r−2|∇u|2 + C
ε
(∫
R3∩{|u|>0}
ρ|u|r
) r−2
r
(∫
R3∩{|u|>0}
ρ
(2γ−1)r
2
+1
) 2
r
≤ε(1 + φ(ε1, r))
∫
R3∩{|u|>0}
|u|r−2∣∣∇|u|∣∣2 + C
ε
(∫
R3∩{|u|>0}
ρ|u|r
) r−2
r
,
where we have used Cauchy inequality, Ho¨lder inequality and (3.1).
Taking ε =
(
1 + φ(ε1, r)
)−1 [
3r
(
4µ
3 + λ− r
2(µ+λ)
4(r−1)
)
φ(ε1, r) + µr(r − 1)
]
, we have
d
dt
∫
R3
ρ|u|r ≤ C
(
1 + φ(ε1, r)
)[
3r
(
4µ
3 + λ− r
2(µ+λ)
4(r−1)
)
φ(ε1, r) + µr(r − 1)
] (∫
R3
ρ|u|r
) r−2
r
, (3.19)
for r ∈ (3, 72).
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By (3.15) and (3.19), for Case 1 and Case 2, we conclude that if λ < 293 µ, there exist some
constants C > 0 and r ∈ (3, 72) such that
d
dt
∫
R3
ρ|u|r ≤ C
(∫
R3
ρ|u|r
) r−2
r
. (3.20)
Since r−2
r
∈ (0, 1), using Young inequality and Gronwall inequality over (3.20), we complete the
proof of Lemma 3.1. ✷
From Remark 3.2 and [20, 36], in order to get (3.2) and (3.3), it suffices to get the upper bound
of sup
0≤t<T ∗
‖ρ(t)‖L∞ . To do this, Lemma 3.3 and Lemma 3.4 are needed.
Lemma 3.3 Under the conditions of Theorem 2.2.2 and (3.1), it holds that for any T ∈ [0, T ∗)
sup
0≤t≤T
∫
R3
|∇u|2 +
∫ T
0
∫
R3
ρ|u˙|2 ≤ C,
where u˙ = ut + u · ∇u by the definition of the material derivative.
Proof. Multiplying (2.2.1)2 by ut, and integrating by parts over R
3, we have∫
R3
ρ|u˙|2 + 1
2
d
dt
∫
R3
(
µ|∇u|2 + (µ+ λ)|divu|2)
=
∫
R3
ρu · ∇u · u˙+ d
dt
∫
R3
Pdivu−
∫
R3
Ptdivu
=
d
dt
∫
R3
Pdivu− 1
2(2µ + λ)
d
dt
∫
R3
P 2 − 1
2µ + λ
∫
R3
PtG+
∫
R3
ρu · ∇u · u˙
=
d
dt
∫
R3
Pdivu− 1
2(2µ + λ)
d
dt
∫
R3
P 2 +
1
2µ + λ
∫
R3
(
div(Pu) + (γ − 1)Pdivu)G
+
∫
R3
ρu · ∇u · u˙
=
d
dt
∫
R3
Pdivu− 1
2(2µ + λ)
d
dt
∫
R3
P 2 − 1
2µ + λ
∫
R3
Pu · ∇G+ γ − 1
2µ + λ
∫
R3
PdivuG
+
∫
R3
ρu · ∇u · u˙ =
5∑
i=1
Ii,
(3.21)
where G = (2µ+ λ)divu− P .
For I3, using Ho¨lder inequality, we have
I3 .
∫
R3
P |u||∇G| . ‖ρ 1r u‖Lr
∥∥∥ργ− 1r ∥∥∥
L
rp1
rp1−p1−r
‖∇G‖Lp1 , (3.22)
for some p1 ∈ (1, 2).
Taking div on both side of (2.2.1)2, we have
∆G = div(ρu˙). (3.23)
From the standard elliptic estimates together with (3.1), we have
‖∇G‖Lp1 . ‖ρu˙‖Lp1 . ‖√ρu˙‖L2
∥∥∥√ρ∥∥∥
L
2p1
2−p1
. ‖√ρu˙‖L2 . (3.24)
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By (3.22), (3.24), Lemma 3.1 and (3.1), we have
I3 ≤C‖√ρu˙‖L2 . (3.25)
For I4, we have
I4 .
∫
R3
P |divu||G|
.
∥∥∥P∥∥∥
L
6p1
5p1−6
‖divu‖L2
∥∥∥G∥∥∥
L
3p1
3−p1
.‖divu‖L2‖∇G‖Lp1 ,
(3.26)
where we have used Ho¨lder inequality, Sobolev inequality and (3.1).
Substituting (3.24) into (3.26), we have
I4 ≤ C‖divu‖L2‖
√
ρu˙‖L2 . (3.27)
For I5, we have
I5 ≤‖√ρu˙‖L2‖
√
ρu · ∇u‖L2 . (3.28)
Assume p2 ∈ ( 2rr−2 , 6), and let 3p23+p2 < p1, we have for any ε ∈ (0, 1)
‖√ρu · ∇u‖L2 ≤‖ρ
1
ru‖Lr
∥∥∥ρ 12− 1r ∥∥∥
L
2rp2
rp2−2p2−2r
‖∇u‖Lp2
.‖divu‖Lp2 + ‖curlu‖Lp2
.‖G‖Lp2 + ‖curlu‖Lp2 + 1
≤ε‖∇G‖Lp1 + ε‖∇curlu‖Lp1 + Cε‖∇u‖L2 + C,
(3.29)
where we have used Ho¨lder inequality, (3.1), Lemma 3.1, and the standard interpolation inequality.
Taking curl on both side of (2.2.1)2, we have
µ∆(curlu) = curl(ρu˙).
Similar to (3.24), we have
‖∇curlu‖Lp1 . ‖√ρu˙‖L2 . (3.30)
Substituting (3.24) and (3.30) into (3.29), we have
‖√ρu · ∇u‖L2 ≤εC‖
√
ρu˙‖L2 + Cε‖∇u‖L2 + C. (3.31)
Substituting (3.31) into (3.28), we have
I5 ≤εC‖√ρu˙‖2L2 +Cε‖∇u‖2L2 + C. (3.32)
Putting (3.25), (3.27) and (3.32) into (3.21), using Cauchy inequality, and taking ε sufficiently
small, we have
1
2
∫
R3
ρ|u˙|2 + 1
2
d
dt
∫
R3
(
µ|∇u|2 + (µ+ λ)|divu|2)
≤ d
dt
∫
R3
Pdivu− 1
2(2µ + λ)
d
dt
∫
R3
P 2 + C‖∇u‖2L2 + C.
(3.33)
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Integrating (3.33) over [0, t], and using Cauchy inequality, we have
1
2
∫ t
0
∫
R3
ρ|u˙|2 + 1
2
∫
R3
(
µ|∇u|2 + (µ+ λ)|divu|2)
≤
∫
R3
Pdivu+ C
∫ t
0
‖∇u‖2L2 + C ≤
µ+ λ
2
∫
R3
|divu|2 + C
∫
R3
P 2 + C
∫ t
0
‖∇u‖2L2 + C.
This together with Gronwall inequality gives∫ t
0
∫
R3
ρ|u˙|2 +
∫
R3
|∇u|2 ≤ C,
for any t ∈ [0, T ∗). ✷
Lemma 3.4 Under the conditions of Theorem 2.2.2 and (3.1), it holds that for any T ∈ [0, T ∗)
sup
0≤t≤T
∫
R3
ρ|u˙|2 +
∫ T
0
∫
R3
|∇u˙|2 ≤ C.
Proof. By the definition of u˙, we can write (2.2.1)2 as follows:
ρu˙+∇(P (ρ)) = µ∆u+ (µ + λ)∇divu. (3.34)
Differentiating (3.34) with respect to t and using (2.2.1)1, we have
ρu˙t + ρu · ∇u˙+∇Pt =µ∆u˙+ (µ + λ)∇divu˙− µ∆(u · ∇u)− (µ+ λ)∇div(u · ∇u)
+ div
(
µ∆u⊗ u+ (µ+ λ)∇divu⊗ u−∇P ⊗ u
)
.
(3.35)
Multiplying (3.35) by u˙, integrating by parts over R3, for t ∈ (0, T ∗), we obtain
1
2
d
dt
∫
R3
ρ|u˙|2 +
∫
R3
(
µ|∇u˙|2 + (µ+ λ)|div u˙|2)
=
∫
R3
(Ptdiv u˙+ u⊗∇P : ∇u˙) + µ
∫
R3
(
div (∆u⊗ u)−∆(u · ∇u)
)
· u˙
+(µ+ λ)
∫
R3
(
div (∇divu⊗ u)−∇div (u · ∇u)
)
· u˙ =
3∑
i=1
IIi.
(3.36)
For II1, using (2.2.1)1, we have
II1 =
∫
R3
(
− div (Pu)div u˙− (γ − 1)Pdivudiv u˙+ u⊗∇P : ∇u˙
)
=
∫
R3
(
Pu · ∇div u˙− (γ − 1)Pdiv udiv u˙− P (∇u)t : ∇u˙− Pu · ∇div u˙
)
=−
∫
R3
(
(γ − 1)Pdiv udiv u˙+ P (∇u)t : ∇u˙
)
. ‖P‖L4‖∇u‖L4‖∇u˙‖L2 .
(3.37)
For II2 and II3, we use the similar arguments as [18, 20, 36, 37]. More precisely, we have
div (∆u⊗ u)−∆(u · ∇u) = ∇k(div u∇ku)−∇k(∇kuj∇ju)−∇j(∇kuj∇ku).
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Using integration by parts, we have
II2 = µ
∫ (
∇k(divu∇ku)−∇k(∇kuj∇ju)−∇j(∇kuj∇ku)
)
· u˙ . ‖∇u˙‖L2‖∇u‖2L4 . (3.38)
Similarly, since
div (∇divu⊗ u)−∇div (u · ∇u) = ∇(∇juj∇iui)−∇(∇jui∇iuj)−∇i(∇ui∇juj),
we have
II3 = (µ+ λ)
∫ (∇(∇juj∇iui)−∇(∇jui∇iuj)−∇i(∇ui∇juj)) · u˙ . ‖∇u˙‖L2‖∇u‖2L4 . (3.39)
Substituting (3.37), (3.38) and (3.39) into (3.36), and using Cauchy inequality and (3.1), we have
1
2
d
dt
∫
R3
ρ|u˙|2 +
∫
R3
(
µ|∇u˙|2 + (µ+ λ)|div u˙|2) ≤ µ
2
‖∇u˙‖2L2 + C‖∇u‖4L4 +C.
This gives
d
dt
∫
R3
ρ|u˙|2 + µ
∫
R3
|∇u˙|2
≤C‖∇u‖4L4 + C . ‖divu‖4L4 + ‖curlu‖4L4 + 1
.‖G‖4L4 + ‖curlu‖4L4 + 1
.‖G‖
2(7p1−12)
5p1−6
L2
‖∇G‖
6p1
5p1−6
Lp1 + ‖curlu‖
2(7p1−12)
5p1−6
L2
‖∇curlu‖
6p1
5p1−6
Lp1 + 1,
(3.40)
where we have used Gagliardo-Nirenberg inequality and (3.1).
By (3.40), Lemma 3.3, (3.1), (3.24), (3.30) and Young inequality, we have
d
dt
∫
R3
ρ|u˙|2 + µ
∫
R3
|∇u˙|2 . ‖√ρu˙‖
6p1
5p1−6
L2
+ 1 . ‖√ρu˙‖4L2 + 1, (3.41)
where we have used the fact 6p15p1−6 < 4, since p1 >
3p2
3+p2
≥ 127 .
Since ‖√ρu˙‖2
L2
is bounded in L1(0, T ) (see Lemma 3.3), we apply (3.41) and Gronwall inequality
to complete the proof of Lemma 3.4. ✷
Corollary 3.5 Under the conditions of Theorem 2.2.2 and (3.1), it holds that for any T ∈ [0, T ∗)
‖∇G‖
L2(0,T ;L
6p1
12−5p1 )
≤ C.
Proof. By (3.23) and the standard elliptic estimates, together with (3.1), Ho¨lder inequality,
Sobolev inequality and Lemma 3.4, we have for any T ∈ [0, T ∗)∫ T
0
∥∥∥∇G∥∥∥2
L
6p1
12−5p1
≤C
∫ T
0
∥∥∥ρu˙∥∥∥2
L
6p1
12−5p1
≤ C
∫ T
0
∥∥∥ρ∥∥∥2
L
p1
2−p1
‖u˙‖2L6 ≤ C
∫ T
0
‖∇u˙‖2L2 ≤ C.
✷
Lemma 3.6 Under the conditions of Theorem 2.2.2 and (3.1), it holds that for any T ∈ [0, T ∗)
‖ρ‖L∞(0,T ;L∞) ≤ C.
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Proof. For any 1 < p < +∞, multiplying (2.2.1)1 by pρp−1 and integrating by parts over R3, we
obtain
d
dt
∫
R3
ρp =−
∫
R3
(
u · ∇(ρp) + pρpdivu
)
=(1− p)
∫
R3
ρpdivu =
1− p
2µ + λ
∫
R3
ρpG+
1− p
2µ+ λ
∫
R3
ρpP
≤ p− 1
2µ + λ
‖G‖L∞
∫
R3
ρp.
(3.42)
Since 6p112−5p1 > 3, using the standard interpolation inequality, we have
‖G‖L∞ ≤ C
∥∥∥∇G∥∥∥
L
6p1
12−5p1
+ C‖G‖L2 ≤ C
∥∥∥∇G∥∥∥
L
6p1
12−5p1
+ C. (3.43)
Substituting (3.43) into (3.42), we have
d
dt
‖ρ‖Lp ≤C(p− 1)
p
(∥∥∥∇G∥∥∥
L
6p1
12−5p1
+ 1
)
‖ρ‖Lp
≤C
(∥∥∥∇G∥∥∥
L
6p1
12−5p1
+ 1
)
‖ρ‖Lp ,
where the constant C is independent of p. This and Corollary 3.5, together with Gronwall inequality,
give
sup
0≤t≤T
‖ρ(t)‖Lp ≤ ‖ρ0‖Lp exp
(
C
∫ T
0
(∥∥∥∇G∥∥∥
L
6p1
12−5p1
+ 1
)
dt
)
≤ C,
for any T ∈ [0, T ∗). Let p go to ∞, we complete the proof of Lemma 3.6. ✷
4 Proof of Theorem 2.3.2
Let 0 < T ∗ < ∞ be the maximum time of existence of strong solution (ρ, u) to (2.3.1)-(2.3.3).
Namely, (ρ, u) is a strong solution to (2.3.1)-(2.3.3) in R3 × [0, T ] for any 0 < T < T ∗, but not a
strong solution in R3 × [0, T ∗]. We shall prove Theorem 2.3.2 by using a contradiction argument.
Suppose that (2.3.5) were false, i.e.
M := ‖ρ‖L∞(0,T ∗;L∞) + ‖θ‖L∞(0,T ∗;L∞) <∞. (4.1)
The goal is to show that under the assumption (4.1), there is a bound C > 0 depending only on
M,ρ0, u0, θ0, µ, λ, κ, and T
∗ such that
sup
0≤t<T ∗
[
max
l=2,q
(‖ρ‖W 1,l + ‖ρt‖Ll) + ‖(
√
ρut,
√
ρθt)‖L2 + ‖(∇u,∇θ)‖H1
]
≤ C, (4.2)
and ∫ T ∗
0
(‖(ut, θt)‖2D1 + ‖(u, θ)‖2D2,q) dt ≤ C. (4.3)
With (4.2) and (4.3), it is easy to show without much difficulties that T ∗ is not the maximum time,
which is the desired contradiction.
Throughout the rest of the section, we denote by C a generic constant depending only on ρ0,
u0, θ0, T
∗, M , λ, µ, κ. We denote by
A . B
if there exists a generic constant C such that A ≤ CB.
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Lemma 4.1 Under the conditions of Theorem 2.3.2 and (4.1), it holds that

sup
0≤t≤T
∫
R3
ρ(|u|2 + θ2) dx+ ∫ T0 ∫R3 (|∇u|2 + |∇θ|2) dx ≤ C,
sup
0≤t≤T
∫
R3
ρ ≤ C, for any T ∈ [0, T ∗). (4.4)
Proof. The proof of (4.4)1 can be referred to [37] (Lemma 2). (4.4)2 can be obtained by inte-
grating (2.3.1)1 over R
3 × [0, t]. ✷
Lemma 4.2 Under the conditions of Theorem 2.3.2 and (4.1), if 3µ > λ, it holds that
sup
0≤t≤T
∫
R3
ρ|u|4 +
∫ T
0
∫
R3
|u|2|∇u|2 dx ≤ C, (4.5)
for any T ∈ [0, T ∗).
Proof. The proof of the lemma is quite similar to that of Lemma 3.1 except that r = 4 and
P = ρθ here. From (3.4), we have
d
dt
∫
R3
ρ|u|r +
∫
R3∩{|u|>0}
r|u|r−2 (µ|∇u|2 + (λ+ µ)|divu|2 + µ(r − 2)|∇|u||2)
=r
∫
R3∩{|u|>0}
div(|u|r−2u)P − r(r − 2)(µ + λ)
∫
R3∩{|u|>0}
divu|u|r−3u · ∇|u|.
(4.6)
For any given ε1 ∈ (0, 1), we define a function as in the proof of Lemma 3.1 as follows:
φ(ε1, r) =


µε1(r−1)
3
(
− 4µ
3
−λ+ r
2(µ+λ)
4(r−1)
) , if r
2(µ+λ)
4(r−1) − 4µ3 − λ > 0,
0, otherwise.
Case 1: ∫
R3∩{|u|>0}
|u|r
∣∣∣∣∇
(
u
|u|
)∣∣∣∣
2
> φ(ε1, r)
∫
R3∩{|u|>0}
|u|r−2
∣∣∇|u|∣∣2. (4.7)
Using the similar arguments like in the proof of Lemma 3.1, for any ε0 ∈ (0, 1), we have
d
dt
∫
R3
ρ|u|r +
∫
R3∩{|u|>0}
µr|u|r−2∣∣∇|u|∣∣2 + ∫
R3∩{|u|>0}
µr|u|r
∣∣∣∣∇
(
u
|u|
)∣∣∣∣
2
+ µ(r − 2)r
∫
R3∩{|u|>0}
|u|r−2∣∣∇|u|∣∣2
≤C
∫
R3∩{|u|>0}
ρ|u|r−2∣∣∇|u|∣∣+ µrε0
∫
R3∩{|u|>0}
|u|r
∣∣∣∣∇
(
u
|u|
)∣∣∣∣
2
+
C
4µrε0
(∫
R3
ρ|u|r
) r−2
r
(∫
R3
ρ
r
2
+1
) 2
r
+
r(r − 2)2(µ+ λ)
4
∫
R3∩{|u|>0}
|u|r−2∣∣∇|u|∣∣2.
Combining (4.1) and (4.7), we have
d
dt
∫
R3
ρ|u|r + rf(ε0, ε1, ε2, r)
∫
R3∩{|u|>0}
|u|r−2
∣∣∇|u|∣∣2 + µr(1− ε0)ε2
∫
R3∩{|u|>0}
|u|r
∣∣∣∣∇
(
u
|u|
)∣∣∣∣
2
≤C
∫
R3∩{|u|>0}
ρ|u|r−2∣∣∇|u|∣∣+ C
4µrε0
(∫
R3
ρ|u|r
) r−2
r
,
(4.8)
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where
f(ε0, ε1, ε2, r) = µ(1− ε0)(1 − ε2)φ(ε1, r) + µ(r − 1)− (r − 2)
2(µ+ λ)
4
, (4.9)
for ε2 ∈ (0, 1) decided later.
(Sub-Case 11): If 4 ∈ {r| r
2(µ+λ)
4(r−1) − 4µ3 − λ > 0}, i.e., λ > 0, we have
φ(ε1, 4) =
3µε1
λ
. (4.10)
Substituting (4.10) into (4.9), we have
f(ε0, ε1, ε2, r) =
µ2ε1(1− ε0)(1− ε2)(r − 1)
3
(
−4µ3 − λ+ r
2(µ+λ)
4(r−1)
) + µ(r − 1)− (r − 2)2(µ + λ)
4
.
For (ε0, ε1, ε2, r) = (0, 1, 0, 4), we have
f(0, 1, 0, 4) =
3µ2
λ
+ 2µ− λ > 0,
where we have used 0 < λ < 3µ.
Since f(ε0, ε1, ε2, 4) is continuous w.r.t. (ε0, ε1, ε2) over [0, 1]×[0, 1]×[0, 1], there exist ε0, ε1, ε2 ∈
(0, 1) such that
f(ε0, ε1, ε2, 4) > 0.
By (4.8), Cauchy inequality and Ho¨lder inequality, for r = 4, we have
d
dt
∫
R3
ρ|u|4 + 4f(ε0, ε1, ε2, 4)
∫
R3∩{|u|>0}
|u|2∣∣∇|u|∣∣2 + 4µ(1− ε0)ε2
∫
R3∩{|u|>0}
|u|4
∣∣∣∣∇
(
u
|u|
)∣∣∣∣
2
≤2f(ε0, ε1, ε2, 4)
∫
R3∩{|u|>0}
|u|2∣∣∇|u|∣∣2 + C
f(ε0, ε1, ε2, 4)
(∫
R3
ρ|u|4
) 1
2
(∫
R3
ρ3
) 1
2
+
C
ε0
(∫
R3
ρ|u|4
) 1
2
.
This together with (4.1) gives
d
dt
∫
R3
ρ|u|4 + 2f(ε0, ε1, ε2, 4)
∫
R3∩{|u|>0}
|u|2∣∣∇|u|∣∣2 + 4µ(1 − ε0)ε2
∫
R3∩{|u|>0}
|u|4
∣∣∣∣∇
(
u
|u|
)∣∣∣∣
2
≤C
[
1
f(ε0, ε1, ε2, 4)
+
1
ε0
](∫
R3
ρ|u|4
) 1
2
.
(4.11)
(Sub-Case 12): if 4 6∈ {r| r
2(µ+λ)
4(r−1) − 4µ3 − λ > 0}, i.e., λ ≤ 0, we have φ(ε1, 4) = 0.
In this case, it is easy to get
4f(ε0, ε1, ε2, 4) = 4(2µ − λ) ≥ 8µ. (4.12)
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By (4.8) (for r = 4), (4.12), Cauchy inequality and Ho¨lder inequality, we have
d
dt
∫
R3
ρ|u|4 + 8µ
∫
R3∩{|u|>0}
|u|2∣∣∇|u|∣∣2 + 4µ(1− ε0)ε2
∫
R3∩{|u|>0}
|u|4
∣∣∣∣∇
(
u
|u|
)∣∣∣∣
2
≤C
∫
R3∩{|u|>0}
ρ|u|2∣∣∇|u|∣∣+ C
ε0
(∫
R3
ρ|u|4
) 1
2
≤4µ
∫
R3∩{|u|>0}
|u|2∣∣∇|u|∣∣2 + C (∫
R3
ρ|u|4
) 1
2
(∫
R3
ρ3
) 1
2
+
C
ε0
(∫
R3
ρ|u|4
) 1
2
.
Therefore,
d
dt
∫
R3
ρ|u|4 + 4µ
∫
R3∩{|u|>0}
|u|2
∣∣∇|u|∣∣2 + 4µ(1− ε0)ε2
∫
R3∩{|u|>0}
|u|4
∣∣∣∣∇
(
u
|u|
)∣∣∣∣
2
≤C
(∫
R3
ρ|u|4
) 1
2
,
(4.13)
where we have used (4.1).
Case 2: if ∫
R3∩{|u|>0}
|u|r
∣∣∣∣∇
(
u
|u|
)∣∣∣∣
2
≤ φ(ε1, r)
∫
R3∩{|u|>0}
|u|r−2
∣∣∇|u|∣∣2. (4.14)
Using the similar arguments like in the proof of Lemma 3.1, we have
d
dt
∫
R3
ρ|u|r +
[
3r
(
4µ
3
+ λ− r
2(µ + λ)
4(r − 1)
)
φ(ε1, r) + µr(r − 1)
] ∫
R3∩{|u|>0}
|u|r−2∣∣∇|u|∣∣2
≤C
∫
R3∩{|u|>0}
ρ1−
r−2
2r ρ
r−2
2r |u|r−2|∇u|
≤ε
∫
R3∩{|u|>0}
|u|r−2|∇u|2 + C
ε
(∫
R3∩{|u|>0}
ρ|u|r
) r−2
r
(∫
R3∩{|u|>0}
ρ
r
2
+1
) 2
r
≤ε(1 + φ(ε1, r))
∫
R3∩{|u|>0}
|u|r−2∣∣∇|u|∣∣2 + C
ε
(∫
R3∩{|u|>0}
ρ|u|r
) r−2
r
,
where we have used Cauchy inequality, Ho¨lder inequality and (4.1).
Taking ε =
(
2 + 2φ(ε1, r)
)−1 [
3r
(
4µ
3 + λ− r
2(µ+λ)
4(r−1)
)
φ(ε1, r) + µr(r − 1)
]
, and using (4.14) and
(3.6), we have
d
dt
∫
R3
ρ|u|r +
3r
(
4µ
3 + λ− r
2(µ+λ)
4(r−1)
)
φ(ε1, r) + µr(r − 1)
2 (1 + φ(ε1, r))
∫
R3∩{|u|>0}
|u|r−2∣∣∇u∣∣2
≤ C
(
1 + φ(ε1, r)
)
3r
(
4µ
3 + λ− r
2(µ+λ)
4(r−1)
)
φ(ε1, r) + µr(r − 1)
(∫
R3
ρ|u|r
) r−2
r
,
(4.15)
for r = 4.
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By (3.6), (4.11), (4.13), (4.15) and Cauchy inequality, for Case 1 and Case 2, we conclude
that if 3µ > λ, there exists a constant c1 > 0 such that
d
dt
∫
R3
ρ|u|4 + c1
∫
R3∩{|u|>0}
|u|2∣∣∇u∣∣2 ≤ C ∫
R3
ρ|u|4 + C, (4.16)
for t ∈ [0, T ∗). By (4.16) and Gronwall inequality, we get (4.5). ✷
Lemma 4.3 Under the conditions of Theorem 2.3.2 and (4.1), it holds that for any T ∈ [0, T ∗)
sup
0≤t≤T
∫
R3
|∇u|2 dx+
∫ T
0
∫
R3
ρ|ut|2 dxdt ≤ C. (4.17)
Proof. Multiplying (2.3.1)2 by ut, and integrating by parts over R
3, we have∫
R3
ρ|ut|2 + 1
2
d
dt
∫
R3
(
µ|∇u|2 + (µ + λ)|divu|2)
=−
∫
R3
ρu · ∇u · ut + d
dt
∫
R3
Pdivu−
∫
R3
Ptdivu
=
d
dt
∫
R3
Pdivu− 1
2(2µ + λ)
d
dt
∫
R3
P 2 − 1
2µ + λ
∫
R3
PtG−
∫
R3
ρu · ∇u · ut
=
4∑
i=1
IIIi,
(4.18)
where G = (2µ+ λ)divu− P .
For III3, recalling ρE = P +
ρ|u|2
2 , we have
III3 =− 1
2µ + λ
∫
R3
(ρE)tG+
1
2µ + λ
∫
R3
(
ρ|u|2
2
)
t
G
=
2∑
i=1
III3,i.
(4.19)
For III3,1, using (1.1)3, integration by parts, (4.1) and (4.4), we have
III3,1 =− 1
2µ+ λ
∫
R3
ρθu · ∇G− 1
2µ+ λ
∫
R3
ρ
|u|2
2
u · ∇G− 1
2µ + λ
∫
R3
Pu · ∇G
+
1
2µ+ λ
∫
R3
T u∇G+ 1
2µ + λ
∫
R3
∇θ · ∇G
≤− 1
2µ+ λ
∫
R3
ρ
|u|2
2
u · ∇G+C‖∇G‖L2
(‖ρθu‖L2 + ‖Pu‖L2 + ∥∥u|∇u|∥∥L2 + ‖∇θ‖L2)
≤− 1
2µ+ λ
∫
R3
ρ
|u|2
2
u · ∇G+C‖∇G‖L2
(∥∥u|∇u|∥∥
L2
+ ‖∇θ‖L2 + 1
)
.
(4.20)
Taking div and curl on both side of (2.3.1)2, we get
∆G = div(ρut + ρu · ∇u), (4.21)
22
and
µ∆(curlu) = curl(ρut + ρu · ∇u). (4.22)
From the standard elliptic estimates together with (4.1), we get
‖∇G‖L2 . ‖ρut‖L2 + ‖ρu · ∇u‖L2 . ‖
√
ρut‖L2 +
∥∥√ρ|u||∇u|∥∥
L2
, (4.23)
and
‖∇curlu‖L2 . ‖ρut‖L2 + ‖ρu · ∇u‖L2 . ‖
√
ρut‖L2 +
∥∥√ρ|u||∇u|∥∥
L2
. (4.24)
To handle the second term of the right hand side of (4.23) and (4.24), we use the fact
−∆f = ∇× (curlf)−∇divf, in R3, (4.25)
for some f : R3 → R3. Using (4.25) and the elliptic estimates, we have
‖∇f‖Lp . ‖curlf‖Lp + ‖divf‖Lp , (4.26)
for any p ∈ (1,∞). Let’s go back to handle ∥∥√ρ|u||∇u|∥∥
L2
. Using Ho¨lder inequality, (4.1), (4.5),
(4.26) for p = 4, Gagliardo-Nirenberg inequality, (4.23), (4.24) and Cauchy inequality, we have∥∥√ρ|u||∇u|∥∥
L2
.‖ρ 14u‖L4‖∇u‖L4 . ‖curlu‖L4 + ‖divu‖L4
.‖curlu‖L4 + ‖G‖L4 + 1
≤C‖curlu‖
1
4
L2
‖∇curlu‖
3
4
L2
+ C‖G‖
1
4
L2
‖∇G‖
3
4
L2
+ C
≤C‖curlu‖
1
4
L2
‖√ρut‖
3
4
L2
+ C‖G‖
1
4
L2
‖√ρut‖
3
4
L2
+
1
2
∥∥√ρ|u||∇u|∥∥
L2
+ C‖∇u‖L2 + C.
This, together with Young inequality, gives∥∥√ρ|u||∇u|∥∥
L2
≤ ǫ‖√ρut‖L2 + Cǫ‖∇u‖L2 + C, (4.27)
for any ǫ > 0. Substituting (4.27) into (4.23), we have
‖∇G‖L2 . ‖
√
ρut‖L2 + ‖∇u‖L2 + 1. (4.28)
Substituting (4.28) into (4.20), and using Cauchy inequality, we have
III3,1 ≤− 1
2µ + λ
∫
R3
ρ
|u|2
2
u · ∇G+ 1
6
‖√ρut‖2L2 + C
∥∥u|∇u|∥∥2
L2
+ C‖∇θ‖2L2 + C‖∇u‖2L2 + C.
(4.29)
For III3,2, we have
III3,2 =
1
2µ+ λ
∫
R3
ρt|u|2
2
G+
1
2µ+ λ
∫
R3
ρu · utG
≤− 1
2µ+ λ
∫
R3
div(ρu)|u|2
2
G+
1
24
∫
R3
ρ|ut|2 + C
∫
R3
ρ|u|2|G|2
≤ 1
2µ+ λ
∫
R3
ρu · ∇u · uG+ 1
2µ + λ
∫
R3
ρu|u|2
2
· ∇G+ 1
24
∫
R3
ρ|ut|2
+ C
∫
R3
ρ|u|2|∇u|2 + C
≤C
∫
R3
ρ|u|2|∇u|2 + 1
2µ + λ
∫
R3
ρu|u|2
2
· ∇G+ 1
12
∫
R3
ρ|ut|2 + C.
(4.30)
23
Using (4.27) again (for ǫ > 0 sufficiently small), together with (4.30), Lemma 4.2, (4.28) and Cauchy
inequality, we get
III3,2 ≤ 1
12
∫
R3
ρ|ut|2 + 1
2µ+ λ
∫
R3
ρu|u|2
2
· ∇G+ 1
12
∫
R3
ρ|ut|2 + C
∫
R3
|∇u|2 +C
=
1
6
∫
R3
ρ|ut|2 + 1
2µ + λ
∫
R3
ρu|u|2
2
· ∇G+ C
∫
R3
|∇u|2 + C.
(4.31)
Substituting (4.29) and (4.31) into (4.19), we have
III3 ≤ 1
3
∫
R3
ρ|ut|2 + C
∥∥u|∇u|∥∥2
L2
+ C‖∇θ‖2L2 + C‖∇u‖2L2 + C. (4.32)
For III4, using Cauchy inequality and (4.27) (for ǫ > 0 sufficiently small), we have
III4 ≤ 1
12
∫
R3
ρ|ut|2 + C
∫
R3
ρ|u|2|∇u|2
≤1
6
∫
R3
ρ|ut|2 + C
∫
R3
|∇u|2 + C.
(4.33)
Putting (4.32) and (4.33) into (4.18), and integrating it over [0, t], for t < T ∗, we have∫ t
0
∫
R3
ρ|ut|2 +
∫
R3
(
µ|∇u|2 + (µ + λ)|divu|2)
≤2
∫
R3
Pdivu+ C
∫ t
0
∥∥u|∇u|∥∥2
L2
+ C
∫ t
0
‖∇θ‖2L2 + C
∫ t
0
‖∇u‖2L2 +C
≤(µ+ λ)
∫
R3
|divu|2 + C,
where we have used Cauchy inequality, (4.1), Lemmas 4.1 and 4.2.
Therefore, ∫ t
0
∫
R3
ρ|ut|2 +
∫
R3
|∇u|2 ≤ C,
for t ∈ [0, T ∗).
✷
Lemma 4.4 Under the conditions of Theorem 2.3.2 and (4.1), it holds that for any T ∈ [0, T ∗)
sup
0≤t≤T
∫
R3
(|∇θ|2 + ρ|u˙|2) +
∫ T
0
∫
R3
(ρ|θ˙|2 + |∇u˙|2) ≤ C. (4.34)
Proof. Using the similar arguments as (3.36), we obtain
1
2
d
dt
∫
R3
ρ|u˙|2 +
∫
R3
(
µ|∇u˙|2 + (µ+ λ)|div u˙|2)
=
∫
R3
(Ptdiv u˙+ u⊗∇P : ∇u˙) + µ
∫
R3
(
div (∆u⊗ u)−∆(u · ∇u)
)
· u˙
+(µ+ λ)
∫
R3
(
div (∇divu⊗ u)−∇div (u · ∇u)
)
· u˙ =
3∑
i=1
IVi.
(4.35)
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For IV1, using (2.3.1)3 and integration by parts, we have
IV1 =
∫
R3
(
(ρθ)tdiv u˙− P (∇u)t : ∇u˙− ρθu · ∇div u˙
)
=
∫
R3
(
(ρθ)tdiv u˙+ div(ρθu)div u˙− P (∇u)t : ∇u˙
)
=
∫
R3
(
ρθ˙div u˙− P (∇u)t : ∇u˙
)
.‖√ρ‖L∞‖√ρθ˙‖L2‖div u˙‖L2 + ‖P‖L4‖∇u‖L4‖∇u˙‖L2 .
(4.36)
For IV2 and IV3, by (3.38) and (3.39), we have
IV2 . ‖∇u˙‖L2‖∇u‖2L4 , (4.37)
and
IV3 . ‖∇u˙‖L2‖∇u‖2L4 . (4.38)
Substituting (4.36), (4.37) and (4.38) into (4.35), and using Cauchy inequality and (4.1), we have
1
2
d
dt
∫
R3
ρ|u˙|2 +
∫
R3
(
µ|∇u˙|2 + (µ+ λ)|div u˙|2) ≤ µ
2
‖∇u˙‖2L2 + C‖
√
ρθ˙‖2L2 +C‖∇u‖4L4 + C.
Integrating this inequality over [0, t] for t ∈ (0, T ∗), we have
∫
R3
ρ|u˙|2 +
∫ t
0
∫
R3
|∇u˙|2 ≤ C
∫ t
0
‖√ρθ˙‖2L2 + C
∫ t
0
‖∇u‖4L4 + C. (4.39)
The next step is to get some estimates for θ. We rewrite (2.3.1)3 as follows:
ρθ˙ + ρθdivu =
µ
2
∣∣∇u+ (∇u)′∣∣2 + λ(divu)2 +∆θ. (4.40)
Multiplying (4.40) by θ˙, and integrating by parts over R3, we have∫
R3
ρ|θ˙|2 + 1
2
d
dt
∫
R3
|∇θ|2 =−
∫
R3
ρθdivuθ˙ +
∫
R3
(µ
2
∣∣∇u+ (∇u)′∣∣2 + λ(divu)2) θt
+
∫
R3
(µ
2
∣∣∇u+ (∇u)′∣∣2 + λ(divu)2)u · ∇θ + ∫
R3
∆θu · ∇θ
=
4∑
i=1
Vi.
(4.41)
For V1, using Cauchy inequality, (4.1) and (4.17), we have
V1 ≤ 1
8
∫
R3
ρ|θ˙|2 + C. (4.42)
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For V2, using Ho¨lder inequality, (4.1) and (4.17), we have
V2 =
d
dt
∫
R3
(µ
2
∣∣∇u+ (∇u)′∣∣2 + λ(divu)2) θ − µ ∫
R3
(∇u+ (∇u)′) : (∇ut + (∇ut)′) θ
− 2λ
∫
R3
divudivutθ
=
d
dt
∫
R3
(µ
2
∣∣∇u+ (∇u)′∣∣2 + λ(divu)2) θ − µ ∫
R3
(∇u+ (∇u)′) : (∇u˙+ (∇u˙)′) θ
+ µ
∫
R3
(∇u+ (∇u)′) : (∇(u · ∇u) + (∇(u · ∇u))′) θ − 2λ∫
R3
divudivu˙θ
+ 2λ
∫
R3
divudiv(u · ∇u)θ
≤ d
dt
∫
R3
(µ
2
∣∣∇u+ (∇u)′∣∣2 + λ(divu)2) θ + C‖∇u‖L2‖∇u˙‖L2
+ µ
∫
R3
(∇u+ (∇u)′) : (∇(u · ∇u) + (∇(u · ∇u))′) θ + 2λ∫
R3
divudiv(u · ∇u)θ.
Using integration by parts, (4.17) and (4.1), we have
V2 ≤ d
dt
∫
R3
(µ
2
∣∣∇u+ (∇u)′∣∣2 + λ(divu)2) θ + C‖∇u˙‖L2
+ µ
∫
R3
(∇u+ (∇u)′) : (∇u · ∇u+ (∇u · ∇u)′) θ
+ µ
∫
R3
(∇u+ (∇u)′) : u · ∇ (∇u+ (∇u)′) θ + 2λ∫
R3
divu(∇u)′ : ∇uθ
+ 2λ
∫
R3
u · ∇divudivuθ
≤ d
dt
∫
R3
(µ
2
∣∣∇u+ (∇u)′∣∣2 + λ(divu)2) θ + C‖∇u˙‖L2 + C
∫
R3
|∇u|3
− µ
∫
R3
|∇u+ (∇u)′|2
2
divuθ − µ
∫
R3
|∇u+ (∇u)′|2
2
u · ∇θ
− λ
∫
R3
(divu)3θ − λ
∫
R3
|divu|2u · ∇θ
≤ d
dt
∫
R3
(µ
2
∣∣∇u+ (∇u)′∣∣2 + λ(divu)2) θ + C‖∇u˙‖L2 + C
∫
R3
|∇u|3 +C
∫
R3
|∇u|2|u||∇θ|.
(4.43)
Using Ho¨lder inequality, Cauchy inequality, Gagliardo-Nirenberg inequality and (4.17), we have∫
R3
|∇u|2|u||∇θ| .‖∇u‖2L4‖u‖L6‖∇θ‖L3
.‖∇u‖4L4 + ‖∇u‖2L2‖∇θ‖L2‖∇2θ‖L2 ≤ C‖∇u‖4L4 + C‖∇θ‖L2‖∇2θ‖L2 .
(4.44)
From the standard elliptic estimates and (4.40), we have
‖∇2θ‖L2 . ‖ρθ˙‖L2 + ‖ρθdivu‖L2 + ‖∇u‖2L4 ≤ C‖
√
ρθ˙‖L2 + C‖∇u‖2L4 + C, (4.45)
where we have used (4.1) and (4.17).
Substituting (4.45) into (4.44), and using Cauchy inequality, we have∫
R3
|∇u|2|u||∇θ| ≤ 1
8
‖√ρθ˙‖2L2 + C‖∇u‖4L4 + C‖∇θ‖2L2 + C. (4.46)
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Substituting (4.46) into (4.43), we have
V2 ≤ d
dt
∫
R3
(µ
2
∣∣∇u+ (∇u)′∣∣2 + λ(divu)2) θ + C‖∇u˙‖L2 + C
∫
R3
|∇u|3
+
1
8
‖√ρθ˙‖2L2 + C‖∇u‖4L4 + C‖∇θ‖2L2 + C.
(4.47)
For V3, using (4.46), we have
V3 .
∫
R3
|∇u|2|u||∇θ| ≤ 1
8
‖√ρθ˙‖2L2 + C‖∇u‖4L4 + C‖∇θ‖2L2 + C. (4.48)
For V4, using Ho¨lder inequality, Gagliardo-Nirenberg inequality, (4.17), (4.45) and Young inequality,
we have
V4 .‖∆θ‖L2‖u‖L6‖∇θ‖L3 . ‖∆θ‖L2‖∇u‖L2‖∇θ‖
1
2
L2
‖∇2θ‖
1
2
L2
.‖∇θ‖
1
2
L2
‖∇2θ‖
3
2
L2
≤ 1
8
‖√ρθ˙‖2L2 + C‖∇θ‖2L2 +C‖∇u‖4L4 + C.
(4.49)
Putting (4.42), (4.47), (4.48) and (4.49) into (4.41), and integrating the resulting inequality over
[0, t] for t ∈ (0, T ∗), we have∫ t
0
∫
R3
ρ|θ˙|2 +
∫
R3
|∇θ|2 ≤2
∫
R3
(µ
2
∣∣∇u+ (∇u)′∣∣2 + λ(divu)2) θ +C ∫ t
0
‖∇u˙‖L2
+ C
∫ t
0
∫
R3
|∇u|3 + C
∫ t
0
‖∇u‖4L4 + C
≤C
∫ t
0
‖∇u˙‖L2 + C
∫ t
0
∫
R3
|∇u|3 + C
∫ t
0
‖∇u‖4L4 + C,
(4.50)
where we have used (4.1), (4.4) and (4.17). Multiplying (4.50) by 2C, and adding the resulting
inequality into (4.39), we have
C
∫ t
0
∫
R3
ρ|θ˙|2 + 2C
∫
R3
|∇θ|2 +
∫
R3
ρ|u˙|2 +
∫ t
0
∫
R3
|∇u˙|2
≤2C2
∫ t
0
‖∇u˙‖L2 + 2C2
∫ t
0
∫
R3
|∇u|3 + 2C2
∫ t
0
‖∇u‖4L4 + C
∫ t
0
‖∇u‖4L4 +C.
This together with Cauchy inequality, we have∫
R3
(|∇θ|2 + ρ|u˙|2) +
∫ t
0
∫
R3
(ρ|θ˙|2 + |∇u˙|2) .
∫ t
0
∫
R3
|∇u|3 +
∫ t
0
‖∇u‖4L4 + 1
.
∫ t
0
∫
R3
|curlu|3 +
∫ t
0
∫
R3
|G|3 +
∫ t
0
‖curlu‖4L4 +
∫ t
0
‖G‖4L4 + 1
.
∫ t
0
‖curlu‖
3
2
L2
‖∇curlu‖
3
2
L2
+
∫ t
0
‖G‖
3
2
L2
‖∇G‖
3
2
L2
+
∫ t
0
‖curlu‖L2‖∇curlu‖3L2
+
∫ t
0
‖G‖L2‖∇G‖3L2 + 1,
(4.51)
where we have used (4.26) and Gagliardo-Nirenberg inequality. By (4.51), (4.1), (4.4), (4.17),
(4.24), (4.27) and (4.28), we have∫
R3
(|∇θ|2 + ρ|u˙|2) +
∫ t
0
∫
R3
(ρ|θ˙|2 + |∇u˙|2) .
∫ t
0
‖√ρut‖3L2 + 1. (4.52)
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From (4.27), we have
‖√ρut‖L2 ≤ ‖
√
ρu˙‖L2 + ‖
√
ρu · ∇u‖L2 ≤ ‖
√
ρu˙‖L2 + ǫ‖
√
ρut‖L2 +Cǫ‖∇u‖L2 + C.
Taking ǫ = 12 , using (4.17), we have
‖√ρut‖L2 . ‖
√
ρu˙‖L2 + 1. (4.53)
Substituting (4.53) into (4.52), and using Cauchy inequality and (4.17), we have∫
R3
(|∇θ|2 + ρ|u˙|2) +
∫ t
0
∫
R3
(ρ|θ˙|2 + |∇u˙|2) .
∫ t
0
(‖√ρut‖L2‖
√
ρu˙‖2L2) + 1. (4.54)
Since ‖√ρut‖L2 is bounded in L1−norm over (0, t) (see (4.17)), we use (4.54) and Gronwall in-
equality to get (4.34). ✷
Corollary 4.5 Under the conditions of Theorem 2.3.2 and (4.1), it holds that for any T ∈ [0, T ∗)
sup
0≤t≤T
(‖∇G‖L2 + ‖∇curlu‖L2 + ‖∇u‖L6 + ‖u‖L∞) +
∫ T
0
(‖divu‖2L∞ + ‖∇2θ‖2L2) ≤ C. (4.55)
Proof. It follows from (4.21) and (4.22), we have
‖∇G‖L2 . ‖ρu˙‖L2 ≤ C, (4.56)
and ∫ T
0
‖divu‖2L∞ .
∫ T
0
‖G‖2L∞ + 1 .
∫ T
0
‖G‖2L6 +
∫ T
0
‖∇G‖2L6 + 1
.
∫ T
0
‖∇G‖2L2 +
∫ T
0
‖ρu˙‖2L6 + 1 .
∫ T
0
‖∇u˙‖2L2 + 1 ≤ C,
(4.57)
and
‖∇curlu‖L2 . ‖ρu˙‖L2 ≤ C, (4.58)
where we have used (4.1), (4.34) and Sobolev inequality.
By (4.26), we have
‖∇u‖L6 .‖divu‖L6 + ‖curlu‖L6 . ‖G‖L6 + ‖curlu‖L6 + 1
.‖∇G‖L2 + ‖∇curlu‖L2 + 1 ≤ C,
(4.59)
where we have used (4.1), (4.4), Sobolev inequality, (4.56) and (4.58).
By (4.17), (4.59) and Sobolev inequality, we have
‖u‖L∞ . ‖u‖L6 + ‖∇u‖L6 . ‖∇u‖L2 + ‖∇u‖L6 ≤ C.
Using (4.45), (4.34), the interpolation inequality, (4.17) and (4.59), we get∫ T
0
∫
R3
|∇2θ|2 .
∫ T
0
∫
R3
ρ|θ˙|2 +
∫ T
0
‖∇u‖4L4 + 1
.
∫ T
0
‖∇u‖L2‖∇u‖3L6 + 1 ≤ C.
✷
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Lemma 4.6 Under the conditions of Theorem 2.3.2 and (4.1), it holds that for any T ∈ [0, T ∗)
sup
0≤t≤T
∫
R3
ρ|θt|2 +
∫ T
0
∫
R3
|∇θt|2 ≤ C. (4.60)
Proof. Differentiating (2.3.1)3 with respect to t, multiplying it by θt, and using integration by
parts, we have
1
2
d
dt
∫
R3
ρ|θt|2 +
∫
R3
|∇θt|2
≤−
∫
R3
ρt
(
θt
2
+ u · ∇θ + θdivu
)
θt −
∫
R3
ρ(ut · ∇θ + u · ∇θt + θtdivu)θt −
∫
R3
ρθdivutθt
+ µ
∫
R3
(∇u+ (∇u)′) : (∇ut + (∇ut)′) θt + 2λ
∫
R3
divudivutθt =
5∑
i=1
V Ii.
(4.61)
For V I1, we have
V I1 =
∫
R3
div(ρu)
(
θt
2
+ u · ∇θ + θdivu
)
θt
=−
∫
R3
ρu · ∇θt
(
θt
2
+ u · ∇θ + θdivu
)
−
∫
R3
ρu · ∇θt
2
θt
−
∫
R3
ρu · (∇u · ∇θ + u · ∇∇θ) θt −
∫
R3
ρu · (∇θdivu+ θ∇divu) θt
=
4∑
i=1
V I1,i.
(4.62)
For V I1,1, we have
V I1,1 ≤ 1
24
∫
R3
|∇θt|2 + C
∫
R3
ρ2|u|2|θt|2 + C
∫
R3
ρ2|u|4|∇θ|2 + C
∫
R3
ρ2|u|2|θ|2|divu|2
≤ 1
24
∫
R3
|∇θt|2 + C
∫
R3
ρ|θt|2 + C,
(4.63)
where we have used Cauchy inequality, (4.1), (4.17), (4.34) and (4.55).
For V I1,2, using Cauchy inequality, (4.1) and (4.55) again, we have
V I1,2 ≤ 1
24
∫
R3
|∇θt|2 + C
∫
R3
ρ|θt|2. (4.64)
For V I1,3, using Cauchy inequality, (4.1) and (4.55) again, along with Ho¨lder inequality, Gagliardo-
Nirenberg inequality and (4.34), we have
V I1,3 .
∫
R3
ρ|θt|2 +
∫
R3
|∇u|2|∇θ|2 +
∫
R3
|∇∇θ|2
.
∫
R3
ρ|θt|2 + ‖∇u‖2L6‖∇θ‖2L3 +
∫
R3
|∇∇θ|2
.
∫
R3
ρ|θt|2 + ‖∇θ‖L2‖∇2θ‖L2 +
∫
R3
|∇∇θ|2
.
∫
R3
ρ|θt|2 +
∫
R3
|∇2θ|2 + 1.
(4.65)
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For V I1,4, we have
V I1,4 =−
∫
R3
ρu · ∇θdivuθt −
∫
R3
ρθu · ∇divuθt
.
∫
R3
ρ|θt|2 +
∫
R3
|∇θ|2|divu|2 − 1
2µ + λ
∫
R3
ρθu · ∇Gθt − 1
2µ+ λ
∫
R3
ρθu · ∇(ρθ)θt
.
∫
R3
ρ|θt|2 + ‖∇θ‖2L3‖divu‖2L6 +
∫
R3
|∇G|2 − 1
2µ+ λ
∫
R3
ρ2θu · ∇θθt
− 1
2µ + λ
∫
R3
ρθ2u · ∇ρθt
≤C
∫
R3
ρ|θt|2 +C‖∇2θ‖L2 + C +
1
2µ+ λ
∫
R3
ρ2
2
θ2divuθt +
1
2µ+ λ
∫
R3
ρ2
2
θ2u · ∇θt
+
1
2µ + λ
∫
R3
ρ2θu · ∇θθt ≤ C
∫
R3
ρ|θt|2 + C‖∇2θ‖2L2 +
1
24
∫
R3
|∇θt|2 + C,
(4.66)
where we have used Cauchy inequality, (4.1), (4.55), Ho¨lder inequality, Gagliardo-Nirenberg in-
equality, (4.34), integration by parts, (4.4) and (4.17).
Substituting (4.63), (4.64), (4.65) and (4.66) into (4.62), we have
V I1 ≤1
8
∫
R3
|∇θt|2 + C
∫
R3
ρ|θt|2 + C
∫
R3
|∇2θ|2 +C. (4.67)
For V I2, using Cauchy inequality, Ho¨lder inequality, (4.1) and (4.55), we have
V I2 =−
∫
R3
ρut · ∇θθt −
∫
R3
ρu · ∇θtθt −
∫
R3
ρ|θt|2divu
≤−
∫
R3
ρu˙ · ∇θθt +
∫
R3
ρ(u · ∇)u · ∇θθt + 1
8
∫
R3
|∇θt|2 + C (‖divu‖L∞ + 1)
∫
R3
ρ|θt|2
≤C‖√ρθt‖L2‖u˙‖L6‖∇θ‖L3 +C‖
√
ρθt‖L2‖∇u‖L6‖∇θ‖L3 +
1
8
∫
R3
|∇θt|2
+ C (‖divu‖L∞ + 1)
∫
R3
ρ|θt|2.
This together with Sobolev inequality, Gagliardo-Nirenberg inequality, (4.55) and (4.34), we have
V I2 ≤C‖√ρθt‖L2 (‖∇u˙‖L2 + 1) ‖∇θ‖
1
2
L2
‖∇2θ‖
1
2
L2
+
1
8
∫
R3
|∇θt|2 +C (‖divu‖L∞ + 1)
∫
R3
ρ|θt|2
≤1
8
∫
R3
|∇θt|2 +C
(‖divu‖L∞ + ‖∇u˙‖2L2 + 1)
∫
R3
ρ|θt|2 + C‖∇2θ‖2L2 + C.
(4.68)
For V I3, we have
V I3 =−
∫
R3
ρθdivu˙θt +
∫
R3
ρθdiv(u · ∇u)θt
≤C
∫
R3
ρ|θt|2 + C
∫
R3
|divu˙|2 + C
∫
R3
ρ|θ||∇u|2|θt|+
∫
R3
ρθθtu · ∇divu
≤C
∫
R3
ρ|θt|2 + C
∫
R3
|divu˙|2 + C
∫
R3
|∇u|4 + 1
2µ+ λ
∫
R3
ρθθtu · ∇G
+
1
2µ + λ
∫
R3
ρ2θθtu · ∇θ + 1
2µ+ λ
∫
R3
ρθ2θtu · ∇ρ
≤C
∫
R3
ρ|θt|2 + C
∫
R3
|divu˙|2 + 1
2µ+ λ
∫
R3
ρθ2θtu · ∇ρ+ C,
(4.69)
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where we have used (4.1), Cauchy inequality, the interpolation inequality, (4.17), (4.34) and (4.55).
To handle the third term of the right hand side of (4.69), we use integration by parts. More
precisely,
1
2µ+ λ
∫
R3
ρθ2θtu · ∇ρ =− 1
2µ + λ
∫
R3
ρ2
2
θ2θtdivu− 1
2µ+ λ
∫
R3
ρ2
2
θ2u · ∇θt
− 1
2µ + λ
∫
R3
ρ2θθtu · ∇θ
≤C
∫
R3
ρ|θt|2 + 1
8
∫
R3
|∇θt|2 + C,
(4.70)
where we have used Cauchy inequality, (4.1), (4.4), (4.17), (4.34) and (4.55).
Substituting (4.70) into (4.69), we have
V I3 ≤1
8
∫
R3
|∇θt|2 + C
∫
R3
ρ|θt|2 + C
∫
R3
|divu˙|2 + C. (4.71)
Similar to V2, for V I4 and V I5, we deduce
V I4 + V I5 ≤C‖∇u˙‖L2‖∇u‖L3‖θt‖L6 + C
∫
R3
|∇u|3|θt|+ C
∫
R3
|∇u|4 + 1
16
∫
R3
|∇θt|2
≤ 1
16
∫
R3
|∇θt|2 + C‖∇u˙‖L2‖θt‖L6 + C‖∇u‖3
L
18
5
‖θt‖L6 + C
≤ 1
16
∫
R3
|∇θt|2 + C (‖∇u˙‖L2 + 1) ‖∇θt‖L2 + C
≤1
8
∫
R3
|∇θt|2 + C
∫
R3
|∇u˙|2 +C,
(4.72)
where we have used Ho¨lder inequality, integration by parts, Cauchy inequality, (4.17), (4.55), the
interpolation inequality and Sobolev inequality.
Putting (4.67), (4.68), (4.71) and (4.72) into (4.61), we have
d
dt
∫
R3
ρ|θt|2 +
∫
R3
|∇θt|2 ≤C
(‖divu‖L∞ + ‖∇u˙‖2L2 + 1)
∫
R3
ρ|θt|2
+ C
∫
R3
(|∇u˙|2 + |∇2θ|2) + C.
(4.73)
By (4.73), (4.34), (4.55) and Gronwall inequality, we complete the proof of Lemma 4.6. ✷
Corollary 4.7 Under the conditions of Theorem 2.3.2 and (4.1), it holds that for any T ∈ [0, T ∗)
sup
0≤t≤T
∫
R3
|∇2θ|2 ≤ C. (4.74)
Proof. It follows from (4.45), (4.1), (4.17), (4.34), (4.55), (4.60) and the interpolation inequality
that
‖∇2θ‖L2 ≤ C‖
√
ρθt‖L2 + C‖
√
ρu · ∇θ‖L2 + C ≤ C.
✷
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Lemma 4.8 Under the conditions of Theorem 2.3.2 and (4.1), it holds that for any T ∈ [0, T ∗)
sup
0≤t≤T
(‖∇ρ‖Ll + ‖ρt‖Ll) ≤ C, (4.75)
for l = 2, q.
Proof. The proof of the lemma is similar to the arguments as in [20, 36]. We omit it for brevity.
✷
Corollary 4.9 Under the conditions of Theorem 2.3.2 and (4.1), it holds that for any T ∈ [0, T ∗)
sup
0≤t≤T
∫
R3
(
ρ|ut|2 + |∇2u|2
)
+
∫ T
0
(‖ut‖2D1 + ‖(u, θ)‖2D2,q) ≤ C. (4.76)
Proof. Replacing f in (4.25) by u, and using the elliptic estimates, (4.1), (4.34), (4.55) and
(4.75), we get
‖∇2u‖L2 .‖∇curlu‖L2 + ‖∇divu‖L2 . ‖∇G‖L2 + ‖∇P (ρ, θ)‖L2 + 1
.‖∇ρ‖L2 + ‖∇θ‖L2 + 1 ≤ C.
(4.77)
It follows from (4.1), (4.17), (4.34), (4.55) and (4.77) that∫
R3
ρ|ut|2 .
∫
R3
ρ|u˙|2 +
∫
R3
ρ|u · ∇u|2 ≤ C,
and ∫ t
0
∫
R3
|∇ut|2 .
∫ t
0
∫
R3
|∇u˙|2 +
∫ t
0
∫
R3
|∇(u · ∇u)|2 ≤ C.
By (2.3.1)2, Ho¨lder inequality, (4.1), (4.34), Sobolev inequality, (4.74) and (4.75), we get∫ t
0
‖∇2u‖2Lq .
∫ t
0
‖ρu˙‖2Lq +
∫ t
0
‖∇P (ρ, θ)‖2Lq .
∫ t
0
‖u˙‖2L6 +
∫ t
0
‖∇ρ‖2Lq +
∫ t
0
‖∇θ‖2Lq
.
∫ t
0
‖∇u˙‖2L2 +
∫ t
0
‖∇θ‖2L2 +
∫ t
0
‖∇2θ‖2L2 + 1 ≤ C.
(4.78)
Using Ho¨lder inequality, (4.1), (4.34), Sobolev inequality and (4.74) again, together with (2.3.1)3,
(4.17), (4.55), (4.60), (4.77) and (4.78), we get∫ t
0
‖∇2θ‖2Lq .
∫ t
0
‖ρθt‖2Lq +
∫ t
0
‖ρu · ∇θ‖2Lq +
∫ t
0
‖ρθdivu‖2Lq +
∫ t
0
∥∥|∇u|2∥∥2
Lq
≤C
∫ t
0
∥∥|∇u|2∥∥2
Lq
+C ≤ C
∫ t
0
‖∇u‖2L∞ ‖∇u‖2Lq + C
≤C
∫ t
0
∥∥∇2u∥∥2
Lq
+ C ≤ C.
✷
By (4.17), (4.34), (4.60), (4.76), (4.74) and (4.75), we get (4.2) and (4.3). Thus, the proof of
Theorem 2.3.2 is complete. ✷
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