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Abstract
In this article, we analyse bifurcations from stationary stable spots to travel-
ling spots in a planar three-component FitzHugh–Nagumo system that was
proposed previously as a phenomenological model of gas-discharge systems.
By combining formal analyses, center-manifold reductions, and detailed nu-
merical continuation studies, we show that, in the parameter regime un-
der consideration, the stationary spot destabilizes either through its zeroth
Fourier mode in a Hopf bifurcation or through its first Fourier mode in a
pitchfork or drift bifurcation, whilst the remaining Fourier modes appear
to create only secondary bifurcations. Pitchfork bifurcations result in trav-
elling spots, and we derive criteria for the criticality of these bifurcations.
Our main finding is that supercritical drift bifurcations, leading to stable
travelling spots, arise in this model, which does not seem possible for its
two-component version.
Keywords: FitzHugh–Nagumo system, Planar localized structures,
Travelling spots, Bifurcations
2000 MSC: 205: Non-linear waves and stability, 220: Pattern formation
1. Introduction
1.1. Problem setting
Our goal in this paper is to elucidate when systems of planar reaction-
diffusion equations can support fully localized travelling waves, which we
will refer to as travelling spots. Pitchfork bifurcations from standing spots
provide one mechanism that leads to travelling spots. While travelling spots
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have been observed in numerous experimental studies, and many prototype
models, including the Gierer–Meinhardt [1] and Gray–Scott [2] systems, ex-
hibit stationary spots that undergo pitchfork bifurcations, the standing spots
in these models are already unstable at the pitchfork bifurcation, hence lead-
ing only to unstable travelling spots. One potential reason for this obvious
dichotomy is that the prototype models studied so far are two-component
systems. This has lead to the following general belief:
Conjecture: A two-component singularly perturbed planar reaction-dif-
fusion system on an unbounded domain without a global feedback term cannot
support stable travelling spots.
In this article, we look further into this statement. We focus on the
nonlinear dynamics of a system of planar reaction-diffusion equations with
multiple time and spatial scales, which has a natural two-component limit
system. Through a combination of analytical and numerical tools, we will
show that the three-component system possesses stable travelling spots that
bifurcate from standing spots via supercritical bifurcations, whilst it does
not seem possible for such structures to bifurcate in the two-component limit
system.
Previous results that corroborated the conjecture stated above were based
on numerical computations. For instance, it was already shown numerically
in [3] that the three-component system to be discussed here admits stable
travelling spots: in the parameter region considered in [3], travelling spots bi-
furcate subcritically from standing spots and subsequently stabilize and then
destabilize at Hopf bifurcations. In [4], numerical computations of a three-
component Gray–Scott model revealed the existence of stable travelling spots
that bifurcate supercritically from standing spots. As shown numerically in
[4, 5] for this model, the interaction of drift and D2 symmetry-breaking bi-
furcations can lead to stable rigidly rotating spots.
The system we study in this paper was introduced originally by Purwins
and his collaborators [6, 7] as a phenomenological model of gas-discharge
patterns. The dependent variables are the current density u in the nonlinear
conductor, the voltage drop v in the high ohmic conductor, and the surface
charge w, which satisfy the system
ut = du∆u + f(u)− κ3v − κ4w + κ1 ,
ϑˆ1vt = dv∆v + u− v ,
ϑˆ2wt = dw∆w + u− w
(1)
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of partial differential equations, where f(u) is a cubic nonlinearity that mod-
els the current density-voltage characteristic of the nonlinear conductor. We
note that the third equation for the surface charge was added to the system
to stabilize travelling spots. We will study the particular planar version
ut = 
2∆u + u− u3 − (αv + βw + γ) ,
ϑ1vt = ∆v + u− v ,
ϑ2wt = d
2∆w + u− w
(2)
of the above model with (x, t) ∈ R2 × R+: this system was studied first in
[8] in one space dimension. We take 0 <   1 to be small and assume
that d > 1 and that α, β, γ ∈ R are parameters that are fixed independently
of . This model can be seen as a generalized FitzHugh–Nagumo equation
with one activator u and two inhibitors represented by v and w. Smallness
of  makes our system singularly perturbed with one fast component given
by the activator u and two slow components given by the inhibitors (v, w).
For  = 0, the kinetics of (2), that is, the dynamics of spatially homogeneous
solutions, is of bistable type with two stable equilibria at (u, v, w) = ±(1, 1, 1)
and one unstable equilibrium at (u, v, w) = 0: the two stable equilibria are
connected by stationary fronts. System (2) has the natural two-component
limit system
ut = 
2∆u + u− u3 − (αv + γ) ,
ϑ1vt = ∆v + u− v , (3)
obtained by setting β = 0, which has only one inhibitor.
Our interest is in finding travelling spots that bifurcate from radially
symmetric stationary spots of (2). We first review results about the latter
solutions. In the remainder of this article, we use U to denote the vector
(u, v, w). Dynamical stability of, and bifurcations from, stationary radially
symmetric spots U s(|x|) are determined by the spectrum of the linearization
of (2) around U s. Substituting U(x1, x2, t) = U
s(|x|) + eλtUˆ(x1, x2) into (2)
and linearizing, we obtain the eigenvalue problem
λuˆ = 2∆uˆ + uˆ(1− 3(us)2)− (αvˆ + βwˆ) ,
ϑ1λvˆ = ∆vˆ + uˆ− vˆ ,
ϑ2λwˆ = d
2∆wˆ + uˆ− wˆ .
(4)
Since the stationary spots we shall consider are radially symmetric, it is more
convenient to work in polar coordinates (r, ϕ) = (
√
x21 + x
2
2, arctan (x2/x1)),
3
which transforms the diffusion operator into
∆r,ϕ := ∂
2
r +
1
r
∂r +
1
r2
∂2ϕ . (5)
To deal with the angular derivative in ∆r,ϕ, we work in Fourier space and in-
troduce Uˆ(r, ϕ, t) = Uˆn(r, t)e
inϕ with n ∈ Z, which transforms the eigenvalue
problem (4) into the family
2∆ruˆn = −uˆn
(
1− 3(us)2 − λn + 2n
2
r2
)
+ (αvˆn + βwˆn) ,
∆rvˆn = −uˆn +
(
1 + ϑ1λn +
n2
r2
)
vˆn , (6)
d2∆rwˆn = −uˆn +
(
1 + ϑ2λn + d
2n
2
r2
)
wˆn
of eigenvalue problems, where n ∈ Z and
∆r := ∂
2
r +
1
r
∂r . (7)
The n 7→ −n symmetry of (6) allows us to study (6) for n ∈ N (with the
convention that 0 ∈ N).
In our previous work [9], we proved the existence and stability of radially
symmetric stationary spots for (2), and we now recall the results obtained
there. We need to impose the following hypothesis.
Hypothesis (H1). Let d > 1 and α, β, γ ∈ R. Assume that r = R1 > 0 is
a simple root of the equation1
√
2
3r
+ α(2rI1(r)K0(r)− 1) + β
(
2r
d
I1
(r
d
)
K0
(r
d
)
− 1
)
+ γ = 0 . (8)
The main result from [9] is contained in the following theorem.
Theorem 1.1. ([9]) Assume that (H1) holds. Then there exists an 0 > 0
such that, for 0 <  < 0, the system (2) admits a stationary spot
2 U s(|x|)
1Ij(z) and Kj(z) denote the modified Bessel functions of the first and second kind with
index j and argument z.
2The profile Us(r) will depend on , but we will suppress this dependence throughout
this paper.
4
with half width near R1: more precisely, U
s(|x|) converges to u−∗ (1, 1, 1) as
|x| → ∞, and there is a unique positive value R = R1 + o(1) for which
u(R) = 0. Here u−∗ is the background state of (2) given by
u−∗ = −1 +
1
2
(α + β − γ) +O(2) .
Next, assume also that ϑ1, ϑ2 > 0 are fixed independently of . The rightmost
solutions of the eigenvalue problems (6) are then given by λn = 
2(λ¯n+o(1)),
where λ¯n is given explicitly by
λ¯n := 3
√
2αR1 (I1(R1)K1(R1)− In(R1)Kn(R1)) + (9)
3
√
2β
R1
d2
(
I1
(
R1
d
)
K1
(
R1
d
)
− In
(
R1
d
)
Kn
(
R1
d
))
+
1
R21
(1− n2)
with n ∈ N. In particular, the spot U s is spectrally, and therefore nonlinearly,
stable with respect to radial and non-radial perturbations if λ¯n < 0 for all
n ∈ N\{1}.
Note that γ does not directly influence the stability condition (9).
The following lemma provides an upper bound nmax for the number of
eigenvalues λ¯n that need to be computed to determine stability.
Lemma 1.2. For n > nmax = max
{
2,
√
3
√
2R21 (|α|+ |β|/d) + 1
}
, the
eigenvalues λ¯n defined in (9) are negative and therefore do not cause an
instability.
Proof. For n ≥ 1 and x ≥ 0, we consider the function f(x, n) := xIn(x)Kn(x)
and observe that f(x, n) is monotonically increasing in x for each fixed n with
lim
x→0
f(x, n) = 0 , lim
x→∞
f(x, n) =
1
2
.
Therefore, |f(x, 1)−f(x, n)| ≤ 1 for n ≥ 2, which shows that eigenvalues are
bounded by
λ¯n ≤ 1− n
2
R21
+ 3
√
2
(
|α|+ |β|
d
)
for n ≥ 2. This completes the proof.
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The system (2) in one space dimension was studied in [8, 10, 11]. In
these papers, it was shown that, for ϑ1 and ϑ2 fixed independently of ,
stable stationary 1D spots do not undergo drift or Hopf bifurcations; the
only bifurcations found there were of saddle-node type. On the other hand,
for ϑ1 or ϑ2 of order O(−2), travelling pulses were shown to bifurcate from
stationary pulses. These results suggest that, to find drift bifurcations for
stationary planar spots, we need to assume the same asymptotic scaling. We
therefore set
(θ1, θ2) = 
2(ϑ1, ϑ2) ,
where θ1 > 0 and θ2 > 0 are fixed independently of . This choice of param-
eters transforms (2) into
ut = 
2∆u + u− u3 − (αv + βw + γ) ,
θ1vt = 
2∆v + 2(u− v) ,
θ2wt = 
2d2∆w + 2(u− w) ,
(10)
and the family (6) of eigenvalue problems into
2∆ruˆn = −uˆn
(
1− 3(us)2 − λn + 2n
2
r2
)
+ (αvˆn + βwˆn) ,
2∆rvˆn = −2uˆn +
(
2 + θ1λn + 
2n
2
r2
)
vˆn , (11)
2d2∆rwˆn = −2uˆn +
(
2 + θ2λn + 
2d2
n2
r2
)
wˆn .
Note that (10) admits the same stationary spots as (2), but that the spectra
might differ. We remark that, even though the three components diffuse at
comparable rates, the reaction rates have different asymptotic magnitude,
and the system is therefore still singularly perturbed.
1.2. Main results
The systems (10) and (11) will be the starting points of the analysis
of this article. We now summarize the two main analytical results of this
paper. First, we will provide the following characterization of the rightmost
eigenvalues of (11) via a formal asymptotic analysis.
Formal Result 1.3. Assume that (H1) holds so that a stationary spot U s
with leading-order half width R1 exists for each 0 <   1. Assume also
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that θ1, θ2 > 0 are fixed independently of . The rightmost solutions of the
eigenvalue problems (11) are then given by λn = 
2(λˆn+o(1)), where λˆn with
n ∈ N are the rightmost solutions of the equation
λˆn =
1
R21
(1− n2) (12)
+3
√
2αR1
[
I1(R1)K1(R1)− In
(√
1 + θ1λˆnR1
)
Kn
(√
1 + θ1λˆnR1
)]
+3
√
2 β
d2
R1
[
I1
(
R1
d
)
K1
(
R1
d
)− In (√1 + θ2λˆnR1d )Kn (√1 + θ2λˆnR1d )] .
A planar spot undergoes a drift bifurcation when its linearization has a
double eigenvalue at the origin in the first Fourier mode, that is, when λˆ1 = 0
is a double root of (12). We will show in §2.1 that this happens to leading
order in  whenever the equation
αθ1 (I1(R1)K2(R1)− I0(R1)K1(R1))
+
βθ2
d3
(
I1
(
R1
d
)
K2
(
R1
d
)
− I0
(
R1
d
)
K1
(
R1
d
))
=
√
2
3R21
(13)
is met. We define the line D1(θ1, θ2) to consist of the solutions (θ1, θ2) of (13)
and refer to D1(θ1, θ2) as the drift curve.
Similarly, a spot undergoes, to leading order in , a Hopf bifurcation
whenever (12) has, for some n ∈ N \ {1}, a solution λˆn on the imaginary
axis. This occurs provided
0 =
1
R21
(1− n2) + 3
√
2αR1
(
I1(R1)K1(R1)
−Re
[
In
(√
1 + iθ1|λˆn|R1
)
Kn
(√
1 + iθ1|λˆn|R1
)])
+3
√
2
β
d2
R1
(
I1
(
R1
d
)
K1
(
R1
d
)
−Re
[
In
(√
1 + iθ2|λˆn|R1
d
)
Kn
(√
1 + iθ2|λˆn|R1
d
)])
, (14)
|λˆn| = −3
√
2αR1
(
Im
[
In
(√
1 + iθ1|λˆn|R1
)
Kn
(√
1 + iθ1|λˆn|R1
)])
−3
√
2
β
d2
R1
(
Im
[
In
(√
1 + iθ2|λˆn|R1
d
)
Kn
(√
1 + iθ2|λˆn|R1
d
)])
.
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We denote by Hn(θ1, θ2) the set of solutions (θ1, θ2) of (14) and refer to these
curves as Hopf curves. We remark that it is possible to derive an upper
bound for the number of Hopf curves present: this computation is similar
to the derivation of the upper bound for λ¯n in Lemma 1.2, and we therefore
chose to omit it.
Having discussed the location of drift and Hopf bifurcations, we now turn
to a discussion of the criticality of drift bifurcations. Our second main result
will relate the super- or subcriticality of drift bifurcations to the sign of the
integral
M :=
1∫∞
0
r
〈
W s1 , V
s
1 〉dr
(∫ ∞
0
r〈W s1 , N2(U s)[V s1 , 2G0 +G2]〉dr
+
3
4
∫ ∞
0
r
〈
W s1 , N3(U
s)[V s1 ]
3
〉
dr (15)
−b0
∫ ∞
0
r
〈
W s1 , (G0)r +
1
2
(G2)r +
1
r
G2
〉
dr
)
.
Here, 〈·, ·〉 denotes the usual scalar product in R3, U s is the stationary spot
as described in Theorem 1.1, V s1 (r) is the first Fourier-cosine mode of the
generalized eigenfunction of (11) at the pitchfork bifurcation, W s1 (r) is the
first Fourier-cosine mode of the associated adjoint eigenfunction of (11), b0 is
a quantity arising in the definition of the generalized eigenfunction, N2,3(U
s)
are the quadratic and cubic terms in the Taylor expansion of the nonlinearity
around the spot U s, and G0,2 measure the coupling of the zeroth and second
Fourier-cosine modes to the first Fourier-cosine mode: all these terms will be
explained in more detail in §2.2. We emphasize that the quantity M , and
therefore also its sign, depend implicitly on the bifurcation parameters θ1
and θ2. We can now state our second main result.
Theorem 1.4. Assume that (H1) holds. Then, for 0 <   1, there exist
curves D1(θ1, θ2; ) that depend continuously on  and are, to leading order in
, given by D1(θ1, θ2) such that the stationary spots U
s(|x|) as given in The-
orem 1.1 undergo a drift bifurcation to a travelling spot provided the system
parameters (θ1, θ2) are changed in such a fashion that the curve D1(θ1, θ2; )
is crossed transversally. Furthermore, the drift bifurcation is supercritical for
M < 0 and subcritical for M > 0.
Similarly, there are curves Hn(θ1, θ2; ) for each 0 <  1 that are close
to Hn(θ1, θ2) such that stationary spots U
s(|x|) undergo a Hopf bifurcation if
8
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Figure 1: Plotted are the bifurcation curves D1 and Hn in the (θ1, θ2)-plane. Left panel:
(α, β,D, γ) = (2, 2, 5, 2.2) for which a spot of radius R1 = 1.45 exists. Right panel:
(α, β,D, γ) = (0.5, 2, 2, 1) for which a spot with radius R1 = 1.86 exists. We expect
travelling spots to bifurcate when (θ1, θ2) are moved from the shaded into the striped
region. In the left panel, this can be achieved by fixing θ1 = 0.2 and increasing θ2, whilst,
in the right panel, we can fix θ2 = 0.2 and increase θ1.
the system parameters (θ1, θ2) are changed in such a fashion that one of the
Hopf curves Hn(θ1, θ2; ) is crossed transversally.
We stress that the results for the drift curve and Hopf curves are obtained
using a formal analysis, while the statements aboutM are obtained rigorously
using a center-manifold reduction.
To summarize our main findings, which patterns may emerge from desta-
bilizing stationary planar spots depends on the relative positions of the
explicitly given drift curve D1(θ1, θ2) and the implicitly given Hopf curves
Hn(θ1, θ2) for n ∈ N \ {1} in the (θ1, θ2)-plane. We expect to observe trav-
elling spots whenever (θ1, θ2) is increased so that D1 is crossed first: the
stability of the bifurcating travelling spots is then determined by the sign of
the quantity M . Conversely, we expect to encounter Hopf bifurcations if one
of the Hopf curves Hn(θ1, θ2) is crossed first. Figure 1 illustrates that both
possibilities occur in the system (10).
1.3. Outline
The rest of this article is organized as follows. In §2.1, we use geometrical
singular perturbation techniques to compute the spectrum of (11) and to
derive the expressions (12) for the rightmost eigenvalues. The characteriza-
tions of the drift and Hopf curves will follow immediately from this analysis.
In §2.2, we use the equivariant center-manifold theory developed in [12] to
show that the quantity M defined in (15) indeed characterizes the criticality
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of pitchfork bifurcations. In §3, we outline numerical algorithms that can be
used to compute stationary spots, the quantity M , and bifurcating travelling
spots. These algorithms are then used in §4 to illustrate and compare the
results of §2 with numerical continuation results and direct numerical sim-
ulations. We observe very good agreement between these three approaches.
Finally, in §5, we discuss the dynamics near Hopf bifurcation points and the
interaction between several stationary or travelling spots.
2. Bifurcations from standing spots
In §2.1, we will use asymptotic analysis to derive the formal result 1.3 and
to determine the drift curve D1 given by (13) and the Hopf curves Hn given
by (14). In §2.2, we use center-manifold reductions to calculate the normal
form at pitchfork bifurcations and show that the quantity M determines
criticality.
2.1. Asymptotic analysis of PDE spectra
We first state a more detailed and exact formulation of the formal result
1.3.
Formal Result 2.1. Assume that (H1) holds such that a stationary spot
U s with approximate radius R1 > 0 exists for 0 <   1. Assume also that
θ1, θ2 > 0 are fixed independently of . Elements in the essential spectrum of
the operator defined by (10) then have real part less than χ(), where χ() is
any number satisfying
max
{
−2,− 
2
θ1
,− 
2
θ2
}
< χ < 0 .
In addition, the rightmost point eigenvalues of (11) are given by λn = 
2(λˆn+
o(1)) for n ∈ N, where λˆn is the rightmost solution of (12).
Note that the expression (14) for the Hopf curves Hn follows immediately
from (12). The condition (13) for drift bifurcations can be derived as follows.
First, note that λˆ1 = 0 satisfies (12): this is a consequence of translational
invariance of the original reaction-diffusion equation. A pitchfork bifurcation
10
occurs when the origin has multiplicity two as an eigenvalue. Differentiating
(12) with respect to λˆ1 at a double root gives the necessary condition
1 = −3
√
2αR21
θ1
4
√
1 + θ1λˆ1
×(
−I1
(√
1 + θ1λˆ1
)(
K0
(√
1 + θ1λˆ1R1
)
+K2
(√
1 + θ1λˆ1R1
))
+ K1
(√
1 + θ1λˆ1R1
)(
I0
(√
1 + θ1λˆ1R1
)
+ I2
(√
1 + θ1λˆ1R1
)))
−3
√
2
β
d3
R21
θ2
4
√
1 + θ2λˆ1
×(
−I1
(√
1 + θ2λˆ1
)(
K0
(√
1 + θ2λˆ1R1
)
+K2
(√
1 + θ2λˆ1R1
))
+ K1
(√
1 + θ2λˆ1R1
)(
I0
(√
1 + θ2λˆ1R1
)
+ I2
(√
1 + θ2λˆ1R1
)))
for a double root at the origin to occur. Upon substituting λˆ1 = 0 in the
above expression and using the identity
I1(z)(K0(z) +K2(z))−K1(z)(I0(z) + I2(z)) = 2(I1(z)K2(z)− I0(z)K1(z)) ,
we obtain equation (13) for the drift curve. Observe that at least one of the
parameters α and β has to be positive for pitchfork bifurcations to occur
since I1(z)K2(z)− I0(z)K1(z) > 0.
Remark 2.2. Note that equation (13) determining the location of the drift
curve D1 can also be derived using a weakly nonlinear analysis by substituting
the ansatz
U(x1 − 2ct, x2) = U s(x1 − 2ct, x2) + δU¯(x1 − 2ct, x2)
into (10) and expanding in 0 < δ  1. This analysis gives additional in-
formation on the shape of the bifurcating travelling spot near onset but is
lengthy, whence we decided not to present it in this article.
We now carry out the formal analysis to support the formal result 2.1. We
follow a singular perturbation argument similar to that used in [9], combined
with the following result on the asymptotic profile of the stationary spot U s
from the same article.
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Theorem 2.3. ([9]) Assume that (H1) holds. The profile of the stationary
spot U s(r) described in Theorem 1.1 is, to leading order, given by
us(r) = us0(r) + u
s
1(r) + 
2us2(r) +O(3) = − tanh
(
r −R1√
2
)
+O() ,
vs(r) =
{
1− 2R1K1(R1)I0(r) , 0 < r < R1 ,
−1 + 2R1I1(R1)K0(r) , R1 < r <∞ ,
ws(r) =

1− 2R1
d
K1
(
R1
d
)
I0
(r
d
)
, 0 < r < R1 ,
−1 + 2R1
d
I1
(
R1
d
)
K0
(r
d
)
, R1 < r <∞ .
The derivatives of these components with respect to the radius r are given by
usr(r) = (u
s
0)r(r) + (u
s
1)r(r) + 
2(us2)r(r) +O(3)
= − 1
2
√
2sech2
(
r −R1√
2
)
+O(1) ,
vsr(r) =
{−2R1K1(R1)I1(r) , 0 < r < R1 ,
−2R1I1(R1)K1(r) , R1 < r <∞ ,
wsr(r) =

−2R1
d2
K1
(
R1
d
)
I1
(r
d
)
, 0 < r < R1 ,
−2R1
d2
I1
(
R1
d
)
K1
(r
d
)
, R1 < r <∞ .
Using the fast scaling
s˜ :=
r −R1

(16)
for the radius centered around the jumping point R1, we find that u
s
1(s˜) is an
even function in s˜, while us2(s˜) obeys the integral relation
−8αR1I1(R1)K1(R1)− 8 β
d2
R1I1
(
R1
d
)
K1
(
R1
d
)
− 4
√
2
3R21
(17)
= 6
∫
us0u
s
2ψ
2ds˜− 6
√
2
∫
us0u
s
1(u
s
1)s˜ψds˜+ 3
∫
(us1)
2ψ2ds˜+
1
R21
∫
s˜ψs˜ψds˜
+
√
2
R1
∫
(us1)s˜s˜ψds˜ ,
where ψ = −√2 d
ds˜
us0(s˜) = sech
2
(
s˜/
√
2
)
.
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Proof of Formal Result 2.1. The essential spectrum of (10) is determined
in the same fashion as in [9, §3.2]: we omit the details. To analyse the point
spectrum of (11), we use geometrical singular perturbation techniques similar
to the ones used in [9, 10]: we separate the domain into two slow intervals, a
fast interval around the jump location r = R1 of the spot, and a super-slow
interval around the core r = 0. On each of these intervals, we use a different
asymptotic scaling for the radius to analyse (11). We have chosen not to show
all the technical details, and only give the highlights of the construction. In
particular, we do not present the analysis of the core region, which shows
that the solutions of the slow region connect smoothly to the core region,
and instead refer to [9] for the details.
Similar to [9, 10], we scale λn and the slow (vˆn, wˆn)-components via
λn = 
2λˆn , (vˆn, wˆn) = (v˜n, w˜n) .
Using this scaling, the eigenvalue problem (11) becomes
2∆ruˆn = uˆn
(
1− 3(us(r))2 + 2n
2
r2
)
+ 2(αv˜ + βw˜ + λˆuˆn) , (18)
∆rv˜n = −1

uˆn +
(
θ1λˆ+ 1 +
n2
r2
)
v˜n , (19)
d2∆rw˜n = −1

uˆn +
(
θ2λˆ+ 1 + d
2n
2
r2
)
w˜n . (20)
The strategy is now as follows. First, we determine, to leading-order, the
uˆ-component for every n using the fast scaling (16). This, in turn, then
determines v˜n, w˜n in both the slow and fast scaling. We then use these
expansions to derive integral expressions for the higher-order terms in the
expansion of uˆn. Using the asymptotic expansions of U
s from Theorem 2.3,
these expressions can be evaluated to give the desired expression (12) for the
eigenvalues λˆn as the result of matching continuity conditions across the fast
jump.
Thus, we start with (18) and rewrite the equation in the fast scaling (16)
to obtain
uˆ′′n + uˆn
(
1− 3(us)2) (21)
= − 1
R1
uˆ′n + 
2
(
αv˜n + βw˜n − λˆnuˆn − s˜R21 uˆ
′
n − n
2
R21
uˆn
)
+O(3) ,
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where ′ =
d
ds˜
and where we used the expansion
1
s˜+R1
=
1
R1
−  s˜
R21
+ 2
s˜2
R31
+O(3) .
Next, using Theorem 2.3, we expand the fast components in orders of  and
write
uˆn(s˜) = (uˆn)0(s˜) + (uˆn)0(s˜) +O(2) , (22)
us(s˜) = us0(s˜) + u
s
1(s˜) +O(2) = − tanh (s˜/
√
2) + us1(s˜) +O(2) .
Equating equal powers of , the equation at order O(1) becomes
0 = (uˆn)
′′
0 + (uˆn)0 (1− 3(us0)2) =: L(uˆn)0 , (23)
from which we conclude that
(uˆn)0(s˜) = Cψ(s˜) = Csech
2
(
s˜√
2
)
, (24)
where C is an arbitrary constant. Note that this expression is, as expected,
a multiple of the leading-order term of the derivative of the u-component of
the stationary spot (us0)s˜(s˜) and independent of n.
In the slow fields (v˜, w˜) away from the jump at r = R1, the uˆ-component
is exponentially small, and the slow equations decouple. Moreover, we note
that the slow equations for v˜n and w˜n can be transformed into each other by
replacing
θ1 ↔ θ2 , r ↔ r
d
. (25)
Therefore, after rearranging terms, it suffices to solve
∆rv˜n =
(
θ1λˆn + 1 +
n2
r2
)
v˜n . (26)
If we multiply (26) by r2 and define ρ := r
√
1 + θ1λˆn, we observe that the
resulting equation is solved by the modified Bessel functions of first kind
In(ρ) and second kind Kn(ρ), see [13]. Therefore, v˜n is given by a linear
combination of both functions
v˜n(r) =
 C1In
(
r
√
1 + θ1λˆn
)
+ C2Kn
(
r
√
1 + θ1λˆn
)
for 0 < r < R1 ,
D1In
(
r
√
1 + θ1λˆn
)
+D2Kn
(
r
√
1 + θ1λˆn
)
for r > R1 .
14
Note that the arguments of these functions can be complex. Since we require
bounded solutions at zero and at infinity, we need C2 = 0 = D1, and we
arrive at
v˜n(r) =
 C1In
(
r
√
1 + θ1λˆn
)
for 0 < r < R1 ,
D2Kn
(
r
√
1 + θ1λˆn
)
for r > R1 .
(27)
To determine the two constants C1 and D2, we need to derive appropriate
matching conditions in the fast field across the jump r = R1.
In the fast scaling (16), equation (19) becomes
v˜′′n +

R1
v˜′n −
2s˜
R21
v˜′n −
2n2
R21
v˜n +O(3) = −uˆn + 2
(
θ1λˆn + 1
)
v˜n .
We can rewrite this equation as a system of first order ODEs by setting
v˜n = an and v˜
′
n = bn to get
a′n = bn ,
b′n = −uˆn + 
((
θ1λˆn + 1 +
n2
R21
)
an − 1
R1
b
)
+O(2) .
Thus, to leading order, an does not change across the jump, while its deriva-
tive does. Hence, using the regular expansion of uˆn, we obtain the matching
conditions v˜n(R
−
1 ) = v˜n(R
+
1 ) and
d
dr
v˜n|R+1 −
d
dr
v˜n|R−1 =
∫
If
v′′nds˜ = 
∫
If
b′nds˜
= − ∫∞−∞(uˆ0)′nds˜+O(√) = −2√2C +O(√) ,
where (uˆn)0 is given in (24), and If denotes the interval [R
−
1 , R
+
1 ] expressed
in the fast variable, which, to leading order, can be approximated by the
unbounded interval (−∞,∞), see [9] for details. With these observations
and the expression for v˜n (27) in hand, the matching conditions become
C1In
(
R1
√
1 + θ1λˆn
)
= D2Kn
(
R1
√
1 + θ1λˆn
)
, and
C1I
′
n
(
R1
√
1 + θ1λˆn
)
− 2√2C = D2K ′n
(
R1
√
1 + θ1λˆn
)
.
Using the Wronskian identity z(I ′n(z)Kn(z)− In(z)K ′n(z)) = 1 from [13], we
get
C1 = 2
√
2CR1Kn
(
R1
√
1 + θ1λˆn
)
, D2 = 2
√
2CR1In
(
R1
√
1 + θ1λˆn
)
.
15
Therefore, v˜n is to leading order given by
v˜n(r) =
2
√
2CR1Kn
(
R1
√
1 + θ1λˆn
)
In
(
r
√
1 + θ1λˆn
)
, 0 < r < R1 ,
2
√
2CR1In
(
R1
√
1 + θ1λˆn
)
Kn
(
r
√
1 + θ1λˆn
)
, r > R1 .
Similarly, using (25), the second slow component is to leading order given by
w˜n(r) =

2
√
2C
R1
d2
Kn
(
R1
d
√
1 + θ2λˆn
)
In
(
r
d
√
1 + θ2λˆn
)
, 0 < r < R1 ,
2
√
2C
R1
d2
In
(
R1
d
√
1 + θ2λˆn
)
Kn
(
r
d
√
1 + θ2λˆn
)
, r > R1 .
Note that, to leading order, the slow components are constant in the fast
field and do not depend on s˜ so that
v˜∗n := v˜n(R1) = 2
√
2CR1Kn
(
R1
√
1 + θ1λˆn
)
In
(
R1
√
1 + θ1λˆn
)
, (28)
w˜∗n := w˜n(R1) = 2
√
2C
R1
d2
Kn
(
R1
d
√
1 + θ2λˆn
)
In
(
R1
d
√
1 + θ2λˆn
)
.(29)
Having determined the leading order expressions for v˜n and w˜n, we can now
return to the fast equation (21) in the uˆ-component and determine the higher-
order contributions. Using the regular expansions for uˆn and u
s given in (22),
we obtain
L(uˆn)0 + L(uˆn)1 + 
2L(uˆn)2
= 
(
− 1
R1
(uˆn)
′
0 + 6u
s
0u
s
1(uˆn)0
)
+ 2
(
αv˜∗n + βw˜
∗
n + λˆn(uˆn)0 + 6u
s
0u
s
2(uˆn)0
+6us0u
s
1(uˆn)1 + 3(u
s
1)
2(uˆn)0 +
1
R21
s˜(uˆn)
′
0 −
1
R1
(uˆn)
′
1s˜+
n2
R21
(uˆn)0
)
+O(3) ,
where L is given in (23). Equating equal orders of , and proceeding as in
[9, 10], we find at O() that
(uˆn)1(s˜) = −
√
2C(us1)
′ + C˜ψ .
Similarly, the equation at O(2) gives
L(uˆn)2 = αv˜
∗
n + βw˜
∗
n + λˆn(uˆn)0 + 6u
s
0u
s
2(uˆn)0 + 6u
s
0u
s
1(uˆn)1 + 3(u
s
1)
2(uˆn)0
+
1
R21
s˜(uˆn)
′
0 −
1
R1
(uˆn)
′
1 +
n2
R21
(uˆn)0 ,
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which we can solve for (uˆn)2 provided the solvability condition 〈L(uˆn)2, ψ〉 =
0 is met, where 〈·, ·〉 denotes the standard L2-inner product. The solvability
condition becomes
0 = 〈ψ,L(uˆn)2〉
= αv˜∗n
〈
1, ψ
〉
+ βw˜∗n
〈
1, ψ
〉
+ λˆnC
〈
ψ, ψ
〉
+ 6C
〈
us0u
s
2ψ, ψ
〉
(30)
+6
〈
us0u
s
1(−
√
2C(us1)
′ + C˜ψ), ψ
〉
+ 3C
〈
(us1)
2ψ, ψ
〉
+
C
R21
〈
s˜ψ′, ψ
〉
− 1
R1
〈
−
√
2C(us1)
′′ + C˜ψ′, ψ
〉
+ C
n2
R21
〈
ψ, ψ
〉
.
Since us0 and ψs˜ are odd functions, while u
s
1 and ψ are even functions with
respect to s˜ by Theorem 2.3, the two kernel terms that contain a factor C˜ dis-
appear. Moreover, 〈1, ψ〉 = 2√2 and 〈ψ, ψ〉 = 4
3
√
2. Using this information,
(30) becomes
2
√
2αv˜∗n + 2
√
2βw˜∗n +
4
3
√
2C
(
λˆn +
n2
R21
)
(31)
= −6C
∫
us0u
s
2ψ
2ds˜+ 6
√
2C
∫
us0u
s
1(u
s
1)
′ψds˜− 3C
∫
(us1)
2ψ2ds˜
− C
R21
∫
s˜ψ′ψds˜−
√
2
R1
C
∫
(us1)
′′ψds˜ .
We observe that, up to the factor −C, the right-hand side of (31) coincides
with the right-hand side of the solvability condition for the stationary spot
(17). Using this condition, and the expressions for v˜∗n from (28) and w˜
∗
n from
(29), we can write (31) as the expression for the eigenvalues λˆn given in (12).
This completes the proof of the formal result 2.1.
2.2. Criticality of pitchfork bifurcations via center-manifold reduction
We now use the center-manifold theory developed in [12] to show that the
quantityM given in (15) determines the criticality at pitchfork bifurcations of
planar radially symmetric stationary spots. Consider the short-hand notation
Ut = D∆r,ϕ + F (U) , r ∈ (0,∞), ϕ ∈ [0, 2pi), U ∈ R3 (32)
for our problem in polar coordinates, where ∆r,ϕ is the Laplacian in polar
coordinates given in (5). We assume that U(r, ϕ, t) = U s(r) is a stationary
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solution of (32) and let
LU := D∆r,ϕU + FU(U s(r))U
denote the linearization of (32) about U s(r). We will also consider the oper-
ators
LnV := D
(
∆r − n
2
r2
)
V + FU(U
s(r))V
that describe the restriction of L to functions of the form U(r, ϕ) = V (r)einϕ
for n ∈ Z, where ∆r is the radial Laplacian given in (7). Since Ln = L−n, we
can restrict ourselves to indices n ≥ 0. Finally, we have ∂x1U s(r) = U sr cos (ϕ)
so that L∂x1U sr = 0 implies L1U sr = 0.
Hypothesis (H2). Assume that N (L1) = RU sr in L2(0,∞) and N (Ln) =
{0} for n 6= ±1. Furthermore, we assume that L1U = b0U sr , with b0 6= 0
fixed, has a solution U = V s1 (r), while the equation L1U = V s1 does not have
a solution in L2(0,∞). Thus, 0 ∈ spec(L) has algebraic multiplicity four
and geometric multiplicity two; we assume that the rest of spec(L) lies in the
open left half-plane.
Equation (32) is equivariant with respect to the group SE(2) × Z2 of
translations, rotations, and reflections in x. The radially symmetric spot
solution U(r, ϕ) = U s(r) has isotropy S1 × Z2 as its profile does not depend
on ϕ. We can then apply [12, Theorem 1], which shows that, under the
hypothesis stated above, the dynamics of (32) near the spot U s(r) can be
reduced to a four-dimensional center manifold. The center manifold can be
parameterized by the map
(p, q) 7−→ U s(|·+p|)+V s1 (|·+p|)(q1 cos (ϕ)+q2 sinϕ)+h(p, q) , (p, q) ∈ R2×R2 ,
where h(p, 0) = hq(p, 0) = 0 for all p so that h(p, q) = G(p)[q]
2 + O(|q|3).
Appealing to [12, Theorem 2], we know that the vector field on the center
manifold is given by
p˙ = f1(q) , q˙ = f2(q) , (33)
where the nonlinearities satisfy fj(0) = 0 and ∂qf2(0) = 0; in addition,
(f1, f2) is equivariant under the actions (p, q) 7→ (p, q) and (p, q) 7→ (p, q)eia
for a ∈ R, which correspond to reflections and rotations in x. In particular,
we conclude that f2 can be written as f2(q) = M |q|2q + O(|q|5) for some
M ∈ R. Our goal is to derive an expression for M as its sign decides whether
the bifurcation is supercritical (M < 0) or subcritical (M > 0).
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Theorem 2.4. Assume that (H2) holds. The constant M described above is
then given by
M :=
1∫∞
0
r 〈W s1 , V s1 〉 dr
(∫ ∞
0
r 〈W s1 , N2(U s)[V s1 , 2G0 +G2]〉 dr
+
3
4
∫ ∞
0
r
〈
W s1 , N3(U
s)[V s1 ]
3
〉
dr
− b0
∫ ∞
0
r
〈
W s1 , (G0)r +
1
2
(G2)r +
1
r
G2
〉
dr
)
,
where U s(r) is the radial spot of (32), V s1 (r) is as in Hypothesis (H2), and
W s1 (r) satisfies the adjoint equation L∗1U = 0; furthermore, N2,3(U s) are
defined by
N(U s)[V ] := F (U s + V )− FU(U s)V − F (U s) (34)
=: N2(U
s)[V ]2 +N3(U
s)[V ]3 +O(|V |4) ,
and the functions G0 and G2 are solutions of the equations
L0U = 1
2
b0(V
s
1 )r +
b0
2r
V s1 −
1
2
N2(U
s)[V s1 ]
2 , (35)
L2U = 1
2
b0(V
s
1 )r −
b0
2r
V s1 −
1
2
N2(U
s)[V s1 ]
2 , (36)
respectively.
Proof. It suffices to consider p = (p1, 0) and q = (q1, 0) as this subspace
is invariant under (33) due to the symmetries of f1 and f2. For simplic-
ity, and with a slight abuse of notation, we use (p, q) ∈ R2 instead of
(p, q) = (p1, 0, q1, 0) ∈ R4 from now on. Any solution (p(t), q(t)) ∈ R2 of
(33) corresponds to a solution
U(r, ϕ, t) = U s(|x+ (p(t), 0)|) + V s1 (|x+ (p(t), 0)|)q(t) cos (ϕ)
+G(p(t))[q(t)]2 +O(|q(t)|3)
of (32). Substituting into (32) and evaluating at p = 0 gives the identity
U sr p˙ cos (ϕ) + V
s
1 q˙ cos (ϕ) + (V
s
1 )rqp˙ cos
2 (ϕ) +
1
r
V s1 qp˙ sin
2 (ϕ) +Gp(0)[q]
2p˙
+2G(0)[q, q˙] +O(q2q˙) = L(V s1 q cos (ϕ) +G(0)[q]2 +O(q3))
+N(U s) [V s1 q cos (ϕ) +G(0)[q]
2 +O(q3)] ,
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where N(U s)(V ) is defined in (34). We can now exploit this identity to draw
conclusions about the exact form of f1 and f2. First, using that p˙ = f1(q) =
O(q) and q˙ = f2(q) = Mq3 +O(q5), we obtain
U sr f1(q) cos (ϕ) + V
s
1 f2(q) cos (ϕ) + (V
s
1 )rqf1(q) cos
2 (ϕ) +
1
r
V s1 qf1(q) sin
2 (ϕ)
+Gp(0)[q]
2f1(q) + 2G(0)[q, f2(q)] +O(q5)
= b0U
s
r q cos (ϕ) + L(g(0)q2 +O(q3)) + q2 cos2 (ϕ)N2[V s1 ]2
+2q3 cos (ϕ)N2[V
s
1 , G(0)] + q
3 cos3 (ϕ)N3[V
s
1 ]
3 +O(q4) .
Collecting the O(q) terms in this equation, and setting them equal to each
other, we conclude that f1(q) = b0q+O(q3): substituting this expression into
the equation above gives
U srO(q3) cos (ϕ) + V s1Mq3 cos (ϕ) + (V s1 )rb0q2 cos2 (ϕ) +
1
r
V s1 b0q
2 sin2 (ϕ)
+Gp(0)b0q
3 +O(q4) = L(G(0)q2 +O(q3)) + q2 cos2 (ϕ)N2[V s1 ]2
+ 2q3 cos (ϕ)N2[V
s
1 , G(0)] + q
3 cos3 (ϕ)N3[V
s
1 ]
3
+O(q4) . (37)
Next, we collect the O(q2) terms in (37) and obtain
(V s1 )rb0 cos
2 (ϕ) +
1
r
V s1 b0q
2 sin2 (ϕ) = LG(0) + cos2 (ϕ)N2[V s1 ]2 .
This equation can be solved for G(0) to get
G(0) = G0(r) +G2(r) cos (2ϕ) ,
where G0(r) and G2(r) are the unique solutions of (35) and (36), respectively;
recall that L0 and L2 are invertible due to (H2).
We are now in the position to deal with the terms in (37) of order O(q3),
which will result in the desired expression for M . Before engaging in this
computation, we recall that W s(r, ϕ) = W s1 (r) cos(ϕ) denotes the adjoint
eigenfunction of the operator L belonging to the eigenvalue zero. This eigen-
function satisfies L∗W s = 0 and 〈W s1 , U sr 〉r = 0, where 〈U, V 〉r denotes the
standard L2-scalar product expressed in polar coordinates via
〈U, V 〉r := 1
2pi
∫ 2pi
0
∫ ∞
0
r〈U(r, ϕ), V (r, ϕ)〉 dr dϕ .
20
Taking the scalar product of W s with the terms in (37) of order O(q3) and
using that L∗W s = 0 and 〈W s1 , U sr 〉r = 0, we obtain
M〈W s1 (r) cos (ϕ), V s1 (r) cos (ϕ)〉r = −〈W s1 (r) cos (ϕ), b0∂pG(0)(r)〉r (38)
+〈W s1 (r) cos (ϕ), 2N2[V s1 (r), G(0)(r)] cos (ϕ) +N3[V s1 (r)]3 cos3 (ϕ)〉r .
To evaluate this expression, we need to calculate ∂pG(0), which is identical
to ∂x1G(0) as p operates by shifting in x1. Thus, we have
∂pG(0) = ∂x1G(0) =
∂
∂x1
(G0(r) +G2(r) cos (2ϕ))
= cos (ϕ)
∂
∂r
(G0(r) +G2(r) cos (2ϕ))
−sin (ϕ)
r
∂
∂ϕ
(G0(r) +G2(r) cos (2ϕ))
= cos (ϕ)(G0)r + cos (ϕ) cos (2ϕ)(G2)r +
2
r
sin (ϕ) sin (2ϕ)G2 .
Substituting this identity into (38), we can easily evaluate the integrals in ϕ
and arrive at the expression
M
∫ ∞
0
r
〈
W s1 , V
s
1
〉
dr = −b0
∫ ∞
0
r
〈
W s1 , (G0)r +
1
2
(G2)r +
1
r
G2
〉
dr
+
∫ ∞
0
r
〈
W s1 , N2(U
s)[V s1 , 2G0 +G2]
〉
dr +
3
4
∫ ∞
0
r
〈
W s1 , N3(U
s)[(V s1 )]
3
〉
dr
for M .
We remark that a similar result was obtained in [14] (though one of the
integral terms is missing in the published version), where the normalization
b0 = −1 was used.
Theorem 2.4 applies to general planar reaction-diffusion systems as we did
not utilize the special singularly perturbed structure of the model considered
here in the proof or anywhere in this section. When applying this theorem
to equation (10), we see that the linear operators appearing in (11) are, to
leading order in , self-adjoint, and the adjoint eigenfunction W s is therefore,
to leading order, given by the derivate U sr of the stationary spot U
s. We
therefore believe that it is possible to calculate the constant M explicitly
through an appropriate asymptotic analysis. In fact, a similar computation
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was carried out in the spatially one-dimensional case in [8]: however, the
calculations carried out there showed that one needs to match terms up to
order O(4), which is very tedious. We therefore decided not to pursue this
direction here. Instead, we will outline in the next section how the quantity
M can be computed very accurately using numerical boundary-value problem
solvers.
3. Numerical continuation algorithms for spots
In the previous section, we derived expressions for the location of drift and
Hopf bifurcations of standing spots in the limit  = 0 and obtained a formula
for the quantity M whose sign determines the criticality of drift bifurcations.
Our next goal is to investigate the case  > 0 using numerical approaches.
Specifically, we will describe here the calculation of standing spots and the
location of drift bifurcations using continuation algorithms. We will also
outline how the criticality coefficient M can be calculated efficiently and ac-
curately using an appropriate boundary-value problem formulation. Finally,
we will discuss continuation methods to find and continue travelling spots
that bifurcate from standing spots at drift bifurcations. These algorithms
will then be applied in §4 to the FitzHugh–Nagumo model.
We begin by introducing the rescaled time variable τ via τ = 2t so that
the three-component FitzHugh–Nagumo model (10) becomes
Uτ = D∆r,ϕU + F (U ; ) , (39)
where ∆r,ϕ is the Laplacian expressed in polar coordinates as given in (5),
D = diag{1, θ−11 , θ−12 } and
F (U ; ) =
 12 (u− u3)− 1 (αv + βw + γ)1
θ1
(u− v)
1
θ2
(u− w)
 . (40)
3.1. Boundary-value problem formulations for spots
Standing radial spots satisfy the ordinary differential equation
D∆rU
s + F (U s; ) = 0 , (41)
on r > 0 with Neumann conditions at r = 0, where ∆r denotes the radial
Laplacian given in (7). Due to the explicit r-dependence of the Laplacian,
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translational symmetry is broken, and standing spots can be found as regu-
lar zeros of the system (41) on (0,∞). In the remainder of this section, we
describe how drift bifurcations can be detected and continued, how the crit-
icality coefficient M can be calculated accurately, and how we can compute
travelling spots efficiently without direct simulations.
3.1.1. Determining the location of drift bifurcations
Assume we found a standing radial spot U s(r) and denote the lineariza-
tion of (39) around U s by
L = D∆r,ϕ + FU(U s(r); )
and the restriction of L to the nth Fourier mode in the angular variable by
Ln = D
(
∆r − n
2
r2
)
+ FU(U
s(r); ) .
The standing spot undergoes a pitchfork bifurcation provided there is a so-
lution V (r) to the linear problem
L1V (r) = U sr (r) . (42)
Note that we have L1U sr = 0 by translation invariance, since ∂x1U s(r) =
U sr (r) cos (ϕ) lies in N (L). Hence, solving (42) is not a regular problem as
L1 is Fredholm with index zero and the kernel of L1 is nontrivial. We assume
that the kernel is minimal, so that N (L1) = RU sr . To factor out the one-
dimensional kernel, we add an integral constraint and a free parameter to
make sure that the resulting linear system has full range. Specifically, the
system we want to solve for V ∈ H20 is given by
L1V + δ0W s1 (r) = U sr (r) , 〈V, U sr 〉r = 0
or, in operator notation,( L1V
〈V, U sr 〉r
)
+
(
δ0W
s
1 (r)
0
)
=: A0
(
V
δ0
)
=
(
U sr (r)
0
)
, (43)
where W s1 (r) denotes the adjoint eigenfunction of L1 belonging to the eigen-
value at zero. It is easy to show that the operator A0 is invertible, so that
(43) has a unique solution (V, δ0) = (V
s
1 , δ0). This solution corresponds to a
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drift bifurcation point if, and only if, δ0 = 0. We explain in the next section
how the adjoint eigenfunction W s1 can be computed. In practice, one can
use any function not in range of L1 in lieu of W s1 , and we used the function
D−1U sr (r) in most of our computations. We can now continue (41) and (43)
in one of the systems parameters and detect drift bifurcations by monitor-
ing the norm of δ0; drift bifurcations can then be continued in two systems
parameters by setting δ0 = 0.
3.1.2. Determining the criticality of drift bifurcations
To calculate the criticality coefficientM given in (15), we need to calculate
the adjoint eigenvector W s1 and the functions G0 and G2 given in (35) and
(36), respectively, in addition to the spot and the generalized eigenfunction
V s1 that we discussed above.
The adjoint eigenvector W s1 (r) ∈ H20 satisfies L∗1W = 0, where the adjoint
is taken in L2(R+, rdr). We need to normalize W : this can be done, for
instance, by imposing the condition 〈W,W 〉r = 1 or, alternatively, by adding
the linear constraint 〈W,W s1 〉r = 1; we emphasize that, in this normalization
condition, the unknown W s1 can be replaced by any function that has a
nonzero scalar product with W s1 . We also add a term to compensate for the
fact that L∗1 has a nontrivial kernel. Specifically, we solve the system
L∗1W + δ1U sr (r) = 0 , 〈W,W s1 〉r = 1 ,
or, in matrix notation,
A1
(
W
δ1
)
=
(L∗1W + δ1U sr
〈W,W s1 〉r
)
=
(
0
1
)
. (44)
This system has the unique regular zero (W, δ1) = (W
s
1 , 0) as A1 is invertible.
As mentioned above, the unknown W s1 inside the normalizing scalar product
can be replaced by any function that has a nonzero scalar product with W s1 .
To solve equations (35) and (36) for G0 and G2, respectively, we need
the Taylor terms N2(U
s)[V ]2 and N3(U
s)[V ]3 defined in (34). With a slight
abuse of notation, we write V = (u, v, w) and, for the specific nonlinearity
(40) at hand, obtain
N2(U
s)[V ]2 =
u2
2
−3us0
0
 , N3(U s)[V ]3 := u3
3
−10
0
 .
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The equations for G0 and G2 can now be completed using the expressions
for the spot from (41) and the generalized eigenfunction V 1s determined from
(43). If the operators L0 and L2 are invertible, which is true away from
additional bifurcations besides the drift bifurcations we consider here, the
linear equations (35) and (36) are then uniquely solvable for G0 and G2. The
criticality coefficient M is then determined by evaluating the integral (15).
3.1.3. Continuation of travelling spots
Next, we discuss how the bifurcating travelling spots can be computed
numerically as solutions to an appropriate boundary-value problem. Using
rotational symmetry in the x variable allows us to focus on travelling spots
that move in the x1-direction. Therefore, we change variable according to
(x1, x2) 7→ (x1 − cτ, x2) in (39) to get
−c
(
cos(ϕ)Ur − sin(ϕ)
r
Uϕ
)
= D∆r,φU + F (U ; ) . (45)
To solve (45), we approximate U(r, ϕ) by a finite Fourier-cosine sum
U(r, ϕ) =
N∑
n=0
Un(r) cos(nϕ) .
Substituting into (45) and projecting orthogonally onto span{cos(nϕ) : 0 ≤
|n| ≤ N} gives a large second-order nonautonomous ODE system for U =
(Un(r))0≤n≤N that does not depend on ϕ. This system can be solved using
a boundary-value problem solver provided we include a phase condition that
factors out translation invariance and add the speed c as a free parameter
to compensate for the added phase condition. These computations therefore
yield both the profile and the wave speed.
3.1.4. Implementation in AUTO-07p
We implemented the boundary-value problem formulations discussed above
in AUTO-07p [15], a solver that allows for integral conditions such as the ones
introduced above to regularize our equations. Implementation in AUTO-07p
requires truncation of the domain r ∈ (0,∞) to a finite interval r ∈ (0, R).
We used R = 12, which was sufficient, but also checked larger intervals for
all our computations. Furthermore, we used standard AUTO-07p tolerances
and chose the collocation mesh size to be NTST=200.
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Figure 2: Plotted are the error of the speed of the travelling spot and the maximum error
of the shape of the travelling spot computed in AUTO-07p against the number of Fourier
modes; the errors are computed by comparison with the travelling spot obtained for 40
Fourier modes. The system parameters are α = 0.5, β = 2, D = 2, γ = 1,  = 0.1, θ1 = 4,
and θ2 = 0.5.
Truncation to finite domains requires us to impose boundary conditions
at r = 0 and at r = R. We used Neumann conditions at r = R for all our
computations. For the core at r = 0, we followed [16, 17] and used Neumann
conditions for the Fourier mode n = 0 and Dirichlet conditions for all other
Fourier modes so that
(U s, G0, U0)r(0) = 0 , (V
s
1 ,W
s
1 , G2, (Un)n 6=0)(0) = 0 .
We used the asymptotic expressions from Theorem 2.3 to construct suffi-
ciently accurate initial conditions for standing spots. The other systems
discussed above are linear, and virtually any initial conditions converge in
AUTO-07p.
To calculate travelling spots, we used 16 Fourier modes, that is, we set
N = 15. We carried out computations with more Fourier modes, and the
error appears to decrease exponentially in the number of modes squared as
expected; see Figure 2. To find initial data for the travelling spots, we added
the term δ2r
2 to the u-component of the first mode U1 in (45): this term
breaks the pitchfork symmetry and allows us to switch from a standing spot
onto one of the two bifurcating travelling spots as explained in Figure 3.
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Figure 3: In the left panel, we illustrate schematically that continuation solvers will con-
tinue a standing spot of (10) from label 1 to label 2 through a pitchfork bifurcation point
without switching branches. As indicated in the right panel , we can add a symmetry-
breaking perturbation δ2r
2 to the system that unfolds the pitchfork bifurcation to switch
onto the bifurcating branch of travelling waves: continuing a stationary spot located at
label 1∗ past the bifurcation point yields a travelling spot located at label 2∗. Starting
from the travelling spot at label 2∗, we then remove the initial perturbation by continu-
ing δ2 back to zero, which brings us back to the original system and, specifically, to the
travelling spot at label 3∗ in the left panel.
3.2. Direct solver
We employed a direct solver to explore the dynamics near Hopf bifurca-
tions, to confirm the stability, shape, and speed of travelling spots, and to
explore the dynamics of several interacting stationary and travelling spots.
We used the initial-value problem solver written by [18] to solve (10)
ut = 
2∆u + u− u3 − (αv + βw + γ) ,
θ1vt = 
2∆v + 2(u− v) ,
θ2wt = 
2d2∆w + 2(u− w)
numerically on a 20 × 20 square with Neumann boundary conditions. The
code in [18] uses a 5-point discretization of the Laplacian with 200 equidistant
mesh points in each spatial direction and a semi-implicit scheme in time that
uses conjugate gradients with incomplete Cholesky.
4. Bifurcation structure and dynamics of spots
We now investigate the existence and stability regions of standing and
travelling spots in the three-component FitzHugh–Nagumo system (10) by
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applying the results and algorithms outlined in the previous sections. Specif-
ically, we will calculate the asymptotic drift and Hopf curves, which are de-
termined by (13) and (14), respectively, in selected parameter regions. Using
the numerical algorithms outlined in §3, we will then compare these asymp-
totic results with numerical bifurcation diagrams obtained for small positive
 > 0, and compute and continue travelling spots.
4.1. Discussion of selected parameter regions
We begin by recalling the relevant equations that describe asymptotically,
in the limit → 0, the existence of standing spots of (10) and the location of
drift and Hopf bifurcations that they undergo as solutions to (10). Existence
is described by equation (8),
√
2
3r
+ α(2rI1(r)K0(r)− 1) + β
(
2r
d
I1
(r
d
)
K0
(r
d
)
− 1
)
+ γ = 0 (46)
for the radius R1, their drift bifurcations are determined by (13),
αθ1 (I1(R1)K2(R1)− I0(R1)K1(R1)) (47)
+
βθ2
d3
(
I1
(
R1
d
)
K2
(
R1
d
)
− I0
(
R1
d
)
K1
(
R1
d
))
=
√
2
3R21
,
while the asymptotic location of Hopf bifurcations is determined by solutions
of equation (14),
0 =
1
R21
(1− n2) + 3
√
2αR1
(
I1(R1)K1(R1)
−Re
[
In
(√
1 + iθ1|λˆn|R1
)
Kn
(√
1 + iθ1|λˆn|R1
)])
+3
√
2
β
d2
R1
(
I1
(
R1
d
)
K1
(
R1
d
)
−Re
[
In
(√
1 + iθ2|λˆn|R1
d
)
Kn
(√
1 + iθ2|λˆn|R1
d
)])
, (48)
|λˆn| = −3
√
2αR1
(
Im
[
In
(√
1 + iθ1|λˆn|R1
)
Kn
(√
1 + iθ1|λˆn|R1
)])
−3
√
2
β
d2
R1
(
Im
[
In
(√
1 + iθ2|λˆn|R1
d
)
Kn
(√
1 + iθ2|λˆn|R1
d
)])
.
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α β D γ R1u(unstable) R1 (stable) nmax R
2
u
i 2 2 5 2.2 0.311 1.45 4.73 -
ii 2 0 5 0.440 0.391 1.45 4.34 -
iii 2 −2 5 −1.3213 0.569 1.45 4.73 2.00
iv 0 2 5 1.415 1.13 1.86 2.62 -
v −2 2 5 0.820 1.86 4.25 13.6 -
vi 0.5 2 2 1 0.363 1.86 4.80 -
Table 1: Shown are six selected sets of parameter values for which we have determined
the drift curve D1(θ1, θ2) and the Hopf curves Hn(θ1, θ2) from (47) and (48). Note that
the cases (ii) and (iv) have β = 0 or α = 0 and therefore correspond to a two-component
FitzHugh–Nagumo system.
It is easy to see that (46) has no solutions if |α|+ |β| ≤ |γ|, and we will there-
fore always choose our system parameters such that |α| + |β| > |γ|, which
will guarantee the existence of standing spots. We are interested primarily
in standing spots that are stable prior to undergoing a drift or Hopf bifur-
cation: if we start with relaxation time constants (θ1, θ2) in the range where
Theorem 1.1 is valid, one of the system parameters α or β has to be strictly
positive. In addition, we showed in [19] for the same parameter regime that
the spots whose radius corresponds to smallest root of (46) is always unstable
with respect to radial perturbations; on the other hand, spots corresponding
to second-smallest root of (46) are always stable under radial perturbations.
The arguments in [19] can be generalized to show that every other root of
(46) leads to radially stable spots, while the others are radially unstable; we
remark that we have never found more than three roots of (46).
Motivated by the preceding arguments, we pick system parameters
(α, β,D) and choose γ in such a way that (46) guarantees a stable radial spot
of (2). The six selected parameter sets we will work with are listed in Table 1.
For each of these sets, we can now find values of (θ1, θ2) so that these spots
undergo drift or Hopf bifurcation for (10) in the limit  → 0 by evaluating
(47) and (48). The results of these computations, which were done explicitly
for the drift lines and numerically using root finders in mathematica, are
shown in Figure 4. We remark that the first Hopf bifurcation encountered
in all our computations occurs for the Fourier mode n = 0; the other Hopf
curves for n ≥ 2 we computed occur much later in the regions where the spot
is already unstable: this is plausible as the term (1−n2)/R21 in (48) becomes
more negative for larger n. Thus, while we computed Hopf curves for larger
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Figure 4: Plotted are the bifurcations diagrams of standing spots in the  = 0 limit in
the (θ1, θ2)-plane for each of the parameter sets listed in Table 1; the diagrams were
computed from (47) and (48). Standing spots are stable inside the shaded region. In the
dotted regions, which are bounded by Hopf curves, we observe dynamically expanding
or shrinking spot solutions, while we observe travelling spots in the striped regions. We
observe that drift bifurcations are the first bifurcation of a stable spot only in the cases
(i) and (vi), where α and β are both positive.
values of n ≥ 2, we plotted only H0 and H2 in Figure 4.
Remark 4.1. We remark that the arguments in the modified Bessel func-
tions for the equations (48) that determine the Hopf curves Hn(θ1, θ2) can be
complex. However, since the parameters θ1 and θ2 are both positive and
√
1 + ix =
√
1
2
+
1
2
√
1 + x2 + i
x√
2 + 2
√
1 + x2
,
the real part of the arguments in the Bessel functions is always larger than
1, whilst its argument is between 0 and pi
4
: this ensures that the numerical
solvers we used to evaluate modified Bessel functions and to solve (47) are
stable.
The parameter sets studied here, as well as the other parameter sets that
we considered but did not discuss in this article, give rise to the conjecture
that the three-component reaction-diffusion system (10) supports stable trav-
elling spots only when both reaction rates α and β are strictly positive. Note
that this parameter regime corresponds to positive reaction rates κ3 and κ4
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Figure 5: The left panel contains the drift curves D1(θ1, θ2; ) obtained numerically as
described in §3.1.1 for several positive values of  and the asymptotic drift line D1(θ1, θ2).
The right panel contains continuation results for standing and travelling spots for θ2 = 0.5
and the same values of  as in the left panel: plotted is the wave speed c as a function of
the parameter θ1. All other systems parameters are as in (49).
for the original model (1), which is physically the most relevant situation that
was pursued in other publications such as [7, 18, 20]. We also remark that
the fact that we do not observe pitchfork bifurcation as primary bifurcation
in cases (ii) and (iv), for which (2) and (10) reduce to the two-component
model (3), supports the conjecture discussed in §1.1.
In the rest of this section, we focus on travelling spots that emerge from
standing spots at drift bifurcations. Since we are interested in stable travel-
ling spots, we should consider case (i) or (vi) from Table 1 as these are the
only cases where drift bifurcations are the primary instability. Since case (i)
requires θ2 to be fairly large, we restrict ourselves in the following to a study
of case (vi). From now on, we therefore fix
α = 0.5 , β = 2 , D = 2 , γ = 1 . (49)
4.2. Drift bifurcations to travelling spots
The bifurcation results presented in the last section are based on the
expressions (46)–(48), which are asymptotic in nature and valid in the regime
→ 0. In this section, we complement these asymptotic results by numerical
continuation results of standing spots for finite, but small, positive values of
. We will also trace out the location D1(θ1, θ2, ) of drift bifurcations in the
(θ1, θ2)-plane for fixed  > 0 and compute the bifurcating travelling spots.
Figure 5 indicates that the asymptotic drift lines D1(θ1, θ2) are indeed
good approximations of the drift curves D1(θ1, θ2, ) for sufficiently small .
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Figure 6: Shown are color plots of the u-component of a standing spot (left panel) bifur-
cating into a travelling spot (center and right panel) computed in AUTO-07p for different
values of θ1. We note that the solution gets flattened in the direction of motion for in-
creasing θ1. We used θ2 = 0.5 and  = 0.1, whilst all other parameters are as in (49).
Continuation of the travelling spots that bifurcate at θ2 = 0.5 indicates that
the drift bifurcations are supercritical in this regime, and we therefore expect
the bifurcating travelling spots to be stable; see the right panel in Figure 5.
Profiles of the travelling spots, computed in AUTO-07p using the algorithms
from §3.1.3, are shown in Figure 6 for  = 0.1 and θ2 = 0.5: note that the
profiles becomes significantly nonradial only for quite large values of θ1.
Next, we continued the drift bifurcation curve and computed the quantity
M that decided on criticality using the algorithms from §3.1.2. The results
are plotted in the left panel of Figure 7. Note that criticality changes for
 = 0.1 at (θ∗1, θ
∗
2) ≈ (1.664, 2.510) where M vanishes. Generically, a fold of
travelling spots should emerge from this codimension-two point where the
bifurcation changes from super- to subcritical. This is indeed the case, and
the left panel of Figure 7 contains the location of this fold curve of travelling
spots, which itself undergoes a cusp bifurcation. The right panel of Figure 7
contains the bifurcation diagram in the subcritical regime for  = 0.1 and
θ2 = 2.7.
Finally, to test stability using the direct solver, we set our parameter
values to
 = 0.1 , θ1 = 6 , θ2 = 0.01 , (50)
while all other parameters are fixed according to (49). We used AUTO-
07p to continue the travelling spots into this parameter regime, which also
gives their wave speeds c. For the sake of comparison with the results of
direct numerical simulations, we then computed the average value uavg of
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Figure 7: The left panel contains the drift bifurcation curve, the change of criticality
at (θ∗1 , θ
∗
2) ≈ (1.664, 2.510), and the fold curve of travelling spots that emerges from the
codimension-two point (θ∗1 , θ
∗
2). The right panel contains continuation results for standing
and travelling spots for θ2 = 2.7: plotted is the wave speed c as a function of the parameter
θ1. We set  = 0.1 for these computations, whilst all other systems parameters are as in
(49).
the u-component of the travelling spot over the mesh points at which the
u-component is positive. We obtained
uavgAUTO ≈ 0.86 , cAUTO ≈ 0.38 .
Next, we repeated this computation using the direct solver discussed in §3.2.
We started with the standing spot with radius 1.86 from Theorem 2.3 as an
initial condition to which we added a small perturbation to accelerate the
radial instability. Color plots of the resulting solution are shown in Figure 8.
Finally, computing the average value uavg and estimating the wave speed c
from the numerical solution using the time interval [8500, 9500], we arrive at
the quantities
uavgdirectsolver ≈ 0.89 cdirectsolver ≈ 0.35 ,
which are close to those computed from the AUTO-07p data. A direct com-
parison of the profile obtained from continuation in AUTO-07p and the pro-
file obtained from the direct solver at time t = 9000 is shown in Figure 9.
5. Discussion and further work
Hopf bifurcations. So far, we focused on drift bifurcations. We now comment
briefly on the destabilization of standing spots by Hopf bifurcations. As
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Figure 8: Snapshots of the profile of the u-component of a solution of (10), computed
with the direct solver for parameter values as in (49) and (50), are shown. Note that the
spot interacts with the boundary for times in the interval [5000, 6000] before regaining its
original profile.
x2x2
x1x1
AUTO-07p PDE solver at t=9000
Figure 9: The u-profile of a travelling spot computed with AUTO-07p (left panel) and the
direct solver (right panel) at time at t = 9000. Systems parameter are as in (49) and (50).
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Figure 10: Evolution of the u-component of a spot solution starting from a spot that is
unstable with respect to radial perturbations. System parameters are as in (49) and (51).
mentioned earlier, all Hopf bifurcations of initially stable standing spots we
encountered in the model (10) are caused by radially symmetric Hopf modes.
The Hopf bifurcations we encountered are subcritical (we did not attempt to
find supercritical bifurcations): the results of a typical direct computation,
carried out for parameter values as in (49) and with
 = 0.1 , θ1 = 0.01 , θ2 = 1.9 , (51)
that are just slightly to the right of the Hopf curve H0 in Figure 4(vi), are
shown in Figure 10. As is visible there, the spot collapses; an alternative
outcome is that the spot expands without bounds.
Interactions. We end with a brief description of how the stable travelling
spots we constructed here interact with each other and with boundaries.
In Figure 8, we observed that travelling spots are repelled from Neumann
boundaries. Since the interaction of a travelling spot with the boundary of
a square domain with Neumann boundary conditions can be interpreted as
the interaction of two identical travelling spots upon reflecting the domain
across an appropriate face of the square, this shows that two travelling spots
will repel each other. If we let two travelling spots interact with each other
and with the boundary, we observed periodic motion; see Figures 12 and 13:
note that the profiles change over time. Periodic motion of interacting spots
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was already observed in [21] in a model of the motion of camphor discs.
Similar questions can be asked about the interaction of the stable standing
spots constructed in [9]. Figure 11 shows that three standing spots repel
each other.
There are two different approaches for analysing the interaction of lo-
calized structures with each other and with boundaries. First, in [14], a
system of ordinary differential equations was derived that describes these
interactions near drift bifurcations: the variables are the positions of the in-
teracting spots and the amplitudes of the drift eigenfunction. No particular
structure of the underlying system is assumed in [14]: when applied to (2),
the system of reduced equations for positions and amplitudes of interacting
spots predicts whether spots repulse or attract each other, depending on the
sign of a certain constant that is given in an implicit form similar to the
one we derived here for the criticality of drift bifurcations. The interaction
coefficient from [14] can likely be computed using similar means to the ones
developed here.
The second approach exploits the singular perturbation nature of the
underlying PDE. For instance, for equation (2) posed in one spatial dimen-
sion and with (ϑ1, ϑ2) = O(1), the interaction properties of solutions that
evolve from N -front like initial data have been studied in [11] using the
renormalization-group method developed in [22]. In [11], the authors derived
ODEs that describes the evolution of N -fronts and validated these ODEs
rigorously. In [23], an ODE was derived using a center-manifold reduction
that describes the motion of a single front for (10) in one spatial dimension
for (θ1, θ2) = O(1).
It would be interesting to see whether the latter approach can be gen-
eralized to higher spatial dimensions. The easiest case would likely be the
interaction of N different planar fronts of the type constructed in [19]: we
remark that, as the fronts come close to each other, they can become unsta-
ble in the transverse direction, perpendicular to the direction of motion of
the fronts, which adds an interesting twist to the one-dimensional case. It
would also be interesting to analyse the interaction of a standing spot with
Neumann or Dirichlet boundaries: it might be possible to derive equations
that describe this type of interaction by proceeding similarly to [24].
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Figure 11: Interaction of three standing spots: shown are two snapshots in the left two
panels, while the right panel contains the traces of their positions in the plane.
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x2 x2 x2 x2 x2
Figure 12: Shown are snapshots of the u-components that illustrate the interaction of two
travelling spots. Note that spots repel each other and do not collide. Spots that travel
with a higher speed will most likely collide; see [19]. Systems parameters are as in (49)
and (50).
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Figure 13: Plotted are the traces of the positions of the spots from Figure 12. The left
panel contains the traces for times in the interval [0, 20000], while the right panel is for
times in the interval [15000, 60000]: we observe asymptotically periodic motion, caused by
the repelling nature of the interactions of spots with each other and with the boundary.
Systems parameters are as in (49) and (50).
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