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Abstract
The ability for individual grocery retailers to have a single view of its customers across
all of their grocery purchases remains elusive, and is considered the “holy grail” of
grocery retailing. This has become increasingly important in recent years, especially
in the UK, where competition has intensified, shopping habits and demographics have
changed, and price sensitivity has increased. Whilst numerous studies have been con-
ducted on understanding independent items that are frequently bought together, there
has been little research conducted on using this knowledge of frequent itemsets to sup-
port decision making for targeted promotions. Indeed, having an effective targeted
promotions approach may be seen as an outcome of the “holy grail”, as it will allow
retailers to promote the right item, to the right customer, using the right incentives
to drive up revenue, profitability, and customer share, whilst minimising costs.
Given this, the key and original contribution of this study is the development of the
market target (mt) model, the clustering approach, and the computer-based algorithm
to enhance targeted promotions. Tests conducted on large scale consumer panel data,
with over 32000 customers and 51 million individual scanned items per year, show
that the mt model and the clustering approach successfully identifies both the best
items, and customers to target. Further, the algorithm segregates customers into
differing categories of loyalty, in this case it is four, to enable retailers to offer cus-
tomised incentives schemes to each group, thereby enhancing customer engagement,
iii
whilst preventing unnecessary revenue erosion. The proposed model is compared with
both a recently published approach, and the cross-sectional shopping patterns of the
customers on the consumer scanner panel. Tests show that the proposed approach
outperforms the other approach in that it significantly reduces the probability of
having “false negatives” and “false positives” in the target customer set. Tests also
show that the customer segmentation approach is effective, in that customers who are
classed as highly loyal to a grocery retailer, are indeed loyal, whilst those that are clas-
sified as “switchers” do indeed have low levels of loyalty to the selected grocery retailer.
Applying the mt model to other fields has not only been novel but yielded success.
School attendance is improved with the aid of the mt model being applied to at-
tendance data. In this regard, an action research study, involving the proposed mt
model and approach, conducted at a local UK primary school, has resulted in the
school now meeting the required attendance targets set by the government, and it has
halved its persistent absenteeism for the first time in four years. In medicine, the mt
model is seen as a useful tool that could rapidly uncover associations that may lead
to new research hypotheses, whilst in crime prevention, the mt value may be used as
an effective, tangible, efficiency metric that will lead to enhanced crime prevention
outcomes, and support stronger community engagement.
Future work includes the development of a software program for improving school
attendance that will be offered to all schools, while further progress will be made on
demonstrating the effectiveness of the mt value as a tangible crime prevention metric.
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Chapter 1
Introduction
The need to have an intimate understanding of the customer, with a view of predict-
ing their wants, has always been a key ambition of retailers across the globe. This has
become increasingly important in recent years, as a result of increased competition,
and advances in technology that now makes attracting and retaining customers more
challenging [19][120][154]. Today, it is no longer sufficient to provide customers with
just the goods or services that they seek, but it has become essential to accompany
these goods and services with an outstanding level of customer service; and not just
any generic customer service at that; but rather a tailored one. This is commonly
referred to as “providing a unique customer experience” [19][154]. Consequently to-
day, the task of attracting and retaining customers entails both providing high quality
goods and services, as well as a unique customer experience for every customer.
The main thrust of this research has been framed against this backdrop with the aim
of developing novel data mining models, and an algorithm that helps grocery retailers
identify the best items and customers to target, and to support grocery retailers with
the prediction of customer behaviour, more specifically, the way in which customers
split their purchases across multiple grocery retailers. By understanding both these
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aspects, grocery retailers will be able to enhance their endeavours in offering customers
a unique customer experience through tailored marketing promotions, thereby: (1) en-
hancing the effectiveness of their marketing spend, (2) enticing customers to switch
grocery retailers, where they split their purchases, and (3) sustaining loyalty amongst
its current customers. Figure 1.1 is a high level, flow diagram that outlines the pro-
posed novel algorithm, the interplay between the various unique contributions of this
research; and how they support grocery retailers’ endeavours in offering a unique cus-
tomer experience to all of their customers, whilst maximising sales, and minimising
costs. These key components are discussed throughout this study. The UK gro-
cery retail sector was used as a case study, and the data used as part of this study
was obtained from the third party UK grocery retail sector analyst group, Kantar [90].
Figure 1.1: High-level flow chart of the proposed data mining models and algorithm
The mathematical models and algorithm developed for the grocery retail sector was
found to have broader applicability. Indeed customers are people, and people engage
in a wide variety of activity beyond retail. Given this, an additional element of
this research focussed on applying the model to other scenarios where predicting
behaviour can be beneficial. In this regard, applications in education, medicine and
crime prevention were investigated, and is detailed in Chapter 6.
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1.1 Overview of the UK Grocery Retail Sector
The UK grocery retail sector is considered central to the approximately 64 million
UK residents who remain reliant on it for food and everyday household goods [87].
The analysis in [87] and [91] showed that the UK grocery retail sector accounted for
20 percent of all UK consumer spending in 2019 at $210 billion and is projected to
grow to $220 billion by 2023. The sector is made up of several categories of grocery
retailers including the “The Big Four” supermarket chains, Tesco, ASDA, Sainsbury’s
and Morrisons, who collectively account for over 70% of the UK grocery retail market.
This is followed by discount brands Aldi and Lidl, the high-end brand Waitrose, and
the local, convenient store specialist, Co-op, who collectively account for a further
25% of share. The remaining 5% is made up of local convenient stores, smaller high
street brands, independents as well as non-food majors that are increasingly selling
groceries and foods like Marks and Spencer [87][91].
Despite the projected growth, the sector has been undergoing major shifts in re-
cent years with all major players scrambling to retain or grow market share [13].
These shifts include: (1) customers splitting their purchases between retailers more
frequently than ever before, (2) stiff competition and disruptive practices amongst
grocery retailers, (3) the rise in online retailing, and (4) the use of smaller, more
frequent shopping trips as a result of tighter household budgets [13]. Whilst some
players, like the discount chains, are responding to these shifts by perfecting their
pricing strategies, others like The Big Four, have acknowledged pricing pressure and
are focussing on non-price competition [172]. Whatever the focus, all retailers are
now placing a greater emphasis on customer relationship management and customer
data analytics [59][172].
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1.1.1 Loyalty Programs and Frequent Users
Loyalty programs being offered by grocery retailers in the UK have become increas-
ingly popular over the past few years, thanks to both the attractive rewards being
offered to customers, and the successful marketing campaigns undertaken by large
grocery retailers [42]. Indeed in the UK, loyalty program penetration, i.e. customers
belonging to at least one loyalty program, is at 90% and ranks amongst the highest
in Europe [42]. Customers and UK grocery retails both benefit from these programs,
with customers being rewarded with vouchers for increased spending, while UK gro-
cery retailers use this as a powerful tool to identify, reward and retain profitable
customers [42][101]. The findings in [42] are relevant for this study, particularly in
understanding the behaviour of frequent, known customers, which is sometimes re-
ferred to as known users throughout this study:
1. Loyalty programs primarily attract existing customers.
2. Loyalty programs have greater increases in purchasing behaviour in Low/ Medium
volume customers.
3. Customers see rewards from loyalty programs as an investment in relationships.
4. Loyalty programs can increase product sales by between 4% and 25%.
It is thus clear that grocery retailers with loyalty programs benefit immensely from
these programs, including from the wealth of data that they gather from each sub-
scribed customer. However, those without loyalty programs have also realised the
value of data and have since become creative in their data gathering efforts. In this
regard, they continue to leverage data sold by banks, suppliers, and other third parties
[72]. One example of a reliable data source is banking card transaction data, which
grocery retailers are able to purchase from banks, without customers’ personal data.
Using this data, grocery retailers are able to assign unique “dummy” customer details
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to each bank card used across all of its stores and this serves as a means for future
identification of individual customers. Hence, all future transactions made using a
known bank card, across any of the grocery retailer’s stores are recorded against that
specific customer, and it is from this that grocery retailers are able to understand
customer shopping patterns and preferences with their stores [72].
Given this, the definition of a known customer or user that was used in this study is:
a customer or user that is identifiable to the grocery retailer, and whose individual
transactions, contained in the grocery retailer’s database, can be assigned to this
customer or user. Hence for this study, a frequent, known customer is defined as a
customer that has visited the grocery retailer’s stores at least twice during a given
time period. In this study, the time period was one calendar year.
1.1.2 Promoting Items (Target Items and Target Customers)
The concepts of sales promotions as outlined in [126] was found to be comprehensive
and was used throughout this study. According to Ozer et al. [126], sales promotion
is defined as “an action-focused marketing event whose purpose is to have a direct
impact on customer behaviour”. Further, it is typically a temporary offering and in
the form of either one or a combination of: (1) retailer promotions which are of-
fered to consumers by retailers to increase the sale of an item or category or store,
(2) trade promotions which are offered to stores so that they can offer discounts to
their customers and stimulate that sales channel, and (3) consumer promotions which
manufacturers offer to consumers to stimulate sales at a given point. It should be
noted that permanent price reductions are different to sales promotions in that they
are indefinite, and whilst they may create the same initial customer switching reaction
as sales promotion, customers are less-likely to return to “old ways” in the case of per-
manent price reductions as prices remain reduced and loyalty increases [141][154][155].
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The notion of “targeting” that has been used throughout this study is as outlined in
[55] and [140], where a specific item or set of items is being promoted to a specific
customer base. Consequently, not all items are on promotion at the same time, as
this will erode profitability and create industry-wide pricing pressure [133], and not
all customers are targeted with the same offer at the same as this has been shown
to be ineffective, as it wastes resources and annoys customers who receive irrelevant
marketing material (“false positives”) [110][116][182]. Hence, a target item is defined
as an item that is either on a sales promotion or has recently had a permanent
price reduction. A target customer is defined as a customer who receives marketing
material for target items based on their individual, historic shopping preferences.
These definitions were used throughout this study.
1.2 Customer Analytics and Market Basket Anal-
ysis (MBA)
The benefits of data analytics in retail is now mainstream, and in line with this, all
major UK grocery retailers have embraced data analytics, in some form or another,
in an attempt to develop their customers, enhance loyalty and consequently increase
their sales and/or profitability [59][154]. Given this, customer data analytics, in par-
ticular MBA, has become increasingly popular from a commercial perspective, giving
rise to the use of two popular techniques namely: Associated Rule Mining (ARM)
and Clustering (or Cluster Analysis) [19][120][154]. MBA may be defined broadly as
the process of studying individual customer’s or a collection of customers’ grocery
shopping transactions with the aim of gaining valuable insight on shopping patterns,
customer behaviour, etcetera [5][120]. In this regard, MBA is typically conducted
by individual grocery retailers themselves, but is also conducted, albeit at a smaller
scale, by third party analysts and academics [77][90].
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ARM was popularised by the work in [5] where the concepts of support and confidence
were used to define associations between two or more unrelated items contained within
a grocery retailer’s transaction database. The support of an item (X) or supp(X) is
defined as the ratio of the number of transactions containing X to the total number of
transactions, and the confidence of purchasing item (X) leading to the purchasing of
item (Y ) or conf(X → Y ) is the ratio of the number of transactions containing both
(X) and (Y ) to the number of transactions containing (X). Mathematically, the con-
cept of support is equivalent to the principle of probability, hence supp(X) = P (X),
where P (X) is the probability of item (X) being present in a particular transaction
within a transaction database. Similarly, conf(X → Y ) may also be expressed in
terms probability, with conf(X → Y ) = P (X, Y )/P (X). Items are said to be fre-
quent if their support in the transaction database is equal to or exceed a minimum,
user-defined support threshold, commonly referred to as minsup. Similarly, items
are considered to be associated if their confidence exceeds a user-defined minimum
confidence threshold, commonly referred to as minconf . It should be noted that
confidence is not commutative. For example, if P (X) is considerably greater than
P (Y ) for a given transaction database, then conf(X → Y ) may not be associated but
conf(Y → X) may be associated due to the differing influences of their respective
denominators.
Clustering is described in [77] as the process of grouping together data objects that are
similar to each other, and are collectively dissimilar to other objects in other groups.
Within MBA, clustering has typically been used to group similar products, transac-
tions and customers with its benefits usually being realised when it has been combined
with ARM. For example, in [118], it was shown that the efficiency of collaborative
filtering recommender systems was enhanced when transactions within a large, sparse
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dataset were clustered prior to performing ARM to find associated items. Similarly
in [140], customers were clustered prior to ARM being performed to find associated
items within each customer cluster for product targeting.
Given the above, and the competitive nature of the sector, it is of little surprise that
much of the work conducted by the individual grocery retailers remain highly confi-
dential, with their primary source of data being their own transaction databases. Data
analytics is clearly seen as a competitive advantage in the grocery retail sector and
the sharing of techniques, results and data could result in a grocery retailer neutralis-
ing its differentiation from its competitors [59]. Consequently, there is little published
literature on the exact nature of the analytical techniques used by individual retailers.
However, researchers continue to develop algorithms, models and frameworks, in some
cases independent of grocery retailers, with the aim that these solutions will likely be
leveraged by grocery retailers to enhance their businesses, and by other practitioners
to enhance their operations in their respective applications [59][77][172].
1.3 Motivation for this Study: Gaps in MBA-related
Association Rule Mining (ARM) and Cluster-
ing Research
Data-driven decision making is becoming increasingly important across most sectors
as organisations look to harness data to better support its stakeholders [135]. Whilst
there is a plethora of research in both ARM and Clustering related to MBA, their
focus has largely been on optimising algorithms to enhance processing speed, mini-
mizing computer memory usage, optimising the quality of clusters, and finding new
extensions and applications for ARM [152][180]. In this regard, MBA techniques have
proved to be very useful in finding associations and segmenting markets for targeted
promotions, all of which have been underpinned by robust mathematical principles
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(for example: Apriori, Bayes Theorem, etcetera) that have been leveraged extensively
in developing ARM algorithms [5][77]. However, these algorithms usually provide a
large set of associations and selecting the best associations from this set for marketing
purposes, i.e. identifying target items for promotions, is not always easy as grocery
retailers typically sell thousands of individual items, have limited marketing budgets,
and are continuously under pressure to maximise sales and profitability [87][126].
Thus, successful marketing campaigns are reliant on both successfully selecting the
right target items, and successfully identifying the right customers that will be most
receptive to these promotions [120][140][141].
The notion of combining variables to form interestingness measures from which de-
cisions can be made, has been well-studied over the years. Indeed, thirty eight such
measures were noted in [65] and [104] and twenty one were compared in [161]. It should
be noted that interestingness measures are highly dependent on the context in which
they are being applied, hence the need for the plethora of measures. Consequently,
while one measure may be best suited to one context, it may to be totally unsuitable
to another [161]. In this regard, the cosine measure was found to be best suited to
retail settings [161]. A common thread across most measures was that they largely
centred on Piatetsky and Shaprio’s principles for rules interestingness [65][129][161].
The Piatetsky and Shaprio principles are outlined as follows:
1. Statistical Independence: rules are not interesting if they are statistically inde-
pendent, i.e. the observed probability of a combination P (A,C) is equal to the
theoretical probability, P (A,C) = P (A) ·P (C), where P (A), P (C) and P (A,C)
are the probabilities, or support of items (A), (C), and (A,C) respectively.
2. Monotonicity: measures that combine probabilities should be strictly monotonic
with respective to the variable being adjust while all else remains fixed.
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The decision making scenarios, based on the concepts outlined in several works in-
cluding in [5], [65] and [161], may be classified as: (1) same antecedent, i.e. (A→ C)
versus (A → D), (2) same consequent, i.e. (A → D) versus (C → D), and (3) in-
dependent sets, i.e. (A → C) versus (B → D), where (A), (B), (C) and (D) are
itemsets contained in a grocery retailers transaction database. Clearly decisions in-
volving types (1) and (2) are specific cases of the more generalised case of type (3).
1.3.1 Gaps in Decision Making using MBA
Research, as part of this study, has found that no consistent, robust model exists to
support the decision making process for selecting target items [115]. Indeed, there
may be proprietary models that are being used by various firms that are not in the
public domain. Tests conducted in [115], which formed part of this study, using type
(1) decision making showed that the uninorm outperformed the cosine measure as well
as three other popular measures for interestingness. However, the uninorm and other
measures were found to be inconsistent with regards to both obeying the Piatetsky
and Shaprio principles and from a real-life, practical perspective, when extending
this measures to model type (3) decision making [115]. Given this, there remains
opportunities to advance the body of knowledge around decision making support
systems to enhance the selection of target items, leveraging ARM, clustering and
MBA. It is against this backdrop that this study adds value to the greater body of
academic research in the field of data analytics, more specifically, data-driven decision
making.
1.4 Research Hypothesis
The hypothesis of this research was: an algorithm, based on a mathematical model
developed from existing research, that optimises the selection of associated items for
10
Section 1.6 Page 11
targeted promotions, and categorises frequent, known users, using their transaction
history, will enhance the prediction of missing targeted items from these known users’
future transactions that contain frequent itemsets.
1.5 Research Aims
There were four specific aims of this study, the first three related to validating the re-
search hypothesis whilst the fourth was related to extending the model and algorithm
to other fields. The aims were:
1. Leverage existing mathematical frameworks to develop a mathematical model to
optimise the selection of associated items, i.e. selecting the best item to target
for promotion.
2. Incorporate the mathematical model into a computer-based algorithm that in-
cludes categorising frequent, known users to predict missing targeted items from
their transactions, i.e. targeting the right customers with the right target items.
3. Validate the predictive accuracy of the developed algorithm by comparing the
predictions made by the algorithm against historical, real-life data and compar-
ing its performance against similar published models.
4. Demonstrate the use of the mathematical model and the algorithm in other
applications, and outline possible areas for future research.
1.6 Unique contributions of this Research
This research has made unique contributions not only to the field of artificial intel-
ligence, and more specifically data analytics and MBA, but also to several everyday
sectors including grocery retail, education, public health and crime prevention. It
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has provided a compact mechanism which practitioners can leverage to enhance their
understanding of the underlying dynamics of common issues within their respective
sectors. Several case studies have been conducted as part of this study to illustrate
this point. The unique contributions are outlined as follows:
• At the heart of the unique contributions of this study was the development of
the mathematical model, referred to as the “market target” or mt model, which
can aid decision making, particularly where the choice between alternatives is
not obvious. The principle behind the mt model is that it measures the “ef-
fort” required to achieve the desired outcome from the current state. Hence
by comparing the output of the mt model, the mt value, of different alterna-
tives, practitioners are thus able to select the optimal alternative and take the
necessary action to achieve the relevant outcome.
• The second major, unique contribution of this study was the development of a
customer clustering approach, using fuzzy c-means clustering. This approach
segmented the target customer population, based on their loyalty to the grocery
retailer, which then created a platform from which the grocery retailer could
launch customised incentive programs to each cluster.
• The third major, unique contribution of this study was the development of an
algorithm to enhance the prediction of missing targeted items from the transac-
tions of frequent, known customers. The algorithm leverages the mt model and
the clustering approach, and was able to identify the best group of customers for
targeted marketing promotions for specific items. The algorithm demonstrated
superior performance, when compared to the published model in [140], which
has a similar objective.
Other novel contributions of this study were largely centred on the diverse applicability
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of the mt model and targeting algorithm. These were:
1. Improving school attendance by isolating the most problematic school session
and addressing poor attendance through improved attendance rewards mecha-
nisms.
2. Optimising public health campaigns and research by quantifying the true im-
pact of the underlying causes of diseases, suggesting treatment priorities, and
fostering rapid hypotheses development for future research programs.
3. Enhancing the efficiency of crime prevention initiatives by providing an easy-
to-use, tangible metric that can be rolled out to “on the ground” police officers,
thereby enhancing the effectiveness of operations and the cohesion of police with
communities through the reduction of “false positives”.
1.7 Research Ethics
Research ethics was an important consideration for this study given that it leveraged
proprietary and sensitive data. In this regard, there was strict adherence to the
ethical requirements of De Montfort University (DMU), as outlined in [41], and the
data privacy and data handling requirements of third party data providers. Ethics
approval was sought from the DMU ethics committee prior to commencement of this
study. The committee required that a non-disclosure agreement be signed with any
third party providing proprietary and/or sensitive data.
1.7.1 Shopping Data
Grocery shopping data was provided by Kantar for the sole use of this study [90].
In this regard, the data that was provided was highly confidential and proprietary
to Kantar. The data contained identifiable product brands, pricing information and
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grocery retailer names. Given this, a non-disclosure agreement was signed between
DMU and Kantar which stipulated that the data was to be used for the sole purpose of
this research and that all publications should contain anonymised data representations
only. Further, the data is not to be shared with any third party or be used for other
research without the permission of Kantar.
1.7.2 School Attendance Data
School attendance data was obtained from Willen Primary School (WPS) to demon-
strate the application of the market target model to other fields. In this regard, the
author worked closely with the school leadership to ensure that all data provided was
completely anonymised. Further, the school leadership team ensured that the data
sharing was fully compliant with all of WPS’s policies, including compliance with the
General Data Protection Regulation (GDPR).
1.7.3 Handling of Data
All data was handled with extreme care throughout the duration of this study. All
grocery retail data was initially anonymised and then processed further. Each grocery
retailer, or store, was assigned an arbitrary, non-identifiable, number, e.g. Store 20,
and referred to in this manner throughout the study. All items and customers were
treated similarly. Permission will be sought from both Kantar and WPS to retain
the data and to use it as part of the future work outlined in this study or as part
of similar studies. If permission is denied, then all data will be returned to their
respective owners.
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1.8 Dissertation Structure
The remainder of this dissertation is organised as follows:
Chapter 2 provides a critical review of previous work done in consumer retail, arti-
ficial intelligence, and data analytics. The aim of this review was to both identify
gaps in research that would be filled by this study, and identify concepts that could
be leveraged as part of this study.
Chapter 3 discusses the research philosophy and methodology that was adopted as
part of this study to develop the unique contributions that added to the body of
knowledge on data mining and grocery retail. In this regard, it provides: (1) a review
of well-known research methods, (2) provides a justification for the research approach
adopted as part of this study, and (3) provides the principles on which the proposed
algorithm was validated.
Chapter 4 details both the development of the mathematical model and algorithm
that formed the basis of the contributions of this study. The chapter provides a “first
principles” development of the mt model which is underpinned by contributions of
previous works.
Chapter 5 is dedicated to the UK grocery retail case study where a detailed account
of the use of mt model and algorithm in the grocery retail sector is provided including
the experimental approach, results and discussion. The chapter also details simulation
tests that were conducted to demonstrate the effectiveness of the model in achieving
the business objective of targeted promotions. Further, the predictive accuracy of the
mt model and the algorithm was compared to both another similar published model,
and the actual shopping patterns of the customers on the scanner panel data provided
by Kantar. Finally, and for completeness, the processing performance of the model
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and algorithm was also tested on synthetic datasets.
Chapter 6 details novel applications of the mt model and algorithm to other appli-
cations including in education, public health and crime prevention. The chapter also
highlights innovative approaches that were taken as a consequence of the results gen-
erated from the application of the mt model in school attendance, and the impact it
has made in improving attendance and learning as a whole.
The dissertation concludes with Chapter 7 were the findings and results are sum-
marised together with the research limitations, the wider impacts of this study, and
the opportunities for future work.
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Chapter 2
Literature Review
2.1 Introduction
Data analytics research remains very active thanks to the recent explosion of data
being produced by people and organisations across the globe as a result of widespread
online transacting and social media use [72][82][160]. The primary objective of this
study was to add to the growing body of research, in particular, research on decision
making between two independent alternatives. In this regard, a key contribution
of this study was the development of a novel algorithm for targeted promotions in
grocery retail. Whilst the main thrust of this research is grocery retail, the model and
algorithm has been applied to other fields as well. An application-specific literature
review for these other fields is included in Chapter 6. The objective of this chapter is
to present a critical review of existing literature and is divided into four sections:
1. Data Analytics: this section starts broadly with a review of the overarching
concept of knowledge discovery and data mining (KDD). It then hones in on Market
Basket Analysis, more specifically Association Rule Mining and Cluster Analysis,
which are essential elements of this research. For completeness, Recommender
Systems, which remains a “hot topic” in online transacting, is then discussed.
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This is then followed by a review of common algorithms used in ARM and Cluster
Analysis.
2. Data Analytics in Grocery retail: grocery retail is central to this study, and
in line with this, a critical review of the data analytics research related to grocery
retail is presented, including commentary on the techniques that are commonly
used, together with the current challenges and areas that require future focus.
3. Decision-making models in MBA: modelling of the decision-making process
between two alternatives is a key theme of this study. Indeed, one objective of this
study is to develop a model to enhance item and customer targeting. This section
reviews the existing literature on modelling techniques, commonly used models,
and the pros and cons of each approach.
4. Summary: the chapter concludes with a summary of considerations from existing
research that: (1) identifies the main gaps in existing knowledge and discusses how
these will be addressed in this study, and (2) highlights key concepts from existing
literature and discusses how these will be leveraged as part of this study.
2.2 Data Analytics
2.2.1 Knowledge Discovery and Data Mining
The philosophy of Knowledge Discovery in Databases (KDD) and data mining, out-
lined over two decades ago in [51], a little later in [67], and more recently in [160], has
remained consistent and still widely accepted. KDD is seen as the over-arching pro-
cess of finding knowledge from data through the use of data mining, with data mining
being the application of algorithms to extract patterns in the data [51][67][160]. The
restrictions placed on the definition of patterns are important to the understanding
of KDD and knowledge [51]. Given its importance, the definition of patterns is de-
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tailed as follows: patterns are generally referred to as being able to summarise data
or describe, through some language, a subset of the data. Such descriptions should
be non-trivial, in that it should not be obvious, and must be valid for new data with
a defined degree of certainty. Further, patterns should be beneficial to the user and
task, with the quantification, value, of the benefit being its interestingness. Patterns
that meet these criteria are referred to as knowledge, a concept central to KDD [160].
MBA has long since been viewed as a cornerstone of modern KDD processing [24][77],
in that it produces knowledge and patterns that are beneficial to its primary users,
which in this case are usually grocery retailers. Thus, it can be concluded that ARM
and FIM are examples of the data mining techniques used to derive patterns, or
knowledge, based on predefined values for minsup and minconf , which may be con-
sidered as interestingness. Hence, knowledge in this instance is the association rules
and frequent itemsets that result from the use of ARM and FIM algorithms on a
dataset [24].
2.2.2 Market Basket Analysis (MBA)
Several studies have noted that research into MBA has become increasingly popular as
a result of the rapid expansion in consumer retail, which has been driven by several fac-
tors including, competition and consumer-choice [43][120][140][153]. Researchers view
MBA as part of customer knowledge and consisting of three aspects: (1) knowledge
for customers, i.e. product knowledge, store layout knowledge, etcetera, (2) knowl-
edge about customers, i.e. who they are, what they buy, when they buy, etcetera, and
(3) knowledge from customers, i.e. what they know about products, what they know
about the competition, etcetera[95][120][153]. Indeed, MBA has been cited in several
studies, as being an effective tool to foster good customer relationship management
(CRM)[120][153][164]. In [120], the primary purpose of MBA has been described as a
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mechanism to consistently expand customer transaction intensity, transaction value,
and individual customer profitability. A similar notion was highlighted in [153], where
the underlying idea of MBA is that consumers rarely make purchases in isolation, and
by carefully studying their purchases, retailers can develop interventions to influence
their purchasing behaviour and thus enhance sales. Similarly, in [164], the focus of
MBA was on the effective mining of purchasing patterns, and using these purchasing
patterns to predict the future purchasing behaviour of customers.
At a practical level the findings in [43], [69] and [167] all showed that MBA is being
used by the most progressive grocery retailers to understand and predict customer
purchasing behaviour, with the aim of maximising consumer sales. As a consequence
of this, grocery retailers have provided their operational teams with real-time MBA,
which has allowed for rapid adjustments to be made to the business, and thus enabled
the entire organisation to work smarter, while enhancing revenue and profitability
[43][69][167]. Both retailers and third parties, including software and business con-
sulting companies, have now realised the commercial opportunities in MBA. Con-
sequently, they have developed software and tools that grocery retailers can use to
leverage customer data, and maximise revenue and profit generation, whilst effectively
marketing the “benefits” to the customer to produce a “win-win” scenario [4][43][167].
The success of MBA in retail has seen it being applied innovatively to other fields
including bio-medicine, crime prevention, web mining and geo-spatial sciences [52][80]
[160][171]. In [171] MBA was used to understand the symptoms and their association
with cancer, whilst in [80], MBA was leveraged as part of a crime prevention strategy
to detect crime hotspots, and link related criminal incidents. Similarly, in [52] MBA
was used to predict weather patterns using meteorological data, while in [77] MBA
was used in applications to personalise user experiences based on web-page access
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data. Based on the vast volume of research and the array of applications, it is clear
that MBA is an effective KDD process. Given this, it was decided that MBA data
mining techniques including ARM and clustering will form the core of this study, and
thus have been explored in detail in sections that follow.
2.2.2.1 Association Rule Mining in MBA
ARM, first proposed in [5], and detailed more recently in [160], is generally recognised
as the de facto data analytic technique for MBA [24][140][164]. This is largely due
to the substantial growth in research, both in depth and in breadth, as a result of its
widespread applicability in retail and various other fields [160][171]. In this regard,
ARM research has become so popular that it is often attributed to being a catalyst
for modern data mining research [24][160].
The original concepts outlined in [5] is now known as “traditional ARM” as it deals
with intra-transactional ARM, and is typically seen as the trivial case for more com-
plex ARM models like inter-transaction ARM, frequent itemsets obtained from mul-
tiple transactions, and sequential pattern mining, FIM where the order in which the
items appear in a transaction is important [6][183]. Note that the triviality of “tra-
ditional ARM” arises as both inter-transactional and sequential pattern mining can
be reduced to a single transaction by either extending the timeframe or combining
transactions or both [52] [183]. Whilst it is useful to understand which items made
up a frequent itemset, it was very clear to researchers and grocery retailers alike, that
understanding how the itemset was put together was equally important [120]. This
was one of the main goals of ARM, that is, to determine the antecedents of a frequent
itemset, and to use this information to predict customer behaviour, which in turn
informed grocery retailers on store layout, promotions, etcetera [152]. In this regard,
the notion of confidence, as defined initially by [5], remains the basis for most ARM
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analysis [152].
Sequential Pattern Mining
Mining sequential patterns gained interest following its introduction by Agrawal and
Srikant, in [6]. Research into sequential pattern mining, like ARM, extended in sev-
eral directions with the key areas of focus being the development of algorithms to
enhance the process, and finding new applications [64][78][186][188]. Unlike “tradi-
tional ARM”, sequential pattern mining may be considered to be more restrictive,
in that it focusses on mining sequential and not necessarily consecutive, sequences
of itemsets in data. Given that the order in which the sequence occurs is impor-
tant, frequent items purchased in different orders may be discarded, thus sometimes
presenting a false view of the underlying reality [160]. Whilst there may be several
suitable applications for sequential pattern mining, including medicine, crime pre-
vention, and predicting weather patterns, it is not ideal for grocery retail as it may
increase the frequency of “false negatives” [160].
Given this, it was concluded that sequential pattern mining was not relevant for this
study, as it was far too constrained, in that grocery shopping patterns, in the current
UK context, are not generally rigidly sequential and are dependent on several other
factors including convenience, price, and “memory-jogs” whilst in store [141][154][155].
Inter-transactional ARM
Research into inter-transactional ARM sought to address the lack of contextualisation
that often results with both “traditional ARM” and sequential pattern mining. This is
particularly noticeable in applications that involve prediction, e.g. weather prediction
and stock-price movements [52]. It was shown in [52], [53] and[107] that adding con-
textualisation to transactions, through the use of multiple dimensions to describe the
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properties of transactions, enhanced the applicability of inter-transactional ARM as
a predictive tool. The concept of inter-transactional ARM has been well-represented
using of the one-dimensional example outlined in [52], [53], and [107], and is detailed
as follows: Transaction t1 made today in store 1, containing item i1, and transaction
t2 made tomorrow in store 2, containing item i2, leads to transaction t3 being made
the following day in store 3, containing item i3, i.e. t1(i1)|1, t2(i2)|2 → t3(i3)|3. From
this simple example, it is clear that the major drawback for grocery retail shopping
is its specificity, in that generalized patterns can be missed. Inter-transactional ARM
creates items by grouping together location and product pairs, for example item i
= (store 1, product 1). Consequently in the ARM phase, algorithms search to find
associated items to item i either in the same transaction or other transactions by the
same user, for example item j = (store 2, product 2). Hence an association rule may
be item i → item j. If however in the following day the customer purchases both
products 1 and 2 from store 1, then the algorithms outlined in [53] will not consider
this as an associated item set. As a result, this approach, whilst relevant to other
applications, does not adequately represent the modern shopping context as outlined
in Section 1.1, and was not pursued further.
Hybrid Inter-transactional / Sequential Pattern ARM
The approach taken by [183] may be in many ways considered as a combination of both
inter-transactional ARM and sequential pattern mining. The findings in [183] makes
two important contributions to this study. Firstly it served as confirmation that mod-
els using the combination of sequential pattern mining and inter-transactional ARM
also reduce to “traditional ARM” when all dimensionality is removed, and secondly it
indirectly highlighted the competitive dynamics that exists in the UK grocery retail
sector, and through this, how some frequent items may be ignored by all grocery re-
tailers. A key drawback of the Online Shopping Pattern algorithm, OSP, proposed in
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[183], is that it mined frequent patterns where the products had to be purchased from
the same site or store. Hence, there is a possibility that items purchased frequently,
but from different stores on each occasion may be missed.
From a practical retail perspective, Yang et al. in [183], highlighted that one appli-
cation of their analysis could be a group of providers coming together, sharing their
data, and working in synergy, e.g. airlines working with car-rental companies and
hotels to provide a holistic “vacation service”. Whilst this is certainly possible, and
may be beneficial to all providers for some sectors, it is unlikely, if not illegal, that
it would be possible in the highly competitive UK grocery retail sector, where data
sharing and collusion could be construed as price fixing and customer exploitation [72].
Like with the model proposed by [53], the model proposed by [183] did highlight some
useful concepts. However, the approach and algorithm was not considered suitable for
the grocery retail sector as its restrictive approach resulted in some vital information
being lost, e.g. where frequent items are split across multiple retailers.
2.2.2.2 Cluster Analysis in MBA
The use of cluster analysis in MBA has been largely along one of two paths namely
transaction clustering, as detailed in [100], [156], and [185], and product clustering, as
detailed in [75], [169], and [179]. In transaction clustering, the focus has been on clus-
tering similar transactions with the aim of profiling customers that engaged in these
transactions, whilst in product clustering, the aim is to group similar or associated
items into clusters.
Product Clustering
In general, product clustering to group associated items in grocery retail has had lim-
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ited success, and is thus not widely used [77]. This is largely due to the simplicity and
robustness of ARM which remains the preferred method [77]. Two notable attempts
to create alternative models to ARM have been the hypergraph and hyper-clique mod-
els as detailed in [75] and [179]. Although the hypergraph product clustering approach
was considered to be an alternative approach to ARM, a key element of this method
was the generation of frequent itemsets using the “traditional ARM” Apriori algo-
rithm, as detailed in [5]. Thus, product clustering using hypergraphs was not truly
an alternative to ARM as it leveraged ARM techniques as part of its solution [75].
The hyper-clique product clustering approach taken in [179] was in essence an en-
hancement of the hypergraph approach and focussed on clustering products that were
highly associated by addressing the generally accepted challenge around setting the
value for minimum support (minsup) used in FIM. If minsup is set too high, then
algorithms eliminate highly associated rules that have low support, also referred to
as rare rules in [99]. A novel contribution of the work in [179] was the introduction
of the cross-support property, which eliminated clusters that contained itemsets with
vastly differing support values. The rationale of the cross-support property is that if
items x and y are items in a cluster, then for a predefined threshold value t, all pat-
terns where supp(x)/supp(y) < t can be eliminated as these patterns contain items
with vastly differing supports. On closer examination, it is difficult to see how this
is different from the notion of minsup in ARM, as one still had to specify the value of t.
The seed generation product clustering approach was proposed as alternative to the
hyper-clique in [99] and [100]. The seed generation technique grew strongly associ-
ated items by firstly generating frequent itemset seeds through the use of the Apriori
algorithm and then through tight constraints combine seeds to create new frequent
items that are highly associated. Here again, this method relied on ARM as part of
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its processing.
As noted from the above, clustering to group associated items is generally more com-
plex than ARM, with several algorithms leveraging ARM as part of the process any-
way. It is thus not surprising that clustering is not seen as the approach of choice
for FIM/ ARM [77]. Given this, product clustering as a technique to find associated
items, was not considered a viable option for this study.
Transaction Clustering
In [170], [181], and [184], the focus was on grouping transactions into clusters based on
the presence of large itemsets, commonly referred to as frequent itemsets. As noted in
[181], large itemsets were an effective way of measuring the similarity of a cluster with
an ideal cluster. An ideal cluster was defined as having a high ratio of large itemsets
to small itemsets, and where these large itemsets were unique to one cluster. In these
studies, transactions were allocated to existing clusters or assigned to new clusters
based on a cost function that assessed the similarity of items within the transaction
to existing clusters [181]. Analyses conducted in [100] found that in many cases this
approach failed to find good representations of large itemset clusters as it “encour-
aged” the formation of smaller, higher support clusters as opposed to larger clusters
that exceeded the minimum support threshold. Consequently, this made it difficult
to implement from a practical perspective, as there were far too many clusters for
targeting purposes [100].
Transaction clustering to find like-minded customers has been effective, with several
algorithms developed over the years [156][181]. The OPOSSUM algorithm, devel-
oped in [156] to cluster like-minded customers, had one major drawback, in that it
was focussed on finding like-minded customers and placed very little emphasis on the
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quality, or interestingness, of the associations between items. This was partially ad-
dressed in [181] where clusters in caucuses was developed. This included a description
of both the customer profile and their buying behaviour. Caucuses were created by
defining starting customer profiles and transactions were then assigned to caucuses
based on the matrix procedure similar to that detailed in [156]. These caucuses were
then refined, i.e. their centroids were adjusted, through an iterative process. Whilst
caucuses certainly added a valuable dimension to the clustering, it presented with
similar specificity issues highlighted in the inter-transaction ARM approach where, a
large itemset can belong to multiple caucuses and the true nature of the behaviour
of the large itemset is difficult to ascertain [99]. The other issue with the caucus
approach, as highlighted by [99], is that it required a demographic understanding of
the customers to adequately describe a caucus. However, this may not necessarily be
an issue for the UK grocery retail sector as most UK grocery retailers already have
loyalty card systems in place where customer demographic data has been captured.
2.2.2.3 Hybrid Approach for MBA
Combining ARM and clustering has been an approach taken by researchers who cre-
ated models that found associations between itemsets that have high confidence, but
have low support, also referred to as rare rules [40][99][130]. Typically, such rules are
not be detected through “traditional ARM” due to their low supports, and conse-
quently the knowledge of their associations are usually lost. In this regard, clustering
was used as a preprocessing step. The clustering step focussed on partitioning the
dataset into local zones, either by transactions or by items, which resulted in these
rare items being clustered together with the frequent items either not present, or
split across these clusters. Upon isolating these local clusters, “traditional ARM”
techniques were then used to mine associations within the clusters [99][130]. Whilst
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this technique is very useful in finding rare rules, which could be used in identifying
symptoms associated with rare diseases, or co-locating niche items that are frequently
bought together in a store, it does not directly lend itself to FIM.
Several studies have been conducted that combined clustering and ARM in a attempt
to enhance targeted promotions including [25], [106] and [140]. In this regard, clus-
tering was used to form customer clusters by grouping together like-mined customers,
and ARM was then used to find associations between items within each cluster. Whilst
this is a formidable approach, and was used as a basis for comparison in several places
throughout this study, it is believed that clustering customers before ARM can lead
to increased “false negatives” as some customers who buy the targeted product may
reside in a customer cluster that is not being targeted, and hence missed. This hy-
pothesis was tested as part of this study and the results of the testing is discussed in
Chapter 5.
2.2.2.4 Recommender Systems
Recommender Systems (RS) is largely being used for both predicting customer pur-
chases and nudging customers towards certain products [154]. The “prediction” mech-
anism of RS has been best highlighted by Adomavicius and Tuzhilin, in [2], where the
primary goal of RS is to calculate, based on several variables, the rating that a given
customer will assign to an item that is unknown or new to them. If this calculated, or
predicted, rating is sufficiently high, then this unknown item becomes a recommen-
dation for this customer.
Much RS research in recent years has focussed on improving the ability of RS to
contextualise transactions and deepen its understanding of the customer to avoid
“false positives”. “False positive”, in this case, is defined as item that is wrongly
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recommended to a customer, and the customer does not buying this item [108] [145].
Whilst “false positives” can sometimes result in wasted marketing spend for the re-
tailer, it can have more serious impacts from a CRM perspective. In this regard,
customers end up annoyed with the system, lose trust in the retailer, and may take
their custom elsewhere [108][145]. Another issue that arises across RS and currently
remains a major focus on RS research is the “new customer / new item” problem, com-
monly referred to as “cold start” problem [108]. “Cold start” is where a new item or
customer enters the system and the RS is unable to provide recommendations within
its accuracy threshold as it does not have the historical data [108]. Consequently,
the RS does not offer or make incorrect recommendations to the new customer which
may lead to “false positives” or “false negatives”, and result in early customer defec-
tion [108]. Three popular approaches for RS highlighted in [2] remain popular today,
namely: Content-Based Filtering (CBF), Collaboration Filtering (CF), and Hybrid
RS, a combination of CBF and CF [96][154]. These are discussed further in sections
that follow.
Content-based Filtering (CBF)
Despite being part of early research in RS, CBF is still widely researched today as it
remains relevant to several fields including in web-based searches, where a customer
viewing content related to a specific item is offered recommendations that are similar
to, or associated with, the item under review [108]. Whilst RS based on CBF can
be applied to grocery retail, where it can be used to provide consumers with rec-
ommendations for similar or associated products, its main disadvantage to retailers
is over-specialisation [21][127]. Over-specialisation results when the recommendations
are so similar to the original product that the customer does not try the new products,
and the retailer is unable to expand the customer’s spending in their store [21][127].
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A recent, new angle for CBF has been the concept of enhanced contextualisation,
driven largely by the prolific rise of social media usage over the last few years [108].
In this regard, organisations, including retailers, in conjunction with their own and
third party social media sites, have seized the opportunity to gain knowledge of their
customers by allowing customers to: (1) tag web pages, products and services with
keywords that are meaningful to them, (2) follow others, (3) be followed by others,
and (4) show preference, e.g. likes, dislikes [108]. It is through this process that re-
tailers have gained greater contextualisation and are able to further customise content
that is ideally “suited” to that customer [1][108]. In the grocery retailer context, one
example may be where a retailer selling ready-meals updates its internal profile of a
frequent, known customer based on a recent social media posting where the customer
has tagged a dislike for mushrooms. Following this update, all future recommenda-
tions to this customer for ready meals could exclude mushrooms.
Collaborative Filtering (CF)
Unlike CBF, that uses similar items to make recommendations to customers, CF is
based on the notion of recommending items to a customer given what other similar
customers have purchased [1]. Several, well-researched CF systems including Grou-
pLens, Video Recommender and Ringo are available but these are based on either
one of two approaches namely: memory-based where the entire collection of rating
data is used, or model-based where previous ratings data is used to build a model that
offers predictions [2][28]. Although the memory-based approach is simplistic as it is
the averaging of ratings from a group of similar users, it is computationally expensive
and requires a substantial database of users in order to be effective. On the other
hand, the model-based approach proposed by [28], although touted as a CF model,
actually resembles a CBF model, as it is based on the probability of a user rating an
item given how they rated other similar items previously.
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Although CF is widely used, researchers in the field of RS dismiss CF in favour of
CBF claiming that CBF has been shown to provide both better computational per-
formance, and better predictive accuracy than CF [2][108][146].
Hybrid Recommender Systems
Hybrid RS remains an area of active research particularly as it looks to combine CBF
and CF to both enrich the RS, and offset the individual disadvantages of CF and CBF
[2][108]. Four general approaches are taken in formulating hybrid systems: (1) using
CF and CBF separately and combining the output to form a single recommendation,
(2) using CBF in CF systems, (3) using CF in CBF systems, and (4) combining both
CBF and CF into a single unifying model that incorporates both item and user charac-
teristics [2]. Several extensions have been proposed for enhancing hybrid systems with
most of them focussing on contextualisation. These extensions include: (1) adding a
knowledge-base that uses domain knowledge to make recommendations, e.g. “seafood
is not vegetarian, and vegan is a stricter form of vegetarianism”, hence do not rec-
ommend seafood to customers that identify as vegetarian or vegan [30], (2) adding
a more comprehensive understanding of users and items [127], and (3) adding more
dimensions to the RS, with the current dimensionality of the RS being two, i.e. cus-
tomer and item [2].
Most RS research on contextualisation today relies on the RS being able to mea-
sure the preferences of customers using the customers’ ratings of related or associated
products. However, having customer ratings is not always possible nor practical for
all applications. Hence, these models that are used for contextualisation may not
always be relevant [2][108]. This is particularly true for applications in medical diag-
nosis, counter-terrorism and in physical-store retailing, e.g. grocery retailing, where
customers, or patients, or potential criminals do not necessarily rate their preferences
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for related items. Instead, preferences have to be ascertained from their previous
transaction history. This becomes even more complex when such transaction history
is spread across several databases and cannot be amalgamated for data privacy and
anti-competitive reasons, e.g. a customer that shops at several different retailers,
or a patient whose medical records are held by several different medical institutions
[2][108].
Providing recommendations and enticing customers to act on recommendations within
the UK grocery retail sector is complex as the market is highly competitive with differ-
ent brands of the same product being very similar, in terms of utility, and consumers
generally prefer their engrained shopping routines [141][154]. Thus, to entice a cus-
tomer to act on a recommendation in the retail space, the retailer must establish if:
(1) the customer prefers the item, (2) the customer obtains the item from its store or
that of a competitor, (3) the customer’s consumption pattern of the item, and (4) the
appropriate price point to attract the customer and force them to break their routine
and switch retailers [97][154][155]. The conclusions of Rhee and Bell, in [141], noted
that customers are more likely to “switch”, or in this case act upon a recommenda-
tion, if the store layouts are similar, and if the customer is a regular shopper, buying
smaller baskets, as opposed to a periodic shopper doing their monthly shop. Whilst
price is rapidly becoming a huge factor, it must be noted that customers are only
likely to switch if the retailer has both lower current prices and that there is a strong
indication that such prices will remain lower in the future [97][154][155]. Hence, it
can be concluded that all else being equal, one-off vouchers on recommended products
may not be effective in sustaining long term customer traction.
Summary remarks on Recommender Systems in the context of this study
Based on the above review, it can be clearly seen that RS is more of a downstream
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data analytics process in that it leverages more fundamental data analytics methods
including ARM, Clustering, Bayes Networks, and Markov Chains [2][108][142]. In-
deed, this study may be seen as more fundamental than RS, and consequently will
contribute to the body of knowledge in RS as it may likely serve as an input into
broader RS processes. In this regard, this study produces a model, mt model, for
not only targeting items, but also deciding on which customers are best to target for
the selected item. Based on the current literature, this is not a current feature of RS
[96][108][154]. Further, this study also proposes a novel algorithm that leverages the
mt model for item targeting, clustering for customer targeting, and simulations for
predicting the outcome of future interventions. Given that all of these steps are key
features of hybrid RS, the algorithm and techniques proposed in this study may be
used to both enhance current RS systems, and be included in future RS design.
2.2.3 Algorithms used in MBA
2.2.3.1 Algorithms used in ARM
The growth of ARM may be seen as the catalyst for widespread research on ARM-
based algorithms, that were used as part of computer-based software programs to
solve various real-life data mining challenges [24]. The Apriori algorithm introduced
in [7] is still recognised as the benchmark for ARM-based data mining, as it is both ef-
ficient and robust [140][160]. However, it has one major drawback in that it is costly,
from a time and computer-memory perspective, due to its breadth-first computa-
tional approach [68][76]. Consequently, there has been several attempts to enhance
the efficiency of this algorithm most notably the Eclat and FP-Growth algorithms
proposed by [187] and [78] respectively. The fundamental concept of these algorithms
is the obedience of the downward closure property, also known as the monotonicity
or Apriori principle [77]. Unlike the Apriori, the FP-Growth and Eclat algorithms
perform a depth-first scan of the database to identify all frequent, 1-item sets, and
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then uses this result and the downward closure property to generate larger frequent
item sets [77]. In the Eclat algorithm, this is achieved by recording the transaction
identities, tids, and support for all frequent 1-item sets, and then generating frequent
2-item sets through intersecting the frequent 1-item sets and comparing the support
of the resulting set with minsup. Whilst the Eclat algorithm is faster than Apriori,
as it scans the database only once, it is memory intensive as it initially requires a
large part of the vertical database to fit into main memory [68]. This is particularly
acute for large databases like those found in grocery retail. A further issue with the
Eclat algorithm is that it compounds its memory demands by theoretically combining
frequent 1-item sets to form larger, frequent itemsets, that may not necessarily exist
in the actual database [68]. This shortcoming of a memory-intensive initial search
was realised, and the dEclat algorithm was thus proposed as an update to the Eclat
algorithm in [189].
The dEclat algorithm showed a significant improvement in memory usage when com-
pared with the Eclat algorithm [189]. However on reflection, it was also shown to
be more memory-intensive than the Eclat for sparse transaction databases with low
minimum supports, which typically is the case grocery retail shopping transaction
databases [24]. The dEclat algorithm is based on calculating the support of a set of
items by considering the number of transactions in which this set is not present. This
is represented by a diffset, where the diffset for item (X) is given by d(X) = t − tX ,
where t is the total database and tX is a cut of the total database with transactions
that only contain (X) [189] . Given this, it can be clearly seen that if the database is
sparse and minimum support is low, then d(X) > tX , thus making the dEclat more
memory-intensive than the Eclat algorithm.
Although the FP-Growth algorithm has been shown to be more memory-intensive
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than the Eclat algorithm, it can be significantly faster because of the novel way in
which it exploits the downward closure property [68]. The FP-Growth algorithm com-
mences similar to the Eclat by scanning the database for all frequent 1-item sets but
goes a step further and ranks the results in descending order of frequency [77]. The
database is then scanned, transaction by transaction, to build-up a tree structure with
items that are frequent in multiple transactions, frequent item antecedents, forming
the branches and lower frequency consequents, forming the leaves. The support of
the itemset, root to leaf, is then given by the support of the leaf, using the downward
closure property, as the branch will always have at least the same support as the leaf.
Database pruning is done concurrently and a leaf will only propagate further if it is
frequent [78].
The several attempts to enhance the compactness of the Apriori, Eclat and FP-Growth
algorithms have yielded good results, particularly those algorithms that use the down-
ward closure property to prune computations that generate subsets of already existing
larger sets [68]. However, several of these modifications are based on the depth-first
search principle and requires the entire database to be scanned into main memory.
The Genmax algorithm proposed in [71] enhances the speed and memory utilisation
of frequent itemset mining by leveraging the Eclat algorithm to build an initial list
of the largest frequent itemsets possible, commonly referred to as maximal frequent
itemsets, MFIs, and thereafter prunes all subsequent searches if it results in item-
sets that are subsets of the known MFIs or that are not frequent. The rationale
behind Genmax is that once all MFIs are found then by definition all frequent item-
sets have also been found, because any subset of an MFI is also frequent. Similarly,
the CHARM algorithm proposed in [190] uses the closed itemset property to rapidly
prune all subsets and co-occurring sets to reduce the mining exercise to only closed
frequent itemsets which in practice is substantially less than the list of all frequent
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itemsets [68][190]. Since, by definition, a closed itemset has no subsets with the same
or lower support and no supersets with the same or greater support, all non-closed
subsets can be pruned and replaced by the closed itemset. Further, if a closed itemset
has support = minsup, then its is also an MFI and all supersets of this itemset can
immediately be pruned as they are not frequent.
Another popular compression technique is the use of the non-derivable itemset, NDI,
technique proposed in [31]. However, despite several enhancements to this technique,
it was, in general, found to be ineffective in sparse datasets [117]. NDI mining is based
on finding all itemsets whose support cannot be determined from its subsets, defined
as non-derivable itemsets, and uses this to determine all frequent itemsets. By defini-
tion, all frequent 1-item itemsets are frequent NDIs, hence the initial steps are similar
to Eclat, FP-Growth etcetera. Attempts were made to combine closed itemset mining
with NDI mining to generate Closed NDIs [117]. Whilst this technique was found to
reduce the number of NDIs required to generate all frequent itemsets, its performance
in sparse databases was more complex but no better than other techniques [117].
The issues around sparse databases and high main memory requirements were to some
extent addressed by the RElim (Recursive Elimination), and SaM (Split and Merge)
algorithms proposed in [23]. However, comparison tests with the Eclat and FP-Growth
algorithms showed that whilst both the SaM and RElim algorithms have simpler
structures, SaM can be slower on sparse databases due to the additional calculations
included in the “merge” step whilst RElim was slower on dense databases [23][24].
SaM and RElim are based on sorting itemsets and transactions with an ascending
order of frequency using the prefix item. The frequency of the itemset is checked and
if it is frequent, it is stored in a separate list. The prefix item is removed and the
process recurs until all items have been removed. However, SaM and RElim default
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to a divide and conquer method, similar to Eclat, and can be memory intensive [24].
2.2.3.2 Algorithms used in clustering
Clustering remains a fundamental process in data mining today and is widely used in
several applications [33][94][119]. However, based on the discussion in Section 2.2.2.2,
algorithms used for item or product clustering were not considered further in this
study, hence the focus of this section is on algorithms for customer or transaction
clustering. Several studies, including [70], [119], [162], and [175], noted that the
K-Means (KM) and Fuzzy C-Means (FCM) clustering algorithms remain the most
popular and widely used approaches today. Hence KM and FCM will be the focus of
this section.
K-Means Clustering
K-Means clustering is well-documented in [160]. The underlying principle of KM is
as follows: a given number of clusters, with initial values for the cluster centroids
is defined. This is followed by all data points being assigned to its closest cluster,
and an iterative process begins where the centroid is re-calculated after each data
point assignment step. The process stops when there is no change in data point re-
assignments [160][175].
While implementing a KM-based algorithm may be relatively straightforward, several
previous works, including in [33], [140], [160], and [175] have noted that the method
itself has three main drawbacks, which sometimes can be resolved:
1. Randomly choosing the initial centroids: choosing the initial centroids randomly
generally produces poor results and this can be exacerbated by performing mul-
tiple runs with the same data [140][160]. Whilst there are several techniques
to overcome this issue, the two best techniques were: incremental updates of
centroids, where the centroid is updated after each additional point rather than
37
Section 2.2 Page 38
once all points are added, and K-Means bisection to produce the initial cen-
troids, where the initial data set is divided into two clusters and then each
cluster is bisected further [160].
2. Empty clusters: it is possible to have empty clusters as a result of the initial
choice of centroids. This may unlikely resolve itself during the iteration process.
One way of overcoming this is to manually remove that choice of centroid and
select another centroid from that cluster which has the largest data spread, thus
splitting this cluster and compacting the overall clustering process [160].
3. Outliers: outliers can influence the effectiveness of the clustering process and
the typical approach to this problem has been to find outlying data points in
advance and eliminate them [160]. However, outliers in some applications may
have significance and care should be taken not to eliminate these [160]. Some
everyday examples include: financial analysis where highly profitable customers
or fraudulent transactions may show-up as outliers, or in the case of potential
criminal activity where large purchases of an item, e.g. nails, screws etcetera,
that is otherwise purchased in smaller quantities, may be considered an anomaly
that should be eliminated, when in reality it is a signal of a major threat in
progress.
Fuzzy C-Means Clustering
FCM, first introduced in [18], and based on the work in [44], was created to overcome
some of the problems commonly associated with the crisp clustering approach of
KM. These include those noted earlier, and the need for multiple passes to improve
clustering accuracy [33][70][94]. Unlike KM, FCM uses a soft clustering approach in
which data points on the boundaries are not forced into a single cluster but rather they
are allowed to be members of multiple clusters with varying degrees of membership,
such that the total membership of a data point across all clusters equals to one. This
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approach, not only improves clustering accuracy, but also closely resembles everyday
life [33][119]. There are several other fuzzy clustering algorithms that exist, but FCM
remains popular as its relatively stable, reliable and fast [119]. However there are
three main, well-known problems with FCM:
1. CPU usage as a result of speed: the speed benefits of FCM was noted to be
computationally expensive, in particular for large data sets, and there have been
several variations of FCM to improve on this over the years [119]. One approach
taken in [32] to optimise CPU usage proved to be effective in reducing the CPU
usage by a sixth. This was achieved by using a look-up table to determine
an approximate value for the Euclidean distance calculations as opposed to
computing the exact value.
2. Too many iterations as a result of sub-optimally selecting the fuzzifier “m”
[119][162][174]. The generally used value of 2 for the fuzzifier “m” is not optimal
for all applications and a sub-optimal “m” can be time consuming due to the
increased number of iterations required to reach convergence. However a large
number of applications use “m” = 2 and this will be used in this study as well
[33][162].
3. Choosing too many initial clusters: Winkler et al. in [174], noted that the
performance of FCM was weak when the number of initial clusters were high,
at approximately 100. To combat this, a polynomial was introduced to FCM
which was shown to reduce the impact of choosing a large number of initial
clusters [174]. It should be note that for this study, the total number of clusters
in not expected to exceed twelve, hence the issue of too many clusters is not
going to pose a problem.
Based on the above, it was concluded that whilst FCM is not without its problems,
its accuracy is superior to KM, and hence formed the basis for clustering in this study
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[33].
2.3 Decision-Making models in MBA
Research into combining basic parameters of itemsets to compare the quality of as-
sociation rules has typically been part of studies on interestingness measures [104].
The concept of interestingness, first introduced in [129], centred on the principle that
statistically independent rules are generally not interesting as they obey the laws
of probabilistic chance, i.e. if the observed value of P (X, Y ) is equal to the theo-
retical value of P (X, Y ), given by P (X, Y ) = P (X) · P (Y ). In this regard, such
rules do not add to knowledge and may be disregarded [160]. However, rules where
P (X, Y ) 6= P (X) · P (Y ), are of interest and merit further study [129]. Thus, it is on
this basis that research into interestingness measures have gained popularity [160].
2.3.1 Interestingness Measures in MBA
The notion of combining variables to form interestingness measures has been well-
studied over the years [10][85][129][161]. Research into interesting measures have
generally been focussed on either creating new measures to determine the strength of
associations, or map existing measures to specific real-life applications [168]. In this
regard, thirty eight such measures were noted in [65] and [104], with twenty one being
compared in [161], across a variety of real-life applications, to test their suitability. A
similar exercise was conducted in [10].
One key reason for the plethora of measures is that the context plays a significant
role in the performance of such measures and while one measure may be best suited
to one context, it may to be totally unsuitable to another [10][168][161]. A common
thread across most measures was that they largely centred on Piatetsky and Shaprio’s
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principles for rules interestingness which were outlined in Section 1.3 [65][104][161]. In
light of this, and in the context of this study, Tan at al., in [161], found that the cosine
measure was best suited to retail settings. However, in research conducted as part of
this study using real-life grocery shopping data, Moodley et al. in [115], showed that
the cosine measure performed poorly against their proposed uninorm measure. In this
regard, tests conducted to assess the adherence to the monotonicity property, which
forms part of Piatetsky and Shaprio’s principles, showed that the cosine measure was
generally poor, while the uninorm performed well in all scenarios [115].
It was surprising to note that while considerable research on interestingness measures
has been focussed on comparing the strength of associations, there has been no evi-
dence of studies that focussed on comparing rules to determine which rule will most
likely result in the combination attaining frequency first. Some studies including in
[168], focussed on proposing new measures to quantify the strength of associations
while others focussed on combining measures to do the same [144]. It must be noted
that the strength of associations alone do not guarantee frequency. Indeed some rare
rules may be very strong, e.g. caviar and champagne, but these items will by no
means be targeted to become frequent itemsets at most UK grocery retailers.
2.3.2 Identifying the best rules for targeted promotions
As noted earlier, there has been considerable research conducted on ARM algo-
rithms, however the mathematical underpinning of ARM has remained fairly con-
sistent with surprisingly little done on determining which rule will attain frequency
first [140][175][189]. The task of leveraging ARM for practical retail applications
has been widespread, with interest from both academia and retailers, who have seen
the potential for gaining a competitive advantage [43][109]. A key consideration is
the identification of the best items to target that fulfils retailers’ objectives. In this
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regard, FIM remains the typical starting point in identify items to target, and con-
sequently up-sell and cross-sell [43][56][140][167]. However, shortlisting the set of
all frequent items to find the best itemsets to promote can be tricky and remains
context-dependent, particularly for large databases, like those typically found in the
UK grocery retail [77][189]. The shortlisting of frequent itemsets to find the best
itemsets to promote cannot be achieved by FIM algorithms alone, including Apriori,
FP-Growth, Eclat, and this prompted a need to include further analytical elements
to achieve this task [115][140]. In [115] the uninorm was shown to be effective in se-
lecting the best rule for a given antecedent (e.g. A→ C or A→ D) to aid shortlisting
of frequent itemsets. However, the authors cited the more generic case of (A → C)
or (B → D) as future work. Reutterer et al. in [140], detailed an approach that
achieves shortlisting, however it is believed that this approach does have drawbacks
with regards to the elimination or reduction of “false positives” and “false negatives”.
In view of the above, it is clear that a gap exists in the current body of knowledge,
in that whilst it is important to understand the strength of associations and compare
rules in this manner, it is also important to understand which rules are likely to become
frequent sooner. This extends beyond just theory and has real-life applications, like in
grocery retail, where being able to determine which rule is likely to become frequent
sooner can enhance sales and profitability of companies whilst minimising marketing
spend. This gap in knowledge has been addressed as part of this study.
2.4 MBA and the Grocery Retail Sector
The impetus for MBA was originally driven by the grocery retail sector [5], and
over twenty fives years on, despite its widespread use across a variety of fields, MBA
remains grounded in grocery retail [140][165]. Given that grocery retail forms the
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main thrust of this study, it was felt important to survey some of the main areas
where MBA plays an important role within the UK grocery retail sector .
2.4.1 MBA in enhancing Customer Development
It is well-established that the battle for market share using price as the main weapon
is ill-founded [134][154]. As a result, major UK grocery retailers are now heeding this
advice and are instead focussing on CRM to win consumers and gain market share
[72][134]. Having a deeper understanding of customers has been highlighted by sev-
eral analysts as a key capability for retailers that want to standout amongst its peers
[22][46][122]. The study conducted in [22] in the United States (U.S.) showed that
a better understanding of customers is a key capability that grocery retailers should
have, in order to better respond to the four forces that has changed grocery retail per-
manently. These four forces are: (1) value seeking, (2) technology enabled, (3) online
encroaching, and (4) innovation [22]. Similarly, Big Data and Continuous Computing
was identified as one of ten key trends that will shape the future of UK grocery retail-
ing [46]. Further, the big challenge around data for retailers is not in the collection of
data, but in the processing of large volumes of data, created by consumers and oper-
ational systems, to generate insights on consumer behaviour, particularly across the
multiple retail channels, that has now become common place [46]. The conclusions
in [122] highlighted similar shifts in retailing across the globe, noting that in order to
win in the new retail environment, it is not only important for retailers to know their
customers, by understanding their needs and wants, but by also to being in a position
to measure the impact that they are making on the consumers, and adjust operations
accordingly to drive maximum business value. Based on this, it can be concluded
that the need for effective data analytics of customer behaviour, particularly MBA,
is now more essential than ever before.
43
Section 2.4 Page 44
A well-researched article by The Register, in [138], highlighted several important
considerations around data analytics. The first consideration was that whilst data
collection and analysis has played an integral role in the market share ambitions of
the major UK grocery retailers, through price setting based on the consumer dynam-
ics for a given region or store, any differentiation in this regard has been rapidly
neutralised, as all major UK grocery retailers now have this capability. This is in
line with the conclusions in [134], that price should not be a key differentiator as it is
inevitably a race to the bottom. In line with this, the market has now shifted to the
second consideration as highlighted in [138], i.e. integrated big data analytics, which
is currently being deployed by most major UK grocery retailers. The notion of inte-
grated big data analytics is where UK grocery retailers are building consumer trust
by having a holistic understanding of their needs and wants, and providing them with
consistent, tailored offerings [138]. In this regard, UK grocery retailers are focussing
on integrating multiple external data sources like data from third party providers,
e.g. Kantar, Neilson etcetera, with their internal back-office operational data, e.g.
purchasing, staffing, cost of operations, and customer sales activity across all sales
channels to obtain a single view of the customer [43][60]. This will thus allow them to
better tailor offers and promotions to each group or individual customers [138][43][60].
Having this single customer view, considered the “holy grail” of retailing, has been
elusive for at least the last two decades largely because of technology limitations [154].
These have now been somewhat eliminated thanks to the advances in mobile tech-
nology and the proliferation of social media [138][154]. However, whilst technology
has advanced, customers are no longer loyal to brands and UK grocery retailers like
they have been in the past and consequently are spending their money across mul-
tiple grocery retailers and brands [86]. Thus, the single view of customers has been
increasingly difficult to obtain because data is split across multiple systems, many of
which are not accessible to individual retailers, for legal and proprietary reasons [86].
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2.4.2 MBA in enhancing Product Development
In a study of Tesco’s data analytics capabilities, Forbes, in [60], showed that predicting
product sales behaviour is one key area where Tesco uses data analytics. This is
achieved by focussing on products and how they are bought, as opposed to customers
and how they shop. In this regard, Tesco used MBA, more specifically clustering, to
ensure that product sales are predictable and “behave in the right way”, so that it
can be supplied in the right way, i.e. always be in stock, and not go to waste [60].
Similar studies have also been conducted by Waitrose, where MBA has been used
to understand product placement and maintain optimum stock levels [109]. This
approach, not only ensured that shelves were kept full, but also provided insight
on the fluctuations in purchasing throughout the day, week or month. As a result,
perishables were well-stocked, fresh, and waste is minimised [109]. The findings in
[109] has also showed that MBA has moved-on from coupons at tills, with retailers
now tailoring coupons to ensure that repeat business still continues to be effective. In
the U.S., grocery retailer, Target, used MBA to identify when mothers were pregnant
and tailor offerings accordingly. This resulted in a fifty percent increase in mother-
baby product sales in the eight years to 2010, whilst Kroger used MBA to offer
customers coupon-based discounts on products they have actually bought, as opposed
to items that they would like consumers to buy [109]. As a result, Kroger recorded
a fifty percent coupon-redemption rate amongst its regular customers, which was
substantially higher than the industry average [109].
2.4.3 MBA in enhancing Supplier Cooperation
Given the success enjoyed by UK grocery retailers from MBA, it is not surprising that
MBA-related data continues to be shared with its suppliers which has now yielded
mutual benefits [8][109]. Three distinct areas have been identified where interventions
as a result of MBA, has resulted in increased sales, and profitability for both retailer
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and manufacturer alike. The three areas include: (1) perfecting in-store fill rates to
ensure shelves are always stocked, (2) leaner, fresher stocks, using demand data to
adjust manufacturing thereby producing enough stock to meet demand but not too
much that ties up capital and/or goes to waste, and (3) cross-selling, where suppliers
have worked with their retail clients to place their products across the store to enhance
shopper convenience and boost sales of related products [8][109]. A good example
of cross-selling is where global food manufacturer, Kraft, placed its salad dressing,
pre-cooked bacon and grated cheese in the salad section of a grocery retailer, in
addition to its traditional isle locations, to ensure that customers who typically bought
these salad-related products as part of their baskets, also bought Kraft’s products as
opposed to that of its rivals [109]. In this case, the synergistic benefits for both
supplier and grocery retailer clear. Customers sometimes need “memory jogs” or buy
add-on products on impulse, and are hence more likely to either remember or include
these add-on items in their baskets when they are co-located, as opposed to when
they are in separate isles [141][109]. Further as a result of co-location, customers
are also more likely to include the co-located brand of the add-on item, as opposed
to another brand, located in a separate isle, thus enhancing brand traction for that
specific supplier [109].
2.4.4 MBA in enhancing Targeted Marketing
Reutterer et al. in [140], noted that there has been an increase in research on the
effectiveness of targeted promotions, particularly on its impact in increasing take-up
compared to conventional promotions. Similar conclusions were made in [166] and
[56]. In [166], Venkatesan and Farris, concluded that “customized coupon campaigns
are more effective if they provide more discounts, are unexpected, and are positioned
as specially selected for and customized to consumer preferences”. In line with this,
Fong et al. in [56], concluded that “targeted promotions based on individual purchase
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histories are known to increase promotional response”. Whilst targeted promotions
are impactful, the issues of “false positives” and “false negatives” always remains
relevant and should be avoided as much as possible [116][145]. In particular, “false
positives” can be more damaging than “false negatives” as it angers customers and
may result in a loss of trust of the retailer’s ability to tailor offerings to customers’
individual preferences [116][145].
Grouping customers for targeted marketing is very common, done by most major
retailers and usually employs some form of clustering [12][109][157]. Clustering using
K-Means (KM) was used to create target customer groups in [140]; however given
the common challenges with KM, as noted in Section 2.2.3.2, it was decided to use
FCM instead. The operational methods for targeting customers is beyond the scope
of the present study, however it is worth noting that recent studies have demonstrated
that the psychological targeting of customers has proved to be effective [110]. Whilst
the typical method for targeted promotion has been “price”, through some form of
coupon redemption, it is possible, and may become increasingly used in the future,
to target customers with products using their psychological preferences as the key
criteria [110][140].
2.4.5 How this study supports these key UK Grocery Re-
tailer focus areas
Given that this study focusses on understanding consumers’ purchasing across multi-
ple UK grocery retailers, and uses real-life shopping data that spans across multiple
grocery retailers, it thus naturally supports the ambition of UK grocery retailers to
develop a better understanding of customers’ behaviours, and edges closer towards
creating a single of view of the customer [90]. It also contributes towards enhancing
product development and supplier collaboration as the core of this study depends on
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generating associations between products. More importantly, because the data used
spans across the UK grocery retail sector, it is likely to generate more associations
between products than in a single grocery retailer’s database alone. Consequently,
this study enhances the opportunities for UK grocery retailers to develop more prod-
ucts and to increase collaboration with suppliers across a broader range of products,
thereby enhancing business value.
2.5 Summary
This literature review highlighted the following key points which provided both a
sound justification and a solid foundation for this study:
• MBA is a source of knowledge, with ARM and FIM being useful techniques in
uncovering valuable patterns, and hence facilitating knowledge discovery.
• ARM remains the de facto method for MBA, particularly in grocery retail.
• Although FP-Growth and Eclat are faster, some of their implementations can be
complex, and memory intensive especially for grocery retail. Hence Apriori is a
good compromise choice for research-based MBA as it is less-memory intensive,
albeit slower, while the quality of rules remains equally high.
• Decision-making between choices in MBA is surprisingly understudied and this
study, through the development of the market target model and algorithm,
makes a unique contribution to both MBA and KDD.
• ARM/ FIM alone is not be enough for targeted promotions in retail, indeed, a
combination of ARM and Cluster Analysis is required to identify target items
and target customers.
• Recommender Systems, although a current “hot topic”, are not systems on their
own. Instead, they rely on more fundamental processes, like ARM and Cluster
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Analysis, to provide recommendations. In line of this, the market target model,
proposed in this study, will contribute to the body of knowledge on RS.
• The grocery retail sector in the UK is undergoing major shifts and the demand
and use of MBA related techniques, including the market target model, is now
higher than ever before.
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Research Methodology
3.1 Introduction
The primary goal of this research was to provide a framework to assist stakeholders
in predicting the outcomes of future decision making based on incomplete, historical
data. Indeed, within the UK grocery retail context, and as noted in Chapter 2, having
a single view of a customer is considered the “holy grail”, and remains elusive, partly
as a result of competition law and corporate ethics. Given this, being able to accu-
rately predict customer decision making remains a challenge, and this study provided
a novel framework for addressing this challenge by leveraging well-known research
methods, data analytical techniques, and real-life data. The merits of the proposed
framework are discussed in detail in the chapters that follow. It should be noted that
this discussion on research methodology pertains to the UK grocery retail application
that formed the main thrust of this research. Indeed, other applications have been
studied as part of this research, and application-specific research methodologies are
detailed in the respective sections in Chapter 6.
This chapter commences by providing an overview of the research philosophy that
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was adopted as part of this study, which is followed by a detailed review of the
research methods, data collection mechanisms, and simulation techniques that are
typically used for data analytics research. The chapter then provides a justification
for the choice of the approach that was taken for the various pieces of this study. The
chapter also details approaches that were adopted for testing the effectiveness of key
elements of the proposed framework, including theoretical tests, model comparison
testing, and testing of the model with other datasets. Finally the chapter concludes
with a summary of key points.
3.2 Overview of the Research Philosophy adopted
as part of this Study
The philosophical approach taken by Saunders and Thornhill, in [147], was found to
be most appropriate for this study given the highly commercial context of the UK
grocery retail sector. As detailed in [147], the research paradigm that best suited this
study was the “functionalist” paradigm as it compromised of both “objectivist” and
“regulation” dimensions. From an “objectivist” perspective, this research sought to
find practical solutions to practical problems under the basis that the UK grocery
retailers are rational organisations whose management make rational decisions to ad-
vance their businesses. In this regard, the management of the UK grocery retailers
adopt an “objectivist” approach, in that they view their organisations from a scien-
tific perspective. Simultaneously, management of the UK grocery retailers are bound
by strict internal corporate controls, in some cases by securities exchanges, like the
London Stock Exchange, and by the laws of the country [131][138]. Hence all actions
taken by management in both acquiring knowledge, and acting upon this knowledge
are governed by the “regulation” dimension [147].
Table 3.1 provides a summary, based on the outline in [147], of the various research
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philosophical positions that were adopted as part of this study, together with their
relevant justification.
Philosophy Stance Adopted Justification
Ontology
(Assumptions about the
UK grocery retail sector)
Objectivism
(Independence of man-
agement of the UK gro-
cery retail sector)
UK grocery retailers are large,
regulated organisations whose
management act based on facts
that are available to them. They
are required to act independently
of their personal stakes.
Epistemology
(The acceptable knowl-
edge base on the UK gro-
cery retail sector)
Positivism
(Using fact-based data to
test the proposed model
and hypothesis)
This research was conducted us-
ing a fact-based approach to test
a mathematical model and algo-
rithm. The data used was ob-
tained from actual transactions
within the UK grocery retail sec-
tor.
Axiology
(The values of the re-
searcher in this study)
Value-Free
The values of the researcher have
not influenced the findings and
conclusions of this research.
Table 3.1: Adopted Research Philosophical Positions based on [147]
3.3 Methods used in Research
This section provides a critical review of the typical research methods and experimen-
tal approaches that have been used in ARM, Cluster Analysis and CRM. The pros
and cons of methods and approaches are discussed together with a justification of the
approach that was taken in this study.
3.3.1 Experimental Process
The well-known Knowledge Discovery in Databases (KDD) process, see Figure 3.1,
was first outlined in [51] and remains the primary methodology adopted in data min-
ing research [160]. Tan, in [160], noted that at the heart of the KDD process is the
52
Section 3.3 Page 53
data mining phase which leverages models and algorithms to process data into infor-
mation. In this regard, the Apriori and FCM algorithms form part of the data mining
phase while the proposed market target model and target promotion simulations form
part of the post processing phase, where patterns are interpreted to select the best
information that contributes to overall knowledge [160].
Figure 3.1: KDD Process as outlined in [160]
The system development framework, SDF, first proposed by Nunamaker et al. in
[123], is also widely used today and remains one of foundational frameworks for sys-
tems development projects, which are now common place in data mining [128]. The
framework, as shown in Figure 3.2, adopts a cyclic/ iterative approach between the
three key pillars of research, namely: (1) theory building, (2) experimentation and
observation, and (3) the formal development of a system, which in most cases is a
technology/ computer-based.
From a grocery retail perspective, the classification framework for data mining in
CRM proposed by Ngai et al. in [120], is a well-recognised model that is widely
used in CRM research [9]. Further, the model is also in line with the theoretical
foundations of retail as noted in several studies including in [101], [134], and [141]. A
schematic representation of the framework is provided in Figure 3.3. As detailed in
[120], CRM is at the heart of the process and is initiated by one, or a combination
of four customer interaction stages, namely: (1) the customer identification stage,
where the grocery retailer decides on which customers it wants to target, (2) customer
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Figure 3.2: Systems Development Framework as outlined in [123]
attraction stage, deciding on how to attract these target customers, (3) customer
retention stage, deciding on how to retain customers, and (4) customer development
stage, deciding on how to grow customers by increasing their spending and loyalty.
These four stages are then supported by the various data mining tools which are
shown in the outer ring in Figure 3.3.
3.3.2 Methodology adopted in this study
All three frameworks detailed above have strong relevance for this study and have
been amalgamated to form a coherent process that is widely used across this study.
Indeed, in the KDD process, the data mining phase corresponds to development of
the mathematical approach of this study and fits in with the theory building phase
of the Systems Development Framework (SDF) shown in Figure 3.2. Similarly, the
post processing phase in the KDD process corresponds to the development of the al-
gorithm, the UK grocery retail sector case study, and the simulation of interventions.
These all relate to the experimentation and observation phases detailed in the SDF.
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Figure 3.3: CRM process as outlined in [120]
The proposed algorithm has been used in the development of a computer-based soft-
ware program which can be used in grocery retail, as well as in other applications, as
shown in Chapter 6. The CRM process detailed in Figure 3.3 is seen as the contex-
tual framework, as it provides a purpose for this study and the KDD and SDF models.
Whilst the CRM model is retail-driven, the process itself can be easily adapted for
other domains, e.g. in medicine, customers can be replaced with patients and patient
healthcare management can replace CRM. Similarly, customers can be replaced by
citizens for government applications or criminals in crime prevention or pupils in
educational initiatives.
3.3.3 Typical data sources used for MBA
At the granular level, its is good quality data that is always at the heart of any KDD
process, and for MBA, both synthetic market basket data and sales data from actual
retail transactions have been used since inception [6][160]. In the case of actual retail
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transaction data, the data has been typically sourced from either a single retailer, or
multiple retailers, or through the use of third party data collectors, who typically use
consumer panels [5][103][183]. Whilst consumer panel data across multiple retailers
is a very effective tool, in that it readily provides for the analysis of data from a
large number of panellists transacting across multiple retailers, it does have draw-
backs. Yang et al. in [183], found that the individual products between retailers were
not “identical” in terms of their utility that they provided to the end user, hence
comparisons were difficult. However, the authors used product categories rather than
individual products which was sufficient to demonstrate their methodology [183]. This
will not be an issue for this study as the data used has been categorised by Kantar (the
data owner) to ensure product-equivalence across a variety of brands [90]. Further,
product categories will also be used in this study to demonstrate the algorithm and
methodology as opposed to individual products. For completeness, a detailed survey
on the use of consumer scanner panels is provided in a subsequent section.
Research conducted on shopping data that has been synthetically generated has also
produced successful results, notably in [6][23][183]. Synthetic data has typically been
generated using a data generator algorithm, the most popular being the IBM synthetic
data generator [183]. The IBM synthetic data generator uses a Poisson distribution to
pick the size of transactions and includes a “corruption” factor to model the real-life
situation, where not all frequent items are purchased together in the same transaction
[139]. Variations of the IBM synthetic generator has been used over the years includ-
ing the data generator created in [83]. Synthetic data has been used as part of this
study, as well as the real-life scanner panel data available from Kantar [90]. In this re-
gard, the generator proposed in [83] has been used as it was found to be very effective.
It should be noted that ARM studies are not limited to the retail sector only and
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diverse data sources have been used, leveraging the underlying ARM principles, to
demonstrate its applicability across multiple fields. Some of diverse applications and
data sources include census, weather pattern, cancer research, and online news web-
sites [23][52][160].
3.3.3.1 Consumer Scanner Panels in Grocery Retail
Consumer panels remain a key data collection method within the UK grocery re-
tail sector as it provides a cross-sectional view including, market share, impact of
promotions, and the impact of PESTEL (political, economic, social, technological,
environmental and legal) factors [60][105]. In line with this, Leicester, in [105], noted
that the consumer panels in the UK provide a good basis for a representative sample of
the UK grocery consumer market, given that the eligibility criteria to become a pan-
ellist in the UK are relatively straightforward, and most households in the UK qualify.
The several advantages of consumer scanner panels were highlighted in [159] includ-
ing: (1) offering deep insight into the longitudinal shopping patterns of consumer
groups, (2) offering remarkably better insight than consumer surveys where the data
is largely qualitative and lacks real-life context, (3) insight on the consumption habits
of individual families, or their demographic, (4) insight on the impacts of marketing
campaigns, and (5) insight on the impact of macro-economic changes, including the
PESTEL factors.
Despite the above advantages, consumer scanner panels have some drawbacks that
may be relevant for some data analysis applications. Both Leicester, in [105], and
Swait et al. in [159], noted that consumer scanner panel data generally lacks the
rationale behind purchases. This could be supplemented with consumer choice data,
e.g. obtained from surveys, to add context to purchases, e.g. in the case of impulse
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purchases, shopping for comfort, etcetera. Further, as the onus lies on the consumer
to capture their purchases onto the system, some shoppers may not capture all of
their purchases leading to an underestimation of goods purchased. To combat this,
consumer scanner panel management companies have incentivised consumers with
coupons and vouchers for increased spending, hence the more the consumer spends,
and captures the data onto the system, the greater the rewards [159]. The final short-
coming for grocery retailers is the inability to perform scenario analysis on panel data,
e.g. assessing the impact of a targeted promotion [159]. Hence, grocery retailers have
to rely on supplementary panels, e.g. consumer test panels to provide input into the
success of future campaigns [105][159].
Given the above, scanner panel data is well-suited to this study in that the data sets
are substantially large, and represent real-life scenarios. This implies that the associ-
ations between items purchased are indeed a realistic reflection of what is occurring
in the marketplace [105]. Further, this study will partly address the last shortcom-
ing outlined above, in that it will enable some scenario analyses being performed on
the panel data to gauge the impact of targeted promotions, e.g. performing varying
“take-up” scenario modelling on a group of consumers whose baskets exclude a fre-
quent item and are undergoing a targeted promotion campaign to entice them to buy
this product.
3.3.4 MBA-related Simulation Techniques
Grocery shopping is a discrete activity, and thus naturally lends itself to discrete pro-
cessing. In [92], it was noted that simulating discrete activities has typically been
done using one of three approaches namely: (1) Markov models, (2) Discrete Event
Simulation (DES), and (3) decision trees. In [77] and [160], it was noted that decision
trees are typically good for simulating decision making between several options, where
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each option has a probabilistic outcome. Given that the simulation requirements in
this study was assessing the impact of a sustained marketing campaign, it was decided
that decision trees, although can be made to be suitable for this application, was not
the best approach.
In [54], DES is defined as simulating the effects on a system where one or more vari-
ables change at discrete points in time as opposed to continuously. Hence, in this
study, simulating the impact of promotions, e.g. offering vouchers to targeted cus-
tomers, fits this definition well, and may be considered as an application of DES.
Karnon, in [92], noted that in general, Markov and DES models typically perform a
similar function, but unlike Markov models, implementing DES models can be more
complex as it requires more computer coding, more parameters or attributes, and
longer time horizons. On the other hand, Markov models, provide a more simplistic
view and relies on the state at the previous event to make predictions [92]. In line
with this, Simpson et al. in [151], also noted that DES models are more complex
than Markov models, and whilst both models typically provide similar simulations
at a high level, DES models consistently outperforms Markov models on finer detail
[151]. Whilst finer detail may not be so important for this study, and grocery retail in
general, the finer detail is indeed extremely important in some applications including
medical diagnosis and treatment, which has been the focus of the study in [151].
Given the need for a simple simulation approach as part of this study, it was decided
that Markov models will be adequate for simulating the long term impacts of a sus-
tained marketing campaign. Thus, Markov models are used in simulations as part of
this study, with a detailed view of the approach provided in Section 4.4.
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3.3.5 Theoretical testing of the proposed algorithm
The suitability of any proposed framework must be tested to ensure that it conforms to
the primary objectives of the research, and indeed the theoretical underpinnings that
govern the scope of this framework [147]. As discussed in [7], [77], and [115], models
that target itemsets must obey the Apriori and probability principles. Further, from a
business perspective, the model must prioritise the target item that will theoretically
reach frequency first. These principles are described theoretically as follows, with
the first three relating to Apriori, and the fourth to business principles, where M
represents the output of the proposed model:
P1: M|(A,C) preferred overM|(B,D) ∀(A,C), (B,D); supp(A,C) > supp(B,D) and
conf(A,C) > conf(B,D)
P2: M|(A,C) preferred over M|(A,D) ∀(A,C), (A,D); supp(A,C) > supp(A,D)
P3: supp(A) ≥ supp(A,C) ∀A,C
P4: If supp(A,C) > supp(B,D) and conf(A,C) < conf(B,D) ∀(A,C), (B,D), then
the proposed model must be used to select the combination that will theoretically
reach frequency first.
3.3.6 Comparative Testing of the proposed algorithm with
other currently published algorithms
Comparative testing was conducted against a current published model to test its
performance. Indeed, for the proposed algorithm to be unique, valuable, and additive
to the body of knowledge in data mining, the proposed algorithm not only had to
be novel, but comparatively better than what is currently available [147]. In this
regard, the proposed algorithm was compared with the approach detailed in [140].
The two approaches were compared using four tests: (1) ability to target customers
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who will buy the product and eliminate “false positives”, (2) ability to target most, or
all customers who want to buy the product and reduce “false negatives”, (3) ability to
offer customised treatment and avoid targeting loyal customers, as this drives down
price, and (4) ability to enhance the frequency of the target itemset, by increasing the
purchasing of the target itemset by the target customers. Further detail, together with
the results and discussion of the performance testing of the algorithms are provided
in Section 5.5.
3.3.7 Comparative Testing of the proposed algorithm with
“reality”
The benefit of using third party consumer scanner panel data, like the 2012 and 2013
datasets from Kantar, was that it enabled a comparison of the proposed algorithm
with what actually transpired. Consumer scanner panel data provides a holistic view
of every panelist’s, or customer’s, purchasing behaviour across all stores. Thus, the
assumption that customers who are classified as disloyal at one grocery retailer, be-
cause they purchase lower volumes of an item and/or in general spend less, are indeed
purchasers of this item in other stores can be validated. A similar construct can be
used for loyal customers. Being able to validate these assumptions are important
for this study as it justifies the clustering mechanism and the treatment approach
taken for each of the proposed clusters. Naturally, grocery retailers do not have this
information about all of their customers, and consequently rely on intelligence from
grocery retail analysts like Kantar, Dunhumby and Nielson, who obtain this informa-
tion, from amongst other research, consumer scanner panels [43][90][122].
To quantify the effectiveness of the testing, the mean number of purchases of each
group, for each itemset was computed for both the store in question, internal transac-
tions, as well as at all others stores, external transactions. The percentage difference
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of mean purchases given by Equation (3.1) was calculated for each group.
% mean difference = (internal mean− external mean)internal mean × 100% (3.1)
From Equation (3.1), it can be seen that in general, for the proposed algorithm to be
effective, the % mean difference will be expected to decrease as customers move from
a state of loyalty to disloyalty.
3.3.8 Tests with Other Datasets
The Apriori algorithm, which is used as part of this study, has long been criticized
for its slowness, particularly on large, dense datasets [24][76]. Grocery transaction
datasets are typically very large, but sparse. For example, the 2012 dataset used in
this study has 2.6 million transactions, with 286 items, and an average density of 11
items per transaction. This is equivalent to a density of 4% (i.e. 11/286× 100%).
For completeness, tests were conducted on synthetic transaction data, created us-
ing the data generator described in [83], to compare processing times on datasets of
differing densities. The synthetic datasets were processed using the same approach
detailed in Section 4.5, with the output file from the frequent itemset mining for both
the medium and large dataset processed further. In all cases, the computational ap-
proach, and the applicability of the proposed model was the same, that is, the best
itemsets to target where those itemsets that had the best model output.
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3.4 How does this Research Methodology facilitate
the development of the Unique Contributions
of this Study and adds to the existing Body of
Knowledge?
The concept of knowledge in the data mining context, as discussed in Chapter 2 and
detailed in [160], is the generation of patterns that benefit the user and task, with the
value of such patterns being its interestingness. In this regard, the aim of this study
was to adopt a research methodology that leveraged well-recognised research frame-
works, data analytical techniques, and mathematical principles to generate patterns
that are interesting, and thus produce knowledge. Further, given that the research
paradigm is “functionalist”, and that the researcher has taken a “value-free, observer
of scientific fact” approach, the patterns and knowledge that result from this research
approach are reproducible, scientifically coherent, and will be the same irrespective
of who or what conducts the analysis [147].
Given this, the proposed research methodology has led to the development of the
proposed targeted promotions algorithm, and this linkage is detailed throughout this
study. The unique contributions of this study are also detailed in several sections
throughout this study with the premise that: (1) it is unique, because it has not been
done before, (2) it is effective, because it achieves the primary business objectives
of the study, and (3) it is additive to knowledge, because it is comparatively better
than other existing approaches. Based on this, it can be concluded that the proposed
targeted promotions algorithm adds to the existing body of knowledge, and thus the
proposed research methodology has been effective in supporting this objective.
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3.5 Summary
The discussion on the development and justification of the research methodology
adopted as part of this study highlighted several key points:
• The “functionalist” paradigm adopted as part of this study is well-supported
in data mining research in that it is scientific and produces results that are
reproducible and generally free from researcher bias.
• Amalgamating research methodologies to incorporate the development of data
mining theory, computer-based algorithms, and the business context, is a an
effective way to develop data mining solutions that address business challenges
and contribute to knowledge.
• Testing the proposed algorithm against a variety of conditions is an effective way
to demonstrate the uniqueness of the research, the contribution of the research
to the existing body of knowledge, and to underscore the validity of the research
approach that was adopted.
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Chapter 4
Mathematical Model and
Algorithm
This chapter details the mathematical model and computer-based algorithm that
formed the foundation of this study. It commences by mathematically formalising
several definitions that have been used throughout this study, followed by the devel-
opment of the mathematical model, which is based on two parts namely: identify-
ing target items/itemsets, and identifying target customers. The marketing simula-
tion approach is then discussed, before the chapter concludes with an outline of the
computer-based algorithm, and a summary of key points.
The unique contributions of this chapter, developed using the research methodology
detailed in Chapter 3, are as follows:
• The creation of a novel, yet simple, mathematical model to support generalised
decision making, that can not only significantly improve MBA, but can be ap-
plied to other fields that have similar decision-making constructs.
• The contribution to the overall body of knowledge on MBA, in particular cus-
tomer and itemset targeting.
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• The creation of a new algorithmic approach to improve targeted promotions
within the retail sector, and which can be applied to other fields that have
similar decision-making constructs.
4.1 Definitions
The following definitions are used throughout this study:
Items: Items are defined as per the original definition given in [5]. Let I = {I1, I2, . . . , Im},
be a set of all items, with the assumption that quality and quantity of items (I =
1, . . . ,m) remain constant across all stores, and customers do not stockpile. These
assumptions were necessary to ensure consistency of items across all stores.
Customers: Customers represent households, with all members within the house-
hold viewed as one customer. This approach is consistent with practice, in that loyalty
programs and retail analysts like Kantar, typically consider all members of a single
household as one customer [42][90]. Customers are denoted by U , and represent a
household with size f ; f > 0, with U purchasing subsets of I, referred to as transac-
tions, or baskets.
Transactions: All purchases are made in the form of transactions, or baskets, and
contain a subset of I, for example TS = I2, I9, I11, . . . , Ix is a single transaction from
store S. Itemsets are defined as subsets of all items within a transaction. Customers
make one transaction per time period, W , per store, and this study uses W = 1 week.
This assumption takes into consideration the practical aspects of shopping, where the
generally accepted length of a shopping period is one week, as it is in line with how
most people plan their household activity [47][90][141].
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4.1.1 Support and Confidence
Both support and confidence are central to MBA, and the standard definitions of
support and confidence as outlined in [5], were used throughout this study, and is
detailed in Equations (4.1) and (4.2).
support of item, Ii|S = supp(Ii)|S = Number of transactions containing IiTotal number of transactions
∣∣∣∣∣
S
(4.1)
confidence of item Ii leading to items IiIj|S = conf(Ii → IiIj)
= Number of transactions containing Ii and IjNumber of transactions containing Ii
∣∣∣∣∣
S
(4.2)
In addition to the above, two user-defined parameters are defined as follows:
• Minimum support, minsup, is defined as the minimum support required for an
item or itemset to be frequent. Like supp(Ii), minsup is a probability-based
parameter, and hence 0 < minsup ≤ 1. Note that minsup 6= 0 is a practical
constraint as it is nonsensical to speak of transactions or databases with zero
items.
• Minimum confidence, minconf , is defined as the minimum confidence required
for two or more items to be associated. Like with minsup, the constraints, 0 <
minconf ≤ 1, and minconf 6= 0 are practical constraints, as the underlying
principle of ARM is to look at items that are associated, that is where conf(Ii →
IiIj) > 0.
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4.1.2 The Apriori Principle
The Apriori principle, first detailed in [7], remains fundamental to the study of MBA,
and is a direct result of probability theory. The Apriori principle is defined as follows:
For a given set of transactions, supp(Ii) ≥ supp(Ii, Ij) where Ii and Ij are two items
contained within these transactions. From a probability theory perspective, Apriori
may be written as P (A) ≥ P (A ∩ B). In practical, retail terms it may be seen
as: the transactions that contain butter are always greater than or equal to the
transactions that contain both butter and cheese. Given that support and probability
are interchangeable, this study uses supp(Ii) and P (Ii) interchangeably to denote
support.
4.2 The Market Target Model for Identifying Tar-
get Itemsets
Consider an itemset, J1 = I11, I12, I13, ..., I1x, that is not frequent in store S, over a
time period t, but its subsets (J1−I1x) and I1x are frequent over the same time period,
with conf((J1 − I1x) → J1) ≥ minconf . A practical example of this could be that
the itemset {cheese, butter, milk} is not frequent in S but its subsets, {butter, milk}
and {cheese}, are frequent. Indeed, there may be several such itemsets that fit this
criteria and given that stores have limited budgets for marketing, one key objective of
their marketing departments will be to find the best J , or several such Js in the case
of large stores, that should be targeted to minimise marketing spend, and maximum
customer uptake.
Intuitively, the best target should be that which has the largest supp(J) as well
as the largest conf((J − Ix) → J) in S. These combinations are considered obvi-
ous, and not interesting by data scientists [160]. However, cases do exists where
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supp(Jc) > supp(Jk) but conf((Jc − Icx) → Jc) < conf((Jk − Ikx) → Jk), and the
choice between Jk and Jc is not obvious. This type of scenario is not unique to retail,
often requires further analysis before a decision can be made, and is considered very
interesting from a KDD perspective [160].
Despite its regularity in decision-making, it was surprising to note that a generalised
model for decision-making involving two independent alternatives; of the form: (A→
C) or (B → D), was not readily available or well-publicised [160][167]. It is on this
basis that the generalised model (market target model) was developed, to both speed
up, and provide clarity to the decision making process. It should be noted that the
model has been developed for the more generalised case of itemsets. However, an item
is an itemset with cardinality equal to 1, hence the model applies to single items as
well.
4.2.1 Using the Uninorm as a measure for decision making
The development of the generalised decision making model commenced with exploring
the use of the uninorm as a starting point. The uninorm has been widely used for
multi-criteria decision making, including in [177], and it was against this backdrop
that it was felt appropriate to consider applying the uninorm to MBA decision mak-
ing. A uninorm-like equation, Equation (4.3), was set-up incorporating the two key
parameters within ARM, namely: support and confidence.
U(A,C) = P (A,C) · conf(A→ C) · (1− e)
P (A,C) · conf(A→ C) · (1− e) + (1− P (A,C)) · (1− conf(A→ C)) · e
(4.3)
where U(A,C) is the uninorm with 0 ≤ U(A,C) ≤ 1 and e is the user-defined neutral
element, with 0 ≤ e ≤ 1. Since U(A,C) = 1 when P (A,C) = 1 and conf(A→ C) = 1,
choices with higher uninorms are preferred over choices with lower uninorms.
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4.2.1.1 Testing the suitability of the Uninorm as a measure for decision
making
The suitability of Equation (4.3) was tested using the principles outlined in Section
3.3.5 for generalised decision making between two independent alternatives. These
tests were based on the criteria set out in [129] and [161] for model suitability and
addresses the core requirements that underpin MBA; whilst ensuring that the pro-
posed model meets the business objectives and practical constraints of commerce as
outlined in Chapter 2.
Tests showed that the uninorm obeyed the Apriori condition as it was strictly monotic
with respect to support, and was ideally suited to (A → C) or (A → D). This is
the type (1) scenario outlined in Section 1.3 and principle P2 outlined Section 3.3.5.
Indeed, the results of this test formed the basis of the study in [115], where the
uninorm was shown to outperform all other popular measures, including the Jaccard
and cosine coefficients, in decision making involving a fixed antecedent. However, tests
conducted to determine the impact of “High Support or High Confidence Dominance”,
or principle P4 outlined Section 3.3.5, on the uninorm measure proved unsuccessful,
in that the uninorm failed to adequately compensate for “High Support” or “High
Confidence” dominance, and in some cases, alternatives with very high confidence
were prioritised, as they had higher uninorm values, over more viable alternatives.
Consider an example where there are 100 transactions, minsup = 0.3, P (A,C) = 0.29
and conf(A → C) = 0.05, while P (B,D) = 0.05 and conf(B → D) = 0.8. The value
of e = 0.3 was selected to correspond with minsup. It is clear that the sales volume
of (B,D) will have to increase by 25 units for (B,D) to become frequent given that
minsup is equivalent to 30 units. This implies that 32 customers will have to be
targeted for (B,D) to become frequent, while the required sales increase for (A,C)
is 1 unit, implying that 20 customers will have to be targeted. Note that the implied
number of customers to be targeted is the quotient of the required number of units
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divided by the respective confidence. On calculating the uninorms, it was noted that
U(B,D) = 0.329 while U(A,C) = 0.0478. This incorrectly suggests that (B,D) is a
better target than (A,C) even though first principles calculations show that targeting
(A,C) will require less effort than targeting (B,D), i.e. 20 customers to be targeted
instead of 32. Based on this, it is clear that the uninorm approach fails principle P4
outlined Section 3.3.5.
4.2.1.2 Conclusions from modelling with Uninorms for decision making
Mathematical modelling with the uninorm showed that combining the support and
confidence using mathematical operators and empirical parameters was unlikely to
produce a simple and effective model to support generalised decision making as it
failed to meet all the principles outlined in Section 3.3.5. However, modelling with
the uninorm did shed light on the challenge at hand, and supported the need for
a holistic approach, in which the “end-point”, “start-point” and “speed” had to be
considered simultaneously. In this regard, the “end-point” can be viewed as minsup,
the point where an itemset is frequent. Similarly the “start-point” and “speed” may be
viewed as the support, e.g. P (A,C), and confidence, e.g. conf(A→ C), respectively.
4.2.2 The Market Target Model for Generalised (A→ C) and
(B→ D) Decision Making
Let itemsA, B, C andD be frequent items, or itemsets, in store S. Hence, P (A), P (B),
P (C), P (D) ≥ minsup. Further, let P (A,C) and P (B,D) < minsup, with (A,B)
and (C,D) combinations being ignored for now. Four confidence equations for the
above frequent items are created:
Confidence of (A→ C) in S = conf(A→ C) = P (A,C)
P (A) (4.4)
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Confidence of (C → A) in S = conf(C → A) = P (A,C)
P (C) (4.5)
Confidence of (B → D) in S = conf(B → D) = P (B,D)
P (B) (4.6)
Confidence of (D → B) in S = conf(D → B) = P (B,D)
P (D) (4.7)
The number of physical transactions required for an itemset to be frequent is given by
the number of physical transactions that correspond to minimum support. P (A,C) is
always initially less than minsup, hence the number of physical transactions required
to make (A,C) frequent is given by:
Transactions to make (A,C) frequent = (minsup− P (A,C)) · total transactions
(4.8)
The probability of a customer having (A,C) in their basket after initially purchasing
(A) is predicated by purchasing (C) and is by given by the conditional probability
equation:
P (A,C) = P (C|A) · P (A) (4.9)
Hence the probability of purchasing (C) after purchasing (A) is given by:
P (C|A) = P (A,C)
P (A) (4.10)
From equation (4.10), it is possible that not everyone that purchases (A) will go on
to purchase (C). Further, the right side of equation (4.10) is the same as the right
side of equation (4.4), implying that P (C|A) = conf(A → C). Hence to achieve the
required number of transactions to make (A,C) frequent will require a higher number
of transactions, that contain the antecedent, to be targeted. In this study, this number
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of transactions is referred to as the market target. Hence:
Transactions to make (A,C) frequent = market target · P (A,C)
P (A) (4.11)
Re-arranging equation (4.11) and by combining it with equations (4.8) and (4.4),
equation (4.12) results:
market target · conf(A→ C) = (minsup− P (A,C)) · total transactions (4.12)
One objective of a marketing department within a store is to minimise its marketing
spend whilst increasing the sales of a product, or item, to make a product combination,
or itemset, frequent. This may be achieved by minimising the number of transactions
targeted, or market target. Equation (4.12) may be re-arranged to form equation
(4.13). Further, it is noted that the market target is minimised when P (A,C) and/or
P (A) is close to minsup, because P (A) ≥ minsup whilst P (A,C) < minsup and
P (A,C) 6= 0.
market target = P (A) ·
(
minsup
P (A,C) − 1
)
· total transactions (4.13)
Equation (4.13) may be very useful in deciding on combinations within a store where
the minimum support is the same, but could this notion be extended to compare
combinations across stores or across minimum support thresholds? The significance
of this “normalised” market target is that it will allow for combinations that are at
different scales, be it frequency, monetary value, or shop floor space, to be compared.
For example: is it better to target selling cheese to people that buy butter where
minsup = 0.2 or target selling nappies to people that buy beer where minsup = 0.3?
This question is best answered by a normalised market target. The market target
described in equation (4.13) is an absolute value, however this is normalised, where
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mt is the normalised market target, by expressing it as a fraction of the physical
transaction value for minimum support, referred to as min support.
market target
min support = P (A) ·
(
minsup
P (A,C) − 1
)
· total transactionsmin support (4.14)
Equation (4.14) may be rearranged as follows, defining mt = market target/min support
and noting that minsup = min support/total transactions):
mt = P (A)
P (A,C) −
P (A)
minsup (4.15)
Note that P (A,C) < minsup, hence mt ≥ 0. Hence, the combination which min-
imises mt in equation (4.15), is always the best combination to target. The absolute
value, the number of physical transactions, of the market target however is given by
equation (4.13).
The value of minsup may be adjusted to any value such that P (A) ≥ minsup because
minsup sets the threshold for frequency and item A was assumed to be a frequent
item in our reasoning above. Further, P (A,C) was assumed to be infrequent, hence
P (A,C) is initially lower than minsup and P (A). For some applications it becomes
necessary to target a market such that P (A,C) must become equal to P (A), hence
minsup is set to P (A), while P (A,C) is initially lower than both minsup and P (A).
Note that in these applications, P (A,C) increases as the treatment of the target
market progresses, while the mt, as described in equation (4.15), decreases. Eventually
P (A,C) = P (A) at which point treatment stops, as mt = 0. For example, in public
health, authorities may want all people with compromised immune systems, A, to be
vaccinated with some drug, C, eventually leading to P (A) = P (A,C). In the UK,
this is quite common in September each year, where the elderly or very young are
encouraged to have the influenza vaccine to prevent illness during winter, which could
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result in death [121]. Similarly in public safety, authorities may want all dangerous
criminals, A, to be tracked using a wearable tracking device, C, eventually leading to
P (A) = P (A,C).
4.2.2.1 Testing the suitability of the mt model for decision making
The principles outlined Section 3.3.5 were used to evaluate the suitability of the mt
model.
1. Apriori: It should be noted that P (A,C) < minsup < P (A). Hence, in
Equation (4.15), as P (A,C)→ minsup, mt→ 0 for a fixed P (A). Consequently,
mt monotonically decreases as P (A,C) increases, and thus the mt model satisfies
the Apriori condition or principle P2 outlined Section 3.3.5.
2. High Support or Confidence Dominance: It should be noted that P (A,C) <
minsup < P (A). Hence, in Equation (4.15), as P (A,C)→ P (A), as is the case
for very high confidence, then minsup → P (A) and mt → 0 for a fixed P (A).
Given that minsup is always “sandwiched” between P (A,C) and P (A), mt
is always “measuring the distance” between minsup and P (A,C) and conse-
quently “prevents” confidence dominance effects. If conf(A → C) is high, then
the P (A,C) < minsup < P (A) “sandwich” is compressed and consequently
support is high, that is P (A,C) is close to minsup and hence mt is low. If
conf(A → C) is low, then the P (A,C) < minsup < P (A) “sandwich” is ex-
panded in either one of three ways and the output from the mt model is used to
finalise the decision-making process, based on the “distance away from minsup”:
i. P (A,C) << minsup < P (A): Likely that P (A,C) is a poor target and
other targets closer to minsup will be better.
ii. P (A,C) < minsup < P (A): Equidistant, and likely to be a poor target
with other targets closer to minsup being better.
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iii. P (A,C) < minsup << P (A): Likely to be very close to minsup and may
be a preferred target, with the output from the mt model being used to
finalise the decision.
As a result, the mt model also obeys principles P1, P3 and P4 in addition to
P2, as outlined Section 3.3.5.
4.2.2.2 Is targeting customers that buy item C with offers for A better
than targeting customers that buy item A with offers for C ?
Making (A,C) frequent can be addressed by targeting customers that buy A with of-
fers for C or vice versa. However which is easier? Whilst this could be easily answered
using the mt equation, Equation (4.15), it is possible to make this decision by mere
inspection of the values for P (A) and P (C). The antecedent should always be that
item which has the lower support. Hence, target those customers who buy C with
offers for A, if P (C) < P (A). For completeness, a lemma is detailed below to prove
this assertion.
Lemma 1: If an itemset (A,C) exists but is not frequent in store S whilst both A and
C are frequent with P (A) = P (C) then both A and C are equally attractive products
for marketing to target, in order to make (A,C) frequent.
Proof:
conf(A→ C) = P (A,C)
P (A) (4.16)
conf(C → A) = P (A,C)
P (C) (4.17)
Re-arranging the above:
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P (A)
P (C) =
conf(C → A)
conf(A→ C) = 1 (4.18)
Hence if both the support and confidence are equal, targets become equally attractive
for marketing. 
The extension of Lemma 1 may be stated as follows: If P (A) > P (C), then conf(C →
A) > conf(A → C), thus it is more attractive to target customers that buy item C
with offers for item A as it has a smaller customer base with a higher probability of
take-up, i.e. a higher confidence.
4.2.2.3 Conclusions from mathematical modelling with the mt model for
decision making
Mathematical modelling with the mt model has showed it to be robust. It conforms
to both the Apriori principle, and is not influenced by high support or high confidence
dominance. Given this, the mt model was selected as the model of choice for item
targeting, in that it is best able to support effective decision-making between two
alternatives of the form (A→ C) and (B → D).
4.3 Identifying target customers
The well-known RFM (Recency, Frequency and Monetary) framework for customer
targeting in a retail setting was used as the starting point [50]. “Recency” is considered
to be an elimination variable with the assumption that customers must have made at
least two purchases during the period under consideration, with at least one containing
the target item, else they are eliminated. Indeed, it is difficult to target customers
who have not bought the target item as this introduces several variables that are
difficult to measure, including taste, allergy/intolerance, and cultural aversion, and
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may result in increased “false positives” as detailed in [145][154]. “Frequency” is item
specific and is based on the support, supp(C), that the customer has for the target
item C. “Monetary” is defined as the average customer transaction size for store S
divided by household size, |TUS |/fU , where |TUS | is the average transaction size for
customer U , in store S, and fU is the family size. Given this, customers can be
clustered into one of nine “buckets” as shown in Table 4.1 based on “Frequency” and
“Monetary”, to be considered as two linguistic variables of granularity three (Low,
Medium, High). “Low”,“Medium” and “High” are assigned to both “Frequency” and
“Monetary” based on the FCM clustering approach, which generates three clusters for
each linguistic variable. Customers are considered to be “Switchers” if their frequency
is less than their monetary spend, except for cluster one where both frequency and
monetary spend is “Low”. Customers are considered “Loyal” when their frequency and
monetary spend are similar and at least “Medium”. Customers that have a “High”
or “Medium” frequency with a Low monetary spend are potential “Drop Outs” as
they appear to spend elsewhere, and could be enticed to take their custom for the
target product to another store. It should be noted that customers in Cluster 6
are considered to be “Switcher” because their frequency is less than their monetary
spend, implying that these customers choose to purchase the target item elsewhere,
even though they are essentially loyal to the store for other purchases. Consequently,
the right incentive may enable customers in Cluster 6 to switch purchases away from
other stores to this store.
Uplift theory, first discussed in [137], can be used to identify the “treatment” for each
cluster: the treatment varies from “Switcher” to “avoid drop-out” and “leave alone /
light touch” for “Loyal”.
Switcher
Customers in this category either conduct a large proportion of their shopping at other
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Cluster Frequency Monetary Approach
1 Low Low Switcher
2 Low Medium Switcher
3 Low High Switcher
4 Medium Low Drop Out
5 Medium Medium Loyal
6 Medium High Switcher
7 High Low Drop Out
8 High Medium Loyal
9 High High Loyal
Table 4.1: Target Clusters
stores, and/or have a low take-up of the target item despite having high transaction
volumes at the chosen store. An aggressive marketing campaign may be the suggested
treatment to “break the habit” and force the customer to switch stores [141]. From
Table 4.1, clusters that are identified as “Switcher” fall into this category.
Avoid Drop Out
Customers in this category have a high affinity for the target product from the chosen
store, but conduct a large proportion of their shopping at others stores. Given this,
they can be easily enticed to try an alternative from another store and “drop out”.
A gentle marketing campaign may be enough to ward off any pricing comparisons.
Clusters identified in Table 4.1 that belong to this treatment approach are in the
“Drop Out” clusters.
Leave Alone / “Light Touch”
Customers that are highly loyal to both the store and target item fall into this category.
These customers may respond to marketing initiatives to increase their take-up but
are usually “set in their ways”, and could stockpile to save money which will lead to
downstream decline in purchases, or ignore the initiatives completely. In any event
promotions to this group may drive down prices unnecessarily as these customers
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are unlikely to defect to other stores and would in essence result in them purchasing
the same items at a lower price at the same store. Consequently, a “Light Touch”
approach is recommended for clusters 5 and 8 where uplifts may be possible due to the
medium valuation in one, or both variables “Frequency” and “Monetary”. Customers
in this category are identified in Table 4.1 as “Loyal”.
4.3.1 Creating Clusters for Treatment
Nine clusters were created from Table 4.1, using a two-step fuzzy clustering process
to enable targeted treatment. The fuzzy clustering process used the Fuzzy C-means
(FCM) iterative algorithm proposed in [44] and modified in [18] is as follows:
Step 1: For each target item Ai in store S
• Cluster |TU |
fU
into 3 clusters, by minimising the objective function FA
• The objective function, FA =
u∑
i=1
3∑
j=1
µmijd(
|TUi |
fUi
, cj) where µij is the degree of
membership of |TUi |
fUi
and the cluster, cj, with 1 < m < ∞ and d( |TUi |fUi , cj) is
the Euclidean distance between the object, |TUi |
fUi
and the centre of the cluster,
cj =
u∑
i=1
µmij
|TUi |
fUi
u∑
i=1
µmij
and u is the total number of users being clustered
• The typical value for m = 2 was used as noted in [18]
Step 2: For each target item Ai in store S and Cluster, cj created in Step
1
• Cluster the elements into 3 further clusters, based on the value of supp(Ai), by
minimising the objective function EA
• The objective function EA =
n∑
i=1
3∑
j=1
µmijd(supp(Ai), cj) where µij is the degree of
membership of supp(Ai), and the cluster, cj; n is the cardinality of each
|TUi |
fui
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cluster , with 1 < m <∞ and d(supp(Ai), cj) is the Euclidean distance between
the object, supp(A) and the centre of the cluster, cj =
n∑
i=1
µmij .supp(Ai)
n∑
i=1
µmij
• The typical value for m = 2 was used as noted in [18]
4.4 Simulating marketing initiatives
Markov chains, as discussed in [136], were used to simulate the time series impacts of
marketing. Given a set of transactions at the start of time period, Wt, where items A
and C have been purchased frequently in store S, then the four possible “treatment”
scenarios that exist for the purchasing of item C, by customers that purchase A, to
make (A,C) frequent, as outlined in Table 4.1, are: (1) buying C frequently with
large basket sizes (“Leave Alone”), (2) buying C frequently but basket size is medium
(“Light Touch”), (3) buying C frequently but basket size is small (“Avoid Drop Out”),
and (4) buying C at rate lower than the basket (“Switcher”).
Leave
Alone
Drop
Out
Switcher LightTouch
Figure 4.1: Markov Model for Simulations
This process was modelled using a Markov chain, see Equation (4.19), where PWt is
the 1×4 proportion vector of customers buying A in one of the four states with regards
to C. The process is ergodic, as shown in Figure 4.1, where customers can move from
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one state to another based on their choice. Hence, the proportion vector at time Wt+1
given by PWt+1 could be estimated using the Markov equation described in Equation
(4.19), whereMACS is the 4×4 Markov transition matrix that describes the probability
of a customer buying A in store S, and moving from one state to another with regards
to C over a time period. The values of entries in MACS are “user-defined” and can
be adjusted to simulate a variety of scenarios, including conservative or aggressive
marketing campaigns.
PWt+1 = PWt ·MACS (4.19)
4.5 Algorithm for enhancing the purchasing of tar-
get itemset (A,C) amongst frequent, known cus-
tomers U in store S
The three models developed in Sections 4.2, 4.3 and 4.4 were combined together to
form a coherent algorithm to enhance the purchasing of target itemsets. The steps of
the proposed algorithm are detailed below:
Algorithm 1: Enhancing the purchasing of itemset (A,C) amongst frequent,
known customers U , in store S
1 Create a set, L, containing all itemsets (A,C) that are not frequent in S but
where its subsets A,C are frequent in S
2 Create a shortlist of L using Equation (4.15) and the extension of Lemma 1
3 For each A in the shortlist, create clusters as outlined in Section 4.3.1
4 Order the clusters based on Table 4.1
5 Run simulations as outlined in Section 4.4, re-prioritising the list based on
the shortest time to frequency, noting that there may be some practical
constraints as to why some target items cannot be aggressively promoted,
e.g. supply shortages, and regulations
This algorithmic approach is different from that proposed in [140], in that it first
identifies target items, and then targets customers who are most likely to purchase
such items. The approach taken in [140] first groups customers, and then finds items
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to target that will suit each of these groups. It was hypothesised that the approach
taken in [140] enhances the potential for “false positives” and “false negatives” as it
groups customers into clusters without verifying their purchase history for any affinity
to the target product, which could lead to increased “false positives”. Further, each
group is targeted with a different itemset, hence there may be some customers within
a group that would have purchased items that were offered to other customer groups
only, thus increasing the likelihood of “false negatives”. This hypothesis is tested in
Chapter 5.
4.6 Summary
This chapter provided the foundation for this study, and is at the heart of this study’s
unique contribution to the body of knowledge on MBA, ARM, and targeted pro-
motions. In this regard, a summary of the key aspects discussed in this chapter is
provided below:
• A generalised model for target selection, or decision-making, between two choices,
e.g. (A→ C) and (B → D) within the MBA context, was not readily available
from past research.
• Given this, and the potential usefulness of such a model, the market target
(mt) model was developed as part of this study using the research methodology
outlined in Chapter 3. This model allows grocery retailers to decide quickly,
and effectively between two choices for targeting purposes, and thus benefit
from savings in time, effort, costs, and in some applications, lives.
• The mt model was developed following an attempt to use the uninorm, which
showed promise in other multi-criteria decision making applications, but failed
in this instance, due to its inability to compensate for high support or high
confidence dominance. In this regard, the mt model proved robust when tested
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for both the Apriori and High Support/Confidence Dominance conditions de-
tailed in Section 3.3.5, and was thus selected as the model of choice for itemset
targeting, i.e. decision-making between two choices.
• Targeting customers was done using a FCM clustering algorithm that was devel-
oped based on the RFM framework, and taking into account both the customers’
purchase history, and loyalty to the store. Customers within each cluster dis-
played similar behaviour, and which was different to other clusters, hence it
was now possible to offer a tailored “treatment” plan for each cluster, thereby
enhancing the purchasing of the targeted itemset without unnecessarily eroding
the grocery retailer’s revenue.
• A simulation model based on Markov chains, was also developed to simulate
the impact of various marketing campaigns on overall sales of the target item-
sets. This provided a mechanism to predict the impact on sales, and to make
adjustments, in advance, to optimise sales campaigns, thus potentially saving
costs and time.
• The three separate models for itemset targeting, customer targeting, and sales
simulation were combined to form a coherent algorithm for enhancing the pur-
chasing of target itemsets.
• Thus, the unique contributions of this chapter are:
(1) The mt model for itemset targeting
(2) The customer clustering approach to segregate customers for targeted treat-
ment
(3) The novel algorithm that combined the mt model, the customer cluster-
ing approach, and the simulation tool to enhancing the purchasing of the
targeted itemset.
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Chapter 5
Results and Discussion - Grocery
Retail
5.1 Introduction
The effectiveness of the mathematical models, and algorithm proposed in Chapter
4, were tested by conducting experiments, as outlined in Chapter 3, using real-life
shopping data, and for completeness, synthetic market basket data. The overarching
objectives of the testing were to establish whether: (1) the proposed models and algo-
rithm obey the mathematical underpinnings that govern MBA, as outlined in Chapter
4, and (2) the models and algorithm achieve the underlying business objectives, i.e.
they enhance targeted promotions.
To achieve the above objectives, experiments were divided into four tasks: (1) identify
target itemsets, using the mt model, (2) identify target customers, using the proposed
clustering approach based on FCM, (3) simulating the impacts on sales of the tar-
geted item, and (4) comparing the proposed algorithm against the approach detailed
in [140], and against what actually happened using the cross-retailer, consumer scan-
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ner panel data.
The chapter commences by detailing the experimental process and conditions that
was used as part of this study. This is followed by a presentation and discussion of
the results of the experiments conducted on itemset targeting, using the mt model,
the clustering algorithm, and the targeted promotion algorithm. Results from the
simulation testing, and model comparison experiments are then discussed, before the
chapter concludes with a summary of key points.
5.2 Experimental Process
Experiments were conducted based on the Knowledge Discovery in Databases (KDD)
process and Systems Development Framework (SDF) as detailed in Section 3.3. The
heart of the KDD process is the data mining phase which leverages models and algo-
rithms to process data into information, [160]. In this regard, the Apriori and FCM
algorithms form part of the data mining phase while the proposed market target
model and the simulation forms part of the post processing phase, where patterns are
interpreted to select the best information that contributes to overall knowledge [160].
Similarly within the SDF, the testing of the model, the algorithm and performing
simulations are all part of the experimentation and observation phases.
The key process steps of this experimental approach, i.e. first identifying target items,
followed by identifying suitable customers for these items, followed by touting these
customers with incentives for these items, and then finally retaining these customers
for the long term is in line with the CRM model proposed in [120] and detailed in
Section 3.3. Thus, it is through the combining of elements from the KDD, SDF and
CRM models that this study enhances targeted promotions.
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5.3 Experimental conditions
5.3.1 Data Sources
The 2012 and 2013 consumer scanner panel dataset obtained from [90] was used as
the basis for the experiments. In general, the data sets contained over 32,000 unique
customers and over 51 million individual scanned items, across 21 stores in the UK.
Items were grouped at the product category level, and given an anonymised, unique
identifier. For example, all milk products, including whole milk, goat’s milk, etcetera
were classified under the product category “milk”. In total, there were 286 product
categories, hence the anonymised datasets used in this study comprised of 286 unique
items. All store formats of the same store were also combined, e.g. internet, express,
garage shop etcetera. Three stores were chosen, a “Big Four” store, (Store 9), a hard
discounter, (Store 13), and a high-end grocery retailer, (Store 21).
For completeness, the model was also tested on large, dense datasets to evaluate its
processing performance. These datasets were created using a synthetic transaction
database generator as detailed in [83], with the largest dataset consisting of 5 million
transactions, 100 unique items, 5 frequent itemsets, frequency density of 0.5, and a
maximum basket size of 50 items. It should be noted that this dataset is similar
in transaction volume, but considerably denser, to that of the UK’s largest grocery
retailer’s daily activity, and represents approximately 28% of the UK’s grocery retail
market share [131].
5.3.2 Identifying target itemsets
Frequent itemsets were mined using the Apriori algorithm as detailed in [7] for all
itemsets with an initial minimum support of 0.05, and minimum confidence of 0.1.
These “weak” constraints were placed on the dataset to prune highly infrequent, and
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poorly associated itemsets. It should be noted that labelling these conditions as
“weak” is justifiable as typical grocery retail datasets, like the datasets in this study,
have highly associated items with confidence greater than 30%, and support of over
45%. Highly frequent single items typically have supports of greater than 60% [90].
Computer programs were written using R software to mine and analyse the data,
whilst Microsoft Excel was used to compute the mt values and perform simulations
using the techniques outlined in Chapter 4. Note that this study does not perform
inter-store comparisons, hence the size of each selected store is not important. Indeed,
intra-store comparisons are made, and whilst it is likely that some goods are purchased
more frequently in-store or online than others, it is assumed that the pricing policy is
the same across all formats and that customers have full choice in selecting a format
that best suits them. These assumptions are considered fair given the prominence
of multi-channel shopping, the emphasis that stores place on consistency across all
channels, and the growing adoption of the “customer is king” mentality by UK retailers
[47][157].
The data for each store, S, was analysed and target itemsets were identified based on
the criteria that there exists two items, A and C, which are frequent, with minsup =
0.1, but their combination (A,C) is not frequent. Further (A,C) is the optimal
combination to target, from all identified targets, based on the mt value obtained
using Equation (4.15).
5.3.3 Identifying target customers
Target customers for each targeted itemset, (A,C), in each store, S, were identified
based on the customer’s purchase history and household size, using the FCM algorithm
detailed in Chapter 4. Customer clusters were then classified based on the criteria
outlined in Table 4.1. To eliminate “false positives”, customers had to have visited
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the store at least twice in the year, or the period under consideration, and purchased
the antecedent, A, and the consequent, C, at least once during that period.
5.3.4 Simulating the impacts of the proposed model
An ergodic Markov model was created using Microsoft Excel to simulate the impact of
marketing interventions on the shopping behaviour of the identified target customers.
The model was based on the concepts outlined in Section 4.4. Two campaigns, one
“conservative” and one “aggressive”, were used, with their corresponding proportion
vectors given in Tables 5.1 and 5.2, respectively. Note that the proportion vectors
have a time period of 1 week. This is due to the assumption that all transactions made
by a customer during a one week period may be considered to be one transaction,
as detailed in Chapter 4. The following example is used to illustrate the concept of
the proportion vector: from Table 5.1, 99% of all “switchers” in week 1 will remain
“switchers” in week 2, while the other 1% will be elevated to “drop-outs”. Then in
week 2, 99% of all customers who are “switchers” will go on to remain as “switchers”
in week 3, with the other 1% being elevated to “drop-outs”. This process will recur
whilst the treatment plan is in place.
Future
Current
Leave Alone Light Touch Drop Out Switchers
Leave Alone 1 0 0 0
Light Touch 0.01 0.99 0 0
Drop Out 0 0.01 0.99 0
Switcher 0 0 0.01 0.99
Table 5.1: Conservative Marketing Campaign
It is clear that from Tables 5.1 and 5.2 that the general approach of the simulation
campaigns, and indeed marketing, is to nudge customers towards increasing loyalty.
Consequently, the proportion vectors in Tables 5.1 and 5.2 assume that the target
customer’s loyalty is always enhanced after each marketing campaign and not dimin-
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Future
Current
Leave Alone Light Touch Drop Out Switchers
Leave Alone 1 0 0 0
Light Touch 0.02 0.98 0 0
Drop Out 0 0.02 0.98 0
Switcher 0 0 0.02 0.98
Table 5.2: Aggressive Marketing Campaign
ished. This is a reasonable assumption to make, especially under the condition of zero
“false positives”, which this technique aims to achieve, and is demonstrated later on
this chapter (see Section 5.4.2.1). In general, marketing initiatives provide incentives
to customers to purchase more, and if those incentives are correctly targeted, e.g.
providing incentives for goods that customers want to buy, then these incentives are
most likely going to be acted upon [120][126][141]. This notion of “nudging customers
towards loyalty” is discussed further in Section 5.4.3.
5.3.5 Comparative Testing of the proposed algorithm
The performance of the proposed algorithm was tested using the principles outlined
in Chapter 3. The proposed model was compared with the approach detailed in
[140] against the four tests detailed in Section 3.3.6. Further detail, together with
the results and discussion of the performance testing of the algorithms are provided
in Section 5.5. The proposed model was also compared against “reality”, and tested
using other data sets. The results and discussion of these tests are provided in Sections
5.5.2 and 5.6 respectively. Finally, and for completeness, the proposed model was also
compared with alternative approaches, i.e. targeting “top sellers”, and the results and
discussion of this test is detailed in Section 5.5.3.
90
Section 5.4 Page 91
5.4 Results and Discussion
5.4.1 Identifying Target Items
The support, confidence, and mt value, given by Equation (4.15), were computed for
all associated itemsets for Stores 9, 13, and 21, for both the 2012 and 2013 datasets. It
should be noted that the data was initially pruned on the lower-side using minsup =
0.05 and minconf = 0.1. Following this, a minsup = 0.1 was used to determine
whether an itemset is frequent. The total number of infrequent itemsets, where the
support of the itemset is less than 0.1, but greater than 0.05, is significantly large, as
is often the case in real life, with a breakdown provided in Table 5.3. It is clear from
the large number of infrequent itemsets, as shown in Table 5.3, that choosing the best
itemset(s) to target for marketing purposes can be complex. This is a well-known
managerial challenge, particularly with large datasets, and is well-documented in the
literature [77][175][189]. In this regard, the mt value, given by Equation (4.15), can
be an effective tool in addressing this managerial challenge.
2012 Dataset 2013 Dataset
Store 9:
Frequent 1-itemsets 48 46
Frequent itemsets 445 434
Infrequent itemsets 3258 3218
Store 13:
Frequent 1-itemsets 29 32
Frequent itemsets 102 151
Infrequent itemsets 446 751
Store 21:
Frequent 1-itemsets 18 18
Frequent itemsets 57 67
Infrequent itemsets 245 276
Table 5.3: Results of Frequent Itemset Mining with minsup = 0.1 and minconf = 0.1
To illustrate the effectiveness of the mt model in supporting decision making, consider
the selection of results presented in Tables 5.4 and 5.5. The results includes the sup-
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port, confidence, and mt value for several infrequent itemsets, where minsup = 0.1,
for the 2012 and 2013 datasets respectively. Clearly, the best itemset to target is that
itemset which has both the highest support and confidence as it is the most popular
and requires the least “effort”, e.g. marketing investment in the form of: people,
money, space, etcetera, to increase sales [56][165]. From the dataset extract presented
in Table 5.4, the best itemsets to target are: (156,277) for Store 9, (284,277) for Store
13, and (135,163) for Store 21, as all three have the highest support and confidence for
their store-related extracts. This is consistent with principle P1 as outlined in Section
3.3.5. Further, it can also be seen that these best itemsets have the lowest mt value
for the respective stores, hence they will require the smallest number of customer
transactions to be targeted for these itemsets to become frequent. Similarly itemsets
(68,88) in Store 9, and (107,270) in Store 21 are considered the worst itemsets for tar-
geting, from the given dataset extract in Table 5.4, as they have the lowest support
and confidence. Yet again, this is consistent with principle P1 as outlined in Section
3.3.5. The market target model also confirms this result, as these two itemsets have
the highest mt values for their respective stores in Table 5.4. Note that mt value
can be computed from the support and confidence values, where supp(A), which is
required for the mt calculation, is given by supp(A,C)/conf(A,C).
The highlighted rows are of particular interest, as the optimal choice cannot be eas-
ily made by merely inspecting both the support and confidence values. Hence, this
choice is best determined by using the mt equation detailed in Equation (4.15). Con-
sequently, (68,270) and (153,268) in Stores 9 and 13 respectively are the better choices
from the highlighted rows as they have smaller mt values.
The scenario is significantly more complex in the dataset extract presented in Table
5.5, where every selected itemset within each store is not immediately superior, from
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Itemset supp(A,C) conf(A,C) supp(A) mt Target Priority
Store 9
156 to 277 0.072 0.696 0.103 0.402 Priority 1
68 to 270 0.063 0.593 0.106 0.623 Priority 2
156 to 268 0.062 0.600 0.103 0.632 Priority 3
68 to 88 0.058 0.541 0.107 0.784 Priority 4
Store 13
284 to 277 0.073 0.705 0.104 0.384 Priority 1
213 to 163 0.060 0.584 0.103 0.688 Priority 2
153 to 268 0.058 0.534 0.109 0.792 Priority 3
146 to 274 0.056 0.548 0.102 0.799 Priority 4
Store 21
135 to 163 0.074 0.677 0.109 0.384 Priority 1
57 to 274 0.059 0.593 0.100 0.695 Priority 2
107 to 268 0.058 0.508 0.114 0.830 Priority 3
107 to 270 0.051 0.444 0.115 1.115 Priority 4
Table 5.4: Target Itemsets - Stores 9,13, and 21 for 2012 Dataset
Itemset supp(A,C) conf(A,C) supp(A) mt Target Priority
Store 9
57 to 88 0.077 0.514 0.150 0.443 Priority 1
36 to 270 0.065 0.549 0.118 0.642 Priority 2
33 to 268 0.061 0.594 0.103 0.664 Priority 3
68 to 88 0.056 0.553 0.101 0.798 Priority 4
Store 13
126 to 88 0.060 0.491 0.122 0.822 Priority 1
146 to 268 0.054 0.521 0.104 0.882 Priority 2
35 to 110 0.069 0.287 0.240 1.086 Priority 3
78 to 251 0.068 0.243 0.280 1.309 Priority 4
Store 21
107 to 270 0.056 0.469 0.119 0.965 Priority 1
135 to 268 0.051 0.466 0.109 1.048 Priority 2
78 to 209 0.058 0.351 0.165 1.190 Priority 3
88 to 285 0.059 0.336 0.176 1.226 Priority 4
Table 5.5: Target Itemsets - Stores 9,13, and 21 for 2013 Dataset
a targeting perspective, to the other items in that store. For example, in Store 9
in Table 5.5, (57,88) has a significantly higher support than itemset (68,88), but a
lower confidence. It is thus clear that more detailed calculations are required before a
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decision on the prioritisation of which itemset to target can be made. In this regard,
the merits on the use of the mt value in supporting decision making are clearly evident.
The mt model, has been derived from first principles, hence by definition, it will al-
ways result in the optimal target itemset having the smallest mt value. However, for
completeness, the calculations presented in Tables 5.6 and 5.7 illustrate the relation-
ship of the first principles calculation for the prioritisation given in Table 5.4 and the
mt value.
Total Volume Min Support
Store 9 328210 32821
Store 13 221330 22133
Store 21 47170 4717
Table 5.6: Summary of Transaction Volumes, minsup = 0.1, 2012 Dataset
Itemset Volume(A,C) conf(A,C)
Required
Volume
Required
Target mt
Target
Priority
Store 9
156 to 277 23620 0.696 9200 13200 0.402 Priority 1
68 to 270 20700 0.593 12120 20400 0.623 Priority 2
156 to 268 20360 0.600 12460 20700 0.632 Priority 3
68 to 88 18900 0.541 13920 25700 0.784 Priority 4
Store 13
284 to 277 16150 0.705 5980 8500 0.384 Priority 1
213 to 163 13230 0.584 8900 15200 0.688 Priority 2
153 to 268 12770 0.534 9360 17500 0.792 Priority 3
146 to 274 12450 0.548 9680 17700 0.799 Priority 4
Store 21
135 to 163 3490 0.677 1230 1820 0.384 Priority 1
57 to 274 2800 0.529 1920 3630 0.695 Priority 2
107 to 268 2730 0.508 1990 3920 0.830 Priority 3
107 to 270 2380 0.444 2340 5260 1.115 Priority 4
Table 5.7: Target Itemsets - Stores 9, 13, and 21 for 2012 Dataset
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The detailed calculations for the data in Table 5.7 is as follows and uses Store 9,
itemset (68,270) as an example. The Volume (A,C) represents the actual transaction
volume of the itemset, and is given by the product of the support of the itemset in
Table 5.4, and the total volume in Table 5.6. Hence 0.063×328210 = 20700, rounded
to three significant figures. The Required Volume is the volume required to make the
itemset frequent and is computed by the difference between Volume (A,C) and Min
Support, given in Table 5.6. Given that the itemset confidence is in essence the con-
ditional probability of the itemset being present, given the antecedent, i.e. P (C|A),
the Required Target of transactions for itemset (A) thus becomes the required volume
divided by the confidence of itemset (A,C). Clearly, these calculations are tedious,
time consuming, and can hinder effective decision making when the numbers are large.
However, the mt value achieves the same calculation in a single step, that is, the re-
quired target is equal to the product of the mt value and Min Support, given in Table
5.6.
Based on the above, it is thus clearly evident that the mt value simplifies itemset
targeting. Further, given that the minimum support for all transactions within the
store may be similar, merely comparing the mt value for each itemset will accurately
establish target priority. The mt value is also a unit-less, normalised parameter,
hence the “effort” to make any itemset frequent is relative to its minimum support.
In light of this, the mt value may be used to compare the relative “effort” required
to make itemsets frequent across stores and/or across minimum support thresholds.
For example, the transaction volume in Store 9 is significantly higher than that of
Store 21 (see Table 5.6) but the “effort” required by Store 9 to make itemset (68,88)
frequent will be substantially lower than the “effort” required by Store 21 to make
itemset (107,270) frequent, even though the required target volume is approximately
5 times greater in Store 9 compared to that of Store 21. Similarly, the mt values
95
Section 5.4 Page 96
of (284,277) in Store 13 and (135,163) in Store 21 are the same at 0.384, but the
required transaction volume in Store 13 is 4.7 times greater than that of Store 21.
This directly correlates to the ratio of their minimum supports, as given in Table 5.6.
In view of this, the mt model obeys principle P4 as outlined in Section 3.3.5, in that
it is effective in consistently selecting the optimal target itemset when the choice is
not immediately obvious.
5.4.1.1 Itemset Monotonicity - Principle P2
The mt value was tested for monotonicity in line with the practical considerations
outlined in [7] and the conclusions in Lemma 1, and Moodley et al. in [115]. The
monotonicity property of comparing two itemsets with the same antecedent is de-
tailed in P2 of Section 3.3.5. Frequent antecedents, A, were selected from the three
stores (9, 13, 21) for the 2012 dataset, with the mt value calculated for a variety of
(A,C) combinations, and presented in Figure 5.1. It can be seen that the mt value
monotonically decreases for increasing supp(A,C), which is consistent with Equation
(4.15), Lemma 1, the practical considerations outlined in [7], and the conclusions in
[115]. This implies that the higher the frequency of an infrequent itemset, the fewer
the customer transactions required, for targeting, so that the itemset may become
frequent.
5.4.1.2 Summary comments from Itemset Targeting
The results presented in this section confirms that the mt model obeys the key princi-
ples detailed in Section 3.3.5, which are underpinned by all previous studies on MBA
and FIM including [5], [24], [76], and [175]. Indeed, the discussion in Section 5.4.1
has demonstrated that the mt model is both an effective and rapid way of deciding
the optimal itemset for targeted promotions. A detailed review of previous work has
showed that no similar model exists for itemset targeting, hence it can be concluded
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Figure 5.1: Monotonic Property of the Proposed Model
that the mt model is indeed a unique contribution to the study of MBA.
5.4.2 Identifying Target Customers
Target customers were identified using the principles outlined in Section 5.3.3 for all
itemsets presented in Tables 5.4 and 5.5. The number of customers together with
their “false positive” potential is presented in Tables 5.9 and 5.10 for the 2102 and
2013 datasets respectively. Note that the “false positive” potential for all customers
is zero, as only customers that have purchased both the antecedent and consequent,
whether together or separately, during the year have been selected. Hence, every
target customer has the potential to purchase the itemset (A,C) if incentivized with
offers for (C) or both (A) and (C). Thus the mt model satisfies the requirements of
Test 1 in Section 3.3.6. “False positive” pose significant challenges in grocery retail,
and was cited as a key challenge in [116] and [145]. The approach taken in this study
ensures that this issue is eliminated altogether. Moreover, this approach reduces both
the data mining effort, and unnecessary marketing spend, as it initially prunes all
customers with “NULL” values for the target item before further processing is un-
dertaken. This saves computational effort in clustering and avoids artificially inflated
customer target groups, who potentially could receive expensive marketing incentives
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that are not taken up. Equally importantly, this approach prunes all customers that
may have an aversion to the target item despite buying the antecedent, e.g. allergy,
cultural, or dietary aversions. This prevents the store from losing or angering cus-
tomers as a result of falsely targeting them, for a product that they are never going
to buy.
2012 2013
Total 32726 32625
Store 9 23169 22843
Store 13 17981 19501
Store 21 6157 6500
Table 5.8: Summary of Customers
It can be seen by comparing the target customers in Table 5.9 with the required volume
in Table 5.7, that the required volume typically exceeds the target customers. The
required volume is an annual metric, as the period under consideration is one year,
and since one objective of marketing is to create a sustained increase in purchasing of
the target item by the target customers, the required volume is likely to be reached
over the year, if the marketing treatment is successful [141]. It is in this light that
the marketing simulations, as outlined in Section 5.3.4, is performed on the target
customer base to understand the long term impacts of marketing campaigns on the
purchasing, and support, of the targeted item. It can also be seen by comparing
the target customers in Tables 5.9 and 5.10 with the total number of customers per
store in Table 5.8, that in general, only a fraction of the customers, up to a third,
are targeted in any one campaign. Naturally, this is very beneficial as keeping target
customer volumes low reduces marketing spend and does not force a price decrease
across the entire customer base, which helps the grocery retailer sustain its revenue
[120][134].
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Target Itemset Target Customers(Actual)
Target Customers
(% of Total)
“False Positive”
Potential
Store 9
156 to 277 7472 32% 0%
68 to 270 7578 33% 0%
156 to 268 7249 31% 0%
68 to 88 7008 30% 0%
Store 13
284 to 277 4494 25% 0%
213 to 163 5770 32% 0%
153 to 268 5070 32% 0%
146 to 274 5050 28% 0%
Store 21
135 to 163 1158 19% 0%
57 to 274 1032 17% 0%
107 to 268 1050 17% 0%
107 to 270 1021 17% 0%
Table 5.9: Target Customers - Stores 9, 13 and 21 for 2012 Dataset
Target Itemset Target Customers(Actual)
Target Customers
(% of Total)
“False Positive”
Potential
Store 9
57 to 88 8326 36% 0%
36 to 270 7204 32% 0%
33 to 268 7259 32% 0%
68 to 88 6733 29% 0%
Store 13
126 to 88 6309 32% 0%
146 to 268 5917 30% 0%
35 to 110 7004 36% 0%
78 to 251 8017 41% 0%
Store 21
107 to 270 1189 18% 0%
135 to 268 1200 18% 0%
78 to 209 1642 25% 0%
88 to 285 1158 18% 0%
Table 5.10: Target Customers - Stores 9,13 and 21 for 2013 Dataset
5.4.2.1 Clustering Customers
The data in Tables 5.9 and 5.10 were clustered using the FCM principles outlined in
Sections 5.3.3 and 4.3.1, with the results of the clustering presented in Figures 5.2
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and 5.3. Clearly, most customers fall into the “Switcher” cluster because it comprised
of four of the nine clusters in Table 4.1, and the selected antecedents are marginally
frequent, as shown in Tables 5.4 and 5.5, i.e. having frequencies just over the targeted
minsup of 0.1. This implies that these items are not “top sellers” in these stores.
In any event, if the antecedents were “top sellers”, e.g. bread or milk, then it will
be likely that the clustering mix will be swayed towards loyalty. Whilst it is not in
the best interest of stores to promote “top sellers”, as there is always strong demand
and it can erode revenue, it should be noted that this model can effectively separate
customers under these conditions as well, thereby allowing for the execution of dif-
ferent treatment measures to different clusters or no treatment at all [66]. This is an
important consideration as it meets the requirements of Test 3 in Section 3.3.6. The
notion of having antecedents as “top sellers” and targeting customers with promotions
for items of lower support is discussed further in Section 5.5.3.
In general, having a larger “Switcher” group and smaller loyalty-based groups, i.e.
“Drop Out”, “Light Touch”, “Leave Alone”, is ideal from a marketing perspective
as it allows grocery retailers the opportunity to spend most of its marketing budget
on attracting customers who would otherwise spend their money elsewhere. This
will help grocery retailers drive-up their regular, and/or large spending customer
base, thus increasing their revenue. This is consistent with marketing studies that
prioritise marketing spend on attracting new customers [154]. It is well-documented
that spending marketing money on “Loyal” customers is not ideal, as it not only
lowers the price expectations with the most frequent/high value customers, but it
also erodes revenue as a large proportion of these customers would not necessarily
switch to other stores in the absence of promotions [120][154][166]. In line with this,
it can be concluded that the proposed mt model, and FCM clustering approach is an
effective approach to optimising the targeting of customers for marketing promotions,
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(a) Target Customer Splits - Store 9, 2012 (b) Target Customer Splits - Store 13, 2012
(c) Target Customer Splits - Store 21, 2012
Figure 5.2: Target Customer Splits - 2012 Dataset
as it correctly identifies the best items to target and it correctly segments customers in
a way to maximise the impact of marketing promotions by targeting a large population
of customers who purchase the target item elsewhere.
5.4.3 Simulating the impacts of the proposed model
A Microsoft Excel-based Markov simulator, created as part of this study, was run
using the conditions outlined in Section 5.3.4. The various cluster start sizes, for
the selection of target itemsets, are given in Tables 5.11 and 5.12 for the 2012 and
2013 datasets respectively. The datasets were tested for both the “conservative” and
“aggressive” campaigns. Note that Clusters 5 and 8, which are essentially “Loyal”
clusters, have now been classified as “Light Touch”. The rationale for this is that
customers who fall into this category sit on the cusp of loyalty and if presented with
an opportunity to switch to other stores, they will most likely take it. These clusters
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(a) Target Customer Splits - Store 9, 2013 (b) Target Customer Splits - Store 13, 2013
(c) Target Customer Splits - Store 21, 2013
Figure 5.3: Target Customer Splits - 2013 Dataset
are in contrast to the highly loyal cluster, Cluster 9, where switching behaviour is
unlikely.
Cluster Approach Store 9(156,277)
Store 9
(68,88)
Store 13
(213,163)
Store 13
(153,268)
Store 21
(135,163)
Store 21
(107,268)
1 Switcher 14% 14% 21% 20% 31% 27%
2 Switcher 29% 37% 31% 35% 31% 34%
3 Switcher 11% 13% 6% 8% 6% 11%
4 Drop Out 3% 2% 7% 5% 5% 4%
5 Light Touch 18% 14% 18% 16% 11% 10%
6 Switcher 8% 8% 4% 4% 6% 4%
7 Drop Out 0% 0% 2% 1% 1% 1%
8 Light Touch 9% 6% 9% 9% 4% 4%
9 Loyal 8% 6% 2% 2% 5% 5%
Table 5.11: Target customer cluster sizes at start - 2102 Dataset
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Cluster Approach Store 9(57,88)
Store 9
(68,88)
Store 13
(146,268)
Store 13
(35,110)
Store 21
(107,270)
Store 21
(78,209)
1 Switcher 15% 13% 15% 20% 27% 37%
2 Switcher 35% 33% 35% 41% 32% 31%
3 Switcher 11% 12% 9% 10% 9% 8%
4 Drop Out 2% 2% 4% 4% 4% 4%
5 Light Touch 16% 17% 20% 15% 13% 9%
6 Switcher 8% 9% 6% 4% 6% 6%
7 Drop Out 0% 0% 1% 1% 0% 0%
8 Light Touch 6% 6% 8% 4% 5% 3%
9 Loyal 6% 6% 3% 1% 4% 2%
Table 5.12: Target customer cluster sizes at start - 2103 Dataset
5.4.3.1 Nudging customers towards loyalty
The counter-argument to “nudging customers towards loyalty” may be stated as fol-
lows: do customers that are classified as loyal buy more of the targeted product than
their counterparts who are classified as “switchers”? Intuitively, the answer to this
question will be yes, as the clustering is done in a way to ensure that those that
purchase larger volumes of an item are classified as loyal. Hence, the approach of
nudging towards loyalty is justified. However, for completeness, this was tested em-
pirically using the 2012 and 2013 datasets for the twelve itemsets given in Tables 5.9
and 5.10 respectively, with the results presented in Figures 5.4 and 5.5. For simplicity,
the itemsets in Tables 5.9 and 5.10 were assigned numbers 1 to 12, which corresponds
to the order in which they appear on the tables.
From Figures 5.4 and 5.5, it is evident that the number of times an itemset is purchased
per customer increases with customer loyalty. Hence, the more loyal the customer,
the greater their purchases of the targeted itemset. Thus, nudging customers towards
loyalty, including through the use of marketing initiatives, is a good strategy for
grocery retailers to pursue.
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(a) Antecedent Item Purchases - 2012
(b) Antecedent Item Purchases - 2013
Figure 5.4: Antecedent Item Purchases per Customer
5.4.3.2 Simulating marketing impacts
Four itemsets, two each from Tables 5.11 and 5.12, were selected for simulation testing.
The itemsets, together with their target customer, and “purchases of the antecedent
per customer” splits are provided in Table 5.13. The effectiveness of the proposed
approach can be clearly seen from the data in Table 5.13. Loyal customers, within
the target customer set, purchase the antecedent far more than any other group, e.g.
48% for Store 21 (78,209) in the 2013 dataset, whilst “switchers” make up the lowest
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(a) Consequent Item Purchases - 2012
(b) Consequent Item Purchases - 2013
Figure 5.5: Consequent Item Purchases per Customer
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number of purchases, e.g. 10% for Store 21 (78,209) in the 2013 dataset. It does
make sense, from a marketing perspective, that marketing initiatives should focus on
predominantly targeting “switchers”, and nudging these customers towards loyalty,
bearing in mind that loyal customers are unlikely to defect to other stores, and mar-
keting to loyal customers drives down overall pricing and erodes revenue [120][134].
This is precisely what the proposed algorithm does - it predominantly targets “switch-
ers”, e.g. 82% for Store 21 (78,209) in the 2013 dataset, and over time “nudges them
towards loyalty”, where purchases of the antecedent per customer are very high.
At a practical level, customers that are classified as “switchers” will get vouchers to
buy the consequent target item, or combined offers where if they buy the antecedent,
then they will receive a discount on the consequent target item. Similar, but smaller
incentives may also be offered to “Drop-Out” and “Light-Touch” customers. For
example: 82% for Store 21 (78,209) in the 2013 dataset are switchers and account for
10% of purchases of the antecedent. This group will be heavily incentivised to make
purchases of the consequent, which will then see them move up the “loyalty chain” as
they make more purchases. As time progresses, the percentage of switchers reduces
while the percentage of loyal customers increases, resulting in increased volumes of
the target itemset being purchased, and thus making it frequent.
The simulation output for each marketing scenario (“conservative” and “aggressive”)
for the datasets presented in Table 5.13 are shown in Figures 5.6, 5.7, 5.8 and 5.9. The
modelling was done on a per-week basis. The simulation tests show that it is possible
to achieve the required weekly target volume (denoted by the grey dotted, horizontal
line on each chart) for the various itemsets with both “conservative” and “aggressive”
campaigns. This is achieved by a conversion of customers from “switchers” to loyal
customers, over time, using customised treatment for the various clusters. In Figure
5.7, it can be seen that the itemset (213,163) reached the required volume after six
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Store 9, (156,277)
(2012)
Store 13, (213,163)
(2012)
Store 9, (57,88)
(2013)
Store 21, (78,209)
(2013)
Target
Customer Splits
Switchers 62% 62% 69% 82%
Drop-Out 3% 9% 2% 4%
Light Touch 27% 27% 22% 12%
Loyal 8% 2% 7% 2%
Antecedent
Purchase per
Customer Splits
Switchers 14% 12% 12% 10%
Drop-Out 16% 20% 18% 18%
Light Touch 28% 28% 26% 24%
Loyal 42% 40% 44% 48%
Table 5.13: Simulation Testing Data from 2012 and 2013 Datasets
weeks of “conservative” treatment, and the volume will continue to increase as long
as this treatment is in place. Note that over the ten week period, the percentage of
“Loyal” customers increased from 2% to 7% whilst the number of customers classed
as “switchers” declined from 62% to 50.6%. Thus, there is significant headroom to ex-
pand the number of loyal customers even further, although targets have been reached,
and this increase could likely continue whilst this treatment is in place. In this regard,
it is well-documented that customers are likely to switch and remain loyal to the new
grocery retailer, if amongst other things, the price point is perceived to be permanent
[97][126][141]. If however, the treatment were to stop, and the price point were to
return to a higher value, then it is likely that the customers too would return to their
previous ways [97].
On a contemporary and practical level, this “switching” behaviour by customers is
consistent with the rise of the German discounters in the UK, and across Europe
for that matter, where customers have switched to these discounters from traditional
stores and remain loyal to these discounters as the price has remained low whilst the
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quality has either remained acceptable or has increased [66]. To further retain cus-
tomers, the German discounters are rapidly expanding their footprint across Europe
and enhancing their stores with value-added features like in-store bakeries, localised
produce, and multiple payment methods, thus increasing localisation, and customer
convenience whilst neutralising any differentiation that the traditional stores may
have over them [66][73].
The “aggressive” simulation campaigns follow a similar mechanism to the “conser-
vative” simulation campaigns, except that the incentives may be greater, and thus
attract more customers to the grocery retailer quicker, see Figures 5.6 to 5.9. This
results in a more rapid increase in purchases, with the target volume being achieved
sooner. In addition, the conversion of customers from “switchers” to loyal also oc-
curs at a faster pace. Given this, it can be seen why new store openings often have
very attractive, low priced store opening sales, i.e. aggressive campaigns, as these are
designed to rapidly attract customers, usually within the first two weeks of opening,
and convert as many as possible to being loyal to the new store, and grocery retailer
[66][73]. In the case of the German discounters, they have also ensured that their price
points remained lower than that of their neighbouring traditional grocery retailers,
thus retaining these converted customers after the opening sales have ended [66].
Based on the above simulation testing, its is clear that nudging customers towards
loyalty, and treating customers with a tailored incentive plan that is based on their
shopping patterns, can be very effective in increasing the frequency of targeted item-
sets. Further, if the treatment plan is sustained, as is the case of a permanent price
reduction, then the frequency of the target itemset is likely to increase above the
require level with the store converting more customers from “switcher” to loyal.
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(a) Conservative - Store 9, (156,277)
(b) Aggressive - Store 9, (156,277)
Figure 5.6: Simulation Results - Store 9, (156,277) - 2012 Dataset
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(a) Conservative - Store 13, (213,163)
(b) Aggressive - Store 13, (213,163)
Figure 5.7: Simulation Results - Store 13, (213,163) - 2012 Dataset
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(a) Conservative - Store 9, (57,88)
(b) Aggressive - Store 9, (57,88)
Figure 5.8: Simulation Results - Store 9, (57,88) - 2013 Dataset
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(a) Conservative - Store 21, (78,209)
(b) Aggressive - Store 21, (78,209)
Figure 5.9: Simulation Results - Store 21, (78,209) - 2013 Dataset
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5.5 Model Comparison Testing
5.5.1 Comparing the proposed algorithm with the approach
detailed by Reutterer et al. in [140]
The approach detailed in [140] was run on the same itemsets as provided in Table
5.13. The experimental process was similar to the methodology detailed in [140],
where the top 5% and the bottom 20% of customers, based on transaction size, were
initially pruned. This was followed by an exclusion of high frequency items, the twelve
most frequent items for each store, which as per [140], results in skewed clustering.
Following this, eleven clusters were created for each of the four itemsets detailed
in Table 5.13, with the most popular cluster for each antecedent being selected for
treatment, i.e. marketing promotions. The comparison testing was conducted in
two parts. The first part compared the effectiveness of the clustering approach, in
particular its ability to reduce “false positives” and “false negatives”, whilst the second
part compared the model’s ability to offer differentiated treatment to customers, with
the focus on attracting new customers, and preventing revenue erosion.
5.5.1.1 Comparison of the effectiveness of the clustering approach
From Table 5.14 it can be seen that following the approach detailed in [140] results
in a much smaller customer base being selected, compared with the relevant cluster
sizes in Tables 5.9 and 5.10, which in itself is not a problem, provided that every
customer is a highly likely candidate to act upon the treatment. However, in most
cases only a fraction of the total target customers are known purchasers of the an-
tecedent, and in some cases this fraction is as low as 42%, resulting in a very large
“false positive” potential which is considered bad for marketing as it angers customers
[116][145]. Further, a very large proportion of potential, good, target customers are
left untreated as they fall in other clusters, as evidenced by the difference in the
113
Section 5.5 Page 114
number of target customers between Tables 5.9 and 5.10, and Table 5.14). This is
a missed opportunity, and results in an increase in “false negatives”. For example,
in Store 13, itemset (213,163), 1521 customers will be targeted of which 58% will be
falsely targeted as they have no history of purchasing the antecedent. At the same
time, 5124 customers (approximately 89% of known purchasers of the antecedent, as
identified by the algorithm proposed in this study) are placed into other, non-targeted
clusters. These customers will not be targeted for the itemset, and this will result
in a missed opportunity for the grocery retailer. Consequently, the model proposed
in this study has a more effective clustering approach than the approach outlined in
[140], as it is more effective both in terms of Test 1, minimising “false positives”, and
Test 2, minimising “false negatives” as detailed in Section 3.3.6 .
Target Itemset TargetCustomers
Known
Purchasers
“False Positive”
Potential
“False Negative”
Potential
Store 9, (156,277)
(2012) 2331 1008 57% 6464
Store 13, (213,163)
(2012) 1521 646 58% 5124
Store 9, (57,88)
(2013) 2394 1253 48% 7073
Store 21, (78,209)
(2013) 632 299 53% 1343
Table 5.14: Target Clusters and Customers based on the approach proposed in [140]
5.5.1.2 Ability to attract new customers and offer a differentiated treat-
ment approach
The “Known Purchasers” detailed in Table 5.14 were mapped into their original four
loyalty groups, as detailed in Tables 5.11 and 5.12. The results of the mapping is
presented in Table 5.15. It can be seen, from Table 5.15, that in general, the overall
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trends of the loyalty splits from the approach taken in [140] are similar to the results
obtained for the proposed algorithm in this study. Indeed, there are some subtle
differences in some itemsets, and this is expected as the approach detailed in [140]
prunes the lowest 20% and highest 5% of transactions, based on size, thereby reducing
the pool of loyal customers who typically have higher transaction sizes. It should be
noted that both approaches prune at the lower transaction level, hence no immediate
comparisons can be drawn in this regard.
However, unlike the algorithm proposed in this study, the approach detailed in [140]
does not segregate customers within these clusters any further. Consequently, all cus-
tomers within a cluster receive the same treatment. This approach is likely to drive
down prices. Being able to attract new customers, while retaining revenue spend from
loyal customers is a challenge for many retailers as noted in [43], [66], [72], and [109].
Consequently the approach detailed in [140] has limitations in this regard as it could
lead to unnecessary price reductions due to loyal customers being offered discounts
that the store does not need to offer. Given this, and the fact that the algorithm
proposed in this study offers customised treatment through a two-step clustering pro-
cess, it can be concluded that the algorithm proposed in this study performs better
than the approach proposed in [140] in terms of Test 3, ability to offer customised
treatment, and avoid targeting customers that are loyal. It should be noted that
both models are equally good at attracting new customers, given the high volume of
“switchers” in the cluster pool.
Comparing the models for Test 4, ability to enhance the frequency of the target
itemset could not be done given that there is a large proportion of customers that are
potentially “false positive” in the results obtained from the approach detailed in [140].
Given that both models demonstrate benefits in increased frequency of purchasing, it
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Store 9, (156,277)
(2012)
Store 13, (213,163)
(2012)
Store 9, (57,88)
(2013)
Store 21, (78,209)
(2013)
Target
Customer Splits
This Study
Switchers 62% 62% 69% 82%
Drop-Out 3% 9% 2% 4%
Light Touch 27% 27% 22% 12%
Loyal 8% 2% 7% 2%
Target
Customer Splits
Reutterer et al. [140]
Switchers 61% 57% 71% 84%
Drop-Out 4% 9% 3% 5%
Light Touch 28% 30% 22% 10%
Loyal 7% 4% 4% 1%
Table 5.15: Model Comparison Testing - Loyalty Splits
is noted that both models pass Test 4.
5.5.2 Comparing the proposed customer clustering model
with “reality”
The mean number of purchases of each group for each itemset in Table 5.15 was
computed for both the store in question, internal transactions, as well as at all others
stores, external transactions. The percentage difference of mean purchases given by
Equation (3.1) was calculated for each group, with the results shown in Figure 5.10.
There are two key points to note from Figure 5.10, which underpins the validation
of the customer clustering approach taken in this study. Firstly, the loyal group has
a positive % difference for all four itemsets. Based on this, it can be concluded that
loyal customers purchase more of the antecedent internally than externally. Similarly,
the “switchers” purchase more externally than internally. This is in line with what one
would intuitively expect from loyal and “switcher” customers, and is consistent with
previous studies [101][141]. Secondly, the trend as one moves from loyal to “switcher”,
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Figure 5.10: Percent mean difference between loyalty groups
i.e. descending order of loyalty, shows a consistent decrease in the % difference across
all itemsets. Here again, this is consistent with intuition. This validates the clustering
approach proposed in this study, as it conforms with “reality”, i.e. what actually
transpired. Given this, it can be concluded that the proposed clustering model, and
the subsequent classification of customers into the four loyalty groups, which is a
store-only clustering view, is an effective approach in segmenting customers for a
differentiated marketing treatment plan.
5.5.3 The alternative approach - targeting customers who
buy “top sellers”
The premise in this chapter thus far, as well as in Chapter 4, has been to target
customers who purchase an antecedent that has a lower support than the consequent
target item. The rationale behind this is that these antecedents will likely have a
lower target customer base, as they have lower supports, and a higher probability to
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purchase the consequent target item, as they have higher confidences. Hence, this
approach will likely result in a lower marketing spend as fewer customers will need to
be targeted to achieve the same result. The validation of this rationale is detailed as
follows:
5.5.3.1 Using the marketing target model to select the optimal antecedent
for targeting
As noted in Section 5.4.1, the itemset that has the lowest mt value is the optimal
choice. This can also be used to justify whether stores should pursue a marketing
target approach of (A → C) or (C → A). For example, the mt value for itemset
(156,277) in Store 9, using the 2012 dataset and where item 156 is the antecedent
is 0.402. The mt value for the same itemset is equal to 2.275 when item 277 is the
antecedent. Clearly the mt value of the former is considerably lower, hence targeting
customers who buy 156 with offers for itemset 277 is the optimal approach.
5.5.3.2 Targeting a sub-optimal antecedent can be costly
Whilst it is indeed acceptable to target customers of any of the items that make
up an itemset, selecting a sub-optimal antecedent can prove to be costly. Again,
using itemset (156,277) in Store 9, from the 2012 dataset as an example, the total
number of customers buying item 277 at least once is 17314 compared with 7824 for
item 156. From this, it is clear that targeting customers who buy 277 with offers
for 156 may cost substantially more, given the larger number of target customers.
One way of restricting the spend, which has been adopted in this study, is to target
customers who have a history of purchasing both items at least once. In this regard,
as can be seen from Table 5.11, that the total customers that will be targeted is 7472.
By applying this constraint, it not only reduces the target customer base (and any
associated costs), but it also increases the likelihood of positive customer outcomes,
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which is always beneficial to the store. In this regard, customers will receive offers for
items they have bought and likely will buy again in the future, and view the store’s
ability to tailor to their needs as a building block of a long and trusted relationship
[120].
5.6 Tests with Other Datasets
Two synthetic datasets, a medium dataset, and a large dataset were created, using the
approach detailed in Chapter 3 and in [83], with transaction volumes of 1 million and
5 million transactions respectively. The large dataset, had 100 different items with a
maximum of 50 items per transaction, and an average density of 29 items per trans-
action. This was equivalent to a density of 29%, which is in essence seven times more
dense than a typical grocery dataset. It should be noted that this dataset is similar
in transaction volume, but considerably denser, to that of the UK’s largest grocery
retailer’s daily activity, and represents approximately 28% of the UK’s grocery retail
market share [131].
Both synthetic datasets were processed using the algorithm detailed in Section 4.5,
with the output file from the frequent itemset mining for both the medium and large
dataset processed further. In all cases, the computational approach, and the applica-
bility of the mt model was the same, that is, the best itemsets to target where those
itemsets that had the lowest mt value.
In terms of computational speed, the large dataset did take longer to process with the
runtime for the Apriori algorithm taking 748.8 seconds (approximately 12.5 minutes)
to generate the list of frequent itemsets compared with 40.5 seconds for the 2012
scanner panel dataset. Tests were conducted using a personal computer that had
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two 2.66 GHz Intel Xeon 5150 processors with 32GB of RAM. Similarly, the frequent
itemset output file for the large dataset was larger than the 2012 scanner panel dataset
which increased processing time, but yielded the same results, i.e. the best itemsets
to target were those that had the lowest mt value. From the above, it can be seen that
although the processing time is indeed increased when the density and volume of the
dataset is increased, the processing time is still very manageable for batch processing,
even with small, laboratory-size computer, as used in this study. Indeed, real-time
processing by large grocery retailers will leverage considerably larger computers, and
thus will significantly reduce the processing time.
5.7 Summary
The primary objective of this chapter was to validate the mathematical models and
algorithm presented in Chapter 4, using the research methodology detailed in Chapter
3. This was achieved by conducting a series of experiments using real life data,
synthetic data, and comparing the effectiveness of the model against other approaches.
The experimental approach for testing combined the KDD, SDF and CRM models, as
discussed in Chapter 3, to first identify target items, followed by identifying suitable
target customers for these items. This was then followed by touting these customers
with incentives for these items, and then finally retaining these customers for the long
term. This approach is in line with the CRM model proposed in [120], and as detailed
in Section 3.3. The key points of this chapter are summarised as follows:
• Tests conducted to validate the effectiveness of identifying target items, and
indeed the proposed mt model, showed that the proposed approach obeys the
principles as detailed in Section 1.3 and Chapter 3, and that the mt model is
both an effective, and rapid way of deciding on the optimal itemset for targeted
promotions.
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• Tests on clustering customers using the proposed approach, showed that in
general, the clustering approach successfully grouped like-minded customers,
with the focus on eliminating both “false positives” and “false negatives”, and
effectively segregated loyalty groups to enable customised, targeted treatment
to take place.
• Simulation testing conducted on the selected itemsets showed that it is possible
to reach the targeted frequency with both the “conservative” and “aggressive”
marketing campaigns. Indeed, “aggressive” campaigns do result in the targeted
frequency being achieved sooner, albeit at a rate that is still practically possible.
• The detailed model comparison of the proposed model with the approach taken
in [140] for targeted promotions showed that the proposed model outperformed
on all fronts. It outperformed the Reutterer et al. model, detailed in [140], by
accurately targeting customers, and offering differentiate treatment approaches,
whilst minimising “false positives” and “false negatives”.
• When comparing the model with “reality”, the proposed approach showed that
its customer clustering approach, and loyalty group splits behaved as one would
expect, where “switchers” did indeed purchase more at other stores, and vice
versa for loyal customers.
• The tests conducted where the proposed model was compared with an alterna-
tive approach of targeting “top sellers” showed that targeting customer who buy
“top sellers” with offers for less-frequent items will likely cost the grocery re-
tailers more, as it will require a larger target customer base. More importantly,
targeting customers who buy “top sellers” would result in a lowering of prices
across a broader customer base, and this could lead to revenue erosion in the
long run.
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• Testing the algorithm’s processing speed, given that the Apriori algorithm has
been noted to be slow on large, dense datasets, showed that whilst the processing
time increased for larger, denser sets, it was still quite manageable, even with
laboratory-scale computers. In this regard, tests were conducted on both the
2012 grocery dataset, and a considerably more dense synthetic datasets.
Overall, this chapter provided a sound validation of the research methodology pre-
sented in Chapter 3 and the models and algorithm proposed in Chapter 4, which
formed the basis and unique contributions of this study.
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Chapter 6
Other Applications
6.1 Introduction
The development, and application of the mt model to grocery retail has been detailed
in Chapters 4 and 5 respectively. However, it was realised that the fundamental
concept of the mt model, i.e. decision making between two choices (A → C) and
(B → D), is not only an issue within grocery retail, but indeed likely to be a com-
mon problem in other fields as well. Given this, three applications in fields related to
people’s everyday lives were studied, with the aim of using the mt model to enhance
the effectiveness of decision making by key stakeholders. It is believed that enhanced
decision making will lead to enhanced outcomes, not only for the organisations in-
volved, but indeed society at large.
The three applications were: (1) using the mt model to improve school attendance,
(2) using the mt model to highlight the underlying relationships between Coronary
Heart Disease (CHD) and the four metabolic syndrome conditions from large-scale
public health data, and (3) using the mt model to evaluate the effectiveness of the use
of the Stop and Search (S&S) power by police. On improving school attendance, a
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detailed action-research based experiment was conducted, using a local UK primary
school as a case study. The mt model was used to identify root causes for poor at-
tendance and following this, a treatment approach was implemented with its impacts
on pupil attendance evaluated. On the use of the mt model on CHD data, publicly
available data from the British Heart Foundation (BHF) and the Institute for Health
Metrics and Evaluation (IHME) were analysed using the mt model, with the results,
and possible areas for the application of the mt model discussed with experts [124].
Similarly, on S&S, publicly available data from the Metropolitan Police was analysed
using the mt model, with the results, and possible areas for the application of the mt
model discussed with experts [26].
The chapter commences with a detailed account of using the mt model to improve
school attendance, followed by the use of the mt model on CHD data, and then the
work on S&S. The chapter concludes with a summary of the key points detailed in
the various applications.
6.2 Improving school attendance - Action Research
Experiment
6.2.1 Introduction
Given that pupil attendance has a strong, positive correlation with pupil attainment,
pupil well-being and improved economic outcomes for pupils later in life, it is therefore
not surprising that it remains a key focus for schools, local authorities and national
governments across the world [14][35][81]. In the UK, both parents, which also in-
cludes guardians in this study, and schools have strict laws that must be followed in
order to ensure school attendance is actively managed [57]. Parents are legally obliged
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to send their children to school and ensure regular attendance, while schools have a
legal duty to take the necessary steps, and have policies in place to effectively manage
pupil attendance [57]. In this regard, there is a significant requirement from schools
to be proactive on attendance management as they must: (1) accurately record atten-
dance, (2) proactively follow-up with parents on all absences, and (3) put initiatives
in place to manage and encourage good attendance [57].
The underlying reasons as to why pupils are absent from school have been well-studied
and generally fall into one, or a combination of three categories: (1) unable to attend
school due to other obligations, e.g. illness, carer duties, family instability, (2) avoid-
ing school due to fear, embarrassment, boredom, e.g. being bullied, and (3) pupil/fam-
ily do not place value in schooling, and/or have other activities that they would rather
do, e.g. taking vacation, or have high levels of illiteracy within the family [14][143]. To
this end, strategies for managing absenteeism, which are predominantly qualitative,
have also been well-studied with models, frameworks and initiatives for improving
school attendance being proposed and evaluated [14][35][81][143]. The quantitative
approaches involving school attendance has primarily been seen as a task within the
Educational Data Mining (EDM) branch of research, where the key objective is to
improve pupil performance through the use of data mining and artificial intelligence
(AI) techniques [158]. Indeed, there have been several models proposed to predict
pupil outcomes, however attendance has typically been used as an input variable for
these models rather than being a key focus area [39][158][178].
The case for increased use of data analytics and AI to improve attendance has been
well-made, however very little use-cases and readily available analytics models ex-
ist, that can be easily adopted by school practitioners to improve school attendance
[14][35]. Further, school practitioners are new to data analytics, with most not having
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a data science background, and whilst there is ongoing training and certification being
done, most schools are not yet in a position to conduct a deep analysis of data, let
alone develop their own models and algorithms [3]. It is against this backdrop that
this study aims to provide school practitioners with a simple, yet effective model to
improve school attendance. This is achieved by identifying, and acting on attendance
patterns that are not obvious without the use of data analytics. The mt model was
applied, using an action research methodology, to a live setting using Willen Primary
School (WPS) as a case study. WPS is a local authority-maintained primary school
in Milton Keynes, UK. The approach, findings and recommendations from this study
can be easily leveraged by other schools wanting to improve pupil attendance.
6.2.2 Literature Review related to Improving School Atten-
dance
6.2.2.1 School Absence
There exists a myriad of terms used to describe school absence, which help focus
diagnoses, so that targeted plans could be put in place to address their underlying
causes [14][57][81][84]. While some absences may be seen as acceptable, in the UK,
schools have become tough on all absences, irrespective of their reason, as they have
been shown to be equally destructive to learning [14][57]. Authorised absence, de-
fined as an acceptable absence approved by the school, e.g. illness or bereavement,
is typically granted but, schools have become wary of its abuse, particularly close to
end of term when parents want to capitalise on cheaper holidays without incurring
fines [36][49][57]. On the other hand, unauthorised absence, i.e. absent without per-
mission, has received widespread condemnation from both law makers, and education
non-profit organisations, with several cases being trailed in court, or parents being
fined in line with local authority and national government policy [36][49][57].
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The concepts of school refusal (SR) and truancy form part of unauthorised absence
and has been well-outlined in [81][84], with SR defined as non-attendance due to the
expectance of strong negative emotions while at school, e.g. fear as a result of bully-
ing, or embarrassment as a result of being teased, or separation anxiety [81]. Truancy
has been defined as absences related to anti-schooling sentiments, i.e. absent without
parental consent, and is a consequence of several factors including finding school bor-
ing, or finding activities outside of school more attractive, e.g. going to the cinema
during school time [81]. School withdrawal, e.g. taking time off to go on holiday, is
similar to truancy, but with parental consent, and is generally very difficult to ad-
dress once it becomes excessive as it usually requires multi-agency involvement that
focusses on both the pupil and their family as a whole [143]. The notion of persistent
absence or chronic absence has also been well-studied, with the definition in the UK
being: where a pupil is absent from school for 10% or more, irrespective of the reason
[14][36]. Persistent absenteeism is being well-tracked by schools and local authorities
in the UK with initiatives and policies put in place to deal with the problem as it
arises [36][57]. However, the situation is not the same in other developed countries,
including in the U.S., and is often overlooked by stakeholders [14]. As a result, per-
sistent absenteeism unfortunately wreaks havoc, in these countries, long before the
problem is diagnosed [14].
Separation anxiety, or in its more severe form, Separation Anxiety Disorder (SAD),
is a type of school refusal and has been well-documented in [79]. SAD is common
among young children, up to 1 in 20 children suffer from SAD, and is defined as
the fear leaving the safety of parents or caregivers [79]. Children experiencing SAD
often present with tantrums, panic attacks or bad behaviour and can have a signifi-
cant negative impact on the child’s academic, social, and physiological development
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[29][79]. Indeed, separation anxiety is most common after children have spent longer
spells with their parents or caregivers, and is common after weekends or holidays, and
may also present every morning in some children, after they have spent the previous
afternoon and night with parents or caregivers [29][79].
6.2.2.2 Why are pupils absent?
There is broad consensus by researchers as to why pupils do not attend school, and
the underlying causes for absence falls into three categories, which are indeed very
large by themselves: (1) unable to attend school due to other obligations, (2) avoiding
school (school refusal), and (3) pupil/family do not place value in schooling, and/or
have other activities that they could rather be doing [143][14] . This notion of not
placing value in schooling has been further separated into: truancy, pupils that stay
away from school without parental knowledge, and school withdrawal, also sometimes
referred to as parental condoned absence, and is where parents condone the absence
as it proves beneficial to them or the family at large [84]. Given the vast array of
underlying causes, researchers have tended to become more specific in examining the
problem of absence. Havik et al. in [81], focussed on school refusal and truancy,
with peer relationships and classroom management by teachers as underlying causes.
In this regard, Havik et al. found that both good peer relationships, and effective
classroom management had strong positive correlations with good attendance [81].
Similarly, tackling truancy and parental beliefs, as part of school withdrawal, were
the key focus areas of studies in [35] and [143] respectively. Both studies showed
that there is a strong positive correlation with good attendance and effective, regular
communication between school and home [35][143].
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6.2.2.3 Impacts of absence
Balfanz et al. in [14], were firm in their conclusions that “missing school matters”,
noting that in the US, missing school impacted academic achievement irrespective
of age, and that those who were from low-income backgrounds were more impacted
by absence, as they were less likely to have provisions at home to make-up for lost
time. In the UK, similar sentiments were echoed in [36] and [57] with respect to
absence, including more long term impacts on the pupil such as social anxiety, and
lack of self-confidence, both of which are known pre-cursors to interrupted employment
and consequently lower economic attainment in adulthood [14][29][84]. Whilst these
are all significant impacts in their own right, the key impact of absence, which was
noted across several studies [14][35][36][57][143], was the long term disengagement
with education which not only impacted the pupil in adulthood, but also created the
foundation for a vicious cycle when these pupils become parents, and project their
negative attitudes towards education onto their children.
6.2.2.4 Improving attendance
The conceptual framework proposed in [93] for designing interventions to improve
attendance was found to be both relevant and very useful. The proposed three tier
framework targeted all pupils along the absenteeism spectrum with tier 1 strategies fo-
cussed on pupils with emerging attendance problems, whilst tier 2 focussed on pupils
that are at risk of being persistently absent, and tier 3 on those that are already
persistently absent. The overall approach of the framework in [93] emphasized early
identification and treatment, rather than a sole focus on those that are already per-
sistently absent.
This approach is well-recognised and several studies have operationalised this frame-
work in varying depths including in [14], [35], [36], and [57]. In [36] and [57], which is
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relevant to the UK context, the guidelines have suggested that all absenteeism should
be tackled with context-specific approaches that include using data analytics, working
with parents, using incentives, and enforcing fines. Similarly, The Early Truancy Pre-
vention Program (ETPP) introduced in [35] proposed a five step approach to tackle
absenteeism, all of which required the teacher to be proactive, and work actively with
parents to drive-up attendance. Pilot tests using the ETTP did show a significant
improvement in attendance [35], however most initiatives were time intensive, and
required teachers and school administrators to spend a large amount of time working
with parents on an ongoing basis. This is not practical in the UK, given that teach-
ers are already stretched, and where school budgets are being continuously squeezed
[150]. Efforts to improve attendance in [14] and [35], were underpinned by offering
both short-term and long term rewards through local and national/ state campaigns.
At a local level, schools offered rewards for pupils who attended regularly that were
more meaningful to pupils, and included fun activities like dance, and diplomas for
completing short courses. While at a national level, school attendance was stressed
by senior political figures, and “success mentors” who were largely celebrities that
attributed their success to regular school attendance [35].
6.2.2.5 Educational Data Mining (EDM)
The definition of EDM in [3], accurately surmises the approach of using what was
once commercial data mining techniques to improving outcomes in education, specif-
ically government sponsored education. EDM, according to [3], “seeks to analyse
educational data repositories to better understand learners and learning and to de-
velop computational approaches that combine theory and data to transform practice
to benefit learners”. In this regard, EDM may be compared to commercial techniques
like Market Basket Analysis (MBA), which is in essence, a technique that leverages
data analytics on customer transaction data to enhance customer engagement and
130
Section 6.2 Page 131
transaction intensity within the retail sector [37][114][158].
Clustering and ARM have been widely used in EDM in a variety of contexts. Daniel,
in [37], and Merceron et al. in [114], noted that ARM has been very useful in educa-
tional applications such as: (1) finding mistakes that are commonly made together by
students, (2) making recommendations to students on e-learning course choices, and
(3) finding associations in behavioural patterns of students. Similarly in [113], ARM
was used to find factors that influenced student performance in courses, with the study
concluding that student performance was directly correlated to paying attention in
class which includes: attendance, completing assignments, and good note-taking.
Clustering has also been widely used in education with good success. In their review of
clustering within EDM, Dutt et al. in [45], discussed the various educational contexts
in which clustering was used including: using K-Means clustering to improve learning
by grouping students with similar learning styles, and clustering brain scans of stu-
dents who showed similar responses to learning into groups and targeting each group
differently to improve learning. Similarly, clustering was also used to understand stu-
dent behaviour in online learning environments by comparing sequential student data
and leveraging a clustering algorithm to group like-minded students [98]. It should be
noted that while clustering does have its place, it needs to be done carefully within
the government schooling sector as it may be perceived by some parents as unfairly
“targeting” groups of pupils, which is generally not the case [176].
6.2.3 Problem Statement for improving School Attendance
It is well-documented that providing pupils with the right incentives to attend school
results in improved attendance and consequently improved pupil attainment and
progress [14][57]. Given this, the problem being addressed by this study may be
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stated as follows: Let S be a school with all its pupils, U and the school week, J ,
be divided into k distinct sessions, Ji, such that Ji ∈ J = {J1, J2, . . . , Jk}. Further,
let T be a database in S, that contains the attendance records of all pupils across all
sessions for a period, W . Hence, there may exist a dataset, Tt, where Tt ⊆ T , that con-
tains the attendance records of pupils Ut, where Ut ⊆ U , who have below the required
attendance in at least one school session and/or the overall average attendance, but
where attendance in all other sessions are above or equal to the requirement. Given
that the leadership and staff of S are intent on maximising pupil attendance, with
the focus on driving up the overall average pupil attendance, O, through incentives
and interventions, while minimising effort and associated costs, largely incentives and
staff costs, it becomes necessary to optimise the targeting of Ji. Thus, the aim of this
investigation is to provide a framework and useful tool for schools, based on the mt
model, for targeting the right school session(s) with incentives and interventions that
maximises the impact on improved overall school attendance.
6.2.4 Analytical Model
6.2.4.1 Identifying Target Sessions
Pupils that have above or equal to the required attendance in each and every session
are generally considered to have very good attendance and in essence help the school
boost its overall average attendance. Let Tp be a dataset containing the attendance
records of all pupils that are persistently absent, hence Tp ⊆ Tt. Persistent absenteeism
in the UK is defined as having an overall average attendance of less than 90% [36].
Given that schools take severe action once attendance drops below 85%, including
removing a pupil from the school roll, Tt thus represents a significant portion of
T for a school that has overall-below-the-required-average attendance [57]. Hence,
improving pupil attendance in Tt will enhance overall attendance and as most schools
have limited resources, the question of which Ji should be targeted often arises. To
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facilitate easy processing, Tt is converted to a dataset with binary attributes, with
sessions and/or the overall average attendance being assigned a “1” when attendance
drops below the required levels. Intuitively, the best target should be that session
which has both the highest absence and highest association with poor overall average
attendance, that is, supp(Ji, O) and conf(Ji → O) is the largest. However, scenarios
do exist where supp(Jc, O) > supp(Jk, O) but conf(Jc → O) < conf(Jk → O) in
which case, the choice between Jk and Jc is not obvious. This problem may be easily
addressed using the mt model, as was done for grocery retail in Chapter 5.
6.2.4.2 Applying the mt model to identify target sessions
Applying the mt model, as detailed in Chapter 4, to identify the best sessions to
target was relatively straightforward. The mt value was computed for each (Ji →
O) combination and that which had the lowest mt value was considered to be the
best session to target. Note that the database Tt was in essence an absenteeism
database, and P (Ji) in database Tt was high for sessions that had high absenteeism.
Similarly, P (Ji, O) in Tt was high for sessions that had high absenteeism, and where
such absenteeism leads to high overall absenteeism. Consequently, the “ideal” state
in Tt was targeting sessions, Ji, that maximized overall absenteeism. The rationale
for this was derived from the practical constraints of managing a school. Initiatives
must target all or the majority of school pupils to ensure fairness, and given that
most initiatives comprise of largely fixed costs, e.g. the effort in planning an activity
is similar whether the audience is 100 or 250, it makes sense to target the session
which impacts overall absenteeism the most [176]. The most impactful session was
that session which has the lowest mt value as it requires the least “effort” to reach its
“ideal” state.
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6.2.5 Experimental Process
Experiments were conducted based on the well-known Action Research process as de-
tailed in [34] and outlined in Figure 6.1. As per [34], the process begins by defining the
context and purpose by asking the question: why is this project required or desirable?
However, it is the diagnosing phase that usually proves to be the most challenging as
it involves identifying the possible issues or the most impactful issue, which is some-
times not obvious [160]. Consequently, data analytics is often leveraged to simplify
this task through the use of models and algorithms to process data into information
[160]. In this regard, the mt model forms part of the diagnosing phase. Note that the
Action Research process is cyclical and actions taken have to be regularly evaluated
against the context and purpose, which could also change over time [34].
Figure 6.1: Action Research Process as outlined in [34]
Research was conducted at WPS with the context and purpose of improving overall
school attendance to be above or in line with the national requirement, which is
currently set at 96% in the UK [36][57]. The mt model, part of the diagnosing phase,
was then used to identify that session which was most impactful to overall school
absence. Options for possible action were brainstormed with school leadership and
134
Section 6.2 Page 135
evaluated in the planning action stage. Following this, selected actions were carried
out at the school over several months, the “taking action” stage, with the impact on
overall school attendance then assessed in the evaluating action stage.
6.2.6 Experimental conditions
6.2.6.1 Willen Primary School (WPS)
WPS is a mixed, 2-form entry primary school on the north-eastern side of Milton
Keynes, catering for 4 to 11 year old children. The school has a capacity of 420 pupils
and had 366 pupils on its roll at the end of July 2019, with approximately 35% of its
pupils coming from outside the school’s catchment area [148][176]. The school was
rated “Good” by the UK’s Office for Standards in Education, Children’s Services and
Skill (Ofsted) in its last inspection, which was conducted in November 2017 [125].
Whilst the inspector cited very good attendance management practices by the school
leadership, he did note that further improvement should be made [125]. Given this,
the school has continued to fervently promote the importance of good attendance and
explored the use of novel approaches to address the issue of absenteeism, giving rise
to this study [176].
6.2.6.2 Diagnosing
School attendance data for the previous three academic years (2015/16 to 2017/18)
were used as the basis for improving school attendance in 2018/2019. The datasets
were scrubbed to remove pupils that either joined the school after the start of the aca-
demic year, or left the school during the academic year, to produce the datasets T for
each academic year, W , as discussed in Sections 6.2.4.1. The data was further filtered
to produce Tt by selecting those pupils, Ut, who either had an overall attendance of
less than 96%, the required national average, and/or who were absent at least three
times per session during the academic year. Given that the cardinality of sessions
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were generally between 34 and 39 per year, it was not practical to filter these sessions
at the 96% level as it was too restrictive, i.e. equivalent to less than two absences per
session per year. The restriction on analysing pupils that were present for the entire
academic year was placed to ensure that the data analysis process was not unfairly
skewed. For example, consider a scenario that occurs fairly regularly: some pupils
may enrol at WPS after the start of the academic year, have 100% attendance for
two weeks and then transfer to another school, possibly one that is closer to their
home [176]. In this case, these pupils will have 100% attendance and be treated an-
alytically as the same as pupils who had 100% attendance for the entire academic year.
Tt was then analysed using a FIM algorithm in R, with a minsup of 0.3 and a minconf
of 0.3 to prune all rare rules. The output from the FIM stage was further analysed,
using Microsoft Excel, to compute the mt value for each frequent itemset from which
the best target session was identified.
6.2.6.3 Planning Action
Given that the school has strict obligations, guidelines, and its strategic agenda that
it must adhere to, it was realized that a multi-prong approach had to be undertaken
with regards to planned actions that would improve attendance, and validate the tar-
geting approach proposed in this study. These planned actions were over and above
what the school was currently doing to monitor and promote attendance. Hence a
two-pronged approach was adopted with: (1) session-targeting focussed on demon-
strating that session (and overall) attendance can be improved by targeting identified
session(s), and (2) overall attendance improvement initiatives focussed on improving
attendance in line with the strategic and statutory obligations of the school.
Several alternatives were considered by school leadership and based on their expe-
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rience, the best two selected were: (1) focus on shorter periods for full attendance,
with prize-based rewards, and (2) create more exciting initiatives for targeted sessions
[176]. The selected initiatives were consistent with the tiered approach described in
[93].
6.2.6.4 Taking Action
Apart from continuing to fulfil its statutory and strategic objectives with regards to
attendance, including dealing with persistent absenteeism, promoting and fostering
a good environment for improved attendance, and dealing with truancy; the school
implemented the two initiatives outlined in Section 6.2.6.3.
Initiative One (I1) focussed on increasing the frequency and perceived meaningfulness
of the rewards for full attendance, so that pupils could both feel tangibly rewarded
for full attendance, and know that they can always be eligible for rewards in the next
reward period should they not win in the current or previous period. I1 commenced at
the start of the Spring term in January 2019, with all pupils that had full attendance
for the month placed in a draw to win one of eight tickets to a popular, local trampoline
park. The reward was meaningful to the pupils as it was something that they enjoyed,
and it was something that was not always available to them due to cost constraints
[176]. Given this, there was considerable excitement from pupils when the initiative
was introduced. Initiative Two (I2) was geared towards targeting the sessions that
had the largest impact on poor attendance. Exciting activities were conducted during
the most impactful session throughout the Summer term starting at the end of April
2019. These activities centred on a theme, involved the entire school, was in line with
the learning objectives, and included elements that the pupils would consider exciting
[176]. Further details on I2 are provided in Section 6.2.8.2.
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6.2.6.5 Evaluating Action
Following the implementation of the initiatives, the pupil attendance records for the
2018/19 academic year was analysed using Microsoft Excel, and compared with pre-
vious years to quantify the impact of I1 and I2. This then fed into school planning
operations for the 2019/20 academic year.
6.2.7 Results and Discussion
6.2.7.1 Identifying Target Sessions
The average attendance for all pupils who were on the school roll for the entire aca-
demic year was calculated using Microsoft Excel, with the results presented in Table
6.1.
Session (Ji) 2015/16 2016/17 2017/18
Mon-AM 93.7% 93.7% 93.8%
Tues-AM 94.1% 94.9% 94.6%
Wed-AM 95.1% 95.0% 95.3%
Thur-AM 94.9% 95.3% 94.8%
Fri-AM 94.6% 94.7% 94.1%
Mon-PM 94.1% 94.5% 94.1%
Tues-PM 94.7% 95.6% 95.1%
Wed-PM 95.5% 95.6% 95.8%
Thur-PM 95.5% 95.7% 95.4%
Fri-PM 94.9% 94.9% 94.5%
Average AM 94.5% 94.8% 94.5%
Average PM 95.0% 95.3% 95.1%
Overall (O) 94.7% 95.0% 94.8%
Table 6.1: Average Attendance for 2015/16, 2016/17 and 2017/18
From Table 6.1 it can been that the school generally did not achieve the required
overall average attendance of 96% in any of the previous three academic years. Fur-
ther, attendance in the morning (AM) sessions were lower than the afternoon (PM)
138
Section 6.2 Page 139
sessions, with Monday AM being consistently the most poorly attended session across
the years. This is consistent with theories on separation anxiety where young chil-
dren often dislike going back to school after spending long periods away from school
with their parents and family, and school withdrawal [29][36]. Separation anxiety may
be exacerbated when parental collusion occurs (school withdrawal) and parents keep
pupils at home for fear that they may become distressed further [14][36][84]. However,
despite Monday AM being the most absent session based on averages, the question
of which session is most impactful to overall attendance arises as it is possible that
the most frequently absent session is not the most impactful, as children could return
to school in the next session and have perfect attendance for the rest of the week.
For example, consider this scenario of school withdrawal, which occurs fairly regularly
[176], where: a child that is often absent on a Monday AM because they are dropped
off at school by a parent that lives far away from the school (e.g. in a divorce), after
spending the weekend at this parent’s home. The child then returns to their regular
home at the end of the day and has perfect attendance for the rest of the week. In
this case, the child is unlikely to have overall attendance below the average but may
be significantly below the required attendance for the Monday AM session.
6.2.7.2 Targeting the Most Impactful Session
The mt value for each session was calculated on each Tt for the previous three aca-
demic years, as per the process outlined in Section 6.2.3, with the results detailed
in Tables 6.2, 6.3 and 6.4. Some sessions were automatically eliminated, consistent
with Lemma 1 detailed in Chapter 4, as both their support and confidence were less
than other sessions in the same year. In Table 6.2, Fri-AM had both higher support
and confidence than every other session except Mon-AM, hence there was no need
to compute the mt value for all other sessions except Fri-AM and Mon-AM. The mt
model in Equation (4.15) was used to decide the better target session between Fri-AM
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and Mon-AM, with a minsup value of 0.550 (the lower support between Fri-AM and
Mon-AM) being used. Mon-AM had the lower mt value and hence was selected to be
the best session to target.
Session (Ji) P (Ji) P (Ji, O) Conf(Ji → O) mt
Mon-AM 0.594 0.561 0.944 -0.021
Mon-PM 0.539 0.517 0.959 -
Tues-AM 0.494 0.472 0.955 -
Tues-PM 0.483 0.472 0.977 -
Wed-AM 0.456 0.433 0.951 -
Wed-PM 0.378 0.356 0.941 -
Thur-AM 0.494 0.467 0.944 -
Thur-PM 0.394 0.383 0.972 -
Fri-AM 0.550 0.539 0.980 0.020
Fri-PM 0.506 0.472 0.934 -
Overall (O) 0.856 - - -
Table 6.2: Identifying Target Sessions - 2017/2018
The negative value for mt was also interesting to note. In practical terms, it implied
that there were more records in Tt that contained both Mon-AM and O that were
below the required levels, than records that contained Fri-AM being below the re-
quired level. Thus any initiative to resolve absenteeism on Fri-AM will always be less
impactful than absenteeism on Mon-AM. Hence all other sessions except Mon-AM
were considered to be rare rules as there exists a (Ji, O) combination that is under
consideration with P (Ji, O) > minsup. This is not always the case and the scenarios
were quite different for the 2015/16 and 2016/17 academic years.
From Table 6.3 all rules except Mon-AM, Mon-PM and Fri-PM were shortlisted as
the others were determined to be rare. The mt values were computed for each of
the shortlisted sessions, with minsup set at 0.549, the lowest support between Fri-
PM, Mon-AM and Mon-PM. Mon-AM was found to be the most impactful session to
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Session (Ji) P (Ji) P (Ji, O) Conf(Ji → O) mt
Mon-AM 0.609 0.549 0.903 0
Mon-PM 0.559 0.505 0.904 0.089
Tues-AM 0.505 0.480 0.951 -
Tues-PM 0.436 0.417 0.955 -
Wed-AM 0.490 0.480 0.980 -
Wed-PM 0.456 0.446 0.978 -
Thur-AM 0.480 0.480 1 -
Thur-PM 0.436 0.431 0.989 -
Fri-AM 0.539 0.510 0.945 -
Fri-PM 0.549 0.515 0.938 0.066
Overall (O) 0.848 - - -
Table 6.3: Identifying Target Sessions - 2016/2017
overall below average attendance. Similarly from Table 6.4, Mon-AM was found to
be the most impactful session with minsup set at 0.589. Given that Monday AM was
found to be the most frequent and the most impactful session, it can be concluded
that the poor attendance on Monday AM may be attributed to a combination of
school refusal, e.g. due to separation anxiety, and school withdrawal/truancy where
the return to school may not be seen as exciting as the weekend that just passed [14].
Clearly an easier, more exciting start to the school week, which is initiated by the
school, may prove successful in addressing this issue.
Session (Ji) P (Ji) P (Ji, O) Conf(Ji → O) mt
Mon-AM 0.624 0.584 0.935 0.009
Mon-PM 0.589 0.558 0.948 0.056
Tues-AM 0.609 0.563 0.925 0.048
Tues-PM 0.569 0.548 0.964 -
Wed-AM 0.492 0.482 0.979 -
Wed-PM 0.467 0.457 0.978 -
Thur-AM 0.558 0.543 0.973 -
Thur-PM 0.487 0.487 1 -
Fri-AM 0.508 0.487 0.960 -
Fri-PM 0.503 0.472 0.939 -
Overall (O) 0.857 - - -
Table 6.4: Identifying Target Sessions - 2015/2016
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6.2.7.3 Early Warning System
The very high confidence values (>0.9 and in some cases = 1) was also of significant
note as it suggested that any pupil that was absent for at least three times in any one
session was very likely to have below overall required attendance. This could be a good
tool for the school to use in tackling absenteeism as it may be used to identify pupils
that are at risk of falling below the requirement, consistent with the recommendation
in [93]. Further, it could be used as part of conversations with parents and pupils
in addressing their beliefs and misconceptions about attendance, and is consistent
with the recommendations in [14], [35], and [57] for improving attendance through
leveraging analytics. This fact-based approach is more likely to resonate well with
parents and may negate any possible insinuations by parents that their families are
being victimised or treated unfairly by teachers and school leadership [14][35].
6.2.8 Evaluating the Impacts of Initiatives I1 and I2
I1 and I2 were conducted as detailed in Section 6.2.6.3. Following the results of the
analysis conducted as part of Section 6.2.7.1, the school decided to target Mondays
with the emphasis on the Monday AM session as part of I2. The Monday Matters
initiative was launched in the Summer term of 2019 and consisted of a “m-themed”
program for five of the ten Mondays during the term. The initiatives were selected by
the school staff as it represented themes that would resonate well with the pupils. The
five themed Mondays were: Move-It Monday, Muffin Monday, Mindfulness Monday,
Mask Monday and Movie Monday. For each themed Monday, pupils were allowed to
come to school appropriately dressed, for example sports kits on Move-It Monday,
and participate in a range of planned activities related to that theme which were also
linked to the work that was being done in the classroom.
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6.2.8.1 I1: Frequent Rewards for Full Attendance
Draws were held every month during the Spring and Summer terms of 2018/19, with
the exception of April, for all pupils that had full attendance during the month. The
April draw was omitted given that April had fewer than 10 school days in that month.
Session (Ji) 2015/16 2016/17 2017/18 2018/19
Mon-AM 94.1% 93.9% 94.3% 95.8%
Tues-AM 94.2% 95.2% 95.0% 96.2%
Wed-AM 95.1% 95.5% 95.4% 96.2%
Thur-AM 94.9% 95.5% 95.1% 96.3%
Fri-AM 94.4% 95.0% 94.2% 95.6%
Mon-PM 94.7% 94.6% 94.8% 96.5%
Tues-PM 94.9% 95.8% 95.5% 96.8%
Wed-PM 95.6% 95.8% 95.8% 96.6%
Thur-PM 95.6% 95.8% 95.6% 96.8%
Fri-PM 94.9% 95.1% 94.1% 96.0%
Average AM 94.6% 95.1% 94.8% 96.0%
Average PM 95.2% 95.4% 95.2% 96.5%
Overall (O) 94.9% 95.2% 95.0% 96.2%
Table 6.5: Average Attendance for Spring and Summer Terms: 2015/16, 2016/17,
2017/18 and 2018/19
From Table 6.5, it is clearly evident that the shorter, more meaningful rewards for full
attendance have contributed to a significant improvement in overall attendance for
the Spring and Summer terms in 2018/19 with the attendance for every session being
considerably higher than the attendance in the previous three years. This result was
consistent with the findings in [14]
6.2.8.2 I2: Monday Matters Initiative
Table 6.6 presents attendance data for Summer term Monday attendance for the
2015/16, 2016/17, 2017/18, and 2018/19 academic years. There is fluctuation in the
number of Mondays from year to year due to the timing of Easter which influences
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the half-term break as well, which is typically held towards the end of May.
2015/16 2016/17 2017/18 2018/19
Average Attendance (%) 94.4% 94.5% 94.2% 96.5%
Range 6.2% 5.3% 4.5% 2.8%
Median 94.5% 95.0% 94.1% 96.4%
No. of Mondays 12 11 12 10
Table 6.6: Comparison of Monday Summer term attendance data for I2
From Table 6.6 it can be seen that the average attendance for Mondays in the Sum-
mer term of 2018/19 was significantly higher than the previous years. Further, not
only was the 2018/19 attendance data higher, but it was also above the required 96%
target and the first time that this was the case in four years. The range and median
for the data also showed the strength of 2018/19 attendance data when compared to
previous years. The range in 2018/19 was less than half that of 2015/16, and indica-
tive of a consistently high Monday attendance throughout the term.
There were some concerns from school leadership on the “stickiness” of Monday Mat-
ters events, where having an event every other Monday fosters good attendance on
other Mondays and indeed other days of the week, and whilst there were spikes in
attendance on Monday Matters days, attendance during the other Mondays were
quite good, as evidenced by the data in Table 6.6. These findings are consistent with
other studies that noted that in general, pupils are “creatures of habit” who thrive
on routine, and are thus likely to sustain good attendance once a routine has been
established [14][35][57].
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6.2.9 Evaluating the Overall Improvement in School Atten-
dance
The full year attendance comparison is presented in Table 6.7. It can be seen that
initiatives in the Spring and Summer terms of the 2018/19 have contributed to an
improvement in the whole school attendance for the full academic year. Indeed, WPS
achieved the required attendance target of 96% for the first time in four years in
2018/19.
The data in Table 6.7 also reveals the success of the Monday Matters initiative on
the full year attendance data. Monday AM and PM sessions have seen the largest
increase in attendance, with increases of 1.8 and 2.1 percentage points improvement
respectively. As a result, Mondays no longer have the worst performing AM and PM
sessions, and the shift in focus now moves towards Fridays, where the underlying rea-
sons for poor attendance may be quite different. Unlike Monday absenteeism, which
is influenced to some extent by separation anxiety, Friday absenteeism may be more
influenced by school withdrawal where parents may: (1) want to extend the weekend
or start holidays earlier to beat the rush and/or save on costs, and (2) sometimes as-
sume that Fridays are typically low value school days in which limited learning takes
place, and hence pursue other activities outside school [49][84]. Hence, the action
plan to tackle Friday absenteeism must be geared more towards school withdrawal as
opposed to the Monday Matters initiative which was focussed on tackling both school
refusal and school withdrawal.
One argument that parents do make on Friday absence is that their child(ren) have
excellent attendance on all other sessions and these occasional absences should not
impact the child and the school. Whilst it is well-documented that all and every
absence impacts pupil learning, the question of whether Friday sessions have now
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Session (Ji) 2015/16 2016/17 2017/18 2018/19
Mon-AM 93.7% 93.7% 93.8% 95.6%
Tues-AM 94.1% 94.9% 94.6% 96.0%
Wed-AM 95.1% 95.0% 95.3% 96.1%
Thur-AM 94.9% 95.3% 94.8% 96.1%
Fri-AM 94.6% 94.7% 94.1% 95.3%
Mon-PM 94.1% 94.5% 94.1% 96.2%
Tues-PM 94.7% 95.6% 95.1% 96.6%
Wed-PM 95.5% 95.6% 95.8% 96.4%
Thur-PM 95.5% 95.7% 95.4% 96.4%
Fri-PM 94.9% 94.9% 94.5% 95.4%
Average AM 94.0% 94.8% 94.5% 95.8%
Average PM 94.5% 95.3% 95.1% 96.2%
Overall (O) 94.2% 95.0% 94.8% 96.0%
Table 6.7: Average Attendance for 2015/16, 2016/17, 2017/18 and 2018/19
become the most impactful session to overall absence arose [14][57][84]. In line with
this, the analysis detailed in Sections 6.2.6.2 and 6.2.7.2 was conducted on the 2018/19
dataset. It was clear from the results in Table 6.8 that Friday is now the most
impactful day to overall below the required attendance, with Fri-AM being the most
impactful session. Mon-AM is no longer the most impactful session to overall below
average attendance for the first time in the four academic years.
Session (Ji) P (Ji) P (Ji, O) Conf(Ji → O) mt
Mon-AM 0.500 0.467 0.933 -
Mon-PM 0.425 0.392 0.922 -
Tues-AM 0.483 0.467 0.966 -
Tues-PM 0.350 0.333 0.952 -
Wed-AM 0.508 0.492 0.967 -
Wed-PM 0.425 0.408 0.961 -
Thur-AM 0.458 0.433 0.945 -
Thur-PM 0.433 0.408 0.942 -
Fri-AM 0.575 0.525 0.913 0.050
Fri-PM 0.550 0.500 0.909 0.100
Overall (O) 0.867 - - -
Table 6.8: Identifying Target Sessions - 2018/19
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6.2.9.1 Persistent Absenteeism
The impacts of initiatives I1 and I2 on persistent absenteeism (attendance <90%)
were also analysed with the results presented in Table 6.9. Persistent absenteeism
at WPS has been significantly higher than the national average for at least the last
three years, this despite regular and close monitoring by the school’s leadership team
(including the school governors) and the school’s attendance officer. However, the
level of persistent absenteeism has significantly decreased in 2018/19, and was lower
than the latest published national average for persistent absenteeism of 8.7%. Note
that national average data for the 2018/19 academic year is expected to be published
in March 2020, in line with previous years.
2015/16 2016/17 2017/18 2018/19
WPS (% of total) 13.1% 11.3% 12.8% 5.8%
National (% of total) 8.2% 8.3% 8.7% -
Table 6.9: Comparison of Persistent Absenteeism
This is a significant improvement and consistent with previous studies that sought
to tackle the problem of chronic (persistent) absenteeism, in particular [14]. Indeed
some of the approaches for tackling persistent absenteeism discussed in [14] have been
leveraged in the development of I1 and I2 including the concept of making rewards
more frequent and meaningful.
6.2.10 Summary Remarks for Improving School Attendance
The mt model, described in Equation (4.15), was used to improve school attendance
at Willen Primary School. The algorithm detailed in Section 4.5, which included the
mt model, was used to identify the school session which was most impactful to overall
below the required average attendance. In line this, the previous three years’ atten-
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dance data from WPS was analysed and it was found that the Monday AM session
was consistently the most impactful session to the overall below the required average
attendance. Two initiatives were carried out at WPS and leveraged approaches in
previous studies and the collective wisdom of WPS leadership and staff [14][35][176].
Initiative I1 provided more frequent and meaningful rewards for full attendance over
a shorter time frame, whilst I2 focussed on improving Monday attendance through
the use of themes that were known to be exciting for the pupils.
Both I1 and I2 resulted in a significant improvement of attendance at WPS, with
attendance in 2018/19 being at its highest over the past four academic years. Overall
average attendance for the 2018/19 academic year was at the required target of 96%,
whilst the combined Spring and Summer term attendance was higher at 96.2%. Mon-
day attendance during the Summer term also improved significantly from an average
and range perspective. The average Summer term Monday attendance in 2018/19
was significantly higher than the three previous years at 96.5%, while its range was
significantly lower 2.8%, implying that attendance on Mondays were consistently bet-
ter throughout the term.
Analysis of the 2018/19 data using the mt model has revealed that Monday AM is no
longer the most impactful session to overall below the required attendance, instead
it is now Friday AM. The underlying dynamics as to why this is the case may also
include a shift away from school refusal and more towards school withdrawal (parental
condoned absence) which is underpinned by a variety of reasons including cheaper
holidays [49][176]. Addressing this is considered to be part of the future work and is
detailed in Chapter 7.
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6.3 Using the mt model on Medical Data
6.3.1 Overview
Making sense of large-scale public health data is often a minefield for doctors, let
alone the public. Indeed, the head of Public Health, England noted in [48], that
good data can often be lost when stakeholders pursue different agendas. McCartney,
in [112], criticised the role of the media in misrepresenting medical studies and/or
for extrapolating the results of small-scale studies too widely to create hype and in-
creased readership in their quest for profits. The recommendation in both [48] and
[112] called for greater ethicality in medical research to create value and instil ongoing
public trust. In this regard, the key conclusion drawn from [48] on achieving value
from public health data analytics was considered apt: “to find truths from complexity
of data, present it in an unambiguous way and explicitly counteract those perceptions
which are not based on the facts.”
At a global level, prioritising targets for public health campaigns is a very complex
task as it not only straddles sectors within healthcare, but all other areas of gov-
ernments including the economy, welfare, and defence [11]. Whilst there are several
criteria for prioritising health care campaigns, especially as resources are scarce, a
central theme across these criteria is that priority must be given to areas that will
result in maximum public gain [11]. Defining the concept of maximum gain is in itself
a complex undertaking, however one universally accepted measure is indeed minimis-
ing mortality, i.e. priority should be given to health issues that have the maximum
impact on mortality [11].
With this in mind, the mt model was applied to public health data related to Coro-
nary Heart Disease (CHD), and its relationship with metabolic conditions, with two
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aims: (1) to support the notion of finding truth in complex data and presenting it in
an unambiguous way, and (2) to establish whether the mt model can aid in setting
public healthcare priorities. Metabolic conditions are four medical conditions namely:
(1) high blood pressure (HBP), (2) high body mass index (BMI), (3) high cholesterol,
and (4) diabetes [58]. These four conditions are considered to be primarily responsible
for CHD in patients that do not have a congenital heart defect, and are part of a larger
set of conditions, known as modifiable risk factors, that include physical inactivity,
smoking, and alcohol consumption [58][63][173]. Given that they are modifiable, it
implies that patients can often eradicate these conditions through lifestyle changes,
hence they are also considered to be preventable conditions [63].
Why focus on CHD and metabolic conditions? The three reasons for this is as fol-
lows: (1) cardio vascular disease, including CHD which is the largest contributor,
remains the top cause of premature death in the UK, and indeed globally [17][88],
(2) there is an abundance of detailed data on both the prevalence, people living with
CHD, and the mortality rates of CHD, thus naturally lending itself to data analyt-
ical studies [173], and (3) there is often misrepresentation of the impacts of these
metabolic conditions and their treatment in the media, which creates mass-scale con-
fusion amongst the population, who may not be well-equipped to make informed
choices [112]. For example, the simple advice on egg consumption is contradictory,
not only across well-respected information sites like the National Health Service and
British Heart Foundation, but also within these sites as well, with one article high-
lighting its good for you, while another highlighting that it is bad for you [61][62][149].
Given this, the mt model was applied to CHD prevalence and mortality data for
the UK, to better understand the role and impact of each metabolic condition on
overall CHD-related deaths. The findings of this analysis were then tested with the
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University of Leicester Cardiology Research Team [124].
6.3.2 Data Sources and Analysis Techniques
Data for CHD prevalence and mortality for 2017 was obtained from [58] and [63]. The
data was then analysed using Microsoft Excel. The underlying premise of the analysis
was that in general, the population as a whole within that age group is considered
healthier, in terms of any of the four metabolic conditions, than the people that died
as a result of one or a combination of the conditions. For example, the proportion of
people that died at age 35 of CHD as a result of a high BMI, or where high BMI was
one of the attributable causes, should be higher than the general population at age 35.
If the population as a whole is taken as the “ideal state” and the people that died as
the “undesirable” or current state, then the mt value can be used as a measure for the
deviation from “ideal” for each condition within each age group. Thus, by comparing
mt values, the “true” impact of each condition on the overall CHD mortality within
that age group can be assessed.
The specific mt parameters are thus as follows: P (A) will be the percent prevalence
of the condition within the age group, minsup will also be the percent prevalence, as
the compromise state is indeed the “ideal state” in this scenario, and P (A,C) will be
the percent of people that died of CHD with that condition. Consequently, the higher
the mt value, the more severe the condition is in terms of CHD death. Similarly, a
negative mt value will imply that people that die of CHD with that condition present
may likely have died as a result of a direct impact by another cause, or that in general
that metabolic condition within that age group, is not impactful.
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6.3.3 Results and Discussion
The results of the data analysis conducted on the datasets described in Section 6.3.2
is detailed. The results were presented to the University of Leicester Cardiology
Research Team and their comments are included as part of the discussion [124].
6.3.3.1 Deaths by CHD
From Figure 6.2, it can be seen that approximately 90% of all CHD deaths occur in
people aged over 60 years, with 70% occurring over the age of 75 years. Although
CHD deaths remains largely an older person issue, the contributory effect of CHD
to the overall mortality in the over 75 age group has been reduced. In 2017 CHD
contributed to 11% of all deaths in the over 75 age group in 2017 compared to 13%
in 2012 [63]. Several reasons have been put forward for this, including improved
treatment, and advances in medical interventions [124].
Figure 6.2: 2017 UK CHD Deaths by Age group
6.3.3.2 Prevalence versus Deaths
From Figure 6.3 it can be seen that the four metabolic conditions across the six age
groups results in twenty four potential initiatives for CHD alone. Deciding on whether
to prioritise one of the four conditions, or a selection of the twenty four potential ini-
tiatives in itself is a daunting task, let alone deciding across the healthcare spectrum
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that includes other major diseases like cancer, mental health or liver disease [124].
For example within CHD, is a cholesterol lowering campaign in under 45s more im-
portant than a diabetes campaign in the over 55s? Inspecting the graphs in Figure
6.3, it is evident that for some conditions, e.g. BMI, which is a proxy for obesity,
the prevalence of having a high BMI is larger than in those that died from CHD.
In this regard, it could suggest that a high BMI is actually protective against CHD
mortality, which is contradictory to the multitude of public health campaigns that
profess a positive correlation between BMI and CHD [88]. Conversely, the prevalence
of diabetes is significantly lower, in most cases less than half, than in those that die
from CHD. It is clear that making such choices are not straightforward, even when
looking at it from a purely data analytics perspective.
The mt values for each of the twenty four combinations, as shown in Table 6.10, were
calculated using the values for the mt variables discussed in Section 6.3.2. As noted
in Section 6.3.2, the combination with the highest, positive mt value is the most se-
rious, as it shows a significant difference between those that die from CHD and the
population at large. From Table 6.10, it can be seen that diabetes is a significant risk
factor across all age groups, while BMI appears to be inversely correlated to CHD
mortality for all age groups, especially in the over 75s. Similarly, high blood pressure
and cholesterol appears to be an issue with younger age groups, but becomes less of
an issue amongst the older age groups.
These results were discussed with the University of Leicester Cardiology Research
Team, and it was noted that the BMI results correlate with the obesity paradox
principle, where “fatter” people are more likely to survive CHD events than their
“thinner” counterparts [102][124]. Similarly, the diabetes results also correlate with
current observations, and indeed it is now becoming one of the top causes of premature
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(a) Deaths vs. Prevalence - Cholesterol
(b) Deaths vs. Prevalence - BMI
(c) Deaths vs. Prevalence - HBP
(d) Deaths vs. Prevalence - Diabetes
Figure 6.3: Death versus Prevalence for the four Metabolic Risk Factors for CHD
154
Section 6.3 Page 155
deaths globally, not only as part of its contribution to CHD, but to other illnesses as
well including cancer, organ failure, and circulatory diseases [17].
Age Group Cholesterol BMI HBP Diabetes
25-34 0.55 -0.02 0.87 0.96
35-44 0.38 -0.42 0.75 0.72
45-54 0.15 -0.65 0.56 0.50
55-64 -0.06 -0.95 0.38 0.62
65-74 -0.34 -1.53 0.01 0.49
75+ 0.03 -3.78 -0.36 0.58
Table 6.10: mt values for the Metabolic Risk Factors by Age Group
The mt model does provide a quantitative mechanism to prioritise initiatives. For
example, from Table 6.10, reducing the prevalence of diabetes and high blood pressure
should be the focus across all age groups. This is particularly important for the under
34s where diabetes has the highest mt value of 0.96, and high blood pressure, the
second highest value of 0.87.
6.3.4 Summary Remarks on the use of the mt model in health-
care
The mt model was used to support the prioritisation of public health initiatives, and
to bring clarity to the data with the aim of presenting the findings in an unambigu-
ous way. Experiments conducted on the UK CHD for 2017 showed that in general
diabetes and high blood pressure should be prioritised for public health campaigns.
This correlated well with current global mortality rates and trends where cardiovas-
cular disease, including CHD, remains the number one killer globally, with diabetes
and high blood pressure being key contributors [17]. The results also showed that
contrary to popular belief, people with high BMIs are not necessarily at an increased
risk for CHD mortality. Indeed, this is a well-recognised fact amongst the cardiovas-
cular research community, with the obesity paradox, people with higher BMIs having
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better CHD mortality outcomes than their lower BMI counterparts, being an active
area of research [102][124].
An important limitation in the interpretation of the results is the role of confounding
factors, including the impacts of other diseases that people may suffer from concur-
rently. For example, there is an argument that people aged 75+ may have lived
for several years with CHD, and that they would have died earlier had their BMI
been higher [124]. Hence 75+ CHD mortality has a high negative correlation with
BMI [124]. Similar arguments may be used for high blood pressure and cholesterol.
However, it should be noted that the mt model normalises these arguments in that
it compares the age groups to their peers, based on prevalence. Thus it could be
asked: if low BMI prevented the earlier onset of CHD mortality, and that high BMI
generally enables other confounding conditions, then how is it possible that the gen-
eral population of 75+ have higher BMIs? Surely, a larger proportion of these people
should have died much earlier as a result of high BMI-related confounding conditions?
Clearly there is further investigation required to fully address these questions. How-
ever, it is evident that this analysis demonstrates the power of the mt model, in that it
can be easily applied to global data and through this high-level, data driven approach,
it can uncover subtleties, like the obesity paradox, and create a platform for further
discussion. In this regard, the conclusion of University of Leicester Cardiology Re-
search Team are apt: “the mt model and conclusions from its analysis could be used
to quickly uncover some associations, and generate hypotheses for further studies”
[124].
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6.4 Use of the mt model in Crime Prevention
6.4.1 Overview
The power of police to stop citizens, demand an account of their movements and
actions and the right to search their possessions is ubiquitous around the globe
[27][74][163]. In England and Wales, this power is known as Stop and Search (S&S)
and is underpinned by various pieces of legislation notably Section 1 of the Police and
Crime Evident Act, 1984, commonly referred to as PACE, and Section 60 of Crimi-
nal Justice and Public Order Act, 1994 [27][111]. Unlike PACE, which requires the
police to search a person under “reasonable suspicion”, Section 60 does not have any
restrictions and police can search people without justification [27][111]. Given this,
S&S is highly charged both politically and socially. From a political perspective, gov-
ernments want to portray a “zero tolerance” approach to crime prevention to sustain
and garner further support from the electorate, while from a social perspective, com-
munity organisations want to ensure that people are free from undue discrimination
and intimidation, which contributes towards the ongoing social decay [27][74][111].
There is also considerable academic research on S&S, however most of it, after some
consideration of the pros and cons of S&S, conclude that it is negative, and its impact
on crime reduction as a whole is low [27][111].
Irrespective of the positions that political and law enforcement leaders, and academic
take, they all believe that minimising “false positives”, that is searching people who
are innocent, and “false negatives”, missing a search on a prospective criminal are
both damaging [26]. However, from a practical standpoint, “false positives” are con-
siderably more damaging than “false negatives” from all sides [26]. Law enforcement
see “false positives” as a waste of manpower. More importantly, “false positives” open
the government to huge costs through potential litigation and to ongoing disharmony
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between themselves and the communities that they serve [26]. On the other hand,
communities also view “false positives” as extremely damaging as it unjustly labels
people as criminals, demoralises them based on a negative perception of their ap-
pearance, smacks of discrimination based on race or religion, and sustains a sense of
distrust of government [27][74][111].
The rise of knife crime in the UK in recent years and the recent change of government,
in July 2019, has seen the spotlight being once again cast on more proactive policing
of which S&S remains a key element [16]. Given this, the objective of this task was
to evaluate the use of the mt model in S&S with the aim of helping enforcement
agencies enhance the effectiveness of S&S. The findings of this analysis was tested
with a leading UK academic who specialises in S&S [26].
6.4.2 Data Sources and Analysis Techniques
S&S data from the Metropolitan Police for the month of December 2018 was obtained
from [38] and used as the basis of this analysis. There were a total of 15522 recorded
S&S by the Metropolitan Police across eight offending categories including offensive
weapons, stolen goods, and drugs. Other data categories included race, age group,
and outcome of S&S. The outcome of S&S included arrest, community resolution,
penalty notices and no further action, with the key efficiency measure being the num-
ber of arrests, or arrest rate percent [38].
The data was analysed using the proposed mt model and algorithm, outlined in Sec-
tion 4.5, with the combination of race, age group and offending category being the
antecedent, while outcome being the consequent item.
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6.4.3 Results and Discussion
The results of the analysis of the S&S data as outlined in Section 6.4.2 is presented
and discussed in detail. The discussion commences by a broad-based evaluation of
the data in the context of widely-held beliefs and past trends. This then progresses
into a discussion on S&S efficiency, and the potential scope of the mt model in this
regard.
6.4.3.1 Broad-based Evaluation
The distribution of the outcomes of S&S for the December 2018 dataset is presented in
Figure 6.4. From Figure 6.4, it is clear that arrests make-up a small proportion of the
overall outcome, with most people that are stopped and searched being let go with-
out any further action. While these figures are consistent with what the Metropolitan
Police advertise on their website, a 16% efficiency rate by most standards is very low,
while a “false positive” rate of at least 72% is very high [26][132].
Figure 6.4: S&S Outcomes - December 2018, Met Police Data
In terms of racial demographics, the data presented in Figure 6.5 compared S&S data
with the demographic data of greater London, which is in essence the area served
by the Metropolitan Police [132]. From Figure 6.5, it can be seen that in general
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a disproportionately large number of black people are stopped and searched, while
white people, in general, are less-likely to be stopped and searched. The proportions
for asians and other groups were broadly in line with demographics. These are not
new findings and has been a point of contention for several years [26]. In this regard,
community groups, academics and the media have noted that this disparity may be
construed as racism, or at the very least unconscious bias [27][74]. Indeed, this prob-
lem is not confined to London, but has been observed in other major cities globally,
including in New York and Los Angeles [163]. This is compounded by the fact that
most S&S activity are “false positive” as shown in Figure 6.4. As a result, it is not
surprising that S&S is perceived very negatively by black communities, who in general
have very low levels of trust for the impartiality of police, and their crime prevention
intentions [27][74].
Figure 6.5: Racial Demographics - December 2018, Met Police Data
The majority of S&S is done with the police suspecting drug-related activity as shown
in Figure 6.6. This is not surprising given the high rates of drug use in the UK today
[16][132]. While this may be the case, critics of S&S suggest that a suspicion of a drug-
related offence is usually easier for police to justify as it could be the police saying: “I
saw smoke or smelled cannabis”, and is sometimes used as an entry point to conduct a
search for other offences that are sometimes more difficult to initial justify [15]. There
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is some merit to this argument, as once the search begins, a person may be arrested
for any offence, not necessarily related to drugs [15]. Indeed, the Metropolitan Police
themselves have admitted to this in [132], stating: “The overall outcome rate from
drug searches is currently 34 per cent and one third of all our weapons arrests from
stop and search come from drug searches.” The outcome rate of 34% is broadly in
line with that in the December 2018 dataset, being 30%, however the arrest rate for
drug-related searches is 13%, and is lower than the overall average for the dataset,
which is at 16%.
Figure 6.6: S&S by Offence - December 2018, Met Police Data
6.4.3.2 Stop and Search Efficiency
The top ten S&S categories by count, is shown in Table 6.11. Drugs-related searches
make up eight of the top ten, with all categories involving males. As noted pre-
viously, this is not surprising given the requirements for suspicion of drugs-related
offences may be seen as being less-stringent than other categories [15]. Indeed, nine
of the ten categories detailed in Table 6.11 also have the highest arrests by count,
as shown in Table 6.12. However, when comparing the data in Table 6.12 from an
efficiency perspective, it is clear that all of the top ten S&S categories are below the
average arrest efficiency of 20% that is published by the Metropolitan Police [132].
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Thus it can be concluded, in line with several previous studies including in [27] and
[111], that the top ten S&S categories are fairly inefficient, which not only leads to
a waste of resources, but fosters an environment of higher than expected “false posi-
tives”, which is damaging to both the police force and society at large.
Demographic Offence Support Count
Black, Male, 18-24 Drugs 0.085 1326
Asian, Male, 18-24 Drugs 0.065 1007
White, Male, 18-24 Drugs 0.064 996
White, Male, 25-34 Drugs 0.050 774
Black, Male, 25-34 Drugs 0.050 772
White, Male, 34+ Drugs 0.035 548
Black, Male, 10-17 Weapon 0.034 531
Asian, Male, 25-34 Drugs 0.032 501
Black, Male, 34+ Drugs 0.031 479
Black, Male, 18-24 Weapon 0.029 457
Table 6.11: Top 10 S&S by count - December 2018
Demographic Offence Support Count Arrest Rate (%)
Black, Male, 18-24 Drugs 0.011 174 13%
White, Male, 18-24 Drugs 0.008 118 12%
White, Male, 25-34 Drugs 0.007 115 15%
Black, Male, 25-34 Drugs 0.007 114 15%
Asian, Male, 18-24 Drugs 0.007 103 10%
Black, Male, 34+ Drugs 0.005 83 17%
White, Male, 34+ Drugs 0.005 80 15%
Black, Male, 10-17 Weapon 0.005 76 14%
White, Male, 25-34 Stolen Goods 0.005 73 29%
Black, Male, 18-24 Weapon 0.004 69 15%
Table 6.12: Top 10 Arrests by count - December 2018
Arrest rate percent, as shown in Table 6.12, is an equivalent measure to the mt
value and is widely used [27][132]. However, arrest rate percent, like the concept of
percentages in general, is difficult to operationalise and be used as a tangible metric
to both the public and front-line police [20]. In this regard, the mt value may be
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considered to be a much more tangible metric and given that it is normalised, it
readily allows for easy comparisons to be made across categories, and across police
forces. For this application, the mt value is computed by letting minsup = the number
stopped and searched, i.e. minsup = P (A) with P (A,C) being the number arrested,
and thus Equation (4.15) reduces to Equation (6.1).
mt = P (A)
P (A,C) − 1 (6.1)
To illustrate the tangibility of the mt value, consider the data in Table 6.13 which
shows the arrest percentage and mt value for the top ten arrest categories (by arrest
rate percent) for the December 2018 dataset. The arrest rate percent and the mt value
are inversely correlated, and point to same objective. However, the mt value may be
considered easier to operationalise. For example: the data in Table 6.13 shows that
there is a 37% arrest rate percent for black males over 34 years old being arrested for
the possession of stolen goods. Operationalising this percentage at the “ground-level”,
may not mean anything tangible to the police officer, apart from the fact that this
is the most efficient of all S&S categories. In contrast, the mt value, derived from
Equation (6.1) represents the number of “false positives” per arrest. Using the above
example, the police officer can then conclude that for every black male over 34 years
old being arrested for the possession of stolen goods, a further 1.7 will be searched
without an arrest. Put practically, there is a very high likelihood that every third
black male over 34 years old being searched for the possession of stolen goods will be
arrested, thus if the officer has searched two people in this category without an arrest,
then by the laws of probability, the next person searched in this category will most
likely be arrested.
Based on this, it can be seen that the mt value is a quick and easy measure for
efficiency, and police officers “on the ground” can easily grasp the concept and target
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those categories that have the lowest mt value, which in turn has the highest efficiency.
The data extract in this analysis was a blend of race, gender, and age, however the
data could be very easily be cut by location, which is another variable that is logged by
police officers duing S&S. In the case of location, it will become easy to identify crime-
related features including crime “hotspots” and places where criminals are generally
concentrated, which can then be used to inform police officers as to where searches
should be targeted.
Demographic Offence Arrest Rate (%) mt value
Black, Male, 34+ Stolen Goods 37% 1.7
White, Male, 34+ Weapon 36% 1.8
Black, Male, 25-34 Stolen Goods 33% 2
Black, Male, 18-24 Stolen Goods 30% 2.3
White, Male, 25-34 Stolen Goods 29% 2.4
Black, Male, 34+ Weapon 29% 2.4
White, Male, 25-34 Weapon 29% 2.4
Black, Male, 10-17 Stolen Goods 26% 2.9
White, Male, 10-17 Stolen Goods 24% 3.1
White, Male, 18-24 Stolen Goods 24% 3.1
Table 6.13: Comparison of mt value and Arrest Rate % - December 2018
For completeness, it should be noted that the insight from the data in Table 6.13 is
in stark contrast to the S&S data presented in Table 6.11. In Table 6.11, it was noted
that eight of the ten S&S were drug related, however from Table 6.13, it can be seen
that the most efficient operations are not in drug-related activity but rather in stolen
goods, which account for seven of the top ten most efficient S&S categories. Further,
it is also evident from Table 6.13, that older people, i.e. people 25 years and older,
have a higher arrest rate than younger people, i.e. people younger than 25 years.
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6.4.4 Summary Remarks on the use of the mt model in Crime
Prevention
The mt model was used to analyse the effectiveness of the highly charged police
power of stop and search (S&S). The notion of minimising “false positives” and “false
negatives” also apply to this field [26]. While “false negatives” can indeed be quite
dangerous in some instances as lives could be lost, all stakeholders (including the
police, community and academic researchers) agree that “false positives” are far more
damaging in the long term as it resource intensive, creates a sense of disharmony
between police and communities, and ultimately contributes to the ongoing social de-
cay as a result of victimisation and demoralisation of those being falsely searched [26].
The December 2018 S&S data from the Metropolitan Police was used as a case study.
From an overview perspective, it was found that the majority of searches (62%) were
conducted for drug-related offences on males. Several theories have been put forward
as to why this is the case, including the fact that a drug-related search is usually far
easier to justify than any other category [15]. From a demographic perspective, black
people are more likely to be disproportionately searched than any other race group,
while the split between young people (under 25 years) and older people (25 years and
older) is approximately equal [74].
In terms of efficiency of S&S, measured as the arrest rate percent, it was found that
the top ten search categories are indeed all below the stated average arrest of 20%.
However, the top ten categories with the highest arrest rate include seven for stolen
goods and three for weapons, with none of these featuring in the top ten S&S cate-
gories. Clearly, there is a case for the police force to redirect efforts to areas of greatest
efficiency. Whilst the arrest rate percent metric is available to all within the police
force, it is difficult to operationalise as it lacks tangibility, as is typically the case with
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percentage metrics across other sectors. In this regard, the mt value may be far more
effective from an operational perspective. Not only does it point to efficiency, like the
percentage metric, but it also enhances tangibility for “on the ground” police officers
as it quantifies the number of “false positives” per arrest. Given this, the conclusions
in [26] best summarise the use of the mt model in S&S: “the mt model shows good
promise in providing a simple, yet novel, efficiency metric that can be used by police
forces with respect to S&S. This will potentially help them reduce “false positives”
and redirect their resources to maximize the value of S&S.”.
6.5 Summary
The main aim of this chapter was to demonstrate the applicability of the mt model in
addressing decision making challenges across a wide and varied field of applications.
In this regard, three everyday applications were considered namely: education, health-
care, and safety and security. In education, a novel approach, using the mt model, to
tackling the serious problem of pupil absenteeism was developed, implemented and
evaluated. Whilst in healthcare, the mt model was used to analyse public health-
care data, and showed potential usefulness in the generation of research hypotheses.
Finally, the mt model was used in analysing S&S data, and showed good promise
as being a simple, tangible efficiency metric that can be used by “on the ground”
police to enhance their effectiveness in S&S. A summary of the key points for each
application is highlighted below:
• Education: Improving School Attendance
– An action research-based experiment was conducted on a “live” UK pri-
mary school, with the aim of using the mt model to enhance pupil atten-
dance. The mt model correctly identified the most problematic, i.e. most
impactful to overall absenteeism, of the ten school sessions, and in this case
166
Section 6.5 Page 167
it was Monday AM.
– School-wide initiatives were used to encourage attendance, both across all
sessions, and focussing on Mondays. Results show that the school improved
its overall attendance to meet the required 96% target, and that attendance
in Monday AM sessions is no longer a problem.
– A significant positive impact of this study was also the improvement in at-
tendance of persistent absentees. In this regard, the school saw the number
of pupils classed as persistently absent decrease by more than half.
– This approach to tackling school absenteeism is novel, and may be seen as
a unique contribution of this study.
• Healthcare: Analysing the impact of the metabolic factors on CHD
– Publicly available, large scale, CHD data was analysed using the mt model,
with a focus on the impact of the four metabolic conditions on CHD mor-
tality.
– Results show that some metabolic conditions, in some age groups are more
important than others. This includes diabetes and high blood pressure
across all age groups, but especially in young people, i.e. younger than 45
years old.
– Results also showed that in general having a high BMI is not linked to
CHD death, and in fact, having a high BMI could be beneficial. This is
consistent with the well-known obesity paradox.
– Overall it was concluded that the mt model could prove useful in healthcare
research, as it is a quick and easy way of uncovering associations, which
may be used to formulate research hypotheses.
• Safety and Security: Using the mt model as an efficiency metric in
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S&S
– The mt model was applied on the Metropolitan Police S&S data for De-
cember 2018.
– Results show that the mt model quickly uncovered well-known inefficiencies
and police officer biases in the data, and was able to highlight the most
efficient S&S categories
– Whilst the police forces use arrest percentages as an efficiency metric, it was
felt that this metric was difficult to operationalise as it lacked tangibility
for “on the ground” police. In this regard, the mt value was a more tangible
metric as it quantified the number of “false positives” for every arrest with
a category.
– Overall it was concluded that the mt value shows promise as being a tan-
gible metric that can be used by police forces.
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Chapter 7
Conclusion
The grocery retail sector remains central to most citizens across the developed world,
including the UK, as it is their main source of food and household goods [86]. However
this sector has been undergoing significant changes over the past decade not only from
the increased use of technology and online retailing, but also as a result of changes
in societal behaviours around macro-factors including finance, the environment, diet
and choice [154]. These changes are in part responsible for an increased appetite for
individualisation and the resurgence of the “customer is king” mindset. Consequently,
grocery retails now place significant emphasis on understanding their customers and
tailoring their offers to each and every customer. As a result, data mining and data
analytics is commonplace at most major grocery retailers [43][60].
Association rule mining, ARM, has been a cornerstone of data analytics research in
grocery retail for several decades now, as the underlying principles in grocery retail
sales have remained broadly unchanged [154]. In essence, customers still want high
quality products, at their convenience, and at the lowest price. On the other hand,
grocery retailers still want to maximise sales, and profitability, whilst retaining all of
its existing customers, and attracting a proportion of new ones on an ongoing basis
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[43][109]. In this regard, this study provides models based on ARM that straddle
these objectives by offering grocery retailers tools to enhance sales of products, by na-
ture of their association with other products, while at the same time, enhancing the
offer to customers through promotions, or other incentives that result from retailers’
attempts to reinforce these associations.
The market target (mt) model, which is a central element of this study, will be useful
to all retailers who are continuously having to decide on which items to promote, in
what combinations, and to which customers; as they strive to maximise their revenue
and profitability. However, this decision making process is not endemic to grocery
retail, and indeed, other fields have similar decision making processes. In light of this,
the mt model has been applied successfully to other fields, including in education,
medicine and crime prevention.
7.1 Mathematical Modelling and Algorithm
The mt model was developed, based on the research methodology detailed in Chapter
3, using a first-principles approach from the well-known support and confidence pa-
rameters that are synonymous with ARM. The premise of the mt model is grounded
in ARM theory which states that, in general, items or itemsets that are sold fre-
quently in grocery retailers are generally the main drivers for customer attraction,
retention and revenue expansion [42][43][109]. Thus, driving items/itemsets towards
frequency should be a key objective. However, given that there are several hundreds,
if not thousands of itemsets combinations at grocery retailers, the decision of which
itemset to promote is not easy [43][109]. In this regard, the mt model simplifies this
decision-making process, by selecting the itemset that will reach the target frequency
with the least effort. Thus, the mt model may be defined as an “effort-based” decision
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making model, where the notion of “effort” can be any quantity including: money,
energy, time, or even lives.
Having an effective customer segregation mechanism is essential for grocery retailers
that want to offer tailored marketing [120]. Whilst there is an ongoing desire by cus-
tomers to be treated as individuals, with unique wants and needs, as noted in [19] and
[120], having individualised marketing will be a monumental, and indeed impractical
task for most grocery retailers, given that they have millions of customers on their
records [131]. One approach of addressing this issue and which presents an effect of
tailoring is to cluster customers based on their propensity to purchase an item that
is being promoted. This approach has been used in this study, and in other studies
as well including in [140]. However, unlike in [140], where there is a real possibil-
ity of “false positives” and consequently the loss of tailoring, this study has placed
constraints on customer targeting with only those customers who have a history of
purchasing an item being targeted. As a result, “false positives” are eliminated, and
customers get a sense of tailored promotions as they are only offered promotions on
items that they have bought in the past, and may likely want to buy again. This
approach thus enhances customer trust in the grocery retailer, and consequently en-
courages customer loyalty [42][109].
The computer-based algorithm proposed in this study is the amalgamation of both the
mt model, and the customer clustering model which leverages FCM. The algorithm
first provides a decision making step around which item to target, and then creates
nine clusters for all prospective customers, all of whom have a history of purchasing the
target item. The nine clusters are then grouped into four treatment plans, with each
plan potentially offering a different incentive to the other. The underlying principle
of these offers is to be sufficiently attractive to the target customer audience, but
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not to undermine the overall revenue of the grocery retailer. Thus, from a financial
perspective, and as is now common practice, loyal customers are generally not given
the most lucrative incentives, as their custom is already well-established, with the best
rewards given to the non-loyal customers, also known as “switchers” in this study [42].
7.2 Conclusions from Grocery Retail Experiments
The models and algorithm proposed in Chapter 4 were tested using two sets of con-
sumer scanner panel data obtained from Kantar [90]. For completeness, and as out-
lined in Chapter 3, the models and algorithm were also tested using synthetic data
generated using the algorithm proposed in [83]. The effectiveness of the proposed
approach was compared against (1) the approach proposed in [140], (2) against “re-
ality”, by considering the holistic shopping patterns of the customers in the scanner
panel, and (3) by targeting customers who buy “top sellers”. The results showed that:
• The mt model was effective in choice making between two alternatives (A→ C)
and (B → D), in that it always selected the alternative that minimised the
“effort” required to reach frequency.
• The clustering approach successfully grouped customers who had similar shop-
ping behaviours, so that targeted marketing schemes offered by the grocery
retailers can be effective, and give the effect of tailoring, whilst ensuring that
the erosion of revenue streams from its loyal customers were minimised.
• Simulation testing showed that it was possible for the targeted itemset to reach
frequency with both the “conservative” and “aggressive” marketing campaigns.
Indeed, the aggressive campaigns enabled the target itemset to reach frequency
sooner.
• Comparative testing of the proposed algorithm with the algorithm detailed by
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Reutterer et al. in [140], showed that the proposed algorithm in this study out-
performed the approach in [140] by both reducing “false positives” and “false
negatives”. Further, it was able to sufficiently segregate customers to offer dif-
ferentiated treatment to maximise the impact of the grocery retailer’s marketing
spend, whilst minimising the grocery retailer’s revenue erosion. This concept
was not considered in the approach outlined in [140].
• Comparative testing of the proposed algorithm with “reality” showed that in
general, the proposed algorithm was effective in clustering customers into the
four loyalty groups, with the most loyal group consistently buying more products
at the selected grocery retailer compared to other grocery retailers, and vice
versa for “switchers”.
• Comparative testing of the proposed model with targeting customers who buy
“top sellers” showed that in general, a significantly large customer base has to
be targeted, which will drive up costs. Indeed, limiting the customer base to
only those that have a history of purchasing both the antecedent and consequent
target item reverts back to the population proposed in this study, which may
be considered as the optimal target population.
• Testing the algorithm’s robustness, in terms of its processing speed, was done
using synthetic datasets. Tests showed that whilst processing time increased for
larger, denser datasets, it was still quite manageable, even with laboratory-scale
computers.
• Overall, adopting a “functionalist” research paradigm, and the amalgamation of
well-known research methodologies has led to this study following an approach
that resulted in unique contributions that advanced the body of knowledge in
data mining and grocery retailing.
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7.3 Conclusions from Experiments in Other Ap-
plications
The mt model was applied to other fields that faced a similar decision making scenario,
i.e. choosing between two independent alternatives, (A → C) and (B → D). Three
applications, education, healthcare, and safety and security, were considered.
7.3.1 Education: Improving School Attendance
A detailed action-based research project was conducted at a primary school, where
the mt model was used to find the school session that had the largest impact on overall
school absence. Using this result, the school was able to offer incentives to pupils to
encourage them to improve their attendance. The results showed:
• Applying the mt model to historic attendance data showed that the Monday
AM session had the largest impact on overall school absence over the past three
academic years. Thus, it may be possible to improve overall attendance by
targeting Monday AM sessions with incentives.
• Attendance incentive schemes conducted in the Spring and Summer terms of
2018/19 showed that:
– Overall school attendance improved from 95% in 2017/18 to 96.2% in
2018/19, the highest it has been over the last four years, and above the
national requirement of 96% for the first time during the four year period.
– Monday AM attendance during the Summer term of 2018/19 was signif-
icantly higher than the three previous years, and also above 96% for the
first time during the four year period.
– As a result of the interventions, Monday AM attendance is no longer the
most impactful to overall school absence, with Friday AM now the most
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problematic.
– Persistent absenteeism, the most damaging form of school absenteeism, also
more than halved to 5.8% during the 2018/19 academic year compared
with the 2017/18 academic year. Over the last three years, the school
consistently had a persistent absenteeism issue that was above the national
average, and is now significantly below the latest reported national average
figure of 8.7%.
• As a result of the success, the school is continuing with the Monday incentives,
and is now also creating new initiatives to address Fridays.
7.3.2 Healthcare: Applying the mt model to CHD data
The mt model was applied to large scale, public health data pertaining to Coronary
Heart Disease (CHD), with the aims of reducing complexity and presenting the data
in an unambiguous way, and to establishing whether the mt model can aid in setting
public healthcare priorities. The results, based on the mt model calculations showed
that:
• Having a high BMI is not necessarily a major risk factor for CHD across all age
groups. Whilst this is contrary to popular belief, it is indeed well-documented
that a high BMI can actually be protective during heart surgery [102].
• Diabetes is rapidly becoming the most important risk factor for CHD, in par-
ticular amongst younger people, i.e. less than 55 years old.
• Similar to diabetes, high blood pressure is also a significant risk factor amongst
younger people.
• Cholesterol, although controlled through the use of statins, is less of a risk than
high blood pressure and diabetes.
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The results of the mt model were tested with the University of Leicester Cardiology
Research Team, who noted that while some of the findings require further investi-
gation, the use of mt model “could quickly uncover some associations and generate
hypotheses for further studies” [124].
7.3.3 Safety and Security: Applying the mt model to S&S
data
The mt model was applied to publicly available, Stop and Search (S&S) data for the
Metropolitan Police, for December 2018. S&S is highly charged with differing points
of view, however all stakeholders are in agreement that preventing “false positives”
in S&S is a key priority. In this regard, the mt model was used to understand effi-
ciency of S&S operations, and offer a tangible metric that could be used by “on the
ground” police officers to reduce “false positives”, and enhance the effectiveness of
S&S. Applying the mt model to the S&S dataset showed:
• An overview analysis confirmed that most people are stopped for drug-related
searches, which in some cases, can be used as a gateway to conduct more harder-
to-justify searches.
• Black people have a disproportionately larger volume of searches than their
white counterparts
• The top ten search categories have an arrest rate that is significantly lower than
the stated average of 20%, implying that the top ten categories are possibly not
all driven by “reasonable suspicion”.
• The top ten arrest categories are predominantly for stolen goods, with none of
these appearing in the top ten search categories, clearly pointing to inefficiencies
• Arrest rate percentage is the typical metric that is used for S&S effectiveness,
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but difficult to operationalise as it lacks tangibility. The mt mt model, is consid-
erably easier to operationalise, as it provides the number of “false positives” per
arrest. Clearly the smaller the mt value, the more efficient the search category.
Overall, the mt value can be an effective, simple and reliable metric that could be
operationalised for S&S. In a discussion with a leading S&S academic, it was concluded
that “the mt model shows good promise in providing a simple, yet novel, efficiency
metric that can be used by police forces with respect to S&S. This will potentially
help them reduce “false positives”, and redirect their resources to maximize the value
of S&S. Whilst minimizing “false positives” is important from a policing operational
efficiency perspective, it is even more important from a societal perspective, as it
reduces the tension between police and communities, who sometimes live with the
long lasting impacts of being falsely accused” [26].
7.4 Unique Contributions of this Study
The several unique contributions of this study to both the study of Market Basket
Analysis, and Association Rule Mining, and the various applications are as follows:
7.4.1 Market Basket Analysis and Association Rule Mining
• The application of the uninorm to market basket analysis in (A → C) and
(A → D) decision making was the first of its kind, and showed that it was
superior to other well-recognised metrics including the cosine and Jaccard co-
efficient measures.
• The mt model, developed from first principles using the well-known support and
confidence metrics, is an effective, simple, and novel method for helping decision
makers choose between (A→ C) and (B → D) alternatives.
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7.4.2 Targeted promotion in grocery retail
• The application of the mt model as a decision making framework for targeted
promotions has not been done before, and will help decision makers rapidly select
the right combinations for promotions, thus minimising effort whilst improving
outcomes.
• The use of the clustering approach is indeed novel, and has shown to be very
effective, based on the testing approach in Chapter 5. The clustering approach
effectively segregates customers for a differentiated treatment approach, and is
based on their purchasing history.
• The computer-based targeted promotions algorithm, together with its pruning
approach is new to the field of targeted promotions. It is highly effective, in that
it combines the mt model, and the clustering approach to target those customers
with products that they are most likely to buy. Indeed the proposed targeted
promotions algorithm has been shown to be superior to the novel targeted pro-
motions algorithm developed recently by Reutterer et al. in [140].
• The application of the simple, Markov-based simulator is also new to the gro-
cery retail sector. Whilst Markov-based simulators have been used in a variety
of applications [136], there is no evidence that it has been used in targeted
promotion simulations, as is done in this study.
7.4.3 Improving School Attendance
• Using data mining to improve school attendance is novel, and there is no clear
evidence that this has been previously done in a school setting. Indeed there
have been studies conducted in the past that used data mining, including a
study to understand the factors influencing educational performance, however
attendance was one parameter amongst several others [39].
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• The application of the mt model and the related algorithmic approach to im-
prove school attendance is new, and has been shown to be highly effective.
The action-research based project that was conducted at WPS, see Section 6.2,
showed that session-targeting can have a significant impact on overall school
attendance, an equally-importantly on the attendance of those classified as per-
sistently absent.
7.4.4 Using the mt model in Healthcare and Safety and Se-
curity
The mt model is very flexible, and thus lends itself to be used in a number of novel
ways. Apart from being used for targeting, as shown in both the grocery retail and
school attendance applications, it has been used as a tool for root cause/hypothesis
generation, and efficiency metric. These are detailed as follows:
• The use of the mt model on large-scale, publicly available coronary heart disease
(CHD) data not only easily confirmed well-known cardiology tenants, including
the obesity paradox, where people with high BMIs have better CHD survival
outcomes, it also pointed out to emerging trends [124]. In terms of emerging
trends, it showed the role of diabetes and high blood pressure as key risk factors
for CHD, particularly amongst young people. Given this, it was concluded that
there is role for the mt model in CHD research, as it could be used to quickly
uncover hypotheses for future research [124].
• Experiments conducted on Stop and Search (S&S) data showed that the mt
value, could be used as an operational metric for “on the ground” police officers,
as it is simple and tangible. Further, from an effectiveness perspective, the mt
model can be easily used by all stakeholders in crime prevention to quickly
measure the effectiveness of S&S operations, identify any biases, and redirect
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efforts so as to minimize “false positives” [26].
7.5 Limitations
Whilst the mt model itself is based on robust mathematical concepts, the use of the
mt model, and the target promotions algorithm in applications does have application-
specific limitations. These limitations are borne out of assumptions that are taken
to simplify the analysis. Having said this, the mt model and algorithm does produce
effective results, even with these assumptions taken, as evidenced in the various case
studies that formed part of this study. However, for completeness, the following list
of assumptions and associated limitations are discussed.
7.5.1 Limitations in grocery retail analysis
7.5.1.1 Items
There has been three primary assumptions taken around items namely:
• Quality of the item is homogenous across grocery retailers, i.e. similar products
from each grocery retailer are equivalent substitutes for each other.
• Variability in quantities have a negligible influence on shopping patterns, i.e.
customers buy a quantity that is required for their individual circumstances.
• Customers do not stockpile items.
Whilst all of the above assumptions, can be countered with specific cases, in general,
it is well-known that customers are now more willing to swap items, and purchase
quantities that are appropriate for their families to both minimise waste, and maintain
cashflow [73][87][138]. As a result the assumptions on quality, quantity and stockpiling
are reasonable for a grocery retailer-wide customer base study like this.
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7.5.1.2 Customer loyalty
It is assumed that customer loyalty is purely out of customer choice, and not due to
the lack of competition. This assumption is valid for the UK grocery retail sector
where competition is ubiquitous across all postcodes, and customers have access to
multiple online retailers, most of them delivering throughout the UK. For example,
both Tesco, and the Coop have stores in every postcode, whilst ASDA, Sainsbury’s
and Tesco deliver to over 97% of all UK postcodes [89].
7.5.2 Limitations in improving school attendance
The underlying assumption at WPS was that children are generally homogenous as a
collective from year to year, with no significant peaks or troughs in pupil behaviour
or health-related issues that may impact overall attendance. Further, whilst weather
does impact attendance, the last four years have been fairly stable with the occasional
“snow day” in the Spring term being excluded from the attendance data. Hence,
weather had a negligible impact on this study. Both these assumptions were discussed
with WPS leadership, and it was confirmed that they are valid for the period under
consideration [176].
7.5.3 Limitations in Other Applications
The application of the mt model to medical data was limited by the influence of
confounding factors, e.g. people living with other diseases simultaneously with CHD,
or lifestyle habits such as smoking, which is generally an issue for medical studies.
In this regard, it was concluded that despite these influences on the large-scale data
used for this study, the mt model can be used to rapidly identify areas to probe for
future research [124]. As part of future work, it will be good to investigate the use of
the mt model to datasets that have been controlled for confounding factors.
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7.6 Wider Impact
The wider impact of the mt model, the clustering approach, and the proposed al-
gorithm, which have all been developed against the backdrop of grocery retail has
also been shown to have good applicability in other fields. For grocery retail, which
has typically been a highly confidential and proprietary field, this study provides a
foundation from which other researchers in the field can build on, based on their own
datasets and research objectives. For example, researchers working on projects to
tackle the impact of food consumption on climate change can use the mt model to
find foods that are either highly positive or negatively associated with climate change,
then segment the customers based on their consumption of these products, and finally
target these customers with appropriate substitute products.
The approach taken for improving attendance at WPS can be used to support other
schools, thus enhancing outcomes for a greater number of pupils across the country,
and indeed across the world. Further, the approach can be adjusted to understand,
among other concepts, the notion of “take-up”. For example, universities could use
the approach to understand why science, technology, engineering and mathematics
(STEM) related subjects are currently less-attractive to female students, as compared
to their male colleagues. In this regard, a series of “STEM attractiveness factors” can
be developed and quantified for the student population to identify strong associations
with overall take-up of STEM courses. Following this, these factors can then be pro-
moted or addressed to encourage take-up.
Finding further applications for the use of the mt model will expand its wider impact.
ARM models have been used across a variety of applications from weather prediction
to medical diagnosis. However, as noted with the applications tested in this study,
gaining access to both reliable data, and expertise in the relevant fields is not easy,
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and in many ways are the key ingredients for success. Given this, it is anticipated
that researchers using ARM in diverse fields will also test the applicability of the mt
model as part of their work.
7.7 Future Work
There are several areas for extending the use of the mt model within the grocery retail
sector. This study was based on product quantities, and this could be extended to
include other variables such as revenue, profit, environmental friendliness, calories,
etcetera. Another area of focus within the grocery retail sector can be the evaluation
of changes to the product mixes on customers. For example, a store can use the
mt model, and customer clustering approach to identify the best products to retire.
Products that have a very large mt value, and has a high loyalty customer mix will
be prioritised as these products are less-likely to become frequent, and less-likely to
see customer defections as a result of it being retired.
With regards to improving school attendance, at WPS, the school will continue to
focus on Mondays and also look to address Fridays, which has now become the new
problematic school day in terms of absenteeism. The approach developed in this study
will also be taken to other schools where attendance is a problem. In the medium
term, this attendance improvement model will be developed into an easy-to-use soft-
ware program with a graphical user interface, and will be made available to all schools
that want to use it. This will enable schools to conduct their own attendance analysis
without the need for expert data analytical, or computer coding skills, thus becoming
empowered, and self-sufficient in improving educational outcomes for the communities
that they serve.
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On using the mt model for further analysis on the factors that influence CHD, the
model has been made available to the University of Leicester Cardiology Research
Team, so that they can use it on their own internal data sets where corrections have
been made for confounding factors. It is hoped that the mt model will help them in
uncovering new hypotheses, or rethinking some of their existing ones.
Finally on S&S, the mt model will be used to create a “heat map” of S&S effectiveness
across the London boroughs. This will then be mapped to a crime “heat map” and
comparisons drawn. For example, these comparisons will reveal where there is a high
propensity for arresting people with stolen goods, or where there is likely community
bias in which S&S activity disproportionately targets certain communities, with very
poor arrest outcomes. It is envisaged that this activity will be in collaboration with
University College London’s Jill Dando Policing Institute were contacts have been
established with S&S experts.
7.8 Concluding Remarks
The motivation for this study was to understand the purchasing behaviour of cus-
tomers in grocery retail, with an attempt to enhance product targeting. This led to
adopting a “functionalist” research paradigm, and an amalgamation of well-known
research methodologies, to develop of the mt model, the clustering approach, and the
associated algorithm, which has been shown to be successful in achieving this objec-
tive. However, a strong, consequential impact of this study was the application of
the mt model to other applications. Indeed, all the other applications detailed in this
study demonstrate that the mt model can be used as a force for public good.
At educational institutions, the mt model can be used to enhance educational out-
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comes, particularly in people that come from disadvantaged backgrounds, by uncov-
ering root causes in absenteeism or societal biases. In healthcare, the mt model can
be used to challenge conventional thinking, or uncover new hypotheses that will likely
lead to improved patient outcomes for some of the world’s most dreaded illnesses. On
crime prevention, the mt model can be used to bring more rigour to S&S activity,
thus fostering a “win-win” environment where communities can benefit from its crime
prevention potential, whilst not being unfairly discriminated against.
Overall, it is believed that this study has laid the foundation from which other re-
searchers, in various fields, can build on, and most likely enhance their research out-
comes.
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