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Resumo 
 
A pele constitui a primeira barreira física que o corpo humano dispõe para 
proteção, sendo importante manter as suas características. Para a sua avaliação e 
diagnóstico, a técnica por ultrassons, nomeadamente a ecografia, apresenta-se como 
uma abordagem com utilização crescente devido ao seu carácter não invasivo, não 
ionizante e acessível (baixo custo), quando comparado com outras técnicas de 
imagiologia.  
O principal objetivo da presente dissertação consiste no desenvolvimento de três 
abordagens com vista à caracterização da pele, usando tecnologia por ultrassons. Para 
tal foram usadas imagens ecográficas de doentes assim como imagens obtidas a partir 
de fantomas criados no Laboratório de Tecnologia de Materiais Elétricos e Ultrassons, 
do Departamento de Engenharia Electrotécnica e de Computadores, da Faculdade de 
Ciências e Tecnologia da Universidade de Coimbra. Duas dessas abordagens permitem 
a caracterização completamente automática de imagens de forma global ou recorrendo a 
características texturais da imagem, eliminando possíveis ambiguidades resultantes do 
processo de interação com utilizadores. A metodologia desenvolvida inclui mais de 400 
características texturais, 5 classificadores, seletores de características e um algoritmo de 
fusão de classificadores. A terceira abordagem permite a classificação de imagens de 
fantomas a partir do uso de apenas três parâmetros acústicos, revelando a possibilidade 
de desenvolvimento de técnicas de caracterização, recorrendo apenas a parâmetros 
acústicos, tornando a técnica ainda mais acessível.  
O trabalho desenvolvido mostrou que os ultrassons podem ser utilizados para 
distinguir pele com lesão de pele sem lesão. Utilizando características texturais das 
imagens é possível obter um valor F-score igual a 96,3% para imagens de pele. 
Mostrou-se ainda, que a utilização de apenas três parâmetros acústicos extraídos dos 
fantomas permite a sua classificação com um F-score igual a 89,1%.  
 
 
 
Palavras-Chave: 
Ultrassons, Fantomas, Parâmetros Acústicos, Processamento de Imagem Médica, 
Algoritmos de Classificação 
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Abstract 
 
The skin is the first physical barrier that the human body has to protection, so it 
is important to keep their characteristics. For its evaluation and diagnosis, ultrasound 
technique is frequently used due to its noninvasive, non-ionizing and affordable 
character, when compared with other imaging techniques.  
The main objective of this thesis is the development of three approaches to 
characterize the skin using ultrasound techniques. For that purpose, we used ultrasound 
images of patients as well as images obtained from phantoms created in the Laboratory 
of Technology of Electrical Materials and Ultrasounds, from the Department of 
Electrical and Computers Engineering of the University of Coimbra. Two of these 
approaches allow fully automatic characterization of images either globally or using 
textural features of the image, removing possible ambiguities resulting from the process 
of interaction with physicians. The methodology developed included more than 400 
textural features, 5 classifiers, feature selectors and a classifier fusion algorithm. The 
third approach allows the classification of phantom images based on the use of only 
three acoustic parameters, revealing the possibility of characterization techniques, using 
only acoustic parameters, making the technique even more affordable.  
The developed work showed that ultrasounds can be used to distinguish skin 
with lesion from skin without lesion. Using textural characteristics of the images is 
possible to obtain an F-score value of 96.3% for ultrasonic images of the skin. It was 
also shown that the use of only three acoustical parameters, extracted from the 
phantoms, allows its classification with an F-score equal to 89.1%.  
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I.  Introdução 
 
O presente capítulo tem como objectivo a apresentação da dissertação realizada no 
âmbito da unidade curricular de Projeto do Mestrado Integrado em Engenharia Biomédica, 
na Universidade de Coimbra. Neste capítulo são apresentadas as seguintes secções: 
apresentação do projeto, estrutura da dissertação e contribuições científicas. 
 
 
I.1. Apresentação do Projeto 
 
A pele apresenta-se como a primeira barreira física que o corpo humano dispõe 
para proteção, pelo que é importante que esta se encontre saudável. A incidência de lesões 
malignas e/ou benignas da pele tem vindo a aumentar, o que pode ser justificado pela 
excessiva exposição solar.   
O diagnóstico precoce de eventuais lesões da pele aumenta substancialmente a 
probabilidade de sucesso no tratamento das mesmas. O método preferencialmente usado 
para efetuar o diagnóstico de diferentes patologias é a biópsia, no entanto, devido ao seu 
carácter invasivo apresenta inconvenientes. Neste contexto, surgem técnicas de diagnóstico 
não invasivas como, por exemplo, os ultrassons, uma técnica inócua, não invasiva e 
acessível. Os ultrassons de alta frequência permitem a identificação das diferentes camadas 
de pele fornecendo informação útil aos técnicos, no que se refere à extensão da lesão em 
profundidade e dimensões. 
Visto que as imagens adquiridas por ultrassons podem ser alvo de interpretações 
subjetivas, surge a necessidade do desenvolvimento de sistemas quantitativos capazes de 
auxiliar o diagnóstico. Os sistemas de diagnóstico assistido por computador apresentam-se 
como excelentes métodos de classificação de imagens ecográficas que, apesar de não 
substituírem o papel dos médicos, podem ser uma ferramenta muito importante no apoio à 
tomada de decisão.  
O presente trabalho teve como principal objectivo o desenvolvimento de diferentes 
abordagens com vista à caracterização da pele, usando tecnologia por ultrassons. Foram 
consideradas três abordagens: a primeira, recorrendo à análise do ajuste de equações 
polinomiais de diferentes graus à linha superficial da pele; a segunda, assente na 
classificação de imagens ecográficas a partir de características texturais da imagem e a 
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terceira, recorrendo à análise de parâmetros acústicos provenientes de linhas A-Scan de 
fantomas construídos para o efeito. A primeira abordagem apresenta-se como um método 
inovador, não existindo informação de estudos baseados no mesmo, que permite uma 
caracterização global da imagem. Ao contrário dos métodos presentes na literatura, o 
método desenvolvido na segunda abordagem permite a classificação de imagens de um 
modo completamente automático, eliminando ambiguidades resultantes da interação com 
utilizadores. A última abordagem teve como principal objetivo verificar se a caracterização 
de imagens pode basear-se num método tão simples quanto a extração de apenas três 
parâmetros acústicos.  
A componente experimental deste trabalho foi realizada e testada no Laboratório de 
Tecnologia de Materiais Elétricos e Ultrassons do Departamento de Engenharia 
Electrotécnica e de Computadores da Faculdade de Ciências e Tecnologia da Universidade 
de Coimbra.  
 
 
I.2. Estrutura da dissertação 
 
A presente dissertação encontra-se organizada em oito capítulos.  
No capítulo II é feito um enquadramento do tema, com descrição da estrutura e 
funções da pele, algumas das patologias associadas e a descrição dos métodos atuais de 
diagnóstico. 
No capítulo III é realizada uma descrição dos princípios físicos dos ultrassons, com 
algumas definições e conceitos básicos, os diferentes métodos de visualização e ainda as 
possíveis aplicações dos ultrassons. 
No capítulo IV é apresentado o estado da arte, com descrição dos métodos de 
caracterização por técnicas de ultrassons atualmente seguidos. 
No capítulo V são descritos os materiais, com indicação do processo de construção 
de fantomas e imagens. 
No capítulo VI são descritos os métodos, incluindo o procedimento experimental de 
aquisição de sinais, o método de determinação dos parâmetros acústicos e os métodos de 
análise textural das imagens, para posterior utilização nos algoritmos de aprendizagem 
automática.  
No capítulo VII são apresentados os resultados das diferentes abordagens usadas na 
caracterização.  
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No capítulo VIII são mencionadas as principais conclusões da dissertação, 
consolidação dos objetivos propostos e possíveis trabalhos futuros. 
  
 
I.3. Contribuições Científicas 
 
O presente trabalho resultou num artigo científico apresentado na 8ª Conferência 
Ibérica de Sistemas e Tecnologias de Informação (CISTI), realizada em Junho de 2013 
(Lisboa) que brevemente estará disponível no IEEE Xplore e ficará indexado na ISI Web 
of Knowledge. Uma cópia do artigo encontra-se no apêndice A.  
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II. A Pele e o seu diagnóstico 
 
II.1. Pele: Estrutura e Funções 
  
A pele e respetivas estruturas anexas, tal como os pelos e unhas, formam o sistema 
tegumentar. O aspecto deste permite identificar possíveis desequilíbrios a nível fisiológico. 
A pele apresenta-se como uma fronteira, que permite a interação do corpo com o meio 
exterior. Entre as várias funções que desempenha, as principais são a proteção, a regulação 
da temperatura, a produção de vitamina D e ainda a excreção. A pele é composta por duas 
camadas principais: a epiderme e a derme, estando esta última assente noutra camada, a 
hipoderme. A figura 1 representa um bloco de pele e estruturas anexas (pelos, glândulas 
sebáceas e glândulas sudoríparas) [1-4]. 
 
 
 
Figura 1 – Bloco de pele e estruturas anexas (adaptado de [1]). 
 
 
A epiderme consiste num epitélio escamoso, é composta por várias camadas de 
células, não contém vasos sanguíneos, é enervada por terminais nervosos sensoriais e 
alimentada por difusão. As células mais profundas da epiderme são células vivas e 
proliferativas e passam gradualmente para a superfície. Os melanócitos, responsáveis pela 
pigmentação da pele, encontram-se nas camadas mais profundas. A epiderme encontra-se 
separada da derme por uma membrana basal, uma estrutura multicamada complexa, e 
6 
 
desempenha funções, tais como, evitar a perda de água e a entrada de produtos químicos e 
de microorganismos, tendo uma profundidade variando entre 0,05 e 1,0 mm [1-5]. 
 A derme é uma camada de tecido conjuntivo que consiste numa rede entrelaçada de 
colagénio e fibras elásticas e compreende, geralmente, a maior parte da espessura total da 
pele, estando unida à hipoderme. Esta camada contém numerosos vasos sanguíneos e 
canais linfáticos, nervos e terminais de nervos sensoriais e também uma pequena 
quantidade de gordura. Anexa à derme, encontram-se folículos pilosos, glândulas 
sudoríparas, glândulas sebáceas e músculo liso. A porção mais profunda é penetrada por 
projeções de tecido conetivo subcutâneo, local de entrada de nervos e vasos sanguíneos na 
pele. A derme tem como principais funções dar flexibilidade e resistência estrutural à pele, 
tendo uma profundidade média entre 1,2 e 1,8 mm [1-4]. 
A hipoderme consiste numa camada com tecido conetivo fracamente organizado, 
tecido este que tem como principais funções suportar, conectar ou separar diferentes tipos 
de tecido e órgãos do corpo. Contém gordura e algumas fibras de colagénio e de elastina. 
Esta camada contém vasos sanguíneos e linfáticos, raízes dos folículos pilosos, porções 
secretórias das glândulas sebáceas, nervos cutâneos e terminais sensoriais. A quantidade de 
gordura subcutânea varia ao longo do corpo e em função do género (mulher ou homem). A 
hipoderme tem como principais funções providenciar armazenamento de energia e 
isolamento [1-4]. 
As unhas consistem em placas aproximadamente retangulares e achatadas de tecido 
córneo, encontrando-se no dorso da falange terminal dos dedos, polegares e dedos dos pés. 
Cada unha é convexa na superfície exterior, sendo implantada por uma porção denominada 
de raiz, num sulco de pele. A porção exposta é designada por corpo da unha e a 
extremidade distal por borda livre da unha. A unha é parcialmente rodeada por uma 
camada de pele e consiste numa modificação especial das camadas mais superficiais da 
epiderme [4, 6, 7]. 
Os pelos encontram-se espalhados pela superfície do corpo, excetuando a palma da 
mão, planta do pé, cantos da boca e mucosa adjacente e lábios. Têm espessuras e 
comprimentos variáveis. Excetuando as pestanas, todos os pelos emergem obliquamente da 
superfície da pele. A porção de pelo que se encontra dentro da pele denomina-se raiz, 
encontrando-se localizada na hipoderme. Ao longo de quase todo o seu comprimento, o 
pelo consiste em restos de células queratinizadas. De um modo geral, os pelos acabam por 
cair e são substituídos intermitentemente. Associado a cada pelo existe uma ou mais 
glândulas sebáceas. Para que um pelo possa desenvolver-se é necessário a presença de um 
folículo piloso. O folículo piloso, que suporta fisicamente e nutre o pelo, desenvolve-se a 
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partir de uma papila pilosa que consiste numa massa pequena de tecido conectivo 
mesenquimal especializado [4, 6-8]. 
 As glândulas sebáceas são órgãos glandulares pequenos e saculares, que se 
desenvolvem a partir da camada germinativa da epiderme. Estas glândulas estão associadas 
a todos os pelos e folículos pilosos. As células das glândulas são continuamente destruídas 
na produção de secreções oleosas denominadas de sebo. A inflamação e acumulação de 
secreção nas glândulas sebáceas levam à ocorrência de acne, um exemplo de patologia da 
pele [4, 6-8]. 
As glândulas sudoríparas possuem uma distribuição ampla por todo o corpo, sendo 
mais numerosas nas partes expostas, como palmas da mão e plantas dos pés, apresentando 
um tamanho superior nas axilas e virilhas [4, 6, 7]. 
 
 
II.2. Patologias da pele  
  
 Existem várias patologias da pele entre as quais se salientam: o herpes zóster, a 
urticária, a psoríase, o eczema, a rosácea, o acne, o pé de atleta, os sinais, as verrugas e as 
queratoses seborreicas. O diagnóstico destas patologias é feito pela observação direta da 
área afetada. Estas serão objeto de breve abordagem neste trabalho. No que se refere aos 
tumores, queimaduras e envelhecimento da pele será dado particular ênfase, não só devido 
ao caracter mais grave destas patologias, mas também porque o seu diagnóstico requer 
técnicas mais elaboradas que não apenas um exame visual [1, 9]. 
O herpes zóster manifesta-se por uma pele sensível, sensação de formigueiro e de 
ardência. Esta patologia resulta de uma reativação do vírus varicela zóster, que se encontra 
latente na raiz dorsal dos gânglios sensoriais ou dos nervos cranianos. Caracteriza-se por 
uma erupção de pontos em relevo, que se desenvolve em bolhas dolorosas que 
permanecem cerca de duas semanas. A figura 2-A mostra o aspeto do herpes zóster [9-11]. 
 A urticária é uma reação alérgica que se assemelha a uma marca avermelhada em 
relevo, provocando comichão, por vezes ardência e sensação de picada. As causas desta 
patologia podem derivar de reações adversas a medicação, alimentos e temperaturas 
extremas. Um exemplo desta patologia encontra-se na figura 2-B [9, 11, 12]. 
 A psoríase é uma doença crónica da pele, não contagiosa, que se caracteriza pelo 
aparecimento de lesões vermelhas, espessas e descamativas (ver figura 2-C). Ocorre 
quando o sistema imunitário envia sinais errados e desencadeia um rápido crescimento de 
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células da pele. Devido à resposta do sistema imunitário, é formada uma quantidade 
elevada de células num curto espaço de tempo [9, 11, 13, 14]. 
 O eczema descreve uma variedade de condições não contagiosas, em que a pele se 
apresenta inflamada, vermelha e seca, provocando comichão. Em casos mais graves, pode 
apresentar crostas e sangramento. A causa exata desta patologia é desconhecida. O aspeto 
típico do eczema encontra-se na figura 2-D [9, 11, 15]. 
 A rosácea manifesta-se por uma tendência a corar mais facilmente. Caracteriza-se 
por vermelhidão no nariz, queixo, testa e até nos olhos, tal como se encontra representado 
na figura 2-E [9, 11, 16].  
O acne é uma patologia da pele que provoca borbulhas. As borbulhas formam-se 
onde os folículos pilosos ficam obstruídos e onde ocorrem processos inflamatórios devido 
às células mortas. A figura 2-F mostra o aspeto típico do acne [9, 17]. 
 O pé de atleta é uma infeção fúngica contagiosa, que se desenvolve em áreas 
húmidas entre os dedos e por vezes noutras zonas do pé, tal como se mostra na figura 2-G. 
Usualmente provoca comichão, sensação de picada e ardência [9, 18, 19].  
 Os sinais na pele são manchas pigmentadas que ocorrem quando as células da pele 
crescem de um modo aglomerado e rodeadas de tecido. Podem apresentar-se com relevo 
podendo ser cor-de-rosa, castanhos ou pretos. Alguns podem alterar-se ao longo dos anos, 
mudando de cor e tornarem-se patológicos, eventualmente. Vários exemplos desta 
patologia encontram-se na figura 2-H [9, 11, 20]. 
 As verrugas são causadas por infeções virais na camada superficial da pele, pelo 
contacto com o papiloma vírus humano, sendo contagiosas mas benignas. O vírus leva a 
que a camada superior da pele cresça rapidamente, formando a verruga. A figura 2-I 
mostra o aspeto típico das verrugas [9, 11]. 
 As queratoses seborreicas são crescimentos não cancerígenos que se podem 
desenvolver com a idade e podem aparecer em diferentes áreas do corpo, isoladas ou em 
grupo. Neste tipo de patologia, o doente apresenta um excesso de acumulação de queratina, 
uma proteína fibrosa insolúvel inerente à pele que protege a epiderme. Podem ser escuras e 
usualmente apresentam uma superfície granulada mas também ocorrem no estado liso. Por 
vezes são confundidas com sinais ou cancro da pele (ver figura 2-J) [9, 11, 21]. 
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A – Herpes zóster [9]. 
 
B – Urticária [11]. 
 
C – Psoríase [11]. 
 
D – Eczema [11]. 
 
E – Rosácea [22]. 
 
F – Acne [9]. 
 
G - Pé de atleta [9]. 
 
H – Sinais [23]. 
 
I – Verrugas [9]. 
 
J – Queratoses seborreicas [9]. 
Figura 2 – Aspeto típico de algumas patologias. 
 
 
II.2.1. Tumores cutâneos 
 
Os tumores cutâneos podem ser classificados como benignos e malignos, sendo 
estes últimos denominados de cancro da pele. O corpo é constituído por diferentes tipos de 
células, e normalmente as células crescem e dividem-se para formar novas células de um 
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modo controlado. Mas, por vezes, novas células continuam a ser produzidas mesmo 
quando não são necessárias. Como resultado, forma-se uma massa de tecido extra que 
resulta da divisão excessiva das células ou do facto de não ocorrer apoptose celular quando 
necessário. As células presentes em tumores malignos são anormais e dividem-se 
descontroladamente. Estas células cancerígenas podem invadir e danificar os tecidos 
vizinhos, e espalharem-se para outras zonas do corpo ocorrendo a metastização [24-27]. 
Os três principais tumores malignos são o melanoma, o carcinoma basocelular e o 
carcinoma das células escamosas. O melanoma é o tipo de cancro que se forma nos 
melanócitos, células da pele que produzem pigmento. O carcinoma basocelular é o cancro 
que se forma a partir da camada de células basais da pele, na parte inferior da epiderme. O 
carcinoma das células escamosas é o cancro que se desenvolve a partir das células 
escamosas, células que formam a superfície da pele. A figura 3 mostra a localização dos 
melanócitos, das células escamosas e das células basais [28, 29]. 
Os tumores benignos, normalmente, não se espalham por invasão ou metastização, 
crescendo apenas localmente e de modo lento. Não são problemáticos a não ser que se 
desenvolvam próximos de vasos sanguíneos, no cérebro ou em determinados órgãos. As 
queratoses seborreicas, anteriormente mencionadas, são um exemplo de tumor benigno da 
pele [24-27]. 
 
 
Figura 3 – Localização dos melanócitos, células escamosas e células basais (adaptado de [30]). 
 
 
II.2.2. Queimaduras 
 
A queimadura pode ser definida como um dano no tecido devido ao aquecimento, 
contacto com agentes químicos, choques elétricos, luz solar ou radiação nuclear. A 
queimadura mais imediata e óbvia é devida ao calor, visto que o calor em excesso leva a 
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uma rápida desnaturação das proteínas e dano celular. A profundidade da lesão depende de 
vários fatores tais como a temperatura da fonte de calor, o tempo de contacto e o meio. As 
queimaduras podem ser classificadas de acordo com a sua extensão superficial e 
profundidade. Com base na profundidade da queimadura podem ser classificadas como 
superficiais (também conhecida como queimadura de primeiro grau), de espessura parcial 
(também designadas de queimaduras de segundo grau) e de espessura total (também 
designadas por queimaduras de terceiro grau). As queimaduras de primeiro grau envolvem 
apenas a superfície exterior da pele, a epiderme, não sendo considerada uma queimadura 
relevante visto que nenhuma função de barreira é alterada. Exemplos de queimaduras de 
primeiro grau ocorrem com o toque em fontes de calor como fornos doméstico, entre 
outros [1, 31-35]. 
As queimaduras de segundo grau lesam a epiderme e porções da derme. Este tipo 
de queimadura tem como característica a formação de bolhas. As queimaduras de terceiro 
grau ocorrem quando há destruição da epiderme e da derme, podendo atingir tecido mais 
profundo e danificar músculo, tendões, ligamentos e possivelmente órgãos. Ao contrário 
dos outros tipos de queimaduras, as queimaduras de terceiro grau são geralmente indolores, 
devido à destruição dos recetores sensoriais. Apenas a epiderme possui a capacidade para 
se autorregenerar, pelo que queimaduras que se estendem mais profundamente podem 
resultar em lesões permanentes e cicatrizes. A figura 4 mostra os diferentes tipos de 
queimaduras mencionadas, ilustrando o aspecto da pele tanto à superfície como em 
profundidade [1, 31-35]. 
 
Figura 4 – Pele normal e diferentes graus de queimaduras (adaptado de [36]). 
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II.2.3. Envelhecimento 
 
O envelhecimento da pele ocorre de modo natural com a idade. Pele envelhecida 
sofre lesões mais facilmente, a epiderme vai-se tornando mais fina, apesar de o número de 
camadas celulares permanecer inalterado, e a quantidade de colagénio na derme vai 
diminuindo, levando ao aparecimento de rugas. A diminuição das fibras elásticas da derme 
e a perda de gordura da hipoderme originam a flacidez e o aspecto enrugado da pele. O 
número de melanócitos diminui, mas os que restam aumentam em tamanho. Estes fatores 
levam a que a pele pareça mais fina, mais pálida e podem aparecer manchas pigmentadas, 
conhecidas como manchas de idade, em áreas frequentemente expostas ao sol. Alterações 
nos tecidos conetivos levam à redução da força e elasticidade, evidenciando pele gasta pelo 
tempo, comum em agricultores, pescadores e outros, sujeitos a elevada exposição solar. As 
glândulas sebáceas produzem cada vez menos gordura e a hipoderme fica mais fina, 
reduzindo a sua função de isolamento, aumentando assim a probabilidade de risco de lesão 
e reduzindo a capacidade de estabilização da temperatura corporal. Verrugas, rugas, 
manchas, pele fina e seca, aparecimento de tumores e sinais são algumas das manifestações 
que podem aparecer aquando do envelhecimento da pele [1, 37, 38]. 
A figura 5 mostra a diferença entre uma pele jovem e uma pele envelhecida, 
evidenciando apenas a redução na espessura da epiderme e da hipoderme e o aparecimento 
de sinais.  
 
 
Figura 5 – Bloco de pele jovem e bloco de pele envelhecida (adaptado de [39]). 
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II.3. Técnicas de diagnóstico 
 
No que respeita a lesões da pele, um procedimento importante na prevenção de 
tumores, passa pela análise de antecedentes familiares a fim de identificar potenciais 
fatores de risco. O adequado diagnóstico de patologias possibilita a deteção de margens 
tumorais, o estadiamento de tumores, a avaliação de lesões de pele não tumorais, a deteção 
da profundidade de queimaduras, o estudo do envelhecimento da pele, entre outros. Um 
diagnóstico que se revele potencialmente tumoral exige, em geral, uma biópsia e 
consequente análise histológica. A biópsia é, de facto, de extrema importância para uma 
avaliação inequívoca de uma lesão suspeita, no entanto, o desenvolvimento de meios de 
diagnóstico avançados, recorrendo a técnicas não invasivas, permitem diagnósticos 
fidedignos em relação à natureza da lesão. Assim, a biópsia só é realizada quando as 
técnicas não invasivas se mostrem inconclusivas [40-43]. 
 Tumores que se revelem malignos são removidos com recurso a cirurgia. Contudo, 
as fronteiras dos tumores podem não ser claras para o cirurgião, pelo facto de se poderem 
estender pela superfície e a sua extensão não ser de fácil identificação. Para contornar este 
problema, é prática comum remover a área afetada incluindo, ainda, uma margem 
adicional em torno do tumor. Analisa-se, posteriormente, o tecido removido em excesso e, 
caso ainda se revele patológico, repete-se eventualmente a cirurgia para remover mais 
tecido. Tal procedimento é dispendioso e doloroso, pelo que é vantajosa a utilização de 
técnicas de diagnóstico não invasivas para fornecer dados sobre a extensão da área de pele 
que deve ser removida. A imagiologia por ultrassons é de grande utilidade na determinação 
da profundidade dos tumores, representando um dos indicadores mais importantes do 
estádio da doença. O uso de ultrassons possibilita a avaliação frequente dos tecidos, 
aspecto importante para um adequado tratamento das patologias. Esta técnica é muito 
importante na avaliação de queimaduras, pois o seu tratamento é determinado pela 
profundidade da lesão [40, 41, 43, 44]. 
O método mais comum em dermatologia para a identificação de lesões de pele 
suspeitas e avaliação de doenças da pele consiste na avaliação visual por parte de um 
médico especializado. O objectivo é identificar a forma, cor e tamanho, tendo particular 
atenção a características tais como, assimetria e cor heterogénea, que podem ser 
indicadores de malignidade. Alguns indícios de presença de tumor aparecem com sinais 
precoces, tais como o crescimento, irritação, dor ou alteração num sinal ou verruga. 
Aquando do diagnóstico, o médico está atento a vários fatores como a assimetria (quando 
metade do sinal não corresponde à outra metade), a irregularidade, a cor (pigmentação não 
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uniforme), o diâmetro (quando superior a 6 mm) e a evolução (alteração do tamanho, 
forma, sintomas como comichão e sensibilidade, superfície ou cor) [44-47]. 
A dermatoscopia consiste num exame rápido e indolor para o doente. É efetuado 
com o auxílio de uma lupa com uma ampliação igual a 10 vezes ou superior. Este tipo de 
exame permite ao médico visualizar estruturas superficiais de tecido que não seriam 
observáveis a olho nu, não sendo, contudo, possível observar células. A técnica consiste 
em iluminar a superfície da pele com uma lâmpada de halogéneo, usando um óleo ou um 
líquido desinfetante, a fim de eliminar a reflexão da luz, possibilitando a visualização dos 
detalhes da epiderme [44-50]. 
A biópsia implica a remoção de uma pequena amostra de tecido para avaliação 
histológica. Este método implica o uso de anestésicos e, por vezes, a necessidade de sutura, 
resultando em pequenas cicatrizes após o procedimento. A amostra recolhida na biópsia é 
processada e examinada microscopicamente, para determinar de um modo preciso a sua 
benignidade ou malignidade. A amostra de pele é colocada entre lâminas e submetida a 
corantes, permitindo a visualização das células [45-47, 51, 52]. 
A microscopia confocal consiste num sistema ótico que utiliza lentes e um laser de 
díodos. Possui a capacidade de produção de imagens de alta resolução das estruturas do 
tecido, células e núcleos, as quais podem ser visualizadas em tempo real. Com este exame 
é possível observar alterações nas células e nos núcleos com uma precisão comparável à 
biópsia. Esta tecnologia pode, portanto, substituir as biópsias. Tem sido demonstrado que a 
microscopia confocal permite detetar lesões malignas em fases ainda muito iniciais. A 
grande vantagem desta técnica incide no facto de ser não invasiva, no entanto o elevado 
preço do equipamento constitui um fator limitativo na sua utilização [44, 45, 53, 54]. 
A tomografia de coerência ótica é uma modalidade de imagiologia que avalia a 
profundidade e pode ser usada para identificar pele lesionada pelo sol e condições pré-
cancerígenas. É uma técnica não invasiva, de interferometria de baixa coerência ótica, que 
resulta na aquisição de imagens transversais do tecido com elevada resolução. Em 
dermatologia, esta técnica tem mostrado ser capaz de proporcionar a visualização do 
estrato córneo em pele desprovida de pelo, da epiderme e da derme superior e ainda 
estruturas anexas da pele e vasos sanguíneos, apresentando-se promissora no diagnóstico 
de cancro da pele [44, 55-58]. 
Existem técnicas imagiológicas que podem ser usadas para avaliar a possível 
metastização de tumores em diferentes partes do corpo: a tomografia computorizada 
(TAC), a ressonância magnética e a tomografia por emissão de positrões (PET). A 
tomografia computorizada é uma técnica baseada em Raios-X, usada para obtenção de 
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imagens detalhadas do corpo. Na ressonância magnética o doente é exposto a um campo 
magnético intenso com uma indutância magnética na ordem de 1,5 a 3T sendo geradas 
imagens 3D dos órgãos em estudo. A tomografia por emissão de positrões pressupõe a 
utilização de substâncias radioativas para obtenção de imagens. Estas técnicas são usadas 
principalmente para a avaliação da propagação da lesão, mas podem ser usadas também 
para confirmação do diagnóstico da lesão [44, 59-62]. 
Os ultrassons são, atualmente, intensivamente usados no diagnóstico médico, 
devido ao seu carácter não invasivo, inócuo e baixo custo. A técnica baseia-se em sensores 
de efeito piezoeléctrico funcionando em modo pulso-eco. A conjugação de elevado número 
de transdutores permite a realização de imagens em profundidade da estrutura objeto de 
diagnóstico. As ondas acústicas, ao propagarem-se, sofrem dispersão (backscattering) e 
reflexão em estruturas internas do corpo humano, regressando ao transdutor, que as 
converte em sinais elétricos. Os sinais são, posteriormente, amplificados, digitalizados e 
convertidos em imagem, numa escala de cinzentos, proporcional à sua amplitude. O 
diagnóstico conjunto recorrendo a técnicas de dermatoscopia e ultrassons permite a 
deteção de melanomas ainda em estados iniciais [44, 63, 64]. 
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III. Ultrassons 
 
III.1. Definição e conceitos básicos 
 
Os ultrassons são ondas mecânicas com frequências superiores à gama audível do 
ouvido humano (20 kHz). Propagam-se com diferentes velocidades no corpo humano, 
dependendo dos meios em causa. A tabela 1 ilustra para alguns órgãos do corpo humano, 
duas propriedades acústicas: a velocidade de propagação (v) e impedância acústica 
(Z v , em que   é a densidade do material). Sempre que existem dois meios com 
diferentes valores de impedância acústica, uma fração da energia da onda é refletida na sua 
fronteira, sendo a restante transmitida. A figura 6 representa estes dois fenómenos, para 
uma incidência normal [3, 44, 63, 65-68]. 
 
 
Tabela 1 – Impedância acústica e velocidade de propagação para alguns órgãos do corpo humano 
[67]. 
 
Impedância Acústica  
2[ / ( . )]Kg m s 610  
Velocidade de propagação 
1( . )m s  
Ar 0,00043 330 
Sangue 1,59 1570 
Osso 7,8 4000 
Gordura 1,38 1450 
Cérebro 1,58 1540 
Músculo 1,7 1590 
Fígado 1,65 1570 
Rim 1,62 1560 
 
 
 
Figura 6 – Fenómenos de reflexão e transmissão de ultrassons (adaptado de [69]). 
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As frações de onda refletida e transmitida são definidas a partir da relação entre as 
impedâncias do meio analisado e a fronteira. Se 
1Z  e 2Z  representarem as impedâncias 
acústicas do meio 1 e 2, o coeficiente de reflexão e de transmissão podem ser expressos a 
partir das equações (1) e (2), respetivamente [67]: 
  
 2 1
2 1
Z Z
R
Z Z



    (1) 
 
 2
2 1
2Z
T
Z Z


    (2) 
    
Os valores de coeficiente de reflexão e transmissão são relacionados da seguinte 
forma: 
 
    1T R   (3) 
 
Para além da reflexão nas fronteiras entre meios distintos, a intensidade do sinal é 
afetada pela própria estrutura dos meios, sofrendo absorção (conversão da energia em 
calor) e dispersão que se traduz no espalhamento do feixe em várias direções. Estes dois 
fenómenos constituem a atenuação acústica. Este parâmetro é caracterizado por um 
decréscimo exponencial na intensidade do feixe acústico em função da distância de 
propagação (z), traduzida pela expressão (4) [3, 40, 67, 68, 70]: 
 
          0
z
z zI I e

  (4) 
 
Onde   representa o coeficiente de atenuação. 
A escolha da frequência apresenta-se como um passo crucial no desenvolvimento 
do sistema de imagiologia, pois quanto maior a frequência, maior será a atenuação e como 
tal menor a penetração nos tecidos. Mas por outro lado, se é necessária boa resolução 
espacial, implica a utilização de frequências mais elevadas. Deve, assim, ser selecionada 
uma frequência que proporcione uma boa resolução espacial (axial e lateral) e, 
simultaneamente providencie o diagnóstico à profundidade desejada. Frequências 
superiores a 20 MHz mostraram ser capazes de fornecer resolução suficiente para 
caracterizar pequenas estruturas [3, 70]. 
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III.2. Imagiologia por ultrassons 
 
A imagiologia por ultrassons envolve o uso de um transdutor ou uma sonda e um 
gel acoplante. O transdutor consiste num elemento único que proporciona a aquisição de 
linhas A-Scan, a partir das quais é possível a construção de imagens B-Scan. O transdutor é 
constituído por um material piezoelétrico que sofre uma deformação mecânica quando é 
aplicada uma corrente elétrica; quando recebe uma onda sonora cria uma corrente elétrica. 
A sonda apresenta-se como um agregado constituído por vários transdutores e a partir do 
qual se obtêm imagens B-Scan. O gel acoplante possibilita o acoplamento, sendo colocado 
entre o transdutor ou sonda e a área a diagnosticar, de modo a que ocorra um movimento 
suave e também a eliminação do ar existente entre as duas interfaces, de modo a evitar a 
reflexão das ondas sonoras, ainda antes da penetração [44, 64, 71, 72]. 
As imagens obtidas por sondas são adquiridas em tempo real, pelo que podem ser 
visualizadas estruturas e movimentos dos órgãos internos, tal como o fluxo nos vasos 
sanguíneos. A escolha da sonda a usar depende da profundidade da estrutura que se 
pretende examinar. Se é pretendida uma maior profundidade de penetração deve-se usar 
uma sonda de menor frequência, sacrificando a resolução [63, 64, 71]. 
Durante o exame, a sonda é movida pela parte do corpo a ser examinada. A 
quantidade de onda incidente que é refletida e a sua velocidade de propagação traduzem-se 
em diferentes tipos de imagem [44, 63, 65, 72]. 
Recorrendo às técnicas de ultrassons são possíveis vários modos de aquisição de 
dados, dos quais se destacam os seguintes para aplicações médicas: Modo-A (A-Scan, ver 
figura 7), Modo-B (B-Scan, ver figura 8) e Modo-M (M-mode, ver figura 9). Um A-Scan 
consiste num varrimento, a partir do qual é possível obter informação acerca das estruturas 
da pele ao longo de uma coordenada espacial unidimensional. Consiste numa linha que 
relaciona a amplitude do eco com o tempo. A aplicação principal deste tipo de modalidade 
é na oftalmologia, por exemplo, para medição da espessura da córnea. Uma imagem B-
Scan é adquirida a partir de séries contínuas de linhas A-Scan, que são depois 
reconstruídas. As intensidades dos pixéis da imagem B-Scan representam as amplitudes do 
eco. A partir da visualização M-mode é possível avaliar estruturas em função da 
profundidade e tempo. O simples uso de imagens B-Scan não é suficiente para uma clara 
distinção entre lesões malignas e benignas, pois os níveis de cinzento presentes na imagem 
podem não estar correlacionados com um tipo específico de tecido. O desenvolvimento de 
métodos de caracterização quantitativos que permitam a classificação e diferenciação entre 
os vários tipos de lesões da pele revela-se de grande importância, podendo ser alcançado 
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maior poder discriminatório, pela associação de imagens B-Scan com técnicas de 
caracterização quantitativas [3, 40, 44, 65, 67, 73]. 
 
 
Figura 7 – Visualização A-Scan (adaptado de [73]). 
 
 
Figura 8 – Visualização B-Scan (adaptado de [73]). 
 
 
Figura 9 – Visualização M-mode (adaptado de [74]). 
 
De todas as técnicas de imagiologia, a técnica por ultrassons é a menos dispendiosa 
e de maior portabilidade, possibilitando a aquisição de imagens em tempo real, com toda a 
segurança para o operador e doente. A imagiologia por ultrassons é atualmente usada em 
diversos campos da medicina, nomeadamente no diagnóstico de patologias do coração, 
vasos sanguíneos, rins, fígado, obstetrícia, patologias da pele, entre outros [63-65, 67]. 
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IV. Estado da arte 
 
A imagiologia por ultrassons tem vindo a ganhar cada vez mais importância, em 
dermatologia, como técnica de diagnóstico não invasiva. Várias aplicações clínicas são 
possíveis, entre elas a determinação da extensão da lesão, monitorização de lesões 
inflamatórias, entre outras [44]. 
A capacidade de desenvolver fantomas capazes de imitar determinadas 
propriedades do tecido constitui um passo importante para o possível desenvolvimento e 
avaliação de sistemas e algoritmos de imagiologia por ultrassons. Várias abordagens têm 
sido consideradas por diferentes autores para a construção de fantomas. Guy [75] 
desenvolveu fantomas que consistiam num agente de gelificação, pó de polietileno, água 
e cloreto de sódio. A dificuldade na obtenção destes materiais e na sua conservação 
levaram a que Marchal et al. [76] desenvolvessem fantomas baseados em gelatina. 
Atualmente verifica-se que os materiais mais usados para a construção de fantomas 
consistem em gelatina ou ágar, sendo a gelatina o material preferencialmente selecionado 
devido ao seu baixo custo e facilidade de processamento. Cook et al. [77] desenvolveram 
fantomas baseados em gelatina com adição de microesferas de sílica, para indução de 
scattering acústico. Para cada um dos fantomas foram calculados três parâmetros 
acústicos: velocidade de propagação, coeficiente de atenuação e coeficiente de 
backscattering. Mostraram que é possível o desenvolvimento de fantomas com esta 
formulação, possuindo propriedades acústicas idênticas às da pele humana [78, 79]. 
Também Edmunds et al. [80] avaliaram fantomas constituídos por gelatina com 
suspensões de partículas sólidas, incluindo fibras de acetato e microesferas de vidro. 
Alguns autores consideram ainda a utilização de aditivos para conservação ou controlo de 
determinadas propriedades acústicas. Madsen et al.[81] usaram um conservante à base de 
álcool, de modo a aumentar o tempo de vida útil dos fantomas produzidos. Nam et al. 
[82] usaram leite ultrafiltrado de modo a controlar a quantidade de atenuação. 
Até ao presente, os sistemas de imagiologia usados consistem, na sua maioria, em 
transdutores ou sondas com frequências inferiores a 20 MHz, estando estes sistemas bem 
estabelecidos como ferramentas de diagnóstico. Apesar do uso de frequências desta 
ordem possibilitar imagens mais profundas, a resolução espacial observada nem sempre é 
a mais adequada. Vogt et al. [70] desenvolveram um sistema de imagiologia por 
ultrassons com frequências na gama dos 20 a 100 MHz, que proporciona o aumento da 
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resolução, com diminuição da profundidade de penetração. Neste tipo de abordagem, a 
atenuação constitui um fator limitativo. No entanto, mostrou-se que sistemas com gamas 
de frequências até 100 MHz oferecem um bom compromisso entre a elevada resolução 
espacial e elevada profundidade de penetração. 
Atualmente, a caracterização de tecidos inclui a avaliação de parâmetros acústicos, 
sendo os principais: a velocidade de propagação, o coeficiente de atenuação e o 
coeficiente de backscattering. Várias abordagens, com diferentes montagens 
experimentais são possíveis para o cálculo destes três parâmetros acústicos [83]. 
Bridal et al. [84] implementaram uma técnica para o cálculo de dois parâmetros 
acústicos: o coeficiente de atenuação e de backscattering; usando uma configuração de 
apenas um transdutor, num fantoma constituído por gelatina e duas distribuições 
aleatórias de microesferas de vidro. Foram avaliados os dois parâmetros para três 
transdutores com diferentes frequências, e concluíram que a determinação destes 
parâmetros é possível numa banda de frequências de 2 a 60 MHz. 
Uma das abordagens desenvolvida nos trabalhos de Raju et al. [85] consiste em 
usar a atenuação acústica como parâmetro para a caracterização de camadas de pele sem 
lesão. Observaram a existência de variações na atenuação na derme, em diferentes locais 
do corpo, tendo, igualmente, concluído que não se verificam diferenças significativas no 
valor da atenuação entre a derme e a gordura e que a epiderme possui uma estrutura 
heterogénea. 
Browne et al. [86] estudaram a variação da velocidade de propagação, coeficiente 
de atenuação e de backscattering para diferentes constituições de fantomas simulando 
pele sem lesões. Usaram um sistema que permite adquirir e analisar dados de ultrassons 
sobre uma área definida da amostra. O sistema é controlado por um computador e 
consiste num tanque com água e um controlo de motores de passo. Concluíram que a 
velocidade de propagação nos diferentes fantomas permanecia constante com a alteração 
da frequência, no entanto a atenuação aumentava com o aumento de frequência. 
Umchid [87] nos seus trabalhos mediu o coeficiente de atenuação de um material 
em particular, o Plexiglas. Conclui, também, que a atenuação depende da frequência e das 
propriedades físicas do meio por onde a onda sonora se propaga. A atenuação aumenta 
com o aumento da frequência e da espessura do material, pois à medida que esta última 
aumenta, ocorre mais dispersão e absorção. 
Raju et al. [88] estudaram a caracterização de lesões de pele in vivo, a partir de 
métodos quantitativos. Para tal avaliaram parâmetros como o declive do coeficiente de 
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atenuação e parâmetros relacionados com estatística dos ecos. Observaram que ocorria 
um decréscimo no declive do coeficiente de atenuação para zonas afetadas quando 
comparado com pele saudável. Concluíram que a combinação de determinados 
parâmetros quantitativos de ultrassons possibilita a caracterização de diferentes patologias 
da pele.  
Além da caracterização a partir de propriedades acústicas, a imagem ecográfica 
tem vindo a representar um papel importante em ambiente clínico no diagnóstico de 
diferentes lesões. Para tal, métodos de análise de imagens ecográficas baseadas na textura 
têm sido amplamente utilizados [89]. 
Chen et al. [90] estudaram a caracterização de tumores da mama, considerando 
242 casos (incluindo 161 doentes com tumores benignos e 82 doentes com carcinomas) a 
partir da análise textural de imagens ecográficas, do uso de Redes Neuronais e 
considerando o método 10-fold cross-validation para avaliação do desempenho. A partir 
da extração de características de ROIs pré-segmentadas de regiões tumorais e tecidos 
envolventes, alcançaram um valor de F-score igual a 83,8%.  
Song et al.[91] também avaliaram as Redes Neuronais na diferenciação de 
tumores benignos e malignos da mama, usando 20 imagens ecográficas de tumores 
malignos e 34 de tumores benignos. Conseguiram atingir 76,5% de especificidade e 95% 
de sensibilidade.  
Singh et al. [92] estudaram a segmentação de imagens ecográficas da tiroide, 
extraindo características texturais para a caracterização de nódulos malignos e benignos. 
Para tal, foram considerados 8 nódulos malignos e 5 benignos. Após segmentação das 
imagens, foram calculadas características usando a GLCM (Grey Level Co-occurrence 
Matrix), para posterior classificação usando os classificadores SVM, KNN e Naive Bayes. 
A partir desta abordagem, conseguiram alcançar resultados de desempenho superiores 
para o classificador SVM, com um F-score igual a 88,9%. 
Atualmente, para além de características texturais baseadas em estatísticas de 
primeira ordem (como a média e o desvio padrão) e estatísticas de segunda ordem 
(GLCM), têm sido analisadas características de ordem superior (GLRLM – Grey Level 
Run Length Matrix), Filtros de Gabor e a Energia textural de Laws. Virmani et al. [93] 
avaliaram o desempenho na classificação de 34 imagens (22 de fígados saudáveis e 12 de 
fígados cirróticos) usando Redes Neuronais e SVM. A classificação seguindo esta 
abordagem e pela extração de características baseadas em máscaras de Laws possibilitou 
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uma precisão de 91,7% e de 92,6%, usando, respetivamente, as Redes Neuronais e o 
SVM [94, 95].  
Tendo em vista o aumento do desempenho da classificação e de modo a diminuir 
o tempo de extração de características, Wu et al. [96] propuseram uma abordagem que 
consiste numa seleção prévia de características e recorreram ao classificador SVM como 
algoritmo de classificação. Após prévia segmentação de imagens tumorais da mama (120 
casos benignos e 90 casos malignos), foram calculadas características texturais e 
morfológicas. Esta abordagem possibilitou resultados de F-score igual a 95,7% e 
verificou-se que o tempo necessário para a classificação constitui apenas 8% daquele 
necessário para sistemas sem seleção de características.  
  Vários autores estudaram ainda a aplicação de combinações de vários 
classificadores, com o intuito de aumentar o desempenho. Valdovinos et al. [97] 
avaliaram diferentes métodos de combinação de classificadores, nomeadamente, voto de 
maioria e voto de maioria ponderado (dinâmico e estático). Concluíram que o método 
ponderado permite alcançar melhores resultados e comparando as duas abordagens, 
dinâmica e estática, a ponderação dinâmica mostrou-se superior à estratégia estática no 
que diz respeito aos resultados de desempenho [98].  
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V. Materiais 
 
V.1. Fantomas 
 
Os fantomas constituem modelos com uma geometria e composição conhecidas, 
usados para desenvolvimento e caracterização de sistemas ou algoritmos de imagiologia. 
Um dos princípios mais importantes no desenvolvimento de fantomas baseia-se na 
necessidade de estes possuírem propriedades idênticas ao tecido que pretendem imitar, 
com o propósito de fornecer um ambiente de imagiologia mais realístico [77, 78, 99-101]. 
Neste trabalho, os parâmetros acústicos escolhidos, como sendo os mais 
importantes na análise dos fantomas, foram a velocidade de propagação, o coeficiente de 
atenuação e o coeficiente de backscattering. Em tecido mole, a velocidade de propagação 
média é cerca de 1540 m/s, os coeficientes de atenuação são da ordem dos 0,5 a 3,3 
dB/cm/MHz, ou tão baixos quanto 0,18 dB/cm/MHz para o sangue. Os coeficientes de 
backscattering estão entre os 10
-5
 e 10
-1
 cm
-1
sr
-1
[77]. Inconsistências na velocidade de 
propagação podem resultar em erros que levam a aberrações geométricas, enquanto 
variações nos coeficientes de atenuação e backscattering afetam a ecogenicidade da 
imagem [77, 78, 99]. 
Os hidrogéis podem ser eficazmente usados para a construção destes fantomas e 
também como meio acoplante para os ultrassons. Devido às suas propriedades mecânicas 
são bastante usados em aplicações biomédicas. Possuem uma atenuação acústica baixa e 
uma impedância e velocidade de propagação similares ao tecido biológico pois, tal como 
o tecido, são constituídos basicamente por água. Os materiais mais comuns são o PVA 
(gel de álcool polivinílico), PAA (gel de poliacrilamida), gelatina com diferentes aditivos 
e ágar (substância extraída de algas marinhas vermelhas, que proporciona a formação de 
estruturas gelatinosas). Em adição, um agente de scattering é suspenso no meio para 
produzir o backscattering, proporcionando a imagem por ultrassons. Exemplos de agentes 
de scattering incluem grafite, sílica ou esferas de poliestireno [77, 78, 99-101]. 
Inicialmente foram analisadas diferentes composições de fantomas que consistiam 
em gelatina com diferentes aditivos: açúcar, farinha e amido. As concentrações tanto de 
gelatina como de aditivos foram variadas de modo a analisar a sua influência nos 
parâmetros acústicos obtidos e nas imagens formadas. Os resultados provenientes destes 
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fantomas mostraram não ser satisfatórios, principalmente no que diz respeito à imagem B-
Scan obtida dos mesmos.  
Visto que o principal objetivo na produção de fantomas era imitar o 
comportamento da pele, a nível acústico mas também a nível de imagem, foram 
desenvolvidos fantomas que consistiam numa estrutura de duas camadas, compostas por 
uma mistura de gelatina em pó incolor e de microesferas de sílica. Os materiais 
selecionados possuem um baixo custo, estabilidade temporal aceitável e permitem um 
processo de fabrico simples. Várias concentrações de gelatina e de microesferas de sílica 
foram experimentadas, chegando-se a uma constituição de 80 g/l de gelatina em ambas as 
camadas, uma concentração de 40 g/l de microesferas de sílica na camada inferior e uma 
constituição de 60 g/l de microesferas de sílica na camada superior. Esta constituição dos 
fantomas em duas camadas possibilita a obtenção de imagens semelhantes às da pele. 
Possuem uma camada superior com intensidades de nível de cinzento maiores e uma 
camada inferior com intensidades inferiores de modo a imitar a atenuação do feixe de 
ultrassons com a profundidade. 
As microesferas de sílica usadas como agentes de scattering possuem um 
diâmetro entre 100 e 200 µm. O processo de construção dos fantomas resulta de uma 
série de etapas. A primeira etapa consiste na pesagem dos diferentes materiais: a gelatina 
em pó e as microesferas de sílica; efetuada numa balança com uma precisão igual a 10
-5
g, 
representada na figura 10-A. As concentrações dos diferentes materiais foram 
consideradas tendo em conta apenas o volume de água, desprezando o volume da gelatina 
e das microesferas de sílica. Por exemplo, para o caso da camada inferior, com uma 
concentração de 40 g/l de microesferas de sílica e 80 g/l de gelatina, se era pretendido 
uma camada de 20 ml de volume, então a esse volume de água foi acrescentado 1,6 g 
(              ) de gelatina e posteriormente 0,8 g (              ) de microesferas de 
sílica. A seguinte etapa consiste no aquecimento de água num gobelé para a preparação 
da gelatina, introdução da gelatina e mistura desta solução, recorrendo à utilização de um 
aparelho que combina uma placa de aquecimento e um agitador magnético, ilustrado na 
figura 10-B. A incorporação de microesferas de sílica ocorre quando a solução de gelatina 
atinge uma temperatura inferior e uma viscosidade média, de modo a que as microesferas 
fiquem uniformemente distribuídas na solução, em vez de se depositarem no fundo do 
recipiente. Esta viscosidade média compreende um nível de viscosidade da gelatina entre 
o seu estado líquido e o seu estado completamente sólido, não sendo uma característica 
mensurável. Várias experiências foram efetuadas para se determinar qual seria a 
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viscosidade ideal. Para a sua obtenção, procedeu-se a uma agitação inicial contínua, a 
velocidade baixa, da solução de gelatina. As microesferas foram adicionadas e procedeu-
se a uma agitação manual recorrendo a uma espátula, colocando o recipiente envolto em 
água fria, de modo a acelerar o processo (ver figura 10-C). Assim que foi atingida a 
viscosidade ideal, esta solução foi, rapidamente, transferida para o recipiente final, 
constituindo a camada inferior (ver figura 10-D). A camada superior é obtida da mesma 
forma, alterando apenas a concentração de microesferas. De igual modo, esta solução foi 
rapidamente transferida para o recipiente final, pois a camada inferior já se encontrava 
parcialmente sólida (ver figura 10-E). Para a camada inferior foi utilizado um volume 
igual a 20 ml, enquanto para a camada superior foi utilizado um volume de 10 ml, de 
modo a obter-se uma imagem do fantoma similar à da pele. O recipiente utilizado 
consistiu num tubo de PVC, com uma altura de 2 cm e um diâmetro de 3 cm, fixado a 
uma placa de acrílico (ver figura 10-D-F). 
 
 
 
A – Balança de elevada 
precisão 
 
B – Placa de aquecimento e 
agitador magnético 
 
C – Processo de arrefecimento 
e agitação final 
 
D – Transferência da solução 
de gelatina e microesferas 
para o recipiente 
 
E – Colocação da camada 
superior 
 
F –  Fantoma final 
Figura 10 – Etapas de construção de um fantoma. 
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Para o caso de fantomas que pretendem mimetizar lesões de pele, a constituição 
do fantoma foi mantida, a única diferença resulta da adição de ‘lesões’. Vários métodos 
de implementação de ‘lesões’ foram considerados, incluindo a colocação de pequenas 
porções de algodão e de esferovite dentro do fantoma. No entanto, tanto o algodão como 
a esferovite não permitiam o efeito desejado a nível de imagem. A imagem formada por 
estes fantomas não possuía informação abaixo da camada superficial do algodão ou 
esferovite, dada a sua densidade superior e diferença de impedância acústica 
relativamente ao restante fantoma.  
Uma abordagem diferente, recorrendo ao uso de gelatina sem qualquer aditivo, foi 
considerada. Inicialmente foi testada a hipótese de injetar porções de gelatina dentro do 
fantoma; no entanto, para que a injeção fosse possível, a gelatina devia estar no estado 
fluído. Este estado não permitia a composição de ‘lesões’ com estrutura robusta o 
suficiente para criar o desnível típico das lesões. Contudo, os fantomas resultaram em 
imagens bastante próximas das imagens de pele com lesão, pelo que o uso de gelatina 
sem aditivos foi considerada para a criação de ‘lesões’. Tendo em vista a formação de 
‘lesões’ mais robustas que permitissem mimetizar a forma típica das lesões, foram usados 
moldes maleáveis (ver figura 11 – A), transferindo-se a solução de gelatina com ajuda de 
uma micropipeta (ver figura 11 – B e C). Assim que ocorreu o processo de solidificação 
da gelatina, a ‘lesão’ foi retirada do molde, com a ajuda de uma espátula, e introduzida no 
fantoma final, com o cuidado de se assegurar que acima da ‘lesão’ existe uma camada 
fina de gelatina e microesferas.  
 
A – Molde para a produção de 
‘lesões’ 
 
B – Transferência de gelatina 
para o molde 
 
C – Molde semipreenchido 
com 5 ‘lesões’ 
Figura 11 – Produção de ‘lesões’. 
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V.2. Imagens  
 
Para a obtenção da imagem B-Scan foi usado um algoritmo desenvolvido no 
MATLAB, que procede a uma conversão dos níveis de intensidade do sinal de 
radiofrequência proveniente do fantoma em 256 níveis de cinzento. Observando uma 
linha A-Scan arbitrária constatou-se a existência de uma componente DC. Esta 
componente é eliminada através da subtração da média do sinal, para posterior obtenção 
da imagem B-Scan. A figura 12 mostra uma linha A-Scan onde é possível observar o sinal 
proveniente da interface anterior (A) e o sinal proveniente da interface posterior (B). Pode 
ainda observar-se a presença da componente DC [102]. 
 
 
Figura 12 – Representação de uma linha A-Scan, onde é possível observar o sinal proveniente da 
interface anterior (A) e o sinal proveniente da interface posterior (B).  
 
 
 A imagem original, resultante da conversão das linhas A-Scan em níveis de 
cinzento, foi filtrada com diferentes filtros para verificar se haveria melhoria a nível da 
imagem. O filtro de mediana foi o filtro que apresentou melhores resultados, quando se 
comparava as imagens dos fantomas com imagens de pele. A figura 13 a) representa a 
imagem B-Scan original, figura13 b) representa a mesma imagem filtrada pelo filtro de 
Mediana e a figura 13 c) representa uma imagem ecográfica de pele.  
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Figura 13 – Comparação de imagens obtidos por diferentes métodos; a) imagem B-Scan original 
de um fantoma; b) imagem sujeita a filtro da mediana; c) imagem ecográfica de pele. 
 
A diferença entre os três tipos de imagens presentes na figura 13 deve-se ao facto 
de as imagens ecográficas da pele serem obtidas a partir do uso de sondas de 13 MHz, ao 
contrário dos 25 MHz usados para obtenção de imagens dos fantomas. Para frequências 
mais elevadas é possível obter-se uma resolução espacial superior, pelo que as imagens 
produzidas apresentam um aspeto bastante pontilhado. O uso de um filtro de mediana 
permite obter o aspeto mais esbatido, típico de imagens ecográficas de menor resolução. 
Foi utilizado um transdutor com frequência central de 25 MHz para a aquisição de 
sinais dos fantomas de modo a reproduzir imagens com maior resolução espacial e 
verificar se, utilizando esta frequência, é possível obter melhores resultados a nível da 
caracterização. 
A título de exemplo, a figura 14 a) mostra uma imagem de um fantoma sem lesão 
e a figura 14 b) mostra uma imagem de um fantoma com lesão, com a posição da lesão 
assinalada por uma seta branca. As imagens correspondem a uma altura igual a 2 cm. 
 
 
Figura 14 – Exemplo de imagens de fantomas; a) sem lesão; b) com lesão. 
 
Dos 2 cm do fantoma analisado apenas se consegue reproduzir imagem de cerca 
de 0,5 cm de profundidade. Esta reduzida profundidade da imagem deve-se à elevada 
frequência utilizada que, apesar de permitir uma resolução espacial superior, leva a um 
aumento da atenuação.  
As imagens ecográficas da pele foram obtidas a partir de um ecógrafo portátil 
comum com uma frequência ajustável entre os 8 MHz e os 13 MHz. Parâmetros como a 
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frequência e profundidade da imagem foram mantidos constantes, com uma frequência 
igual a 13 MHz e uma profundidade de imagem igual a 4 cm. A fixação destes 
parâmetros é importante, pois permite não só a facilidade de processamento da imagem, 
mas também conduzirá a resultados mais coerentes. 
A figura 15 a) representa uma imagem ecográfica de pele sem lesão e em b) uma 
imagem ecográfica de pele com lesão, marcada pela seta branca. 
  
 
Figura 15 – Exemplo de imagens ecográficas da pele; a) imagem sem lesão; b) imagem com 
lesão. 
 
 As imagens ecográficas de pele foram adquiridas especificamente para este 
processo de classificação. Para o efeito as imagens foram obtidas usando um ecógrafo, 
utilizando uma sonda de 13 MHz, com uma seleção de parâmetros constantes 
(amplificação, profundidade e contraste). Foram considerados diferentes locais do corpo 
humano, incluindo a mão, antebraço, pé, zona lombar, pescoço e cara.  
 As imagens de pele e de fantomas foram divididas em diferentes regiões de 
interesse (ROIs) de igual largura, de modo a proporcionar uma maior quantidade de dados 
para o processo de classificação. Para o caso de imagens com lesão, esta divisão 
possibilita a consideração de partes da imagem com e sem lesão.  
Os valores testados como número totais de ROIs por imagem foram 10, 20, 30, 
40, 50 e 60. Este valor implica um tamanho de ROI usado em imagens de fantomas e 
imagens de pele que pode não ser necessariamente igual. Em relação às imagens de 
fantomas, estas foram adquiridas a partir de um número igual de linhas A-Scan, o que se 
traduz na formação de uma imagem com a mesma largura. No caso das imagens de pele, 
a largura não é constante, pois depende não só da forma como esta imagem foi adquirida, 
mas também de um processo inicial de remoção de partes da imagem que não apresentam 
qualidade. Esta remoção ocorre, por exemplo, quando a imagem é obtida em zonas de 
elevada curvatura e não sendo possível um acoplamento ideal da sonda numa grande área, 
ficando apenas acoplada numa pequena área, resultando numa imagem que pode possuir 
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partes sem a qualidade necessária. Na figura 16, encontra-se representado um exemplo de 
imagem em que ocorre a formação de partes da imagem com qualidade inferior, 
resultante da curvatura a analisar. Os quadrados delimitados por um tracejado de cor 
branca representam as áreas da imagem que são removidas, para aumentar a qualidade da 
imagem a ser caracterizada. 
 
 
Figura 16 – Eliminação de áreas com qualidade inferior na imagem original. 
 
A tabela 2 apresenta a largura das ROIs consideradas, para o caso de imagens de 
fantomas e de imagens de pele. A divisão da largura total da imagem em diferentes ROIs 
nem sempre resulta num valor inteiro, pelo que é considerado o valor inteiro dessa 
divisão. A última ROI é ignorada caso admita tamanho inferior às restantes.  
 
Tabela 2 – Largura das ROIs para as diferentes imagens. 
  Largura das ROIs (pixéis) 
  Fantomas Pele 
N
ú
m
er
o
 d
e 
R
O
Is
 p
o
r 
im
ag
em
 
10 40 43 
20 20 21 
30 13 14 
40 10 10 
50 8 8 
60 6 6 
 
Das imagens de fantomas foram extraídas três características adicionais, estas 
constituem os três parâmetros acústicos: velocidade de propagação, coeficiente de 
atenuação e coeficiente de backscattering. Para cada ROI foram considerados cinco 
sinais, correspondentes a 20%, 35%, 50%, 65%, e 80% da largura da ROI. Para cada um 
deles foram calculados os três parâmetros acústicos. A cada ROI foram associados os três 
parâmetros acústicos, estes resultando de uma média dos cinco sinais considerados.  
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VI. Métodos 
 
VI.1. Procedimento Experimental 
 
 A aquisição de linhas A-Scan foi efetuada usando um transdutor focalizado de 25 
MHz acoplado a um sistema de eixos de varrimento X, Y, Z. Um gerador-recetor da 
Panametrics Model 5800 foi usado para excitação do transdutor. Os sinais resultantes da 
propagação nos fantomas foram armazenados, recorrendo a um osciloscópio, para 
posterior processamento e análise, usando algoritmos desenvolvidos em ambiente 
MATLAB. Na figura 17 estão representados os diferentes equipamentos usados para a 
aquisição das linhas A-Scan. 
 
 
Figura 17 – Diferentes equipamentos usados para a aquisição das linhas A-Scan; A – Transdutor 
focalizado de 25 MHz; B – Sistema de eixos de varrimento X, Y, Z; C – gerador-recetor; D – 
osciloscópio. 
 
 O recipiente contendo o fantoma foi colocado dentro de um tanque cheio de água, 
no qual é imerso o transdutor, servindo a água como meio acoplante. A figura 18 mostra o 
esquema de montagem, onde se pode observar um fantoma com lesões, apoiado em dois 
suportes de acrílico. Estes suportes permitem adquirir o sinal do fundo do recipiente, 
possibilitando uma distinção clara entre o sinal de fundo do recipiente e do fundo do 
tanque.  
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Figura 18 – Colocação do fantoma no tanque de água. 
 
Para cada fantoma foram adquiridas 201 linhas A-Scan espaçadas 100 µm entre si, 
perfazendo uma distância total percorrida igual a 2 cm. Visto que os recipientes possuíam 
3 cm de diâmetro, foi possível a inclusão de várias ‘lesões’, pelo que para cada caso 
foram adquiridas várias linhas em diferentes posições. Para efeitos de cálculo dos 
coeficientes de atenuação e de backscattering foram efetuadas aquisições dos sinais 
provenientes do recipiente utilizado e de uma placa de alumínio a diferentes distâncias do 
transdutor.  
 
 
VI.2. Parâmetros Acústicos 
 
Os fantomas devem possuir características que mimetizem a pele, no que diz 
respeito à imagem que proporcionam, bem como ao nível dos parâmetros acústicos: 
velocidade de propagação, coeficiente de atenuação e coeficiente de backscattering. O 
cálculo destes parâmetros acústicos pressupõe a análise das linhas A-Scan obtidas.  
 
VI.2.1. Velocidade de Propagação 
 
A velocidade pode ser determinada tendo em conta diferentes abordagens. 
Considerando o tempo de propagação do sinal entre o transdutor e a interface anterior da 
amostra ( )anteriort e o tempo de propagação do sinal entre o transdutor e a interface posterior 
( ).posteriort  O tempo de propagação do sinal na amostra é dado por: 
 
          posterior anteriort t t    (5) 
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A velocidade de uma dada amostra, com espessura d, pode ser calculada através 
da seguinte expressão: 
 
          
2d
v
t


 (6) 
 
Outra abordagem para o cálculo da velocidade, consiste em usar o sinal de um 
refletor como referência. No estudo realizado, foi utilizado o recipiente onde se encontra 
o fantoma. A figura 19 ilustra a montagem experimental para a aquisição dos sinais 
necessários para o cálculo da velocidade e do coeficiente de atenuação.  
 
 
Figura 19 – Montagem experimental para o cálculo da velocidade e do coeficiente de atenuação, 
recorrendo à análise dos sinais provenientes das diferentes interfaces; a) com o fantoma no 
recipiente; b) sem o fantoma no recipiente 
 
Na figura 19 a), 
at  é o tempo de propagação do sinal na distância ad  e pt o tempo 
de propagação no percurso 
ad  + sd , sendo sd  a distância entre a interface anterior e a 
interface posterior do fantoma. Na figura 19 b), 
rt  representa o tempo de propagação 
correspondente ao sinal de referência, extraído a uma distância 
rd do transdutor. Da 
análise da figura 19, resulta:  
 
 
r a sd d d   (7) 
 
 
( )2
2
fantoma p as
fantoma s
p a
v t td
v d
t t
 
  

 
 
(8) 
 
 
2
2
água rr
água r
r
v td
v d
t

    (9) 
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 2
2
água aa
água a
a
v td
v d
t

    (10) 
 
Considerando a relação presente na equação (7), temos que: 
 
 
 
 
( ) ( )
2 2
fantoma p a água r av t t v t t  
  
 
(11) 
O cálculo da velocidade de propagação no fantoma é efetuado a partir de: 
 
 
 
( )
( )
r a
fantoma água
p a
t t
v v
t t



 (12) 
 
 O cálculo da velocidade de propagação de acordo com (12) apresenta vantagens 
relativamente ao cálculo recorrendo à espessura da amostra por (6), pois considera os 
valores de tempo de propagação, não sendo necessária a medição da espessura em cada 
local de aquisição de linhas A-Scan. 
A figura 20 representa dois sinais A-Scan extraídos de acordo com o ilustrado na 
figura 19, usados no cálculo da velocidade de acordo com (12). A letra E identifica o sinal 
de emissão, A e B correspondem aos sinais provenientes da interface anterior e da 
interface posterior, respetivamente, e C representa o sinal proveniente do refletor. 
 
        
Figura 20 – Representação dos sinais A-Scan extraídos para efeitos de cálculo da velocidade de 
propagação do fantoma; a) com o fantoma no recipiente; b) sem o fantoma no recipiente. 
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VI.2.2. Coeficiente de Atenuação 
 
Para o cálculo do coeficiente de atenuação no fantoma foram consideradas as 
amplitudes dos sinais ilustrados na figura 20. 
SA  é a amplitude do sinal proveniente da 
interface amostra-fundo do recipiente, 
RA  é a amplitude do sinal de referência e 0A  é a 
amplitude do sinal de emissão.  
Considerando 
água  o coeficiente de atenuação na água, fantoma  o coeficiente de 
atenuação no fantoma, 
ijT  o coeficiente de transmissão entre os meios i e j e ijR  o 
coeficiente de reflexão entre os meios i e j, em que 1 representa a água, 2 o fantoma e 3 o 
material constituinte do fundo do recipiente (acrílico); as equações (13) e (14) relacionam 
as amplitudes 
SA  e RA  com 0A , respetivamente. A equação (15) representa a relação 
entre as amplitudes 
SA  e RA . 
 
 
2 2
0 12 21 23
água a fantoma sd d
SA A T T e R e
  
       
 
(13) 
 
2 2 2
0 13 0 13
água r água s água ad d d
RA A R e A R e e
    
        
 
(14) 
 
 
2 2
0 13
2 2
0 12 21 23
água s água a
água a fantoma s
d d
R
d d
S
A R e eA
A A T T e R e
 
 
 
 
  

    
 
(15) 
 
Visto que a água e os fantomas apresentam valores de velocidade e densidade 
próximos, considerou-se que as suas impedâncias acústicas seriam iguais (pois Z c ), 
para simplificação de cálculo, pelo que 
1 2.Z Z Recorrendo à definição de coeficiente de 
reflexão e de transmissão presentes nas equações (1) e (2) respetivamente, resulta: 
 
 
 
3 1
13 3 1
3 22 112 21 23
2 1 2 1 3 2
1
2 2
Z Z
R Z Z
Z ZZ ZT T R
Z Z Z Z Z Z


 
 
 
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 (16) 
  
 
 
 
 
 
2
2
água s
fantoma s
d
R
d
S
A e
A e





 
 
 
(17) 
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O rearranjo da equação (17) de modo a evidenciar ,fantoma conduz à expressão 
para o coeficiente de atenuação do fantoma, em unidades dB: 
 
 20
log
2
R
fantoma água
s S
A
d A
 
  
 
 
 
(18) 
  
O cálculo do coeficiente de atenuação através da medição das amplitudes dos 
sinais nem sempre se revela um método eficaz. Mostrou-se que pequenas alterações na 
espessura do fantoma resultam em grandes variações na amplitude dos sinais no domínio 
do tempo. Recorrendo ao domínio das frequências e considerando 
SF  como a amplitude 
do sinal proveniente da interface amostra-fundo do recipiente e 
RF  a amplitude do sinal 
proveniente do refletor, o coeficiente de atenuação, para a frequência central do 
transdutor ( 25 )f MHz , é dado por:  
 
 
 
( )20
log
2 ( )
R
fantoma água
s S
F f
d F f
 
  
 
   (19) 
 
 
VI.2.3. Coeficiente de backscattering 
 
Relativamente ao cálculo do coeficiente de backscattering foi considerada a 
abordagem de Ueda et al. [103]. Para tal, foram adquiridos sinais provenientes de uma 
placa de alumínio, usando o mesmo sistema de aquisição para obtenção das medidas de 
velocidade de propagação e coeficiente de atenuação. A utilização de uma placa de 
alumínio tem como objetivo a simulação de um refletor ideal que apresenta um valor de 
coeficiente de reflexão igual a 1 (valor de referência), quando colocado em água. As 
aquisições são efetuadas assegurando que o foco se encontra à mesma profundidade que 
no caso da análise dos fantomas [77]. 
O coeficiente de backscattering é calculado recorrendo a uma análise no domínio 
da frequência por (20), em que ( , )sS f F  corresponde ao espectro do sinal de ecos do 
fantoma, sendo considerada a porção de sinal entre a interface anterior e posterior do 
fantoma e ( , )RS f F  corresponde ao espectro do sinal do refletor, R  é o coeficiente de 
reflexão na fronteira água-alumínio (igual a 1, considerando-o como um valor de 
referência), k  é o número de onda, a  é o raio do transdutor, d  é à espessura do fantoma 
e F  é à distância focal do transdutor (em cm) [77, 103]. 
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(20) 
  
A figura 21 apresenta o transdutor utilizado e as suas especificações [104]. 
 
 
Figura 21 – Transdutor utilizado e as suas especificações [104]. 
 
 
VI.3. Análise das Imagens 
 
As técnicas de análise de imagens possuem um papel importante em várias 
aplicações médicas. De um modo geral, estas aplicações envolvem a extração automática 
de características que são depois usadas, por exemplo na distinção entre tecido normal e 
tecido patológico. Dependendo do objetivo de classificação, as características extraídas 
podem ser propriedades morfológicas, propriedades de cor ou propriedades texturais da 
imagem. Várias aplicações baseadas na extração de características texturais da imagem 
têm sido desenvolvidas. Harms et al. [105] usaram a textura de imagem em combinação 
com características de cor para diagnosticar leucemia, Landeweerd e Gelsema [106] 
extraíram várias características estatísticas de primeira e de segunda ordem para 
diferenciar células sanguíneas. Insana et al. [107] consideraram características texturais 
em imagens por ultrassons para estimar parâmetros de scattering do tecido [108, 109]. 
O reconhecimento de padrões a partir da visualização de imagens ecográficas nem 
sempre se reflete numa tarefa fácil, dependendo largamente da experiência na 
identificação da morfologia e características da imagem. Diagnósticos incorretos podem 
levar a biópsias e/ou cirurgias desnecessárias. É, assim, importante a existência de 
ferramentas que proporcionem mais-valias com vista a um diagnóstico credível. Um 
sistema de diagnóstico auxiliado por computador pode servir esse propósito [110]. 
Nome do Produto IAP-F25.3.1 
Diâmetro Transdutor 5,0 mm 
Frequência 25 MHz 
Foco (em água) 25 mm 
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Os sistemas de diagnóstico auxiliado por computadores (DAC) são capazes de 
melhorar a probabilidade de uma correta classificação. Recentemente, vários sistemas 
DAC têm sido propostos, recorrendo a Máquina de Vetor Suporte (SVM), a Redes 
Neuronais Artificiais (RNA), entre outros. Os sistemas DAC podem ser vistos como 
ferramentas de ‘segunda opinião’ que realizam dois estágios importantes: extração de 
características, em que padrões morfológicos ou texturais são calculados na forma de 
características numéricas e classificação, onde os padrões são interpretados usando 
métodos de classificação de padrões [89, 111-113] . 
Uma imagem consiste em vários pixéis com diferentes valores de intensidades de 
níveis de cinzento. A variação textural entre casos malignos ou benignos constitui uma 
característica importante na classificação de tumores [89, 108, 114, 115]. 
A textura é definida pela distribuição espacial dos níveis de cinzento, pelo que a 
sua análise pode ser efetuada recorrendo ao uso de características estatísticas. Os métodos 
estatísticos analisam a distribuição espacial de níveis de cinzento, calculando 
características locais em cada ponto da imagem e deduzem um conjunto de estatísticas a 
partir da distribuição das características locais. Várias abordagens têm sido propostas para 
extração de características texturais de uma imagem: estatísticas de primeira ordem, 
estatísticas de segunda ordem e estatísticas de ordem superior [108, 109]. 
Um número elevado de características não indica necessariamente um melhor 
desempenho do sistema de classificação; algumas podem ser pouco relevantes ou, pior, 
podem introduzir instabilidades que por sua vez levam a um decréscimo do desempenho 
do classificador. São possíveis diferentes abordagens na seleção de características, 
contudo todos os métodos necessitam de um critério bem definido e apropriado para 
medir a sua relevância [116, 117]. 
 
VI.3.1. Estatísticas de Primeira Ordem 
 
As estatísticas de primeira ordem são calculadas a partir de valores da imagem 
original, não sendo consideradas relações entre as localizações dos pixéis. As 
características que derivam das estatísticas de primeira ordem incluem a média, máximo, 
variância, entropia, desvio padrão, obliquidade, curtose, mediana, alcance e moda. Segue-
se a definição de cada uma destas características [109, 118, 119] : 
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I. Média – Representa o nível médio dos níveis de cinzento presentes na 
imagem. Está relacionada com o brilho e ecogenicidade da imagem e é dada 
por: 
 
 ( , )
1
( , )média i j Rg g i jN 
 
  
 
  (21) 
 
onde ( , )g i j  representa o nível de cinzento do pixel ( , ),i j N representa o 
número total de pixéis presentes na região de interesse e R  representa a região 
de interesse. 
 
II. Máximo – Representa o nível de cinzento máximo presente na imagem. 
 
III. Variância – Representa a distância dos níveis de cinzento ao valor médio, 
sendo obtida por: 
 
 
2
var ( , )
1
( ( , ) )médiai j RV g i j gN 
 
  
 
  (22) 
 
IV. Desvio Padrão – Representa o quão similares são as intensidades dentro de 
uma certa região, é obtido a partir de: 
 
 
1/2
2
( , )
1
( ( , ) )médiai j Rs g i j gN 
  
   
  
  (23) 
 
V. Obliquidade – Representa a simetria da distribuição das intensidades em torno 
de um valor médio. Obliquidade positiva representa uma concentração à 
esquerda da média, obliquidade negativa representa uma concentração à direita 
da média, obliquidade nula representa uma simetria dos valores em relação à 
média. A obliquidade é expressa por: 
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 (24) 
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VI. Curtose – Mede a suscetibilidade da distribuição de níveis de cinzento a 
outliers e é dada por: 
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 (25) 
 
VII. Mediana – Corresponde ao percentil 50 de todos os valores de níveis de 
cinzento, presentes numa região considerada. 
 
VIII. Alcance – Representa a diferença entre o valor máximo e mínimo de níveis de 
cinzento na região considerada. 
 
Para obtenção da entropia e da moda, é necessário recorrer ao conceito de 
histograma de uma imagem que corresponde a uma representação gráfica da distribuição 
dos níveis de cinzento de uma região ou imagem. Esta distribuição é denominada de 
densidade de probabilidade ( )p i  e é obtida a partir de: 
 
 
( )
( ) , 0,1,..., 1
h i
p i i G
N
    (26) 
 
Onde ( )h i  corresponde ao número total de ocorrências do nível de cinzento i  e G  
corresponde ao último nível de cinzento.   
 
IX. Entropia – É uma medida estatística da aleatoriedade da imagem, expressa 
matematicamente por: 
 
 
1
2
0
( ) log ( )
G
i
H p i p i


   (27) 
 
X. Moda – Representa o nível de cinzento que ocorre mais frequentemente na 
região ou imagem selecionada. 
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VI.3.2. Estatísticas de Segunda Ordem 
 
As estatísticas de primeira ordem refletem características que não têm em conta a 
distribuição espacial de níveis de cinzento na imagem, pelo que podem apresentar-se 
como métodos limitados. As estatísticas de segunda ordem têm em conta a distribuição 
espacial de níveis de cinzento na imagem. Será estudada a matriz de coocorrência de 
níveis de cinzento (GLCM – Grey Level Co-occurrence Matrix). A GLCM, apresentada 
pela primeira vez por Haralick [115], modela as relações entre pixéis dentro de uma 
região definida, sendo determinada considerando todas as orientações possíveis do vetor 
deslocamento. A GLCM é constituída por vários elementos que podem ser denotados por 
( , )dC i j
  e que correspondem à probabilidade de serem encontrados pixéis na imagem 
com os níveis de cinzento i  e j  distanciados por d  segundo uma direção   [89, 108, 
110, 111, 120, 121]. 
 Considerando uma imagem 4 4  com valores de cinzento variando de 0 a 3 (ver 
figura 22), a GLCM generalizada para essa imagem está representada na figura 23, onde 
#( , )i j  representa o número de vezes que o nível de cinzento i  é vizinho de j , de acordo 
com a distância e direção definidas [122]. 
 
0 0 1 1 
0 0 1 1 
1 2 2 2 
2 2 3 3 
Figura 22 – Imagem 4x4 com 4 níveis de cinzento de 0 a 3 [122]. 
 
Nível de cinzento 0 1 2 3 
0 #(0,0) #(0,1) #(0,2) #(0,3) 
1 #(1,0) #(1,1) #(1,2) #(1,3) 
2 #(2,0) #(2,1) #(2,2) #(2,3) 
3 #(3,0) #(3,1) #(3,2) #(3,3) 
Figura 23 – Forma generalizada para a GLCM [122]. 
 
As quatro GLCM para os ângulos 0º, 45º, 90º e 135º e raio igual a 1 estão 
representadas na figura 24 a) – d), respetivamente. Foi assumida a simetria, isto é, 
procedeu-se à contagem de ocorrências de pares de pixéis separados por d e –d. Por 
exemplo, para a primeira linha da figura 22, o par de pixéis 0-0 resulta numa contagem 
igual a 2, devido à distância 1 e -1. 
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4 2 0 0  2 2 0 0  4 1 1 0  2 1 2 0 
2 4 1 0  2 2 2 0  1 4 3 0  1 2 2 0 
0 1 6 1  0 2 4 1  1 3 2 2  2 2 0 2 
0 0 1 2  0 0 1 0  0 0 2 0  0 0 2 0 
a)  b)  c)  d) 
Figura 24 – GLCM para d = 1 e a) θ = 0º; b) θ = 45º; c) θ = 90º e d) θ = 135º. 
 
 Trabalhos anteriores mostraram que uma distância igual a 1 ou 2 resultam em 
melhores resultados, pois um pixel está provavelmente mais correlacionado com outro 
localizado perto de si, do que com um mais afastado. Cada pixel possui oito pixéis 
vizinhos, permitindo uma escolha de oito possíveis ângulos (0º, 45º, 90º, 135º, 180º, 225º, 
270º e 315º). Contudo, considerando a definição de GLCM, os pares obtidos por um 
ângulo de 0º serão similares aos pares obtidos por um ângulo de 180º. Este conceito 
estende-se aos restantes ângulos. Assim, resultam os quatro ângulos ilustrados na figura 
24. A dimensão da GLCM é determinada pelo valor máximo de nível de cinzento. Mais 
níveis implicam extração de informações texturais mais precisas, no entanto resultam 
num custo operacional mais elevado [122, 123]. 
 Seguem-se as expressões para o cálculo de 13 diferentes características a partir da 
GLCM. As características XVII a XXIII representam características secundárias 
resultantes das características XI a XVI [89, 108, 120, 121, 123]: 
 
XI. Energia – Mede a uniformidade textural e deteta desordens na textura. Valores 
de energia mais elevados ocorrem quando a distribuição de níveis de cinzento 
possui uma forma constante ou periódica. A energia é dada por [122, 123]: 
 
 
2
ij
i j
Energia g  (28) 
 
onde 
ijg  representa a entrada ( , )i j  da GLCM, sendo ( , )i j  o número de linhas 
e colunas, respetivamente. 
 
XII. Entropia – Mede a desordem ou complexidade de uma imagem. Possui valores 
superiores quando a imagem possui uma textura não uniforme e a GLCM 
apresenta muitos valores baixos. A entropia é obtida por [113, 122]: 
 
 
2logij ij
i j
Entropia g g   (29) 
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XIII. Contraste – Mede a quantidade de variações locais presentes na imagem. Um 
baixo valor de contraste apresenta uma GLCM com termos concentrados ao 
longo da diagonal e possui frequência espacial baixa. O contraste é expresso 
por [113, 122, 123]: 
 
 
2( ) ij
i j
Contraste i j g   (30) 
 
XIV. Variância – Mede a heterogeneidade, encontrando-se fortemente 
correlacionada com o desvio padrão, variável estatística de primeira ordem. 
Níveis de cinzentos diferentes da sua média aumentam a variância. A variância 
é obtida a partir de [122] : 
 
 
2( ) ij
i j
Variância i g   (31) 
 
Onde   representa a média de 
ijg . 
 
XV. Homogeneidade – Mede a homogeneidade da imagem assumindo valores 
maiores para diferenças de níveis de cinzentos menores. É mais sensível à 
presença de elementos perto da diagonal da GLCM, possuindo valor máximo 
quando todos os elementos na imagem são iguais. A homogeneidade é expressa 
matematicamente por [122, 123] : 
 
 2
1
1 ( )
ij
i j
Homogeneidade g
i j

 
  (32) 
 
XVI. Correlação – Mede as dependências lineares dos níveis de cinzento na imagem 
e é dada por [113, 122] : 
 
 
( ) ij x y
i j
x y
ij g
Correlação
 
 



 (33) 
 
Onde 
x , y , x  e y  representam as médias e desvios padrão de xg  e yg , 
em que 
x xj
j
g g  e y iy
i
g g , representam os somatórios dos valores 
presentes na linha x  e na coluna y , respetivamente.  
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XVII.  Média da Soma – Obtida por [113, 122]: 
 
 
2
2
( )
gN
x y
i
Média da Soma ig i

  (34) 
 
 
onde 
gN  é o número de níveis de cinzentos distintos numa imagem. 
 
XVIII. Entropia da Soma – Expressa por [113, 122]: 
 
 
2
2
( ) log{ ( )}
gN
x y x y
i
Entropia da Soma g i g i 

   (35) 
 
XIX. Variância da Soma – Obtida a partir de [113, 122]: 
 
 
2
2
2
( ) ( )
gN
x y
i
Variância da Soma i Variância g i

   (36) 
 
XX. Variância da Diferença – Dada por [113, 122]: 
 
 
2
2
2
( ) ( )
gN
x y
i
Variância da Diferença i Variância g i

    (37) 
 
XXI. Entropia da Diferença – Obtida por [113, 122]: 
 
 
1
0
( ) log{ ( )}
gN
x y x y
i
Entropia da Diferença g i g i

 

   (38) 
 
XXII. Medida de Informação de Correlação 1 – Expressa matematicamente por 
[113, 122]: 
 
 
1
1
max{ , }
HXY HXY
MIC
HX HY

  (39) 
Onde: 
2logij iji jHXY g g    e HX  e HY   são as entropias de xg  e yg   
21 log { ( ) ( )}ij x yi jHXY g g i g j   
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XXIII. Medida de Informação de Correlação 2 – Obtida a partir de [113, 122]: 
 
 2 1 exp[ 2.0( 2 )]MIC HXY HXY     (40) 
 
Onde 22 ( ) ( ) log { ( ) ( )}x y x yi jHXY g i g j g i g j   
 
 De modo a adquirir maior quantidade de informação textural foram construídas 
várias GLCM fazendo variar a distância (1, 2 e 3) e as orientações (0º, 45º, 90º e 135º), 
obtendo-se um total de 12 diferentes GLCM. Para cada uma delas, foram extraídas as 13 
características mencionadas, perfazendo um total de 156 características. 
 
VI.3.3. Estatísticas de Ordem Superior 
 
As matrizes de comprimento de sequências de níveis de cinzento (GLRLM – Grey 
Level Run Length Matrix) consistem na contagem do número de sequências de pixéis com 
a mesma intensidade numa dada direção. Uma sequência pode ser definida como um 
conjunto consecutivo de pixéis com a mesma intensidade de nível de cinzento ao longo de 
uma orientação específica. Texturas finas tendem a conter mais sequências curtas com 
intensidades de nível de cinzentos similares, enquanto texturas menos finas tendem a 
conter mais sequências longas com intensidades de níveis de cinzento significativamente 
diferentes. Os valores contidos na matriz são iguais ao número de sequências de 
comprimento j  e nível de cinzento i , que se verificam numa determinada direção. Isto 
implica que o número de colunas na matriz seja dinâmico, sendo determinado pelo 
máximo comprimento de sequência. A obtenção da matriz consiste num cálculo 
simétrico, sendo desnecessário considerar as direções complementares. A figura 25 
representa um exemplo do cálculo da GLRLM para uma imagem 4x4 com 4 níveis de 
cinzento [95, 124]. 
 
Imagem  
Nível de 
cinzento 
(i) 
Comprimento da sequência 
(j) 
1 2 3 4 
1 2 3 4  1 4 0 0 0 
1 3 4 4  2 1 0 1 0 
3 2 2 2  3 3 0 0 0 
4 1 4 1  4 3 1 0 0 
Figura 25 – Obtenção da GLRLM da imagem 4x4 na direção 0º [95]. 
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A partir da GLRLM são extraídos onze descritores, nomeadamente: SRE (Short 
Run Emphasis), LRE (Long Run Emphasis), HGRE (High Grey Level Run Emphasis), 
LGRE (Low Grey Level Run Emphasis), combinações das ênfases de níveis de cinzento e 
comprimento (SRLGE, SRHGE, LRLGE, LRHGE), RLNU (Run Length Non 
Uniformity), GLNU (Grey Level Non Uniformity) e RPC (Run Percentage). Seguem-se as 
expressões para o cálculo destas onze características [95, 124]: 
 
XXIV. Short Run Emphasis (SRE) – Mede a distribuição de sequências curtas. 
Depende da ocorrência de sequências curtas e tem valores elevados em 
texturas regulares e suaves, sendo dada por [124]: 
 
 2
1 1
1 ( , )M N
i jr
p i j
SRE
n j 
   (41) 
 
em que M  é o número total de níveis de cinzento, N  o número máximo 
possível de comprimento de sequência, ( , )p i j  é o valor da entrada ( , )i j na 
matriz GLRLM e 
rn  o número de pixéis duma imagem ou região de interesse. 
 
XXV. Long Run Emphasis (LRE) – Mede a distribuição de sequências longas. 
Depende da ocorrência de sequências longas e tem valores elevados para 
texturas estruturalmente rugosas, sendo obtida por: 
 
 
2
1 1
1
( , )*
M N
i jr
LRE p i j j
n  
   (42) 
 
XXVI. High Grey Level Run Emphasis (HGRE) – Mede a distribuição de valores de 
níveis de cinzento elevados. Possui maiores valores para imagens com níveis 
de cinzento mais elevados, sendo expressa por: 
 
 
2
1 1
1
( , )*
M N
i jr
HGRE p i j i
n  
   (43) 
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XXVII. Low Grey Level Run Emphasis (LGRE) – Mede a distribuição de valores de 
níveis de cinzento baixos. Possui maiores valores para imagens com níveis de 
cinzento mais baixos, sendo obtida a partir de: 
 
 2
1 1
1 ( , )M N
i jr
p i j
LGRE
n i 
   (44) 
 
XXVIII. Short Run Low Grey Level Emphasis (SRLGE) – Mede a distribuição conjunta 
de sequências curtas e valores de níveis de cinzento baixos, sendo expressa 
matematicamente por: 
 
 2 2
1 1
1 ( , )
*
M N
i jr
p i j
SRLGE
n i j 
   (45) 
 
XXIX. Short Run High Grey Level Emphasis (SRHGE) – Mede a distribuição 
conjunta de sequências curtas e níveis de cinzento elevados, sendo dada por: 
 
 
2
2
1 1
1 ( , )*M N
i jr
p i j i
SRHGE
n j 
   (46) 
 
XXX. Long Run Low Grey Level Emphasis (LRLGE) – Mede a distribuição conjunta 
de sequências longas e níveis de cinzento baixos, sendo obtida por: 
 
 
2
2
1 1
1 ( , )*M N
i jr
p i j j
LRLGE
n i 
   (47) 
 
XXXI. Long Run High Grey Level Emphasis (LRHGE) – Mede a distribuição 
conjunta de sequências longas e valores de níveis de cinzento elevados, sendo 
expressa por: 
 
 
2 2
1 1
1
( , )* *
M N
i jr
LRHGE p i j i j
n  
   (48) 
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XXXII. Run Length Non Uniformity (RLNU) – Mede a similaridade do comprimento 
das sequências ao longo de uma imagem. Possui valores baixos se houver uma 
distribuição uniforme de comprimentos de sequências, sendo obtida a partir 
de: 
 
 
2
1 1
1
( , )
M N
j ir
RLNU p i j
n  
 
  
 
   (49) 
 
XXXIII. Grey Level Non Uniformity Emphasis (GLNU) – Mede a similaridade dos 
valores de níveis de cinzento ao longo de uma imagem. Possui valores baixos 
se houver uma distribuição uniforme de níveis de cinzento, sendo obtida por: 
 
 
2
1 1
1
( , )
M N
i jr
GLNU p i j
n  
 
  
 
   (50) 
 
XXXIV. Run Percentage (RPC) – Mede a homogeneidade e a distribuição das 
sequências de uma imagem numa direção específica. Possui valor elevado 
quando o comprimento das sequências é 1 para todos os níveis de cinzento 
numa direção específica, sendo dada por: 
 
 
( , )*
rnRPC
p i j j
  (51) 
 
Foram obtidas as GLRLM para as quatro orientações possíveis e para cada uma 
dessas direções foram calculadas as 11 características acima referidas, resultando num 
total de 44 características. 
 
VI.3.4. Energia Textural de Laws 
 
A medição de energia textural de Laws consiste na aplicação de máscaras de 
convolução. As máscaras 2D tipicamente usadas na discriminação de textura são geradas 
a partir de máscaras 1D de comprimento 3 e 5 pixéis. As máscaras 1D de Laws consistem 
em vetores de dimensões iguais a 3 e 5, sendo elas [94, 125-128]: 
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 5 [1,4,6,4,1]L   
3 [1,2,1]L   5 [ 1, 2,0,2,1]E     
3 [ 1,0,1]E    5 [ 1,0,2,0, 1]S     
3 [ 1,2, 1]S     5 [ 1,2,0, 2,1]W     
 5 [1, 4,6, 4,1]R     
(52) 
  
Estas possibilitam o realce de diferentes detalhes da imagem, nomeadamente a 
média dos níveis de cinzento (level), arestas (edges), pontos (spots), ondas (waves) e 
ondulações (ripples) [94, 125]. 
 As máscaras 2D de Laws são geradas por convolução de máscaras 1D. O exemplo 
seguinte mostra a convolução 2D entre 5W  e 5E  [94]. 
 
 
 1
2
0
2
1
 
 
 
 
 
 
 
 
 
 1 2 0 2 1
2 4 0 4 2
0 0 0 0 0
2 4 0 4 2
1 2 0 2 1
  
  
 
 
 
  
   
 
  
5 5TW E   [ 1 2 0 2 1]     
  
  
 
(53) 
 
As tabelas 3 e 4 representam, respetivamente, as máscaras de Laws 3x3 e 5x5. 
 
Tabela 3 – Máscaras de Laws 3x3. 
Máscara  Descrição e características extraídas a partir da textura 
3 3TL L  Intensidade de nível de cinzentos de 3 pixéis vizinhos nas direções horizontais e verticais 
3 3TL E  Deteção de arestas na direção horizontal e intensidade de nível de cinzento na direção vertical 
3 3TL S  Deteção de pontos na direção horizontal e intensidade de nível de cinzento na direção vertical 
3 3TE L  Intensidade de nível de cinzento na direção horizontal e deteção de arestas na direção vertical 
3 3TE E  Deteção de arestas na direção vertical e horizontal 
3 3TE S  Deteção de pontos na direção horizontal e deteção de arestas na direção vertical 
3 3TS L  Intensidade de nível de cinzento na direção horizontal e deteção de pontos na direção vertical 
3 3TS E  Deteção de arestas na direção horizontal e deteção de pontos na direção vertical 
3 3TS S  Deteção de pontos na direção horizontal e vertical 
Tabela 4 – Máscaras de Laws 5x5. 
 
Máscaras de Laws 5x5 
5 5TL L  5 5TE L  5 5TS L  5 5TW L  5 5TR L  
5 5TL E  5 5TE E  5 5TS E  5 5TW E  5 5TR E  
5 5TL S  5 5TE S  5 5TS S  5 5TW S  5 5TR S  
5 5TL W  5 5TE W  5 5TS W  5 5TW W  5 5TR W  
5 5TL R  5 5TE R  5 5TS R  5 5TW R  5 5TR R  
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A extração de características usando a energia textural de Laws possui a vantagem 
de ser um método rápido. Aplica máscaras pequenas e as características da imagem 
resultam da convolução da imagem original com a máscara. A extração de características 
relevantes de imagens monocromáticas pode revelar-se difícil, no entanto, o uso da 
energia textural de Laws evidencia diferentes detalhes dessas imagens, nomeadamente, 
média dos níveis de cinzento, arestas, pontos, ondas e ondulações [129, 130]. 
De cada imagem resultante da convolução de uma máscara com a imagem original 
foram calculadas 5 características de primeira ordem (média, desvio padrão, curtose, 
obliquidade e alcance). A partir da energia textural de Laws foram extraídas 170 
características (5 características x 34 imagens resultantes da aplicação de todas as 
máscaras possíveis). 
 
VI.3.5. Filtros de Gabor 
 
Os filtros de Gabor consistem em decomposições de multi-resolução devido à sua 
localização no domínio espacial e da frequência. Os filtros com larguras de banda baixas 
são mais desejáveis pois possibilitam a distinção mais precisa entre diferentes tipos de 
texturas [131]. 
A expressão que descreve um filtro de Gabor é dada por [119, 132]: 
 
 
 ' 2 2 ' 2
2 '2
, , ( , ) cos 2
x y
x
g x y e


    

 
 
  
 
 
  
 
 (54) 
 Onde: 
 ' cos sinx x y    
 ' sin cosy x y     
 O parâmetro   corresponde ao ângulo de orientação, podendo assumir 
valores entre 0º e 360º. Foram consideradas 8 orientações distintas, com 
valores entre 0º e 175º, com intervalos de 25º.  
 O parâmetro   representa a relação de aspeto espacial. Especifica a 
elipticidade da função de Gabor, verificando-se que para 1  , a função é 
circular e para 1   a função é alongada. O valor atribuído a este 
parâmetro foi 0,5.   
 O parâmetro   corresponde ao comprimento de onda. O seu valor é 
expresso em pixéis e deve possuir um valor igual ou superior a 2. De modo 
a prevenir a ocorrência de efeitos indesejáveis nas fronteiras das imagens, 
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o valor de comprimento de onda deve ser inferior a um quinto do tamanho 
da imagem de entrada. O valor atribuído a este parâmetro foi 9  . 
 O parâmetro   representa o desvio padrão do fator Gaussiano e em 
conjunto com o comprimento de onda definem a largura de banda. A 
largura de banda ( )b deve ser um valor real positivo. O valor atribuído a 
este parâmetro foi 1b  . 
 O parâmetro   corresponde ao deslocamento de fase, podendo assumir 
valores entre -180º e 180º. Os valores 0º e 180º refletem-se em funções 
simétricas, enquanto os valores -90º e 90º em funções antissimétricas e os 
restantes ângulos em funções assimétricas. O filtro foi considerado 
simétrico, pelo que o valor atribuído a este parâmetro foi 0  .  
 
A análise meramente no domínio espacial ou no domínio da frequência possui 
vantagens e desvantagens. Os filtros de Gabor combinam as vantagens de ambos os 
domínios. Proporcionam o realce de componentes importantes da imagem, como 
pequenas variações de textura e possuem propriedades de localização ótimas, tanto no 
domínio espacial como no domínio da frequência. Os filtros de Gabor apresentam 
robustez em relação a variações de brilho e contraste das imagens [133-135]. 
Os parâmetros estatísticos extraídos de cada imagem filtrada foram a média, 
desvio padrão, curtose, obliquidade e alcance. 
 
VI.3.6. Cálculo da atenuação em imagem 
 
A atenuação está relacionada com o tipo e estado patológico do tecido, podendo 
ser analisada como característica quantitativa da imagem [136]. 
Lupsor et al. [137] desenvolveram um método de quantização da atenuação em 
imagem. Este consiste na definição de uma linha, na imagem, que representa o feixe de 
ultrassons. São analisados os valores médios de níveis de cinzento ao longo desta, 
calculados a partir da média de 7 pixéis, um deles corresponde ao valor do pixel pelo qual 
passa a linha traçada e para o qual é efetuado o cálculo e os restantes seis correspondem a 
valores de pixéis localizados lateralmente. A figura 26 demonstra quais os pixéis 
considerados para o cálculo de valor médio de cinzento. A preto encontra-se a linha 
considerada, com o pixel para o qual se está a efetuar o cálculo assinalado com uma cruz 
branca e a cinzento encontram-se os restantes seis pixéis considerados para o cálculo de 
valor médio de nível de cinzento [137, 138]. 
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Figura 26 – Pixéis a considerar no cálculo do valor médio. 
 
 Para cada pixel da linha são extraídos dois valores: média dos níveis de cinzento e 
a profundidade. É aplicada uma regressão linear ao conjunto de valores. Esta resulta 
numa equação de reta cujo declive corresponde à atenuação em imagem [137-139]. 
 
 
VI.4. Algoritmos de Aprendizagem Automática 
 
A aprendizagem automática requer algoritmos de classificação, também 
denominados classificadores, que possuem a capacidade de aprender relações complexas 
de dados, para tomarem decisões precisas na presença de novos dados. O próprio sistema 
aprende, alterando o ambiente e adaptando-se às mudanças [119, 140, 141]. 
Estes algoritmos podem ser divididos em duas categorias: aprendizagem 
supervisionada e não supervisionada. Na aprendizagem supervisionada o modelo deve 
aproximar o mapeamento entre os dados conhecidos de entrada e saída, tipicamente 
conhecido como regressão e classificação. Possuem como principal objetivo a construção 
de modelos preditivos que se ajustam a um conjunto de características e respetiva 
classificação. Realizam previsões de classificação para um dado de entrada desconhecido, 
baseando-se em análise de dados de entradas anteriores com uma classificação conhecida. 
Na aprendizagem não supervisionada ocorre uma separação do conjunto de dados de 
entrada em diferentes conjuntos que partilham similaridades. A classificação 
supervisionada conhece à priori a classe do novo objeto que pretende classificar. O 
classificador é treinado para produzir classificações corretas para os novos objetos, sendo 
esta comparada com a classificação já conhecida do objeto. Na classificação não 
supervisionada, os novos objetos não possuem classificação à priori. Este tipo de 
classificação não permite obter resultados igualmente precisos, pelo que foram abordados 
apenas algoritmos de classificação supervisionada [119, 140-142]. 
 Os algoritmos de aprendizagem realizam a seleção do modelo e estimativas de 
vários parâmetros baseando-se em um ou vários critérios. Na aprendizagem 
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supervisionada, um critério comum é a função erro que reflete a qualidade do ajuste do 
modelo [140]. 
Os algoritmos de aprendizagem considerados são: as Redes Neuronais Artificiais 
(RNA), a Máquina de Vetor Suporte (SVM), os K-Vizinhos Próximos (KNN), o 
classificador de Bayes e as Árvores de Decisão.  
 
VI.4.1. Redes Neuronais Artificiais 
 
 As Redes Neuronais Artificiais são modelos matemáticos regidos pelo princípio 
das redes neuronais biológicas. São constituídas por vários neurónios artificiais. Um 
neurónio artificial é simplesmente um neurónio biológico modelado eletronicamente. A 
escolha da quantidade de neurónios que constituem a rede irá depender do processo de  
classificação a realizar. Existem várias formas de ligar os neurónios artificiais de modo a 
criar uma rede neuronal, mas o mais comum é a rede feedforward. Cada dado de entrada 
no neurónio possui um peso, este representa simplesmente um número flutuante que é 
ajustado quando se treina a rede, assumindo valores positivos ou negativos, de modo a 
providenciar influências excitórias ou inibitórias a cada dado de entrada. À medida que 
cada dado de entrada entra no núcleo, é multiplicado pelo seu peso. O núcleo soma todos 
os valores, que despoletam a ativação. Se a ativação for maior do que um valor threshold, 
o neurónio produz um sinal de saída diferente de zero. Caso contrário, o neurónio produz 
um sinal de saída igual a zero [142-144]. 
  A figura 27 ilustra um neurónio artificial, considerando os diferentes dados de 
entrada (Xn), os pesos a eles associados (Wn) e o valor de ativação, resultante do 
somatório do produto do dado de entrada pelo seu peso correspondente.  
 
 
Figura 27 – Representação de um neurónio artificial, considerando diferentes dados de entrada 
com diferentes pesos e o valor de ativação (adaptado de [143]). 
 
 As redes neuronais são elementos de processamento simples, com um elevado 
grau de interconexão, mensagens escalares simples e interações adaptativas entre 
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elementos. Contudo, são lentas, tanto nas fases de treino como validação. Diferentes 
autores sugerem a divisão de dados para teste, treino e validação em 15%, 70% e 15%, 
respetivamente. Os dados de treino são usados para estimar os pesos do modelo 
candidato; os dados de validação são usados para estimar o erro de desempenho do 
modelo candidato e para terminar o treino assim que o erro de validação estabilize, os 
dados de teste são usados para obter estimativas da sua classificação, a partir do modelo 
escolhido [142, 145, 146]. 
 
VI.4.2. Máquina de Vetor Suporte 
 
 A Máquina de Vetor Suporte (SVM) consiste num grupo de métodos de 
aprendizagem supervisionada, usada para classificação estatística e análise de regressão. 
Representa um classificador de objetos em várias classes de acordo com as suas 
características, baseando-se no conceito de planos que definem fronteiras de decisão. Um 
plano de decisão faz a separação de conjuntos de objetos de diferentes categorias. Para 
um determinado conjunto de dados de treino, o SVM constrói de modo iterativo um 
modelo que irá prever corretamente se um novo objeto pertence a uma categoria ou a 
outra. O SVM constrói um hiperplano entre os objetos de diferentes classes, que 
maximize a distância entre os pontos de dados de treino. Quanto maior for a distância 
entre as classes, mais baixo será o erro da classificação. O número de hiperplanos pode 
variar, consoante o número de classes [142, 144, 147]. 
 A construção de um hiperplano, que separe os dados de diferentes classes usando 
a maior margem possível, é o passo preponderante na construção de um classificador 
SVM. A margem é definida pela distância entre o hiperplano e o vetor que melhor se lhe 
ajusta. Um exemplo de tal hiperplano encontra-se ilustrado na figura 28, em que a solução 
mais interessante será a obtida quando se observa a maior margem possível [144]. 
 
 
Figura 28 – Definição do hiperplano (adaptado de [144]). 
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VI.4.3. K-vizinhos mais próximos 
 
O principal objetivo do classificador KNN é proceder a uma estimativa da 
classificação de um novo objeto tendo em conta um determinado número de vizinhos 
próximos. A classificação do novo objeto dependerá da classificação dos seus k vizinhos 
mais próximos [147]. 
 A classe de um novo objeto é atribuída procurando os k resultados na base de 
dados que estão próximos do novo objeto, considerando as classificações de cada um. A 
figura 29 demostra o método, assumindo que existem apenas dois atributos e duas classes, 
representadas por círculos preenchidos a cor escura e círculos preenchidos a branco, 
respetivamente. É ilustrada a classificação do novo objeto q tendo em conta o uso de 3 
vizinhos mais próximos. Considerando a classificação usando apenas um vizinho mais 
próximo, facilmente se conclui que o novo objeto será classificado como pertencendo à 
classe do círculo preenchido a branco. Considerando os dois vizinhos mais próximos, não 
será possível proceder à classificação, visto que estes são de classes diferentes. 
Aumentando o número k para três, é possível a definição de um círculo, do qual resulta a 
classificação do novo objeto como pertencendo à classe do círculo preenchido a cor 
escura [148]. 
 
Figura 29 – Representação de classificação KNN, com K igual a 3 (adaptado de [148]). 
 
 As previsões KNN são baseadas na suposição de que os objetos próximos do novo 
objeto a classificar são potencialmente semelhantes. No entanto, os pontos mais próximos 
e o seu nível de proximidade devem ter um papel preponderante na classificação do novo 
objeto. Tal é alcançado introduzindo-se um conjunto de pesos relacionado com a 
proximidade relativa de cada vizinho ao novo objeto [147].   
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VI.4.4. Classificador de Bayes 
 
 O classificador Naive Bayes é um classificador probabilístico simples, baseado na 
aplicação do teorema de Bayes, pressupondo que a presença ou ausência de um atributo 
particular não está relacionada com a presença ou ausência de outro atributo, 
considerando uma determinada classe. Apesar da sua natureza ingénua (naive) e aparentes 
suposições simples, os classificadores Naive Bayes têm realizado classificações de um 
modo bastante satisfatório [147, 149]. 
 A classificação de novos objetos baseia-se em objetos já classificados. Por 
exemplo, considerando duas classes (A ou B), caso existam mais objetos de uma classe A 
do que da classe B, é razoável supor que será mais provável um novo objeto ser 
classificado como pertencendo à classe A. Na análise Bayesiana esta suposição é 
conhecida como probabilidade à priori, sendo esta baseada em experiências anteriores. 
Por outro lado, é razoável assumir que quanto maior a quantidade de objetos A ou B nas 
proximidades do novo objeto, maior será a probabilidade de o novo objeto pertencer a 
uma dessas classes. Desta observação é possível calcular a probabilidade de um novo 
objeto pertencer à classe A ou B, através da divisão de objetos A ou B presentes nas 
proximidades do novo objeto, pelo número total de objetos A ou B. Na análise Bayesiana 
a classificação final resulta da combinação de ambas as probabilidades [147]. 
  A técnica de classificação Naive Bayes é particularmente interessante quando a 
dimensão dos dados de entrada é elevada. Apesar da simplicidade, o classificador Naive 
Bayes pode apresentar-se mais eficiente do que alguns métodos mais sofisticados [147]. 
 
VI.4.5. Árvores de Decisão 
 
O classificador Árvores de Decisão realiza uma série de questões acerca das 
características de um conjunto de dados. Cada vez que recebe uma resposta, é feita uma 
nova questão até à obtenção da classificação dos dados. O classificador organiza a série 
de questões e condições numa estrutura em árvore. As raízes e os nodos internos contêm 
condições de teste para separar os dados que possuem diferentes características. A todos 
os nodos terminais é atribuída uma classificação. A árvore começa com todos os dados de 
treino no primeiro nodo. Uma divisão inicial é feita usando uma variável de previsão, 
segmentando os dados em 2 ou mais nodos. A divisão sucessiva resulta em vários nodos 
terminais, estes apresentam a classificação final [147, 150, 151]. 
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 Uma vez construída a Árvore de Decisão, procede-se à classificação dos dados de 
teste. Começando pelo nodo da raiz, aplicam-se as condições de teste aos dados e segue-
se pelo ramo apropriado, baseando-se no resultado dessa condição. Quando é alcançado o 
nodo terminal, a classificação associada a esse nodo é atribuída aos dados de teste. A 
figura 30 apresenta um exemplo de uma árvore de decisão para classificação de dados 
categóricos, estando presentes três classes [147, 150, 151]. 
 
 
Figura 30 – Exemplo de Árvore de Decisão. 
 
 O classificador Árvores de Decisão apresenta como vantagens o facto de ser 
robusto, simples de entender e interpretar, requerer pouca preparação prévia dos dados, 
manusear tanto dados numéricos como categóricos e apresentar resultados satisfatórios 
em pouco tempo, mesmo quando os dados de entrada são extensos [147, 152]. 
 
 
VI.5. Estratégias de melhoramento do sistema de classificação 
 
Idealmente, um melhor desempenho do sistema de classificação poderia ser 
atingido tendo em conta todas as combinações possíveis das características e variando-se 
alguns parâmetros dos classificadores. No entanto, visto que são extraídas mais de 400 
características de cada imagem e são usados 5 classificadores seria demorado avaliar o 
desempenho considerando todas as combinações. Em vez disso, são aplicadas estratégias 
mais simples baseadas na seleção prévia de características relevantes para um certo 
conjunto de dados e na utilização da combinação de classificadores para a construção de 
um Multiclassificador. 
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VI.5.1. Seleção de Características 
 
São imensos os fatores que afetam o sucesso de um sistema de aprendizagem. 
Teoricamente, um maior número de características deveria resultar num maior poder 
discriminatório, no entanto, na prática tal nem sempre se verifica. A seleção de um 
subconjunto de características consiste no processo de identificação e remoção do 
máximo possível de informação pouco relevante ou redundante [153]. 
O uso de inúmeras características, incluindo dados pouco relevantes, é uma 
abordagem viável quando estamos na presença de uma quantidade de dados e tempo 
elevados. No entanto, na prática, podem surgir dois problemas quando se utilizam 
características pouco relevantes no processo de aprendizagem [154]: 
1. Aumento da complexidade do sistema de classificação; 
2. Ocorrência de sobre ajustamento. 
 
A seleção de características pouco relevantes e subsequente remoção do conjunto 
inicial de dados reduz a dimensão dos dados e proporciona uma operação por parte dos 
algoritmos de aprendizagem mais rápida e mais eficiente. Em certos casos, é possível 
melhorar o desempenho da classificação. Estudos recentes salientam que algoritmos de 
aprendizagem são afetados por informação de treino redundante e pouco relevante. Por 
exemplo, os algoritmos de classificação KNN e Árvores de Decisão são sensíveis a 
atributos pouco relevantes, sendo que o número de exemplos de treino necessários para se 
alcançar um determinado nível de desempenho cresce exponencialmente com o número 
de características pouco relevantes. Também o algoritmo Naive Bayes pode ser afetado 
por dados redundantes devido à suposição de que as características são independentes das 
classes [153, 155]. 
Assim, com o objetivo de melhorar o desempenho dos classificadores, foram 
implementados dois seletores de características. O primeiro método consiste numa 
seleção sequencial que tenta minimizar uma função critério (neste caso, a taxa de erro na 
classificação), pela adição de características a um conjunto candidato inicialmente vazio. 
Este método foi implementado de modo a que não haja reconsideração na seleção de 
características, obtendo-se melhores desempenhos a um custo operacional menor, 
recorrendo à função sequentialfs do MATLAB. O segundo método apresenta-se também 
como uma técnica de seleção sequencial de características mas, ao contrário do primeiro 
método, possibilita a remoção de características adicionados ou a adição de características 
61 
 
removidas. Recorre a um modelo inicial e compara o desempenho obtido pelo uso de 
modelos maiores e menores. Em cada passo é calculado o desempenho com e sem uma 
potencial característica. Baseia-se no valor-p da estatística-F, avaliando se é possível ou 
não a rejeição de uma hipótese nula. A hipótese nula corresponde à suposição de que 
determinada característica não possui a capacidade de separação do conjunto em duas 
classes. Caso se verifique que o valor-p possui um valor inferior ao definido, é rejeitada a 
hipótese nula e essa característica é adicionada. Este método foi implementado com 
recurso à função stepwise do MATLAB [153, 155, 156]. 
 
VI.5.2. Combinação de Classificadores 
 
Uma estratégia que permite melhorar o desempenho dos sistemas de classificação 
que usam vários classificadores, consiste na combinação destes num único classificador 
(Multiclassificador) que considere a saída de todos os classificadores.  
O uso de um multiclassificador tem demonstrado ser efetivo, sob certas condições, 
em aplicações de reconhecimento de padrões. Existem duas motivações principais para o 
uso de combinação de classificadores, podendo ser consideradas como o pior e o melhor 
caso [98]: 
1. Motivação estatística – É possível evitar o pior classificador, no entanto, não 
existem garantias que o multiclassificador terá desempenhos melhores que o 
melhor classificador. 
2. Motivação representacional – Sob situações particulares, a fusão de múltiplos 
classificadores pode melhorar o desempenho do melhor classificador individual. 
 
VI.5.2.1. Métodos de voto por maioria 
 
Os métodos de voto por maioria têm em conta a classificação obtida para cada 
classificador utilizado. Em seguida, recorre a um voto, que consiste na observação de qual 
das classificações ocorre com maior frequência, atribuindo-a ao multiclassificador. Para 
demonstrar este método, considere-se a tabela 5 em que as colunas representam os 
diferentes classificadores e as linhas representam os casos considerados, estando 
representados apenas 6 exemplos. A classificação ‘0’ é atribuída para os casos em que 
não ocorre lesão e a classificação ‘1’ é atribuída para os casos onde ocorre lesão. Tendo 
em conta que são usados 5 classificadores, fica excluído um possível empate [157, 158]. 
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Apesar da simplicidade que o método de voto por maioria apresenta, não é 
considerado o desempenho de cada classificador individual, pelo que os resultados do 
multiclassificador poderão ser afetados, quando se considera que o resultado da saída de 
cada classificador tem um peso igual. Por exemplo, caso os classificadores Naive Bayes e 
KNN apresentem um desempenho muito baixo, mas se considerarmos que as suas 
respostas possuem o mesmo peso na atribuição da classificação do multiclassificador, 
teremos, considerando o caso 1 da tabela 5, uma atribuição de classificação ‘0’ ao 
multiclassificador.  
 
Tabela 5 – Demonstração do método voto por maioria. 
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1 0 0 0 1 1 0 
2 0 1 0 1 0 0 
3 1 1 0 1 1 1 
4 0 0 1 1 1 1 
5 1 1 0 0 0 0 
6 0 1 0 1 0 0 
 
VI.5.2.2. Métodos de voto por maioria dinâmico 
 
Para melhorar o desempenho do Multiclassificador, foi desenvolvido um método 
de combinação de classificadores, assumindo que a saída de cada classificador deve 
possuir um peso dinâmico. Este método é, assim, denominado de voto por maioria 
dinâmico. O peso associado a cada classificador é obtido tendo em conta cinco medidas 
de desempenho: sensibilidade, especificidade, precisão, exatidão e F-score. Considerando 
que S  representa a sensibilidade, E  a especificidade, P  a precisão, Ex  a exatidão e F  o 
valor F-score obtidos para cada classificador, pode ser definida uma medida de 
desempenho global, para cada classificador, dada por: 
 
 
 
5
S E P Ex F
Desempenho Global
   
  (55) 
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Considerando T  como a soma de todos os valores de desempenho global, pode ser 
definido o seguinte peso dinâmico para cada classificador: 
 
 
Neste método, os classificadores que apresentam um comportamento individual de 
baixo desempenho possuem um papel menos preponderante no processo de obtenção de 
classificação do Multiclassificador. Este método permite melhorar o desempenho do 
Multiclassificador. 
 
 
VI.6. Classificação das imagens  
 
A classificação das imagens inclui uma extração prévia de características das 
mesmas. Vários processos de tratamento da imagem foram previamente efetuados, para 
que a extração de características fosse feita de um modo automático. 
Foram previamente definidos parâmetros como a profundidade e número de ROIs 
para cada imagem. O primeiro passo de preparação da imagem consistiu em traçar a linha 
superficial da pele, visto que os dados de interesse encontram-se abaixo dessa linha. Esta 
linha é detetada a partir da binarização da imagem e eliminação de pequenos aglomerados 
resultantes de bolhas de ar presentes no gel de acoplamento. Um exemplo de processo de 
binarização da imagem e eliminação de pequenos aglomerados é mostrado na figura 31.  
 
 
Figura 31 – Processamento inicial das imagens; a) imagem original; b) binarização; c) remoção 
de pequenos aglomerados. 
 
A partir da imagem binarizada com remoção de pequenos aglomerados, foi 
possível obter a localização da linha superficial de pele. Com os valores das ordenadas 
procedeu-se a um ajuste de equações polinomiais de diferentes graus. Um método simples 
 
Desempenho Global
Peso Dinâmico
T
  (56) 
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para a caracterização da pele consiste na análise desse ajuste, sendo possível obter um 
erro calculado através da diferença absoluta entre as ordenadas obtidas por este método e 
as ordenadas reais da imagem.  
A figura 32 ilustra a identificação da linha superficial da pele, linha contínua 
branca, e o ajuste de grau 1, linha tracejada branca. 
 
 
Figura 32 – Identificação da linha superficial da pele e ajuste polinomial de grau 1. 
 
O ajuste polinomial de grau 1 foi usado para obtenção da imagem rodada, de 
modo a que a linha superficial da pele fique o mais horizontal possível. Este 
procedimento aumenta a facilidade no processo de atribuição de classificação com/sem 
lesão. 
O seguinte passo consiste na definição de uma área de interesse delimitada pela 
linha superficial da pele e por uma profundidade pré-definida. A imagem é, 
posteriormente, dividida em ROIs de igual tamanho. Para cada uma dessas ROIs são 
extraídas as características identificadas anteriormente. 
A figura 33 a) mostra um exemplo de área de interesse selecionada (neste caso 5,0 
mm) e b) ilustra a divisão em 10 ROIs. 
 
 
Figura 33 – Processo de seleção da área de interesse; a) imagem original; b) divisão em 10 ROIs. 
 
Caso haja uma protuberância na pele, verifica-se um desnível tanto na parte 
superior como na parte inferior da área de interesse. Verifica-se ainda que as ROIs não 
possuem uma geometria retangular. Esta escolha preserva a geometria original da pele, 
sem a perda e/ou excesso de informação. 
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VI.7. Medidas de desempenho do sistema de classificação 
 
É importante conhecer a qualidade do algoritmo de classificação. É possível 
determinar várias medidas estatísticas para estimar o desempenho do mesmo. Estas 
podem ser calculadas a partir de uma matriz confusão (Confusion Matrix), onde se 
encontra informação sobre as classificações reais e as previstas segundo um algoritmo de 
classificação. A matriz confusão é obtida a partir dos resultados provenientes da 
classificação. A tabela 6 representa a forma genérica de uma matriz confusão [114, 142].  
 
Tabela 6 – Matriz confusão para classificação binária.  
  
 
Classificação Real 
  Sim Não 
Classificação Prevista 
Sim TP FP 
Não FN TN 
  
Onde: 
 TP (True Positives) – Número de previsões corretamente classificadas como 
sendo casos positivos. 
 TN (True Negatives) – Número de previsões corretamente classificadas como 
sendo casos negativos. 
 FP (False Positives) – Número de previsões incorretamente classificadas como 
sendo casos positivos. 
 FN (False Negatives) – Número de previsões incorretamente classificadas como 
sendo casos negativos. 
 
O objetivo do algoritmo será o de maximizar as previsões TP e TN e minimizar as 
previsões FP e FN. O desempenho dos diferentes algoritmos foi caracterizado por cinco 
medidas: sensibilidade, especificidade, precisão, exatidão e F-Score. A sensibilidade 
mede a capacidade do algoritmo em classificar corretamente os casos positivos, sendo 
obtida a partir de [114, 142]: 
 
 
 
TP
Sensibilidade
TP FN


 (57) 
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A especificidade apresenta-se como uma medida complementar da sensibilidade, 
fornecendo informação sobre a proporção de entidades corretamente identificadas como 
verdadeiros negativos, sendo obtida a partir de [114, 142]: 
 
 
A precisão mede a proporção de resultados TP em relação a todos os resultados 
positivos, a exatidão mede a proporção de resultados verdadeiros, sendo obtidas a partir 
de (59) e (60), respetivamente [159]: 
 
 
Uma forma de combinar alguns destes parâmetros de forma a reproduzir uma 
medida de desempenho global consiste na avaliação do F-score, obtido a partir de [159]: 
 
 
Neste capítulo foram apresentadas as diferentes metodologias usadas para a 
classificação de imagens de pele e de fantomas. No capítulo seguinte serão apresentados e 
discutidos os resultados provenientes da aplicação das metodologias descritas.  
 
TN
Especificidade
TN FP


 (58) 
 
TP
Precisão = 
TP+FP
 (59) 
 
TP TN
Exatidão
TP TN FP FN


  
 (60) 
 2
Precisão Sensibilidade
F score
Precisão Sensibilidade

  

 (61) 
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VII. Resultados e Discussão 
 
Neste capítulo são apresentados os resultados da identificação da linha superficial 
da pele/fantomas pelo ajuste de equações polinomiais com diferentes graus. 
Seguidamente são apresentados os resultados de desempenho dos sistemas de 
classificação para três grupos de imagens: imagens de pele, de fantomas e uma 
combinação de imagens de pele e de fantomas. São comparadas as diferentes 
combinações entre número total de ROIs usadas por imagem, profundidade escolhida, 
tipo de classificador e ainda o método de seleção de características. Para o caso dos 
fantomas foi ainda analisado o desempenho obtido com o uso adicional das três 
características acústicas anteriormente referidas: velocidade de propagação, coeficiente de 
atenuação e coeficiente de backscattering. 
 
 
VII.1. Identificação da Linha Superficial  
 
Os resultados do ajuste com equações polinomiais de grau 1, 2 e 3 na fronteira da 
pele em imagens de pele e de fantomas estão indicados sob a forma de um gráfico boxplot 
na figura 34.  
 
 
Figura 34 – Boxplot do erro do ajuste das equações polinomiais de diferentes graus para imagens 
de pele e imagens de fantomas. 
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Na figura 34, observa-se que no caso das imagens de fantomas, os valores da 
mediana para os casos de ‘Sem Lesão’ são similares entre si e inferiores a um. Por outro 
lado, os valores de mediana para os casos ‘Com Lesão’ são 3.7, 3.4 e 2.7 para ajuste de 
equações polinomiais de grau 1, 2 e 3, respetivamente. Visto que o ajuste com equação 
polinomial de grau 1 possui o maior valor, este apresenta melhores resultados na 
discriminação de pele com lesão de pele sem lesão. Acresce ainda o facto de o máximo 
valor de ocorrência de não lesão (1.4), possui um afastamento relativamente ao mínimo 
valor onde se verifica ocorrência de lesão (2.0), sugerindo que o ajuste de grau 1 possui 
um maior poder discriminatório. 
Analisando os resultados das imagens de pele observa-se que o ajuste pelo 
polinómio de grau 1 é o que apresenta um melhor resultado, pois é o que possui uma 
maior diferença entre as medianas nos dois casos de classificação, apresentando uma 
diferença entre medianas (com e sem lesão) igual a 2.6, enquanto para o grau 2 e 3, este 
valor é, respetivamente, igual a 1.7 e 1.6. 
 A classificação de lesões da pele a partir do ajuste por uma equação polinomial de 
grau 1 possui algumas limitações, como o facto de nem todas as lesões possuírem 
elevações que se traduzem em erros maiores. Contudo, esta ferramenta pode ser utilizada 
como um método simples e com um custo operacional baixo que permite a identificação 
de prováveis lesões.  
 
 
VII.2. Processo de Classificação 
 
Para efeitos de avaliação de desempenho dos sistemas de classificação foram 
inicialmente consideradas 140 imagens, divididas em 4 subgrupos: 35 imagens de 
fantomas sem lesão, 35 imagens de fantomas com lesão, 35 imagens de pele sem lesão e 
35 imagens de pele com lesão. Foi excluída uma imagem de cada um dos 4 subgrupos, 
que pior qualidade tinha em relação às outras; perfazendo um total de 34 imagens de cada 
subgrupo e um total de 136 imagens.  
Foram calculados os resultados de desempenho para três grupos: 1) imagens de 
pele; 2) imagens de fantomas e 3) imagens de pele e fantomas. Para todos efetuou-se uma 
classificação binária recorrendo aos classificadores Naive Bayes, KNN, Árvores de 
Decisão, SVM, Redes Neuronais e ainda um Multiclassificador. No caso das imagens de 
fantomas, são usadas três características adicionais: velocidade de propagação, 
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coeficiente de atenuação e coeficiente de backscattering, calculados a partir das linhas A-
Scan necessárias para a construção da imagem. 
Os resultados apresentados correspondem a 18 combinações possíveis, com 3 
profundidades (1, 2.5 e 5 mm) e 6 conjuntos de ROIs por imagem (10, 20, 30, 40, 50 e 
60). A utilização da profundidade de 1 mm tem como objetivo analisar apenas a parte 
mais exterior da pele. A utilização de 5 mm tem como objetivo verificar se é necessária a 
consideração de uma profundidade maior para a caracterização das lesões, pois certas 
lesões são mais profundas que a espessura da pele. A profundidade de 2,5 mm encontra-
se dentro da espessura média da pele (2 a 3 mm) e a sua utilização tem como objetivo 
verificar se a caracterização das lesões deve ser efetuada considerando a camada da pele. 
Foram consideradas todas as características para a classificação, no entanto os 
resultados não se mostraram coerentes, surgindo a necessidade de implementação de 
seletores de características. Para tal foram considerados dois métodos, definindo-se um 
limite de 20 características a serem selecionadas por cada método. O primeiro método 
consiste numa seleção sequencial de características que tenta minimizar uma função 
critério (neste caso, a taxa de erro na classificação). O segundo método apresenta-se 
também como uma técnica de seleção sequencial de características que possibilita a 
remoção de características adicionados ou a adição de características removidas, 
baseando-se no valor-p da estatística-F. Foi ainda testada a hipótese de uma seleção de 
características que resulte da combinação de saídas de cada um dos seletores de 
características considerados separadamente.  
A divisão do conjunto inicial dos dados em treino e teste pode ser efetuada 
recorrendo a diferentes métodos, nomeadamente holdout, cross-validation e leave-one-
out. O modelo de holdout consiste numa divisão aleatória em dados de teste e treino e 
apresenta limitações pois nem sempre é vantajoso retirar uma porção dos dados 
exclusivamente para teste e o resultado de desempenho depende fortemente da divisão 
dos dados iniciais. O modelo cross-validation apresenta a vantagem de considerar todos 
os dados para treino e teste, pois há uma divisão inicial em K grupos de igual tamanho, 
utiliza K-1 grupos para treino e o restante para teste; depois ocorre uma rotação de dados, 
de modo a considerar todos os K grupos como teste. O modelo leave-one-out baseia-se no 
mesmo princípio do modelo cross-validation, no entanto considera apenas um exemplo 
para teste e os restantes para treino. Caso o conjunto inicial possua N dados de entrada, o 
método leave-one-out realiza N experiências. Apresenta a vantagem de utilização de um 
70 
 
número elevado de dados de treino, no entanto, não é viável a sua aplicação em elevada 
quantidade de dados de entrada [160].  
O modelo de cross-validation foi usado, com integração da técnica de k-fold, 
considerando-se um valor de k igual a 10. Este método consiste na divisão dos dados de 
entrada em 10 subconjuntos, aplicação do algoritmo de aprendizagem (treino) em 9 
conjuntos e classificação (teste) no último conjunto. De modo a reduzir a variabilidade, 
são realizadas múltiplas iterações, neste caso 10, de modo a que sejam considerados todos 
os subconjuntos como dados de teste. O resultado de desempenho consiste na média dos 
resultados obtidos nas 10 iterações. A divisão de resultados em vários subconjuntos de 
forma aleatória evita uma sobre aprendizagem por parte do classificador, que poderá 
ajustar-se em demasia aos dados de treino [119, 161-163]. 
Inicialmente são comparadas as combinações possíveis entre todos os parâmetros 
(classificador, método de seleção de características, número total de ROIs usados por 
imagem e profundidade da ROI). Após análise dos primeiros resultados, é feita uma 
seleção dos parâmetros que reproduzem melhores resultados de desempenho, de modo a 
diminuir a complexidade das análises seguintes.  
Vários autores consideram que a sensibilidade deve possuir um papel mais 
preponderante do que a especificidade na seleção de modelos de classificação, pois 
assumem que a obtenção de falsos negativos é mais grave do que a obtenção de falsos 
positivos [164, 165]. As considerações efetuadas baseiam-se na importância que a 
sensibilidade apresenta em relação à especificidade. Para efeitos de comparação de 
resultados é analisado o parâmetro de desempenho F-score [166], pois este parâmetro 
permite a obtenção de um desempenho global, focando-se na sensibilidade e precisão do 
classificador.  
 
 
VII.3. Classificação de Imagens da Pele 
 
Para as imagens de pele foi analisado o desempenho dos classificadores 
considerando mais de 400 características disponíveis. Verificou-se que na presença de um 
elevado número de características, os classificadores tinham um comportamento instável, 
gerando resultados incoerentes. Tal facto deve-se à consideração de um elevado número 
de características, incluindo dados pouco relevantes e redundantes. Esta abordagem foi 
excluída, procedendo-se à implementação de dois métodos de seleção de características, 
71 
 
recorrendo a uma seleção de 20 características por cada método. Esta abordagem 
proporciona uma redução do custo operacional e convergência de todos os 
classificadores.  
Considerando todas as combinações possíveis de classificadores, número de ROIs 
por imagem e profundidade foi testado inicialmente o método 1 de seleção de 
características. Este método foi implementado recorrendo à função sequentialfs do 
MATLAB. Posteriormente é efetuada uma análise recorrendo a um segundo método de 
seleção de características, implementado através da função stepwise do MATLAB. É 
ainda avaliado o desempenho dos algoritmos de classificação recorrendo ao uso de um 
método de seleção de características que resulta da combinação das saídas individuais dos 
dois métodos considerados. Apesar desta seleção de características ser 
computacionalmente mais demorada, irá reduzir as características para um máximo de 10 
que resulta numa redução do custo operacional do processo de classificação. 
Para efeitos de comparação dos resultados obtidos por diferentes combinações de 
classificadores, número de ROIs por imagem e profundidade da ROI é considerado o 
valor de desempenho obtido por cinco parâmetros de desempenho: sensibilidade, 
especificidade, precisão, exatidão e F-score. 
 
VII.3.1. Método 1 de seleção de características 
 
O primeiro método de seleção de características foi implementado recorrendo à 
função sequentialfs do MATLAB, com definição de um número de características igual a 
20. Este método realiza uma pesquisa no espaço de características, iniciando-se num 
conjunto vazio e criando subconjuntos candidatos, pela adição sequencial de 
características. A figura 35 apresenta os resultados do parâmetro de desempenho F-score, 
considerando todos os classificadores e as 18 combinações possíveis de número total de 
ROIs e das suas profundidades. 
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Figura 35 – Resultados de F-score na classificação de imagens da pele, considerando o método 1 
de seleção de características para profundidade de a) 1 mm; b) 2,5 mm; c) 5mm. 
 
Observa-se a partir da análise do gráfico da figura 35 que existem três 
classificadores que apresentam um valor de F-score inferior relativamente aos restantes. 
Estes classificadores são o SVM, o KNN e Naive Bayes, sendo estes rejeitados neste 
processo de classificação de características texturais das imagens, pois apresentam, de um 
modo geral, um F-score inferior a 50%. Apesar da exclusão dos classificadores Naive 
Bayes, SVM e KNN, estes permanecem como classificadores que contribuem para a 
resposta do Multiclassificador. 
Dos restantes três classificadores, observa-se que as Redes Neuronais apresentam 
os melhores valores de F-score com valores superiores a 70%, sendo este o classificador 
que apresenta os valores mais elevados para as diferentes 18 combinações. Dos seis 
classificadores, é escolhido o classificador Redes Neuronais que permite atingir valores 
de F-score de 80,3%, para o caso particular de seleção de 20 características pelo método 
1. Este valor é obtido para uma combinação de 50 ROIs por imagem com uma 
profundidade de 2,5 mm.  
A escolha da melhor combinação de número total de ROIs por imagem e 
profundidade que proporciona melhores resultados de desempenho requer mais dados, 
pelo que são consideradas as 18 combinações (número de ROIs e profundidade) e os três 
classificadores selecionados (Redes Neuronais, Árvores de Decisão e Multiclassificador) 
para a análise seguinte. 
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VII.3.2. Método 2 de seleção de características 
 
Da análise dos dados provenientes das imagens de pele pelo método 1 de seleção 
de características resulta a eliminação de três classificadores (Naive Bayes, KNN e SVM). 
O segundo método de seleção de características foi implementado recorrendo à função 
stepwise do MATLAB, que consiste numa comparação de resultados de desempenho 
obtidos pela adição e remoção sistemática de características. A figura 36 apresenta os 
resultados do parâmetro de desempenho F-score, considerando as 18 combinações 
possíveis (entre número total de ROIs e profundidade de ROIs) e os três classificadores 
selecionados (Redes Neuronais, Árvores de Decisão e Multiclassificador) para a seleção 
de 20 características pelo método 2. 
 
 
Figura 36 – Comparação do parâmetro de desempenho F-score obtido para a classificação de 
imagens da pele, usando o método 2 de seleção de características para profundidade de a) 1 mm; 
b) 2,5 mm; c) 5 mm.  
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Da análise efetuada aos diferentes gráficos da figura 36, observa-se que, para um 
número de ROIs por imagem superior a 40, as profundidades que apresentam melhores 
resultados de F-score correspondem a 2,5 mm e 5,0 mm. Observa-se ainda que o 
classificador Redes Neuronais apresenta os melhores resultados. Comparando as 
profundidades 2,5 mm e 5,0 mm, observa-se que melhores resultados são obtidos para um 
número total de ROIs por imagem igual a 50 e 60. O melhor resultado de F-score (89,9%) 
é obtido recorrendo ao classificador Redes Neuronais, com um número de 50 ROIs por 
imagem com uma profundidade igual a 2,5 mm.  
Da análise conjunta dos resultados presentes nas figuras 35 e 36 resulta a seleção 
de 50 ROIs por imagem com uma profundidade de 2,5 mm como a combinação que 
proporciona os melhores resultados. A figura 37 pretende demonstrar quais as 
implicações nos resultados de desempenho da divisão da imagem inicial em diferentes 
números de ROIs. É ilustrada a divisão de uma imagem em 10 ROIs e a ampliação da 
mesma imagem com uma divisão em 60 ROIs.  
 
 
Figura 37 – Processo de divisão de uma imagem em diferentes números totais de ROIs, com uma 
profundidade igual a 5,0 mm para a) 10 ROIs por imagem; b) 60 ROIs por imagem. 
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 A figura 37 revela a importância da divisão da imagem em diferentes números de 
ROIs, no que diz respeito à ambiguidade que pode existir na classificação. Na imagem da 
pele dividida em 10 ROIs, as regiões 4,5 e 6 poderão ser classificadas como sendo regiões 
com lesão. No entanto, cerca de metade da região 6 não apresenta lesão. O facto de esta 
região ser identificada como possuindo lesão poderá levar à diminuição do desempenho 
do classificador, devido a estas ambiguidades. Mas a mesma imagem da pele, dividida em 
60 ROIs, produz uma menor ambiguidade na classificação, as regiões 21 a 33 serão 
classificadas como possuindo lesão e as possíveis ambiguidades que podem existir serão 
no máximo 2 regiões de cada lado da lesão. Estas 2 regiões em 60 ROIs não possuem as 
mesmas implicações como no caso de 2 regiões ambíguas em 10 ROIs. 
Observou-se que 50 seria o melhor resultado de divisão de ROIs por imagem, isto 
poderá indicar que o número 60 ROIs seria uma divisão que levaria a ROIs demasiado 
pequenas (6 pixéis de largura), cujo cálculo de algumas características não se traduziria 
em resultados de desempenho superiores. Por exemplo, observa-se na figura 36, para uma 
profundidade de 2,5 mm e considerando o classificador Redes Neuronais, que é obtido 
um F-score de 89,9% para 50 ROIs por imagem, enquanto para 60 ROIs por imagem é 
obtido um valor inferior, igual a 87,2%.  
Verifica-se que a profundidade de 2,5 mm, encontrando-se próxima da espessura 
média da pele (entre 2 e 3 mm), resulta em melhores valores de F-score. Mostra-se que 
para os dados analisados, a consideração de espessuras superiores à pele (5 mm) e de 
apenas uma parte da pele (1 mm) não resultam em melhores desempenhos. Por exemplo, 
para o caso de seleção de características pelo método 2, considerando a figura 36, usando 
50 ROIs por imagem e o classificador Redes Neuronais, verifica-se um F-score igual a 
79,3% para 1 mm de profundidade, 89,9% para 2,5 mm de profundidade e 83,2% para 5,0 
mm de profundidade. 
   
VII.3.3. Combinação do Método 1 e 2 de seleção de características 
 
A combinação das saídas do método 1 e 2 para reduzir o número de 
características, resulta numa redução do custo operacional do processo de classificação e 
permite verificar se a combinação dos dois métodos de seleção de características 
corresponde a obtenção de desempenho superior. 
A figura 38 ilustra os resultados do parâmetro de desempenho F-score 
considerando os três classificadores (Árvores de Decisão, Redes Neuronais e 
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Multiclassificador) e a combinação de 50 ROIs por imagem com uma profundidade de 
2,5 mm. Observa-se que o classificador Redes Neuronais é o que obtém os melhores 
resultados de F-score, atingindo o valor de 77,0%.  
 
 
Figura 38 – Comparação do parâmetro de desempenho F-score obtido para a classificação de 
imagens de pele, usando a combinação do método 1 e o método 2 de seleção de características. 
  
VII.3.4. Comparação dos resultados  
 
A tabela 7 apresenta os resultados de desempenho (sensibilidade, especificidade, 
precisão, exatidão e F-score) obtidos, considerando a combinação que melhores 
resultados de F-score reproduziu para as imagens de pele (50 ROIs por imagem, 
profundidade de 2,5 mm e classificador Redes Neuronais), para os diferentes métodos de 
seleção de características analisados. A tabela 8 apresenta as características selecionadas 
por cada um dos métodos. 
 
Tabela 7 – Resultados de desempenho obtidos para as imagens de pele, considerando os 
diferentes métodos de seleção de características usando classificador Redes Neuronais. 
Método 
Sensibilidade 
(%) 
Especificidade 
(%) 
Precisão 
(%) 
Exatidão 
(%) 
F-Score 
(%) 
1 83,7  95,4  77,2  85,0  80,3 
2 86,4  97,7  93,7  84,7 89,9  
Combinação 1 e 2 83,3  94,2  71,6  93,2  77,0  
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Tabela 8 – Características selecionadas pelos diferentes métodos, na análise de imagens de pele. 
Método 1 Método 2 Combinação do Método 1 e 2 
GLCM – Variância 90º d=3 Entropia  RLNU - 0º 
SRHGE - 0º SRLGE - 0º LGRE - 45º 
LRLGE - 0º RLNU - 0º SRLGE - 45º 
RLNU - 0º LGRE - 45º RLNU - 45º 
LGRE - 45º SRLGE - 45º LRLGE - 90º 
SRLGE - 45º RLNU - 45º RLNU - 90º 
RLNU - 45º LRLGE - 90º LGRE - 135º 
LGRE - 90º RLNU - 90º RLNU - 135º 
SRLGE - 90º LGRE - 135º 3 3TL E - média 
LRLGE - 90º SRLGE - 135º 3 3TL S - desvio padrão 
RLNU - 90º RLNU - 135º  
LGRE - 135º 3 3TL E - média  
RLNU - 135º 3 3TL S - desvio padrão  
3 3TL E - média  3 3TE L - desvio padrão  
3 3TL S - desvio padrão 5 5TS E - média  
5 5TR L - curtose 5 5TW E - obliquidade  
Filtro Gabor – curtose 25º 5 5TR E - alcance  
Filtro Gabor – obliquidade 75º 5 5TR E - média  
Filtro Gabor – curtose 125º Filtro Gabor – desvio padrão 0º  
Filtro Gabor – obliquidade 125º Filtro Gabor – desvio padrão 75º  
 
A partir da análise dos dados da tabela 7 para o classificador Redes Neuronais 
mostra-se que o método de seleção de características que usa a combinação dos métodos 
1 e 2 produz resultados de desempenho inferiores, quando comparados com os resultados 
obtidos usando apenas um dos métodos de seleção. Tal deve-se ao facto de cada um dos 
seletores selecionar 20 características, e visto que se baseiam em princípios diferentes de 
seleção, a combinação dos mesmos resulta numa seleção máxima de 10 características. 
Tal número é suficiente para obter bons resultados e reduzir o custo operacional do 
processo de classificação, mas melhores resultados serão obtidos com um número 
superior de características, pelo que é preferível o uso de apenas um seletor de 
características. O método de seleção de características que combina os dois métodos é 
excluído, pois os dois métodos isoladamente proporcionam melhores resultados. 
Da classificação binária de imagens da pele é considerado o classificador Redes 
Neuronais com seleção de características a partir do método 2 (com 20 características), 
número total de ROIs por imagem igual a 50 e profundidade igual a 2,5mm, como a 
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melhor combinação de parâmetros, que permite alcançar 86,4% de sensibilidade, 97,7% 
de especificidade, uma precisão de 93,7%, exatidão de 84,7% e F-score de 89,9%.  
Da análise das características presentes na tabela 8 observa-se que uma porção 
considerável de características consiste em estatísticas de ordem superior (obtidas através 
do cálculo de diferentes descritores da GLRLM). As restantes são na sua maioria 
características provenientes das máscaras 2D de Laws e do filtro de Gabor. 
 
 
VII.4. Classificação de Imagens de Fantomas 
 
Para a classificação de imagens de fantomas apenas foram considerados os dois 
métodos de seleção de características individualmente, pois a combinação dos dois 
resultou em desempenhos inferiores. São analisados os três classificadores (Árvores de 
Decisão, Redes Neuronais e Multiclassificador) e foi considerada a combinação de 50 
ROIs por imagem e profundidade igual a 2,5 mm. A escolha dos mesmos parâmetros 
selecionados para o caso de imagens de pele, tem como objetivo verificar se a 
classificação de imagens de fantomas recorrendo às mesmas abordagens proporcionam 
resultados de desempenho idênticos. As características consideradas incluem 
características texturais e parâmetros acústicos. Inicialmente foi avaliado o processo de 
classificação considerando estas características em conjunto. De seguida, foi analisada a 
classificação considerando apenas os três parâmetros acústicos de modo a analisar se é 
possível obter melhores resultados de desempenho.  
 
VII.4.1. Características Texturais e Parâmetros Acústicos 
 
Inicialmente foi explorada a classificação de imagens de fantomas considerando as 
características texturais e os parâmetros acústicos. As tabelas 9 e 10 mostram os 
resultados de desempenho, obtidos para a classificação de imagens de fantomas, 
considerando, respetivamente o método 1 e o método 2 de seleção de características. A 
tabela 11 apresenta as características selecionadas por cada um dos métodos.  
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Tabela 9 – Resultados de desempenho obtidos para a classificação de imagens de 
fantomas, considerando o método 1 de seleção de características. 
Classificador 
Sensibilidade 
(%) 
Especificidade 
(%) 
Precisão 
(%) 
Exatidão 
(%) 
F-Score 
(%) 
Árvores de Decisão 79,9  95,6  82,1  92,4  81,0  
Redes Neuronais 80,6  96,4 97,1  95,3  88,1  
Multiclassificador 84,1  96,3  85,3  93,9  84,7  
 
Tabela 10 – Resultados de desempenho obtidos para a classificação de imagens de 
fantomas, considerando o método 2 de seleção de características. 
Classificador 
Sensibilidade 
(%) 
Especificidade 
(%) 
Precisão 
(%) 
Exatidão 
(%) 
F-Score 
(%) 
Árvores de Decisão 69,1  95,7  80,3 90,3  74,3  
Redes Neuronais 70,5  97,8  93,3  92,1  80,3  
Multiclassificador 71,3  95,3  79,3 90,4  75,1  
 
Da análise dos resultados apresentados nas tabelas 9 e 10 observa-se que as Redes 
Neuronais originam os melhores resultados de desempenho, considerando as imagens de 
fantomas e o método 1 e 2 de seleção de características. Verifica-se ainda que o método 1 
proporciona melhores resultados de desempenho, apresentando um F-score de 88,1%, 
comparativamente com o método 2, que apresenta um F-score de 80,3%.  
 
Tabela 11 – Características selecionadas pelos diferentes métodos, na análise de imagens de 
fantomas. 
Método 1 Método 2 
Variância Entropia 
Entropia Curtose 
Desvio Padrão GLCM – Entropia 0º d=1 
Curtose GLCM – Média da Soma 0º d=3 
GLCM – Entropia da Diferença 90º d=1 GLCM – Homogeneidade 90º d=1 
GLCM – Contraste 90º d=3 GLCM – Entropia da Diferença 90º d=1 
GLCM – Entropia da Diferença 90º d=3 GLCM – Homogeneidade 90º d=3 
GLCM – Entropia da Soma 135º d=1 SRLGE - 45º 
GLCM – Entropia 135º d=3 RLNU - 90º 
GLCM – Entropia da Soma 135º d=3 RPC - 90º 
SRLGE - 0º SRLGE - 135º 
LRE - 135º 3 3TL L - média 
3 3TS L - desvio padrão 3 3TS L - desvio padrão 
5 5TL L - média 5 5TL L - obliquidade 
5 5TL W - obliquidade 5 5TL S - média 
Filtro Gabor – média 0º 5 5TS L - curtose 
Filtro Gabor – desvio padrão 0º Velocidade de propagação 
Filtro Gabor – obliquidade 75º Filtro Gabor – média 0º 
Filtro Gabor – média 100º Filtro Gabor – curtose 0º 
Filtro Gabor – curtose 100º Filtro Gabor – obliquidade 0º 
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Os resultados presentes na tabela 11 mostram que uma porção considerável das 
características selecionadas consiste em estatísticas de segunda ordem (obtidas através do 
cálculo de diferentes descritores da GLCM). As restantes características são na sua 
maioria características provenientes das máscaras 2D de Laws 3x3 e 5x5, do filtro de 
Gabor e de estatísticas de primeira ordem. Observa-se ainda que apenas o método 2 
procedeu a uma seleção de um parâmetro acústico (velocidade de propagação). Tal sugere 
que os parâmetros acústicos possuem menos relevância no processo de classificação, 
relativamente às características texturais. 
 
VII.4.2. Parâmetros Acústicos 
 
A caracterização recorrendo apenas a parâmetros acústicos poderia eliminar a 
necessidade de utilização de imagens ecográficas, permitindo que uma linha A-Scan 
adquirida na superfície da pele fosse suficiente para o diagnóstico. Assim, foi considerada 
a avaliação do desempenho dos classificadores na presença de apenas três parâmetros 
acústicos, sendo eles a velocidade de propagação, o coeficiente de atenuação e o 
coeficiente de backscattering. Visto que, anteriormente foram consideradas características 
texturais da imagem e agora são considerados parâmetros acústicos do fantoma, foi 
necessária a consideração de todas as 18 combinações possíveis de número total de ROIs 
por imagem e profundidade, pois não existem garantias que os resultados sejam idênticos. 
Da mesma forma foram considerados também os seis classificadores iniciais: Naive 
Bayes, KNN, Árvores de Decisão, SVM, Redes Neuronais e Multiclassificador. A figura 
39 ilustra os resultados obtidos.  
 
Figura 39 – F-score na classificação de imagens de fantomas, considerando parâmetros acústicos 
para profundidade de a) 1mm;b) 2,5 mm; c) 5 mm. 
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Da análise dos dados presentes na figura 39 resultou a seleção do 
Multiclassificador com 50 ROIs por imagem e uma profundidade de 2,5 mm, como a 
combinação que proporciona os melhores resultados de F-score, alcançando 62,8%. 
Verifica-se para este caso de classificação, a seleção de 50 ROIs por imagem com 
profundidade de 2,5 mm como a melhor combinação, tal como para os casos 
anteriormente analisados. Esta profundidade engloba espessuras referentes à pele. A 
profundidade de 1 mm considera uma parte superficial do fantoma e 5 mm englobam 
mais do que a espessura referente à pele, pelo que para estes valores observam-se piores 
resultados, pois na presença de lesões, os parâmetros foram obtidos para profundidades 
onde não se considerava a lesão ou incluíam mais do que a lesão. A profundidade de 2,5 
mm é, portanto, o valor ideal pois considera a lesão na sua totalidade, proporcionando 
maior poder discriminatório. A consideração de 50 ROIs por imagem resulta no estudo de 
todas as linhas A-Scan, sem que haja a necessidade de repetição de análise da mesma 
linha A-Scan (como acontece no caso de 60 ROIs por imagem). 
 
VII.4.3. Comparação de Resultados 
 
A classificação de imagens de fantomas foi realizada tendo em conta os 
parâmetros acústicos isoladamente e em conjunto com características texturais. A tabela 
12 apresenta os resultados dos cinco parâmetros de desempenho para cada uma das 
combinações selecionadas.  
 
Tabela 12 – Resultados de desempenho obtidos para as imagens de fantomas, considerando 
características texturais e parâmetros acústicos e parâmetros acústicos isoladamente.  
Características 
Melhor 
Classificador 
Sensibilidade 
(%) 
Especificidade 
(%) 
Precisão 
(%) 
Exatidão 
(%) 
F-Score 
(%) 
Texturais 
Redes 
Neuronais 
80,6  96,4  97,1  95,3  88,1  
Apenas parâmetros 
acústicos 
Multi-
classificador 
55,6  90,5  72,1  83,5  62,8  
 
O primeiro caso refere-se a um conjunto de características texturais e parâmetros 
acústicos. No entanto, o melhor resultado obtido para esse caso corresponde a uma 
seleção de características presente na primeira coluna da tabela 11, onde os parâmetros 
acústicos não estão incluídos. A consideração de apenas características texturais 
proporciona melhores resultados de desempenho, comparativamente aos resultados 
obtidos com o uso de parâmetros acústicos. 
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No entanto, mostra-se que é possível a classificação de imagens de fantomas 
usando apenas parâmetros acústicos, tendo sido obtido um F-score igual a 62,8%. Com o 
objetivo de verificar se a caracterização de imagens de fantomas poderá ser efetuada 
conjugando parâmetros acústicos com características texturais, é avaliado um último caso 
de classificação que considera as características texturais presentes na primeira coluna da 
tabela 11 e os três parâmetros acústicos. São considerados os classificadores Redes 
Neuronais e Multiclassificador, 50 ROIs por imagem e 2,5 mm de profundidade de ROI, 
pois foram as combinações que melhores resultados produziram, na classificação de 
imagens de fantomas. Os resultados estão apresentados na tabela 13 e no gráfico da figura 
40, para três casos: 1) utilização de características texturais (presentes na primeira coluna 
da tabela 11), recorrendo ao classificador Redes Neuronais; 2) utilização de 
características texturais (presentes na primeira coluna da tabela 11) e parâmetros 
acústicos, recorrendo ao classificador Redes Neuronais e 3) utilização de características 
texturais (presentes na primeira coluna da tabela 11) e parâmetros acústicos, recorrendo 
ao Multiclassificador. 
 
 
Tabela 13 – Resultados de desempenho obtidos para as imagens de fantomas, considerando 3 
casos distintos.  
Caso Classificador 
Sensibilidade 
(%) 
Especificidade 
(%) 
Precisão 
(%) 
Exatidão 
(%) 
F-Score 
(%) 
1 Redes Neuronais 80,6  96,4  97,1 95,3  88,1  
2 Redes Neuronais 89,0  97,6  90,4  95,8 89,7  
3 Multiclassificador 87,5  94,4  82,8  93,6  85,1  
 
 
 
Figura 40 – F-score na classificação de imagens de fantomas, considerando 3 casos distintos. 
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Comparando os três casos considerados na figura 40 observa-se que a utilização 
de parâmetros acústicos em conjunto com características texturais, na classificação de 
imagens de fantomas apresenta vantagens, sendo possível o aumento do desempenho. 
Esta situação apresenta-se vantajosa para a utilização do classificador Redes Neuronais.  
 
 
VII.5. Classificação de Imagens de Pele e de Fantomas 
 
Comparando os resultados obtidos para o caso dos fantomas (tabela 13) com os 
resultados obtidos para o caso de imagens de pele (tabela 7) verifica-se que para fantomas 
é possível alcançar valores semelhantes de desempenho (F-score igual a 89,9% para 
imagens de pele e 88,1% para imagens de fantomas). Assim foi considerada a análise 
conjunta de dados provenientes de imagens de pele e de fantomas, de modo a verificar se 
os fantomas desenvolvidos podem aumentar o desempenho dos algoritmos de 
classificação.  
Observou-se, anteriormente, para o caso de classificação de imagens recorrendo a 
características texturais, que a combinação 50 ROIs por imagem e uma profundidade de 
2,5 mm reproduzia melhores resultados de caracterização. Esta foi a combinação 
analisada para o caso de classificação de dados provenientes de imagens de pele e de 
fantomas. São analisados os seis classificadores iniciais, pois a maior quantidade de dados 
de entrada pode afetar o desempenho dos classificadores. Em relação ao método de 
seleção de características, a partir da análise de imagens de pele resulta o método 2 como 
o melhor; no entanto, considerando imagens de fantomas, resulta o método 1. Assim, 
foram considerados os dois métodos de seleção de características.  
A tabela 14 apresenta as características selecionadas pelo método 1 e pelo método 
2, neste caso de classificação. A figura 41 apresenta os resultados de F-score obtidos 
pelas configurações analisadas. 
Da análise da tabela 14 observa-se que ambos os métodos fazem uma seleção de 
características provenientes de estatísticas de primeira ordem, de segunda ordem, de 
ordem superior, máscaras 2D de Laws 3x3 e 5x5 e filtro de Gabor.  
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Tabela 14 – Características selecionadas pelos diferentes métodos, na análise de imagens de pele 
e de fantomas. 
Método 1 Método 2 
Variância Média 
Curtose Curtose 
Alcance GLCM – Entropia 0º d=2 
GLCM – Contraste 90º d=3 GLCM – Contraste 0º d=3 
LGRE - 0º GLCM – Entropia da Soma 45ºd=2 
SRLGE - 45º GLCM – Homogeneidade 90ºd=1 
RLNU - 45º GLCM – Homogeneidade 135ºd=2 
SRLGE - 135º GLCM – Variância 135ºd=3 
RLNU - 135º SRHGE - 0º 
RPC - 135º RLNU - 90º 
3 3TE L - média 3 3TL L - média 
5 5TL L - curtose 5 5TE L - desvio padrão 
5 5TE R - obliquidade 5 5TE E - obliquidade 
5 5TR L - obliquidade 5 5TW L - curtose 
Filtro Gabor – média 0º 5 5TR L - obliquidade 
Filtro Gabor – desvio padrão 0º Filtro Gabor –média 0º 
Filtro Gabor – curtose 0º Filtro Gabor – obliquidade 0º 
Filtro Gabor – curtose 25º Filtro Gabor – obliquidade 50º 
Filtro Gabor – obliquidade 50º Filtro Gabor – desvio média 75º 
Filtro Gabor – obliquidade 75º Filtro Gabor – desvio padrão 150º 
 
 
 
Figura 41 – F-score na classificação de imagens de pele e de fantomas. 
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Os dados presentes na figura 41 resultam na seleção das Redes Neuronais, 
recorrendo ao método 1 de seleção de características como a combinação que reproduz 
melhores resultados. Esta configuração proporciona 86,7% de sensibilidade, 94,2% de 
especificidade, 69,6% de precisão, 93,2% de exatidão e um F-score igual a 77,2%. 
Observa-se que ocorre uma diminuição do valor de F-score obtido para a classificação de 
imagens de pele e de fantomas comparativamente à classificação de imagens de pele 
(89,9%). Esta diminuição resulta de valores de precisão inferiores, no entanto a 
sensibilidade assume um valor superior (de 86,4% para 86,7%). Recorrendo à definição 
destes dois parâmetros, observa-se que a diminuição do F-score deve-se a um aumento 
dos resultados falsos positivos (FP).  
 
 
VII.6. Desempenho para diferentes conjuntos de imagens 
 
Após a classificação dos diferentes conjuntos iniciais de dados (imagens de pele, 
imagens de fantomas e imagens de pele e de fantomas), foi possível a obtenção da tabela 
15, onde se encontram os resultados dos cinco parâmetros de desempenho considerados. 
Para o caso das imagens de fantomas são considerados três casos (análise de 
características texturais, de parâmetros acústicos e a combinação das duas). Para todos os 
casos presentes na tabela 15 foi obtida a combinação 50 ROIs por imagem e 2,5 mm de 
profundidade como a que proporciona melhores resultados. O método 1 foi o método de 
seleção de características que melhores resultados reproduziu, à exceção do caso de 
imagens de pele, onde o método 2 apresentou resultados relativamente superiores. 
Verificou-se para quatro das cinco abordagens de classificação, que as Redes 
Neuronais reproduzem melhores resultados de desempenho. Estas abordagens incluem a 
classificação de imagens de pele, de imagens de fantomas (recorrendo a características 
texturais e à combinação de características texturais com parâmetros acústicos) e a 
classificação de imagens de pele e de fantomas. Na classificação de imagens de fantomas 
recorrendo aos três parâmetros acústicos foi selecionado o Multiclassificador. Esta 
seleção mostra que na presença de uma quantidade inferior de dados, é vantajosa a 
consideração das saídas dos diferentes classificadores (Naive Bayes, KNN, Árvores de 
Decisão, SVM e Redes Neuronais).  
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Tabela 15 – Melhores valores de desempenho obtidos para as diferentes abordagens de 
classificação. 
Abordagem de classificação 
M
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(%
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F
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(%
) 
Imagens Pele 
Redes 
Neuronais 
20 86,4 97,7 93,7 84,7 89,9 
Imagens 
Fantomas 
Características 
Texturais 
Redes 
Neuronais 
20 80,6 96,4 97,1 95,3 88,1 
Parâmetros Acústicos 
Multi-
classificador 
3 55,7 90,5 72,1 83,5 62,8 
Características 
Texturais e Parâmetros 
Acústicos 
Redes 
Neuronais 
23 89,0 97,6 90,4 95,8 89,7 
Imagens Pele e Fantomas 
Redes 
Neuronais 
20 86,7 94,2 69,6 93,2 77,2 
 
A análise de 50% de imagens com lesão e 50% de imagens sem lesão poderá 
resultar em predominância de ROIs sem lesão, pois a divisão em várias ROIs das imagens 
com lesão resulta em dados com e sem lesão. Para os dados analisados neste trabalho e 
considerando 50 ROIs por imagem, essa divisão reflete-se num total de cerca de 25% de 
ROIs com lesão (686 casos) e os restantes exemplos de não lesão (2060 casos).  
 
 
VII.7. Aumento do desempenho no processo de classificação 
 
De modo a aumentar o desempenho no processo de classificação, foi efetuada 
nova análise, considerando um número igual de ROIs com lesão e sem lesão. 
Considerando que 25% das ROIs se referem a casos de lesão, os restantes 75% são 
divididos em três grupos. De um mesmo conjunto de dados, são possíveis três 
combinações de dados. Estes três conjuntos são sujeitos ao processo de classificação, 
obtendo-se os resultados de desempenho para cada um. O valor final de desempenho 
resulta de uma média das três classificações. 
Procedeu-se a uma análise do desempenho dos classificadores considerando as 
melhores combinações de parâmetros e as características selecionadas, para as 
abordagens de classificação anteriormente realizadas, tendo em conta a utilização de 50% 
de imagens com lesão e 50% de imagens sem lesão. A utilização de um número igual de 
ROIs com e sem lesão pode reproduzir melhores resultados considerando outra seleção de 
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parâmetros, que não as selecionadas anteriormente. No entanto, o objetivo desta 
abordagem consiste na avaliação do desempenho do sistema de classificação na presença 
de um igual número de ROIs com e sem lesão, pelo que a comparação dos resultados foi 
efetuada mantendo os parâmetros anteriormente selecionados.  
 
VII.7.1. Imagens de Pele 
 
O classificador de imagens de pele que melhor desempenho obteve foi o 
classificador Redes Neuronais com 50 ROIs por imagem e uma profundidade de ROI 
igual a 2,5 mm. Esta combinação de parâmetros é considerada para uma análise do 
desempenho recorrendo a um igual número de ROIs com e sem lesão. As características 
usadas neste processo de classificação são as anteriormente selecionadas, presentes na 
segunda coluna da tabela 8. A figura 42 apresenta os resultados dos cinco parâmetros de 
desempenho obtidos pelas duas abordagens. 
 
 
Figura 42 – Parâmetros de desempenho na classificação de imagens da pele, recorrendo a um 
número igual de ROIs e imagens com e sem lesão, usando classificador Redes Neuronais. 
 
A partir dos resultados presentes na figura 42 observa-se que a utilização de um 
igual número de ROIs com e sem lesão é vantajoso, proporcionando valores elevados 
para os cinco parâmetros de desempenho: 96,6% sensibilidade, 96,1% especificidade, 
96,0% precisão, 96,6% exatidão e 96,3% F-score. Este aumento de desempenho deve-se 
à utilização de um igual número de ROIs com e sem lesão, resultando num maior 
equilíbrio entre os casos TP e TN e entre FP e FN.  
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VII.7.2. Imagens de Fantomas 
 
Na classificação de dados de imagens de fantomas foram usados três conjuntos de 
características: texturais, parâmetros acústicos e combinação das duas. Os melhores 
resultados de desempenho foram obtidos recorrendo ao classificador Redes Neuronais, 50 
ROIs por imagem e uma profundidade de ROI igual a 2,5 mm, excetuando o caso do uso 
de parâmetros acústicos, cujo classificador com melhor desempenho foi o 
Multiclassificador. As características usadas no processo de classificação recorrendo às 
características texturais encontram-se na primeira coluna da tabela 11. Os parâmetros 
acústicos considerados foram a velocidade de propagação, coeficiente de atenuação e 
coeficiente de backscattering. Foi ainda analisado o desempenho obtido pela combinação 
das características presentes na primeira coluna da tabela 11 e os três parâmetros 
acústicos.  
A tabela 16 apresenta os resultados dos cinco parâmetros de desempenho obtidos 
por esta abordagem e pela abordagem anteriormente seguida. 
 
Tabela 16 – Parâmetros de desempenho na classificação de imagens de fantomas, recorrendo a 
um número igual de ROIs e de imagens com e sem lesão 
 Com e sem 
lesão 
Sensibilidade 
(%) 
Especificidade 
(%) 
Precisão 
(%) 
Exatidão 
(%) 
F-score 
(%) 
Características 
Texturais 
Igual número 
de imagens 
80,6  96,4 85,8 95,3 88,1 
Igual número 
de ROIs 
98,4 98,4 98,4 98,4 98,4 
Parâmetros 
Acústicos 
Igual número 
de imagens 
55,7 90,5 59,8 83,5 62,8 
Igual número 
de ROIs 
87,2 91,5 91,1 89,4 89,1 
Características 
Texturais + 
Parâmetros 
Acústicos 
Igual número 
de imagens 
89,0 97,6 90,4 95,8 89,7 
Igual número 
de ROIs 
98,9 98,8 98,8 98,8 98,8 
 
A partir da análise dos dados presentes na tabela 16 observa-se que valores mais 
elevados de desempenho podem ser obtidos a partir da utilização de um igual número de 
dados de entrada com e sem lesão, sendo esta observação válida para os três casos de 
combinação de características. Tal como observado no caso de imagens de pele, a 
utilização de um igual número de ROIs com e sem lesão proporciona um equilíbrio entre 
os casos TP e TN e entre FP e FN, traduzindo-se em melhores valores de desempenho. 
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VII.7.3. Imagens de Pele e de Fantomas 
 
Os melhores resultados de desempenho foram obtidos recorrendo ao classificador 
Redes Neuronais, 50 ROIs por imagem e uma profundidade de ROI igual a 2,5 mm. As 
características usadas no processo de classificação recorrendo às características texturais 
encontram-se na primeira coluna da tabela 14.  
A figura 43 apresenta os resultados dos cinco parâmetros de desempenho obtidos 
por esta abordagem e pela abordagem anteriormente seguida. 
 
 
 
Figura 43 – Parâmetros de desempenho na classificação de imagens da pele e de fantomas, 
recorrendo a um número igual de ROIs com e sem lesão. 
    
Analisando a figura 43, obteve-se os seguintes valores de desempenho: 98,6% de 
sensibilidade, 98,5% de especificidade, 98,8% de precisão, 98,7% de exatidão e F-score 
igual a 98,7%. Verifica-se que a combinação de imagens de pele com imagens de 
fantomas permite a obtenção de melhor desempenho, quando comparado com os 
resultados considerando as imagens da pele (figura 42), pelo que esta opção poderá trazer 
benefícios em processos de caracterização.  
 
 
VII.8. Resultados presentes na literatura 
 
Na literatura são escassos os estudos sobre o desempenho de algoritmos de 
classificação aplicados ao diagnóstico de lesões da pele. No entanto, vários autores 
desenvolveram métodos de classificação de lesões da mama, tiroide, fígado e ovários que 
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se baseiam também na análise textural das imagens provenientes desses mesmos órgãos. 
A tabela 17 apresenta, de forma resumida, alguns resultados de desempenho obtidos por 
diferentes autores, bem como os classificadores, e o número de imagens usadas no 
processo de classificação. A última linha da tabela apresenta os resultados obtidos usando 
o algoritmo de classificação desenvolvido no presente trabalho, considerando a 
classificação de imagens de pele. 
 
Tabela 17 – Análise de parâmetros de desempenho obtidos através dos métodos desenvolvidos 
por vários autores e neste trabalho. 
 
Á
re
a
 
N
ú
m
e
ro
 
Im
a
g
en
s 
C
la
ss
if
ic
a
d
o
r 
S
en
si
b
il
id
a
d
e 
(%
) 
E
sp
ec
if
ic
id
a
d
e 
(%
) 
P
re
ci
sã
o
 
(%
) 
E
x
a
ti
d
ã
o
 
(%
) 
F
-s
c
o
re
 
(%
) 
P
ré
 -
 
p
ro
ce
ss
a
m
en
to
 
S
eg
m
en
ta
çã
o
 
A
u
to
m
á
ti
co
 
Buller 
 et al. [167] 
Mama 
13 malignas 
9 benigno 
2 sem lesão 
Redes 
Neuronais 
69,0  66,0 - - - Sim Sim Sim 
Chen et 
al.[90] 
Mama 
161 benigno 
82 maligno 
Redes 
Neuronais 
98,8  81,4  72,7  99,2 83,8 Sim Sim Sim 
Chang et 
al.[168] 
Mama 
120 benigno 
90 maligno 
SVM 88,9  92,5  89,9 91,7 89,4 Sim Sim Sim 
Wu et al. 
[96] 
Mama 
120 benigno 
90 maligno 
SVM  97,8  93,3  91,7 95,2 94,7 Sim Sim Sim 
Singh 
 et al. [92] 
Tiroide 
8 maligno 
5 benigno 
KNN 75, 0 0,0  54,5 61,5 63,1 Sim Sim Sim 
Virmani et 
al.[162] 
Fígado 
82 sem lesão 
39 maligno 
Redes 
Neuronais 
96,3  92,3  89,7 76,9 92,9 Sim Sim Não 
Acharya et 
al. [161] 
Ovários 
1000 benigno 
1000 maligno 
Árvores 
Decisão 
92,5 97,7  97,8 95,1 95,1 Sim Sim Sim 
Método 
desenvolvido 
neste 
trabalho 
Pele 
34 lesão 
34 sem lesão 
Redes 
Neuronais 
96,6 96,1 96,0 96,6 96,3 Sim Não Sim 
 
Comparando os valores de desempenho obtidos neste trabalho, com os obtidos 
através dos métodos desenvolvidos por vários autores, mostra-se que são alcançados 
valores iguais ou superiores aos presentes na literatura. Contudo, os dados expressos na 
tabela 17 referem-se, na maioria, a uma classificação entre lesões malignas e benignas, e 
em áreas diferentes, nomeadamente mama, tiroide, fígado e ovários.  
Os dados analisados neste trabalho referem-se apenas a uma classificação entre 
pele sem lesão e pele com lesão. No entanto, o sistema de classificação aqui desenvolvido 
apresenta-se como inovador, no sentido em que não existe a necessidade de interação do 
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utilizador para segmentação da imagem, ao contrário dos outros métodos presentes na 
tabela 17. Esta necessidade de segmentação quer seja automática ou efetuada por um 
utilizador, constitui um processo moroso, podendo ser necessária a realização de várias 
iterações de algoritmos de segmentação. O método desenvolvido neste trabalho é 
totalmente automático sendo possíveis alcançar resultados de desempenho iguais ou 
superiores aos presentes na literatura. 
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VIII. Conclusão 
 
 O presente trabalho mostrou que a caracterização da pele pode ser realizada 
através de diferentes abordagens, tendo em conta características texturais da imagem e 
características acústicas do próprio tecido em estudo. Neste capítulo final, são resumidas 
as principais conclusões da análise das diferentes abordagens no que diz respeito à 
caracterização de imagens por técnicas de ultrassons. 
 
 
VIII.1. Conclusões Gerais 
 
Nos últimos anos, a incidência de lesões da pele, tanto malignas como benignas, 
tem aumentado. Este aumento pode ser justificado pelo estilo de vida que tem vindo a ser 
adotado, nomeadamente, no que diz respeito à exposição solar. Sendo a pele a primeira 
barreira física que o corpo humano dispõe para proteção, é importante que se apresente 
saudável. A identificação precoce e classificação de lesões apresentam elevada 
importância, aumentando substancialmente a probabilidade de sucesso no tratamento das 
mesmas. A biópsia apresenta-se como a metodologia de referência usada na 
caracterização, no entanto, apresenta inconvenientes, devido à sua natureza invasiva. 
Neste contexto, surgem os ultrassons como uma técnica não invasiva, não ionizante e 
com grande acessibilidade, capazes de substituir a biópsia e possibilitam a identificação 
das diferentes camadas da pele e da profundidade da lesão. A sua natureza não ionizante 
permite a aquisição repetida de imagens, proporcionando avaliação da progressão ou 
regressão de uma dada lesão. 
As imagens adquiridas por ultrassons podem ser alvo de subjetividade pois 
pequenas alterações de textura indicativas de presença de lesão podem não ser 
percecionadas pelo olho humano. Neste contexto surgem sistemas quantitativos capazes 
de auxiliar o diagnóstico, proporcionando a extração de características da imagem, 
capazes de detetar as mais pequenas variações de textura.  
A presente dissertação teve como principal objetivo o desenvolvimento de 
diferentes abordagens tendo em vista a caracterização da pele, usando ultrassons. Para tal, 
foram consideradas imagens de pele e de fantomas. O uso de imagens de fantomas 
possibilita a extração de parâmetros acústicos da imagem. A classificação foi realizada 
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recorrendo a características texturais dos dois tipos de imagens e a parâmetros acústicos 
das imagens de fantomas.  
Numa primeira análise verificou-se que as imagens com lesão apresentavam 
desníveis na superfície, enquanto imagens sem lesão apresentavam superfícies sem 
irregularidades. Este desnível foi considerado como característica que possibilitaria a 
distinção entre imagens com e sem lesão, pelo ajuste de equações polinomiais de 
diferentes graus. A partir deste ajuste foi obtido um valor de erro, correspondente à 
diferença absoluta entre as ordenadas do ajuste polinomial e as ordenadas reais da 
superfície da pele/fantoma. Desta análise, concluiu-se que o ajuste de equação polinomial 
de grau 1 permite a melhor distinção entre imagens com lesão e imagens sem lesão, em 
ambos os tipos de imagens analisadas.  
No presente trabalho mostrou-se que é possível a construção de um sistema de 
classificação de imagens de pele, recorrendo a características texturais, com valor F-score 
igual a 96,3%. Estes resultados foram obtidos considerando um igual número de ROIs 
com lesão e sem lesão, não havendo a ocorrência de desequilíbrios elevados entre valores 
TP e TN e entre FP e FN. Embora, num ambiente de diagnóstico, seja considerada a 
imagem integral, que poderá possuir maior número de dados sem lesão, os resultados 
alcançados sugerem que, considerando um maior número de imagens de entrada, 
principalmente de pele com lesão, será possível obter resultados de desempenho tão 
elevados quanto os alcançados.  
Relativamente à classificação de imagens de fantomas a partir de características 
texturais das imagens dos mesmos, foi alcançado um F-score igual a 98,4%, valor 
relativamente superior ao obtido para as imagens de pele. Este aumento deve-se à maior 
resolução espacial obtida neste caso, devido à maior frequência do transdutor. Uma maior 
resolução da imagem proporciona uma classificação sujeita a menos ambiguidades, pelo 
que há um aumento do desempenho do sistema de classificação. Para as imagens de 
fantomas foram ainda extraídos três parâmetros acústicos, sendo eles a velocidade de 
propagação, coeficiente de atenuação e coeficiente de backscattering. A classificação a 
partir do uso destes três parâmetros resultou em 89,1% de F-score. Apesar de apresentar 
um resultado de desempenho inferior comparativamente com os resultados obtidos para 
as mesmas imagens, mas pela extração de características texturais, pressupõe um 
processo de classificação bastante mais simples e com um menor custo operacional. A 
extração destes parâmetros acústicos foi feita recorrendo à aquisição de linhas A-Scan na 
superfície do fantoma, não havendo a necessidade de utilização de um ecógrafo. Apesar 
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de o ecógrafo ser atualmente dos equipamentos de imagiologia mais acessíveis, a 
construção de um protótipo baseado apenas na aquisição de linhas A-Scan seria ainda 
mais acessível e possuiria a vantagem de ser completamente portátil.  
O uso de todas as características implementadas não permitiu a convergência dos 
classificadores utilizados ou mostrou resultados incoerentes. Assim, foram considerados 
dois métodos de seleção de características separadamente e ainda um terceiro método que 
combinava as saídas de ambos os métodos. O terceiro método apresentou os piores 
resultados de classificação, devido à baixa quantidade de características que são 
selecionadas, apresentando 77,0% de F-score, para imagens de pele, comparativamente 
com os 89,9% recorrendo apenas a um método de seleção. 
Foi ainda analisada a implementação de um algoritmo de combinação de 
classificadores, com o intuito de melhorar os resultados de desempenho considerando a 
resposta de todos os classificadores. A implementação deste Multiclassificador revelou-se 
necessária apenas na classificação de imagens de fantomas recorrendo aos três parâmetros 
acústicos. Tal sugere que na presença de uma menor quantidade de características de 
entrada, o Multiclassificador é vantajoso. No entanto, para as restantes abordagens de 
classificação, o classificador com melhor desempenho prevaleceu. As Redes Neuronais 
foram o classificador que apresentou melhores resultados recorrendo a características 
texturais.  
A combinação de 50 ROIs por imagem e a profundidade de 2,5 mm apresentou os 
melhores resultados a nível de desempenho, considerando as características texturais e os 
parâmetros acústicos. A profundidade de 2,5 mm apresenta-se como a profundidade que 
engloba a camada de pele (2 a 3 mm). Valores de profundidade abaixo deste nível, não 
englobam a pele toda, omitindo algumas lesões que se encontram mais profundas. 
Valores de profundidade acima deste nível englobam estruturas além da pele, como o 
músculo.  
A análise de 50% de imagens de pele com lesão e 50% sem lesão resulta em 
predominância de ROIs sem lesão, pois as imagens com lesão são divididas em ROIs com 
e sem lesão. De forma a evitar esta predominância, foi considerado um novo sistema de 
classificação que considerava um igual número de ROIs com lesão e sem lesão. A partir 
desta configuração foi observado um aumento significativo nos resultados de desempenho 
para as diferentes abordagens. Para o caso das imagens de pele verificou-se um aumento 
de 89,9% para 96,3% de F-score. Este aumento permite concluir que com o uso de um 
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maior número de imagens de entrada com lesão, será possível obter resultados de 
desempenho igualmente elevados.  
Apesar de, na literatura, os resultados de desempenho de sistemas de classificação 
para o caso da pele serem escassos ou mesmo nenhuns, os resultados do presente trabalho 
foram comparados com valores obtidos através dos métodos desenvolvidos para 
diferentes áreas do corpo humano, pois baseiam-se no mesmo princípio de extração de 
características texturais. Os resultados obtidos pelas metodologias desenvolvidas neste 
trabalho mostraram-se iguais ou superiores aos obtidos pelos métodos presentes na 
literatura. Ao trabalho presente acresce ainda a vantagem de que os resultados obtidos não 
pressuporem uma segmentação prévia da área de lesão a considerar, apenas sendo 
necessária a seleção da camada de pele, efetuada de forma automática, a partir da análise 
do threshold. Ao invés dos métodos implementados por outros autores, o método 
desenvolvido no presente trabalho apresenta a grande vantagem de ser totalmente 
automático e não necessitar de uma segmentação prévia.  
 
 
VIII.2. Trabalho futuro 
 
O presente trabalho mostrou que é possível a caracterização da pele recorrendo a 
técnicas de ultrassons. Os resultados alcançados são bastante promissores e os métodos 
implementados podem ser ainda desenvolvidos de modo a serem reconhecidos no 
ambiente de diagnóstico como sistemas de classificação viáveis.  
Seria interessante, num trabalho futuro, a utilização de imagens de lesões benignas 
e de lesões malignas, para testar um classificador multiclasse, assente nos mesmos 
parâmetros considerados para o sistema de classificação binário desenvolvido. A 
implementação de um classificador multiclasse que permitisse efetuar a distinção entre 
pele sem lesão e pele com lesão, distinguindo ainda a natureza benigna ou maligna da 
lesão, aumentaria a fiabilidade do algoritmo de classificação na caracterização da pele.  
Verificou-se ainda que a classificação de imagens de fantomas a partir do uso de 
apenas três parâmetros acústicos permite a obtenção de resultados de desempenho 
elevados. Uma abordagem interessante seria a avaliação da importância dos parâmetros 
acústicos na caracterização de pele e o possível desenvolvimento de uma nova e simples 
técnica de diagnóstico, usando apenas um sinal A-Scan.  
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Abstract—Ultrasounds have an increasingly important 
role in the diagnosis and monitoring of skin, since the 
used techniques are non-invasive and non-ionizing, and 
also provide internal images of the skin morphology over 
the depth. To evaluate the power of ultrasounds to help in 
the lesions diagnosis, first some phantoms were developed 
trying mimicking the human skin tissue. Thus, several 
gelatin-based phantoms have been constructed with 
scattering agents as flour, starch and glass microspheres. 
Then, A-Scan lines were extracted using the pulse echo 
approach, followed by the ultrasound velocity. The 
obtained results for the considered acoustical parameter 
present good concordance with the ones found in 
literature. Methodologies were developed to analyze the 
using phantoms and human images with and without  
lesions.  Two approaches were considered: (1) the 
identification of the superficial skin boundary working as 
a skin lesion discriminator, (2) and binary classification, 
characterizing the presence/absence of lesions, using 
several regions of interest by the Support Vector Machine 
and the Naive Bayes classifiers. 
 
    Keywords: phantoms; ultrasound velocity; attenuation 
coefficient; classifiers.  
I.  INTRODUCTION 
   The normal skin is composed of three layers: the epidermis 
with thickness ranging from 0.06-0.6 mm, having two main 
layers, the superficial stratum corneum and deep germinative 
zone; the dermis, ranging from 1-4 mm, is a thick layer 
containing large amount of collagen and rich network of 
vessels, lymphatics and nerves endings, and the subcutaneous 
tissues (5-20 mm) laying between the skin and the fascia [1]. 
This layer protects deep regions from acute and chronic 
trauma and participates in a temperature control [2].  
   Ultrasounds (US) appear as a very useful tool to 
characterize such structures because they are non-invasive 
and non-ionizing. In addition the ultrasonic equipment is 
affordable and allows real-time images. The use of high 
frequencies is demanding for skin characterization. For 
instance, ultrasonic transducers of 20 MHz can discriminate 
the echogenic dermis from the hypoechoic subcutaneous fat.  
Thus, the type and frequency of the selected transducer vary 
depending on the region of the body to be examined. US are a 
useful technique in visualizing focal and diffuse pathologies 
that can substantially alter the internal morphology and 
thickness of the skin. Those pathologies include cysts, tumors 
and inflammatory conditions. Most of the malignant skin 
lesions cannot be determined even by an expert dermatologist 
before they became untreatable. In those circumstances, 
ultrasound techniques provide great potential, namely helping 
the experts in the clinical diagnosis [3, 4].  
   Phantoms appear as models that can mimic the human 
tissue. Concerning to the ultrasound approach, the important 
phantom properties are the propagation velocity, and 
acoustical attenuation and backscatter coefficients [4-6]. It is 
assumed that tissue mimicking phantoms have an important 
role in the evaluation of models with acoustical parameters 
similar to the human skin [5]. 
   Thus, as a first approach in this work, several phantoms are 
developed, which composition is gelatin-based resulting in an 
ultrasound propagation velocity similar to the one in tissue. 
Also, scattering agents as flour, starch and glass microspheres 
are suspended in the medium to produce the backscatter that 
makes US imaging possible. For each phantom the central 
section was considered for the collection of several A-Scan 
lines used for B-Scan image formation.  
As the second goal, the produced phantom images were used 
in addition to real tissue images to establish a skin 
classification methodology in order to differentiate between 
normal skin, and skin lesions.  The classification process is 
based on two approaches: Support Vector Machine (SVM) 
and Naive Bayes classifiers making use of features as mean, 
maximum, variance, entropy, standard deviation, obliquity, 
kurtosis, median, range and mode.  
   Classifiers have already been used by others to assist in the 
pathology classification of lungs [7, 8], liver [9], among other 
human organs. They can usefully assist the medical diagnosis 
when complemented with segmentation methods as 
deformable models, parametric models or geometric models to 
identify heart regions [10-13], lungs [14-20], vascular or 
neural structures [21, 22]. 
    The paper is organized as follows. In Section II, phantoms 
construction, A-Scan signals collection and theory about 
acoustical velocity extraction is explained and the segmentation 
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method is described. Section III is dedicated to the 
methodologies  used for  the classification  procedure and  
performance of the algorithms. The results and discussion are 
presented in Section IV, and finally, the conclusions are 
formulated in Section V. 
 
II. PHANTOMS 
   Phantoms can be defined as models with well-known 
geometry and composition that are used to develop and 
characterize imaging systems or validate algorithms. Phantoms 
can mimic important properties of soft tissues, which for the 
proposed ultrasound characterization are the acoustical velocity, 
the attenuation and the backscatter coefficient [5]. 
   It has been shown that hydrogels are very effective for the 
construction of tissue mimicking phantoms, and also work well 
as coupling media for the ultrasounds. These gels have 
acoustical parameters very similar to the biological ones, 
because they are mainly composed by water. One example of 
these materials is the gelatin, which has been used in the 
construction of the phantoms addressed in this work. Scattering 
agents can also be suspended in the medium to produce 
backscattering. Examples of such agents are silica particles, 
polystyrene or glass microspheres [4, 6].  
   For the proposed work the tissue-mimicking phantoms mainly 
consisted of gelatin because of its low cost, acceptable temporal 
stability, and simple fabrication process. Seven phantoms have 
been produced with the compositions illustrated in Table I, 
according to the procedure found in literature [5, 6].  The used  
microspheres had a diameter ranging  from 100 to 200 µm. 
Acoustical velocity was calculated taking into account the 
approach of Cook et al. [5]. 
 
TABLE I.  PHANTOMS COMPOSITION 
Phantom 
% 
gelatin 
% 
flour 
% 
starch 
% 
microspheres 
Flour 1 6.15 6.22 - - 
Flour 2 5.80 2.03 - - 
Starch 1 5.74 - 5.93 - 
Starch 2 4.99 - 3.03 - 
Starch 3 5.86 - 2.07 - 
Starch 4 5.89 - 2.07 - 
Glass 
microspheres 
6.44 - - 2.68 
 
 
A. RF Signal Acquisition 
   The phantoms were immersed in water and for all of them 
several signals from the top and the bottom surfaces were 
collected for three different locations. Also, signals from bottom 
of the container (without the phantom), were extracted, working 
as reference. An ultrasonic focused transducer of 25 MHz 
mounted on XYZ axes of high precision and resolution was 
used for the inspection in the pulse–echo approach. The signals 
were displayed in a digital oscilloscope and transferred to the 
computer for subsequent analysis by algorithms developed in 
MATLAB. 
 
B. Acoustical Parameter 
   The ultrasound velocity was calculated taking into account the 
schematic in the Fig. 1. Thus, the ultrasound velocity in the 
sample   , can be calculated by [23]:  
 
 
     
       
       
 (1) 
 
where    is the time that the signal takes to propagate in the 
distance   , which is the distance between the transducer and 
the upper surface of the phantom;    is the time that the signal 
takes to propagate in the distance      , where        the 
thickness of phantom, and    the time that the signal takes to 
propagate the distance   , which is the distance between the 
transducer and the anterior interface of the container without 
the phantom.  
 
Figure 1.  Experimental setup for ultrasound velocity calculation.  
 
III. IMAGE ANALYSIS 
   Two different types of procedures were used for the analysis 
of the ultrasound images. The first one consisted of identifying 
the skin superficial boundary; its characterization by using a 
polynomial function and the evaluation of the observed error. 
The second approach was dedicated to the analysis of the image 
area of interest, delimited by the skin top boundary and a 
specified depth. The processing encompassed the images 
splitting in various regions of interest (ROIs); evaluation of the 
corresponding features, and performing the classification using 
SVM and Naive Bayes techniques [24-26]. 
 
A. Skin superficial boundary detection 
   The images (Fig.2) are initially binarized and applied a 
morphological filter that removes small aggregations of pixels 
(e.g. air bubbles in the transducer-skin interface).  
 
 
Figure 2.  Skin without lesion (A) and Skin with lesion (B). It can be observed 
that the skin without lesion has a smooth surface while the skin with lesion 
presents an irregular surface. 
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   Then, polynomial functions are applied that better fits to the 
superficial skin boundary, followed by the calculation of the 
error between the polynomial functions and the referred 
boundary, which is related with the existence or non-existence 
of lesions. This error is the standard deviation of the absolute 
value of the difference between the superficial skin line 
coordinates and the coordinates given by the polynomial fit. 
 
B. Classifiers 
   Each image was divided into 10, 20 and 40 equal columns 
(ROIs) delimited by the superficial skin boundary and a user 
defined depth. The selected depths (2.5 and 5.0 mm) are 
correlated with the average skin thickness (2-3 mm) [3]. The      
ROI size depends on the selected depth and width of the image. 
For each ROI, there have been computed ten features: the mean, 
maximum, variance, entropy, standard deviation, obliquity, 
kurtosis, median, range and mode [26, 27].  
   The data from all the ROIs were used for the classification. 
The data were organized in a table by columns, having the 
information about the ten computed features and an additional 
column informing the presence or absence of lesion. In the 
classification process, it was used a 10 fold cross validation, 
where the data is divided randomly into 10 groups. First, one of 
them is used for testing and the others for training, then another 
group is selected for testing, and the remaining nine used for 
training. This process follows until all the groups are tested. It 
was used the SVM and the Naive Bayes classifiers [24-26]. The 
SVM considers a set of input data and predicts for each input 
which class it belongs to. Given a training data set, labeled as 
belonging to one of two possible classes, the SVM constructs a 
model that assigns the new data to one of the classes. The Naive 
Bayes classifier is a simple probabilistic classifier that assumes 
the presence (or absence) of a given feature of a class is not 
related to the presence (or absence) of another feature, in the 
same class. The classifier considers that the features contribute 
independently for the classification [24-26].  
   To evaluate the performance of the classifiers, two parameters 
were used: the sensitivity and the specificity [25, 28], given by 
equations (2) and (3), respectively. The n. true positives and 
n. true negatives refer to the number of correct classifications in 
positive (lesion) and negative (no lesion), respectively. The 
n. false negatives and n. false positives refer to the number of 
incorrect classifications in negative and positive, respectively. 
 
            
                
                                  
 (2) 
  
            
                
                                  
 (3) 
 
   It has also been analyzed the Receiver Operation 
Characteristic (ROC) curve that represents the True Positive 
Rate (TPR) versus the False Positive Rate (FPR). TPR is given 
by the Sensitivity and FPR is given by (1-Specificity). Models 
with better predictions have a ROC curve closer to the upper 
left corner. The accuracy of the classifier can be evaluated by 
the area under the ROC curve (AUC). 
 
IV. RESULTS AND DISCUSSION 
A. B-Scan Image formation 
   For the construction of phantoms B-Scan images, illustrated in 
Fig. 3, 100 to 150 A-Scan lines were acquired with a path of 
100 µm, using an algorithm that converts the A-mode signal 
intensity levels into 256 gray scale levels [29]. 
 
  
  
  
 
 
Figure 3.  B-SCAN images. Flour phantoms 1 and 2 (A and B, respectively), 
Starch phantoms 1,2, 3 and 4 (C, D, E and F, respectively) and Glass 
microsphere phantom (G). 
 
 
B. Acoustical Parameters 
   Table II represents the ultrasound velocity values for the 
different analyzed phantoms.  
 
TABLE II.   ULTRASOUND VELOCITY IN THE PHANTOMS 
Phantom Ultrasound Velocity (m/s) 
Flour 1 1572.9 
Flour 2 1575.4 
Starch 1 1538.7 
Starch 2 1526.8 
Starch 3 1519.4 
Starch 4 1544.4 
Glass microspheres 1558.6 
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   The average ultrasound velocity for the phantoms (1548.0  
21.8 m/s) is consistent with the velocity value (1540 m/s) found 
in the literature for the human skin, suggesting that the 
phantoms composition has an ultrasound behavior similar to the 
human skin [5]. 
 
C: Skin superficial boundary results 
   Table III shows the error values obtained for all patients using 
polynomial functions with degrees ranging from one to three 
that best fit the superficial skin boundary, thus providing 
information about the potential presence of lesions. The last 
column of the table was filled by the results of the images 
diagnosis provided by a physician.  
 
TABLE III.  ERROR VALUES FOR THE DIFFERENT CASES 
Patient Degree 1 Degree 2 Degree 3 Lesion 
1 0.636 0.629 0.570 No 
2 0.675 0.686 0.633 No 
3 0.945 0.847 0.683 No 
4 1.429 1.299 1.069 No 
5 0.975 0.854 0.646 No 
6 1.647 1.554 1.297 No 
7 1.942 2.023 1.804 No 
8 1.626 1.664 1.272 No 
9 0.892 0.862 0.836 No 
10 1.387 1.055 1.057 No 
11 1.502 0.760 0.769 No 
12 2.524 1.645 1.423 Yes 
13 1.984 1.404 1.242 Yes 
14 3.353 1.218 1.170 Yes 
15 10.89 8.877 7.729 Yes 
16 9.082 2.975 2.903 Yes 
17 6.380 5.124 3.568 Yes 
18 12.62 9.736 9.231 Yes 
19 7.148 5.551 5.414 Yes 
20 6.525 3.764 3.366 Yes 
21 10.91 8.509 8.469 Yes 
22 3.173 2.866 2.609 Yes 
23 5.178 3.121 3.249 Yes 
24 4.116 2.916 2.885 Yes 
25 8.087 2.934 1.606 Yes 
26 7.506 2.342 1.863 Yes 
27 3.773 3.676 3.392 Yes 
28 10.97 8.859 8.883 Yes 
29 8.602 5.336 5.223 Yes 
30 5.932 4.555 4.354 Yes 
31 5.608 4.410 3.889 Yes 
32 4.979 2.960 2.546 Yes 
33 4.512 4.270 3.918 Yes 
34 9.650 1.770 1.504 Yes 
 
   The analysis of the data shows that the images with lesion 
have a considerable higher value than the patients without 
lesion. This data was used to build the boxplot outlined in Fig.4. 
 
 
Figure 4.  Boxplot for different polynomial fit degrees.  
 
   The median values for the “No Lesion” columns are similar 
among them and lower than one. On the other hand, the median 
values for the “with Lesion” are 6.380; 3.676; 3.366 for 
polynomial fit of degree 1, 2 and 3, respectively. As the 
polynomial fit of degree 1 has the higher value, this polynomial 
fit is the one that better discriminates skin with lesion and skin 
without lesion. Also, for polynomial fit of degree one, the 
lowest value is higher than the biggest one meaning that exists a 
gap between both distributions, suggesting that polynomial fit of 
degree one is the better discriminator to identify if an ultrasound 
skin image has a lesion. 
 
D. Classifiers performance 
  Thirty four images acquired with an ultrasonic machine with 
working frequencies between 8 and 13 MHz were used. Eleven 
of them do not show lesion evidences and the remaining twenty 
three show skin problems. Table IV illustrates the classifiers 
performance in terms of sensitivity and specificity, considering 
the different number of ROIs and depths.  
 
TABLE IV.  CLASSIFIER PERFORMANCE FOR DIFFERENT ROI’S 
Total number of 
ROI’s per image 
Depth (mm) 
Sensitivity (%) Specificity (%) 
SVM 
Naive 
Bayes 
SVM 
Naive 
Bayes 
10 
2.5 73.2 75.8 62.7 58.8 
5.0 73.7 77.0 58.1 52.7 
20 
2.5 73.7 75.0 71.5 63.9 
5.0 73.3 79.3 58.8 55.0 
40 
2.5 73.9 75.9 72.9 65.7 
5.0 79.0 80.4 61.5 58.5 
 
   Figures 5 and 6 represent the sensibility and specificity, 
respectively calculated for the different number of ROIs, depth 
and classifier used.  
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Figure 5.  Sensitivity of the two classifiers for different depth and ROI. 
 
Figure 6.  Specificity of the two classifiers for different depth and ROI.  
 
   It is shown that the SVM classifier has a better specificity 
than the Naive Bayes, and the opposite occurs for the 
sensitivity, the Naive Bayes has a better sensitivity than the 
SVM classifier. This means that the SVM classifier has a better 
ability to identify negative results and the Naive Bayes has a 
better ability to identify positive results. The SVM classifier is 
sensitive to noise data, thus affecting the overall performance; 
the Naive Bayes can handle data noise and missing values that 
can occur when it is not possible to compute some feature in a 
ROI. These results are consistent with what is expected, such as 
the Naive Bayes classifier has a higher sensitivity and the SVM 
classifier has a higher specificity [30, 31].  
   Comparing the classifiers performance for the considered 
depths, the results show that for increasing depths higher values 
of sensitivity and lower values of specificity are observed, due 
to some lesions have a larger extension and a high deepness. 
Since the sensitivity is proportional to the identification of 
positive results, higher depths lead to higher sensitivity. Unlike, 
the specificity is related to the identification of negative results, 
thus lower depths lead to higher specificity.  
   Considering the ROIs used in the classification process, it 
was observed higher values of specificity and sensitivity as 
their number increased. Higher number of ROIs imply they 
have lower sizes, which allows higher resolution in lesion 
discrimination by the classifiers. On the contraire, larger ROIs 
have high probability to include regions with and without 
lesion, thus leading to eventual ambiguities.  
   Table V illustrates the classifiers performance in terms of the 
AUC values, considering different number of ROIs and depths. 
 
TABLE V.  CLASSIFIER AUC VALUES FOR DIFFERENT ROI’S 
Total number of 
ROI’s per image 
Depth (mm) 
AUC 
SVM Naive Bayes 
10 
2.5 0.703 0.692 
5.0 0.695 0.657 
20 
2.5 0.728 0.699 
5.0 0.684 0.685 
40 
2.5 0.738 0.711 
5.0 0.714 0.704 
 
   It is clear that the best AUC is achieved using 40 ROIs, 2.5 
mm in depth, and the SVM classifier. Fig. 7 represents the 
ROC curve for this approach.   
 
Figure 7.  ROC curve for the SVM, using 40 ROIs and a depth of 2.5 mm. 
 
V. CONCLUSIONS 
   In the present work it has been shown that it is possible to 
construct phantoms with simple materials as gelatin, flour and 
starch, capable of providing acoustical parameters similar to 
the ones observed in the human skin. The results of the 
acoustical velocity extracted from those phantoms are in 
agreement with the ones found in the literature. There are no 
relevant differences in the ultrasound velocities because 
phantoms are essentially water.  
   Also two methodologies were developed in order to analyze 
skin using phantoms or human images with or without lesions. 
The first approach locates the superficial skin boundary and 
performs a fitting with a polynomial function. The results 
showed that a polynomial of degree one is the best to identify 
lesions in skin images. Our second approach used two 
classifiers: SVM and Naive Bayes. 
   The best performance was obtained by the Naive Bayes 
classifier using 40 ROIs per image and a depth of 5 mm as 
demonstrated by the sensitivity (80.4%). Considering the 2.5 
mm depth the best performance was obtained by the SVM with 
a specificity of 72.9 % for the same number of ROIs. Using the 
ROC curve approach and computing AUC values, the best 
performance was obtained by the SVM classifier for 40 ROIs 
and a depth of 2.5 mm.  
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