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Abstract
This article studies a series repairable system consisting of two non-identical components and one repairer. It is assumed that
each component after repair in the system is not “as good as new”. Under this assumption, by using a geometric process repair
model, a replacement policy (M, N ) is considered, based on the number of failures of component 1 and component 2. The problem
is to determine an optimal replacement policy (M∗, N∗) such that the long-run expected cost per unit time is minimized. The
explicit expression for the long-run expected cost per unit time is derived and the corresponding optimal replacement policy can
be determined analytically or numerically. Finally, an appropriate numerical example is given to illustrate some theoretical results
included the sensitivity analysis and the uniqueness of the optimal replacement policy (M∗, N∗).
c© 2007 Published by Elsevier Ltd
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1. Introduction
In the earliest study of the maintenance problem, the repair–replacement models mainly concentrate on the study
of perfect repair models in which the system after repair is “as good as new”. In practice, most systems deteriorate
due to ageing effects and accumulated wear. In other words, a system after repair cannot be “as good as new”. It might
be that a repair does not change the age of the system. Under this assumption, a minimal repair model was presented
by Barlow and Hunter [1]. Thereafter an imperfect repair model in which a repair with probability p is a perfect
repair, and with probability q = 1 − p is a minimal repair, was first introduced by Brown and Proschan [2]. Many
research works have been done by Park [3], Phelps [4], Block et al. [5], Kijima [6] and others along this direction.
However, a more reasonable repair model—the geometric process repair model—was first proposed by Lam [7,8].
Using this model, he studied two kinds of replacement policies, one based on the working age T of the system and the
other based on the failure number N of the system. The object is to choose optimal replacement policies T ∗ and N∗
such that the long-run average cost per unit time is minimized. The explicit expressions for the long-run average cost
per unit time for these two kinds of policies are derived, and the corresponding optimal replacement policies T ∗ and
N∗ are found analytically or numerically. Because the geometric process is a special monotone process, Stadje and
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Zuckerman [9] introduced a general monotone process repair model to generalize Lam’s work. Zhang [10] generalized
Lam’s work with a bivariate replacement policy (T, N ) under which the system is replaced at the working age T or
at the time of the N th failure, whichever occurs first. Many research works have been done by Lam [11], Stadje and
Zuckerman [12], Finkelstein [13], Stanley [14], Lam and Zhang [15], Zhang et al. [16], Zhang [17,18], Wang and
Zhang [19] and others along this direction.
In practical applications, some complex repairable systems such as series systems, standby systems, parallel
systems and k − out − of − n : F (or G) systems and others are often installed. By applying the geometric process
repair model, Zhang and Wu [20] first reported some reliability indices of a two-component series repairable system
when the operating time of component 1 follows the exponential distribution while that of component 2 and the repair
times of both components follow general distributions. Lam and Zhang [21] provided a more in depth analysis of
the series system studied by Zhang and Wu [20] under the assumptions that the operating times and repair times
of both components all follow the exponential distribution. Many research works for some reliability indices and
replacement policies for some complex repairable systems have been done by Lam and Zhang [22,23], Zhang [24],
Zhang et al. [25], Zhang et al. [26], Zhang and Wang [27] etc. Even now, little attention has been paid to the study of
a replacement policy for a series repairable system. The purpose of this article is to apply the geometric process repair
model to a two non-identical components series repairable system with one repairer, because a two-component series
repairable system not only is one of the fundamental models in reliability theory but also is the usually used model
in practice. For example, a computer system may be treated as a series system consisting of hardware and software;
an auto-control system is a series system consisting of control component and operating component; an electronic
system may also be regarded as a series system consisting of power supply unit and function unit etc.
In this article, a series repairable system consisting of two non-identical components and one repairer is studied. It
is assumed that the successive survival times after repair constitute a decreasing geometric process and the consecutive
repair times form an increasing geometric process for each component. A replacement policy (M, N ) is considered
based on the numbers of failures of components 1 and 2. The problem is to determine an optimal replacement policy
(M∗, N∗) such that the long-run expected cost per unit time is minimized. The explicit expression for the long-run
expected cost per unit time is derived and the corresponding optimal replacement policy can be determined analytically
or numerically.
For convenience, the definitions of stochastic order and geometric process are stated first.
Definition 1. Given two random variables X and Y , X is said to be stochastically greater than Y , or Y is stochastically
less than X , if
P(X > α) ≥ P(Y > α) for all real α.
This is denoted by X ≥st Y or Y ≤st X (see, e.g., Ross [28]). Furthermore, a stochastic process {Xn, n = 1, 2, . . .} is
stochastically decreasing (increasing) if Xn ≥st (≤st)Xn+1 for all n = 1, 2, . . ..
Definition 2. A stochastic process {ξn, n = 1, 2, . . .} is a geometric process if there exists a real a > 0 such that
{an−1ξn, n = 1, 2, . . .} forms a renewal process. The real a is called the ratio of the geometric process (see, e.g.,
Lam [7,8] and Zhang [10,24] for more details).
Obviously, if a > 1, then {ξn, n = 1, 2, . . .} is stochastically decreasing, i.e.
ξn ≥st ξn+1, n = 1, 2, . . . .
If 0 < a < 1, then {ξn, n = 1, 2, . . .} is stochastically increasing, i.e.
ξn ≤st ξn+1, n = 1, 2, . . . .
If a = 1, then the geometric process becomes a renewal process.
2. Model
A two non-identical components series repairable system with one repairer is studied by making the following
assumptions.
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Assumption 1. At the beginning, the two components in the system are both new. Whenever one component fails,
the system breaks down, and the failed component will be immediately repaired. It is assumed that two components
shut each other off, and each component after repair is not “as good as new”, but follows a geometric process repair.
Assumption 2. For i = 1, 2, X (i)n is the operating time for component i after the (n − 1)th repair, and Y (i)n is the
repair time after the nth failure. X (i)n and Y
(i)
n have the distributions F(an−1i x) and G(b
n−1
i y) (n = 1, 2, . . . ; ai >
1, 0 < bi < 1), respectively. The expectations of EX
(i)
1 and EY
(i)
1 are assumed to be λi > 0 and µi > 0 (i = 1, 2),
respectively.
Assumption 3. Component 1 and component 2 will be replaced by new and identical ones at the times of the M th
and N th failures, and both the replacement times are negligible.
Assumption 4. X (i)n and Y
(i)
n , i = 1, 2; n = 1, 2, . . ., are mutually independent.
Assumption 5. The working reward per unit time of the system is c0, the repair cost per unit time of component i for
every failure is ci , and the replacement cost of component i each time is di , i = 1, 2.
Assumption 6. The replacement policy (M, N ) based on the number of failures of component 1 and component 2 is
used.
3. Long-run expected cost under policy (M, N)
According to the assumptions above, the explicit expression for the long-run expected cost per unit time for the
series system can be derived under the replacement policy (M, N ).
Let T (i)k and S
(i)
k be respectively the operating time and the repair time for component i between the (k − 1)th
replacement and kth replacement, k = 1, 2, . . . ; i = 1, 2. Let T (t) be the total operating time of the system before
time t , and let S(i)(t) be the total repair time of the component i before time t, i = 1, 2; then
T (t) = T (1)1 + T (1)2 + · · · + T (1)m + ϕ1(t)
= T (2)1 + T (2)2 + · · · + T (2)n + ϕ2(t) (1)
S(1)(t) = S(1)1 + S(1)2 + · · · + S(1)m + ψ1(t) (2)
S(2)(t) = S(2)1 + S(2)2 + · · · + S(2)n + ψ2(t) (3)
where m is the replacement number of component 1 before time t , and ϕ1(t) is the operating time of the system
between the mth replacement and time t , while n is the replacement number of component 2 before time t , and ϕ2(t)
is the operating time of the system between the nth replacement and time t . And ψ1(t) is the repair time of component
1 between the mth replacement and time t , while ψ2(t) is the repair time of component 2 between the nth replacement
and time t .
Let τ (i)1 be the first replacement time of the component i under policy (M, N ). Let τ
(i)
j ( j ≥ 2) be the time between
the ( j−1)th replacement and the j th replacement of the component i under policy (M, N ). Obviously, {τ (i)1 , τ (i)2 , . . .}
forms a renewal process, while the inter-arrival time between two consecutive replacements is called a renewal cycle.
We also know that T (i)1 , T
(i)
2 , . . . are respectively the regeneration points of component i . Thus, {T (i)1 , T (i)2 , . . .} forms
a renewal process. Similarly, {R(i)1 , R(i)2 , . . .} is also a renewal process, and they have the same renewal cycle. Let
D(t) be the cost function of the system at time t . And the time t can be expressed as
t = T (1)1 + T (1)2 + · · · + T (1)m + ϕ1(t)
+ S(1)1 + S(1)2 + · · · + S(1)m + ψ1(t)+ S(2)1 + S(2)2 + · · · + S(2)n + ψ2(t)
= T (2)1 + T (2)2 + · · · + T (2)n + ϕ2(t)
+ S(1)1 + S(1)2 + · · · + S(1)m + ψ1(t)+ S(2)1 + S(2)2 + · · · + S(2)n + ψ2(t)
= T (t)+ S(1)(t)+ S(2)(t).
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Thus,
D(t) = c1S(1)(t)+ c2S(2)(t)+ d1m(t)+ d2n(t)− c0T (t). (4)
Let C(M, N ) be the long-run expected cost per unit time of the system under the replacement policy (M, N ); we have
C(M, N ) = lim
t→∞
E[D(t)]
t
= lim
t→∞
E[c1S(1)(t)+ c2S(2)(t)+ d1m(t)+ d2n(t)− c0T (t)]
E[T (t)+ S(1)(t)+ S(2)(t)]
= lim
t→∞
c1
E[S(1)(t)]
E[T (t)] + c2 E[S
(2)(t)]
E[T (t)] + d1 E[m(t)]E[T (t)] + d2 E[n(t)]E[T (t)] − c0
1+ E[S(1)(t)]E[T (t)] + E[S
(2)(t)]
E[T (t)]
. (5)
{T (i)1 , T (i)2 , . . .} and {S(i)1 , S(i)2 , . . .} are renewal processes; the time interval between two consecutive replacements is
a renewal cycle. Let Wi be the length of a renewal cycle of component i under policy (M, N ). Then according to the
renewal reward theorem (see, for example, Ross [29]), we have
lim
t→∞
E[S(i)(t)]
E[T (t)] =
lim
t→∞
E[S(i)(t)]
t
lim
t→∞
E[T (t)]
t
=
ES(i)
EWi
ET (i)
EWi
= ES
(i)
ET (i)
, i = 1, 2.
Similarly
lim
t→∞
E[m(t)]
E[T (t)] =
1
ET (1)
, lim
t→∞
E[n(t)]
E[T (t)] =
1
ET (2)
where
ET (1) = E
(
M∑
m=1
X (1)m
)
=
M∑
m=1
λ1
am−11
ET (2) = E
(
N∑
n=1
X (2)n
)
=
N∑
n=1
λ2
an−12
ES(1) = E
(
M−1∑
m=1
Y (1)m
)
=
M−1∑
m=1
µ1
bm−11
ES(2) = E
(
N−1∑
n=1
Y (2)n
)
=
N−1∑
n=1
µ2
bn−12
.
Substituting the results above in Eq. (5), we have
C(M, N ) = c1
ES(1)
ET (1) + c2 ES
(2)
ET (2) + d1 1ET (1) + d2 1ET (2) − c0
1+ ES(1)ET (1) + ES
(2)
ET (2)
=
c1
M−1∑
m=1
µ1
bm−11
M∑
m=1
λ1
am−11
+ c2
N−1∑
n=1
µ2
bn−12
N∑
n=1
λ2
an−12
+ d1 1M∑
m=1
λ1
am−11
+ d2 1N∑
n=1
λ2
an−12
− c0
1+
M−1∑
m=1
µ1
bm−11
M∑
m=1
λ1
am−11
+
N−1∑
n=1
µ2
bn−12
N∑
n=1
λ2
an−12
. (6)
Our problem is finding an optimal replacement policy (M∗, N∗) for minimizing C(M, N ).
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4. Optimal replacement policy (M∗, N∗)
In this section, we shall determine an optimal replacement policy (M∗, N∗) for minimizing C(M, N ) explicitly.
To do this, we shall consider two cases.
4.1. Case I: Series system of two identical components
When the two components are identical, i.e. a1 = a2 ∆= a, b1 = b2 ∆= b, λ1 = λ2 ∆= λ, and µ1 = µ2 ∆=µ, there are
also c1 = c2 ∆= c and d1 = d2 ∆= d accordingly. Obviously, the replacement numbers of the two components should be
the same, and C(M, N ) can be replaced by C(N , N )∆=C1(N ). To prove the existence and uniqueness of the optimal
replacement policy for the system, we introduce a lemma as follows.
Lemma 1. If a ≥ 1, 0 < b ≤ 1, let
f (N ) = 1
aN
N−1∑
k=1
ak − 1
aN
N−1∑
k=1
bk .
Then f (N ) is nondecreasing in N.
Proof.
f (N + 1)− f (N ) =
(
1
a
)N
−
(
1
a
)N+1
(b + b2 + · · · + bN )+
(
1
a
)N
(b + b2 + · · · + bN−1)
=
(
1
a
)N
+
((
1
a
)N
−
(
1
a
)N+1)
(b + b2 + · · · + bN−1)−
(
1
a
)N+1
bN
=
(
1
a
)N (
1− b
N
a
)
+
((
1
a
)N
−
(
1
a
)N+1)
(b + b2 + · · · + bN−1)
≥ 0
This completes the proof of Lemma 1. 
Now, the long-run expected cost per unit time of the system under the replacement policy (N , N ) is given by
C1(N ) = C(N , N ) = −c0ET (N )+ 2cES(N )+ 2dET (N )+ 2ES(N )
= c + −(c0 + c)ET (N )+ 2d
ET (N )+ 2ES(N )
where T (N ) and S(N ) respectively denote the operating time and the repair time of the component under policy
(N , N ); the expressions for ET (N ) and ES(N ) are, respectively,
ET (N ) = E
(
N∑
n=1
Xn
)
=
N∑
n=1
λ
an−1
, N ≥ 1
ES(N ) = E
(
N−1∑
n=1
Yn
)
=
N−1∑
n=1
µ
bn−1
, N ≥ 2
ES(1) = 0.
When the replacement number N → +∞, then the expectations of the operating time, the repair time and the
long-run expected cost per unit time of the system are, respectively,
lim
N→∞ ET (N ) = limN→∞ E
(
N∑
n=1
Xn
)
= lim
N→∞
N∑
n=1
λ
an−1
= aλ
a − 1 ,
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lim
N→∞ ES(N ) = limN→∞ E
(
N−1∑
n=1
Yn
)
= lim
N→∞
N−1∑
n=1
µ
bn−1
= +∞,
lim
N→∞C1(N ) = c + limN→∞
−(c0 + c)ET (N )+ 2d
ET (N )+ 2ES(N ) = c.
Now, we can obtain the following result.
Theorem 1. (1) If d
(c0+c)µλ ≤ 1λa+2µ , then N = 1 is the optimal replacement policy, i.e. N
∗ = 1.
(2) If d
(c0+c)µλ ≥ aa−1 12µ , i.e. d(c0+c)λ ≥ 12 aa−1 , then C1(N ) is nonincreasing in N; the minimum of C1(N ) can be
obtained when N →∞, i.e. N∗ = ∞.
(3) If 1λ
a+2µ
≤ d
(c0+c)µλ ≤ aa−1 12µ , then the optimal replacement policy exists for finite N, and the optimal policy is
unique.
Proof.
C1(N + 1)− C1(N ) = −(c0 + c)ET (N + 1)+ 2dET (N + 1)+ 2ES(N + 1) −
−(c0 + c)ET (N )+ 2d
ET (N )+ 2ES(N )
= 2d(ET (N )− ET (N + 1))+ 4d(ES(N )− ES(N + 1))
(ET (N + 1)+ 2ES(N + 1))(ET (N )+ 2ES(N ))
+ 2(c0 + c)(ES(N + 1)ET (N )− ES(N )ET (N + 1))
(ET (N + 1)+ 2ES(N + 1))(ET (N )+ 2ES(N ))
=
2(c0 + c)µλ
(
N∑
n=1
an −
N−1∑
n=1
bn
)
− 2d(λbN−1 + 2µaN )
(ET (N + 1)+ 2ES(N + 1))(ET (N )+ 2ES(N ))aNbN−1 .
According to the numerator of C1(N + 1)− C1(N ), let
g(N ) = 2(c0 + c)µλ
(
N∑
n=1
an −
N−1∑
n=1
bn
)
− 2d(λbN−1 + 2µaN ). (7)
Now, an auxiliary function is considered through formula (7):
h(N ) =
N∑
n=1
an −
N−1∑
n=1
bn
λbN−1 + 2µaN =
N−1∑
n=0
(
1
a
)n − 1aN N−1∑
n=1
bn
λbN−1
aN + 2µ
.
Because the denominator of C1(N + 1)− C1(N ) is always positive, obviously, the sign of C1(N + 1)− C1(N ) is
the same as the sign of its numerator. Thus, the following result is straightforward.
C1(N + 1)>
<
C1(N )⇐⇒ g(N )>
<
0⇐⇒ h(N )>
<
d
(c0 + c)µλ. (8)
By virtue of Lemma 1, h(N ) is the nondecreasing in N . Therefore
h(1) ≤ h(N ) ≤ lim
N→∞ h(N ), N ≥ 1.
Furthermore
h(1) = 1
λ
a + 2µ
, lim
N→∞ h(N ) =
a
a − 1
1
2µ
.
If
d
(c0 + c)µλ ≤ h(1) =
1
λ
a + 2µ
,
198 G.J. Wang, Y.L. Zhang / Computers and Mathematics with Applications 54 (2007) 192–202
with the help of formula (8), then C1(N ) is nondecreasing for all N ≥ 1. Thus, the optimal replacement policy will
be N∗ = 1. This means that an optimal replacement policy is to replace the system immediately without any repair as
soon as it fails.
If
d
(c0 + c)µλ ≥
a
a − 1
1
2µ
or
d
(c0 + c)λ ≥
1
2
a
a − 1 ,
with the help of (8), then C1(N ) is nonincreasing for all N ≥ 1; the optimal replacement policy will be N∗ = +∞.
This means that the optimal policy is to continually repair the system (i.e. two identical components) as it ages without
ever replacing it.
If
1
λ
a + 2µ
≤ d1
(c0 + c1)µλ ≤
a
a − 1
1
2µ
,
then there exists finite N∗ = min1≤N<∞{N | g(N ) ≥ 0} satisfying
C1(N∗) = min
1≤N<∞C1(N ).
Thus, (N∗, N∗) is the unique optimal replacement policy of the system. In this way, we complete the proof of
Theorem 1. 
4.2. Case II: Series system of two non-identical components
By formula (6), we have
C(M, N ) = c1
ES(1)
ET (1) + c2 ES
(2)
ET (2) + d1 1ET (1) + d2 1ET (2) − c0
1+ ES(1)ET (1) + ES
(2)
ET (2)
.
When M is fixed, C(M, N ) is a function of N . If M = m, then C(M, N ) can be written as
Cm(N ) =
α + c2 ES(2)ET (2) + d2 1ET (2)
β + ES(2)ET (2)
= c2 + −γ ET
(2) + d2
βET (2) + ES(2)
∆= c2 + −γ ET
(2)(N )+ d2
βET (2)(N )+ ES(2)(N )
where
α = −c0 + c1 ES
(1)
ET (1)
+ d1 1ET (1) , β = 1+
ES(1)
ET (1)
, γ = c2β − α.
Now, the difference of CM (N + 1) and CM (N ) can be calculated:
Cm(N + 1)− Cm(N ) = −γ ET
(2)(N + 1)+ d2
βET (2)(N + 1)+ ES(2)(N + 1) −
−γ ET (2)(N )+ d2
βET (2)(N )+ ES(2)(N )
= γ (ES
(2)(N + 1)ET (2)(N )− ES(2)(N )ET (2)(N + 1))
(βET (2)(N + 1)+ ES(2)(N + 1))(βET (2)(N )+ ES(2)(N ))
+ d2β(ET
(2)(N )− ET (2)(N + 1))+ d2(ES(2)(N )− ES(2)(N + 1))
(βET (2)(N + 1)+ ES(2)(N + 1))(βET (2)(N )+ ES(2)(N ))
= δ(N )
(βET (2)(N + 1)+ ES(2)(N + 1))(βET (2)(N )+ ES(2)(N ))
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where
δ(N ) =
(
1
b2
)N−1 ( 1
a2
)N {
γµ2λ2
[
N∑
n=1
an2 −
N−1∑
n=1
bn2
]
− d2(βλ2bN−12 + µ2aN2 )
}
.
Similarly, let
B(N ) = γ λ2µ2 I (N )
d2(βλ2bN−12 + µ2aN2 )
where
I (N ) =
N∑
n=1
an2 −
N−1∑
n=1
bn2 .
Because the denominator of Cm(N + 1)−Cm(N ) is always positive, the sign of Cm(N + 1)−Cm(N ) is the same
as the sign of its numerator. Therefore, the following result is clear:
Cm(N + 1)>
<
Cm(N )⇐⇒ δ(N )>
<
0⇐⇒ B(N )>
<
1. (9)
It shows that the monotonicity of Cm(N ) is determined by the value of B(N ). Similarly, the difference between
B(N + 1) and B(N ) is
B(N + 1)− B(N ) = γ λ2µ2 I (N + 1)
d2(βλ2bN2 + µ2aN+12 )
− γ λ2µ2 I (N )
d2(βλ2bN−12 + µ2aN2 )
= γ λ2µ2[I (N + 1)(βλ2b
N−1
2 + µ2aN2 )− I (N )(βλ2bN2 + µ2aN+12 )]
d2(βλ2bN2 + µ2aN+12 )(βλ2bN−12 + µ2aN2 )
= γ λ2µ2[βλ2b
N−1
2 (I (N + 1)− b2 I (N ))+ µ2aN2 (I (N + 1)− a2 I (N ))]
d2(βλ2bN2 + µ2aN+12 )(βλ2bN−12 + µ2aN2 )
≥ 0.
The holding of the last inequality results because
I (N + 1)− b2 I (N ) =
(
N+1∑
n=1
an2 −
N∑
n=1
bn2
)
− b2
(
N∑
n=1
an2 −
N−1∑
n=1
bn2
)
= (1− b2)
(
N∑
n=1
an2 −
N−1∑
n=1
b2
)
+ (aN+12 − bN2 ) ≥ 0,
I (N + 1)− a2 I (N ) =
(
N+1∑
n=1
an2 −
N∑
n=1
bn2
)
− a2
(
N∑
n=1
an2 −
N−1∑
n=1
bn2
)
= (a2 − 1)
N−1∑
n=1
bn2 + (a2 − bN2 ) ≥ 0.
Thus, the following lemma can be obtained.
Lemma 2. B(N ) is nondecreasing in N.
According to the formula (9) and Lemma 2, an analytic expression for an optimal policy is obtained through the
study of B(N ). Thus, we have the following theorem.
Theorem 2. For fixed M = m, the optimal replacement policy N∗ ∆= N∗m can be determined by
N∗m = min{N | B(N ) ≥ 1}. (10)
Furthermore, if B(N∗m) > 1, then the optimal policy N∗m is unique.
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Proof. Because B(N ) is nondecreasing in N , there exists an integer N∗m such that
B(N ) ≥ 1⇐⇒ N ≥ N∗m
and
B(N ) < 1⇐⇒ N < N∗m .
Then, N∗m is the minimum integer satisfying (10), and the policy N∗m is an optimal replacement policy. Thus, if
B(N∗m) > 1, then the optimal replacement policy also uniquely exists.
In other words, for fixed m, N∗m can be found such that Cm(N∗m) is minimized; namely when M = 1, 2, . . . ,m, . . .,
N∗1 , N∗2 , . . . , N∗m, . . . can be found respectively such that the corresponding C1(N∗1 ) = C(1, N∗1 ),C2(N∗2 ) =
C(2, N∗2 ), . . . ,Cm(N∗m) = C(m, N∗m), . . . are minimized.
Similarly, for every fixed N = n, M∗n can be found such that Cn(M∗n ) is minimized. Likewise, when N =
1, 2, . . . , n, . . . ,M∗1 ,M∗2 , . . . ,M∗n , . . . can also be found respectively such that the corresponding C1(M∗1 ) =
C(M∗1 , 1),C2(M∗2 ) = C(M∗2 , 2), . . . ,Cn(M∗n ) = C(M∗n , n), . . . are minimized.
Because the total lifetime of the series repairable system is limited, the minimum of C(M, N ) exists. Thus, an
optimal replacement policy (M∗, N∗) can be determined such that C(M∗, N∗) is minimized based on C(m, N∗m) and
C(M∗n , n), m, n = 1, 2, . . .. 
5. A numerical example
In this section, we provide a numerical example for the system to illustrate some theoretical results. Let a1 =
1.05, b1 = 0.95, λ1 = 100, µ1 = 20, c1 = 20, d1 = 2000, a2 = 1.08, b2 = 0.92, λ2 = 150, µ2 = 30, c2 =
25, d2 = 2400, c0 = 30. Substituting the above values into Eq. (6), the minimum of the long-run expected cost per
unit time of the system can be obtained, i.e. C(M, N ) = −9.3709, and the corresponding optimal replacement policy
is (M∗, N∗) = (6, 4). Obviously, we can also see from Fig. 1 that (M∗, N∗) = (6, 4) is the unique optimal policy,
and C(M∗, N∗) = C(6, 4) = −9.3709 is the unique minimum of C(M, N ). More calculation results can be found in
Table 1.
According to Definition 2, ai and bi (i = 1, 2) are respectively the ratios of the stochastically decreasing geometric
process {X (i)n , n = 1, 2, . . . ; i = 1, 2} and the stochastically increasing geometric process {Y (i)n , n = 1, 2, . . . ; i =
1, 2}. To study the influence of these ratios of geometric processes on the optimal policy, we tabulate the optimal
replacement policy (M∗, N∗) and the minimum C(M∗, N∗) of the long-run expected cost per unit time of the system
for different values of ai > 1 and 0 < bi < 1 (i = 1, 2) in Tables 2 and 3, respectively.
Fig. 1. Average cost rate C(M, N ).
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Table 1
Some results obtained from Eq. (6)
N
M 1 2 3 4 5 6 7
1 6.0000 0.8188 −0.4367 −0.8104 −0.8345 −0.6768 −0.4075
2 −1.5487 −5.6400 −6.5550 −6.7429 −6.6367 −6.3737 −6.0110
3 −3.6151 −7.3995 −8.2227 −8.3636 −8.2266 −7.9402 −7.5578
4 −4.4733 −8.1098 −8.8919 −9.0137 −8.8660 −8.5726 −8.1852
5 −4.8667 −8.4138 −9.1734 −9.2867 −9.1356 −8.8413 −8.4544
6 −5.0297 −8.5151 −9.2611 −9.3709 −9.2200 −8.9279 −8.5440
7 −5.0599 −8.4984 −9.2358 −9.3449 −9.1963 −8.9080 −8.5289
8 −5.0047 −8.4055 −9.1372 −9.2472 −9.1023 −8.8189 −8.4455
9 −4.8905 −8.2589 −8.9869 −9.0991 −8.9586 −8.6809 −8.3141
10 −4.7327 −8.0723 −8.7978 −8.9130 −8.7776 −8.5062 −8.1464
Table 2
Some results obtained from Eq. (6) for some values of ai
a1 b1 a2 b2 (M∗, N∗) C(M∗, N∗)
1.01 0.95 1.02 0.92 (8, 5) −10.7729
1.02 0.95 1.03 0.92 (7, 4) −10.4297
1.03 0.95 1.05 0.92 (7, 4) −10.0282
1.04 0.95 1.06 0.92 (7, 4) −9.7348
1.05 0.95 1.08 0.92 (6, 4) −9.3709
1.06 0.95 1.09 0.92 (6, 4) −9.1125
1.07 0.95 1.10 0.92 (6, 4) −8.8569
1.08 0.95 1.12 0.92 (6, 4) −8.5084
1.09 0.95 1.14 0.92 (5, 3) −8.2334
1.10 0.95 1.15 0.92 (5, 3) −8.0390
Table 3
Some results obtained from Eq. (6) for some values of bi
a1 b1 a2 b2 (M∗, N∗) C(M∗, N∗)
1.05 0.99 1.08 0.98 (8, 5) −10.1909
1.05 0.98 1.08 0.96 (8, 4) −9.9142
1.05 0.97 1.08 0.95 (7, 4) −9.7464
1.05 0.96 1.08 0.94 (7, 4) −9.5737
1.05 0.95 1.08 0.92 (6, 4) −9.3709
1.05 0.94 1.08 0.91 (6, 4) −9.2196
1.05 0.93 1.08 0.90 (6, 4) −9.0639
1.05 0.92 1.08 0.88 (5, 3) −8.8698
1.05 0.91 1.08 0.87 (5, 3) −8.7708
1.05 0.90 1.08 0.85 (5, 3) −8.6448
In Table 2, when bi (i = 1, 2) and other parameters are invariant, then (M∗, N∗) is nonincreasing in ai (i = 1, 2),
but C(M∗, N∗) is increasing in ai (i = 1, 2). In Table 3, when ai (i = 1, 2) and other parameters are invariant, then
(M∗, N∗) is nondecreasing in bi (i = 1, 2), but C(M∗, N∗) is decreasing in bi (i = 1, 2). According to Tables 2
and 3, we can see that the optimal replacement policy (M∗, N∗) and minimum C(M∗, N∗) are sensitive to the tiny
changes of ai or bi (i = 1, 2), when the other parameters are invariant. Therefore, introducing the geometric process
repair model is necessary and appropriate for the deteriorating two-component series repairable system in this paper.
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