We describe a method to identify protein domain boundaries from sequence information alone based on the assumption that hydrophobic residues cluster together in space. SnapDRAGON is a suite of programs developed to predict domain boundaries based on the consistency observed in a set of alternative ab initio three-dimensional (3D) models generated for a given protein multiple sequence alignment. This is achieved by running a distance geometry-based folding technique in conjunction with a 3D-domain assignment algorithm. The overall accuracy of our method in predicting the number of domains for a non-redundant data set of 414 multiple alignments, representing 185 single and 231 multiple-domain proteins, is 72.4 %. Using domain linker regions observed in the tertiary structures associated with each query alignment as the standard of truth, inter-domain boundary positions are delineated with an accuracy of 63.9 % for proteins comprising continuous domains only, and 35.4 % for proteins with discontinuous domains. Overall, domain boundaries are delineated with an accuracy of 51.8 %. The prediction accuracy values are independent of the pair-wise sequence similarities within each of the alignments. These results demonstrate the capability of our method to delineate domains in protein sequences associated with a wide variety of structural domain organisation.
Introduction
Understanding the domain content of a protein is a crucial step for many areas in protein science. For example, structural studies by NMR and X-ray crystallography have been greatly aided by the consideration of the modular nature of proteins. 1 The ability to build constructs based on knowledge of the domain boundaries is particularly important for structure elucidation by NMR, which requires relatively small proteins for analysis. 2 Furthermore, using sequence fragments corresponding to individual domains in a database search for related sequences is often more successful than using the whole protein sequence. 3 This is because individual domains are most likely to correspond to recurring functional and evolutionary units of a protein. 4 Nature brings many domains together with an almost in®nite number of combinations. Based on this principle, structural genomics initiatives need only solve the structures for these recurring domains, and then use them as molecular templates for comparative modelling. 5 Wetlaufer 6 ®rst proposed the concept of the domain in 1973 after X-ray crystallographic studies of hen lysozyme, 7 papain, 8 and limited proteolysis analyses of immunoglobulins. 9 , 10 Wetlaufer de®ned domains as stable units of protein structure, which could fold autonomously. Although there is no absolute de®nition, domains are generally regarded as compact, semi-independent units, 11 where each domain contains an identi®able hydrophobic core. 12 Identi®cation of domains from protein sequence has become an intensely researched area. Most efforts of domain delineation have relied on comparative sequence searches in an attempt to infer domain boundaries from homology. 13 ± 18 These methods have been successful at identifying modules, i.e. domains corresponding to a contiguous sequence segment, when sequence similarity is above the so-called twilight zone. At lower sequence similarity levels, however, evolutionary relationships are often discernible only at the level of tertiary structure. Furthermore, without any variation of domain connectivity within a protein (a) Figure 1 . Overview of the SnapDRAGON method. (a) Example of three DRAGON models (visualised using the MOLMOL package 30 ) generated for protein 2eifA. A total of 100 models are generated for a given multiple sequence alignment and predicted secondary structure information. (b) Plot of the boundaries predicted for each of the 100 DRAGON models versus the sequence position. Domain boundaries are assigned to each DRAGON model using the method by Taylor. 31 (c) Plot of the boundary Z-scores versus the sequence position. The boundaries for each DRA-GON model are summed along the length of the sequence and smoothed using a biased window approach. The resulting boundary scores are then converted to Z-scores. Each signi®cant peak in the graph represents a predicted boundary. For details, see the text.
family, domain positions cannot be inferred. Comparative sequence-based methods have further dif®culty in boundary assignment where domains are highly associated or discontinuous, i.e. where more than one segment of a chain is required to form a complete domain. Even if the proper domain relationships are recognised in principle, the assignments by these alignment-based methods may show signi®cant shifts relative to the exact structural boundaries between the domains. 19 Relatively few methods have been developed for the assignment of domains based on physical principles. Busetta and Barrans 20 early on applied a protein folding method based on the interaction and accumulation of secondary structure units into domains. Regions with weak interactions between secondary structures were de®ned as domain boundaries. Kikuchi et al. 21 predicted contacts between residues based on statistical observations and then associated structural domains with areas of high contact density in a two-dimensional residue contact map. Finally, Vonderviszt and Simon 22 attempted to predict domain boundaries using the concept that short-range interactions play a dominant role in domain stabilisation and that regions between domains would have a lesser preference for short-range interactions. Despite the creativity in these early approaches, none appeared successful in providing reliable domain boundary predictions. 23 Recently, Wheelan and co-workers developed a method to predict boundary locations using statistical knowledge of domain lengths. 24 However, accurate results using this method are limited to two-domain proteins with less than 300 residues.
Here, we introduce a new method for domain boundary prediction, SnapDRAGON. It incorporates an ab initio protein folding method, DRA-GON,. [25] [26] [27] which folds a polypeptide based primarily on the notion of conserved hydrophobicity of amino acids, as well as secondary structure prediction by the PREDATOR technique. 28, 29 In principle, SnapDRAGON employs the DRAGON algorithm to generate a large number of ab initio 3D model structures for a given multiple sequence alignment (with predicted secondary structure) and assigns automatically the domain boundaries for each of the models. Final predicted domain boundaries are derived from the consistency of the domain boundary assignments observed in the set of alternative 3D models.
Model generation by SnapDRAGON results in a set of 3D models that vary in structure with different domain contents and associated boundary positions. However, at this stage we are not interested in the details of the overall fold, but merely if we can consistently form isolated globular units given a multiple alignment and a notion of secondary structure (for a summary of the SnapDRAGON method, see Figure 1 ).
Results

Database
SnapDRAGON was applied to a non-redundant set of 414 multiple alignments (see Methods). Each of the alignments is associated with a known structure in the PDB depository, 32 for which the domain boundaries were assigned using a consistency criterion over three techniques (see Methods). The alignments show a wide distribution of protein lengths and domain numbers. The data set consists of 183 singular domain proteins and 231 multiple domain proteins. Of the latter, 98 structures comprise at least one discontinuous segment.
DRAGON model consistency
Of 183 single-domain proteins, an average of 66.6 % (AE18.3 %) of the DRAGON models per protein show a single domain structure. Based on these models, SnapDRAGON predicts no boundaries for 86 of these single-domain proteins (47 %). Figure 2 represents the error within domain and boundary number assignment made by DRAGON for each alignment, calculated by subtracting the real number of domains from the average number assigned to the 100 DRAGON models generated for each test alignment. The average domain number assignment is slightly over-estimated in our protein set, with an average of 0.22 (AE0.72) per protein. The mean number of domain boundaries assigned to each protein (Figure 2(b) ) is also somewhat over-estimated with an average over all proteins of 0.66 (AE1.33). This is mainly due to a tendency of the DRAGON method to form discontinuous domains, which happens particularly if modelling is carried out for longer alignments. One of the reasons for this is that DRAGON models may not always be as compact as real proteins, such that a``single domain'' will sometimes be assigned as two domains with many inter-domain linkers. Figure 3 (a) and (b) displays, respectively, the average number of domains and boundaries for the DRAGON models generated for each alignment. Despite the above slight over-predictions, both average domain and boundary numbers correlate well with the true data, with cross-correlation coef®cients of 0.56 and 0.58, respectively. The correlation coef®cients for the distribution of average domain numbers, assigned to the DRA-GON models as a function of chain length, and that of the real structures are 0.652 and 0.789, respectively. The corresponding regression lines both show a slope of 0.004 (Figure 3(a) ), suggesting a balanced prediction of domain number over the length distribution of the test proteins. The correlation coef®cients for the distribution of average boundary numbers over 100 models per protein against the chain length and the real domain numbers are 0.923 and 0.601, with slopes of 0.011 and 0.007, respectively (Figure 3(b) ), con®rming the over-prediction for longer chain lengths. The bias towards more complex structures with larger alignments becomes salient when we calculate the correlation for smaller proteins (less than 400 residues), which results in regression line slopes of 0.010 for both boundary distributions. While the spread of the domain numbers across the models for each protein is almost constant over the length distribution of proteins in our reference data set (Figure 3 (c)), with growing chain lengths, the standard deviation associated with the average boundary number increases (Figure 3(d) ), re¯ecting the greater structural variability of DRAGON models for larger proteins.
Tuning the prediction protocol
Using the domain boundary assignments across 100 DRAGON models for each protein, average positional scores are calculated by sliding a window using a biased averaging protocol (see Methods) to smooth the added domain boundary assignments from each model (Figure 1 ). The distribution is normalised to a zero mean and unit standard deviation. A Z-score cut-off of 2.00 gave the best results with an average number of boundary predictions, i.e. peaks scoring beyond the cutoff, of 2.10. This number approaches the average number of 1.97 for the real domain boundaries in our data set. The biased smoothing of boundary assignments reduced the average over-prediction from 0.66, which was calculated from the average number of boundaries assigned to each DRAGON model, to 0.13 for each protein. Moreover, the distribution of the SnapDRAGON prediction errors versus the length of the reference proteins (Figure 4(a) ) shows that the length bias has disappeared. Figure 4 (b) depicts the frequencies of the types of correct and erroneous prediction of domain boundary numbers: the main diagonal corresponds to correct prediction, which corresponds to 38.1 % of proteins having their correct boundary number assigned by SnapDRAGON while 78.4 % of the reference proteins have correct boundary assignments within an error margin of AE1.
Evaluating boundary prediction Table 1 shows the accuracy of SnapDRAGON, and that of two``baseline'' approaches (see Methods), in predicting domain boundary locations within the 231 multiple domain proteins. Here, a boundary prediction is regarded as successful whenever it is positioned within the stretch of a real linker within the structure associated with each of test data set entries, de®ned as detailed in Methods. Two measures of prediction accuracy are shown in Table 1 . The ®rst measure is the percentage of linkers in each of the test proteins accurately predicted by our method: TP/(TP FN), where TP is the number of true positive boundary predictions and FN the number of false negatives, i.e. real boundaries that have not been predicted. While in sequence database searches this number is alternatively referred to as sensitivity or coverage, it will be called linker coverage here. The second measure is the percentage of all SnapDRA-GON boundary predictions that landed within observed linkers: TP/(TP FP). The latter measure is sometimes referred to as positive prediction value (PPV), but here will be named prediction success.
As a control, we compared the SnapDRAGON prediction results with those of two different baseline methods, both based on structural characteristics (see Methods). The ®rst baseline method predicts boundary positions by separating a sequence into equally sized domains, based on the number of boundary predictions made by Snap-DRAGON. The second baseline method predicts the number of domain boundaries based on the observed distribution of domain sizes, such that it can result in a different number of linker predictions than SnapDRAGON or the ®rst baseline method.
Prediction results
The overall accuracy of SnapDRAGON domain content prediction for our data set is 72.4(AE17.4) %, which was calculated using the observed number of domains in the structures associated with each database entry as a reference. Calculated over all linkers in our reference data set, the linker coverage in the continuous domain set is 55.2 %, while, due to a lower coverage of 33.0 % for linkers within discontinuous proteins, the overall SnapDRAGON accuracy is 42.3 % (Table 1A) . Overall, the ®rst baseline method shows a linker coverage of 30.6 %, while the second baseline method reaches 30.3 % (Table 1A) . Hence the improvement of our method is 38 % and 40 %, respectively, relative to the two baseline methods. Table 1B shows the linker coverage per protein. An average of 51.8(AE39.1) %, 34.7(AE40.8) % and 35.7(AE41.3) % of true linkers are found by the SnapDRAGON and two baseline methods, respectively. The overall relative coverage increase of SnapDRAGON compared to the best baseline method is 45 %. The prediction of boundaries for continuous proteins becomes relatively accurate here with a per-protein coverage of 63.9 %, while the prediction for discontinuous proteins falls behind at 35.4 %, constituting a relative loss in linker coverage of 45 % compared to prediction for continuous proteins. Given the relatively small numbers of domain boundaries within proteins, the high error numbers of the prediction averages per protein are expected (Table 1B) .
The over-prediction of SnapDRAGON is re¯ected in the prediction success, which shows slightly lower values. However, the success rate of the predictions (measure 2) is well balanced: Over the discontinuous proteins, the success rate of 40.7 % is slightly higher than that for the continuous proteins. Nonetheless, a consequence of overpredicting is that we introduce a number of false positives. Overall, the proportion of false positive linker predictions of our method is 60 %. Note, however, that other methods produce a number of top predictions for each protein in a reference set, Prediction scores are given for the set of 231 multiple domain proteins. Coverage is the percentage real linkers predicted (measure 1). Success is the percentage of correct predictions made (measure 2). Baseline 1 are predictions made using the number of domains predicted by SnapDRAGON and Baseline 2 are predictions made using predicted domain number based on the observed distribution of domain sizes. which are then evaluated. For example, the results stated by Wheelan et al. 24 are based on ten top predictions for each protein, based on a linker region de®nition of AE20 residues around true boundaries, which has been used in previous studies. 24, 33 At this resolution, SnapDRAGON attains a linker coverage of 60.7 % and a prediction success of 56.3 %, while the second baseline method scores 46.0 % coverage and 35.2 % prediction success.
While the performance of the three approaches generally falls with increasing chain lengths, it is interesting that the linker coverage for the discontinuous set does not drop with increasing sequence lengths (data not shown). The chance of successfully predicting a linker in the discontinuous set might increase with larger proteins because of the aforementioned tendency of DRAGON to generate large structures with increased complexity in domain organisation and the fact that the sequential separation of linkers is much smaller in discontinuous proteins than in the continuous set. Indeed, the average fraction of linker residues in discontinuous proteins of 20.6(AE7.5) % is much larger than the fraction for continuous proteins, which averages at 14.1(AE6.9) %, leading to the aforementioned overall fraction of 16.8 % over all proteins.
Yet another way of assessing our method is to compare it with random prediction, which would naively have a chance of predicting real linkers directly proportionate to the fraction of total linker regions in each of the test proteins. As the fraction of linkers per protein in our multiple domain set is 16.8(AE7.8) %, random prediction, based on drawing with replacement, would lead to 16.8 % accuracy overall. Therefore, SnapDRAGON performs more than three times better than random.
Distance of predicted boundaries from linker regions
An alternative way to measure the prediction accuracy is calculating the distance between a predicted boundary and the nearest true linker region. It is calculated here by taking the number of residues separating the prediction from the nearest end of a linker and normalising this number by the sequence length to facilitate comparison. Linkers are predicted by our method with an average distance of 7.0(AE10.8) % of the sequence length. The two baseline methods attained a relative distance of 9.3(AE10.9) % and 9.1(AE10.6) %, respectively. The best baseline method is therefore on average more than two percentage points further away from a linker than is SnapDRAGON, which, for example, amounts to a difference of seven residues for a 350-residue protein.
Independence from sequence identity
There is no apparent correlation (-0
Discussion Application of the method
The identi®cation of the exact position of N and C termini of domains within a protein is an important ®rst step in many areas of molecular biology. Several studies have highlighted the dif®-culty in identifying domain boundaries, showing that incorrect assignment can lead to completely unfolded peptides. 19, 34, 35 We have described a method based on sampling generated 3D models, which are built using information from multiple alignments and secondary structure prediction. Our method is able to successfully predict the domain content of a protein, and can also position domain boundaries with reasonable success. This might be helpful for any structural biologist required to delineate structural domains in a protein sequence, as domain prediction will identify target proteins for structural elucidation. Alternatively, knowledge about the domain content of a query sequence might aid comparative modelling efforts. In general, the recognition of domains in protein sequences will greatly improve sequence analysis and structure prediction. 3, 36 Modelling the hydrophobic collapse Ab initio folding of a protein sequence into its tertiary structure remains one of the greatest challenges in computational biology, a goal that has eluded researchers for the last 30 years. Although many models of protein folding have been described (for a detailed review, see Dill 37 ), the main driving force of protein folding was recognised early on to be the burial of hydrophobic side-chains into the interior of the molecule, creating a hydrophobic core and hydrophilic surface. 38 Since 40 ) have stressed the importance of the hydrophobic collapse for protein folding. Since hydrophobic interactions play a major role in organising and stabilising the tertiary structure of proteins, 41, 42 such interactions are seen to be preserved in fold families where there is little or no sequence homology between its members. 43 Following this notion, we assume that protein folding is a result of chain collapse driven by the hydrophobic effect, effected in our tertiary model building efforts by preferentially bringing residues together in space that show conserved hydrophobicity in the associated query alignment. Model building is also based on predicted secondary structure elements, which lower the degrees of freedom of our folding method in packing hydrophobic residues. The consistency of the models to pack hydrophobic residues into multiple cores provides insight into domain formation.
Model variation
The SnapDRAGON technique requires the generation of 100 test models. Most if not all of these models are likely to contain structurally incorrect regions and will vary greatly in structure between models. For example, building 100 models for a multiple alignment associated with a protein of about 150 residues in length can lead to an average root-mean-square deviation (RMSD) of over 10 A Ê , when measured after all-against-all structural super-positioning. 44 It is commonly accepted that with RMSD values of more than 6 A Ê , any structural relationship between a pair of structures cannot be inferred anymore. However, the variation between the models gives us a means to evaluate hydrophobic packing at the course-grained level of domain folding. Although the main-chain trace through the protein core can be dramatically different in each of the models, the consistency in packing ensembles of hydrophobic residues provides a discernible signal for domain boundary placement.
Control methods
There are a number of domain prediction algorithms available, which attempt to delineate domain boundaries based on ®nding homologous sequence fragments in databases, for example by PSI-BLAS-T.
14 However, there are no prediction algorithms available that predict the boundaries relying on ®rst principles, such as the SnapDRAGON method introduced here, with which we can readily compare our method. The approach by Wheelan et al. 24 is based on domain size distributions, but in practice does not give a de®nitive answer and often provides a list of very different solutions. We therefore designed two baseline methods to check the validity of our prediction results. Both methods naively delineate domains by cutting the sequence in equal parts, although the methods differ in determining the number of boundaries per protein: while the ®rst baseline method uses the number predicted by SnapDRAGON, the second method contains an algorithm that optimises the number of predicted domains following the distribution of domain sizes observed in the database. This brings the second baseline close to the approach by Wheelan et al. 24 A further step in raising the complexity and possible predictive power of the latter baseline method might involve using the length distribution of domain types in classes such as a, b, a/b domain structures, and then use the distribution of predicted secondary structure elements in assigning the most likely types of domains with associated sizes for a given protein sequence. However, we inspected the CATH database 46 and found that the length distributions of the deposited a and b-type domains were identical with an average value of 136 residues. Although the a/b domains in CATH displayed a slightly larger average length of 180, this is probably due to an overrepresentation of the a/b-barrel fold in the CATH database. Given the similar size distributions of the various domain classes, and uncertainty in combining domain class-related statistics and secondary structure information, it appears that our current two baseline control methods are appropriate.
Statistical significance of DRAGON models
Here, we assess the statistical signi®cance of boundary placements over 100 DRAGON models generated for an alignment using a biased averaging protocol and normalisation of the data to zero mean and unit standard deviation (self Zscores). Peaks are then taken as signi®cant whenever they are more than 2.0 standard deviations above the mean (Figure 1(c) ). Previously we have employed a random background for statistical comparison by creating a set of ®ve randomised alignments with associated predicted secondary structure on which DRAGON was used to generate 500 models, i.e. 100 models for each alignment. The same protocol as for the self Z-scores here was then used to compile an average random score value and standard deviation from the distribution of the boundaries in the 500 background models. The rationale behind scrambling the alignment columns is to assess the uniqueness of the hydro- phobic collapse given the distribution of conserved hydrophobic positions over the alignment. As this distribution is believed to be crucial for folding in multi-domain proteins, the scrambled alignments are expected to lead to models with entirely different and spurious domain structures, thereby effectively randomising the placement of domain boundaries. However, the generation of such a random background for each protein appeared prohibitive for the number of proteins we have studied here, due to the time required for generating the vast number of models (see Methods). However, we have studied the effect of the randomisation for a smaller independent non-redundant set of 57 protein alignments, the results of which are in Table 2 . The Table compares the prediction results using the random background from 500 control models, using the optimal Z-score cut-off of 2.0, with those resulting from a self Z-score threshold of 1.0 and 2.0. While caution should be taken because of the small database size, it is clear that good prediction results can be achieved when Z-scores from randomised control models are used; in this case leading to an average linker coverage of 54.8 %. However, the best prediction with a linker coverage 64.7 % is reached for the continuous subset using a self Z-score cut-off of 1.0, albeit the at the expense of over-prediction, leading to lower prediction success rates ( Table 2 ). The evaluation of prediction results using the randomised background models is functional in SnapDRAGON and should be included in boundary predictions for small data sets.
Domain size and folding
It might be argued that the DRAGON method should ideally be used to generate structures for a single domain. However, when faced with larger protein sequences, DRAGON becomes unable to form a single hydrophobic core and hence is forced to split the protein into several domains. Such a phenomenon is also observed in nature, where domain length follows a narrow distribution with an average of about 100 residues. 45 To account for domain formation in proteins, Dill 40 developed a lattice model and predicted an optimal chain length for maximal protein stability. If a polypeptide chain is short, less than 70 residues, the protein has little interior volume to form enough favourable contacts between hydrophobic residues. On the other hand, a long polypeptide would be forced to bury many unfavourable hydrophilic residues into the interior, given a particular ratio of hydrophobic and hydrophilic residues. Long stretches of hydrophobic residues, which would enable large hydrophobic cores, are rarely observed in sequences of soluble proteins. For example, hydrophobic sequence stretches within the globular proteins in the CATH 46 domain database rarely go beyond a length of ten amino acid residues, when as hydrophobic residues the types Ala, Cys, Phe, Gly, Ile, Leu, Met, Pro, Val, Trp and Tyr are taken. Consequently there are no observed protein structures of more than 250 residues that contain a large single hydrophobic core. 47 Given the observed random distribution of hydrophobic residues in proteins, domain formation appears to be the optimal solution for a protein to bury its hydrophobic residues whilst keeping hydrophilic residues at the surface.
Using external information
Various sources of external information can be used to enhance the domain recognition process. For example, when dealing with very large protein sequences, it could be bene®cial, given the computational expense of our method, to include information from homology searches against sequence databases such as Pfam 48 and PRODOM. 14 The consistent matching of local alignments obtained by such searches can pinpoint where a query sequence or alignment might be cut. The resulting fragments could then be given to SnapDRAGON for further re®nement of the boundary predictions. Also, transmembrane and coiled coil regions are points that separate globular domains, which can be reliably identi®ed in protein sequence using predictive tools. 49, 50 Further, many domains in protein structures are repeats, which vary dramatically in divergence 51 but can be delineated using accurate prediction tools. 52 Incorporating such ®lter methods is likely to enhance the accuracy of domain boundary prediction from sequence. Many sources of additional information can readily be speci®ed and used by DRAGON, such as speci®c distance restraints (lower and upper bounds) and predicted or experimentally determined residue solvent accessibility values. 53 This makes it relatively easy to encode domain barriers such as transmembrane segments or repeat boundaries, thus driving DRAGON to pack the segments¯ank-ing these barriers into separate domains. 
Materials and Methods
SnapDRAGON is a suite of programs developed for the prediction of domain boundaries based on information from a multiple alignment of protein sequences and secondary structure prediction. All programs were written in ANSI C, C , and Perl5 and run on a Linux cluster of 128 Pentium III processors. A summary of the method is presented in Figure 1 .
Constructing the 3D models
We used the DRAGON method by Aszo Â di and Taylor 25 ± 27 to construct the basic 3D model structures. DRAGON takes a multiple alignment and secondary structure information as input, and initially constructs a random high-dimensional C a distance matrix for a target sequence. Distance geometry, incorporating a hierarchical projection method, is then used to ®nd the 3D conformation corresponding to a pre-described target matrix. The target matrix consists of desired distances between residues, which are inferred from (i) the input multiple alignment, based on the assumption that pairs of residues that are both conserved and hydrophobic are likely to be close together in the core of the molecule, 54 and (ii) the types and interactions of secondary structure elements.
Hierarchical projection is repeated until optimal convergence between the random and the target matrix is achieved, as well as full embedding into three dimensions. The embedding into three dimensions is achieved through a``divide and conquer'' principle; based on the classic embedding approach by Crippen and Havel, 55 which, due to its reliance on matrix diagonalisation, is a computationally expensive operation. Here, the C a distance matrix is ®rst divided into smaller clusters. Then, separately, each cluster is embedded toward a local centroid. A ®nal structure is generated from full embedding of the multiple centroids and their local structures. Final structures generally have hydrophobic cores and hydrophilic residues on the surface. In addition to the secondary structure elements speci®ed by the user, secondary structure formation can also spontaneously occur when chain segments approach each other below a pre-set distance threshold. In this way the hydrophobic effect in¯u-ences the formation of hydrogen bonds. 56 Using the above scenario, the DRAGON method can build a set of alternative models, where the construction of each model starts with a differently randomised C a distance matrix (see above). This results in a set of ®nal models that are likely to vary in structure with different domain boundary positions. However, at this stage we are not interested in the details of the overall fold, but merely if we can consistently form isolated units of globularity given a multiple alignment and a notion of secondary structure.
Running DRAGON
As mentioned above, DRAGON requires a multiple alignment of sequences related to a target protein and secondary structure information. Here, three-state secondary structure (a, b, coil) was predicted using PRE-DATOR 28, 29 for each sequence in the alignment, a consensus assignment (75 %) was then used. In the case of b-strand annotation, the original DRAGON method requires a description of the strand connectivity in bsheets. Since we assume we do not know the strand connectivity, we modi®ed the input protocol to be able to enter strand information as distance constraints from the N to the C-terminal C a atom within each strand, thus avoiding specifying their connectivity. Maximum and minimum distances for a b-strand were calculated by multiplying the number of peptide bonds in a strand by 3.2 A Ê (antiparallel) and 3.4 A Ê (parallel), respectively. 57 Helix predictions for an input alignment could be given to DRAGON directly. The DRAGON method enables the speci®cation of con®dence values for each of the speci®ed secondary structure. We used a value of 0.4 for helices and 0.8 for strands (range 0-1), which is a stringency that biases DRAGON to follow the recommendations, while deviations can still occur. Using the above scenario, 100 model structures were generated for each test alignment (see below).
Domain boundary assignment
Once 100 DRAGON models are generated for a given alignment, a domain assignment tool is run on each of the structures. We use the technique of Taylor 31 to delineate the domain boundaries. This method initially assigns to each residue in the protein structure a numeric label (initially the sequential residue number). It then iteratively changes the labels of the residues based on their respective neighbourhoods. If a residue is surrounded by neighbours (within a given radius r) with, on average, a higher label than the central residue, its label is increased by one; otherwise it is lowered by one. This test and label reassignment is made repeatedly to each residue in the protein chain until convergence is reached. This neighbourhood-based iteration protocol results in compact regions iterating towards the same residue number. The ®nal domain boundaries are then assigned in between such compact domain regions.
Calculating domain boundary scores
All domain boundaries obtained, if any, are recorded. The proposed boundary positions in each of the 100 DRAGON models for an alignment, are then summed along the length of the target sequence and smoothed using a biased sliding window (Figure 1 ). The window is slid over the sequence one residue at a time, where the values at more central positions within the window are weighted higher than values toward either end of the window:
where S i is the score and W i the weight at position i. The latter is de®ned as;
where:
This means that:
The window score is therefore biased towards more cen-tral positions within the window, leading to a smoother curve with de®ned peaks, which appeared not to be attainable with an unbiased sum-and-divide method of smoothing. The biased weighting scheme allows very close peaks to merge into one, removing trivially different boundary predictions. Throughout this work we use a window size of 5 % of the sequence length, rounded to the nearest higher odd integer. For example, a sequence of 200 amino acid residues will have a window length of 11 residues. A window size of 5 % was found to consistently give the best results.
The domain boundary distribution was normalised to a zero mean (m) with corresponding unit standard deviation (s). This is used to convert the positional boundary scores for the 100 test models into Z-scores (Z (x À m)/s). All peaks above a Z-score of 2.00 were then proposed as domain boundaries.
Reference data set
Predictions were assessed using proteins with known 3D structure taken from a non-redundant set held at the NCBI. 58 The proteins in this set are grouped by single linkage clustering based on a BLAST P-value less than 10 À7 , and show pair-wise sequence identity values of 25 % or less. 58 As for the predicted models, each structure was assigned its domain boundaries using the Taylor algorithm 31 (see above). To ensure correct domain annotation, assignments were compared to those made in the SCOP and DALI domain databases. 59, 60 As boundary placement was fairly inconsistent over the three de®-nitions, we limited the reference set to proteins for which at least two of the above three de®nitions corresponded to domain boundary assignments with a separation of ten residues or less.
Since the non-redundant protein set consists largely of single-domain proteins, we randomly selected 15 % of these structures for analysis. Single domain proteins that had sequence lengths greater than 300 residues were removed from this set, as it is debatable whether such larger proteins would consist of only one domain.
Defining domain linkers in reference structures
Since the Taylor algorithm assigns domain boundaries indicated by a single residue position only, we delineated the domain linker regions corresponding to these boundaries in each protein using a de®nition based on secondary structure and solvent accessibility. To determine the exact linker segment connecting two domains, we branch out in two directions from the boundary position. Linker assignment will end if a branch hits a secondary structure comprising three or more residues for a strand or at least four residues for a helix, where secondary structures are assigned using the program DSSP. 64 A minimum length of 20 residues is then imposed on each linker (AE10 residues from the boundary position). The average sequence length of the linkers extracted following the above scenario in our set is 23.3(AE4.0) residues.
Constructing multiple alignments
A multiple sequence alignment was created for each protein in our set. Homologues to a protein were ®rst identi®ed using the iterative database search tool PSI-BLAST 61 using an E-value cut-off of 0.001 and a maximum of four iterations. To achieve maximal information content from the PSI-BLAST results, we ®ltered the sequences for redundancy by using the program OBSTRUCT. 62 OBSTRUCT produces the largest possible subset of protein sequences with pairwise sequence identity scores within a particular range. Here we used a range of >20 % and <60 % sequence identity, which led to an average number of 11.2 sequences per alignment. For each sequence set multiple sequence alignments were generated using the method PRALINE 63 with default parameters.
Control methods
We devised two baseline prediction methods to evaluate the accuracy of SnapDRAGON. The ®rst method to compare our results against, predicts domain boundary positions by dividing the sequence into equal parts based on the number of predicted boundaries made by SnapDRAGON. For example, a protein predicted to have two boundaries is split into three equally sized segments. This is an appropriate method of domain prediction because protein chains tend to segregate evenly between domains, rather than most of a chain being associated with only one of the domains. 65 Also, in many proteins, domain structures are repeated within a single polypeptide chain. 66 The second control method is similar to that used by Wheelan et al. 24 It ®rst predicts the number of domains based on a probability density function (PDF) of known domain sizes. The PDF is constructed from a set of 2750 domains delineated using the domain cutting method of Taylor (1999) from a non-redundant protein set at the NCBI. 58 The distribution has a mean average length of 149 residues and the most frequent domain size is 97 residues. The probability that a protein sequence with a given length has one domain, two domains, three domains and so on, is calculated by referring to the observed data. The number of domains with the highest probability is taken as the prediction and, as in the previous method, the sequence is split equally into the predicted number of domains.
Performance
One run of SnapDRAGON, which produces 100 DRA-GON models, will typically take under one hour for an alignment with a length less than 400 residues, provided 100 nodes on our Linux cluster are free. However, larger sequences will often take several hours because model generation by DRAGON becomes more computationally intensive. For example, while constructing 100 models for the alignment corresponding to the shortest reference structure of 88 residues in our data set took only ten minutes on our cluster, generating this number of models for the alignment associated with the largest structure of 730 residues needed nearly ten hours to complete. Providing general run-time scaling ®gures is complicated by the fact that within a SnapDRAGON run to generate 100 models for a given alignment, the variance in computing time for each of the individual models can be large. Given the large number of models needed for a single query alignment, it is clear that highperformance computing is required for running Snap-DRAGON.
Availability of the method
The SnapDRAGON software will be made available upon request.
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