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Analysis of Planar Shapes Using
Geodesic Paths on Shape Spaces
Eric Klassen, Anuj Srivastava, Washington Mio, and Shantanu H. Joshi
Abstract—For analyzing shapes of planar, closed curves, we propose differential geometric representations of curves using their
direction functions and curvature functions. Shapes are represented as elements of infinite-dimensional spaces and their pairwise
differences are quantified using the lengths of geodesics connecting them on these spaces. We use a Fourier basis to represent
tangents to the shape spaces and then use a gradient-based shooting method to solve for the tangent that connects any two shapes
via a geodesic. Using the Surrey fish database, we demonstrate some applications of this approach: 1) interpolation and extrapolations
of shape changes, 2) clustering of objects according to their shapes, 3) statistics on shape spaces, and 4) Bayesian extraction of
shapes in low-quality images.
Index Terms—Shape metrics, geodesic paths, shape statistics, intrinsic mean shapes, shape-based clustering, shape interpolation.

1I NTRODUCTION
S
HAPES play a pivotal role in understanding objects in
terms of their behavior and characteristics, such as their
growth, health, identity, and functionality. Quantitative
characterization of shapes is emerging as a major area of
research, which will impact diverse applications. Despite a
pressing need for analyzing shapes in many problems, the
current methods are limited in their scope and perfor-
mance. Although shapes are frequently referred to in the
literature, consistent mathematical treatments of shapes are
relatively limited. Only a limited number of papers provide
specific definitions of shapes or shape spaces, or follow it
up with a statistical analysis. It is noteworthy that the
notion of shape exists in many branches of science with
different meanings attached to it. Although the existence of
these diverse notions of shape may be a reason behind the
absence of formal treatments, a lack of sophisticated
mathematical tools is also an important factor.
Among the papers that explicitly study shapes, a major
limitation in many of them is the use of landmarks to define
shapes. Shapes are often encoded by a coarse sampling of
the objects’ boundaries, and the outcome and accuracy of
the ensuing shape analysis is heavily dependent on the
choices made. In addition, it is usually difficult to automate
the selection of these landmarks. A more fundamental
approach is to represent the continuous boundaries as
curves, and then study their shapes. (Of course, any
computer implementation will require an eventual discre-
tization, but there are distinct advantages to the philosophy
of discretizing as late as possible.) However, this approach
requires dealing with infinite-dimensional Riemannian
manifolds, spaces for which tools such as optimization,
random sampling, and hypothesis testing are frequently not
available. Our goal is to develop mathematical formula-
tions, optimization strategies, and statistical procedures to
fundamentally address the outstanding issues in the study
of continuous, planar shapes.
1.1 Motivations for Shape Analysis
Toolsforefficientshapeanalysiswillimpactmanyareassuch
as computer vision, structural genomics, medical imaging,
and computational topology. The issue of representing,
analyzing,estimating,andtrackingshapesiscentraltomany
problems in these applications. Recognition of objects using
observed images is also a well publicized problem in
computer vision. Images provide information about shapes
of the objects and reflectance functions (textures) associated
with the objects’ surfaces. Analyzing the shapes of contours
canprovideimportantcluesabouttheidentitiesoftheobjects.
For instance, an algorithm for analyzing shapes can help
automate recognition of marine animals using contours of
their appearances in images. In practice, where shapes are to
be inferred from low-quality data, statistical formulations,
and inferences become very important. The importance of
statistical inferences in general computer vision is well
documented, although one needs to emphasize the same
needfor a comprehensivestatistical analysis ofshapes. From
computingaveragesandvariationsofgivenshapestotesting
shape hypotheses from given data, standard tools for
statistical analysis need to be extended to formal shape
spaces.Also,notethatthescopeofanyshapetheoryneednot
be restricted to image analysis. Although image under-
standing forms an important application of shape analysis, a
theory should be more general in its scope.
1.2 Past Work in Shape Analysis
Historically, there have been many exemplary efforts in
characterization and quantification of shapes. Efforts by
Kendall [14], Bookstein [2], Dryden and Mardia [7], and
Kent and Mardia [15] have resulted in an elegant statistical
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represented using a finite number of salient points or
landmarks (points in a Euclidean space, IR 2 or IR 3) and one
establishes equivalences with respect to the transformations
that leave shapes unchanged. Shape invariant transforma-
tions are rigid rotations, translations, and nonrigid uniform
scaling. The resulting quotient space, IR 2n=ðSOð2Þ IR 2  
IR þÞ (assuming n landmarks in IR 2 for planar shapes), is a
finite-dimensional Riemannian manifold, often called a
shape manifold; different shapes correspond to elements of
this space and quantification of shape differences is
achieved via a Riemannian metric on this space (for
example, the Procrustean metric). An important aspect of
this work is its maturity to statistical frameworks.
Researchers have defined probability distributions on these
shape manifolds and have sought statistical approaches for
shape estimation. In these approaches, the registration of
corresponding points is often done manually although there
are some exceptions [5].
In Grenander’s formulation [9], shapes are considered as
points on some infinite-dimensional differentiable manifold,
and the variations between the shapes are modeled by the
action of Lie groups (deformations) on this manifold. Low-
dimensional groups, such as rotation, translation, and
scaling,keeptheshapesunchanged,whilehigh-dimensional
diffeomorphism groups smoothly change the object shapes
([30], [21], [10]), a central idea behind deformable template
theory [9]. One limitation of this approach is the need to
consider action of diffeomorphism group on IR 2 and IR 3. The
cost of computing diffeomorphisms is high, especially when
only the contours need be analyzed. Another active area of
research in image analysis has been the use of level sets and
active contours in characterizing object boundaries. How-
ever,thefocushereisonsolvingpartialdifferentialequations
(PDEs) for shape extraction, driven by image features under
smoothness constraints, and statistical analysis of shapes in
this framework is still incipient [6], [20]. In general, the
equivalencerelationsspecifyingshapeinvarianceareseldom
made explicit and the notion of geodesic paths has gained
only limited attention. Cohen and Herlin [4] perform curve
matching by connecting points using individual geodesic
paths derived from level set considerations. In case the
problem is limited to computing shape metrics, many
extrinsic metrics or even their approximations have been
used [23] without the use of a formal statistical framework.
However, a statistical formulation requires an intrinsic
approach to shape analysis. An interesting method for
comparing planar shapes using bimorphisms is presented
in [28], although the definition of a shape is quite broad here.
1.3 Our Approach
We are interested in a formal study of shapes that
generalizes beyond the above-mentioned ideas. In this
paper, we seek characterizations of shapes that are general
in the following sense:
1. We will view each contour as a continuous curve,
thus avoiding the difficult issue of automatically
finding landmarks.
2. We will avoid the diffeomorphisms of Euclidean
spaces and will deal more intrinsically with the
shape spaces.
3. We will derive a full statistical framework.
4. We will use ordinary differential equations to drive
contours rather than computationally more expen-
sive PDEs.
The main idea presented in this paper is the use of
computational differential geometry, i.e., a computational
analysis of shapes using differential geometry of both
curves and spaces of curves. Specifically, we 1) derive
differential geometric representations of shapes represented
by planar curves, 2) develop algorithms for computing
geodesic paths between arbitrary shapes on the resulting
shape spaces, and 3) apply this shape analysis to problems
in object clustering and shape inferences. In order to
develop future statistical procedures for analyzing shapes,
we will address the issues of defining and computing
inferences (means, variances, etc.) on these shape spaces.
These tools are readily available for inferences and
optimization on Euclidean spaces, but our goal is to extend
them to the spaces associated with continuous shapes.
Although curves in IR 2 can be conveniently parameterized
by their arc lengths, there are still several ways of
representing these parameterized curves. In this paper, we
study two such representations: one using the direction
functions and another using the curvature functions and
analyze the two resulting shape spaces.
The remaining paper is organized as follows: In Section 2,
we describe geometric representations of closed, planar
curves and, in Section 3, we study the geometries of the
resulting shape spaces, including the construction of
geodesics on them. In Section 4, we present numerical
methods for finding geodesics (on shape spaces) connecting
any two arbitrary shapes. Some applications demonstrating
these tools are presented in Section 5.
2G EOMETRIC REPRESENTATIONS OF
PLANAR SHAPES
We consider objects whose boundaries are given by closed
curves with a single component, viewed as closed im-
mersed curves in the plane IR 2. Curves that differ by
orientation preserving rigid motions (rigid rotation and
translation in IR 2) and uniform scaling (of IR 2)a r e
considered to represent the same shape, so we will need
representations that are invariant to these transformations.
Scaling can be quickly resolved by fixing the length of the
curves to be, say, 2 , but other invariances require further
consideration.
Curves are assumed to be parameterized by arclength
(using notation  :I R! IR 2) with period 2  and satisfy
j 0ðsÞj ¼ 1, for every s. In this paper, the term periodic will
always mean periodic with period 2 . The two coordinate
functions of   are denoted as ð 1ðsÞ;  2ðsÞÞ. Associated with
each  , there is a tangent indicatrix v:I R! S S
1   IR 2 given by
vðsÞ¼ 0ðsÞ, where S S
1 denotes the unit circle. We can write
the tangent indicatrix in the form vðsÞ¼ 0ðsÞ¼ej ðsÞ, where
  :I R! IR and j ¼
ﬃﬃﬃﬃﬃﬃﬃ
 1
p
. We are identifying IR 2 with the
complex plane C C in the usual way. We refer to   as a
direction function or angle function for the given curve. For
each s,  ðsÞ gives the angle that the vector  0ðsÞ makes with
the positive x-axis.I fv is continuous and we require   to be
KLASSEN ET AL.: ANALYSIS OF PLANAR SHAPES USING GEODESIC PATHS ON SHAPE SPACES 373continuous, then the above relation determines   up to the
addition of an integer multiple of 2 . The curvature of   at
s 2 IR is defined by  ðsÞ¼ 0ðsÞ.   is completely determined
by  , assuming   is twice differentiable. Note that   is
periodic, while   is not necessarily periodic; however,  ðs þ
2 Þ  ðsÞ¼2 n for some integer n. This integer is called
the rotation index of the curve and measures how many
times the tangent vector rotates as the curve is traversed one
time. It is well-known that, if   is a smooth simple closed
curve (i.e.,   is periodic and, for all s;t 2½ 0;2 Þ,
s 6¼ t )  ðsÞ 6¼  ðtÞ), then the rotation index of   is  1
(see, e.g., [3, p. 396]), where the sign depends on the
direction in which the curve is traversed. Because we are
primarily interested in simple closed curves, we will restrict
our attention in this paper to the set of curves of rotation
index 1. While this set is larger than the set of simple closed
curves, it contains the set of simple closed curves as an open
subset. We use this larger set because it is complete (i.e., it
contains its own limit points) and, hence, is a much better
manifold on which to do differential geometry (e.g.,
geodesics exist and can be extended infinitely in either
direction [16]).
In this paper, we use IL 2 to denote the space of all real-
valued functions IR ! IR which have period 2  and are
square integrable on ½0;2  . Also, we will use the inner
product hf1;f 2i¼
R 2 
0 f1ðsÞf2ðsÞds on IL 2, and let kfk denote
the norm
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
hf;fi
p
for f 2 IL 2. This choice of metric implies a
measurement of the “bending” energy in going from one
shape to another. There are at least two ways of represent-
ing planar curves: one using the direction function   and
another using the curvature function  . We will analyze
shapes under both these representations.
Case 1: Shape Representation Using Direction Func-
tions. Let  ðsÞ be the direction function of a planar curve.
For the unit circle, a direction function is  0ðsÞ¼s. For any
other closed curve of rotation index 1, the direction function
takes the form   ¼  0 þ f, where f 2 IL 2. The space  0 þ IL 2
is not a vector space but is an affine space since any two of
its elements differ by an element of IL 2. Also, its tangent
space at any point is naturally identified with IL 2. To isolate
and focus on the curves of interest, we will impose the
following restrictions.
1. Addition of a constant to the direction function  
results in a rotation of the corresponding curve in the
plane. This addition generates an action of IR on  0þ
IL 2 and to make shapes invariant to rotation, we want
to mod out by this group action. We do this by
restricting our attention to those   2  0 þ IL 2 whose
mean value over ½0;2   is  , 1
2 
R 2 
0  ðsÞds ¼  .
Although any constant can be used instead of  ,w e
c h o s ei tt oi n c l u d et h ei d e n t i t yf u n c t i o ni nt h e
restricted set. Note that this restriction gives us a
“slice” of the I R-action which is perpendicular to all
the IR-orbits in the IL 2 inner product. As a result, all
geodesics perpendicular to these IR-orbits (hence, all
geodesics in the quotient space) will be contained in
such a slice.
2. Not every direction function   2ð  0 þ IL 2Þ corre-
sponds to a closed curve. To result in a closed
curve,   must satisfy the closure condition: R 2 
0 expðj  ðsÞÞds ¼ 0.
We define C1  ð  0 þ IL 2Þ to be the set of all elements of
 0 þ IL 2 that satisfy conditions 1 and 2 above. More
formally, define a map  1 ¼ð  1
1;  2
1;  3
1Þ: ð 0 þ IL 2Þ!IR 3 by
 1
1ð Þ¼
1
2 
Z 2 
0
 ðsÞ ds;
 2
1ð Þ¼
Z 2 
0
cosð ðsÞÞ ds;
 3
1ð Þ¼
Z 2 
0
sinð ðsÞÞ ds;
ð1Þ
then, C1 can be written as   1
1 ð ;0;0Þ. It can be shown that
d 1 is surjective and, by the implicit function theorem, C1 is
a complete submanifold of  0 þ IL 2 of codimension three
(see, for example, [16], Section 2.2). By restricting the
IL 2-inner product to the tangent space of C1, it becomes a
Hilbert manifold.
C1 is termed as a preshape space since it is possible to
have multiple elements of C1 denoting the same shape. This
variability is due to the choice of the reference point ðs ¼ 0Þ
along the curve. For x 2 IR and   2C 1, define ðx    ÞðsÞ¼
 ðs   xÞþx. x has been added on the right side to ensure
that the curve ðx    Þ has mean value  . This operation
corresponds to changing the initial point (s ¼ 0) on the
closed curve by a distance of x along the curve. Clearly, this
action of IR factors through the subgroup 2 Z Z   IR and,
hence, defines an action of S S
1 ¼ IR =2 Z Z on C1.S i n c e
different placements of s ¼ 0 on a curve result in different
parameterizations of the curve, we call this group S S
1 the
reparametrization group. Reparametrization of a curve pre-
serves its shape; therefore, we denote shapes by elements of
the quotient space S1 ¼C 1=S S
1. S1 is the space of planar
shapes under   representations. To analyze planar shapes,
we will study its geometry and compute geodesics between
its elements. S1 is a quotient space of a Hilbert manifold C1;
S1 is also a manifold at all points except the set of shapes
with rotational symmetries, a negligible set.
We are defining two curves to have the same shape if
they differ by rescaling and/or an orientation-preserving
rigid motion. Depending on the application, one may wish
to allow orientation-reversing rigid motions as well.
Handling this would require removing an additional
Z Z2-action, which would not be difficult. However, we do
not pursue it further.
Case 2: Shape Representation Using Curvature Func-
tions. We can also represent closed planar curves of length
2  and rotation index 1 by their curvature functions  .
Clearly,   has to be periodic. Condition 1 below gives the
restriction on the rotation index, and condition 2 guarantees
that the curve is closed.
1. Since the rotation index is 1, we have
h ;1i¼
Z 2 
0
 ðsÞ ds ¼  ð2 Þ  ð0Þ¼2 :
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curvature  ,  ð2 Þ  ð0Þ¼
R 2 
0 ej ðsÞ ds, and using
 ðsÞ¼
R s
0  ðxÞ dx,
 ð2 Þ  ð0Þ¼
Z 2 
0
cos
Z s
0
 ðxÞ dx
  
ds
þ j
Z 2 
0
sin
Z s
0
 ðxÞ dx
  
ds:
Thus,theclosureconditionis:
R 2 
0 cos
R s
0  ðxÞ dx
  
ds ¼
0 and
R 2 
0 sin
R s
0  ðxÞ dx
  
ds ¼ 0.
We define a preshape space C2   IL 2 as the collection of all
curvature functions   2 IL 2 satisfying conditions in items a
and b. Formally, define a map  2 ¼ð  1
2;  2
2;  3
2Þ :I L 2 ! IR 3 by
 1
2ð Þ¼
R 2 
0  ðsÞds, 2
2ð Þ¼
R 2 
0 cosð
R s
0  ðxÞdxÞds,and 3
2ð Þ¼ R 2 
0 sinð
R s
0  ðxÞdxÞds such that C2 ¼   1
2 ð2 ;0;0Þ; C2 is a
submanifold of IL 2 with codimension three. The change of
initialpointcanbeviewedasanactionoftheunitcircleS S
1 on
C2 and the shape space S2 is the quotient space C2=S S
1.
S1 and S2 are two shape spaces corresponding to two
different representations of the planar shapes. They differ in
their geometry and hence in the ensuing characterization of
shapes. We will derive algorithms for analyzing shapes
under both representations.
3G EOMETRIES OF PRESHAPE SPACES
Our goal is to analyze shapes and perform statistical
inferences on the shape spaces S1 and S2. An important tool
in that process is a technique for computing geodesic paths
between arbitrary points on the preshape spaces C1 and C2.
Complicated geometries of C1, C2 disallow analytical expres-
sionsforgeodesics.Sinceeachofthesespaceshasbeendefined
as a submanifold of a larger affine space (C1  ð  0 þ IL 2Þ and
C2   IL 2), one can approximate geodesics in C1 and C2 by
drawinginfinitesimaltangentlinesinthelargeraffinespaces,
and then projecting them onto the preshape spaces. It is
essentially a discrete implementation of the Euler method.
Therefore, we need a mechanism for projecting points from
 0 þ IL 2 to C1 and from IL 2 to C2. In order to perform these
projections, we will need to specify the tangent spaces, or
equivalently the normal spaces, on these manifolds.
3.1 Tangents and Normals to Preshape Spaces
Rather than specifying the tangent spaces on these mani-
folds, it is easier to describe the spaces of normals to C1 and
C2, inside IL 2. (Note that both IL 2 and  0 þ IL 2 have IL 2 as
their tangent space.) The normal spaces in the two cases are
calculated using the   maps as follows:
Case 1. For the map  1 :  0 þ IL 2 ! IR 3 as specified in (1),
the directional derivative d 1, at a point   2  0 þ IL 2 and in
the direction of an f 2 IL 2, is given by:
d 1
1ðfÞ¼
1
2 
Z 2 
0
fðsÞ ds ¼ f;
1
2 
  
;
d 2
1ðfÞ¼ 
Z 2 
0
sinð ðsÞÞfðsÞds ¼  h f;sinð Þi
d 3
1ðfÞ¼
Z 2 
0
cosð ðsÞÞfðsÞds ¼h f;cosð Þi:
ð2Þ
This calculation implies that d 1 :I L 2 ! IR 3 is surjective for
any   as claimed earlier. By (2), a vector f 2 IL 2 is tangent to
C1 at   if and only if f is orthogonal to the subspace spanned
by f1;sinð Þ;cosð Þg and, hence, these three functions span
the normal space at   2C 1. Implicitly, the tangent space is
given as: T ðC1Þ¼f f 2 IL 2jf ? spanf1;cosð Þ;sinð Þgg.
Case 2. Similar to the previous case, the derivative of the
map  2 :I L 27!IR 3 is found to be: d 1
2ðfÞ¼h f;1i, d 2
2ðfÞ¼
hf; 2i, and d 3
2ðfÞ¼h f;  1i. Here,  ðsÞ¼ð  1ðsÞ;  2ðsÞÞ is
a curve with curvature function   and  ð0Þ¼ ð2 Þ¼ð 0;0Þ.
As earlier, d 2 :I L 2 ! IR 3 is surjective and a vector f 2 IL 2 is
tangent at   to the level set  2 containing   if and only if f is
orthogonal to the subspace spanned by f1;  1;  2g. The
tangent space is given by:
T ðC2Þ¼f f 2 IL 2jf ? spanf1;  1;  2gg:
3.2 Projections on Preshape Spaces
Given arbitrary points in IL 2, we need a mechanism for
finding the nearest points on the manifolds C1 and C2.W e
will do so using the notion of level sets of the maps  i in Ci,
for i ¼ 1;2. The theoretical idea is to move in directions
perpendicular to the level sets such that their images under
 i form a straight line in IR 3. However, assuming that the
points are close to C1, one can use a faster algorithm as
described below.
Case 1. Consider the set   1
1 ðbÞ¼f   2  0 þ IL 2j 1ð Þ¼bg,
for a point b 2 IR 3, as a level set of  1. Of course, the level set
for b1 ¼ð  ;0;0Þ is the preshape space C1. If we are at a point
  2   1
1 ðbÞ, we define a displacement d  that takes us closest
to C1 moving orthogonal to level sets. Since  1 maps IL 2 to
IR 3, the Jacobian d 1 maps the tangent space T ðIL 2Þ to the
tangent space TbðIR 3Þ¼IR 3. Set d  to be the normal vector at
  which takes  1ð  þ d Þ to the desired point b1 2 IR 3, and is
approximated to the first order as follows. Define a Jacobian
matrix J1 as:
J1 ¼
h 1
2 ;1ih 1
2 ;sinð Þi h 1
2 ;cosð Þi
 hsinð Þ;1i  h sinð Þ;sinð Þi  hsinð Þ;cosð Þi
hcosð Þ;1ih cosð Þ;sinð Þi hcosð Þ;cosð Þi
2
6 4
3
7 5 2 IR 3 3;
ð3Þ
and the residual vector to be r1ð Þ¼b1    1ð Þ. Then, the
desired tangent vector is given by: d  ¼  1 þ  2 sinð Þþ
 3 cosð Þ, where   ¼ J1ð Þ
 1r1ð Þ. Update the curve using
  ¼   þ d , and iterate till the norm jr1ð Þj converges to zero.
Denote this projection by IP 1 :I L 27!C1.
Case 2. Since  2 maps IL 2 to the space IR 3, the Jacobian
d 2 maps the tangent space T ðIL 2Þ to the tangent space
T 2ð ÞðIR 3Þ¼IR 3. The appropriate displacement d  is found
as follows: Define the Jacobian matrix
J2¼
2  h1; 1ih 1; 2i
 2 d2þh1; 2i  h d2; 1iþh 2; 1i  h d2; 2iþh 2; 2i
2 d1þh1; 1ih d1; 1i h 1; 1ih d1; 2i h 1; 2i
2
4
3
52 IR 3 3;
ð4Þ
andtheresidualvectorr2ð Þ¼b2  2ð Þ,whereb2¼ð2 ;0;0Þ.
Set d  ¼  1 þ  2 1 þ  3 2, where   ¼ J2ð Þ
 1r2ð Þ. Update
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enough. Denote this projection by IP 2 :I L 2 7!C 2.
3.3 Geodesics on Preshape Spaces
Parameterized curves are now represented by elements of a
preshape space (C1 or C2). We wish to construct the “most
efficient” deformation from one of these curves to the other.
A natural formulation of “most efficient” is simply to
construct the shortest path between the corresponding
points in the preshape space with respect to the Riemannian
metric given by the IL 2 inner product on the tangent space,
i.e., a length-minimizing geodesic. Length of geodesic
provides an intrinsic metric on a Riemannian manifold. We
remind the reader that a geodesic on a manifold embedded in
a Euclidean space is defined to be a constant speed curve on
the manifold, whose acceleration vector is always perpendi-
cular to the manifold. It is known that, given any two points
on a complete manifold, there exists a shortest path between
them, andthatpathisageodesic.Itisalsotrue thatgeodesics
on a complete manifold can be extended infinitely far in both
directions. (See, for example, [16].)
There are other approaches to interpolating between
closed curves (see, for example, [24]). Our geodesic
construction has several advantages: It is defined for all
pairs of closed curves (not just relatively close ones), and it
is guaranteed to give a path of closed curves. It is interesting
to ask whether, given two simple (i.e., with no self-
crossings) closed curves, the interpolating geodesic will
always consist of simple closed curves. The answer is no!
However, in practice, it is rare for a geodesic between two
simple close curves to pass through a curve that crosses
itself. In fact, it does not happen for any of the shapes
studied in this paper. Another issue is that there may be
multiple geodesics on a manifold connecting the same two
points. Although our algorithm finds a geodesic, the issue
of it being the shortest needs further investigation. Experi-
mental results obtained so far seem to support a hypothesis
that our geodesics are the shortest ones.
We now construct geodesic paths on the preshape
spaces. We will approximate geodesics on C1 or C2 by
taking small increments in the larger space ( 0 þ IL 2 or IL 2),
and then projecting back to C1 or C2 using IP 1 or IP 2.
Case 1. Let   2C 1 and f 2 T ðC1Þ be a tangent vector.
We want to generate a geodesic path (generated by a one-
parameter flow) starting from   and with tangent vector f
at  ; denote this flow by  ð ;t;fÞ where t is the time
parameter. We will evaluate this flow for discrete times
t ¼  ;2 ;3 ;...; for a small   > 0. Setting  ð ;0;fÞ¼ ,
take the first increment to reach   þ  f in IL 2 and apply
the projection IP 1 to this point. Set  ð ; ;fÞ¼IP 1ð  þ  fÞ
to get the next point along the geodesic. Iterating this
process provides successive points along the geodesic   in
C1. One remaining issue is that we need to transport the
tangent vector f to the next point along the geodesic to
perform iterations. This can be achieved by orthogonally
projecting f to the tangent space at the next point, thereby
achieving a discrete version of the requirement that the
acceleration vector of a geodesic should be perpendicular
to the manifold. After projecting f to the next tangent
space, we renormalize it to keep the “speed” of the
geodesic constant. For example, let ~     be a point along the
geodesic path; we want to find ~ f f that is tangent to C1 at ~    
and is a parallel transport of f. This can be accomplished
using:
~ f f ¼k fk
g
kgk
; where g ¼ f  
X 3
k¼1
hf;hkihk; ð5Þ
and where hks form an orthonormal basis of the normal
space: spanf1;cosð~    Þ;sinð~    Þg.
An algorithm summarizing the steps for constructing a
geodesic path on C1 is as follows:
Algorithm 1. Start with a point   2C 1 and a direction
f 2 T ðC1Þ. Set l ¼ 0 and  ð ;l ;fÞ¼ , and choose a small
  > 0.
1. Add increment  ð ;l ;fÞþ f and set
 ð ;ðl þ 1Þ ;fÞ¼IP 1ð ð ;l ;fÞþ fÞ:
2. Transport f to the new point by using  ð ;ðl þ
1Þ ;fÞ for ~     in (5).
3. Set l ¼ l þ 1. Go to Step 1 with f ¼ ~ f f.
It can be shown that for   ! 0,   converges to a geodesic
path on C1.
Case2.TheconstructionofgeodesicsonC2 issimilartothe
previous case with the direction functions replaced by the
curvature functions. The only difference isthat, in (5), the hks
formanorthonormalbasisofthespacespanf1; ~    1;  2g,where
~    is the curve generated bythe curvature function ~     to which
the tangent is being transported.
3.4 Geodesics on Shape Spaces
Since the shape spaces S1 and S2 are quotient spaces of the
corresponding preshape spaces under actions of S S
1 by
isometries, the problem of finding geodesics in S1 and S2
reduces to the problem of finding geodesics in the corre-
sponding preshape spaces which are orthogonal to the S S
1
orbits. The fact that S S
1 acts by isometries also implies that if a
geodesicinapreshapespaceisorthogonaltooneS S
1orbit,then
it is orthogonal to all S S
1 orbits which it meets and, hence,
projects to a geodesic in the corresponding shape space.
Case 1. To find a geodesic in C1 which is orthogonal to
the S S
1-orbits, we simply restrict the allowable tangent
directions to be orthogonal to the S S
1-orbits, i.e., use only
those f 2 T ðC1Þ which are perpendicular to T ðS S
1ð ÞÞ. It can
be shown that this one-dimensional space is spanned by
1    0 and, hence, f should be orthogonal to 1    0. (Here,
we restrict to those elements of C1 that have continuous first
derivative.) The algorithm for constructing geodesics in S1
is identical to Algorithm 1 except that, in (5), the vector g is
now given by: g ¼ f  
P4
k¼1hf;hkihk, where hks form an
orthonormal basis of the space spanf1;cosð~    Þ;sinð~    Þ; ~    0g.
Case 2. The construction of geodesics on S2 is similar
except that the basis of T ðS S
1ð ÞÞ is given by  0. Hence,
Algorithm 1 applies except that in (5) the hks form an
orthonormal basis of the space spanf1;  1;  2;  0g, where   ¼
ð 1;  2Þ is the curve generated by the curvature function  .
Note the assumption that the curvature functions have first
derivatives.
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So far, we have described a technique for approximating
geodesic paths in the two shape spaces. However, the main
task of finding a geodesic path between any two given
shapes still remains. This problem can be stated as follows:
Problem Statement. Given two elements  1;  2 2S 1,o r
 1;  2 2S 2, how does one construct a geodesic flow such
that it starts from one and reaches the other, or a
reparametrization of the other, in unit time.
Case1.Let bethedesiredone-parameterflowfrom 1 to
 2.Foranyf 2 T 1ðS1Þ,Algorithm1generatesageodesicpath
in S1. Therefore, the real issue is to find that appropriate
direction f 2 T 1ðS1Þ such that a geodesic in that direction
passesthroughtheS S
1-orbitof 2.Inotherwords,theproblem
is to solve for an f 2 T 1ðC1Þ such that  ð 1;0;fÞ¼ 1 and
 ð 1;1;fÞ¼s    2, for some s 2 S S
1. One can treat the search
for this appropriate direction as an optimization problem
over theT 1ðS1Þ.Thecost function forminimizing isgivenby
the functional: H½f ¼infs2S S1 k ð 1;1;fÞ ð s    2Þk
2, and we
are looking for that f 2 T 1ðS1Þ for which: 1) H½f  is zero and
2) kfk is minimum among all such tangents. Since the space
T 1ðS1Þ is infinite dimensional, this optimization is not
straightforward.
One idea is to use a finite-dimensional approximation of
the elements of T 1ðS1Þ to find the optimal direction. Since
f 2 IL 2, it has a Fourier decomposition and we can solve the
optimization problem over a finite number of Fourier
coefficients. Approximate any f 2 T 1ðS1Þ according to
fðsÞ 
Pm
n¼0ðan cosðnsÞþbn sinðnsÞÞ,f o ral a r g ep o s i t i v e
integer m. The cost function modifies to: ~ H H :I R 2mþ17!IR þ,
~ H Hða;bÞ¼inf
s2S S1 k   1;1;
X m
n¼0
an cosðnsÞþbn sinðnsÞ
 !
 ðs    2Þk
2:
ð6Þ
We have used a simple gradient approach to solve for the
optimal direction via their Fourier coefficients. Marques
and Abrantes [19] describe an elegant technique to solve the
inf part in definition of ~ H H, that can be adopted in our
gradient solution for efficiency.
ShowninFig.1arethreeexamplesofgeodesicsbetween 1
on the left and the target shape  2 on the right. Drawn in
betweenareshapesdenotingequallyspacedpointsalongthe
geodesic paths. We emphasize that, by construction, the
alignment of shapes is fully automatic. In other words, one
cannot achieve a shorter geodesic between the shapes by
rotating, translating, scaling, or reparameterizing either of
the two shapes. The search for the optimal tangent is fast; it
takes less than a second on a Pentium IV processor in a
matlab environment for m ¼ 50 and for 100 points used to
discretize curves.
Case 2. Shown in Fig. 2 is an example of a geodesic path
in S2.
5A PPLICATIONS OF SHAPE ANALYSIS
There are many interesting applications of the shape theory
proposed here. An important advantage of this approach is
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Fig. 1. Examples of evolving one shape into another via geodesics. Leftmost shape is  1, rightmost is  2, and intermediate shapes are equi-spaced
points along the geodesic.
Fig. 2. Evolution of shapes along a geodesic path in S2.that it provides geodesic paths between arbitrary shapes on
the shape spaces. These paths can be used to interpolate
between shapes, extrapolate a shape change, and compute a
mean shape under a probability distribution on shapes.
Furthermore, it can lead to tools for sophisticated statistical
inferencessuchasconfidenceintervalestimation,hypothesis
testing, and Monte Carlo techniques on such shape spaces.
To illustrate these ideas, we present the following
applications:
1. interpolations and extrapolations in shape spaces,
2. clustering of planar objects according to their shapes,
3. computation of shape statistics, such as mean and
variance, and
4. extraction of objects in images using a prior on their
shapes.
We also suggest a simple probability distribution on the
shape space for modeling shape variations.
To demonstrate our ideas, we have utilized a database of
fish shapes generated by the researchers at Univ of Surrey,
UK [23]. This database consists of the boundary points of
approximately 1,100 marine creatures, each hand-extracted
from their pictures. Before we describe these applications,
we discuss some implementation issues:
1. Data Preprocessing. We have represented shapes via
their direction functions   2S 1 or the curvature
functions   2S 2. However, the available coordinate
data may neither be uniformly sampled nor have the
required curve length. Therefore, similar to the ideas
presentedin[17],weneedtopreprocesstherawdatato
obtain an appropriate representation of each shape.
Let pi 2 IR 2, i ¼ 1;2;...;m be an ordered collec-
tion of points on an objects’ boundary. Define the
chords vi ¼ piþ1   pi, chord lengths ci ¼k vik, and
set sk ¼
Pk
i¼1 ci. Compute the tangent angles
 i ¼ tan 1ðviþ1=viÞ, taking care that j i    iþ1j is
minimized over all 2r  translations of  iþ1. Having
obtained a collection of pairs fsi;  ig , we fit a
locally smooth function (cubic-spline in this paper)
through these points. We can now resample this
function uniformly for the desired number of
points, say T. Fixing the spacing between these
points to be   ¼ 2 
T , and forcing the mean of the
sampled values to be  , we obtain a representation
  2S 1. Taking its derivative provides a   2S 2.A
coordinate function for this shape can be obtained
using  iþ1 ¼  i þ expð j iÞ , j ¼
ﬃﬃﬃﬃﬃﬃﬃ
 1
p
. Fig. 3 shows
some examples of the preprocessing: For each pair,
the left panels show the original data and the right
panels show the shapes after smoothing and
resampling. These examples involve a significant
reduction in data points, e.g., leftmost is a reduc-
tion from 1,037 points to 100 points.
2. Inner Products. The inner product between two
tangent functions is approximated using the finite
sum: hf1;f 2i¼
R 2 
0 f1ðsÞf2ðsÞds  
PT
i¼1 f1ði Þf2ði Þ ,
where   ¼ 2 =T.
There are three different “discretizations” used in this
analysis of shapes: 1) approximation of continuous geode-
sics by discretized paths, with a step size of   (Section 3.3),
2) approximation of tangent functions fðsÞ2T 1ðSÞ by their
Fourier representation (Section 4), and 3) approximation of
the direction functions  ðsÞ by uniformly spaced samples
(preprocessing). The strategy for choosing the discretization
parameters is straightforward: Choose them as finely as you
can keeping in mind the resulting computational complex-
ity. Beyond a certain stage, the improvement in performance
will be overtaken by the increase in computational cost.
5.1 Interpolation and Extrapolation on
Shape Spaces
Interpolation between shapes is useful in several applica-
tions. As an example, given two parallel slices of a 3D scan
of an anatomical shape, we may want to find a surface that
best interpolates between the given shapes. Also, in the case
of time varying shapes, one may be interested in estimating
intermediate shapes given shapes at two different times.
Similarly, given an observed sequence of time-varying
shapes, one may be interested in predicting a future shape
following similar shape changes, and tools for shape
extrapolation are needed. We demonstrate the use of
geodesic flows in shape interpolation and extrapolation.
Shown in Fig. 4 is a geodesic path in S1 between the two
fishes drawn in bold lines. Shapes in between the two can
be used to interpolate between them, and the shapes on the
right can be used to predict future shapes along that path.
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Fig. 3. Object boundaries before and after preprocessing.
Fig. 4. Interpolation and extrapolation on the shape space given the two bold shapes.5.2 Clustering and Recognition of Shapes
In many applications, the goal is to classify and cluster
objects according to their shapes. Examples include object
classification, shape-based database searches, and object
detection in images. Here, we use the length of geodesic
connecting two shapes as a metric on the shape space. In
this implementation, we have used m ¼ 50 Fourier compo-
nents to represent the tangent vectors. To illustrate the task
of clustering objects using this metric, we have applied a
clustering algorithm described in [12] to the 100 shapes
shown in Fig 10. Seeking 25 clusters, the result is presented
in the table (Fig. 5) and some sample clusters are shown in
Fig. 6 where each row represents a cluster. The choice of
number of clusters can be based on a complexity penalty or
possibly a mixture model [8]. A similar clustering result for
25 shapes from Kimia shape database, clustered into six
clusters, is shown in Fig. 7.
5.3 Statistical Analysis of Shapes
Similar to [7], our interest lies in Bayesian inferences on
shapes given noisy (perhaps image-based) data. Toward
that goal, we are interested in imposing probability
distributions on the shape spaces S1 and S2,w i t h
techniques for computing mean shapes and variances
around mean shapes. The Riemannian structures on these
shape spaces enable us to perform such a statistical analysis.
In the interest of brevity, we describe the procedures only
for S1; S2 can be handled similarly.
5.3.1 Computation of Mean Shapes
There are at least two ways of defining a “mean” value for
a random variable that takes values on S1. The first
definition, called extrinsic mean, involves embedding the
manifold in a vector space, computing the Euclidean mean
in that space, and then projecting it down to the manifold
[1], [26]. The other definition, called the intrinsic mean or
the Karcher mean ([1], [29], [13]) does not require a
Euclidean embedding. Let dð i;  jÞ denote the length of
the geodesic from  i to  j in S1. To calculate the Karcher
mean of shapes f 1;...;  ng in S1, define the variance
function V : S1 ! IR by V ð Þ¼
Pn
i¼1 dð ; iÞ
2. Then, define
the Karcher mean of the given shapes to be any point   2S 1
for which Vð Þ is a local minimum. In the case of Euclidean
spaces this definition agrees with the usual sample mean.
Since S1 is complete, the intrinsic mean as defined above
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Fig. 5. Clustering results for shapes shown in Fig. 10.
Fig. 6. Some sample clusters from the clustering result. Each row shows a cluster.always exists. However, there may be certain sets of points
for which   is not unique.
We now review the algorithm given in [29] for finding a
Karcher mean for a given set of points. If the points
f 1;...;  ng are clustered fairly close together (relative to the
curvature of S1), it has been proven that the Karcher mean
exists, is unique, and can be found by the following
gradient search algorithm.
Algorithm 2. Set k ¼ 0. Choose some time increment     1
n.
Choose a point  0 2S 1 as an initial guess of the mean. (For
example, one could just take  0 ¼  1.)
1. For each i ¼ 1;...;n choose the tangent vector fi 2
T kðS1Þ which is tangent to the geodesic from  k to  i,
and whose norm is equal to the length of this shortest
geodesic. The vector g ¼
Pn
i¼1 fi is equal to ð 2Þ times
the gradient at  k of the function V : S1 ! IR which
we defined above.
2. Flow for time   along the geodesic which starts at  k
and has velocity vector g. Call the point where you end
up  kþ1, i.e.,  kþ1 ¼  ð k; ;gÞ.
3. Set k ¼ k þ 1 and go to Step 1.
A similar algorithm and convergence results for a land-
mark-based representation of shapes are described in [18].
Instead of a finite set of shapes, we may be given a
probability distribution on S1, and wish to calculate its
intrinsic mean. In this case, the sum of tangent vectors in
Step 1 must be replaced by an integral over the tangent
space. Shown in Fig. 8 are three examples of computing the
Karcher mean shapes: The left four panels show the sample
shapes and the rightmost panels display the corresponding
mean shapes.
5.3.2 Dispersions on Shape Spaces
Having defined a mean shape, the definition of dispersion
(total variance) follows. Rather than defining a covariance
operator over the manifold S1, we restrict ourselves to
dispersion, a scalar quantity measuring the amount of
variability associated with a probability density on S1. For
the probability density P, let   be the intrinsic mean shape
as defined above. Then, for any   2S 1, define f  2 T ðC1Þ to
be the vector tangent to the geodesic which joins   to the
S S
1-orbit of   and is orthogonal to the S S
1-orbit of  .I f
 1;  2;...;  n are samples from a probability distribution,
then the sample dispersion is defined as: ^     ¼ 1
n
Pn
i¼1 kf ik
2,
e.g., ^     ¼ 2:808 for the four fishes shown in the middle row,
first four panels, of Fig. 8.
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Fig. 7. Twenty-five sample shapes (a) from Kimia shape database clustered into six clusters (b).
Fig. 8. Karcher means (right panels) of the four shapes given in left panels for each row.5.3.3 Probability Distributions on Shape Spaces
An important issue for statistical analysis of shapes is the
definition of a probability measure on the preshape space or
the shape space. Given a reference measure, or a base
measure on these spaces, only the probability density P
remains to be specified. There are several ways of doing so;
our approach is to select a mean shape   2S 1 and impose a
probability density on the tangent (vector) space T ðS1Þ.
This measure can be inherited by S1 via the geodesic flow,
f 2 T ðS1Þ 7!  ð ;1;fÞ2S 1. Since T ðS1Þ is an infinite-
dimensional space, a finite approximation is needed to
specify a probability density. A truncated Fourier series
used to estimate the direction function in Section 4 provides
a finite approximation. Let a ¼ð a;bÞ be the vector of
coefficients used in approximating the direction f; then, a
probability density function on a 2 IR 2mþ1 implicitly pro-
vides a density on S1 via the geodesic flow. In this paper,
we use PðaÞ to be a multivariate normal with mean zero
and a covariance matrix  2I.
5.4 Shape Extraction
Extraction of shapes from cluttered or partially-obscured
images is a difficult problem. Lack of clear data in such
problems limits performance in shape inferences and some
additional knowledge is sought. In case the shapes are
known a priori to belong to a family of shapes, this
additional knowledge can help improve shape extraction
performance. The framework developed in this paper is
ideally suited to pose and solve Bayesian inferences on
shape spaces using low quality images. One can define a
prior probability on S1 and combine it with a likelihood
function to infer new shapes from the resulting posterior.
So far, our analysis has focused on shape, a property that
is invariant to nuisance variables such as rotations,
translations, and scalings. However, shapes appear in
images at specific values of nuisance variables, and the
process of object discovery should involve either estimation
or integrating out of these nuisance variables (see, for
example, [11]), in addition to estimation of shapes in S. Let
X denote the space of nuisance variables; for example,
X¼SEð2Þ IR þ, where SEð2Þ is the special Euclidean
group modeling rigid transformations. Then, the likelihood
term is a function of both the shape   2Sand the nuisance
variable x 2X, while the prior depends only on shape  .
The choice of likelihood function and the nature of prior is
important to the extraction performance. In this paper, our
goal is to demonstrate the use of our geometric approach
and we do so by choosing a simple likelihood function and
a “Gaussian” prior given in Section 5.3.3 (for details refer to
[25]). We have used a gradient-based approach to estimate
ð ;xÞ by maximizing the posterior density on S X. Shown
in Fig. 9 are two sets of examples of this MAP estimation.
For each case, panels on top row show the original image
(left), the obscured image (middle), and the prior mean
shape (right). The second row of panels show MAP
estimates of ð ;xÞ for an increasing influence of the prior.
In these experiments, the likelihood function, or the data
model, is based on a simplistic bi-Gaussian model, i.e., the
interior pixels and the exterior pixels are assumed normal
with different means and variances.
6S TRENGTHS AND LIMITATIONS
Strengths. Major strengths of the shape analysis presented
in this paper are as follows:
1. Continuous shapes are compared modulo rigid
rotations, translations, and uniform scalings. The
notion of shape is well separated from shape
preserving transformations.
2. Thisapproach does not require landmarks or associa-
tion between landmarks to compare shapes; nor does
it require computing diffeomorphisms of IR 2.
3. Computational efficiency is enhanced because curve
evolutionsinshapespace followordinary differential
KLASSEN ET AL.: ANALYSIS OF PLANAR SHAPES USING GEODESIC PATHS ON SHAPE SPACES 381
Fig. 9. Bayesian shape extraction: MAP shapes using increasing prior strengths.equations instead of the partial differential equations
used commonly in active contour methods.
4. It utilizes the intrinsic (Riemannian) geometry of the
shape space and, hence, leads to well defined
statistics, such as means and covariances, on shape
spaces. In contrast, methods that rely on extrinsic
analysis, e.g., using IL 2 metric between curvature
functions to compare shapes of curves, do not lead to
well-defined statistics.
5. This approach extends easily to analysis of curves
and other problems dealing with constrained curves
in IR n, e.g., computation of elasticae in IR n [22], [27].
6. Our choice of metric on shape spaces relates to
measuring the “bending” energy in changing one
shape to another. Since that can be done for any two
shapes, we need not restrict to nearby shapes for
computing statistics.
Limitations: Some limitations of this approach as
presented in this paper are as follows:
1. Our metric measures the “bending” energy and does
not allow for stretching. Following [24], we would
like to develop an extension that measures a
combination of bending and stretching energies,
and then formulate inferences in that framework.
2. In this paper, we have used a Fourier basis of
representing elements of tangent spaces; one expects
improvement in computational performance using
more local bases, such as wavelets, especially in
image analysis.
3. As stated in Section 2, our shape space includes
curves that cross themselves. However, in practice, it
is infrequent to have a geodesic connecting two
simple closed curves going through a shape that
crosses itself.
4. Although this analysis easily extends to shapes of
curves in IR 3, it does not carry over to shapes of
surfaces in IR 3.
5. Our definition of shape is restricted to the bound-
aries of the objects and does not involve modeling
the interiors. In some papers, interior pixels are also
included in the definition of shapes of objects.
6. Theproposedmethoddoesnothandleachangeinthe
topologyoftheshapes,e.g.,splittingofaclosed curve
into two closed curves. A possible approach to
account for such changes is to solve for shapes in the
space [1
n¼1S
n
1, although it needs further investigation.
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