Abstract-This work proposes two particle filter-based visual trackers -one using output images from a color camera and the other using images from a time-of-flight range imaging sensor. These proposed trackers were compared in order to identify the advantages and drawbacks of utilizing output images from the color camera as opposed to output from the time-of-flight range imaging sensor for the most efficient visual tracking. This paper is also unique in its novel mixture of efficient methods to produce two stable and reliable human trackers using the two cameras.
I. INTRODUCTION
Achieving reliable visual tracking in complex and real-world environments remains an ongoing research problem. Visual tracking has applications in areas such as intelligent transportation, video surveillance, humancomputer interaction, medical diagnostics and video compression. The use of depth information to enhance object tracking is growing due to the availability of third dimension information -the distances between the objects and the sensor.
Stereo sensors have been most commonly employed to determine the depth map of the scene by calculating disparities from images captured by two cameras separated by a baseline. This process of stereo matching to obtain a depth-map tends to be computationally intense, and the results are not adequately accurate. In addition, passive stereo sensors require the presence of sufficient ambient illumination so that they can produce good quality shots. These limitations have motivated the development of active depth sensors such as laser range scanners and time-of-flight (TOF) sensors [1] . Overall, TOF sensors have significant advantages over laser range scanners, including higher accuracy, existence of vertical as well as horizontal scanning capability, pixel-level measurement quality and relatively compact weight and size [2] . Some of the works employing TOF sensors include [3] , [4] .
Object tracking using color sensors has been more popular than visual tracking using TOF range sensors because color illustrates an object's details, allows faster processing and is invariant to the object pattern's geometric differences.
Visual tracking can be classified as low-level and highlevel approaches. In a low-level approach, the image is segmented or classified in order to localize the blob or object without an initial hypothesis. The high-level approach performs object association from one frame to the next by generating an object hypothesis and then evaluating the likelihood of a set of given hypotheses for each frame, based on the most recent measurement. The particle filter [5] is one of the most successful object tracking methods for solving nonlinear cases in which noise may be non-additive and non-Gaussian. It is also able to represent simultaneous alternative hypotheses. Several researchers [6] - [9] have adopted the particle filter as a recursive Bayesian filter. Real world experimental evidence, such as in [6] , [9] , represent the superiority of the particle filter over mean shift, Kalman filter and the extended Kalman filter (EKF).
We have combined both low-level and high-level approaches to construct effective tracking hypotheses. This paper contributes the novel mixture of efficient methods to produce two stable and reliable human trackers using a color camera and a TOF range sensor. There is also a discussion in Section VI that clarifies the advantages and drawbacks of employing each of these sensors for effective visual tracking.
The organization of this paper is as follows. A brief explanation of the particle filter is provided in Section II. The proposed color-based and depth-based trackers are described in Sections III and IV, respectively. Section V presents the experimental results, which is followed by a discussion in Section VI. Finally, Section VII concludes the paper.
II. THE PARTICLE FILTER
To solve nonlinear cases in which noise may be nonadditive or non-Gaussian, we have exploited the particle filter (PF) based on sequential Monte Carlo simulations. The PF utilizes a set of random samples (also called particles) to estimate posterior distribution. When particles are properly placed, weighted and propagated, posterior distribution can be estimated sequentially over a period of time. Equation (1) approximates the posterior distribution:
where, δ is the Dirac delta function. Particles are drawn from p(x t |y 1:t ), and the approximation approaches the true posterior when N is sufficiently large. Since the posterior distribution p(·) is unknown, it is approximated in particle filtering by a set of properly weighted particles drawn from a known proposal distribution, q(x 0:t |y 1:t ).
Considering that the system is a first order Markov process and observations are conditionally independent given the states, particle weights can be computed from the following iterative equation: 
is the proposal distribution. In the conventional PF -CONDENSATION [5] -transition probability is adopted as the proposal distribution [10] . Particles drawn from the transition density do not consider the most recent observations, making their contributions to the posterior estimation negligible. As a result, background clutter can distract the conventional PF. Our work takes into account the latest measurements using an auxiliary sensor while assessing importance sampling.
III. COLOR TRACKING
We have implemented an efficient, color-based human face tracker that uses a CCD color sensor. The human head is approximated by an ellipse, X = {x To estimate the head's state, particle weights are measured using the three distributions of the equation (2) . The following sections explain how these distributions are defined in this work using low-level and high-level frame information to produce precise weight computations.
A. The proposal distribution
Our system's proposal distribution combines high and low-level approaches in the sense that particles are drawn from the transition prior distribution by using the CON-DENSATION algorithm. In addition, samples are propagated through a Gaussian distribution obtained from lowlevel information. The low-level process used is a fast skin color classifier [11] -a technique that selects the color that appears most in the face of the model as the reference color, so that pixels similar in color to the reference color are selected as candidates.
This method takes a skin patch from the target person to obtain that region's maximum appearing color. This task can be done manually or by using face detection techniques in the first frame. Matrix S is defined as the color-level matrix for the skin patch from the target person's face, expressed as
where, c ij ∈ {r ij , g ij , b ij } is the color of each pixel in the skin patch. Let I c denote the color-level matrix for the whole image, expressed as
where, m ≥ i and n ≥ j. Now, if r 0 , g 0 and b 0 are the red, blue and green values of the most repeated color in the skin patch, then subtracting r 0 , g 0 and b 0 from all the RGB values in the image will provide
and
where, i ∈ {1, 2, . . . , m} and j ∈ {1, 2, . . . , n}. Now we define δ as
, and the maximum RGB value in the image, η ij , as
where, i ∈ {1, 2, . . . , m} and j ∈ {1, 2, . . . , n}. If all the colors are normalized with values between 0 and 1, then η ij usually has a value of 1. Δ ij is a boundary value for each pixel, determined by
A Δ ij greater than a specific color threshold implies that the maximum difference has fallen in the range and the color of the selected pixel belongs to the skin distribution. The threshold value is obtained from the receiver operating characteristic (ROC) curve -which is tested for various sets of images, including CVL face database, with a set of 798 images containing 114 people. The first central moment of the skin pixels located in the image provides the mean value of the Gaussian distribution used as a part of the proposal distribution: (12) and, the second central moment provides the covariance
where,
Particles are propagated through the transition prior distribution as well as by the Gaussian distribution obtained from the low-level distribution mentioned above.
B. The likelihood distribution
Since color-based systems are sensitive to gradual or drastic illumination variations, an illumination invariant method based on color ranks [12] was adopted in this system's high-level process to create a reliable likelihood distribution for the proposed tracker. This method compares the color orderings of the object pixels rather than comparing colors because while an object's colors can vary over time due to changes in illumination, visual angle and camera parameters, the color orderings of an object's pixels are highly preserved. In other words, if the color level of a pixel p 1 is higher than that of p 2 from the model object in the first image I, the same fact is true for the corresponding pixelsṕ 1 andṕ 2 in the second image I 2 .
Color ranks are computed in a manner similar to the normalized cumulative color histograms. The color rank measure of pixel p for image I, is expressed as:
where L is the number of levels used to quantize the color components generally set to 256, and H k [I](l) is the histogram count of pixels in the image I that contain the R,G or B level of l.
The likelihood distribution [13] is defined as:
where d i is the distance measure between the spatial ranks information of the target and the object model for each particle i. To obtain the similarity measure, color ranks are computed for each particle and compared to the object model estimated in the previous frame. To compute this distance measure, the color rank values are first quantized into N sections,
The total number of RGB levels in the image (usually 256) is denoted by L. Note that the rank measure of a pixel p for color k in image I has a value between 0 and 1:
For each image, the rank measurements closest to the quantized values are computed. Hence, for n
and,ĺ
The summation of all the rank measures at each segmented section is obtained as:
The summations of equations (25) and (26) cover all color levels l, whose color rank measures r k [I](l) belong to U 1 and U 2 , respectively. U 1 and U 2 include all the rank measures inside the section n where,
Finally, the distance measure is computed as:
(29) for k = R, G, B and i = 1, 2, . . . , N.
C. Measuring particle weights
Weights are computed through equation (2) by selecting the proper proposal distribution to propagate samples, as well as using an illumination invariant likelihood distribution. A first order dynamic model with adaptive noise is employed to obtain the transition density:
where, A represents the deterministic component of this model, and N t−1 is a multivariate Gaussian random variable. The constant velocity model with A = I is considered here for the nature of random head motion. K is related to the head's velocity in the sense that it increases when the head is moving with a higher velocity -causing an increase in the variance of the process noise. Consequently, samples are propagated over a larger area in the state space to increase the efficiency of head localization for faster head motions . Samples' weights are then normalized so that:
Finally, the head's location is estimated by computing the expected value of the weights while color information is updated at each frame only if the estimation confidence is high.
IV. DEPTH TRACKING
In addition to the color-based tracker, we have implemented an efficient, depth-based human tracking algorithm using a TOF range sensor 1 . The tracker was tested for human tracking by approximating a human body with a scalable rectangle.
A. The proposal distribution
This system's proposal distribution combines high and low-level approaches in the sense that particles are drawn from the transition prior distribution by using the CON-DENSATION algorithm. In addition, samples are propagated through a Gaussian distribution obtained from lowlevel information. An efficient segmentation method was selected as the bottom-up process to detect objects of interest [14] . In this method, the depth density function of each frame is evaluated to determine the objects' concentrations in the scene using an adaptive selection of range dividers based on the distribution. The corresponding depth distribution p(z) is estimated using a kernel applied to the depth histogram. The local maxima and minima vectors of p(z), i.e., L max and L min are determined from equations (32) and (33), respectively. The i-th element of L max is expressed as:
Then,
where, j = 1, 2, . . . , M − 1, and M is the total number of the local maxima. The range dividers S(·) can be determined from
where, (Z min , Z max ) is the dynamic range of the pixel values. These dividers are used to partition the scene into different depth divisions D l to separate adjacent and overlapping objects, denoted by:
where l = 1, 2, . . . , M, and I : 2 → (Z min , Z max ) refers to the depth image. Each division holds a number of objects that are detected using connected component analysis in that particular depth domain. The object blobs resulting from this process are then used to extract the final depth pixel values of each of the detected objects. These objects are further narrowed down to human candidates based on their aspect ratios and relative sizes to depth means. Next, each segmented object is characterized by its depth histogram as well as its horizontal and vertical distributions -which are exclusive for every object in the scene and form unique signatures for the purpose of tracking. The resulting tracked object can not only be located with respect to the horizontal and vertical axes of the camera, but its distance from the imaging sensor is available at all times, making it a 3-D tracking experience.
B. The likelihood distribution
Depth histogram is used to build the likelihood distribution of the PF in equation (2) as
d i is the distance measure between the depth histogram information of the target and the object model for each particle i, and is determined as:
where
. , N, L is the number of levels used to quantize the depth values generally set to 256, and H[I](l)
is the histogram count of pixels in the image I that contain the depth level of l.
C. Measuring particle weights
A first order dynamic model with adaptive noise is employed to obtain the transition density:
where, A represents the deterministic component of this model, and N t−1 is a multivariate Gaussian random variable. Samples are taken from the proposal distribution containing the segmented object, as well as from the predicted area defined by the transition density. The constant velocity model with A = I is chosen for the nature of random human walking. K is related to the object's velocity in the sense that it increases when the person is moving with higher velocity -causing an increase in the variance of the process noise. Consequently, for faster human motions samples are propagated over a larger area in the state space to increase the efficiency of object localization. Samples' weights are then normalized using equation (31).
In the proposed depth-based tracker, the person's location is estimated by computing the expected value of the weights while the histograms are also updated due to the occurrence of object deformation during translation if estimation confidence is high.
V. EXPERIMENTAL RESULTS
Experiments were performed on a 2 GHz PC with 2 GB memory running Windows XP as the operating system. More than 15 different videos, each including more than 500 frames, were used in the experiment. Most of the publicly available videos used in the color-based tracker contained real-world environments that do not consider any special constraints. The 24-bit RGB sequences had a resolution of 240×320.
To demonstrate the efficiency of the proposed work in color-based object tracking, we have utilized both real-world data and synthetic data simulations. There are large-scale changes, pose and illumination variations, occlusions and rapid motions in the testing sequence. Background clutter is also another factor present in the sequence that causes difficulties in tracking.
In the first experiment, synthetic sequences were created by superimposing a face image of 50×63 pixels moving with a nonlinear dynamic equation on a cluttered image background. The brightness of the face was also changed several times during the translation to create a more complex scene. Fig. 1 illustrates how the face was superimposed on the cluttered scene. Note that the face locations in Fig. 1 .a are not the results of simulation and are only given as an example. The particle-based driver's face tracker using the proposed observation model was then compared to similar trackers using popular color-based measurement methods. These methods include region-based, parametric (Gaussian-based) and nonparametric (histogram-based) skin distribution modeling methods [15] . Fig. 1.b shows the comparison results. Error is based on the absolute value of the Euclidean distance between the estimated and true face locations in pixels. The number of frames is 90 and the number of particles is 100. Maximum sample propagation area is the 40-pixel proximity of the previous estimated location of the head. This efficient combination of color information and illumination-invariant cumulative color ratios for the desired face and similar objects in the likelihood model's background imbues the proposed observation model with a minimal error value in respect to all previously mentioned observation models. The region-based observation model shows the highest error rate in the test, since this method generalizes skin distribution and has a high false positive rate that results in the higher possibility of distraction by the background clutter.
There is often a large inconsistency of performance between simulations or systems tested in the laboratory and systems tested in real-world environments due to the complexity of the latter. This study obtained video sequences of a real driving scenario to better explore the performance of the system in real-world situations. Fig. 2 considers a driving situation during the day where the brightness reflected on the driver's face changes rapidly (note the color changes in the driver's jacket and the ceiling of the vehicle). Fig. 2 demonstrates the comparison results of two particle-based trackers using different observation models -a histogram-based model and the proposed model. A color histogram with 16 bins is considered in this evaluation. After a rapid brightness change, colors on the driver's face shifted, which degrades the histogram-based system to the part of the face with less color variation while also setting it up to be easily distracted by background clutter if the background color is close to the color of the histogram bins. In the proposed method, however, the ratio of colors is considered alongside the color information -the former being invariant to brightness changes. Fig. 3 shows a driver occluding his face with his hand. Although the colors of the hand and face are similar, the tracker is still able to distinguish and track the face. Other skin color pixels overlaid on the image demonstrate the efficiency of the skin color detector in detecting the face-only colors very close to the most appearing face color are selected. In cases of complete occlusion, estimation of the head location might not be exactly correct, but the tracker can recover from the complete occlusion due to the existence of multiple hypotheses. Fig. 4 is an example of rapid and random head motion in different directions when the person jumps up and down. The proposed likelihood model -based on the combination of color ratio and efficient skin color modeling -assures successful tracking in situations where there are excessive orientation or scale changes in the object between two consecutive frames, with color remaining invariant to object translation and rotation. The color tracker's successful results proved the system's ability to overcome the above challenges, especially in cases of gradual and drastic illumination variations.
An SR-3000 TOF sensor with the resolution of 176×144 pixels was used for the depth tracker. The operating range was from 0.3 to 7.5 meters for this sensor, and the field of view (FOV) was 47.5×39.5 degrees. The depth tracker was also successfully tested for largescale changes such as pose and illumination variations, occlusions and rapid motions. Fig. 5 shows the results of the tracker for pose and scale changes. Illumination variation does not affect the depth information, so the proposed tracker is completely insensitive to illumination changes. The color tracker, on the other hand, cannot perform well when the object does not appear clearly or is saturated by severe brightness.
The sequence of images shown in Fig. 6 estimate and track human body locations with estimation results depicted by a red dot. The depth tracker is evaluated under abrupt changes in the scale and poses of the objects, illustrated in Fig. 7 . The depth tracker handles occlusions and rapid body translations perfectly, due to the inclusion of the target's depth information. The efficiency of the proposed depth tracker using TOF data is owing to the employment of the effective segmentation method described in Section IV, which improves the particle filter's importance sampling.
VI. DISCUSSION
In situations where the lighting conditions are inadequate (including poor lighting and absence of light), depth information can be used to reliably detect the objects of interest. Color tracking methods fail to produce satisfactory results in the aforementioned situations because they use passive sensors that are explicitly dependent on the availability of environmental illumination. In depth tracking algorithms, segmentation can be performed easily using a depth classifier, which is more functional in cluttered scenes [16] .
One of the most significant challenges in tracking scenarios is dealing with object occlusion. Depth information is not available from a single color camera, so such information from range sensors is very helpful in handling object occlusions as well as applications such as pedestrian detection for collision avoidance where information about the distance of the object -i.e., pedestrianfrom the vehicle is required. Depth-based tracking is also useful because it is not sensitive to an object's rotation -unlike color-based tracking which requires multiple features such as intensity and color information to handle this sensitivity. In the case of severe background clutter, even the addition of edge information is not sufficient. Drastic illumination variations can interfere with 2-D tracking by degrading the tracked object's characteristics in intensity domains by introducing varying colors, shadows, etc. Depth sensors, however, are unaffected by changes in lighting conditions, which leaves the chosen features intact to be efficiently used in tracking.
Depth image on its own is only useful for object detection at the blob level because object details or microfeatures cannot be determined based on range images alone (if not in close proximity). In this case, skin color information can be used for fast face segmentation using color images, followed by eye or mouth tracking in applications such as drowsy driver detection or face recognition.
TOF range sensors do tend to be more expensive than color cameras, however, and the resolution of the images provided by TOF sensors is often limited [16] . In this regard, they might give inaccurate information about the object's distance -putting them at a disadvantage when an application requires precise distance information, such as in the case of pedestrian detection. Another limitation of these sensors is their restricted non-ambiguity range. For a SR-3000 camera, for example, this range is limited to 7.5 m (at 20 MHz modulation). The final drawback of TOF range-imaging sensors is that they are only designed for operation in indoor lighting conditions. In outdoor applications, the TOF range imager only operates in the brightest background lighting conditions 2 .
VII. CONCLUSION This paper successfully investigates and addresses the advantages and drawbacks of employing color camera and TOF range sensor output for the vital process of image tracking. An efficient color tracker and an original depth tracker based on range data were both implemented. The results show that color sensors are more suitable for outdoor applications and purposes that require the detection of a blob's details while TOF sensors are more appropriate for object tracking in limited illumination and applications that require information about the distance between the object and the camera. Today's range sensors do not provide color information to our knowledge, but more efficient tracking in unconstrained environments is possible if the information from the two sources is combined. Such an arrangement efficiently handles common challenges like object occlusion and illumination variation while providing the detection of an object's details and exploiting useful color information. 
