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Abstract
The framework of complex networks has been shown to describe adequately a wide class of complex
systems made up of a large number of interacting units. In this framework, a node is associated to
each unit and two nodes are connected by an edge if the two units interact with each other. Examples
of such systems can be found in living organisms—the map of interactions between proteins or the
network of neurons in the brain. Moreover, artiﬁcial systems such as the WWW, electrical grids or
airplane connections have been studied using the tools of complex networks. Finally networks have
found many applications in social sciences to characterize for instance human interactions of diﬀerent
kinds underlying the spreading of an epidemic.
For most of these systems, the complexity arises because of the large number of units and their
intricate connection patterns. A natural approach is therefore to simplify the systems by decreasing
their size. Diﬀerent schemes can indeed be designed for each particular system, leading to eﬀective
but case-dependent methods. From a more global and statistical perspective, a promising alternative
is to reduce the complexity of the corresponding networks.
In order to simplify complex networks, two strategies are presented in this Thesis. The ﬁrst ap-
proach refers to the well-known clustering paradigm. It aims at identifying groups of nodes densely
connected between each other and much less to the rest of the network. Those groups are referred to
as clusters or communities. For most real systems, nodes within a community share some similarity
or common feature. For instance, in a synonymy network where nodes are words and edges connect
synonymous words, we have shown that ﬁnding communities allowed us to identify words correspond-
ing to a single concept. We have also studied a network describing the dynamics of a peptide by
associating a node to a microscopic conﬁguration and an edge to a transition. The community struc-
ture of the network was shown to provide a new methodology to explore the main characteristics of
the peptide dynamics and to unravel the large-scale features of the underlying free-energy landscape.
Finally we have designed a new technique to probe the robustness of the community structure against
external perturbations of the network topology. This method allows us, among else, to assess whether
communities correspond to a real structure of the network, or are simple artifacts of the clustering
algorithms.
Community detection techniques have found a large number of practical applications as a method
to simplify networks since the number of clusters is often much smaller than the number of nodes.
However, a crucial issue has often been disregarded: is the network of clusters truly representative
of the initial one? In this Thesis, we show that this is indeed not veriﬁed for most networks. For
example we have considered the evolution of random walks on the network of clusters and found
that it behaves quite diﬀerently than in the initial network. This observation led us to develop a
new strategy to simplify complex networks, ensuring that the reduced network is representative of the
initial one. It is based on the idea of grouping nodes, akin to community detection. However, the aim is
no longer to identify the “correct” clusters, but to ﬁnd a smaller network which preserves the relevant
features of the initial one, and especially the spectral properties. We therefore refer to our method as
Spectral Coarse Graining, by analogy with the coarse graining framework used in Statistical Physics.
Applying this method to various kinds of networks, we have shown that the coarse-grained network
provides an excellent approximation of the initial one, while the size could be easily reduced by a
factor of ten. Therefore, the Spectral Coarse Graining provides a well-deﬁned way of studying large
networks and their dynamics considering a much smaller coarse-grained version.
Overall, we ﬁrst discuss the use and the limits of the usual clustering approach to reduce the
complexity of networks, and apply it to several real-world systems. In a second part, we develop a new
coarse graining strategy to approximate large networks by smaller ones and provide several examples
to illustrate the power and the novelty of the method.
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Le cadre mathe´matique des re´seaux complexes s’est ave´re´ remarquablement bien approprie´ pour
de´crire plusieurs syste`mes compose´s d’un grand nombre d’unite´s qui interagissent entre elles. Chaque
unite´ est repre´sente´e par un noeud du re´seau et chaque interaction par un lien entre deux noeuds. A
titre d’exemples, il est possible de cartographier les interactions entre prote´ines d’une meˆme cellule ou
les connections entre neurones sous forme d’un re´seau. Les re´seaux apparaissent aussi naturellement
si l’on conside`re des syste`mes technologiques comme internet, le WWW, ou encore le traﬁc ae´rien.
Finalement, les re´seaux sont fre´quemment utilise´s en sciences sociales pour analyser les collaborations
entre diﬀe´rents scientiﬁques ou les contacts humains qui sous-tendent la propagation d’une e´pide´mie.
Pour la plupart de ces syste`mes, la complexite´ provient principalement du grand nombre d’unite´s,
ainsi que de la fac¸on dont elles sont interconnecte´es. Une approche naturelle pour simpliﬁer de tels
syste`mes consiste donc a` re´duire leur taille. Diﬀe´rentes me´thodes peuvent eˆtre e´labore´es spe´ciﬁquement
pour chaque syste`me, avec l’inconve´nient que ces me´thodes risquent de varier conside´rablement de cas
en cas. D’un point de vue plus global, une alternative inte´ressante consiste a` re´duire la complexite´ des
re´seaux correspondants.
Dans cette The`se, deux strate´gies sont pre´sente´es aﬁn de re´duire la complexite´ des re´seaux. La
premie`re se re´fe`re au paradigme bien connu du clustering. Le but est d’identiﬁer des groupes de
noeuds dense´ment interconnecte´s et avec peu de liens vers les autres noeuds du re´seau. Ces groupes
sont en ge´ne´ral appele´s clusters ou communaute´s. Dans la plupart des re´seaux, les membres d’une
meˆme communaute´ ont en commun quelques caracte´ristiques ou proprie´te´s qui se reﬂe`tent dans la
topologie du re´seau. Par exemple, nous avons e´tudie´ un re´seau de synonymes ou` les noeuds sont des
mots et deux noeuds sont connecte´s si les mots sont synonymes. Il s’ave`re que les mots groupe´s dans
une communaute´ repre´sentent le plus souvent un meˆme concept. Nous avons aussi analyse´ un re´seau
qui de´crit la dynamique d’un peptide en associant un noeud a` chaque conﬁguration microscopique
et un lien a` chaque transition. L’e´tude de la structure d’un tel re´seau en termes de communaute´s a
permis d’e´tablir une nouvelle approche pour explorer les caracte´ristiques principales de la dynamique
du peptide et mieux comprendre la surface d’e´nergie libre correspondante. Finalement, nous avons
de´veloppe´ une nouvelle me´thode aﬁn d’e´valuer la stabilite´ des communaute´s d’un re´seau en re´ponse
a` une perturbation externe du syste`me. Cette me´thode permet entre autre de quantiﬁer a` quel point
les communaute´s reﬂe`tent re´ellement une organisation particulie`re des noeuds du re´seau et non pas
un simple arte´fact des algorithmes utilise´s pour identiﬁer ces communaute´s.
Actuellement, les techniques pour de´tecter les communaute´s d’un re´seau sont un moyen couram-
ment utilise´ pour simpliﬁer les re´seaux, e´tant donne´ que le nombre de clusters est en ge´ne´ral bien
plus petit que le nombre de noeuds. Cependant, une question cruciale a rec¸u e´tonnamment peu
d’attention: est-ce que le re´seau re´duit ou` chaque communaute´ apparaˆıt comme un seul noeud est
vraiment repre´sentatif du re´seau initial? Dans cette The`se, nous avons montre´ que ce n’est de loin
pas toujours le cas. Par exemple, nous avons compare´ l’e´volution d’une marche ale´atoire sur le re´seau
initial et sur le re´seau des communaute´s. D’importantes diﬀe´rences ont e´te´ observe´es. Aﬁn reme´dier
a` ce proble`me, nous avons de´veloppe´ une nouvelle approche pour simpliﬁer les re´seaux complexes,
tout en assurant que le nouveau (plus petit) re´seau soit repre´sentatif du re´seau intial. Bien que cette
approche se base aussi sur l’ide´e de regrouper des noeuds, comme dans le clustering, le but n’est
plus de trouver les “vraies” communaute´s du re´seau, mais d’obtenir un re´seau re´duit qui conserve les
caracte´ristiques du re´seau initial, en particulier les proprie´te´s spectrales. De ce fait, nous nous re´fe´rons
a` cette me´thode comme le Spectral Coarse Graining, par analogie avec le coarse graining utilise´ en
Physique Statistique.
Nous avons applique´ cette me´thode a` plusieurs sortes de re´seaux et nous avons pu montrer que
le re´seau re´duit repre´sente une excellente approximation du re´seau initial, tout en e´tant nettement
v
moins grand et moins complexe. En conse´quence, le Spectral Coarse Graining ouvre des perspectives
extreˆmement inte´ressantes pour e´tudier des grands re´seaux, ainsi que leurs dynamiques, en conside´rant
une version fortement simpliﬁe´e de ces re´seaux.
En re´sume´, nous allons tout d’abord pre´sente´ l’utilite´ ainsi que les limites de l’identiﬁcation des
communaute´s d’un re´seau en appliquant les me´thodes existantes a` diﬀe´rents syste`mes re´els repre´sente´s
sous forme de re´seaux. Dans une deuxie`me partie, nous introduirons une nouvelle starte´gie pour
obtenir une approximation de grands re´seaux par des plus petits et nous e´tudierons plusieurs exemples
d’applications aﬁn d’illustrer l’inte´reˆt et la nouveaute´ de la me´thode.
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1.1 A network approach to complexity
One of the most striking features observed in several natural or artiﬁcial systems is their astonishing
complexity. Even the simplest form of life relies on hundreds of intricate biochemical reactions, with
the product of one reaction acting as a substrate for another one, that is itself catalyzed by an
enzyme generated in a third reaction. Larger organisms are further characterized by thousands of
cells communicating between each other, and the complexity becomes completely overwhelming when
considering the network of neurons in our brains that is made up of approximately 1015 to 1016
connections. Furthermore this complexity is not restricted to life. By now the number of web pages
is estimated to almost 1011, with thousands of billions of links connecting them. Other examples of
large and complex artiﬁcial systems include electrical grids, transportation networks or the Internet.
Eventually we, as human beings, are all part of a complex web of social relationships of diﬀerent kinds
between more than 6 billions individuals.
Since thousands of years this complexity has fascinated people from all around the world [174], and
still nowadays a complete understanding of these systems remains an open challenge. Nevertheless, the
examples mentioned above are characterized by an interesting common feature. They are all made up
of several units interacting with each other, and the presence, or absence, of interactions between two
units appears as one of the fundamental characteristics of the system. This property is at the origin
of the use of complex networks (also referred to as graphs) as a universal and systematic framework
to tackle the complexity observed in a large variety of problems. Complex networks are made up of
nodes connected between each other by edges. In order to describe real systems, nodes represent the
basic units, being proteins, cells, web pages, cities, individuals, or anything else. Edges characterize the
interactions between these units, such as protein-protein interactions, synapses connections, hyper-
links, train infrastructures, social acquaintances, etc. They may have weights or directions to cope
with various kinds of interactions. Indeed, restricting the description of a particular system to a set
of nodes and edges is a simpliﬁcation and might neglect several details. But it allows us to apply the
same mathematical tools to various problems that apparently do not have any relation, as we shall
see later in this Thesis.
Historically the power of the network formalism was ﬁrst noticed by the Swiss mathematician
Leonhard Euler who solved the famous Ko¨nigsberg bridges problem (see Figure 1.1), and thereby
became the founder of graph theory in 1736. The problem consisted in knowing whether it was possible
to walk in the city of Ko¨nigsberg and to pass by all bridges exactly once. By considering each part
of land as a node and each bridge as an edge, Euler could show that this was impossible. Moreover,
he concluded that any graph, or network, with more than two nodes having an odd number of edges
cannot be fully explored without visiting more than once the same edge. Later on, during more than
1
Chapter 1: Introduction Reducing complexity
BA
Figure 1.1: A: Schematic representation of the seven bridges of Ko¨nigsberg. B: Network studied in
the solution provided by Euler.
two centuries, the study of networks was almost entirely conducted in the mathematics community
and led to the seminal work of two Hungarian mathematicians, Paul Erdo¨s and Alfre´d Re´nyi, who laid
the cornerstone of modern graph theory by deﬁning the concept of random graph [50] (see Chapter 2).
More recently, a renewed interest in graph theory has been witnessed in computer science, social
sciences, and physics, triggered by the increase in computer power and the larger amount of available
experimental data. In particular, the tools of Statistical Physics, originally designed for condensed
matter, proved to be extremely successful in describing several important features observed in net-
works. Some of these features, such as degree distribution, clustering coeﬃcient [184], betweenness
centrality [182, 121, 24], degree correlations [122], etc. have by now become standard statistical mea-
sures to characterize large complex networks. Moreover, the similarities between networks stemming
from various systems resulted in a vast eﬀort to design generic models of complex networks. Two of
these models, the small-world networks [184] and the scale-free networks [11], have rapidly reached a
high degree of popularity, thereby stimulating a large amount of work in this ﬁeld.
The success of networks in providing an adequate framework to represent and characterize real
complex systems hints that they may also help when dealing with the large size of these systems. Size
represents an important hurdle since our minds are most often unable to grasp the main features of
systems with more than a few hundred units interacting between each other. Furthermore, systems
whose size is larger then 105 become in some cases impossible to deal with even with the existing
computers, since useful algorithms often scale as a power of the system size, if not exponentially.
The most intuitive way to reduce the system size is to probe whether some units are similar enough
so that they could be considered as a single one. This can be done “by hand”. For instance, in the
case of the WWW, one can check whether some pages exhibit a strong similarity in their content.
However, this approach becomes extremely lengthy for large systems and requires prior information
about the system units, which, in several cases, is not available. Instead of that, the mapping of a
complex system onto a network oﬀers the possibility to develop various statistical techniques to reduce
the network size in an automated and unsupervised way, using only the network topology. For these
reasons, a promising strategy to improve our understanding and simplify large complex systems is to
reduce the complexity of the corresponding network, yet preserving its main characteristics.
1.2 Reducing complexity
The problem of reducing the complexity of a system has its theoretical roots in Statistical Physics
and Information Theory, though most applications and later developments have been found in com-
puter science. By now, complexity reduction techniques are part of everyday life, for instance in data
compression.
In the ﬁeld of complex networks and graph theory, the complexity arises mostly because of the
large number of nodes and edges of real networks. Large size has several consequences. The most
2
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dramatic one is that it strongly restricts the use of time-consuming algorithms, which often hampers
a detailed analysis of large networks. It further results in a very large amount of information about
the system, encoded as edges between nodes, without providing a way to organize this information.
Finally, the graphical visualization of a network becomes often unfeasible if the number of nodes is
larger than a few hundreds.
Several researchers, coming from various ﬁelds of science and technology, have been developing
diﬀerent methods to overcome these problems. By now, two main trends can be distinguished.
The ﬁrst approach related to a reduction of the network complexity is found in Statistical Physics
and concerns regular networks, such as periodic lattices. Taking advantage of the structure of the
lattice, it has been observed that several systems described by a Hamiltonian could be mapped onto
smaller ones by removing or merging a fraction of the nodes without altering the partition function.
This process is referred to as coarse graining, since it provides a coarse-grained version of a system that
behaves as the initial one. Systems invariant under coarse graining are said to be renormalizable, and
several crucial consequences follow from this property. Unfortunately, real complex networks are char-
acterized by a much higher degree of heterogeneity than regular lattices. Therefore, the requirement
of invariance under coarse graining had to be dropped and a more pragmatic approach to simplify
networks has often been followed.
This second approach is based on the observation that the heterogeneity of complex networks
often results in a non-uniform distribution of edges between nodes. For instance social networks are
characterized by groups of individuals that know each other quite well. With the goal of reducing
the complexity, all these individuals may be considered as one single group. By identifying groups
of nodes with a high density of edges between them, we obtain a system whose size is much smaller
than the initial one. The presence of groups with a high density of edges is called the community
structure or cluster structure of a network and the diﬀerent techniques to identify these communities
are referred to as clustering algorithms. The problem of identifying communities in networks was ﬁrst
studied in social sciences and mathematics. Later on, it has become a central topic in computer science
with applications in parallel computing, image segmentation, database analysis or bioinformatics. For
example, the function of unknown proteins could be predicted by simply considering the other members
of their community in a protein interaction network [106]. More recently, several clustering algorithms
have been developed by statistical physicists in order to elucidate the internal organization of complex
networks.
The two approaches mentioned above to simplify complex networks—coarse graining and
clustering—diﬀer signiﬁcantly in one aspect. In the coarse graining procedure, it does not matter
which nodes are grouped together, as long as the properties of the system under scrutiny are con-
served. On the contrary, the clustering approach focuses on uncovering the most meaningful commu-
nities, without addressing the question whether the properties of the original network are conserved
in the network of clusters. As we will show, the main novelty of this Thesis is to show that there
exists a meaningful way to group nodes such that some properties of the network are preserved, as
aimed by a coarse graining procedure. In addition, we will present several results obtained on diﬀerent
kinds of real-world networks, both from the point of view of their community structure and their
coarse-grained structure.
1.3 Outline of the Thesis
The Thesis is divided into two main parts, accounting for the two diﬀerent strategies to simplify
complex networks. Part I deals with the clustering approach and includes several applications on
diﬀerent kinds of real networks. Part II presents the recently introduced coarse graining scheme,
referred to as Spectral Coarse Graining since it is based on the spectral properties of complex networks.
On a “ﬁner grain” scale, the Thesis is organized in the following chapters.
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Chapter 2 reviews some basic deﬁnitions, statistical measures and models of complex networks.
In particular we introduce the notations that have been adopted throughout this work. For the sake
of clarity, we focus on concepts which will be used extensively in the rest of the Thesis. A series of
review articles and books are available for the interested readers, and references can be found in this
chapter.
In Chapter 3, the problem of uncovering the community structure of complex networks is addressed.
A review of the most common clustering algorithms is provided, with an emphasis on those recently
developed by scientists working in the ﬁeld of complex networks.
A method to probe the robustness of the community structure of complex networks is then pre-
sented in Chapter 4. In particular, we introduce the concept of unstable nodes, i.e nodes whose clas-
siﬁcation into a given community is ambiguous. A full characterization of unstable nodes is shown to
reﬁne the information that can be extracted from the community structure of complex networks and
to assess the reliability of this information. The method is exempliﬁed by considering a network of
synonymous words in which unstable nodes turn out to be ambiguous words. Finally, we show that
the overall stability of the community structure can be evaluated by a single measure, the clustering
entropy.
Chapter 5 is concerned with a particular kind of networks on which we applied the clustering and,
later on, the coarse graining approach. These networks, referred to as Conﬁguration Space Networks
(CSN), describe the global architecture of the conﬁguration space of stochastic dynamical systems by
mapping each state of the system into a node and each transition into an edge. We present results
obtained both for simple models of diﬀusive processes and for the Molecular Dynamics (MD) simula-
tion of the di-alanine peptide. In particular, the community structure of CSN is shown to unveil the
diﬀerent basins of the underlying free-energy landscape.
In Chapter 6, we introduce the coarse graining paradigm and review the existing approaches to
coarse grain networks.
Chapter 7 describes the second strategy to simplify complex networks: the Spectral Coarse Graining
of complex networks. In particular, we show that there exists an equivalence between grouping nodes in
a suitable way and preserving the relevant spectral properties of complex networks. This ﬁnding oﬀers
a new, well-deﬁned and extremely eﬀective method to approximate large complex networks by smaller
ones, and eventually to predict the properties of the initial network by considering the coarse-grained
version. To fully describe the method, we ﬁrst consider the coarse graining based on the stochastic
matrix describing the evolution of random walks on complex networks. The coarse-grained network is
shown to preserve the global dynamics, such as mean ﬁrst passage times or relaxation to equilibrium,
with high accuracy for various kinds of real networks. The method is further generalized to symmetric
matrices, such as the adjacency matrix or the Laplacian. As an application, we consider the dynamics
induced by the Gaussian Network Model [54]. In this case, we show that the slow modes corresponding
to ﬂuctuations from equilibrium position are well preserved. Gaussian Networks have been used to
describe the dynamics of proteins and our ﬁnding provides a mathematical framework to coarse grain
large proteins based on their dynamics, rather than on their structure. At the end of the chapter, we
outline diﬀerent directions in which Spectral Coarse Graining might be applied in the future.





Describing, characterizing, and eventually clustering or coarse graining complex networks requires
introducing a few statistical measures, as well as some mathematical properties of networks. Most
of these concepts are borrowed from graph theory, but the recent interest in complex networks from
a wider range of researchers (and particularly from statistical physicists) has resulted in a large set
of tools, measures, models or algorithmic procedures. Instead of providing an exhaustive list of the
recent developments in the ﬁeld of complex networks, only those necessary for the understanding of
the rest of this Thesis are described in this chapter. Excellent review articles [2, 42, 123, 18, 100] or
books [23, 43, 143, 131] can provide the interested reader with a more complete view of the subject.
2.1 Statistical measures
2.1.1 Networks, degree, weight and direction
A complex network is deﬁned as a set of N nodes (representing the entities of the system under
study) connected with each other by M edges. This deﬁnition is equivalent to the one of a graph
in the mathematical or computer science literature (actually the word “complex network” is simply
aimed at enhancing that the graph represents an existing, often complex, system). In these ﬁelds,
nodes are often denoted by vertices, and edges by links. In this Thesis, we adopted the notation most
frequently encountered in the physics community.
A complex network is fully characterize by the knowledge of each node and of its edges. As an
alternative to enumerating the list of edges, networks are frequently described by their adjacency
matrix A, where Aij characterizes the connection from node j to node i. In general, Aij = 0 indicates
the presence of an edge, while Aij = 0 stands for the absence of edges. Diﬀerent kinds of networks
can be distinguished according to the value of Aij :
• Simple networks have symmetric and binary connections: either two nodes are connected or not.
The adjacency matrix is made of 1’s or 0’s. It is indeed a symmetric matrix. The degree ki of a
node i is deﬁned as the number of edges connected to i, ki =
∑N
j=1 Aij .
• Weighted symmetric networks allow for diﬀerent values of the edge weight wij , accounting for the
variability in the nature of the connections between nodes. For weighted networks, the adjacency
matrix takes positive values, Aij = wij ≥ 0, where Aij = 0 indicates the absence of edges between
nodes i and j. A is still symmetric. The weight of a node (also referred to as the strength of
a node [14]) is given by the sum of the weights of its edges, wi =
∑N
j=1 Aij . In a weighted
symmetric network the degree ki of a node i is naturally deﬁned as the number of connections a
node has, without including the weight of the connections. Although less informative than the
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weight, ki indicates the total number of nodes that interact with node i. If Aij ’s are positive
integers, the network is a multi-graph and weights are interpreted as multiple edges, each of
them with weight 1. The case of negative weights is not treated in this work.
• Directed networks are necessary to consider if the connections between nodes are not symmetric.
Typically, if nodes are deﬁned as Web pages and connections as hyper-links between them, the
network is clearly directed. For directed networks, A is not symmetric. A directed network is
unweighted if Aij is either 1 or 0, and weighted if the edge weight takes any positive value. In the
case of directed unweighted networks, the incoming degree of a node is given by kini =
∑N
j=1 Aij
and the outgoing degree is kouti =
∑N
j=1 Aji. The generalization to directed weighted network is
straightforward.










Figure 2.1: A: Simple network. B: Weighted symmetric network, C: Directed network. The degree
(resp. the weight) of the blue node is indicated below.
Usually networks do not have self-edges (or loops), i.e. Aii = 0. But, even if they do, the notions
introduced above are perfectly suited with the only diﬀerence that a node can be neighbor of itself.
In the absence of self-edges, the maximal number of edges is Mmax =
N(N−1)
2 for undirected
networks. For directed networks, one often distinguishes between the edge from i to j and the one
from j to i, leading to Mmax = N(N − 1).
Finally networks whose eﬀective number of edges M scales as N2 are called dense networks while
networks with M scaling as N are called sparse networks. In general, large real networks are sparse.
2.1.2 Degree and weight distribution
While the degree of a node is a local quantity characterizing the number of connections a node has,
the distribution of the degrees over the entire network is a global measure which has been extensively
used to characterize networks [11]. If N(k) is the number of nodes with degree k in a network, the
degree distribution is P (k) = N(k)/N . Similarly for weighted networks the weight distribution is
deﬁned as: P (w) = N(w)/N . Historically, the degree distribution has played a central role in the
study of complex networks, mainly because of the work of Baraba´si and Albert [11], which generated
an enormous interest in characterizing complex networks by their degree distribution (see Section 2.2).
The average degree of a network is given by < k >=
∑kmax
k=1 kP (k) and the ﬂuctuations of the
degree around the mean values reads
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In particular, in the limit of inﬁnite networks, ﬂuctuations become inﬁnite if P (k) ∼ k−γ with
γ ≤ 3.
2.1.3 Degree correlation
An important issue to characterize complex networks is to know how nodes with high degree are
connected. For instance, it has been observed in social networks that nodes with large degree tend to
be well connected to each other, while for several other kinds of networks nodes with large degree are
statistically more connected to nodes with low degree [133]. The correlation between nodes is depicted









where ki→j is the degree of the jth neighbor of node i. Deﬁning P (k′|k) as the conditional probability





If knn(k) is ﬂat, the network is uncorrelated. If knn(k) increases with k, the nodes with high degree
have, on average, neighbors with high degree as well and the network is said to have a positive degree
correlation, while it has a negative degree correlation if knn(k) decreases with k.
Complementary to the behavior of knn(k), the correlations in a network can be studied with the
assortativity coeﬃcient q [122]. Choosing randomly an edge, the degree distribution of the node at
the end of this edge, not counting the edge from which we arrived, is given by:
e(k) =
(k + 1)P (k + 1)∑
j jP (j)
Writing e(k, k′) for the distribution of the degree of the two nodes at either end of the chosen edge










2e(k) − (∑k ke(k))2 the appropriate normalization. It has been shown that q = 0 for
perfectly uncorrelated networks. q > 0 (resp. q < 0) indicates positive (resp. negative) correlations.
These two kinds of networks are often referred to as assortative (resp. disassortative) networks.
2.1.4 Clustering coeﬃcient and cliques
By construction, a node in a complex network interacts with its nearest neighbors. The number of
these interactions is fully characterized by the degree of the node, but neither the degree, nor the
degree correlation can measure the interactions among the neighbors of a given node. To address this
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The sum is equal to the total number of edges among the neighbors of node i, while ki(ki−1)2 gives
the maximal number of such edges (see Figure 2.2 for an example of nodes with diﬀerent clustering
coeﬃcient). Averaging over the entire network, the clustering coeﬃcient of the network is usually
deﬁned as c = 1N
∑N
i=1 ci (for a slightly diﬀerent deﬁnition, see [166]).









Akin to the average neighbor connectivity knn(k), the clustering coeﬃcient as a function of the







The larger the clustering coeﬃcient, the more connections are present between the neighbors of
i, and ci = 1 implies that all neighbors are fully connected between each other. This naturally leads
to the notion of cliques in a network. In a simple network, a m-clique is deﬁned as a set of m nodes
in which each node is connected to all other nodes of the set (for instance the nodes in the green
circle of Figure 2.2B). If m = 3, cliques correspond simply to triangles. Cliques are idealized notion




Figure 2.2: Clustering coeﬃcient of the blue node (circle). A: No connections are present between the
neighbors. B: Some connections are present, C: The neighbors are completely connected. The nodes
in the green circle (B) form a clique of 4 nodes. The network of C is a complete graph.
2.1.5 Paths, connectivity and betweenness
Most pairs of nodes in a complex network are not nearest neighbors and moving from node i to node
j often requires passing through several other nodes. A path on a network is deﬁned as a list of nodes
a1, a2, ...al such that ai has an edge pointing to ai+1. The length of a path is equal to the number of
steps, hence for a path including l nodes (not necessarily distinct), the length is l− 1. To characterize
the distance between two nodes i and j, the notion of shortest path is crucial. The shortest path
between two nodes is a path of minimal length going from i to j. It is not necessarily unique.
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gives the number of paths of length l from
j to i.
The notion of path is immediately related to the notion of connected network. A network is
connected if, starting from any node, there exists a path to any other node. If the network is not
connected, a connected component is deﬁned as a maximal subgraph such that there exists a path
between any two nodes of the subgraph (maximal is deﬁned here with respect to the property of
connectivity and means that if any other node of the network is added to the subgraph, the subgraph
is no longer connected). The case of directed network is slightly more subtle since there may exist a path
from node i to node j but not vice-versa. Hence, in directed networks, a strongly connected component
is a maximal subgraph such that there exists a path between any two nodes of the subgraph. A weakly
connected component is a maximal subgraph containing at least one strongly connected component C,
and such that for all nodes i in the subgraph there is a path going from node i to the nodes of C. In
the following, a directed network is said to be connected if the entire network is a strongly connected
component.
The length of the shortest path plays the role of a distance between nodes. Considering all pairs
of nodes in a network, the average shortest path length is a measure of how close nodes are to each
other, in other words how fast one can move on the network. For instance, if nodes are connected
as in a linear 1D-lattice, like in a chain, the average distance between nodes scales as N , while for a
star the average distance is constant since all nodes can be reached within 2 steps, as in Figure 2.2A.
However, even if on average nodes have a small distance, some nodes might still be far from each other
in a network. To account for this feature, the diameter of a network is deﬁned as the longest shortest
path in the network.
Finally, the notion of path between nodes has also been used to characterize the centrality of nodes
and edges. The most popular measure of the centrality is the betweenness centrality. First introduced
by sociologist [59], the betweenness has become widely known in the community of complex network
researchers with the work of Newman [121]. Intuitively a node i is central if it is part of several
shortest paths. In other words, removing this node would signiﬁcantly modify the shortest paths
between several pairs of nodes. The betweenness is deﬁned as the sum over all pairs of nodes (j, k) of
the number of shortest path between j and k that passes through node i (bjk(i)), divided by the total








Similarly, the betweenness of an edge is deﬁned as the number of shortest path between j and k








Since computing the shortest path between any two nodes takes times O(M), a direct calculation
of the betweenness would take times O(MN2). Using breadth-ﬁrst search techniques a fast algorithm
was independently designed by Newman [121] and Brandes [24] that computes the betweenness in
times O(MN), thus allowing one to compute the betweenness of large sparse networks (typically up
to N = 10′000).
Deﬁned as in Eq. (2.2) and Eq. (2.3) the betweenness does not include weights. An extension was
proposed in [124] for symmetric multi-graphs, such that if an edge has weight n, it is considered as
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n edges with weight 1, each of them contributing to one shortest path. Moreover, if the edge weights
are only required to be positive real numbers, betweenness can be generalized by means of reﬁning
the notion of distance between two neighbors. This distance is taken as a decreasing function of the
edge weight (typically one chooses dij = 1/wij or dij = e−wij ). The notion of shortest path is replaced
by the one of optimal paths, deﬁned as the path minimizing the distance between two nodes [142].
Using the optimal path instead of the shortest path in Eq. (2.2) and (2.3) allows one to deﬁne the
betweenness for weighted networks. However, in the latter case, the betweenness depends on the
deﬁnition of the distance, and values might change signiﬁcantly for diﬀerent choices. Therefore the
notion of betweenness appears as more appropriate for simple networks.
2.1.6 Random walks and stochastic matrices
The concept of random walks is essential to describe a large variety of phenomena (often referred to
as stochastic processes). In the ﬁeld of complex networks, random walks are a key concept to describe
diﬀusive processes, transport phenomena or search on a network [135]. In its discrete and simplest
form, the random walk moves randomly at each time step from one node to one of its neighbors.
Random walks on networks are characterized by the transition probabilities Wij to move from




The matrix W is called the stochastic matrix and corresponds to the column-normalized adjacency
matrix. Starting at node j, the probability to reach node i after t steps is given by (W t)ji. Hence
the successive powers of W completely describe the evolution of a random walk on a network. If the
network is connected, the evolution of a random walk moves towards a stationary state |p1〉, with














Aji = ki ⇔ pi ∝ ki
For directed (still connected) networks, the stationary state cannot be trivially computed. Neverthe-
less, very sophisticated algorithms have been designed to compute it for extremely large networks,
since it was noticed that the PageRank quantity used in search engines as Google can be treated as
the stationary state of a random walk on a connected directed network [25, 88].
By deﬁnition, the stationary state is an eigenvector of W with eigenvalue 1. From now on, we
label eigenvalues such that λ1 ≥ λ2 ≥ . . . ≥ λN . The Perron-Frobenius theorem ensures that, if the
network is connected and undirected (it can be weighted), the eigenvalue λ1 = 1 always exists and
has multiplicity 1. Moreover all other eigenvalues λi are real (as well as the corresponding left and
right eigenvectors) with |λi| < 1. Other useful properties of the eigenvectors of W are discussed in
Chapter 7 since they play a central role in the Spectral Coarse Graining of complex networks. If the
network is not connected, the Forbenius-Perron theorem does not apply. In particular there might be
no stationary state (for instance if one node acts as a sink), several stationary states, or the emergence
of periodic cycles corresponding to complex eigenvalues with module equal to 1 (this last situation
can also occur for connected networks). Figure 2.3 presents four examples of these diﬀerent kinds of
networks and the corresponding eigenvalues λ of W.
Several global features of random walks on complex networks such as the mean ﬁrst-passage time
or the return probability, have been studied in detail [135, 13, 72, 81]. Moreover, random walks
have been used to characterize the centrality of an edge, leading to the deﬁnition of random walk
betweenness [132, 127]. Exploration of complex networks (for instance the crawling of a search engine),
traﬃc simulations or percolation have been described as random walks [189, 171, 82, 163, 145]. The
concept of random walk has been used also to infer the community structure of networks [175, 49, 99,
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Figure 2.3: A: Undirected connected network. B: Undirected disconnected network. C: Directed dis-
connected network with a sink. D: Directed network with cycles.
98]. Finally, Spectral Coarse Graining presented in Chapter 7 of this Thesis deals with an intrinsic
property of stochastic matrices and makes an extensive use of random walks on complex networks.
2.2 Models of complex networks
2.2.1 Random graphs
Historically, random graph is the ﬁrst generic model of networks. It was introduced by the Hungarian
mathematicians P. Erdo¨s and A. Re´nyi in 1959 [50] and for many decades remained the paradigm of
graph theory. The model simply assumes that, for each pair of nodes, an edge is drawn with probability










where z = Np is the average degree. The second equality is exact only in the limit of N → ∞.
Eq. (2.4) shows that as k becomes larger than z, the probability to observe a node with degree k
decreases exponentially with k. Random graphs are not always connected, since a very small p results
in very few edges. An important result about random graphs is that, if p > 1N , the size of the largest
connected component scales as N , while the size of other connected components scales at most as Nα
with α < 1. Therefore, the largest connected component is called a “giant component”.
The clustering coeﬃcient of a random graph is given by the number of edges between the neighbors
of a node, divided by the maximal number of possible edges. Since p is uniform over the network,
the average clustering coeﬃcient c is simply given by p. Close to the critical point pc = 1N (which is
also the condition for the graph to be sparse), c ∝ 1N , which indicates that the clustering coeﬃcient
decreases strongly with the network size.
Another important result about random graphs concerns the average shortest path length and the
diameter. Both quantities were shown to scale as ln(N) [22] if p > 1/N , implying that even for very
large graphs, the average distance between nodes remains small.
Random graphs are fascinating mathematical objects exhibiting other interesting properties than
the ones mentioned above. Because of these properties, they have been used as models of real complex
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networks. However, despite some success, several characteristics of real networks are not described
in the framework of random graphs. In the next two sections, two features not present in random
graphs, and two models providing a possible explanation for these features, are discussed. Although
these models might not be relevant for all situations, they take on a historical importance as the
two models that triggered a huge amount of work and shaped the actual way of looking at complex
networks.
2.2.2 Small-world networks
The small-world model introduced by Watts and Strogatz in [184] aims at providing an explanation for
two properties observed in several kinds of real networks. First, networks often have a large clustering
coeﬃcient, as expected if connections are drawn only locally (Figure 2.4A). In the same time the
average distance between any two nodes is short, in the sense that it does not scale as the network
size. In the framework of random graphs, these two feature can only be obtained if p becomes close
to one, i.e. the graph is very dense, which is not the case for most real networks.
The model of Watts and Strogatz starts from an ordered conﬁguration of edges, as shown in
Figure 2.4 A. In such a conﬁguration, the clustering coeﬃcient of the network is large (in the present
example c = 0.5), but the average distance between any two nodes scales as N . Then, each edge is
rewired with probability p to a randomly selected node (Figure 2.4 B and C). For large p, the network
becomes indeed completely random, exhibiting similar properties as random graph. The transient
behavior is the most interesting one. It has been shown that a small value of p is suﬃcient to decrease
signiﬁcantly the average distance between nodes, while the clustering coeﬃcient remains almost similar
to the one with p = 0. Hence the model displays a regime in which the clustering coeﬃcient is large
(does not decrease as 1N , as predicted in sparse random graphs), while the average distance between
the nodes is small.
The word small-world can now be understood in terms of social networks. Most individuals on earth
have the impression that their friends live in the same area and are part of the same social groups (local
interactions resulting in a high clustering coeﬃcient). However, when meeting an unknown person (for
instance being abroad), it often happens that we share a common friend, or at least that some of our
respective friends know each other (small-world eﬀect). The model of Watts and Strogatz shows that
only a few long-range connections are necessary to explain this phenomenon in social networks.
The presence of a large clustering coeﬃcient together with a small average distance has been
observed in a very large number of diﬀerent networks that have been grouped under the “small-
world” label. Although this is often an indication of a particular topology, it is not suﬃcient in itself
to conclude that the graph is “small-world”. For instance, dense random graphs (p ∼ 1) meet both
criteria of small average distance and large clustering coeﬃcient. Therefore, to conclude that a network
is really small-world, it is also essential to check that the network is sparse.
2.2.3 Scale-free networks
Another observation that could not be described in the random graph model is the shape of the degree
distribution. Random graphs show a clear exponential decay, while several real networks display a
much slower decay, often better described by a power-law (also called Zipf’s law), P (k) ∼ k−γ .
Figure 2.6 shows the diﬀerences between an exponential and a power-law distribution. The power-law
behavior has important consequences on the topology of the network, since it implies with a signiﬁcant
probability the existence of high-degree nodes that act as hubs in the network. Furthermore, power-
laws are typical of scale-free systems in Statistical Physics, i.e. systems having the same statistical
properties at any scale. In analogy with statistical physics, the name scale-free was given to networks
exhibiting a power-law degree distribution. However, because of the “small” size of complex networks
(N = 102 − 105) compared to systems described in statistical physics (N = NA ≈ 1023 atoms), the
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p=0 p=1
A B C
Figure 2.4: The Watts and Strogatz small-world model. A: p = 0, only nearest neighbors and next-
nearest neighbors are connected. Both c and the average distance between any two nodes are large,
B: p << 1 but p > 0, a few short-cuts are introduced in the network that strongly reduce the average
distance, without signiﬁcantly altering c. C: p is large and the network is equivalent to a random
graph. In this case, both the average distance and c become very small.
exact behavior of the degree distribution cannot always be computed without ambiguity. In particular,
speaking of a scale-free network if the number of nodes is smaller than a few hundreds is certainly
meaningless.
The ﬁrst models addressing the question of power-law degree distribution were discussed already
long ago [186, 165, 148], but remained mostly unknown to the statistical physicists community (for
a review about power-laws, see [128]). More recently, Baraba´si and Albert (BA) introduced a highly
inﬂuential model which has been a driving force behind the recent interest in networks [11]. It is a
model of a growing network in which nodes are continuously added. But instead of connecting them
randomly with nodes already present in the network, the connections are drawn with a probability
proportional to the degree of the nodes, leading to a preferential attachment. In [11] a new node enters





This simply states that nodes with a high degree receive even more new connections, exemplify-
ing the “rich-get-richer” principle. Working out the degree distribution arising from the preferential
attachment rule, a power-law with exponent γ = 3 is obtained [11]. Interestingly, the topology of BA
networks displays important diﬀerences with the one obtained with random graphs. While all nodes
are almost equivalent in random graphs, BA networks exhibit several hubs characterized by a much
higher degree than the rest of the nodes. Figure 2.5 shows a visual comparison between a random
graph and a BA network, and Figure 2.6 displays the diﬀerent shape of the degree distribution in
both cases.
The simple model of Baraba´si and Albert is especially intuitive to describe the evolution of the
WWW: as new pages are added to the network, they will most likely connect to relevant and well-
known pages that are already pointed by several other ones. However, the exact exponent of the BA
model is far from universal (for instance the WWW seems to have rather a γ ≈ 2.2). To explain this
discrepancy, and many others, variations of the BA model have been proposed, including a non-linear
preferential attachment [91], addition of edges between existing nodes [197], preferential attachment
based on other quantities than the degree (typically including the eﬀect of clustering coeﬃcient,
13
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A B
Figure 2.5: Visualization of a random graph (A) and a BA network (B). N = 200 and < k >= 2.
Hubs in the BA network are represented in blue.
betweenness,...) [31, 76, 90, 56], preferential attachment including weights [14, 15, 191], and so on and
so forth (the references provided herein are only a small snapshot of the published works). This vast
amount of published papers gives an idea of the exceptional popularity that this model has reached.
Another important aspect is the validity of the preferential attachment rule. Though the BA
model is rather intuitive for networks like the WWW, it does not always make sense for other kinds
of networks, such as protein-protein interaction networks or some social networks. Other models have
been developed, aiming at providing a reasonable explanation for the origin of the degree distribution
of these kinds of networks [28, 180, 176, 19]. Finally, a general formalism to generate networks with
power-law degree distributions with any exponent γ has been developed by Molloy and Reed [115, 116].
To conclude the short discussion about power-law distributions, the vast amount of models used to
describe diﬀerent features of real networks raises the question of how relevant a model is if it describes
some properties of a network. In other words, how can one be sure that a model actually describes
what happens in a given type of network, only by showing that some properties of the network are
well described in the model. The question becomes even more delicate when noise is present in the
data, such that for instance the exponent of a power-law is very diﬃcult, if not impossible, to estimate
exactly. Despite some attempts [61], it is likely that this question has received too little attention,
being diluted in the ﬂow of enthusiasm for the new science of complex networks.
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Figure 2.6: A: Degree distribution of a random graph with N = 105 nodes and p=0.01. B: Degree
distribution of a BA network with m = 5 and N = 105. Both networks have the same number of








State of the art
3.1 The paradigm of clustering
The idea underlying any clustering procedure is that the entries of a large data set can be organized
and classiﬁed into a certain number of natural groups. For instance, given a list of cities from all
around the world, we naturally associate each city to a country, and each country to a continent. This
association process shows that, faced with a large number of data (cities), we naturally tend to use
diﬀerent levels of organization (countries and continents) to tackle the complexity of a system. Indeed,
the knowledge of the diﬀerent levels of organizations has the enormous advantage of allowing one to
grasp the main features of the initial data set, while not including all details about each entry.
Let us now imagine that an external observer has a full knowledge of the data, but no idea of the
diﬀerent levels of organization. In the case of cities, he/she would know the exact position of each
city on the earth and all roads connecting them, but would completely ignore their countries. Is there
a way to organize the data into groups, and hopefully to uncover the existing countries? Clustering
techniques aim at answering positively this question.
The paradigm of clustering can therefore be stated as a method to extract the diﬀerent levels of
organization of a data set by assigning each node to a particular cluster, using only the similarities
or diﬀerences between nodes. Typically, information about similarity between nodes is often encoded
as a network. Though stated for an abstract data set, this paradigm is extremely relevant for a vast
amount of diﬀerent systems. For instance cities of the same country are likely to be connected by
several roads and, for most countries, are geographically close to each other. Hence, if the external
observer groups cities in such a way that the distances within each group are small and the road density
is high, he/she will most often uncover the correct organization of the data, except for some countries
such as Russia who might not fulﬁll the criterion of small distances between cities. In a diﬀerent
framework, friendships between individuals are likely to reﬂect the diﬀerent social groups individuals
take part in (clubs, professional environments, family, etc.). In this case, the local information about
the acquaintances of each individual may allow one to unveil the second level of organization of a
population. Furthermore, in biology, there are some indications that one can for instance infer the
diﬀerent groups of proteins associated with well-deﬁned functions, by screening all physical interactions
between proteins.
Clustering techniques represent therefore a complete shift from an analysis ”by hand” to an auto-
mated approach of large data sets based only on the knowledge of the existing relations or interactions
between the data. Nevertheless, a blind application of these techniques often does not allow one to
completely characterize the diﬀerent levels of organization. For instance, the external observer of the
world’s cities mentioned above would not gain a complete insight by identifying the correct clusters,
if he/she does not know anything about the concept of country. Similarly, the correct knowledge
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of the clusters of proteins is not very helpful if nothing is known about the diﬀerent functions of
proteins [84]. For these reasons, clustering techniques become especially useful when some partial in-
formation is known about a system. Still referring to the world’s cities, if more than half of the cities in
a cluster are known to belong to the same country, it is possible to infer that the remaining cities may
also belong to this country, even if their country was not known a priori. Similarly, if most proteins of
a cluster have the same function, the function of the few ones that have not been annotated manually
may be predicted [106]. Therefore, systems particularly appropriate for clustering techniques are those
for which a complete information about relations between entries is available (often by experimental
studies), and partial information is provided about the diﬀerent levels of organization of the data. For
such systems, cluster analysis allows for a more complete characterization of each entry. Furthermore,
this characterization can be encoded as a clustering algorithm and therefore is performed by a com-
puter, which allows one to treat very large data sets that would not be amenable for an analysis ”by
hand”.
Nowadays clustering techniques have been applied to a very large number of problems in various
ﬁelds of science and technology. However, despite several practical applications, a satisfactory mathe-
matical deﬁnition of a cluster has never been formulated, and likely will never be. Hence, the problem
of ﬁnding the correct cluster structure of a data set remains a open problem for which only heuristic
approaches can be designed, as we will see in the following.
3.1.1 Spatial versus graph clustering
Up to now, abstract data sets have been considered, without stating how interactions are represented.
For instance, in the example of the cities, each city is deﬁned by coordinates representing its position
on the Earth surface, whereas in the case of social networks, no distance can be deﬁned between
individuals, but the friends of each individual are assumed to be known. These two examples illustrate
the two main classes of data that have been analyzed in the paradigm of clustering. In the ﬁrst case,
the data are represented in a metric space, and the interactions between data can be characterized
by distances between points. This situation is referred to as spatial clustering. The goal of any spatial
clustering algorithm is to ﬁnd groups such that distances between members of the same group are
small, while distances between members of diﬀerent groups are large.
In the second case, interactions between the entries are encoded as binary relations (i.e either
two individuals interact, or not). The data are therefore best mapped onto a network. Nodes of
the network represent the data (for instance individuals in social networks), and edges represent
interactions (friendships). This situation is referred to as graph clustering. Graph clustering techniques
aim at identifying the clusters that maximize the number of interactions between nodes of the same
cluster, and minimize the number of interactions between nodes of diﬀerent clusters.
Although the two kinds of data sets (vectors in a metric space and networks) diﬀer by nature,
the spatial clustering can always be mapped onto a graph clustering problem by deﬁning a complete
graph with the weights over the edges given as a function of the distance dij (typically wij = 1dij
or wij = exp(−βdij)). The converse is not possible since a graph does not always imply a notion
of distance between nodes (at least not in a straightforward way). For this reason, graph clustering
is more general and includes spatial clustering, although for many practical applications of spatial
clustering there is no need to represent explicitly the data as a network. Because of this possible
mapping, only the graph clustering will be discussed in this Thesis.
3.2 Community structure in complex networks
The study of the community structure in networks has its roots in graph clustering. It is based on
the observation that, contrary to the random graph model of Erdo¨s and Re´nyi, real complex networks
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are often made up of groups in which the nodes are more connected to each other than to the rest
of the network. These groups are referred to as clusters, or equivalently as communities in analogy
with the social network terminology. The notion of community structure arises naturally for several
kinds of complex networks. Typically, social networks whose nodes are individuals, are likely to have
communities since we all take part in social groups (family, clubs, work,...) where people know each
other quite well. While nodes represent individuals, the community structure reveals the diﬀerent
social groups. Elsewhere communities account for strongly interacting entities, such as web sites linked
together or researchers working in the same ﬁeld in a citation network. Figure 3.1 displays a typical
example of a small toy network made up of 3 communities. It is evident, for instance, that nodes
10 and 12 belong to the same community, having exactly the same neighbors. However, Figure 3.1
already raises some important questions about the deﬁnition and identiﬁcation of communities. Should
we consider node 14 as one single community or group it in the same community as node 8? How
can we ﬁnd communities in an unsupervised way for larger networks that cannot be visualized as in
Figure 3.1? To which community does node 7 belong? The two ﬁrst questions will be addressed in
this chapter by using the existing clustering algorithms. The last question is the core of Chapter 4, in




















Figure 3.1: Small toy network with 3 clear clusters.
3.2.1 Evaluating the community structure of networks
Before addressing the problem of ﬁnding the communities in a network, it is worth spending some
time discussing about the notion of community. In the previous paragraph an intuitive, but highly
imprecise, deﬁnition was stated: regions in which the nodes are more connected to each other than to
the rest of the network. For instance what means “more connected”? If all nodes apart from one are
grouped together, there will be many more connections within the communities than between them,
but the grouping is likely to be irrelevant for most networks.
A ﬁrst attempt to deﬁne explicitly what is meant by more connected to each other than to the
rest of the network is found in the bi-partitioning of graphs. If S and Sc represent the two subsets of
nodes resulting from the bi-partition, the quality of the partition could be measured by the quantity
P1 = 1 − E(S,S
c)
min(|S|,|Sc|) , where E(S, S
c) is the number of edges connecting a node of S to a node of
Sc, and |S|, resp. |Sc|, is the number of nodes in S, resp. in Sc. The better the partition, the larger
P1, with a maximum at 1 if the network is made up of two disconnected components. In this way,
the pathological case of one node grouped apart from the rest of the network does not yield a good
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partition since the denominator of the fraction is equal to one.
However, for many real networks, the split into two communities is not relevant and P1 cannot be
used as an evaluation criterion. Referring to the idea that the best communities in simple networks
are cliques and that each edge between any two communities decreases the accuracy of the community
structure, a possible measure is given by:
P2 = 1− Lout + L¯in
N(N − 1) , (3.1)
where Lout counts the number of edges connecting nodes in diﬀerent communities, while L¯in counts
the number of edges that could have been placed between nodes of the same community, but do
not exist. Though appealing, P2 has several draw-backs that make it useless for large networks. In
particular, if a network is sparse (M ∼ N) and if each community is made up of one single node,
Lout ∼ N and L¯in = 0. Therefore P2 = 1 in the limit of inﬁnite networks. Several other measures of
the same type as P2 have been developed [149]. One of them, referred to as the modularity, exhibits
particularly interesting features and has been used extensively in the past few years.
Especially interesting for evaluating the community structure is the recently introduced notion of
modularity [132].
Modularity
Assuming a simple network, if ls is the number of edges between nodes of community s and ds is the













with L the total number of communities. If all nodes form one giant community, l1 = M and the
modularity is 0, while if each node is grouped into a diﬀerent community of size 1, Q < 0. The
motivation to deﬁne the modularity in this way comes from the observation that, if nodes are assigned
completely randomly to L communities, then the expected number of edges between two diﬀerent
communities s and s′ is given by M ds2M
ds′
2M . Thus, Q is a comparison between the real fraction of edges
and the expected fraction of edges among nodes of the same community [132]. The modularity can
also be expressed as a sum over all pairs of nodes [130, 152]. Writing ds =
∑


















where si is the label of the community of node i. In this way, the modularity corresponds to the
Hamiltonian of a Potts model [188] with interaction strength deﬁned by Qij = Aij − kikj2M [152]. The
notion of modularity can be extended to weighted networks [124] and Qij = wij − wiwj2W , where wij is
the weight of the edge between node i and j, wi is the weight of node i, and W =
∑
i wi is the total
weight of the network.
At this point, a few comments are necessary. A random partition of a network into L communities
has a modularity close to 0 and a good partition has in general a large modularity. However, we stress
that a large Q only implies that the partition diﬀers from a random one. In particular, it does not
necessarily mean that for a random network (a priori without any community) any partition among
all the existing ones has a small modularity.
This problem was ﬁrst addressed in [79]. In a more complete study [152, 153], Reichardt and
Bornholdt have shown that indeed “purely random networks display intrinsic modularity and may
be partitioned in a way that yields high values of Q” [153]. In their work an explicit proof is given
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that modularity arises in random networks because of random ﬂuctuations that lead, with a certain
probability, to a modular structure in the network. Therefore a large value of Q does not ensure that
the network is truly modular.
As modularity became widely used, other draw-backs of this measurement have been studied.





, it is assumed
that all pairs of nodes are equally likely to be connected. However, for many kinds of networks,
connections are allowed only within a community or between adjacent communities. In such a case,
the density of edges in a community should be compared to the density in the adjacent communities













where Ms is the number of edges that connect nodes of the subgraph consisting of community s and
all its adjacent communities.
More recently, Fortunato & Barthe´le´my have discussed in detail the resolution limits of the com-
munity detection based on modularity [55]. In particular, examples are provided where the modularity
measure fails to recover the real community structure (i.e. the real community structure is not the
partition with the largest modularity). In this Thesis, another example of the failure of modularity to
indicate the correct partition of a network is discussed in Chapter 5.
In conclusion, the modularity as deﬁned in Eq. (3.2) is a natural way of evaluating the community
structure. However, one should always keep in mind that high values of Q only ensures that the
partition under consideration is as diﬀerent as possible from a completely random assignment of the
communities.
Higher order modularity
The modularity compares the presence or absence of an edge to the probability to have an edge, equal
to kikj2M . Nevertheless, communities are not only characterized by a high density of edges. They also
imply several paths of length n (n being small, n = 2, 3) between the nodes of a community. The






























Despite a theoretical interest, including higher orders in the modularity often does not improve sig-
niﬁcantly the evaluation of the community structure of complex networks, and the partition with the
highest modularity is often the same with Q(1), Q(2), or Q(3).
3.2.2 Uncovering the community structure of complex networks
As scientists began to understand the wide range of systems described as complex networks and
the importance of reducing the complexity by identifying the communities of such systems, the need
for eﬃcient and reliable clustering algorithms became evident. Both this need and the diﬃculty to
deﬁne properly what is meant by communities or clusters have resulted in a vast amount of diﬀerent
procedures to extract meaningful partitions of a network. Already in the 1980’s, it has been reported
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that a questionnaire asking to describe the best clustering algorithm and distributed to ﬁfty-three
scientists working in the ﬁeld of graph clustering yielded ﬁfty diﬀerent programs and packages [92].
Only slightly exaggerating, it has been said that there are as many clustering algorithms as people
working in clustering. Considering the previous discussion, no clustering algorithm can claim to be
the absolute best method for all situations. Therefore a clustering algorithm should be considered as
an attempt to ﬁnd a partition of a network, based on an intuitive idea of what should fulﬁll relevant
communities.
Clustering algorithms can be classiﬁed into two large classes: hierarchical and non-hierarchical.
A non-hierarchical algorithm produces a unique partition of a network1. Non-hierarchical algorithms
have the advantage of assigning each node without ambiguity to one single community. However, for
several networks, there exist diﬀerent levels of community structure. For instance, in Figure 3.2A, the
ﬁrst level is made up of 3 clusters (blue circles), while the second level is made up of 2 clusters (green
circles). In such cases, hierarchical algorithms are more convenient. The aim of hierarchical algorithms
is to uncover the complete hierarchy of communities, starting from one single community up to N
diﬀerent ones. Results of hierarchical algorithms are often displayed as a dendrogramm where each
branching corresponds to the split of a community into two smaller ones (see Figure 3.2B). These
algorithms can be further divided into two subclasses, agglomerative and divisive. Agglomerative
methods start from N communities and successively merge the communities, while divisive methods
start with one single community and iteratively split the communities (often by removing edges in the
network) until all nodes fall into a diﬀerent community. Nevertheless, hierarchical algorithms cannot














Figure 3.2: A: Network illustrating hierarchy in the community structure. B: Dendrogramm with the
ﬁrst, resp. the second split corresponding to groups within the green, resp. blue circles.
Having understood the two main approaches to uncover the community structure in complex
networks, we will describe some of the most common clustering algorithms for complex networks,
with an emphasis on those used in the analysis of real examples in this Thesis. In particular we will
not discuss clustering algorithms that require to know a priori the number of communities, such as
k-means algorithms [103], since this information is most often not available for real networks.
3.2.3 The Girvan-Newman algorithm
Among all clustering algorithms developed by scientists working in complex networks, the Girvan-
Newman (GN) algorithm [69] deserves to be mentioned ﬁrst. Soon after its publication, it had already
reached a very high popularity and triggered a strong interest among statistical physicists in detecting
1If the algorithm depends on one or several parameters, diﬀerent communities may be obtained, but the algorithm
is still non-hierarchical in the sense that, once the parameters are ﬁxed, only one partition is found by the algorithm.
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network communities. Moreover, in the past few years, it has been used as a benchmark to compare
clustering algorithms developed more recently. Nevertheless, the GN algorithm is neither the most
accurate, nor the fastest clustering algorithm.
The GN algorithm is a hierarchical algorithm based on edge betweenness. The betweenness of an
edge counts to total number of shortest paths between any two nodes that pass through the edge.
Thus an edge connecting two nodes within a densely connected region of the network has in general
a low betweenness. As an extreme example, in a complete graph each edge has a betweenness equal
to 1. On the other hand if an edge connects two parts of a network that are loosely connected to each
other, several shortest paths between nodes in one part and nodes in the other part pass through
this edge. Therefore the edge is likely to have a high betweenness. In the GN algorithm, edges are
successively removed, starting from the one with the largest betweenness. As the removal is carried
out, the network splits into more and more groups, until all edges have been removed. Visually, the
results of this divisive and hierarchical clustering are displayed in a dendrogramm, as in Figure 3.2B.
Unfortunately, a successive removal of the edges based on their betweenness calculated in the initial
network was shown to perform poorly [69]. In particular, if two communities are connected with more
than one edge, nothing can ensure that all these edges have a large betweenness. It has been shown
that, to obtain reasonable results, it is necessary to recompute the betweenness of all edges after each
removal. In summary, the GN algorithm works as follows:
1. Compute the edge betweenness using the fast method described in [121, 24].
2. Remove the edge with the largest betweenness and check whether a new community has ap-
peared. If yes, update the dendrogramm.
3. Recompute all edge betweenness.
4. Go back to 2.
As already pointed out, the entire dendrogramm given by the GN algorithm does not allow one to
know which partition of the network should be chosen. To overcome this problem, the best partition has
been deﬁned as the partition along the dendrogramm that maximizes the modularity [132]. Therefore,
in its more recent version, the GN algorithm is also based on modularity. But, instead of comparing
the modularity for all possible partitions of the network, it only considers the N partitions along
the dendrogramm, which indeed reduces considerably the complexity. The same procedure based
on the maximal value of modularity along the dendrogramm has been applied to other hierarchical
algorithms [40, 46].
From the point of view of time eﬃciency, the betweenness is a global quantity and can only
be computed in times O(NM) (see Chapter 2). Since the computation of the betweenness has to
be carried out M times, the algorithm scales as O(NM2), and therefore becomes extremely slow
for large networks (N > 104). To speed up the algorithm, it has been ﬁrst noticed that only the
betweenness of edges belonging to the same component as the edge that has been removed need
to be recomputed. To further improve the method, Tyler et al. [173] have shown that betweenness
could be approximated taking into account only a fraction of the shortest paths, thereby reducing
the computational time. Finally, several variations or extensions of the GN algorithm have also been
designed. For instance, instead of using the edge betweenness as in the GN method, current-ﬂow
betweenness [132] or information centrality [57] have been considered.
3.2.4 Markov Clustering
In this section, the Markov Clustering (MCL) is discussed in more details since it is the clustering
algorithm most often used throughout this Thesis. MCL is based on random walks on networks. It was
introduced by Stijn Van Dongen in his PhD Thesis [175]. The main idea can be summarized in the
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words of Van Dongen himself: A Random Walk on a network that visits a dense cluster will likely not
leave it until many of its vertices have been visited. However, the idea of performing a random walk
on the network will not identify the clusters since, as time increases, the random walk ends up leaving
the cluster to reach a stationary state (see Chapter 2). The idea of Van Dongen is to favor the most
probable random walks, already after a small number of steps, thereby increasing the probability of
staying in the initial cluster. The algorithm works as follows [49]:
1. Take the adjacency matrix A, including self-loops (Aii = 1).
2. Normalize each column of the matrix to one in order to obtain a stochastic matrix W .
3. Multiplication step: Multiply the matrix W by itself.
4. Inﬂation step: Take the rth power of every element of W 2 (typically r ≈ 1.2− 2) and normalize
each column to one to obtain a new stochastic matrix.
5. Go back to 3.
Step 3 is straightforward to understand in terms of random walks since (W 2)ij is the probability
that a random walk starting from node j ends up in node i after 2 steps. Step 4 can be interpreted
qualitatively. After taking the rth power and normalizing, the higher values on each column will get
even higher compared to the other elements in the column. It means that the most probable random
walk starting from a node j will become even more probable compared to other random walks starting
from j.
MCL converges towards a matrix invariant under the combined eﬀect of the multiplication and
the inﬂation steps, although the convergence of the method has not been strictly proved. Only a few
lines of the matrix have non zero entries, and these entries give the cluster structure of the network.
Figure 3.3 shows the result of MCL applied to the network displayed in Figure 3.1. In Figure 3.4, a
graphical visualization of MCL evolution is displayed.
MCL is a parametric and deterministic algorithm, in the sense that, for a given r, the algorithm
always converges to the same matrix. The parameter r tunes the granularity of the clustering. A small
r corresponds to a few big clusters, whereas a big r corresponds to smaller clusters.
Before After
Figure 3.3: Left: non-zero elements of the stochastic matrix W for the network in Figure 3.1. Right:
non-zero elements of the stochastic matrix after 20 steps of MCL, r = 1.6.
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Figure 3.4: Graphical visualization of MCL evolution on the network of Figure 3.1. T gives the number
of iterations. The networks are built from the elements of W larger than a cut-oﬀ of 0.01. For clarity,
direction on the edges has been omitted.
From a computational point of view, the matrix multiplication is the time limiting step, since it
takes time O(N3) for complete graphs. For real networks, it is possible to take advantage of the sparse
structure of W . In particular, it is very useful to introduce a cut-oﬀ at each iteration in order to keep
W sparse. In this way, MCL has been applied even to large networks of N ≈ 104 nodes in a reasonable
time (see Chapter 4).
Interestingly, the inﬂation can be reinterpreted in terms of an annealing procedure [159]. If W is










−βB(k)ij and β is a real number playing the role of inverse temperature. The B(k)ij can
be interpreted as an eﬀective potential barrier between nodes i and j. Now, let Γr(W k) stand for the
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Hence, the inﬂation step corresponds to an annealing procedure of the formal temperature T = 1/β
to the lower value Tr = T/r. By repeatedly applying Γr, the system is eﬀectively cooled down.
However, between each inﬂation step, the matrix multiplication changes dramatically the eﬀective
potential and makes an analytical description of the complete algorithm extremely diﬃcult. Alter-
nating the multiplication and the inﬂation is equivalent to exploring the network every time a larger
number of steps (2, 22, 23, ...), but at a lower eﬀective temperature (T , T/r, T/r2, ...). It turns out
that, eventually, all random walks end up at a few nodes with probability one. If two random walks
starting from two diﬀerent nodes (i and j) end up at the same node, i and j are classiﬁed in the same
cluster.
As a ﬁnal remark, a clustering technique very similar to MCL has been proposed recently, using
the concept of message passing [60].
3.2.5 Modularity optimization
The modularity Q was ﬁrst introduced as a measure to compare the quality of diﬀerent partitions of
a network [132]. Very soon, it was realized that Q could be used not only to evaluate the partition
into communities, but also to ﬁnd the partition optimizing the modularity.
To achieve this goal, Newman proposed a ﬁrst agglomerative algorithm [126] (see Section 3.2.1).
Initially each node is considered as one single community. Then, at each step, two communities are
merged. The choice of the communities to be merged is done considering the largest increase in the
modularity. The procedure is therefore a greedy optimization of the modularity working as a steepest
descent algorithm. Considering the deﬁnition of the modularity, it has been shown that the updating
of the largest increase in modularity does not require to compute the modularity for all kinds of
possible groupings at each step [35]. Thanks to appropriate updating rules, the algorithm run sin
time O(N lnN), and therefore can be used for extremely large networks—up to 106 nodes). Although
nothing ensures that the largest modularity will be reached, there is such a large gap in computational
speed between this algorithm and most others (running typically at least asO(N2)), that it often turns
out to be a good choice, if not the only choice, for very large networks.
More involved techniques have also been used to optimize the modularity. Of particular interest
is the optimization based on simulated annealing [77, 78]. The maximum of modularity is found by
introducing a computational temperature T that is slowly decreased. At each step, a certain amount
of individual moves in which nodes change from one community to another one (as well as a few
collective moves, such as merging or splitting communities) are performed. The moves are accepted
with probability 1 if they result in an increase of Q, and with probability exp(Qf−QiT ) if they result in
a decrease of Q. Then the temperature is reduced by a factor c (T → cT ) with c slightly lower than
1, and a new series of randomly chosen moves are performed. The simulated annealing avoids being
trapped in local maxima of the modularity, as it could be the case with the greedy optimization. The
community structure found with this method has a larger modularity than with most other clustering
algorithms [78], as long as the simulated annealing is run properly. Thus, if modularity is the criterion
chosen to deﬁne clusters, it is likely to outperform any other clustering algorithms. However, the use
of other clustering techniques is still important in two aspects. First, speed may be a limit of the
simulated annealing procedure. Second, for some networks, modularity is known to fail in identifying
the correct clusters [119, 56, 67].
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3.2.6 Potts Model
The use of models directly inspired by Statistical Physics to elucidate the community structure
of graphs goes back to the seminal work of Blatt, Wiseman and Domany [17]. A q-Potts spin si
is associated to each node and the dynamics is governed by a ferromagnetic Hamiltonian H =
−∑<i,j> Jijδsi,sj , with Jij the strength of the interaction between nodes i and j (typically Jij = Aij).
At high temperature the system is in the paramagnetic phase, while at zero temperature the system
is in the ferromagnetic phase. It was shown that, when communities of highly connected nodes are
present in the network, a superparamagnetic phase occurs; spins within the same community become
perfectly correlated, while diﬀerent communities remain uncorrelated. Hence the name superparam-
agnetic clustering.
As a draw-back of the superparamagnetic clustering, the choice of the “correct” temperature is not
straightforward and the superparamagnetic phase is not always recognizable, especially when clusters
are fuzzy. For a set of data in a metric space (i.e. spatial clustering), an attempt to solve this problem
was proposed by tuning the strength of the connections between the nodes to optimize the stability of
the superparamagnetic phase [1]. However, the method, despite its elegance, has been outperformed
by recent algorithms.
More recently, a very nice solution to the circumvent some of the failures of the superparam-
agnetic clustering was proposed by Reichardt and Bornholdt [151]. Instead of considering a purely










where q is the number of possible spins and ns is the number of nodes with spin s. The ﬁrst term
on the right-hand-side favors an homogeneous distribution of spins (ferromagnetic phase). Diversity
is introduced by the second sum which is minimized if all q communities have exactly the same size.





(Aij − γ)δsi,sj (3.6)
Eq. (3.6) resembles Eq. (3.3). Setting γ = γij =
kikj












where ls is the number of edges between nodes with the same spin s, and ds is the sum of the degrees
of these nodes. Eq. (3.7) is exactly the expression of the modularity Q in Eq. (3.3) multiplied by a
factor −2M . Therefore, optimizing the modularity is equivalent to minimizing the Hamiltonian of
Eq. (3.7), and the problem of identifying clusters based on the maximization of the modularity has
been mapped onto the one of ﬁnding the ground state of a Potts-like model.
3.2.7 Spectral Clustering
The spectral clustering of networks has a longer history than any clustering algorithm described
above. It is based on the eigenvectors of the Laplacian matrix and dates back to the seminal work of
Fiedler [52]. The Laplacian matrix L of an undirected network is deﬁned as L = D − A, where A is
the adjacency matrix and D is a diagonal matrix with Dii =
∑
j Aij = ki (see Chapter 2).
Eigenvectors of L have several interesting properties. For a connected network, we always have that
the lowest eigenvalue λN = 0 and λi > 0, ∀i < N . The eigenvector pN is equal to (1, 1, ..., 1), while
the sum over the components of all other eigenvectors is equal to 0. Eigenvector pN−1, also referred
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to as the Fiedler vector, is related to the optimal cut of a network, i.e. a partition of a network into
two groups minimizing the number of edges between the groups. To see it, let x be a vector such that
xj = 1 if node j belongs to the ﬁrst group, and xj = −1 if not. Under this constraint, the optimal cut























αpα, with pα the eigenvectors of L, and λ1 ≥ λ2 ≥ . . . ≥ λN = 0 the corresponding







The global minimum is given by xα = 0 ∀α < N , but does not yield a partition of the network
into diﬀerent clusters since x = (1, 1, . . . , 1). Hence local minima are more interesting. Unfortunately,
ﬁnding local minima of Eq. (3.8) turns out to be often intractable under the current conditions for x.
The approach followed by Fielder is to modify the condition over x to xTx = 1 and
∑
j xj = 0. We




j = 0 for α = N , the condition
∑
j xj = 0 is satisﬁed only if αN = 0, i.e.
x is perpendicular to pN . Then the constraint xTx = 1 can be solved with the use of the Lagrange
multiplier, resulting in the following equation:
Lx = μx,
which shows that eigenvectors {p1, p2, ...pN−1} are extrema of xTLx. It can be immediately seen
from Eq. (3.8) that pN−1 is the global minimum. Coming back to the initial constraints, a natural
approximation of pN−1 is to set xj = 1 if pN−1j > 0 and xj = −1 if pN−1j < 0. For this reason, the
sign of pN−1 components has been used as a criterion to bi-partition graphs. We further note that the
constraint xTDx = 1 instead of xTx = 1, and
∑
j Djjxj = 0 instead of
∑
j xj = 0, leads to equation
Lx = μDx⇔ D−1Ax = (1− μ)x.
D−1A is the normal matrix and corresponds to the transpose of the stochastic matrix. Its largest
eigenvalue is given by λ1 = 1, but is associated with a constant right eigenvector p1 whose compo-
nents have all the same value. Remarkably, the components of other eigenvectors multiplied by matrix
D have the same property of summing up to zero (i.e
∑
j(Dx)j = 0). As a consequence, these eigen-
vectors correspond to the extrema of Eq. (3.8) under the new constraints. In particular, eigenvector
p2 associated with the second largest eigenvalue has similar properties as the Fiedler vector of L. For
these reasons, the normal matrix has also been used in graph partitioning. In Chapter 7, we provide
another justiﬁcation for using the normal matrix to extract the community structure of networks.
The method of Fiedler always results in a bi-partition of the network. However, real networks
often consist in more than two clusters and considering only the Fiedler vector is not suﬃcient for
extracting the community structure. A possible way around this problem is to consider each part as
a new graph and apply again the bi-partition scheme based on the second eigenvector of the new
Laplacian matrices, as in a hierarchical approach. The method is fast since computing the second
largest eigenvector can be done in a computational time O(M/(λ2 − λ3)) [74, 125]. However, it was
shown to perform poorly for several kinds of networks.
A more interesting extension of the Fiedler method is to consider several eigenvectors of L corre-
sponding to low eigenvalues. As a motivation, it is known that, if a network consists in S disconnected
components, L has S eigenvalues equal to zero. The S corresponding eigenvectors can be chosen such
that pN−ij = 1 if node j belongs to component i, and 0 otherwise, with i = 0, . . . S − 1 labeling the
S disconnected components. Now, if the network has S communities weakly connected to each other,
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L has S − 1 eigenvalues close to zero and much smaller than the rest of the spectrum. The S − 1
corresponding eigenvectors reﬂect the community structure of the network and their components are
strongly correlated within each clusters. The main draw-back of this approach is that, in most real
networks with fuzzy clusters, no gap can be found in the spectrum of L, and S has to be chosen in
an ad hoc manner.
The lower eigenvectors of L have also been used as a way to embed a network in a metric space,
associating to each node i a vector given by the S components (pN−1i , . . . , p
N−S
i ). In the embedding
space, Euclidean distances can be deﬁned between nodes and spatial clustering techniques might be
used, as in [40].
More recently, eigenvectors corresponding to the largest eigenvalues of the modularity matrix Qij
(see Eq. (3.3)) have also been used in clustering algorithms [130, 129].
3.2.8 Miscellaneous
Clique Percolation
In the strongest sense, a community on a network could be deﬁned as a group of nodes that interact
all with each other, resulting in a clique. In practice, this deﬁnition of community is not relevant.
For instance, in a social network, an individual taking part in a club does not need necessarily to
interact with all other members of the club. It is enough for him to interact with a large fraction of
the members to be part of the group. In addition, for networks built from experimental studies, it
is likely that not all connections have been recorded because of the noise inherent to experimental
procedures.
Albeit cliques cannot reveal directly the community structure, a clustering algorithm was built by
considering the small adjacent cliques in a network [139]. Two k-cliques (cliques made of k nodes)
are considered adjacent if they share k− 1 nodes [38]. Starting from a clique, a community is deﬁned
as the union of all cliques that can be reached by rolling from one adjacent clique to another one.
Apart from performing well on several kinds of networks, this method has the advantage of allowing
for multiple assignations of the nodes: a node can belong to more than one community if it is part of
two diﬀerent cliques.
Random walks
Other clustering algorithms than MCL are based on random walks onto a network. Indeed, if two nodes
i and j are in the same community, they tend to “see” all other nodes in the same way. Denoting
by P til the probability for a random walk starting at node i to reach node l after t steps, the last
sentence translates as: P til ∼ P tjl. From this observation a distance between a node and a community
was proposed in [99] as well as an agglomerative clustering algorithm in which communities to be
merged are the ones minimizing the sum of the distances between each node and its community.
Other distances between nodes of a network based on random walks have also been deﬁned in [98]
and [158] and sometimes used as a way to identify clusters. Finally, Zhou [196] has used random walks
to deﬁne a dissimilarity index between nodes.
Synchronization
Researchers have studied the dynamics of oscillators networks with a coupling given by the edges of a
real network. In particular synchronization has received much attention [118, 117, 134]. As expected,
nodes within a community tend to synchronize more easily than nodes in diﬀerent communities.
This observation has been used to design clustering algorithms [141, 136]. For networks with well-
deﬁned communities, even the hierarchy of modules could be identiﬁed as diﬀerent time-scales of the
synchronization [7].
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Edge-Clustering
In [149], Radicchi et al. have introduced the edge clustering coeﬃcient cij . It is deﬁned as the number
of triangles an edge takes part in, divided by the maximal possible number (cij =
zij
min(ki−1,kj−1) ).
It is likely that an edge connecting two nodes belonging to two diﬀerent communities does not take
part in many triangles, while an edge connecting two nodes of the same community in general does.
The algorithm of [149] successively removes edges starting from the one with the lowest cji. In this
way, a hierarchical divisive clustering algorithm is obtained. Since it is based on a local property of
network, it has the advantage of being relatively fast (at least if the network has a local structure
such that computing the clustering coeﬃcient does not involve information about the whole network).
Also based on a local quantity is the work of Eckmann and Mose [47], where the clustering coeﬃcient




Robustness of the community
structure
4.1 Motivations
As seen in the previous chapter, uncovering the community structure of networks has been the subject
of a vast amount of work. In most cases, clustering algorithms partition a network into non-overlapping
clusters, assigning each node to a speciﬁc cluster (“hard-clustering”). While the hard-clustering has the
advantage of deﬁning without ambiguity to which community each node belongs, results are sometimes
questionable. For instance, situations where a node lie between two clusters are often encountered in
real networks, either because the node belongs to both clusters, or because it belongs to none of
them (see Figure 4.1). Furthermore, data collected from experimental procedures are often noisy and
contain several false-positive or false-negative interactions, which might alter the community structure
of a network. Finally, it is known that applying clustering algorithms to random graphs [79, 152, 153]
,or to regular lattices [111],yields several communities, while there is a priori no such features in
those networks. Therefore, a clustering algorithm output should always be questioned and, if possible,
validated.
The ﬁrst way of evaluating the validity of clustering results is to compare the clusters with prior
information about the ”real” communities. However, as stated before, this information is often only
partially available and depends on the subjective appreciation of individuals. A more relevant alter-
native is to design an automatic procedure to probe the relevance of the clusters identiﬁed by a given
algorithm, using only the information in the network.
Such a procedure should in particular answer three crucial questions.
1. Which are the nodes lying at the interface between diﬀerent clusters—so called “unstable” nodes?
2. Is there a global measure of the sensitivity of the community structure to small changes in the
network?
3. Is the community structure more relevant than the one found in a random network?
In this chapter, we ﬁrst describe in detail our method to answer these three questions, illustrating
it with several examples. Then we apply it to a network built from the relation of synonymy between
words, and we show how unstable nodes can often be interpreted as ambiguous words. Another example
of the central role of unstable nodes in order to uncover the structural properties of a network is
presented in Chapter 5 for the di-alanine network.
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4.2 Adding noise to a network
In order to analyze the stability of a system, a very common approach is to introduce a small pertur-
bation and to see how the system reacts to it. This approach is especially appropriate for dynamical
systems described by an energy function H and whose solutions are given by the extrema of H . How-
ever, in the case of a clustering algorithm, there is often no way to deﬁne a function whose minima
describe the clusters (except for the Potts clustering [151] and the modularity optimization [126],
see Chapter 3). Hence, external perturbations are the most natural way to investigate how robust
the results are. The central idea behind an perturbation approach is to slightly modify either the
algorithm itself or the network and to compare the diﬀerent results obtained after each perturbation.
A ﬁrst attempt was proposed by Tyler, Wilkinson and Hubermann [173, 185] modifying slightly the
Girvan-Newman algorithm [69]. The Girvan-Newman algorithm is based on the successive removal
of edges with high edge betweenness. When two edges have exactly the same betweenness, it is not
clear which one should be removed. Taking advantage of this ambiguity, Wilkinson and Hubermann
have compared the community structure resulting from diﬀerent choices for the removal of edges with
equal betweenness. More recently, several non-deterministic clustering algorithms have been devel-
oped [151, 78, 46, 194]. Using the diﬀerent possible outputs, it is possible to compare the diﬀerent
runs of the algorithm and to see whether the results are stable or not. However, all these approaches
strongly depend on a particular clustering algorithm and do not allow one to tune the amount of noise
added in the process.
To ﬁll this gap, we have introduced a well-deﬁned method to evaluate the stability of the community
structure that does not depend a particular clustering algorithm [63]. The idea is to add a random
noise over the edge weight in the network and to compare the clusters arising from diﬀerent noisy
realizations of the network. We stress that noise is not only a useful tool to probe the cluster stability,
but has actually a deeper interpretation in the context of complex networks. In many real-world
networks, edges are often provided with some intrinsic weight, but usually no information is given
about the uncertainties over these values. Adding some noise could ﬁll this lack, although arbitrarily,
to take into account the possible eﬀects of uncertainties.
Two ways of adding noise have been investigated. Initially the noise was distributed uniformly over
the entire network. If wij is the weight of the edge between node i and node j, the amount of noise
added to it was randomly selected between −σ ·wij and σ ·wij , where σ is a ﬁxed parameter, 0 < σ < 1.
Although this way of adding noise performs well, it was noticed later that results could be sometimes
improved by taking into account the heterogeneity in the degree distribution. In this modiﬁed version
of the algorithm, noise is added on each edge with weight wij as +σij with probability 12 and −σij





. The ’min’ function is used to allow for large
σij only if both nodes i and j have a large degree.
All applications presented in this chapter are based on the homogeneous way to introduce noise.
In Chapter 5, an example of the heterogeneous noise is discussed in detail. Although the two ways
of introducing noise slightly diﬀer, the underlying idea of perturbing a network is indeed the same in
both cases.
4.3 Unstable nodes
In order to understand how the cluster structure changes with noise, we ﬁrst introduce the “in-cluster
probability”, denoted by pij . pij is deﬁned as the fraction of times two neighbor nodes i and j have
been classiﬁed in the same cluster during several occurrences of the clustering algorithm on diﬀerent
noisy realizations of the network. For example, in Figure 4.1, node 7 has been classiﬁed 51% of the
time in the same cluster as node 6 and 49% of the time in the same cluster as node 8. Hence p67 = 0.51
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Figure 4.1: Small toy network with one unstable node (7). The clusters obtained without noise are
labeled with diﬀerent colors. Only pij < 0.8 are shown (dashed edges). We have used MCL with
r = 1.6 and σ = 0.5
and p78 = 0.49. Edges with pij equal to one are always within a cluster, and edges with pij close to
zero connect diﬀerent clusters.
At this point the ﬁrst question about unstable nodes can be addressed. Intuitively these nodes are
expected to be surrounded by edges with pij close to 0.5. In order to implement eﬃciently this idea,
we established the following algorithmic procedure.
Edges with pij lower than a threshold θ are ﬁrst deﬁned as “external edges” (typically θ is chosen as
θ = 0.8). Removing external edges in the network yields a new, most often disconnected, network. We
denote by initial clusters the clusters obtained without noise, and by subcomponents the disconnected
parts of the network after the removal of external edges. If the community structure is stable under
several repetitions of the clustering with noise, subcomponents correspond to initial clusters. In the
opposite case, a new community structure appears with some similarities with the initial one (see
Figure 4.1). A crucial step is to ﬁnd which subcomponents correspond to the initial clusters and which
consist of unstable nodes. If E1 (resp. E2) is the set of initial clusters (resp. the set of subcomponents),
we deﬁne the similarity (sij) between the initial cluster C1j ∈ E1 and the subcomponent C2i ∈ E2 as
the Jaccard index:
sij =
|C2i ∩ C1j |
|C2i ∪ C1j | , 1 ≤ i ≤ |E2|, 1 ≤ j ≤ |E1|.
For instance, C1j = C2i implies that sij = 1 while C1j ∩ C2i = ∅ yields sij = 0. Using sij ,
the identiﬁcation of subcomponents corresponding to initial cluster can now be performed. To each
initial cluster C1j ∈ E1 we associate the subcomponent C2i, 1 ≤ i ≤ |E2| with the maximal similarity
(most often C2i corresponds to the stable core of the initial cluster C1j). If there are more than
one subcomponents, none of them will be associated with the initial cluster. In practice, this case is
extremely rare.
To exemplify the procedure, let us apply it to the network in Figure 4.1. For this network three ini-
tial clusters (the three colors) have been identiﬁed by MCL without noise. After 100 runs of MCL with
σ = 0.5, pij values have been computed as shown in Figure 4.1 and four subcomponents ({1,2,3,4,5,6},
{7}, {8,9,10,11,12,13,14,15,16,17}, {18,19,20}) appear after removing edges with pij < θ = 0.8. The
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Figure 4.2: Zachary’s karate club network. The two clusters are represented with two diﬀerent colors.
The unstable node is represented by a diamond. We have used MCL with r = 1.8 and σ = 0.5
comparison based on the similarity measure associates the three biggest subcomponents with the three
initial clusters, while subcomponent {7} is not associated with any cluster, as expected from a visual
observation.
Nodes belonging to subcomponents that have never been associated with any initial cluster are
deﬁned as unstable nodes. In the previous example, only one node is unstable but it may happen as
well that unstable subcomponents are made up of more than one node, as in Figure 4.6.
To further illustrate the method for detecting unstable nodes, we studied the “karate club net-
work” (Figure 4.2). This network has been often used as a benchmark for several kinds of clustering
algorithms. Nodes represent the members a karate club [192]. At a certain time, the club split due to
an internal disagreement. Edges represent social interactions some time after the split. MCL correctly
identiﬁes the two communities, which correspond to the actual division of the club. The only unstable
node is represented with a diamond. This node is connected to four nodes of one community and
ﬁve of the other one. It is therefore absolutely justiﬁed to consider it as an unstable node since it
corresponds to an individual who still had contact with people from both groups.
4.4 Clustering entropy
Our algorithm to identify unstable nodes allows us to answer the ﬁrst question about nodes lying
between clusters. The two following questions concerned the validity of the community structure
identiﬁed by a clustering algorithm. Locally those questions can be addressed by looking at the in-
cluster probabilities of the edges inside each cluster and around a cluster. For instance, if all edges
inside a cluster have pij close to one and all edges connecting a cluster to its neighbors have pij close
to zero, the cluster is rather stable. However, for large networks, such a local evaluation can become
somehow tedious and not easy to use in practice. To have a more global measure, we introduce the






{pij log2 pij + (1 − pij) log2(1 − pij)}, (4.1)
where the sum is taken over all edges, and M is the total number of edges in the network [63]. If the
network is completely unstable (i.e. in the most extreme case pij = 12 for all edges), S = 1, while if
the edges are perfectly stable under noise (pij = 0 or 1), S = 0.
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Figure 4.3: Clustering entropy as a function of z for a benchmark network with 4 communities of 32
nodes each (see the main text). Error bars represent the standard deviations for diﬀerent networks
with the same z. MCL has been used with r = 1.85 and σ = 0.5
The choice of the name “entropy” refers to the analogy with a 2-state spin system on the edges of
the network, with pij the probability of having spin +1. Assuming in ﬁrst approximation that the pij
are independent of each other (mean-ﬁeld approximation), the sum in Eq. (4.1) is equivalent to the
sum over all possible conﬁgurations of p log p, p being the conﬁguration probability.
The clustering entropy is thus a global measure of the sensitivity of the community structure to
an external noise characterized by the parameter σ.
In addition, clustering entropy allows us to compare the original network to a network without
predeﬁned cluster structure. To avoid biasing the comparison, the clustering entropy (S) of a network
is always compared with the one of a randomized version of the network (Srand) in which the degree
of each node is conserved [109, 51]. The randomized network plays the role of a null-model since
clusters, if present, are destroyed by the randomizing process. Note, however, that we do not assume
the randomized network to have no apparent community structure [79, 152], we only quantify the
diﬀerence between the clustering entropy of the original network and the one of a randomized network.
If this diﬀerence is important, it shows that the network has an internal cluster structure that diﬀers
fundamentally in terms of stability from a network where nodes have been connected randomly.
To illustrate the principle of the comparison based on the clustering entropy, we applied it on the
well-known benchmark network introduced ﬁrst in [69]. The network is made up of 4 communities of
32 nodes each. Nodes are connected with a probability Pin if they belong to the same community, and
Pout if not. Typically Pin and Pout are changed keeping the average degree of the nodes to a constant
value of 16. Figure 4.3 shows the clustering entropy of the network. Parameter z is the average number
of edges connecting a node from a given cluster to nodes of other clusters (z = 96 · Pout). For small
z, clusters are very well deﬁned and most algorithms correctly identify them. As z increases, clusters
become more and more fuzzy and for z > 7 even the best currently available algorithms fail to recover
the exact cluster structure of the network (actually the cluster structure tends to disappear from the
network). This corresponds to the point from which the comparison of the clustering entropy does not
allow us to diﬀerentiate between the network and a randomized one. Error bars in Figure 4.3 stand for
the standard deviations and give an indication of the dispersion of the values for diﬀerent realizations
of the network.
An interesting counter-example is provided by a network extracted from the book of Tolkien, the
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Figure 4.4: Community structure of a network composed of the main characters appearing in the Lord
of the Rings. The four diﬀerent colors are the four clusters identiﬁed by optimizing the modularity, as
described in [35].
Lord of the Rings [172]. The nodes of the network are the main characters of the book. Two nodes are
connected if the characters (human, hobbits, elves,...) interact signiﬁcantly with each other along the
story. By interacting signiﬁcantly, we mean that they perform some task together or speak together.
In Figure 4.4, the nine members of the Fellowship of the Ring have been placed in the middle of the
network, since they play a central role in the story. We applied to this network the clustering algorithm
based on the greedy optimization of modularity [35]. The results are displayed as colors in Figure 4.4,
and, quite impressively, the four clusters identiﬁed with this algorithm reﬂect exactly the split in the
Fellowship that occurs at a certain time in the story. However, a closer inspection of Figure 4.4 seems
to indicate that the clusters are not obvious, at least for the nine central nodes. More insight is gained
by comparing the clustering entropy with the one of a randomized network. Setting the amount of
noise to σ = 0.5 yields to S = 0.61 and Srand = 0.77. Both values are rather large and close to each
other, which indicates that the community structure is extremely unstable and therefore should not
be trusted. Thus, the only possible conclusion is that the fellowship of the ring was indeed unstable!
4.5 Synonymy networks
Most of the work about the robustness of the clustering was initiated by the study of a special kind of
networks based on the synonymy relation between words [64]. The notions of synonymy and polysemy
of words are common to every reader. However, it induces several ambiguities in automated text mining
technique. The aim of Word Sense Disambiguation(WSD) is precisely to associate a speciﬁc sense to
every word within a context [162] and for each word in each context to have a list of possible synonyms.
Our starting point to build a network of synonyms was a dictionary of synonyms. Yet following naively
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Figure 4.5: Distribution of the component size in the synonymy network.
the synonymy relation throughout the dictionary leads to several problems. In particular, if word W1
is a synonym of W2, W2 a synonym of W3, . . ., and WN−1 a synonyms of WN , it may be that W1 is
no longer a synonym of WN for large N . We will see that the use of clustering algorithms helps to
overcome this problem.
Building the network
The network under consideration has been built from a French dictionary of synonyms by Jean-Pascal
Pﬁster [146]. The synonymy relation is deﬁned between words in one of their senses and is considered
to be symmetric. The resulting network is thus undirected and unweighted. It is not fully connected
but consists of many disconnected components, whose distribution is displayed in Figure 4.5. If the
relation of synonymy was perfectly transitive, one would ﬁnd that all nodes are synonyms within each
disconnected component.
A human evaluation shows that the small components of the network are made up of words whose
sense is very close. However, some components are made up of almost 10’000 words (see Figure 4.5)
that cannot be considered as synonyms, even in a very weak sense. For instance, the words feˆtard
(“merrymaker”) and sans-abri (“homeless”) (see Figure 4.6) appear in the same component. Thus,
even if a path exists between two nodes, the slight changes in the senses that may occur at each step
along this path often result in quite diﬀerent senses between both ends. Therefore, the component
structure does not allow to recover the correct classes of synonyms. Nevertheless, the large components
clearly show sub-structures, as in Figure 4.6, suggesting that a partition into smaller clusters might
give more reasonable results.
4.5.1 Community structure and robustness analysis
To uncover the internal organization of the synonymy network, MCL has been applied to the largest
components using r = 1.6. As an example, the community structure of a component of size 185 is
shown using diﬀerent colors in Figure 4.6. The obtained subdivision into smaller clusters is deﬁnitely
more meaningful, e.g. feˆtard is no longer in the same cluster as sans-abri. Moreover the size of the
largest clusters was much smaller than it was for the components, and a human evaluation shows that,
within the clusters, words can be considered most often as real synonyms.
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Figure 4.6: Community structure of a component with 185 nodes from the synonymy network. The
diﬀerent colors represent diﬀerent clusters obtained by MCL with r = 1.6. Unstable nodes are repre-
sented with diamonds (σ = 0.5, θ = 0.8). The same word may appear more than once since diﬀerent
senses were already present in the dictionary.
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Figure 4.7: Small sub-network with one unstable node (“reprendre”), extracted from a component of
111 nodes. The values over the dashed edges are the probabilities for the edges to be inside a cluster
(average over 100 realizations of the clustering with r = 1.6, and σ = 0.5.). Only probabilitie smaller
than θ = 0.8 are displayed. The shape of the nodes indicates the clusters found without noise. The
symbol ”v.” stands for verb and numbers after the word indicate which sense has been considered.
Ambiguous words and unstable nodes
After partitioning the network into clusters, we performed an analysis of the robustness of the com-
munity structure.
The ﬁrst objective was to probe how reliable the community structure is from a topological point
of view. In the framework of a synonymy network, unstable nodes, may correspond to polysemic words
which have not been clearly identiﬁed as such (i.e. one of their senses is not present in the dictionary).
100 runs MCL have been performed over the largest components of the network each time with an
amount of noise given by σ = 0.5. An example of the results is shown in Figure 4.7. The two main
clusters appear clearly. Green nodes refer to “saying again something”, while most red nodes signify
“doing again something”. The blue node in the middle has both meanings in French, and therefore
should be assigned to both groups.
To reﬁne the synonymy database under scrutiny, unstable nodes have been split among their
adjacent subcomponents. The adjacent subcomponents are deﬁned as the subcomponents to which
the node is connected through at least one edge with a probability higher than a given threshold θ′.
Typically, θ′ = 1 − θ, where θ was the threshold for deﬁning an edge as external. If several unstable
nodes are connected together, we split them according to the following procedure: ﬁrst group these
nodes keeping only the edges with pij > θ′; then, for each group, duplicate it and join it to its adjacent
subcomponents (see Figure 4.8).
As a validation of our results about unstable nodes, we computed the clustering coeﬃcient [184]
and the betweenness centrality [121] of these nodes. Averaging over the whole network, a clustering
coeﬃcient of 0.26 has been found for the unstable nodes and 0.45 for the other nodes. Moreover, the
betweenness centrality of unstable nodes is on average 1.6 times larger. This important diﬀerence was
expected since unstable nodes often lie between clusters, and therefore usually do not have a large
clustering coeﬃcient, but have a large betweenness (see Figure 4.7 and 4.8). To further illustrate the
relation between pij and betweenness centrality, we plotted the edge betweenness versus pij . Figure 4.9
shows that edges with a low pij have on average a larger betweenness, which is consistent with the
Girvan-Newman clustering algorithm [69].
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Figure 4.8: Zoom over the bottom-right of Figure 4.6. Five unstable nodes have been found (cyan
squares and diamonds). To split them among their adjacent clusters, we proceed as follows: we ﬁrst
remove edges with pij < 1−θ (dashed-line), which produces two groups of unstable nodes ({cochon;-3,
libertin;-2, paillard;2}) (cyan diamonds) and {de´bauche´;1, satyre;-3} (cyan squares). The ﬁrst group
has only one adjacent subcomponent. It is therefore merged to this subcomponent. The second group
has two adjacent subcomponents. It is therefore duplicated and merged to those two subcomponents.


















Figure 4.9: Edge betweenness versus pij for each node in a component of 9997 nodes from the synonymy
network, σ = 0.5.
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Table 4.1: Comparison for several components. S is the clustering entropy of the original components.
Srand is the average clustering entropy for 50 randomized versions of the components. σ = 0.5.
Finally, a comparison between the clustering entropy of the network with the one of a randomized
network has been performed. The randomized network was obtained by reshuﬄing edges, such that the
degree of each node is preserved (see [109]). Table 4.1 shows the comparison for several big components
of the network of synonyms. The clustering entropy of the randomly rewired components is at least
twice bigger than the clustering entropy of the original components. From the results in Table 4.1, we
can conclude that the clusters obtained with MCL are not an artifact of the algorithm, but correspond
to a real community structure of the network.
4.6 Discussion
In its initial version (the one that was applied in this chapter), the method to introduce noise into the
network depends on the parameter σ. This parameter tunes the amount of noise added in the network.
With σ close to zero, unstable nodes cannot be detected, while with σ close to one, the topology of the
network changes dramatically. For a signiﬁcant perturbation of the network, or if the edge weight has
a large intrinsic uncertainty, a rather high σ is indicated, while for small perturbations a low σ is more
appropriate. The possibility of tuning σ can be an advantage in order to evaluate the eﬀect of diﬀerent
amount of noise in a network. However, in some cases, one is interested in ﬁnding exactly the unstable
nodes and computing the clustering entropy of a network. Instead of ﬁxing arbitrarily the value of σ,
our second method to introduce a heterogeneous noise depending on the degree of the nodes at each
end of an edge would be more appropriate. An example is discussed in detail in Chapter 5, in which
unstable nodes could be double-checked using prior information about the network.
The parameter θ plays a role for identifying the unstable nodes. It has to be interpreted as a
threshold such that two adjacent nodes that have been classiﬁed in the same cluster with pij larger
than θ can be considered as belonging to the same cluster. The large θ, the higher the conﬁdence about
clusters. For the synonymy network, the choice of θ = 0.8 was motivated by the following reason. θ
should not be too close to one to avoid insigniﬁcant eﬀects due to a peculiar noisy realization of the
network, neither too close to 0.5 since, if θ equals 0.5, subcomponents basically correspond to initial
clusters (see Figure 4.1).
Finally, we stress that the time consuming step is the computation of pij involving only the
parameter σ, since we have to repeat several times the clustering. Therefore probing diﬀerent values
of θ can be done without decreasing the speed of the algorithm.
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4.7 Conclusion
In this chapter, we have addressed the question of evaluating the reliability of the community structure
of complex networks. As clustering techniques become more and more used to organize and reduce
the complexity of large data sets, this question is indeed crucial. Moreover, the absence of completely
satisfactory deﬁnition of clusters often hampers a direct validation of clustering algorithms output.
Therefore more involved approaches had to be investigated. We have shown in this chapter that the
introduction of noise over the edges and the deﬁnition of pij provides a well-deﬁned and objective
way to identify unstable nodes and to distinguish between a true modular structure and artifacts
of clustering algorithms. Furthermore, the clustering entropy allows for a quantitative comparison
between a network and a null-model.
In contrast with most existing methods to evaluate the robustness of the community structure in
complex networks, the use of external noise into the network is very general and does not depend
on a particular algorithm. In this sense, it can be applied with any existing clustering technique and
therefore represents an important step towards a better understanding of the reliability of clustering
algorithms.
Finally, from a computational point of view, the method requires to run several times the clustering
algorithm. Although this can be time consuming, it is straightforward to parallelize in order to apply




5.1 Introduction to Conﬁguration Space Networks
Experimental studies of complex systems, such as high-throughput experiments in biology, web crawls,
etc. are the most common information sources to construct complex networks. For this reason, systems
naturally represented as networks are made up of a large number of units interacting between each
other. Interactions depend on the system under scrutiny, but often are rather straightforward to deﬁne
(interactions between proteins, hyper-links between web pages,...). However, there exists a large class
of complex systems, in particular dynamical systems, for which the complexity arises not through the
large number of system units, but rather from the complicated spatio-temporal system behavior. In
structural biology, for instance, even a simple peptide exhibits a complex dynamics involving a large
number of degrees of freedom. Apart from experimental techniques (mainly X-ray diﬀraction or NMR),
it has been shown already more than 30 years ago that lots of insights into the system can be obtained
by exhaustive numerical simulations [101]. In particular, the folding of proteins has been described
as a stochastic process whose dynamics is governed by a free-energy landscape [73, 5, 58, 169], which
oﬀers the possibility to apply various tools of Statistical Physics to study protein dynamics. Computer
simulations, often referred to as Molecular Dynamics (MD) simulations, have by now become widely
used to analyze the dynamics of peptides or proteins, and results have been successfully confronted
with experiments [39, 177].
The advantages of simulating a system are countless and have opened new ways to verify, under-
stand and predict the system behavior. Yet, simulations do not solve all issues, and sometimes the
results of simulations form themselves a highly complex system. This is especially true in MD simu-
lations exploring complex and multi-dimensional free-energy landscapes consisting in several energy
basins. In particular, the dimension of the phase space increases dramatically with the peptide size
and following the dynamics is like following a path in a high dimensional space, with hundreds of
re-crossings, turn-overs,... In addition, the high dimension becomes an important hurdle for valuable
visualization of the process.
A common way to avoid the problem of high dimension is to project the free-energy landscape
onto one or two order parameters. Unfortunately, the choice of order parameters often cannot be done
unambiguously and certainly looses some information about the system [140, 20, 104, 16, 95, 37, 27].
To tackle this high complexity, new approaches based on graph theory and complex networks
have been developed recently. Krivov and Karplus have introduced a method based on disconnectivity
graphs (DG) for the analysis of unprojected free-energy surfaces of short peptides [93, 94, 95]. They
have developed the DG approach by relating the total rate between two free-energy minima (con-
sidering all possible pathways) to the maximum ﬂow through a network with weighted edges. This
technique has been applied to the conﬁguration space of both a tetrapetide and a simple hairpin of
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G protein. At the same time, energy landscapes have been represented as complex networks. Doye
has applied graph analysis to the study of the potential energy minima of a Lennard-Jones cluster of
atoms [44]. In his work, the minima of the energy landscape are the nodes of the network and saddle
points between two minima are represented by edges. The topological features of such networks have
been investigated in detail in [110, 111].
Graph theory has also been applied to study the dynamics of a domain of G proteins [4]. In
this work, each conﬁguration observed in the simulation has been mapped onto a node and nodes
are connected according to their structural similarity. Andrec et al. [4] suggested that random walks
on this kind of networks reﬂect the peptide dynamics. More recently, a set of helical proteins [86]
have been investigated with the tools of graph theory. The native state of each protein forms a
node of the network. Nodes are connected according to the structural distances between the native
states and connected components of the graph were shown to uncover diﬀerent families of helical
proteins. Previously, the conﬁgurations of a lattice polymer had also been mapped onto a network [160].
However, in these three last studies, no consideration was given to the dynamics and edges were placed
between conﬁgurations that are structurally close to each other.
The Conﬁguration Space Network (CSN) [150] is a recent technique to analyze and visualize
complex high-dimensional simulations of stochastic dynamical systems described by a free-energy
landscape. It applies typically to peptides or proteins, but can be extended to any stochastic process.
If the ensemble of conﬁgurations is discrete, or at least if the conﬁguration space can be partitioned
into discrete conﬁgurations (see further for a technical discussion about this partition), the result of a
simulation is a chronological time series of the conﬁgurations visited along the simulation. The main
idea of CSNs is to consider each conﬁguration as a nodes of a network. With the aim of following as
closely as possible the dynamics, an edge between two nodes is drawn if a direct transition between
the two conﬁgurations was observed along the simulation. Finally, the edge weight is set equal to the
total number of transitions between the two conﬁgurations, and thus is proportional to the transition
probability. If the dynamics is Markovian at the time scale chosen to integrate the stochastic diﬀerential
equation (which is always assumed in MD simulation), random walks on such networks describe the
peptide dynamics, as observed in the simulation.
The aim of this chapter is to understand the relation between the topology of CSN and the
architecture of the underlying free-energy landscape [67]. Two essential aspects of CSN have been
addressed. In Section 5.2, the community structure is discussed in detail. Because of their generality
to describe any simulation, CSNs are ﬁrst illustrated for Monte Carlo (MC) explorations of simple
energy landscapes. Then more complex and more realistic examples are addressed in Section 5.3. The
second important aspect, though not immediately related with the scope of this Thesis, is the topology
of CSNs. In Appendix A, a complete discussion about the weight distribution in CSNs is presented [67].
Other features, such as degree distribution, clustering coeﬃcient, and degree correlation have been
recently described in [68].
5.2 Community Structure of CSN
One of the most crucial characteristics of energy landscapes is the presence of several basins. Free-
energy basins dramatically aﬀect the dynamics since the simulated protein spends most of its time
within basins and performs only a few transitions between diﬀerent basins. In the terminology of CSNs,
nodes representing conﬁgurations lying in the same energy basin have several connections between each
other, and much less to nodes in other basins. The previous statement implies that basins should appear
as communities of CSNs. To validate this prediction, simple energy landscapes explored with Monte
Carlo simulations are ﬁrst studied, with an emphasis on their community structure. Although this
constitutes an over-simpliﬁcation compared to MD simulations, the general principles underlying the
dynamics are the same. Additionally, the use of energy landscape models provides crucial benchmarks
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to test any new method.
5.2.1 CSN from Monte Carlo simulation
Stochastic processes, in particular random walks, on a D-dimensional energy landscape U(x) are
often simulated using MC methods. To achieve this goal, the energy landscape is ﬁrst discretized into
a hyper-cubic lattice with a distance a between two neighbor sites. The evolution of the simulation
proceeds as follows: at each time step a neighbor site on the lattice is chosen randomly and the move
is accepted with a probability given by the Metropolis rule [114]:
pi→j = min (1, exp (−ΔUij)) ,
where ΔUij = U(xj)−U(xi) and U(x) is expressed in the units of kBT . The metropolis rule ensures
that detailed balance is preserved.
Building the CSN
A trajectory sampled by MC simulation consists in a chronological sequence of the sites visited during
the dynamics. This chronological sequence describes the dynamics at a microscopic level since only
nearest neighbor sites can be reached at each time step. In order to build a Conﬁguration Space
Network, snapshots are saved every M steps to form the time series. The sites of the lattice are
the system conﬁgurations and correspond to the nodes of the network. Two nodes are connected
if the simulation moved from one site to the other one within M steps. In other words, a link is
a temporal relation between conﬁgurations at a time-scale given by the parameter M . When M
approaches one, only conﬁgurations spatially close to each other are connected, while for large M
the time series becomes uncorrelated and the energy landscape exploration is equivalent to a random
sampling with probability density e−U(x). Values of M between 10 and 50 allow us to relax the
microscopical constraints due to the lattice, while still preserving the interesting correlations along
the time series (see [68] for a detailed discussion about the parameter M).
CSN networks are weighted networks since an edge may be visited more than once. The weight
of an edge wi→j is deﬁned as the number of direct transitions from node i to node j. Similarly, the
weight of nodes counts the number of times the conﬁguration has been visited.
Both the presence of an edge and its weight are essential to characterize the network topology and
dynamics. In particular, the quantity wi→j (
∑
l wi→l)
−1 is equal to the probability of moving from i
to j. For this reason, random walks on CSNs describe the same process as MC (or any other kind
of simulations) explorations of the energy landscape U(x), as long as this exploration is Markovian.
Hence, complex energy landscapes can be studied considering only the corresponding CSN.
Multi-well energy landscape
The ﬁrst model of energy landscapes is made up of several simple basins. It is given by the multidi-




(x4i − 2x2i − 	xi + 1) (5.1)
This landscape is characterized by 2D minima, where D is the dimension of the system. The parameter
	 introduces an asymmetry between the minima, such that some minima have a lower energy than
others.
Given U(x), the system dynamics has been simulated using the Monte Carlo protocol described
earlier on a D-dimensional lattice. Snapshots have been saved every M = 5 · D steps. The CSN
obtained with D=3 is displayed in Figure 5.2. a has been set equal to 0.2 and 	 = 0.05. The resulting
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Figure 5.1: One dimensional view of the multiple well energy landscape of Eq. (5.1), 	 = 0.05.
network is made up of 1752 nodes. In Figure 5.2, the size of the nodes is proportional to their
weight. Remarkably, the “cubic” shape of this network reﬂects the internal organization of the energy
basins. More quantitatively, MCL [175] ﬁnds 8 clusters represented with diﬀerent colors. The 8 clusters
correspond to the 8 energy basins of the 3D-potential with less than 5% of errors.
Figure 5.2: CSN obtained from a MC simulation along the potential of Eq. (5.1) in D = 3 dimensions.
a = 0.2, 	 = 0.05, Ns = 105. Colors show the diﬀerent clusters found with MCL (r = 1.2).
To further illustrate the power of CSNs when analyzing and visualizing high dimension energy
landscapes, the same potential of Eq. (5.1) is studied in D = 5 dimensions this time. All parameters
are the same, except for a = 0.3 and for the simulation length Ns = 1.5 · 106 in order to improve the
exploration. The network obtained from the MC simulation is made up of 24’747 nodes and 777’853
links, which hinders almost completely a valuable visualization. In Figure 5.3A, the network of clusters
is displayed . Each node corresponds to a cluster in the initial network, and edges are drawn if an
edge existed between two nodes of each clusters (for clarity self edges are not shown). Node size is
proportional to the total weight of the clusters and edge size to the sum of the edge weights connecting
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the two clusters. Remarkably MCL ﬁnds 32 clusters, as expected from the 32 minima. Comparing the
clusters to which nodes have been assigned and their position in the x space shows that only 3.3% of
the nodes do not belong to the same cluster as the other nodes of their basin. In Figure 5.3A, the color
and the position of the nodes refer to their weight: clusters with similar weights are displayed with
the same color. The cluster weight distribution is further illustrated in the histogram of Figure 5.3B.
6 groups of clusters are clearly identiﬁed. As expected, there is one heaviest node (red) corresponding
to the sites with only positive coordinates, ﬁve nodes of almost the same size (blue) corresponding to
sites with one negative coordinate, ten nodes (green) to sites with two negative coordinates, ten nodes
(pink) to sites with three negative coordinates, ﬁve nodes to those with four negative coordinates
(yellow) and one last node (turquoise) to the sites with only negative coordinates.
In this case, the use of network representation is clear. From Figure 5.3A one can grasp the main
features of the process, while several 2D-projections on the diﬀerent axes would be needed to uncover
all energy basins and saddle points.
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Figure 5.3: A: Network of clusters obtained from a MC simulation along the potential of Eq. (5.1)
in D = 5 dimensions. a = 0.3, Ns = 1.5 · 106. Colors correspond to the diﬀerent sizes of the clusters
found with MCL (r = 1.2). B: Histogram of the cluster size (same color code as in A).
Mexican Hat
In the previous example, energy basins are mainly enthalpic, i.e basins are characterized by a single
minimum and have a funnel-like shape. Interestingly, a cluster analysis can detect as well the pres-
ence of entropic basins, i.e. regions in the energy surface without a single predominant attractor yet
separated from the rest of the conﬁgurations of the system. An illustrative example is given by the
Mexican Hat landscape of Figure 5.4, which is deﬁned in polar coordinates by the energy function
U(r) = 40(r6 − 1.95r4 + r2) (5.2)
In D > 1 dimensions, this model has two energy basins. One basin (the central basin) has a
minimum at r = 0. The other one (the surrounding basin) is a shell centered at r = 0.97. The two
minima are intrinsically diﬀerent. The central minimum is well deﬁned and punctual, thus enthalpic.
The second minimum corresponds to r∗ ≈ 0.97. It is not punctual and has an entropic part along Ω,
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Figure 5.4: Plot of the Mexican Hat energy landscape of Eq. (5.2) along the radial coordinate r.
where Ω is the solid angle in D dimensions, together with an enthalpic part along r. The two energy
basins are separated by a maximum at rˆ ≈ 0.59.
In Figure 5.5A, the CSN of the Mexican Hat is displayed. The network is obtained from the MC
exploration of the landscape deﬁned by Eq. (5.2) in D = 2 dimensions. The lattice was deﬁned with
a = 0.02 and snapshots were saved every M = 10 steps, resulting in N = 1575 diﬀerent conﬁgurations
visited by the simulation (Ns = 105). Two clusters have been found applying MCL with r = 1.2.
In Figure 5.5A, the central cluster (green nodes) and the surrounding cluster (red nodes) are clearly
visible and correctly reﬂect the two basins. In Figure 5.5B the distribution of the radial coordinate
r for each of the two clusters is shown. Less than 6% of the nodes fall in the wrong cluster, i.e.
either belong to the central cluster and have r > 0.59, or belong to the surrounding cluster and have
r < 0.59. Therefore, the cluster structure of the network is consistent with the architecture of the
energy landscape.
The previous examples of CSNs of simple energy landscapes show that, indeed, the community
structure analysis is able to identify the diﬀerent energy basins. In particular, it is not restricted to
basins with a single well-deﬁned minimum, but performs as well if basins are characterized by a large
number of lowest energy conﬁgurations (entropic basins).
Entropic basins are not easily identify and conventional techniques to uncover energy basins often
fail. For instance, steepest-descent algorithms always follow the out-going edge with the largest weight
from any node. Disregarding the ambiguity arising when more than one edge have the same weight,
this method performs rather well in the case of enthalpic basins. However, steepest-descent algorithms
are known to fail on entropic basins, mostly because of ﬂuctuations from the equilibrium in the
simulation. For instance, some nodes lying at the minimum of the surrounding basin in the Mexican
Hat energy landscape have a slightly larger weight than others, and steepest-descent algorithms often
divide this basin into several smaller ones. Since they take into account all edges, and not only the
one with the largest weight, clustering algorithms, and especially MCL which mimics a random walk
on a network, allow us to ﬁlter the irrelevant ﬂuctuations inherent to any simulations and to unravel
the global features of the energy landscape.
To summarize, CSNs and clustering algorithms have been shown to provide an interesting alterna-
tive to study and visualize simple models of high-dimensional energy landscapes. In the next section,
we will validate this approach considering more complex systems.
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Figure 5.5: A: Network representation of the Mexican Hat landscape model in D = 2 dimensions,
a = 0.02, Ns = 105. Nodes are color coded according to the two clusters detected by MCL with
r = 1.2. B: Distribution of the coordinate r of the nodes for each of the two clusters.
5.3 The Di-alanine CSN
To extend the use of CSNs to more involved simulations, we investigated the CSN built from MD
simulations of a di-alanine peptide. The di-alanine peptide is a well-known benchmark system for
evaluating new methods in the analysis of MD simulations [6, 20, 104].
5.3.1 MD Simulations
In the united atom representation, the blocked di-alanine peptide is deﬁned by 12 atoms (see Fig-
ure 5.6A). The main degrees of freedom are the dihedral angles φ and ψ of its two rotatable bonds. In
the continuum solvent approximation used here, four energy basins are found, designed as: C7eq , αR,
C7ax and αL [6]. Those basins are shown in the (φ, ψ) free-energy landscape projection of Figure 5.6B.
Five Langevin dynamics simulations with friction coeﬃcient of 0.15 ps−1 of the di-alanine peptide
were performed at 300 K for a total of 1 μs of simulation time. The integration time step was set
to 2fs. Every trajectory was started from an extended conﬁguration of the peptide. MD simulations
were performed with the program CHARMM (PARAM19 force ﬁeld) [26]. The electrostatic solvation
free energy is calculated using an analytical approximation to the solution of the Poisson equation
called ACE2 [161]. Non-polar contributions are approximated by a term proportional to the solvent
accessible surface. Parameters were set according to the CHARMM implementation defaults. All MD
simulations have been performed by Francesco Rao and Amedeo Caﬂisch at the University of Zu¨rich.
5.3.2 Building the network
The time series was built from the simulation saving snapshots every M = 10 micro-steps. To deﬁne
nodes and links of the CSN, a discretization of the conﬁguration space into small cells is needed.
In this way, every snapshot sampled during the simulation is assigned to a cell of the discretized
conﬁguration space. Cells are the nodes of the network and direct transitions between them are edges.
Several discretization approaches can be used to deﬁne the nodes of a CSN from an MD simulation.
For the di-alanine peptide, the most natural discretization consists in partitioning the (φ, ψ) space
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Figure 5.6: A: Chemical structure of the di-alanine peptide (from the left to the right:
CH3CONHCH(CH3)CONHCH3) and united atom representation. B: Free-energy landscape of the
di-alanine peptide projected on the two main degrees of freedom, as known from previous studies [6].
(Ramachandran map) into cells of equal size and label every snapshot visited during the simulation
according to its (φ, ψ) value. A 50 × 50 division of the (φ, ψ) space gives a network of 1832 visited
nodes and 54339 links (see Figure 5.7). Other discretization will be presented further in this section.
5.3.3 Community structure of the alanine CSN
The CSN of alanine displayed in Figure 5.7 provides qualitative insights into the architecture and
dynamic connectivity of the landscape. It exhibits four densely connected regions which correspond to
the free-energy basins of the peptide. Moreover, multiple pathways between basins emerge from the
picture. C7eq is connected to αR by two independent pathways characterized by diﬀerent populations
where the statistically more (less) signiﬁcant pathways corresponds to decreasing (increasing) values
of ψ. There are also two independent pathways connecting C7ax and αL and two pathways between
αL and C7eq (the one corresponding to increasing φ has been observed only once in the ﬁve 200-ns
simulations). Notably, there is a striking similarity between the dynamic connectivity in the di-alanine
peptide CSN (Figure 5.7, top) and the optimal free-energy pathways reported in a previous work (see
Figure 3 of Ref. [6]). It is worth noting that the network contains the dynamic connectivity whereas
the projection of the free energy onto (φ, ψ) does not illustrate pathways (Figure 5.7B).
To obtain a quantitative description of the thermodynamics and kinetics of the system, the re-
lation between the cluster structure of the network and the energy basins has been investigated in
more details. MCL with a value of 1.2 for the granularity parameter r [175, 63], ﬁnds four clusters
(represented in red, blue, green and magenta in Figure 5.7A). Each of the C7eq, αR, C7ax and αL
minimum is grouped into a separate cluster.
In Figure 5.7C, cells of the (φ, ψ) space are colored according to the clusters found by MCL.
Interestingly, the cluster structure reﬂects very well the architecture of the free-energy landscape and
cluster borders match the saddle points of the corresponding free-energy landscape projection (see
below for the deﬁnition of yellow nodes). This result indicates that network clusters uncover the
correct free-energy basins of the peptide.
Apart from identifying the main energy basins, the community structure of CSNs can reveal as
well the transition states. Transition states are the regions connecting diﬀerent energy basins and
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Figure 5.7: Di-alanine peptide Conﬁguration Space Network.A: Plot of the CSN. Node size is propor-
tional to node weight. B: Free-energy projection on the dihedral angles φ and ψ. Isolines are drawn
every 0.5kBT . C: (φ, ψ) representation of the conﬁgurations (nodes) used for building the network.
Colors in A and C are set according to the cluster structure found by MCL using r = 1.2. Yellow
nodes represent unstable conﬁgurations identiﬁed by the method of Chapter 4. For clarity, their size
has been slightly increased in A.
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correspond to saddle points of the free-energy landscape. The identiﬁcation of transition states has
been discussed in several pioneering works in structural biology (see for instance [112, 102, 138, 178])
and still remains a crucial challenge. In the framework of CSNs, and assuming that energy basins
have been correctly identiﬁed by the clustering algorithm, transition states are likely to correspond
to unstable nodes [63], i.e. nodes lying between two clusters. The stochastic algorithm presented
previously in this Thesis (see Chapter 4) has been used together with MCL for the detection of
unstable nodes in the di-alanine network. Since the network is characterized by a large heterogeneity
in the node degree, we used the non-homogeneous way of introducing noise into the network. In this





, with the sign of
σij chosen randomly for each edge. 100 runs of MCL have been performed on the di-alanine network
for diﬀerent noisy realizations and the threshold θ was set to 0.96 (see Chapter 4). Lower values
of θ sample slightly less transition states, while larger values yield spurious results. In Figure 5.7,
unstable nodes are colored in yellow. Especially for the well sampled transition C7eq ↔ αR, unstable
nodes characterize the saddle regions of the (φ, ψ) space showing that instabilities detection is able to
determine inter-basin transition regions without the use of reaction coordinates such as the number
of native contacts.
Despite the large amount of noise added to the network, the community structure exhibits a very
robust behavior and unstable nodes are very localized. Moreover the clustering entropy takes a small
value of 0.15 (see for instance Table 4.1 for a comparison with the synonymy network). Overall, these
results indicate that the community structure of the di-alanine network is very stable and that clusters
correspond to a real structure of the network.
5.3.4 Other phase-space discretizations
An important issue when studying CSN is to assess the inﬂuence of the phase space discretization
into small cells. In Figure 5.7, the phase space of the di-alanine was partitioned into 50 × 50 cells
according to the φ and ψ angles. A coarser discretization of the (φ, ψ) space in 20× 20 cells results in
a network of 348 nodes. MCL with r = 1.2 detects four communities which are shown in Figure 5.8.
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Figure 5.8: (φ, ψ) representation of the dihedral discretization in 20× 20 cells. Nodes are color coded
according to the communities detected by MCL with r = 1.2.
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Figure 5.9: (φ, ψ) projection of the conﬁgurations deﬁned according to the inter-atomic distance dis-
cretization with a = 0.3 A˚ (see Table 5.1). Nodes are color coded according to the communities
detected by MCL with r = 1.2.
A more stringent test on the robustness of free-energy basins detection is carried out considering
a completely diﬀerent discretization of the conﬁguration space based on inter-atomic distances. Each
cell of the conﬁguration space is deﬁned by an array of inter-atomic distances between the atoms of
the central alanine residue , e.g., (d1, d2, d3, d4, d5, d6, d7, d8, d9, d10) (see Table 5.1). During
the simulation, the 10 distances have ﬂuctuations up to more than 2 A˚. Inter-atomic distance values
are discretized using bins of size a = 0.3 A˚ resulting in a network of 10713 nodes. Here again MCL
identiﬁes 4 communities. Projecting the conﬁgurations on the (φ, ψ) space shows that the community
structure resembles strongly the one obtained with (φ, ψ) discretization (see Figure 5.9). Therefore
clusters found when cells are deﬁned according to atomic distances are consistent with those obtained
with dihedral angles.
Table 5.1: List of the 10 inter-atomic distances for the atoms belonging to the central alanine residue.
distance name interacting atoms
d1 N : Cβ
d2 N : C
d3 N : O
d4 H : Cα
d5 H : Cβ
d6 H : C
d7 H : O
d8 Cα : O
d9 Cβ : C
d10 Cβ : O
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Other clustering of the di-alanine CSN
MCL results show that the community structure of CSN gives a quantitative description of the free-
energy basins of a complex system, independently of the phase space discretization scheme. However,
the correct partition of the network into free-energy basins might depend on the parameter r. In
MCL, varying the value of the parameter r changes the granularity of the clusters. To check this
eﬀect, diﬀerent values forr have been chosen between 1 and 1.5. The resulting community structure
of the CSN built from the 50× 50 (φ, ψ) discretization is shown in Figure 5.10. At r = 1, the network
consists in one single cluster, as expected. Increasing the value of r results in the splitting of the C7eq
and αR basins ﬁrst and then C7ax and αL. Further increase of the value of r leads the detection of
the marginally stable C5 basin (C5 minimum has (φ, ψ) = (−140, 140)). Interestingly, the hierarchy
of communities obtained when increasing r is consistent with the ratio fw between the number of
transitions from one community to another and the total weight of this community. fw is shown in
Figure 5.10 for each new community discovered by MCL. In itself, this ratio is not informative since
it depends on the saving frequency. However, comparing fw for diﬀerent pairs of communities gives
an indication of how strong the communities are as seen from the MD simulations point of view.























Figure 5.10: (φ, ψ) projection of the communities found with MCL (r = 1.1, 1.2, 1.3, 1.4, 1.5). The
values within the white ellipses indicate the ratio fw between the number of transitions from one
community the another and the total weight of the starting community.
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Figure 5.11: (φ, ψ) projection of the communities found with both the modularity optimization [35]
and the Potts model [151] clustering.
Two other clustering algorithms have also been applied to the CSN of the di-alanine shown in
Figure 5.7; Potts clustering [151] and modularity optimization [35] (see Chapter 3). The Potts clus-
tering is a parametric algorithm and the larger the parameter γ is, the more clusters are observed.
Modularity optimization instead results in a unique partition of the network. Figure 5.11 shows the
(φ, ψ) projections of the clusters identiﬁed by the two methods.
The Potts clustering performs well for a range of γ values. This ﬁnding is important since it double-
checks the validity of the clusters found with MCL. The only diﬀerence with MCL lies in the fact that
varying γ does not exactly respect the increase of the ratio fw between communities.
Modularity optimization has the advantage of not including any parameter. Unfortunately, it splits
the native basin of di-alanine into three clusters, which does not make sense in this case. Although
the modularity of this partition (0.58) is signiﬁcantly larger than the one of the correct partition with
MCL (0.15), clusters do not correspond to eﬀective energy basins. This example shows that modularity
optimization, albeit very popular, can lead to erroneous results [56].
The three clustering approaches are very diﬀerent with respect to each other and were not developed
for any speciﬁc network target. The global agreement between MCL and Potts-like algorithm, as well
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as the low clustering entropy found with MCL, indicate that clusters are not only an artifact of
the algorithms. However, a completely blind application of a clustering algorithm may give incorrect
results, which suggests that some prior knowledge of the characteristics of the system under study is
important for a correct interpretation of the network communities.
Finally, given the nature of the problem, MCL appears to be most suitable algorithm for the
detection of free-energy basins in CSNs, since it mimics a stochastic exploration, which is the way in
which the network was built.
5.4 Conclusion
In conclusion, CSNs provide an interesting example of the use of networks to tackle and reduce
the complexity of large and intricate systems. In these networks, the community structure has been
shown to correctly reveal the diﬀerent energy basins, both for simple energy landscapes and for
more complex dynamical systems. Identifying the energy basins strongly reduces the complexity of
the network and allows us to unravel the higher level of organization by grouping together various
conﬁgurations. Furthermore, the combined use of CSN and community detection allows one to visualize
high-dimensional energy landscape without requiring a projection onto one or two arbitrary reaction
coordinates. From a more general perspective, the results obtained with simple models of energy
landscape suggest that the framework of CSN is not restricted to protein folding issues, but might be
relevant for any stochastic process.
Finally, the analytical derivation and simulations presented in Appendix A and in [68] provide
the ﬁrst rationale for the topology of CSNs, especially for the weight distribution. The main result
emerging from this analysis is that heavy tails, and sometimes power-laws, originate from the funnel
shape of enthalpic basins, while entropic basins are characterized by a Poisson weight distribution.
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One of the most diﬃcult aspects in the analysis and visualization of complex networks is their large
size. In particular, size becomes sometimes an insuperable hurdle for modeling networks, simulating
their dynamical behavior or extracting relevant global informations. In this sense, even networks of a
few thousands nodes can represent a challenge.
A natural way around this problem is to reduce the network complexity by reducing the number
of nodes in such a way that the resulting network becomes amenable for analysis and visualization. In
order to achieve this goal, most existing techniques—particular the clustering described in Part I—are
based on the idea of either grouping nodes together or removing some nodes. However, to be eﬀective
and reliable, complexity reduction techniques should not only yield a smaller network. They should
also fulﬁll the condition that the reduced network bears as much information as possible about the
initial one. In other words, the reduced network should be representative and keep at least some of
the most relevant properties of the original network. This question has often been disregarded in the
analysis of complex networks. In particular, clustering algorithms described previously in this Thesis
only partly reach the goals stated above. Indeed, the network size is signiﬁcantly decreased, but no
clear statement is made on whether the network of clusters is representative of the initial one or not.
New strategies are therefore needed to reduce the complexity of networks, ensuring at the same time
that their relevant properties are preserved.
Complexity reduction techniques satisfying the goal of preserving some (maybe all) properties of a
system are often referred to as coarse graining, since they provide a reduced system in which some of
the ﬁne details have been smoothed over or averaged out. The notion of coarse graining is very common
in statistical physics. It has been extensively used to study phase transitions and critical phenomena,
and stands at the heart of the renormalization group. Moreover, another kind of coarse graining is
often performed in the ﬁeld of machine learning and artiﬁcial intelligence using Principal Component
Analysis. Despite the success of the coarse graining approach in these ﬁelds, coarse graining complex
networks has received little attention up to now. The present work aims at ﬁlling this gap in the
analysis of complex networks.
As a ﬁnal remark, we note that reducing the network complexity most often loses some information
about the initial network. A crucial issue is therefore to decide which properties should be preserved.
On the one hand, topological properties such as the degree distribution or correlations might be
important to preserve, because of their eﬀect on the network architecture. On the other hand, not all
interesting features of a network are described by the topology and network dynamics is known to
play a key role as well [18, 183]. In this Part, we use the fact that the relevant properties concerning
networks and their dynamics are often encoded in some particular eigenvalues and eigenvectors of a
matrix describing the network. Focusing on these eigenvectors, we show that there exists a natural
way of grouping nodes so that the properties of interest are preserved in the reduced network. For
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this reason, we refer to our new method as Spectral Coarse Graining (SCG).
Outline
We ﬁrst review in Section 6.1 the few existing approaches to coarse grain complex networks. Then, in
Chapter 7, we introduce the mathematical framework to coarse grain networks based on the spectral
properties of the stochastic matrix. Several applications of the Spectral Coarse Graining are presented
in Sections 7.4, 7.5 and 7.6 involving diﬀerent real world networks. Finally, a complete discussion of
the method is provided in Section 7.7. In a second stage (Section 7.8), the method is extended to
account for symmetric matrices such as the adjacency or the Laplacian matrix. As an application, we
consider the Gaussian Network Model describing ﬂuctuations from equilibrium in proteins or polymers.
Eventually, conclusions and perspectives are drawn in Section 7.9.
6.1 State of the art
The idea of coarse graining is a key concept in statistical physics. Its importance stems from the fact
that systems and models described by the laws of statistical mechanics are composed of a tremendous
number of atoms, typically scaling as NA ∼ 1023. While any calculation becomes completely unfeasible
even with the most powerful computers available nowadays, it has been observed already long ago
that several of those systems are equivalent to smaller ones, i.e. have the same partition function.
For instance, the partition function of a spin system on a 1D-lattice is equivalent to the one in which
every third node has been removed, provided that interactions are suitably redeﬁned [36]. For such
systems, the coarse graining can be iterated inﬁnitely. This invariance has dramatic consequences and
characterizes systems exhibiting critical behavior, which have been described in the framework of the
renormalization group.
Because of the highly heterogeneous structure of complex networks, nothing comparable to renor-
malization group in statistical physics could be deﬁned. For this reason, most physicists working in
the ﬁeld of complex networks have been focusing on the problem of community detection (see Part I)
as a way to reduce the network complexity. Yet, a few attempts have been made to deﬁne a coarse
graining scheme for complex networks, most often considering the topology of the network. In paral-
lel, scientists working in computer sciences and machine learning have also proposed some interesting
approaches related to the goals of coarse graining networks.
Here we review the existing approaches related to the coarse graining of complex networks. Most
of them are based on local properties of networks, in particular the degree of the nodes. With respect
to these approaches, the SCG scheme introduced in Chapter 7 represents an important shift in the
way to address the problem of reducing the network complexity.
6.1.1 k-core decomposition
The k-core decomposition, which is a node decimation technique, was ﬁrst proposed in [164] and [21]
to isolate the central core of a network. It is based on the idea that highly interconnected nodes play
a central role in the network. A k-core is deﬁned as a maximal subgraph, not necessarily connected,
such that all nodes of the subgraph have at least k edges pointing to other nodes within the subgraph.
k-cores can be identiﬁed by a simple procedure. First, all nodes with degree lower than k are removed.
After the removal, some nodes might have a new degree lower or equal to k. They are further removed
and the procedure is iterated until all nodes have a new degree larger than k. These nodes form the
k-core of a network. Depending on the network and on k, a k-core may be a disconnected subgraph
(Figure 6.1). Finally, if the network is strongly disassortative (i.e. nodes of high degree are connected
only to nodes of low degree), the k-core becomes empty already for small values of k. For this reason,
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Figure 6.1: Sketch of the k-core decomposition for a small network.
k-core decomposition is likely to provide more insights for assortative or uncorrelated networks than
for disassortative ones.
Indeed, every k-core is included in the (k−1)-core and the k-core decomposition results in a network
organization similar to a Russian nesting doll or an onion shell. Recently a complete characterization
of k-core organization in uncorrelated networks was derived in [41].
From a coarse graining point of view, the k-core decomposition of a network preserves the highly
intra-connected nodes. As the name indicates, it allows us to identify the central parts of a network (the
central cores), no longer considering peripheral nodes (small degree) or large degree nodes connected
only to low degree ones. For these reasons k-core decomposition has been used as a visualization tools
in which one can zoom into a network following the diﬀerent levels of organization induced by the
k-cores [3].
Finally, k-core decomposition diﬀers from a clustering approach in the sense that it aims a providing
a reduced network in which all nodes suﬃciently connected to each other are preserved and others are
removed.
6.1.2 Box-counting
The use of box-counting techniques to coarse grain complex networks was ﬁrst introduced by Song
et al. [167] and further analyzed by Goh et al. [71], but the underlying ideas go back to the work
about fractals and self-similarity under a renormalization procedure [105, 179]. Fractal systems are
characterized by a structure which looks the same at all length scales. To unveil the diﬀerent length
scales of a system, a common approach is based on grouping the system units into boxes, the size of
the boxes determining the length scale at which the system is observed. Box-counting techniques are
most easily understood for a system living in Euclidean space, i.e. for which a distance can be deﬁned
between the diﬀerent units. The space is covered by boxes of linear size l and the units falling in the
same box are considered as a new single unit. In fractals systems, the number of boxes NB required
to cover the space and their linear size l are related by the following equation:
NB ∝ l−d, (6.1)
with d the fractal dimension of the system. In order to apply the box-counting approach to complex
networks, the notion of geographical distance was extended to the distance between the nodes of a
network [167], deﬁned as the shortest path length. A box of size l typical contains nodes separated by
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Figure 6.2: Example of ﬁve diﬀerent stages in the coarse graining scheme of Song et al. with l = 2 for
a small network of 10 nodes. The groups formed at each stage are shown in blue.
a distance smaller than l. Figure 6.2 shows how box counting with l = 2 performs on a small network.
Node 1 and 2 are ﬁrst grouped. No other node can belong to this box since they would have a distance
of at least 2 with one of the two nodes. Other boxes are built similarly, and, ﬁnally, the system is tiled
by considering each box as a node at the larger scale deﬁned by l.
As it can be seen from Figure 6.2, there exist several ways to cover a network with boxes of size l.
By exhaustive searching, Song et al. found the covering requiring the fewest boxes, and then examined
how the number of boxes Nl depends on l. They found that many (but not all) real-world networks
follow the power-law scaling of Eq. (6.1) just as if they were fractal shapes. In addition, they have
shown that the degree distribution remained often constant along a few coarse graining stages and
for diﬀerent choices of l. From these observations a theory of self-similarity in complex networks has
been elaborated [167, 168].
At this point it should be stressed that not all complex networks exhibit a “fractal” organization.
And naturally the question arises whether the observed fractality stems from a self-organization prin-
ciple leading to a critical behavior, such as systems characterized by a phase transition, or is simply
a artifact of the box-counting applied to some networks [170]. Up to now no satisfactory answer has
been found to this question.
Albeit the lack of clear interpretation, the results of Song et al. have pointed out that network
reduction should go hand-in-hand with the preservation of some relevant network properties, akin to
the coarse graining in statistical physics. Their work focuses on the degree distribution. In the SCG
approach, the features of interest will be the spectral properties of networks.
6.1.3 Geographical coarse graining
In 2004, Kim introduced a coarse graining scheme for geographical networks embedded on a square
lattice [89]. This work was motivated by the recent studies about brain networks. The main objective
of a global approach to human brain organization is to have a complete cartography of the neurons
and their physical connections or correlations. Unfortunately, this is nowadays completely unfeasible
because of the tremendous number of neuron connections (≈ 1015). To simplify the problem, a common
approach is to partition the brain into cubic cells (voxels) and to measure the activity correlation
between the diﬀerent cells [48]. Typically hundred to thousand voxels are deﬁned over the entire
brain. In this way, a weighted network can be constructed in which nodes are voxels and edge weight
represents correlation in the activity observed between two voxels. The network topology is based
on heavily coarse-grained information and a key issue is to know how relevant the properties of such
networks are to the original system. In [89], a model has been used to study the eﬀect of coarse graining.
In this model the nodes of the initial network are located on a 2D-lattice. Then a degree is assigned to
each node from a given distribution (typically a power-law distribution) and the connections are drawn
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minimizing the length of the edges (see [89] for more details). The coarse graining scheme resembles
the Kadanoﬀ block-spin renormalization group approach: at each stage the four nodes forming 2× 2
squares on the lattice are merged together summing up all their edges. It is further required that
the average degree remains the same (which is obtained by removing parts of the low-weight edges).
Applying the coarse graining procedure to networks with a power-law degree distribution, Kim has
shown that the scale-free topology was preserved and the exponent remained constant under several
stages of the coarse graining.
Although the coarse graining scheme was applied to a 2D-lattice (while the brain is a 3D system)
and requires to remove some edges along the coarse graining to ensure that the network does not
become a complete graph, this work indicates that networks whose nodes are embedded in an euclidean
space may be coarse grained without changing signiﬁcantly their topology.
6.1.4 Ring Structure
In [13], a slightly diﬀerent point of view was adopted. Instead of focusing on the topology of the
network, in particular the degree distribution, Baronchelli et al. have shown that the mean ﬁrst
passage time to a node in a network can be computed by considering a much reduced graph reﬂecting
the ring structure of the network. Given a node i, the ring l includes all nodes at distance l from i. The
reduced network is built by identifying each ring as a node, summing up all the edges. Its structure
is the one of a chain with a length smaller or equal to the diameter of the network. Remarkably, it
has been shown in [13] that the mean ﬁrst passage time computed in the reduced graph is exact for
random graphs and provides an excellent approximation for other kinds of network.
The ﬁrst goal of Baronchelli et al. was to set up a mathematical framework for computing the mean
ﬁrst passage time in a faster way. More generally, their work points to the important observation that
network topology, in particular the degree distribution, might not be the only relevant feature that
should be preserved under coarse graining.
6.1.5 Clustering
Clustering algorithms are powerful complexity reduction techniques allowing one to signiﬁcantly de-
crease the size of a network by clumping nodes into groups or communities (see Part I of this Thesis).
After grouping the nodes, a much reduced “network of clusters” is obtained. However, most clustering
approaches disregarded the question of which properties of the initial network are preserved in the
network of clusters1. Therefore clustering cannot be considered as a proper coarse graining approach
since the ultimate goal of a clustering algorithm is to ﬁnd the “correct” communities of a network and
not to ensure that the network of clusters leaves unchanged some properties of the initial one.
Further in this Thesis, we will show that there exists a connection between clustering and Spec-
tral Coarse Graining, though. However, for most real networks characterized by a fuzzy community
structure, both preserving some properties of the network and ﬁnding reasonable communities are
often irreconcilable tasks. This observation, combined with the enthusiasm generated by community
detection methods in the ﬁeld of complex networks, can partly explain why coarse graining complex
networks has received so little attention among scientists working in this ﬁeld.
More relevant are the works of computer scientists and mathematicians with respect to the con-
nection between clustering and coarse graining. In [113], Meila and Shi have developed a spectral
clustering technique, referred to as the Normalized Cut, based on the stochastic matrix W . Although
their goal is not to coarse grain networks in the sense of preserving the network properties, an inter-
esting result can be found in the Appendix of their work. First, they deﬁne a piecewise constant vector
as a vector whose components are constant over each group of a partition of the network. Second,
considering a partition such that the n ﬁrst left eigenvectors of the stochastic matrix are piecewise
1an exception can be found in [139] in which the degree distribution in the network of clusters has been studied
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Figure 6.3: Example of PCA. Data points are given by N vectors in a 2-dimensional space. Principal
component |p1〉 gives the direction of maximal covariance.
constant, they show that this particular partition—as well as any other sub-partition—results in pre-
serving the n ﬁrst eigenvalues in the reduced network. This result will be reinterpreted and extended
in Chapter 7.
In another work, Lafon and Lee [98] have recently studied the consequences of grouping nodes
into clusters on the behavior of random walks. They consider the general case of any partition of the
network into N˜ groups. Given the partition, nodes can be merged within each group, summing all their
edges, to form a reduced network. On the reduced network, a random walk is described by a N˜ × N˜
stochastic matrix W˜ . For any right eigenvector of the stochastic matrix W , a reduced eigenvector of
size N˜ can be deﬁned in which the components of each group are summed. In [98], Lafon et al. have
shown that the diﬀerence between the reduced eigenvectors of W and the corresponding eigenvectors
of W˜ has an upper bound depending on the partition. It has been suggested that ﬁnding a partition
minimizing the upper bound could provide an eﬀective clustering algorithm. In addition, it would
allow us to preserve as much as possible the eigenvalues and eigenvectors of the network, which is
exactly the aim of a consistent coarse graining technique. A related method can also be found in [62].
In our approach, a similar mathematical framework will be used. Moreover, we will show that there
exists a very intuitive way to deﬁne a partition on the network such that at least some eigenvalues
and eigenvectors of the stochastic matrix are preserved in the reduced network.
6.1.6 Principal Component Analysis
Principal Component Analysis (PCA) is a well-known technique to reduce the dimensionality of a
data set where each entry is given as a vector |xi〉 (i = 1, . . . , N) in a D-dimensional space [87]. PCA
is based on the idea of expressing the data in a new orthogonal basis such that the covariance is
maximal along the ﬁrst basis vectors (see Figure 6.3) and the covariances along the directions deﬁned
by the eigenvectors of C are equal to the eigenvalues of C. In practice, principal components are
obtained as the eigenvectors |pα〉 of the covariance D×D matrix Clk = 1N−1
∑N
i=1 xilxik . Eigenvectors
corresponding to the largest eigenvalues are referred to as principal since they have been shown to
span the subspace corresponding to the maximal covariance of the data set.
PCA is especially useful if some coordinates (say l and k) turn out to be somehow (linearly)
correlated. In this case, a few eigenvalues of the matrix C will be much larger than the others. This
ﬁnding implies that the most relevant information in the data set is contained in the ﬁrst eigenvectors
of C. For this reason, PCA can be used as a dimensionality reduction technique since projecting the
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data along the principal components allows us to reduce the dimensionality of the data set without
losing the most relevant information. Mathematically, this projection is equivalent to truncating the






αaαi |pα〉, where D˜ is the number
of principal components. It is important to stress that in PCA the number of data points (N) remains
the same, only the dimension of the data set is reduced (D → D˜). For this reason, PCA diﬀers from
clustering technique, although both approaches have sometimes been combined [190].
A few attempts have been proposed to extend PCA to networks [158]. Considering the adjacency
matrix A (or any other matrix such as the Laplacian L or the stochastic matrix W ), one could naively
try to apply the same projection writing A =
∑N
α=1 λ
α|pα〉〈pα| ≈ ∑N˜α=1 λα|pα〉〈pα| = A′. However,
this approach leads to spurious results. In particular negative entries appear in A′, indicating that A′
is no longer an adjacency matrix. In Chapter 7, we will show that there exists a way to project the
matrix A on its principal components such that the resulting matrix still accounts for a (reduced)
network. Furthermore, the size of the network is signiﬁcantly decreased, whereas the “direct” PCA
projection yields a N ×N matrix A′. For this reason, Spectral Coarse Graining [66] (see Chapter 7)
can be reinterpreted as an extension of Principal Component Analysis for networks, combined with a
size reduction.
6.1.7 Miscellaneous
Many other coarse graining schemes have been used to simplify speciﬁc networks. For instance, simu-
lations of large protein dynamics have extensively used the idea of coarse graining. Instead of taking
into account all atoms, it has been shown that accurate results could already be obtained considering
only the Cα (structural coarse graining). Moreover, atoms have been represented in ﬁrst approxi-
mation as beads interacting through a network of springs. Considering each atom as a node of a
network, the removal of all non-Cα atoms is equivalent to coarse graining the network, taking ad-
vantage of the prior knowledge about the role and importance of each node. Various similar works
have focused on coarse graining the structure of proteins to study them with the help of simpliﬁed
models [181, 70, 80, 108, 195, 32] ([32] shares some similarity with Spectral Coarse Graining, although
the goals and the results are quite diﬀerent). In a more advanced coarse graining method, the phase
behavior of proteins was even shown to be well-described by a ﬂexible tube model [107, 10].
In a completely diﬀerent ﬁeld, PageRank quantity [25] has been approximated with high precision
by considering a coarse graining of the Web [88] based on the address of each web page. A local PageR-
ank is ﬁrst computed for pages of the same host, and then a global PageRank is deﬁned considering
each host as a node of the coarse-grained network.
Since most of these approaches are case-dependent and often rely on speciﬁc a priori informations
about the nature of the nodes, describing all of them will likely not give new insights to the reader
regarding a global approach to network coarse graining. We therefore restricted ourselves to a few
cases of particular interest, some of them being related to examples presented in the next Chapter.
As a concluding remark, we believe that the vast amount of complex systems that need to be coarse
grained to study them, and at the same time are well-described in the framework of complex networks,
is a strong indication that, if a global coarse graining scheme can be deﬁned, coarse graining complex
networks is a relevant starting point. We hope that our work might contribute to this task, and we





In this chapter, the mathematical framework underlying Spectral Coarse Graining (SCG) is introduced
in terms of stochastic matrices describing random walks on networks. The restriction to stochastic
matrices has two main reasons. First, it allows for a direct and very natural relation between the idea
of grouping nodes and the one of preserving the spectral properties of a network. Second, SCG was
ﬁrst implemented in this framework and most results presented in this Thesis have been obtained
with stochastic matrices [66]. Section 7.8 deals with an extension to symmetric matrices (either the
adjacency or the Laplacian matrix), for which most results obtained with stochastic matrices can be
carried over.
The chapter is organized as follows. In Section 7.1, we review some properties of random walks
and stochastic matrices. In Section 7.2, the framework for an exact SCG is described in detail. We
further prove analytically in Section 7.3 that a perturbation approach can be carried out. This is the
most important result on which eﬃcient SCG of complex networks relies. Spectral Coarse graining
is then applied to the di-alanine network (Sections 7.4 and 7.5), and to a periodic gene network in
Section 7.6. Finally, we discuss the parameters involved in SCG and the connection with spectral
clustering algorithms in Sections 7.7.
7.1 Motivations
Random walks and diﬀusive processes play a key role in the dynamics of a large number of complex
networks [135]. For instance, random exploration of networks such as the web crawls of search engines
are described by random walks. Diﬀusive processes on networks appear also in traﬃc simulation,
percolation theory or message passing processes. More generally, Markov Chains can be considered as
random walks on a network in which nodes correspond to the diﬀerent states of the system. Finally,
in Chapter 5 we have shown that even continuous diﬀusive processes can be mapped onto a network
and random walks on this network represent the system dynamics.




−1. For connected and undirected networks, the eigenvalues of W satisfy: 1 = λ1 ≥
λ2 ≥ . . . ≥ λN
Because of the column-normalization, W is not symmetric, and eigenvectors have to be distin-
guished between left and right eigenvectors. Right eigenvectors are directly related with the evolution
of the probability of being in a given node. The right eigenvector |p1〉 corresponding to λ1 is the
stationary state. Moreover, right eigenvectors with eigenvalues close to one capture the large-scale
behavior of the random walk, whereas eigenvectors with smaller eigenvalues contain the small-scale
behavior. This can be seen considering the spectral decomposition of the probability density vector
P (n) of a random walk over the nodes of a network at discrete time n. P (n) evolves from the initial
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distribution P (0) to the stationary state P (∞), assuming that this state exists, through a transient




aα (λα)n |pα〉, (7.1)
where aα is the projection of the initial distribution over the αth eigenstate. Up to a normalizing
constant, |p1〉 is equal to the stationery state P (∞) of the random walk. For simple networks, |p1〉 is
given by p1j =
∑
i Aij = kj . Eq. (7.1) shows that the largest eigenvalues dictate the behavior of the
random walk at large time scales.
Left eigenvectors, on the other hand, have been shown in Chapter 2 to appear in spectral clustering
algorithms (they are equal to the right eigenvectors of the normal matrix). Starting from the deﬁnition



































Eq. (7.2) shows that left eigenvectors are equal to right eigenvectors rescaled by the degree of the
nodes. Because of the column normalization, 〈u1| is equal to (1, 1, . . . , 1), which indicates that right
eigenvectors bear the ﬁngerprint of the node degree, while left eigenvectors do not. In particular, if
two nodes have almost identical components along some left eigenvectors, no matter whether they
have the same degree, their dynamical behavior is very similar from the point of view of the random
walk evolution. For this reason (and many others that will become clear as we describe the Spectral
Coarse Graining), it is natural to consider left eigenvectors in a coarse graining procedure.
Finally, we stress that Eq. (7.2) is only valid for undirected networks. For simplicity we assume
undirected networks in the next section. Whenever the generalization to directed networks is not valid,
we will simply indicate it and refer to Section 7.3.3 for a discussion about directed networks.
7.2 Exact coarse graining
As a starting point for a coarse graining strategy, we want to ensure that two nodes (say nodes 1 and
2) having exactly the same neighbors are grouped together, since they cannot be distinguished from
the point of view of a random walk starting anywhere else in the network. This is indeed an ideal case
which might not lead to a signiﬁcant size reduction of the network. In a second stage (Section 7.3), we
will show analytically that the ideal case can be extended by carrying out a perturbation approach.
Figure 7.1 illustrates the ideal case. The two green nodes have exactly the same neighbors, which
implies that columns 1 and 2 of the stochastic matrix are equal, Wi1 = Wi2. In terms of a left
eigenvector 〈uα| of W , it means that uα1 = uα2 for λα = 0 1. This observation is crucial for the Spectral
Coarse Graining, since it relates in a straightforward way the topology of the network with the spectral
properties of W .
1Note that the converse is not always true: nodes with uα1 = u
α
2 for a given α do not always have exactly the same
neighbors. This pathological situation is treated in detail in Appendix B.1, but does not change the results presented
below.
70







Figure 7.1: Small network representing the ideal case for SCG. The two green nodes have exactly the
same neighbors and can be merged without changing the spectral properties of the network.
A natural coarse graining step is to coalesce nodes satisfying uα1 = u
α
2 , with the resulting new node
carrying the sum of the edges of the original ones. The new network in which nodes 1 and 2 have been
merged is characterized by a (N − 1)× (N − 1) adjacency matrix A˜, with the ﬁrst line, resp. column,
of A˜ being the sum of the two ﬁrst lines, resp. columns, of A. On this reduced network, the stochastic
matrix W˜ describing a random walk is obtained by normalizing the columns of A˜. At this point, it
will be useful to write W˜ as a product of three matrices,
W˜ = RWK.
K and R are two projection-like operators from the N -dimensional space of the initial nodes to the
(N − 1)-dimensional space of the new nodes. In order to fulﬁll the deﬁnition of W˜ , and using that
p1j ∝
∑































The interesting features of W˜ come from the property [113] that, if uα1 = u
α
2 , the vector 〈uα|K is
a left eigenvector of W˜ with eigenvalue λα (i.e. 〈uα|K = 〈u˜α|). To obtain this result one simply needs
to see that 〈uα|KR = 〈uα| if uα1 = uα2 . Then 〈uα|KW˜ = 〈uα|KRWK = λα〈uα|K.




Assuming that uα1 = uα2 , it follows that KR|pα〉 = |pα〉. Using this property, the previous result can be
extended to the right eigenvectors. Under the same hypothesis (uα1 = u
α
2 ), the vector R|pα〉 is a right
eigenvector of W˜ with eigenvalue λα. In general this is not true for directed networks. Nevertheless, it
always holds for α = 1, ensuring that the stationary probabilities sum up under the coarse graining.
To summarize, we have shown that grouping nodes with identical components in 〈uα| has a spectral
interpretation: it preserves the eigenvalue λα, averages out the components of 〈uα| and for undirected
networks sums up the components of |pα〉.
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Figure 7.2: Eﬀect of the exact coarse graining on the spectrum of a small network. A: Toy network
with several nodes satisfying the exact coarse graining. B: Ordered list of eigenvalues λ and λ˜.
For simplicity, the case where only two components of an eigenvector are equal (resp. close to
each other) has been considered. It is straightforward to generalize the grouping to all nodes having
identical components (resp. components close to each other) in 〈uα|. Groups are ﬁrst labeled from 1
to N˜ and δC,i is deﬁned as 1 if node i belongs to group C, 0 otherwise (C = 1 . . . N˜). Then K and R
read:






with R a N˜ ×N matrix and K a N × N˜ matrix, N˜ being the number of diﬀerent groups.
Before going further in the description of the coarse graining, a few comments are necessary. First
of all, we stress that the only constraint about the choice of α to satisfy the ideal case is that λα
should be diﬀerent from zero (except for some pathological eigenvalues described in Appendix B.1).
This condition ensures that uα1 = u
α
2 if nodes 1 and 2 have exactly the same neighbors. Therefore
in the ideal case displayed in Figure 7.1, uα1 = uα2 ∀α such that λα = 0. Furthermore, the ideal case
is always characterized by an eigenvalue λα = 0 since columns 1 and 2 of W are the same. These
two observations, combined with the property that eigenvalues are preserved under coarse graining,
show that all eigenvalues diﬀerent from 0 are automatically preserved. As a consequence, for any
merging of two nodes with exactly the same neighbors an eigenvalue equal to 0 is removed from the
spectrum in the coarse-grained network, since the total number of eigenvalues is equal to the network
size. Figure 7.2 shows a comparison between the spectrum of W and W˜ of a network characterized
by several nodes having the same neighbors. Eigenvalues equal to 0 do not carry any information




this reason, the coarse gaining restricted to nodes satisfying uαi = u
α
j can be considered as exact,
in the sense that only redundant information has been dropped (see Appendix B.1 for a complete
characterization of redundant information and pathological eigenvalues).
The second comment concerns matrix K. A few calculations show that the only condition that
non-zero entries of K should fulﬁll for the conservation of eigenvalues and left eigenvectors under
SCG is the column normalization, which is equivalent to RK = IN˜ . Thus other ways of deﬁning K
might be chosen. This property will prove to be very useful when coarse graining directed networks
in which some nodes have a zero stationary probability (see Section 7.3.3). However, if both left and
right eigenvectors are to be preserved, the only choice for K is the one in Eq. (7.3). This is the reason
why Spectral Coarse Graining is most naturally deﬁned as we did in Eq. (7.3).
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Finally, the strict equality uα1 = u
α
2 is not often encountered in various kinds of real networks. For
these networks, restricting the coarse graining to the ideal case does not allow us to reduce signiﬁcantly
the size of the network and makes the coarse graining approach of little use. To extend the range of
our procedure, two natural questions arise:
1. Is it possible to relax the condition uα1 = uα2 and to group nodes if uα1 is very close to uα2 , without
requiring the strict equality?
2. In this case, does the reduced network still have similar spectral properties?
These questions are crucial and raise several important issues. The condition uα1 = u
α
2 was auto-
matically fulﬁlled for all eigenvectors with eigenvalues diﬀerent from zero in the ideal case. However,
nothing ensures that if uα1 is close to uα2 for a particular α, it will be true for all α (actually it is indeed
not true). Therefore, relaxing the strict equality implies selecting some eigenvectors along which the
coarse graining has to be done. Having in mind the idea of preserving the slow modes of random
walks, the natural choice is to coarse grain a network according to the S ﬁrst non-trivial eigenvectors,
i.e. to group nodes having similar components over a set of left eigenvectors {〈uα|}S+1α=2. Yet, before
all, it remains to answer the two questions stated above.
7.3 Perturbation approach
Here we show analytically that if groups are chosen such that components of 〈uα| are almost the same
within each group, the eigenvalue λα as well as the eigenvectors 〈uα| and |pα〉 are almost preserved
in the reduced network. For this reason, the following perturbation approach will be referred to as
almost-exact coarse graining. Several results presented in this section have been derived by David
Morton de Lachapelle considering symmetric matrices, and we are thankful to him for enlightening
discussions.
Mathematically, it is convenient to express the vector 〈uα| as:
〈uα| = 〈uα|KR + 〈	α| (7.5)
with 〈	α| a N -dimensional vector characterizing the deviation of each component from its weighted
average within each group (〈uα|KR, see Eq. (7.4)). Indeed, if groups have been deﬁned such that
components of 〈uα| are close to each other, all 	αi are small, i.e. “scale as 	α”. If we apply successively
W and K in Eq. (7.5), we obtain:
λα〈uα|K = 〈uα|KW˜ + 〈	α|WK, (7.6)
which immediately shows that for small 	α, 〈uα|K becomes an approximation of a left eigenvector
of W˜ . The result can be extended to right eigenvectors |pα〉, if the network is undirected, since
D|uα〉 = |pα〉, with D a diagonal matrix such that Dii = ki. Using that KRD and D are symmetric
matrices, we can evaluate
(|pα〉 −KR|pα〉)T = 〈uα|D − 〈uα|DRTKT = 〈uα|D − 〈uα|KRD = 〈	α|D,
which gives, after applying W and R,
λαR|pα〉 = W˜R|pα〉+RWD|	α〉. (7.7)
To summarize, Eq. (7.6) and (7.7) show that exact Spectral Coarse Graining can be relaxed to
group nodes with uαi ≈ uαj such that 〈uα|K provides a good approximation of an eigenvector of W˜ .
However, we stress that in this case the coarse graining is α-dependent, and that only eigenvectors
along which the coarse graining has been performed will be preserved in the reduced network.
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Furthermore, we show that an upper bound can be established for ||〈	α|WK|| in Eq. (7.6). First
of all, we note that ||〈	α|WK||2 =∑N˜C=1〈	α|(WK)•C〉2 ≤∑N˜C=1 ||	α||2 ||(WK)•C ||2. Let us now ﬁnd





















































l alφ(xl), for φ(x) a convex function (in our case the square function) and∑















W 2jl = ||	α||2 Tr(WWT ) (7.9)
Eq. (7.9) might seem contradictory since the larger the groups the lower the upper bound. How-
ever ||	α|| is likely to become larger if each group is made up of several nodes. Moreover, com-
paring ||〈	α|WK|| for diﬀerent group structures is not always meaningful, since the dimension of
〈	α|WK changes with the number of groups. A second important remark concerns the interpretation
of Eq. (7.6). Since eigenvectors are deﬁned up to a multiplicative factor, we can always assume that
||〈uα|K|| = 1. If λα is large (typically close to one), the condition that ||〈	α|WK|| is small is suﬃcient
to conclude that λα〈uα|K is almost parallel to 〈uα|KW˜ . However, as λα becomes much smaller, we
might have that λα〈uα|K is not at all parallel to 〈uα|KW˜ even if ||〈	α|WK|| is small. Therefore, we
expect SCG to perform more accurately for large eigenvalues. This has been observed in Section 7.7.2.
These two observations set a limit for the use of ||〈	α|WK|| as the criterion for evaluating the
performance of the coarse graining. In the following, we will rather use the quantity 1− 〈uα|K|u˜α〉||〈uα|K||·||u˜α|| .
However, it is very diﬃcult to show (and maybe not true) that this quantity always scales as 	.
Finally, we refer the reader to Section 7.8.2 for an other mathematical result showing that λα ≥ λ˜α
for all α ≤ N˜ , where λ˜αs are eigenvalues of W˜ .
7.3.1 Practical implementation
For practical implementations, the most intuitive idea is ﬁrst to select the S eigenvalues and eigen-
vectors to be preserved. As stated before, a natural choice is to use the S ﬁrst non-trivial slow modes.
Then I intervals of size lα are deﬁned between the largest and the lowest components along each 〈uα|.
Nodes falling in the same interval for each α are grouped together. This procedure is equivalent to
box-covering of the S-dimensional embedding space in which node i is represented as a vector given
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by the S ith components of the vectors {〈uα|}S+1α=2. Boxes (or cells) have a size deﬁned by the lαs
and correspond to S-dimensional rectangular parallelepipeds. The derivation in the previous section
ensures that the coarse-grained network has eigenvalues λ˜α, resp. eigenvectors 〈u˜α| and |p˜α〉 whose
diﬀerence with λα, resp. 〈uα|K and R|pα〉, is in the order of 	. Indeed, nothing can be said about the
other lower eigenvalues which might change a lot, and for most of them, will simply disappear.
7.3.2 Related works
A related mathematical framework had already been proposed by Lafon and Lee [98] considering any
partition of a network, and not only the ones satisfying the condition that components of 〈uα| are close
to each other within the groups. Considering a random partition, they have shown that the diﬀerence
between the projected eigenvectors and the eigenvectors of the reduced network has an upper bound.
Strictly speaking, they have proved that |eα〉 and 〈gα| deﬁned as:








































S stands for the number of relevant eigenvalues that have been considered, and (〈uα|K)C stands
for the Cth component of 〈uα|K. One easily checks that, if N˜ = N , D=0.
The upper bound found in Eq. (7.11) is certainly an interesting feature. However, it does not allow
one to conclude which partition should be chosen so that 〈uα|K is a good approximation of 〈u˜α|. A
possible way to tackle this problem is to minimize D. The main diﬃculty is that this minimization is far
from trivial. In [98], it has been shown that minimizing D can be addressed by k-means algorithm [103].
However, the k-means minimization implies to ﬁx a priori the number of groups in the reduced network,
which most often cannot be done unambiguously. In comparison, our approach has several advantages.
First, it ensures that 〈uα|R is a good approximation of 〈u˜α| as long as lα ∝ 	 is small. Second, it
only requires to compute the ﬁrst eigenvectors, without any other post-processing steps. Third, once
S and I (the number of intervals along each eigenvectors) have been chosen, the number of nodes in
the reduced network is given by the properties of the network itself and not arbitrarily ﬁxed.
Nevertheless, the work of Lafon and Lee deﬁnes the suitable mathematical framework for coarse
graining complex networks. For this reason, it deserves a special mention in this Thesis.
Finally, in [62], it has been suggested that instead of focusing on the S ﬁrst eigenvectors, one could
compute the distance:
dT (i, j) =
N∑
α=1
∣∣uαi − uαj ∣∣ ∣∣(λα)T ∣∣ ,
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with T ∈ N and group nodes satisfying d(i, j) < 	. A series of mathematical results is presented in [62].
The main draw-back of this method is that it requires the computation of all eigenvectors which is
time-consuming for large graphs, while the Spectral Coarse Graining presented in this Thesis involves
only the ﬁrst eigenvalues and eigenvectors. Moreover the interesting approach of [62] has not been
applied to real networks and for this reason has been almost completely unnoticed in the ﬁeld of graph
theory and complex networks.
7.3.3 Directed networks
Up to now, we have always assumed undirected networks. Yet, directed networks are often encountered
when dealing with real networks. For example, gene regulation networks are strongly directed since the
regulation process is not symmetric in most occurrences. The World Wide Web is an other instance
of a directed network in which the edge direction is crucial for most properties.
To coarse grain directed networks, we consider the strongly connected component (scc) of a net-
work, together with all nodes either pointing to or pointed by a node of the scc. Related to the random
walk properties on directed networks, three diﬀerent scenarios need to be distinguished:
1. There exists a stationary state, and each node has a non-zero probability in the stationary state.
2. There exists a stationary state, but some nodes have a stationary probability equal to 0.
3. There exists no stationary state.
In the ﬁrst case, the network is a scc and matrix K is properly deﬁned. The main changes take
place because |pα〉 can no longer be expressed in terms of 〈uα| and |p1〉 (see the derivation of Eq. (7.2)).
Nevertheless, the coarse graining along 〈uα| preserves the eigenvalue λα as well the eigenvector 〈uα|.
Furthermore, because of the particular deﬁnition of K, KR|p1〉 = |p1〉, which ensures that the station-
ary state |p1〉 is always preserved under coarse graining. This result becomes crucial when considering,
for instance, the PageRank matrix [25]. PageRank has received much attention because of its use in
search engines like Google. It is deﬁned via a stochastic process on the WWW, where at each step
a “random surfer” either follows with probability d one of the existing outgoing links or jumps at
random to another site with probability (1− d). PageRank of the nodes corresponds to the stationary
state of the process (i.e. to |p1〉). Thus, under SCG, the PageRank in the reduced network is the
sum over the PageRank in the initial network. The only eﬀect of the directed nature of the WWW,
compared to undirected networks, is that |pα〉 is not automatically preserved when coarse graining
along 〈u|α for α > 1.
The second case is typically encountered when a few nodes can only be reached from some others
but not from all nodes. In this case the network is disconnected. Globally disconnected networks are
diﬃcult to handle and even the idea of coarse graining is not well-deﬁned, as it was the case with
clustering. Nevertheless, a few simple cases can be treated. Figure 7.3A and B displays two generic
situations in which a node is either unreachable from the others, or act as a trap. From the point of
view of a random walk, unreachable nodes do not play any role, and can be removed from the network
without altering any spectral property. The presence of traps is more interesting since it relates to
the notion of exit probabilities (see Section 7.5). Any trap i is associated with a stationary state |pβ〉
with λβ = 1 and pβj = δij , which implies that K in Eq. (7.3) and (7.4) is not deﬁned. For a suitable
coarse graining approach, one should ﬁrst consider each trap as a single group. Other nodes are then
grouped according to the values of their components in a left eigenvector 〈uα|. In order to carry out
the comparison between initial and reduced eigenvectors, we already noticed that matrix K can be
built in various ways as long as the columns are normalized. In this case, a possibility for the non-
zero entries of K is to use the stationary state of a network in which edges pointing to the traps are
symmetric.
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A B
Figure 7.3: Two kinds of networks in which some nodes have a stationary probability equal to 0. A:
Example of an unreachable node. B: Example of a trap.
The third case reﬂects the presence of sinks in the network, i.e. nodes acting as absorbing walls.
Sinks are especially useful to compute the mean ﬁrst passage time to a given node [66, 13]. A sink
corresponds to a column of the stochastic matrix W set to 0. If the rest of the network is a scc, |λα| < 1
∀α. Yet, the coarse graining can still be applied. As in the previous case, a convenient way of choosing
matrix K is to consider the sink node i as a group and to set to one the corresponding non-zero entry
in K. Other non-zero elements of K are ﬁlled considering the stationary probability over a network in
which edges pointing to the sink nodes have been symmetrized. If multiple sinks are present, one can
either consider each of them as a single group (for instance if it matters in which node the random
walk escapes) or group them into one single sink in the reduced network. Eventually, we note that the
eﬀect of a sink is very much related to the one of a trap since in both cases the random walk cannot
escape from the node.
Combining several sinks, traps and unreachable nodes becomes somehow tedious, both from a
practical and a theoretical point of view. Since this situation is not often encountered, we will not
describe it here.
Finally, we note that directed networks are characterized by complex eigenvalues of W . For most
real directed networks, it has been observed that complex eigenvalues are not the ones with the
largest module and thus do not enter in the Spectral Coarse Graining. However, generally speaking,
the module of complex eigenvalues can take any value smaller or equal to one. Complex eigenvalues
and eigenvectors always arrive by conjugated pairs, which implies that coarse graining the network
along a complex eigenvector is equivalent to coarse graining along its conjugate. Apart from that, the
coarse graining can be readily extended to complex eigenvalues by deﬁning intervals in the embedding
complex space CS . In particular, the fact that two nodes with exactly the same neighbors have
identical eigenvector components for λα = 0 still holds, as shown in Figure 7.4 and Table 7.1. An
interesting situation occurs when the network contains stable cycles, resulting in complex eigenvalues
with a modulus equal to one. The presence of stable cycles strongly constrains the network topology.
Figure 7.5 shows an example of such network, which does not trivially consists in one oriented ring.
Interestingly, the coarse graining has the eﬀect of merging the diﬀerent pathways to obtain a ring. We
suggest that it might be a general property of directed network with stable cycles to be transformed
into rings under SCG. It will be interesting to study in more detail these networks and to understand
how the almost-exact coarse graining performs.
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A B
Figure 7.4: Example of a directed network with complex eigenvalues. A: Initial network with two
equivalent nodes. B: Coarse-grained network.
α λα λ˜α
1 1 1
2 0.3091 + 0.3767i 0.3091 + 0.3767i
3 0.3091 - 0.3767i 0.3091 - 0.3767i
4 -0.5958 + 0.1032i -0.5958 + 0.1032i
5 -0.5958 - 0.1032i -0.5958 - 0.1032i
6 -0.4267 -0.4267
7 0
Table 7.1: Comparison between the spectrum of the two networks of Figure 7.4.
A B
Figure 7.5: Example of a directed network with complex eigenvalues of module 1. A: Initial network
with two equivalent nodes. B: Coarse-grained network.
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A 2 0.99987 0.99987 0.9999 0.9999
3 0.99947 0.99944 0.9998 0.9999
4 0.99785 0.99780 0.9999 0.9999
B 2 0.98955 0.98922 0.9985 0.9941
3 0.98901 0.98861 0.9989 0.9924
4 0.98779 0.98741 0.9885 0.9686
C 2 0.99971 0.99971 0.999916 0.9999
3 0.99934 0.99933 0.9994 0.9988
4 0.99917 0.99916 0.9998 0.9997
Table 7.2: Columns 2 and 3: the three largest (non-trivial) eigenvalues of the stochastic matrices W
and W˜ . Column 4: Scalar product between 〈uα|K and 〈u˜α| for the three left eigenvectors used in
the coarse graining procedure. Column 5: Scalar product between R|pα〉 and |p˜α〉 for the three right
eigenvectors. BoxA: Di-alanine network displayed in Figure 7.6A and B. BoxB: Erdo¨s-Re´nyi network.
Box C: Baraba´si-Albert network.
7.4 Di-alanine network
The concept of random walks is especially appropriate for Conﬁguration Space Networks (CSN) de-
scribed in Chapter 5. As a quick recall, a node accounts for a conﬁguration sampled during the
simulation and edges represent transitions between conﬁgurations [150]. In CSNs the weight of an
edge represents the number of transitions between two states of the conﬁguration space observed
along the simulation and the elements of W correspond to transition probabilities. Therefore random
walks on CSNs provide a way to explore the space of conﬁgurations without having to run de novo
the entire simulation.
We applied the spectral coarse graining to the di-alanine network already discussed in Chap-
ter 5 [67]. Detailed balance implies that the network should be undirected, that is Aij = Aji, but not
Wij = Wji. However, because of ﬁnite length simulations, a few edges have slightly diﬀerent weights
depending on the direction (Aij = Aji). In this work, the network was considered as undirected by
taking the average over the weights in each direction. This pre-processing step does not alter the
general properties of the network. The network is made up of 1832 nodes (Figure 7.6A). In Chap-
ter 5, the di-alanine network was shown to be made up of four main clusters (colors in Figure 7.6),
corresponding to the four main energy basins of the underlying free-energy landscape [67].
To coarse grain the network, we have used the ﬁrst three non-trivial left eigenvectors 〈u2|, 〈u3|
and 〈u4| of W (for a discussion about the number of eigenvectors S to consider, see Section 7.7).
Along each eigenvector, I = 60 intervals of equal size have been deﬁned between the highest and the
lowest component. Nodes have been grouped together if they belonged to the same interval along the
three eigenvectors. In this way 227 non-empty groups have been found. The coarse-grained network is
shown in Figure 7.6B. Colors were set according to the clusters of the nodes in each group. Although
the nodes of a group do not necessarily belong to the same cluster, this situation happened only for 4
groups (representing 15 nodes) out the 227. We also applied to the coarse-grained network the same
clustering algorithm [49] used to identify the clusters in Figure 7.6A. Exactly 4 clusters were obtained
corresponding to more than 98% of the initial nodes correctly classiﬁed. Thus, even if the aim of
Spectral Coarse Graining is diﬀerent from the usual clustering, the results are indeed consistent with
the global features revealed by the cluster structure of the network. In addition the cluster structure
is robust under coarse graining.
As expected from the perturbation derivation, the ﬁrst eigenvalues are preserved in the coarse-
79
Chapter 7: Spectral Coarse Graining Di-alanine network
B
A
Figure 7.6: A: Di-alanine network (N=1832). Node size is proportional to their weight (i.e. the
number of times nodes have been visited in the simulation). The four diﬀerent colors correspond to
the clusters found in Chapter 5. B: Coarse-grained network (N˜ = 227) according to 〈uα|, α = 2, 3, 4
and I = 60. Node size is proportional to the total weight of the groups.
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sink in the red cluster sink in the blue cluster
Figure 7.7: Ranking of the MFPT. The circles (◦) represent the average MFPT for each group in the
original network (variances are not shown since they are always smaller than the size of the circles).
The MFPT of the corresponding nodes in the coarse-grained network is displayed with red lines. A:
Di-alanine network with the sink i as the heaviest node of the red cluster . B: Di-alanine network
with the sink i as the heaviest node of the blue cluster. Onsets: Comparison of the MFPT between
the original network (◦) and the network of clusters (red line).
grained network with high accuracy (Table 7.2 A columns 2 and 3). As for the normalized scalar
product, Table 7.2 A (columns 4 and 5) shows that the projected left and right eigenvectors 〈uα|K
and R|pα〉 are almost equal the corresponding eigenvectors of W˜ . Similar results have been obtained
considering the giant component of an Erdo¨s-Re´nyi network [50] (N = 5626, < k >= 2, Table 7.2 B)
and a Baraba´si-Albert network [11] (N = 6005, m = 1, Table 7.2 C), always considering the three ﬁrst
non-trivial left eigenvectors 〈u2|, 〈u3| and 〈u4| and I = 60. The general agreement, though slightly
lower for the E-R network, indicates that the perturbation approach is robust for various kinds of
networks even if components in 〈uα| are not equal but close to each other within the groups (for a
more detailed discussion about robustness of SCG, see Section 7.7).
Figure 7.6 hints that the global architecture of the coarse-grained network is representative of the
original one. For instance, most nodes buried in the center of the red cluster form one single group,
while the nodes lying along the few pathways connecting the red and violet clusters, and therefore
critical for the network global connectivity, are well preserved. Interestingly, these nodes correspond
to the transition states between the four basins. A more stringent test is done by comparing the mean
ﬁrst passage time (MFPT) from node j to node i, Tij . In the context of transport phenomena or search
on a network, MFPT is an important characteristic of random walks [135, 13]. To compute it exactly,












(1−λˆα)2 ). To compare the MFPTs, we used the coarse graining
shown in Figure 7.6B, deﬁning the sink node i as a single group. Figure 7.7 shows with black circles
(◦) the average MFPT to node i for each group in original network. Two diﬀerent sinks have been
considered (Figure 7.7, A and B). The MFPT to the group representing node i in the coarse-grained
network is shown with red lines. The excellent overlap indicates that the MFPT is extremely well
preserved, whereas this is not the case in the network of clusters (see onsets in Fig. 7.7). Hence the
coarse-grained network is representative of the general features of the diﬀusion process in the initial
network. This ﬁnding was shown to be robust if other eigenvectors are included, as long as the size
of the intervals is kept small enough. In this respect, the value I ∝ 	−1 tunes the degree of precision:
increasing I improves the agreement between the initial and the coarse-grained network, but in the
same time results in a larger N˜ .
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Figure 7.8: Time evolution of a random walk on the original di-alanine network, the coarse-grained
network and the network of clusters. Continuous black lines show P (j, t|i, 0). Dashed red lines display
P˜ (B, t|A, 0) · P (j,∞) · P˜−1(B,∞) in the coarse-grained network. Dashed-dotted blue lines display
P˜ (B, t|A, 0) ·P (j,∞) · P˜−1(B,∞) in the network of clusters. A is the group of node i and B the group
of node j. A: i is chosen as the central node of the red cluster and j as the central node of the blue
cluster in Figure 7.6. B: i is chosen as a node of the green cluster and j a node of the violet cluster
in Figure 7.6.
Another interesting feature of random walks is the evolution of the probability P (j, t|i, 0) of being
in node j at time t having started in node i at time 0. In the coarse-grained network, we compute the
quantity P˜ (B, t|A, 0), where A is the group of node i and B the group of node j. If the coarse graining
is exact, P (j, t|i, 0) should be equal to P˜ (B, t|A, 0) · P (j,∞) · P˜−1(B,∞). Figure 7.8 shows that the
coarse-grained network of Figure 7.6 exhibits almost the same time evolution, whereas the network of
clusters yields signiﬁcant discrepancies. This observation illustrates well the diﬀerences between coarse
graining and clustering. On the one hand, clusters correspond to large-scale features of the network,
but random walks on the network of clusters are not equivalent to those on the initial network. On
the other hand, groups in the coarse-grained network do not necessarily account for global feature of
the network, but this network displays the same dynamical behavior as the initial one.
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7.5 Exit probabilities
In general the largest eigenvalues and eigenvectors of W represent the large scale behavior of random
walks. However, in some cases eigenvectors are directly associated with useful quantities, such as
PageRank discussed in Section 7.3.3. As a diﬀerent example, we consider a random walk on a network
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α|pα〉〈uα| with 〈uα|pβ〉 = δαβ and taking |p1〉 = (1, 0, ..., 0) and |p2〉 = (0, ..., 0, 1)
the probability of exit in node 1 starting at node i is given by:




j j = 2, ..., N − 1
Thus 〈u1|, resp. 〈u2| = 〈1| − 〈u1|, gives the probability of exit in node 1, resp. node N .
In the case of the di-alanine network, the natural choice for nodes 1 and N is the most populated
nodes of the two main basins, since they act as representatives of the native and denaturated states.
With this choice, the exit probability is associated with the p-fold [45], deﬁned as the probability
to reach the native state before visiting the denaturated state2. P-fold has been used as an order
parameter on which the high-dimensional energy landscape is projected [45].
In Figure 7.9, the coarse graining of the di-alanine network was performed using 〈u1|, 〈u3| and
〈u4| (one could equivalently use 〈u2| instead of 〈u1|). The two square nodes represent the two traps.
Nodes color correspond to the exit probability. Coarse graining along 〈u1| ensures to preserve the exit
probability (see Figure 7.10), while including 〈u3| and 〈u4| allows us to preserve the general structure
of the network.
Therefore, SCG of Wexit allows us to coarse grain a network in such a way that the p-fold is
almost perfectly preserved for every conﬁguration. It can be further reinterpreted as a projection of
the network onto the order parameters deﬁned by p-fold and some other eigenvectors.
Interestingly, a similar attempt can be found in a work of Rhee et al. [156]. Considering a D-
dimensional energy landscape with two sinks at two diﬀerent locations, the authors have found a
continuous mapping onto a one dimensional potential such that the mapping preserves the exit prob-
ability. Their work can be regarded as a continuous version of SCG along the ﬁrst left eigenvector of
Wexit.
Finally, our results suggest that considering only the exit probability is not enough to approximate
correctly the folding process. For instance, in Figure 7.9, nodes with exit probability equal to 0.5 are
located both in the region between the two large clusters, and on the pathways on the right. If the
coarse graining had been done only along 〈u1|, such nodes would have been merged and the overall
structure would have changed. Thus, including a few other eigenvectors allows us both to preserve
the p-fold and the large scale structure of the network. In this sense, the framework of CSNs appears
once again as very convenient to analyze protein dynamics. Approximations that were commonly
done, such as projecting the dynamics on a few order parameters, can be formalized in the network
approach. Furthermore, order parameters arise naturally as the ﬁrst eigenvectors of the stochastic
matrix, also denoted by the principal components in the case of correlation matrices, which avoids
arbitrary choices.
2Note that if the denaturated state is not known or consists in a large ensemble of states, p-fold is deﬁned in a
slightly diﬀerent way [85].
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Figure 7.9: Coarse graining along the p-fold. A: Original di-alanine network. B: Coarse-grained di-
alanine network along the left eigenvectors 〈u1|, 〈u3| and 〈u4| of Wexit (I=60). The color map reﬂects
the exit probability. Square nodes represent the two traps.
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Figure 7.10: Exit probability in the original and reduced di-alanine networks. Groups have been ranked
according to components in 〈u1|.
7.6 Cell-cycle networks
Not all networks are characterized by a dynamics described in terms of random walks. However, it
has been shown that random walks often can be used as a tool to extract information about the
network. For instance, several clustering algorithms are based on the idea of performing random walks
on networks [175, 99]. In this section, we apply the spectral coarse graining to a cell cycle network
recently studied in [30]. Though edges are not associated with transition probabilities as in the di-
alanine network, SCG based on random walks provides several interesting insights in the network. In
particular, it shows that the use of SCG is not restricted to complex networks built from dynamical
processes.
Cells are known to exhibit a chronological cycle of events, cumulating in cell division. The cycle can
be divided into two main phases. First the doubling of the genome (phase S) takes place. Later on the
genome is halved during mitosis (phase M). The period between phase S and M is referred to as phase
G1, and the one between M and S as G2. The biochemical origin of this cycle can be found in several
genes that display periodic expression proﬁles. To identify cell cycle genes from their expression proﬁle,
micro-array technologies have been extensively used and data have been interpreted with the help of
Fourier analysis [33]. As a result, a set of genes have been identiﬁed as periodically expressed along the
cell cycle in several organisms. Since most periodic genes have the same frequency (corresponding to the
lifetime of the cell), the key parameter to distinguish between them, and hopefully recover the cell cycle
dynamics, is the phase of each gene. Such data are available for the yeast ﬁssion Schizosaccharomices
pombe in [157, 144, 137].
A recent study [30] has shown that the framework of complex networks is convenient to represent
cell cycle genes. The network is deﬁned considering each gene as a node. The weight over the edges
represents the phase diﬀerence and was set to wij = exp{β cos(φi−φj)}, with β = 10. This deﬁnition
ensures that the network is undirected, though complete, and that genes with similar phases are
strongly connected to each other. To visualize the network, a threshold can be deﬁned on the edges
weight. Removing all edges corresponding to a phase diﬀerence |φi − φj | > 0.2, the network exhibits
a circular structure [30]. Figure 7.11A shows the networks extracted from the data of [157], [144]
and [137]. Colors account for the cell cycle phase in which each gene is known to take part.
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Figure 7.11: A: Three cell cycle networks built from the data of Oliva et al. [137] (A1), Peng et
al. [144] (A2) and Rustici et al. [157] (A3). Only genes with a phase diﬀerence lower than 0.2 have
been connected for visualization. Colors represent the diﬀerent cell cycle phases. B: Coarse-grained
cell cycle networks.
In [30], the community structure of this network has been studied in detail using MCL [175] and
the stability analysis described in Chapter 4. In particular, the clustering entropy has been extensively
used as a criterion for ﬁnding the most stable partition. The use of MCL, combined with the clustering
entropy, allowed the authors of [30] to unveil the internal structure of the communities that resembles
the one deﬁned by the 4 phases of the cell cycle.
We applied SCG to the three networks without any threshold. Eigenvectors 〈u2| and 〈u3| with
I = 30 have been considered in the coarse graining. As for the di-alanine network, eigenvalues and
eigenvectors are preserved with an excellent accuracy, albeit the small number of intervals (Table 7.3).
Once groups have been identiﬁed, the coarse-grained network can be visualized considering only
edges with a weight above the threshold used in Figure 7.11A. Results are shown in Figure 7.11B. The
circular shape is well preserved, and most nodes within a group are part of the same phase. Several
other interesting features emerge from the coarse-grained network. From the point of view of random
walks, the dynamics on the coarse-grained network agrees with the initial one. Figure 7.12 shows the
evolution of the probability P (j, t|i, 0) of being in a given node j starting from a node i. The site i
was randomly chosen and the node j was taken as a gene strongly correlated to i in Figure 7.12A
and weakly correlated to i in Figure 7.12B. As in Figure 7.8, the probability P (j, t|i, 0) is compared
to P˜ (B, t|A, 0) · P (j,∞) · P˜−1(B,∞), with A the group of node i and B the group of node j. In
both cases and for all three networks, the temporal dynamics shows that the coarse-grained network
behaves exactly as the initial one.
Another interesting feature appears when considering the regions separating the G2 phase from
the other phases S or M (dashed ovals in Figure 7.11). Those regions are well preserved and most
groups in the coarse-grained network contain only a few nodes. It has been observed that they act
as bottlenecks in the network [30]. The corresponding genes are mostly expressed during the main
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1 2 0.98195 0.98173 0.9999 0.9999
3 0.88389 0.88033 0.9998 0.9995
2 2 0.9794 0.9793 0.9999 1
3 0.9123 0.9114 0.9999 0.9997
3 2 0.9674 0.9671 0.9999 0.9999
3 0.8912 0.8893 0.9999 0.9979
Table 7.3: Columns 2 and 3: the two largest (non-trivial) eigenvalues of the stochastic matrices W and
W˜ . Column 4: scalar product between 〈uα|K and 〈u˜α| for the two left eigenvectors used in the coarse
graining procedure. Column 5: scalar product between R|pα〉 and |p˜α〉 for the two right eigenvectors.
Box 1: Data from Oliva et al. [137]. Box 2: Data from Peng et al. [144]. Box 3: Data from Rustici et
al. [157].







































Figure 7.12: Time evolution of the probability P (j, t|i, 0) of being in node j having started in i. Circles
(◦) display results for the initial networks. Dashed red lines account for the coarse-grained networks.
A: Node i and j are strongly correlated. B: Node i and j are weakly correlated.
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two transitions along the cell cycle and have been suggested as potential new cell cycle regulators.
Because of their particular roles, such genes are crucial to be preserved in any coarse graining approach
aiming at reducing the complexity of the total cell cycle. Reversely regions of high density, such as
the M phase (continuous ovals in Figure 7.11), correspond to very homogeneous regions and might be
strongly coarse grained without modifying the important features of the network. The Spectral Coarse
Graining is therefore a good candidate to simplifying networks of periodic genes, while preserving the
most important features of the cell cycle.
7.7 Discussions
An essential issue to deal with is the sensitivity of the coarse graining to the choice of the parameters.
The previous examples indicate that in several diﬀerent kinds of networks, the coarse graining is
robust and intervals along each eigenvector do not need to be very small in order to preserve the
spectral properties of the network. In this section, a more general test is carried out, and a few
important features arise about the choice of parameters S and I, as well as about the kinds of
networks particularly suited for a coarse graining approach.
7.7.1 Choosing the parameters
Two parameters have been used in SCG: the number of eigenvectors S and the number of intervals
I along each eigenvector. These two parameters play diﬀerent roles. Since the information about the
network (or about W ) is spread among the eigenvectors with eigenvalues λ = 0, S represents the
amount of large scale information that we want to preserve from the original network. Referring to
Eq. (7.1), λ1, ..., λS+1 can be regarded as time scales that will be preserved in the coarse graining.
In some situations, the choice of S is based on a well-deﬁned criterion. This is the case if a
signiﬁcant gap is present between a few eigenvalues close to one and the rest of the spectrum. For
networks consisting of a few number of nodes (typically 50-100) and exhibiting a clear community
structure, the gap can be identiﬁed relatively easily. However, when dealing with larger networks
characterized by a fuzzy community structure, the gap turns out to be extremely delicate to identify
unambiguously (see Figure 7.13). Thus, looking for the gap cannot be considered as a general criterion,
at least when dealing with real networks. An alternative is to consider eigenvalues λαt of the matrix
power W t [62, 98]. Even if no signiﬁcant gap is visible in the spectrum of W , taking the tth power will
increase the relative diﬀerences between eigenvalues. For a large t, a few eigenvalues might still scale
as O(1), while all others may be several order of magnitudes smaller. In this way, the choice of the
“relevant” eigenvectors is given by the time scale t and the spatial eﬀect of SCG (i.e. grouping nodes)
is immediately related with a temporal coarse graining. Nonetheless, even if a global criterion for the
choice of S (or t) is often diﬃcult to deﬁne, the examples presented above show that reasonable results
are often obtained, even if S was somehow chosen arbitrarily.
Parameter I gives the accuracy with which this information is preserved. The larger I, the better
the precision. In the ideal case (I = ∞), we have shown that all relevant eigenvalues are exactly
preserved. Moreover, we have seen that only eigenvalues equal to 0 (see section 7.2) or pathological
eigenvalues (see Appendix B.1) are removed from the spectrum. Thus no information is lost and the
coarse graining is exact. Setting I to a ﬁnite value induces some changes. First of all, slight diﬀerences
between the S ﬁrst eigenvalues might appear, though the perturbation derivation shows that these
diﬀerences are small if the number of intervals is large enough. Concerning other eigenvalues, nothing
can be said a priori, except that most of them will not be preserved since the number of nodes
of the coarse-grained network is signiﬁcantly smaller than the number of non-zero eigenvalues of
W . Figure 7.13 shows, for instance, the spectrum of the di-alanine network before and after coarse
graining. As it was already pointed out, the ﬁrst 4 eigenvalues are well-preserved. The ﬁfth one of the
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Figure 7.13: Ordered list of di-alanine network eigenvalues. Onset: zoom on the largest eigenvalues.
A B C
Figure 7.14: Spectral Coarse Graining with a threshold on the precision (λα − λ˜α)/λα > θ for α =
2, 3, 4. A: θ = 10−3, B: θ = 10−4, C: θ = 10−5
coarse-grained network is still close to the one of the initial network. From the sixth one, signiﬁcant
discrepancies are observed.
A important issue is to ﬁnd how I should be chosen, and even more generally how nodes should be
grouped, so that the number of groups is minimum, but the precision in the eigenvalues is still good.
Several methods can be deﬁned in order to ﬁnd an optimal coarse graining. But before exploring some
of them, an important thing has to be emphasized. Since we are coarse graining and not clustering
a network, the group in which a node falls is not crucial, as long as the coarse-grained network is
representative of the initial one. Thus the motivation to ﬁnd an optimal way of grouping nodes arises
mostly from a trade-oﬀ between size reduction and the precision of SCG.
In a ﬁrst attempt, we can ﬁx a threshold on the precision of eigenvalues and then look for the
minimal number of intervals satisfying the condition induced by the threshold. This method requires to
compute the eigenvalues of the reduced networks for several values of I. However, since the precision is
most often a monotonic function of I, at least for networks on which the coarse graining is meaningful,
we can use fast converging algorithms as Newton’s method. Figure 7.14 shows the di-alanine coarse-
grained network for three diﬀerent thresholds (I has been chosen minimal such that the threshold
was still satisﬁed). Instead of ﬁxing a threshold on the eigenvalues, we also investigated the eﬀect of
a threshold on the norm ‖〈	|‖, with 〈	| being equal to 〈uα|KR− 〈u˜α| as in Eq. (7.5).
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Alternatively, one can deﬁne cells of diﬀerent shapes in the embedding S-dimensional space of
eigenvector components. A very intuitive idea is to give more importance to the largest eigenvalues.
This can be done by deﬁning smaller intervals along the eigenvectors with the largest eigenvalues, and
larger intervals along those with smaller eigenvalues.
The position and the size of intervals may also be varied to take into account the spatial distribution
of the nodes in the embedding space. In this way, it is possible to deal with the arbitrary position
of the intervals along the eigenvectors. From a general point of view, the main idea is to combine a
minimization of the number of groups with a minimization of the distances within each group. In this





















where uαmax, resp. u
α
min, is the maximal, resp. minimal, value along 〈uα|, and nC stands for the
number of nodes in group C. The ﬁrst term is maximized if groups consist in one node. The second
term is maximized if all nodes form a single group. As in [151], parameter γ allows us to tune the
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nodes in group C.
In order to ﬁnd the global maximum, simulated annealing may be the most reliable approach.
However, this method is time consuming and will not be suited for large networks. A steepest descent
algorithm can also be used in which nodes are successively merged. The choice of which nodes (or
groups) to merge is the one that results in the largest increase in Qcg. Results are displayed in Fig 7.15
for an ER graph with average degree < k >= 2 and for the di-alanine network. The continuous lines
show the precision λ
α−λ˜α
λα (α = 2, 3, 4) for a coarse graining varying the number of intervals I. The
dashed lines show the results of Qcg optimization for various γ. For the sake of comparison, the relative
diﬀerence between λ˜α and λα is displayed as a function of the number of nodes in the coarse-grained
network. As it can be seen, the agreement between λ˜α and λα is slightly better when optimizing Qcg.
In general, optimizing the grouping in the embedding S-dimensional space of a network is similar
to spatial clustering. However, in the coarse graining, the condition that nodes are close to each other
within each group should be strictly satisﬁed, whereas in the spatial clustering problem, nodes with
a given (sometimes large) distance may be grouped together if all their neighbors are much further
apart from them. This exempliﬁes one of the major diﬀerences between clustering and coarse graining
and provides the main justiﬁcation for the exponential function in Eq. (7.12).
To summarize, several diﬀerent methods can be elaborated to ﬁnd an optimal coarse graining.
Sophisticated techniques might be used for relatively small networks on which running an algorithm
scaling as N2, N3 or even worse is not a problem. For larger networks, computational time sets a limit.
Our initial approach of grouping nodes by discretizing the space into cells of the same size has the
advantage both of simplicity and time eﬃciency, since it requires to compute only a few eigenvectors.
It was shown to perform extremely well on several examples of complex networks.
7.7.2 Can any kind of networks be coarse grained?
Complex networks form an extremely heterogeneous class of mathematical objects, ranging from
random graphs [50] to scale-free networks [11] or ordered lattices. For this reason any coarse graining
method may perform well on some kinds of networks, and not on others. We have already encountered
such an example when considering clustering techniques. On the one hand, if a network consists of
clear communities in which nodes are well connected, running a clustering algorithm allows us to
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Figure 7.15: Comparison between SCG with I intervals (continuous lines) and the optimization of Qcg
(dashed lines). The coarse graining was always performed on the three left eigenvectors 〈u2|, 〈u3|, 〈u4|.
The diﬀerences in the corresponding eigenvalues is displayed in black (α = 2), red (α = 3) and green
α = 4). To allow for comparison, relative diﬀerences have been plotted as a function of the number of
groups N˜ , corresponding to diﬀerent choices of I (continuous lines), resp. γ (dashed lines).
extract meaningful information about the network. On the other hand, clustering random graphs does
not provide any meaningful information and turns out to be highly sensitive to noise.
Within the coarse graining framework, the goals of the procedure are well deﬁned, contrary to
the paradigm of clustering. Since we aim at preserving the ﬁrst eigenvalues and eigenvectors, we can
naturally test how sensitive the method is with respect to I for various kinds of networks. Figure 7.16A
shows how close λ˜ is to λ for α = 2, 3, 4 in three diﬀerent random graphs. Only the giant component has
been considered with a size N = 5626, resp. N = 4923 and N = 4988, for < k >= 2, resp. < k >= 4
and < k >= 6. The coarse graining was always performed along 〈u2|, 〈u3|, 〈u4|. As expected, the larger
I, the better the precision. In Figure 7.16A, the loss of precision of the coarse graining corresponds to
a decrease in the absolute value of λα. The same loss of precision is observed if we use the number of
groups instead of the number of intervals on the x-axis (Figure 7.16B).
This behavior is not only characteristic of random graphs and was also observed in Baraba´si-Albert
networks (Figure 7.17). As the number of connections (m) a node makes when entering the network
increases, the eigenvalues take smaller values and the precision of SCG decreases.
This ﬁnding was also suggested in [98], since the approximation of λ by λ˜ becomes more relevant if
λ >>
√
D (see Eq. (7.10) and (7.11)). Thus large eigenvalues allow for a better coarse graining. This
is typically the case if the diameter of the network is large, or if the network has an internal structure
such as the presence of several communities. These kinds of networks are natural candidates for a
coarse graining approach. Reversely, networks characterized by a short diameter and no community
structure are likely to perform poorly under any coarse graining approach, due to the absence of any
internal structure.
7.7.3 Connection with clustering techniques
The main objective of a coarse graining procedure is clearly diﬀerent from the one followed by most
clustering approaches. Nevertheless, the procedures underlying the two procedures are related, since
both approaches are based on the idea of grouping nodes. Here we will discuss the connection between
Spectral Coarse Graining and spectral clustering.
Spectral clustering of networks is based on the eigenvectors of either the Laplacian or the normal
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Figure 7.16: Relative diﬀerence between λα and λ˜α for the giant component of three random graphs
characterized by < k >= 2, 4, 6. A: λ
α−λ˜α
λα as a function of I. B:
λα−λ˜α






























Figure 7.17: Relative diﬀerence between λα and λ˜α for Baraba´si-Albert networks built with m = 1, 2, 3;
N = 6005.
matrix [29, 40], which is the transpose of the stochastic matrix W . Remarkably, it is well known
that if some nodes belong to the same cluster they tend to have correlated components in the S ﬁrst
non-trivial left eigenvectors of W (see also Section 3.2.7). However, in practice a grouping restricted
to nodes whose components are very close to each other (i.e. fall in the same interval of length scale
lα ∝ 	) performs poorly and the “correct” clusters might be split into several parts, as shown in
Figure 7.18. Even if clusters appear as well-deﬁned groups in the left eigenvector components, it may
happen, because of the arbitrary position of the intervals, that the mean value of the eigenvector
components within a cluster falls exactly on the interface between two cells of the embedding space
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Figure 7.18: SCG along 〈u2| and 〈u3|, resulting in a pathological clustering. A: Small networks with
clear clusters that are not recovered in SCG with arbitrary positioned intervals (colors represent the
groups found with SCG). B: 2 dimensional embedding space of the network. Each node is represented
by its coordinates (u2i , u
3
i ).
(see Figure 7.18). Although this does not alter the validity of the coarse graining (eigenvalues and
eigenvectors are always preserved), it is certainly not reasonable from a clustering perspective.
The following strategy represents a balance between coarse graining and clustering in that the
spectral properties of a network are still preserved, but groups (at least in the case of a clear community
structure) can be interpreted as clusters. Following the coarse graining approach, I intervals of equal
size lα are deﬁned between the largest and the smallest components of each 〈uα|, α = 2, ..., S + 1. As
before, nodes are grouped together if they belong to the same interval for all α. Then two groups are
merged if the diﬀerence between the average of the components of 〈uα| in each group is smaller than
the interval size lα for all α = 2, ..., S + 1. In this way, we can deal with the arbitrary aspect of the
position of the intervals and still have the property that the nodes of a group have strongly correlated
components along each left eigenvector. For instance, in Figure 7.18, the red and cyan nodes would
form one single group, as well as the green and blue nodes, after merging the groups.
We applied this approach to a small network built from a synonymy relation between words [63]
(see Section 4.5, Figure 4.6). It consists of 185 nodes and is displayed in Figure 7.19A. Figure 7.19B
shows the result of the coarse graining over the ﬁrst 4 non-trivial eigenvectors (I = 20), including
the relaxation described above. From a clustering point of view, the diﬀerent groups identiﬁed in
this procedure correspond to reasonable clusters. From a coarse graining point of view, the spectral
properties are preserved, as shown in Figure 7.19C and D and Table 7.4. Figure 7.19 allows us to
conclude that for networks characterized by a clear community structure, the coarse graining approach
can be extended to work as a clustering algorithm that preserves the spectral properties of the network.
However, after testing the method over diﬀerent networks with fuzzier clusters than in Figure 7.19,
it was clearly outperformed by the existing clustering algorithms, such as those optimizing the mod-
ularity [78, 40, 35, 152]. Thus, identifying the correct clusters as aimed by clustering technique and
preserving the spectral properties with good accuracy is not always possible for real networks char-
acterized by a fuzzy community structure. Given the nature of the problem, the two approaches
(clustering and coarse graining) might be equally relevant, each unveiling diﬀerent features of the
network organization as it was shown in the case of the di-alanine network.
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Table 7.4: Four non-trivial largest eigenvalues of the stochastic matrix for the two networks shown in
Figure 7.19A and B.








































Figure 7.19: A: Original network. Colors represent the diﬀerent groups obtained after relaxing the
coarse graining. B: Reduced network. The ﬁrst 4 non-trivial left eigenvectors have been used in the
coarse graining with I = 20. C: First 4 non-trivial left eigenvectors. D: First 5 right eigenvectors,
the ﬁrst one being the stationary state. Symbols in C (resp. D) display the projection 〈uα|K (resp.
R|pα〉). Continuous lines represent the eigenvectors 〈u˜α| (resp. |p˜α〉) of W˜ . For clarity 〈u1|K and 〈u˜1|
are not shown since both are ﬂat.
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7.8 Extension to symmetric matrices
Random walks on complex networks represent a speciﬁc class of dynamical processes. Sometimes they
account for real processes taking place on networks, such as web crawls, traﬃc ﬂow or peptide dynamics
in conﬁguration space networks. However, not all complex networks underlie such kind of dynamics.
On the one hand, random walks on cell cycle or synonymy networks do not correspond to any existing
physical process and should merely be considered as a useful tool to study these networks. On the
other hand, several other kinds of dynamics take place on networks for which stochastic matrices are
not relevant, such as percolation [75], synchronization of coupled oscillators [134], Boolean networks,
Gaussian networks [54, 9], etc. Therefore, a useful issue is to extend the framework of Spectral Coarse
Graining so that it is no longer restricted to stochastic matrices and random walks.
In this chapter, we show that Spectral Coarse Graining can be extended to symmetric matrices
associated with a network. This is a crucial step forward enlarging the ﬁeld of applications of coarse
graining ideas to a much wider range of dynamical processes on networks. In this extension, the
equivalence between preserving eigenvalues and grouping nodes summing up their edges does not hold
exactly, but requires to update in a suitable way the edge weight. However, this update turns out to be
very intuitive when considering networks underlying dynamical processes described by the Laplacian
matrix (see section 7.8.3).
For the sake of clarity, the mathematical framework is ﬁrst presented in the case of adjacency
matrices A. In a symmetric network, eigenvalues of A are real and can take positive or negative values.
The largest eigenvalue is related to a variety of dynamical processes on networks, such as percolation
on directed networks [75] or critical coupling strength for a collection of chaotic systems [154]. Recently
the sensitivity of the largest eigenvalue upon node removal has been used to characterize the dynamical
importance of nodes [155]. For these reasons, the largest eigenvalues of A are the most relevant ones
and will be considered in the SCG strategy. Later on, in Section 7.8.3, the Laplacian L is used to coarse
grain Gaussian Networks. In this case, the lowest eigenvalues of L bear the relevant properties of the
network dynamics. Finally, we denote by |vα〉 the eigenvectors of symmetric matrices (the distinction
between left and right eigenvectors is no longer necessary), while 〈uα| and |pα〉 were left and right
eigenvectors of stochastic matrices.
7.8.1 Mathematical framework
The starting point of Spectral Coarse Graining based on the stochastic matrix W was the observation
that two nodes having exactly the same neighbors have identical components in the left eigenvectors
of W with non-zero eigenvalues. Considering the adjacency matrix A of a symmetric network, the
property still holds. If two nodes (1 and 2) have exactly the same neighbors, the eigenvector components
vα1 and v
α
2 are identical for all α with λ
α = 0. Moreover, a zero eigenvalue is associated with each pair
of nodes having the same neighbors since lines 1 and 2 of A are equal. As before, we can deﬁne ideal
groups as nodes having the same components in an eigenvector |vα〉.
The crucial question is to know how nodes should be grouped in order to preserve the spectral
properties and the symmetry of the adjacency matrix. For simplicity, we still consider the case where
vα1 = v
α
2 , implying that nodes 1 and 2 are grouped together. Intuitively, we could merge them summing
up all their edges, as in the case of SCG based on the stochastic matrix. In terms of the projection-like
operators R and K, it implies that R remains the same as in Eq. (7.3), whereas K = RT . However, a
simple calculation shows that RTR|vα〉 = (vα1 + vα2 , vα1 + vα2 , vα3 , . . .)T = |vα〉, even if vα1 = vα2 . Thus, if
nodes are simply merged, R|vα〉 (resp. λα) is not an eigenvector (resp. an eigenvalue) of A˜ = RART ,
and the goal of the coarse graining is not reached. Furthermore, using R and K as deﬁned in Eq. (7.3)
does not yield a symmetric A˜, which leads to a pathological situation since a symmetric network
should transform into another symmetric network. The two conditions required above can be satisﬁed
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α λα λ˜α 〈v˜
α|P |vα〉
||P |vα〉||·||v˜α||
1 5.3111·105 5.3107·105 1
2 3.872·105 3.869·105 0.99998
3 3.274·105 3.271·105 0.99996
Table 7.5: Columns 1 and 2: the three largest eigenvalues of A for the di-alanine network. Column 3:
scalar product between P |vα〉 and |v˜α〉 for the right eigenvectors.
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With this deﬁnition, the matrix A˜ = PAPT is symmetric and can be considered as the adjacency
matrix of a reduced network. As required, PPT = IN˜ and P |vα〉 is an eigenvector of A˜ with eigenvalue
λ˜α = λα.
If groups are made up of more than 2 nodes, P is given by
PCi =
1√|C|δC,i,
with C = 1, . . . , L the label of the groups, and |C| the number of nodes in group C. δC,i is deﬁned as
one if i belongs to group C, 0 otherwise.
Replacing R, resp. K, by P , resp. PT , the same perturbation approach as in Section 7.3 can be
carried out. If the components of |vα〉 are very close within each group (i.e. |vα〉 = PTP |vα〉+ |	α〉),
AP |vα〉 diﬀers from λαP |vα〉 by a vector whose norm scales as ||	α||. From a more general point of
view, non-zero elements in P can be chosen in diﬀerent ways as long as PPT = IN˜ . In this case, the
condition for the exact coarse graining becomes PTP |vα〉 = |vα〉 and groups are no longer deﬁned
as nodes whose eigenvector components are equal. An example of this case is presented in the next
section.
Coarse graining networks along the eigenvectors of A performs well and the perturbation approach
is robust. As an example, we performed the coarse graining along the three ﬁrst eigenvectors corre-
sponding to the largest eigenvalues of the di-alanine network adjacency matrix. Results are displayed
in Table 7.5.
Spectral properties of A are often strongly inﬂuenced by the distribution of weights in the network,
resulting in very large eigenvalues as in Table 7.5. A common way of circumventing this problem is
to consider either a symmetric matrix similar to the stochastic matrix W , or the Laplacian matrix L
(see Section 3.2.7) instead of A. We will describe our main results for these two matrices in the next
two Sections.
7.8.2 Connection with stochastic matrices




l Ali a diagonal matrix. Interestingly, W can also be expressed as
W = D1/2MD−1/2, (7.14)
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with M a symmetric matrix if A is symmetric. Since M and W are similar, they have exactly the
same eigenvalues 1 = λ1 ≥ λ2 ≥ . . . ≥ λN ≥ −1. Eigenvectors |vα〉 of M are then given by |vα〉 =
D−1/2|pα〉 = (〈uα|D1/2)T , with |pα〉 and 〈uα| the right and left eigenvectors of W .
Applying R and K on both sides of Eq. (7.14) gives
W = D1/2MD−1/2 ⇔ W˜ = RD1/2MD−1/2K (7.15)
(7.16)
In the coarse-grained network, we can further deﬁne the diagonal matrix D˜ as D˜CC =
∑
i∈C Dii.
With this deﬁnition, the coarse-grained matrix M˜ is expressed as
M˜ = D˜−1/2W˜ D˜1/2 = D˜−1/2RD1/2MD−1/2KD˜1/2 (7.17)






















where the third equality holds since p1i ∝ ki for undirected networks. More generally we have that:





with δCi deﬁned as 1 if node i belongs to group C and 0 otherwise (i = 1, . . . , N and C = 1, . . . , N˜).
As expected PPT = IN˜ , which ensures that P is properly deﬁned. Therefore, SCG of W with R and
K deﬁned in Eq. (7.3) is equivalent to SCG of the symmetric matrix M with P and PT . In this case,
the exact SCG groups nodes such that P tP |vα〉 = |vα〉, that is vαiki =
vαj
kj
⇔ uαi = uαj as expected.
Furthermore, M allows us to relate W with the normalized Laplacian deﬁned as L = D−1/2(D −
A)D−1/2 = I −D−1/2AD−1/2 = I −M . The spectral properties of the normalized Laplacian L have
been often studied in the mathematics community and several results have been derived to describe
how eigenvalues of L behave in the covering of a graph (which is more or less the inverse of exact
coarse graining) [34]. Since M and W have the same spectrum, we have that if λ is an eigenvalue of
W , 1− λ is an eigenvalue of L.
Another interesting feature of the similarity relation between W and M concerns the eigenvalues
of M˜ or equivalently of W˜ . In all examples studied previously (Tables 7.2, 7.3, 7.4, 7.5), we have seen
that λα ≥ λ˜α. Here we give a mathematical proof for this result by considering the eigenvalues of M





x ⊥ s1, . . . , sα−1
xTx = 1, x ∈ RN
xTMx, (7.18)
with s1, . . . , sα−1 any set of α − 1 vectors. Although Eq. (7.21) is of little use for computing the
eigenvalues, it will be very useful to ﬁnd an upper bound for λ˜α. We have the following inequality:
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max
x ⊥ s1, . . . , sα−1
xTx = 1, x ∈ RN
xTMx ≥ max
x ⊥ s1, . . . , sα−1
xTx = 1, x = PT y, y ∈ RN˜
xTMx
= max
y ⊥ Ps1, . . . , P sα−1
yT y = 1
yTPMPTy
= max
y ⊥ Ps1, . . . , P sα−1
yT y = 1
yT M˜y, (7.19)
The inequality stems from the restriction to a smaller subspace for the choice of x. In the second line,
we have used that PPT = IN˜ . Since Eq. (7.19) holds for any choice of s
1, . . . , sα−1 as long as α ≤ N˜ ,









y ⊥ Ps1, . . . , P sα−1
yT y = 1
yT M˜y
⇔ λα ≥ λ˜α, (7.20)
where we have used that, for any set {s˜1, . . . , s˜α−1} of α−1 vectors in RS , there exists a set of vectors
{s1, . . . , sα−1} in RN , such that s˜β = Psβ. The proof given above is valid for any symmetric matrix
and for any N˜ × N matrix P satisfying PPT = IN˜ . In particular, Eq. (7.20) holds for any choice of
the groups. Now, since M and W , as well as M˜ and W˜ have exactly the same eigenvalues, Eq. (7.20)
shows that considering SCG of stochastic matrices, eigenvalues of W˜ are always smaller than the one
of W . It will be interesting to investigate whether this result can be extended to directed networks
for which the Courant-Fischer theorem does not hold.
Finally, we note that the Courant-Fischer theorem [83] can also be expressed in a more appropriate




x ⊥ s1, . . . , sN−α
xTx = 1, x ∈ RN
xTMx, (7.21)
Applying the same argument as in Eq. (7.19) and (7.20), we have for α > N − N˜ that:
λα ≤ λ˜α−N+N˜ (7.22)
We stress that Eq. (7.20) and Eq. (7.22) applies to a diﬀerent range of αs and cannot be combined.
Eq. (7.22) shows that comparing the eigenvalues of the coarse-grained network with the lower eigen-
values of the initial network yields larger eigenvalues for the coarse-grained network. This result will
be especially interesting for the Laplacian matrix L since the lowest eigenvalues are the most relevant
ones in many dynamical processes described by L (see Table 7.6).
7.8.3 Laplacian matrix and Gaussian Network Model (GNM)
The Laplacian matrix is deﬁned as L = D−A, where A is the adjacency matrix (taken as symmetric)
and D is the diagonal matrix with Dii =
∑
j Aij . In simple networks, Dii = ki. All lines of L sum
up to 0, which implies that |vN 〉 = (1, . . . , 1) is an eigenvector with eigenvalue 0. Moreover, all other
eigenvalues are larger than 0 and the lowest ones play a similar role as the largest eigenvalues of W .
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Figure 7.20: Schematic representation of the ﬂuctuations described in the GNM model.
Thus, in the perspective of SCG, the lowest eigenvalues of L are the ones that should be preserved.
Since L is a symmetric matrix, the same coarse graining formalism as in Section 7.8.1 can be applied
(see also Appendix B.2 for a discussion about how redundant information is removed from the network
when coarse graining the Laplacian).
The interest in the Laplacian stems from several useful properties of L. Already more than hundred
years ago, Kirchhoﬀ noticed that L describes the voltage of each node in a resistor network. More
recently, the lowest non-trivial eigenvalues of L were shown to play a critical role in synchronization
of complex networks [134], community structure detection [53, 187, 40], ﬂuctuations in Gaussian
networks [80], and several other dynamical processes on networks. To avoid a plethora of diﬀerent
examples, we focus on SCG of Gaussian networks in this chapter.
The Gaussian Network Model dates back to the seminal work of Flory [54] about polymers. Poly-
mers are long chains of monomers that assemble in a linear way. In order to describe the dynamics
of such systems, Flory introduced the approximation that distances separating two monomers follow
a Gaussian distribution. Approximatively 20 years later, the ideas of Flory were extended to the de-
scription of proteins by Bahar et al. who introduced the Gaussian Network Model (GNM) [9, 80]. In
this model, only Cα atoms are taken into account and they act as indistinguishable beads of mass m.
However, contrary to the work of Flory, not only interactions along the protein backbone are consid-
ered, but the native structure of the protein is incorporated in the model. The most intuitive way of
including information about the native structure of a protein is to assume that Cα atoms “feel each
other” if their respective distance is smaller than a certain cut-oﬀ θ in the native state. The resulting
interaction network topology is therefore no longer a chain, but reﬂects the properties of the contact
map.
The Gaussian distribution of the ﬂuctuations from equilibrium position have been represented by








(Xi −X0i )− (Xj −X0j )
)2
, (7.23)
whereXi is the vector position of the ith Cα atom and X0i its position at equilibrium (see Figure 7.20).
Aij stands for the presence or not of an interaction (Aij = 1 if |X0i−X0j | < θ, 0 otherwise). As expected,
the system is invariant under a global translation. Two main observations arise from Eq. (7.23). First,
all interactions have the same coupling given by γ. Second, the ﬂuctuations ΔXi = (Xi −X0i ) follow
an isotropic Gaussian distribution. This means that ΔXi−ΔXj is equally distributed in all directions,
no matter whether it is parallel or perpendicular to the vector X0i −X0j . In this sense, GNM assumes a
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completely isotropic motion of the Cα. In particular, it should be stressed that GNM is not equivalent
to a network of springs with force constant γ. More recently, GNM have been extended into the
Anisotropic Network Model (ANM) in order to take into account the anisotropy of motion [8].
The global isotropy of GNM yields important consequences. In particular, there is no need to
distinguish between some particular direction of motion for Cα atoms. For this reason, ﬂuctuations
ΔXi are often considered as a scalar ΔXi representing the global ﬂuctuation from equilibrium position.












Aij (ΔXi −ΔXj))2 ,









since X˙ = ˙ΔX . M = mIN×N and L stands for the Laplacian of the network deﬁned by the contact









Normal Mode Analysis yields N − 1 diﬀerent oscillatory modes with intrinsic frequencies given by√
γ
mλ
α, λα standing for the eigenvalues of L 3. In particular, the slow modes are given by the lowest
eigenvalues of L.
GNM dynamics is particularly suited for a coarse graining approach since the entire information
about interactions is contained in the network topology, or equivalently in the matrix L. As usual, we
ﬁrst assume the ideal case in which nodes 1 and 2 have exactly the same neighbors in the network
of interactions between Cα atoms. If |vα〉 is an eigenvector of L, then vα1 = vα2 for non-pathological
eigenvalues (see Appendix B.2). As for SCG based on the stochastic matrix, the natural strategy is
to merge these two nodes, keeping all their interactions. This operation is carried out by the matrix












The Laplacian of the reduced network is given by L˜ = RLRT . Similarly M˜ = RMRT , since masses
have to sum up when merging Cα atoms. Therefore the dynamics of GNM on the reduced network is






ΔS˜T (RMR)−1/2RLRT (RMR)−1/2ΔS˜ (7.25)
Here we stress that, since GNM is fully described by the network topology, merging nodes can be done
without taking into account the spatial position of the corresponding Cα. The only requirement is to
preserve all interactions identiﬁed in the initial system and to sum the masses.
Two interesting features emerge now. First, if |vα〉 is an eigenvector of L with eigenvalue λα, then
|vα〉 is an eigenvector of M−1/2LM−1/2 with eigenvalue μα = λαm . Second, the matrix describing the
potential energy in Eq. (7.25) can be rewritten as:
(RMR)−1/2RLRT (RMR)−1/2 = (RMR)−1/2RM1/2M−1/2LM−1/2M1/2RT (RMR)−1/2
= PM−1/2LM−1/2PT ,
3Note that, usually, m is omitted since all masses are assumed to be equal.
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with P deﬁned as in Eq. (7.13). Therefore merging nodes with vαi = v
α
j is equivalent to coarse graining
the matrix M−1/2LM−1/2 into PM−1/2LM−1/2PT as it was deﬁned in Section 7.8.1 for symmetric
matrices. In particular, it ensures that the eigenvalue μα = λ
α
m is preserved in the reduced network.
To summarize, we have shown that the coarse-grained network in which nodes (i.e. Cα atoms) with
identical eigenvector components have been merged has the same spectral properties as the initial one,
considering the dynamics induced in GNM. In particular, our derivation ensures that the slow modes
are preserved in the reduced network.
Despite its simplicity and its isotropy assumption, one of the successes of GNM is the possibility
to compute analytically the correlations < ΔXi ·ΔXj >. These correlations were shown to reproduce
with a reasonable accuracy the temperature factors given in the Protein Database [80], which are
thought to account for ﬂuctuations from equilibrium position. In the framework of GNM, correlations
are computed as:





ΔSi ·ΔSje−H(ΔS)/kBTd{ΔS}d{Δ˙S, } (7.26)
with Z =
∫
e−H(Δs)/kTd{ΔS}d{Δ˙S}. We note that, in Eq. (7.26), the integral is performed over
the N − 1 dimensional subspace perpendicular to the eigenvector |pN 〉 associated with λN = 0 and
corresponding to global translations. Since the Hamiltonian does not mix terms involving ΔS and Δ˙S,
the contribution of the kinetic energy vanishes with the denominator. Using the spectral decomposition
of M−1/2LM−1/2, one shows that,









In the coarse-grained system described by the Hamiltonian of Eq. (7.25), correlations are given by:


























α by μ˜α, which is
valid if the coarse graining is exact. The sum can be done over the N−1 eigenvectors since eigenvalues
that had been removed in the exact coarse graining do not contribute to the sum (see Appendix B.2).
From the previous expression, we can compute the quantities < ΔX˜A ·ΔX˜B > for the coarse-grained
network:
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α I λα λ˜α
N-1 100 0.00221 0.00223
N-2 100 0.00276 0.00279
N-3 50 0.0360 0.0369
N-4 25 0.0382 0.0409
N-5 12 0.0711 0.0776
N-6 6 0.0785 0.087
N-7 3 0.2029 0.208
N-8 2 0.2154 0.342
N-9 2 0.2213 0.418
Table 7.6: Column 1: eigenvalue label. Column 2: number of intervals deﬁned along the eigenvectors
|vα〉. Column 3: eigenvalues λα in the initial network. Column 4: eigenvalues λ˜α in the reduced network.
Eq. (7.29) shows that the coarse-grained network in which nodes are merged is exactly equivalent
to the initial one considering ﬂuctuations ΔX˜A = 1|A|
∑
i∈A ΔXi, which correspond to the expected
ﬂuctuations when observing the network at a larger scale. In particular, the update in the edge weight
to coarse grain symmetric matrices turns out to naturally account for the eﬀect of summing the mass
of each bead, as long as all beads have the same initial mass m. In the case of almost exact coarse
graining preserving only the lowest eigenvalues, the previous derivation shows that the slow modes of
the dynamics induced by GNM are preserved in the reduced network.
7.8.4 Immunoglobulin Gaussian Network
We applied SCG to the Gaussian Network extracted form the immunoglobulin structure. The protein is
made up of 1316 amino acids and consists of three clear domains, as shown in the onset of Figure 7.21A.
A threshold θ = 8A˚ has been chosen to deﬁne interactions between the Cα atoms.
The spectrum of L is characterized by two very small eigenvalues (λN−1 = 2.21 ·10−3 and λN−2 =
2.76 · 10−3), accounting for the two slowest modes of the Gaussian network (here we have ﬁxed m = 1
and kBTγ = 1 for simplicity). We used the two corresponding eigenvectors to coarse grain the network.
Taking I = 100, we obtained a reduced network of N˜ = 83 nodes with λN−1 = 2.28 · 10−3 and
λN−2 = 2.85 · 10−3. Thus, slow modes are well preserved in the reduced network
More interesting results were obtained by including other eigenvectors in the coarse graining. In
order to give a larger importance to the slowest modes, we used diﬀerent numbers of intervals along the
eigenvectors as already discussed in Section 7.7. Along |vN−1〉 and |vN−2〉, I = 100 intervals have been
deﬁned. Then, for each new eigenvector included in the coarse graining, we divided by 2 the number
of intervals (see Table 7.6). For instance, I = 25 intervals have been taken along |vN−4〉. As predicted
by Eq. (7.22), eigenvalues of the coarse-grained network are larger than those of the initial network. In
Figure 7.21, we display the initial and the coarse-grained network of immunoglobulin (N = 1316 and
N˜ = 251). Colors reﬂect the three domains of immunoglobulin. The onset of Figure 7.21A represents
a spatial visualization of the protein, considering each Cα as a bead (for clarity interactions have been
removed). The nine lowest non-trivial eigenvectors have been considered in the coarse graining. In
Figure 7.21B, node size is proportional to the number of nodes in each group. In the coarse-grained
protein shown in the onset, the position of each bead is given by the center of mass of Cα atoms
within each group. A visual inspection of the coarse-grained protein already indicates that results are
reasonable. Table 7.6 provides a more quantitative check by showing that the Spectral Coarse Graining
leaves unchanged the slowest modes of the dynamics, as long as a reasonable number of intervals are
used to partition the eigenvectors.
From the point of view of correlations, the exact coarse graining was shown in Eq. (7.29) to leave
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A B
Figure 7.21: A: Network of interactions between Cα in the immunoglobulin. Onset: spatial repre-
sentation of the protein, each bead representing a Cα atom as in the native state. B: Coarse-grained
network. Node size is proportional to the group size. Onset: coarse-grained protein. The position of
each bead is given by the center of mass of the Cα atoms of each group.
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each group of the coarse-grained network of Figure 7.21.
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for each group B. A: Group A was chosen in the red domain. B: Group A was chosen in the green
domain. C: Group A was chosen in the blue domain.
unchanged < ΔX˜A · ΔX˜B >. In the perturbation approach, the exact equality does not hold any
more, since groups no longer consist of nodes with the same ﬂuctuations. In particular we expect to
see slightly lower auto-correlations < ΔX˜A ·ΔX˜A > in the reduced network since internal interactions















> is displayed for each group. As expected, the correlations are
slightly lower in the reduced network. However, the global behavior is very well recovered. Finally,















a function of B for three diﬀerent groups A randomly chosen in the three domains.
In general, Figure 7.22 and 7.23 show that the global behavior of correlations remains unchanged
under coarse graining, as well as the slow modes (Table 7.6). These results indicate that the dynamics
described by GNM can naturally be coarse grained such that most features of interest are preserved
under spectral coarse graining. Since correlations computed in the coarse-grained network approximate
very well the initial ones, the coarse-grained network can even be used to make predictions about the
initial one. From a computational point of view, this result is extremely interesting since the coarse
graining only requires to compute a few eigenvectors, which can be done easily even for large proteins.
Another remarkable feature emerging from Figure 7.21 concerns the group size. While large groups
are found within the three domains, nodes lying in the middle of the network, that is in the region
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where the three domains are attached together, are extremely well preserved and most nodes of the
coarse-grained network are made up of one single node of the original one. Indeed these nodes are
crucial for the protein dynamics and act as fulcrum between the three domains. We therefore suggest
that the analysis of the nodes most preserved under SCG provides a way to identify nodes of high
dynamical inﬂuence in the protein.
7.8.5 Related works
The question of preserving the slow vibrational modes of proteins in GNM has already been discussed
in [97] considering a structural coarse graining approach in which Cα close to each other are considered
as one single unit. Compared to structural coarse graining, SCG has the advantage of ensuring that
slow vibrational modes are automatically preserved. Indeed results of SCG are consistent with the
protein structure in the sense that Cα lying very far from each other are not grouped together, as
shown in Figure 7.21. In addition, SCG allows us to distinguish between regions in which the protein
can be easily coarse grained, and regions in which no coarse graining can be applied without altering
the slow modes.
Another related method has been used in [32]. In this work, the authors introduce a coarse graining
based on a stochastic process on the network of interactions, though quite diﬀerent from the Spectral
Coarse Graining discussed in Section 7.2. Unfortunately, their method does not ensure to preserve
the slow modes of the dynamics which, in our opinion, is a crucial feature. Moreover, we believe that
stochastic processes on Gaussian Networks are not very natural, whereas SCG considers the Laplacian
matrix, which is the central feature of GNM.
As a ﬁnal remark, we stress that GNM is an extremely simpliﬁed model. Nevertheless, a global
coarse graining approach aiming at reducing the complexity of real proteins is likely to leave unchanged
the slow modes described in GNM. SCG presented here satisﬁes automatically this condition and oﬀers
a new candidate to coarse graining proteins based on their dynamics rather than on their structure.
In particular, it allows us immediately to identify which amino acids are crucial from a dynamical
point of view, and which can be grouped without altering the dynamics. In order to extend this
result, it will be interesting to check whether the coarse-grained protein performs similarly under
more realistic dynamics, such as ANM [8], Go model [70], or even Molecular Dynamics simulations.
Another particular promising extension would be to start from the ﬂuctuations observed in molecular
dynamics simulations, to build a quadratic Hamiltonian accounting for these ﬂuctuations (which can
be done by simply inverting the correlation matrix as in [147]), and to apply the coarse graining to
this model.
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7.9 Perspectives and conclusions
In the second part of this Thesis, we have investigated a new strategy to reduce the complexity of
networks. This strategy focuses on the information contained in the ﬁrst eigenvectors of either the
stochastic matrix or the Laplacian, akin to Principal Component Analysis. Yet, it diﬀers from Principal
Component Analysis since we do not simply project the matrix on the S ﬁrst eigenvectors, which would





α|pα〉〈uα|). Instead of that, we consider the S-dimensional embedding space in which each
node is represented by its corresponding eigenvector components. We then merge nodes that lie on
the same position (or very close to each other). This operation has the intrinsic property of preserving
the relevant eigenvalues and the corresponding eigenvectors. In this sense, it can be regarded as
decimating the fast modes, without altering the slow modes, akin to k-space coarse graining, and
eventually coming back to a real-space coarse-grained network.
Spectral Coarse Graining represents an important shift with respect to most existing approaches,
in particular clustering techniques, since it no longer aims at ﬁnding the “correct” communities of a
network, which is often an ill-posed problem and requires heuristic methods. Instead of that, SCG
ensures that the relevant properties of the network dynamics are preserved, which is the main objective
of any coarse graining strategy. Therefore it provides a quantitative method to approximate large
networks with smaller ones. In the limit of exact SCG, the approximation becomes exact and only
redundant information is removed from the network. In the perturbation approach, the validity of
the approximation can be checked by evaluating the diﬀerences between eigenvalues or eigenvectors
of the initial and the reduced network. Our results about stochastic matrices, together with the works
of [62, 98], indicate that SCG is more accurate if eigenvalues are close to one.
The possibility of checking the coarse graining accuracy oﬀers new perspectives to deﬁne an optimal
coarse graining. A few directions have been outlined in this Thesis, but several other interesting
features arise. Given the amount of precision required in the eigenvalues or eigenvectors, is there a
way to ﬁnd the absolute minimal number of groups? Reversely, given the number of groups, how
should we form them in order to reach the highest accuracy in the eigenvalues? Should some node
be split among diﬀerent groups? More generally, the goal of keeping some properties of the network
leads naturally to the idea that groups could also be deﬁned in order to preserve other quantities than
eigenvalues or eigenvectors. For instance, one could try to preserve percolation or epidemic thresholds.
A particularly hot topic concerns synchronization in oscillatory networks, since the coupling between
nodes involves the Laplacian matrix. It has been shown in [12] that the condition for a linearly stable
synchronized state in various kinds of oscillatory networks can often be expressed as λ
1
λN−1 < β, where
λ1 and λN−1 are the largest and smallest non-zero eigenvalues of L and β is a scalar depending
on the system under scrutiny. Two interesting observations arise. First, under exact coarse graining
the reduced network displays the same synchronization behavior as the initial one. Second, since λ1
decreases and λN−1 increases under coarse graining, we expect that, at a certain stage of the coarse
graining, desynchronized networks will become synchronized. Remarkably, an optimal coarse graining
preserving as much as possible the eigenvalues corresponds the slowest route towards the synchronized
state 4. More generally, we suggest that focusing on the relevant eigenvectors is a good starting point
for a coarse graining approach since global properties of the network are often reﬂected in the structure
of these eigenvectors. In this respect, the choice of preserving eigenvalues and eigenvectors turns out
to be very natural, ﬁrst because they correspond to the slow modes (or Principal Components in the
case of correlation matrices), and second because it has the advantage of leading straightforwardly to
a simple graphical interpretation and to a well-deﬁned perturbation approach.
From a computational point of view, we note that the time limiting step of the spectral coarse
graining is the computation of the ﬁrst eigenvectors. With the optimized routines available nowadays,
4Upon completion of the present Thesis, we had already studied in more details this issue and our results can be
found in Ref. [65].
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networks of 104 nodes can be coarse grained within a few seconds since only the ﬁrst eigenvectors
are needed. However, size remains an important hurdle when considering networks with N > 105.
For these networks, one possibility is to use more advanced linear algebra routines combined with
massive parallelization. Alternatively, a very elegant method would be to identify the groups so that
SCG preserves the most relevant spectral properties of the network, without having to compute
eigenvectors. For instance, in the exact coarse graining, only nodes with the same neighbors are
grouped together. Thus groups can be formed considering the neighbors of each node and without
calculating eigenvectors. In general this approach is restricted to the exact coarse graining and does
not allow us to signiﬁcantly reduce the network size. However, considering some particular networks
whose architecture obeys a deterministic process, it might be possible to infer the groups by simply
considering the way the network is built. A recent study of the Conﬁguration Space network of
the Wako-Saitoˆ-Mun˜oz-Eaton model [120] has already shown promising results towards reaching this
goal [193].
To summarize, we have introduced a consistent method to coarse grain large complex networks in
order to preserve the most relevant spectral properties in the reduced networks. Spectral properties of
networks are associated with several dynamical processes. In this chapter, we have investigated two
kinds of dynamics: random walks and Gaussian networks. By combining the use of Spectral Coarse
Graining and Conﬁguration Space Networks, we have shown that many dynamical systems can be
analyzed as a random walk on a network. The example of di-alanine shows that the coarse graining
performs remarkably well and leaves unchanged most properties of the dynamics. This ﬁnding allows
us to tackle the complexity of many dynamical systems by reducing the size of the corresponding
conﬁguration space. Considering the Laplacian L, we have seen that SCG allows us to simplify proteins
in the GNM framework, yet preserving the slow mode dynamics, which is the central feature of GNM.





In this Thesis, we have addressed the problem of simplifying complex systems of interacting units,
reducing the complexity of the corresponding networks by means of a node grouping procedure. From
a theoretical point of view, this problem is indeed of high interest since complex networks, or graphs,
are intricate mathematical objects on which standard approximation techniques cannot be applied
in a straightforward way. From a practical point of view, reducing the complexity of networks by
grouping nodes together yields a number of useful results. For instance, it allows us to classify nodes
into natural groups which often reﬂect a common property of the nodes. In the case of dynamical
processes on networks, reducing the complexity turns out to be often necessary since the large size of
most real networks often hampers their simulation. Finally, from the point of view of visualization,
it is extremely useful to ﬁnd techniques for reducing the network size, as our eyes cannot cope with
more than a few hundred nodes in a network.
Two diﬀerent strategies have been investigated in this Thesis providing two diﬀerent approaches
to the problem of simplifying complex networks.
In the ﬁrst part, we have dealt with the well-known clustering paradigm that has been studied
already for many years. Clustering techniques are powerful tools to extract the structural organization
of a network by grouping nodes into meaningful communities. Since the number of communities is much
lower than the number of nodes, a reduced network of clusters is obtained in which nodes represent
the functional or structural units of the original network. Clustering algorithms have found many
applications in various ﬁelds of science and technology, such as informatics, social sciences, linguistics,
biophysics, genetics, communication sciences, etc. Unfortunately, from a mathematical point of view,
it is much more delicate, and even cumbersome, to deﬁne what is meant by clusters or communities,
so that the deﬁnition applies to any situation. Both the intuitive aspect of the community detection
paradigm and the lack of proper deﬁnition have resulted in a very large amount of clustering algorithms
available nowadays.
Rather than developing our personal algorithm, we have addressed the question of the reliability
of the community structure. This is indeed a crucial issue since it has been observed that clustering
algorithms applied to networks without any particular internal structure often partition the network
into groups that do not account for real communities. In order to distinguish between eﬀective com-
munity structure and artifacts of clustering algorithms, we have introduced the clustering entropy.
Clustering entropy provides a measure of the stability of clusters when external noise is artiﬁcially
introduced into the network. Moreover, the use of external noise allowed us to identify unstable nodes
as the nodes ﬂipping between clusters under diﬀerent noisy realizations of the network. Applying this
technique to the case of a synonymy network, we have been able to reﬁne the automated classiﬁcation
of words as synonyms.
As another application, we have shown that clustering techniques combined with the detection of
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unstable nodes provide a method to unravel the large scale organization of a particularly interesting
kind of networks, the Conﬁguration Space Networks. Conﬁguration Space Networks have been mainly
applied to dynamical systems characterized by a free-energy landscape, such as peptides or proteins.
The states of these systems correspond to the conﬁgurations of the peptide, and each conﬁguration is
associated with a node of the network. Moreover, each possible transition (either computed analytically
or observed in a simulation) is associated with an edge. With this deﬁnition, the system dynamics is
fully described by random walks on the network. The network approach was shown to be especially
interesting since it does not require the projection of the underlying free-energy landscape onto one
or two order parameters. In addition, it allowed us to use the tools of complex networks to study the
dynamics of the peptide and, eventually, to extract the large scale features of the free-energy landscape.
Considering the network built from a Molecular Dynamics simulation of the di-alanine peptide, we
have shown that clusters identify correctly energy basins, and unstable nodes sample transition states.
At this point, a natural question arose: does a random walk on the network of clusters still represent
the system dynamics? And if not, is there a way to reduce the complexity of the network without
altering the random walk properties?
This question has been addressed in the second part of this Thesis, and, more generally, the
possibility of reducing the network size and complexity while preserving some of its properties has been
discussed. Our new method, which we refer to as Spectral Coarse Graining because of its similarity with
the goals of coarse graining approaches used in Statistical Physics, diﬀers from the usual clustering
paradigm, though it is also based on the idea of grouping nodes. Rather than focusing on ﬁnding
the “correct” communities in a network, it aims at preserving the relevant spectral properties of the
original network in the coarse-grained version.
In the exact coarse graining, only redundant information is removed from the system. More relevant
for practical applications is the almost-exact coarse graining in which a few selected eigenvalues of the
stochastic matrix are left unchanged in the reduced network. Eigenvalues to preserve are naturally
chosen as the ones corresponding to the slow modes, or equivalently to principal components. However,
contrary to Principal Component Analysis in which only the dimensionality of a data set is reduced
and not the size, Spectral Coarse Graining yields a smaller network that keeps as much information
as possible from the initial one.
Spectral properties are often related to dynamical processes taking place on complex networks. In
this Thesis, two examples of dynamical processes have been considered: random walks and Gaussian
networks. Random walks describe the dynamics observed in several kinds of networks, and are espe-
cially suited for Conﬁguration Space Networks. Considering random walks on various real networks,
we have shown that Spectral Coarse Graining leaves unchanged the large scale features of the ran-
dom walk, while the network size was signiﬁcantly decreased. In particular, our method provides a
consistent way of reducing the complexity of dynamical systems described by a free-energy landscape
without altering the dynamics. Moreover, considering the dynamics of a peptide, Spectral Coarse
Graining provides a natural procedure for choosing the order parameters on which the free-energy
landscape should be projected. This method is therefore a good candidate for simplifying the dynam-
ics of large peptides, and even proteins. Finally, we note that the example of the di-alanine network
illustrates remarkably the main diﬀerence between usual clustering and Spectral Coarse Graining. On
the one hand, clusters have been shown to represent energy basins, but random walks on the network
of clusters do not represent the system dynamics. On the other hand, the coarse-grained network was
shown to preserve the system dynamics, but groups could not be straightforwardly associated with
large-scale features of the free-energy landscape.
In the case of Gaussian networks describing the ﬂuctuations from equilibrium position in proteins
or polymers, we have been able to group nodes in a way that preserves the slow mode dynamics. We
suggest that the coarse-grained system may provide a good approximation of the initial one, even
considering more involved dynamics. Most often proteins have been coarse grained according to their
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structure. To our knowledge, this is the ﬁrst time that a well-deﬁned dynamical coarse graining scheme
has been designed for proteins, ensuring that the slow mode dynamics is preserved.
Several other interesting features have arisen from our work about Spectral Coarse Graining.
First, the question of ﬁnding the optimal coarse graining, combining the largest size reduction with
the best conservation of spectral properties, is still open. Then, a very promising topic is to study how
synchronization changes under Spectral Coarse Graining in oscillator networks. More generally, it will
be interesting to analyze the behavior of other dynamical processes, such as percolation or epidemic
spreading, on the coarse-grained network. Another important issue is to know whether Spectral Coarse
Graining can be somehow related to the coarse graining approach used in Statistical Physics in the
case of ordered lattices. Finally, we suggest that Spectral Coarse Graining may also ﬁnd applications
as a data compression technique when a very large number of networks need to be stored.
In conclusion, we believe that the two strategies described in this Thesis provide two diﬀerent
approaches to tackle the complexity of systems represented as a network. On the one hand, clustering
techniques, despite their inherent ambiguities, are likely more appropriate for classifying the nodes
of a network into meaningful communities. On the other hand, Spectral Coarse Graining provides a
new and well-deﬁned methodology to approximate large networks by smaller ones. Thereby it opens
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Apart from community structure, other statistical measures have been used to understand the struc-
ture of conﬁguration space networks. In an early study [150], CSN have been shown to exhibit, among
else, a power-law degree distribution. The degree distribution has been extensively used to character-
ize network topology. However for CSNs, the weight distribution is the most relevant and informative
measure, since the weight of a node is proportional to the probability of visiting a conﬁguration, and
therefore relates to the underlying free-energy landscape. In particular, the weight does not depend
on the saving time M , whereas the degree does.
Weight distribution has been studied in several other kinds of networks, providing a natural exten-
sion of the degree distribution to weighted networks [14, 191]. In this Appendix, a complete discussion
about the weight distribution and its physical interpretation is provided. Other topological features
such as the degree distribution, the clustering coeﬃcient and the average neighbor degree have been
derived in [68], but are not included in the present manuscript.
A.1 Analytical derivation for the weight distribution
Here we show that the energy landscape (U(x)) and the weight distribution (P (w)) of the CSNs are
related by an analytical formula. The weight of a node is deﬁned as the number of times a conﬁguration
is visited during the simulation. In the continuous approximation and assuming the weight of each








rD−1dΩδ(w(r,Ω, t) − w), (A.1)
with Vt the volume of the space visited in the simulation and D the dimension. Ω is the solid angle
in D-dimensional spherical coordinates and w(r,Ω, t) the weight of the node at position (r,Ω), at
time t. For simplicity, spherical symmetry of the energy landscape (U(x) = U(r)) will assumed in the
following.
Taking U(r) in the units of kBT and U(0) = 0, the expected weight of a node is proportional to
the Boltzmann weight:
w(r, t) = w(0, t) exp(−U(r)) (A.2)
In ﬁrst approximation, we assume that the weight of CSN nodes is given by its expected value
of Eq. (A.2). In [96], it has been shown that an exact analytical derivation should include the fact
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that the weight of each node follows a binomial distribution, with a mean value given by Eq. (A.2).
However, for large weights, the approximation is already excellent and changes are only observed for
nodes with a very low weight, which are typically not crucial to infer the behavior of the weight
distribution. In addition, using Eq. (A.2) keeps the analytical derivation as simple as possible.
The properties of δ(f(x)) give 1:
δ(w(r, t) − w) = δ(w(0, t) exp(−U(r))− w) =
n∑
i=1
δ(r − r∗i )
|wU ′(r∗i )|




, i = 1...n, (A.3)
where n is the number of simple zeros of w(r, t)−w (values of w such that w(r, t)−w has no zero are
excluded and for such w, Pt(w) = 0). If the energy landscape is a monotonously increasing function




















with Ct the appropriate normalizing factor. In the following, the normalization is always done and
the time dependence will be dropped for simplicity.
The ﬁrst important remark concerns the w−1 factor in the weight distribution. This factor does
not depend on the particular shape of the energy landscape, neither on the dimension D. Thus we
expect any weight distribution to have a power-law, P (w) ∝ w−γ , γ = 1, multiplied by a correcting
factor which depends on the energy landscape. Although the correcting factor can be anything, it
often turns out to be a logarithmic correction.
A similar derivation has been performed by Krivov et al. in [96] under the hypothesis that ρ(U) ∝
Uγ , where ρ(U) is the density of conﬁgurations with energy U . Starting from P (w)dw = Ω(U)dU and
using that U(x) = − log(w/w0)⇔ dU = −dw/w, they found the following expression:




On the one hand, Eq. (A.4) is useful when considering any kind of energy landscape with spherical
symmetry. In particular, even if r∗ cannot be computed analytically, the equation can be always
solved numerically. On the other hand, Eq. (A.5) is useful to treat a special kind of energy landscape
satisfying ρ(U) ∝ Uγ , with the draw-back that this condition is not always easily veriﬁed.
A.2 Simple Energy Landscape Models
In general, free-energy landscapes of real systems are extremely complex, such that even writing down
a mathematical expression is often impossible. However, close to the minimum of an enthalpic basin,
i.e. for nodes with a large weight, such systems can often be approximated by means of a Taylor
expansion of the energy landscape, whose ﬁrst term is harmonic. It is therefore expected that lots of
1For a given function f(x) with n simple zeros (f(x∗i ) = 0, f




δ(x − x∗i )
|f ′(x∗i )|
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Figure A.1: Weight distribution for the quadratic well energy landscape (α = 5) in four diﬀerent
dimensions. Circles (◦) account for the weight distributions observed in CSNs built from the potential
of Eq. (A.6). The red curves display the analytical estimate with w(0) taken as the weight of the
heaviest node and C the appropriate normalization. Parameters are: D = 2, a = 0.02, Ns = 2 · 106;
D = 4, a = 0.1, Ns = 2 · 106; D = 6, a = 0.2, Ns = 2 · 106; D = 10, a = 0.3, Ns = 5 · 106. a is the
distance between two neighbor sites in the discretization, Ns is the number of snapshots.
insights in the weight distribution of real CSNs, and especially in its large weight behavior, can be
obtained by simpliﬁed energy models.
In this section, the weight distribution for simple energy landscapes is derived from Eq. A.4 and
confronted to CSN topology, showing that the heavy tail behavior can be understood as an eﬀect of
the enthalpic nature of the basins. CSNs have been build as described in Chapter 5.
A.2.1 The quadratic well
The quadratic well in spherical coordinates is given by:
U(r) = αr2 α > 0 (A.6)












which gives the following weight distribution:











The weight distribution P (w) follows a power-law of exponent −1 with a logarithmic correction
for D > 2. This behavior is veriﬁed numerically in Figure A.1. Black circles represent the topology of
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Figure A.2: Rescaled weight distribution. For D = 2, 4, 6, 10, the slopes computed by linear regressions
are 0, 1.01, 2.01, 4.08, respectively, and thus are close to the expected values. Note that, for large
weights, the ﬂuctuations due to discretization become important and the data do not follow anymore
a straight line. For clarity, the data for D = 2 have been shifted in order not to overlap with others.
CSNs built from MC simulations on the potential of Eq. (A.6). Continuous lines have been obtained
from Eq. (A.7) with the ﬁtting parameters w(0) as the weight of the heaviest node visited during
the simulation and C the appropriate normalization. The presence of apparent waves in D=10 stems
from the discretization of the energy landscape. Actually, the distribution is composed of a sum of
Poisson distributions corresponding to each level of energy allowed in the discredited system and the
analytical curve describes in ﬁrst approximation the envelope of these distributions.
As predicted, the logarithmic correction becomes more and more signiﬁcant as D increases, such
that some of the distributions seem to follow a power-law with an exponent smaller than −1. A careful
inspection of the case D = 10 shows that the analytical prediction is not completely correct for low
weight nodes. This is due to the approximation of considering the weight of each node as equal to its
expected value, as it was already pointed out in the previous section. However, the analytical curves
describe well the general behavior observed in simulations. Figure A.2 displays a rescaling of P (w)
where straight lines are linear regressions. From Eq. (A.7), the slopes should be equal to D/2− 1. As
seen in Figure A.2, results for CSNs weight distribution are very close to the analytical ones. Though
this rescaling seems appealing to extract the eﬀective dimension of a system, we observed that the
slopes are quite sensitive to ﬁnite sampling, especially for large w. Therefore, this analysis should be
used with great care to infer the dimensionality of a system.
The quadratic well is typically a model of enthalpic basin with a single minimum and might not be
relevant for all kinds of energy landscapes. In particular, it has been recently suggested that several
energy basins are characterized by a large number of equivalently populated conﬁgurations [94]. Such
ensembles are referred to as entropic basins. As a model for entropic basins, the square well is studied
in the next section.
A.2.2 The square well
The square well with spherical symmetry is deﬁned by the following equation
U(r) =
{
0 if r ≤ 1;
∞ if r > 1. (A.8)
Contrary to the quadratic well (see Figure A.3 for comparison), all the sites with r ≤ 1 have an
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Figure A.3: The quadratic (dotted line) and square well (blue line) energy functions in D = 1.














Figure A.4: Comparison between the weight distribution of the square well and the quadratic well in
D = 2 dimensions. We have used a = 0.02 and N = 2 · 106 in both cases to run the Monte Carlo
simulation. The distribution for the square well follows a Poisson distribution (continuous line).
equal probability of being visited. This leads to a ﬂat stationary solution for w(r) and a delta function
for P (w). In real CSNs built from Eq. (A.8), a Poisson distribution is obtained, because of ﬁnite size
eﬀects. The Poisson distribution has a mean value at w¯ = 255, corresponding the average weight, i.e
the number of snapshots (Ns = 2 · 106) divided by the number of possible sites: π · (1/a)2 ≈ 7850,
⇒ w¯exp = 255, where a = 0.02 is the distance between two neighbor sites in the lattice deﬁned in
the discretization process. This distribution completely diﬀers from the one obtained with a quadratic
potential, as illustrated in Figure A.3, reﬂecting the diﬀerent nature of the two energy landscapes.
A.2.3 The Mexican Hat
The two cases studied above illustrate two diﬀerent types of energy landscapes. In the quadratic well,
the system dynamics is mainly driven by the potential gradient, and the energy basin is enthalpic,
whereas, for the square well, the energy basin is entropic. It is important to note that P (w) bears
the signature of the diﬀerence between these two cases. An example containing both kinds of energy
landscapes, i.e., entropic and enthalpic, is the “Mexican-Hat” landscape model (see Figure A.5A),
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already studied in Chapter 5. The potential is deﬁned by
U(r) = 40(r6 − 1.95r4 + r2)
In D > 1 dimensions, the central basin is enthalpic and has a minimum at r = 0, while the
surrounding basin is entropic and forms a shell centered at r = 0.97. On a log-log plot, P (w) of the
central basin (r < rˆ) has a broad tail, which is typical for an enthalpic well (Figure A.5B). In the
surrounding basin (r > rˆ) P (w) displays ﬁrst a rather ﬂat region followed by a sharp decay. This
decay is typical of an entropic basin as the square well. A pure Poisson shape is not obtained since
the basin has an enthalpic component along r. As it can be seen in Figure A.5C, low weight nodes
are located either close to rˆ or have r > 1.05. The nodes in the surrounding basin with a large weight
are found close to the minimum r∗. Finally, the heaviest node of the network is at r = 0, as expected.









































Figure A.5: A Energy function of the Mexican-Hat model along the radial coordinate r. B Weight
distribution for the two basins of the Mexican-Hat model in D = 3 dimensions. The nodes have
been attributed to the basins according to the coordinate r. C Radial coordinate r of every node
as a function its weight. r = 0.97 corresponds to the minimum in the surrounding basin (entropic).
r = 0.59 corresponds to the maximum separating the two basins. a = 0.05, N = 106.
A.3 Di-alanine weight distribution
We have seen in Chapter 5 that the CSN of di-alanine consists in 4 main clusters, corresponding to 4
energy basins. The weight distributions of the four clusters of Figure 5.7 are displayed in Figure A.6A.
The distributions follow a power-law w−δ with exponent δ ≈ 1 that is consistent with the behavior
predicted by Eq. (A.7). Results presented in Figure A.6 have been obtained with a logarithmic binning.
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Changing the bin size did not alter the slope of the weight distribution (data not shown). These
ﬁndings indicate that, indeed, the behavior of the weight distribution of CSNs can be explained by
simple energy model. In the case of di-alanine, the energy basins are known to be mostly enthalpic. As
a matter of fact, the weight distribution follows the one predicted by the quadratic well approximation.
Moreover, the slope of the weight distribution is very robust against the changes in the size of the
discretization cells, as shown in Figure A.6B.





























Figure A.6: Weight distribution of the four clusters in the di-alanine CSN considering the dihedral
angle discretization. A 50×50 discretization of the (φ, ψ) space. B 20×20 discretization of the (φ, ψ)
space. Each basin is represented by a diﬀerent color and the solid line w−1 is shown to guide the eyes.
Colors are the same as in Figures 5.7 and 5.8.













Figure A.7: Weight distribution of the two main clusters in the di-alanine CSN considering the inter-
atomic distance discretization (Figure 5.9 of Chapter 5).
Another discretization procedure based on the atomic distances has also been carried out and
yielded a CSN whose community structure was close to the one obtained considering the dihedral angles
(see Figure 5.9 in the main text). Using atomic distances introduces a larger number of parameters
than the only two dihedral angles. Therefore the weight distribution is not expected to behave exactly
in the same way as for dihedral discretization. The analytical results for the quadratic well suggest even
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that it should decay faster, in particular for nodes with a large weight. This behavior is observed in
Figure A.7. The weight distribution of the two larger communities represented with red and blue colors
in Figure 5.9 exhibits clearly a decay faster than w−1. This discrepancy may appear contradictory since
the same dynamical system yields two diﬀerent network topologies. However, we have to remember that
any discretization scheme corresponds to a projection on some (maybe many) degrees of freedom of the
system. As more parameters are considered, the weight distribution appears more “high-dimension-
like”. This feature was already present in the example of the quadratic well. In D = 3 dimensions, the
weight of a node w(x, y, z) ∝ exp (− 12 (x2 + y2 + z2)). Now, if only x and y are considered as degrees
of freedom, the weight of the nodes is w(x, y) ∝ ∫ dz exp (− 12 (x2 + y2 + z2)) ∝ exp (− 12 (x2 + y2)),
which results in a weight distribution equivalent to the D = 2 case. More generally, using a reduced




Pathological eigenvalues in Spectral
Coarse Graining
B.1 Exact coarse graining: second case
The central idea underlying the exact coarse graining procedure described in Section 7.2 of Part II
is that two nodes having the same neighbors have equal components along their left eigenvectors 〈uα|
for λα = 0 and can be merged without altering the spectral properties of the stochastic matrix W .
In this appendix, we address the question whether there exist situations in which uα1 = uα2 , while
the nodes do not have the same neighbors.
Of particular interest is the case in which two nodes have the same neighbors plus are connected
to each other (Figure B.1). As in Figure 7.1, it is natural to coalesce such pair of nodes, although they
do not have exactly the same neighbors..
In general, if two nodes with degree n have n− 1 neighbors in common and are connected to each
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Figure B.1: Small graph representing another ideal case for the SCG of networks. The two green nodes
have the same neighbors except for the edge between them.
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with W1 = (W31, ...,WN1) and W2 = (W32, ...,WN2). Since nodes 1 and 2 share all their neighbors
except themselves, W1 = W2.
We ﬁrst show that W has an eigenvalue equal to −1n . The eigenvalues of W satisfy the equation
det(λI −W ) = 0. Since subtracting one column of the matrix to another one does not change the
determinant, we can subtract column 2 from column 1 in matrix λI −W . After this operation, only
the two ﬁrst entries of column 1 are non-zero, with the ﬁrst one equal to λ + 1n and the second one
equal to −λ− 1n . We can conclude that λ = 1n is an eigenvalue of W .


















⇔ (uα1 − uα2 )
1
n
= −λ(uα1 − uα2 ) (B.1)
Eq. (B.1) implies that either uα1 = u
α
2 or λ
α = − 1n . Moreover, we also have pα1 = pα2 for λα = − 1n ,
since nodes 1 and 2 have the same stationary probability. Now we know that 〈uβ|pα〉 = δβα. Therefore
the left eigenvector corresponding to λβ = − 1n should be perpendicular to all |pα〉 with pα1 = pα2 . From
this observation, we can conclude that uβ1 = −uβ2 and uβi = 0 for all i > 2, since eigenvectors |pα〉
with λα = − 1n span the entire subspace given by x1 = x2.
In the main text, we have claimed that only redundant information was dropped in the exact
SCG. The derivation above allows us to explicit what is meant by redundancy. Let us compute the
probability to go from node 1 to any other node of the network in t steps:















First, we note that the contribution of the pathological eigenvalue λβ = − 1n drops if i = 1, 2 since
uβi = 0. Moreover, this contribution also drops when computing
∑
i=1,2 P (i, t|1, 0) since uβ1 = −uβ2
and p11 = p
1
2. Therefore, λ
β only concerns the internal dynamics between nodes 1 and 2, but has no
eﬀect on the dynamics of other nodes and naturally disappears when nodes 1 and 2 are considered as
one group. For these reasons, the information present in 〈uβ | can be considered as redundant and the
coarse graining exact, though λβ = 0.
This result can be extended to the case in which m nodes with degree n form a clique and share
all their other n− (m−1) neighbors. By suitably subtracting the columns of λI−W , one immediately
shows that λ = − 1n is an eigenvalue with multiplicity m− 1. Similar arguments than the one leading
to Eq. (B.1) allow us to conclude that uαi = u
α
j for all nodes in the clique if λ
α = − 1n .
Even more generally, it is interesting to consider the situation in which n sets of nodes ﬁrst form
identical subgraphs considering only the intra-edges and second have exactly the same connections
with other nodes of the network (see Figure B.2A). It turns out that equivalent nodes have the same
components along the eigenvectors, except for a few pathological ones. For instance, in the network of
Figure B.2A, uα3 = uα7 , uα4 = uα8 , uα5 = uα9 and uα6 = uα10 for all except 4 α’s. Moreover the equivalent
nodes can be merged as in Figure B.2B, such that only pathological eigenvalues are lost. Such an
example has already been seen in Figure 7.5 and can be reformulated as a symmetry of the network.
Concerning pathological eigenvalues λβ , we have observed numerically that the sum of the components
of 〈uβ | in each group is always equal to zero, as already seen in the network of Figure B.1. Therefore
those components naturally cancel under SCG. Unfortunately, we haven’t been able to ﬁnd a general
proof of this result for any kind of equivalent groups, nor to localize all pathological eigenvalues.
Nevertheless large equivalent groups as in Figure B.2 are not often encountered in real-world networks
characterized by a strong heterogeneity.
124















Figure B.2: A: Small network with n = 2 sets of nodes (green circles) made up of pairs of equivalent
nodes. Equivalent nodes have been represented with the same shape. B: Results of the exact SCG.
As a ﬁnal remark, we point out that the ideal case of Section 7.2 could be immediately satisﬁed in
Figure B.1 by adding self-loops to all nodes. However, the nodes of Figure 7.1 in the main text would
not have any longer the same neighbors. An argument similar to the one presented in this Appendix
shows that if two nodes not connected between each other and with degree n have n − 1 common





is satisﬁed only for λα = 1n .
Apart from a better mathematical understanding, those results have a crucial consequence for
SCG. If we want to ensure that nodes are correctly merged in the two ideal cases of Figure 7.1 and
B.1, we should not consider eigenvectors 〈uα| such that λα is equal to 0, 1n or −1n , ∀n ∈ N. Fortunately,
the interesting features that should be preserved under coarse graining are most often contained in
the ﬁrst eigenvalues, which always have values signiﬁcantly larger than 12 for most networks. Hence
the risk of considering accidentally 〈uα| with λα = 1n in SCG is relatively low.
B.2 Coarse graining the Laplacian matrix
In this section, we discuss some peculiarities arising when applying Spectral Coarse Graining deﬁned
in Section 7.8.1 on the Laplacian matrix. We ﬁrst stress that the presence of Dii =
∑
j Aij on the
diagonal changes the spectral properties of L compared to A, and thereby the coarse graining.
In particular, the situation in which two nodes 1 and 2 have exactly the same neighbors does not
result in two identical lines in L. Instead we have L11 = L22, L12 = L21 and L1i = L2i ∀i > 2. In










1 + L22vα2 + . . . = λαvα2
Subtracting the tow lines leads to:
(vα1 − vα2 )(L11 + L12) = λα(vα1 − vα2 )
implying that either vα1 = v
α
2 or λ
α = L11 + L12 = kˆ1, where kˆ1 is equal to the reduced degree
of node 1, excluding the possible self-edge or edge to node 2. Using the same argument as before
(see Section B.1), one shows that eigenvalue λβ = kˆ1 always exists. The eigenvector |vβ〉 has several
important properties which can be derived from the orthonormality of {|vα〉}. The subspace deﬁned by
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Appendix B: Pathological eigenvalues in Spectral Coarse Graining
{|v1〉, ...|vβ−1〉, |vβ+1〉, ...|vN 〉 consist of all possible vectors |v〉 with v1 = v2. Since |vβ〉 is perpendicular
to this subspace, we have that vβ1 = −vβ2 and vβi = 0 ∀i > 2.
To summarize, two nodes having exactly the same neighbors lead to a particular eigenvector
with opposite components for these two nodes. As a consequence, this eigenvector should not be
considered in the exact SCG procedure, as it was the case for eigenvectors of W corresponding to
zero eigenvalues. For simple networks, the pathological eigenvalues L are easily identiﬁed since they
correspond to integers. Fortunately, this situation is not often encountered since relevant eigenvalues
of L are close to 0 and much lower than 1 for large networks.
From the perspective of information encoded in each eigenvector, λβ appears explicitly in the spec-
tral decomposition of L, which is somehow in contradiction with an exact coarse graining removing













2, Lβ12 = L
β
21 = −λβ(vβ1 )2. Moreover, this contribu-











Therefore the pathological eigenvalue λβ naturally disappears under SCG.
The previous derivation generalizes straightforwardly to groups including more than two nodes and
shows that contrary to the stochastic matrix, the redundancy in the Laplacian is not encoded in null
eigenvalues. Instead of that, some particular eigenvalues account only for elements of L corresponding
to edges between equivalent nodes. Such edges do not play any role in the coarse-grained network and
do not appear in the reduced Laplacian L˜, as did loops in L. It is therefore perfectly sounded to speak
about exact coarse graining, though the redundancy is not contained in 0 eigenvalues.
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