ABSTRACT In this paper, two image smoothing models are proposed for the visual inspection of highdensity flexible IC package substrates with strict requirements on line width and line distance which are applied to the de-noising of high-density flexible IC package substrate images. First of all, the two models proposed in this paper combines the level set curvature feature of the image with gradient threshold, using more abundant second-order differential information as the detection factor to remove the noise in the image. Second, the theoretical analysis shows that the de-noised image obtained by the two models proposed can retain more detailed texture information and edge information of the original image. What is more, the experimental analysis shows that the proposed models have the highest structural similarity and peak signal-to-noise ratio, and have a relatively high edge-preserving index and the lowest mean squared error compared with other models. In particular, the de-noised image through Model 1 has the highest structural similarity and peak signal-to-noise ratio, as well as the lowest mean squared error. The de-noised image through Model 2 has a relatively high edge retention index. The methods proposed in this paper can effectively remove the noise of the image of the high-density flexible IC package substrate and can retain the original details and edges information of the image.
I. INTRODUCTION
Flexible Integrated Circuit Substrate (FICS) is a key process in the three major electronic information manufacturing industries, such as IC fabrication, packaging and assembly. FICS has the characteristics of light weight, small size, high density and flexible and is widely used in high-end electronic products, such as military, aerospace, medical and automotive [1] - [3] .
Images are often disturbed by noise during generation and transmission, which degrades the quality of the image and has a negative impact on subsequent processing and visual effects of the image. In the precision electronic defect detection, the electrical equipment of the FICS hardware detection system includes servo motor, CCD industrial camera, halogen light source and industrial computer. The external noise of the FICS hardware detection system is caused by electromagnetic waves which is generated by external electrical equipment and can enter the system. These noises are synthesized by a combination of multiple noises such as Gaussian noise [18] , [19] and Salt and Pepper noise [23] , [24] . The internal noise of the FICS hardware detection system refers to the noise caused by the inside the electrical equipment. For example, the image is transmitted in the form of photons, and the change in optical quantum density with time and space can cause optical quantum noise; noise caused by current changes caused by jitter in various connectors; noise caused by the deflection systems and clamp circuits. Zero-mean Gaussian white noise and Poisson noise [20] - [22] are commonly used as models for these noises. Salt and Pepper noise is mainly caused by the short stay of the image during the imaging process and the error in the data transmission process, and is also generated in the FICS detection system. Gamma noise [28] and Exponential noise are generated in laser imaging and are less considered in precision electronic defect detection. Image de-noising is a technique that reduces any possible degradation in order to enhance the image. In the traditional de-noising methods, the partial high frequency information of the image is lost while the noise is removed, and the edges details of the image are weakened, which reduces the accuracy of FICS defect detection. Therefore the FICS image de-noising technique is very important.
At present, methods for removing noise include: spatial domain filtering, transform domain filtering [4] - [6] , morphological de-noising [25] , partial differential equations [7] - [9] , and variational methods [26] , [27] . Spatial domain filtering is the result of directly performing some operation on the pixels in the neighborhood of a pixel in the spatial domain. Common spatial image de-noising methods include neighborhood averaging, median filtering, low-pass filtering, etc; Transform domain filtering is the way that transforms the image from the spatial domain to the transform domain, and processes the transform coefficients in the transform domain, and then transform the image from the transform domain to the spatial domain to achieve the purpose of removing image noise. Common transform domain filtering methods include: Fourier transform, Walsh-Hadamard transform, Cosine transform, K-L transform, and Wavelet transform; Morphological de-noising methods combines open and closed operations to remove noise. Partial differential equations are a kind of iterative method that updates the iterative equation over time, bringing the image closer to the desired effect. Partial differential equations are anisotropic and protect edges while image de-noising, thus having the ability to smooth images and sharpen edges. This method has a good effect on images with low noise density, but it cannot effectively process high-density noise images; The variational method first constructs an energy equation based on a certain physical meaning and then finds the minimum value of the energy equation. The key to this type of method is to find a suitable energy equation to ensure the stability of the evolution. Using the variational method to transform the functional extremum problem into solving the partial differential equation problem, the gradient descent flow is generally applied to solve the variational problem, so that the image can reach a smooth state. Common variational filtering methods include PM model, ROF model [10] , and TV model [11] , [12] .
Reference [13] proposed a wavelet transform image de-noising method based on curvature variational regularization. This method overcomes the error diffusion of ROF model and has extremely high structural similarity. Reference [14] proposed a wavelet infrared image de-noising method based on improved threshold and scale correlation. This method improves the wavelet threshold and has a higher PSNR. Reference [15] proposed an image de-noising algorithm based on spatial domain bilateral filtering and dual-tree complex wavelet transform. This method performs multi-scale and multi-directional decomposition, de-noising and reconstruction of dual-tree complex wavelet transform. This method improves the performance of the de-noised image. Reference [16] proposed a sonic image speckle noise suppression method based on the improved PM model. When the image gradient modulus is within the wavelet threshold, the diffusion function of the model is the weighted sum of the diffusion function and the exponential function in the classical PM model. The de-noised image has a higher PSNR.
Motivated by the above results, our goal is to de-noise FICS images using an anisotropic diffusion model, so that the processed images have the highest performance indicators, especially the EPI index. The main contributions are as follows. In the first aspect, two anisotropic diffusion models are proposed based on the horizontal set curvature characteristics of the image, and the principle is analyzed. In the second aspect, the models proposed in this paper and the existing models are used to remove noise in the FICS image, and the results of image de-noising are analyzed comparatively.
The structure of this paper is as follows: the first section introduces the FICS substrate image and the existing de-noising methods; the second section shows several existing anisotropic de-noising models; the third section introduces the models proposed in this paper; the fourth section compares the classical anisotropic models with the proposed models; the fifth section summarizes this paper.
II. RELATED WORKS
Anisotropic filtering regards an image as a physical force field or a heat flow field. The position where the pixel difference is very large is the edge of the image, and the pixel is to be retained. Anisotropic diffusion filtering is mainly used to smooth the image, and overcomes the defect of Gaussian blur and preserves the edges of the image while smoothing the image. Anisotropic diffusion belongs to the method of partial differential equations. This method has good protection for the edges and details of images, and has been widely studied and applied in de-noising algorithms. For an image, anisotropy means that the gradient changes in the four directions around each pixel are different. Isotropic means that the variation values of each pixel are consistent in all directions. Common image mean filtering or Gaussian mean filtering can be regarded as isotropic filtering.
For isotropic diffusion, when removing noise, the edges of the image may be blurred. In 1990, based on the traditional thermal diffusion equation, Perona and Malik [35] proposed a new model based on nonlinear partial differential equations, namely anisotropic diffusion model. Because the method can protect the edges well while removing noise, the algorithm has been widely used. In 1992, Catte et al. improved the PM model and proposed the Catte model, which uses Gaussian filtering to smooth the image, and smoothed gradient modulus replaces the gradient modulus of the original image.
The energy functional of the PM model is:
where I is the gray level of the image, is the area of the image. Minimize the functional E (I ), using the gradient descent flow method, and introduce the auxiliary time VOLUME 7, 2019 variable t:
where div is the scatter operator, ∇ is the gradient operator, I 0 is the initial image, I is convoluted by I 0 and Gaussian kernel, and g (|∇I |) is the diffusion coefficient. There are usually two forms:
where l is the gradient threshold, as shown in (5):
where: τ is the empirical coefficient, I ij represents the gray value of the image at the (i, j) point, and MN represents the number of pixel points of image. The PM model adjusts the diffusion force according to the gradient size. When |∇I | l, g (|∇I |) → 0, the diffusion almost stops on the edges; When |∇I | l, g (|∇I |) → 1, the diffusion force is equivalent to smoothing. To solve (2) and get the discrete format as follows:
where: t is the space step size, generally takes 1; g N , g S , g E , g W respectively represent the coefficients of the north, south, east, and west; ∇ N I , ∇ S I , ∇ E I , ∇ W I respectively represent the difference of north, south, east, and west, λ is the time step. The reference [17] combined the properties of diffusion coefficient and level set curvature to establish a curvature smoothing model, and used the level set curvature to describe the morphological features, referred to as the C model:
This model retains more detailed information of the image than the PM model. At the same time, the reference [17] used the level set curvature and gradient of the image as the detection factor and introduced them into the diffusion coefficient to establish the following model, referred to as the GC model:
This method preserves more edges, corners, slopes, and small-scale features of lines and curves in the image. Where: k is the level set curvature; |k| is the modulus of the level set curvature; div is the divergence operator; ∇ is the gradient operator; I 0 is the initial image; I is convoluted by I 0 and Gaussian kernel; l is the gradient threshold.
III. IMPROVED NEW MODELS
In the traditional de-noising models, |∇ I | is used as the edge detection operator, and this type of models cannot effectively remove the noise of the edge and of the grayscale gradient region of the image. Level set curvature is a measure of the degree of curvature of a curve or surface. In image processing, the level set curvature can effectively distinguish the edges and noise of the image. When the image is contaminated by noise, the curvature of the level set changes significantly. In this paper, the gradient threshold and the level set curvature are used to distinguish the changes caused by noise and edges. The level set curvature contains a large number of second-order differential of the image which represents more and smaller information in the image.
A. DERIVATION OF CURVATURE FORMULA OF THE LEVEL SET
Let s be a point on the plane curve C. The unit tangent vector is T = (cos θ, sin θ ), and the unit normal vector is N = (− sin θ, cos θ) = (n 1 , n 2 ), which θ is the angle between the unit tangent vector T and the x-axis. The curvature k is the angular velocity of the unit tangent vector and of the normal vector:
The partial deviation of the normal vector is obtained:
Because ds = cos θ dx + sin θ dy and ds = ∂s ∂x dx + ∂s ∂y dy are established at the same time, we get:
So (10) can be changed to:
Plug (12) into cos θ 2 + sin θ 2 = 1 and get:
Let us define the plane closed curve C = {(x, y), I (x, y) = 0}. I (x, y) can be regarded as the surface in space. I (x, y) = 0 can be regarded as the intersection of the surface and the XOY plane. This equation is the implicit expression of the curve. I (x, y) is called a level set, and I (x, y) = 0 is called a zero level set. Since the tangential velocity only affects the parameterization of the curve and does not affect the shape and geometric characteristics of the curve, when the curve representation is determined, the level set remains unchanged along the tangential direction of the curve. Solving the directional derivative of a point on the zero level set along the tangential direction, we get:
As can be seen from (14), the gradient vector ∇I = I x , I y of I (x, y) and the curve tangent vector T = (cos θ, sin θ ) are perpendicular to each other. That is, the gradient vector ∇I = I x , I y of I (x, y) is parallel to the curve normal vector N = (− sin θ, cos θ) = (n 1 , n 2 ). So the unit normal vector of the level set can also be expressed as:
The (15) generally takes a negative sign and brings it into the (13) to obtain the level set curvature k:
B. THE MODELS OF CURVATURE DIFFUSION
In order to remove the image noise and better protect the edges and texture information, in the process of diffusion, the diffusion coefficient increases, and the noise is removed in the flat region of the image. Near the edges or texture of the image, the diffusion coefficient decreases to zero, protecting edges and texture detail information of the original image.
In the flat region of the image, both the first-order differential and the second-order differential of the image are zero. In the flat region of the image with noise, the second-order differential of the image is larger than the first-order differential variation. At the inflection point of the image, the secondorder differential of the image is zero. At the edges, spikes, and corners of the image, the first-order differential of the image is zero. The PM model only uses the first-order differential of the image as a diffusion factor. When the gradient change caused by noise is larger than the gradient change caused by the edges, the PM model lead to edges blur. Although the GC model introduces the level set curvature into the diffusion coefficient, it is impossible to accurately distinguish the noise and the texture information of the image. In the C model, when the first-order differential or the secondorder differential of the image is zero or close to zero, that is, at the edges and inflection point of the image, the diffusion coefficient approaches 1, which is equivalent to smoothing filtering, resulting in a large number of image edges are blurred and image detail information is lost.
In a digital image, the grayscale value of the edges of the image resembles a slope, where the first-order differential of the image is non-zero and produces a wider edges, and the second-order differential produces a pixel-wide double edges separated by zero. So second-order differential is much better than first-order differential in enhancing detail of image. The level set curvature contains a large amount of the second-order differential information of images. In this section, the level set curvature is introduced as a detection factor into the diffusion coefficient. Compared with other models, the direction of the diffusion force is changed, and the Model 1 is established:
where: k is the level set curvature; |k| is the modulus of the level set curvature; div is the divergence operator; ∇ is the gradient operator; I 0 is the initial image; I is convoluted by I 0 and Gaussian kernel; l is the gradient threshold; 1 − exp − |k| 2 l is the diffusion coefficient. The model adjusts the diffusion force according to the curvature. In the flat region of the image with noise, the secondorder differential of the image is larger than the first-order differential variation. When the curvature k is much larger than l,|k| l, 1 − exp − |k| 2 l → 1, the diffusion is equivalent to smoothing filtering which can remove noise. At the inflection point, edges, peak, and corner of the image, the first-order and second-order components of the image approach zero, and k approaches zero, 1 − exp − |k| 2 l → 0, and the diffusion almost stops on the edges, protecting the edges and texture information of image.
Introduce the level set curvature into the diffusion coefficient again. By changing the ratio of the level set curvature to the gradient threshold in Model 1, we can establish Model 2:
IV. RESULTS AND ANALYSIS OF EXPERIMENT A. EXPERIMENTAL ENVIRONMENT
In practical engineering, the FICS defect detection system includes a hardware system and a software system, and the experimental equipment is composed of an automatic detection device and a computer. The automatic detection equipment is mainly composed of three modules: industrial control machine, microscope image acquisition platform and precision cargo control platform, as shown in Figure 1 . The control unit controls the direction and speed of movement of the load platform to capture FICS images with industrial cameras. This experiment uses a white ring light source or a dome light source with diffuse reflection lighting effect. The framework of software system mainly includes user operation interface, standard file analysis, copper thickness measurement, image acquisition, fast and accurate positioning, main physical parameter measurement, visual defect detection, data analysis and database operation. The software system is shown in Figure 2 . The algorithm in this paper is part of visual defect detection. 
B. EVALUATION STANDARD OF IMAGE QUALITY
Structural similarity (SSIM) [31] , [32] , peak signal-to-noise ratio (PSNR) [29] , [30] and mean squared error (MSE) are generally used as objective quality assessments of the image. In the precision electronic defect detection, since the FICS image has strict requirements on the line width and line distance, the edge-preserving index (EPI) [33] , [34] is also required as the third quality evaluation standard for the de-noised image. PSNR is a full reference evaluation method to measure the similarity index of two figures, and the unit is dB. The larger the value of PSNR or the smaller the value of MSE is, the clearer the image is. The formula is as follows:
where: X ij , Y ij respectively represent the gray value of the original image and the de-noised image at pixel point (i, j), and MN represents the number of image pixel points. SSIM uses the mean as the estimate of the brightness, the standard deviation as the estimate of the contrast, and the covariance as a measure of the degree of structural similarity. SSIM takes a value between 0 and 1. The closer the value of SSIM is to 1, the closer the de-noised image is to the structure of the original image, indicating that the filtering effect is better. The formula is as follows:
where: X , Y respectively represent the original image and the de-noised image; l (X , Y ) α , c (X , Y ) β , s (X , Y ) γ respectively represent the comparison function of brightness, contrast and structure. EPI indicates the edges retention ability of the processed image in the horizontal or vertical direction. The higher the EPI is, the more the edges of the image are remained. The formula is as follows: (22) where: m is the number of image pixels, and G R1 , G R2 respectively represent the gray value of the neighboring pixels of the left and right or the top and bottom.
C. ANALYSIS OF EXPERIMENTAL SIMULATION RESULTS

1) EXPERIMENT TO REMOVE GAUSSIAN NOISE
Gaussian noise is used to describe sensor noise originating from electronic circuits and low illumination or high temperature, which is unavoidable in FICS image defect detection. In order to verify the validity and rationality of the proposed algorithm, MATLAB R2017a is used for simulation. Four FICS images are selected as experimental objects, which are respectively recorded as original image 1, 2, 3 and 4. Gaussian white noise with a mean of 0 and a variance of 0.04 is added to the four original FICS images. The C model, the PM model, Reference [13] , the GC model and the models proposed in this paper are used respectively for filtering experiments. According to the accuracy requirements of the actual FICS image collected, the following parameters can be set to achieve better visual effects. The time step is 0.02 and the number of iterations is 200. The threshold of various models is the gradient threshold and the empirical coefficient τ = 0.4. The parameters in the method of Reference [13] are consistent with the settings in Reference [13] .The noise removal effect of images by various models are shown in Figure 3 , 4, 5 and 6, respectively. Table 1 shows the evaluation quality indicators of the de-noised images after the addition of Gaussian noise on the original image 1.
It can be seen from the comparison of the visual effect diagrams above that the image de-noised processed by the C model is the worst, with edges blurring and missing; the models proposed in this paper have the best de-noising effect. According to the analysis in Table 1 , the models proposed in this paper have the highest performance indexes in SSIM and PSNR, and have higher performance indexes in EPI and the lowest MSE. At the same time, the Model 1 has the highest SSIM and PSNR and the lowest MSE, and the Model 2 has higher EPI, which is consistent with the visual effect map. In order to better observe the filtered edges of the image, the Canny operator is used to extract the edges of the de-noised image by various models, as shown in Figure 7 .
It can be seen from the comparison of the above edges images that the C model and PM model cannot retain more details of the original image; using the method in Reference [13] , the filtered image still contains a lot of noise. the GC model has a lot less detail texture information than the models in this paper; the models proposed in this paper retains more details of the original image, such as the corners and slopes of the image, and the ability of edges protection is stronger. In order to verify the effectiveness of the proposed models, Figure 8 According to the figure above, under different noise variances, the performance indexes of the two models after noise removal are better than other models. In particular, although the EPI of the de-noised image by the Reference [13] is the highest, the SSIM and PSNR of the de-noised image by the reference [13] are relatively low, and the MSE is the highest; the SSIM and PSNR of the de-noised image by Model 1 are the highest, and the MSE is lowest; the EPI of the de-noised image by Model 2 is higher. It is confirmed again that the proposed models have superior de-noising performance.
2) EXPERIMENT TO REMOVE SALT AND PEPPER NOISE
Salt and Pepper noise, also known as impulse noise, is used to describe short stays in imaging, such as switching operation errors. In the actual image acquisition process, Salt and Pepper noise is also likely to occur on the FICS image to be detected. In order to verify the universality and effectiveness of the proposed algorithm, MATLAB R2017a is used for simulation. Four FICS images are selected as experimental objects, which are recorded as original image 1, 2, 3 and 4, respectively. Filter experiments were carried out using C model, PM model, Reference [13] , GC model and the models proposed in this paper. According to the accuracy requirements of the actual FICS image collected, the following parameters can be set to achieve better visual effects. The time step is 0.02 and the number of iterations is 200. The threshold of various models is gradient threshold and the empirical coefficient τ = 0.4. The parameters in the method of Reference [13] are consistent with the settings in Reference [13] . The noise removal effect of various models is shown in Figure 12 , 13, 14 and 15, respectively. Table 2 shows the evaluation quality indicators of the de-noised images after the addition of Salt and Pepper noise on the original image 1. It can be seen from the comparison of the visual effect diagrams above that the models proposed in this paper have the best effect in removing Salt and Pepper noise; the C model still has fuzzy and missing edges, and the PM model, Reference [13] and the GC model have poor de-noising effect. Comparing the performance indicators with Table 2 , we can see that the de-noised image by the models proposed in this paper have the highest SSIM and PSNR, and have higher EPI and the lowest MSE. In particular, although the EPI of the de-noised image processed by the Reference [13] is the highest, the SSIM of the de-noised image is the lowest, and the MSE is the highest; Model 1 has the highest SSIM and PSNR indicators and the lowest MSE; Model 2 has higher EPI, which is consistent with the visual effect diagram. In order to better observe the filtered edges of the image, the Canny operator is used to extract the edges of the filtered images of various models, as shown in Figure 16 .
It can be seen from the comparison of the edges images above that the C model reduces a large amount of detailed information of the original image; the PM model and the GC model have poor de-noising effects; Reference [13] cannot effectively remove FICS image noise; the models proposed in this paper retains more edges and detail information of the original image. These demonstrate the superiority of the models proposed in this paper again. 
V. CONCLUSION
In this paper, the level set curvature is introduced into the diffusion coefficient, and two anisotropic diffusion models are proposed. The models proposed in this paper only have the level set curvature in the diffusion coefficient, and changes the diffusion force and direction of the existing models. The ratio of horizontal set curvature to gradient threshold in Model 1 is different from that in Model 2. The experimental results show that the Model 1 and Model 2 have the best de-noising effect compared with the PM model, C model, Reference [13] and GC model, and the de-noised images have the highest structural similarity and peak signal to noise ratio, and have higher edge preservation index and the lowest mean squared error. For the models presented in this paper, Model 1 has the highest structural similarity and peak signal-to-noise ratio and the lowest mean squared error, and Model 2 has the higher edge-preserving index. So models proposed have practical engineering significance for FICS image de-noising with strict requirement on line-width and line distance.
