This paper proposes a new robust localization of mobile robot (MR) in the complex environment with non-line-of-sight (NLOS) situation. Two novel measurement processing strategies are proposed to achieve accurate recognition of NLOS measurements. In addition, an improved particle filter (PF) based on genetic algorithm (GA) is presented, where GA is introduced to improve the resampling process so PF can effectively overcome sample degradation while reducing computational complexity. The effectiveness of the algorithm is evaluated through a series of experiments and simulations. The proposed method demonstrates better accuracy than traditional methods, and can realize real-time, accurate and stable positioning of MRs in different types of NLOS environments.
I. INTRODUCTION
The intelligent technology has been widely used in the production process to improve production efficiency and product quality [1] , [2] . Mobile robot is an indispensable part of industrial intelligence, which has been applied to various industrial applications, such as equipment inspection, handling, sorting, painting and packaging [3] , [4] . In these applications, accurate positioning is the key to the robot's precise actions. Even though the wireless positioning has made great achievements in outdoor positioning, due to various interference in the industrial environment, the positioning signal can be easily blocked by obstacles and result in reduced accuracy that delay or disable the robots [5] - [8] .
With the expansion of robot application in Industry 4.0, the robot localization has generated increasing interests from many researchers in both industry and academia [9] , [10] . For instance, Drumheller [11] proposed a ranging method, where the range data from a sonar rangefinder was used to determine the two-dimensional position and orientation of a mobile robot inside a room. In [12] , Leonard et al. proposed a model-based localization based on sonar ranging
The associate editor coordinating the review of this manuscript and approving it for publication was Guanjun Liu . that relies on the geometric beacon -a natural environment feature that can be reliably observed in successive sensor measurements and accurately described by a concise geometric parameterization. In [13] , Feng et al. proposed the vision navigation method and sensor fusion will be the two main subjects, and they are the trend to intelligent navigation of autonomous mobile robot. Later, indoor positioning systems based on wireless sensor networks have also been developed to mobile robot positioning problems. State estimation based on modern control theory has become a mainstream localization algorithm [14] , [15] . In [16] , Zhou et al. proposed a hierarchical approach to effectively solve sensor planning for the global localization of a mobile robot. In [17] , Xu et al. proposed a fuzzy-adapted extended Kalman filtering, which combined fuzzy logic and the covariance matching to adjust the measurement noise covariance and improve the performance online. Then networking technology in the positioning of mobile robots has become the focus of attention [18] - [20] . In [21] , Zhang et al. proposed particle filter for simultaneous localization and mapping (SLAM) based on the niche theory of heuristic bat optimization. The particles move to high likelihood regions to improve the global optimization ability and precision.
At present, the problem of NLOS in the positioning process has attracted increasing attention from researchers. It is VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ common that measurement of radio signal can be accurate in good channel conditions, and localization results would be accurate as well. In practice, however, the measurements are subject to errors from bad channel conditions and the localization would be biased. In this factor, NLOS propagation caused by obstacles blocking the direct radio transmission path between the beacons and the target nodes has been known as the leading source of large localization errors. To address these serious measurement errors, extensive efforts have been devoted into the research of NLOS [22] - [26] . One of the most widely used methods is to discard the positioning results affected by NLOS. However, this method will greatly reduce the positioning accuracy, especially in industrial environments with severe NLOS effects, and may even lead to positioning failure. In [ In [31] , Yang also proposed a novel NLOS mitigation method based on Sparse Pseudo-input Gaussian Process with low complexity.
Although the aforementioned approaches can effectively reduce the influence of NLOS in complex environment, these methods still have a series of problems, such as insufficient applicability, large amount of computation, low localization accuracy and large construction cost, which cannot achieve real-time, stable and accurate localization. In this paper, focusing on the negative problems in industrial environments, two novel NLOS measurement processing strategies are proposed to accurately identify NLOS measurements. At the same time, the positioning algorithm based on improved particle filter (PF) is presented, and the resampling process is improved by introducing genetic algorithm (GA), so that PF can effectively overcome the problem of sample dilution and meet the real-time and stability requirements of positioning. Combining the measurement processing strategy with the location algorithms, we obtain an innovative location approach on industrial NLOS environment. The method can effectively overcome the negative problems caused by measurement without increasing the complexity of the algorithm and the construction cost of the positioning system, while obtaining better accuracy in different environments. Compared with other methods, this method in this paper has better positioning performance.
II. SYSTEM MODEL AND POLICY SELECTION
NLOS is a common term in wireless communication, which refers to the radio transmission through a path blocked by a physical object in the innermost Fresnel region [32] , [33] . When there are obstacles between the mobile robot and the sensors, the NLOS problem may occur. In order to ensure that a robot can successfully complete the task in the industrial NLOS environment, we need reasonable modeling and accurate measurement processing strategy.
A. SYSTEM MODEL
In this section, the state-space model of the localization system can be expressed as,
where x k is the state vector of the system:
where x p,k and y p,k are the localization coordinates of the MR at time k, x v,k and y v,k are the velocities of the robot in the x-axis and y-axis, respectively. F k is the state transition matrix of the system, which can then be expressed as:
where t k is the sampling interval and ω k is the process noise of the system, which is the Gaussian white noise with zero mean and covariance Q k . z k = [ d 1,k d 2,k d 3,k d 4,k ] T are the distances between the MR and the sensors, respectively, where d j,k = ct j,k . c is the signal transmission speed that is approximately equal to the speed of light and t j,k is the Time of flight (TOF) of sensor j [34] . h k (x k ) is a measurement matrix expressed as:
Let υ k be the measurement noise following the dynamic Gaussian model (DGM) as shown in Fig. 1 (see below) , which can be expressed as follows,
where υ j,k is the measurement noise, commonly treated as a Gaussian noise with zero mean equal and variance R k , and is not correlated to the process noise ω k .
A likelihood calculation method of DGM is introduced, which can weaken a series of problems caused by uncertainty measurement and make the location algorithm robust to environmental changes [35] . Generally, the Gaussian mixture model uses different Gaussian distributions to fit non-Gaussian distributions. However, dynamic Gaussian models are dynamic and cannot attempt to fit error histograms because non-parametric distributions cannot obtain an accurate model suitable for outliers [36] , [37] . In this paper, the main idea is to divide the measurement error distribution into two parts: the first part is the expected parameter distribution, which is pre-assumed and known to the system. The second part is a nonparametric distribution unknown to the system, and it is difficult to get parameters. When the positioning algorithm is in a dynamic environment and the noise model is unknown, the non-parametric distribution is a compensation for the expected parameter distribution. Through fixed-point localization experiments, a measurement error histogram under the NLOS environment is constructed, as shown in Fig.1 . In the Fig.1 , the red solid line and the black solid line represent the parametric part and the non-parametric part respectively. The measurement error is expressed as:
where u k is the error that follows the expected parameter distribution and n k is the error that follows the non-parametric distribution.
B. IDENTIFICATION STRATEGY OF NLOS MEASUREMENT
To choose a proper NLOS measurement strategy, the key step is to correctly identify such measurements. Although the NLOS measurement model is constructed by DGM, it is not a parameter model including the whole sample error, but a dynamic instantaneous value model, which cannot be applied to all measurement processes. Therefore, it is necessary to design an NLOS identification strategy to accurately identify the measurements. Compared with the actual measured value, there is a large positive error between the measured value and the actual measured value, so it can be judged by calculating the Mahalanobis distance (MD) between the predicted measured value and the actual measured value [31] . If the calculated MD is greater than a predetermined threshold T D , the measurement is in NLOS. The identification strategies of NLOS measurement are summarized as follows.
The priori state estimates of the system can be written as:
The prediction of the measurement can be written as:
The MD between the predicted measured valueẑ j,k and the actual measured value z * j,k of each sensor is:
where R j,k is the j-th diagonal component of R k . If D j,k is less than the predetermined threshold T D , it can be determined that the j-th sensor is not in NLOS. In this paper, the chisquare value corresponding to probability 0.99 is used as the threshold.
The identification logic for NLOS measurements can be expressed as follows:
where ξ j,k is a variable indicating whether the sensor is in NLOS. If ξ j,k = 1, the j-th sensor is in NLOS, otherwise the sensor is in LOS.
C. PROCESSING STRATEGY OF NLOS MEASUREMENT
The two measurement processing strategies proposed in this paper are to solve the problem of the size of obstacles. When the obstacle is small, both NS-MG and NS-MVR can meet the positioning requirements. But when the obstacle is large, only NS-MVR can meet the positioning requirements.
1) NLOS MEASUREMENT PROCESSING STRATEGY BASED ON MEASUREMENT GROUPING (NS-MG)
This strategy only uses LOS measurement values where the identified NLOS measurement is ignored. In the case of more sensors, this type of processing strategy has better performance. In this paper, an indoor localization system with four sensors is set up, and the same method can be used if more sensors are available in practical applications. Suppose that at all times, if only sensor S1 is in NLOS, then only D 1,k = 1, while D 2,k , D 3,k and D 4,k are all 0. Therefore, the measurement value of sensor S1 is ignored according to the identification result, and only the measurement of S2, S3 and S4 are retained. If two or more sensors are in NLOS problem, the processing strategy is invalid, because robot localization requires at least three sensors that are not on the same line.
The measurement processing strategy based on MG is as follows:
If D i,k = 1, and D j,k = 0 (j = i), then z * i,k is NLOS measurement value, select G i,k as the value to locate.
2) NLOS MEASUREMENT PROCESSING STRATEGY BASED ON MEASUREMENT VALUE RECONSTRUCTION (NS-MVR)
The NLOS measurement value is reconstructed to compensate the error value. This kind of method has a wide range of applicability. It is suitable for most NLOS environments, and there is no requirement for the number of sensors. In addition, this method does not ignore the measurement in NLOS, but rebuilds it to get the approximated value of the LOS state.
Based on the DGM, the measurement in LOS and NLOS can be written as,
where u k is the measurement noise in LOS that follows the Gaussian distribution; n k is the measurement noise in NLOS, which has a large positive deviation value, so it is difficult to obtain its distribution explicitly. Therefore, we reconstruct the measurement to approximate the value in LOS. First, the error is calculated as follows,
Let x k−1 equal the posterior state estimatex k−1|k−1 at time k − 1 and x k equal the estimated value at timex k|k .Thê x k−1|k−1 is usually known, but the value ofx k|k cannot be calculated. Therefore, this paper considers usingx k−1|k−1 to approximatex k|k , and then the approximate compensation error is calculated as follows,
wherex k−1|k−1 represents the posterior state estimation of x k−1 at time k-1.
When the identification strategy is introduced for the NLOS measurement, the state-space model can be represented as:
When the sensor is in LOS environment, reconstructing the measured value will increase the error, so k is introduced as follows to reconstruct the measurement only if it is NLOS,
where ξ j,k is parameter indicating whether sensor j has a NLOS measurement value at time k.
III. PARTICLE FILTER IMPROVED BY GA
Particle filtering has good performance in highly non-linear problems and accurate positioning without the initial position information. Compared with EKF and UKF, PF is more accurate estimate states in highly nonlinear systems with non-Gaussian distributions. In this paper, an improved particle filter based on genetic algorithm (IPF-GA) is presented to solve the problem of sample dilution. By introducing GA to improve the resampling process, particles with small weights are transformed into particles with large weights, and these modified particles will not overlap with particles with large weight. The problem of sample dilution can be overcome without increasing the computational burden, so that the IPF-GA algorithm can realize the real-time, stable and accurate localization.
A. CALCULATION OF PROBABILITY DENSITY FUNCTION
Assuming that the probability density function p(x 0 ) of the initial state is known, N initial particles are randomly generated based on p(x 0 ) and expressed asx i 0 (i = 1, ···, N ). For the location problem of MR, generally less particles are selected to meet the real-time requirements.
The probability density function of process noise performs a time update to obtain a prior particle:
where ω i k is a noise vector randomly generated according to the probability density function of ω k .
Under the condition of the measured value z k , the likelihood function q i k of each particlex i k|k−1 at time k is calculated, which can be obtained by the nonlinear measuring equation and the probability density function p(y k x i k|k−1 ) of the measured noise.
where n is the dimension of the state of the system, ''∼'' indicates that the actual probability density function is proportional but not necessarily equal to the expression on the right. If this equation applies to all particles, it will be equal to the relative likelihood function of each particle. The likelihood function obtained above is normalized by the following formula,
The common resampling method will lead to sample dilution and affect the performance of PF. In this paper, GA is used to improve the resampling process to improve the sample dilution problem. GA perform search in complex, large and multimodal landscapes, and provide near-optimal solutions for objective or fitness function of an optimization problem, which including three operators: selection operator, crossover operator and mutation operator, but different from the traditional GA, which is changed according to the properties of PF.
The likelihood function of each particle is obtained by formula (21) , which can be expressed as follows:
The purpose of selection operator is to divide particle swarm into two kinds: the particle with small weight and large weight. First, all the particles are sorted as follows:
where Classify{} arranges particles in descending order according to the likelihood function. {x i k|k−1 , q i k } denotes classified particles.
In the GA, a particle with a small weight is replaced to the large weight. The state of a particle with large weight can be expressed asx j A,k|k−1 , whose likelihood function is q j A,k . Similarly, the state of a particle with small weight is expressed asx i B,k|k−1 , whose likelihood function is q i B,k , where j = 1, ·· ·, b, i = 1, · · ·, N − b. Then the groups of particles with large and small likelihood function can be represented asX A and X B , respectively.
where the state of a particle isx i C,k|k−1 . The crossover operator in GA strategy is:
where ρ i k is a random number that follows ρ i k ∼ U (0,ρ).ρ is the upper bound of ρ i k for each particle:
To avoid sample degradation, a mutation operator is designed to extend the state search space of particles, which is defined as:
wherex j A,k|k−1 andx i C,k|k−1 are the states of particles in formula (24) . o j obeys the random number of uniform distributions between 0 and 1, and v a ∈ [0, 1] is the mutation probability. When the number of effective particles T p,k is small, the mutation probability is increased, and vice versa, the v a can be defined as, v a = T p,k 2N (28) According to formula (26) and formula (27) , the crossover and mutation operations can be expressed as,
At the next moment, all particles will be treated equally. Based on this idea, particle weights will be reset to 1/N after resampling:
Then the state estimate of the system at time k can be obtained by calculating the average of all particles,
The resampling strategy based on GA is different from the strategy in general PF. After modification, the particles with small weight and large weight will not overlap, so as to reduce the repeatability of particles and overcome the problem of sample dilution to a certain extent. Combining the selected measurement processing strategy with the IPF-GA-based the location algorithm is shown in Fig. 2 . The flowchart of the algorithm based on the NS-MG and NS-MVR strategy is shown in Fig.3(a) and (b), respectively.
IV. SIMULATION EXPERIMENT AND ALGORITHM PERFORMANCE ANALYSIS
In this section, the wireless localization system for the intelligent inspection MR is used to evaluate the performance of the algorithm based on the NLOS measurement identification and processing strategy. In the test, according to the given path, the MR makes a uniform circular movement within the range of four localization sensors. The MR sends signal periodically to sensors, and the measurements would be transmitted to the PC.
The schematic diagram of localization system and robot is shown in Fig. 4 . The coordinates of the four sensors are fixed at (0,0), (20, 0) , (20, 20) and (0,20) in meters. The labeled robot moves counterclockwise along the circle with a radius of 8m and center at (10.00,10.00), starting from (18, 10) . The black square area is the localization monitoring range, the blue dot is the label attached to the center, and the red solid line is the track. To facilitate the NLOS analysis in industrial environment, no obstacles are set in the actual test environment. The measurement value is obtained by adding noise to the actual measurement value. Suppose there is a cylinder obstacle in the center of coordinates (10.0, 10.00) with a radius of r = 1m. Given the coordinates of the label and all sensors, we can draw a straight line between the two points. If the distance between the center of the obstacle and the above line is less than the radius of the obstacle, the sensor and label are in the NLOS state. Fig 5 shows an example: when the robot moves along the red trajectory near sensor 3, the label and sensor 1 are in NLOS due to obstacle, which also occur on other sensors. In this scenario, at most one sensor is in the state of NLOS at any time. Fig. 6 shows a larger obstacle with a radius r = 4m.
Regarding the other parameters, the speed of the robot is set to 0.5m/s, the sampling interval is 0.5s, and the number of time steps is 200. The error covariance matrix of process noise is Q k = diag(0.1, 0.1, 0.1, 0.1), the covariance matrix of measurement noise is R k = diag(0.25, 0.25, 0.25, 0.25), the resampling parameter γ is 1, and the number of particles is N =200. The x axis and y axis coordinates of the initial particles are set to random coordinates within a fixed coordinate range, among which the x-axis coordinates range is [0, 20], and the y-axis coordinates range is [0, 20] . The exit angle of the initial particle follows a uniform random distribution between [0,2π ]. Based on the exit angle, random velocities of the initial particle along the x-axis and y-axis can be obtained. For the processing strategy, the decision threshold T D is set to 20.09. Fig. 7 shows the motion trajectory and estimation value of robot in NLOS states. Fig. 8 compares the actual time of NLOS occurrence among the four sensors and the time determined by the NLOS identification strategy. When NLOS occurs, the value becomes 1, otherwise it stays at 0. From the results in Fig. 8 , all measurements can be accurately identified by in the localization environment where NLOS is relatively rare. It also compares the average localization error of two IPF-GA location algorithms based on NS-MG and NS-MV, respectively. The average localization error can then be calculated as follows:
where L is the number of simulations set as 100 in this paper. x p,k are the estimated coordinates of the MR in the first simulation, respectively. Fig. 7 and Fig. 9 show that when the number of sensors in NLOS state at the same time is no more than 1, these two algorithms can effectively overcome the NLOS problem and have similar performance. They both have higher localization accuracy than the location algorithm without processing strategy. In the localization environment where NLOS problems occur less, the two location algorithms have satisfactory localization performance. However, as the obstacle radius r increases, the number and time of the sensor in the NLOS state also increases, and the identification of the NLOS measurement becomes more difficult. In this case, the IPF-GA location algorithm based on the NS-MG strategy will not be able to effectively deal with the NLOS problem. Fig.10 shows the location result of the algorithm based on the measured value reconstruction strategy when the obstacle radius is r = 4m. Due to the large obstacle radius, the number of sensors in NLOS state at some time will be greater than 1. Therefore, this strategy based on the NS-MG cannot be used, and only that based on the NS-MVR can be used. Fig.11 compares the real time of the NLOS condition of the four location sensors and the time determined by the identification strategy. From the results in Fig.11 , it can be seen that in the location environment where there are many NLOS problems, most of the NLOS measurements can be correctly identified by the NLOS identification strategy. Fig.12 compares the average localization error of the IPF-GA location algorithm based on NS-MVR (r = 4m). It can be seen from the results in Fig.10 and Fig.12 that the IPF-GA algorithm based on the NS-MVR strategy can still overcome the NLOS problem to a certain extent in the environment where the problem is more serious. Although the localization accuracy is relatively low, it still has a higher localization accuracy than the IPF-GA without processing strategy and can mostly estimate the motion trajectory. The results have shown that the IPF-GA algorithm based on the NS-MG strategy has a better performance as a general location algorithm. However, when the obstacles are larger, the IPF-GA algorithm based on the NS-MVR strategy is more suitable as an auxiliary location algorithm to avoid localization failure.
V. CONCLUSION
In this paper, an improved PF-based localization algorithm is proposed to address to NLOS challenge. According to the actual data obtained from the experiment, the paper first analyzed the difference of the measured value between the LOS and the NLOS localization scenarios. On this basis, a dynamic Gaussian model is used to formulate the measurement model in NLOS scenario. Based on the measurement model, an NLOS identification strategy and two measurement processing strategies are designed. By combining two measurement processing strategies with the improved PF-based localization, an algorithm based on measurement processing strategy is designed. The effectiveness of the algorithm is verified by experiments and simulations. This method can effectively overcome the negative problems caused by NLOS measurement without increasing the cost of localization system and algorithm computation. In the indoor NLOS environment, the proposed method can obtain more accurate localization results of mobile robot toward real-time, stable and accurate localization of MR in different environment.
