Correspondence analysis and the RC association model in two-way ordered categorical data
The method of canonical correlation or correspondence analysis (CA) is one of the most popular tools for analyzing two-way contingency tables. Suppose that an a × b The weighted least square method is usually used for fitting with the weights defined by the covariance structure under the independence model p ij = p i· p ·j (i.e., φ = 0). Here the dot "·" as a subscript means summation with respect to the corresponding subscript. This method has the advantage that if the row and/or column variables are ordinal then the scores µ i and ν j are expected to reflect the levels of the ith row and the jth column, respectively.
The multiplicative model for the same purpose is the RC association model (the rowcolumn-effect association model, RC model) proposed by Goodman [14] , [15] , [16] : log p ij = α i + β j + φµ i ν j .
(1.3)
To ensure identifiability, the same side conditions (1.2) are imposed. The RC association model can be regarded as a natural extension of the model by Johnson and Graybill [21] for two-way ANOVA in two-way categorical data analysis. In the RC association model the maximum likelihood method is usually used to estimate parameters. Numerical algorithms for maximizing likelihood are well developed (e.g., Goodman [16] , Becker [3] ).
In this paper we focus on the analysis of two-way contingency tables where the row and/or the column variables are ordinal. To analyze such ordered categorical data, we use the correspondence analysis or the RC association model with the order restrictions of scores φ ≥ 0,
when both row and column variables are ordinal, or
when only column variables are ordinal. Note that, in the former case, reversing the order of either row or column categories gives a negatively correlated model.
Intuitively these order restrictions seem natural, because if the scores µ i , ν j reflect the actual levels of ordinal variables then the inequalities in (1.4) or (1.5) will be satisfied exactly. Another rationale is that under the model (1.1) with order restrictions in the column scores, ν 1 ≤ · · · ≤ ν b , a stochastic order exists between the two conditional probabilities {p j|i = p ij /p i· } 1≤j≤b and {p j|i = p i j /p i · } 1≤j≤b for any i = i in the sense that
Similarly under the RC association model (1.3), the conditional probability satisfies the relation that, for any i = i ,
which is a partial ordering in the sense of monotone likelihood ratio. In other words, by imposing the order restrictions the models (1.1) and (1.3) give simple models that embody the partial orders (1.6) and (1.7), respectively (also see Gilula and Ritov [13] ). For the above reasons, models with the order restrictions (1.4) or (1.5) have been proposed by many authors. See, for example, Nishisato and Arri [26] , Tanaka [36] , Saito and Otsu [30] , and Ritov and Gilula [29] in the context of the correspondence analysis, and Goodman [16] and Ritov and Gilula [28] in the context of the RC association model. Douglas and Fienberg [8] , and Etzioni, et al. [10] give excellent surveys of the relevant area.
However, almost all of these studies have treated fitting the model for descriptive purposes. From the viewpoint of statistical inference, there are at least two statistical problems of primary interest: one is testing the null hypothesis H : φ = 0 that the row and column variables are independent, and the other is assessing the goodness of fit of the order restrictions when φ = 0. For the latter problem, Ritov and Gilula [28] gave a clear answer. They derived the limiting null distribution of the likelihood ratio criterion for testing goodness of fit as a mixture of χ 2 distributions in the RC association model. In this paper we will tackle the former problem.
According to the method of correspondence analysis, when there are natural orderings in both row and column categories, the estimator of φ is given bŷ
(1.8)
If the order restriction was not imposed in the maximization (1.8) , it is well known that √ nφ under the independence model H : φ = 0 converges in distribution to the square root of the largest eigenvalue of an (a − 1) × (a − 1) Wishart random matrix with (b − 1) degrees of freedom, W a−1 (b − 1, I a−1 ) (O'Neill [27] , Eaton and Tyler [9] ). Haberman [17] proved that in the RC association model (1.3) the likelihood ratio criterion for testing H : φ = 0 has the same asymptotic distribution as the largest eigenvalue of the Wishart matrix W a−1 (b − 1, I a−1 ) under the null hypothesis.
In contrast to these cases, the null distribution ofφ under the order restrictions was completely unknown. Hirotsu [18] suggested the use ofφ as a test statistic for testing independence, but he pointed out difficulties in handling its distribution. In this paper we first show that the asymptotic distribution ofφ in (1.8) is characterized as a distribution of the maximum of a certain Gaussian random field. Recently an integral-geometric approach called the tube method has been developed for deriving the distribution of the maxima of Gaussian random fields (Sun [33] , Kuriki and Takemura [23] , Takemura and Kuriki [35] ). With the help of the tube method, we derive an expression approximating the upper tail probabilities of "inequality-restricted canonical correlations", which includesφ in (1.8) as a particular case.
Difficulties in the problem treated here come from a singularity in the models (1.1) or (1.3), such that the scores µ i and ν j are not identifiable under the independence model φ = 0. For this reason our problem is crucially different from that of Das and Sen [7] , who proved asymptotic normality of the inequality-restricted canonical correlation when the true canonical correlation is nonzero and maximizing scores (µ i , ν j , in our case) are identifiable.
The construction of the paper is as follows. In Section 2 we formulate the inequalityrestricted canonical correlation analysis or correspondence analysis, and consider a class of distributions of the maxima of Gaussian random fields that appear as asymptotic distributions of the inequality-restricted canonical correlations includingφ in (1.8). The limiting null distribution of the likelihood ratio criterion for testing H : φ = 0 in the RC association model with the order restrictions is proved to be the same as that of n max{φ, 0} 2 using the theory of Chernoff [5] . A formula for approximating their tail probabilities is then given by the tube method. In Section 3 we give an example of data analysis. Some techniques for fitting order-restricted models are proposed there. Proofs of the main results are given in Section 4.
2 Tail probability of the inequality-restricted canonical correlation
Inequality-restricted canonical correlation
In this subsection we give a precise definition of "inequality-(or order-) restricted canonical correlation" and derive a canonical form of its asymptotic distribution.
. . , n, be a sequence of i.i.d. random vectors from a population with finite cumulants up to the fourth order. The population and sample covariance matrices are denoted by
The population covariance matrix may be singular. Let K ⊂ R p and L ⊂ R q be closed convex cones defined by a finite or infinite number of linear inequality constrains. In this paper the maximum
is called the (sample) inequality-restricted canonical correlation. Our definition is an extension of that of Das and Sen [6] , [7] . Note that the maximumρ exists unless v Σ xx v = 0, ∀v ∈ K or w Σ yy w = 0, ∀w ∈ L. Obviously when K = R p and L = R q , (2.1) is reduced to the largest canonical correlation in the usual definition.
For the a × b contingency table, let x t ∈ R a and y t ∈ R b be a pair of independent random vectors consisting of zeros and ones such that
where δ denotes the Kronecker delta. Let
Thenρ in (2.1) is reduced toφ in (1.8).
In this paper we consider the distribution ofρ in (2.1) in the null case Σ xy = 0. In the context of the contingency table, this is equivalent to the independence model
xx be a p × p matrix satisfying Σ yy , where "+" denotes the Moore-Penrose generalized inverse. Then, by the assumption of the finiteness of the fourth cumulants and the central limit theorem, it is easy to show that
yy )
+ converges in distribution to R x ZR y as n goes to infinity, where Z = (z ij ) ∈ R p×q is a p × q random matrix such that each component z ij is an independent random variable distributed according to the standard normal distribution N (0, 1). The set of p × q real matrices is denoted by R p×q . Put
, where λ max (·) and λ min (·) are the maximum and nonzero minimum eigenvalues. Because 
2)
By continuity of the map
T n is shown to converge in distribution to
3) 
and Q being given in (2.5 ).
The following theorem shows that these distributions arise as the limiting null distributions of the likelihood ratio criteria for testing independence. We will prove this by virtue of the theory of Chernoff [5] , who discussed the asymptotic distribution of the likelihood ratio test statistic when the true parameter is on the boundary of the hypothesis parameter space (also see Self and Liang [31] 6) where
, and P and Q are arbitrary closed spherical convex regions, i.e., the intersection of the unit sphere and a closed convex cone. As we have seen above, this is a canonical form of the asymptotic distribution of the inequalityrestricted canonical correlation. Note that {v Zw | (v, w) ∈ P × Q} is a Gaussian random field of zero mean and unit variance with the index set P × Q, and that T is the maximum of this random field.
The tube method
where "⊗" denotes the Kronecker product. Then P ⊗ Q is a subset of the unit sphere S pq−1 in R pq . T in (2.6) can be rewritten as
where
is the lexicographically arranged vector of Z. For a given compact subset M ⊂ S n−1 , consider the maximum
is a canonical form of the Gaussian random field of zero mean and unit variance having a finite Karhunen-Loève expansion.
It is in general difficult to derive the distribution of the maximum (2.8). However, recently it has been recognized that under mild regularity conditions the asymptotic expansion of the upper tail probability P (max u∈M u z ≥ x) as x goes to infinity is expressed as a linear combination of upper probabilities of the χ 2 distributions with coefficients characterized by some geometric quantities of the index set M . This theory is called the tube method, originating from Hotelling [19] , Weyl [37] , and developed by Sun [33] , Takemura and Kuriki [34] , [35] , and Kuriki and Takemura [22] , [23] . In the following we give a brief summary of the tube method.
Define a geodesic distance between two points on the unit sphere S n−1 by the length of the great circle joining the two points:
The subset of S n−1 consisting of points with distances from M ⊂ S n−1 less than or equal to θ,
is called the tube around M with radius θ. We make assumptions on M :
Assumption 2.2 At each point
For the definition of the tangent cone, see page 771 of Takemura and Kuriki [35] . The spherical projection point of v ∈ M θ onto M , i.e., the point that attains the minimum min u∈M dist(u, v), is denoted by v M . Although the projection point v M is not necessarily determined uniquely, it is expected that for a sufficiently small θ > 0 each v ∈ M θ has the unique projection v M . The supremum θ c of such θ is called the critical radius of M . It can be proved that the assumptions of compactness and local convexity of M (Assumptions 2.1 and 2.2) ensure the positiveness of θ c . θ c can be evaluated by the following theorem, which is an extension of Proposition 4.3 of Johansen and Johnstone [20] . [35] , Lemma 2.1.) Let
Theorem 2.3 (Takemura and Kuriki
The (n − 1)-dimensional spherical volume of M θ is denoted by Vol(M θ ). Theorem 2.4 below gives a formula for the volume of the tube Vol(M θ ), which is essentially given in Naiman [25] , Theorem 3.3, or Takemura and Kuriki [34] , Theorem 2.4. To state the theorem, we provide some notation.
Let
where g ij is the (i, j)th element of the inverse matrix of (g ij ). Note that the volume element du and the eigenvalues of H(u, v) are independent of the choice of local coordinate system.
be the volume of the unit sphere. Now we are ready to state the theorem.
Theorem 2.4 Let N u (M ) be defined as in (2.9). For each
where du is the volume element of Because z/ z is distributed uniformly on the unit sphere S n−1 , it holds by definition that
Noting the independence of z/ z and z , we have
where we let cos 
whereḠ j (·) is the upper probability of the χ 2 distribution with j degrees of freedom. The resulting formula is not exact because the formula (2.11) is valid only for small θ. However, if x is large, then cos −1 (x/ z ) in the right hand side of (2.12) is small, and this formal method is expected to give an answer that is correct in some sense. In fact, according to the arguments in Sun [33] and Theorem 3.1 of Kuriki and Takemura [23] , the following result holds. 
Theorem 2.5 As x → ∞,
P max u∈M u z ≥ x = m d=0 d k=0 1 Ω d+1−k Ω n−d−1+k ∂M d du Nu(M )∩S n−1 dv tr k H(u, v) ×Ḡ d+1−k (x 2 ) + O(Ḡ n (x 2 (1 + tan 2 θ c ))),(2.
Volume of the tube and an approximation of the tail probability
Here we again consider the particular case of M = P ⊗ Q. We assume for a while that P and Q are spherical polyhedra, i.e., the intersections of polyhedral cones and unit spheres. Let E be (the relative interior of) an (e − 1)-dimensional face of P . Let F be (the relative interior of) an (f − 1)-dimensional face of Q. Then
is an (e − 1)(f − 1)-dimensional C 2 -manifold, forming one of the connected components of ∂M (e−1)(f −1) . Let v and w be relative interior points of E and F , respectively. Then v ⊗ w is a relative interior point of E ⊗ F , and the tangent cone of P ⊗ Q at v ⊗ w is given by
where S v (P ) ⊂ R p is the tangent cone of P at v, S w (Q) ⊂ R q is the tangent cone of Q at w, and "⊕" denotes the direct sum of vector spaces. Because both S v (P ) and S w (Q) are convex, so is S v⊗w (P ⊗ Q). We have seen that Assumptions 2.1 and 2.2 are fulfilled.
Therefore, the tail probability of the inequality-restricted canonical correlation can be obtained by evaluating the volume of the tube around P ⊗ Q ⊂ S pq−1 and its critical radius θ c , at least when P and Q are polyhedral. Indeed, we can reach results valid for non-polyhedral P and Q by considering approximating sequences of spherical polyhedra. The results are summarized as follows. The derivations are given in Section 4. 
, be coefficients defined similarly to w e (P ). Then as x → ∞, it remains true that
(e + 1)) Γ( 
The level probability P (l, k; n 1 , . . . , n k ), 1 ≤ l ≤ k, is defined to be the probability under The following theorem gives the critical radius of P ⊗ Q. Define the (spherical) diam-
A proof of Theorem 2.7 is given in Section 4. 
. Proof. The set P defined in (2.4) is the intersection of the unit sphere S p−1 and the convex cone generated by a − 1 edge vectors
Now we have determined the volume of tube and the critical radius of P ⊗ Q. We summarize below the results in three important cases.
Corollary 2.4
The tail probability P (T ≥ x) of T defined in Corollary 2.1 is given as (2.14) with w e (P ) in (2.16) ,
, and θ c = π/4. 
Corollary 2.5 The tail probability P (T ≥ x) of T defined in Corollary 2.2 is given as (2.14) with
with the coefficient c p,q,k given in (2.15) .
A numerical study to check the accuracy of the proposed approximation method is summarized in Figure 2 The left figure depicts the case where p = q = 2,
This corresponds to a 3 × 3 table with p i· ≡ 1/3, p ·j ≡ 1/3, with both row and column categories ordinal. The right figure depicts the case where p = 5, q = 2,
This corresponds to a 6×3 table with p i· ≡ 1/6, p ·j ≡ 1/3, with only the column categories ordinal.
In each case one can see that the approximations using the tube method are sufficiently close to the tail probabilities estimated by Monte Carlo simulations. Therefore the proposed formula is accurate enough in practice for calculating relevant p-values of tests.
An example of data analysis

Fitting order-restricted models
In this section a contingency table is analyzed as an example. This is a cross-classified table of job satisfaction by income given in Table 3 .1, which is cited from Agresti [1] , Table 2 .8. Everitt [11] 
We reanalyze the data using the order-restricted correspondence analysis and using the order-restricted RC association model. The results of the data analysis are summarized in Tables 3.2 and 3. 3. Before examining the results we discuss the method of estimating parameters under the order restrictions. In the following we consider the case where there are natural orderings in row and column categories only for purposes of explanation.
In both the correspondence analysis and the RC association model, the parameters φ, µ i and ν j can be estimated from collapsed tables. Let I = I 1 |I 2 | . . . be a partition of {1, 2, . . . , a} such that if i ∈ I k and i ∈ I k+1 then i < i . For example I = 12|3|456 is such a partition of {1, 2, 3, 4, 5, 6}. Let J = J 1 |J 2 | . . . be a partition of {1, 2, . . . , b} such that if j ∈ J l and j ∈ J l+1 then l < l . Given a pair of partitions (I, J ), define a collapsed table with the (k, l)th cell
Letφ,μ k andν l be the estimates of φ, µ k and ν l in the correspondence analysis (1.1) or in the RC association model (1.3) under the side condition (1.2) without order restriction.
Lemma 3.1 Letφ,μ i andν j be the estimates in the correspondence analysis (or the maximum likelihood estimates in the RC association model) with order restrictions based on the non-collapsed data. Then there exists a pair of partitions (I, J ) such that the estimates of the correspondence analysis (or the maximum likelihood estimates based on the RC association model, resp.) without order restriction based on the collapsed table
Lemma 3.1 for the RC association model is Lemma 4 of Ritov and Gilula [28] . The proof for correspondence analysis is parallel and omitted.
The desired order-restricted estimator can be obtained in principle by examining all the possible ways of collapsing. Here we must be careful about a particular partition I = 12 · · · a of {1, 2, . . . , a} corresponding to µ 1 = µ 2 = · · · = µ a . This is reduced to the independence model whenever J is. There are ( Therefore we can propose a procedure for examining (2 a−1 −1)×(2 b−1 −1)+1 possibilities by starting with the smallest pair (I, J ), I = 1|2| · · · |a, J = 1|2| · · · |b, and searching other possibilities in an ascending direction in the sense of the partial order " ".
This naive procedure seems unrealistic at first glance because the number of collapsed tables is of exponential order in a + b as a and b increase. However, without order restriction, not only the correspondence analysis but also the maximum likelihood estimation of the RC association model can be performed at small computational cost (Becker [3] ). According to preliminary numerical experiments, at least the case a = b = 10 is manageable by standard personal computers even when Rules 1 and 2 above are not applied.
Finally it should be noted that, once the maximum likelihood estimatesφ,μ i andν j in the order-restricted RC model are obtained, then the maximum likelihood estimates of cell probabilities can be obtained by the iterative proportional scaling (IPS) procedure. The algorithm is as follows.
Step 1. Setp ij = n ij /n, q ij := eφμ iνj as an initial value.
Step 2. Iterate the following:
Then the maximum likelihood estimates of cell probabilities are obtained as the limit in Step 2. The figures in parentheses in Table 3 .1 are expected frequencies under the order-restricted RC association model obtained by this procedure.
Results of data analysis
Now we return to the analysis of Table 3 .1. The estimates are summarized in Table 3 .2. The row labeled "CA" indicates the estimates by correspondence analysis, and the row labeled "RC" indicates the maximum likelihood estimates based on the RC association model. The additional label "(ordered)" indicates when the order restrictions were imposed. In Table 3 .2, it is evident thatν 1 =ν 2 =ν 3 in the correspondence analysis, whereasν 2 =ν 3 in the RC model approach.
The results of significance tests for independence are summarized in Table 3 .3. In the row labeled "CA" the statistic nφ 2 is used as a test statistic, whereφ is the largest canonical correlation under the order restrictions. In the row labeled "RC" the likelihood ratio tests for independence against the RC association model are applied. The additional label "(ordered)" again indicates the order restrictions. The p-values of the test statistics without order restriction are calculated using (2.18) of Corollary 2.6 with p = q = 3. The p-values of the test statistics with order restrictions were calculated by obtaining the level probabilities w e (P ), w f (Q) first, and then substituting them into (2.14) of Theorem 2. respectively. Becausep i· andp ·j are √ n-consistent estimators of p i· and p ·j , and w e (P ) and w f (Q) are differentiable with respect to p i· and p ·j , this method gives a √ n-consistent estimator of the p-value.
One finds that imposing the order restrictions makes the p-values much smaller. We can interpret this reduction in the p-values as a reflection of the improved power of the tests.
Proofs of the main results
The proof of Theorem 2.2
We begin by summarizing Chernoff's theory for the distributions of likelihood ratio criterion applied to the multinomial distribution. For simplicity, the statements below are written in terms of vector-valued (not matrix-valued) multinomial random variables.
. . , n, be an i.i.d. sequence of random vectors having all elements zero except one element one from a probability density
Let θ o ∈ Ω be the true value. For j = 0, 1, let ω j be a subset of Ω, and assume that both ω j s are locally compact and contain the true value θ o . Let
be the tangent space of Ω at θ o . Assume that, for j = 0, 1, ω j has the approximating cone (tangent cone in the sense of Definition 2 of Chernoff [5] or Definition 1 of Shapiro [32] 
is an accumulating point of ω, a closed cone S(ω) ⊂ T (Ω) exists, satisfying: (i) for any sequence y
(ii) for any sequence and 1 k = (1, . . . , 1) is a k × 1 vector consisting of ones. Proof. Under the assumptions that ω j s are locally compact and contain the true value, the MLEsθ n,j ∈ ω j under H j exist for n sufficiently large, and converge to θ o with probability one as n → ∞ (Berk [4] , Example 4). From this fact and the assumption of the existence of approximating cones, we can see that all of the assumptions of Theorem 1 of Chernoff [5] are fulfilled, and −2 log Λ n is proved to converge in distribution to
respectively, and the likelihood ratio test statistic for testing H
0 : θ ∈ ω 0 against H 1 : θ ∈ ω 1 , −2 log Λ n = −2{ n (θ n,0 ) − n (θ n,1 )}, converges in distribution to min θ∈S(ω 0 ) (z − θ) D(θ o ) −1 (z − θ) − min θ∈S(ω 1 ) (z − θ) D(θ o ) −1 (z − θ) (4.1) as n → ∞, where D(θ) = diag(θ i ) 1≤i≤k , z is a k × 1 random vector distributed as N k (0, V (θ o )) with V (θ) = D(θ) − D(θ)1 k 1 k D(θ),
Remark 4.1 A multinomial random vector y = (y
. It is easy to see that (4.1) and (4.2) have the same distribution.
In applying Chernoff's theory, one crucial step is to find the approximating cone of the parameter set. The following lemma gives a useful sufficient condition for the approximating cone.
Lemma 4.1 Suppose that there exist a neighborhood of U ⊂ Ω around θ
o , and
is the identity map. Then S is the approximating cone of ω at θ.
Proof. Write the inverse of ϕ as
Now we return to our problem of the a × b contingency table. We first treat the case of the RC model with both row and column variables ordinal.
The ambient parameter space is
which is of dimension ab − 1. The true parameter is denoted by (p
The null parameter space ω 0 is the set of (p ij ) ∈ Ω satisfying (1.3) with φ = 0. The alternative parameter space ω 1 is the set of (p ij ) ∈ Ω satisfying (1.3) with the order restriction (1.
.
Without loss of generality, we put the side conditions for the parameters in (1.3) as
It is easy to see that the map ϕ is one-to-one, ϕ(p o ij ) = 0, and its differential map dϕ at (p o ij ) is the identity map. Therefore, the approximating cone of ω 0 at p o ij is obtained as the cone generated by the set ϕ(ω 0 ) (the smallest cone containing the set ϕ(ω 0 )). Noting the side conditions (4.3), 
In the last equation we putα
Now we are ready to derive the limiting null distribution of the likelihood ratio statistic with the help of Theorem 4.1. Let Z be an a × b Gaussian random matrix with mean matrix M such that
and let
where P
, and · is the matrix norm. Then our required limiting distribution is expressed as
Note that M ∈ S(ω 1 ) is written as
with α = (α 1 , . . . , α a ) , β = (β 1 , . . . , β b ) , µ = (µ 1 , . . . , µ a ) , and ν = (ν 1 , . . . , ν b ) . Using the relations
The constraints of the maximization in (4.4) are
the distribution of the maximum maxμ ,ν (μ Z 1ν ) in (4.4) is shown to be reduced to the distribution of T in (2.6) with P , Q given in Corollary 2.1. The proof for the order restrictions (1.4) is completed. The proof for the order restrictions (1.5) is completely similar and is omitted.
The proof of Theorem 2.6
The proof is divided into four parts. In the first three sections (Sections 4.2.1-4.2.3) we prove the theorem when P and Q are polyhedral. Then, in Section 4.2.4, the results are extended to the non-polyhedral case by considering sequences of spherical polyhedra approximating P and Q. Throughout this section we denote by "⊕" the orthogonal direct sum.
Tangent cones and their duals
Let E be a face of the spherical polyhedron P of dimension e − 1, 0 ≤ e − 1 ≤ p − 1. Fix a relative interior point v of E. The tangent cone of P at v is given by
where T v (E) is the tangent space of E at v, and C v is a convex cone contained in the orthogonal compliment space
The dual cone of
Fix a relative interior point w of F . Define T w (F ) and
as above. Then the tangent cone of Q at w and its dual in R q are written as
P ⊗ Q is a disjoint union of smooth manifolds of the form of E ⊗ F . The tangent space of E ⊗ F at a relative interior point v ⊗ w is
which is of dimension e + f − 2.
Noting that for two points v 1 ⊗ w 1 ∈ P ⊗ Q and v ⊗ w ∈ E ⊗ F that are close to each other,
we see that the tangent cone of E ⊗ F at v ⊗ w is
The dual cone is given by
This is of dimension
The second fundamental form
Let v = v(t) ∈ E, t = (t i ) 1≤i≤e−1 , be a local coordinate system of E, and let w = w(u) ∈ F , u = (u i ) 1≤i≤f −1 , be a local coordinate system of F . Then v(t) ⊗ w(u) gives a local coordinate system of E ⊗ F around the relative interior point v ⊗ w.
of E ⊗ F is an (e + f − 2) × (e + f − 2) block diagonal matrix. This implies that the volume element of E ⊗ F at v ⊗ w is dv dw, where dv is the volume element of E at v, and dw is the volume element of F at w. The second derivatives of v(t) ⊗ w(u) are written as an (e + f − 2) × (e + f − 2) matrix with elements p × q matrices
, and letw b , 1 ≤ b ≤ q − f , be a basis of N w (F ). Consider inner products of the elements of (4.8) and the elements of N v⊗w (P ⊗Q). Note that the bases of N v⊗w (P ⊗ Q) are v i ⊗ w j , v i ⊗w a ,ṽ a ⊗ w i ,ṽ a ⊗w b ,ṽ a ⊗ w, and v ⊗w a (see (4.5) ). Here it is true by definition that v v i = 0, v ṽ a = 0, v iṽ a = 0, and w w i = 0, w w a = 0, w iw a = 0. Because P is a spherical polyhedron, T v (E) ⊕ span{v} becomes the linear hull of E, which is invariant with respect to a choice of the relative interior point v ∈ E. Then N v (E) is independent of v, and hence we can choose the bases v a =ṽ a (t) independent of t. Therefore
Similarly w ijw a = 0. Only the inner products of the form wherer is an element orthogonal to
Then the inner product of elements of (4.8) and r in (4.9) is
Therefore the second fundamental form of E ⊗ F at v ⊗ w with respect to the normal direction r in (4.9) is
Evaluation of integrals
Finally we evaluate the integral (2.13). In (2.13) we consider E ⊗ F instead of ∂M d with d = e + f − 2. The contribution of the integral with respect to E ⊗ F is
(4.10) We begin by evaluating the integral s∈E⊗F ds = Vol(E ⊗ F ).
As we have seen, the volume element of E ⊗ F at v ⊗ w is the product measure of the volume elements dv and dw at v ∈ E and w ∈ F . Hence if either P or Q is not symmetric with respect to the origin, then the map (v, w) (∈ P ×Q) → v⊗w (∈ P ⊗Q) is one-to-one, and hence
are internal angles. When both P and Q are symmetric with respect to the origin, then the map (v, w) → v ⊗ w is two-to-one, and a multiplier 1/2 is required in the middle and right hand sides of (4.11).
Next we consider the integral
As in Kuriki and Takemura [23] , we evaluate this by taking expectations with respect to normal random variables. Assume that t ∈ R pq is distributed uniformly on the (pq−e−f )-dimensional unit sphere restricted in the linear hull lin(N s (P ⊗ Q)) (see (4.6) ). The density of t is dt/Ω pq−e−f +1 , where dt is the volume element of lin(N s (P ⊗Q))∩S pq−1 at t. Assume that y 2 is a random variable distributed as χ 2 pq−e−f +1 independent of t. Then y × t has a multivariate standard normal distribution restricted in the linear subspace lin(N s (P ⊗ Q)). Therefore 12) where I(·) is the indicator function. We used
,
are external angles. Let R = (r ij ) be an (e − 1) × (f − 1) random matrix such that all elements r ij s are independent standard normal random variables. Then
for k odd (4.14)
(Kuriki and Takemura [23] ). Combining (4.11)-(4.14), the contribution (4.10) of E ⊗ F becomes
even
Summing (4.15) over 0 ≤ e ≤ p and 0 ≤ f ≤ q, and noting that
(Takemura and Kuriki [34] ), we obtain the expression (2.14).
Approximation by sequences of spherical polyhedra
Finally we prove that (2.14) still holds when P and Q are non-polyhedral. Define a distance between two subsets
This is the Hausdorff distance in R n between cone(M i ) ∩ B n , i = 1, 2, where cone(M i ) is the smallest cone containing M i , and B n is the unit ball in R n (Takemura and Kuriki [34] ). The following theorem states the continuity of the volume of the tube with respect to the distance δ(·, ·). This is a spherical version of Theorems 5.6 and 5.9 of Federer [12] . The proof is parallel to that of Federer [12] and is omitted.
Therefore the orthogonal projection of Z onto N vw (P Q) is given by
Here the second term in the right hand side of (4.16) above is rewritten as 17) because for x ∈ N v (P ),
( · appearing in the second term of the right hand side means the norm for vectors. The other · s mean the norms for matrices.) Similarly the third term in the right hand side of (4. We evaluate the infimum in (4.19) by examining the cases ρ > 0 and ρ ≤ 0 separately.
The case ρ > 0. Because P (ρṽ − v | N v (P )) = 0, the argument of the infimum in (4.19) becomes (1 − τ ρ)
The infimum of this is one, which is attained as |τ − ρ| → 0 with τ, ρ = 1. (Lemma 4.5 of Kuriki and Takemura [23] ). Hence if a sequenceṽ w → v w > 0 withṽ = v,w = w exists, then the infimum is attained. This is possible when dim P ≥ 1 and dim Q ≥ 1. The case ρ ≤ 0. Because N v (P ) ⊂ span{v} ⊥ , In the following we see that the equality in (4.21) holds. Let v,ṽ ∈ P be a pair of points such that cos −1 (ṽ v) = φ(P ). Let w,w ∈ Q be a pair of points such that cos −1 (w w) = φ(Q). Then τ = cos φ(P ) < 0, ρ = cos φ(Q) < 0. Here we claim that
Assume that ρ(ṽ − τ v) ∈ N v (P ). Because ρ < 0 and N v (P ) = S v (cone(P )) * , u ∈ cone(P ) exists such that (ṽ − τ v) u < 0. Because cone(P ) is convex, This contradicts the assumption that cos −1 (ṽ v) = φ(P ).
Therefore, we have
and P (τw − w | N w (Q)) = τ (w − ρw). Substituting them into the argument of the infimum in (4.18), we see that the lower bound in (4.21) is really attained. 
