Velocity profile measurements at high spatial and temporal resolution are required for the detailed study of solute and momentum transfer close to the sediment-water interface. Still, not many devices allow such measurements in natural systems. Recently, a bistatic acoustic current profiler has become commercially available that allows the recording of profiles at down to 1-mm resolution with a maximum frequency of 100 Hz and a profile length of 3.5 cm. This study tested the ability to characterize the turbulent flow of this profiler in a laboratory flume and in a run of the river reservoir. The tests showed that average velocities were reliably measured in the upper 2.5 cm, while the flow statistics were affected by Doppler noise and signal decorrelation. The latter is caused by the decreasing overlap between the individual beam signals. Doppler noise can be estimated and accounted for by established correction procedures, but currently there is no method to quantify the influence of signal decorrelation. Both error sources mainly affect the measured variances of the velocities, while the Reynolds stresses are reliable as long as there is no interference with the solid bottom. In the field application, most problems arise because of the necessity of coordinate system rotation, since a perfect alignment of the profiler with the current is not possible. Also, because of the coordinate system rotation, the Reynolds stresses become contaminated by noise, which can be removed by low-pass filtering. Still, this filtering results in loss of the turbulent signal, which was estimated in this study to be between 2% and 10%.
Introduction
The interaction between the solid boundary with the flowing, supernatant water at the sediment-water interface (SWI) is the main driver of turbulent transport and mixing in the bottom boundary layer (BBL) of many aquatic systems like coastal zones and lakes (Boudreau and Jorgensen 2001; Wuest and Lorke 2003) . The bottom shear stress resulting from this interaction is the main source of turbulence that drives the dispersion of solutes and particles, as well as sediment erosion and deposition (Brand et al. 2015; Wuest and Lorke 2003) . In shallow systems like estuaries, turbulence is generated by bottom shear and periodically affects even the whole water column (Stacey and Ralston 2005) . In lakes, about 90% of the kinetic energy input is dissipated by bottom shear-generated turbulence (Wuest et al. 2000) . The resulting turbulent transport in the BBL is a more efficient mechanism for vertical transport than mixing in the relatively quiet lake interior of small-to medium-size lakes (Goudsmit et al. 1997) .
In the close vicinity of the SWI, turbulence is dampened and transfer processes are increasingly dominated by molecular forces (Dade et al. 2001) . The region where viscosity dominates momentum transfer is generally referred to as the viscous boundary layer (VBL) and the region where solute and heat transfer is dominated by diffusion is called the diffusive boundary layer (DBL) (Dade et al. 2001; Lorke et al. 2003) . In systems with highly reactive sediments, the DBL may provide a bottleneck for the solute supply, especially for oxygen (Jorgensen and Marais 1990) . In this case, an increase of the DBL thickness will result in a lower oxygen flux, which in turn influences the mineralization rate and the overall redox cycling in the sediments (Brand et al. 2009; Bryant et al. 2010; Glud et al. 2007 ).
Numerous studies have been conducted in order to investigate the dynamics of the DBL in the field and in the laboratory (e.g., Bryant et al. 2010; Lorke et al. 2003; Roy et al. 2004; Steinberger and Hondzo 1999) . To investigate the physical properties of the DBL, oxygen sensors with a tip size of less than 100 mm are used to record oxygen profiles that allow the quantification of the DBL thickness and the observation of intermittently occurring burst events (Glud et al. 1994; O'Connor and Hondzo 2008) .
In contrast, significantly fewer studies have been reported for the study of the VBL, especially in natural systems. The first observation of the VBL in a natural system was made by Caldwell and Chriss (1979) on the Oregon continental shelf based on stepwise profiling with hot-wire anemometers. Since these sensors induce a buoyancy-driven current, they are not suitable for the measurement of low-flow velocities. In low-flow environments, sensors that rely on the measurement of a tracer gas sphere around a transducer, which changes its extension with changing fluid flow, can be used (Brand et al. 2007 ).
The major disadvantage of hot-wire anemometers and tracer gas-based flow sensors is their inability to give any directional information about the water flow, which makes it impossible to determine the main current direction without additional devices and to distinguish between sweep and eject motions to and away from the sediment (Brand et al. 2007 ). In addition, profiling based on subsequent recording of single-point measurements is quite time intensive. To capture all relevant time scales of turbulent fluid flow, it can be necessary to measure at one position over several minutes (e.g., Brand et al. 2008; Lorrai et al. 2010) . The resulting long time span necessary to record a full profile is especially problematic in highly dynamic systems like seiche-driven lakes or tidally driven systems with highly variable flow. On the other hand, fast profiling in turbulent systems results in distorted profiles that do not allow a reliable analysis of the time-averaged flow profile and its statistical properties.
A novel acoustic Doppler profiler (Vectrino profiler, Nortek) has become recently available that seems to be a promising tool to overcome the shortcomings of the single-point-and tracer-based profiling methods. In this manuscript we present an investigation of the potential of this profiler for high-resolution fluid flow measurements in the close vicinity of the sedimentwater interface. The assessment involved three steps: First, we compared the results provided from the Vectrino profiler with the profiles recorded with a standard acoustic Doppler velocimeter (ADV) in a laboratory flume in order to assess the general accuracy of the mean velocity values and flow statistics in the water column. To test the ability of the profiler to resolve the zone at the SWI, we conducted measurements with the Vectrino profiler at the bottom of the flume at various flow rates. Finally, we assessed the applicability of the profiler for in situ measurements in a natural run of the river reservoir.
Materials and methods

a. Vectrino profiler
The Vectrino profiler is a bistatic pulse coherent Doppler profiler. It consists of one transducer with an emission frequency of 10 MHz that is surrounded by four receivers. The exact dimensions are shown in Fig. 1 .The instrument provides four velocity values. Ideally, the horizontal u component and one vertical component w 1 are calculated from the signal provided by the receivers 1 and 3, respectively; the horizontal y component and a second vertical component w 2 are provided by the receivers 2 and 4, respectively. In reality, the signals of all receivers are contained in each Cartesian velocity component, since it is not possible to produce a perfectly symmetric sensor head. The calibration procedure identifies a transformation matrix for each depth segment, which reproduces the applied velocities in the tow tank using all four beam velocities (A. Lohrmann 2015, personal communication) . Still, there is only a minor contribution of receivers 1 and 3 to y and w 2 , respectively, and of receivers 2a n d4t ou and w 1 . The device allows the recording of velocity profiles over a 3.5-cm range, which is located at a distance between 4 and 7.5 cm from the emitter. The vertical spatial resolution of each measuring bin can be adjustedbetween1and4mm.Thevelocitysamplingratecan be chosen between 1 and 100 Hz. The profiler allows for monitoring of the vertical distance from the solid bottom at a resolution between 1 and 4 mm at a frequency between 1 and 10 Hz. Both values can be specified by the user. For this, the bottom echo of acoustic pulses is recorded by the central transmitter, which can also act as a receiver. The point of maximum echo intensity is identified as the position of the rigid surface. Instrument control and data acquisition are performed by the Vectrino profiler software running on an external computer. For further details on the working principle of the Vectrino profiler, see Craig et al. (2011) .
b. Flume experiments
Laboratory tests were performed in a 30-m-long and 60-cm-wide flume. The bottom of the flume and the walls consisted of acrylic glass, allowing for the generation of hydraulically smooth channel flow. The profiler was mounted 20 m from the upper inlet in order to ensure fully developed flow conditions. ADV seeding material (Nortek) was added to the water until a maximum signal-to-noise ratio (SNR) of 35 dB was reached. Two different approaches were used to test the applicability of the profiler for measurements in turbulent boundary layers (Table 1) . 1) For the first test, overlapping 3.5-cm-long profiles were recorded with the profiler throughout the whole water column in 5-mm steps. This recording of overlapping profiles (oversampling) allowed us to identify systematic deviations of individual sections of single recorded profiles. In addition, the resulting profiles of Reynolds stress, variances of horizontal velocity components, and time-averaged horizontal velocities were compared to the values provided by a standard ADV. The comparison measurements were made using a 16-MHz MicroADV (Sontek) with a sampling volume of 4-mm diameter and 4.5-mm height at a sampling frequency of 50 Hz. To minimize interference by cross talk between both instruments and disturbance of the flow field by wake formation, the profiles were recorded separately. All profiles were recorded with a sampling frequency of 50 Hz over at least 100 s.
2) To investigate the potential of the profiler to resolve currents directly at the SWI, the profiler was positioned such that less than 2.5 cm of the recorded profile were above the SWI. Water levels were adjusted between 14 and 17 cm in order to minimize the influence by the walls and secondary currents while still allowing us to submerge the profiler. Measurements close to the SWI were conducted at various flow velocities, resulting in a range of bottom shear stresses. In addition, the profiler was set to different velocity range settings (see Table 1 for more details on the experimental conditions).
c. Field study
The field test was performed in Lake Wohlen, near Berne, Switzerland, a run of the river hydropower reservoir with a mean depth of 10 m and a surface area of approximately 2.5 km 2 (DelSontro et al. 2010) . The sediments of Lake Wohlen consist of silty grains with a median size of 8-80 mm ( Sobek et al. 2012 ). Measurements were performed at a field site with 3.5-m water depth and an average velocity of 0.35 m s 21 in 10-cm elevation above the SWI. In addition to the profiler, an ADV (Vector, Nortek) was installed at 10-cm elevation above the bed that 
was continuously monitoring at a sampling frequency of 32 Hz, a velocity range of 0.8 m s
21
, and a vertical sampling volume size of 14.9 mm. The ADV was also used to measure the pitch, roll, and orientation of the instrument setup, since the profiler is lacking compass and tilt sensors. The Vectrino profiler and the ADV were aligned such that their Cartesian coordinate systems were identical.
For the deployment of the profiler and the ADV, we used a custom-made lander system (KC Denmark) consisting of a step motor, which allows a vertical positioning of the profiler with 0.1-mm precision. The lander was deployed in the lake such that the flow was not disturbed by the lander frame and that the u component of the velocimeters was directed in the along-stream direction.
d. Data processing
1) GENERAL ADV DATA PROCESSING
All data processing was performed using MATLAB scripts. Before further processing, ADV data were despiked using the phase-space thresholding method of Goring and Nikora (2002) . Since perfect alignment of the measurement setup with the flow in the field is not possible, the velocity data recorded at Lake Wohlen were rotated into the main current direction and the instrument tilt was corrected such that the average vertical velocity hwi was 0 (natural wind coordinates; Lee et al. 2004) .
Power spectral densities of the individual velocity components and the cospectra for the Reynolds stress 2hu 0 w 0 i were computed using Welch's method (Welch 1967) . Note that we use u 0 , y 0 ,andw 0 to denote the velocity fluctuations around the mean velocity in the x, y,a n dz directions, respectively. As a part of data treatment in the field study, a posteriori data filtering was performed using a low-pass equiripple filter with a stopband attenuation of 60 dB. Different pass and stopband frequencies were used depending on the frequency range of the noise contamination.
2) NOISE ASSESSMENT AND CORRECTION
To assess the influence of noise contamination on the variances of the different velocity components hu 0 2 j i, hy 0 2 j i, and hw 0 2 j i (where j denotes the index of the measurement cell), we used the correction method of Hurther and Lemmin (2001) . This method makes use of the ability of the four-beam ADV to provide two vertical velocities, w 1,j and w 2,j . In short, the correction is based on the decomposition of the measured variance of the velocities into the real hydrodynamic fluctuations and a noise term; that is, for the u and w components in the jth cell, we can write 
Equation (2) 
3) FITTING OF HORIZONTAL FLOW VELOCITY
PROFILES
For measurements close to the SWI, average flow profiles were compared to the analytical solutions for hydraulically smooth flow inside and outside the viscous boundary layer (e.g., Chriss and Caldwell 1984) . The horizontal flow profile outside the viscous boundary layer can be written as
where u * is the bottom shear velocity, k is the von Kármánco ns ta n t,y is the kinematic viscosity of water,d is the thickness of the viscous boundary layer, and z is the elevation above the SWI,
where a is an empirical constant that is commonly assumed to be around 11 , but it may vary significantly, especially in natural systems with deformable sediments and local changes in surface roughness (Chriss and Caldwell 1984) . Inside the viscous boundary layer, the velocity profile is linear,
A profile composed of the solutions for the inside and outside of the viscous boundary layer based on Eqs. (3) and (5) was adjusted to reproduce the observations by the profiler by adjusting a, u * , and the position of the SWI.
4) COMPARISON WITH FLOW STATISTICS FOR OPEN CHANNEL FLOW
Horizontal and vertical fluctuations and Reynolds stresses in the flume experiments close to the SWI were compared to the expressions suggested by Nezu and Rodi (1986) and Voulgaris and Trowbridge (1998) :
where h is the water elevation; and D u , D w , l u , and l w are empirical constants with values of 2.26, 1.23, 0.88, and 0.67, respectively.
Results
a. Flume experiments
1) COMPARISON BETWEEN ADV AND PROFILER
In general, horizontal velocities and Reynolds stresses obtained by the ADV and the profiler agree reasonably well (Figs. 2b, d) , while the variance of the along-stream velocity is mainly overestimated by most of the data points provided by the profiler (Fig. 2c ). In addition, values recorded by the profiler seem to be scattered around 8 cm and below 2-cm elevation. Similarly, there is an increase in variance of the horizontal velocity component recorded by the ADV between 6-and 8-cm elevation. This scattering is most likely due to the existence of blind spots, which are generated when the bottom echo of a previous ping interferes with the actual signal. The profiles shown in Fig. 2 were recorded with a velocity range of 0.4 m s
21
. A higher velocity range of 0.7 m s 21 turned out to be more susceptible to the existence of blind spots (data not shown).
The difference in velocity of approximately 0.3 cm s
in the raw along-stream velocity data ( Fig. 2a ) was caused by a water leakage of the flume that resulted in a loss in water elevation at a rate of 4 3 10 25 ms 21 .T o avoid an interference between the ADV and the profiler, it was necessary to record profiles subsequently, which resulted in the discrepancy of the horizontal flow velocities between the ADV and the profiler. Since the pump of the flume provided a constant flow rate, we were able to correct the velocity data using the continuity equation; that is, u j,t50 5 u j,t h t50 /h t , where u j,t50 is the corrected horizontal velocity, u j,t is the velocity measured at time t,andh t50 and h t are the corresponding water elevations at the start of the measurement and at t, respectively. The corrected velocity profiles are in good agreement with each other (Fig. 2b) . The observed horizontal velocity profiles can be described accurately by Eq. (3) with a 5 11.5 and u * 5 1.30 cm s 21 (Fig. 2b) . The Reynolds stresses obtained by both methods are in good agreement without any correction (Fig. 2d ). An extrapolation of the Reynolds stress to the bottom of the flume resulted in a value of 1.5 3 10 24 m 2 s 22 , which corresponds to u * 5 1.20 cm s 21 and is in very good agreement with the value obtained by fitting Eq. (3) ( Table 1) .
While Reynolds stresses measured by both devices agreed well with each other, there is a deviation for the variance of the streamwise velocity fluctuations that can be attributed to a systematic deviation of individual profiles (Figs. 2c, 3b) . The variance of the cross-stream velocity follows the same pattern (data not shown). The variance determined by the ADV is only in good agreement with the minimum of the values determined by the profiler. The individual profiles of the variances are parabola shaped with a minimum in the upper half of the profile, suggesting that the data quality varies along the profile (Figs. 2c, 3b) . The data of an individual profile between 0.08-and 0.112-m elevation are shown in Fig. 3 . The horizontal velocity appears to be in good agreement with the oversampled profile (gray dots) between 0.112 and 0.09 m, while the deviations below 0.09 m are not related to the fluid flow (Fig. 3a) . Reynolds stresses were calculated using both vertical velocity components (Fig. 3c) . Both values are in good agreement above 0.09 m and discrepancies were observed below this elevation. The term 2hu 0 w 0 1 i follows the expected linear increase of Reynolds stress also below 0.09 m, while 2hu 0 w 0 2 i exhibits a deviation from the expected linear increase. The deviation of the average flow profile and the profile of 2hu 0 w 0 2 i coincides with the deviation of correlation of beam 3 from the correlation of the other beams. In addition, the signal-tonoise ratio is below 20 dB, which is the recommended minimum value for good signal quality (E. Bondevik, Nortek, 2015, personal communication).
2) NOISE ASSESSMENT
To assess the noise that contaminates the variances of the horizontal flow velocity, we investigated the i exhibits a maximum at 0.1 m and decreases above and below this position. The decrease in the variance and the covariance of w 1 and w 2 with increasing distance from the maximum can be explained by the decreasing overlap between the receivers 1 and 3 and receivers 2 and 4, which leads to a loss in correlation between the beam signal and consequently to an underestimation of the true variance. We discuss this issue in more detail in section 4b.
There is also a discrepancy in the values of hw The correction following Hurther and Lemmin (2001) leads to a significant reduction of the instrument noise, especially in the region below 0.09 cm. However, there is still a slight curvature in the parabola-shaped profile, which may be due to either signal decorrelation, which results in an increase in variance for the horizontal fluctuations (see also section 4b) or noise, which could not be compensated for by the noise removal method. The variance profiles of the individual beam velocities (Fig. 4b) suggest that noise levels at beam 1 and beam 3 are different. This implies that the noise removal method, which relies on equal noise between both beams, does not remove noise completely in our case.
The change in signal quality is also reflected in the signal-to-noise ratio, which was around 30 dB at 0.095-cm elevation and decreased below 15 dB at the lower end of the measurement volume (Fig. 3e) . A maximum in the signal-to-noise ratio was observed between 0.1 and 0.107 m. Correlation values were always above 80% for all beams and all values are almost identical above 0.09 m. The strongest deviations between Reynolds stresses, the main current flow velocity, and vertical fluctuations were observed below 0.09 m. This is exactly the point where the correlation of beam 3 starts to deviate from the values of the other beams (Fig. 3f) .
To investigate the nature of the noise, we analyzed power spectral densities (PSD) and cospectra of the Reynolds stress at three different locations of the profile (Fig. 5) . Bin 11 was at the location where we expect the best data quality based on the time-averaged flow statistics and the signal-to-noise ratio, bin 5 was 6 mm above, and bin 25 was 14 mm (Fig. 3a) . The PSD of the along-stream velocity at bin 11 follows the inertial dissipation range between 0.3 and 10 Hz and levels off into a white noise spectrum with a noise floor of 1 3 10 26 m 2 s
21
, while the spectra of bin 5 deviate from the inertial dissipation spectrum at 3 Hz (Fig. 5a ). The PSD of bin 25 shows the strongest noise contamination starting from 2 Hz and a noise floor of 3 3 10 25 m 2 s
. As it becomes evident for the integrated power spectra (Fig. 5d ), noise at high frequencies constitutes the main source for the positive deviation of hu 0 2 i from the expected values with increasing distance from the optimal measurement spot. The spectra of the vertical fluctuations show significantly less noise contamination with a noise floor of 4 3 10 27 m 2 s 21 starting at a frequency of 8 Hz for bin 25. This lower noise level in the z component is due to the configuration of the beams and the transformation of the beam velocities to vertical velocities (Voulgaris and Trowbridge 1998) . The integrated cospectra of the Reynolds stresses 2hu 0 w 0 1 i are not severely affected by instrument noise (Fig. 5c) , which is consistent with the theoretical consideration that Reynolds stresses are not affected by noise (Blanckaert and Lemmin 2006; Hurther and Lemmin 2001) .
3) PROFILE MEASUREMENTS CLOSE TO THE SWI Similar deviations like those found in the water column measurements due to noise contamination and signal decorrelation were also observed in the profiles of velocity variances close to the SWI (Figs. 6b,d ). While uncorrected data suggest an increase in variance of the horizontal velocity toward the SWI due to an increase in noise, corrected data show a decrease in variance starting from 0.01 m above the surface toward the SWI, while no pronounced minimum is observed in the data above this elevation (Fig. 6b) . Similar to the results in the upper water column (Fig. 3d) , a decrease in variance of the vertical velocities is observed independently from the calculation method (Fig. 6d) , which means that the effect of signal decorrelation is stronger than noise. Still, part of the decrease below 0.012 m is due to the decrease of true velocity fluctuations, which are expected to be close to zero at the SWI.
Reynolds stresses calculated using both vertical velocity components are in good agreement between 0.011-and 0.016-m elevation but deviate strongly above and below this zone. While 2hu (Fig. 6c) . Still, this dampening, even though expected theoretically in the close vicinity o ft h ew a t e rc o l u m nm a yb ep a r t l yc a u s e db ys i g n a l decorrelation. The outlying value of 6.4 3 10 25 m 2 s 22 at 0.002-m elevation of 2hu 0 w 0 1 i cannot be explained physically and is most likely caused by bottom interference.
The logarithmic part of the along-stream velocity profile can be well described by fitting Eq. (3) using a 5 20 and u * 5 0.625 cm s 21 , which corresponds to 3.9 3 10 25 m 2 s 22 (Fig. 6a) . This is in good agreement with the maximum value determined by calculating 2hu 0 w 0 i of 4.75 3 10 25 m 2 s 22 . The linear part of the average velocity profile is slightly steeper than theoretically expected in the viscous boundary layer. This may be due to the interference of the bottom echo close to the SWI, which is also reflected in the signal-to-noise ratio (Fig. 6e) . Close to the bottom, the signal-to-noise ratio is increasing significantly from 18 dB (2 mm above the SWI) to 55 dB (at the SWI), which reveals that the bottom echo influences the measurements in the first 2 mm above the boundary. The last elevation with a significant influence also coincides with a decrease in correlation in beams 1 and 3 (Fig. 6f) .
To investigate the problem of signal decorrelation and noise contamination further, we recorded several profiles at the same water elevation and decreasing bottom shear stress (see data on the experimental conditions in Table 1 ). We found that vertical and horizontal fluctuation measurements and Reynolds stresses could be scaled by u * and u * 2 (Figs. 7a-d) . The theoretical predictions for the vertical fluctuations and the Reynolds stress are in good agreement with the scaled values at bin 11 at 1.1-cm elevation. The measured value and the theoretical prediction for hw 0 2 i 1/2 u 21 * are 0.0108 and 0.011, respectively, and for hu 0 w 0 2 iu 22 * they are 0.99 and 1, respectively. Still, both profiles show a much stronger decrease than predicted in theory. One of the reasons for this may be the loss in correlation due to the decreasing overlap of the beams. In contrast, the noise-corrected fluctuations of the along-stream velocity follow the theoretical prediction perfectly well starting from 1-cm elevation (Fig. 7b) , and the Reynolds stress calculated by hu 0 w 0 1 iu 22 * (Fig. 7c) . Similarly to the data shown in Fig. 6 * decrease stronger with distance from bin 11 below the bin than above the bin, indicating that most of the decrease toward the SWI is also due to the decrease in turbulence and not only due to signal decorrelation (Figs. 7a,c) . For similar channel flows comparable to our experiments with free-flow velocities between 6.7 and 14.9 cm s 21 , Dombroski and Crimaldi (2007) found that the maxima of hw 02 i, hu 02 i,a n d2hu 0 w 0 i were located at z 1 5 zu * /y values of 80, 20, and 50, respectively. In our experiments, only the experiments for SWI scaling4and5 (Table 1) conducted at free-flow velocities of 16 and 8 cm s 21 were similar to their conditions. In these experiments, we found similar values of the position of the maximum above the SWI at z 1 values of 61 6 12, 43 6 2, and 53 6 1f o rhw 02 i, hu 02 i,a n d 2hu 0 w 0 i, respectively. We also found that the noise identified by the method following Hurther and Lemmin (2001) also scales with u * 2 , which indicates that most of the noise is due to problems in resolving the particle movements in the measurement volume and not due to internal noise sources in the instrument. We will discuss this aspect in more detail in section 4a. Another aspect that is important to note is the loss in signal quality of the measurements shown in Fig. 7 below 0.7 cm, indicated by the decrease in correlation in beams 1 and 3 (Fig. 7f) . This loss mainly affects the Reynolds stress calculated as hu 0 w 0 1 i and hu 02 i 1/2 , which is not surprising, since all velocities for these calculations are based on data provided by the beam systems 1 and 3. Still, it must be emphasized that the loss in data quality is not related to the occurrence of Doppler noise, as it becomes evident in Figs. 6b, 7e. The loss in data quality is not observed in the data shown in Fig. 6 . The only difference between both measurements was the velocity setting (Table 1) . While the data shown in Fig. 6 were recorded with a range setting of 0.4 m s
, the data shown in Fig. 7 were recorded using a velocity range of 0.7 m s
. The decrease in data quality is likely caused by the interference of bottom echoes with the measurement signal. Also, Fig. 8 reveals that the proximity of the bottom had no influence on the Doppler noise determined by the Hurther and Lemmin (2001) method. The profiles of noise in the along-stream direction in the water column and close to the bottom are almost identical when they are scaled. The scaling is necessary due to the variable flow conditions during both measurements.
b. Field experiments
The along-stream velocity profile recorded in Lake Wohlen also reflects the typical structure with a logarithmic layer on top of a viscous boundary layer (Fig. 9a) . The highest signal-to-noise ratio (SNR) in the water column is observed at 0.007-m elevation at bin 11, while the SNR maximum of the bottom is located 0.003 m below the SWI, indicated by the horizontal flow velocity profile (Fig. 9b) . The low location ofthemaximummaybeduetothechangeinsediment density of the soft sediment. The beginning of the maximum beam correlations of 97%, which is also indicative for the SWI, starts at 1 mm for beam 2 and at 21 mm for all other beams (Fig. 9c) . This difference is most likely due to the instrument tilt and the existence of surface inhomogeneity, which cannot be avoided when measurements are performed in natural systems. In our case the instrument tilt was 68,w h i l e the u velocity direction was almost perfectly aligned with the along-stream velocity. This alignment allowed us to compare low-pass filtering with the correction following Hurther and Lemmin (2001) for analyzing the along-stream velocity fluctuations (Fig. 10b) , since rotated and nonrotated along-stream velocity fluctuations are almost identical (red symbols in Fig. 10b ) and contain the same noise contribution. The filtering method described by Hurther and Lemmin (2001) is only applicable to nonrotated data. Since it is impossible to align the profiler perfectly in the field, coordinate system rotation or at least tilt correction is required in most cases. This increases the error in Reynolds stress calculations, since a part of the noise contained in the horizontal flow components is introduced into the vertical flow component by the rotation, which results in a stronger noise contribution when the Reynolds stress is computed (Fig. 11) . Depending on the position and tilt of the profiler, the error can result in a positive or a negative contribution. The integrated cospectrum of the rotated, unfiltered data in bin 5 shows a positive contribution to hu 0 w 0 i in the highfrequency range between 5 and 16 Hz, while bin 11 does not reveal such a contribution and decreases as expected (Fig. 11b) . The increasing value due to noise at the high frequencies results in an underestimation of the Reynolds stress. This also explains the unexpected decrease in Reynolds stress starting from 0.005 m from the bottom (Fig. 10a) . After filtering the Reynolds stress increases steadily up to 0.01 m and remains constant above at a value of 1.4 3 10 24 m 2 s 22 (Fig. 10a) , which corresponds to a shear velocity of u * 5 1.2 cm s
21
. This shear velocity value is in good agreement with the shear velocity used to fit the average velocity profile (u * 5 1.0 cm s 21 and a 5 20) and with the value determined using the ADV in 0.1-m elevation (u * 5 1.3 cm s 21 ) (Table 1) . Still, filtering results in a loss of turbulent signal. To estimate this loss, we assessed the relative contribution of frequencies below 4.7 Hz to the shear before the coordinate system rotation. At bin 11 this contribution was 20.22 3 10 24 m 2 s
22
, which corresponds to 9.5% of the total hu 0 w 0 i,a n d20.06 3 10 24 m 2 s 22 at bin 5, which corresponds to 2.5% of the total signal. Similar values were observed for bin 11 after coordinate system rotation (21.24 3 10 24 m 2 s 22 or 9%). The use of a filter was almost as efficient in removing high-frequency contamination for the calculation of variance of the alongstream velocity after coordinate system rotation as the Hurther and Lemmin (2001) method down to 0.003 m above the SWI (Fig. 10b) . Still, this efficiency depends on the flow properties and needs to be tested on a caseby-case basis.
Discussion
a. Occurrence of the parabola-shaped noise profile
One of the most prominent features of our tests is the occurrence of a parabola-shaped noise profile for all our measurements that contaminates the variances of the velocity components. The minimum of the noise profile coincides with the maximum signal-to-noise ratio of the different beams close to the uppermost 1 cm of the profile and noise increases above and below this location. In general, three sources of noise are discussed for bistatic acoustic velocimeters (see, e.g., Khorsandi et al. 2012; Voulgaris and Trowbridge 1998) : 1) the error due to the ability of the device to resolve the phase shift, 2) the Doppler noise due to random scatter motions in the sampling volume, and 3) the error due to the velocity gradient across the sampling volume. Error 1 depends only on the sound pulse properties and the timing between measurements and is expected to be independent of the location of the sampling volume and thus constant throughout the velocity profile. Error 3 is expected to be most critical close to the SWI and should be negligible in the upper water column. Since we observe an increase in noise with increasing distance from the optimal measurement spot at bin 11, we also exclude error 3 as the main source for the observed noise. Also, the comparison between the noise profile in the water column with the noise profile close to the SWI (Fig. 8) suggests that error 3 was not significant in our study. Doppler noise (error 2) is caused by the movement of the particles in the measurement volume. Our results show that the noise scales with the shear velocity in open channel flow (Fig. 7e) , which suggests that the observed noise is indeed dominated by Doppler noise caused by particle movements. According to Voulgaris and Trowbridge (1998) , part of this noise can be caused by the movement of particles out of the sampling volume between successive pings. This noise is decreasing with increasing diameter of the sampling volume, as it is the case for the setup of the profiler (Fig. 12) . Additionally, noise is caused by the turbulent motions of the particles at scales smaller than the measurement volume. This noise increases with decreasing sampling volume. A third source of Doppler noise is due to the beam divergence, which depends on the angle between emitter and receiver a and this also decreases with distance from the emitter. The parabola shape of the noise suggests that all three factors causing Doppler noise contribute to the noise in the instrument, since each kind of noise either increases or decreases with distance from the emitter.
b. Decorrelation of beam signals
Another phenomenon that is not observed in the application of classical ADVs is an error in the measurement of turbulent quantities due to the decorrelation between beam signals. This decorrelation is clearly seen in the profiles of hw 0 1 w 0 2 i, which reaches a maximum at bin 11 and decreases with distance from this maximum (Fig. 3d) . Similarly, Reynolds stress calculated as hu 0 w 0 2 i is also affected by this phenomenon (Figs. 6c, 7d) . The reason for the decorrelation is a decreasing overlap between the beams (Fig. 12) with distance from the zone of maximum overlap, which is commonly referred to as the ''sweet spot.'' As a result, only a part of the particles in the total sampling volume is measured by both beams (dark gray area in Fig. 12 ), while the rest is seen by only one of the two beams (light gray area in Fig. 12 ). This 
Equation ( 
is not prone to signal decorrelation. In addition, Eq. (11) even provides a noise-free result if the variance of the noise is equal for both beam signals (Hurther and Lemmin 2001) . All other flow variances are subject to beam decorrelation and to noise contamination: 
where hy 0 2 i and hw 0 2 2 i are calculated analogously from V 2 and V 4 .E q u a t i o n s(12) and (13) also illustrate why the FIG. 10 . Profiles of (a) bottom shear and (b) horizontal fluctuations. Turbulent bottom shears in (a) were calculated after coordinate system rotation. Filtered refers to bottom shears that were determined from data filtered by a low-pass filter with a cutoff frequency of 4.7 Hz. The vertical velocity fluctuations were calculated before coordinate system rotation (x) and after rotation (circles). Nonrotated data were corrected for noise (black symbols) by the method of Hurther and Lemmin (2001) and rotated data by low-pass filtering. Noise denotes the noise calculated following the method of Hurther and Lemmin (2001). decorrelation between the beams results in an increased variance for the horizontal velocities and a decreased variance in the vertical velocities. Since the correlation hV 
c. Nonideal noise in the Vectrino profiler and flow disturbance
Our results suggest that the noise levels between different beams are not identical (Figs. 3d, 6d; Figs. 4b,e) . The variances of the beam velocities of beams 2 and 4 are quite similar with a linear increase with depth (Figs. 4b,e) , while the variances in beams 1 and 3 differ from each other and from the variances of beams 2 and 4. The nonlinear increase in variance with depth of beam velocities 1 and 3 is most likely due to Doppler noise. Still, it is difficult to identify the noise in the spectra of the beam velocities (Fig. 13) , since the turbulence signal masks the noise profile. While the noise contamination in the alongstream velocity can be easily identified by the steep, nonsigmoidal increase in the integrated power spectral density (Fig. 5d) , no similar increase is observed in the spectra of the beam coordinates (Fig. 13) . Consequently, it was not possible to identify the noise level of the individual beams in the beam velocity spectra. The reason for this is most likely the variable influence of noise on the different velocity components (Fig. 14) . While the horizontal velocities are most affected by noise, beam velocities and vertical velocities are less affected.
A likely cause of this difference in beam noise is the fact that the beam patterns are not congruent. Therefore, the particle population moving out of the measurement zone between two pings is different for each beam, which results in a variation of Doppler noise between the individual beams. Also, this noise will most likely change with the orientation of the receivers to the main flow. This can explain why the noise for the beam systems 2 and 4 is different from the noise for the beams 1 and 3. Since we conducted our study in turbulent systems, it proves difficult to investigate the behavior of noise in detail. More systematic studies on the noise properties of the profiler need to be conducted in the future. A promising approach for studying this behavior is to conduct experiments in tow tanks similar to those described by Zedel and Hay (2002) , who characterized a similar, but significantly larger, bistatic acoustic profiler with a 1-m profiling range.
An additional factor that might lead to erroneous velocity measurements is the disturbance of the flow field by the velocimeter. Zedel and Hay (2002) estimated the disturbance of a similar measurement device by calculating the potential flow field around a cylinder with the same diameter as the size of the measurement setup. We followed the same approach and assumed that the main flow disturbance stems from the emitter of the Vectrino profiler and we used its diameter (8.5 mm) as the cylinder diameter. This calculation resulted in a horizontal disturbance of the flow of less than 0.9% of the total flow velocity and a vertical disturbance of less than 0.6% in the profiling range (Fig. 15) . Even though this calculation is only a rough estimate, it suggests that the flow field disturbance is a minor problem. FIG. 11 . Cospectra of hu 0 w 0 i integrated from high to low frequencies (a) before and (b) after coordinate system rotation. Filtered refers to data that were filtered using a low-pass filter with a cutoff frequency of 4.7 Hz.
d. Recommendations for the use of the Vectrino profiler
1) TIME-AVERAGED VELOCITY MEASUREMENTS
In our study we have shown that the profiler is a promising tool to investigate the fine structure of timeaveraged velocity profiles in millimeter-scale resolution. However, data at the very close vicinity of the SWI should be carefully interpreted, since the data can be disturbed by bottom interference. In addition, we found that data quality may depend on the velocity settings, which influence the timing between acoustic pulse emission and listening. According to our experience, this problem can be identified by a decrease in correlation (Fig. 7f) . Still, with a measurement volume height of 1 mm, the profiler allows the investigation of a much closer zone to the bottom than standard ADVs as investigated by Dombroski and Crimaldi (2007) . Over soft beds because they can be found in lakes, some rivers, and estuarine environments, where no harsh bottom echo occurs, time-averaged velocity data can be valid down to the SWI ( Fig. 9a ; see also Wengrove and Foster 2014) . During measurements in the water column far above the SWI, we found that the velocities in the lowermost centimeter are wrong. This might be due to a slight misalignment of the receivers. To overcome this problem, we recommend discarding the lowermost 1-1.5 cm of the profile. The measurement problems reported in our study cannot be identified nor eliminated by removing data with a correlation below 70% and an SNR below 15 dB. In addition, it is recommended to omit data with a time-averaged SNR of less than 20 dB (E. Bondevik, Nortek, 2015, personal communication) .
2) VELOCITY VARIANCES
The calculation of the variances of velocity fluctuations suffers from contamination by Doppler noise and signal decorrelation. Variance measurements of horizontal velocities mainly suffer from Doppler noise. We FIG. 12 . Illustration of the measurement zones of the Vectrino profiler. Because of the arrangement of the beams, there is a zone where there is an overlap of the coverage of both receivers (dark gray), which is surrounded by a zone where both receiver signals are not correlated (light gray). Above and below the elevation of maximum horizontal overlap, the signals between the beams get increasingly decorrelated, since they sample different particle populations. were able to remove this contamination by a large fraction using the method of Hurther and Lemmin (2001) . Still, it should be kept in mind that the Vectrino profiler is not an ideal system and that differences in noise between individual beams exist, which may result in an insufficient removal of noise. In contrast, signal decorrelation did not contribute appreciably to the error in horizontal velocity variances, while it constituted the most prominent error source for the calculations of the variance of the vertical velocities. In contrast to the Doppler noise, signal decorrelation cannot be compensated for by a simple method without knowing the turbulence properties a priori.
3) REYNOLDS STRESS CALCULATIONS
Calculations of Reynolds stress 2hu 0 w 0 i using the profiler can be accomplished by either using w 1 or w 2 . While hu 0 w 0 2 i suffered from signal decorrelation, no influence of noise was observed in hu 0 w 0 1 i and it was insensitive to signal decorrelation [see Eq. (11)]. Therefore, we recommend using hu 0 w 0 1 i for the calculation of the Reynolds stress in u direction and hy 0 w 0 2 i for the calculation of the Reynolds stress in the v direction.
4) SPECIFICS FOR FIELD APPLICATIONS
Under field conditions, it is not realistic to deploy the instrument perfectly aligned with the current; especially the vertical flow measurements suffer from the contamination by horizontal flow components, which results in a strong contamination of the Reynolds stresses. Therefore, it is usually necessary to perform a coordinate system rotation in order to obtain reasonable stress values. If this rotation is applied to profiler data, which contain a significant amount of Doppler noise, then the Reynolds stresses are affected as well by this noise (Figs. 10, 11) . Depending on the rotation and flow direction, the noise can result in an overestimation and an underestimation of the Reynolds stress. One possibility to remove this noise is low-pass filtering, where the cutoff frequency can be determined from the cumulative cospectra (Fig. 11) . Still, low-pass filtering also results in an underestimation of the Reynolds stresses. For field campaigns, we recommend aligning the u velocity direction of the profiler with the along-stream current direction as best as possible. Since the horizontal fluctuations are typically less affected by instrument tilt than the Reynolds stresses and the vertical fluctuations, a comparison between noise-corrected, nonrotated data and rotated, low-pass-filtered data is a good means to assess the efficiency of the filtering and the potential losses of highfrequency turbulence due to filtering.
Conclusions
The Vectrino profiler allows the simultaneous measurement of flow profiles at high frequencies of up to FIG. 14. Comparison of the noise levels for horizontal, vertical, and beam coordinates for flow in the water column (cf. Fig. 3 ) and close to the SWI (cf. Fig. 6 ).
100 Hz and at a spatial resolution of down to 1 mm and a profile length of 3 cm. Our tests showed that average velocities are reliable in the upper 2.5 cm. The turbulence statistics were most reliable in the measurement bins 10-12, which are close to the sweet spot (Fig. 12) . Above and below, velocity variances mainly suffered from either Doppler noise or signal decorrelation, which can be explained by a decreasing overlap of the individual beams. In laboratory studies, where a good alignment of the instrument is possible, most of the noise disturbance can be removed by the method of Hurther and Lemmin (2001) , while the signal decorrelation, which mainly affects the vertical velocity fluctuations, cannot easily be compensated for without knowing the turbulence properties of the investigated flow a priori. Also, the measurement of the Reynolds stress proves to be reliable in the laboratory tests down to 2 mm above the SWI. In the field application, most problems arise due to the necessity of a coordinate system rotation, since a perfect alignment of the profiler is not possible during deployment. Because of the coordinate system rotation, also the Reynolds stresses become contaminated by noise, which can only be removed by low-pass filtering. Still, this filtering may also result in loss of the turbulent signal. In our study this loss was estimated to be about 2%-10%.
Despite some of the shortcomings of the instrument, such as the high susceptibility to noise and signal decorrelation, the profiler offers promising features that will be interesting for the study of fluid flow close to the SWI and in the water column. For example, the simultaneous measurement of high-resolution flow profiles in combination with Reynolds stresses allows for the direct estimation of mixing coefficients in aquatic systems or for investigating the turbulence dynamics close to the SWI.
