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(Gilbert and $\mathrm{M}\mathrm{o}\mathrm{s}\mathrm{t}\mathrm{e}\mathrm{l}\mathrm{l}\mathrm{e}\mathrm{r}[2]$ )
1
$n$ 1









$N$ $[m, n]$ –
$m,$ $n$ $m\leq n$ $m=1$
Presman and $\mathrm{S}\mathrm{o}\mathrm{n}\mathrm{i}\mathrm{n}[4]$ Rasmussen and Robbins [5] $m=n$
–
– – –




$k\leq n$ ( $\mathrm{P}\mathrm{e}\mathrm{t}\mathrm{r}\mathrm{u}\mathrm{c}\mathrm{c}\mathrm{e}\mathrm{l}\mathrm{l}\mathrm{i}[3]$ )
$f(r)= \max\{f^{A}(r), fR(r)\}$ , $1\leq r\leq n$









$B$ OLA policy (the one-step look-ahead stopping region)
$B$
(1)
$B$ $=$ $\{1\leq r\leq n$ : $\frac{r}{\pi_{r}}\sum_{k=r}^{n}\frac{p_{k}}{k}\geq\frac{r}{\pi_{k}}\sum_{k=r+1}^{n}\frac{\pi_{k}}{k(k-1)}f^{i4}(k)\}$
$=$
$1^{1}\leq r\leq n$ : $\sum_{rk=},k-\iota_{g}(k)\geq 0\}$ ,
$g(k)=p_{k^{-}} \sum_{j=k+1}\frac{\mathrm{J}^{J}J}{j}$
$B$ closed (Chow [1] ) 1 $g(k)$ $k$
1 $+$ ( [6] ) OLA
policy $B$
2..1 $\mathrm{N}$ $[\mathrm{m}, \mathrm{n}]$ $-$
$N$ $[m, n]$ –
$p_{k}=\{$
$\frac{1}{n-m+1}$ , $m\leq k\leq n$
$0$ , $1\leq k<m$ .
1 $s$ $s$
$(s-1)$ $s$
$s= \min_{1\leq\leq n}\{r\sum^{n}k=\Gamma k-\iota h(k)\geq 0\}$
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$h(k)=\{$




( ) 1 $h(k)$ $k$ 1 $+$
h( $k$ $h(n-1)>0$
(1) $f^{R}(r)$








(2) 1 $f^{R}(r)$ $(s\leq$
$r\leq n_{\text{ }}m\leq r<s_{\text{ }}1\leq r<m)$
$s\leq r\leq n$ $f^{R}(r)= \frac{n-r}{(r+1)(n-r+1)}[f^{A}(r+1)+rf^{R}(r+1)]$ $f^{R}(s)$
$f^{R}(s)= \frac{s}{n-s+1}\sum_{k=s}^{n-1}\frac{1}{k}\sum_{1j=k+}^{n}\frac{1}{j}$ . (3)
$m\leq r<s$ $f^{R}(r)= \frac{n-r}{n-r+1}f^{R}(r+1)$ $f^{R}(m)$
$f^{R}(m)= \frac{n-s+1}{n-m+1}f^{R}(s)$ .
$1\leq r<m$ $f^{R}(r)=f^{R}(r+1)$
$V= \frac{s}{n-m+1}\sum_{k=s}^{n}\frac{1}{k}\sum_{1j=k+}\frac{1}{j}n$ . (4)
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$m\geq s$
$m\leq r\leq n$ (3) $f^{R}(m)$
$f^{R}(m)= \frac{m}{n-m+1}\sum_{k=m}^{n}\frac{1}{-k}-1j=k+\sum_{1}\frac{1}{j}n$.







$\frac{m}{n}arrow\alpha(0\leq\alpha\leq 1)$ $m,$ $narrow\infty$ . $- f^{A}(r),$ $f^{R}(r)$ $\frac{r}{n}arrow x$
$F^{A}(x),$ $FR(x)$ $\frac{s}{n}arrow s^{*}$
$m\leq r\leq n$ 1 $f^{A}(r)-fR(r)= \frac{r}{n-r+1}\sum^{n}k=r\frac{1}{k}(1-\Sigma_{j+}^{n}=k1\frac{1}{j})$
..
:. .. $-$
$F^{A}-(X)-F^{R}(X_{-}) arrow\frac{-x\log x(1+\frac{1}{2}\log x)}{1-x}$ (7)
$0$ $x=e^{-2}$ $\alpha<e^{-2}$ $\alpha\geq e^{-2}$
2: $\dot{arrow}m$ , $narrow\infty\backslash$ $s^{*}$
$s^{*}=\{$
$e^{-2}$ , $\alpha<e^{-2}$
. $e^{-1}.\sqrt{\alpha}$ , $\cdot.\alpha..\geq’ e^{-2}$ .
( ) .$\cdot$ , $\cdot$ $\alpha<e^{-2}$ (7) $j$
$\alpha\geq e^{-2}$ $m,$ $narrow\infty$ (1) (5)




$F^{R}(S^{*})$ $arrow$ $\frac{s^{*}}{1-\alpha}\log\frac{1}{\alpha}[\log\frac{\alpha}{s}-*\underline{\frac{1}{9}}\log\alpha]$ .
$t^{\dot{\mathrm{f}}}$
$F^{R}(S^{*})=F^{A}(S^{*})\text{ _{ } }$
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3 $m,$ $narrow\infty$ $V^{*}$
$V^{*}=\{$
$( \frac{2}{1-\alpha})e^{-2}$ , $\alpha<e^{-2}$
$( \frac{\sqrt{\alpha}\log\frac{1}{\alpha}}{1-\alpha})e^{-\iota}$ , $\alpha\geq e^{-2}$ .
( ) $\alpha<e^{-2}$ (4) $.\alpha\geq e^{-2}$ (6)
3
$N$ $[m, n]$ –
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