A trivial way to achieve these properties is by letting the participants to draw numbers uniformly in the set f1; : : : ; Bg, where B is \large enough" (compare to N). For B = N with constant probability, the maximum is unique (and with much higher probability there exists a uniquely chosen value). Unfortunately, in the applications it is important that B is small as possible, as this value corresponds to important complexity measures such as time (in the case of radio broadcast) and space (in the case of mutual exclusion). Rabin 7] described and analyzed the following geometric lottery: Let B = log 2 N + 4. All players use the same probability distribution; For every i, 1 i B ? 1, the value i is chosen with probability 1 2 i . The value B is chosen with probability 1 2 B?1 . Rabin proved that this lottery has the unique maximum property.
This research was initiated with the motivation to discover whether this construction can be improved, or is it optimal (in the sense of the number of values, i.e. B). The results of this note show that it is optimal (up to constants).
A critical point is that the number of actual participants, t, is not known in advance. If t was known beforehand, we were able to use the following lottery: choose the value 1 with probability 1? 1 t and the value 2 with probability 1=t. One can verify that if t numbers are chosen according to this lottery then with probability of about 1=e the maximum is unique. (This probability can be easily improved to 2=3.) This way we get a lottery whose number of values B is independent of N. However, we prove that this cannot be the case when t is not known in advance. 2 Namely, we show that every lottery with either the unique maximum property or the unique winner property requires B = (log N). 3 A di erent line of research is to give lower bounds for the problems in which those lotteries are used. Following this research, a signi cant progress was made in this direction; In 4], a lower bound for randomized mutual exclusion is proven. From this lower bound, one can get a lower bound for lotteries with the unique maximum property, in which all players use the same random variable . In 3], a lower bound for broadcast in radio networks is proven. From this lower bound, the results of this note can be derived. However, the direct proofs in this note, are much simpler and give a better understanding of the problem, as well as much better constants than those that can be obtained indirectly by using the results of 3].
Lotteries with the Unique Maximum Property
In this section we prove that any lottery with the unique maximum property requires (log N) values.
Theorem 1: Let B be an integer. Let 1 ; : : :; N be a lottery for N players P 1 ; : : : ; P N over the set f1; 2; : : : ; Bg. If the lottery has the unique maximum property then B log 6 N. Proof: We use the following notation: Let A be a set of participants and let E be an event, then, Pr(EjA) denotes the probability that the event E happens given that A is the set of the participants in the lottery (and each participant i 2 A uses the corresponding random variable i ). We use the following de nitions: Let A fP 1 ; : : :; P N g be a non-empty set of participants.
We de ne m(A)
Pr(max jjA) > 1 2 : That is, m(A) is the maximal value j, such that if A is the set of participants in the lottery, the probability that the maximum number drawn is at least j is greater then 1=2. We also de ne for every 1 t N, m(t) 
Lotteries with the Unique Winner Property
In this section we prove that any lottery with the unique winner property requires (log N) values. We start by proving it for the case that all players use the same probability distribution. Then, we prove the general case by reducing it to this special case. Proof: The idea of the proof is the following: Let p j be the probability, according to , to pick the number j. We consider the probabilities p 1 ; p 2 ; : : : ; p B , and prove that for every t (1 t N) there must be one of the p j 's which is \close" to 1 2 log 6 N)?2 (otherwise, we are done). Let m = 2B +3 and 0 < < 1 be some small enough constant (e.g., = 1=6). We associate with every probability p j (1 j B) a subinterval I j = `j; u j ] of 0; 1] that contains p j , in the following way: Let i ( 1) be the smallest integer such that p j i and such that i is not the right point of any I j 0, for j 0 < j. If such an i exists then u j = i otherwise u j = 1. Let i ( m) be the largest integer such that p j i and such that i is not the left point of any I j 0, for j 0 < j. If such an i exists then`j = i otherwise`j = 0. As m = 2B + 3, then by the way of constructing the subintervals I j (1 j B) there exists an index 1 < i < m such that i does not belong to any of these subintervals. Consider the case where t = 1= i numbers are chosen. In this case we prove that with a \high probability" each \big" j (i.e., j such that p j i?1 ) is chosen at least once and each \small" j (i.e., j such that p j i+1 ) is not chosen at all: Pr (no \small" j is picked j t) = 1 ? Pr (some \small" j is picked j t) 1 . By the choice of = 1=6, this is at least 4=5. Similarly, we have:
Pr (every \big" j is picked j t) = 1 ? Pr (some \big" j is not picked j t) 1 ? In addition, all the`j's in the last sum are of the form k , k < i, and t = 1= i . Therefore, the last sum is less than
By the choice of = 1=6 this sum is at most 1=5, and therefore, the above probability is at least 4=5. Therefore, with probability at least 3=5 each \big" j is chosen at least once and each \small" j is not chosen at all. Hence, when there are 2t participants then with probability 9 25 > 1 3 each \big" j is chosen at least twice and each \small" j is not chosen at all. Therefore, with probability > 1=3 no number is chosen by a single participant { contradicting the requirement about the lottery. The only thing remained to be veri ed is that 2t N (otherwise there are not enough participants). This follows from our choice of parameters: as t = 1= i , = 1=6, i < m, m = 2B +3, and by assumption B < ( Proof: Assume towards a contradiction, that there exist distributions 1 ; : : :; N de ned over the set f1; : : : ; Bg, for B = d log 6 N, such that the unique winner property holds (and d is some constant). We construct a distribution over the same set that guarantees the unique winner property (with almost the same success probability Proof: The probability that a pair of participants P j 1 and P j 2 choose the same i is exactly 1=N. Therefore, the probability that among`participants there exists a pair that choose the same i is no more than 2 1 N . As` N 1=4 it implies that the choice is good with probability at least 1 ? , the probability of having a unique winner is at least 2 3 (1? Proof: Clearly, Pr(unique winner) Pr(unique winnerjchoice is good) Pr(choice is good):
The probability that the choice is good is at least 1 ? 1 p N , by the previous claim. In such a case we are exactly in the same situation as in the original lottery. By assumption, this lottery guarantees unique winner with probability at least 2=3 for any set of`participants, hence this is certainly true for a random set of`participants. The claim follows.
We de ned a lottery for N 1=4 identical participants which has the unique winner property. Therefore, by Theorem 2, B c log 6 N 1=4 , for some constant c, which completes the proof of the theorem.
