In the present paper we give some explicit proofs for folklore theorems on holomorphic functions in several variables with values in a locally complete locally convex Hausdorff space E over C. Most of the literature on vector-valued holomorphic functions is either devoted to the case of one variable or to infinitely many variables whereas the case of (finitely many) several variables is only touched or is subject to stronger restrictions on the completeness of E like sequential completeness. The main tool we use is Chauchy's integral formula for derivatives for an E-valued holomorphic function in several variables which we derive via Pettis-integration. This allows us to generalise the known integral formula, where usually a Riemann-integral is used, from sequentially complete E to locally complete E. Among the classical theorems for holomorphic functions in several variables with values in a locally complete space E we prove are the identity theorem, Liouville's theorem, Riemann's removable singularities theorem and the density of the polynomials in the E-valued polydisc algebra.
Introduction
This paper is not meant as a survey article but only to ease our mind when it comes to vector-valued holomorphic functions in several variables, i.e. holomorphic functions f ∶ Ω → E from an open set Ω ⊂ C d to a complex locally convex Hausdorff space E, by giving some proofs that are missing in the literature or only touched with reference to the case of one variable.
There is a lot of work available on C-valued holomorphic functions in several variables, like the books by Gunning and Rossi [22] , Hörmander [23] , Jarnicki and Pflug [25] and Krantz [29] . But when it comes to vector-valued holomorphic functions then most of the work is either restricted to the case of one variable, i.e. d = 1, or directly jumps to infinitely many variables, i.e. Ω is an open subset of a complex infinite dimensional locally convex Hausdorff space F . Holomorphy of vector-valued functions in infinitely many variables is discussed for instance by Mujica in [34] , where F and E are Banach spaces, and by Dineen in [12] , [13] for general locally convex spaces F and E. These references also contain results on finitely many variables (F = C d ) but the emphasis is on infinitely many variables.
Banach-valued holomorphic functions in one variable are handled and characterised by Dunford [14, Theorem 76, p. 354 ] and more recently by Arendt and Nikolski [1] , [2] . Holomorphic functions in one variable with values in a locally convex Hausdorff space E are considered in [27, Satz 10.11, p . 241] by Kaballo if E is quasi-complete, in [21] by Grothendieck if E has the convex compactness property (cf. [24, 16.7.2 Theorem, ), in [8] by Bogdanowicz if E is sequentially complete, in [19] , [20] by Grosse-Erdmann if E is locally complete and several equivalent conditions describing holomorphy are given. In particular, in all these cases holomorphy coincides with weak holomorphy which means that f ∶ Ω → E is holomorphic if and only if the C-valued functions e ′ ○ f are holomorphic for each e ′ ∈ E ′ where E ′ is the dual space of E. Further, the interesting question is treated under which conditions one can replace E ′ by a separating subspace G ⊂ E ′ and still can conclude holomorphy from the holomorphy of e ′ ○ f for each e ′ ∈ G. More general, the extension problem for E-valued holomorphic functions which have weak holomorphic extensions is studied, in one variable by Grosse-Erdmann in [20] , in several variables by Bonet, Frerick and Jordá in [9] , [17] and Vitali's and Harnack's type results are derived in [26] if E is locally complete. Further results on vector-valued holomorpic functions in several variables may be found in [7] by Bochnak and Siciak where E is sequentially complete and in a survey by Barletta and Dragomir [4] , extended in [3] , but here E is often restricted to have the convex compactness property or even to be a Fréchet space.
The main purpose of the present paper is to derive some equivalent characterisations of holomorphic functions in several variables with values in a locally complete space E (see Corollary 3.19 , Theorem 3.20, Corollary 3.22) with explicit proofs avoiding the usual 'like in the case of one variable' (see e.g. the four-line [20, Section 4.1, p. 409]). Of course, the short reference to the case of one variable is often due to constraints, like page limits or the perception as folklore since it is known to everyone from the field how to transfer the results from one variable to several variables but never written down not least because of the low chance to get it published. This is the reason why we wrote this down so that we have a reference with explicit proofs, not more, not less. Anyway, our main tool to obtain the equivalent characterisations of holomorphic functions in several variables with values in a locally complete space E is Cauchy's integral formula for derivatives which we obtain via Pettis-integration (Theorem 3.12). To the best of our knowledge Cauchy's integral formula for derivatives for holomorphic functions with values in a locally complete space E is not contained in the literature. Usually, Riemann-integration is used instead of Pettis-integration and E has to be sequentially complete or the derivatives have to be considered in the completion of E. On the way to our main Theorem 3.20 we derive Fubini's theorem (Theorem 3.7) and Leibniz' rule for differentiation under the integral sign (Lemma 3.11) for holomorphic functions with values in a locally complete space. We use our main theorem to prove some classical theorems like the identity theorem (Theorem 3.24), Liouville's theorem (Theorem 3.25), Riemann's removable singularities theorem (Theorem 3.26) and the density of the polynomials in the E-valued polydisc algebra (Corollary 3.27).
Notation and Preliminaries
We equip the spaces R d and C d , d ∈ N, with the usual Euclidean norm ⋅ . Moreover, we denote by B r (x) ∶= {w ∈ R d w − x < r} the ball around x ∈ R d with radius r > 0 and use the same notation when R d is replaced by C d . Furthermore, for a subset M of a topological space X we denote by M the closure of M in X. For a subset M of a topological vector space X, we write acx(M ) for the closure of the absolutely convex hull acx(M ) of M in X.
By E we always denote a non-trivial locally convex Hausdorff space (lcHs) over the field K = R or C equipped with a directed fundamental system of seminorms (p α ) α∈A . If E = K, then we set (p α ) α∈A ∶= { ⋅ }. Further, we writeÊ for the completion of E and for a disk D ⊂ F , i.e. a bounded, absolutely convex set, we write E D ∶= ⋃ n∈N nD which becomes a normed vector space if it is equipped with gauge functional of D as a norm (see [24, p. 151] ). The space E is called locally complete if E D is a Banach space for every closed disk D ⊂ F (see [24, 10.2.1 Proposition, p. 197] ). In particular, every sequentially complete space is locally complete and this implication is strict. Further, we recall the following definitions from [38, p. 259] and [39, 9-2-8 Equivalently this definition can be phrased with the convex hull instead of the absolutely convex hull. Every locally convex Hausdorff space with ccp has metric ccp, every quasi-complete locally convex Hausdorff space has ccp, every sequentially complete locally convex Hausdorff space has metric ccp and every locally convex Hausdorff space with metric cpp is locally complete and all these implications are strict (see [30, p. 3-4] and the references therein). For more details on the theory of locally convex spaces see [16] , [24] or [33] .
For k ∈ N 0,∞ ∶= N 0 ∪{∞} we denote by C k (Ω, E) the space of k-times continuously partially differentiable functions on an open set Ω ⊂ R d with values in a locally convex Hausdorff space E. We say that a function
for each e ′ ∈ E ′ . By L(F, E) we denote the space of continuous linear operators from F to E where F and E are locally convex Hausdorff spaces. If E = K, we just write F ′ ∶= L(F, K) for the dual space. We write L t (F, E) for the space L(F, E) equipped with the locally convex topology of uniform convergence on compact subsets of F if t = c, on the absolutely convex, compact subsets of F if t = κ and on the bounded subsets of
is equipped with the topology of uniform convergence on the equicontinuous subsets of F ′ (see e.g. [37, Chap. I, §1, Définition, p. 18]). For more information on the theory of ε-products see [24] and [27] .
Holomorphic functions in several variables
3.1. Definition ((weakly, separately, Gâteaux-) differentiable, holomorphic). Let E be an lcHs over K, 
c) If f is differentiable, then f is Gâteaux-and separately differentiable and
As Ω is open, there is δ 0 > 0 such that K z ∶= B δ0 (z) ⊂ Ω. From the compactness of K z and the continuity of df (⋅)[e j ]∶ Ω →Ê for every 1 ≤ j ≤ d we deduce that
Thus we obtain for every (w,
It follows from the continuity of df (z)∶ K d →Ê that there is C > 0 such that
Thus we have for all w ∈ K d with w − z < min(ε (1 + C), δ) that
z,j (Ω) →Ê is continuous for every v 0 ∈ C by the differentiability of f and the continuity of π z,j . We setz ∶= π z,j (z 0 ) and get for w 0 ∈ π −1 z,j (Ω), w 0 ≠ z 0 , that
Letting w 0 → z 0 , we derive that f is separately differentiable and We denote by
the isometric isomorphism between C d and R 2d with respect to Euclidean norm on both sides and remark the following.
In
Proof. E is also an lcHs over R and equation (1) follows from
Our next goal is to derive Cauchy's integral formula (for derivatives) for a holomorphic function with values in a locally complete lcHs E. We use the notion of a Pettis-integral to define integration of a vector-valued function.
In this case e Λ (f ) is unique due to E being Hausdorff and we define the Pettis-
is called a C 1 -curve (in C d ) and we set
which is the product of the length of the curves γ k . We say that γ is a
if the Pettis-integral on the right-hand side exists. If the integral exists, we call f integrable along γ. Since γ is a C 1 -curve in Ω, there is some open set X ⊂ R d such that [a, b] d ⊂ X and γ can be extended to a C 1 -functionγ on X withγ(X) ⊂ Ω. If the extension of the factor of the integrand given by
is a weakly C 1 function on X, we call f weakly γ-C 1 .
3.5.
Proposition. Let E be a locally complete lcHs over C,
We observe that
The closure of the absolutely convex hull acxf
for a C 1 -extensionγ of γ on X, we see that f ○γ is weakly C 1 on X by the scalar version of the chain rule. c) We just have to notice that f is weakly holomorphic by Remark 3.2 d) implying that e ′ ○ (f ○ φ −1 ) ∈ C ∞ (φ(Ω)) for all e ′ ∈ E ′ which proves the claim by part b).
Next, we prove Fubini's theorem which facilitates the computation of an integral along a curve. We recall the following lemma whose proof is similar to the one of Proposition 3.5 a). 
for every
It follows from the scalar Leibniz rule for differentiation under the integral sign and the continuous dependency of a scalar integral on a parameter (see [15, 5.6, 5.7 
Therefore we obtain for every e ′ ∈ E ′ that
where we used the scalar version of Fubini's theorem in the second equation. The Hahn-Banach theorem yields the first equation from our claim and analogously we get the second equation
Fubini's theorem for a continuous function f ∶ Ω ⊂ R 2 → E can also be found in [ 
by Fubini's theorem.
3.9. Proposition (chain rule). Let E be an lcHs over C,
Proof. Due to Remark 3.2 a)-c) and Remark 3.
denote the completion of E. It follows that for every α ∈Â and ε > 0 there is
where the second inequality follows from the Cauchy-Schwarz inequality. This 
is continuous and thus
by the chain rule [28, 1.3.0 Theorem, p. 77]. In combination with Remark 3.2 c) we obtain for every x ∈ X and v ∈ R d that 
Proof. The left-hand side of (5) is defined by Proposition 3.5 a). Due to the chain rule Proposition 3.9 and Remark 3.2 e) we have
Looking at the last integral, we observe that
holds by the scalar fundamental theorem of calculus (applied to the real and the imaginary part of the integrand) where the second integral is a Riemann-integral. Finally, we deduce from the Hahn-Banach theorem that 
is well-defined, complex differentiable with respect to λ j and
Proof. First, we remark that the integrals appearing in a) and b) are well-defined elements of E by Proposition 3.5 a) and the weakly γ-C 1 condition. a) Let α ∈ A. Then we have
Hence we obtain Now, we want to define complex partial derivatives of higher order for an Evalued function f . Let E be an lcHs over C and
if β j ≠ 0, as well as
A holomorphic function f ∶ Ω → E can be considered as a function from Ω toÊ which gives us f ∈ D 1 C (Ω,Ê) (see Remark 3.2 c)). Our goal is to show that we actually have f ∈ D ∞ C (Ω, E) if E is locally complete via proving Cauchy's integral formula for holomorphic functions. For this purpose we recall the definition of a polydisc, its distinguished boundary and define integration along the distinguished boundary. For w = (w 1 , . . . ,
if the integral on the right-hand side exists where γ is the C 1 -curve in Ω given by
Further, we need the usual notation
for all ρ ∈ (0, ∞) d with ρ < R.
Proof. Letγ and γ be defined as above for ∂ 0 D ρ (w). First, we consider the case β = 0. We set
for ζ ∈ D ρ (w) and observe that g ζ ○γ is weakly C 1 on R d since f is holomorphic on Ω andγ ∈ C 1 (R d , C d ). Thus g ζ is weakly γ-C 1 and integrable along γ by Proposition 3.5 a). Since f is weakly holomorphic and g ζ integrable along γ, we get by the scalar version of Cauchy's integral formula that Let n ∈ N 0 and (6) be fullfilled for every β ∈ N d 0 with β = n. Let β ∈ N d 0 with β = n+1. Then there is j ∈ N, 1 ≤ j ≤ d, andβ ∈ N d 0 with β = n such that β =β +e j .
Let ζ ∈ D ρ (w). Then there is 0 < r < ρ such that ζ ∈ D r (w).
We define the open set V ∶= D R (w) ∖ D r (w) and the function ...,1) .
Further, we compute for λ ∈ D r (w)
We see that γ is a C 1 -curve in V and F (⋅, λ) ○γ and ∂ λj Fβ(⋅, λ) ○γ are weakly C 1 on R d for every λ ∈ D r (w) since f is holomorphic on Ω. Hence Fβ (⋅, λ) and ∂ λj Fβ(⋅, λ) are weakly γ-C 1 for every λ ∈ D r (w). In addition, ∂ λj Fβ is continuous on V ×D r (w) by Remark 3.2 b), Fβ(z, ⋅) is holomorphic on D r (w) for every z ∈ V and thus we can apply Leibniz' rule Lemma 3.11 b) yielding
for every λ ∈ D r (w), in particular for λ = ζ, where we used the induction hypothesis in the first equation. It remains to be shown that ∂ ej
i.e. that the order of the partial derivatives does not matter. Forβ = 0 this is clear. If β = 1, then our preceding considerations imply that
for every λ ∈ D r (w) Cauchy's integral formula for derivatives is usually derived by using the Riemannintegral instead of the Pettis-integral and can be found for holomorphic functions in one variable in [21, Théorème 1, p. [37] [38] , in several variables in [7, Corollary 3.7, p. 85] and infinitely many variables in [12, Proposition 2.4, p. 55] as well. The Riemann-integrals are elements of E under the condition that E has ccp in [21] or more general if E is sequentially complete in [7] and [12] by [7, Lemma 1.1, p. 79]. In general, they are only elements of the completionÊ. From our approach using Pettis-integrals we guarantee that they belong to E even if E is only locally complete. 
for every ρ ∈ (0, ∞) d with ρ < R and α ∈ A. b) For every compact set K ⊂ Ω there is a compact set K ′ ⊂ Ω such that for every β ∈ N d 0 there is C K,β > 0 such that for every α ∈ A and every f ∈ O(Ω, E) holds
It follows from the scalar version of Cauchy's integral formula (see [25, Theorem 1.7.6, ) that for all ζ ∈ D ρ (w) and β ∈ N d 0 we have
where we used [33, Proposition 22.14, p. 256] 
for K ⊂ Ω compact, m ∈ N 0 and α ∈ A induces the same topology on O(Ω, E) as the system ( f K,α ) by (8) .
This remark implies [7, Proposition 3.1, p. 85] if E is sequentially complete. We observe the following useful relation between real and complex first partial derivatives. Once we have the equivalent conditions for holomorphy from our main Theorem 3.20, namely the euqivalence 'a) ⇔ d)', the preceding proposition is just a consequence of [9, Theorem 9, p. 232]. In the one variable case the theorem above is given in [31, 3. Proof. We only need to prove the implication 'b) ⇒ a)'. We claim that for every z ∈ Ω holds
Observe that the right-hand side is already linear in v. Let α ∈ A and z ∈ Ω. Then there is R ∈ (0, ∞] d such that D R (z) ⊂ Ω. We fix ρ ∈ (0, ∞) d with ρ < R and derive from Theorem 3.18 a) that
Let 0 < ε ≤ 1 and set r ∶= min 1≤j≤d ρ j . We observe that B ε⋅r 2 (z) is a subset of D ρ (z). Applying Cauchy's inequality (7) , we obtain for w ∈ B ε⋅r 2 (z)
p α (f (ζ)).
Hence we conclude for every w ∈ B ε⋅r 2 (z)
where the last estimate follows from [25, Corollary 1.2.14 (a), p. [12] [13] . Letting ε → 0, proves (9) .
Fix v ∈ C d and let z, w ∈ Ω. The estimate
is continuous on Ω since f ∈ C 1 R (Ω) and by Proposition 3.16. Therefore f is holomorphic on Ω.
We briefly recall the following definitions which enable us to phrase our main theorem concerning holomorphic functions in several variables. Let E be an lcHs over C. For an open set Ω ⊂ R 2d and 1 ≤ j ≤ d we define the Cauchy-Riemann operator by 
is holomorphic (Gâteaux-, separately holomorphic) on Ω for every e ′ ∈ G. f ) f is locally bounded outside some compact set K ⊂ Ω and there is a separating subspace G ⊂ E ′ such that e ′ ○ f is holomorphic (Gâteaux-, separately holomorphic) on Ω for every e ′ ∈ G. g) For every z ∈ Ω there are R ∈ (0, ∞] d and (a β )
If one of the equivalent conditions above is fulfilled, then
Proof. We write x)(i) if we consider x) for holomorphic functions, x)(ii) if we consider x) for Gâteaux-holomorphic functions and x)(iii) if we consider x) for separately holomorphic functions in the cases x ∈ {a, e, f }. First, we remark that the endorsement (10) 
The preceding theorem generalises corresponding theorems for E-valued holomorphic functions in one variable given in [27, Satz 10.11, p. 241 
such that all complex partial derivatives of any order are continuous, we state the following consequence of the corollary above. 
Due to Theorem 3.20 'a) ⇔ d)' we have f ∈ C ∞ R (Ω, E) implying that the left-hand side of (11) is defined whereas the right-hand side is defined by Cauchy's integral formula. Now, for β = 0 equation (11) is trivial. Let n ∈ N 0 and assume that (11) holds for all β ∈ N 2d 0 with β = n. Let β ∈ N 2d 0 with β = n + 1. Then there is j ∈ N, 1 ≤ j ≤ 2d, andβ ∈ N 2d 0 with β = n such that β =β + e j . We set
and obtain for x ∈ φ(Ω) by Schwarz' theorem
. We deduce from Corollary 3.21 that g is holomorphic and from Corollary 3.19 that g ∈ O(Ω, E). Thus we can apply Proposition 3.16 to g and compute
if j is odd, which implies by Corollary 3.13
The identity theorem for vector-valued holomorphic functions in several variables takes the following form where the vector-valued one variable case can be found in [ 
Proof. This follows from Proposition 3.17 and [9, Corollary 8, p. 232] with the Fréchet-Schwartz space Y ∶= O(Ω) and the separating subspace 
Proof. The implication 'a) ⇒ b)' is obvious and the converse implication holds due to the power series expansion Theorem 3.18 of f around zero and the Cauchy inequality (7) .
Let Proof. First, we remark that e ′ ○ f is holomorphic and bounded on D R (z) ∖ A for some R and each z ∈ Ω and e ′ ∈ G. Due to the scalar version of Riemann's removable singularities theorem (see [22, Chap. 1, Sec. C, 3. Theorem, p. 19]) e ′ ○ f extends to a holomorphic function f e ′ on Ω for each e ′ ∈ G. Let (Ω n ) n∈N be any exhaustion of Ω with relatively compact, open and connected sets such that Ω n ⊂ Ω n+1 for every n ∈ N. Since M ∶= Ω ∖ A is dense in Ω, we have ∂Ω n ⊂ Ω n+1 = A ∩ Ω n+1 . Hence our statement is true by [9, Corollary 18, p. 238] with F (Ω) ∶= O(Ω).
B r -complete spaces (see [24, p. 183] ) are also called infra-Pták spaces and, for instance, every Fréchet space is B r -complete by [24, 9.5.2 Krein-Smulian Theorem, p. 184]. Condition (ii) is especially fulfilled if G is separating and E semireflexive (see [9, p. 234] ).
We close our treatment of holomorphic functions with another application of the power series expansion given in Theorem 3.18. For an lcHs E over C, z ∈ C d and R ∈ (0, ∞) d we set
and equip this space with the system of seminorms generated by
for α ∈ A. We write A(D R (z)) ∶= A(D R (z), C) and in the case z = 0 and R = (1, . . . , 1) this space is known as the polydisc algebra. Further, we denote by P(D R (z), E) the space of E-valued polynomials on D R (z) and aim to prove that the E-valued polynomials are dense in A(D R (z), E) if E is locally complete. If E is a Fréchet space, this result can be found in [5, 9. Corollary, p. 5] . Our proof is along the lines of the one in the case E = C, z = 0, d = 1 and R = 1 given in [36, p. 366 ].
3.27. Corollary. Let E be a locally complete lcHs over C, z ∈ C d and R ∈ (0, ∞) d . Then the following statements hold.
a) The tensor product P(D R (z), C) ⊗ E is dense in A(D R (z), E). b) If E is complete, then A(D R (z), E) ≅ A(D R (z))εE ≅ A(D R (z))⊗ ε E where ≅ stands for topologically isomorphic and A(D R (z))⊗ ε E is the completion of the injective tensor product A(D R (z)) ⊗ ε E. c) A(D R (z)) has the approximation property.
Proof. The map S∶ A(D R (z))εE → A(D R (z), E), u → [w ↦ u(δ w )], is a (topological) isomorphism into, i.e. to its range, by [6, 3.1 Bemerkung, p. 141] with Y ∶= A(D R (z)) and Theorem 3.20 'a) ⇔ e)'. Let α ∈ A, ε > 0 and f ∈ A(D R (z), E). Since D R (z) is compact, f is uniformly continuous on D R (z) and thus there is δ > 0 such that p α (f (w)−f (x)) < ε for all x, w ∈ D R (z) with w −x < δ. Choosing r > 0 such that
we get 1 r > 1 and thus D R (z) ⊂ D R r (z). Furthermore, for every w ∈ D R (z) we have
Therefore sup
and we set g∶ D R r (z) → E, g(w) ∶= f (rw), which is function in O(D R r (z), E). By Theorem 3.18 there is N ∈ N such that for all n ≥ N g − β ≤n
We observe that the restriction of T N to D R (z) is an element of P(D R (z), C) ⊗ E = P(D R (z), E) and thus of A(D R (z)) ⊗ E as well. We conclude from (12) 
