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1. Introduction
In this paper, we study mixed boundary value problems for systems of nonlinear mixed integro-differential equations
with deviating arguments:
u′(t) = f (t, u(t), v(t), u(α(t)), Tu(t), Su(t)),
u(0) = λ1u(T )+ λ2
∫ T
0
W (s)v(s)ds+ k1,
v′(t) = g(t, v(t), u(t), v(α(t)), Tv(t), Sv(t)),
v(0) = λ1v(T )+ λ2
∫ T
0
W (s)u(s)ds+ k2,
(1.1)
where t ∈ J = [0, T ] (T > 0), f , g ∈ C(J × R5, R), λi, ki (i = 1, 2) ∈ R, λ1 ≥ 0, λ2 ≤ 0, k1 ≤ k2, W ∈ C(J, [0,∞)) and
(Tp)(t) =
∫ β(t)
0
k(t, s)p(γ (s))ds, (Sp)(t) =
∫ T
0
l(t, s)p(δ(s))ds.
The assumption about α, β, γ , δ, k and lwill appear later. We see that equations from (1.1) have a very general form. Note
that differential equations with deviating arguments or differential equations with the Volterra or Fredholm operators
are special cases of the equation from (1.1). In addition, boundary value conditions in (1.1) include initial value, periodic
boundary value and integral boundary conditions.
The theory of integro-differential equations with deviated arguments is an important and significant branch of nonlinear
analysis. It is worth mentioning that integro-differential equations with deviated arguments appear often in investigations
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connected with mathematical physics, mechanics, engineering, economics and so on (see [1–3]). One of the basic problems
considered in the theory of integro-differential equations with deviated arguments is that of establishing convenient
conditions guaranteeing the existence of solutions of those equations.
It is well known that the method of upper and lower solutions coupled with the monotone iterative technique provides
an effective mechanism for proving constructive existence results for initial and boundary value problems for nonlinear
differential equations in recent years (see [4–20]). The basic idea of thismethod is that by using the upper and lower solutions
as an initial iteration, one can construct monotone sequences for a corresponding linear equation, and these sequences
converge monotonically to the maximal and minimal solutions of the nonlinear equation. When the method is applied to
differential equations, it usually needs a suitable differential inequality as a comparison principle. In paper [5], by using the
method of lower and upper solutions combinedwith themonotone iterative technique, the author successfully investigated
the problems
x′(t) = f (t, x(t)), t ∈ J = [0, T ], T > 0,
x(0) = λ
∫ T
0
x(s)ds+ d, d ∈ R,
where f ∈ C(J × R, R), λ = 1 or −1. The existence of extremal and unique solutions was discussed. Some comparison
results were also formulated. In paper [6], the method of lower and upper solutions combined with the monotone iterative
technique and the numerical–analytic method were applied to study the problems
x′(t) = f
(
t, x(t),
∫ T
0
k(s)x(s)ds
)
≡ Fx(t), t ∈ J = [0, T ], T > 0,
x(0) = λx(T )+
∫ T
0
D(s)x(s)ds+ d ≡ Bx, d ∈ R,
where f ∈ C(J×R2, R), f is nondecreasing in the third variable, k,D ∈ C(J, R+), λ ∈ R and λ ≥ 0. The existence of extremal
and unique solutionswas investigated. In paper [7], by establishing a comparison principle and using themonotone iterative
technique, the author studies the problems{
x′(t) = f (t, x(t), x(α(t))) ≡ Fx(t), t ∈ J = [0, T ], T > 0,
x(0) = λx(T )+ k ≡ Bx, λ, k ∈ R,
where f ∈ C(J × R2, R), α ∈ C(J, J). In paper [10], by applying the same method as above, Song studies the following
problems:u
′(t) = f
(
t, u(t),
∫ t
0
k(t, s)u(s)ds,
∫ T
0
h(t, s)u(s)ds
)
, t ∈ J = [0, 1],
u(0) = u(1),
where f ∈ C(J × R3, R), k(t, s) ∈ C[D, R+], h(t, s) ∈ C[J × J, R+], D = {(t, s) ∈ R2 | 0 ≤ s ≤ t ≤ 1}, R+ = [0,+∞).
k0 = max{k(t, s) | (t, s) ∈ D}, h0 = max{h(t, s) | (t, s) ∈ J × J}.
Motivated by the above-mentioned works, in this paper, we study problem (1.1). As far as we are aware, no paper has
considered systems of nonlinear mixed integro-differential equations with deviating arguments and mixed boundary value
conditions. This paper fills this gap in the literature. The purpose of this paper is to improve and generalize the results
mentioned to some degree.
In this paper, we establish an integro-differential inequality as a comparison principle, i.e., Lemma 2. Then, we discuss the
existence and uniqueness of the solutions for a linear problem for the systems of integro-differential equation, i.e., Lemma 4.
Finally, by use of the monotone iterative technique and the method of upper and lower solutions, we obtain the existence
result for extremal systems of solutions for (1.1).
2. Preliminary results
The following comparison results and lemmas play an important role in this paper.
Lemma 1 ([9] Comparison Theorem). Assume that
(H′1): α, β, γ , δ ∈ C(J, J), M ∈ C(J, R),
∫ T
0 M(τ )dτ ≥ 0, N, K ∈ C(J, [0,∞)), k ∈ C(D, [0,∞)), D = {(t, s) ∈ R2 | 0 ≤
s ≤ β(t), t ∈ J}, l ∈ C(J × J, [0,∞)), L ∈ C(J, (0,∞)) and ∫ T0 l(t, s)ds > 0 for some t ∈ J .
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(H′2): µ
∗
1(1+ 1r∗ ) ≤ 1 for r∗ = re−
∫ T
0 M(s)ds with 0 < r ≤ 1, and
µ∗1 =
∫ T
0
[
N∗1 (t)+ K ∗1 (t)
∫ β(t)
0
k∗1(t, s)ds+ L∗1(t)
∫ T
0
l∗1(t, s)ds
]
dt,
where
N∗1 (t) = N(t)e
∫ t
0 M(s)dse−
∫ α(t)
0 M(s)ds, K ∗1 (t) = K(t)e
∫ t
0 M(s)ds,
L∗1(t) = L(t)e
∫ t
0 M(s)ds, k∗1(t, s) = k(t, s)e−
∫ γ (s)
0 M(τ )dτ ,
l∗1(t, s) = l(t, s)e−
∫ δ(s)
0 M(τ )dτ .
Let p ∈ C1(J, R) and{
p′(t) ≤ −M(t)p(t)− N(t)p(α(t))− K(t)(Tp)(t)− L(t)(Sp)(t),
p(0) ≤ rp(T ). (2.1)
Then p(t) ≤ 0, ∀t ∈ J.
Lemma 2 (Comparison Theorem). Assume that
(H1): α, β, γ , δ ∈ C(J, J), M ∈ C(J, R), M1 ∈ C(J, [0,∞)),
∫ T
0 (M − M1)(τ )dτ ≥ 0,N, K ∈ C(J, [0,∞)), k ∈
C(D, [0,∞)), D = {(t, s) ∈ R2 | 0 ≤ s ≤ β(t), t ∈ J}, l ∈ C(J × J, [0,∞)), L ∈ C(J, (0,∞)) and ∫ T0 l(t, s)ds > 0 for
some t ∈ J .
(H2): µ∗(1+ 1λ∗ ) ≤ 1 for λ∗ = λ1e−
∫ T
0 M
∗(s)ds with 0 < λ1 ≤ 1, and
µ∗ =
∫ T
0
[
N∗(t)+ K ∗(t)
∫ β(t)
0
k∗(t, s)ds+ L∗(t)
∫ T
0
l∗(t, s)ds
]
dt,
where 
N∗(t) = N(t)e
∫ t
0 M
∗(s)dse−
∫ α(t)
0 M
∗
1 (s)ds, K ∗(t) = K(t)e
∫ t
0 M
∗(s)ds,
L∗(t) = L(t)e
∫ t
0 M
∗(s)ds, k∗(t, s) = k(t, s)e−
∫ γ (s)
0 M
∗
1 (τ )dτ ,
l∗(t, s) = l(t, s)e−
∫ δ(s)
0 M
∗
1 (τ )dτ , M∗(t) = (M +M1)(t),
M∗1 (t) = (M −M1)(t).
(2.2)
Let u, v ∈ C1(J, R) and
u′(t) ≤ −M(t)u(t)+M1(t)v(t)− N(t)u(α(t))− K(t)(Tu)(t)− L(t)(Su)(t),
u(0) ≤ λ1u(T ),
v′(t) ≤ −M(t)v(t)+M1(t)u(t)− N(t)v(α(t))− K(t)(Tv)(t)− L(t)(Sv)(t),
v(0) ≤ λ1v(T ).
(2.3)
Then u(t) ≤ 0, v(t) ≤ 0, ∀t ∈ J.
Proof. Put p(t) = u(t)+ v(t), ∀t ∈ J. Then by (2.3), we have that{
p′(t) ≤ −[M(t)−M1(t)]p(t)− N(t)p(α(t))− K(t)(Tp)(t)− L(t)(Sp)(t),
p(0) ≤ λ1p(T ). (2.4)
Thus, by (2.4), (H1), (H2) and Lemma 1, we have that p(t) ≤ 0 on J . That is
u(t)+ v(t) ≤ 0, ∀t ∈ J. (2.5)
Next, we prove that u(t) ≤ 0, v(t) ≤ 0, ∀t ∈ J.
In fact, by (2.3) and (2.5), we have that
u′(t) ≤ −[M(t)+M1(t)]u(t)− N(t)u(α(t))− K(t)(Tu)(t)− L(t)(Su)(t),
u(0) ≤ λ1u(T ),
v′(t) ≤ −[M(t)+M1(t)]v(t)− N(t)v(α(t))− K(t)(Tv)(t)− L(t)(Sv)(t),
v(0) ≤ λ1v(T ).
By using the same method as above, we can obtain that
u(t) ≤ 0, v(t) ≤ 0, ∀t ∈ J.
The proof of Lemma 2 is complete. 
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Lemma 3 ([9]). Assume that (H′1), (H
′
2) are satisfied. Let m ∈ R, σ ∈ C(J, R). Then the linear problem{
p′(t) = −M(t)p(t)− N(t)p(α(t))− K(t)(Tp)(t)− L(t)(Sp)(t)+ σ(t),
p(0) = rp(T )+m,
has a unique solution p ∈ C1(J, R).
Lemma 4. Assume that (H1), (H2) are satisfied. Let m1,m2 ∈ R, σ1, σ2 ∈ C(J, R). Then the linear problem
u′(t) = −M(t)u(t)−M1(t)v(t)− N(t)u(α(t))− K(t)(Tu)(t)− L(t)(Su)(t)+ σ1(t),
u(0) = λ1u(T )+m1,
v′(t) = −M(t)v(t)−M1(t)u(t)− N(t)v(α(t))− K(t)(Tv)(t)− L(t)(Sv)(t)+ σ2(t),
v(0) = λ1v(T )+m2,
(2.6)
has a unique system of solutions in C1(J, R)× C1(J, R).
Proof. Let
p(t) = u(t)+ v(t), ∀ t ∈ J. (2.7)
Thus, by (2.6) and (2.7), we have that{
p′(t) = −(M +M1)(t)p(t)− N(t)p(α(t))− K(t)(Tp)(t)− L(t)(Sp)(t)+ (σ1 + σ2)(t),
p(0) = λ1p(T )+ (m1 +m2). (2.8)
By Lemma 3, we know that (2.8) has a unique solution p(t) ∈ C1(J, R).
In the previous two equations of (2.6), let v(t) = p(t)− u(t); we have{
u′(t) = −(M −M1)(t)u(t)− N(t)u(α(t))− K(t)(Tu)(t)− L(t)(Su)(t)+ [σ1(t)−M1(t)p(t)],
u(0) = λ1u(T )+m1. (2.9)
Since
∫ T
0 (M − M1)(τ )dτ ≥ 0 in (H1), by Lemma 3, we know that (2.9) has a unique solution u(t) ∈ C1(J, R). Similarly,
v(t) is unique.
According to the above discussion, we can get that (2.6) has a unique system of solutions in C1(J, R)× C1(J, R).
This completes the proof. 
Lemma 5. Let e
∫ T
0 M(τ )dτ 6= λ1. Then, (u, v) ∈ C1(J, R) × C1(J, R) is a system of solutions of (1.1) if and only if (u, v) ∈
C(J, R)× C(J, R) is a system of solutions of the following problems:
u(t) = e−
∫ t
0 M(τ )dτ
{∫ t
0
e
∫ s
0 M(τ )dτ [f (s, u(s), v(s), u(α(s)), Tu(s), Su(s))+M(s)u(s)]ds
+ λ1
e
∫ T
0 M(τ )dτ − λ1
[∫ T
0
e
∫ s
0 M(τ )dτ [f (s, u(s), v(s), u(α(s)), Tu(s), Su(s))+M(s)u(s)]ds
+ λ2
∫ T
0
W (s)v(s)ds+ k1
]
+ λ2
∫ T
0
W (s)v(s)ds+ k1
}
,
v(t) = e−
∫ t
0 M(τ )dτ
{∫ t
0
e
∫ s
0 M(τ )dτ [g(s, v(s), u(s), v(α(s)), Tv(s), Sv(s))+M(s)v(s)]ds
+ λ1
e
∫ T
0 M(τ )dτ − λ1
[∫ T
0
e
∫ s
0 M(τ )dτ [g(s, v(s), u(s), v(α(s)), Tv(s), Sv(s))+M(s)v(s)]ds
+ λ2
∫ T
0
W (s)u(s)ds+ k2
]
+ λ2
∫ T
0
W (s)u(s)ds+ k2
}
,
The proof of Lemma 5 is easy, so we omit it. 
3. Main theorem
We list for convenience the following assumptions again.
1360 G. Wang / Journal of Computational and Applied Mathematics 234 (2010) 1356–1363
(H3): There exist u0, v0 ∈ C1(J, R) satisfying
u′0(t) ≤ f (t, u0(t), v0(t), u0(α(t)), Tu0(t), Su0(t)),
u0(0) ≤ λ1u0(T )+ λ2
∫ T
0
W (s)v0(s)ds+ k1;
v′0(t) ≥ g(t, v0(t), u0(t), v0(α(t)), Tv0(t), Sv0(t)),
v0(0) ≥ λ1v0(T )+ λ2
∫ T
0
W (s)u0(s)ds+ k2.
(H4): FunctionsM,M1,N, K , L from Assumptions (H1), (H2) satisfy the conditions
f (t, u2(t), v2(t), u2(α(t)), Tu2(t), Su2(t))− f (t, u1(t), v1(t), u1(α(t)), Tu1(t), Su1(t))
≥ −M(t)(u2 − u1)(t)−M1(t)(v2 − v1)(t)− N(t)(u2 − u1)(α(t))− K(t)T (u2 − u1)(t)− L(t)S(u2 − u1)(t),
g(t, u2(t), v2(t), u2(α(t)), Tu2(t), Su2(t))− g(t, u1(t), v1(t), u1(α(t)), Tu1(t), Su1(t))
≥ −M(t)(u2 − u1)(t)−M1(t)(v2 − v1)(t)− N(t)(u2 − u1)(α(t))− K(t)T (u2 − u1)(t)− L(t)S(u2 − u1)(t),
g(t, u2(t), v2(t), u2(α(t)), Tu2(t), Su2(t))− f (t, u1(t), v1(t), u1(α(t)), Tu1(t), Su1(t))
≥ −M(t)(u2 − u1)(t)−M1(t)(v2 − v1)(t)− N(t)(u2 − u1)(α(t))− K(t)T (u2 − u1)(t)− L(t)S(u2 − u1)(t),
where u0 ≤ u1 ≤ u2 ≤ v0, u0 ≤ v2 ≤ v1 ≤ v0, ∀t ∈ J .
Theorem 1. Let e
∫ T
0 M(τ )dτ 6= λ1 and u0, v0 ∈ C(J, R) be such that u0 ≤ v0. Assume that conditions (H1)–(H4) hold. Then
(1.1) has the extremal system of solutions (u∗, v∗) ∈ [u0, v0] × [u0, v0]. Moreover, there exist monotone iterative sequences
{un}, {vn} ⊂ [u0, v0] such that un → u∗, vn → v∗(n→∞) uniformly on t ∈ J , where un(t), vn(t) are defined as
un(t) = e−
∫ t
0 M(τ )dτ
{∫ t
0
e
∫ s
0 M(τ )dτ [f (s, un−1(s), vn−1(s), un−1(α(s)), Tun−1(s), Sun−1(s))
+M(s)un−1(s)−M1(s)(vn − vn−1)(s)− N(s)(un − un−1)(α(s))
− K(s)T (un − un−1)(s)− L(s)S(un − un−1)(s)]ds
+ λ1
e
∫ T
0 M(τ )dτ − λ1
[∫ T
0
e
∫ s
0 M(τ )dτ [f (s, un−1(s), vn−1(s), un−1(α(s)), Tun−1(s), Sun−1(s))
+M(s)un−1(s)−M1(s)(vn − vn−1)(s)− N(s)(un − un−1)(α(s))
− K(s)T (un − un−1)(s)− L(s)S(un − un−1)(s)]ds+ λ2
∫ T
0
W (s)vn−1(s)ds+ k1
]
+ λ2
∫ T
0
W (s)vn−1(s)ds+ k1
}
, ∀t ∈ J, n = 1, 2, . . . ; (3.1)
vn(t) = e−
∫ t
0 M(τ )dτ
{∫ t
0
e
∫ s
0 M(τ )dτ [g(s, vn−1(s), un−1(s), vn−1(α(s)), Tvn−1(s), Svn−1(s))
+M(s)vn−1(s)−M1(s)(un − un−1)(s)− N(s)(vn − vn−1)(α(s))
− K(s)T (vn − vn−1)(s)− L(s)S(vn − vn−1)(s)]ds
+ λ1
e
∫ T
0 M(τ )dτ − λ1
[∫ T
0
e
∫ s
0 M(τ )dτ [g(s, vn−1(s), un−1(s), vn−1(α(s)), Tvn−1(s), Svn−1(s))
+M(s)vn−1(s)−M1(s)(un − un−1)(s)− N(s)(vn − vn−1)(α(s))
− K(s)T (vn − vn−1)(s)− L(s)S(vn − vn−1)(s)]ds+ λ2
∫ T
0
W (s)un−1(s)ds+ k2
]
+ λ2
∫ T
0
W (s)un−1(s)ds+ k2
}
, ∀t ∈ J, n = 1, 2, . . . ; (3.2)
and
u0 ≤ u1 ≤ · · · ≤ un ≤ · · · ≤ u∗ ≤ v∗ ≤ · · · ≤ vn ≤ · · · ≤ v1 ≤ v0. (3.3)
Proof. First, for any un−1, vn−1 ∈ C(J, R), by Lemma 4, we know that (3.1), (3.2) have solutions in C(J, R).
Next, we prove that {un(t)}, {vn(t)} satisfy
u0 ≤ u1 ≤ · · · ≤ un ≤ vn ≤ · · · ≤ v1 ≤ v0, n = 1, 2, . . . . (3.4)
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By (3.1) and (3.2), we have that
u′n(t) = f (t, un−1(t), vn−1(t), un−1(α(t)), Tun−1(t), Sun−1(t))−M(t)(un − un−1)(t)−M1(t)(vn − vn−1)(t)− N(t)(un − un−1)(α(t))− K(t)T (un − un−1)(t)− L(t)S(un − un−1)(t),
un(0) = λ1un(T )+ λ2
∫ T
0
W (s)vn−1(s)ds+ k1;
v′n(t) = g(t, vn−1(t), un−1(t), vn−1(α(t)), Tvn−1(t), Svn−1(t))−M(t)(vn − vn−1)(t)−M1(t)(un − un−1)(t)− N(t)(vn − vn−1)(α(t))− K(t)T (vn − vn−1)(t)− L(t)S(vn − vn−1)(t),
vn(0) = λ1vn(T )+ λ2
∫ T
0
W (s)un−1(s)ds+ k2, n = 1, 2, . . . .
(3.5)
Let p = u0 − u1, q = v1 − v0, w = u1 − v1. Then, by (3.5), (H3) and (H4), we have that
p′(t) ≤ −M(t)p(t)+M1(t)q(t)− N(t)p(α(t))− K(t)(Tp)(t)− L(t)(Sp)(t),
p(0) ≤ λ1p(T ),
q′(t) ≤ −M(t)q(t)+M1(t)p(t)− N(t)q(α(t))− K(t)(Tq)(t)− L(t)(Sq)(t),
q(0) ≤ λ1q(T ),
(3.6)
and 
w′(t) = f (t, u0(t), v0(t), u0(α(t)), Tu0(t), Su0(t))−M(t)(u1 − u0)(t)
−M1(t)(v1 − v0)(t)− N(t)(u1 − u0)(α(t))− K(t)T (u1 − u0)(t)
− L(t)S(u1 − u0)(t)− g(t, v0(t), u0(t), v0(α(t)), Tv0(t), Sv0(t))
+M(t)(v1 − v0)(t)+M1(t)(u1 − u0)(t)+ N(t)(v1 − v0)(α(t))
+ K(t)T (v1 − v0)(t)+ L(t)S(v1 − v0)(t)
≤ −(M −M1)(t)w(t)− N(t)w(α(t))− K(t)(Tw)(t)− L(t)(Sw)(t),
w(0) = λ1w(T )+ λ2
∫ T
0
W (s)(v0 − u0)(s)ds+ (k1 − k2) ≤ λ1w(T ).
(3.7)
Thus, by Lemmas 2 and 1, we can get p(t) ≤ 0, q(t) ≤ 0, w(t) ≤ 0, ∀t ∈ J . That is u0 ≤ u1 ≤ v1 ≤ v0.
Assume that
u0 ≤ u1 ≤ · · · ≤ uk ≤ vk ≤ · · · ≤ v1 ≤ v0,
for some k ≥ 1. Then, using the same method as above, by Lemmas 2 and 1 again, we can obtain uk ≤ uk+1 ≤ vk+1 ≤ vk. By
induction, it is not difficult to prove that
u0 ≤ u1 ≤ · · · ≤ un ≤ · · · ≤ vn ≤ · · · ≤ v1 ≤ v0, n = 1, 2, . . . . (3.8)
By (3.5), (3.8) and (H4), we have that
f (t, u0(t), v0(t), u0(α(t)), Tu0(t), Su0(t))− 2|(M +M1)(t)|(v0 − u0)(t)
− 2N(t)(v0 − u0)(α(t))− 2K(t)T (v0 − u0)(t)− 2L(t)S(v0 − u0)(t)
≤ u′n(t)≤ g(t, v0(t), u0(t), v0(α(t)), Tv0(t), Sv0(t))+ 2|(M +M1)(t)|(v0 − u0)(t)
+N(t)(v0 − u0)(α(t))+ K(t)T (v0 − u0)(t)+ L(t)S(v0 − u0)(t).
Thus, {u′n(t)} is uniformly bounded. At the same time, we can show that {v′n(t)} is also uniformly bounded. From the
above, we know that {un} and {vn} are uniformly bounded and equicontinuous in [u0, v0]. By (3.8) and the Arzela–Ascoli
theorem, we have
lim
n→∞ un(t) = u
∗(t), lim
n→∞ vn(t) = v
∗(t)
uniformly on t ∈ J , and the limit functions u∗(t), v∗(t) satisfy (1.1). Moreover, u∗, v∗ ∈ [u0, v0]. Taking the limits in (3.1)
and (3.2), by Lemma 5, we know that (u∗, v∗) is a system of solutions of (1.1) in [u0, v0] × [u0, v0]. Moreover, (3.3) is true.
Next, we prove that (1.1) has an extremal system of solutions.
In fact, say we assume that (u, v) ∈ [u0, v0] × [u0, v0] is any system of solutions of (1.1). That is
u′(t) = f (t, u(t), v(t), u(α(t)), Tu(t), Su(t)), u(0) = λ1u(T )+ λ2
∫ T
0
W (s)v(s)ds+ k1,
v′(t) = g(t, v(t), u(t), v(α(t)), Tv(t), Sv(t)), v(0) = λ1v(T )+ λ2
∫ T
0
W (s)u(s)ds+ k2.
(3.9)
By (3.5), (3.9), (H4) and Lemma 2, it is easy to prove that
un ≤ u, v ≤ vn, n = 1, 2, . . . . (3.10)
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By taking the limits in (3.10) as n→∞, we have that u∗ ≤ u, v ≤ v∗. That is, (u∗, v∗) is an extremal system of solutions of
(1.1) in [u0, v0] × [u0, v0].
The proof of Theorem 1 is complete. 
4. Example
Consider the following problems:
u′(t) = 1
15
t3[t − u(t)] − 1
20
t4v2(t)− 1
5
tu(α(t))+ 1
500
t
[
t3 −
∫ 1
2 t
0
8tsu(
√
s)ds
]5
+ 1
700
t2
[
t2 −
∫ 1
0
2t2su(
√
s)ds
]7
,
u(0) = 4
5
u(1)− 1
10
∫ 1
0
s2v(s)ds+ 1
9
,
v′(t) = 1
15
t3[t − v(t)] − 1
20
t4u2(t)− 1
5
tv(α(t))+ 1
500
t
[
t3 −
∫ 1
2 t
0
8tsv(
√
s)ds
]5
+ 1
700
t2
[
t2 −
∫ 1
0
2t2sv(
√
s)ds
]7
,
v(0) = 4
5
v(1)− 1
10
∫ 1
0
s2u(s)ds+ 1
6
,
(4.1)
where t ∈ J = [0, 1], λ1 = 45 , λ2 = − 110 , k1 = 19 , k2 = 16 , α ∈ C(J, J), β(t) = 12 t, γ (t) = δ(t) =
√
t,∀t ∈ J.
Obviously,
f (t, u(t), v(t), u(α(t)), Tu(t), Su(t))
= 1
15
t3[t − u(t)] − 1
20
t4v2(t)− 1
5
tu(α(t))+ 1
500
t[t3 −
∫ 1
2 t
0
8tsu(
√
s)ds]5
+ 1
700
t2
[
t2 −
∫ 1
0
2t2su(
√
s)ds
]7
,
g(t, v(t), u(t), v(α(t)), Tv(t), Sv(t))
= 1
15
t3[t − v(t)] − 1
20
t4u2(t)− 1
5
tv(α(t))+ 1
500
t
[
t3 −
∫ 1
2 t
0
8tsv(
√
s)ds
]5
+ 1
700
t2
[
t2 −
∫ 1
0
2t2sv(
√
s)ds
]7
.
(4.2)
Take u0(t) = 0, v0(t) = 1; then
u′0(t) = 0 ≤
1
15
t4 − 1
20
t4 + 1
500
t16 + 1
700
t16 = f (t, u0(t), v0(t), u0(α(t)), Tu0(t), Su0(t)),
u0(0) = 0 ≤ 790 = λ1u0(1)+ λ2
∫ 1
0
W (s)v0(s)ds+ k1;
v′0(t) = 0 ≥
1
15
t3(t − 1)− 1
5
t = g(t, v0(t), u0(t), v0(α(t)), Tv0(t), Sv0(t)),
v0(0) = 1 ≥ 2930 =
4
5
+ 1
6
λ1v0(T )+ λ2
∫ T
0
W (s)u0(s)ds+ k2.
This shows that condition (H3) of Theorem 1 holds.
On the other hand, by (4.2), we have that
f (t, u2(t), v2(t), u2(α(t)), Tu2(t), Su2(t))− f (t, u1(t), v1(t), u1(α(t)), Tu1(t), Su1(t))
≥ − 1
15
t3(u2 − u1)(t)− 15 t(u2 − u1)(α(t))−
1
100
t13T (u2 − u1)(t)− 1100S(u2 − u1)(t),
g(t, u2(t), v2(t), u2(α(t)), Tu2(t), Su2(t))− g(t, u1(t), v1(t), u1(α(t)), Tu1(t), Su1(t))
≥ − 1
15
t3(u2 − u1)(t)− 15 t(u2 − u1)(α(t))−
1
100
t13T (u2 − u1)(t)− 1100S(u2 − u1)(t),
g(t, u2(t), v2(t), u2(α(t)), Tu2(t), Su2(t))− f (t, u1(t), v1(t), u1(α(t)), Tu1(t), Su1(t))
≥ − 1
15
t3(u2 − u1)(t)− 15 t(u2 − u1)(α(t))−
1
100
t13T (u2 − u1)(t)− 1100S(u2 − u1)(t),
where u0 ≤ u1 ≤ u2 ≤ v0, u0 ≤ v2 ≤ v1 ≤ v0, ∀t ∈ J .
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We see thatM(t) = 115 t3, M1(t) = 0, N(t) = 15 t, K(t) = 1100 t13, L(t) = 1100 and
µ∗ =
∫ T
0
[
N∗(t)+ K ∗(t)
∫ β(t)
0
k∗(t, s)ds+ L∗(t)
∫ T
0
l∗(t, s)ds
]
dt
=
∫ 1
0
[
1
5
te
∫ t
α(t)
1
15 s
3ds + 1
100
t13e
∫ t
0
1
15 s
3ds
∫ t
2
0
8tse−
∫√s
0
1
15
τ 3dτ + 1
100
e
∫ t
0
1
15 s
3ds
∫ 1
0
2t2se−
∫√s
0
1
15
τ 3dτ
]
dt
=
∫ 1
0
[
1
5
te
∫ t
α(t)
1
15 s
3ds + 12
5
t14
(
1− e− t2240
)
e
∫ t
0
1
15 s
3ds + 3
5
t2
(
1− e− 160
)
e
∫ t
0
1
15 s
3ds
]
dt
≤
∫ 1
0
1
5
te
∫ t
0
1
15 s
3ds
[
1+ 12t13
(
1− e− t2240
)
+ 3t
(
1− e− 160
)]
dt
≤
∫ 1
0
1
5
e
1
60
[
1+ 12
(
1− e− 1240
)
+ 3
(
1− e− 160
)]
dt
≤ 0.23,
and so µ∗(1+ 1
λ∗ ) ≤ 0.23× (1+ 1.25)e
1
60 ≤ 0.23× 2.28 ≤ 0.53 < 1. It is easy to see that (H2) holds.
Thus, all conditions of Theorem 1 are satisfied. Therefore, by Theorem 1, (4.1) has the extremal system of solutions
(u∗, v∗) ∈ [u0, v0] × [u0, v0], which can be obtained by taking limits from some iterative sequences.
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