Abstract-A general family of optimal transform coders (TC) is introduced here based on the generalized triangular decomposition (GTD) developed by Jiang, et al. This family includes the Karhunen-Loeve transform (KLT), and the prediction-based lower triangular transform (PLT) introduced by Phoong and Lin, as special cases. The coding gain of the entire family, with optimal bit allocation, is equal to those of the KLT and the PLT. Even though the PLT is not applicable for vectors which are not blocked versions of scalar wide sense stationary (WSS) processes, the GTD based family includes members which are natural extensions of the PLT, and therefore also enjoy the so-called MINLAB structure of the PLT which has the unit noise-gain property. Other special cases of the GTD-TC are the GMD (geometric mean decomposition) and the BID (bidiagonal transform). The GMD in particular has the property that the optimal bit allocation (which is required for achieving the maximum coding gain) is a uniform allocation, thereby eliminating the need for bit allocation. 
I. INTRODUCTION
In transform coder (TC) theory, the Karhunen-Loeve transform (KLT) is known for its optimality properties [1] , [6] , [17] . For example it provides maximum coding gain when high bit rate scalar quantizers are used in the transform domain. The KLT essentially diagonalizes the autocorrelation matrix of the input vector x before quantization. The decorrelated components are typically quantized by independent scalar quantizers. 2 If the vector x being transformed is a blocked version of a scalar wide sense stationary (WSS) process x(n), then the coding gain of the KLT can also be achieved by using a different kind of transform called the prediction-based lower triangular transform or PLT, which was introduced into the signal processing literature by Phoong and Lin [13] . The PLT is based on the theory of linear prediction for the scalar WSS process x(n). PLT has smaller design cost because fast algorithms such as the Levinson algorithm can be used instead of matrix diagonalization. The implementation complexity for the PLT is 50% smaller than that of the KLT [13] . However, the PLT as introduced in [13] is not applicable for vectors x which are not blocked versions of scalar WSS processes. This paper introduces a general family for transform coding based on the generalized triangular decomposition (GTD) introduced by Jiang, et al., in the context of optimal transceiver design in digital communications [8] . We will show that the GTD-TC family has the following features:
1) It includes the KLT and PLT as special cases.
2) The coding gain for any member of the family is equal to that of the KLT. 3) Unlike the PLT, the input vector x is not required to be a blocked version of a WSS process. One of the attractive features of the PLT is the existence of a structure with unit noise gain, called the MINLAB structure [13] . The GTD based family includes a PLT-like special case which also enjoys the MINLAB structure. In this sense it extends some of the features of the PLT for the case where x is not a blocked version of a scalar process. 4) Like the KLT and the PLT the GTD family also produces a decorrelated set of components at the inputs of the scalar quantizers. The GTD offers a great deal of freedom in the distribution of the variances of these decorrelated transform domain components. 5) Other special cases of the GTD transform coder includes the GMD (geometric mean decomposition) and the BID (bidiagonal transform). 6) The GMD in particular has the property that the optimal bit allocation (which is required for achieving the maximum coding gain) is a uniform allocation! The coding gain that is achieved by the KLT with optimal bit allocation is therefore achieved by the GMD without bit allocation. Recall here that the closed form formula for optimal bit allocation used by KLT and other transforms [6] often yields non integer values for the bits. The approximation of these with integers would lead to suboptimality of the transform coder. Since the GMDbased method uses identical bits for all the transform domain coefficients without compromising optimality, this disadvantage is not present any more. The family of GTD coders therefore provides a unified framework for a number of optimal linear transforms for high bit rate coders.
Paper outline. The paper is organized as follows. Section II briefly reviews the KLT and the PLT. In Section III we discuss the proposed GTD-TC. Several examples of the GTD-TC, such as the GMD-TC and BID-TC are given here. Section IV provides numerical simulations related to the topic discussed in the paper. Section V concludes this paper. 3 Assumptions. All signals and transforms discussed in this paper are assumed to be real-valued. We assume that the M ×1 input x(n) is a zero mean real-valued wide-sense stationary vector process, with positive definite covariance matrix R x . The time argument n is dropped when redundant.
II. PRELIMINARIES AND REVIEWS
The transform coder is shown in Fig. 1 . The signal x is first multiplied by an M × M matrix T so that y = [y 1 y 2 · · · y M ] T = Tx. The quantizers are scalar quantizers, and are modeled as an additive noise sources so that y i = 3 Notations. Boldface upper-case letters denote matrices, boldface lowercase letters denote column vectors, and italics denote scalars. The superscripts (·) T and (·) † denote the transpose and conjugate transpose operations. A ij denotes the (i, j)th element of the matrix A. By A B, we mean that A − B is positive semi-definite. For vector x, the notation diag(x) denotes the diagonal matrix with diagonal terms equal to the elements in the vector x. For matrix X, the notation diag(X) denotes the column vector whose elements are the diagonal terms of X. The notation a + b means that the vector a majorizes b additively [12] , [10] . Similarly a × b means that the vector a majorizes b multiplicatively [8] , [10] . y i + q i . Suppose the ith quantizer Q i has b i bits, then the variance of the quantization error q i satisfies
where σ 2 yi is the variance of the signal input to the ith quantizer. This result generally holds under the high bit rate assumption [6] , [11] , [17] . The constant c depends on the type of the quantizer and the statistics of y i . It is assumed that all the scalar quantizers have the same c. The signal is reconstructed at the decoder by multiplying with T −1 .
A. Transform Coders and the KLT
The problem of minimizing the arithmetic mean of MSE (AM-MSE) under the average bit rate constraint is solved by the KLT [17] . The KLT uses T = U T , where U is any M × M orthonormal matrix such that R x = UΣU T , where Σ is the diagonal matrix of the eigenvalues {σ
Under the high bit rate assumption (1), the optimal bit allocation is given by the bit-loading formula [6] , [17] 
where the average bit rate is constrained to be b bits per data stream. The resulting AM-MSE is
It was shown in [16] that under the high bit rate assumption, it is not a loss of generality to assume that the transform is orthonormal. It should be noted that the KLT decorrelates the signal, so the components of y are statistically independent (under the Gaussian assumption). This justifies the use of scalar quantizers. 
B. Prediction-Based Lower Triangular Transform (PLT)
The PLT, proposed in [13] , is a signal dependent nonorthonormal transform, which utilizes linear prediction theory [6] , [18] . It has the same decorrelation property as the KLT, and is shown to have the same MMSE performance if the socalled "minimum noise structure" and optimal bit allocation are used [13] . In the original article of Phoong and Lin [13] , the PLT is used for the vector x obtained by blocking a scalar WSS x(n). In the following we briefly review the idea of the PLT. We also show that the PLT can actually be used for a vector process which need not to be a blocked version of a scalar process. The development of [13] which was based on linear prediction theory does not apply in this case, but some of the main conclusions continue to be true as we shall elaborate next.
Consider the LDU decomposition [5] of R x given by Here L is lower triangular with diagonal elements equal to unity, and D is a diagonal matrix with positive diagonal elements. We can rewrite this as
That is, L −1 x has the diagonal covariance matrix D. So pre-multiplying x with L −1 results in decorrelation. The transform coder with T = L −1 will be referred to as the PLT here, and its implementation is shown in Fig. 2 . The multipliers s km in the figure are the coefficients in the matrix L. In this implementation the quantizer noise is amplified by
A different implementation, called the minimum noise structure I (MINLAB(I)) [14] is shown in Fig. 3 . This structure is shown to have the unity noise gain property [13] . 4 It minimizes the AM-MSE if the bit loading for each quantizer follows the bit loading formula:
The resulting AM-MSE will be
which is the same as what the KLT can achieve when the optimal bit loading is applied. The reason for the name PLT is that the multipliers s km are related to optimal linear predictor coefficients [13] when x(n) is the blocked version of a scalar WSS process x(n). For simplicity we shall continue to use the term PLT even when this is not the case. The PLT achieves the same optimal performance as the KLT but with less computational complexity in the implementation. Other attractive features are mentioned in [13] . 
III. GENERALIZED TRIANGULAR DECOMPOSITION
TRANSFORM CODER In this section we will show how to construct the GTD-TC from a given covariance matrix. We will also show that actually both the KLT and the PLT are special cases of the GTD-TC. Several other interesting instances of GTD-TC, i.e., GMD-TC, BID-TC, and the combination of GMD-TC with progressive transmission, will be discussed. Before going into the GTD theory, let us first review the notion of multiplicative majorization [10] , [4] . 
and equality holds when k = n. Here "[i]" denotes the component of the vector with i-th largest magnitude.
Multiplicative majorization property plays an important role in GTD theory as shown by the following result proved in [8] . 
where
Then there exist matrices R, Q, and P such that
where R is a K × K upper triangular matrix with diagonal terms equal to r k , and Q ∈ C m×K and P ∈ C n×K both have orthonormal columns.
According to the GTD factorization algorithm described in [8] , if H and r are real valued, then the matrices Q, R, and P can be taken to be real valued. There are many standard decompositions which can be regarded as special instances of the GTD. These are listed below. The first five can be found in standard texts [3] , [5] .
1) The singular value decomposition (SVD).
2) The Schur decomposition.
3) The QR decomposition.
4) The complete orthogonal decomposition.
5) The bi-diagonal decomposition.
6) The geometric mean decomposition (GMD) [7] . Now consider the transform coding problem again. Suppose
Then we can express R x as
where L 1 is a unit-diagonal lower triangular matrix which satisfies
Note that because of the GTD theory, the multiplicative majorization property
] are the eigenvalues of R x with non-increasing order.
If we pass the signal x through the orthonormal matrix P T to produce z, i.e., z = P T x, the covariance of z is to the signal z, the components of the resulting vector are decorrelated. The system is called GTD-TC, and is demonstrated in Fig. 4 for M = 4. Here we have used the MINLAB(I) structure [13] . The multipliers s km are the entries of the matrix L −1
1 . The bit loading formula becomes
where we have used det(R z ) = det(P T R x P) = det(R x ). The AM-MSE is invariant to the orthonormal matrix P at the decoder, therefore the AM-MSE is the same as the one for the PLT part for the transform coding of z. As in eq. (6), the MSE is
which is the same as the MSE for KLT and PLT with optimal bit allocation. Note that this result is true because of the minimum noise structure for the PLT (which has unit noise gain). We can regard P and P T as the precoder and postcoder, and the system in between as the PLT part as indicated in the figure. Since there are infinitely many GTD realizations [8] , this framework includes many transform coders that achieve the maximized coding gain. Actually it contains both the KLT and the PLT as special cases: 1) Suppose in (9), the GTD {Q, R, P} is taken as the SVD of
In this case, we actually have R x = LDL T = UΣU T , thus P = U, which consists of the eigenvectors of the input covariance matrix. We also have R z = U T R x U = Σ. In this case, the GTD-TC is reduced to the KLT. The PLT part in Fig. 4 is simply a series of scalar quantizers, and the optimal bit loading is according to the formula (2). 2) In (9), suppose {Q, R, P} is taken as the QR decom-
2 L is by itself an upper triangular matrix, we actually have P = I and Q = I. In this case, the GTD-TC reduces to the original PLT-TC. In the following, we will introduce three new transform coder schemes based on GTD theory.
A. Geometric Mean Decomposition -GMD
Geometric mean decomposition is a special case of the GTD. It arises in optimal transceiver design [12] , [20] . In the GTD, if the diagonal terms of R are identical and equal to (
K , then it is called GMD. GMD always exists for any matrix H since the multiplicative majorization property always holds. Suppose the GMD is used for the transform coder: in (9), R has all diagonal terms equal tō
The bit loading formula becomes
because det(R x ) =σ 2M . The preceding equation says that all the quantizers are assigned the same number of bits. Note that since any GTD-TC achieves the same optimal performance, GMD-TC manifests a very good property -achieving the maximized coding gain without the need for bit loading.
B. Bi-Diagonal Transformation -Hessenberg Form
A matrix B is said to be bidiagonal if it has the form demonstrated below for the 4 × 4 case.
where B is a bidiagonal matrix, then we call it the bi-diagonal transform coder (BID-TC). It can be seen that
where B T B is a tri-diagonal matrix. The advantages of the BID-TC coder lie in its reduced computational complexity. To reduce a symmetric matrix to a tri-diagonal form by orthonormal transformation is computationally much less complex compared to eigenvalue decomposition [3] . The detail of reducing a symmetric matrix to the tri-diagonal form is discussed in [3] , and requires only several Householder transformations. The LDU decomposition for a symmetric tri-diagonal matrix is also easy, which requires only O(M ) operations now, instead of O(M 2 ) for general symmetric matrices. Therefore, the design cost for the BID-TC is less than KLT. Also, due to the bi-diagonal structure of B, the implementation cost for the inner PLT part is also reduced, which is only in the order of O(M ). This can be seen in Fig. 5 , which shows the MINLAB(I) structure for the BID-TC encoder. Signal feedforward paths are only required for the adjacent data streams. The number of signal feedforward paths is much less than for the original PLT.
The detail comparison between the design and implementation costs for various GTD based coders are summarized in Table I . 
IV. SIMULATIONS
In this section we provide the numerical simulations for GTD based coders. The signal x is generated by a zero mean Gaussian vector process with prescribed covariance matrix R x . The number of data streams M = 8 in the experiments. Uniform roundoff quantizers are assumed. Each quantizer adapts its step size according to the variance of the Gaussian input (pp. 818 of [17] ). For each case, we run the Monte Carlo simulations for calculating the AM-MSE. In each trial, we first generate the input covariance matrix by multiplying a fixed diagonal matrix with a randomly generated orthonormal matrix on the left and its transpose on the right. The input vector x is then generated according to this covariance matrix. In the following we provide simulation comparisons of different transform coders with and without optimal bit allocation.
Optimal bit allocation: Fig. 6 compares the AM-MSE performance of different transform coders with optimal bit allocation, for input covariance matrix with high and low condition numbers, respectively. "Transform-wBL" means we adopt the specified transform with optimal bit loading. For example "KLTwBL" uses the KLT with the bit loading formula (2) . "PLTwBL" is the method mentioned in [13] , with the optimal bit loading formula (5) . "UNCwBL" is the case when we have no transform; we directly quantize the input x with optimal bit allocation
Since the input to the quantizers x i are correlated to each other in general, direct scalar quantization without transformation results in performance loss compared to the GTD-TCs even when the optimal bit loading scheme is applied. "BIDwBL" is the bi-diagonal transform coder discussed in III-B. The bit loading formula is as in (10) . "GMDTFC" is the GMD transform coder. Since the signal variance in each data stream is the same, no bit loading is needed. This allows us to build the same scalar quantizers for all data streams. It can be seen from the figure that with optimal bit loading, all GTD-TCs perform about the same. This is consistent with the analysis made in Sec. III. Direct quantization without transforms (UNCwBL) results in about 5 bits per data stream performance loss for Fig. 6 . 
Uniform bit allocation: Fig. 7 compares the AM-MSE performance of different transform coders with uniform bit allocation, for input covariance matrix with high and low condition numbers, respectively. Here "transform-nBL" means we adopt some specific transform with no optimal bit loading, i.e., we allocate the same number of bits to each data stream. However, the step size of each scalar quantizer is adapted according to variance of the Gaussian input (P.818 of [17] ). "KLTnBL" uses KLT for the transform. "PLTnBL" is the method mentioned in [13] but with no bit loading. "UNCnBL" is the case when we have no transform but directly quantize the input x. No bit loading is applied either. "BIDwBL" is the bi-diagonal transform coder discussed in III-B with no bit loading. "GMDTFC" is the GMD transform coder. It can be seen from the figure that with no bit loading applied, GMD performs much better than the other methods, since the GMD without bit allocation is theoretically as good as the other methods with optimal bit allocation. In the simulation results, the reader will notice that for values of b (average number of bits) exceeding three (low condition number case), and exceeding six (for high condition number case), the theoretical predictions are indeed verified to be true. 5 Namely, with no bit allocation, GMD performs much better than KLT, PLT, and the BID. These later methods with no bit allocation have performance comparable to direct quantization. Furthermore, with optimal bit allocation, all these methods (GMD, KLT, and BID) have identical performances. For small values of b these theoretical predictions (which are based on the high bit rate assumption) are seen to be (understandably) less and less true. 5 It should be mentioned here that such relatively large values for b are not uncommon in areas such as multispectral image compression [15] .
V. CONCLUSIONS
The main purpose of the paper has been to provide a general framework for a family of linear transform coders based on the GTD. The GTD has in the past been found to be of great importance in digital transceiver optimization, but has hitherto not been considered for transform coding. The KLT and PLT transforms are special cases belonging to the GTD transform coder family. Some of the new transform coders that have been presented as members of this family include the GMD and the BID coders. The BID has the advantage that the computational complexity of the PLT part is significantly less. The GMD has the property that no bit allocation is needed in order to achieve the optimal coding gain, which the KLT and PLT can only achieve this gain with the help of bit allocation.
