Abstract-This paper presents a volumetric formulation for the multiview stereo problem which is amenable to a computationally tractable global optimization using Graph-cuts. Our approach is to seek the optimal partitioning of 3D space into two regions labeled as "object" and "empty" under a cost functional consisting of the following two terms: 1) A term that forces the boundary between the two regions to pass through photo-consistent locations and 2) a ballooning term that inflates the "object" region. To take account of the effect of occlusion on the first term, we use an occlusion robust photo-consistency metric based on Normalized Cross Correlation, which does not assume any geometric knowledge about the reconstructed object. The globally optimal 3D partitioning can be obtained as the minimum cut solution of a weighted graph.
INTRODUCTION
THIS paper considers the problem of reconstructing the dense geometry of a 3D object from a number of images in which the camera pose and intrinsic parameters have been previously obtained. This is a classic computer vision problem that has been extensively studied and a number of solutions have been published. Work in the field can be categorized according to the geometrical representation of the 3D object with the majority of papers falling under one of the following two categories: 1) algorithms that recover depth-maps with respect to an image plane and 2) volumetric methods that represent the volume directly, without any reference to an image plane.
In the first class of methods, a reference image is selected and a disparity or depth value is assigned to each of its pixels using a combination of image correlation and regularization. An excellent review for image-based methods can be found in Scharstein and Szeliski [22] . These problems are often formulated as minimizations of Markov Random Field (MRF) energy functions providing a clean and computationally-tractable formulation, for which good approximate solutions exist using Graph-cuts [5] , [14] , [21] or Loopy Belief Propagation [27] . They can also be formulated as continuous PDE evolutions on the depth maps [26] . However, a key limitation of these solutions is that they can only represent depth maps with a unique disparity per pixel, i.e., depth is a function of image point. Capturing complete objects in this manner requires further processing to merge multiple depth maps. This was recently attempted in [10] but resulted in only partially reconstructed object surfaces, leaving holes in areas of uncertainty. A second limitation is that the smoothness term imposed by the MRF is defined on image disparities or depths and, hence, is viewpoint dependent, i.e., if a different view is chosen as the reference image the results may be different.
The second class comprises of methods that use a volumetric representation of shape. For a recent, very thorough review of related techniques, see [23] . Under this framework, multiple viewpoints can be easily integrated and surface smoothness can be enforced independent of viewpoint. This class consists of techniques using implicit representations such as voxel occupancy grids [16] , or levelsets of 3D scalar fields [7] , [20] , and explicit representations such as polygonal meshes [8] , [11] . While some of these methods are known to produce high quality reconstructions, their convergence properties in the presence of noise are not well understood. Due to lack of regularization, methods based on Space Carving [16] produce surfaces that tend to bulge out in regions of low surface texture (see the discussion about shape priors in [23] ). In variational schemes such as level-sets and mesh-based stereo, the optimal surface is usually obtained via gradient descent optimization. As a result, these techniques typically employ multiresolution coarse-to-fine strategies to decrease the probability of getting trapped in local minima (e.g., [7] , [8] , [11] , [20] ). Furthermore, explicit representations such as meshes are known to suffer from topological and sampling problems [18] .
The approach described in this paper combines the advantages of both classes described above. We adopt an implicit volumetric representation based on voxel occupancy, but we pose the reconstruction problem as finding the minimum cut of a weighted graph. This computation is exact and can be performed in polynomial time. The benefits of our approach are the following:
1. Objects of arbitrary topology can be fully represented and computed as a single surface with no self-intersections. 2. The representation and geometric regularization is image and viewpoint independent. 3. Global optimization is computationally tractable, using existing max-flow algorithms.
Background and Previous Work
The inspiration for the approach presented in this paper is the work of Boykov and Kolmogorov [2] , which establishes a theoretical link between maximum flow problems in discrete graphs and minimal surfaces in an arbitrary Riemannian metric. In particular, the authors show how a continuous Riemannian metric can be approximated by a discrete weighted graph so that the max-flow/ min-cut solution for the graph corresponds to a local geodesic or minimal surface in the continuous case. The application described in that paper is interactive 2D or 3D segmentation. A probabilistic formulation of interactive segmentation with a more elaborate foreground/background model was given in Blake et al [1] .
In [29] , we showed how the basic idea of [2] can be applied to the volumetric, multiview stereo problem by computing a photoconsistency-based Riemannian metric in which a minimal surface is computed. In that method, two basic assumptions are made: First, it is assumed that the object surface lies between two parallel boundary surfaces. The outer boundary is usually obtained from the visual hull while the inner boundary lies at a constant distance inside the outer boundary. This effectively limits the depth of concavities that can be represented in the reconstructed object. The second assumption is that the visibility of each point on the object's surface can be determined from the visibility of the closest point on the outer surface. Even though both of these assumptions are satisfied for a large class of objects and acquisition set-ups, they restrict the applicability of the method considerably. Nevertheless, by demonstrating promising results and highlighting the feasibility of solving multiview stereo using volumetric graph cuts, [29] inspired a number of techniques [4] , [9] , [13] , [17] , [24] , [25] , [28] that built on our formulation and attempted to address some of its shortcomings.
In Furukawa and Ponce [9] and Sinha and Pollefeys [24] , two different ways were proposed for incorporating the powerful silhouette cue into the graph-cut framework while Starck et al. [25] and Tran et al. [28] showed how to enforce sparse feature matches as hard constraints. Hornung and Kobbelt [13] improved the construction of the voxel grid and cast the method in a hierarchical framework that allows for a significant speedup at the expense of no longer obtaining a global optimum. Finally, Lempitsky et al. [17] offer an alternative approach for visibility reasoning, while in [4] this is expanded to incorporate the idea of photo-flux as a data-driven ballooning force that helps reconstruct thin protrusions and concavities. Additionally, [4] and [17] were the first papers to propose a global optimization scheme for volumetric multiview stereo that did not require any initialization (e.g., visual hull). However, the reconstructions shown were less detailed than those obtained with other state-of-the-art techniques and no comparison or quantitative analysis was provided.
In this paper, we improve the original formulation of the method of [29] by relaxing the two assumptions described above. Hence, in the present formulation, 1) the object surface is not geometrically constrained to lie between an inner and an outer surface and 2) no explicit reasoning about visibility is required. This is achieved through the use of a robust shape-independent photo-consistency cost first used in [11] . The key idea behind that scheme is that occluded pixels are treated as outliers in the matching process. Furthermore, the formulation presented here achieves reconstruction results of far superior accuracy than [29] , as demonstrated by results from a scene where ground truth is available ( Fig. 5 and Table 1 ).
The rest of the paper is laid out as follows: Section 2 describes how multiview stereo can be formulated as a graph-cut optimization. In Section 3, we describe the photo-consistency functional associated with any candidate surface while Section 4 explains how this functional is approximated with a discrete flow graph. Section 5 presents our 3D reconstruction results on real objects and Section 6 concludes with a discussion of the paper's main contributions.
GRAPH-CUTS FOR VOLUMETRIC STEREO
In [2] , and, subsequently, in [1] , it was shown how graph-cuts can optimally partition 2D or 3D space into "foreground" and "background" regions under any cost functional consisting of the following two terms:
.
Foreground/background cost. For every point in space, there is a cost for it being "foreground" or "background." . Discontinuity cost. For every point in space, there is a cost for it lying on the boundary between the two partitions. Mathematically, the cost functional described above can be seen as the sum of a weighted surface area of the boundary surface and a weighted volume of the "foreground" region as follows:
where S is the boundary between "foreground" and "background," V ðSÞ denotes the "foreground" volume enclosed by S and , and are two scalar density fields. The application described in [2] was the problem of 2D/3D segmentation. In that domain, ðxÞ is defined as a function of the image intensity gradient and ðxÞ as a function of the image intensity itself or local image statistics. In this paper, we show how multiview stereo can also be described under the same framework with the "foreground" and "background" partitions of 3D space corresponding to the reconstructed object and the surrounding empty space, respectively.
Our model balances two competing terms: The first one minimizes a surface integral of photo-consistency while the second one maximizes volume. The following two sections describe the two terms of our multiview stereo cost functional in more detail.
Foreground/Background Cost
A challenge specific to the multiview stereo problem, is that there is no straightforward way to define the foreground/background model ðxÞ. This is because in this problem our primary source of geometric information is the correspondence cue which is based on the following observation: A 3D point located on the object surface projects to image regions of similar appearance in all images where it is not occluded. Using this cue, one can label 3D points as being on or off the object surface but cannot directly distinguish between points inside or outside it. In contrast, the silhouette cue is based on the requirement that all points inside the object volume must project inside the silhouettes of the object that can be extracted from the images. Hence, the silhouette cue can provide some foreground/ background information by giving a very high likelihood of being outside the object to 3D points that project outside the silhouettes. In [4] a data driven, foreground/background model based on the concept of photo-flux has been introduced. To compute photo-flux, surface orientation must be either estimated (in the case of global optimization) or the current surface orientation is used (in the case of gradient-descent surface evolution).
In this work, we adopt a very simple, data-independent model where ðxÞ is defined as a negative constant that produces an inflationary (ballooning) tendency. The motivation for this type of term in the active contour domain is given in [6] , but intuitively, it can be thought of as a shape prior that favors objects that fill the bounding volume in the absence of any other information. If the value of is too large, then the solution tends to overinflate, filling the entire bounding volume while if is too small then the solution collapses into an empty surface. For values of in between these two cases, the algorithm converges to the desired surface. In practice, it is quite easy to find a value of which will work by performing a few trial runs. As there is a large range of suitable values, all of which give nearly identical results, no detailed search for the optimal value is necessary.
Additionally, we can encode any silhouette information that may be available by setting ðxÞ to be infinitely large when x is outside the visual hull. Furthermore, if we can also assume, as in [29] , that the concavities of the object are of a maximum depth D from the visual hull then we can set ðxÞ to be infinitely small when x is inside the visual hull at a distance, at least D from it. In many cases, such as the experiments of Figs. 1 and 4 where the objects have relatively simple topology, a bounding box guaranteed to contain the object is sufficient to obtain a good reconstruction. To encode this knowledge, we just need to set ðxÞ to be infinitely large when x is outside that bounding box.
Discontinuity Cost
The second challenge of multiview stereo is that the surface area density , which corresponds to the discontinuity cost, is a function of the photo-consistency of the point in space, which, in turn, depends on which cameras are visible from that point. Consequently in multiview stereo, the discontinuity cost has the form ðx; SÞ since the surface S itself determines camera visibility. The graph-cut formulation of [2] cannot easily be adapted to cope with this type of cost functional. In [13] , [29] , the problem is solved by assuming the existence of an approximate surface S approx , provided by the visual hull or otherwise, which provides visibility information. However, as self-occlusions not captured by the approximate surface will be ignored, the accuracy of the results may suffer. Also, such approximate object surface may not be readily available. Our approach is to use a photo-consistency metric that accounts for occlusions using robust Normalized Cross-Correlation (NCC) voting without any dependence on approximate object geometry.
The surface cost functional that we optimize is
The next section will describe the photo-consistency metric ðxÞ in more detail.
PHOTO-CONSISTENCY METRIC
The input to our method is a sequence of images I 1 ; . . . ; I N calibrated for camera pose and intrinsic parameters. The photo-consistency of a potential scene point x can be evaluated by comparing its projections in the images where it is visible. We propose the use of a robust photo-consistency metric similar to the one described in [11] that does not need any visibility computation. This choice is motivated by the excellent results obtained by this type of photoconsistency metric in the recent comparison of 3D modeling techniques carried out by [23] . The basic idea is that all potential causes of mismatches like occlusion, image noise, lack of texture, or highlights are uniformly treated as outliers in the matching process. Matching is then seen as a process of robust model fitting to data containing outliers. Specifically, for a given 3D point x, its photoconsistency value ðxÞ is computed by asking every image i to give a vote for that location. Specifically, we define
where is very stable rate-of-decay parameter which in all our experiments was set to 0.05. The value of VOTE i ðxÞ is computed as follows:
Compute the corresponding optic ray
that goes through the camera's optic center c i and the 3D point x.
. As a function of the depth along the optic ray d, project the 3D point o i ðdÞ into the M closest cameras N ðiÞ and compute M correlation scores S j ðdÞ between image I j2N ðiÞ and the reference image I i . Each score S j ðdÞ is obtained using normalized cross correlation between two square windows centered on the projections of o i ðdÞ into I i and I j2N ðiÞ . For the experiments presented here we used 11 Â 11 pixel windows. . combine the M correlation scores S j ðdÞ into a single score CðdÞ, and give a vote to the 3D location x, i.e., o i ð0Þ, only if Cð0Þ is the global maximum of C as follows:
One of the simplest ways of combining the M correlation scores for every depth d is to simply average them, i.e.,
CðdÞ ¼ X j2N ðiÞ

S j ðdÞ: ð6Þ
However, averaging does not allow the robust handling of occlusions, highlights, or lack of texture. In order to obtain a better score CðdÞ, we make an important observation: Because of different types of noise in the image, the global maximum of a single correlation curve does not always correspond to the correct depth. However, if the surface is seen by the camera without occlusion or sensor saturation, the correlation score does show a local maximum near the correct depth, though it may not be the global one. In order to take into account this observation, we build a new C by detecting all the local maxima d k of S j , i.e., @Sj @d ðd k Þ ¼ 0,
@d 2 ðd k Þ > 0, and using a Parzen window [19] with a kernel W as follows:
The Parzen window technique provides an effective way of taking into account the actual scores of the local maxima and reinforcing those local maxima that are close to each other. It provides very good robustness against occlusion and image noise, which in practice makes it the core of a photo-consistency measure that does not need explicit visibility computation. Fig. 2 demonstrates the benefits of the Parzen filtering technique as opposed to simple averaging of correlation scores. For the example of Fig. 2 , a Gaussian kernel has been used. In practice, we discretize the 3D volume into voxels and we count the number of local maxima that fall inside a voxel. This corresponds to using a rectangular kernel with width equal to the size of the voxel grid. Fig. 1 . Toy House. This is an example of a 3D model of a real object, obtained using the technique described in this paper. In the top row are four images of a toy house while in the bottom row, renderings of the 3D model from similar viewpoints are shown. The first three images were part of the input sequence used while the fourth was not shown to the algorithm. The model of this small toy house (approximately 10 cm in diameter) contains accurately reconstructed submillimeter details such as the fence and the relief of the roof.
To obtain a discrete solution to (2), 3D space is quantized into voxels of size h Â h Â h. The graph nodes consist of all voxels whose centers are within a certain bounding box that is guaranteed to contain the object. For the results presented in this paper, these nodes were connected with a regular 6-neighborhood grid. Bigger neighborhood systems can be used which provide a better approximation to the continuous functional (2) , at the expense of using more memory to store the graph. Now, assume two voxels centered at x i and x j are neighbors. Then, the weight of the edge joining the two corresponding nodes on the graph will be [2] 
where ðxÞ is the matching cost function defined in (3) . In addition to these weights between neighboring voxels, there is also the ballooning force edge connecting every voxel to the source node with a constant weight of w b ¼ h 3 . Finally, the outer voxels that are part of the bounding box (or the voxels outside the visual hull if that is available) are connected with the sink with edges of infinite weight. The configuration of the graph is shown in Fig. 3b .
It is worth pointing out that the graph structure described above can be thought of as a simple binary MRF. Variables correspond to voxels and can be labeled as being inside or outside the scene. The unitary clique potential is just 0 if the voxel is outside and w b if it is inside the scene while the pairwise potential between two neighbor voxels i and j is equal to w ij if the voxels have opposite labels and 0 otherwise. As a binary MRF with a submodular energy function [15] it can be solved exactly in polynomial time using Graph-cuts.
RESULTS
In this section, we present some 3D reconstruction results obtained by our technique. The system used for all the models shown was a Linux-based Intel Pentium IV with 2GB RAM and running at 3.0 GHz. The spatial resolution for the voxel grids was 300 3 voxels for the toy house sequence (Fig. 1), 200 3 voxels for the Hygeia sequence (Fig. 4) and 256 3 v voxels for the Temple sequence (Fig. 5 ). The ballooning parameter was set to values between 0.1 and 1.0. Computation time is strongly dominated by the photo-consistency cost calculation which takes between 30 minutes and 1.5 hours depending on number of images and their resolution. Generally, the computational complexity of this part of the algorithm grows linearly with the total number of pixels in the sequence. The computation time required by the graph-cut computation for a 300 3 grid is approximately 45 minutes. We used the graph-cut Fig. 2 . Robust voting versus averaging. Our algorithm robustly estimates the depth of a pixel in an input image (left) by computing NCC scores between a patch centered on that pixel and patches along points on corresponding epipolar lines in the M closest images, two of which are shown in the middle column. In this way, M correlation curves are obtained (in our example M ¼ 6). These curves are plotted here in red across depth along the optic ray. Curves corresponding to unoccluded viewpoints (such as the top-middle image) share a local optimum in the same location which corresponds to the correct surface depth. Curves from occluded viewpoints (such as the bottom-middle image) do not have an optimum in that location and, hence, a simple averaging of the curves (dashed line) does not work. By computing a sliding Parzen filter on the local maxima of the correlation curves (here, we have used a Gaussian kernel), the correct depth can be recovered at the point of maximum response. algorithm proposed in [3] and in particular the implementation available at the authors' Web site. The first experiment was performed on a plaster bust of the Greek goddess Hygeia (36 images) photographed with a 5M pixel digital camera. The object was mounted on a turntable and camera pose was obtained automatically using the object's silhouettes [12] . Note, however, that these silhouettes were not used for any other computation such as visual hull construction. The reconstruction results are shown in Fig. 4 .
Our second experiment (Fig. 5 ) used images of a replica of the Castor and Pollux (Dioscuri) temple in Agrigento, Sicily, with a resolution of 640 Â 480 pixels. Four of these images are shown in the first row of Fig. 5 . This sequence was used as part of a multiview stereo evaluation effort which was presented in [23] . Camera motion is known and ground truth is available through the use of a laser scanner device (see [23] for details). Three different subsets of the sequence each with a different number of images are provided: The full set of 312 images (Full), a medium-sized sequence with 47 images (Ring), and a sparse sequence with only 16 images (SparseRing). As the object is photographed against a black background, silhouettes can be computed by simple thresholding. The visual hull obtained from those silhouettes is shown in the second row of Fig. 5 . We have encoded this in our foreground/ background term as described in Section 2.1. Fig. 5 shows the results of our reconstruction for the Full subsequence (fourth row) compared to the results obtained using the original formulation of Volumetric Graph-cuts [29] (third row). The improvement in geometric accuracy is especially evident in the rear view of the temple where, due to self-occlusions the visibility assumptions of [29] were severely violated. Our present formulation makes no such visibility approximations and, hence, is able to fully extract the geometry information contained in the images. Fig. 6 provides a qualitative demonstration of the difference in discriminative power between the photo-consistency metric of [29] (Fig. 6a) and our current method (Fig. 6c) . The figure shows slices of the two photo-consistency fields corresponding to the upper part of the temple above the columns. It demonstrates a significant reduction in photo-consistency noise brought about by the robust voting scheme of Section 3. A quantitative analysis of our results and comparison with stateof-the-art techniques across all three subsequences is presented in Table 1 . The accuracy metric shown is the distance d (in millimeters) that brings 90 percent of the reconstructed surface within d from some point on the ground truth surface. The completeness figure measures the percentage of points in the ground truth model that are within 1.25 mm of the reconstructed model. Under both metrics our method currently ranks among the top performers. In the SparseRing sequence with only 16 images, our method performs best in terms of both accuracy and completeness.
The final example, shown in Fig. 1 is from a high-resolution sequence of 140 images (3; 456 Â 2; 304 pixels) of a toy house of about 10 cm diameter. Camera calibration has been obtained automatically using silhouettes [12] . As in the first experiment, however, we did not include these silhouettes in our foreground/ background term. The mesh obtained from the 300 3 voxel grid contains accurately reconstructed submillimeter details.
DISCUSSION
This paper introduces the use of graph-cut optimization to the volumetric multiview stereo problem. We begin by defining an occlusion-robust photo-consistency metric which is then approximated by a discrete flow graph. This metric uses a robust voting scheme that treats pixels from occluded cameras as outliers. We then show how graph-cut optimization can exactly compute the minimal surface that encloses the largest possible volume, where surface area is just a surface integral in this photo-consistency field. The experimental results presented, demonstrate the benefits of combining a volumetric surface representation with a powerful discrete optimization algorithm such as graph-cuts.
