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The rank of an ordinary partition of a nonnegative integer n is the length of
the main diagonal of its Ferrers or Young diagram. Nazarov and Tarasov gave
a generalization of this deﬁnition for skew partitions and proved some basic
properties. We show the close connection between the rank of a skew partition l=m
and the minimal number of border strips whose union is l=m: A general theory
of minimal border strip decompositions is developed and an application is given
to the evaluation of certain values of irreducible characters of the symmetric group.
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Let l ¼ ðl1; l2; . . .Þ be a partition of the integer n; i.e., l15l25   50
and
P
li ¼ n: The (Durfee or Frobenius) rank of l; denoted rankðlÞ; is the
length of the main diagonal of the diagram of l; or equivalently, the largest
integer i for which li5i [11, p. 289]. We will assume familiarity with the
notation and terminology involving partitions and symmetric functions
found in [7, 11]. Nazarov and Tarasov [9, Sect. 1], in connection with tensor
products of Yangian modules YðglnÞ; deﬁned a generalization of rank to
skew partitions (or skew diagrams) l=m: There are several simple equivalent
deﬁnitions of rankðl=mÞ which we summarize in Proposition 2.2. In
particular, rankðl=mÞ is the least integer r such that l=m is a disjoint union
of r border strips (also called ribbons or rim hooks). In Section 4, we
consider the structure of the decompositions of l=m into this minimal
number r of border strips. For instance, we show that the number of ways to
write l=m as a disjoint union of r border strips is a perfect square. A
consequence of our results will be that if wl=m is the skew character of the1Partially supported by NSF Grant DMS-9988459 and by the Isaac Newton Institute for
athematical Sciences.
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RICHARD P. STANLEY350symmetric group Sn indexed by l=m and if w is a permutation in Sn with
rankðl=mÞ cycles (in its disjoint cycle decomposition) for which exactly mi
cycles have length i; then wl=mðwÞ is divisible by m1! m2!    :
In addition to the various characterizations of rankðl=mÞ given by
Proposition 2.2 we have a further possible characterization which we have
been unable to prove or disprove. Namely, let sl=mð1tÞ denote the skew Schur
function sl=m evaluated at x1 ¼    ¼ xt ¼ 1; xi ¼ 0 for i > t: For ﬁxed
l=m; sl=mð1tÞ is a polynomial in t: Let zrankðl=mÞ denote the exponent of the
largest power of t dividing sl=mð1tÞ (as a polynomial in t). It is easy to see
(Proposition 3.1) that zrankðl=mÞ5rankðl=mÞ; and we ask whether equality
always holds. We know of two main cases where the answer is afﬁrmative:
(1) when l=m is an ordinary partition (i.e., m ¼ |), a trivial consequence of
known results on Schur functions (Theorem 3.2(a)), and (2) when every row
of the Jacobi–Trudi matrix for l=m which contains an entry equal to 0 also
contains an entry equal to 1 (Theorem 3.2(b)).
2. CHARACTERIZATIONS OF FROBENIUS RANK
Let l=m be a skew shape, which we identify with its Young diagram
fði; jÞ: mioj4lig: While all our results are stated in terms of the partitions l
and m; it should be mentioned that these results depend on l and m only
up to translation of the skew shape l=m: We regard the points ði; jÞ
of the Young diagram as squares. An outside top corner of l=m is a square
ði; jÞ 2 l=m such that ði  1; jÞ; ði; j  1Þ =2 l=m: An outside diagonal of
l=m consists of all squares ði þ p; j þ pÞ 2 l=m for which ði; jÞ is a ﬁxed
outside top corner. Similarly, an inside top corner of l=m is a square ði; jÞ 2
l=m such that ði  1; jÞ; ði; j  1Þ 2 l=m but ði  1; j  1Þ =2 l=m: An inside
diagonal of l=m consists of all squares ði þ p; j þ pÞ 2 l=m for which ði; jÞ is a
ﬁxed inside top corner. If m ¼ |; then l=m has one outside diagonal (the
main diagonal) and no inside diagonals. Figure 1 shows the skew shape
8874=411; with outside diagonal squares marked by þ and inside diagonal
squares by :
Let dþðl=mÞ (respectively, dðl=mÞ) denote the total number of out-
side diagonal squares (respectively, inside diagonal squares) of l=m:
Following Nazarov and Tazarov [9, Sect. 1], we deﬁne the (Durfee or
Frobenius) rank of l=m; denoted rankðl=mÞ; to be dþðl=mÞ  dðl=mÞ:
Clearly, when m ¼ | this reduces to the usual deﬁnition of rankðlÞ
mentioned in the Introduction. We see, for instance, from Fig. 1 that rank
ð8874=411Þ ¼ 4:
We wish to give several equivalent deﬁnitions of rankðl=mÞ: First,
we discuss the necessary background. A skew shape l=m is connected if the
interior of the Young diagram of l=m; regarded as a union of solid squares,
FIG. 2. A minimal border strip decomposition of the skew shape 8874=411:
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FIG. 1. Outside and inside diagonals of the skew shape 8874=411:
MINIMAL BORDER STRIP DECOMPOSITIONS 351is a connected (open) set. A border strip [11, p. 345] is a connected
skew shape with no 2
 2 square. (The empty diagram | is not a border
strip.) A border strip is uniquely determined, up to translation, by its
row lengths; there are exactly 2n1 border strips with n squares (up
to translation). We say that a border strip BDl=m is a border strip of l=m
if l=m B is a skew shape n=m (so B ¼ l=n). Equivalently, we say that B
can be removed from l=m: A border strip B of l=m is determined by its
lower left-hand square initðBÞ and upper right-hand square finðBÞ: A border
strip decomposition [11, p. 470] of l=m is a partitioning of the squares of
l=m into (pairwise disjoint) border strips. Let N ¼ jl=mj :¼P li P mi
and s ¼ ðs1; . . . ; s‘Þ ‘ N; where s‘ > 0: We say that a border strip
decomposition D has type s ‘ N if the sizes (number of squares) of
the border strips appearing in D are s1; . . . ; s‘: A border strip decomposi-
tion of l=m is minimal if the number of border strips is minimized, i.e.,
there does not exist a border strip decomposition with fewer border strips.
Figure 2 shows a minimal border strip decomposition of the skew shape
8874=411:
RICHARD P. STANLEY352A concept closely related to border strip decompositions is that of border
strip tableaux [11, p. 346]. Let l=m ‘ N: Let a ¼ ða1; a2; . . . ; amÞ be a
composition of N; i.e., ai 2 P ¼ f1; 2; . . .g and
P
ai ¼ N: A border strip
tableau of (shape) l=m and type a is a sequence
m ¼ l0  l1      lr ¼ l ð1Þ
such that li=li1 is a border strip of size ai: (Note that the type of a border
strip decomposition is a partition but of a border strip tableau is a
composition.) Often in the deﬁnition of a border strip tableau there is
allowed li=li1 ¼ |; but it will be convenient for us not to permit this. Every
border strip tableau T of shape l=m deﬁnes a border strip decomposition D
of l=m; viz., the border strips li=li1 of T are just the border strips of D: We
say that D corresponds to T and conversely that T corresponds to D: Of
course given T; the corresponding D is unique, but not conversely. If T
corresponds to a minimal border strip decomposition D; then we call T a
minimal border strip tableau.
Now suppose that ‘ðlÞ4n; where ‘ðlÞ denotes the number of (nonzero)
parts of l: Recall that the Jacobi–Trudi identity for the skew Schur function
sl=m [11, Theorem 7.16.1] asserts that
sl=m ¼ detðhlimjiþjÞni;j¼1;
where hk denotes the complete homogeneous symmetric function of
degree k; with the convention h0 ¼ 1 and hk ¼ 0 for ko0: Denote the matrix
ðhlimjiþjÞ appearing in the Jacobi–Trudi identity by JTl=m; called
the Jacobi–Trudi matrix of the skew shape l=m: Let jrankðl=mÞ denote the
number of rows of JTl=m that do not contain a 1. Note that JTl=m
implicitly depends on n; but jrankðl=mÞ does not depend on the choice
of n:
Our ﬁnal piece of background material concerns the (Come´t) code of a
shape l [11, Exercise 7.59], generalized to skew shapes l=m: Let l=m be a
skew shape, with its left-hand edge and upper edge extended to inﬁnity, as
shown in Fig. 3 for l=m ¼ 8874=411: Put a 0 next to each vertical edge and a
1 next to each horizontal edge of the ‘‘lower envelope’’ and ‘‘upper
envelope’’ of l=m (whose deﬁnition should be clear from Fig. 3). If we read
these numbers as we move north and east along the lower envelope we
obtain a binary sequence Cl=m ¼    c2c1c0c1c2    beginning with inﬁnitely
many 0’s and ending with inﬁnitely many 1’s. Similarly, if we read these
numbers as we move north and east along the upper envelope we obtain
another such binary sequence Dl=m ¼    d2d1d0d1d2    : The indexing of
the terms of Cl=m and Dl=m is arbitrary (it does not affect the sequences
themselves), but we require them to ‘‘line up’’ in the sense that common
steps in the two envelopes should have common indices. We call the
01
1 1
0
0
0
0
1 1 1 1
0 11 1
0 1
0
10
0
1 10
1 1 1 1 1
FIG. 3. Constructing the code of 8874=411:
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codeðl=mÞ ¼    c2 c1 c0 c1 c2      d2 d1 d0 d1 d2   
; ð2Þ
the (Come´t) code of l=m (also known as the partition sequence of l=m [1, 2]).
If we omit the inﬁnitely many initial columns 0
0
and ﬁnal columns 1
1
from
codeðl=mÞ; then we call the resulting array the reduced code of l=m; denoted
codeðl=mÞ: Thus for instance from Fig. 3 we see that
codeð8874=411Þ ¼ 1 1 1 1 0 1 1 1 0 1 0 0
0 1 0 0 1 1 1 0 1 1 1 1
:
A two-line array (2) with inﬁnitely many initial columns 0
0
and ﬁnal
columns 1
1
is the code of some l=m if and only if for all i;
#fj4i : ðcj; djÞ ¼ ð1; 0Þg5#fj4i : ðcj; djÞ ¼ ð0; 1Þg; ð3Þ
and
#fj 2 Z : ðcj; djÞ ¼ ð1; 0Þg ¼ #fj 2 Z : ðcj; djÞ ¼ ð0; 1Þg: ð4Þ
If m ¼ | then the second row of codeðl=mÞ is redundant, so we deﬁne codeðlÞ
to be the ﬁrst row of codeðl=mÞ: If codeðl=mÞ is given by (2) then we
write sðciÞ (respectively, sðdiÞ) for the (unique) square of l=m that contains
the edge of the lower envelope (respectively, upper envelope) of l=m
corresponding to ci (respectively, di). The following fundamental property
RICHARD P. STANLEY354of codeðl=mÞ appears e.g. in [11, Exercise 7.59(b)] for ordinary shapes and
carries over directly to skew shapes.
Proposition 2.1. Let codeðl=mÞ be given by (2). Then removing a border
strip of size p from l=m is equivalent to choosing i with ci ¼ 1 and ciþp ¼ 0; and
then replacing ci with 0 and ciþp with 1; provided that (3) continues to hold.
Specifically, such a pair ði; i þ pÞ corresponds to the border strip B of size p
defined by
initðBÞ ¼ sðciÞ; finðBÞ ¼ sðciþpÞ:
Moreover, codeðl=m BÞ is obtained from codeðl=mÞ by setting ci ¼ 0 and
ciþp ¼ 1:
We can now state several characterizations of rankðl=mÞ:
Proposition 2.2. For any skew shape l=m; the following numbers are
equal:
(a) rankðl=mÞ;
(b) the number of border strips in a minimal border strip decomposition
of l=m;
(c) jrankðl=mÞ;
(d) the number of columns of codeðl=mÞ equal to 0
1
(or to 1
0
).
Proof. By Eqs. (3) and (4) there exists a bijection
W : fi : ðci; diÞ ¼ ð1; 0Þg ! fi : ðci; diÞ ¼ ð0; 1Þg
such that WðiÞ > i for all i in the domain of W: By Proposition 2.1, as we
successively remove border strips from l=m the bottom line    d1d0d1    of
codeðl=mÞ remains the same, while the top line    c1c0c1    interchanges a
0 and 1. We will exhaust all of l=m when the top line becomes equal to
the bottom. Hence the number of border strips appearing in a border
strip decomposition of l=m is at least the number of columns 0
1
of codeðl=mÞ:
On the other hand, we can achieve exactly this number by interchanging ci
with cWðiÞ for all i such that ðci; diÞ ¼ ð0; 1Þ: It follows that (b) and (d) are
equal.
Let B be the (unique) largest border strip of l=m such that initðBÞ is the
bottom square of the leftmost column of l=m: B will intersect each diagonal
(running from upper-left to lower-right) of its connected component s of
l=m exactly once. The number of outside diagonals of s is one more than the
MINIMAL BORDER STRIP DECOMPOSITIONS 355number of inside diagonals. Hence rankðl=mÞ ¼ rankðl=m BÞ þ 1: Con-
tinuing to remove the largest border strip results in a minimal border strip
decomposition of l=m: (Minimality is an easy consequence of Proposition
2.1). Since each border strip removal reduces the rank by one, it follows that
(a) and (b) are equal.
Finally, consider the Jacobi–Trudi matrix JTl=m: We prove by induction
on the number of rows of JTl=m that (b) and (c) are equal. The assertion is
clear when JTl=m has one row, so assume that JTl=m has more than one row.
We may assume that l=m has no empty rows, since ‘‘compressing’’ l=m by
removing all empty rows does not change (c). Let JT0l=m denote JTl=m with
the ﬁrst row and last column removed. Let n=m be the shape obtained by
removing a maximal border strip from each connected component of l=m
and deleting the bottom (empty) row. If l=m has c connected components,
then rankðn=mÞ ¼ rankðl=mÞ  c: Now the ði; jÞ-entry hliþ1mjiþj1 of the
matrix JT0l=m satisﬁes
hliþ1mjiþj1 ¼
hnimjiþj if row i of l=m is not the last row of a
connected component of l=m;
hnimjiþjþ1 otherwise:
8><
>:
Moreover, if row i is the last row of a connected component of l=m (other
than the bottom row of l=m) then the ði; iÞ-entry of JTn=m is 1, while the ith
row of JTl=m does not contain a 1. It follows that jrankðn=mÞ ¼ jrankðl=mÞ 
c; and the equality of (b) and (c) follows by induction. ]
The equivalence of (a) and (c) in Proposition 2.2 is also an immediate
consequence of [9, Proposition 1.32].
The following corollary was ﬁrst proved by Nazarov and Tarasov
[9, Theorem 1.4] using the deﬁnition rankðl=mÞ ¼ dþðl=mÞ  dðl=mÞ:
The result is not obvious (even for nonskew shapes l) using this deﬁni-
tion, but it is an immediate consequence of parts (b) or (d) of Proposi-
tion 2.2.
Corollary 2.3. Let ðl=mÞ\ denote the skew shape obtained by rotating
the diagram of l=m 1808; i.e., replacing ði; jÞ 2 l=m with ðh  i; k  iÞ for some
h and k. Then rankðl=mÞ ¼ rankððl=mÞ\Þ:
3. AN OPEN CHARACTERIZATION OF RANKðl=mÞ
Recall that in Section 1 we deﬁned zrankðl=mÞ to be the largest power of t
dividing the polynomial sl=mð1tÞ:
RICHARD P. STANLEY356Open problem. Is it true that
rankðl=mÞ ¼ zrankðl=mÞ ð5Þ
for all l=m?
Proposition 3.1. For all l=m we have rankðl=mÞ4zrankðl=mÞ:
Proof. We have (see [11, Proposition 7.8.3])
hið1tÞ ¼
t þ i  1
i
 !
¼ tðt þ 1Þ    ðt þ i  1Þ
i!
:
Hence by the Jacobi–Trudi identity,
sl=mð1tÞ ¼ det
t þ li  mj  i þ j  1
li  mj  i þ j
 ! !n
i;j¼1
: ð6Þ
By Proposition 2.2 exactly rankðl=mÞ rows of this matrix have every entry
equal either to 0 or a polynomial divisible by t: Hence sl=mð1tÞ is divisible by
trankðl=mÞ; so rankðl=mÞ4zrankðl=mÞ as desired.
Alternatively, we can expand sl=m in terms of power sums pn instead of
complete symmetric functions hn: If
sl=m ¼
X
n
z1n w
l=mðnÞpn; ð7Þ
then by the Murnaghan–Nakayama rule [11, Corollary 7.17.5] wl=mðnÞ ¼ 0
unless there exists a border strip tableau of l=m of type n: By Proposition 2.2
it follows that wl=mðnÞ ¼ 0 unless ‘ðnÞ5rankðl=mÞ: Since pnð1tÞ ¼ t‘ðnÞ; it
again follows that sl=mð1tÞ is divisible by trankðl=mÞ: ]
The next result establishes that rankðl=mÞ ¼ zrankðl=mÞ in two special
cases.
Theorem 3.2. (a) If m ¼ | (so l=m ¼ l) then rankðlÞ ¼ zrankðlÞ:
(b) If every row of JTl=m that contains a 0 also contains a 1; then rank
ðl=mÞ ¼ zrankðl=mÞ:
Proof. (a) A basic formula in the theory of symmetric functions [11,
Corollary 7.21.4] asserts that
slð1tÞ ¼
Y
ði;jÞ2l
t  i þ j
hði; jÞ ;
MINIMAL BORDER STRIP DECOMPOSITIONS 357where hði; jÞ ¼ li þ l0j  i  j þ 1; the hook length of l at ði; jÞ: Hence
zrankðlÞ ¼ #fi : ði; iÞ 2 lg ¼ rankðlÞ:
(b) Let
yðl=mÞ ¼ ðtrankðl=mÞsl=mð1tÞÞt¼0:
By Proposition 3.1 yðl=mÞ is ﬁnite (and in fact is just the coefﬁcient of
trankðl=mÞ in sl=mð1tÞ), and the assertion that rankðl=mÞ ¼ zrankðl=mÞ is
equivalent to yðl=mÞa0:Now factor out t from every row not containing a 1
of the matrix on the right-hand side of Eq. (6). By Proposition 2.2 the
number of such rows is rankðl=mÞ: Divide by trankðl=mÞ and set t ¼ 0: Denote
the resulting matrix by Rl=m; so
yðl=mÞ ¼ det Rl=mjt¼0:
Note that
ðt1hið1tÞÞt¼0 ¼
1
i
; i51: ð8Þ
If row i of JTl=m contains a 1, say in column j; then row i of Rl=m has all
entries equal to 0 except for a 1 in column j: Hence we can remove row i and
column j from Rl=m without changing the determinant det Rl=m; except
possibly for the sign. When we do this for all rows i of JTl=m containing a 1,
then using (8) we obtain a matrix of the form
R0l=m ¼
1
ai þ bj

 r
i;j¼1
; ð9Þ
where a1 > a2 >    > ar > 0 and 0 ¼ b1ob2o   obr: In particular, the
denominators ai þ bj are never 0. But it was shown by Cauchy (e.g., [8, Sect.
353]) that
det R0l=m ¼
Q
ioj ðai  ajÞðbi  bjÞQ
i;j ðai þ bjÞ
a0;
as was to be shown. ]
4. MINIMAL BORDER STRIP DECOMPOSITIONS OF l=m
In the proof of Proposition 3.1 we mentioned the Murnaghan–Nakayama
rule [11, Corollary 7.17.5] in connection with the expansion of sl=m in terms
RICHARD P. STANLEY358of power sums. This rule asserts that if wl=mðnÞ is deﬁned by Eq. (7), then
wl=mðnÞ ¼
X
T
ð1ÞhtðTÞ; ð10Þ
summed over all border-strip tableaux T of shape l=m and type n: Here
htðTÞ ¼
X
B
htðBÞ;
where B ranges over all border strips in T and htðBÞ is one less than the
number of rows of B: In fact, in Eq. (10) n can be a composition rather than
just a partition. In other words, let a ¼ ða1; . . . ; amÞ be a composition of
N ¼ jl=mj and let
wl=mðaÞ ¼
X
T
ð1ÞhtðTÞ;
summed over all border strip tableaux T of shape l=m and type a: Then
wl=mðaÞ ¼ wl=mðnÞ; where n is the decreasing rearrangement of a: The second
proof of Proposition 3.1 showed that sl=m has minimal degree r ¼ rankðl=mÞ
as a polynomial in the pi’s (with deg pi ¼ 1 for i51). Since pað1tÞ ¼ t‘ðaÞ we
see that the coefﬁcient yðl=mÞ of trankðl=mÞ in sl=mð1tÞ is given by
yðl=mÞ ¼
X
n‘N
‘ðnÞ¼r
z1n w
l=mðnÞ: ð11Þ
As mentioned above, an afﬁrmative answer to (5) is equivalent to yðl=mÞa0:
Although we are unable to resolve this question here, we will show that there
is some interesting combinatorics associated with minimal border strip
decompositions and border strip tableaux of shape l=m: In particular, a
more combinatorial version of Eq. (11) is given by (30).
Let e be an edge of the lower envelope of l=m; i.e., no square of l=m has e
as its upper or left-hand edge. We will deﬁne a certain subset Se of squares of
l=m; called a snake. If e is also an edge of the upper envelope of l=m; then set
Se ¼ |: Otherwise, if e is horizontal and ði; jÞ is the square of l=m having e as
its lower edge, then deﬁne
Se ¼ðl=mÞ \ fði; jÞ; ði  1; jÞ; ði  1; j  1Þ;
ði  2; j  1Þ; ði  2; j  2Þ; . . .g: ð12Þ
Finally if e is vertical and ði; jÞ is the square of l=m having e as its right-hand
edge, then deﬁne
Se ¼ðl=mÞ \ fði; jÞ; ði; j  1Þ; ði  1; j  1Þ;
ði  1; j  2Þ; ði  2; j  2Þ; . . .g: ð13Þ
MINIMAL BORDER STRIP DECOMPOSITIONS 359In Fig. 4 the nonempty snakes of the skew shape 8744=411 are shown with
dashed paths through their squares, with a single bullet in the two snakes
with just one square. The length ‘ðSÞ of a snake S is one fewer than its
number of squares; a snake of length k  1 (so with k squares) is called a k-
snake. In particular, if Se ¼ | then ‘ðSeÞ ¼ 1: Call a snake of even length a
right snake if it has form (12) and a left snake if it has form (13). (We could
just as well make the same deﬁnitions for snakes of odd length, but we only
need the deﬁnitions for those of even length.) It is clear that the snakes are
linearly ordered from lower left to upper right. In this linear ordering
replace a left snake of length 2k with the symbol Lk; a right snake of length
2k with Rk; and a snake of odd length with O: The resulting sequence (which
does not determine l=m), with inﬁnitely many initial and ﬁnal O’s removed,
is called the snake sequence of l=m; denoted SSðl=mÞ: For instance, from
Fig. 4 we see that
SSð8874=411Þ ¼ L0OL1L2R2OOL2R2OR1R0:
Snakes (though not with that name) appear in the solution to [11, Exercise
7.66]. Call two consecutive squares of a snake S (i.e., two squares with a
common edge) a link of S: Thus a k-snake has k  1 links. A link of a left
snake is called a left link, and similarly a link of a right snake is called a right
link. Two links l1 and l2 are said to be consecutive if they have a square in
common. We say that a border strip B uses a link l of some snake if B
contains the two squares of l: Similarly, a border strip decomposition D or
border strip tableau T uses l if some border strip in D or T uses l: The
exercise cited above shows the following.
Lemma 4.1. Let D be a border strip decomposition of l=m: Then no B 2 D
uses two consecutive links of a snake. Conversely, if we choose a set L of linksFIG. 4. Snakes for the skew shape 8874=411:
RICHARD P. STANLEY360from the snakes of l=m such that no two of these links are consecutive, then
there is a unique border strip decomposition D of l=m that uses precisely the
links in L (and no other links).
Lemma 4.1 sets up a bijection between border strip decompositions of
l=m and sets L of links of the snakes of l=m such that no two links
are consecutive. In particular, if Fn denotes a Fibonacci number
(F1 ¼ F2 ¼ 1; Fnþ1 ¼ Fn þ Fn1 for n > 1), then there are Fkþ1 ways to
choose a subset L of links of a k-snake such that no two links are
consecutive. Hence if the snakes of l=m have sizes a1; . . . ; ar; then the
number of border strip decompositions of l=m is Fa1þ1   Farþ1 (as is clear
from the solution to [11, Exercise 7.66]). Moreover, the size (number of
border strips) of the border strip decomposition D is given by
#D ¼ jl=mj #L: ð14Þ
Consider now the minimal border strip decompositions D of l=m; i.e., #D
is minimized. Thus by Proposition 2.2 we have #D ¼ rankðl=mÞ: By
Eq. (14) we wish to maximize the number of links, no two consecutive. For
snakes with an odd number 2m  1 of links we have no choice}there is a
unique way to choose m links, no two consecutive, and this is the maximum
number possible. For snakes with an even number 2m of links there are
m þ 1 ways to choose the maximum number m of links. Thus if mbsdðl=mÞ
denotes the number of minimal border strip decompositions of l=m; then we
have proved the following result (which will be improved in Theorem 4.5).
Proposition 4.2. We have
mbsdðl=mÞ ¼
Y
S
1þ ‘ðSÞ
2

 
;
where S ranges over all snakes of l=m of even length.
To proceed further with the structure of the minimal border strip
decompositions of l=m; we will develop their connection with codeðl=mÞ: Let
p be the bottom-leftmost point of (the diagram of) l=m; and let q be the top-
rightmost point. We regard the boundary of l=m as consisting of two lattice
paths from p to q with steps ð1; 0Þ or ð0; 1Þ; or in other words, the restriction
of the upper and lower envelopes of l=m between p and q: The top-left path
(regarded as a sequence of edges e1; . . . ; ek) is denoted L1ðl=mÞ; and the
bottom-right path f1; . . . ; fk by L2ðl=mÞ: Note that if in the two-line array
f1 f2    fk
e1 e2    ek
MINIMAL BORDER STRIP DECOMPOSITIONS 361we replace each vertical edge by 1 and each horizontal edge by 0, then we
obtain codeðl=mÞ:
Continue the zigzag pattern of the links of each snake of l=m one further
step in each direction, as illustrated in Fig. 5 for l=m ¼ 8874=411: These
steps will cross an edge on the boundary of l=m: Denote the top-left
boundary edge crossed by the extended link of the snake S by tðSÞ; called
the top edge of S: Similarly, denote the bottom-right boundary edge crossed
by the extended link of the snake S by bðSÞ; called the bottom edge of the
snake S: (In fact, the snake Se has bðSeÞ ¼ e:) When Se ¼ | we have tðSeÞ ¼
bðSeÞ ¼ e: See Fig. 6 for the case l=m ¼ 43111=2211; which has three edges e
for which Se ¼ |:
We thus have the following situation. Write Si as short for Sfi ; so tðSiÞ ¼
ei and bðSiÞ ¼ fi: Let
codeðl=mÞ ¼ c1 c2    ck
d1 d2    dk
 !
: ð15Þ
It is easy to see that Si is a left snake if and only if ðci; diÞ ¼ ð1; 0Þ: In this
case, if Si has length 2m then
m þ 1 ¼ #fj > i : ðcj; djÞ ¼ ð0; 1Þg #fj > i : ðcj; djÞ ¼ ð1; 0Þg: ð16Þ
Similarly Si is a right snake if and only if ðci; diÞ ¼ ð0; 1Þ; and if Si has length
2m then
m þ 1 ¼ #fjoi : ðcj; djÞ ¼ ð1; 0Þg #fjoi : ðcj; djÞ ¼ ð0; 1Þg: ð17ÞFIG. 5. Extended links for the skew shape 8874=411:
FIG. 6. Extended links for the skew shape 43111=2211:
RICHARD P. STANLEY362Proposition 4.3. The snake sequence SSðl=mÞ ¼ q1q2    qk is ‘‘well-
parenthesized’’ in the following sense. There exists a (unique) set Pðl=mÞ ¼
fðu1; v1Þ; . . . ; ður; vrÞg; where r ¼ rankðl=mÞ; such that:
(a) The ui’s and vi’s are all distinct integers,
(b) 14uiovi4k;
(c) qui ¼ Lt and qvi ¼ Rt for some t (depending on i),
(d) for no i and j do we have uioujoviovj:
Proof. Equations (3) and (4) assert that for any 14i4k we have
#fj : 14j4i; qj ¼ Ls for some sg
5#fj : 14j4i; qj ¼ Rs for some sg; ð18Þ
and that the total number of L’s in SSðl=mÞ equals the total number of R’s.
It now follows from a standard bijection (e.g., [11, solution to Exercise
6.19(n) and (o)]) that there is a unique set Pðl=mÞ satisfying (a), (b), and (d).
But (c) is then a consequence of Eqs. (16) and (17). ]
MINIMAL BORDER STRIP DECOMPOSITIONS 363We can depict the set Pðl=mÞ by drawing arcs above the terms of SSðl=mÞ;
such that the left and right endpoints of an arc are some Lt and Rt; and such
that the arcs are noncrossing. For instance,
Pð8874=411Þ ¼ fð1; 12Þ; ð3; 11Þ; ð4; 5Þ; ð8; 9Þg;
as illustrated in Fig. 7.
Let SSðl=mÞ ¼ q1q2    qk as in Proposition 4.3, and deﬁne an interval set
of l=m to be a collection I of r ordered pairs,
I ¼ fðu1; v1Þ; . . . ; ður; vrÞg;
satisfying the following conditions:
* The ui’s and vi’s are all distinct integers,
* 14uiovi4k;
* qui ¼ Ls and qvi ¼ Rt for some s and t (depending on i).
Thus Pðl=mÞ is itself an interval set. Figure 8 illustrates the interval set
fð1; 5Þ; ð3; 12Þ; ð4; 9Þ; ð8; 11Þg of the skew shape 8874=411: Let isðl=mÞ denote
the number of interval sets of l=m:
Theorem 4.4. Let T1; . . . ;Tr be the left snakes (or right snakes) of l=m:
Then
isðl=mÞ ¼
Yr
i¼1
1þ ‘ðTiÞ
2

 
:L O L L R OOL R OR R1  2 2 2 2 10 0
FIG. 7. Parenthesization of the snake sequence SSð8874=411Þ:
L O L L R OOL R OR R1  2 2 2 2 10 0
FIG. 8. An interval set of the skew shape 8874=411:
RICHARD P. STANLEY364Proof. Let SSðl=mÞ ¼ q1q2    qk: Let qu1 ; . . . ; qur be the positions of the
terms Ls; with u1o   our: Let qui ¼ Lmi : We can obtain an interval set by
pairing qur with some Rs to the right of qur ; then pairing qur1 with some Rs to
the right of qur1 not already paired, etc. By Eq. (16) the number of choices
for pairing qui is just mi þ 1; and the proof follows. ]
We are now in a position to count the number of minimal border strip
decompositions and minimal border strip tableaux of shape l=m: Let us
denote this latter number by mbstðl=mÞ:
Theorem 4.5. Let rankðl=mÞ ¼ r: Then
mbsdðl=mÞ ¼ isðl=mÞ2; ð19Þ
mbstðl=mÞ ¼ r! isðl=mÞ: ð20Þ
Proof. Eq. (19) is an immediate consequence of Proposition 4.2 and
Theorem 4.4 (using that in Theorem 4.4 we can take T1; . . . ;Tr to consist of
either all left snakes or all right snakes).
To prove Eq. (20) we use Proposition 2.1. Let
codeðl=mÞ ¼ c1 c2    ck
d1 d2    dk
and let r ¼ rankðl=mÞ: It follows from Proposition 2.1 that a minimal border
strip tableau of shape l=m is equivalent to choosing a sequence ðu1; v1Þ; . . . ;
ður; vrÞ where 14uiovi4k; cui ¼ 1; cvi ¼ 0; the ui’s and vi’s are distinct,
and then successively changing ðui; viÞ from ð1; 0Þ to ð0; 1Þ; so that at the end
we obtain the sequence d1; . . . ; dk: Since there are exactly r pairs ðci; diÞ equal
to ð0; 1Þ and r pairs equal to ð1; 0Þ; the condition that we end up with
d1; . . . ; dk is equivalent to dui ¼ 0 and dvi ¼ 1: Hence the possible sets fðu1;
v1Þ; . . . ; ður; vrÞg are just the interval sets of l=m: There are isðl=mÞ ways to
choose an interval set and r! ways to linearly order its elements, so the proof
follows. ]
As discussed in the above proof, every interval set I of l=m gives rise to r!
minimal border strip tableaux T of shape l=m: The set of border strips
appearing in such a tableau is a border strip decomposition D of l=m:
Extending our terminology that T and D correspond to each other, we will
say that I; D; and T all correspond to each other.
How many of the above r! border strip decompositions corresponding to
I are distinct? Rather remarkably, the number is isðl=mÞ; independent of
the interval set I: This is a consequence of Theorem 4.8. Our proof of this
MINIMAL BORDER STRIP DECOMPOSITIONS 365result is best understood in the context of posets. Let P be a ﬁnite poset with
p elements x1; . . . ; xp: A bijection f : P ! ½p ¼ f1; 2; . . . ; pg is called a
dropless labeling of P if we never have f 1ði þ 1Þof 1ðiÞ: Let incðPÞ denote
the incomparability graph of P; i.e., the vertex set of incðPÞ is fx1; . . . ; xpg;
with an edge between xi and xj if and only if xi and xj are incomparable in
P: The next result is implicit in [5, Theorem 2; 3, Theorem on p. 322]
(namely, in [5, Theorem 2] put x ¼ 1 and in [3, Theorem on p. 322] put
l ¼ 1; and use (22)) and explicit in [12, Theorem 4.12]. For the sake of
completeness we repeat the essence of the proof in [12].
Lemma 4.6. The number dlðPÞ of dropless labelings of P is equal to the
number aoðincðPÞÞ of acyclic orientations of incðPÞ:
Proof. Given the dropless labeling f : P ! ½p; deﬁne an acyclic
orientation o ¼ oðf Þ as follows. If xixj is an edge of incðPÞ; then let xi !
xj in o if f ðxiÞof ðxjÞ; and let xj ! xi otherwise. Clearly, o is an acyclic
orientation of incðPÞ: Conversely, let o be an acyclic orientation of incðPÞ:
The set of sources (i.e., vertices with no arrows into them) form a chain in P
since otherwise two are incomparable, so there is an arrow between them
that must point into one of them. Let x be the minimal element of this chain,
i.e., the unique minimal source. If f is a dropless labeling of P with o ¼ oðf Þ;
then we claim f ðxÞ ¼ 1: Suppose to the contrary that f ðxÞ ¼ i > 1: Let j be
the largest integer satisfying joi and y :¼ f 1ðjÞæx: Note that j exists since
f 1ð1Þ > x: We must have y > x since x is a source. But then f 1ðj þ
1Þ4xoy ¼ f 1ðjÞ; contradicting the fact that f is dropless. Thus we can set
f ðxÞ ¼ 1; remove x from incðPÞ; and proceed inductively to construct a
unique f satisfying o ¼ oðf Þ: ]
Now given any set
I ¼ fðu1; v1Þ; . . . ; ður; vrÞg ð21Þ
with uiovi; deﬁne a partial order PI onI by setting ðui; viÞoðuj; vjÞ if viouj:
If we regard the pairs ðui; viÞ as closed intervals ½ui; vi in R; then PI is just the
interval order corresponding to these intervals (e.g., [4, 13]).
Lemma 4.7. Let I be as in Eq. ð21Þ: For 14i4r let
jðiÞ ¼ #fj : vj > vig #fj : uj > vig:
Then
dlðPIÞ ¼ ðjð1Þ þ 1Þðjð2Þ þ 1Þ    ðjðrÞ þ 1Þ:
RICHARD P. STANLEY366Proof. Let wIðqÞ denote the chromatic polynomial of the graph incðPIÞ:
We may suppose that the elements of I are indexed so that v1 > v2 >    >
vr: We can properly color the vertices of incðPIÞ (i.e., adjacent vertices have
different colors) in q colors as follows. First, color vertex ðu1; v1Þ in q ways.
Suppose that vertices ðu1; v1Þ; . . . ; ðui; viÞ have been colored, where ior:
Now for 14j4i; ðuiþ1; viþ1Þ is incomparable in PI to ðuj; vjÞ if and only
viþ1 > uj: These vertices ðuj; vjÞ form an antichain in PI; else either some
vjoviþ1 or some uj > viþ1: The number of these vertices is jði þ 1Þ: Since
they form a clique in incðPIÞ there are exactly q  jði þ 1Þ ways to color
vertex ðuiþ1; viþ1Þ; independent of the colors previously assigned. It follows
that
wIðqÞ ¼
Yr
i¼1
ðq  jði þ 1ÞÞ:
For any graph G with r vertices it is known [10] that
aoðGÞ ¼ ð1ÞrwGð1Þ: ð22Þ
Hence
aoðincðPIÞÞ ¼
Yr
i¼1
ðjðiÞ þ 1Þ:
The proof follows from Lemma 4.6. ]
Note. The fact (shown in the above proof) that we can order the vertices
of incðPIÞ so that each vertex is adjacent to a set of previous vertices
forming a clique is equivalent to the statement that the incomparability
graph of an interval order is chordal. Note that the above proof shows that
for any interval order P coming from intervals ½u1; v1; . . . ; ½ur; vr; the
chromatic polynomial of incðPÞ depends only on the sets fu1; . . . ; urg and
fv1; . . . ; vrg:
We now come to the result mentioned in the paragraph before Lemma
4.6.
Theorem 4.8. Let I be an interval set of l=m; thus giving rise to r!
minimal border strip tableaux of shape l=m: Then the number of distinct
border strip decompositions that correspond to these r! border strip tableaux is
isðl=mÞ:
Proof. Let ðui; viÞ; ðuj; vjÞ 2 I: We say that ðui; viÞ and ðuj ; vjÞ overlap if
½ui; vi \ ½uj; vj a|; where ½a; b ¼ fui; ui þ 1; . . . ; vig: Two linear orderings p
and s of I correspond to the same border strip decomposition if and only if
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p and s: Suppose that p is given by the linear ordering
p ¼ ððui1 ; vi1Þ; . . . ; ðuir ; virÞÞ: ð23Þ
If ðuim ; vimÞ and ðuimþ1 ; vimþ1Þ are consecutive terms of p which do not overlap
and if im > imþ1; then we can transpose the two terms without affecting the
border strip decomposition deﬁned by p: By a series of such transpositions
we can put p in the ‘‘canonical form’’ where consecutive nonoverlapping
pairs appear in increasing order of their subscripts. The number of distinct
border strip decompositions that correspond to the r! permutations p is the
number of p that are in canonical form. Let p be given by (23), and deﬁne
f : PI ! ½r by f ðuim ; vimÞ ¼ m: Then p is in canonical form if and only if f is
dropless. Comparing Eq. (16), Theorem 4.4, and Lemma 4.7 completes the
proof. ]
Note that Theorem 4.8 gives a reﬁnement of Eq. (19), since we have
partitioned the isðl=mÞ2 minimal border strip decompositions of l=m into
isðl=mÞ blocks, each of size isðl=mÞ:
Now let I ¼ fðu1; v1Þ; . . . ; ðui; viÞg be an interval set of l=m: Deﬁne the
type of I to be the partition s whose parts are the integers v1  u1; . . . ;
vr  ur: Hence by Proposition 2.1 s is also the type of any of the border strip
decompositions corresponding to I: Let issðl=mÞ denote the number of
interval sets of l=m of type s; and let mbsdsðl=mÞ denote the number of
minimal border strip decompositions of l=m of type s: The following result
is a reﬁnement of Eq. (19).
Corollary 4.9. Let N ¼ jl=mj: For any partition s ‘ N; we have
mbsdsðl=mÞ ¼ issðl=mÞ isðl=mÞ:
Proof. Immediate consequence of Theorem 4.8 and the observation
above that typeðIÞ ¼ typeðDÞ for any interval set I and border strip
decomposition D corresponding to I: ]
We can improve the above corollary by explicitly partitioning the minimal
border strip decompositions of l=m into isðl=mÞ blocks, each of which
contains exactly mbsdsðl=mÞ border strip decompositions of type s:
Theorem 4.10. For each right snake S of l=m fix a set FS of ‘ðSÞ=2 links
of S, no two consecutive, and let F ¼ SS FS: Let QF be the set of all minimal
border strip decompositions D of l=m which use the links in QF : Then for each
s ‘ N ¼ jl=mj; QF contains exactly issðl=mÞ minimal border strip decom-
positions of type s:
RICHARD P. STANLEY368Figure 9 illustrates Theorem 4.10 for the case l=m ¼ 332=1: We are
using dots rather than squares in the diagram of l=m: The ﬁrst column
shows the right snakes, with the choice of links as a solid line and
the remaining links as dashed lines. The ﬁrst row shows the same for the
left snakes. The remaining 16 entries are the minimal border strip
decompositions of l=m using the right snake links for that row and
the left snake links for that column. Theorem 4.10 asserts that
each row (and hence by symmetry each column) contains the same number
of minimal border strip decompositions of each type, viz., one
of type ð5; 1; 1Þ; two of type ð4; 2; 1Þ; and one of type ð3; 2; 2Þ:
For general l=m there will also be snakes of odd length 2m  1 yielding
m links that must be used in every minimal border strip de-
composition.left
right
FIG. 9. Minimal border strip decompositions of the skew shape 332=1:
MINIMAL BORDER STRIP DECOMPOSITIONS 369Proof of Theorem 4.10. Let I be an interval set of l=m of type s: By
Theorem 4.8 there are exactly isðl=mÞ border strip decompositions (all of
type s) corresponding to I:
Claim. Any two of the above isðl=mÞ border strip decompositions D
have a different set of left links and a different set of right links.
By symmetry it sufﬁces to show that any two, say D and D0; have a
different set of left links. Let codeðl=mÞ be given by (15), and let Si ¼ Sfi as
deﬁned just before (15). Thus Si is a left snake if and only if ðci; diÞ ¼ ð0; 1Þ:
Moreover, if Si is a left snake and I ¼ fðu1; v1Þ; . . . ; ður; vrÞg is any interval
set for l=m; then it follows from (16) that ‘ðSiÞ ¼ 2m where
m ¼ #fj : ujoiovjg:
Let j1; . . . ; jm be those j for which ujoiovj : In a linear ordering p of I there
are m þ 1 choices for how many of the pairs ðujs ; vjsÞ precede ðui; viÞ: The
linear ordering p deﬁnes a border strip tableau with corresponding border
strip decomposition D: In turn D is deﬁned by a choice of a maximum
number of links, no two consecutive, from each left and right snake. The
choices of links from the snake Si are equivalent to choosing the number of
pairs ðujs ; vjsÞ preceding ðui; viÞ in p; since Si intersects precisely the border
strips Bi and Bjs corresponding to ðui; viÞ and the ðujs ; vjsÞ’s, and the position
of Bi within the snake determines the unique two consecutive unused links
of the snake Si extended by adding one square in each direction. Moreover,
Bi will be the unique border strip whose initial square (reading from lower-
left to upper-right) begins on Si: As an example see Fig. 10, which shows the
skew shape l=m ¼ 66554=1 with the left snake S6 shaded. There are four
border strips intersecting S6; and the third one (reading from bottom-right
to upper-left) begins on the square ð2; 3Þ of S6: The two links of S6 involving
this square are not used in the border strip decomposition D:
A dropless labeling of I is uniquely determined by specifying for each left
snake Si how many of the ðujs ; vjsÞ’s, as deﬁned above, precede ðui; viÞ; for we
can inductively determine, preceding from left-to-right in codeðl=mÞ; the
relative order of any pair ðui; viÞ and ðuj; vjÞ of elements which cross, while
all remaining ambiguities in the labeling are resolved by the dropless
condition. Thus the isðl=mÞ dropless labelings of I deﬁne border strip
tableaux of shape l=m and type s; no two of which have the same left links.
Since these border strip tableaux correspond to different border strip
decompositions (by the proof of Theorem 4.8), the proof of the claim
follows.
By the claim, for each interval set I the isðl=mÞ border strip
decompositions corresponding to I all have the same type and belong to
different QF ’s. Since there are isðl=mÞ different QF ’s it follows that each QF
FIG. 10. Intersection of border strips with a left snake.
RICHARD P. STANLEY370contains exactly issðl=mÞ minimal border strip decompositions of type s; as
was to be proved. ]
Another way to state Theorem 4.10 is as follows. Let A be the square
matrix whose columns (respectively, rows) are indexed by the maximum size
sets G (respectively, F ) of links, no two consecutive, of right snakes
(respectively, left snakes) of l=m: The entry AFG is deﬁned to be the minimal
border strip decomposition of l=m using the links F and G: Figure 9 shows
this matrix for l=m ¼ 332=1: Let t ¼ isðl=mÞ and let I1; . . . ;It be the
interval sets of l=m: If the border strip decomposition AFG corresponds to
Ij ; then let L be the matrix obtained by replacing AFG with the integer j:
Then the matrix L is a Latin square, i.e., every row and every column is
a permutation of 1; 2; . . . ; t: For instance, when l=m ¼ 332=1 the interval
sets are
I1 ¼ fð1; 6Þ; ð2; 3Þ; ð4; 5Þg; I2 ¼ fð1; 3Þ; ð2; 6Þ; ð4; 5Þg;
I3 ¼ fð1; 5Þ; ð2; 3Þ; ð4; 6Þg; I4 ¼ fð1; 3Þ; ð2; 5Þ; ð4; 6Þg:
The matrix A of Fig. 9 becomes the Latin square
L ¼
1 2 3 4
2 1 4 3
3 4 1 2
4 3 2 1
2
6664
3
7775:
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Expand the skew Schur function sl=m in terms of power sums as in Eq. (7).
Deﬁne degðpiÞ ¼ 1; so degðpnÞ ¼ ‘ðnÞ: As mentioned after (7), the
Murnaghan–Nakayama rule (10) implies that if pn appears in sl=m then
degðpnÞ5r ¼ rankðl=mÞ: In fact, at least one such pn actually appears in sl=m;
viz., let n1 be the length of the longest border strip B1 of l=m; then n2 the
length of the longest border strip B2 of l=m B1; etc. All border strip
tableaux of l=m of type n involve the same set of border strips, so there is no
cancellation in the right-hand side of (10). Hence the coefﬁcient of pn in sl=m
in nonzero. (See [11, Exercise 7.52] for the case m ¼ |:) Let us write sˆl=m for
the lowest degree part of sl=m; so
sˆl=m ¼
X
n : ‘ðnÞ¼r
z1n w
l=mðnÞpn; ð24Þ
where r ¼ rankðl=mÞ: Also write p˜i ¼ pi=i: For instance,
s332=1 ¼ 1120 p71  112 p41p3 þ 124 p31p22 þ 15 p21p5  14 p1p2p4 þ 112 p22 p3:
Hence
sˆ332=1 ¼ 15 p21p5  14 p1p2p4 þ 112 p22p3
¼ p˜21p˜5  2p˜1p˜2p˜4 þ p˜22p˜3:
If I ¼ fðw1; y1Þ; . . . ; ðwr; yrÞg is an interval set, then let cðIÞ denote the
number of crossings of I; i.e., the number of pairs ði; jÞ for which wiowj
oyioyj: Moreover, let Pðl=mÞ ¼ fðu1; v1Þ; . . . ; ður; vrÞg be as in Proposition
4.3, and let
codeðl=mÞ ¼ c1 c2    ck
d1 d2    dk
:
For 14i4r deﬁne
zðiÞ ¼ #fj : uiojovi; cj ¼ 0g;
zðl=mÞ ¼ zð1Þ þ zð2Þ þ    þ zðrÞ:
It is easy to see (see the proof of Theorem 5.2 for more details) that zðl=mÞ is
just the height htðTÞ of a ‘‘greedy border strip tableau’’ T of shape l=m
obtained by starting with l=m and successively removing the largest possible
border strip. (Although T may not be unique, the set of border strips
appearing in T is unique, so htðTÞ is well-deﬁned.)
RICHARD P. STANLEY372Lemma 5.1. Let I be an interval set of l=m: If T and T 0 are two border
strip tableaux corresponding to I; then htðTÞ  htðT 0Þ ðmod 2Þ:
Proof. When we remove a border strip B of size p from a skew shape a=b
with codeðaÞ ¼    c0c1c2    ; then by Proposition 2.1 we replace some
ðci; ciþpÞ ¼ ð1; 0Þ with ð0; 1Þ: It is easy to check (and is also equivalent to the
discussion in [1, top of p. 3]) that
htðBÞ ¼ #fh : iohoi þ p; ch ¼ 0g: ð25Þ
Suppose we have ðci; ciþpÞ ¼ ðcj; cjþqÞ ¼ ð1; 0Þ; where the four numbers ci;
ciþp; cj ; cjþq are all distinct. Let B1 be the border strip corresponding to
ði; i þ pÞ and B2 the border strip corresponding to ðj; j þ qÞ after B1 has been
removed. Similarly, let B01 correspond to ðj; j þ qÞ and B02 to ði; i þ pÞ after B01
has been removed. If i þ poj or j þ qoi then B1 ¼ B02 and B2 ¼ B01; so
htðB1Þ þ htðB2Þ ¼ htðB01Þ þ htðB02Þ: In particular,
htðB1Þ þ htðB2Þ  htðB01Þ þ htðB02Þ ðmod 2Þ: ð26Þ
If ciocjociþpocjþq; then using (25) we see that htðB1Þ ¼ htðB02Þ  1 and
htðB2Þ ¼ htðB01Þ  1 so again (26) holds. Similarly, it is easy to check (26) in
all remaining cases.
Iterating the above argument and using the fact that every permutation is
a product of adjacent transpositions completes the proof. ]
Theorem 5.2. For any skew shape l=m of rank r we have
sˆl=m ¼ ð1Þzðl=mÞ
X
I¼fðu1;v1Þ;...;ður;vrÞg
ð1ÞcðIÞ
Yr
i¼1
p˜viui ; ð27Þ
where I ranges over all interval sets of l=m:
Proof. Let I be an interval set of l=m; and let T be a border strip
tableau corresponding to I: We claim that
htðTÞ  zðl=mÞ þ cðIÞ ðmod 2Þ: ð28Þ
The proof of the claim is by induction on cðIÞ:
First, note that by Lemma 5.1, it sufﬁces to prove the claim for some T
corresponding to each I: Suppose that cðIÞ ¼ 0; so I ¼ P: Let T be a
greedy border strip tableau as deﬁned before Lemma 5.1. The corresponding
interval set is just P; the unique interval set without crossings, since if
uioujoviovj we would pick the border strip corresponding to ðui; vjÞ rather
MINIMAL BORDER STRIP DECOMPOSITIONS 373than ðui; viÞ or ðuj ; vjÞ: Since by (25) we have zðl=mÞ ¼ htðTÞ; Eq. (28) holds
when cðIÞ ¼ 0:
Now let cðIÞ > 0: Suppose that ðui; viÞ and ðuj; vjÞ deﬁne a crossing in I;
say uioujoviovj: Let I0 be obtained from I by replacing ðui; viÞ and
ðuj; vjÞ with ðui; vjÞ and ðuj; viÞ: It is easy to see that cðIÞ  cðI0Þ is an odd
positive integer. By the induction hypothesis we may assume that (28) holds
for I0: Let T 0 be a border strip tableau corresponding to I0 such that the
border strips B1 and B2 indexed by ðu1; v1Þ and ðu2; v2Þ are removed ﬁrst (say
in the order B1;B2). Let T be the border strip tableau that differs from T
0 by
replacing B1;B2 with the border strips indexed by ðuj; viÞ and ðui; vjÞ: It is
straightforward to verify, using (25) or a direct argument, that htðTÞ and
htðT 0Þ differ by an odd integer. Hence (28) holds for I; and the proof of the
claim follows by induction.
Now let ‘ðnÞ ¼ r and miðnÞ ¼ #f j : nj ¼ ig; the number of parts of n equal
to i: Since zn ¼ 1n1n1! 2n2n2!    ; we have
sˆl=m ¼
X
‘ðnÞ¼r
z1n w
l=mðnÞpn
¼
X
‘ðnÞ¼r
1
m1ðnÞ! m2ðnÞ!    w
l=mðnÞp˜n:
Now by the Murnaghan–Nakayama rule we have
wl=mðnÞ ¼
X
T
ð1ÞhtðTÞ;
where T ranges over all border strip tableaux of shape l=m and some ﬁxed
type a ¼ ða1; . . . ; arÞ whose decreasing rearrangement is n: Since there are
r!=m1ðnÞ!m2ðnÞ!    different permutations a of the entries of n; we have
wl=mðnÞ ¼ m1ðnÞ! m2ðnÞ!   
r!
X
T
ð1ÞhtðTÞ;
where T now ranges over all border strip tableaux of shape l=m whose type
is some permutation a of n: By Theorem 4.8, Proposition 2.1, and Eq. (28)
we then have
wl=mðnÞ ¼ m1ðnÞ! m2ðnÞ!   
r!
r!
X
I : typeðIÞ¼n
ð1Þzðl=mÞþcðIÞ
0
@
1
A; ð29Þ
where I ranges over all interval sets of l=m of type n; and the proof
follows. ]
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cancellation can occur in the sum on the right-hand side of (27). For
instance, if l=m ¼ 4442=11 then there is one interval set of type ð6; 3; 2; 1Þ
with one crossing and one with two crossings.
The following corollary follows immediately from Eq. (29).
Corollary 5.3. Let l=m be a skew shape of rank r and let ‘ðnÞ ¼ r: Then
wl=mðnÞ is divisible by m1ðnÞ! m2ðnÞ!    :
Let A ¼ ðaijÞ be an array of real numbers with 14ioj42r: Recall that the
Pfaffian PfðAÞ may be deﬁned by (e.g. [6, p. 616])
PfðAÞ ¼
X
p
ð1ÞcðpÞai1j1    airjr ;
where the sum is over all partitions p of f1; 2; . . . ; 2rg into two element
blocks ikojk; and where cðpÞ is the number of crossings of p; i.e.,
the number of pairs hok for which ihoikojhojk: Comparing with
Theorem 5.2 gives the following alternative way of writing (27). Let
SSðl=mÞ ¼ q1q2    qk; let u1ou2o   our be those indices for which qui ¼
Ls for some s; and let v1ov2o   ovr be those indices for which qvi ¼ Rs for
some s: Let w1ow2o   ow2r consist of the ui’s and vi’s arranged in
increasing order. Then
sˆl=m ¼ ð1Þzðl=mÞPfðaijÞ;
where
aij ¼
p˜wjwi if wi ¼ us and wj ¼ vt for some sot;
0 otherwise:
(
For instance, SSð443=2Þ ¼ L0L1OR1L1R1R0 and zð443=2Þ ¼ 2; whence
sˆ443=2 ¼ Pf
0 p˜3 0 p˜5 p˜6
p˜2 0 p˜4 p˜5
0 0 0
p˜1 p˜2
0
0
BBBBBB@
1
CCCCCCA
:
Note that from (11) or (24) we get the following Pfafﬁanic formula for the
coefﬁcient yðl=mÞ of trankðl=mÞ in sl=mð1tÞ:
yðl=mÞ ¼ ð1Þzðl=mÞPfðbijÞ;
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bij ¼
1=ðwj  wiÞ if wi ¼ us and wj ¼ vt for some sot;
0 otherwise:
(
Similarly from Theorem 5.2 there follows
yðl=mÞ ¼ ð1Þzðl=mÞ
X
I¼fðu1;v1Þ;...;ður;vrÞg
ð1ÞcðIÞQr
i¼1 ðvi  uiÞ
; ð30Þ
summed over all interval sets I of l=m:
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