In-situ soil sensing for planetary micro-rovers with hybrid wheel-leg systems. by Comin Cabrera, Francisco J.
In-Situ Soil Sensing for Planetary Micro-Rovers
with Hybrid Wheel-Leg Systems
by
Francisco Jose Comin Cabrera
Submitted for the degree of
Doctor of Philosophy
from the University of Surrey
Surrey Space Centre
Faculty of Engineering and Physical Sciences
University of Surrey
Guildford, Surrey, GU2 7XH, UK
September 2015
c© Francisco Jose Comin Cabrera 2015

Statement of Originality
This is to certify that to the best of my knowledge, the content of this thesis is my own
work. This thesis has not been submitted for any degree or other purposes.
I certify that the intellectual content of this thesis is the product of my own work and that all
the assistance received in preparing this thesis and sources have been acknowledged.
Francisco Jose Comin Cabrera

Abstract
Rover missions exploring other planets are tightly constrained regarding the trade-off between safety
and traversal speed. Detecting and avoiding hazards during navigation is capital to preserve the
mobility of a rover. Low traversal speeds are often enforced to assure that wheeled rovers do not
become stuck in challenging terrain, hindering the performance and scientific return of the mission.
Even such precautions do not guarantee safe navigation due to non-geometric hazards hidden in
the terrain, such as sand traps beneath thin duricrusts. These issues motivate the research of the
interaction with rough and sandy planetary terrains of conventional and innovative robot locomotion
concepts.
Hybrid wheel-legs combine the mechanical and control simplicity of wheeled locomotion with the
enhanced mobility of legged locomotion. This concept has been rarely proposed for planetary ex-
ploration and the study of its interaction with granular terrains is at a very early stage. This
research focuses on advancing the state-of-the-art of wheel-leg-soil interaction analysis and applying
it through in-situ sensing to simultaneously improve the speed and safety of planetary rover missions.
The semi-empirical approach used combines both theoretical modelling and experimental analysis
of data obtained in laboratory and field analogues.
A novel light-weight, low-power sensor system, capable of reliably detecting wheel-leg sinkage and
slippage phenomena on-the-fly, is designed, implemented and tested both as part of a simplified
single-wheel-leg test bed and integrated in a fully mobile micro-rover. Moreover, existing analytical
models for the interaction between deformable terrain and heavily-loaded wheels or lightly-loaded
legs are adapted to the generalised medium-loaded multi-legged wheel-leg case and combined into
hybrid approaches for better accuracy, as validated against experimental data. Finally, the soil
sensor system and analytical models proposed are used to develop and prove the effectiveness of
different solutions for soil characterisation, trafficability assessment and terrain classification based
on non-geometric physical properties.
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Chapter 1
Introduction
Planetary surface exploration is key to expanding humanity’s knowledge of the formation,
history and present conditions of solid celestial bodies in the Solar System. In particular, it
is a necessary step towards gathering direct evidence of life forms ever existing outside from
Earth. Such missions are also an excellent driver to push the frontiers of human technological
development, due to the extreme challenges they pose in terms of environmental conditions
and operational constraints. These technologies are paramount to extend humanity’s space
exploration range, carry out more ambitious robotic and manned missions and, ultimately,
establish permanent extraterrestrial human colonies. Moreover, many of those cutting-edge
technologies can be adapted to terrestrial applications and benefit life on Earth.
Robotic planetary missions involve much lower costs and risks than manned missions, mak-
ing robots an invaluable asset as precursors or complements to future astronauts landing
on other planets. Planetary rovers are specially useful due to their ability to explore dif-
ferent regions, transport equipment, provide close-up views of the terrain and take direct
measurements and samples of the atmospheric, surface and subsurface conditions. Past and
current rover missions to the Moon and Mars, both remotely controlled and autonomous,
have proven their worth with ground-breaking achievements. Nevertheless, a great part of
their potential remains unexploited because of the tight constraints imposed by this type
of mission.
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When the targeted celestial body is further than the Moon, e.g. Mars, communication
delays make it impractical to remotely control the rovers from Earth. Furthermore, the
scarcity of communication links between Earth and the rover amounts for extensive periods
of time during which commanded tasks are performed by the rover in an automated or
autonomous fashion, with no human feedback or supervision. This includes rover navigation,
a particularly sensitive activity due to the threat of inadvertent immobilisation, hence losing
the advantage of surface mobility that makes rovers so appealing in the first place.
In order to deal with these limitations without endangering the mission, different driving
modes are employed depending on the level of difficulty of the path or risk in the manoeu-
vres planned. When the terrain is challenging or out of sight, careful driving modes are used
to detect excessive wheel slippage, indicative of low mobility and high chances of immobili-
sation. The downside of such modes is the need of driving at very low speeds, lowering the
average traversal velocity below 1 cm/s and severely hindering mission performance and
scientific return. This can be compensated by using so-called blind drives, i.e. driving at
full speed with no slip-check, whenever the terrain ahead is visible and seemingly safe.
In general, effectiveness is heavily prioritised over efficiency, making rover motion safer albeit
significantly slower. However, said cautionary measures do not offer an absolute guarantee
of avoiding or minimising the undesirable effects of hazards in the terrain. Non-geometric
hazards, e.g. sand traps or subsurface voids hidden beneath thin duricrusts or dust layers,
cannot be detected remotely from the appearance of the terrain and are only revealed when
driven over, remaining a significant or even fatal threat to rover mobility.
The best evidence of this unsolved issue’s relevance resides in the fact that all three of
NASA’s multi-km Martian rovers, i.e. the Mars Exploration Rovers (MER) Opportunity
and Spirit and the Mars Science Laboratory (MSL) Curiosity, have become entrenched in
such hazards at some point of their journey, as pictured in Fig. 1.1. The outcomes of these
incidents were mixed in terms of severity, but detrimental in all cases. In the best-case
scenarios, the hazards were detected in time and the rovers were able to continue their
route, after time-costly escape manoeuvres and/or detours, as experienced by Opportunity
[1] and Curiosity [2]. In the worst-case scenario, the hazard was detected too late and led to
permanent immobilisation an eventual mission termination, as happened to Spirit [3].
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(a) (b) (c)
Figure 1.1: Non-geometric hazard incidents with Martian rovers: (a) Opportunity’s wheels en-
trenched in soft sand at Purgatory [1], (b) Curiosity’s wheel tracks after backing up from sand trap
at Hidden Valley [2] and (c) Spirit’s wheels stuck in loose soil beneath a duricrust in Troy [3]
The lesson learned from these observations is that these planetary rover missions, otherwise
highly successful, could have significantly benefited from a more reliable and responsive
method for non-geometric hazard detection. Ideally, such a method should not only prevent
or further minimise the negative consequences experienced by those rovers, but also enable
the mission to attain a better speed-safety trade-off, increasing traversal velocities without
augmenting the risks of rover immobilisation.
The EU FP7 Forward Acquisition of Soil and Terrain data for Exploration Rover (FASTER)
project (contract no. 284419), which acts as the research and financial drive for this thesis,
addresses this challenge by exploring a tandem mission concept with two heterogeneous
cooperative rovers. A lighter, smaller rover scouts the terrain ahead of a heavier rover.
These platforms are hereafter denominated Scout Rover (SR) and Primary Rover (PR)
respectively, and are depicted in Fig. 1.2 as (a) a concept image and (b) a photograph of
the fully integrated system used for final demonstration.
This PR-SR tandem architecture has been repeatedly proposed [4, 5, 6] due to its immense
inherent benefits, e.g. higher mission robustness through functionality redundancies, task
distribution to increase efficiency or to achieve goals outside the capabilities of a single
rover and the ability to reach regions of interest with difficult access. The novelty of the
research and integration work undertaken by the FASTER consortium stems from the focus
on developing, testing and combining cooperative multi-robot navigation and in-situ soil
sensing techniques to detect and avoid non-geometric hazards in the terrain.
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(a) (b)
Figure 1.2: FASTER tandem rover mission: (a) rendered conceptual image (courtesy of FASTER
consortium) and (b) physical prototypes for final demonstration scenario at the Airbus Defence and
Space Mars Yard in Stevenage, UK
The ultimate goal of FASTER is to minimise the impact of these hazards on mission perfor-
mance, preventing fatal immobilisation incidents while simultaneously enabling higher aver-
age traversal speeds. To do so, three key technologies are investigated and integrated:
• An innovative and high-mobility robot locomotion concept, to allow fast SR traversal
with minimal risk of becoming stuck itself in the encountered hazards [7]
• In-situ soil sensors equipped both on the SR and PR, capable of terrain characterisa-
tion to ensure that it is safe for the PR to traverse [8]
• Methods for successful collaborative and autonomous navigation of the PR-SR pair,
to fully exploit the developments of the first two technologies by successfully detecting
and avoiding hidden mobility threats [9]
The latter technology was critical to the fulfilment of FASTER’s objectives, and it involved
autonomous and dynamic task scheduling, data fusion, rover localisation and path planning
and following. The result is a complex, heterogeneous system that integrates a variety
of Hardware and Software subsystems, culminating in the successful demonstration of a
representative scenario in the Airbus Space and Defence Mars Yard used for ExoMars rover
prototype testing [10]. While this was a valuable and novel demonstration, it was the
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product of the close collaboration of a wide consortium of European partners, whose merits
and methodology lie in the empirical integration of a specific system and proof-of-concept
in a specific scenario.
On the other hand, the research carried out in parallel exclusively for this thesis limits its
scope, focusing on the first two technologies only for a more in-depth and scientifically-driven
investigation. These two technologies could be considered as independent building blocks in
the context of FASTER. However, this research proposes combining both, by deliberately
using the innovative locomotor concept of the SR itself as a soil sensor through the analysis
of its interaction with the terrain. This locomotor concept, referred to as hybrid wheel-leg,
is illustrated in Fig. 1.2 and is described and studied in detail throughout this document.
Although the original motivation and target application for this study is taken from the
FASTER project, the general approach adopted permits applying its outcomes beyond
FASTER’s scope. Such applications could include different multi-robot configurations or
even single robots used for other planetary or terrestrial missions.
The two major potential benefits of such a solution over other soil sensing approaches in
terms of design and operation are:
• Minimal mass, power and computation additions to the original SR requirements,
since its main physical and actuation components are those already required by the
SR to navigate
• Negligible effect on mission traversal speed, thanks to the ability to sense the terrain
on-the-fly without the need of stopping the SR to take a measurement
The two biggest potential design and implementation challenges or operation failure risks
for the proposed solution are:
• Incapability of accurately and/or efficiently sensing the interaction of the wheel-leg
with the terrain in real time
• Insufficient relevance of the sensed interaction towards the assessment of terrain non-
geometric physical properties
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1.1 Aim and Objectives
In view of these potential strengths and weaknesses of the soil sensing solution proposed,
the aim of this research is to study the interaction between the multi-legged wheel-legs
equipped by a rover and dry, granular terrain in order to fulfil the main objectives of:
i) Evaluating the similarities and differences between a wheel-leg and conventional, rimmed
wheels interacting with dry, granular terrain
ii) Proving the feasibility of efficiently and reliably sensing wheel-leg-soil interaction fea-
tures with minimum impact on the robot’s mass, power, computation and speed
iii) Developing real-time soil characterisation algorithms to estimate the physical properties
of the terrain based on the sensed wheel-leg-terrain interaction features
iv) Determining the applicability and limitations of this characterisation to predict the
mobility of a heavier, wheeled robot when traversing the same terrain
1.2 Research Hypotheses and Novel Contributions
The pursuit of these objectives motivate the formulation of the following hypotheses, un-
addressed by current knowledge:
i) The interaction of medium-weight multi-legged wheel-legs with deformable terrain has
common elements with those of heavy rigid wheels and light single rotary legs but at
the same time is significantly different from both, so that existing paradigms for rigid
wheel-soil and rotary leg-soil models need to be combined to best bridge this gap
ii) Automated, accurate and efficient sensing of wheel-leg sinkage and slip when interacting
with deformable soil is feasible through the extension of existing methods applied to
wheels or the development of new approaches
iii) Wheel-leg sinkage- and slip-related phenomena are prominent enough features of wheel-
leg-soil interaction in order to correlate them with soil physical characteristics, so as to
directly or indirectly infer the trafficability of the terrain for heavier rigid wheels
iv) The relevance and sensitivity of these phenomena enable the discrimination with high
accuracy rates of relatively similar, yet significantly different granular materials
6
1.3. Publications
The following novel contributions arise from testing the hypotheses listed above:
i) The adaptation and comparison of existing rigid, heavily-loaded wheel Terramechanics
and single, lightly-loaded rotary leg Terradynamics models for multi-legged, medium-
loaded wheel-legs and the development of an improved hybrid model
ii) The design, implementation and evaluation of a Wheel-Leg-Soil Interaction Observation
sensor system that automatically detects the level of slippage and sinkage of a multi-
legged wheel-leg
iii) Real-time algorithms for physical characterisation of deformable terrain based on wheel-
leg slip and sinkage, capable of estimating the trafficability of the terrain and detecting
non-geometric hazards while maintaining and even increasing the effective traversal
speed of planetary rover missions
iv) The application of machine learning classification algorithms to yield a robust differ-
entiation of different types of terrain according to their physical characteristics
1.3 Publications
A number of papers fully based on this research were published in or are under consideration
by peer reviewed conferences and journals, including:
• Francisco Comin and Chakravarthini Saaj. New modelling approaches for slip estima-
tion and soil sensing with multi-legged wheel-legs. IEEE Transactions on Robotics,
(IEEE-T-RO-16-0046), 2015 (Submitted)
• Francisco Comin, William Lewinger, Chakravarthini Saaj, and Marcus Matthews.
Trafficability assessment of deformable terrain through hybrid wheel-leg sinkage de-
tection. Journal of Field Robotics, (ROB-15-0049), 2015 (in Press)
• Francisco Comin and Chakravarthini Saaj. Planetary soil classification based on the
analysis of the interaction with deformable terrain of a wheel-legged robot. In Pro-
ceedings of the IEEE/RSJ International Conference on Intelligent Robots and Systems
(IROS), Hamburg (Germany), September 2015
• Francisco Comin. Towards in-situ characterisation of planetary terrain using a hybrid
wheel-leg. In Proceedings of the 65th IAF International Astronautical Congress (IAC),
Toronto (Canada), October 2014
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Moreover, contributions were made to co-authored journal and conference papers related
to this research topic for the EU FP7 FASTER project:
• E. Allouis, R. Marc, J. Gancet, Y. Nevatia, F. Cantori, Roland Sonsalla, M. Fritsche,
J. Machowinski, T. Vo¨gele, F. Comin, W. Lewinger, B. Yeomans, C. Saaj, Y. Gao,
J. Delfa, P. Weclewski, K. Skocki, B. Imhof, S. Ransom, and L. Richter. FP7 FASTER
project - demonstration of multi-platform operation for safer planetary traverses. In
Proceedings of the 13th ESA Symposium on Advanced Space Technologies in Robotics
and Automation (ASTRA), Noordwijk (Netherlands), May 2015
• Said Al-Mili, Conrad Spiteri, Francisco Comin, and Yang Gao. Real-time vision based
dynamic sinkage detection for exploration rovers. In Proceedings of the IEEE/RSJ
International Conference on Intelligent Robots and Systems (IROS), Tokyo (Japan),
November 2013
• William A Lewinger, Francisco Comin, Stephen Ransom, Lutz Richter, Said Al-Milli,
Conrad Spiteri, Yang Gao, Marcus Matthews, and Chakravarthini Saaj. Multi-level
soil sensing systems to identify safe trafficability areas for extra-planetary rovers. In
Proceedings of the 12th ESA Symposium on Advanced Space Technologies in Robotics
and Automation (ASTRA), Noordwijk (Netherland), May 2013
1.4 Thesis Structure
The rest of contents in this thesis are organised as follows:
• Chapter 2 carries out a critical literature review of the State-of-the-Art of technologies
related to the research problem addressed in this study.
• Chapter 3 describes the Hardware and Software components of the sensor system
developed in this research as well as the experimental set-ups, materials and method-
ology used.
• Chapter 4 presents the analytical modelling of wheel and wheel-leg interaction with
deformable terrain, as well as the comparison of the different approaches proposed
and their validation against experimental data.
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• Chapter 5 introduces the range of methods developed for automated wheel-leg slip
and sinkage estimation, evaluating their performance under a variety of laboratory
and field testing conditions.
• Chapter 6 addresses and solves the problems of soil characterisation, trafficability
assessment and terrain classification combining the models and automated estimation
methods proposed earlier.
• Chapter 7 concludes the document, summarizing the most prominent findings, point-
ing out the achievements and limitations of this research and indicating guidelines for
future work.
9

Chapter 2
Literature Review
In this chapter a brief critical review is carried out of the research background and State-
of-the-Art of all topics relevant to the objectives listed in Section 1.1. The review aims
to provide an up-to-date knowledge of the development of these topics and to identify
interesting research directions and gaps to be covered by this study. It addresses the three
basic components of an autonomous robotic system, i.e. actuation, sensing and autonomous
data processing, focusing on their specific application to the problem addressed in this
research. As a result, the review covers mobile robotics locomotion concepts, terrain sensing
techniques, modelling of vehicle-soil interaction for terrain characterisation and machine
learning methods for terrain classification.
2.1 Locomotion Concepts for Ground Mobile Robots
It is very relevant for this research to review and understand the strengths and weaknesses
of hybrid wheel-legs, so as to justify their appropriateness for planetary rover missions and
to compare it with other concepts for robot locomotion. The comparison with its two parent
concepts, i.e. wheels and legs, is of particular interest.
The ability to traverse terrain in an efficient, safe and fast manner is critical in autonomous
planetary exploration to successfully achieve the mission goals and maximise the scientific
return. Multitude of locomotion concepts have been explored for this purpose. Innovative
11
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concepts such as crawling [16, 17] and hopping [18, 19, 20] can be well-suited for specific
applications, e.g. very narrow or low gravity environments and short distances. Tracked
rovers [21, 22] can perform well on sloped and deformable terrains, but need regular main-
tenance and have high power requirements due to friction. On the other hand, Unmanned
Aerial Vehicles (UAVs) can quickly traverse long distances regardless of the terrain [23].
However, the scope of this research assumes a long distance mission scenario where the
main scientific goal is to study geological and geophysical properties of the terrain, e.g.
the current Mars Science Laboratory (MSL) mission or the future ExoMars mission. The
previously mentioned robot locomotion concepts, illustrated in Fig. 2.1, are not suitable or
less than ideal for such missions.
Wheels have historically been the preferred means of transportation on terrestrial appli-
cations due to their actuation and control simplicity, manoeuvrability, high achievable
speed, good power efficiency and high payload-to-mass ratio. This preference also applies
(a) (b)
(c) (d)
Figure 2.1: Alternative locomotion: (a) two-track micro-rover Nanokhod [21], (b) hopper microbot
[19], (c) crawling robot AmphiBot II [17] and (d) Martian tailsitter Concept [23]
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to robotics, where Wheeled Mobile Robots (WMRs) have been extensively used both in
research and commercial applications where locomotion is required. Articulated Wheeled
Robots (AWRs) [24], as those shown in Fig. 2.2, make use of articulated chains formed
by lower pair joints in order to enhance the mobility of wheeled robots over obstacles and
rough terrain.
Passive suspensions based on rocker-bogie or 4-bar mechanisms, e.g. the SHRIMP robot
[25], can adaptively follow the shape of ground and climb significant obstacles. Its success-
ful application in NASA’s MER [26] and MSL rovers motivates its use for future planetary
exploration missions like ESAs ExoMars [28] and JAXAs SELENE-II [29]. Active suspen-
sions, like those used for DFKI’s SHERPA [30] robot and NASA’s ATHLETE robot [27], can
further improve the mobility at the cost of higher complexity and power consumption.
The use of legs can potentially enable robots to overcome objects that would be impassable
even for AWRs thanks to the ability of controlling the position of each leg’s foot. However,
automated legged locomotion faces great challenges in terms of stability, power efficiency,
achievable speed and control complexity, all of which are critical in planetary exploration
missions.
Ground-breaking advances have been made in reducing control complexity and power con-
sumption using innovative control strategies [31, 32, 33], increasing robustness to irregular
terrain and external perturbations [34] and improving the achievable speed in bio-inspired
lightweight microrobots [35, 36, 37]. These are all cutting-edge technologies which have not
(a) (b) (c)
Figure 2.2: Articulated wheeled robots: (a) SHRIMP robot [25], (b) MER rover [26] and (c) ATH-
LETE robot [27]
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(a) (b)
Figure 2.3: Legged locomotion: (a) Scorpion robot [4] and (b) CREX robot [30]
reached the level of readiness and reliability needed for planetary surface exploration. Mis-
sion concepts have been proposed where, due to their limited payload capacity, lightweight
legged robots are deployed by a primary rover as scouts, similarly to the EU FP7 FASTER
project. These rovers use as many as six or eight legs to increase their robustness and
stability, e.g. the CREX [30] and SCORPION [4] robots shown in Fig. 2.3.
In an attempt to combine the strengths and mitigate the weaknesses of wheeled and legged
locomotion, reconfigurable robot concepts have been proposed which can alternate purely
legged and purely wheeled locomotion [38, 39], as illustrated in Fig. 2.4.
However, these designs fail to efficiently exploit the advantages of wheeled and legged lo-
comotion systems due to the increased mechanical complexity and number of actuators,
leading to higher power consumption and lower reliability. A different approach to hybrid
locomotion emerges from combining the actuation principle of wheeled robots with the mor-
phology of legged systems. This approach makes use of the concept of hybrid wheel-legs
addressed in this research, with examples shown in Fig. 2.5.
The first application of said locomotion concept to a complete robot platform was PRO-
LERO [40], which used four L-shaped legs rotated synchronously by a single actuator each.
The RHex robots [43] use six compliant single-legged wheel-legs allowing better controllabil-
ity of the contact angle between the legs and the ground. On the other hand, Whegs robots
[44], including the Lunar Whegs [41] designed for sandy lunar environments, use three-legged
wheel-legs to achieve a smoother ride and higher robustness to leg breakage.
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(a) (b)
Figure 2.4: Hybrid locomotion: (a) reconfigurable legged-wheeled robots DLR concept [38] and (b)
LEON robot [39]
In [45] DFKI present the search and rescue robot Asguard, which uses five-legged wheel-
legs for a compromise between ride smoothness and climbing capability. A similar wheel-leg
design with modified feet for operation in loose gravel was employed on the CESAR rover
[42] for ESA’s Lunar Robotic Challenge. More complex prototypes use additional Degrees
of Freedom (DoFs) on the spokes of the wheel-leg for higher mobility, e.g. ESA’s SpaceCat
[46] and IMPASS [47] depicted in Fig. 2.6, losing the fundamental advantage of control
simplicity of the wheel-leg concept.
(a) (b) (c)
Figure 2.5: Wheel-legged locomotion: (a) PROLERO [40], (b) Lunar Whegs [41] and (c) CESAR
rover [42]
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(a) (b)
Figure 2.6: Wheel-legged locomotion: (a) ESA/EPFL’s SpaceCat [46] and (b) IMPASS robot [47]
2.2 Soil and Terrain Sensing Technologies
While it is important to study the range of available locomotion concepts and the mobility of
conventional wheels has a central role in this research, the research objectives and novelties
formulated in Chapter 1 don’t directly address wheel-leg design and mobility analysis.
Instead, they have a strong focus on assessing the physical properties of the terrain by
using the wheel-leg concept as a soil sensor in and of itself. Hence, a review of the state of
the art in soil sensing is also necessary.
Using soil sensing techniques during rover navigation allows avoiding dangerous situations,
optimising the traversal speed and power use and providing additional data of scientific
interest about the terrain, hence maximising the scientific return and performance of the
mission. The range and nature of the sensed terrain characteristics varies depending on
the type of sensor used, as analysed in the survey performed in [48]. The strengths and
weaknesses of each sensing technique make them useful for different purposes at different
stages of the mission. The following review analyses the capabilities and limitations of each
technique to identify the most suitable option for the purpose of this research.
Remote sensing is based on measuring the reaction of the terrain to different types of Electro
Magnetic (EM) waves and relating the measurements to terrain properties. These sensors
can provide data from a large extension of terrain, but with low resolution when mounted
on orbiters. Some of them are mounted directly on rovers, providing a higher resolution
but a more limited area.
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(a) (b)
Figure 2.7: Remote soil sensing: (a) infra-red thermal inertia [49] and (b) stereo-vision feature
tracking on MER Spirit rover [53]
Infra-Red EM waves can be used to estimate the thermal inertia of the terrain [49, 50, 51], as
shown in Fig. 2.7 (a). Radio EM waves can reveal geophysical properties of the subsurface,
e.g. using the WISDOM GPR [52] under development for ExoMars. Visual EM waves can
be used by cameras to extract images of the terrain, which yield very useful information for
texture classification, feature detection (e.g. rocks) or stereo-vision [53], as shown in Fig.
2.7 (b). Light Detection and Ranging techniques (LIDAR) using laser scanners can be also
used to obtain direct 3D data of terrain topography.
In-situ direct sensing performed by lander probes or rovers measures soil resistance forces
under given loading conditions to determine a set of physical or empirical parameters that
characterise the terrain. Some of the devices that can be used for this purpose are illustrated
in Fig. 2.8.
The Static Cone Penetrometer (SCP) is a standard tool in terrestrial geotechnical surveying
used to calculate the Cone Index (CI) as a measurement of soil strength and stiffness,
translatable into a Vehicle Cone Index (VCI) as described in [57] for an estimation of
terrain trafficability. For robot-mounted applications alternative actuation mechanisms are
conceived to reduce the total mass an power needed, such as the high frequency percussive
actuator used by the Percussive Dynamic Cone Penetrometer (PDCP) [58] and the self-
propelled spring-shock mechanism used by the MOLE [59] and MMUM [56] devices. Bio-
inspired low-power drilling mechanisms [55, 60] can also be used to measure soil resistance
forces and strength.
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(a) (b)
Figure 2.8: In-situ direct soil sensing: (a) bevameter plate and shear test tools (top) [54] and
dual-reciprocating drilling (bottom) [55] and (b) MMUM device [56]
The Bevameter test proposed by Bekker [61] combines plate loading and shear loading
devices to replicate the stress conditions created by a wheeled vehicle, allowing to estimate
semi-empirical parameters of the Bekker vehicle-soil interaction model. This type of tests
yield a detailed characterisation, but even compact designs like the one proposed by PNFI
in [54] are complex and difficult to implement autonomously on planetary rovers.
Alternatively, in-situ indirect soil sensing techniques can give an insight of the physical
properties of traversed terrain without the need of directly applying and measuring forces
with specialised equipment. Examples of these techniques are seen in Fig. 2.9.
Seismic refraction surveying techniques, described in [62] allow in-situ characterisation of
large areas of terrain combining a seismic source and geophone sensors placed at known
locations, revealing information about the stiffness and density of surface and subsurface
soil or rock layers. In spite of its complexity in terms of communication and accuracy
requirements this technique has been used in the Apollo missions to the Moon and several
approaches to robot-based seismic refraction are under research, as described in [63].
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(a) (b)
Figure 2.9: In-situ indirect soil sensing: (a) seismic refraction with multiple robots [62] and (b)
MER Opportunity wheel trenches analysis [64]
Finally, assuming the lack of dedicated sensors for terrain characterisation, other rover sub-
systems can be used to infer data about the physical properties of the soil. Tactile and
visual information from the mechanical interaction between rover devices, e.g. wheels or
tools, and the soil can be post-processed to estimate some of the physical characteristics of
soils and rocks in planetary environments. Data from the Lunokhod rovers [65], the Viking
landers [66], the Soujourner rover [67] and the MER rovers [64] has been used to infer the
friction angle, cohesion, density and soil type of lunar and Martian terrains, becoming an
invaluable source of information when planning future missions due to the lack of dedicated
instruments and direct measurements.
Each of the reviewed techniques has its own advantages and disadvantages. Remote methods
are useful for mission planning and scientific research, but have limited resolution in orbiter-
mounted sensors and are computationally intensive and power hungry in rover-mounted
sensors. In-situ direct sensors can provide a detailed characterisation as well as useful
scientific data about surface and subsurface composition and can even be used as a means
to retrieve soil samples. However, these dedicated sensors imply significant additional mass,
complexity, power and stopping time to carry out the test. Therefore, their use needs to be
well justified. In-situ indirect sensors provide an effective and rapid means of assessing the
performance and mobility of the rover on the soil currently being traversed.
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The challenges of this approach are to maximise the reliability of the soil-vehicle interac-
tion characterisation, e.g. by combining several sensor modes, and to use the sensor data
efficiently for on-line assessment. The latter depends on the algorithms used to detect situ-
ations where mobility is at stake, i.e. when wheel sinkage and/or slip become too high. A
brief review of research on sinkage and slip detection is presented below.
Sinkage is the result of deformable soil being compressed and displaced due to external
loads. The preferred alternative for accurate sinkage detection is based on computer vision
methods, where the wheel-soil interface is detected by a dedicated camera and used to
estimate the level of sinkage as exemplified in Fig. 2.10. Approaches used so far are based
on greyscale intensity to distinguish the wheel rim from the soil [68] and edge detection of a
concentric black and white pattern [69]. Fewer solutions have been investigated for on-line
detection of wheel-leg sinkage, such as the colour-based approach proposed in [15].
(a) (b)
Figure 2.10: Vision-based wheel sinkage detection: (a) rim intensity change [68] and (b) pattern
edge detection [69]
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Slip on deformable terrain is the consequence of the soil yielding due to excessive shear
stresses, leading to a lower robot displacement than that expected from motor odometry.
On wheels, a moderate level of slip usually improves the draw-bar pull on frictional soils,
but excessive slip can seriously hinder motion, increase sinkage and even immobilise the
vehicle. Slip not only affects mobility, but also localisation and path following. Traditional
approaches to solve this use an absolute localisation technique such as GPS or, if not avail-
able, range sensing or visual odometry [70]. Given the computational burden imposed by
visual odometry other techniques have been developed which use proprioceptive sensors to
estimate slippage from motor current sensors [71, 72], wheel encoders and Inertial Mea-
surement Unit (IMU) indicators using empirical thresholds [73], Extended Kalman Filters
(EKF) and state space models [74].
Slip and sinkage detection methods as those presented previously can be used for traction
control, to optimise the performance of the rover without the need of complex wheel-soil
interaction models. For instance, in [75] the stick-slip phenomenon in a stair climbing robot
is detected through wheel angular speed sensing and used for independent traction control.
Combined slip and sinkage detection could be used to switch between different traction
control criteria depending on the roughness of the terrain [76].
2.3 Modelling Off-Road Vehicle-Terrain Interaction
The different approaches to model terrain behaviour and its interaction with locomotion
systems need to be studied to make an effective use of the indirect in-situ soil sensing
techniques described in the previous section. For this purpose, the basic principles of the
field of Terramechanics and its different methodologies are introduced. The implications
and advances on wheel-soil interaction applied to planetary exploration are then presented.
Finally, efforts in applying Terramechanics to leg-soil interaction are reviewed and studies
of rotary walking on granular media are presented.
The term Terramechanics, first used in [61] by Bekker, refers to the field of study coping
with the interaction between machines or locomotion mechanisms and soil. Much research
has been carried out since, with particular interest in the study of the interaction between
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wheels and soil. Four main methods for terrain behaviour modelling are usually employed
in Terramechanics, each with its own strengths and weaknesses.
Theoretical methods analyse the failure of the soil purely based on a theory describing its
behaviour, e.g. critical state theory [77], soil mechanics and elasto-plasticity theory [78] or
visco-elastic models [79]. These theories are often based on assumptions that limit their
scope of use, yielding results that significantly deviate from reality when not applied cor-
rectly. Empirical methods predict the mobility of a vehicle based on direct comparison of
sensor measurements on similar terrains through experimental models, e.g. the Brixius Ter-
rain Model [80] used to predict the mobility and traction of a wheeled vehicle by measuring
sinkage and slip. While useful for on-the-fly trafficability assessment on specific vehicles
these methods cannot be extrapolated to other vehicle configurations and present serious
difficulties when applied to certain types of soils and tyres.
Semi-Empirical methods combine theoretical analysis and experimentation to develop wheel-
soil interaction models. This approach attempts to measure and model the stress distribu-
tions created by the wheel on the soil and relate them with the resistive and tractive forces
generated. Bekker made the first major contributions to this approach by formulating the
relation between wheel sinkage and normal stress and between soil deformation and shear
stress on brittle soils [81]. Various adaptations, expansions and simplifications have been
made to these formulae. Important contributions were made by Reece, Wong and Onafeko
[82, 83, 84], who measured and modelled stress and shear failure zones below driven and
towed wheels, and Janosi [85], who adapted the shear stress-soil deformation formula to
plastic soils.
Numerical simulation methods prove that using computer technology can be very helpful to
simulate wheel-soil interaction. The Finite Element Method (FEM) [86, 87] can deal with
heterogeneous terrains and the Discrete Element Method (DEM) [88, 89] permits abandon-
ing the terrain-continuum hypothesis to better predict the behaviour of granular soils. The
biggest challenge for both methods is to find a reliable behaviour model and to accurately
estimate the parameters of each terrain element. Their main drawback is the required
computational power which constrains the use of these methods to off-line applications and
limits the size and number of simulated elements, affecting the realism of the simulation
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on fine granular soils. Hybrid approaches, e.g. Smoothed Particle Hydrodynamics (SPH)
[90, 91], have the potential to mitigate these drawbacks to some extent and provide a better
accuracy-efficiency trade-off .
These methods can be applied not only in terrestrial applications, but also to planetary
surface exploration. Such applications can be separated into an off-line phase and an on-
line phase, as schematically depicted in Fig. 2.11. The role of Terramechanics in each phase
is described below.
During the Research and Development (R&D) Phase of the rover, Terramechanics can
provide detailed models to develop computer assisted, high fidelity and accuracy simulation
tools to optimise the design parameters of the rover according to mission requirements
and constraints. Some examples of such applications are reviewed in [92], including the
LocSyn framework [93], the RCAST [94] and RCET [95] sets of tools for the ExoMars
rover design, the ROAMS [96] physics-based simulator for the MER rovers, the RPET
[97] systematic analysis framework, and the RoSTDyn [98] Terramechanics and dynamics
simulation platform.
Figure 2.11: Application of Terramechanics to planetary rovers during the R&D phase (left) and
the exploration phase (right)
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During the Planetary Exploration Phase the models derived from Terramechanics research
can be adapted and simplified to develop high speed and efficient algorithms that use sensed
interaction forces and phenomena under given operating conditions for an on-line estimation
of terrain parameters. These algorithms can be used to improve closed-loop motion control
and autonomous path planning.
A useful simplification is to assume the soil stress distributions to be piecewise linear and
symmetric, and apply least squares fitting techniques to estimate the soil’s physical and
semi-empirical parameters [99, 100]. The inputs for such estimation methods are the normal
load, wheel torque, wheel sinkage, wheel rotational speeds and traversal speed. In [101] the
limitations of these simplification assumptions are discussed and an alternative method is
proposed combining an EKF to estimate interaction forces and slip and a Bayesian Multi-
Model Estimator to assign the most likely terrain parameters from a set of a-priori model
hypothesis, being able to generate new candidate models using a Genetic Algorithm as
proposed in [102].
The emerging field of Terramechanics applied to wheeled planetary rovers [103] has put for-
ward many new challenges and successfully applied tools from the mobile robotics field such
as advanced sensing and data fusion techniques, significantly contributing to the advance-
ment of Terramechanics. Differences in morphology, payload, control mode, environment
and soil behaviour create a gap between classical and planetary Terramechanics. To ad-
dress this gap it is common practice to combine single-wheel tests [104], using single wheel
test beds as those seen in Fig. 2.12, and full rover tests on planetary soil simulants for
Terramechanics model development and validation.
Some examples of this research methodology include the study of stress distributions at
Massachusetts Institute of Technology (MIT) [107], modelling of steering resistance at To-
hoku University [106], Bekker-based modelling of rigid and flexible wheel at the German
Aerospace Centre (DLR) [108], Rankine-based theoretical analysis of diverse wheel and
grouser configurations at the Harbin Institute of Technology (HIT) [109] and parameter
configuration for rover design at Carnegie Mellon University (CMU) [93].
Bekker’s classical model has limited application in this field due to significant errors for small
wheel dimensions, small loads and high slippage. Therefore, most of the cited research
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works on improving the modified Wong-Reece models. As pointed out in [103], each of
these advancements has limited applicability due to inaccuracies in modelling non-linear
phenomena, e.g. slip-sinkage relation, influence of wheel width or the effect of grousers.
Another limitation is that these models account only for the steady state conditions, not
being applicable to transitory performance.
While the interaction of wheels with deformable terrain has been thoroughly researched, leg-
soil has been given less attention. Although the importance of analysing the performance of
legged robots in deformable soils was already acknowledged in [110], the higher prioritising
of other critical challenges in legged locomotion, such as those mentioned in Section 2.1,
has relayed leg-soil interaction to a second plane.
Unexpected leg sinkage can cause serious issues in terms of robot performance and stability.
Most of the work done regarding leg-soil interaction has focused on active sensing and
compliance of legged mechanisms, using force sensing feedback to compensate the effect of
(a) (b)
(c) (d)
Figure 2.12: Single-wheel test beds for Terramechanics research applied to planetary exploration:
(a) DLR [105], (b) Tohoku University [106] , (c) CMU [93] and (d) MIT [68]
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sinkage on body motion [111], carry out pressure sinkage tests [112] and generate a perfectly
plastic model of the soil using Bernstein’s pressure-sinkage equation [113]. Other than
empirical and active control approaches little work has been done on theoretical modelling
of leg-soil interaction and force prediction.
In [114] a trafficability model of legs on deformable soil was formulated based on Terza-
ghi’s universal earth moving equation, dependent on factors such as blade dimensions, soil
weight, surcharge, cohesion, adhesion and soil bearing capacity factors. Several empirical
methods have been researched to determine these factors, showing very limited validity out-
side of their specific application assumptions. To predict traction forces developed by a leg
the traditional Terramechanics approach performs a quasi-static force equilibrium between
all generated forces in the tool-soil interface, which includes: the soil thrust force due to
shear forces developed at the foot’s leg-soil interface, the draught force that supports leg
transversal motion, the active force from the soil in front of the leg and the frictional force
of the sides of the leg which provides further traction. The differences shown by this model
between predicted and observed forces [115] indicate that the Terramechanics approach
is not applicable to small tools and loose soils. A review and experimental validation of
the rigidity-dependent approaches to model foot-terrain interaction is presented in [116],
adapting classic Terramechanics wheel-soil to feet with different geometries. Similarly to
wheel-based research, these legged locomotion studies use the simplified single leg test beds
shown in Fig. 2.13.
(a) (b)
Figure 2.13: Single-leg test beds for terramechanics research applied to planetary exploration: (a)
University of Surrey [117] and (b) HIT [116]
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Regarding hybrid wheel-legged robots, research has been focused on improving traversabil-
ity of irregular terrain and enhancing climbing capabilities while simplifying the mechanic
designs as much as possible in order to better exploit the high mobility-to-complexity ratio
of wheel-legs.
These primary challenges have eclipsed the research of wheel-leg interaction with deformable
and granular soil. However, there have been some recent advances in this field. In [118]
SandBot, a small version of the RHex robot with single-legged wheel-legs pictured in Fig.
2.14 (b), was tested on a fluidised bed of granular media, with volume fraction control.
Properties of the granular media, i.e. compaction, and of the robot gait, i.e. stride frequency,
showed significant influence on locomotion, transitioning between slow swimming and fast
walking behaviours. This variable behaviour was explained through the fluidisation and
solidification phenomena occurring in granular physics.
These observations led to the formulation of a penetration dynamics model [119] based on
simple shape and even weight distribution assumptions where the penetration force was
considered to be proportional to sinkage. The simple shape assumption is disregarded in
[120], and a generalised model was formulated to predict horizontal and vertical penetration
forces considering the leg’s attack and intrusion angles.
(a) (b)
Figure 2.14: Wheel-legged locomotion: (a) visco-elastic multi-legged rimless wheel on rigid ground
[121] and (b) single-legged wheel-leg Sandbot on granular media [120]
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As for multi-legged wheel-legs, they were originally used as passive or minimally actuated
devices to study walking metastability, stochasticity and dynamics on rigid ground [122, 123]
and their ability to overcome obstacles using visco-elastic spokes [121, 124], shown in Fig.
2.14 (a). Their performance on rough terrain has been dealt with on several projects using
DFKI’s Asguard rover. However, rather than modelling wheel-leg-soil interaction, these
studies focus on higher level applications such as self-localisation using embodied data [125]
and navigation and slip kinematics [126].
2.4 Machine Learning Solutions for Terrain Classification
Machine learning can be a powerful tool for terrain trafficability assessment, classifying
unknown terrain into differentiated classes according to its geometric or physical charac-
teristics. A brief introduction to the classification problem is given, presenting different
approaches and algorithms. Previous research on the terrain classification problem for
planetary exploration is presented, comparing different approaches for wheeled and legged
robots. Finally, techniques for improving classification performance and robustness such as
classifier fusion are reviewed.
Unlike terrain characterisation algorithms presented above, which estimate the values of
terrain parameters through regression models, terrain classification algorithms categorise
the terrain into distinct classes according to given criteria, e.g. the traversability or the
type of terrain. For this purpose, terrain features are extracted from sensor data and
passed on to the classifier algorithm, which decides to what class the terrain is more likely
to belong.
All different approaches to classification follow a similar sequence, represented by the flow
diagram in Fig. 2.15. First, relevant data is acquired from appropriately selected sensors.
The continuous stream of data is then pre-processed by segmenting it into individual samples
and transforming them into relevant features. These features are the input to the actual
classification algorithm, which consists of two stages. The training phase consists of using
readily classified feature datasets, i.e. data manually labelled according to the desired
criterion, in order to learn the relationship between the sensed input features and the
28
2.4. Machine Learning Solutions for Terrain Classification
Figure 2.15: Generic flow diagram of the classification problem
class outputs. Once this relationship is modelled, the inference phase can apply it to new
un-labelled sensed data in order to classify it in an automated fashion. Finally, post-
processing of the classifier’s output can be done to minimise or reject miss-classifications
or to produce an appropriate operational re-action, e.g. switch motion control modes or
re-plan the path.
The main strength of the classification approach is that, thanks to machine learning tech-
niques, complicated non-linear relationships can be implicitly modelled during the training
phase, capturing them in a more accurate way than other modelling techniques such as the
semi-empirical approach of Terramechanics presented in Section 2.3. On the other hand,
as a Supervised Learning (SL) technique, the main weakness of classification algorithms is
precisely their tight dependence on the training process.
Training datasets must be representative of the expected operating conditions of the clas-
sifier, since its performance will significantly drop when trying to classify data that has not
been appropriately trained to handle. In spite of this limitation, the learning capability of
classifiers creates the opportunity of adapting to unknown conditions through new training
phases.
This makes it a suitable solution for terrain modelling in planetary environments, where the
uncertainty in soil characteristics and other factors, e.g. different gravity and atmospheric
conditions, can produce unexpected behaviours and notable inaccuracies on a-priori models
based on tests in Earth conditions. The dependency of classifiers on training datasets
can be relaxed through Semi-Supervised Learning (SSL) techniques such as Transductive,
Inductive or Active Learning [127].
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Regarding the classifier algorithms, five main categories can be distinguished: Nearest
Neighbour Methods, e.g. k-Nearest Neighbours (kNN), Likelihood Methods based on
Bayesian probability, e.g. Naive Bayes (NB), Discriminant Analysis methods (DA), e.g.
Support Vector Machines (SVMs), Neural Networks (NNs) and Decision Trees (DT). Each
of these methods offers a variety of algorithms and has its own advantages and disadvan-
tages, being more or less suitable depending on the application. Some relevant factors
affecting the choice of an appropriate algorithm are the dimensionality and heterogeneity of
input data, the redundancy of the features and the complexity of the interactions between
features. The performance of the algorithms can be evaluated in terms of classification
accuracy, training time and classification time.
In the area of planetary exploration many researchers have proposed using classifiers as a
way of providing semantic information about the terrain, which can be eventually related
to terrain characteristics, e.g. trafficability. Input features for terrain classification can be
divided in two groups: visual and tactile.
Visual features are obtained from cameras or ranging sensors which yield information about
the texture or traversability [128, 129] of the terrain, as shown in Fig. 2.16 (a). They are
easily portable between different rover platforms and can produce a useful classification of
the terrain ahead of the rover. However, their outputs heavily depend on visibility conditions
and are limited to geometrical and appearance information, which disregards many of the
non-apparent properties of the soil and potential non-geometric hazards. Tactile features are
obtained from IMUs, current transducers and force/torque sensors which return information
about the vibrations and resistance forces produced by the terrain. Unlike the previous
type of features they produce a classification based on direct measurements of the physical
properties of the terrain as it reacts to the motion of the rover. The downside of these
features is that they are dependent on the rover configuration and operation mode (load,
size, speed, type of locomotion ...) and the classification algorithms need to be re-tuned for
different rover platforms.
Various approaches have addressed tactile classification of terrain on wheeled rovers. Many
of them rely on analyzing complex features of the vibrations produced by the terrain,
such as Fast Fourier Transforms (FFT) used in [131] and Power Spectral Densities (PSD)
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used in [132], although in the latter study these features are also compared with simpler
signal features. Principal Component Analysis (PCA) is often used to select the most
discriminative features [133] and different classifiers such as SVMs [134] and NNs [135] have
been applied for this task. The performance of various classification algorithms is compared
in [136] and [137].
This performance can be improved using post-processing techniques like adaptive Bayesian
Filters for temporal coherence [138], Unsupervised Learning (UL) techniques as done in [139]
with an ad-hoc sensing probe to eliminate the need of extensive manually-labelled training
datasets, the creation of novel classes of terrain using Gaussian Mixture Models (GMM)
[140] and classifier fusion approaches to combine vibration- and vision-based classification
[130, 141, 142], as depicted in Fig. 2.16 (b).
The tactile terrain classification problem has also been explored on legged rovers. The
approaches found in the literature use force and torque sensors on the leg joints and foot tips
[143, 144, 145], differences between goal and actual servo-motor [146] positions or on-board
IMUs and back-EMF sensing [147]. Some applications also detect changes in gait bouncing
to classify the terrain [148, 149]. In spite of the cited research, none of the approaches found
in the literature uses multi-legged hybrid wheel-legs for terrain classifications. Moreover,
the majority of the studies focuses on significantly different types of terrain, e.g. concrete,
grass, tiles and gravel, rather than the narrower spectrum of dry sands addressed in this
research.
(a) (b)
Figure 2.16: Terrain classification: (a) Vision-based terrain geometric hazard classification [128] and
(b) vision-based classifier supervised by a vibration-based classifier [130]
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2.5 Chapter Summary
The review of robot locomotion shows that the wheel-leg concept is a readily available tech-
nology which can significantly enhance the mobility of wheeled rovers on planetary surface
exploration missions while offering a simpler, more reliable and more efficient alternative
than legged locomotion at its current stage of development.
The review of soil sensing techniques indicates that, while necessary for mission planning
and rover navigation, the usefulness of remote sensing for this research is limited due to
its low spatial resolution, high computational requirements and inability to detect non-
geometric hazards. Direct in-situ soil sensing devices do not suffer these issues, but require
high power and long rover-stopping times. Indirect in-situ sensing techniques can avoid
these drawbacks by analysing on-the-fly the interaction between the rover and the terrain,
e.g. using thoroughly researched wheel slip and sinkage detection methods. However, the
fact that non-geometric hazards are only detected upon traversal suggests the interest of
addressing the unsolved problem of on-line wheel-leg slip and sinkage detection for soil
characterisation and trafficability assessment, in order to prevent the rover from getting
stuck in potential non-geometric hazards thanks to the higher mobility of wheel-legs.
The review of vehicle-terrain interaction modelling reveals abundant studies and approaches
to simulate wheel-soil and leg-soil interaction, while little focus has been given to hybrid
wheel-leg devices so far. The scarcely available models and studies do set a good basis
for wheel-leg-soil interaction modelling. However, they raise unanswered research questions
concerning: the effect of multi-legged wheel-legs on soil interaction, the relation between
soil physical properties and the parameters of penetration force models, the relationship
between slip and sinkage phenomena in wheel-leg-soil interaction, the influence of different
foot designs and the comparability to classic Terramechanics approaches.
The review of terrain classification applications encourages their extension to the unexplored
use of wheel-leg slip and sinkage indicators to classify dry, granular soils. The suitability of
different classification algorithms to this specific problem needs to be compared. Overall,
the literature review carried out confirms the motivation and novelty of this study and
identifies the underlying principles and research niches addressed in this research.
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Chapter 3
Wheel-Leg System Development
and Testing Methodology
The two main physical systems involved in this study are the wheel-leg system, formed by
the rover’s wheel-leg locomotor and the hardware and software needed for wheel-leg driving
and slip and sinkage sensing, and the terrain being traversed, fully characterised in terms
of its physical properties. This chapter deals with the design and implementation of the
wheel-leg system and the selection and characterisation of the soil types used to represent
the deformable terrain addressed. These contents are introduced ahead of any theoretical
modelling or algorithm development partly because they are strongly pre-conditioned by
the mission requirements of the FASTER project. But the main reason behind it is that
the definition of these materials and their quantitative and qualitative characteristics are
pre-requisites for the elaboration of those models and algorithms.
Experimental work is paramount for this research, at different stages and with a variety
of purposes. Preliminary, exploratory tests provide a practical insight to the mechanisms
and phenomena involved in the interaction between a multi-legged wheel-leg and dry sand.
Rigorous, extensive testing campaigns in controllable and repeatable conditions facilitate
solid evidence to find empirical correlations or refine theoretical models based on analytical
considerations. Finally, independent tests are required for system and algorithm validation,
so as to evaluate the performance and accuracy of the solutions and models developed.
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Therefore, the materials, set-ups and methodologies used for the experimentation phase of
the research are also introduced in this chapter. This includes laboratory and field testing
on a variety of soil types and conditions, using both simplified test beds, for empirical
exploration and analysis, and a fully mobile wheel-legged rover, for final validation.
3.1 Wheel-Leg and Foot Designs
The key component of the robotic system addressed in this research is the wheel-leg itself,
shown in Fig. 3.1 (a). It is closely based on previously used wheel-legs and further details of
its design and fabrication processes can be found in [42, 126]. It counts with five uniformly
distributed spokes, with 180 mm length and 14 mm thickness, each consisting of two full-
length solid edges, bridged with the neighbouring legs for rigidity, and hollow in the middle.
While slightly compliant, the high stiffness provided by the design makes the deflection
negligible under the loads estimated for the FASTER SR used in this research (3.75 kg per
wheel-leg).
(a) (b) (c)
Figure 3.1: Wheel-leg equipped with one FRF, two CIF and two LTF wheel-leg (a), individual
pictures (b) of an FRF (bottom), an LTF (centre) and a CIF (top) and two detailed isometric CAD
views of the LTF design (c). The wheel-leg, CIF and FRF devices are courtesy of DFKI, Bremen
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Interchangeable feet can be attached at the end of each leg. Three different designs are
considered in this research, pictured in Fig. 3.1 (b). The Flexible Rubber Feet (FRF),
similar to those used by the Asguard robots [126], provide good load distribution, terrain
adaptability and traction. The “Camel Inspired” Feet (CIF), similar to those used by
CESAR [42], have a much bigger contact area, considerably lowering the contact pressure
in deformable terrain.
Finally, the Load Testing Feet (LTF) were specifically designed for the EU FP7 FASTER
project. Their main design driver is to replicate the static load contact pressure below one
of the 10 cm-wide and 15 cm-radius wheels of the 350 kg FASTER PR with the reduced 15
kg mass of the SR. Figure 3.2 (a) plots as a blue line the average contact pressure below
a PR wheel in Earth’s gravity, geometrically calculated for different sinkage levels in the
0-120 mm range. The initial width of the LTF is calculated to mimic the contact pressure
with a 50% safety margin, shown as a dashed blue line, to ensure that the LTF would
penetrate through any duricrust that is weak enough to break below the pressure of a PR
wheel.
(a) (b)
Figure 3.2: Pressure-sinkage curves geometrically calculated for PR wheel and a SR LTF and ex-
perimentally obtained for firm ground, quartz sand and nepheline powder (a) and static wheel-leg
pressure-sinkage test set-up (b)
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Due to the low mass of the SR, the resulting width is overly narrow. As a cautionary
measure, to prevent excessive sinkage, the depth of this narrow blade is limited to 7 mm.
This is enough to penetrate any sub-centimetre weak surface duricrusts as those reported
by earlier Mars missions [150, 151], and acts as a maximum sinkage threshold for certainly
safe terrain (‘GO’). Thereafter, the LTF is provided with a wider plateau, whose thickness
is calculated to mimic the static pressure of a PR wheel at a sinkage of 75 mm. This is the
specified maximum allowable sinkage for the FASTER PR, equal to half the wheel’s radius,
and acts as the minimum sinkage for certainly unsafe terrain (‘NO-GO’). Any sinkage level
in between those thresholds is treated as uncertain (‘MAYBE’), as the contact pressure
beneath a SR wheel-leg is significantly smaller than below a PR wheel in that region.
The final design, shown in two CAD isometric views in Fig. 3.1 (c), is asymmetric both
longitudinally and transversally. The rear part of the foot is cut-off and rounded, to avoid
excessive digging of the heel on foot impact with the ground and to mimic the negligible
rut recovery [99] of rigid wheels on deformable terrain. The blade is placed adjacent to one
edge of the foot rather than centred, laying flat with the inner face of the leg, so that the
whole profile of the foot is observable to enable vision-based sinkage detection in the full
range. The variable, stepped width of the blade aims at accounting for the variations in the
attack angle of the leg to maintain the desired contact pressure at low sinkages. However,
the design of this feature lies beyond the scope of this thesis, and its effect is negligible with
sinkages above 7 mm.
As a result of this design, the geometrically calculated contact pressure below an LTF
loaded with the SR nominal mass is shown as a black line in Fig. 3.2 (a). The red, yellow
and green lines in the same plot correspond to experimental measurements of quasi-static
pressure-sinkage tests on different types of materials using the LTF and the modified PST
set-up shown in Fig. 3.2 (b).
The initial peaks in the experimental curves correspond to the high pressure due to the
small contact area of the blade. This is followed by a drop due to the higher contact area
of the plateau and a constant increase thereafter, as expected from the pressure-sinkage
behaviour of soils. The intersections between these lines and the geometrically calculated
ones (triangle and star markers) correspond to the expected static sinkage of a SR wheel-leg
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and a PR wheel respectively. The intersection sinkages for each medium exemplify how the
LTF static sinkage thresholds would classify the negligible-sinkage rigid surface as ‘GO’, the
intermediate-sinkage quartz sand as a ‘MAYBE’ and the high-sinkage fine nepheline powder
as a ‘NO-GO’.
It should be remarked that the sinkage of an LTF can only mimic that of a PR wheel
accurately on static loading conditions, with a leg normal to the terrain. During dynamic
rolling motion, the varying attack angle of the leg generates a pushing-rolling regime that
affects the penetration stresses [120]. This consideration, which would still be true if the
wheel-leg had the same radius as the PR wheel, increases the certainty of the LTF breaking
through thin duricrusts. However, it raises the question of whether this is a reliable criterion
to evaluate terrain trafficability, which will be addressed in Chapter 6.
3.2 Wheel-Leg Soil Interaction Observation Sensor System
In order to sense the interaction of the wheel-leg described in the previous Section with the
terrain for in-situ terrain characterisation, an array of sensors are selected and interfaced
with embedded processing units for on-line data analysis. The overall system, including
Hardware (HW) components and Software (SW) modules, is referred to as Wheel-Leg-Soil
Interaction Observation (WLSIO) sensor system. This section describes the design and
implementation of said system.
3.2.1 Hardware Components and Interfaces
The HW implementation of the WLSIO sensor system was tackled in two stages. An initial
prototype was set-up with rapidly available COTS components directly interfaced with a
laptop for off-line analysis of preliminary experiments data to evaluate the feasibility of
wheel-leg slip and sinkage detection. A Universal Serial Bus (USB) Belly Camera (BC) and
a USB IMU with proprietary firmware were used. The rest of the sensors were interfaced
with a 96 MHz Cortex-M3 micro-controller (MCU), including: an analogue output Infra-
red Ranger (IR) modulated at 40 kHz, a fluxgate-based current transducer with analogue
output and a magnetoresistance-based absolute angular position encoder with three digital
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channels. The MCU was also connected via USB to the laptop, where a C++ routine
acquires, synchronises and logs the raw data transmitted by the MCU, IMU and Webcam.
MATLAB is used for data post-processing and analysis. The corresponding components
and interfaces are displayed in the left-hand side of Fig. 3.3, contained in the light blue
area.
The second implementation stage consists of a more compact, embedded design with lower
power requirements and conceived as a modular and reconfigurable system for ease of in-
tegration with a robotic platform. The MCU, encoder, IR, and current transducer from
the previous stage were maintained, contained in the light brown area in the centre of Fig.
3.3. The USB IMU was replaced by an IMU with an on-board 20 MHz Atmega328 micro-
processor, in order to distribute part of the computational load by sampling the gyroscopes
and accelerometer and performing the attitude estimation. The IMU continuously streams
the results of this attitude estimation and raw sensor values through a serial UART (UART)
connection to the MCU. The USB BC was replaced by a CMOS QSXGA camera sensor
directly connected for fast image acquisition through a Camera Serial Interface (CSI) to a
Single Board Computer (SBC) with a 700 MHz ARM11 CPU and a 250 MHz GPU . The
Figure 3.3: Data connection diagrams of WLSIO sensor system components of first prototype for
off-line data analysis (left) and of embedded final prototype for on-line data processing (right)
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MCU is connected through USB to the SBC, which is then connected to the On-Board
Computer (OBC) of the host rover via Ethernet. This set-up distributes the computational
load and makes the system robust to possible failures of the MCU or the IMU’s micropro-
cessor. The corresponding components and interfaces are shown in the right-hand side of
Fig. 3.3, contained in the light red area.
3.2.2 Software Framework and Architecture
The open source Robotic Operating System (ROS) framework is used to implement the
SW architecture, taking benefit of its ability to distribute the computational load between
networked machines. Four main nodes are defined, each running as an independent thread
and being able to execute different tasks and run on the MCU, the SBC or even the robot’s
OBC depending on the desired configuration. The possible task-node-processor combina-
tions are summarised in Table 3.1, with the configuration implemented for testing marked
as ‘I’ and other options marked as ‘P’. Figure 3.4 shows a diagram of the different SW tasks
and data flow labelled with the type of data transferred for a generic implementation with
‘N’ WLSIO modules.
Table 3.1: Tasks of the WLSIO sensor system, nodes carrying them out and processing unit/s where
they can be executed
TASK NODE PROCESSOR
Mbed# Cam# VBS# WLSIO# Int# MCU SBC OBC
preProcData# I I
captureImgs# I I
detectSink# I I P
processData# P I P I P
scoutClient# P I P I
assessTraf P I P I
scoutServer I I
# ≡ Identifier of the WLSIO module I ≡ Implemented P ≡ Possible
39
3.2. Wheel-Leg Soil Interaction Observation Sensor System
The raw data from all the sensors except the BC is continuously calibrated and pre-processed
in the preProcessData# task (pPD#) running on the MCU. Similarly, images from the BC
are captured, trimmed and decoded at a fixed rate by the captureImgs# task (cI#) running
on the SBC. The images are then used by a vision-based sinkage estimation algorithm, which
is implemented in the detectSink# (dS# ) task and will be addressed in Section 5.3.2. This
task can be run both on the SBC and the OBC, but it cannot be handled by the MCU due
to the large amounts of data and processing required for image analysis.
The system is devised to be standalone regardless of the HW and SW configuration of the
SR, both for testing purposes and in order to make it a self-sufficient system with minimum
external interfaces required. However, angular encoders, current transducers and IMUs
are generally integrated by default on any robot for basic navigation and control. To take
advantage of this circumstance and make the WLSIO sensor system as flexible as possible
the scoutClient# (sC#) task can be dynamically re-configured to request any data needed
from the SR’s on-board sensors. For instance, if it were not possible to install an ad-hoc
encoder or to tap into the wheel-leg motor power input, the WLSIO sC# task configuration
can be modified to extract encoder and/or current transducer data from the scoutServer
Figure 3.4: Flow diagram of data acquisition, pre-processing, feature extraction and post-processing
for trafficability assessment
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task running on the SR’s OBC. Similarly, if the IMU’s UART communication with the MCU
was broken, the scoutClient# configuration would dynamically switch to request data from
any IMU available on-board the robot.
The outputs of dS#, pPD# and/or sC#, depending on the configuration, are synchronised
by the processData# task (pD#), which processes them to generate slip and sinkage indi-
cators that are segmented into distinct wheel-leg cycles according to the angular position
of the wheel-leg and attitude of the robot as will be described in Section 4.2. At the end
of each leg cycle the assessTraf task is triggered, using the obtained indicators to produce
a final trafficability assessment value for the terrain below that particular leg’s foothold.
Both SW and HW have modular and re-configurable designs to allow easy integration with
different robotic platforms, both pre-existing and purposely designed to accommodate WL-
SIO sensor system modules. Since the robot is likely to equip more than one wheel-leg the
implementation has the flexibility to incorporate a variable ‘N’ number of WLSIO mod-
ules. Where possible, each of this modules is provided with every HW component and SW
interface shown above in the right-hand side of Fig. 3.3.
In addition, for every WLSIO module an instance is created of all distributed SW tasks
and nodes, i.e. those with a ‘#’ symbol in their name, representing the module’s identifier.
The only centralised tasks are assessTraf and scoutServer, which communicate with every
WLSIO module. Task scoutServer is specific to the host robot’s sensor and motion control
SW modules, being written in the SW framework in which the SR operates. In case this
framework is not ROS, a bridge might need to be implemented in order to convert the data
and transport the messages between the two heterogeneous frameworks. Task assessTraf
receives trafficability indicators from each of the WLSIO modules, post-processes them into
trafficability estimates and combines them into a single trafficability state variable taking
values of ‘GO’, ‘MAYBE’ or ‘NO-GO’ depending on the latest trafficability estimate of
every WLSIO module.
Both the individual trafficability estimates and the global trafficability state are sent over
the bridge to the SR’s motion planning SW modules, where they will be incorporated into
a unified trafficability map and used to trigger any necessary actions, e.g. emergency stop
of the SR in case of a ‘NO-GO’ or deploying other soil sensors in case of a ‘MAYBE’.
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3.3 Single Locomotor Test Beds
As seen in the literature review from Section 2.3, it is common practice in Terramechanics
research and a useful tool for the analysis and semi-empirical modelling of robot-soil inter-
action to use simplified test beds with a single locomotor [104]. Such test beds facilitate
repeatable control of testing variables in preparation for final validation experiments on
fully mobile rover prototypes.
3.3.1 Single Wheel-Leg Test Bed
A Single Wheel Test Bed (SWTB) used in-house for previous research projects [152] was
adapted to carry a driven wheel-leg with the early WLSIO sensor system prototype described
in Sub-section 3.2. An extruded aluminium frame supports two precision shafts and a
platform is linked to them via two linear PTFE bearings. This platform acts as a moving
carriage, translated along the shafts by a motorised timing belt. Additional precision shafts
are linked vertically to the moving carriage through PTFE bearings to allow freely sinking
motion. At the lower end of the vertical precision shafts a rigid assembly is attached
containing the driven wheel-leg, the WLSIO prototype and the electronics to control the
speed of both DC motors driving the wheel-leg and the moving carriage. The wheel-leg
assembly is driven along a 1 m long, 75 cm wide and 20 cm deep bed of regolith as it sinks
into it.
Different levels of slip can be simulated by controlling the relative speeds of the timing
belt and the wheel-leg. The angular position and speed of the wheel-leg is measured by
the previously described absolute angular position encoder. The same type of encoder is
mounted on the sprocket wheel driving the timing belt to measure the linear displacement
and speed of the moving carriage. The set-up with labels on all the components is shown
in Fig. 3.5.
The SWTB set-up is useful for initial experimentation, but is not very representative of
the tilting body frame motion observed in hybrid wheel-legs due to their rimless, irregular
shape. To better simulate the motion of the wheel-leg during testing the linear DoFs are
replaced, resulting in the Single Wheel-Leg Test Bed (SWLTB) pictured in Fig. 3.6.
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(a) (b)
Figure 3.5: Diagram with degrees of freedom (a) and labelled image (b) of the SWTB
Instead of the timing belt, a driving wheel is used to pull the moving carriage, which rolls
over two guiding rails that extend over a 5 m long, 1 m wide and 20 cm deep volume of re-
golith. The vertical linear bearings are substituted by a single passive rotary DoF, mounted
on the moving carriage with its rotation axis horizontally orthogonal to the direction of
driving. With the new set-up, the reference frame of the wheel-leg assembly tilts as the
(a) (b)
Figure 3.6: Diagram with degrees of freedom (a) and labelled image (b) of the SWLTB
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wheel-leg rolls, rather than just translating up and down in the vertical direction. Testing
different slip conditions is still possible by regulating the relative speeds of the wheel-leg
and the carriage driving wheel.
Due to the lack of a timing belt or encoder on the carriage-driving wheel, the absolute
linear position and speed of the carriage is measured by tracking the known position of
fixed markers from cameras mounted on the moving carriage. The same SBC and camera
module used for the WLSIO BC are used for this purpose, in combination with the ARUCO
library [153].
Before each test is performed both using the SWTB and SWLTB set-ups in the laboratory
the soil was prepared using the consistent raking method described in Sub-section 3.5.4, so
as to re-homogenise the structure of the soil disturbed by the previous test and minimise
the variability of soil properties between tests due to different compaction states. Multiple
repetitions of each set of testing conditions were carried out, permuting the order of the
tests to further reduce any potential influence of successive soil re-settings. In addition, a
vibration device was dragged along the soil surface for a sub-set of the testing conditions to
achieve higher compaction levels and test the ability of the WLSIO system to differentiate
between medium and dense configurations of the same soil type.
To evaluate the consistency of the soil preparation method used DCP tests were carried out
every 0.5 m along the SWLTB. The obtained penetration per impact vs. total penetration
curves were then analysed. If the values were outside the expected variability seen in small
scale calibration DCP tests, the soil was re-prepared before carrying out the wheel-leg
forward driving test.
3.3.2 Field Testing Set-up and Environment
Testing in more realistic conditions is important for an appropriate evaluation of the per-
formance of the sensor system and to identify sources of errors that do not occur in the con-
trolled laboratory environment. Field tests provide natural lighting conditions and terrain
profiles, with heterogeneous soil compositions, slopes and irregular surfaces. The SWLTB
set-up is designed to be easily adapted for attachment with any mobile platform.
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(a) (b)
Figure 3.7: SWLTB attachment mounted on the SMART rover for field testing, with both wheel-leg
configurations used: LTF (a) with CIF and (b) with FRF
Using the in-house wheeled micro-rover SMART [154], experiments were carried out in the
West Wittering beach in the Southern English coast. The passive rotary DoF of the SWLTB
was linked with the chassis of the SMART rover as seen in Fig. 3.7. Two different wheel-leg
set-ups were used, combining LTF with CIF and FRF shown in Fig. 3.7 (a) and (b) for CIF
and FRF respectively. The wheel-leg speed command and WLSIO data logging interfaces
were easily set with the OBC of the SMART rover, since it operates using the same SW
framework as the WLSIO system.
Figure 3.8: Diagram of the distribution of different types of terrain in the field testing site and the
paths of the tests carried out (left) and images of the different types of terrain (right)
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The experiments consisted of forward driving runs over different types of terrain found on-
site, including firm bedrock (path #1), compact flat SSC-3 sand (path #2) and loose duned
SSC-3 sand (path #3) as shown in Fig. 3.8, to test the ability of the WLSIO sensor system
to distinguish between them.
3.4 Full Rover Test Bed
For final validation under more representative operating conditions, tests were also carried
out on a fully mobile robot. Two identical WLSIO modules, i.e. one for each of the two
front wheel-legs, are integrated on-board the FASTER SR, whose design details can be
found in [7]. The same HW components and SW framework used for the SWLTB are used,
with a couple of differences. The SBCs are connected via-Ethernet to the SR’s OBC, which
also takes care of motor control and sensing the angular position of the wheel-legs and the
attitude of the robot’s body.
These sensor data are retrieved via-SW in real time by the SBCs from the RObot Construc-
tion Kit (ROCK) framework [155] controlling the SR on the OBC, for on-line wheel-leg
sinkage detection and trafficability prediction. Interfacing ROS nodes and a ROCK task
(a) (b)
Figure 3.9: Wheel-leg sinkage detection hardware (a) integrated on full FASTER SR with (b)
detailed front view of BC and IR placement and their FoV
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are implemented and connected using a ROCK-ROS bridge that converts ROCK ports into
ROS message topics. A laptop is still used to wirelessly access the OBC and SBCs, control
the tests and log data.
The SBC, MCU and related electronics are placed in ad-hoc enclosures mounted on the sides
of the SR chassis, as shown in Fig. 3.9 (a). The BCs and IRs are mounted on mirrored
positions of the chassis’ underside, as in Fig. 3.9 (b), keeping the same distances to the
wheel-leg’s centre point as in the SWLTB set-up.
This configuration leads to crossed camera Fields of View (FoV), as the BCs are aligned and
placed on the half of the chassis opposite to their sensed wheel-legs. Although this causes a
slight image occlusion by the opposite camera module, a leg length above 100 mm is visible
at all times, fitting the requirements of the system. The same foot and soil configurations
used for the laboratory SWLTB were used in all SR tests for the full system validation
addressed in Chapter 6. Further details of the design and implementation of the WLSIO
system can be found in Appendix A.
3.5 Planetary Soil Simulants Characterisation
In order to generate a scientifically significant and rigorous analysis of experimental results
and to derive meaningful analytical models of a wheel-leg’s interaction with deformable
soils it is necessary to have a complete characterisation and understanding of the physical
properties of the soils used during experimentation.
3.5.1 Particle Size, Shape and Bulk Density
At the microscopic level soils can be defined by the properties of the individual constituent
particles. Naturally, the mineralogy and moisture content play a determinant role in soil
mechanics.
When looking at Martian terrain, significant levels of regolith water content of around 4%
have been estimated based on MARS Express Image Spectrometer measurements, postu-
lated to be mostly due to frost-related processes [156]. Although the existence of a thin
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liquid water layer between the frost and the regolith can not discarded, it is reasonable
to assume that the type of soil relevant to this research can be considered dry. Similarly,
widespread terrains with clay minerals have been discovered but are limited to the oldest
regions [157], with a large predominance of an-hydrated volcanic terrain. According to these
two observations this study focuses on dry hard-granular frictional soils.
Regarding the physical properties of soil particles, the main factors to take into account
are: their shape, their size and their compaction state. More angular grains favour particle
inter-locking, thus increasing the internal friction of the soil. Weathering processes tend
to smooth down sharp corners, decreasing internal friction but enabling more compact
packing configurations. On the other hand, larger particle sizes lead in general to lower
levels of porosity. Even for uniformly graded soils there is a noticeable variability in the
range of particle sizes. Well-graded soils, with wider particle size ranges, facilitate higher
densities.
As a result of the particle properties mentioned above, a given soil can adopt a range of
compaction states leading to changing values of bulk density (ρB ), defined as the ratio of
total mass (mT ) over total volume (VT ) of a sample. In the case of dry soils the total mass
is equal to the mass of the solids (mS ) divided by the sum of solids volume (VS ) and voids
volume (VV ), resulting in an expression that depends solely on the soil solid particle density
(ρS ) and the void ratio (eV ), as shown in Eq. (3.1).
ρB =
mT
VT
=
mS
VS + VV
=
ρS
1 + eV
(3.1)
A value of relative density (ρR) can be obtained comparing the sample bulk density with the
maximum and minimum bulk densities achievable for that given soil, as in Eq. (3.2). Vari-
ations in this relative density value will directly affect the macroscopic physical properties
of the sample, as will be discussed in Sub-sections 3.5.2 and 3.5.3.
ρR =
ρB − ρMIN
ρMAX − ρMIN
(3.2)
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Table 3.2: Soil simulant microscopic and bulk density properties
Property
SSC-1 SSC-2 SSC-3 ES-3
Loose Dense Loose Dense Loose Dense Loose Dense
ρB [g/cm
3] 1.62 1.71 2.23 2.38 1.46 1.64 1.47 1.69
eV 0.48 0.4 0.41 0.32 0.78 0.58 0.79 0.56
Main Component Quartz Garnet Quartz Quartz
ρS [g/cm
3] 2.4 4.1 2.6 2.63
Particle Shape Rounded Angular Sub-Angular Sub-Rounded
d50 [µm] 264.7 53 247 456.14
d60 [µm] 298.7 56.9 258.4 491.2
d10 [µm] 118.7 34 166.6 391.2
U 2.51 1.67 1.55 1.58
The range of soils used in this research have been selected both to test over a variety of
different mineralogical compositions and particle sizes and shapes and to be as representative
as possible of planetary soils. This selection process took into account limitations both in
the sourcing costs and the availability of planetary soil physical properties data. Three of
the soil types were readily available from previous in-house planetary soil simulant sourcing
studies namely ES-3 [158], SSC-1 and SSC-2 [114]. A fourth soil type, denominated SSC-3,
is a naturally occurring sand gathered from a beach near West Wittering, in the South of
England.
The microscopic properties of these four types of soil are varied and complement each other
well, as summarised in Table 3.2. Regarding the particle shape, ES-3 shows sub-rounded
particles, SSC-1 has rounder grains, SSC-3 granules are sub-angular and SSC-2 presents
the highest level of angularity. Microscopic images of each soil showing these differences in
particle shape can be seen in Fig. 3.10. In terms of particle size, data from dry sieving tests
using mesh sizes between 30 µm and 1 mm for all four types of soil are compiled in Fig.
3.11, which plots the cumulative percentage of mass retained versus the mesh size of each
sieving step.
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(a) (b)
(c) (d)
Figure 3.10: Microscopic images of (a) ES-3, (b) SSC-1, (c) SSC-2 and (d) SSC-3
Figure 3.11: Soil simulant particle size distributions
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Most of the soil types used can be classified as sands according to the British Soil Classi-
fication System [159] since the size of their particles are contained in the 60 µm - 2 mm
range. The only exception is SSC-2, which contains a considerable amount of coarse silt.
When comparing the median particle sizes (d50) ES-3 falls in the coarse sand range with
values of ∼ 500 µm while SSC-1 and SSC-3 are in the fine sand region with values of ∼ 250
µm. When looking at the Uniformity Coefficient (U), defined in Eq. (3.3), similar values
of ∼ 1.6 are obtained for all soil types, indicating high particle size uniformity, except for
SSC-1 with a value of 2.5, implying a wider range of particle sizes.
U =
d60
d10
(3.3)
The differences in the characteristics presented above lead to different levels of compaction
depending on the way particles are deposited, i.e. the sample preparation method. Follow-
ing the guidelines for consistent soil preparation given in [160], two different preparation
methods are used to make the compaction level as low and as high as possible. For loose
preparations, the soil is poured at a constant rate from a height of at least 50 cm, so
that all particles may reach terminal velocity. For dense preparations the same pouring
technique is used but simultaneously vibrating the sample to promote compaction. The
bulk density can be calculated as the final volumetric mass density of the sample, weighing
its mass (excluding the container) and dividing it by the known volume capacity of the
container.
As seen in Eq. (3.1) the bulk density depends on the solid particle density, which may vary
significantly depending on the mineralogy of the particles. The solid particle density can
be found by measuring the mass of a saturated sample (mSS ) in a known volume (VSS ) and
completely drying the sample in an oven. The mass difference between the saturated sample
and the dry sample corresponds to the evaporated water (mW ) which, knowing the value of
water density (ρW ), can be used to obtain the solid volume of the sample and calculate the
solid density as in Eq. (3.4).
ρS =
mS
VS
=
mS
VSS −mW ρW
=
mS
VSS − (mSS −mS )ρW
(3.4)
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The calculated solid densities, show how the quartz-based soils take similar values in the
2.4 − 2.7 g/cm3 region. However, the garnet-based SSC-2 soil has a much higher particle
solid density which reflects in significantly higher bulk densities, exceeding 2 g/cm3 while
the other soil types are constrained to the 1.4− 1.8 g/cm3 range.
In this case it also translates in generally lower void ratios of 0.32 − 0.41 than the quartz-
based soils. Among the latter, SSC-1 shows the lowest void ratios and the least variability
between the loosely and densely compacted samples, most likely due as a combination of
the lower particle size uniformity and the rounder particle shape.
Overall, the selected soils provide interesting permutations of the different characteristics,
covering a wide range of particle sizes and shapes and levels of compaction and density.
These variations in the properties will have an effect on the macroscopic physical properties
of the different soils that are presented below, enabling a rich and meaningful experimen-
tation phase.
3.5.2 Direct Shear Strength
At the macroscopic level, deformable soil can be modelled as an elasto-plastic material,
describing the state of a given point within the soil’s body through the normal stresses
(σ) and shear stresses (τ) acting on it. A failure criterion based on these stresses is used
to define the limits of elastic equilibrium, where infinitely small increases of stress only
cause infinitely small increases of strain. When the failure criterion is fulfilled, the material
reaches plastic equilibrium, which causes a steady increase of strain for an infinitely small
increase of stress, leading to plastic flow.
The most commonly used criterion for cohesive-frictional materials like granular soils is the
Mohr-Coulomb theory [161]. This model determines that the maximum shear stress (τC )
allowable before plastic yield is a function of the normal stress and the cohesion (c) and
angle of internal friction (φ) of the soil as per Eq. (3.5).
τC = c+ σ tanφ (3.5)
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This yield limit can be represented in the normal-shear stress space as a linear envelope,
symmetrical around the X-axis, with slope tan (φ) and Y-axis intercepts at ±c. The stress
state of a given three dimensional point can be represented in this space as a circle, sym-
metrical around the X-axis and with its centre in the midpoint between the maximum and
minimum principal stresses (σ1,3). If the circle is within the failure envelope, the point re-
mains in an elastic equilibrium, as is the case for the dashed circle in Fig. 3.12 (a). However,
as soon as the circle touches the envelope, plastic equilibrium ensues and creates shearing
planes at an angle of (φ/2 + pi/4) with the direction of the maximum principal stress, as
illustrated by the solid circle in the same diagram.
The failure envelope of a soil type can be characterised through Direct Shear Tests (DST),
with a test set-up as the one illustrated in Fig. 3.12 (c). The different soil types were pre-
pared in Loose and Dense states using the methods previously presented inside the sample
box. An electric motor pushes horizontally the upper half of the box relative to the lower
(a)
(b) (c)
Figure 3.12: Direct shear: (a) Mohr-Coulomb graphic representation of plastic equilibrium, (b)
illustration of direct shearing of a sample and (c) DST set-up used for experimentation
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half producing pure shear stress through the middle plane of the sample, as illustrated
schematically in Fig. 3.12 (b). The applied shear stress, horizontal strain and vertical
dilation are measured simultaneously using three calibrated proving rings. Three different
levels of normal pressure were applied in the direction of gravity using dead weights. A min-
imum of three tests were performed for each soil preparation and normal load combination
to evaluate variances in the measurements or preparation methodologies.
The shear behaviour of the soil varies with its density and stiffness. Figure 3.13 (a) shows
that looser, softer soils will be subject to continuously increasing shear stresses as strain
grows. Denser, stiffer soils on the other hand will experience a steeper shear increase initially
until the peak stress is reached to enter a gradual descent of shear stress, as shown in Fig.
3.12 (b). In either case and according to critical stress theory [159] as the soil is further
strained the shear stress will tend towards the constant-volume critical state under the
residual shear stress level.
Senatore [162] adapted the equation proposed by Sela [163], capturing the frictional and
cohesive effects during pure shear failure, in order to express with a single formula the shear-
ing behaviour of both densely and loosely compacted soils. This is achieved by expanding
the Janosi-Hanamoto shear-displacement equation, shown in Eq. (3.6), with a term that
generates a peak during the rising phase of the curve, as shown in Eq. (3.7), where the
peak value is determined by parameter the shear overshoot coefficient (KD).
τ(j,K) = τC
(
1− e− jK
)
(3.6)
τ(j,K,KD) = τC
(
KD
K
je1−
j
K +
(
1− e− jK
))
(3.7)
The additional term has a maximum value of τ(j = K) = KDτC , and causes the overall
maximum of the shear-strain curve to be at displacement jP = K(1 + 1/(Kde)). The shear
modulus K determines the steepness of the rise, making the curve steeper as its value
decreases as shown in Fig. 3.13 (a). However, higher values of KD not only increase the
peak value but also reduce the rise displacement and augment the settling displacement of
the curve.
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Both parameters can be easily estimated knowing the experimental values for the critical
shear stress, the peak shear stress (τP ) and the displacement at which peak shear stress
occurs. The peak shear stress value is actually independent ofK, thus the value of KD can be
directly estimated, e.g. solving the iterative Newton-Raphson problem in Eq. (3.8).
f(KD) =
(
KD +
1
e
)
e
−1
K
D
·e +
(
1− e
(
−1− 1
K
D
·e
))
− τPτ
C
f ′(KD) = e
−1
K
D +
(
1
K
D
+ 1
K2
D
·e
)
e
−1
K
D
·e − 1
K2
D
e
(
−1− 1
K
D
·e
)
KD(n+ 1) = KD(n)−
f(n)
f ′(n)
(3.8)
The shear deformation modulus can be then directly calculated based on the formula of
jP . However, as noted in [164], the value of this modulus is inversely proportional to the
square root of the area of the shearing contact patch (AS ). Therefore, the adimensional
shear deformation modulus (KA) should be calculated instead, as shown in Eq. (3.9), for
application to contact patches with different areas.
KA =
jP√
AS
(
1 + 1K
D
·e
) (3.9)
In Fig. 3.13 the sensitivity of the shear-displacement response to these two moduli is
represented. On the left-hand side, a damped response with τC = 1 kPa and fixed KD = 0
mm is shown for different values of K in the range of 0.5 − 2.3 mm. Higher values of K,
and hence bigger KA values, lead to a slower increase of stress with strain, reflecting an
increasingly softer behaviour. On the right-hand side, the softest response in the previous
plot, i.e. with K = 2.3 mm, is plotted for varying values of KD in the 0 − 0.9 mm range.
As the value of this modulus increases the peak stress grows and occurs for gradually lower
strains, reflecting the behaviour of stiffer, denser soils.
The experimental DST data was analysed to extract average values and standard deviations
for peak and critical shear stresses. Following the approach described above, the stress-
strain moduli and their associated standard deviations were calculated for each case, as
summarised in Table 3.3.
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Figure 3.13: Examples of shear stress vs. displacement for different shear deformation and overshoot
moduli: (a) sensitivity to K for K
D
= 0 mm and K = [0.5, 1.1, 1.5, 2.3] mm and (b) sensitivity to
K
D
for K = 2.3 mm
Table 3.3: Soil simulant shear deformation and overshoot moduli
Soil Density KA KD
SSC-1
Low 0.0274 (±0.0017) 0.754 (±0.168)
High 0.0186 (±0.0010) 0.770 (±0.156)
SSC-2
Low 0.0191 (±0.0071) 0.260 (±0.084)
High 0.0150 (±0.0013) 0.480 (±0.078)
SSC-3
Low 0.0231 (±0.0004) 0.259 (±0.016)
High 0.0172 (±0.0004) 0.918 (±0.029)
ES-3
Low 0.0202 (±0.0024) 0.555 (±0.050)
High 0.0222 (±0.0060) 0.841 (±0.073)
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Values of KA are relatively consistent for all soil configurations, staying in the 0.015− 0.028
range. Values are higher for loose preparations, corresponding to the expected softer be-
haviour, with the highest difference being observed in SSC-1. The only exception to this
trend is ES-3, although its average values for loose and dense preparations are within a stan-
dard deviation of each other. Regarding KD , values vary significantly with the type of soil
and its compaction, except for SSC-1. Values for dense preparations are consistently higher
than for loose preparations, as expected from the higher stiffness of compact soils.
The internal friction angle and cohesion pair defining the shear failure envelope were also
estimated for each soil configuration. The linear fitting method proposed in [165] to account
for data uncertainty was used to estimate the parameters using the tangent approach,
which assumes that the failure envelope is tangent to Mohr’s circle for every critical stress
state. The alternative secant approach assumes that, for dry granular materials, cohesion
is negligible and therefore the failure envelope for each stress state is estimated separately
as the line tangent to Mohr’s circle and going through the origin of stresses, thus capturing
potential non-linearities in the failure envelope at low normal stresses.
As observed in the fitted linear envelopes shown in Fig. 3.14, the cohesion values are not
zero. However, when looking at the parameters of the critical failure envelopes shown in
Table 3.4, the cohesion values are negligible when accounting for the experimental measure-
ment variability, confirming the validity of the tangent estimation method for the cases dealt
Table 3.4: Soil simulant critical shear stress envelope
Soil Density Preparation φC [deg] cC [kPa]
SSC-1
Low 41.171 (±4.731) 0.425 (±0.848)
High 43.811 (±4.530) 0.638 (±0.883)
SSC-2
Low 43.508 (±1.988) 1.005 (±0.483)
High 41.995 (±2.037) 2.242 (±0.471)
SSC-3
Low 29.220 (±1.499) 1.169 (±0.772)
High 28.922 (±1.503) 1.414 (±0.769)
ES-3
Low 30.011 (±1.330) 0.681 (±0.471)
High 36.982 (±1.227) −1.131 (±0.510)
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Figure 3.14: Best linear fits of Mohr-Coulomb failure envelopes (lines) from experimentally measured
data (markers as average values) for the critical (continuous line) and peak (dashed line) shear
stresses with dense and loose preparations of SSC-1, SSC-2, SSC-3 and ES-3
with. No major differences are observed between the residual failure envelopes of the same
soil type in loose and dense compaction states, as expected from Critical State Theory. The
small variations observed on average parameter values can be mostly explained by experi-
mental uncertainties captured in Table 3.4, with the notable exception of the significantly
higher internal friction angle of dense ES-3 relative to loose ES-3.
The peak shear failure envelope was also estimated, as represented by the dashed lines in
Fig. 3.14. Both cohesion and internal friction angles are higher than for the critical failure
envelope, reflecting the overshooting nature of stress-strain curves. Significantly higher
peak friction angles are observed in denser configurations of the two soils with lower critical
internal friction angles, i.e. SSC-3 and ES-3, as shown by the values in Table 3.5. This
is in accordance with the idea of higher friction when the soil is more compact, which is
contradicted by the average trend seen in SSC-2. In exchange, dense SSC-2 shows a much
higher apparent peak cohesion than any of the other soils.
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Table 3.5: Soil simulant peak shear stress envelope
Soil Density φP [deg] cP [kPa]
SSC-1
Low 44.387 (±3.237) 2.184 (±0.641)
High 48.181 (±3.021) 2.656 (±0.687)
SSC-2
Low 46.031 (±1.764) 0.898 (±0.334)
High 42.475 (±1.874) 3.830 (±0.315)
SSC-3
Low 31.605 (±2.071) 0.686 (±0.905)
High 43.613 (±1.761) 1.176 (±1.065)
ES-3
Low 35.014 (±2.851) 1.735 (±0.801)
High 47.018 (±2.373) −0.634 (±0.962)
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Figure 3.15: Shear strength parameters for loose and dense preparations of each soil type: deforma-
tion modulus vs. overshoot modulus (top), critical internal friction angle vs. cohesion (bottom-left)
and peak internal friction angle vs. critical internal friction angle (bottom-right)
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As a summary, Fig. 3.15 offers a graphic overview of the shear strength properties anal-
ysed above. The shear deformation and overshoot moduli plotted in Fig. 3.15 (top) reflect
how denser soils have steeper stress-strain curves (lower KA values) and more pronounced
overshoots (higher KD values) in general. However, the resulting critical internal friction
angle plotted in Fig. 3.15 (bottom-left) has similar values for both dense and loose soil con-
figurations in agreement with Critical State Theory. Only ES-3 contradicts this assertion,
having a significantly higher internal friction in its compact state, possibly due to its higher
brittleness.
The same plot shows that effective cohesion values of the critical shear failure envelope are
negligible in all cases, as expected from dry granular soils. Finally, Fig. 3.15 (bottom-
left) illustrates how the less frictional soils, i.e. ES-3 and SSC-3, do have a considerable
increment of their peak internal friction when their compaction is higher, while the more
frictional soils, i.e. SSC-1 and SSC-2, have similar values regardless of their compaction
state.
3.5.3 Normal Load Bearing Stiffness
Aside from direct shear, deformable soil can also deform when subjected to a purely normal
stress in the direction of gravity. Depending on the nature and compaction of the soil three
different types of failure can take place [166]:
• General shear failure, commonly observed in very stiff and densely packed sands, oc-
curs in a sudden fashion when the pressure reaches a clearly distinguishable level,
known as ultimate bearing capacity. After peaking at this value, the pressure recedes
slightly and remains roughly constant thereafter. This process is typically accompa-
nied by considerable bulging of the terrain surface and discrete failure surfaces.
• Local shear failure is characteristic of medium dense sands, with the steepness of the
pressure-sinkage curve increasing around the pressure level known as first failure load.
Unlike general shear, this type of failure occurs gradually and the peak load level
experienced by denser soils is generally not reached. However, some bulging can also
be observed and the failure planes still reach the surface.
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• Punching failure takes place on loose sands, and it is characterised by a smooth
increase of the slope of the pressure-sinkage curve towards an approximately constant
value. No bulging is observed and the failure planes do not reach the surface.
Qualitative examples of the pressure-sinkage curves for each of these normal load bearing
failure types are shown in Fig. 3.16 (a). For the scenarios of interest to this research,
the compaction state of the soils are expected to produce local shear or punching failure
modes. Planetary rovers exert relatively low normal pressures, both due to their lightweight
design and the reduced gravity of planetary exploration targets like the Moon and Mars.
Therefore, when considering rigid terrains that would fail following the global shear mode,
operational loads are likely to stay in the elastic range below the ultimate load bearing
capacity level.
(a)
(b) (c)
Figure 3.16: Pressure-sinkage: (a) characteristic curves for the different types of load bearing failure,
(b) illustration of pure bearing failure regions and (c) PST set-up used for experimentation
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The type of response of the types of soils used for experimentation can be characterised
through a static Pressure Sinkage Test (PST), using a set-up as the one shown in Fig. 3.16
(c). An hydraulic press is manually actuated to gradually increase the load applied on a
circular plate vertically mounted at the end of its ram. The applied force is measured via a
proving ring mounted between the ram and the plate, simultaneously registering the level
of sinkage of the plate through a digital displacement gauge. Figure 3.16 (b) illustrates
the active and passive Rankine failure regions below the plate, the logarithmic spiral radial
shear lines linking both regions and the magnitudes measured during the test.
The Bernstein-Goriatchkin equation models the load bearing pressure of granular soils as
a non-linear function of sinkage with two parameters: a modulus (kEQ) and an exponent
(n). Bekker [61] proposed modifications to this equation to account for the separate effects
of cohesion (kC ) and internal friction (kφ) and the influence of plate width (b), as shown in
Eq. (3.10).
p(z) = kEQz
n =
(
kC/b+ kφ
)
zn → log p = log kEQ + n log z (3.10)
The sensitivity of the pressure-sinkage curve to these parameters is exemplified in Fig. 3.17.
Higher modulus values correspond to higher load bearing capacity, rapidly increasing the
pressure at low sinkages for the same exponent values, as seen in Fig. 3.17 (a). On the
other hand, exponent values lower than one make the curve convex, matching the behaviour
previously described for different types of load bearing failure. Values bigger than one lead
to concave curves, as seen in Fig. 3.17 (b), suggesting that the soil becomes stiffer at higher
depths. This could be indicative of heterogeneous soils or boundary conditions created
by hard terrain beneath shallow layers of soil. For a given modulus value, the pressure
at a given sinkage significantly increases as the exponent value goes down, showing the
critical influence of the exponent not only on the shape but also on the magnitude of the
curve.
In order to estimate the parameters of Bekker’s equation, tests are carried out using two
differently sized circular plates: a Small Plate (SP) with rSP = 25 mm and a Big Plate
(BP) with rBP = 62.5 mm. Figure 3.18 shows average experimental pressure-sinkage results
obtained with each plate for all four types of soil in loose and dense preparations. When
transformed into the logarithmic scale, these curves become linear, with the exponent as
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slope and the modulus as intercept. Assuming that the parameters are independent of
the plate size, the exponent can be calculated as the average of the linear slopes for the
experiments with each of the two plates. Thereafter, the two components of the modulus
can be extracted. Wong [57] proposes weighing the samples according to the pressure, in
order to reduce the influence of potentially erratic data at low sinkages on the moduli,
resulting in the formulae shown in Eq. (3.11).
log kEQ,SP =
∑
p2
SP
log p
SP
−n∑ p2
SP
log z
SP∑
p2
SP
log kEQ,BP =
∑
p2
BP
log p
BP
−n∑ p2
BP
log z
BP∑
p2
BP
→

k
φ
=
k
EQ,SP
r
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−k
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r
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r
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−r
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kC = −
(
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−k
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)
r
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r
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r
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(3.11)
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The parameters obtained using this method are summarised in Table 3.6. Soil types SSC-3
and ES-3 exhibit a significantly higher linearity, with exponent values in the 0.74-1.0 range,
as well as higher pressure-sinkage modulus values in the 1300-1460 kN/mn+2 range.
Both SSC-1 and SSC-2 present higher non-linearity in their curves, with exponent values
in the 0.47-0.62 range. The moduli are also significantly lower, partly due to the lower
exponent value but also indicating a lower load bearing capacity, especially in the case of
SSC-1 for which values are as low as 138-181 kN/mn+2.
Previous research [167] has shown significant discrepancies on the experimentally fitted
exponent value depending on the size of the plate, questioning the validity of Bekker and
Wong’s assumptions, specially for small dimensioned wheels [168].
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Figure 3.18: Best linear fits in logarithmic scale of pressure-sinkage curves (lines) from experimen-
tally measured data (markers for average values) using the 5 cm SP and the 12.5 cm BP with dense
and loose preparations of SSC-1, SSC-2, SSC-3 and ES-3
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Table 3.6: Soil simulant pressure-sinkage properties using Bekker/Wong method
Soil Density kC [kN/m
n+1] k
φ
[kN/mn+2] nW
SSC-1
Low −0.480 138.530 0.610
High −0.330 181.040 0.560
SSC-2
Low −1.430 434.670 0.620
High −2.700 448.770 0.470
SSC-3
Low −19.997 1303.580 1.008
High −14.953 1375.308 0.877
ES-3
Low −12.170 1459.550 0.850
High −12.750 1409.750 0.740
To study this factor, individual linear fits of the data using the big and small plates were
performed using the method from [165]. The results, shown in Table 3.7, confirm the
presence of considerable differences in the exponent and/or lumped modulus values for the
same soil preparation, depending on the plate size.
To compare both sets of parameters (plate-independent using Wong’s method and plate-
dependent using York’s method) the Goodness of Fit (GoF) for the experimental data using
both approaches was calculated, shown in the same table.
York’s method does yield better GoF in most cases, although there are exceptions for which
Wong’s method shows similar, e.g. loose SSC-2, or even superior, e.g. dense SSC-2, GoF
values.
An alternative way of modelling pressure-sinkage [120] involves assuming a linear relation-
ship. The slope values (αZ ) obtained using York’s linear regression method, shown in Table
3.8, have little or none dependency on plate size except for SSC-3.
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Table 3.7: Soil simulant pressure-sinkage properties using York’s fit for different plate sizes
Soil Density r[mm] kEQ [kN/m
n+2] nY GoF (Y) GoF (W)
SSC-1
Low
25 70.676 (±4.77) 0.425 (±0.022) 0.90 0.86
62.5 202.505 (±2.33) 0.791 (±0.005) 0.96 0.89
High
25 136.828 (±10.64) 0.473 (±0.030) 0.90 0.88
62.5 250.971 (±11.51) 0.723 (±0.017) 0.96 0.91
SSC-2
Low
25 642.463 (±17.53) 0.817 (±0.009) 0.90 0.89
62.5 370.533 (±7.72) 0.578 (±0.007) 0.95 0.95
High
25 404.757 (±14.61) 0.540 (±0.012) 0.84 0.86
62.5 566.846 (±13.68) 0.598 (±0.009) 0.92 0.93
SSC-3
Low
25 534.673 (±84.55) 1.003 (±0.044) 0.84 0.88
62.5 995.735 (±17.77) 1.013 (±0.007) 0.98 0.98
High
25 735.257 (±19.01) 0.875 (±0.008) 0.86 0.86
62.5 1123.871 (±22.30) 0.878 (±0.006) 0.92 0.92
ES-3
Low
25 742.480 (±26.25) 0.745 (±0.013) 0.89 0.92
62.5 971.030 (±53.98) 0.761 (±0.017) 0.96 0.94
High
25 1539.886 (±48.98) 0.931 (±0.012) 0.90 0.88
62.5 960.654 (±76.62) 0.666 (±0.029) 0.94 0.92
However, the inability of this approach to capture the non-linearities observed in the exper-
iments lead to non-zero intercept estimates (σZ,I ) for all soil preparations except loose ES-3
and SSC-3, leading to the pressure-sinkage relationship shown in Eq. (3.12).
p(z) = σZ,I + αZz (3.12)
This clashes with the assumption of zero pressure at ground level, making this model invalid
for very low sinkages. The slope values are highest for ES-3, in the 1.4− 1.8N/cm3 range,
while SSC-1 has the lowest values, in the 0.2 − 0.4N/cm3 range. The other two soil types
have intermediate values in the 0.5 − 1.2N/cm3 range, although SSC-2 has the highest
intercept values of the pair, in the 0.75− 3.4N/cm2 range.
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Table 3.8: Soil simulant pressure-sinkage properties using Li’s linear assumption and York’s fit for
different plate sizes
Soil Density r[mm] αZ [N/cm
3] σZ,I [N/cm
2]
SSC-1
Low
25 0.217 (±0.02) 0.753 (±0.066)
62.5 0.281 (±0.00) 0.422 (±0.010)
High
25 0.393 (±0.01) 0.956 (±0.075)
62.5 0.394 (±0.01) 0.910 (±0.061)
SSC-2
Low
25 0.946 (±0.01) 0.759 (±0.052)
62.5 0.724 (±0.01) 2.723 (±0.045)
High
25 1.152 (±0.06) 1.884 (±0.291)
62.5 1.138 (±0.03) 3.367 (±0.255)
SSC-3
Low
25 0.556 (±0.03) −0.069 (±0.077)
62.5 0.978 (±0.01) −0.110 (±0.030)
High
25 0.901 (±0.01) 0.807 (±0.030)
62.5 0.529 (±0.01) 0.439 (±0.042)
ES-3
Low
25 1.439 (±0.04) 0.000 (±0.269)
62.5 1.487 (±0.08) 2.112 (±0.417)
High
25 1.756 (±0.02) 0.603 (±0.106)
62.5 1.729 (±0.08) 4.012 (±0.437)
In summary, ES-3 shows the highest load bearing strength by having the highest linear and
non-linear pressure-sinkage moduli, as shown in Fig. 3.19 (a), while SSC-1 occupies the
opposite extreme of the scale.
The other two soil types have similar non-linear pressure-sinkage modulus values, although
the exponent of SSC-2 is significantly lower than that of SSC-3, as seen in Fig. 3.19 (b).
This implies a higher bearing strength of the former, translating in higher slope of the
linearised pressure-sinkage relation.
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Figure 3.19: Pressure-sinkage parameters for loose and dense preparations of all soil types: (a)
non-linear vs. linear moduli and (b) non-linear modulus vs. exponent
3.5.4 Dynamic Cone Penetrometer Testing
As seen in Sub-sections 3.5.2 and 3.5.3, the shear and load bearing strength properties of the
chosen soil types cover a wide range of values and are sensitive to the compaction state of
the soil. However, these two types of strength are not necessarily directly correlated.
Figure 3.20 plots the comparison between some of the parameters corresponding to each
type of strength: critical internal friction angle and pressure-sinkage modulus (a) and peak
internal friction angle and pressure-sinkage exponent (b). ES-3 shows the highest variation
of both shear and load bearing parameters between loose and dense preparations, while
SSC-1 has the lowest sensitivity to density preparation. The latter has some of the highest
internal friction angles, but in exchange it has the lowest load bearing strength. The former
has the highest load bearing strength but has only medium-low internal friction angles (with
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Figure 3.20: Load bearing and shear strength parameters comparison: (a) pressure-sinkage exponent
vs. peak internal friction angle and (b) critical internal friction angle vs. pressure-sinkage modulus
for loose and dense preparations of all soils
the exception of peak shear failure of dense samples). SSC-2 has high shear strength and
intermediate load bearing strength, while SSC-3 has medium-low load bearing strength and
the poorest direct shear performance.
To study how resistance strengths against normal and shear stresses interact, and to esti-
mate their values at intermediate compaction states between loose and dense preparations,
Dynamic Cone Penetrometer (DCP) tests were carried out. The device, shown in Fig. 3.21
(a), consists of a 60 degree cone with a 30mm diameter cone head attached at the end of a
guiding rod.
The test procedure, schematically illustrated in Fig. 3.21 (b), starts by gently placing the
cone on the soil sample to be tested, allowing it to sink under its self-weight. A drop mass
is then manually lifted to a known fixed height and allowed to freely fall, sliding along the
rod and impacting the anvil block rigidly attached to the cone. Successive impacts are
performed, measuring the total depth of the cone tip after each blow.
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(a) (b)
Figure 3.21: Dynamic Cone Penetrometer (a) device and (b) test procedure
The cone shape requires a combination of both load bearing and shear resistance from the
soil to absorb the energy of the impact. The dynamic nature of the pressures exerted enables
hand-held use of the device, without the need for the kind of bulky equipment required by
DST and PST. Therefore, the method can be used on the field or in big scale test beds,
where consistently attaining the low and high density preparations is impractical at best,
and infeasible at worst. In addition, this test can give insight on the potential influence of
dynamic effects that were not captured by the previous quasi-static tests.
The energy delivered by the dropped mass to the cone derives from its kinetic energy
(KDCP ) at the instant of the impact. Based on the law of conservation of energy, this
kinetic energy is equal to the variation of potential energy (∆UDCP ) as in Eq. (3.13), which
is a function of the known dropped mass (mDCP , gravitational acceleration (g) and drop
height (zDCP ).
KDCP = 1/2mDCP v
2
DCP
= ∆UDCP = mDCP gzDCP (3.13)
The soil is assumed to behave as a piecewise linearly elastic material, during each impact,
i.e. the force applied by each impact (FI ) is a linear function of the depth increment per
impact (∆zI ), as per Eq. (3.14).
FI = kI∆zI = kI (zI − zI−1) (3.14)
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The stiffness constant for a given impact (kI ) can be easily obtained from the energy bal-
ance between the kinetic energy and the elastic deformation work (EI ). This value can be
normalised dividing by the known drop height to obtain the equivalent dynamic pressure
of each impact (pED), as shown in Eq. (3.15).
EI =
kI∆z
2
I
2
= KDCP → kI = 2
mDCP gzDCP
∆z2
I
→ pED =
kI
zDCP
(3.15)
When plotting the depth increment per blow against the total depth of the cone tip for each
impact, as seen in Fig. 3.22, distinguishable curves for each type of soil arise. For loose
preparations, the total depth is consistently the highest on SSC-3, followed by SSC-1, then
ES-3 and finally SSC-2.
Figure 3.22: Depth per blow vs. total depth of DCP experimental data on loose (top-left), dense
(top-right), medium (bottom-left) and all (bottom-right) preparations of all soil types
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The shape of the curve transitions from convex for the first impacts to concave for sub-
sequent impacts, with the curvature being less and less acute from SSC-3 towards SSC-2,
which presents a purely concave curve. For dense preparations, the convexity of the self-
weight, first and second impact measurements becomes less noticeable. Soil type SSC-3
and SSC-2 still present the highest and lowest total sinkage values respectively, but they
have overlap significantly with ES-3 and SSC-1, which have inverted their order from the
sequence observed for loose preparations.
In the same way as PSTs and DSTs, the loose and dense preparation methods used for soil
characterisation are not practical for extensive test campaigns on big scale test beds, since
they involve moving, pouring and vibrating tonnes of soil before each test. To facilitate
such test campaigns, a different preparation method is tested which consists of repeatedly
raking the soil in the test bed without removing and re-pouring it. A specially built tool is
used, provided with an array of long, thin spikes that ensure thorough soil re-structuring.
Intermediate soil compaction states are expected from this method, not as loose as with the
pouring method but not as dense as with the vibration method.
As predicted, the DCP curves for this type of preparations are in-between those for the
loose and dense preparations, as seen in Fig. 3.22 (bottom-left and bottom-right). Soil
type SSC-1 overlaps heavily with SSC-3, showing similarly high variance to the latter. On
the other hand, SSC-2 and ES-3 have lower variability, with the former having significantly
lower penetrations than the other three soils.
On the logarithmic scale, those curves become highly linear, as plotted in Fig. 3.23. In
consequence, it is possible to express the equivalent dynamic pressure of a given soil as a
function of cone depth, following Eq. (3.16). This empirical non-linear equation closely
resembles the static pressure-sinkage equations presented earlier, suggesting that an analyt-
ical or numerical relation between them can be obtained. Linear regression is performed on
the experimental data, taking uncertainty into account through York’s method, obtaining
the fits plotted in Fig. 3.23.
log pED = logKED + nED log zI → pED(zI ) = KEDz
n
ED
I (3.16)
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Figure 3.23: Linear fits in logarithmic scale for experimental data of equivalent dynamic pressure
vs. total depth of Dynamic Cone Penetrometer tests on loose (top-left), dense (top-right), medium
(bottom-left) and all (bottom-right) preparations of all soils. Shaded regions show 75% confidence
intervals around the average
For loose preparations, the slopes of the linear fits are similar for all soil types, as seen in the
top-left sub-plot. On the other hand, dense preparations have steeper slopes for the stiffer
soils, as shown in the top-right sub-plot. For the medium density preparations, plotted in
Fig. 3.23 (bottom-left), all four soil types have intermediate behaviours. The curves for
ES-3, SSC-1 and SSC-3 are close to one another, showing lower resistance in that order.
Meanwhile, SSC-2 presents a significantly higher resistance than the other soil types. The
KED and nED parameters obtained from linear fits are summarised in Table 3.9, together
with the GoF of the models. The values and uncertainties of both slopes and intercepts of
the linear fits consistently increase with density, with the only exception of medium and
dense ES-3, for which the trend is inverted on the exponent.
When plotting both parameters against each other, as in Fig. 3.24, the line joining the
average values for loose and dense preparations goes through the 75% confidence interval of
the medium density preparation of all soils but ES-3. From this observation, the euclidean
distances between the average values for each compaction state are used to compute a
73
3.5. Planetary Soil Simulants Characterisation
Table 3.9: Parameters and Goodness of Fit of the linearised relationship between equivalent dynamic
pressure and total Dynamic Cone Penetrometer depth
Soil Density logKED nED GoF
SSC-1
Low 7.5551 (±0.2861) 1.9444 (±0.1166) 0.8831
Med 11.1608 (±0.5742) 2.6433 (±0.1788) 0.9041
High 16.1503 (±1.1239) 3.2339 (±0.3203) 0.9218
SSC-2
Low 10.2651 (±0.5407) 2.1304 (±0.1697) 0.9146
Med 14.2299 (±0.6295) 2.7490 (±0.1713) 0.9399
High 18.3701 (±1.0022) 3.6148 (±0.2651) 0.9054
SSC-3
Low 5.8182 (±0.1903) 1.7368 (±0.0889) 0.8681
Med 7.8590 (±0.4180) 1.8049 (±0.1498) 0.9524
High 10.8002 (±0.5705) 2.0260 (±0.1580) 0.9529
ES-3
Low 7.5996 (±0.3196) 1.6912 (±0.1215) 0.9345
Med 12.0754 (±0.5205) 2.8033 (±0.1543) 0.9094
High 13.0599 (±0.7464) 2.5303 (±0.1952) 0.9582
Figure 3.24: Parameters of the linear fit for equivalent dynamic pressure vs. total Dynamic Cone
Penetrometer depth on loose, dense and medium preparations of all soils. Shaded regions show 75%
confidence intervals
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metric for the apparent relative density of raked samples. This apparent relative density
weight (ed) for the medium density preparations of each soil, is calculated as the ratio of
the distance between medium and loose preparations over the distance between dense and
loose preparations, as shown in Eq. (3.17).
ED =
√(
logKED,M − logKED,L
)2
+
(
nED,M − ned,L
)2√(
logKED,H − logKED,L
)2
+
(
nED,H − nED,L
)2 (3.17)
Table 3.10 shows the obtained interpolation coefficient for each soil type together with the
average values for all shear and load bearing parameters, calculated as weighted averages
using the ED as the weight for the loose preparation property value. Both SSC-1 and SSC-
3 have interpolation coefficient values of ∼ 0.4, indicating that their physical behaviour
in the medium density state is slightly closer to that of the loose configuration. With a
higher value of ∼ 0.49, medium density SSC-2 is practically halfway between loose and
Table 3.10: Shear strength and normal load bearing stiffness weighted characteristics for medium
density raked soil preparations
Soil SSC-1 SSC-2 SSC-3 ES-3
ED 0.4226 0.4870 0.4092 0.8348
φC 42.29 (±3.34) 42.77 (±1.42) 29.10 (±1.08) 35.83 (±1.05)
φP 45.99 (±2.26) 44.30 (±1.28) 36.52 (±1.42) 45.04 (±2.04)
cC 0.51 (±0.62) 1.61 (±0.34) 1.27 (±0.55) −0.83 (±0.43)
cP 2.38 (±0.47) 2.33 (±0.23) 0.89 (±0.69) −0.24 (±0.81)
KA 0.024 (±0.001) 0.017 (±0.004) 0.021 (±0.000) 0.022 (±0.005)
KD 0.761 (±0.117) 0.367 (±0.057) 0.529 (±0.015) 0.794 (±0.062)
kEQ,S 98.63 (±5.27) 526.70 (±11.47) 616.74 (±50.56) 1408.18 (±41.12)
kEQ,B 222.99 (±5.05) 466.14 (±7.75) 434.98 (±2.72) 962.37 (±64.58)
nS 0.45 (±0.018) 0.68 (±0.007) 0.95 (±0.026) 0.90 (±0.011)
nB 0.76 (±0.008) 0.59 (±0.006) 0.78 (±0.003) 0.68 (±0.025)
αZ,S 0.29 (±0.011) 1.05 (±0.028) 0.70 (±0.018) 1.70 (±0.015)
αZ,B 0.33 (±0.004) 0.93 (±0.017) 0.64 (±0.002) 1.69 (±0.065)
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dense preparations. Finally, ES-3 has the highest value at ∼ 0.8, meaning that its physical
performance in medium density state is much closer to that of the dense configuration,
and so are all its shear and load bearing parameters. According to this medium density
interpolation, SSC-1 and SSC-2 have the highest shear strength, followed by ES-3 and, at
a significant distance, SSC-3. Regarding load bearing strength, ES-3 clearly has the best
performance. Soil type SSC-2 is next, followed closely by SSC-3, with SSC-1 having the
worst performance. Raw data measured during the DST, PST and DCP tests used for soil
characterisation tests can be found in Appendix B.
3.6 Chapter Summary
The physical model of the wheel-leg used in this research has been described, as well as
three different foot designs to observe their influence on the wheel-leg’s performance on
deformable terrain. This includes the custom-built LTF, a design specially conceived for
the FASTER project to replicate the static pressure below a PR wheel.
The WLSIO system design and implementation has been described. The HW components
and SW architecture were developed prioritising lightweight, low power and modularity,
to minimise the impact on the SR operational constraints and favour reconfigurability and
flexibility of integration with different test beds and wheel-legged robotic platforms. Said
system includes five sensing modes, in order to measure the wheel-leg’s absolute angular
position and speed, attitude and vibrations, ground clearance and occlusion. The ultimate
purpose of these sensors is to estimate wheel-leg slip and sinkage to characterise the soil
traversed, distributing the computational load of automated data acquisition and analysis
across different processing units for higher robustness and efficiency. Prototypes of the
system were integrated both on a single locomotor simplified test bed (SWLTB), used for
laboratory and field experiments, and on the fully mobile FASTER SR for final validation.
The set-up and experimental methodology for these test beds was defined.
Finally, the range of planetary soil simulants selected for experimentation have been pre-
sented. Their microscopic characteristics were analysed, illustrating the fundamental differ-
ences between the different types of soil. This variety is reflected in significant differences
76
3.6. Chapter Summary
of their macroscopic behaviour and physical properties, which were characterised in terms
of the direct shear strength and normal load bearing stiffness. The set-ups used and exper-
imental data obtained were presented and analysed for loose and dense preparations.
The diversity of values for the shear and normal load parameters and changing correlations
between them for the different soil types support the adequacy and interest of this set of
materials to study the interaction between a hybrid wheel-leg and dry, granular terrain.
The DCP test was also introduced and evaluated as a tool to relate the studied soil physical
properties for different compaction states and to ensure the soil strength consistency of the
preparation methods used for testing.
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Chapter 4
Wheel-Leg-Soil Interaction
Modelling and Simulation
The analytical study and theoretical modelling of wheel and wheel-leg motion on deformable
terrain is a central part of this research. It is necessary to quantitatively evaluate the
mobility of conventional wheeled rovers and predict through simulation the performance of
a parametric multi-legged wheel-leg over different types of soil. It also sets the basis for
relating wheel-leg slip and sinkage to soil physical properties and wheeled mobility with the
aim of establishing terrain characterisation and trafficability assessment algorithms.
This chapter describes the Terramechanics approach to semi-empirically model the perfor-
mance of rigid wheels with grousers on deformable terrain, describes the simulation process
for said model and analyses the influence of soil and wheel parameters on the outcomes
of this simulations, including a metric to quantify the trafficability of the terrain based
on wheeled tractive efficiency. In addition, the distinct phases of wheel-leg motion on
deformable soil are analysed and a Terradynamics model for ultra-light single-legged wheel-
legs is extended and adapted to the general case of multi-legged wheel-legs with feet, as
well as for rigid wheels with grousers. Moreover, new hybrid approaches combining the
principles behind the Terramechanics and Terradynamics models are proposed, developed
and validated against experimental data with the aim of better predicting the slip-sinkage
behaviour of mid-sized multi-legged wheel-legs on deformable terrain.
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4.1 Terramechanics-based Performance of Rigid Wheels
Having characterised the soil’s physical properties regarding normal load bearing and shear
strength the stresses generated in the interface between the wheel of a given rover, with
radius R and width b, and the soil can be estimated. According to [83] the stresses below
a driven rigid wheel rolling on sand have a radial distribution. Normal stresses have zero
value on the limits of the interface, at the entry angle (θ1) and exit angle (θ2), as illustrated
in Fig. 4.1 for a rigid wheel with 12 grousers together with the other main dimensions and
stresses involved in this interaction.
A commonly used assumption is to consider the exit angle at the lowest point of the wheel
(θ2 = 0), due to negligible rut recovery. The maximum normal stress (σM ) is reached at an
angle θM , dependent on the entry angle and the level of slip (i) according to Eq. (4.1).
θM = (c1 + c2i) θ1 (4.1)
Figure 4.1: Model of a rigid wheel rolling over deformable terrain with labels for the main dimensions,
forces and stresses
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Slip is traditionally defined as the ratio of the difference between odometry-based velocity
and absolute traversal velocity over odometry-based velocity. For conventional rigid wheels
this leads to the expression in Eq. (4.2).
i = 1− vX,ABS
vX,ODO
=
vX,ODO − vX,ABS
vX,ODO
=
ωR− vX,ABS
ωR
(4.2)
For self-propelled, non-skidding wheels this longitudinal slip can take values between 0% for
perfectly efficient motion, i.e. the vehicle traverses the terrain without any slip, and 100%
for total immobilisation, i.e. the vehicle stays in place in spite of wheel rotation. Constants
c1 and c2 are empirical parameters that define the shape of the normal stress distribution.
Typical values for these parameters are c2 = 0.32 and c1 ∈ [0.18, 0.46]. The equivalent
sinkage for different points along the wheel-soil interface according to their angular position
relative to the wheel’s bottom-dead-centre can be then estimated as a function of the entry
angle using Eq. (4.3), depending on whether the point is ahead (θ > θM ) or behind (θ < θM )
the point of maximum normal stress.
z(θ) =

R (cos θ − cos θ1) , θ > θM
R
(
cos
(
θ1 − θ (
θ1−θM )
θ
M
)
− cos θ1
)
, θ < θM
(4.3)
The normal stress at a given angle can be calculated using the pressure-sinkage relationships
proposed in Section 3.5, i.e. either Bekker’s non-linear approach in Eq. (3.10) or Li’s
linearised approach in Eq. (3.12). The corresponding shear stress is calculated applying
Mohr-Coulomb’s criterion from Eq. (3.5) and the chosen shear-displacement relation, i.e.
either Janosi’s Eq. (3.6) or Senatore’s Eq. (3.7).
Integrating the vertical or horizontal components of both the shear and normal stresses along
the wheel-soil interface yields the total vertical (FV ) and horizontal (FH ) forces generated.
The horizontal force is also known as net thrust force or draw-bar pull, and is the difference
between the total thrust forces (FT ) produced and the total resistance forces (FR), e.g. due
to rolling and soil compaction.
The thrust forces include the total contribution (FG) produced by NG uniformly distributed
grousers of height hG , which can be calculated by integrating the passive lateral earth
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pressure along the length of each grouser in contact with the soil as per Eq. (4.4), where γ
represents the soil specific weight and N
φ
= tan2 (pi/4 + φC/2) is the flow value.
FG =
NGθ1
2pi
∫ h
G
0
b
(
γzN
φ
+ 2c
√
N
φ
)
dz =
NGθ1
2pi
(
γ
h2
G
2
N
φ
+ 2chG
√
N
φ
)
b (4.4)
The resulting integrals, shown in Eq. (4.5) and Eq. (4.6), do not have a closed-form
solution but can be solved numerically, e.g. applying Simpson’s rule as exemplified in Eq.
(4.7). Assuming a quasi-static interaction in steady state, the total vertical force needs
to balance the vertical load applied on the wheel (FV = W ). The entry angle can be
estimated by iteratively calculating the vertical reaction force until it matches the vertical
load. Thereafter, the draw-bar pull for that entry angle can be calculate to evaluate the
mobility performance and efficiency of that given vehicle on the soil considered.
FV = b
[∫ θ1
θ
M
σ(θ) cos θRdθ +
∫ θ
M
0 σ(θ) cos θRdθ
+
∫ θ1
θ
M
τ(θ) sin θRdθ +
∫ θ
M
0 τ(θ) sin θRdθ
] (4.5)
FH = FG + b
[∫ θ1
θ
M
σ(θ) sin (−θ)Rdθ + ∫ θM0 σ(θ) sin (−θ)Rdθ
+
∫ θ1
θ
M
τ(θ) cos θRdθ +
∫ θ
M
0 τ(θ) cos θRdθ
] (4.6)
∫ θ1
θ
M
f(θ)dθ ' θ1 − θM
6
[
f(θM ) + 4f
(
θM + θ1
2
)
+ f(θ1)
]
(4.7)
4.1.1 Influence of Soil Type on Wheel Performance
Each wheel will incur on a certain level of slip depending on the draw-bar pull required
from it. Therefore, for a thorough assessment of the trafficability of a given soil for a given
vehicle, the draw-bar pull needs to be calculated for slip values between 0% and 100%.
The simulations are repeated for all combinations of the different pressure-sinkage and
shear-displacement relations considered in Section 3.5, to evaluate the differences between
all characterisation approaches. The flow diagram for the program used to simulate the
wheel-soil interaction is illustrated in Fig. 4.2.
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Figure 4.2: Execution flow diagram of the Terramechanics simulation program for a given wheel
over a given soil under given operating conditions
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Figure 4.3 shows plots of draw-bar pull vs. slip for SSC-1, SSC-2, SSC-3 and ES-3 as
computed using the Terramechanics-based method described above for a 60 kg vehicle with
6 wheels of 30 cm diameter and 10 cm width. The wheel counts with 12 grousers of 1 cm
height, as the FASTER PR, and operates in Earth’s gravity.
The net thrust starts at a certain positive value for no-slip conditions and gradually increases
with slip thanks to the higher shear stresses arising in the interface. The steepness and
length of this rise depends on the soil, being more pronounced for SSC-2 and ES-3, the soil
types with higher normal load stiffness.
Thereafter, the curve reaches an extreme point and starts decreasing due the growth of
soil resistance forces. The draw-bar pull decreases faster for higher slippage on ES-3 and
SSC-3, the soils with lower shear strength. No significant differences are observed between
the different models of shear-displacement.
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Figure 4.3: Net thrust force variations with slip of a 15 cm radius and 10 cm wide rigid wheel with
12 grousers of 1 cm height on different soil preparations
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However, the non-linear model for pressure-sinkage leads to noticeably higher net thrust
values at low slippage and lower values at high slippage than the linear model. In addition,
the latter model produces no peak net thrust for the SSC-1 and SSC-2 soil types, as this
magnitude remains roughly constant or continuously increases at higher slips. This can be
explained as a consequence of the consistently lower levels of sinkage estimated, as plotted
in Fig. 4.4 for the same conditions described above.
In all cases, the slip-sinkage relation presents a positive slope, reflecting the dynamic sinkage
effect generated by slip. This phenomenon is sharper for the soils with lower shear strength,
i.e. ES-3 and SSC-3. In general, loose soil preparations show higher levels of sinkage and
lower net thrust forces than denser soil preparations. The only exception to this trend is
soil type ES-3, which has the lowest sinkage values in its loose compaction state, leading
to higher draw-bar pull than for its dense compaction state as the slippage level increases.
This counter-intuitive effect might be caused by the unnaturally negative cohesion value for
dense ES-3, as seen in Fig. 3.14.
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Figure 4.4: Total sinkage variations with slip of a 15 cm radius and 10 cm wide rigid wheel with 12
grousers of 1 cm height on different soil preparations
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While draw-bar pull and sinkage give a good idea of the performance of the wheel they do
not completely quantify terrain trafficability. A more descriptive insight is gained by looking
at the wheel’s tractive efficiency (ηT ). This parameter accounts for the pull efficiency (ηP ),
which determines how much of the total thrust created remains as draw-bar pull once the
total soil resistance forces are compensated. It also includes the slip efficiency (ηS ), which
expresses how much of the wheels’ rotation translates into effective forward motion.
In general, other factors can be included in this efficiency metric, e.g. the energy efficiency
of the motor driving the wheel. However, when considering a specific vehicle and focusing
on the trafficability of different soils, the two efficiency factors presented above are sufficient,
as the other factors remain constant, leading to the formula for ηT shown in Eq. (4.8).
ηT = ηP ηS =
FH
FT
v
ωR
=
(
1− FR
FT
)
(1− i) (4.8)
The resulting value lies between ηT = 1, i.e. in the ideal circumstances where the soil exerts
no resistance and all interface stresses produce thrust with no slippage, and ηT = 0, i.e.
when either all thrust forces are cancelled by soil resistance or no actual forward motion is
achieved. Figure 4.5 represents the mobility efficiency vs. slip as estimated for the same
conditions described earlier. The efficiency values present a slight peak at low slippage
levels that vary across the different soil types. Thereafter, the values steadily decrease due
to the inherent loss of efficiency that comes with higher slip.
Soil type SSC-2 provides the highest mobility efficiency for all slippage values, reaching a
peak of nearly 80% efficiency. It is followed by SSC-1 at approximately 70%, with SSC-3
being the least trafficable not even reaching the 60% mark. Soil type ES-3 lies between
SSC-3 and SSC-1 and exhibits the highest increment between no-slip and peak efficiency.
The sequence followed by the soil types differs from those observed on both sinkage and net
thrust, proving the need of evaluating this additional parameter to compare the trafficability
of different terrains. The efficiency obtained using Li’s linearised pressure-sinkage in Eq.
(3.12) is generally lower than that using Bekker’s non-linear pressure-sinkage in Eq. (3.10),
as a result of the lower draw-bar pull pointed out previously and in spite of the lower sinkage
levels observed.
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Figure 4.5: Tractive efficiency variations with slip of a 15 cm radius and 10 cm wide rigid wheel
with 12 grousers of 1 cm height on different soil preparations
4.1.2 Influence of Vehicle Parameters on Wheel Performance
The design parameters of the vehicle under study potentially have a critical impact on its
mobility over a given type of terrain. The analytic model described above assumes uniform
stress distributions across the width of the wheels, which is a reasonable assumption as long
as the aspect ratio between the soil particles and the wheel width is low. Therefore, the
width of the wheel is maintained at b = 10 cm. Meanwhile, the mass per wheel (M) and
the radius of the wheel are varied to study their effect on wheel performance and terrain
trafficability.
Figure 4.6 shows plots of draw-bar pull vs. slip for all different characterised soil types
using a 30 cm diameter wheel with 12 grousers of 1 cm height, operating in Martian gravity
under loads varying between 10 and 70 kg at 20 kg intervals. Two opposite trends related
to load variations can be observed. In general, the maximum net thrust increases for
higher mass values, as expected from the higher shear stresses generated as the normal load
increases.
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Figure 4.6: Net thrust force variations with slip of a 15 cm radius and 10 cm wide rigid wheel with
12 grousers of 1 cm height with different soil types and loads
However, the drop in draw-bar pull for higher slips, due to higher sinkage and bigger re-
sistance forces as previously analysed, becomes significantly steeper for heavier vehicles.
Furthermore, as the mass grows the initial rise in draw-bar pull for low slip disappears, first
for SSC-1 and SSC-3 at M = 30 kg, then for SSC-2 at M = 50 kg and eventually making
the curve for all four types of soil strictly decreasing at M = 70 kg.
While SSC-2 and SSC-3 provide the highest and lowest net thrust all over the interval of
masses tested, soil types SSC-1 and ES-3 exchange their positions in the sequence in the
middle, with the latter providing higher draw-bar pull than the former at heavy loads and
vice-versa for light loads.
Similar trends arise when looking at the total sinkage, plotted in Fig. 4.7 for the same
conditions. As the mass increases, both the general sinkage levels and the slope of the
slip-sinkage effect grow. The sinkage of ES-3 and SSC-2 remain roughly equal across all
load levels, with SSC-3 having comparatively deeper sinkage levels. Soil type SSC-1 yields
a sinkage close to the values of ES-3 and SSC-2 for the lightest load, but rapidly grows and
surpasses SSC-3 for the heaviest load.
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Figure 4.7: Total sinkage variations with slip of a 15 cm radius and 10 cm wide rigid wheel with 12
grousers of 1 cm height with different soil types and loads
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Figure 4.8: Tractive efficiency variations with slip of a 15 cm radius and 10 cm wide rigid wheel
with 12 grousers of 1 cm height with different soil types and loads
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A change in the order of the sequence also occurs in the tractive efficiency, shown in Fig.
4.8 for the same conditions. The most and least trafficable soil types are SSC-2 and SSC-
3 respectively throughout all the load levels displayed. However, SSC-1 starts off as the
second-most trafficable soil type, but is surpassed by ES-3 as the mass reaches M = 30 kg.
The peak mobility efficiency values, contained in a narrow interval of 60% − 80% for the
lowest mass, gradually decrease and quickly spread wider apart, ranging from 10% to 60%
for the highest mass. The influence of the mass on the efficiency goes to the point of reducing
the mobility efficiency on SSC-3 to zero at a slip levels beyond 30% for a mass of M = 70
kg per wheel.
When considering the radius of the wheel, the peak net thrust throughout all slip levels
shown in Fig. 4.9 presents higher values and, more noticeably, a steeper increase with mass
as the radius grows. The same relative order among the soil types as previously observed is
shared by all radii. The only difference is observed in the mass value at which ES-3 starts
providing a higher net thrust than SSC-1. This event requires a bigger mass as the radius
increases, going from M ≈ 30 kg at R = 10 cm to M ≈ 80 kg for R = 25 cm.
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Figure 4.9: Peak net thrust force variations with load of a 10 cm wide rigid wheel with 12 grousers
of 1 cm height on different soil types and with different radii
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On the other hand, the average sinkage across all slip values plotted in Fig. 4.10 shows a
lower sensitivity to variations on the wheel radius. The relationship between this average
sinkage and the load on the wheel is highly linear and remains roughly constant in the
interval of radii tested.
The only exception occurs for R = 10 cm, where the average sinkage saturates for SSC-1
and SSC-3 at the value of R, which is assumed to be the maximum sinkage by the model
used for simulations. Other than this, ES-3 and SSC-2 consistently show the lowest sinkage
levels regardless of the wheel radius. Soil type SSC-1 experiences the highest sensitivity
to load increments, producing the highest average sinkage levels above SSC-3 for masses
higher than M ≈ 50 kg.
The peak mobility efficiency across all slip levels is plotted in Fig. 4.11 for the same wheel
radius and load combinations. Increasing the radius of the wheel causes a rise in peak
efficiency, smoothing the negative slope of the relationship between the maximum efficiency
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Figure 4.10: Mean sinkage variations with load of a 10 cm wide rigid wheel with 12 grousers of 1
cm height on different soil types and with different radii
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Figure 4.11: Peak mobility efficiency variations with load of a 10 cm wide rigid wheel with 12
grousers of 1 cm height on different soil types and with different radii
and the mass supported by the wheel. The soils with the highest load bearing capacity
characteristics, i.e. SSC-2 and ES-3, present similarly lower values for this slope relative to
the other two soil types. Within each of these two pairs of soil types, those with the highest
shear strength, i.e. SSC-2 and SSC-1, show a positive offset in their peak efficiency.
These effects lead to SSC-2 and SSC-3 providing the most and least efficient mobility respec-
tively across all load and radius configurations simulated. Soil type ES-3 is more trafficable
than SSC-1 at medium and high loads for all wheel radii, with SSC-1 having higher efficiency
at low loads but quickly dropping below ES-3 as the mass increases.
4.1.3 Influence of Gravity on Wheel Performance
Other than wheel and soil parameters, the mobility of a vehicle is affected by the gravi-
tational force acting on the environment where it operates. As shown by the simulation
results presented in Section 4.1.1, in Earth gravity, and in Section 4.1.2, in Mars gravity, this
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factor not only directly affects the draw-bar pull, sinkage and mobility efficiency of the same
vehicle on the same soil type, but can also alter the sequence order of different soil types
in terms of these performance indicators. To test the extent and nature of this influence,
simulations are performed on a 30 cm diameter and 10 cm wide wheel with 12 grousers of 1
cm height, i.e. the dimensions of the FASTER PR, operating under loads varying between
10 and 70 kg, with gravities values representative of Solar System’s planets, ranging from
Earth’s gravity (g = 9.81 m/s2) down to Pluto’s gravity (g = 0.66 m/s2).
It is worth clarifying that, while modifying the gravity in this simulations affects the weight
applied on the wheel and the forces generated by the grousers, the model does not account
for the potential effect of gravity on the internal soil characteristics, i.e. the normal load
stiffness and shear strength. This is likely to introduce additional modelling errors, since
soil characterisation for this research is carried out in Earth gravity conditions. Even if the
results from these simulations should not be expected to be quantitatively accurate due to
these additional errors, they can still provide a useful qualitative insight of the influence of
gravity over wheel mobility.
The influence of gravity over peak net thrust is strongly dependent on the mass loaded on
the wheel, as seen in Fig. 4.12. At the lowest mass of M = 10 kg all types of soil provide
an approximately linearly increasing maximum net thrust as the gravity grows. For a 30 kg
mass, SSC-1 and SSC-3 present a convex evolution of the draw-bar pull with gravity. As
the mass keeps increasing, this non-linearity extends also to ES-3 and SSC-2, with the peak
of the curve gradually moving towards lower gravity values for SSC-1 and SSC-3.
As a result, the peak net thrust provided by SSC-1 becomes lower than that of ES-3 at
increasingly lower gravities, down to approximately the gravity level of the Moon (g = 1.62
m/s2) for a mass of M = 70 kg. For this load, the net thrust provided by SSC-3 is cancelled
for gravities close to the Martian level.
Similarly to the analysis done on the sensitivity to wheel radius variations, the effect of
gravity on net thrust can be explained by looking at the mean sinkage across different slip
levels, shown in Fig. 4.13. The initially linear relationship between this magnitude and
gravity at low masses becomes more and more non-linear as the wheel’s sinkage approaches
a full radius.
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Figure 4.12: Peak net thrust force variations with gravity of a 10 cm wide rigid wheel with 12
grousers of 1 cm height with different soil types and loads
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Figure 4.13: Mean sinkage variations with gravity of a 10 cm wide rigid wheel with 12 grousers of
1 cm height on different soil types and with different loads
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Figure 4.14: Peak mobility efficiency variations with gravity of a 10 cm wide rigid wheel with 12
grousers of 1 cm height with different soil types and loads
The increments in thrust, due to higher normal pressures and a larger shearing area as the
mass and sinkage increase, become more and more limited, while the resistance forces posed
by the soil in front of the wheel keeps augmenting steadily. Consequently, the peak mobility
efficiency illustrated in Fig. 4.14 decreases with gravity. In Pluto’s gravity, all four types of
soil provide peak efficiencies above 60%, even at M = 70 kg, while in Earth’s gravity they
do not reach that level for any soil type, and even approach ηT = 0% for SSC-1 and SSC-3
with masses beyond M = 50 kg.
4.2 Multi-Legged Wheel-Leg Stance Cycle Analysis
The main difference between the motion of conventional rimmed wheels and wheel-legs is
that the latter have an irregular, rimless shape that causes rapid changes in the attitude of
the rover’s body and distinct periodic phases in its interaction with soil. As a result, both
the absolute angular position of the wheel-leg and attitude of the robot body frame have a
critical role in the kinematics of the system. Therefore, the absolute angular position of each
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leg of the sensed wheel-leg (θL,I ) is measured by the absolute angular encoder, clockwise
around the positive Y-axis of the robot body reference frame (YR) with its zero value on
the negative Z-axis of said frame (ZR).
Additionally, the estimate of the absolute attitude of the robot’s body is obtained from
the 6-DoF IMU, provided with 3 accelerometers and 3 gyroscopes with orthogonal axes.
The algorithm used for attitude estimation is based on the explicit complementary filter
presented in [169], yielding the roll (φR) and pitch (ψR) angles of the robot body reference
frame.
To analyse the wheel-leg-soil interaction, a key variable is the minimum angle formed by
any of the legs and the direction of the gravity vector (θLW ) defined in Eq. (4.9). The
continuous motion of the wheel-leg can be then sub-divided into quantised, periodic leg
stance cycles with θLW ∈ [−αL/2, αL/2), where αL is the angle between two consecutive legs,
i.e. 2pi/nL radians for a wheel-leg with nL legs.
θLW =
θL,K − ψR | K = arg min
I∈[1,nL ]
(|θL,I − ψR |)
 (4.9)
For a multi-legged wheel-leg rolling on deformable terrain, unlike previous models consider-
ing perfectly rigid terrain [122] or single-legged wheel-legs [120], more than one leg can be
simultaneously in contact with the ground. A stance cycle is then split into three distinct
phases: an initial Double Leg Stance (DLS), that ends with the lifting from the ground of
the trailing foot, an intermediate Single Leg Stance (SLS), during which only the middle
leg is on the ground, and a final DLS that starts with the impact of the leading foot onto
the ground. The SLS phase can be also sub-divided into the contact phase (pre-midstance)
and propulsive phase (post-midstance).
For the wheel-leg model presented in Section 3.1 and used for experimentation, i.e. with
five 18 cm-long legs, the Triple Leg Stance (TLS) phase, during which three legs are simul-
taneously in contact with the ground, requires sinkages well beyond the maximum levels
specified in the FASTER project requirements and those contemplated in the design of the
LTF. Therefore, it is considered out of scope for this study.
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(a) (b)
Figure 4.15: Main stages and events of a typical wheel-leg stance cycle (a) and Stance Phase Plot
for the wheel-leg on flat terrain, i.e. ψ
T
= 0 (b)
These leg stance phases, sketched in Fig. 4.15 (a), can be represented through a Stance
Phase Plot in the space defined by θLW and the maximum sinkage experienced by any leg in
contact with the terrain (ζZ ) as in Fig. 4.15 (b). The boundaries between the SLS and DLS
correspond to the loci of possible foot lifting and impact events for a given leg length (lL)
and longitudinal terrain inclination (ψT ), where the impact (θ
I
LW
) and lifting (θ
L
LW
) wheel-leg
angles follow the expressions in Eq. (4.10).
θ
L
LW
= −αL/2 + arcsin
(
ζ
Z
cosψ
T
2l
L
sin (αL/2)
)
− ψT
θ
I
LW
= αL/2− arcsin
(
ζz cosψT
2l
L
sin (αL/2)
)
− ψT

Foot Lifting θLW = θ
L
LW
SLS Contact θLW ∈
(
θ
L
LW
, 0
)
SLS Midstance θLW = 0
SLS Propulsive θLW ∈
(
0, θ
I
LW
)
Foot Impact θLW = θ
I
LW
DLS otherwise
(4.10)
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Slip on granular media is likely to happen throughout the entirety of a stance cycle, since
the soil will be continuously deformed by the wheel-leg. However, the nature of this slip
differs depending on the stage of the cycle. During the DLS and SLS contact phase the
leading leg is being gradually loaded onto the terrain, lifting the rear leg. The interaction
forces during this period are compacting the soil and lifting the joint of the wheel-leg in a
quasi-static fashion, producing smooth slippage due to the soil particles flowing around the
penetrating legs.
Once past the midstance point, during the SLS propulsive phase, the wheel-leg keeps pushing
its joint forward as it falls down towards the impact of the next foot with the ground. If
the shear strength of the compacted soil beneath the foot is not high enough to provide
the thrust required to propel the wheel-leg’s joint, a succession of abrupt stick-slip events
might occur as the contact force chains within the soil break and re-from. This results in a
highly dynamic slipping motion. The detection and relation to soil characteristics of both
types of slippage will be addressed in Chapter 5.
4.3 Terradynamics Performance of Multi-Legged Wheel-Legs
The analytical model presented in Section 4.1 is only applicable to conventional rigid wheels,
since it assumes that the wheel has a solid rim, maintains a continuous contact with the
soil and holds a quasi-static, stationary interaction with it. Such assumptions are already
questionable for rigid wheels with grousers, due to the dynamic nature of grouser penetra-
tion. Previous research [104] has shown that the simulated results using the Terramechanics
approach are representative of the Root Mean Squared (RMS) experimental behaviour over
time. However, these assumptions do not hold for the general hybrid wheel-leg case.
Wheel-legs have rimless, irregular profiles and typically undergo discontinuous, highly dy-
namic contacts with the soil when each of their legs go through the distinct phases of the
characteristic stance cycle described in Section 4.2. To incorporate this higher complexity, a
different analytical model and numerical simulation approach is considered, based on recent
empirical Terradynamics models [120].
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Rather than modelling the stress normal to the soil interface, as done by the Terramechanics-
based approach, the Terradynamics approach estimates two independent sinkage-proportional
gains for the horizontal (αX ) and vertical (αZ ) stresses, that allow calculating the total in-
teraction forces by integrating the stresses of infinitesimal elements of the leg-soil interface
(S), as shown in Eq. (4.11). These gains depend on both the attack (α) and intrusion (β)
angles of the interface element under consideration.
σX = αX (α, β)z
σZ = αZ (α, β)z
 =⇒
 FX =
∫
S αX (αS , βS )zSdAS
FZ =
∫
S αZ (αS , βS )zSdAS
(4.11)
The attack angle is measured between the normal vector of the plane containing the interface
and the vertical down-looking direction, i.e. taking the value α = 0 when the element
is laying flat on the horizontal plane and α = ±pi/2 when the element is vertical. The
intrusion angle is measured between the direction of the velocity vector that defines the
movement of the interface element and the vertical down-looking direction, i.e. taking the
value α = ±pi/2 when the element is penetrating vertically and α = 0 when the element is
dragged horizontally. The angles and sign criteria are represented in Fig. 4.16 (a).
This model has the potential of capturing the interaction effects due to the rapid variations
in these angles, as expected from the motion of a wheel-leg, unlike depth-only stress models
like the traditional Terramechanics approach. The relationship between the stress gains
and the attack and intrusion angles was derived experimentally in [120], carrying out tests
with a simple 3.8 x 2.5 cm2 plate element penetrating different media across a uniform
range of attack-intrusion angle combinations. The results showed similar qualitative trends
regardless of the type of granular medium used, as exemplified for glass beads and poppy
seeds in Fig. 4.17 (a) and (b). Discrete Fourier transforms were applied to the experimental
values, yielding fitting functions for the stress per unit sinkage gains as in Eq. (4.12).

αZ (α, β) =
1∑
k=−1
1∑
l=0
[
AK,L cos 2pi
(
kα
pi +
lβ
2pi
)
+BK,L cos 2pi
(
kα
pi +
lβ
2pi
)]
αX (α, β) =
1∑
k=−1
1∑
l=0
[
CK,L cos 2pi
(
kα
pi +
lβ
2pi
)
+DK,L cos 2pi
(
kα
pi +
lβ
2pi
)] (4.12)
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Figure 4.16: Attack and intrusion angles sign criterion (a) with the plate elements represented in
black and their velocity vectors in blue, and scaled Fourier fit coefficients for glass beads and poppy
seeds at different compaction levels (b). Results reproduced from [120]
The nine zeroth order and first order coefficients with a magnitude equal or higher to 5%
of the bias for the vertical gain (A0,0), grouped in the coefficient array M and were found
to produce a good fit for all types of media. In addition, when scaling those coefficients by
a factor equal to the vertical stress gain of a horizontal plate element moving vertically, i.e.
αZ (0, pi/2), a similar set of scaled coefficients was obtained for all type of media, as seen in
Fig. 4.16 (b).
A generic coefficient array (M0) was established, so that a full set of Fourier coefficients
could be estimated for a given medium only requiring a vertical plate pressure-sinkage test
similar to that described in Section 3.5.3, as per Eq. (4.13). The vertical and horizontal
stress gains obtained with this scaled generalized model are shown in Fig. 4.17 (c).
M =
[
A0,0 A1,0 B1,1 B0,1 B−1,1 C1,1 C0,1 C−1,1 D1,0
]T
= αZ (0, pi/2)M0 (4.13)
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Figure 4.17: Experimentally measured vertical (top) and horizontal (bottom) stress gains for differ-
ent attack and intrusion angles in (a) glass beads and (b) poppy seeds and (c) generalized unit scale
values. Results reproduced from [120]
Once a set of parameters is derived for the soil under consideration, the dynamic perfor-
mance of a generic wheel-leg driving over it can be simulated. The elements of the wheel-leg,
i.e. legs and feet, are segmented into discrete elements, considered individually in their in-
teraction with the soil continuum. The stress for each element can be calculated according
to the soil parameters, and its attack and intrusion angles, leading to the interaction force
acting on each element depending to its dimensions following Eq. (4.11).
The total horizontal and vertical reaction forces of the soil can be calculated by adding the
individual contributions of each element, assuming the validity of linear superposition, as
suggested by empirical evidence. Free or constrained motion of the wheel-leg can be then
computed for each simulation step, applying the rigid body dynamics equations shown in
Eq. (4.14), where m and IW are the mass and moment of inertia around the rotation axis
of the wheel-leg, and ~F and NW are the total forces and torques applied on it.
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 ~v(t+ dt) = ~v(t) +
~F (t)
m dt
ω(t+ dt) = ω(t) +
N
W
I
W
dt
(4.14)
Unlike the previous application of this model, the simulation program implemented in this
research enables configuring the parametric definition of a generic multi-legged wheel-leg,
where all nL legs are uniformly distributed and are equal to one another.
Each leg is defined as a tree structure, rooted in the leg itself, which is placed radially from
the rotation axis of the wheel-leg at an angle θL,K = (k − 1)2pi/nL , where k is the number
of the leg. Each leg bifurcates into two segments placed normally at the end of the leg,
one oriented counter-clockwise to represent the tip side of the foot and the other oriented
clockwise to represent the heel side of the foot.
Each of the three segments, i.e. the leg, the foot tip and the heel, have independent sets
of parameters. These comprise the number of uniform elements (n
S,L|T |H ) to be used when
computing the interface stresses, the width of each of these segments (b
S,L|T |H ), the total
length of the segment (l
L|T |H ) and the curvature height of the segment (rL|T |H ), both for
convex (r > 0), flat (r = 0) and concave (r < 0) shapes.
This level of reconfigurability enables the simulation to handle an extremely wide variety
of wheel-leg designs, which is useful when studying the interaction of different wheel-legs
with deformable soil and analysing the impact of feet design on this interaction. Moreover,
this generic format can even cover the rigid wheel with grousers case, by setting the same
lengths and curvature radius to both foot tips and heels with the appropriate values to
form a continuous rim of radius lL . This will be useful to compare the predictions of the
Terramechanics model from Section 4.1 with those of the Terradynamics model.
However, these contributions to the existing model require some additional considerations.
Each of the segments can be “de-activated” with regards to the dynamic simulation. This
can be of interest when simulating a feet-less wheel-leg (de-activate foot tips and heels) or
to consider the leg segments as virtual elements for a rigid wheel, since they only have a
morphological function but do not represent physical elements that would contact the soil.
In addition, segments can be defined as “one-sided”, for example so that reaction forces of
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the soil can only be applied on the outer face of the segment relative to the rotation axis,
as is the case for the rim of a rigid wheel.
The configuration flexibility of the simulation program is exemplified in Fig. 4.18 by different
designs of both wheel-legs (top) and rigid wheels (bottom), configured and generated by the
simulation engine. These examples show some of the parameters for which the sensitivity
of the model is analysed in the following sub-section, e.g. number of legs/grousers (top),
length of the legs/radius (middle) and curvature of the legs/grousers (bottom).
The final post-processing step before saving the logged data consists in calculating the
midstance, mean and RMS values for the simulated slip and sinkage of the wheel-leg and
the torque and mobility efficiency of the wheels. The formula for RMS calculation of a given
magnitude is exemplified in Eq. (4.15) for the wheel/wheel-leg sinkage. These values will
be used as the metrics to compare the performance during different tests. The resulting
flow of the simulation program is represented in Fig. 4.19.
zRMS =
√√√√ ∆t
(tS + ∆t)
t
S∑
t=0
(z(t))2 (4.15)
Finally, as stated in Section 3.5.3, the pressure-sinkage relation measured experimentally
shows significant non-linearities that cause the intercept of the best linear fit to generally
deviate from zero, contradicting the observations and assumptions made in [120]. As a
result, the vertical stress formula shown in Eq. (4.11) needs to be modified by adding the
non-zero offset (σZ,I ) as previously introduced in Eq. (3.12).
4.3.1 Influence of Leg Number, Size and Shape
The influence of different wheel-leg design parameters over the extended wheel-leg-soil in-
teraction model presented above was evaluated. For that purpose, the simulated wheel-legs
were allowed to advance freely, under self-propulsion conditions with no external drag/thrust
applied on the wheel-leg hub. Therefore, the combination of the reaction from the soil and
gravity are the only external forces applied on the wheel-leg, i.e. ~F in Eq. (4.14).
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Figure 4.18: Simulation generated (a) wheel-legs and (b) rigid wheels with grousers with varying
parameters: leg/grouser number (top), leg/radius length (middle) and leg/grouser curvature (bot-
tom)
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Figure 4.19: Execution flow diagram of the Terradynamics simulation program for a given wheel-leg
over a given soil
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The dynamics of the wheel-leg speed control are not considered for these simulations, assum-
ing constant angular speed as shown in Eq. (4.16). However, to achieve a higher dynamic
simulation precision in a practical scenario, controller dynamics should be modelled and
added to the simulation.

vX (t+ dt) = vX (t) +
F
X
m dt
vZ (t+ dt) = vZ (t) +
F
Z
−mg
m dt
ω(t+ dt) = ω(t)
(4.16)
The amount of slip and the sinkage of the wheel-leg are used to evaluate and compare the
performance of the simulations. These are analysed as they vary with the angular position of
the wheel-leg for individual testing conditions, as well as the sensitivity of their RMS value
throughout the simulation to parameter variations. Figure 4.20 (a) shows the evolution
of sinkage (top) and slip (bottom) in steady state, relative to the leg angle, for a straight
4 cm-long single-legged wheel-leg rolling over media with three different levels of stiffness
taken from [120]. Regardless of said stiffness, the leg reaches the maximum level of sinkage
around midstance, and this maximum level expectedly decreases for stiffer soils.
All sinkage curves join a common trajectory at the instant where the robot’s body enters in
contact with the ground, which arrives earlier for softer soils. These points correspond to
the discontinuities observed in the slip curves, for which the slippage jumps to its maximum
value of i = 1, reflecting that the body comes to a halt due to its inability to overcome
the static friction with the ground. The slip remains at this level throughout the rest of
the leg stance cycle, as well as the beginning of the following cycle. When the leg enters in
contact with the ground again, the slip starts rapidly decreasing, as it tends towards zero
and reaches its minimum value around midstance before rising again.
Increasing the length of the legs, as shown in Fig. 4.20 (b) makes both the slip and sinkage
curves smoother, and delays the moment where the body becomes in contact with the
ground closer and closer to a leg angle of pi/2. The maximum sinkage is very slightly
decreased for longer legs. Although this might seem counter-intuitive, it is a consequence of
the model’s dependency of contact stresses with attack and intrusion angles. The fact that
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body height is non-zero in these simulations causes leg length to directly affect the initial
leg contact angle with the soil, leading to small differences in attack and intrusion angles
throughout the stance cycle that yield those small differences in sinkage.
Regardless of the length of the leg, the maximum sinkage still occurs around midstance.
This circumstance changes when altering the curvature of the leg, as plotted in Fig. 4.20
(c). Concave legs reach maximum sinkage before midstance, while convex legs do so after
midstance. In both cases, the maximum sinkage is lower than that of a straight leg. Slip
is significantly affected by the curvature of the leg. Convex legs present lower minimum
values, due to the appearance of acute valleys, while concave curves are not able to come
close to zero slip at any point through a leg cycle.
Finally, increasing the number of legs on the wheel-leg, as illustrated in Fig. 4.20 (d),
has a significant impact on both slip and sinkage. To begin with, the leg-angle span of a
cycle is drastically reduced. The immediate consequence of this geometric consideration is
that the sinkage of a wheel-leg with more than two legs is greater than zero at all times.
(a) (b) (c) (d)
Figure 4.20: Simulated sinkage (top) and slip (bottom) against leg angle for (a) soils with different
stiffness and wheel-legs with different (b) leg lengths , (c) leg curvatures and (d) number of legs
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A three-legged wheel-leg does experience a similar sinkage peak to that of a single-legged
wheel-leg. Nevertheless, a considerable decrement in this maximum value is experienced by
a five-legged wheel-leg. Similarly, the period of time where the body is resting on the ground
is greatly reduced in the case of the three-legged wheel-leg, and completely suppressed with
the five-legged wheel-leg.
These observations directly reflect on the RMS (continuous line) and mean (dashed line)
values of sinkage (top) and slip (bottom) plotted in Fig. 4.21. A continuous decrease of
both slip and sinkage is experienced with higher soil stiffness (a). The slip does also initially
decrease for longer legs (b), at the cost of higher sinkage. However, at some point the slip
stabilizes and the sinkage starts decreasing. Higher leg curvatures (c) produce lower levels
of slip and sinkage, whether said curvature is convex or concave. Sinkage and slip are higher
for flatter legs, although their peaks occur in legs with a slightly concave shape.
Finally, slip steadily decreases for a growing number of legs (d), stabilizing from the fourth
leg onwards. Conversely, sinkage experiences a significant increase as more legs are added,
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Figure 4.21: RMS of simulated sinkage (top) and slip (bottom) for (a) soils with different stiffness
and wheel-legs with different (b) leg lengths, (c) leg curvatures and (d) number of legs
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peaking for a four-legged wheel-leg. However, a slight decrease is achieved by the five-legged
wheel-leg and beyond. These observations confirm the benefits of the five-legged design used
in this research from the point of view of wheel-leg slip and sinkage.
4.3.2 Influence of Foot Size and Shape on Wheel-Leg Performance
The observed influence of leg size and shape on wheel-leg slip-sinkage behaviour suggests
that the shape and size of the equipped feet, if any, will have an equally or more significant
effect on the mentioned magnitudes. The design parameters of the wheel-leg used for
experimentation introduced in Section 3.1 are used, i.e. nL = 5, lL = 180 mm, bS,L = 16
mm and rL = 3 mm, as well as the estimated SR mass used in the experiments. The foot
designs presented in that same section are alternated with the feet-less configuration. The
feet are assumed to be rigid in all cases, using the fully compressed dimensions in the case
of the Flexible Rubber Foot (FRF). The numerical values of all simulation parameters for
the different foot designs are summarized in Table 4.1, and sample screenshots showing
simulated wheel-leg/feet shape and interface stresses are displayed in Fig. 4.22.
The dynamics ruling the simulation are changed to force the desired level of slip in order
to study the influence of feet design over the slip-sinkage relationship in the full range of
Table 4.1: Example of Simulated Wheel-Leg Configuration Parameters
Foot Element Segments (nS,Y ) Width (bS,Y ) Length (lY ) Arc height (rY )
Leg (Y ≡ L) 10 1.6 cm 18 cm 3 cm
LTF Tip (Y ≡ T ) 20 2.9 cm 4 cm 0.55 cm
Heel (Y ≡ H) 0 0 cm 0 cm 0 cm
Leg (Y ≡ L) 10 1.6 cm 18 cm 3 cm
FRF Tip (Y ≡ T ) 10 2.7 cm 5 cm 0 cm
Heel (Y ≡ H) 10 2.7 cm 5 cm 0 cm
Leg (Y ≡ L) 10 1.6 cm 18 cm 3 cm
CIF Tip (Y ≡ T ) 13 8 cm 6.5 cm -1 cm
Heel (Y ≡ H) 7 5 cm 5.5 cm -0.5 cm
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Figure 4.22: Terradynamics simulation of interaction stresses with soil of multi-legged wheel-leg
equipped with (a) LTF, (b) FRF and (c) CIF
slippage between 0% and 100%. The angular speed of the wheel-leg is still kept constant,
and the vertical speed is ruled by the difference between the weight and the vertical reaction
force of the soil. However, the horizontal component of the speed results from the angular
speed and the amount of slip, as shown in Eq. (4.17).

vX (t+ dt) = vX (t) + ω(t)R(1− i)
vY (t+ dt) = vY (t) +
F
Y
−mg
m dt
ω(t+ dt) = ω(t)
(4.17)
Figure 4.23 compares the evolution of sinkage with leg angle of the different feet config-
urations on the range of media used in the previous sub-section under no-slip conditions.
Regardless of the ground stiffness, the no-feet configuration experiences the highest sinkage,
while the Camel-Inspired Foot (CIF) has the lowest sinkage levels as expected by the differ-
ence in contact areas between both configurations. The Load Testing Foot (LTF) and FRF
configurations lead to intermediate sinkages, with the former having slightly higher values.
As the ground becomes stiffer, the difference between these two configurations is gradually
reduced. Their sinkage decreases with higher stiffness at a faster rate than the no-feet
configuration, moving away from it and closer to the CIF configuration, which experiences
negligible post-midstance sinkage for the stiffest ground simulated.
The feet with a predominant tip, i.e. the LTF and CIF, undertake the maximum levels of
sinkage during the pre-midstance phase, as the heel of the leading leg digs into the ground
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Figure 4.23: Wheel-leg sinkage vs. leg angle simulated using the Terradynamics approach on different
media with the LTF, FRF, CIF and no feet configurations at 0% slip
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Figure 4.24: Midstance sinkage vs. slip simulated using the Terradynamics approach on different
media with the LTF, FRF, CIF and no feet configurations
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and lifts the trailing leg. The sinkage then decreases continuously as the foot tip supports
the wheel-leg’s load during the SLS phase and into the post-midstance phase. On the
other hand, the no-feet and FRF configurations are dominated by the convexity of the leg
itself, having a steady sinkage increase beyond the midstance point and experiencing the
maximum sinkage well into the post-midstance phase.
When looking at the evolution of midstance sinkage with slip, as shown in Fig. 4.24,
the CIF configuration maintains a rather constant sinkage level throughout the whole slip
range, undergoing only a mild decrease for higher slips. On the other hand, the no-feet
configuration shows a significant drop in sinkage at the lower slip levels, reaching a minimum
point before 50% slippage and constantly increasing thereafter. These trends become more
pronounced as the ground grows stiffer.
The other two feet configurations have nearly parallel behaviours, with a similar shape to
the no-feet configuration for the softest ground. However, as the stiffness increases the
initial drop in sinkage becomes less significant, while the rise for higher slips remains and
dominates the slip-sinkage relationship. This causes an overall increment of sinakge with
slip, as opposed to the global decrement experienced by the CIF and no-feet configurations
on stiffer grounds.
Coming back to the sinkage levels experienced by each foot type, Fig. 4.25 (a) represents
more clearly how the CIF achieves the lowest sinkages by far, constituting the preferable
option from a mobility standpoint. The feet-less configuration achieves the highest sinkages,
being the least adequate option when it comes to mobility, while the LTF and FRF lie in
between, closer to the feet-less configuration. The same relative sequence between this
configurations is maintained regardless of the soil’s normal stiffness.
However, when looking at the sinkage sensitivity to soil normal stiffness, calculated as the
slope of the least squares fit shown as dashed lines in the same graph and plotted separately
in the bar graph of Fig. 4.25 (b), it arises that the feet-less configuration has inferior soil
sensing capabilities than both FRF and LTF, with the latter having the highest sensitivity
of all. The CIF have the worst soil sensing capabilities, as could be expected from their
significantly lower and nearly negligible sinkage.
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Figure 4.25: Influence of foot designs on sinkage level (a) and sensitivity of wheel-leg sinkage to soil
normal stiffness (b)
The most relevant outcome of this quantitative analysis is that using an appropriate foot
design can lead to an optimal trade-off between wheel-leg mobility and soil sensing since
both the FRF and, more significantly, the LTF are superior in both aspects to the feet-less
configuration. These results support the choice of LTF as the preferred foot design for
terrain sensing.
4.3.3 Comparison with Terramechanics-based Model
Finally, the extended Terradynamics model is applied to rigid wheels with grousers, with the
aim of comparing the results with the Terramechanics approach from Section 4.1 in order
to identify discrepancies towards the elaboration of a hybrid model combining elements of
both methods.
In order to obtain results that are comparable with those coming out of the Terramechanics-
based simulations, the same forced-slip dynamics used in the previous sub-section are em-
ployed. As a result, the total horizontal reaction force from the soil is conceptually equiv-
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alent to the net thrust or draw-bar pull generated by the Terramechanics model, thus
enabling a direct comparison of these two magnitudes, as well as the associated sinkage.
In addition, the total thrust force, i.e. only the positive contributions from the soil to
the horizontal reaction force, is registered in order to calculate the tractive efficiency and
evaluate potential differences in this metric as well. The dimensions of the PR wheel are
used, i.e. R = 15cm, nG = 12, hG = 1cm and b = 10cm. The mass loaded on the wheel
is varied in the 10− 70kg range, and the simulations are carried out using the parameters
of soils SSC-1, SSC-2, SSC-3 and ES-3 from Table 3.10 for direct comparison with the
Terramechanics-based simulations.
Figure 4.26 shows the steady-state RMS values of sinkage (a), draw-bar pull (b) and total
tractive efficiency (c) for the different soils and masses simulated over the full range of slip
levels. For low masses the sinkage and draw-bar pull remain roughly constant independently
of slip. For higher masses the sinkage does experience a noticeable increase at lower slip
levels, but it settles beyond a slip level of around 50%.
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Figure 4.26: RMS of simulated wheel (a) sinkage, (b) net thrust and (c) total mobility efficiency
plotted against slip level for all types of soil with different masses
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The direct relationship between draw-bar pull and slip is more significant, as the draw-bar
pull shows a permanent growth throughout the whole range of slips. The steepness of this
trend is strongly affected by the mass in a direct manner. The soil also has a prominent
role, as ES-3 and SSC-3 have a a considerably higher draw-bar pull increment with slip
than SSC-2 and SSC-1.
These differences become bigger as the mass on the wheel increases. The tractive efficiency
shows an initial increase which is eventually compensated by the loss of efficiency at higher
slip levels, quickly decreasing towards zero for full slip. The peak efficiency has lower values
and occurs at higher slips as the mass applied on the wheel increases.
Figure 4.27 compares the evolution with wheel mass of the mean sinkage and the peak
net thrust and tractive efficiency when using the Terramechanics (dashed line) and the
Terradynamics (solid line) principles.
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Figure 4.27: Simulated wheel (a) mean sinkage, (b) maximum net thrust and (c) maximum total
mobility efficiency through all slip levels plotted against wheel mass
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One of the main differences between both approaches stems from the different assumptions
regarding wheel rut re-generation. The Terramechanics model assumes no rut re-generation
at all, so that soil remains fully compressed, flat with the dead bottom centre of the wheel.
On the other extreme, the Terradynamics model assumes full re-generation, with no rut
forming after the wheel as the soil returns to its original level.
The consequence of this difference is that the wheel-soil contact surface is nearly twice as
big for the Terradynamics simulations. This logically induces a great underestimation of
the sinkage (a) and overestimation of the tractive efficiency (c) relative to Terramechanics
simulations. Moreover, the net thrust (b) steadily grows with the mass in an almost linear
fashion for all simulated soils. This highly contrasts with the Terramechanics-based results,
which show a decrement of the net thrust slope against mass for heavier loads and even
predict an inverse relationship between both magnitudes for SSC-1 and SSC-3.
Beyond the differences in the rut-recovery consideration, which can be mitigated by further
adapting the Terradynamics-based simulation program, the Terradynamics principles fail
to capture some of the differences in soil characteristics. This is due to the fact that the soil
reaction stresses are only dependent on the normal load stiffness of the soil, and not directly
on its shear strength properties. The ratio between the stresses normal and tangential to
each element of the interface are dependent on the attack and intrusion angles rather than
the cohesion and internal friction characteristics of the soil.
This leads to major differences in the relative performance of the four soil types in terms
of wheel sinkage and draw-bar pull. Terramechanics simulations predict the highest sink-
ages to occur in SSC-1, and the lowest sinkages in ES-3. Meanwhile, Terradynamics shows
a significantly higher sinkage for SSC-3 and a lower sinkage for SSC-2. Moreover, SSC-3
demonstrates a similarly high draw-bar pull as ES-3 and SSC-2 has a significantly lower
draw-bar pull than ES-3 in the Terradynamics simulations. On the other hand, Terrame-
chanics simulations determine that SSC-2 has the highest net thrust, while SSC-3 has the
lowest levels for this magnitude. The relative sequence between the four soils in terms
of tractive efficiency is actually the same when using both the Terramechanics and Ter-
radynamics principles. However, the differences observed between both approaches are
significant enough to justify the study of hybrid alternatives.
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4.4 Hybrid Terramechanics-Terradynamics Modelling
The Terramechanics model presented in Section 4.1 is representative of the quasi-static
interaction of rigid, rimmed wheels with deformable terrain, and has been widely used in
applications with heavy vehicles traversing relatively compact terrain. However, it fails to
capture the dynamic effects characteristic of the discontinuous contacts between a wheel-leg
and relatively loose soil.
The extended Terradynamics model proposed in Section 4.3 considers these dynamic ef-
fects, taking into account the influence of varying attack and intrusion angles, and has
proved effective for ultra-light micro-robots with single-legged wheel-legs travelling over
loose granular media. However, it neglects the frictional behaviour of sand during plas-
tic failure under varying normal loads, thus failing to reflect the influence that the shear
strength characteristics of the soil exerts on the performance of a wheel-leg.
In the case of mid-sized and mid-weight multi-legged wheel-legs, operating on soils with
intermediate compaction states, it might be beneficial or necessary to combine elements
from both approaches to simulate more accurately the conditions of such interaction and
mitigate the shortcomings of each method. For this purpose, three different hybrid schemes
are proposed for comparison and later validation against experimental data.
All schemes share a similar execution flow as the one used by the Terradynamics simulation
program. The main differences appear in the step where the stresses of each individual
interface element are computed, as shown in the flow diagram of Fig. 4.28. The Terrame-
chanics equations for normal and shear stress estimation are then integrated using different
approaches.
4.4.1 Hybrid Stress Substitution Scheme
The first scheme completely replaces the underlying angle-dependent principle for hori-
zontal/vertical stress estimation from the Terradynamics approach by the plastic failure
principle for normal/shear stress calculation of the Terramechanics approach. Therefore,
this stress scheme is referred to as ‘Substitution’.
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Figure 4.28: Execution flow diagram of the Terradynamics/Terramechanics hybrid simulation pro-
gram for a given wheel-leg over a given soil under given operating conditions
118
4.4. Hybrid Terramechanics-Terradynamics Modelling
The displacement (j), used to calculate the shear stress based on the shear-displacement
relationship in Eq. (3.7), is calculated as the position increment over the last simulation
step of duration ∆t, projected onto the average attack angle direction between the last two
simulation steps, as shown by Eq. (4.18) and illustrated in Fig. 4.29.
j(t+ ∆t) = j(t) + ∆j = j(t) + d(t+ ∆t) cos
(
α(t+ ∆t) + α(t)
2
− β(t+ ∆t)
)
(4.18)
The total displacement is accumulated over consecutive simulation steps for each segment,
starting from the point when the segment enters in contact with the soil. The displacement
is reset whenever the absolute value of the difference between the attack and intrusion
angles takes a value above the inclination of the shear planes under active earth pressure
conditions according to Rankine’s Theory, applying the condition in Eq. (4.19).∣∣∣∣(α(t+ ∆t) + α(t)2 − β(t+ ∆t)
)∣∣∣∣ ≥ (pi/2− φ)/2 (4.19)
Figure 4.29: Diagram for the calculation of displacement increments for shear stress calculations of
a single segment over one simulation step according to attack and intrusion angles
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This is done to represent how the shearing planes are maintained during pure or smooth
shearing motion, but they are destroyed and reconstituted whenever penetration is blunt
enough to approach the direction of the direct shear planes themselves. The normal and
shear stresses obtained using Eq. (3.12), Eq. (3.5) and Eq. (3.7) are then transformed into
the horizontal/vertical reference plane by applying Eq. (4.20). σX = −sgn(cos (β − α))τ cosα+ σ sinασZ = −sgn(cos (β − α))τ sinα+ σ cosα (4.20)
The sign operation expresses the direction in which the shear stress acts, which opposes
the movement direction relative to the interface, represented by the angle difference β − α.
The resulting execution flow, fitting in the global simulation program shown in Fig. 4.28,
is depicted in Fig. 4.30.
Figure 4.30: Execution flow diagram of the stress calculation procedure for the hybrid stress Sub-
stitution scheme
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4.4.2 Hybrid Stress Superposition Scheme
Although the Substitution approach proposed in the previous sub-section does take into
account the shear strength properties of the soil, it has the inconvenience of neglecting the
influence of the attack and intrusion angles over soil stresses postulated by the Terrady-
namics model. The second hybrid scheme tries to deal with this drawback by obtaining the
final stresses as a simultaneous combination of both Terramechanics and Terradynamics
underlying principles. As a result, this stress scheme is referred to as ‘Superposition’.
Firstly, the vertical and horizontal stresses are calculated as a function of the attack and
intrusion angles of the element under consideration, as proposed by the Terradynamics
model. The resulting stresses are then transformed into the normal reference frame of the
interface element, thus obtaining the normal stress component as the sum of the horizontal
(σN,X ) and vertical (σN,Z ) contributions, as in Eq. (4.21).
σN,X = σX sinα
σN,Z = σZ cosα
 σ = σN,X + σN,Z (4.21)
This is used as the input to calculate the critical shear stress using Eq. (3.5), and thereafter
calculating the plastic failure shear stress, with Senatore’s method from Eq. (3.7). The
same approach to calculate the displacement as in the Substitution scheme is used. This
shear stress is then transformed back to the vertical/horizontal reference frame and added
to the original Terradynamics-based stresses by applying Eq. (4.22).
σT,X = −sgn(cos (β − α))τ cosα
σT,Z = −sgn(cos (β − α))τ sinα
 =⇒
 σS,X = σT,X + σXσS,Z = σT,Z + σZ (4.22)
Similarly to the transformation in Eq. (4.20), the relative angle between the direction
motion and the interface element determines direction in which the shear stress acts on the
element. The sequence of calculation steps are graphically represented in Fig. 4.31 and the
flow diagram is shown in Fig. 4.32.
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(a) (b) (c)
Figure 4.31: Transformations from (a) vertical/horizontal stresses to normal stress, (b) Terrame-
chanics shear stress to vertical/horizontal stresses and (c) final superposed stresses
Figure 4.32: Execution flow diagram of the stress calculation procedure for the hybrid stress Super-
position scheme
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4.4.3 Hybrid Stress Selection Scheme
An alternative way of combining the effect of the attack and intrusion angles and the shear
strength consists of automatically switching between the Terramechanics and Terradynam-
ics stress calculation methods depending on the phase of the leg stance cycle. The resulting
stress scheme is named ‘Selection’.
The DLS phase is dominated by the leg impact and lifting events, which are linked by
an intermediate period of load shifting between the leading and trailing legs. During this
phase, the interaction is highly dynamic and the soil behaves in a rather fluidised manner,
giving a higher validity to the assumptions behind the Terradynamics model. Therefore
the Terradynamics angle-dependent stress principle is applied. During the SLS phase, with
all the load applied on a single leg, the interaction becomes rather quasi-static, and the
behaviour of the soil compacted beneath the footing is closer to that of a frictional plastic
solid. In consequence, the Terramechanics shear-dependent stress principle is applied.
In consequence, the simulation program implemented applies Substitution scheme during
the SLS phase and the pure Terradynamics approach during the DLS phase. The stance
phase definition in Section 4.2 is used, according to the leg angle and sinkage at each simu-
lation step. The resulting flow of the stress Selection scheme is depicted in Fig. 4.33.
Figure 4.33: Execution flow diagram of the hybrid stress Selection scheme
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4.4.4 Comparison and Experimental Validation of Wheel-Leg Models
The performance of the hybrid simulation schemes are compared with the pure Terradynam-
ics simulations and validated against experimental data obtained with the SWLTB using
the LTF configuration on soils SSC-1, SSC-2, SSC-3 and ES-3 at different slip levels in the
0 − 50% range. This comparison and experimental validation focuses on the fitness of the
simulated slip-sinkage characteristics of each soil type with the test results.
Figure 4.34 plots the midstance sinkage against slip for each soil type using the Terradynam-
ics (top-left), Substitution (top-right), Superposition (bottom-left) and Selection (bottom-
right) approaches. The same soil sequence order is observed for all methods, with SSC-2
showing the lowest sinkage, followed by ES-3, then SSC-1 and finally SSC-3 with the highest
sinkage levels. The only exception appears in the Substitution hybrid scheme, for which
the sinkages of SSC-1 and SSC-3 take very similar values, becoming even closer for higher
slips to the point where SSC-1 experiences higher sinkages than SSC-3.
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Figure 4.34: Midstance sinkage vs. slip simulated (lines) and experimental SWLTB values (markers)
on all types of soils and the LTF configuration using the Terradynamics (top-left), Substitution (top-
right), Superposition (bottom-left) and Selection (bottom-right) stress schemes
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The Terradynamics approach yields a direct slip-sinkage relationship for all soils except SSC-
2, which remains roughly constant at an extremely low value. Similar trends are observed
when using the Superposition scheme, although the sensitivity of sinkage to slip becomes
more marked in SSC-1 and SSC-3, it is reduced for ES-3 and it produces a slight sinkage
decrement at high slips on SSC-2. The general sinakge levels are rather similar to those of
the pure Terradynamics simulations, with only SSC-1 experiencing a noticeable drop.
The Substitution scheme produces much flatter slip-sinkage curves for all soils. It also has
the effect of bringing them closer together. As previously mentioned, with this approach
SSC-1 and SSC-3 have very similar sinkage levels. In the same fashion, SSC-2 has sig-
nificantly higher sinkage levels than simulated by the Terradynamics and Superposition
methods, coming very close to the sinkages on ES-3.
Finally, the Selection scheme has nearly identical slip-sinkage curves as the Substitution
schemes for ES-3 and SSC-2, due to the limited duration of the DLS phase. However, it
has distinct effects on SSC-1 and SSC-3. Regarding the former, the sinkage levels drop
even below those predicted by the Superposition scheme, but keeping a similar direct slip-
sinkage relationship. The latter soil type starts at similar sinkage levels for low slips as the
Terradynamics and Superposition schemes. However, as slip increases, the sinkage decreases
towards the values seen for the Substitution approach.
The experimental results for the five slip levels tested in the SWLTB with each soil type
are overlaid in Fig. 4.34 with one standard deviation error bars for both slip and sinkage.
The Terradynamics approach simulates with good accuracy the sinkage in both SSC-3 and
ES-3. However, it over-predicts the sinkage in SSC-1 and under-predicts it in SSC-2.
The Superposition scheme maintains the accuracy on ES-3 and SSC-3 and improves the
predictions for SSC-1. However, the errors on SSC-2 remain roughly unaltered. The Sub-
stitution scheme does successfully predict the sinkage on SSC-2, but it loses accuracy on the
ES-3 predictions. Moreover, it fails to reflect the slip-sinkage behaviour of SSC-1 and SSC-
3, simulating very similar curves for both soils, in-between the corresponding experimental
results. Finally, the Selection scheme maintains the good results on SSC-2 and improves
the simulation accuracy on SSC-1. The behaviour on SSC-3 is correctly reflected at low
slips, but gradually deviates towards under-prediction at higher slips.
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The mean relative errors between simulated and experimentally measured midstance wheel-
leg sinkage for each soil type and slip level are plotted in Fig. 4.35 for the Terradynam-
ics (top-left), Substitution (top-right), Superposition (bottom-left) and Selection (bottom-
right) scheme simulations. These graphs offer a clearer overview of how the Terradynamics
and Substitution methods overestimate sinkage in SSC-1 while the Terradynamics and Su-
perposition approaches produce a significant sinkage underestimation on SSC-2.
The Selection approach provides the best trade-off throughout all soil types, by significantly
mitigating the mentioned estimation errors on SSC-1 and SSC-2. Finally, neither the Sub-
stitution nor the Selection approaches succeeds to simulate the slip-sinkage behaviour of
ES-3, and the estimation errors tend to increase with slip. The overall mean errors across
all soil types show a similar trend, in that its absolute values increases with slip.
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Figure 4.35: Relative midstance sinkage errors between empirical SWLTB data and simulations using
the Terradynamics (top-left), Substitution (top-right), Superposition (bottom-left) and Selection
(bottom-right) stress schemes for slip levels between 0% and 50%
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Table 4.2: Wheel-leg sinkage relative error between experimental SWLTB values and simulated
values with the different stress computation schemes proposed
Model SSC-1 SSC-2 SSC-3 ES-3 All
Terradynamics 31.2% −74.1% 5.0% 1.7% −7.3%
Substitution 17.9% 4.1% −20.1% −23.9% −4.0%
Superposition 19.9% −69.0% 4.0% 0.8% −9.9%
Selection −1.0% 1.7% −15.1% −22.6% −8.9%
The global mean errors in all tested slip levels for each soil type are summarised in Table
4.2, supporting the previous experimental validation analysis. The hybrid stress Selection
scheme has the best mean accuracy on SSC-1 and SSC-2, significantly improving the results
of the other approaches. However, significant underestimation errors in the 10− 30% range
are seen for SSC-3 and ES-3. The simulated sinkage is more accurate for SSC-3 and ES-3
with the Terradynamics and Superposition approaches, showing that the Terradynamics
principles are sufficient to explain their behaviour.
The overall mean error for all soils shown in the rightmost column is lower in the Terrady-
namics and Substitution simulations than for the Selection scheme, although the individual
accuracy for the different soils and slip levels is better for the latter model as proven in
the preceding analysis. In all cases, the overall mean shows an underestimation of sinkage
below 10% in absolute value, reflecting an acceptable global performance of the models in
spite of the observed higher fitness of some approaches for certain soil types.
4.5 Chapter Summary
The classic Terramechanics approach was used to implement a program that simulates
through numerical integration the steady state performance of rigid wheels with grousers,
as those of the FASTER PR. The different shear-strain and pressure-sinkage soil behaviour
relations studied and used to characterise the soil simulants in Section 3.5 were employed
in the simulations for comparison, demonstrating no significant differences in the simulated
wheel sinkage, net thrust and tractive efficiency for different wheel slip levels. The influence
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of gravity and of vehicle parameters, i.e. wheel radius and loaded mass, was analysed within
ranges relevant to this research, observing consistent general trends. However, the sensitiv-
ity to these parameters varies significantly for the different soil types, exemplifying the mixed
effect of normal stiffness and shear strength soil properties on wheel performance.
The stance cycle of a multi-legged wheel-leg on deformable terrain was analysed in order
to identify its characteristic phases and events. This cycle is dominated by the changing
number of legs in contact with the ground, as opposed to the single-contact stance cycle
on rigid ground or the special case of a single-legged wheel-leg. Therefore, a recently
published Terradynamics model is replicated and extended to account for multiple legs.
The extension of the simulation program makes it highly configurable, enabling a detailed
parametric definition of the wheel-leg, including the attachment of feet at the end of each
leg, and enables the simulation of rigid wheels with grousers using the same locomotor-soil
interaction principles.
The influence of soil stiffness and wheel-leg design, i.e. leg number, length and curvature,
on free-rolling wheel-leg slip and sinkage was analysed. A strong effect of both leg number
and curvature was found, both reducing the amount of wheel-leg slippage for higher values.
The slip-sinkage performance of the wheel-leg configurations described in Section 3.1 was
also simulated and evaluated for different forced slip levels, revealing the crucial role of foot
size and shape on wheel-leg-soil interaction.
The comparison of Terramechanics and Terradynamics simulation of a rigid wheel shows
significant differences, as the latter yields a general overestimation of sinkage and under-
estimation of tractive efficiency. This confirms the prominent differences in the way soil
physical behaviour is modelled in both approaches, suggesting the interest of unifying both
underlying principles using a hybrid approach. Three different hybrid stress calculation
schemes were proposed and validated against empirical SWLTB data. All three schemes
show partial accuracy improvements relative to the pure Terradynamics approach, with
mixed performance depending on the type of soil.
It is important to remark that the models presented in this chapter were developed consid-
ering a bounded scope of conditions that limit their validity. These required assumptions
include medium loads applied on the wheel-leg (1-10 kg), moderate speeds (v < 1 m/s),
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large wheel-leg width to soil particle size ratio (>> 10), maximum of two legs simultane-
ously in contact with the ground and cohesionless soils (c ∼ 0 kPa). Therefore, the good
performance of these models can’t be guaranteed outside those ranges, e.g. with heav-
ier/lighter wheel-legs, faster speeds, smaller wheel-legs and/or larger soil particles, three or
more legs simultaneously in contact with the groundd and soils with significant cohesion.
Said conditions are outside the scope of this research and might require the development of
dedicated models, possibly following the same methodology used here.
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Chapter 5
Automated Wheel-Leg Slip and
Sinkage Detection
Wheel-leg slip and sinkage constitute disturbances causing errors on self-localisation esti-
mates of the rover, but are also relevant indicators of the normal stiffness and shear strength
of the soil being traversed, as demonstrated by the analytical modelling performed in Chap-
ter 4. Therefore, automated estimation of sinkage and slip can be used either to improve
the accuracy of rover localisation or to physically characterise the terrain. This chapter
addresses the development and evaluation of algorithms to estimate the level of wheel-leg
sinkage and slip using the sensor system designed and implemented in Section 3.2.
5.1 Wheel-Leg Slip Detection Approaches
Three different approaches for wheel-leg slip sensing are considered. The first one assumes
the availability of an absolute localisation of the rover, i.e. an estimate of its position in the
world coordinate frame, and calculates slip by comparing this absolute displacement with
that predicted from the odometry provided by the wheel-leg angular position encoders.
The other two methods rely only on proprioceptive sensing of wheel-leg motion, namely the
torque provided by the motor of the wheel-leg, measured by the current transducer, and the
vibrations due to stick-slip phenomena, measured by the accelerometers of the IMU.
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5.1.1 External Absolute Localisation and Odometry
When autonomously navigating, a mobile robot requires an absolute localisation estimate
in order to successfully follow the planned path and reach the desired way points and goals.
This can be provided either by an external observer visually tracking the robot, as done by
the PR in the FASTER concept [10], or by the micro-rover itself running a self-localising
algorithm based on the fusion of exterioceptive and proprioceptive sensor data [125].
Independently of the source of such estimate, this information can be combined with a
dead-reckoning estimate of the rover’s displacement based on wheel-leg odometry data to
calculate the slip experienced. Slip can be decomposed into longitudinal and lateral compo-
nents. Both of them induce odometry localisation errors and are dependent on soil physical
properties. Detecting and compensating both components is equally important when the
objective is to obtain an accurate absolute localisation estimate. However, when the aim is
to estimate soil properties, focusing on only one of said components is sufficient. Therefore,
this study is centred around the longitudinal slip component.
The traditional concept of wheel slip as the complementary percentage of the ratio between
absolute and odometry-based velocity, as defined in Section 4.1 and Eq. (4.2), can be
adapted to the case of a multi-legged wheel-leg, for which the non-uniform shape leads to
irregular rolling motion. Although this phenomenon can be approximated to an equivalent
rimmed wheel rolling with a constant effective radius, in practice it implies that odometry-
based velocity depends on the leg angle. Its resulting expression, and its discretisation over
a sampling interval with period ∆t, are shown in Eq. (5.1).
vX,ODO (t) = ω (t) lL cos θLW (t) =
2 sin
(
∆θ
LW
(t)
2
)
lL cos
(
θ
LW
(t)+θWL(t−∆t)
2
)
∆t
(5.1)
This yields the wheel-leg slip formula in Eq. (5.2). The absolute longitudinal position
estimate (xABS ) is obtained in the experimentation done in this study by the marker tracking
system aforementioned in Section 3.2. The leg angle in world coordinates is calculated using
the absolute angular encoder and IMU attitude estimate introduced in Section 4.2.
i (t) = 1− xABS (t)− xABS (t−∆t)
2 sin
(
θ
LW
(t)−θ
LW
(t−∆t)
2
)
lL cos
(
θ
LW
(t)+θ
LW
(t−∆t)
2
) (5.2)
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5.1.2 Wheel-leg Midstance Torque Slip Indicator
In order to estimate slip based on torque, the more dynamic phases of the leg stance cycle
are ignored and focus is given to the midstance phase. The Terramechanics model for rigid
wheels described in Section 4.1 is adapted to the limited arc foot shapes, such as that of
the LTF. The underlying normal and tangential stresses equations remain unaltered, but
the integration limits to calculate the horizontal and vertical reaction forces are saturated
to the maximum value (θ1W ) determined by the geometry of the foot under consideration
as per Eq. (5.3).
θ1W = arccos
R− hF
R
= arcsin
lF
R
= arctan
lF
R− hF
(5.3)
The resulting equation for the vertical force is shown in Eq. (5.4). The total reaction force
equations are then reformulated to cover the three possible cases:
• The contact angle is lower than the maximum foot angle, hence no modification from
the original Terramechanics method is required as illustrated in Fig. 5.1 (a)
• The maximum stress angle is bigger than the maximum foot angle, hence the normal
and shear stresses of the decreasing-stress section have no contribution on the total
forces as illustrated in Fig. 5.1 (b)
• The maximum foot angle lies between the maximum stress and entry contact angle
as shown in Fig.5.1 (c)
FV =

b
[∫ θ1
θ
M
(σ(θ) cos θ + τ(θ) sin θ)Rdθ+∫ θ
M
0 (σ(θ) cos θ + τ(θ) sin θ)Rdθ
]
b
[∫ θ
1W
0 (σ(θ) cos θ + τ(θ) sin θ)Rdθ
]
b
[∫ θ
1W
θ
M
(σ(θ) cos θ + τ(θ) sin θ)Rdθ+∫ θ
M
0 (σ(θ) cos θ + τ(θ) sin θ)Rdθ
]
, θ1W > θ1
, θ1W < θM
, otherwise
(5.4)
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(a) (b) (c)
Figure 5.1: Diagrams of Terramechanics-based model of wheel-leg midstance torque for (a) sinkage
lower than foot height, (b) maximum stress angle beyond the maximum foot angle and (c) maximum
foot angle in-between the maximum stress and entry angles
The total torque can be calculated by integrating the cross product of the stresses and their
position relative to the rotation axis of the wheel-leg. In the general case where the sum of
leg length and foot height is different from the foot curvature radius, both the normal and
tangential stresses contribute towards the torque. The angle relative of each foot surface
element relative to the rotation centre of the wheel-leg (θ∗) can be defined as in Eq. (5.5),
and the corresponding radial distance (R∗) can be calculated as a function of the angle
relative to the foot curvature centre as per Eq. (5.6).
θ∗(θ) = arctan
(
R sin θ
lL + hF −R (1− cos θ)
)
(5.5)
R∗(θ, θ∗) = R cos (θ − θ∗) + (lL + hF −R) cos θ∗ (5.6)
The resulting expression for torque using these auxiliary variables is shown in Eq. (5.7). The
contributions of the normal stress become smaller as the centre of the wheel-leg approaches
the centre of curvature of the foot (R∗ → R), to the point of being negligible with errors
below 5% when the condition in Eq. (5.8) is satisfied.
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T =

b
[∫ θ1
θ
M
(σ(θ) sin (θ∗ − θ) + τ(θ) cos (θ − θ∗))R∗Rdθ+∫ θ
M
0 (σ(θ) sin (θ
∗ − θ) + τ(θ) cos (θ − θ∗))R∗Rdθ
]
b
[∫ θ
1W
0 (σ(θ) sin (θ
∗ − θ) + τ(θ) cos (θ − θ∗))R∗Rdθ
]
b
[∫ θ
1W
θ
M
(σ(θ) sin (θ∗ − θ) + τ(θ) cos (θ − θ∗))R∗Rdθ+∫ θ
M
0 (σ(θ) sin (θ
∗ − θ) + τ(θ) cos (θ − θ∗))R∗Rdθ
]
, θ1W > θ1
, θ1W < θM
, otherwise
(5.7)
arctan
(
lF
R− hF
)
− arctan
(
lF
lL
)
≤ 0.05 (5.8)
Numerical simulations were carried out for the dimensions and load of the LTF and the SR
wheel-leg using the same execution flow shown in Fig. 4.2, with the mentioned modifications
for contact angle saturation and force/torque calculation. The calculated torque shows a
direct and approximately linear correlation to level of slip, agreeing with the observations
in [71].
Figure 5.2 shows the torque vs. slip relationship for said simulations in the range of 0-
60% slip for soil types SSC-1, SSC-2, SSC-3 and ES-3 in their loose, dense and medium
preparations. The slope of the linear fits shows a direct correlation with the shear strength
of the soil for the looser compaction state, as the stronger types ES-3 and SSC-2 have a
significantly steeper slope than the weaker types SSC-1 and SSC-3. Meanwhile, the X-axis
intercept, which represents the torque under no-slip conditions, seems to be more strongly
influenced by the load bearing properties of the soil: the stiffer soils SSC-1 and SSC-2 take
higher values for this parameter than the softer ES-3 and SSC-3 soils. On the other hand,
the increment in normal stiffness significantly reduces the slope of the linear fits, overcoming
the apparent influence of shear strength to the point where the slopes of SSC-1 and SSC-3
become as steep or more than those of SSC-2 and ES-3 for the denser configuration.
From these observations, a linear model for the torque-slip relationship is proposed, shown in
Eq. (5.9), with two parameters dependent on the soil’s shear strength and normal stiffness.
This dependence is modelled around the linear normal stiffness and critical internal friction
angle. The normal load stiffness is found to be primarily dependent on the slip-slope (bI ),
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Figure 5.2: Torque vs. slip relationship according to adapted Terramechanics simulations using the
LTF and SR wheel-leg dimensions for the four types of soil used in their (a) loose, (b) medium and
(c) dense preparations. Dashed lines indicate the best linear fit for each curve
confirming previous observations. Therefore, the linear approximation shown in the right-
hand side of Eq. (5.9) is adopted. On the other hand, the internal friction angle is modelled
as a planar fit of both the slip-slope and torque-intercept (bI ) coefficients.
i(T ) = aI,T + bI,T T →
 αZ = cα + bαbI,TφC = cφ + bφbI,T + aφaI,T (5.9)
The empirical parameters of these fits (bα − cα and aφ − cφ) are specific to the wheel-leg
and foot parameters used in the Terramechanics simulations. The numerical values and
GoF for the case at hand are summarised in Table 5.1, for the individual fits of each soil
preparation method and the global fit of all preparations. The GoF for the internal friction
angle is significantly higher in all cases, especially so in the global case, indicating that
the proposed torque-slip models would potentially be more descriptive of the soil shear
characteristics.
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Table 5.1: Parameters and Goodness of Fit for normal and shear strength characteristics regression
using the Terramechanics-based wheel-leg torque-slip model
cα bα GoF(αZ ) cφ bφ aφ GoF (φC )
Loose Preparation -0.655 1.454 0.833 0.676 -1.014 -0.506 0.935
Medium Preparation -0.356 1.434 0.899 0.661 -0.466 -0.377 0.909
Dense Preparation -0.176 1.339 0.877 0.657 -0.365 -0.382 0.898
All Preparations -0.344 1.356 0.727 0.700 -0.180 -0.192 0.884
5.1.3 Wheel-Leg Stick-Slip Vibrations Slip Indicator
The possible models for leg-terrain shear interaction depending on the rigidity of both the
foot and the terrain are described in [116]. The interaction of the wheel-leg with soil studied
in this research would normally fall into the category of ‘rigid foot-deformable terrain’. This
motivated the application of Terramechanics and Terradynamics principles to analytically
model the normal penetration and shearing of the legs into the soil as presented in Chapter
4. However, during the post-midstance propulsion phase of the SLS, the rotation of the
leg over critically compacted soil can lead to abrupt stick-slip phenomena characteristic of
a ‘rigid foot-rigid terrain’ interaction. Such events are not appropriately modelled by the
previously mentioned Terramechanics and Terradynamics principles. A variety of models
to describe static and dynamic friction regimes in this type of contact have been studied,
as presented in [170], with renovated interest in recent years due to the role of dynamic
phenomena in engineering applications and to the difficulty of satisfactorily explaining all
aspects of such static-dynamic frictional interactions.
Since the main objective of this research is to develop on-line algorithms for wheel-leg-soil
interaction analysis, computational efficiency is prioritised over model accuracy. Hence,
the contact force between leg and soil during this phase is modelled as a point contact,
applying the classic generalised non-linear spring-damper model proposed by Hunt and
Crossley [171] to rule the normal contact force (FN ) with Eq. (5.10). Given the effective
absence of cohesion and lubrication and the relatively low speeds under consideration, the
model is simplified to a linear Hertzian contact by assuming bHC = 0 and nHC = 1.
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FN = kHCδ
n
HC + bHCδ
pδ˙q
n
HC
=1,b
HC
=0−−−−−−−−−→ FN = kHCδ (5.10)
The tangential force can then be modelled by introducing stiction into the classical Coulomb
friction model. This implies that during the static regime, i.e. when v
δ
= δ˙ = 0 , the force
is equal to the external tangential force (FE ) in the opposite direction. When this external
force overcomes the break-away force determined by the normal load and the static friction
coefficient (µS ), a transition takes place to the dynamic regime, during which the contact
point slips according to the force balance acting on it.
The function ruling the tangential reaction of the terrain in this dynamic regime can take
a variety of arbitrary forms depending on the application, possibly varying with velocity to
account for viscous effects or to eliminate discontinuities by taking into account the Stribeck
effect. However, for the sake of simplicity, and taking into account the previously mentioned
assumptions, the dynamic friction is considered to be proportional to the normal force by
the dynamic friction coefficient (µD). This parameter takes a lower value than the static
friction coefficient, producing a discontinuous behaviour of the tangential reaction force
(FTC ) reflected in Eq. (5.11) that leads to the stick-slip phenomena under study.
FTC =

FE v = 0 and |FE | ≤ µSFN
µDFN sgn(v) v 6= 0
µDFN sgn(FE ) otherwise
(5.11)
The system is modelled as two bodies, representing the wheel-leg rotation hub with mass MH
and the contact foot with mass mF . Both bodies are linked by a linear spring with rigidity
coefficient kS and uncompressed length lS . This spring represents the combination of contact
soil stiffness and leg compliance, hence adopting the uncompressed length of a wheel-leg’s
spoke. As previously noted, the compliance of the wheel-leg used for experimentation is
negligible under the loads considered. Therefore, the combined stiffness of the modelled
spring can be approximated as fully due to terrain contact compliance.
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During the static friction regime, also known as stiction, the body representing the contact
foot remains fixed to the terrain, only being able to rotate as the leg angle grows beyond
midstance in the propulsive SLS phase. This configuration is depicted in Fig. 5.3 (a).
As the leg rotates, the position of the wheel-leg hub relative to the foot ([xH , zH ]) varies
accordingly to this rotation and the compression of the spring under the weight attached
to the hub (WH = MHg). The force equilibrium on the foot produces a normal force and
an external tangential force due to the reaction from the terrain depending on the spring
force (FS ) and the angle of the leg.
As long as the external tangential force remains below the static friction force threshold, the
wheel-leg stays in this regime. However, as soon as this threshold is surpassed the wheel-leg
switches to the dynamic regime depicted in Fig. 5.3 (right). The foot is now not only able
to rotate, but also slides horizontally according to the tangential force balance expressed in
Eq. (5.12).
mF x¨C = mF aX,C = FTC − FS sin θLW = FS (µD cos θLW − sin θLW ) (5.12)
(a) (b)
Figure 5.3: Diagram of the simplified contact model for rotary leg stick-slip in the regimes of (a)
static friction and (b) dynamic friction
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If the horizontal velocity of the foot is cancelled by this force balance (vX,C = 0) the wheel-
leg terrain contact returns to the stiction regime. In both regimes, the spring force can be
calculated according to the vertical position of the hub and the relative horizontal position
of hub and foot (xH − xC ) by applying Eq. (5.13).
FS = kS
(
lS −
√
z2
S
+ x2
S
)
= kS
(
lS −
√
z2
H
+ (xH − xC )2
)
(5.13)
During simulation, the angular speed of the leg is fixed at ω = 0.63 rad/s, which is the
angular speed used during experimentation to achieve 10 cm/s traversal speed in no-slip
conditions. The horizontal speed of the wheel-leg hub (vX,H ) is calculated as a function of
the given angular speed, the leg angle and the desired simulated slip as described in Sub-
Section 5.1.1. The fact that these linear and angular speeds are kept constant imply that
the external horizontal force and rotating torque applied on the hub constantly compensate
the reaction horizontal force and torque produced by the foot-soil interaction.
The vertical motion of the wheel-leg hub is determined by the balance between the vertical
projection of the spring compression force and the weight applied on the hub. Hence, the
vertical motion of the hub is ruled by Eq. (5.14). The vertical acceleration (aZ,H ) can be
measured by an IMU rigidly attached to the reference frame of the wheel-leg hub.
MH z¨H = MHaZ,H = WH − FS cos θLW (5.14)
Simulations were carried out using the parameters of the wheel-leg used during experimen-
tation for slip levels in the 0-50% range. Soil parameters are varied to analyse the sensitivity
of the model to spring stiffness, static friction angle (φS = arctan (µS )) and dynamic friction
angle (φD = arctan (µD)). Each simulation starts in static regime at midstance (θLW = 0)
and finishes at θLW = pi/nL .
In each simulation step, the spring force is calculated according to Eq. (5.13) and then
used to calculate FE and FN . If currently in the static regime, the external tangential force
on the terrain is compared with the static friction breakaway force to determine whether
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this threshold is overcome. In such case, the simulation switches to the dynamic regime.
Otherwise, the static regime is maintained. Similarly, if the simulation is currently in the
dynamic regime and the horizontal speed of the contact point is zero, the simulation returns
to the static regime.
The tangential reaction force is calculated depending on the regime of the current and
previous simulation steps according to Eq. (5.11). Thereafter, the vertical motion of the
hub and, if in the dynamic regime, the horizontal motion of the contact point are updated.
The simulation flow diagram is shown in Fig. 5.4.
As the tilt of the leg grows, the ratio between the normal and tangential spring forces
on the terrain decreases, entering the dynamic regime. As the foot slips, the spring de-
compresses down to the point where the dynamic friction with the soil returns the leg to
static regime. The process reiterates as the spring regains enough compression, leading to
oscillating vibrations.
Plotting the unbiased vertical acceleration of the wheel-leg hub against the leg angle, as
shown in Fig. 5.5, reveals that the amplitude of said vibrations initially increases and then
gradually decreases at higher leg angles. The maximum amplitude of these vibrations shows
sensitivity both to the level of slip, as seen in Fig. 5.5 (a) and soil parameters of the stick-
Figure 5.4: Flow diagram of the simulation program of the rotating linear spring model with stiction
for wheel-leg stick-slip phenomena.
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slip model, as shown in Fig. 5.5 (b) and (c). Therefore, this magnitude is a potentially
suitable indicator of both slip and physical characteristics of the soil.
The relationship between the wheel-leg maximum vibration amplitude over a leg cycle
(∆a = max
(
aZ,H
)−min (aZ,H)) and slip can be modelled as the linear fit in the left-hand
side of Eq. (5.15), with an average GoF of 0.84 for the simulated parameter ranges.
i(∆a) = aI,V + bI,V ∆a →
 bI,V = aµ + bµ∆φaI,V = cI + cµ∆φ+ cKkS (5.15)
Moreover, the slope (aI,V ) and intercept (bI,V ) parameters of these linear fits can be related
to the soil parameters used in the simulation. The slope shows a highly linear correlation
with the difference between the static and the dynamic friction angles (∆φ = φS − φD).
Regarding the intercept, the planar fit with both the friction angle increment and the
spring stiffness as input variables has a high GoF, as shown in Table 5.2.
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Figure 5.5: Acceleration vs. leg angle for (a) different slip levels, (b) different spring stiffness
constants and (c) static friction angles
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Table 5.2: Parameters and Goodness of Fit for the vibration-slip model based on stick-slip soil
parameters
Model cI cµ [rad
−1] cK [m/kN ] GoF (aI,V ) aµ bµ [(g · rad)−1] GoF (bI,V )
Planar -1.434 0.022 0.789 0.980
6.609 -0.156 0.959
Linear -0.882 0.022 0 0.954
As a result, the equations on the right-hand side of Eq. (5.15) are proposed to determine the
slip-slope and vibration amplitude-intercept coefficients from soil parameters of the stick-
slip model. An additional observation shows that neglecting the influence of spring stiffness
on the planar fit (cK = 0) only produces a small degradation of the GoF. In consequence,
it is also proposed to reduce the model to two single input linear equations dependent only
on the friction angle difference, as in Eq. (5.16). The coefficients and GoF under this
assumption are also reflected in Table 5.2.
i(∆a) = aI,V + bI,V ∆a →
 bI,V = aµ + bµ∆φaI,V = cI + cµ∆φ (5.16)
The proposed rotating linear spring model with static-dynamic contact friction transitions
constitutes an effective tool for analytically parametrizing the wheel-leg slip-vibrations cor-
relation, as exemplified above. However, the model should not be applied or interpreted
beyond that scope, due to the simplifying assumptions made and the lack of a sound the-
oretical link between the chosen interaction parameters, i.e. ∆φ and kS , and the internal
soil characteristics, i.e. normal stiffness and shear strength.
5.2 Experimental Validation of Wheel-Leg Slip Detection
In order to evaluate the performance of the slippage detection methods proposed in Section
5.1 and refine them if necessary, tests were carried out using the SWLTB shown in Fig. 3.6,
simulating different levels of slip in the 0− 50% range. The target slip used to control the
relative speed between the moving carriage and the wheel-leg was varied in five uniform
steps inside this range, i.e. the two extreme values mentioned, 12.5% slip, 25% slip and
37.5% slip. These intervals permit analysing the sensitivity of experimental wheel-leg-soil
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interaction and slip estimation models accuracy to slip within a range of acceptable mobility
efficiency. The slip calculated with the external absolute localisation and wheel-leg odometry
is used as a ground truth measurement so as to obtain the slip estimation errors for the two
proprioceptive methods based on wheel-leg torque and vibrations.
5.2.1 Slip Estimation Based on Wheel-Leg Midstance Torque
The externally sensed slip and DC motor torque at leg midstance estimated by the current
transducer for each slip level tested on the SWLTB are plotted with two standard deviation
error bars in Fig. 5.6 (a). The values simulated using the adapted Terramechanics model
are overlaid in the plot for quantitative comparison.
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Figure 5.6: Midstance torque against external slip data (a) experimentally measured and simulated
and (b) best linear fits for both
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The torque values are in the 0.5 − 2Nm range and the slip-torque trend for each type of
soil are approximately linear, as predicted by the Terramechanics model. However, these
trends show significant deviations from the behaviour predicted by said model, motivating
its empirical refinement.
Empirical model refinement
The best linear fits of the experimental data for each type of soil are plotted as dashed lines
in Fig. 5.6 (b) together with the linear fits of the Terramechanics simulated data. Two
significant immediate observations can be made: the slopes of the empirical fits are much
lower than the modelled ones in general, and the X-axis intercepts are rather similar for the
different types of soil. The only exception to both observations is SSC-3, which stays close
to the Terramechanics simulated slope with a higher intercept than the other soils.
As a result, the slope becomes the main discriminator between different soils, as shown by
the best linear fit parameters summarised in Table 5.3. The same table contains their GoF
and the corresponding linear fits of simulated data with the Terramechanics approach on
the different soil compaction states. There is a substantial GoF loss, especially in the case
of SSC-3 and with the only exception of SSC-1, which has an even higher GoF.
The empirically refined model is shown in Eq. (5.17), and the best fit parameters for
the physical properties of all four soils in the three different compaction preparations are
summarised in Table 5.4. The relationship between the critical angle of internal friction and
Table 5.3: Parameters and Goodness of Fit for linear fits of wheel-leg torque-slip empirical data and
Terramechanics-based simulations
Soils
SWLTB Emp. Sim. Medium Sim. Loose Sim. Dense
aI,T bI,T GoF aI,T bI,T GoF aI,T bI,T GoF aI,T bI,T GoF
SSC-1 -0.34 0.56 0.97 -0.77 0.78 0.96 -0.47 0.83 0.97 -1.06 0.79 0.95
SSC-2 -0.30 0.50 0.83 -0.98 0.92 0.95 -0.58 0.97 1.00 -1.09 0.79 0.86
SSC-3 -0.60 0.87 0.75 -0.79 1.06 0.96 -0.47 1.07 0.98 -1.17 1.23 0.97
ES-3 -0.35 0.60 0.71 -0.93 1.33 0.91 -0.56 1.47 0.99 -1.16 1.25 0.85
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Table 5.4: Parameters and Goodness of Fit for normal and shear strength characteristics regression
using the empirically refined torque-slip model
c
φ
b
φ
GoF(φC ) cα bα aα GoF (αZ )
Loose Preparation 1.011 -0.603 0.895 -1.936 25.296 20.163 0.336
Medium Preparation 1.067 -0.650 0.961 -2.498 30.566 24.584 0.454
Dense Preparation 1.087 -0.670 0.961 -2.286 28.182 22.936 0.573
All Preparations 1.055 -0.641 0.942 -2.240 28.015 22.561 0.402
SSC-2, SSC-3 and ES-3 1.000 -0.580 0.941 -0.700 20.928 15.997 0.892
the slip-slope is quasi-linear, with the influence of the torque-intercept being negligible in
comparison. On the other hand, the normal load stiffness is equally sensitive to both the slip-
slope and torque-intercept, and can be modelled as a planar fit of both parameters.
i(T ) = aI,T + bI,T T →
 αZ = cα + bαbI,T + aαaI,TφC = cφ + bφbI,T (5.17)
The difference in model fitness between the internal friction angle and the normal load
stiffness becomes more evident for the empirically refined version of the model. The GoF
for the former characteristic attains even higher values than for the Terramechanics-based
model. On the other hand, the GoF for the latter characteristic drops drastically compared
to the Terramechanics-based model. This poor fitness derives mostly from the influence of
soil type SSC-1, as the values improve significantly when fitting the model only with the
results of SSC-2, SSC-3 and ES-3 soils. This could be a consequence of the atypically low
normal load stiffness of SSC-1 compared to its shear strength, as seen in Section 3.5.
One final simplification of the model is proposed, based on the observation that the value
of aI,T for the empirical model remains roughly constant, with the exception of SSC-3.
Therefore, this parameter is assumed to be constant, taking the mean value of the fits for
SWLTB experimental results with SSC-1, SSC-2 and ES-3. This simplification reduces the
number of parameters required for slip estimation from two to one, hence eliminating the
need to know or estimate the normal bearing stiffness and making the simplified slip model
dependent only on the angle of internal friction.
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The problem of slip estimation with the proposed linear dependency on the torque, which
acts as the single input assuming known soil characteristics, can be expressed as a function
of the normal load stiffness and internal friction angle using the general matrix form shown
in the left-hand side of Eq. (5.18). The transformation matrix (Φ) relates the soil-torque
parameters with the soil normal stiffness and shear strength characteristics, depending only
on the planar and linear fit parameters (a
φ/α
,b
φ/α
,c
φ/α
), which are known for a given wheel-leg
and foot configuration.
i =
 aI,T
bI,T
T  1
T
 =

1
φC
αZ

T
ΦT
 1
T
→

ΦT =
 cαbφ−bαcφbαaφ 1aφ −bφbαaφ
− cαbα 0
1
bα

ΦE =
 bαcφ−cαbφaαbφ −bαaαbφ 1aα
− cφb
φ
1
b
φ
0

ΦS =
 aI,T 0 0
− cφb
φ
1
b
φ
0
 (fixed aI,T )
(5.18)
The components of this transform matrix vary depending on whether the Terramechanics
(ΦT), empirical (ΦE) or simplified (ΦS) model is considered. The specific matrices for each
model are shown in the right-hand side of Eq. (5.18), demonstrating how the third column
of the transfer matrix in the simplified case is formed only by zeros. This allows removing
αZ from the equation, and reducing the number of required soil parameters to one.
Slip prediction comparison
The proposed slip predictions models are applied individually to each leg stance cycle sample
of the SWLTB experiments, using as inputs the soil normal load stiffness and internal
friction angle for the medium density preparation method and the sensed midstance torque.
To evaluate and compare their performance, the error between the slip predicted by each
model and the ground truth provided by the externally measured slip was calculated.
Figure 5.7 shows the mean errors using the Terramechanics (a), empirical (b) and simplified
(c) models for tests on all types of soil (wide bars in the background) and for each type of
soil at all the levels of slippage tested.
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Figure 5.7: Slip prediction errors for the (a) Terramechanics, (b) empirical and (c) simplified wheel-
leg slip torque model for SWLTB testing on SSC-1, SSC-2, SSC-3 and ES-3 with 0− 50% slip
The mean slip estimation errors using the Terramechanics-based model are below 30% in
absolute value for all tested slip levels and soils, with the exceptions of ES-3 at high slip
and SSC-1 and SSC-2 at low slip. The errors obtained with this model are subject to
significant variability regarding both the amount of slip and the type of soil. The global
average considering all four types of soil goes from high underestimation at low slip to high
overestimation at high slip, following the same specific trends observed for SSC-2 and ES-3.
However, slip is greatly underestimated for SSC-1 at all tested slips. SSC-3 has the lowest
mean errors, staying below 10% regardless of the amount of slip.
The empirical model shows a much better slip estimation accuracy, maintaining the global
mean errors beneath 10% at all levels of slip. Only SSC-3 and ES-3 exceed this threshold
for the highest level of slip tested. Estimates tend to be lower than the ground truth for
SSC-1, while slip is normally overestimated for SSC-2. Nonetheless, the global mean error
indicates a tendency to slightly overestimate wheel-leg slip.
148
5.2. Experimental Validation of Wheel-Leg Slip Detection
This trend of slip overestimation is more acute for the simplified model. As expected, the
mean errors are higher than for the non-simplified empirical model, although they are still
below 10% in most cases. Soil type SSC-1 continues to experience slip underestimation,
while SSC-3 shows positive estimation errors in the 20-30% range.
5.2.2 Slip Estimation Based on Vibrations Amplitude
The vibration amplitude measured by the IMU during the same SWLTB experiments used
in the previous section is plotted against the externally measured slip ratio in Fig. 5.8 (a).
For each type of soil, the relationship between both magnitudes is approximately linear, as
predicted by the stick-slip model presented in Section 5.1.3.
The best linear fits, plotted as dashed lines in the same graph, have distinctive parameters
for each type of soil. The fits for SSC-1 and ES-3 have similar slopes, with SSC-2 having
a slightly higher slope and SSC-3 presenting the steepest vibrations-slip relationship. The
X-axis intercepts, which represent the vibrations amplitude for no-slip conditions, have a
nearly identical value for SSC-1 and SSC-3, with SSC-2 having a higher intercept and ES-3
experiencing the highest vibration amplitude with no slip.
Stick-slip model soil parameters
These differences in the linear fits lead to different stick-slip soil characteristics, derived
using Eq. (5.19) and plotted in Fig. 5.8 (b). The difference between the static and dynamic
friction angles is similar for SSC-1 and ES-3, although the former has a higher spring stiffness
than the latter. The friction angle difference is slightly lower for SSC-2, while its spring
stiffness is between the values for the two previously mentioned soils. Finally, SSC-3 has
both the lowest friction angle difference and the highest spring stiffness.
 ∆φ =
b
I
−aµ
bµ
kS =
a
I,V
−c
I
−cµ∆φ
c
K
(5.19)
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Figure 5.8: Vibration amplitude against slip data from SWLTB experiments and best linear fits (a)
and regressed soil parameters for the stick-slip model (b)
In addition, the variability of these parameters, represented by one standard deviation error
bars in said plot, is significantly higher for SSC-3 than for the other three soils. This is due
to the lower GoF of the linear fit for the experimental vibrations amplitude vs. slip data,
summarised for all types of soil in Table 5.5.
Table 5.5: Parameters and GoF of vibrations-slip linear relationship and stick-slip model soil pa-
rameters
Soils aI,V bI,V [g
−1] GoF kS [kN/m] ∆φ [rad]
SSC-1 -0.03 0.60 0.89 0.68 (±0.05) 0.67 (±0.01)
SSC-2 -0.13 0.82 0.87 0.59 (±0.05) 0.65 (±0.01)
SSC-3 -0.09 1.94 0.74 0.85 (±0.08) 0.52 (±0.04)
ES-3 -0.15 0.62 0.94 0.53 (±0.06) 0.67 (±0.01)
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Slip prediction comparison
When comparing the predicted slip using the proposed stick-slip vibration models with the
externally measured slip on the SWLTB experiments the overall mean errors throughout
the tested slip levels remain below 10%, as shown in Fig. 5.9. For both the (a) planar and
(b) linear models, the performance is significantly better at low slip, remaining below 5%
for slip levels equal or less than 0.25.
The overall mean slip estimation errors are lower using the planar model. However, ne-
glecting the influence of kS only produces a minor degradation in general performance. The
planar model increasingly underestimates the slip on SSC-2, with mean errors of up to 25%
for the highest slip level tested. Errors of similar magnitude but on the overestimation side
are produced by this model on ES-3. Similarly, the model produces slip overestimations on
SSC-1 and SSC-3, although with lower mean values than on ES-3.
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Figure 5.9: Slip prediction errors for the (a) planar and (b) linear wheel-leg slip-vibration models
for SWLTB testing on SSC-1, SSC-2, SSC-3 and ES-3 with 0− 50% slip
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The linear model causes a notable improvement of the slip-prediction accuracy on SSC-2.
Nevertheless, the overestimation of ES-3 is aggravated, even surpassing 30% mean error
for the highest tested slip. Meanwhile, a very similar performance to the planar model is
observed on SSC-1. Soil type SSC-3 shows a slight improvement, tending to underestimate
slip for experiments with low slip levels.
5.2.3 Fusion of Vibration-based and Torque-based Slip Estimates
In an attempt to improve the accuracy and reduce the uncertainty of the previously evalu-
ated individual slip estimation algorithms, the output of the slip models based on vibration
amplitude and midstance torque are combined using a variance-based data fusion approach.
The fused slip estimate is calculated from the weighted average of the individual estimates
of each proprioceptive sensor modality, as shown in Eq. (5.20).
i = iTwS,T + iV wS,V = wS,T
(
aI,T + bI,T T
)
+ wS,V
(
aI,V + bI,V ∆a
)
(5.20)
The weights for the torque-based (wS,T ) and vibration-based (wS,V ) slip estimates are com-
puted according to the relative error variance between both estimates, using the same
principle as the optimal gain used in the update step of a Kalman filter [172] by applying
the formulae on Eq. (5.21). The lower the variance of one of the estimates relative to the
other, the higher its fusion weight becomes. Therefore, the lower the uncertainty of a slip
prediction model, the higher its influence on the fused estimate is.
wS,T =
σ2
S,V
σ2
S,V
+σ2
S,T
wS,V =
σ2
S,T
σ2
S,V
+σ2
S,T
 → i = iT + wS,V (iV − iT ) = iV + wS,T (iT − iV ) (5.21)
The variance of the slip estimation errors observed during the performance analysis based on
the SWLTB experimental data described in the previous sections is computed. Thereafter,
empirical values for the slip estimate fusion weights are derived for each pair combination
of a vibration-based and a torque-based slip prediction model. The variance values and the
corresponding torque-based estimate fusion weights are shown in Table 5.6.
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Table 5.6: Slip estimate error variances for torque and vibration based models and fusion weights
for the torque-based estimate.
Vibration\Torque σ2
S,V
Terramechanics Empirical Simplified
σ2
S,T
- 0.074 0.005 0.018
Planar 0.015 0.172 0.764 0.456
Linear 0.020 0.211 0.807 0.519
The error variance of the Terramechanics torque-slip model is the highest by far, hence
having very low fusion weights of around 20%. On the other extreme, the error variance of
the empirical torque-slip model is significantly lower than the other slip models, leading to
high fusion weights of around 80%. Finally, the variance of the simplified torque-slip model
has a similar value to that of the vibration-based models, leading to approximately uniform
weighting, with fusion weights close to 50%.
The slip was estimated on the experimental results previously employed with the proposed
fusion approach, using all six possible combinations of torque-based and vibration-based
models. The mean errors for each slip level on each soil and the global mean error for all
soil types are plotted in Fig. 5.10. The global mean error is consistently below 10% for all
model pairs and slip levels.
Using the empirical torque-slip model yields the highest accuracy, while using the linear
vibration-slip model gives the lowest performance, as expected from the individual results of
these models. When comparing the mean errors across all tested slip levels for the individual
and fused slip estimates, as reflected in Table 5.7, a general improvement is observed when
using the latter. Global mean errors over all soil types for the fusion approaches remain in
a similarly low value range as the individual approaches, under 5% in all cases except the
two pairs using the simplified torque-based model. Considering each soil type separately,
only the Linear-Terramechanics pair on ES-3 has a mean slip overestimation above 20%,
and the Planar-Simplified pair and Linear-Simplified pair are the only other two models to
see a mean overestimation above 15%, on SSC-3 and ES-3 respectively. Soil SSC-2 is the
only one to yield a significant slip underestimation, when using the Planar-Terramechanics
and Planar-Simplified fusion pairs.
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Figure 5.10: Slip prediction mean errors for the six combination pairs of a torque-based and a
vibration-based slip estimate at the different slip levels tested on each soil type
Finally, in order to quantify the improvement of the fused approach relative to its individ-
ual slip estimates, the average of the error differences between the fused approach and its
corresponding torque-based and vibration-based models is computed. Said difference aver-
ages are plotted in Fig. 5.11 for the error average (top) and the error standard deviation
(bottom).
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Table 5.7: Slip estimate mean errors for torque, vibrations and fused models
Model SSC-1 SSC-2 SSC-3 ES-3 All
Torque Terramechanics −30.1% −4.7% 1.8% 15.0% −4.5%
Torque Empirical −3.1% 3.1% −1.0% 4.1% 0.8%
Torque Simplified −4.6% −1.9% 24.7% 11.9% 7.5%
Vibration Planar 7.9% −12.2% 5.9% 13.3% 3.7%
Vibration Linear 7.4% −1.5% −5.0% 24.9% 6.5%
Planar-Terramechanics 1.4% −10.8% 6.7% 14.3% 2.9%
Planar-Empirical −0.5% −0.3% 2.2% 6.9% 2.1%
Planar-Simplified 2.2% −7.4% 16.0% 13.3% 6.0%
Linear-Terramechanics −0.5% −2.0% −2.1% 23.5% 4.7%
Linear-Empirical −1.0% 2.4% −0.2% 8.8% 2.5%
Linear-Simplified 1.2% −1.5% 11.9% 18.8% 7.6%
Pl.−Terr. Pl.−Emp. Pl.−Simpl. Lin.−Terr. Lin.−Emp. Lin.−Simpl.
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Figure 5.11: Net difference between error means (top) and standard errors (bottom) of the fused
slip estimates compared to the individual torque-based and vibration-based estimates
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The values confirm the general reduction of the mean error, with only the Planar-Terramechanics
slip estimates on SSC-2 and SSC-3 and the Linear-Terramechanics slip estimates on ES-3
showing a significant increase in this metric. The biggest improvement is seen in slip esti-
mates on SSC-1 when using the Terramechanics torque-slip model. These are actually the
only two cases were an increase of the error standard deviation is experienced when using
the fused estimates.
Aside from this, the variances of slip estimate errors are reduced for all soil types and
slip-models, by as much as 7− 8% when using the Terramechanics torque-slip model. This
demonstrates the significant decrease in slip estimate uncertainty when combining a torque-
based and a vibration-based model, which is the main benefit of undertaking such an ap-
proach.
5.3 Wheel-Leg Sinkage Detection Approaches
The level of sinkage of the wheel-leg is inferred from exterioceptive sensor data regarding the
location of the terrain relative to the SR body frame. Two complementary approaches for
sinkage estimation are explored and compared: measurement of ground clearance using the
IR mounted on the underside of the SR chassis and visual leg occlusion detection using the
BC focusing on the wheel-leg. Combining this data with the sensed position and attitude of
the wheel-leg and the fact that the reference frames of the IR and the BC are rigidly attached
to the robot’s body reference frame permits the estimation of wheel-leg sinkage.
5.3.1 Ranging-based Ground Clearance Estimation
Infra-red Range finders are extensively used in diverse mobile robotic applications. Most of
them involve obstacle avoidance [173] and target tracking [174]. The applications to terrain
characterisation [175] are rarer, and are mostly limited to conventional wheeled mobile
robots focusing on indirect terrain classification rather than on explicit sinkage detection.
Infra-red range finders are selected over ultrasonic range finders due to the poor performance
of the latter on porous materials, e.g. granular soils.
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One of the main downsides of infra-red rangers is their sensitivity to changes in environmen-
tal lighting and to reflectance properties of the sensed media. However, the IR is mounted
on the underside of the rover chassis, thus being protected by its shade from most varia-
tions in ambient lighting and direct exposition to the sun. Any outstanding, low frequency
light disturbances can be filtered further by using high-frequency modulated infra-red sig-
nals. Moreover, the IR sensors used show negligible sensitivity to variations in material
reflectance in the 18− 100% range for 0.8− 1.0 µm wavelength radiation, which covers the
vast majority of naturally occurring terrestrial and planetary terrains [176, 177].
Assuming that the terrain is flat (φT = ψT = 0) and the IR is placed directly below the
rotational symmetry axis of the wheel-leg (xW = 0), the sinkage estimate (ζZ,IR) can be
expressed as a function of the length of a leg, the roll and pitch angles of the robot relative
to the world reference frame, the absolute angular position of the wheel-leg, the position
of the IR relative to the rotation centre of the wheel-leg ([xW , yW , zW ]) and the clearance
measured by the IR (zIR) as shown in Eq. (5.22) and illustrated in Fig. 5.12 (top). It is
worth considering that, if the assumption of flat terrain is violated, the formula presented
will be subject to errors. The magnitude of these errors will depend on the transversal
(φT ) and longitudinal (ψT ) inclination angles of the terrain, as expressed in Eq. (5.23) and
depicted in Fig. 5.12 (bottom).
ζZ,IR = (lL cos (θLW − ψR) + yW tanφR − (zIR + zW ) cosψR) cosφR (5.22)
 eφ =
(
(zIR + zW ) sinφR + yW cosφR −
(
lL − ζZcosψ
R
cosφ
R
)
sinφR
)
tanφT
e
ψ
=
(
(zIR + zW ) sinψR −
(
lL − ζZcosφ
R
cosθ
LW
)
sin θLW
)
tanψT
(5.23)
As stated previously, these errors will be negligible for low terrain inclinations and, according
to their formulas, they are minimised when the IR is placed as close as possible to the wheel-
leg (yW → 0) and when the leg is aligned with the IR beam (θLW → 0). For the experimental
set-up used in this research (zW = 60 mm, yW = 100 mm, lL = 180 mm and ζZ ∈ [0,75]
mm), the maximum relative estimation errors at ±5 degrees transversal and longitudinal
slopes are ∼ 3% and ∼ 5% respectively.
157
5.3. Wheel-Leg Sinkage Detection Approaches
Whether these errors produce an underestimation or overestimation of the sinkage level
depends on the orientation of the incline, the attitude of the rover’s reference frame and,
in the case of e
ψ
, on the angular position of the wheel-leg. Significant errors due to uneven
terrain can be potentially alleviated if a sufficiently accurate elevation map of the terrain is
available, by using terrain inclinations as an input to the estimation algorithm. Excessively
rough surfaces, e.g. boulder fields or high-frequency acute dunes, might render this method
overly inaccurate. However, such circumstances fall into the category of geometric haz-
ards, and can be detected in advance through remote sensing [128, 178] in order to ignore
potentially spurious in-situ sinkage estimates or directly avoid traversing them.
5.3.2 Vision-based Leg Occlusion Estimation
The approach used for vision-based sinkage detection aims at segmenting the irregular,
rotating legs of the wheel-leg from the image background, similarly to the method presented
in [15]. Nevertheless, rather than using a colour-based algorithm, that can be extremely
(a) (b)
Figure 5.12: Dimensions and variables involved in sinkage estimation based on ground clearance
(top) and errors induced by terrain inclination (bottom) in the (a) transversal and (b) longitudinal
directions
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sensitive to lighting and background conditions, an edge detection algorithm is applied.
Inspiration is taken from the method published in [69] for conventional wheels, adapting it
to wheel-legs by substituting the radial black and white pattern with 1-mm thick black and
white stripes attached to both edges of each leg, perpendicular to the radial centreline of
the corresponding leg as shown in Fig. 5.13 (d).
The edge detection algorithm proposed by Canny [179] is used to detect the pattern attached
to the leg. Firstly, a Gaussian filter is applied to smooth the image and reduce the noise.
Choosing a small size of the Gaussian kernel favours the detection of fine features, like
the black and white pattern. Next, the Sobel operators in the X and Y directions are
applied to obtain the intensity gradient’s magnitude and quantised direction, which enables
a process of non-maxima suppression that yields a single pixel line along detected edges.
Two hysteresis thresholds are applied, rejecting any edges with a gradient value below the
lower threshold and accepting all edges with a gradient value above the higher threshold.
Edges in-between both thresholds are only accepted when they neighbour a valid edge. The
typically recommended ratio between both thresholds is in the 2-3 range. However, slightly
increasing the lower threshold aids in filtering background edges that do not belong to the
leg pattern as exemplified in Fig. 5.13 (a).
The next step is to smooth down the edges through successive morphological operations on
the processed image, so as to merge contiguous edges leading to the formation of a single
contour of the leg’s black and white pattern as depicted in Fig. 5.13 (b). The choice of kernel
size and number of iterations of these morphological operations is critical to successfully
filter unrelated edges detected in the previous step and merging only the edges of interest.
(a) (b) (c) (d)
Figure 5.13: Steps of vision-based leg occlusion detection: (a) edge detection, (b) edge merging, (c)
interface detection and (d) sinkage calculation
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However, once the appropriate parameters have been selected for the given configuration
the algorithm is robust to changes in background and lighting condition.
Another crucial improvement relative to the approach presented in [15] is that each side of
the leg is considered separately and no masking is applied on the image. Any remaining
background noise after the edge merging phase is filtered out by detecting the closed contours
in the image and selecting only those two with largest area, corresponding to both sides of
the leg, as marked in blue and red in Fig. 5.13 (c).
Finally, the lower pixels of the selected contours’ boundary are considered as the leg-soil
interfaces. Their average Y-coordinates in the image frame are calculated (yPX,L and yPX,R
for left and right sides of the leg respectively), shown by horizontal red and blue lines
in Fig. 5.13 (d). The previously calibrated Y-coordinate values of zero occlusion for the
corresponding wheel-leg angular position (yPX,0(θLW )), marked with a magenta line in the
same image, are used to estimate the sinkage (ζZ,V BS ) in combination with the known pixel-
to-mm ratio of the wheel-leg plane in the image frame (rPX2MM ) and the pitch angle of the
robot reference frame, as in Eq. (5.24).
ζZ,V BS =
yPX,0(θLW )− (yPX,L + yPX,R)/2
cosψR
rPX2MM (5.24)
Faulty leg detection cases, e.g. due to a single contour detected for a leg with low sinkage
levels or due to background contours bigger than the leg sides for high sinkage levels, are
corrected during the contour selection stage by selecting only one contour when a minimum
area requirement is not fulfilled by the second largest contour.
Both the Vision-Based Single-Sided (VBSS), using only the biggest closed contour, and
the Double-Sided (VBDS) leg sinkage detection approaches are implemented with the edge
detection and merging method to compare their computational performance and accuracy.
The algorithm flow for both cases is represented in Fig. 5.14, with differences only in the
Largest Contour(s) Selection stage, where the number of contours selected and used in
subsequent processes is changed between 1 (VBSS) and 2 (VBDS).
While the robustness of the algorithm might be enough by itself in normal lighting condi-
tions, it can still fail when approaching the exposure limits of the camera sensor, i.e. very
high or very low luminosity. An example of such a failure can be seen in Fig. 5.15 (a),
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Figure 5.14: Flow of sinkage estimation algorithm based on edge detection and merging
where the colour-based algorithm from [15] fails to detect the blue colour of the leg due to
the strong background light source. Such flaws could be avoided using camera sensors with
High-Dynamic-Range imaging capabilities, but this is not the case of the chosen camera for
this implementation. Instead, a workaround was used where ad-hoc high-intensity white
LEDs were installed focusing on the leg to create a dominant source of lighting on the object
of interest. This addition not only corrects the problems with high background luminosity
as shown in Fig. 5.15 (b) but also allows vision-based algorithms to operate in completely
dark environments as in Fig. 5.15 (c). The set-up was also tested in a variety of indoor
and outdoor environments, e.g. as shown in Fig. 5.15 (d) and Fig. 5.15 (e), proving correct
operation in the vast majority of cases, even with intense sun back-light.
(a) (b) (c) (d) (e)
Figure 5.15: Raw image (top) and binary segmented image using the colour-based sinkage detection
algorithm [15] (bottom) with (a) intense background glare and no LEDs, (b) intense background
glare and LEDs, (c) darkness and LEDs, (d) indoor lighting and (e) outdoors with sun back-light
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5.4 Experimental Validation of Sinkage Detection
The performance of the two sinkage estimation methods was evaluated looking at differ-
ent aspects: robustness of vision-based detection to environmental factors, precision of
vision-based detection against manual image assessment, consistency of vision-based and
clearance-based detection, sensitivity to foot and soil type and computational efficiency of
the algorithm. All results presented in this section correspond to tests carried out with the
SWLTB in the laboratory and in the field.
5.4.1 Robustness of Vision-based Algorithm
The robustness of the proposed vision algorithm to changing environments was tested,
simulating in the laboratory even more challenging conditions than those found in the field.
Rocks of various sizes and colours were placed in the background while running tests. Most
of them were successfully filtered already in the edge detection step. Even granular gravel
of similar contrast and size as the pattern on the wheel-leg, which produced significant
background noise after the edge detection step, was greatly reduced during the edge merging
phase and led to correct detection of both sides of the leg as seen in Fig. 5.16 (a).
Moreover, experiments were carried out both in complete darkness and with a single direc-
tional source of skewed incandescent back-light. In both cases the algorithm managed to
correctly detect the leg. The images in Fig. 5.16 (b) correspond to a particularly challeng-
ing BC frame with gravel in the background, very bright sand lit by the LEDs due to the
(a) (b)
Figure 5.16: Details of raw, pre-processed and processed images using the edge based sinkage de-
tection algorithm (a) on gravel and (b) with poor lighting
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poor environmental lighting and the highly contrasting shadow projection of the leg. Even
in these adverse conditions the algorithm manages to filter all the noise and detect both
sides of the leg. There is certain performance degradation, as the lower central section of
the pattern is incorrectly filtered out with the noise. Nevertheless, errors due to such faults
are normally limited to a few millimetres as in this example.
One of the main lessons learned during the field trials described in Sub-section 3.3.2 is the
significant effect of irregular terrain profiles over the sinkage estimated through computer
vision methods. This arises from the fact that, when significant sinkage occurs, the leading
and trailing sides of the leg are separated in the image.
Using the approach proposed in [15] only the largest contour is chosen (VBSS), therefore
neglecting one of the sides of the leg. This is not problematic as long as the terrain remains
parallel to the horizontal direction of the BC image frame, but it produces inaccuracies when
the image frame tilts and/or the terrain is sloped, as illustrated in Fig. 5.17 (a). In such
circumstances, considering only the front or rear side of the leg results in a significant error
as compared to the level of occlusion of the leg’s centreline. However, this is tackled in the
new VBDS approach by detecting both sides and averaging their sinkage estimates.
(a) (b)
Figure 5.17: Examples of (a) error induced by terrain slope on the detected sinkage for each of the
sides of the leg on soft terrain and (b) difference between the sinkage of both leg sides for uphill
(top), flat (middle) and downhill (bottom) terrain
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To evaluate the performance of this functionality improvement with the edge-based algo-
rithm, experiments were carried out using the SWLTB with artificial SSC-3 slopes of ±7
degrees, each of them extending over three intervals: uphill, flat and downhill.
Sample raw and processed images are displayed in Fig. 5.17 (b) for each of these intervals.
The detected sinkage difference between both leg sides is highlighted in light green. The
difference between both sides qualitatively demonstrates the ability of the new approach to
account for the trailing and leading slope errors observed. The quantitative improvement
in performance will be assessed below in the analysis of sinkage detection accuracy.
5.4.2 Precision Against Manually Assessed Images
The precision of the sinkage estimates obtained by the vision-based algorithm can be eval-
uated by manually assessing the level of occlusion of the leg in each image captured by the
BC. In order to take into account the slope effects mentioned above when setting the man-
ual ground truth, the lowest un-occluded pixels of both edges of a leg were selected. The
ground truth was obtained by inputting said values as yPX,L and yPX,R in Eq. (5.24).
Table 5.8 summarises the precision errors computed for the different conditions tested on
SSC-3 using the SWLTB in the laboratory. Tests on both medium and dense SSC-3 have
average errors below a third of a millimetre and relative errors below 2%. The average
error is slightly higher on medium density soil due to the bigger soil depression around the
legs, but the relative error is lower than for dense preparations because of the higher total
sinkage.
Table 5.8: Precision errors of the edge-based sinkage detection algorithm against manual image
ground-truth on SSC-3
Test Conditions Dense SSC-3 Med. SSC-3 Dense & Rocks Med. & Dark
Sinkage Avg. [mm] 30.5 46.6 33.2 52.0
Error Avg. [mm] 0.2619 0.3295 0.2773 0.5972
Error Std. Dev. [mm] 1.4402 1.7187 1.6863 1.5759
Relative Error Avg. [%] 1.60 1.06 1.14 2.56
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Tests carried out with rocks and gravel do not show a noticeable overall decrease in precision,
with intermediate absolute and relative errors to those obtained on medium and dense SSC-
3, quantitatively confirming the robustness of the algorithm. A significantly higher average
for absolute and relative errors is experienced during tests in dark conditions, rising to
nearly 0.6 mm and 2.6%, due to detection faults such as the one presented above in Fig.
5.15 (right). While these deviations can be mitigated using lower intensity LEDs or with a
finer tuning of the edge detection and merging parameters, the average error is still fairly
low, in the same order of magnitude as the pixel-to-mm ratio. The standard deviations
on all testing conditions, including poor lighting, remain around 1.5 mm, showing the high
precision of the algorithm.
These low error average values and variabilities are not necessarily indicative of the accuracy
of the algorithm. Both the algorithm output and manual ground truth originate from the
same input: the BC images. In consequence, the precision error does not account for poten-
tial systematic errors such as sinkage overestimation due to obstacles blocking the FoV of
the BC or sinkage underestimation due to soil depression around the leg. However, since the
laboratory soil preparations in the lab are flat and without FoV occluding obstacles, these
error values can be taken as good accuracy indicators in smooth terrain conditions.
5.4.3 Consistency of Vision-based and Clearance-based Approaches
The clearance-based sinkage estimation using the IR was originally added to the sensor
system to correct the potential systematic errors of vision-based sinkage detection mentioned
above. Therefore, it can provide a good ground truth to evaluate the accuracy of the vision-
based algorithm and quantify the improvement of the VBDS approach over the original
VBSS approach. Given the different frequency of the clearance and vision-based methods
(50 Hz and 5 Hz respectively) all clearance-based estimates between consecutive vision-based
estimates were averaged and used to calculate the error between both outputs.
The chart in Fig. 5.18 (a) shows the best Gaussian distribution fits of the obtained errors
for the tests carried out with the SWLTB in the laboratory on SSC-3 in three different
preparations: flat medium, flat dense and sloped. In all three cases the maximum probability
of the error distribution using VBDS, represented by continuous lines, is higher than those
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using VBSS, marked with dashed lines, meaning that the results become more consistent.
This consistency is significantly higher in the tests performed on dense SSC-3 than in those
performed on medium SSC-3, probably due to a combined effect of the lower preparation
homogeneity and the higher sinkages experienced in medium SSC-3.
The difference between VBDS and VBSS is much smaller for the sloped SSC-3 tests. Nev-
ertheless, looking separately at the data corresponding to uphill and downhill sections, as
shown in Fig. 5.18 (b), reveals not only a similarly significant improvement in error con-
sistency when using VBDS, but also an even bigger reduction of the error bias. In spite
of this improvement, the average error for both downhill and uphill tests is in the order of
several millimetres, negative for the former and positive for the latter.
However, these errors can be mostly accounted for with the slope error modelled in Eq.
(5.23). The average values for uphill and downhill slope errors calculated using the VBDS
detected sinkage, the IMU estimated attitude and the manually measured terrain slope, are
marked by the vertical dotted lines in Fig. 5.18 (right) and lie within a millimetre of the
uphill and downhill error distribution mean values.
(a) (b)
Figure 5.18: Fitted Gaussian distributions of the error between clearance-based and vision-based
sinkage estimates using VBSS and VBDS with (a) dense, medium and sloped SSC-3, and (b) uphill
and downhill SSC-3
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(a) (b)
Figure 5.19: Summary of averages (a) and standard deviations (b) of the error between sinkage
detected by the IR and vision algorithm in experiments with medium SSC-3, dense SSC-3 and
sloped SSC-3
The plot in Fig. 5.19 captures the improvement of using VBDS (light columns in the fore-
ground) over VBSS (dark columns in the background) in the decrements of both the average
(a) and standard deviation (b) of the errors against clearance-based sinkage estimation for
all test conditions.
5.4.4 Influence of Foot and Soil Types During Field Testing
Experiments performed during the field trials were not only useful for the qualitative ob-
servations previously discussed, e.g. slope-induced errors or robustness to environmental
lighting. In addition, the differences between estimated sinkage in rough, unprepared, nat-
ural terrain and flat, prepared, laboratory samples can be quantitatively analysed.
In Fig. 5.20 (a) the average midstance sinkage detected with one standard deviation error
bars for laboratory SSC-3 tests and the three types of field terrain are compared. The
intermediate and soft terrain of Paths #2 and #3 are expected to have similar sinkage
values as dense and medium SSC-3, since this type of soil was directly sourced from the
field testing site. However, mean sinkage values in the field are significantly higher than
SWLTB values. This could be partially attributed to the lower compaction of sand when
naturally deposited by aeolian processes rather than raked.
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(a) (b)
Figure 5.20: Average midstance sinkage detected (a) for the LTF on different types of soil with one
standard deviation error bars and (b) along the three paths tested on the field for the different type
of feet configurations
On the other hand, the notably wider variability of field results than laboratory results
indicated that the higher average values might be also due to larger soil compaction het-
erogeneity and/or sinkage overestimation.
Even though the latter case would imply faulty trafficability assessments due to FoV oc-
clusion by the frequent dunes, these are in the order of ±1 and are conservative from a
mobility safety standpoint. Meanwhile, the former case would result from correctly de-
tected softer terrain, and is favoured by the fact that a similar variability is also observed
in the low-sinkage firm ground of Path #1.
Finally, the effect of mixed feet configurations on sensed sinkage is plotted in Fig. 5.20 (b).
As expected, the FRF and CIF experience significantly lower sinkage due to their lower and
better distributed contact pressure, especially in the case of the CIF.
However, an important observation arises from the fact that LTF sinkage when the previous
leg had an FRF is significantly higher than when the previous leg had a CIF. This indicates
that, should a mixed foot configuration be used, the sinkage of the previous foot should be
taken into account when assessing trafficability based on wheel-leg sinkage.
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5.4.5 Vision-based Detection Computational Efficiency
The computational performance of the vision-based sinkage detection approaches using
colour and edge segmentation was measured and compared. The algorithms were ran on a
laptop, with a 2.8 GHz quad-core processor and 6 GB of RAM, and the SBC used for the
embedded implementation of the WLSIO sensor system, with a 700 MHz processor and 512
MB of RAM.
The processing times of the different stages of the algorithm were recorded on both plat-
forms to compute the average frame processing rate achievable. With the higher processing
resources of the laptop, frame rates are over 100 fps and up to 180 fps, thus the speed of
the algorithm in real-time is only limited by the capture frame rate of the BC. With the
lower and more realistic computational resources of the embedded single-board computer
processing frame rates drop drastically to barely 1.5-2 fps, as seen in Fig. 5.21.
The VBDS approach involves a higher processing overhead than the VBSS approach. How-
ever, given that the image capture and most of the image pre-processing remains the same,
the decrease in processing frame rate is marginal, with values only 5%-10% lower than
those achieved with VBSS. When comparing the colour-based and edge-based algorithms,
the edge-based approach proves to be significantly more efficient when using the laptop,
Figure 5.21: Computational performance comparison of the colour-based and edge-based sinkage
detection algorithms: frame rate using different processors
169
5.5. Chapter Summary
leading to a 25%-35% faster computational performance. This trend is unexpectedly in-
verted when using the SBC, where the colour-based approach achieves frame rates 10%
higher on average than the edge-based approach.
The key factor influencing these observations is the processing time used for image pre-
processing, i.e. colour-segmentation and edge detection and merging. When using the
laptop, the pre-processing time for the colour-based approach is almost 7 ms on average,
nearly twice as much than that of the edge-based approach.
On the other hand, with the SBC the pre-processing times are slightly lower for the colour-
based approach. This difference in performance depending on the HW could be partly
explained by the different computer architecture and level of optimisation of the image
processing libraries used for the implementation of the algorithms. As expected, pre-
processing computational times are nearly identical for the VBDS and VBSS approaches,
since the additional processing takes place only in the contour selection and sinkage esti-
mation stages.
Although the SBC used has the same amount of RAM as Curiosity’s computer system,
the CPU clock speed is significantly higher (700 MHz vs. 132 MHz). Taking into account
the differences in their architecture (800 MIPS vs. 266-500 MIPS) and the level of code
optimisation the gap becomes more narrow. Nevertheless, this processing power difference
highlights the tightness of the computational requirements of the vision-based approach
with the resources of current planetary rovers. The clearance-based method, which has
been proved to yield low errors relative to the vision-based approach, does not present such
a limitation, and would provide a simpler and more efficient solution to the problem.
5.5 Chapter Summary
Three different slip estimation approaches were explored. The exterioceptive localisation
approach uses the traditional slip definition, based on the comparison of linear and angular
speeds, considering the effect of irregular wheel-leg rolling. It is used as a ground truth to
evaluate and refine the two proprioceptive methods.
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For the torque-based approach, the Terramechanics simulation presented in Section 4.1 is
adapted to the limited foot arc of a wheel-leg. Based on this modified model, a linearised
equation relating midstance torque to slip is developed. Experimental SWLTB data shows
similar magnitude ranges and linear trends, but the regressed linear parameters are sig-
nificantly different to those predicted by the Terramechanics-based model, arguably due to
inaccuracies in the approximation or the stress distributions used. This motivates an empir-
ical refinement of the linear parameters and a further simplification by assuming a constant
intercept, both of which achieve a significant improvement in slip prediction accuracy.
Stick-slip phenomena are modelled using a rotating linear spring with stiction. The transi-
tions between static and dynamic friction regimes cause vibrations, whose maximum ampli-
tude shows an approximately linear correlation with slip. Experimental data confirms this
linear trend, and the regressed stiffness-friction parameters have relatively similar values
for all soil types except SSC-3. Slip can be predicted with this indicator with comparable
performance to the torque-based empirical models, although the accuracy is slightly lower.
Fusing both estimates with uncertainty-based weighting demonstrates an improvement in
the mean and, more noticeably, in the variance of the slip estimation errors.
Two alternatives for wheel-leg sinkage estimation are proposed. One uses computer vision
to segment the legs in the FoV of the BC and detect the leg-soil interface to calculate the
level of leg occlusion by the soil. The use of edge-based segmentation and two-sided interface
detection demonstrates robustness to potential errors induced by lightning and slopes. The
computational efficiency of the algorithm is similar to other vision-based methods from the
literature, but is rather tight for the lower speed processors used in planetary rovers.
Nevertheless, the complementary solution for sinkage estimation using ground clearance
measurements is shown to perform with millimetric consistency as compared to the vision-
based approach. Its higher propensity to slope-induced errors can be greatly compensated
using a local slope estimate if available. Therefore, it provides a suitable alternative that is
not only immune to wheel-leg dustiness and FoV-occluding obstacles, but also much more
computationally efficient. For this reason, the results presented in the remainder of the
document correspond solely to sinkage estimates based on ground clearance, not making
use of the vision-based approach.
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Chapter 6
Experimental Validation of Terrain
Assessment Methods
The ultimate purpose of this research is to produce an automated, on-line assessment of
non-geometric physical properties of the terrain being traversed. This can involve:
• Estimating the value of characteristics defining the behaviour of the soil, e.g. the
normal load stiffness and shear strength
• Quantifying the trafficability of the terrain, e.g. predicting the tractive efficiency of a
given vehicle of interest
• Discriminating between different types of terrain, e.g. applying machine learning
classification techniques
This Chapter addresses these three problems, combining the Terramechanics and Terrady-
namics analytical models developed and validated in Chapter 4 with the methods for slip
and sinkage estimation presented in Chapter 5. The methods proposed for soil characteri-
sation, trafficability assessment and terrain classification are compared and validated using
experimental data obtained with the WLSIO sensor system described in Chapter 3.
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6.1 Soil Characterisation
The objective of soil characterisation is to quantify some of the physical characteristics of
the soil. The linear pressure-sinkage modulus and the internal friction angle are selected as
the main indicators for normal stiffness and shear strength respectively. The slip estimation
algorithms developed in Chapter 5 and the Terradynamics and hybrid wheel-leg-soil inter-
action models proposed in Chapter 4 are used to establish regression formulas to estimate
these soil parameters based on wheel-leg slip and sinkage. These relations are then validated
using experimentally measured wheel-leg slip and sinkage using the sensor system presented
in Section 3.2 and the full SR set-up described in Section 3.4.
6.1.1 Soil Characterisation Based on Wheel-Leg Torque-Slip
The Terramechanics-based slip-torque model proposed in Section 5.1.2 and its empirical
refinement and simplification done in Section 5.2.1 can be applied to the soil characterisation
problem. Assuming that the externally measured slip is available on-line, this value can be
combined with the sensed midstance torque to estimate the internal friction angle (φC ) and
normal load stiffness (αZ ) by directly using the formulas in Eq. (5.9) and Eq. (5.17).
As an intermediate step, the slip and torque measurements need to be used to estimate the
wheel-leg torque-slip linear relationship parameters. In the cases of both the Terramechanics
and the empirical models a minimum of two leg stance cycles are required to apply linear
regression and simultaneously estimate both parameters. These leg stance cycles need to
have spread enough levels of slip for a significant linear regression, which can be achieved
through relative velocity control between the rear and front wheels of the SR. For this
purpose, the target speed of the front wheel-legs is maintained at the desired traversal
speed, i.e. 10 cm/s, while the target speed of the rear wheels is varied between 100%, 75%
and 50% of that value. This produces slips in the 0−50% range, with slightly higher values
than the relative rear-front speed ratios, due to the inherent slip of the rear wheels.
Using a higher number of leg stance cycles and applying least squares regression is likely to
provide a more robust estimation, but implies a higher traversed distance between consec-
utive soil characterisation estimates. As a trade-off between both factors, three consecutive
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leg stance cycles with the three different rear wheel speeds are used for each soil charac-
terisation. This implies that a single soil characterisation requires traversing 45− 55 cm of
terrain for the specific wheel-leg used in experimentation.
The main advantage of the simplified slip-torque model is that, having fixed the value of
aI,T for a given wheel-leg, only the value of bI,T needs to be estimated. Therefore, just one
leg stance cycle suffices to apply Eq. (6.1), limiting the required traversal distance to ∼ 22
cm or less and potentially reducing soil characterisation errors induced by the multi-cycle
linear regression process used for the other two slip-torque models.
bI =
i− aI,T
T
(6.1)
As shown in Fig. 6.1 (a), the Terramechanics-based model significantly underestimates the
internal friction angle, with an overall mean relative error above 40% and nearly reaching
50% in the case of SSC-1. The Empirical model significantly improves these results with an
overall average of around 10% overestimation, especially for soil types SSC-1 and SSC-2,
which yield mean errors below 5% in absolute value. Meanwhile, the estimate errors for
SSC-3 and ES-3 remain slightly over 25%.
Finally, as hypothesised earlier, the simplified model further improves the estimation of the
soil friction characteristic, bringing the overall mean error down below 1%. The individual
mean errors of all SSC-1, SSC-2 and ES-3 are beneath 5% in absolute value. Even SSC-3,
with a significantly higher mean error at 20%, experiences a significant improvement.
While the proposed models seem adequate for the estimation of the soil’s shear strength,
especially when using the simplified model, their performance when estimating the normal
load stiffness is notably worse, as shown in Fig. 6.1 (b). The mean estimation errors for
all types of soils using the Terramechanics-based model amply exceed 50%, with the overall
mean actually being above 100% underestimation.
Soil SSC-3 sees a similarly poor performance when applying the empirical and simplified
models. The other three types of soil do experience a substantial improvement with the
latter models, as their mean errors stay beneath 30%. Remarkably, SSC-2 has a mean
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Figure 6.1: Mean estimation errors for (a) internal friction angle and (b) normal load stiffness soil
characteristics using wheel-leg torque-slip models
underestimation error below 5% with the empirical model, as is the global overestimation
mean error. The global estimation accuracy is slightly worse for the simplified model, with
∼ 10% underestimation error, although both SSC-2 and ES-3 have lower mean errors.
In spite of the acceptable results marginally observed for some of the soil types in the esti-
mation of αZ , the general high variability and estimation errors unequivocally conclude that
the slip-torque models studied are not suitable for soil normal load stiffness characterisation.
On the other hand, the proposed methods yield useful results when it comes to estimating
φC , especially in the case of the simplified empirical model. This proves the applicability of
torque-slip sensing for soil shear strength characterisation.
6.1.2 Soil Characterisation Based on Wheel-Leg Vibration-Slip
When applying the stick-slip model proposed in Section 5.1 to soil characterisation, the
first step is to evaluate the ability of the system to estimate the parameters of the stick-
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slip model themselves. For the planar vibration-slip model, it is necessary to gather a
minimum of two independent leg samples with sufficiently different levels of slip and perform
a linear regression to obtain the vibration amplitude-slip slope and intercept parameters.
Thereafter, the friction angle difference can be calculated from the slope parameter and the
spring stiffness can be obtained from the intercept parameter using Eq. (5.19).
On the other hand, the linear vibration-slip model eliminates the spring stiffness from the
equation (cK = 0), which allows directly estimating the friction angle difference from the
slip and vibration amplitude of just one leg stance cycle, as per Eq. (6.2). Although in
principle it is not necessary, the spring stiffness can be also estimated for this model, by
using the linear model’s ∆φ and aI,V estimates as inputs to the kS formula of the planar
model, as shown in Eq. (6.3).
∆φ =
i− cI − aµ∆a
cµ + bµ∆a
(6.2)
kS =
aI,V − cI − cµ∆φ
cK
(6.3)
The individual mean estimation errors for each type of soil and the global mean of all soils
for the two stick-slip model parameters are plotted in Fig. 6.2 using both approaches. The
friction angle difference is accurately estimated by both models, with mean errors below
5% for all soils. The only exception is SSC-3, which yields an average overestimation close
to 10% when using the linear model. The global mean error is actually lower for the linear
model, but at the cost of a higher variability than for the planar model.
Regarding the spring stiffness, the estimation accuracy is significantly lower, with a con-
sistent overestimation of around 10% on all soil types when using the planar model. The
linear model sees an improvement in the mean estimate errors for SSC-1 and the global
of all soils, although the other three soil types experience higher errors of around 20% for
SSC-2 and SSC-3 and up to 30% for ES-3.
When exploring the correlation between the stick-slip soil parameters and the shear and
normal load bearing properties of the soil, it is observed that the internal friction angle and
normal load stiffness is dependent on both ∆φ and kS .
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Figure 6.2: Mean estimation errors for (a) friction angle difference and (b) spring stiffness soil
characteristics of the wheel-leg stick-slip model
Planar fits with high GoF can be performed for both soil characteristics using the SWLTB
experimental data, as summarised in Table 6.1. These empirical relations can be then used
to characterise the soil by using the formulae in Eq. (6.4).
 φC = pI + pKkS + pφ∆φαZ = tI + tKkS + tφ∆φ (6.4)
Table 6.1: Parameters and Goodness of Fit for relationships between stick-slip model parameters
and soil normal stiffness and shear strength characteristics
Preparation pI pK pφ GoF (φC ) tI tK tφ GoF (αZ )
Loose -1.06 0.63 0.04 0.95 11.87 -7.18 -0.18 0.99
Medium -0.76 0.35 0.03 0.96 13.45 -8.05 -0.20 0.99
Dense -1.05 0.47 0.04 0.98 13.65 -7.79 -0.21 0.99
All -0.95 0.48 0.04 0.93 12.99 -7.67 -0.19 0.97
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The mean estimation errors for the soil’s internal friction and the normal stiffness using the
full SR estimates of stick-slip parameters are plotted in Fig. 6.3 (a) and (b) respectively.
The internal friction angle estimates are acceptable, with global mean errors below 10%
using both the linear and planar models.
Soils SSC-3 and ES-3 show the lowest accuracy, experimenting estimation errors of up to
20% with the planar model. On the other hand, the linear model improves the estimation
accuracy on SSC-3, but shows a higher variability in the errors.
As for the normal load stiffness, the estimation accuracy is poor, similarly to the results
obtained with the torque-slip models. The mean errors are higher in this case, remaining
above 20% in most cases, but the uncertainty of the results is lower than for the torque-slip
models. Nevertheless, the vibration-slip models cannot be considered as a reliable method
for soil normal load stiffness characterisation.
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Figure 6.3: Mean estimation errors with one standard deviation error bars for (a) internal friction
angle and (b) normal load stiffness soil characteristics using wheel-leg vibration-slip models
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6.1.3 Soil Characterisation Based on Wheel-Leg Sinkage
The simulated midstance sinkage using the Terradynamics and Hybrid wheel-leg-soil inter-
action models, developed and validated in Sections 4.3 and 4.4, is also postulated for normal
load stiffness and shear strength soil characterisation.
A clear inversely proportional relation between the normal soil stress at 1 cm sinkage (σZ,1)
is observed for all simulated models, soils and densities, as shown in Fig. 6.4 (top). The
only significant exceptions to this trend are the simulations for high density SSC-2 using the
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Figure 6.4: Relationship and fits between simulation-based midstance sinkage and load bearing
stiffness (top) and internal friction angle (bottom)
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Terradynamics and stress Superposition approaches. Other than these data points, good
fits are found for the relation shown in Eq. (6.5), which reflects how the sinkage tends to
zero for very stiff soils and towards infinity as the stiffness moves closer to zero.
σZ,1 = σZ,I + αZ =
kZ
z
(6.5)
The coefficient for this formula (kZ ) takes similar values for the Terramechanics-Superposition
and Substitution-Selection pairs, as shown in Table 6.2. The same table reflects how the
latter models present lower coefficients and better GoFs.
An analogue behaviour is observed when comparing midstance sinkage and critical internal
friction angle. These magnitudes have a negative linear relationship, following Eq. (6.6)
and as shown in Fig. 6.4 (bottom). Only SSC-1 has an abnormally high sinkage for its
shear strength, probably as a result of its extremely low normal load stiffness.
Once again, the best linear fits for the Terradynamics-Superposition and Substitution-
Selection model pairs have very close parameters, as summarised in Table 6.2. The re-
lation is far steeper for the former two models, indicating a faster decrement of the internal
friction angle with increasingly higher sinakge values. However, in this case it is the Ter-
radynamics and Superposition approaches that attain a higher GoF for their least squares
parameters.
φC = aZ + bZz (6.6)
Table 6.2: Parameters and Goodness of Fit for the regressed relationships between midstance sinkage
and soil characteristics
Soils kZ [N/cm] GoF (σZ,1) aZ [rad] bZ [rad/cm] GoF (φC )
Terradynamics 3.387 0.767 0.762 -0.065 0.979
Substitution 2.834 0.787 0.841 -0.116 0.863
Superposition 3.368 0.773 0.764 -0.065 0.976
Selection 2.789 0.812 0.828 -0.106 0.858
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These formulas were used to estimate the normal load stiffness and internal friction angle
of the soil from the wheel-leg midstance sinkage sensed on the SR for tests on all four types
of soil and different slip levels tested. The global relative estimation errors for the normal
load bearing stiffness parameter, plotted in Fig. 6.5 (a), were around 10% on average.
These values were instigated by a 20 − 30% underestimation for SSC-3 and ES-3 with
the Substitution and Selection models and a similar value overestimation for SSC-1 and
SSC-2 using the Terradynamics and Superposition models. Nevertheless, both the average
accuracies and error uncertainties experience a significant overall improvement relative to
the normal stiffness estimates based on vibrations, midstance torque and slip measurements
presented in the previous sections.
Finally, the relative estimation errors for the internal friction angle, shown in Fig. 6.5 (b),
indicate that the proposed algorithm is prone to underestimate this parameter. Overall
mean errors are in the 5− 10% range, influenced by the general 15− 25% underestimation
of the internal friction angle of SSC-1, expected from the initial analysis of the proposed
linear algorithms. The estimation errors for SSC-2 and ES-3 are similarly low for all four
approaches. Nevertheless, the Substitution and Selection schemes are less accurate due to
the ample underestimation on SSC-3, greatly compensated by the other two schemes.
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Figure 6.5: Relative estimation errors of (a) normal load stiffness and (b) internal friction angle
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6.1.4 Soil Characterisation Based on Slip-Sinkage Fusion
While the sinkage-based normal load stiffness estimation algorithm is clearly superior to
the slip-based ones, when it comes to estimating the internal friction angle the performance
of all methods is comparable. Therefore, an estimate fusion approach is explored so as to
improve the accuracy and certainty, following the same principles applied to slip estimation
in Sub-Section 5.2.3.
In this case, three different inputs are combined: one vibration-based, one torque-based
and one sinkage-based. The linear vibration-based and simplified torque-based algorithms
are selected, because they can be applied to independent leg stance cycles, similarly to the
sinkage-based approach.
The weights applied to each estimate are also based on the global error uncertainties ob-
served for each algorithm. The formulas used to calculate each of these weights, captured
by Eq. (6.7), correspond to the normalised sum of the relative uncertainties against the
other two estimation algorithms.
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(
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) (6.7)
In Table 6.3 the error variances for the four sinakge algorithms and the selected torque
and vibration approaches are shown, together with the weights for the torque (w
φ,T
) and
vibrations (w
φ,V
) based estimates. The uncertainties are 4 to 8 times lower for the sinkage-
based estimates, leading to relatively low weights of around 20% for the estimates using the
torque-slip and vibration-slip relations. The weights for the estimates calculated using the
midstance sinkage are therefore in the 50− 60% range.
These fusion weights were applied to the corresponding internal friction angle estimates for
the external slip, vibrations amplitude and midstance torque and sinkage measured for each
leg stance cycle during the SR experiments.
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Table 6.3: Internal friction angle estimate error variances for torque, vibration and sinkage based
models and fusion weights for the torque and vibration based estimates
Sinkage → σ2
φ,T
Terradynamics Substitution Superposition Selection
Torque/Vibration ↓ σ2
φ,V
σ2
φ,S
- 0.010 0.017 0.010 0.015
Torque Simplified 0.080 0.199 0.222 0.199 0.214
Vibrations Linear 0.076 0.209 0.209 0.209 0.225
The mean relative estimation errors for each type of soil and the global of all soils are
summarised in Table 6.4 for the individual estimates using the torque-based simplified
model, the vibrations-based linear model and the four sinkage-based approaches as well as
the corresponding fused estimates for each combination.
Regarding the individual sinkage-based estimates, the fusion approach produces a consistent
decrease in the mean estimation error of nearly 10% for SSC-1. However, the average
accuracy on SSC-2 diminishes by 3− 5% for all four sinkage-based approaches.
Table 6.4: Internal friction angle estimate mean errors for individual and fused torque, vibration
and sinkage methods
Model SSC-1 SSC-2 SSC-3 ES-3 All
Torque Simplified −6.76% −8.56% 21.36% 3.57% 0.92%
Vibrations Linear 1.33% 2.92% 5.43% 22.59% 8.74%
Terradynamics Simple −19.07% −7.40% 2.80% −1.00% −7.22%
Substitution Simple −26.29% −4.53% −19.46% −6.75% −14.37%
Superposition Simple −19.20% −7.37% 2.42% −1.11% −7.36%
Selection Simple −24.78% −4.87% −15.11% −5.48% −12.85%
Terradynamics Fused −11.61% −10.22% 10.57% 5.12% −2.90%
Substitution Fused −16.43% −9.04% 2.04% 1.05% −6.69%
Superposition Fused −11.69% −10.20% 10.34% 5.05% −2.97%
Selection Fused −15.91% −9.08% 3.76% 1.51% −6.13%
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Meanwhile, fusing the estimates has dissimilar effects on SSC-3 and ES-3 depending on the
sinkage-based model applied. The Substitution and Selection schemes experience remark-
able improvements in accuracy, as the mean errors are reduced to only 2−3% and 1−2% for
SSC-3 and ES-3 respectively. However, estimate fusion has the opposite effect on the Ter-
radynamics and Superposition schemes, as the low mean errors achieved by the individual
sinkage-based estimates increase to ∼ 5% and ∼ 10% for ES-3 and SSC-3 respectively.
Combining the three internal friction angle estimates has a generally beneficial impact on
accuracy. The fused estimates using Terradynamics and Superposition have a global mean
underestimation error of ∼ 3%, while the Substitution and Selection approaches experience
∼ 6% global mean errors, also on the underestimation side. In all four cases, this implies a
reduction to less than half of the global mean errors produced by the individual, non-fused
estimation algorithms.
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Figure 6.6: Net difference between error (a) means and (b) standard deviations of the fused internal
friction angle estimates compared to the individual torque-based and vibration-based estimates for
each soil type and all tests
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When comparing the fused accuracy to the individual torque-based and vibration-based
friction angle measurements, SSC-1 and SSC-2 do witness a lower mean accuracy. It is
especially true in the case of the linear vibration-based algorithm, for which the individual
mean estimation errors were only 1− 3%. This causes a net increment in the absolute error
when comparing the individual and fused estimates for this two soil types, as shown in Fig.
6.6 (a). However, an equal or larger net decrement is observed on ES-3 across all sinkage-
based algorithms, as well as on SSC-3 for the Substitution and Selection schemes.
Overall, there is a net decrement of the absolute error for the global set of all four soils us-
ing any of the sinkage-based approach. Furthermore, the advantages of fusing the estimates
are more evident when looking at the differences in uncertainty, i.e. in standard deviation,
between the individual and fused estimates, shown in Fig. 6.6 (b). This magnitude experi-
ences significant net average decrements of 3 − 10% for most soil types and sinkage-based
algorithms. Only SSC-1 and SSC-3 yield a slightly higher error uncertainty when applying
the Terradynamics and Superposition schemes.
6.2 Trafficability Assessment
Soil characteristics estimated with algorithms as those proposed in the previous section
can be used as inputs to simulate rover performance on that soil with an appropriate
interaction model. However, such an approach is not applicable in real time due to the
computation times required. Therefore, this section explores the feasibility of relating wheel-
leg sinkage to the wheel tractive efficiency predicted off-line for a direct terrain trafficability
assessment.
6.2.1 Relationship Between Soil Trafficability and Wheel-Leg Sinkage
Simulations were carried out using the Terramechanics model previously presented in Sec-
tion 4.1. The resulting values were compared off-line to the detected wheel-leg sinkage
obtained using the SWLTB set-up described in Chapter 3.
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The comparison of the simulated wheel sinkage with the experimental midstance wheel-
leg sinkage shows a non-injective relationship, as seen in Fig. 6.7 (a) for a wheel of the
FASTER PR. The lowest wheel-leg sinkage was experienced on SSC-2, while the simulated
wheel sinkage was actually lower for ES-3, as could be expected from its higher normal load
bearing stiffness.
In addition, the sinkage of the wheel is higher than that of the wheel-leg (markers are above
the dashed line) with the only exception of ES-3. These observations indicate that sensed
wheel-leg sinkage is neither a conclusive nor a conservative indicator of wheel sinkage on the
same soil. However, the ultimate purpose of this research is not to predict wheel sinakge,
but soil trafficability.
When comparing sensed wheel-leg sinkage and tractive efficiency, as shown in the plots
of Fig. 6.7 (b) and (c), the relationship becomes both injective and approximately linear.
These graphs also show that this linearity is maintained when varying the wheel parameters
used in the simulation. Increasing the radius of the wheel for a constant mass leads to a
higher tractive efficiency, while increasing the mass reduces the efficiency.
(a) (b) (c)
Figure 6.7: Correlation of wheel-leg experimental sinkage with (a) Terramechanics-based PR wheel
sinkage and with tractive efficiency of wheels with (b) varying masses and (c) varying radii
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Based on these empirical observations, a linear model is proposed to obtain the wheel
tractive efficiency on the soil from wheel-leg midstance sinakge, as shown in Eq. (6.8).
ζZ = z(θLW = 0) → ηT (ζZ ) = cA + cBζZ (6.8)
The model’s efficiency-intercept (cA) and sinkage-gradient (cB ) are specific to a given wheel,
defined by the M-R parameter pair, and are calculated through uncertainty-based linear re-
gression [165]. These parameters are derived solely based on the SWLTB experimental data
for soils SSC-2 and SSC-3, in order to evaluate the robustness of the model for interpolated
(ES-3) and extrapolated (ES-1) data points.
6.2.2 Parametric Generalisation of the Model
With the aim of developing a generalised model for parametrised wheels, simulations were
performed for a range of wheel radii and masses in the 5−25 cm and 10−90 kg ranges. The
intercept parameter (cA) represents the traction efficiency when the wheel-leg experiences
no sinkage. Its empirical values tend to the one, implying perfectly efficient traction, which
is consistent with the lack of rolling or soil compaction resistance forces on rigid ground.
However, a continuous ridge rises for low radii across all simulated masses, going up to
cA ≈ 1.2 before dropping towards 0.5 for even lower radii, as shown in Fig. 6.8 (a).
An opposite trend is observed on the gradient (cB ), as it presents a valley in the same low-
radius region, as seen in Fig. 6.8 (b). The effect of these anomalous parameter variations
on the wheel-leg sinkage to tractive efficiency relationship is plotted in Fig. 6.8 for the
minimum wheel radius (c) and maximum wheel mass (d) simulated. Tractive efficiency
values above 100% are of course incongruent artefacts that arise from the extrapolation of
experimental data to lower sinkage ranges.
Empirical values of the gradient parameter are negative, as expected from the increasing
resistive forces for higher sinkages. Its sensitivity to different wheel radii is inversely pro-
portional, while it maintains a direct linear relationship with wheel mass. As a result of
this analysis, the generalised model in Eq. (6.9) is proposed.
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ηT = 1 + cBζZ = 1 +
kη,1 + kη,2M
R
ζZ , R
 ≥ 0.055 + 0.0014M≤ 0.075 + 0.0049M (6.9)
The efficiency-intercept is fixed to one, representing perfect tractive efficiency for zero wheel-
leg sinkage, and the sinkage-gradient linearly varies with M and is inversely proportional to
R, physically representing the inverse of the minimum wheel-leg sinkage for zero tractive
efficiency. The only two parameters of this model (kη,1−2) are specific to the wheel-leg used
during the experiments.
These generalisations yield errors below 5% relative to the empirical model parameters
(cA−B ) for wheel radii within the interval specified on the right-hand side of Eq. (6.9).
This modified model combines the strengths of computational simplicity, thanks to its
linear nature, and of generality over different types of soils wheel dimensions and operating
conditions.
(a) (b) (c) (d)
Figure 6.8: Sensitivity to wheel parameters of the (a) intercept and (b) gradient coefficients and
sensitivity of wheel tractive efficiency as a function of wheel-leg sinkage for (c) R = 5 cm and (d)
for M = 90 kg
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6.2.3 Validation on Full Wheel-Legged Rover
In order to validate and compare the accuracy of the empirical and generalised models for
tractive efficiency prediction using sensed wheel-leg sinkage, an independent test campaign
was carried out using the full FASTER SR presented in Section 3.4 and the same soil
preparation methodology used for the SWLTB experiments.
The Root-Mean-Square Error (RMSE) between the Terramechanics-based simulation and
the sinkage-based prediction of tractive efficiency was calculated for all SR tests and wheel
M-R pairs. Global and soil-specific results using the experimental model are plotted in
Fig. 6.9. Values are well below 15%, with the only exception of SSC-2 soil in the low-radii
region. Within the boundaries of accurate generalisation specified in Eq. (6.9), marked by
the straight black lines, values are generally below 10%, down to values around 5% for the
global error across all soil types.
The two least trafficable soils, i.e. SSC-3 and ES-1, have a distinct behaviour in that
their low-radii and high-masses region is dominated by very low and even zero (below the
white line) errors. This is due to very low or null efficiency values, correctly predicted by
the empirical wheel-leg sinkage model. This circumstance also occurs when applying the
generalised model, as seen by the null Mean Errors (ME) in those same regions for SSC-3
and ES-1 plotted in Fig. 6.10.
Figure 6.9: Sensitivity to wheel parameters of the RMS Error of tractive efficiency calculated with
the empirical model for different types of soil
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Figure 6.10: Sensitivity to wheel parameters of the Mean Error of tractive efficiency calculated with
the generalised model for different types of soil
The low-radii and high-mass region shows a tendency of the model to underestimate tractive
efficiency, as seen from the cold colours in the plots, leading to conservative trafficability
predictions. On the other hand, the low-mass and high-radii region yields over-predictions,
as seen from the warmer colours. Once again, the absolute values within the marked linear
boundaries are ubiquitously below the 10% threshold.
The point corresponding to the configuration of the FASTER PR wheels, in the centre of
the black circles in both Fig. 6.9 and Fig. 6.10, lies close to the line of zero error separating
the over-estimation region from the underestimation region, slightly biased towards the
latter. This makes it a good solution for safe trafficability estimation in this specific case-
scenario.
6.2.4 Comparison of the Empirical and Generalised Models
In order to compare the accuracy of the empirical and generalised models, the mean and
standard deviations of the RMSE across all simulated M-R pairs and only within the re-
stricted linear boundaries were calculated, as summarised in Table 6.5. Nearly all values
are below 10%, even going below 5% in some cases. Considering only the restricted R-M
region consistently reduces the standard deviation of the RMSE values by 1-4%. However,
it has opposite effects on the mean RMSE values.
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Table 6.5: Averages and standard deviations of RMS Errors of predicted tractive efficiency in full
SR experiments vs. Terramechanics simulation results for the complete and restricted M-R ranges
Tested Soils SSC-2 SSC-3 ES-1 ES-3 Global
Empirical [%] 8.26 (±3.4) 4.55 (±3.1) 4.15 (±4.9) 6.40 (±2.5) 6.29 (±1.7)
Emp. (Restr.) [%] 6.74 (±1.2) 7.02 (±1.1) 5.26 (±3.9) 4.98 (±0.9) 5.46 (±0.6)
General [%] 11.66 (±6.1) 5.34 (±4.1) 4.14 (±5.3) 10.75 (±6.6) 10.62 (±4.8)
Gen. (Restr.) [%] 7.79 (±1.7) 8.20 (±2.1) 5.77 (±4.9) 6.66 (±1.9) 7.59 (±1.5)
For highly trafficable soils, i.e. SSC-2 and ES-3, the mean value decreases around 1.5%
for the empirical model and as much as 4% for the generalised model. For the lower
trafficability soils, i.e. ES-1 and SSC-3, the mean value actually increases by 1-3%. This
is partly expected from the very low RMSE values observed above in the low-radius and
high-mass region, and it brings the mean values close to those of the firmer soils and to the
global mean across all soil types.
The generalised model does experience a slight accuracy degradation relative to the em-
pirical model, but maintains acceptable overall values, with a 7.59% average RMSE error
across all SR test data. It is remarkable that the error values for the two soil types that
were not used to fit the empirical model parameters, i.e. ES-1 and ES-3, have even lower
average RMSE values (both with the empirical and generalised models) than the two soil
types that were actually used for that purpose, i.e. SSC-2 and SSC-3. This demonstrates
the robustness of these models to different and unknown types of soil.
When looking at the specific configuration of the FASTER PR wheel in Table 6.6, the
Terramechanics-based simulations estimate a good tractive efficiency of ηT ≈ 60% for SSC-
2, slightly better than that of ES-3 at ηT ≈ 50%. Much poorer performance is expected on
SSC-3, as the efficiency drops down to ηT ≈ 15%, while it is actually null for ES-1.
The wheel-leg sinkage empirical model proposed predicts extremely close values, with a
global underestimation ME below 1%. The generalised model also underestimates the
tractive efficiency on average, with a slightly higher global ME but still below 3%. Standard
deviations of the predictions for each of the soil types using the generalised model are even
lower than those of the empirical model itself.
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Table 6.6: Mean wheel tractive efficiency for a PR wheel on each soil type and global Mean Errors
Models ηT,SSC−2 ηT,SSC−3 ηT,ES−1 ηT,ES−3 Global ME
Terramech. [%] 58.94 (±5.7) 15.12 (±3.4) 0.00 (±0.0) 51.85 (±4.6) -
Empirical [%] 58.94 (±8.2) 15.15 (±8.9) 0.03 (±0.1) 51.05 (±5.6) −0.13 (±0.9)
General [%] 57.04 (±8.1) 13.95 (±8.6) 0.00 (±0.0) 49.26 (±5.5) −2.69 (±7.6)
6.3 Terrain Classification
The difficulty of accurately replicating Martian surface conditions on Earth and the un-
certainties over the physical properties of Martian soil, combined with the inherent vari-
ability of terrain properties in natural environments, indicate the need of an adaptive,
self-calibrating means of distinguishing on-site between different types of terrain. Super-
vised machine learning techniques have been used in the past to classify different kinds of
terrain, but the majority focus only on visual features [128, 176, 180] or on the vibratory
response of conventional wheeled robots when traversing a variety of significantly different
types of terrain that are not representative of Martian environment (gravel, grass, concrete,
tiles, etc.) [132, 133, 181].
Two main choices are to be made when implementing soil classification. Firstly, features of
the sensed magnitudes introduced in Chapter 5 must be selected as predictors in order to
achieve a sufficient level of sample description without unnecessarily over-dimensioning the
problem. Secondly, an algorithm must be chosen to achieve the desired classification accu-
racy and efficiency. In this section different subsets of sample features, classification algo-
rithms and parameters are applied and compared to determine the best combination.
6.3.1 Classification Predictors
Features to describe both slip and sinkage during each leg stance sample are considered
as potential inputs to the classification algorithms. In Fig. 6.11 (a) the level of sinkage
estimated from ground clearance is represented against the leg angle in world coordinates
throughout all tests performed. Each colour represents the type of soil being traversed, the
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solid lines represent the average values and the region between dashed lines represent the
area covering a 70% confidence interval. The plot shows how the average sinkage curve
has a characteristic size and shape for each type of soil, but the significant variability
throughout the tests creates wide overlapping regions. To capture the difference between
the curves, the maximum and midstance levels of sinkage for each leg stance cycle are chosen
as indicators.
On the other hand, as demonstrated in Chapter 5, the torque and acceleration signals
measured relate to the level of slip. The maximum amplitude of the acceleration oscillations
increases for higher levels of slip, as seen in Fig. 6.11 (b). The slope of this correlation
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Figure 6.11: Influence of type of soil and operating conditions on sensed magnitudes: (a) variation
of sinkage throughout segmented leg stance cycles and (b) effect of slip ratio on the maximum
amplitude of vibrations sensed by the IMU. The solid lines represent the average values and the
regions in-between dashed lines correspond to a 70% confidence interval
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and magnitude of these vibrations vary depending on the type of soil, although their 70%
confidence intervals also present significant overlapping. As a result of these observations
the maximum amplitude of vibrations and midstance torque are selected as internal slip
indicators. The average externally measured slip for each leg stance cycle is also considered
as a predictor candidate.
In Fig. 6.12 the correlation experienced during the tests between the chosen predictors is
shown, excluding the external slip average. The same colour code is used to represent the
90% confidence interval ellipses for each soil type. The empty ellipses with solid borders
represent the samples from the training dataset, using SWLTB data, while the shaded
ellipses with dashed borders represent the samples from the validation dataset, obtained
from full SR tests.
The combination of midstance sinkage and amplitude of vibrations (top-right) shows the
lowest level of overlap between different types of soil. The combination of midstance sinkage
and midstance torque (top-left) and the combination of maximum sinkage and amplitude
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Figure 6.12: Experimental values of chosen slip-sinkage indicators for soil classification: maximum
vibrations amplitude (top) and midstance torque (bottom) vs. maximum (left) and midstance (right)
sinkage. The ellipses represent the regions with a 90% confidence interval for leg stance samples on
each type of soil in the training (solid line, unfilled) and validation (dashed line, filled) datasets
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of vibrations (bottom-right) also show good differentiation, but have significant overlapping
between SSC-2/ES-3 and SSC-1/ES-3 respectively. Finally, the combination of maximum
sinkage and midstance torque shows the worst level of differentiation with significant overlap
between SSC-1,SSC-2 and ES-3. In all combinations, SSC-3 is well differentiated from the
other three types of soil. These observations suggest that the chosen predictors are suitable
for effective soil classification.
6.3.2 Principal Component Analysis
To determine the extent to which the selected predictors describe the variability existing
in the experimental datasets (both for training and validation) a Principal Component
Analysis (PCA) is carried out. This tool is normally used reduce the dimensionality of a
feature set or to detect variables with negligible descriptive value due to redundancies when
they are linearly dependent on other variables.
When considering all sinkage-related, vibration-based and torque-based predictors, the PCA
concludes that the first three principal components explain nearly 98% of the variance
present in the used datasets. As seen in Fig. 6.13 (top), the first two principal components
already account for approximately 95% of the variance, suggesting that the number of
predictors used could be reduced to half.
However, looking at the magnitude of the normalised coefficients relating the first two
principal components to the originally selected predictors, shown in 6.13 (bottom-left),
reveals nearly identical absolute values for all four predictors. This confirms the individual
relevance of each one of the selected predictors. On the other hand, components 3 and
4 prove to rely mostly on slippage related and sinkage related predictors respectively, as
shown in Fig. 6.13 (bottom-right).
When looking separately at the samples corresponding to each soil type, as displayed in
Fig. 6.14 (top), both for SSC-1 and ES-3 the first principal component becomes even more
dominant, explaining over 80% of the variance in the respective subsets. However, similar
cumulative values are obtained from component 2 onwards.
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Figure 6.13: Level of variance explained for all experimental data by the first three principal com-
ponents when considering the four internally-sensed predictors selected (top) and the coefficients for
the two first (bottom-left) and two last (bottom-right) principal components
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Figure 6.14: Level of variance explained for each type of soil by the first three principal components
when considering the four internally-sensed predictors selected (top) and the coefficients for the two
first (bottom-left) and two last (bottom-right) principal components
197
6.3. Terrain Classification
A more significant observation arises from the fact that, with the exception of the first
component, there is a considerable variability in the coefficients as testified by Fig. 6.14
(bottom). This is reinforces the potential usefulness of all four components when classifying
the different types of soils. For this reason, and given the already reduced dimensionality,
all original predictors are still considered for classification purposes.
6.3.3 Classification Algorithms
A variety of classification algorithm families exist, each with its own operating principles,
strengths and weaknesses. Four of them are considered and tested: k-Nearest Neighbours
[182], Decision Tree [183], Discriminant Analysis [184] and Naive Bayes [185]. For the tests
presented here, their MATLAB Statistics Toolbox implementation was used. Each type of
classifier has an internal set of parameters that can be configured to adjust their behaviour.
Figure 6.15 shows the sensitivity of the performance of each algorithm type to variations in
one of their parameters.
Performance is measured through the True Positive Rate (TPR), which is calculated as the
ratio between correctly classified samples of a given category (soil type) over the actual
number of samples of that category in the validation dataset. The TPR for each soil type
is represented for all tested parameter values by a bar with the corresponding colour, while
the wider bar in the background represents the total TPR, i.e. the total number of correctly
classified samples over the total number of samples in the dataset.
For the kNN classifier (top-left) the number of neighbours was varied between 1 and 10. The
total TPR experiences a slight increase, having its peak value at 7 neighbours and decreasing
continuously thereafter. For the DT classifier (top-right) the number of predictors used in
each branch split was varied between 1 and 5, i.e. the total number of predictors. The
best overall performance was attained for 2 predictors. For DA classification (bottom-left)
the correlation matrix regularisation parameter was varied between 0 and 0.9, leading to a
monotonously decreasing overall performance as the parameter’s value increases. Finally,
the NB classifier (bottom-right) was tested using Normal and Kernel distributions, showing
a more balanced and slightly higher performance with the former.
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Figure 6.15: Sensitivity of classifier algorithms’ performance to internal parameters: k-Nearest
Neighbours classifiers for 1-10 neighbours (top-left), Decision Tree classifiers for 1-5 predictors re-
quired per split (top-right), Discriminant Analysis classifiers for correlation regularisation 0 − 0.9
(bottom-left) and Naive Bayes classifiers for Normal and Kernel distributions (bottom-right)
In addition to testing the sensitivity of the classifiers to internal parameters, different subsets
of the five chosen predictors where used to train and validate all 4 types of classifier. This
was done to compare the usefulness of each predictor and determine the robustness of the
algorithms in case the system is not able to provide any of those predictors, e.g. if there is
no external reference for slip measurements.
The first subset, ‘All’, contains all 5 predictors. Subset ‘Int’ uses only the internal slip
predictors from acceleration and torque values, while subset ‘Ext’ uses only the external
average slip value. Finally, subsets ‘Sink’ and ‘Slip’ use only the two sinkage or internal
slippage predictors respectively.
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Figure 6.16: Classification TPR for reduced indicator subsets: using only internal (‘Int’) or external
(‘Ext’) slip references, or using only sinkage (‘Sink’) or slip (‘Slip’) indicators for kNN (top-left), DT
(top-right), DA (bottom-left) and NB (bottom-right) classifiers with different parameters
Figure 6.16 illustrates the total TPR of each classifier type for each of the five predictor
subsets and the variation in internal parameters described above. Similar trends regarding
the classifier parameters are observed as those seen in Fig. 6.15, with DA and DT classifiers
achieving the highest accuracy levels. As expected, the highest TPR values correspond to
the ‘All’ predictor subset, while the ‘Slip’ subset experiences the poorest performance due
to the prominent role of sinkage in distinguishing between different types of soil.
Figure 6.17 shows the TPR for each soil type using the different predictor subsets and the
parameters values with best performance, i.e. 7 neighbours for kNN, 2 predictors for DT,
null regularisation parameter for DA and Normal distribution for NB. The best performance
is achieved by the DT and DA classifiers, reaching an overall TPR above 80% for the ‘Int’
subset. Interestingly, for both these types of classifier the performance with this subset is
slightly better than using the ‘All’ subset, indicating that the classification is even more
accurate without the external slip predictor.
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Figure 6.17: TPR with different predictor combinations using: kNN with 7 neighbours (top-left), DT
with 2 predictors per split (top-right), DA with correlation regularisation parameter 0 (bottom-left)
and NB with Normal distribution
The loss of the acceleration and torque predictors in the ‘Ext’ and ‘Sink’ subsets results
in a significant reduction of total TPR, showing that these measurements are useful to
discriminate between different soils. However, using only them in the ‘Slip’ subset makes
the TPR drop even further to levels in the 40%− 60% range.
Regarding the kNN and NB classifiers, although they have poorer performance than the
other two types they are less sensitive to performance degradation with the ‘Ext’ and ‘Sink’
predictor subsets. In particular, the kNN classifier demonstrates a robust TPR close to 80%
for all subsets except ‘Slip’.
When looking at the TPR for specific soil types, SSC-2 and SSC-3 have notably higher values
in most cases, while ES-3 is consistently the soil type with lowest classification accuracy.
This trend is inverted when looking at the ‘Slip’ subset, for which ES-3 clearly outperforms
the three other soils, with the exception of the NB classifier.
The nature of inter-soil misclassification can be more clearly observed in the confusion
matrices for these four particular classifier instances, graphically represented in Fig. 6.18.
The elements in the anti-diagonal represent the TPR for each soil type, while the other
elements represent the False Positive Rate (FPR) of the soil on the corresponding row in
samples traversing the soil on the corresponding column.
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Figure 6.18: Classification confusion matrices: ratio of classification outcomes (rows) for each actual
type of soil (columns) for kNN with 7 neighbours (top-left), DT with 2 predictors per split (top-right),
DA with correlation regularisation parameter 0 (bottom-left) and NB with Normal distribution
(bottom-right)
The highest TPR and lowest FPR values are consistently achieved in the central 2x2 subma-
trix, corresponding to the SSC-2/SSC-3 pair. The TPR for SSC-1 and ES-3 are acceptable,
but the FPR grows considerably towards the South-East and North-West corners. This is
due to the more frequent misclassification of ES-3 as SSC-1 and vice-versa.
Other than prediction accuracy, the performance of a classifier can be quantified through
its computational efficiency. The time taken to train the model divided by the number of
training samples and the time taken to predict the class of an unknown sample for each
classifier type and predictor subset was measured for comparison.
In Fig. 6.19, the average prediction time is plotted against the average training time for all
combinations. The marker shape indicates the subset of predictors used, while the circles’
colour indicates the type of classifier. The radii of these circles are proportional to the total
TPR of each particular classifier instance.
202
6.3. Terrain Classification
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
Training time per sample [s] ×10-4
0
0.2
0.4
0.6
0.8
1
1.2
Pr
ed
ic
tio
n 
tim
e 
pe
r s
am
pl
e 
[s]
×10-4 All
Int
Ext
Sink
Slip
TPR KNN
TPR DT
TPR DA
TPR NB
Figure 6.19: Training and prediction times per sample for the different classifiers and predictor
subsets. Marker shapes indicate the predictor subset used, the colour of the circumference around
them shows the classifier type and the size of the circle is proportional to the corresponding TPR
All classifier types show more or less consistent training and predicting times for the differ-
ent predictor subsets, with the exception of DT classifiers. The latter present the highest
computation times, while the NB classifiers are overall the most computationally efficient.
This partially compensates for their lower classification accuracy. On the other hand, the
kNN and DA classifiers complement their good accuracy with low training times and pre-
diction times respectively. In all cases, both training and prediction times per sample are
in the order of magnitude of 0.1 ms.
6.3.4 Multi-Classifier Consensus
Support Vector Machines (SVMs) are a more modern approach to solve the classification
problem. It is based on dividing the predictor space into two regions using an hyper-plane
defined by so-called support vectors. These correspond to the most challenging training
samples due to their proximity to the inter-class boundary. Through an optimisation pro-
cess, the support vectors are selected and the hyperplane with minimum separation from
the support vectors of both classes is defined. Problems where the boundary between both
classes is non-linear can be tackled by applying a kernel function to the samples while
maintaining a linear hyper-plane boundary.
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By definition, this method can only differentiate two classes at a time, determining on which
side of the hyper-plane the sample being classified lies. Therefore, to extend this approach
to multi-class cases such as the one tackled in this research, independent classifiers must
be trained and a consensus method to reach a single diagnostic based on the individual
outputs must be applied. Two alternative approaches are considered here:
• One vs. All (‘1vA’) trains a classifier for each soil type, taking the ensemble of all
other types of soil considered as the complementary class
• One vs. One (‘1v1’) trains a classifier for each soil type pair, so that all possible
combinations are covered
The first approach has a lower complexity level, given the lower number of classifiers required
(for N type of soils it needs only N classifiers, compared to the N*(N-1)/2 classifiers of the
‘1v1’ approach). In either case, if all individual outputs are weighted the same in the
voting consensus scheme, any multi-class SVM with an even number of classifiers can lead
to undetermined results. If two or more classes obtain the same number of votes, three
possible actions can undertaken:
• Use a form of continuous metric to solve the tie, e.g. the cumulative distance from
the sample in question to each division hyper-plane.
• Give arbitrary or case-based priority to some of the classes, e.g. choose always the
weaker type of terrain to stay on the safe side.
• Label the dubious sample as ‘Unknown’, thus refusing to categorise it in any of the
existing classes due to the uncertain result.
In this research, the last option is considered. Firstly, because the other two options are
likely to produce misclassifications due to the inherent uncertainty of such cases. Secondly,
to analyse the frequency and nature of ‘Unknown’ occurrences for each type of SVM and
subset of predictors. Finally, because the existence of this ‘Unknown’ class enables the
creation of more robust classification schemes, able to refine existing classes or create in-
existent classes through automated on-line supervision or unsupervised learning.
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Four different types of kernels are experimented with, varying an internal parameter for
each of them to test the sensitivity of classification accuracy to them. For classifiers with
a Linear kernel the box constraint is modified between 0.25 and 2.5. For classifiers with a
Quadratic kernel the Karush-Kuhn-Tucker (KKT) violation factor, controlling the fraction
of training samples allowed to not comply with the KKT criterion, is given values in the
0-0.9 range. For classifiers with Polynomial kernels the order of the polynomial is increased
from 1 to 5. For classifiers with a Radial Basis Function (RBF) kernel the covariance scaling
factor takes values in the 0.5-1.4 range.
When applying the ‘1vA’ consensus approach, depicted in Fig. 6.20, Linear kernel classifiers
clearly under-perform as compared to the other three types of kernels, not being able to
reach 70% TPR, while the rest of the kernel types break the 80% accuracy barrier for at
least some of their parametric configurations. All of them show improved accuracy as the
value of their respective internal parameter increases, most notably for the RBF kernel
classifiers, which reach 84% accuracy for a scaling factor of 1.4.
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Figure 6.20: Overall and soil-specific TPR for SVMs with Linear (top-left), Quadratic (top-right),
Polynomial (bottom-left) and RBF (bottom-right) kernels and varying internal parameters using
the ‘1vA’ consensus approach
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When the individual classifiers are trained with the ‘1v1’ approach, as shown in Fig. 6.21,
the Linear kernel classifiers significantly improve their performance compared to ‘1vA’,
achieving the same level of accuracy as RBF classifiers with an 84.4% TPR. Similar trends
for changes in the internal parameters are observed, although the classifiers are less sensitive
to those changes. The exception arises with Polynomial kernel classifiers, which now show
worse accuracy as the polynomial order increases achieving the peak 82.8% accuracy with
the first order polynomial kernel. Overall, the ‘1v1’ performs better and proves to be less
sensitive to internal parameter variations.
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Figure 6.21: Overall and soil-specific TPR for SVMs with Linear (top-left), Quadratic (top-right),
Polynomial (bottom-left) and RBF (bottom-right) kernels and varying internal parameters using
the ‘1v1’ consensus approach
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Experimenting with the same predictor subsets as done previously with non-SVM classifiers
shows a similar relative behaviour of SVMs as that observed in the previous Section. As
seen in Fig. 6.22, using the ‘1vA’ approach the ‘All’, ‘Int’ and ‘Red’ subsets have the best
accuracy.
Subsets ‘Sink’ and ‘Ext’ have a significantly degraded performance, while ‘Slip’ is the least
accurate. However, the classifier with a Linear kernel actually performs better with the
‘Ext’ subset than with ‘All’, ‘Int’ or ‘Red’.
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Figure 6.22: Overall and soil-specific TPR for SVMs with Linear (top-left), Quadratic (top-right),
Polynomial (bottom-left) and RBF (bottom-right) kernels for different predictor subsets using the
‘1vA’ consensus approach. The bars stacked over the ‘Total’ TPR bars in the background represent
the proportion of validation samples classified as ‘Unknown’
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This fact, as well as the previously remarked worse accuracy of the ‘1vA’ approach, can be
mostly explained due to the proportion of ‘Unknown’ classifications. Marked by the bars
stacked over the ‘Total’ TPR bars in the background, their size is significantly larger for
the ‘Linear’ kernel than for any other type.
When the ‘1v1’ approach is used instead, the proportion of ‘Unknown’ classifications using
the Linear kernel go down to values similar as those obtained using other kernel types, thus
experiencing the same behaviour for different predictor subsets as shown in Fig. 6.23.
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Figure 6.23: Overall and soil-specific TPR for SVMs with Linear (top-left), Quadratic (top-right),
Polynomial (bottom-left) and RBF (bottom-right) kernels for different predictor subsets using the
‘1v1’ consensus approach. The bars stacked over the ‘Total’ TPR bars represent the proportion of
validation samples classified as ‘Unknown’
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Inter-soil misclassification has a similar nature to that observed with simple classifiers,
occurring predominantly between SSC-1 and ES-3, with SSC-2 and SSC-3 showing the
highest TPRs and lowest FPRs as seen in the confusion matrices plotted in Fig. 6.24 for
the ‘1v1’ approach.
When looking at the computational efficiency of the different SVM approaches, pictured in
Fig. 6.25, the ‘1vA’ classifiers demonstrate nearly twice faster prediction times per sample
than ‘1v1’ classifiers. This is expected due to the lower number of single classifiers involved
in the latter approach.
Unexpectedly, training times are comparable using both approaches with the exception of
the ‘1v1’ classifiers using a Polynomial kernel, which requires 2-5 times longer per sample
depending on the predictor subset used. Classifiers using Linear and Quadratic kernels are
the most efficient, while those using RBF kernels are the slowest classifying samples in spite
of their low training times.
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Figure 6.24: Classification confusion matrices using different types of kernel with the ‘1v1’ approach
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Figure 6.25: Training and predicting times per sample for the different SVM classifiers and predictor
subsets. Marker shapes indicate the predictor subset used, the colour of the circumference/square
around them shows the classifier type and the size of the circumference is proportional to the
corresponding TPR. Circles correspond to ‘1vA’ approach and squares to ‘1v1’ approach
The training and prediction times of SVM classifiers are in the order of milliseconds. These
are relatively low values, but they are two orders of magnitude bigger than those observed
with simple classifiers. Even if the accuracy of the former is overall higher than for the latter,
the inferior computational performance motivates the combination of simple classifiers by
using a consensus voting scheme such as that used for SVMs.
This solution might improve the accuracy of single classifiers by combining the strengths
and mitigating the weaknesses of each simple classifier type and generating ‘Unknown’
diagnostics for classifier adaptation, while potentially maintaining a higher computational
efficiency than SVMs.
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Testing was done combining the outputs of all simple classifiers types trained and validated
using the ‘Red’ predictor subset, assigning the class with most votes or ‘Unknown’ in case
of a tie. All possible combinations using two, three or all four simple classifiers were tested.
As foreboded, the combination of simple classifiers evidently leads to higher training and
prediction times than each individual classifier separately, as seen in Fig. 6.26, but is still
over 10 times faster than any of the SVM classifiers tested previously.
Figure 6.27 shows the output of all consensuated classifiers combining only two simple clas-
sifiers using the ‘Red’ predictor subset in the range of predictor values seen during the
experiments. The ostensible differences in the operating principles of each simple classifiers
leads to a high proportion of ‘Unknown’ results. However, when a third classifier is incor-
porated to the ensemble the ‘Unknown’ regions are greatly reduced, as seen in Fig. 6.28,
thanks to the higher level of agreement between at least two out of the three classifiers.
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Figure 6.26: Training and prediction times per sample for the different simple classifier ensembles
with one, two, three or four individual classifiers using the ‘Red’ predictor subset. The size of the
circle is proportional to the TPR and the labels specify the simple classifiers used
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Figure 6.27: Classification output map with the ‘Red’ predictor subset for different consensus en-
sembles using 2 simple classifiers
Figure 6.28: Classification output map with the ‘Red’ predictor subset for different consensus en-
sembles using 3 and 4 simple classifiers
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Combining all four classifiers does slightly increase the frequency of ‘Unknown’ outputs
compared to three-way ensembles due to the even number of classifiers, but is still far from
the uncertainty levels seen in two-way ensembles.
In addition to the better computational performance compared to SVMs, combining simple
classifiers can also improve the accuracy of the individual classifiers. Figure 6.29 shows the
global and soil-specific TPRs of all ensemble combinations. Two-way ensembles (bottom)
show equal or worse performance than the individual classifiers, yielding around 60% correct
detections for those pairs including KNN and around 75% for those pairs without KNN.
However, the large ‘Unknown’ proportions stack up well beyond 80% of the samples, even
above 90%, confirming the influence of the high uncertainty previously observed.
When four-way or three-way ensembles are used (top) the ‘Unknown’ region shrinks, causing
the total TPRs to rise significantly above 80%. Two of the instances, i.e. the ‘KNN & DT &
DA’ and ‘KNN & DA & NB’ ensembles, even outperform any of the SVM implementations
for this predictor subset by reaching total TPRs of 85.2% and 84.4% respectively.
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Figure 6.29: Classification accuracy with the ‘Red’ predictor subset for different consensus ensembles
using 2 simple classifiers (bottom) and 3-4 simple classifiers (top)
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6.4 Chapter Summary
Soil characterisation using the slip estimation models described in Section 5.1 and the
sinkage simulated with the Terradynamics and Hybrid wheel-leg models in Sections 4.3
and 4.4 was implemented and validated experimentally using the FASTER SR. Both the
vibration-based and the empirical torque-based slip models produced acceptable estimates
of the soil shear strength, but were deemed unsuitable for normal stiffness characterisation,
due to excessive error mean and variance values respectively.
Sinkage-based characterisation had a slightly worse performance when estimating the soil’s
shear strength, but yielded a significant improvement with regards to normal stiffness char-
acterisation. The different sinkage models proved more suitable for certain soil types. More-
over, it is found that the accuracy and variability of internal friction estimates can be further
improved by applying uncertainty-based fusion with the individual estimates.
A method for direct trafficability assessment of a wheeled vehicle without explicit soil char-
acterisation was also proposed. The correlation found between wheel-leg sinkage and wheel
tractive efficiency led to a simple trafficability model and its parametric generalisation for
a range of wheel configurations with different masses and radii, based on a subset of the
tested soils. The models produce low trafficability estimation errors when validated against
FASTER SR data, even more so for the soils that were not used in their elaboration. How-
ever, significant non-linearities appear at the extremes of the wheel parameters considered.
The particular case of the FASTER PR yields very low underestimations, corroborating the
suitability of this solution for conservative trafficability assessment.
Finally, the feasibility of soil classification using wheel-leg sinkage, torque, vibration and
slip indicators was studied through the comparison of different machine learning algorithms.
High classification accuracies were achieved, and the absence of an external slip estimate did
not produce significant performance degradation, indicating its redundancy when wheel-leg
torque and vibration are measured. An heterogeneous multi-classifier consensus approach
was proposed inspired on SVMs, attaining an overall higher classification accuracy, as well
as enabling ’Unknown’ classification outputs, without a substantial loss of computational
efficiency.
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Conclusions
In summary, this research has proposed a novel method for in-situ soil characterisation and
terrain trafficability assessment. The ultimate purpose is to enable non-geometric hazard
detection on-the-fly without affecting robot traversal speeds, motivated by the past incidents
experienced by NASA’s Martian rovers in spite of the strong restrictions imposed in the
speed-safety navigation trade-off. However, the outcomes of this study are applicable to
different missions both in planetary and terrestrial environments. The solution is based
on real-time analysis of the interaction between a rolling hybrid wheel-leg and deformable,
dry soil, under the premise that the enhanced mobility of this innovative robot locomotion
concept makes a rover capable of characterising the terrain without slowing down, stopping
or compromising mission safety. With this intent, it was necessary to address the untested
hypothesis that relevant features of said interaction can be measured and processed on-line
to produce a meaningful assessment of the soil’s properties and/or the terrain’s trafficability
for a conventional, heavier, wheeled rover.
A literature review was carried out on robot locomotion, soil sensing, vehicle-terrain in-
teraction and terrain classification. The findings of this review support the interest and
novelty of the solution proposed. Abundant research was found on these topics, but mostly
related to conventional rimmed wheels and, in a much lower proportion, articulated legs or
single rotary legs. Studies focusing on multi-legged wheel-legs with mass loads in the 10 kg
order of magnitude mostly deal with mechanical design, self-localisation and autonomous
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navigation. When it comes to wheel-leg-soil interaction modelling and sensing, as well as
their application to soil characterisation and trafficability assessment, references are scarce
or non-existent. This observation reveals the niche that the core contributions of this thesis
address.
The central subject of the study, the hybrid wheel-leg, is a multi-spoked, rimless wheel.
The specific model used in the EU FP7 FASTER project, with five legs, is used for exper-
imentation, equipped with a range of three different foot designs. A multi-modal sensor
system was designed, implemented and integrated both on a single locomotor test bed and
a fully mobile rover for empirical modelling and experimental validation. It combines five
different types of sensors for comprehensive and robust wheel-leg-soil interaction analysis
and four different processing units to distribute the computational load. The SW is im-
plemented using ROS with high reconfigurability to favour integration flexibility. A set of
dry, frictional, granular soils were selected in order to cover a range of different microscopic
characteristics, in terms of bulk density and particle shape and size. They were fully char-
acterised regarding their macroscopic physical behaviour, through DSTs measuring their
shear strength properties, PSTs measuring their normal stiffness properties and DCP tests
to linearly interpolate the previous two between different compaction states and ensure soil
strength consistency between tests with the preparation methodology used.
The tractive efficiency of rigid wheels with grousers was chosen as a trafficability metric and
was simulated using a Terramechanics-based model and numerical integration. The stance
cycle of multi-legged wheel-legs was analysed in terms of the number of legs in contact with
deformable terrain. An existing Terradynamics model for rotary legs was extended to the
multi-legged wheel-leg case, evidencing the importance of leg number and shape over the
performance of a wheel-leg on deformable terrain regarding slip and sinkage. The model
for wheel-leg-soil interaction was improved by implementing three hybrid stress schemes
combining the underlying principles of the Terramechanics and Terradynamics models. All
three new approaches demonstrate higher accuracies in the prediction of experimental wheel-
leg slip-sinkage behaviour relative to the pure Terradynamics approach, although none of
them is clearly superior to the other two, since each of them performs better on different
types of soil.
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For higher robustness and redundancy, multiple algorithms based on different sensor inputs
were developed to estimate the levels of slip and sinkage of the wheel-leg. Externally
measured slip is used as a ground truth for slip estimation, and although it is considered as
a potential input it is deemed unnecessary if the other two slip estimates are available. These
are based on the wheel-leg motor torque and stick-slip vibrations. The former is linearly
related to slip through an adaptation of the Terramechanics principles, with a subsequent
empirical refinement to correct modelling inaccuracies. The latter uses a rotating linear
spring model with stiction to linearly correlate the maximum amplitude of acceleration
vibrations to slip. A new vision-based wheel-leg sinkage estimation algorithm was developed,
using edge detection and merging and independently detecting the leg-soil interfaces at
both the leading and trailing sides to account for slope errors. While accurate and robust
to lighting variations, this approach is computationally demanding and sensitive to dust
accumulation on the wheel-leg. The alternative ground clearance measurement approach
developed avoids these limitations and shows good agreement with the aforementioned
computer vision algorithm, constituting an appealing substitute.
When applied to soil characterisation, the torque-based and vibrations-based slip models
prove adequate for soil shear strength estimation, but the estimation accuracy is insuffi-
cient to predict the normal stiffness of the soil. The simulated sinkage using Terradynamics
and hybrid analytical models produces much better normal stiffness estimates, as well as
similarly accurate shear strength characterisation, which can be further improved through
fusion with the slip-based estimates. Directly modelling the relationship between wheel-leg
sinkage and wheel tractive efficiency is demonstrated to produce more accurate results, thus
proposing a generalised model for trafficability assessment with low estimation errors over a
wide range of wheel masses and radii for tested soils. Finally, the measured magnitudes of
the interaction between the wheel-leg and the soil were evaluated as predictors for diverse
machine learning terrain classifiers. Four different types of simple classifiers (kNN, DT, DA
and NB) were compared, showing good computational performance and classification ac-
curacy, even with reduced predictor subsets. An improvement in classification performance
is achieved by SVMs at the cost of lower efficiency. Nevertheless, the consensus of hetero-
geneous simple classifiers shows a similar or even bigger increment of correct classification
rates without a significant degradation of the computational performance.
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7.1. Future Work
Overall, the two main challenges faced by the underlying hypothesis of this research were
successfully overcome:
• Relevant magnitudes of the wheel-leg soil interaction, namely sinkage and slip indica-
tors, were measured and processed reliably and efficiently in real time with the sensor
system designed and the implemented algorithms
• The information contained in these signals was significant enough to produce a useful
characterisation of the soil’s shear strength and normal stiffness, an accurate terrain
trafficability assessment and discriminate different types of dry, frictional soil
In fulfilling these hypotheses, the objectives listed in Section 1.1 were satisfied, additionally
evaluating the limitations of the contributions made and identifying interesting future work
directions to expand and apply the outcomes of this research.
7.1 Future Work
While the analytical modelling done in Chapter 4 is done for generalised, parametric wheel-
legs, all the empirical refinements of slip and sinkage detection algorithms in Chapter 5 and
experimental validations are specific to the wheel-leg and feet configurations presented in
Section 3.1 and the soil types characterised in Section 3.5.
Therefore, it would be interesting to replicate the same methodology on different wheel-
leg and feet configurations to evaluate its validity. The dynamic effects at higher speeds,
negligible at the speed levels relevant to the scope of this research, also need to be studied
and accounted for in faster applications. Similarly, trafficability is assessed only for rigid
wheels. An evaluation of how considering flexible wheels instead affects the outcomes of
this research would be useful.
Although the physical characteristics of the soil types used cover a representative and il-
lustrative range of values, they are limited to dry, frictional and uni-modal granular ma-
terials. In consequence, another recommended extension of this research is to validate its
contributions on mainly cohesive soils with varying saturation levels and multi-modal soil
mixtures.
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7.1. Future Work
The effect of slopes was taken into account for the sinkage detection approaches. However,
it is not explicitly addressed for the slip detection algorithms or Terradynamics and hybrid
analytical models of wheel-leg interaction with soil. Extending these models to incorporate
both terrain inclination and lateral slip could also be valuable.
The initial approximated Terramechanics model for wheel-leg torque-slip relationship was
deemed inaccurate and required empirical refinement. An adjustment of the interface stress
distribution based on this observation might lead to a better quasi-static model of wheel-leg
midstance. Thereafter, the hybrid Terramechanics-Terradynamics models could be further
improved. In the same line, alternative unexplored switching criteria for the stress Selection
scheme might yield a higher simulation accuracy.
The good machine learning classifier performance encourages the implementation of au-
tomated supervision, semi-supervised or unsupervised approaches to reduce or eliminate
the dependency on training datasets and manual human supervision. For instance, the pro-
posed classifiers could be automatically supervised by other in-situ direct soil sensors, e.g. a
Bevameter, to improve the classification algorithm during the mission or create new classes
for unidentified terrain. On the other hand, the output of the classifiers proposed in this
research could be used for automated supervision of remote soil sensing classifiers, using
inputs from vision, seismic refraction devices or Ground Penetrating Radars to remotely
classify untraveresed terrain according to its estimated physical properties.
Finally, the outputs from the algorithms developed in this thesis could be used as inputs for
a higher level task. For instance, the soil characterisation results and/or estimated slip and
sinkage can be used for a more accurate self-localisation estimate or optimised traction con-
trol. Similarly, the trafficability assessments or terrain classifications could be incorporated
to improve coordinated area coverage and mapping by a multi-scout team.
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Appendix A
WLSIO Design Details
This appendix contains further details on the design of the WLSIO sensor system and test
bed integration presented in Chapter 3. It includes selection and specifications of Hardware
components, electronic connections and layout and Software toolbox documentation.
A.1 Components Specifications
The first sensor modality requires an absolute angular encoder to measure the wheel-leg
angular position and calculate its angular speed. DFKI provided a complete wheel-leg motor
module for sensor development and testing including: a wheel-leg with flexible rubber feet,
a Faulhaber DC-Micromotor Series 3257 012CR with graphite commutation well suited for
high current peaks and start-stop operation, an integrated planetary gear-head Series 32A
and a gear-head output shaft-mounted flexible spider coupling to absorb vibrations and
protect the motor transmission from shocks. The main characteristics of the motor module
are summarised in Table A.1 and the structure of the motor module used is illustrated in
Fig. A.1.
To account for the angular position alterations due to the deformation of the flexible cou-
pling and to avoid the excessive resolution associated with using an angular position encoder
on the motor shaft due to the high gear ratio the following solution was adopted: an absolute
angular encoder was installed on the elastic coupling output shaft. Due to the reduced space
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Table A.1: Main characteristics of the wheel-leg motor module
Model Faulhaber Series 3257 012CR
Nominal Voltage 12V
Output Power 79.2 W
Speed Constant 500 rpm/V
Torque Constant 19.1 mNm/A
Reduction Ratio 169:1
Figure A.1: Cut-away rendering of the wheel-leg motor module [Courtesy of DFKI]
and mechanical requirements the most suitable option was to use a through-hole off-axis
angular encoder. The ready-made and encapsulated sensors found following this criteria
were too expensive and did not fit with the required dimensions, therefore a customised
solution was implemented. SENSITEC GMBH produces MagnetoResistive (MR) sensors
that measure the changes in the electrical resistance of a material when external magnetic
fields are applied to it. Among these sensors they offer incremental angular position en-
coders consisting of a magnetic multi-pole ring, a sensor PCB which detects changes in
the magnetic field generated by the ring and additional electronics which produce a digital
quadrature encoder output and give the option to interpolate the sensor signal to increase
the resolution of the measurements. The main characteristics of the selected sensor are
summarised in Table A.2.
244
A.1. Components Specifications
Table A.2: Characteristics of the incremental angular encoder
Model SENSITEC LK40BG
Maximum Air Gap 2.5 mm
Pole Length 5 mm
Interpolation Factor 50-fold
Maximum Resolution 3600 pulses/rev
Max. Power Consumption 150 mW
For the installation of the device the magnetic ring was rigidly attached to the output shaft
of the elastic coupling. A support element was designed and fabricated to house the sensor
PCB, mounting it to the static part of the motor module through the four screws that attach
the elastic coupling housing to the motor sleeve. A critical design factor when designing this
element was the maximum air gap allowable for the MR sensor to produce accurate position
measurements. As previously mentioned this sensor only provides incremental position
measurements, hence an external reference is needed to compute the absolute position of
the wheel-leg. This is achieved by means of an opto-reflective sensor which detects a highly
reflective mark on the inner side of the wheel-leg, resetting the incremental encoder count.
The main characteristics of the opto-reflective sensor are summarised in Table A.3. The
sensor and its related electronics were housed by the same support element as the MR sensor
PCB. In this case the main design factor was to maintain the sensor within its sensitive
reflection distance from the inner surface of the wheel-leg to ensure that the reference is
detected.
Table A.3: Characteristics of the opto-reflective index sensor
Model OPB606A
Reflection Distance 2.5 mm
Power Dissipation 75 mW
A model of the final support structure design is shown in Fig. A.2. The accuracy of the
absolute position measurement was tested by running the motor at several speeds with no
external load for long periods of time in both directions. With a resolution of 0.1 degrees
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(3600 encoder ticks per revolution) the absolute position errors stayed consistently below
0.5 degrees and were quickly self-compensated thanks to the index reference provided by
the opto-reflective sensor.
Figure A.2: Support structure for the wheel-leg absolute angular position encoder
The next sensor mode requires a current sensor to measure the current consumption of the
motor module presented above. For this purpose a LEM current transducer from the CAS
Series was chosen. This type of sensor uses the Fluxgate operating principle to measure the
current passing through a primary coil by using a current generated in a secondary coil with
a common magnetic core to compensate the current linkage. A flux detector measures the
magnetic flux in the common core and regulates the current going through the secondary
coil to compensate that flux. The secondary circuit current is then measured by a standard
resistor. The turn ratio between the primary and secondary coils determines the sensitivity
of the sensor and the chosen current transducer involves three open coils which can be
connected in different configurations to select the most convenient sensitivity. The main
characteristics of the transducer are shown in Table A.4.
The output of the current sensor is an analogue signal in the 0-5 V range, with an offset
of 2.5 V for 0 A sensed current. An RC low pass filter is implemented on the output
signal of the sensor for hardware filtering of high frequency noise with a cut-off frequency
of 500 Hz. Given that the mbed operates at 3.3 V logic levels a signal conditioning circuit
was implemented to avoid saturation of the ADC at input high current levels. Since the
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Table A.4: Characteristics of the current transducer
Model LEM CAS 6-NP
Nominal Primary Current 6 A
Measuring Range ± 20 A
Output Range 0-5 V
Number of Primary Coil Turns 1,2,3
Resistance per Primary Turn 0.72 mΩ
Max. Power Consumption 120 mW
sensed motor current is always positive, a negative offset of 2.5 V is applied to the signal.
The ADC resolution (32-bit) allows for adequate sensitivity and no quantisation without
requiring signal amplification, thus a unit gain is used.
Two operational amplifiers are employed. The first one, with a voltage divider at the input,
has a follower configuration to generate a stable 2.5 V level. The second one is used as a
differential amplifier, applying the -2.5 V offset to the filtered current sensor output. Rail-
to-rail AD8031 operational amplifiers are used because of their ability to include the ground
within their output range for single power supply applications such as this one. A schematic
of the signal conditioning circuit is shown in Fig. A.3.
Figure A.3: Signal conditioning circuit for current sensor output
The third sensor mode simply consists of an IMU. From all the different ranges commercially
available the best suited for this application are the low-cost MEMS IMUs due to their low
mass, small size and low power characteristics. Two of the main parameters to take into
247
A.1. Components Specifications
account when selecting an IMU are the measurement ranges and the resolution of both its
accelerometers and its gyroscopes. Available ranges are fairly standard, with no significant
differences and wide enough to cover the requirements. The resolution depends on the
measurement range and the number of bits of the ADC used. From all the options considered
two different sensors were selected: the 3-Space IMU from YEI and the ArduIMU from DIY
Drones. Their main characteristics are shown in Table A.5. The first device provides an easy
and fast interface with a laptop through USB communication and allows a certain degree
of configuration through serial commands. Its on-board processor is capable of generating
raw data from the sensors at a very high sampling rate (over 700 Hz), making it ideal
for quick raw data acquisition during laboratory testing. The second one has an on-board
processor as well and, although its computational capabilities are more limited, it is fully
programmable using Arduino which makes it a well-suited solution for performing simple
signal pre-processing before transmitting the sensor data to the main soil sensor processing
unit.
Table A.5: Main characteristics of the IMU sensors
Model 3-Space IMU ArduIMU v3
Accelerometers Range ± 8 g ± 16 g
Accelerometers Sensitivity 1024 LSB/g 2048 LSB/g
Gyroscopes Range ± 2000 deg/s ± 2000 deg/s
Gyroscopes Sensitivity 14.29 LSB/(deg/s) 16.4 LSB/(deg/s)
Processor 32-bit RISC 60 MHz 8-bit ATmega 328
The fourth sensor mode is the Belly Camera. In this case, some of the critical selection
factors are image resolution, shutter speed and light requirements. Initial tests for image
resolution and camera location considerations were carried out using an SLR camera. For
laboratory testing and feasibility studies a COTS webcam fulfils the requirements. Initial
testing was carried out with a readily available Logitech C120 webcam, but the shutter speed
and image quality proved insufficient. Therefore, a superior performance Microsoft Lifecam
HD-5000 was selected to be rapidly interfaced with the initial testing laptop. For the final
embedded solution an Omnivision image sensor was selected due to its combination of low
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mass and power, adequate resolution, shutter speed and low-light performance, together
with its direct interface with the selected SBC through a MIPI Camera Serial Interface
which allows pixel capture at very high rates directly to the GPU processor. Its main
characteristics are summarised in Table A.6.
Table A.6: Main characteristics of the camera sensor
Model OV5647
Board Size 20 mm x 25 mm x 9 mm
Weight 3 g
Max. Resolution (static images) 2592 x 1944 pixels
Max. Frame Rate (1080p video) 30 fps
Horizontal Angle of View 41 deg
Vertical Field of View 53 deg
The last sensor mode is the Infrared Range finder, used for ground clearance measure-
ment. The GP2Y0A41SK0F model was selected based on its suitable analogue output, its
detection range, within the distances expected from the wheel-leg used in this study, and
the modulation of the emitted ray and filtering of the received signal to minimise distur-
bances due to environmental lighting. The main characteristics of the selected device are
summarised in Table A.7. As recommended by the manufacturer, a 10 µF capacitor is
connected close to power and ground to stabilise the supply line.
Table A.7: Main characteristics of the Infrared Ranger
Model GP2Y0A41SK0F
Enclosure Size 29 mm x 13 mm x 13 mm
Weight 3.5 g
Measured Distance Range 4-30 cm
Output Range 0.3-3.1 V
Minimum Update Frequency 50 Hz
Average Supply Current 12 mA
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A.2 Interfacing with Mobile Platform (SMP Explorer) for
Field Testing
In order to abilitate the single wheel-leg assembly to operate outside of the SWLTB the
device was interfaced with the SMP Explorer, the second generation Surrey Rover Auton-
omy Software and Hardware Test-bed (SMART), which is a micro 4-wheeled mobile robotic
platform designed developed in-house by UoS and used for diverse experiments during the
Field Trials.
The mechanical interface is formed by two rectangular aluminium profiles. The first one,
referred to as shoulder bar, is attached to the lower part of the rover’s chassis, extending
beyond the rear of the chassis without interfering with the sensors and the rocker suspension
of the rover. An aluminium bracket is attached to the end of the shoulder bar which
provides a rotary degree of freedom around the vertical axis by means of two shoulder
screws supported by two sleeve bearings each. The shoulder screws hold another aluminium
bracket which, through a similar mechanism, provides a rotary degree of freedom around
the transversal axis. This joint allows the wheel-leg to freely sink while supporting its own
mass of 4.38 kg, corresponding to an evenly distributed load of the initial mass estimate of
the Scout Rover at 17.5 kg. The second profile, referred to as arm bar, is attached to the
joint on one end and to the bracket holding the wheel-leg and sensors on the other. The
arm bar provides enough length for the wheel-leg to operate without interfering with the
wheels of the SMP Explorer. It also produces an up and down rotational motion around
the transversal joint of the sensor assembly, as shown in Fig. A.4, which resembles to the
motion the Scout Rover’s body will experience as the wheel-legs turn.
The motor, control and sensing devices of the wheel-leg were powered by the 12V batteries of
the SMP Explorer through a Tamaya connector. The laptop used during laboratory testing
to command the speed of the wheel-leg and store data from the sensors was replaced by
the OBC of the SMP Explorer. The IMU, Belly Camera and mbed were connected through
USB directly to the OBC, with the mbed acquiring data from the angular encoder and
the current sensor as in the laboratory tests. The OBC works with ROS, therefore three
independent nodes were implemented: one to capture images from the camera, using the
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Figure A.4: Wheel-leg attachment to the SMP Explorer chassis for the field trials
usb cam ROS package, another one requesting and receiving the readings from the IMU
and a third one subscribing to the data published by the mbed. Every message published
by any of these nodes was recorded in a rosbag for later analysis. The data connections and
flow are shown in Fig. A.5 (a).
During the experiments the rover was telecommanded through a ROS node publishing
cmd vel messages containing the desired rotational and translational velocities. To com-
mand the wheel-leg the mbed subscribes to these cmd vel messages and converts the linear
speed to the required angular speed of the wheel-leg. The changing turning radius of the
wheel-leg due to its shape causes the traversal speed to vary for a constant angular speed.
In order to minimise slip due to these differences with the constant speed of the SMP Ex-
plorer the angular speed command of the wheel-leg was dynamically adjusted according to
the effective turning radius produced by the leg angular position as sensed by the encoder.
Both the SMP Explorer and wheel-leg’s speeds were controlled through PI controllers tuned
using SSC-3, a soil simulant recently procured from the same location where the Field Trials
took place, as shown in Fig. A.5 (b).
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(a) (b)
Figure A.5: Field trials wheel-leg set-up: (a) data flow with SMP Explorer and (b) wheel assembly
attached to SMP Explorer in laboratory testing with SSC-3
A.3 Electronics Layout and Connections
In addition to the sensing components, two processing units are selected for data acquisition
and processing:
- A Raspberry Pi single-board computer is dedicated to acquire images from the belly
camera and process them using a vision-based sinkage detection algorithm.
- An mbed micro-controller is used to acquire raw or pre-processed data from the other com-
ponents, synchronise them and combine them in a terrain trafficability assessment.
The mbed micro-controller acts as the central node, gathering raw encoder and current
data and pre-processed camera and IMU data to produce the final trafficability assessment.
All data and power connections between the components are shown in Fig. A.6. All the
components, with the exception of the encoder and the camera module, are contained in
one of two encapsulations (X1 and X2 for wheel-leg X) due to positioning considerations
explained below.
The scout rover will be equipped with two identical WLSIO sensor system modules, both
provided with all the components and data interfaces and each one dedicated to sense one
of the wheel-legs’ interaction with the soil. The scout rover’s OBC will therefore receive two
independent trafficability assessments, one from each of the WLSIO sensor system modules.
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Figure A.6: WLSIO data and power connectivity diagram
Figure A.7: WLSIO external data connections and component location on the scout rover’s chassis
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This modularity permits a higher soil sensing spatial resolution (approximately 0.25 m2),
being able to detect sudden terrain variability both longitudinally and transversally to the
path of the scout rover. It also allows for fault tolerance, being able to still produce a
trafficability assessment even if one of the WLSIO modules fails.
Each belly camera will observe the wheel-leg on the opposite side of the scout rover’s chassis.
As a result, the camera module and Raspberry Pi will be located on the opposite side of the
scout rover’s chassis to the rest of WLSIO components, i.e. mbed, IMU and current sensor.
This solution not only minimises the amount of connections running across from one side
of the chassis to the other, but also causes the IMU measurements to be dominated by the
motion of the wheel-leg sensed by the corresponding WLSIO sensor module.
For ease of installation and maintenance each WLSIO module will have independent en-
capsulations: one for the Raspberry Pi (encapsulation X1 for wheel-leg X) and another one
for the other components (encapsulation X2 for wheel-leg X), stacked on top of the encap-
sulation X1 of the opposite wheel-leg. The spatial distribution and data connections of the
components on board the scout rover are schematically depicted in Fig.A.7 (the diagram is
not to scale).
The circuit schematic of the board containing the mbed, IMU and current sensor is shown
in Fig. A.8. The complete hardware prototype used for in-house testing and as a model for
the replicas integrated on-board the Scout Rover is depicted in Fig. A.9.
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Figure A.8: WLSIO circuit schematic
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Figure A.9: WLSIO prototype board and complete mock-up of encapsulations and camera module
placement
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A.4 Software Toolbox Implementation for FASTER
A diagram of all components and data interfaces involved in the WLSIO systems is pre-
sented in Fig. A.10. The WLSIO systems operate across a range of software frameworks,
components and machines that are reflected in this diagram. The shape of each element in
the diagram reflects the type of component and the colour of each element’s border indicates
the machine on which the component is running on, as shown in Fig. A.11. In the following
the role of each of this components and nature of each interface is briefly described.
Figure A.10: Software components and data interfaces diagram for the WLSIO systems
Low level data acquisition and pre-processing are carried out by the on-board micro-
processors of the mbeds (mbedL and mbedR) and IMUs (ArduIMUL and ArduIMUR),
programmed using their associated C-based libraries. Each ArduIMU continuously streams
pre-processed data through a Serial interface to their respective mbeds, which synchronises
it with the data from the other sensors and transmits it via USB to the corresponding single-
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Figure A.11: Shape and colour codes indicating the component type and running machine
board Raspberry Pi computer (rpiscoutL and rpiscoutR). Transmitted data is de-serialised
and formatted into a standard ROS message using the rosserial library on nodes running
on-board rpiscoutL and rpiscoutR (rosserial serverL and rosserial serverR). This raw data
is then published on two associated ROS topics (wlsio rawL and wlsio rawR).
Images from the belly-mounted cameras are acquired via CSI and compressed by two sep-
arate ROS nodes using the MMAL libraries controlling the Raspberry Pi camera mod-
ules. Camera configuration (resolution, capture rate, etc.) and capture start are performed
through ROS service calling by independent nodes (raspicam clientL and raspicam clientR).
Once camera capture is started compressed images are fed at a constant rate to the ROS
nodes running the vision-based sinkage detection algorithm (vbsColourL and vbsColourR),
which converts ROS image messages into OpenCV images using the ROS CVBridge li-
brary.
Due to the hardware implementation of the Scout it was not possible to directly acquire
absolute position information of the wheel-legs via hardware. Instead, data from the built-in
encoders is provided to the ROS implementation of the WLSIO systems via software. The
software controlling the Scout is implemented using the ROCK framework, which can be
easily interfaced with the ROS framework thanks to the similarities between their message
exchange and formatting systems. A wlsio interface ROCK task was implemented to receive
relevant information from the ROCK side and publish it to the ROS core running across
the Scout OBC and the Raspberry Pis through Ethernet networking.
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The bldc controller ROCK task interfaces with the FPGAs controlling the four Brush-Less
DC (BLDC) motors, sending out commands and receiving back joint state information
including angular position, speed and effort (motor current). An input port of the wl-
sio interface task is connected to the output port of the bldc controller task sending out
the joint state information of all four motors. The absolute angular positions of the two
front motors are published on the ROS side to topics corresponding to each wheel-leg
(wlsio angleL and wlsio angleR). These topics are subscribed by the relevant vision-based
sinkage detection ROS nodes, where the angular position is synchronised with captured
images using the timestamp included in their ROS message headers. Once synchronised
image and angular position data is available the sinkage detection algorithm is executed as
presented in previous deliverables, publishing the final sinkage detected for each frame on
the relevant ROS topics (wlsio sinkL and wlsio sinkR).
A central ROS node is also launched for each WLSIO system (wlsioL and wlsioR) that
gathers the detected sinkage from topics wlsio sinkL and wlsio sinkR and the pre-processed
data from the other sensors from topics wlsio rawL and wlsio rawR. Indicators from these
sensor readings are extracted and stored during each leg stance cycle. At the end of each of
these cycles, detected through the combined angular position of the wheel-leg from topics
wlsio angleL and wlsio angleR and the attitude estimated by the IMUs, a trafficability
assessment is triggered. Stored sensor indicators are processed to yield a trafficability
value, which is published in topics wlsio trafL and wlsio trafR. The sensor indicators are
then reset for the following leg stance cycle.
The trafficability values from each WLSIO is translated into ROCK through the ROCK-
ROS bridge. The wlsio interface task is connected to those topics and carries out the
required post-processing on trafficability values. As observed during recent integration test-
ing the foot type has a critical impact on the trafficability measurements. Similarly, sharp
turn commands on the Scout cause heavy slippage and dynamic sinkage which lead to os-
tensibly lower trafficability values as compared to straight forward motion over the same
type of terrain. Information about the type of foot is embedded in the wlsio trafL and
wlsio trafR messages and used by the wlsio interface task to accordingly modify the traffi-
cability value received. Information about the type of motion command is produced by the
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robot controller task, which converts the planned trajectory into specific motion commands
formed by the desired translation and rotational speed of the Scout. The wlsio interface
task is connected to the robot controller task’s motion command output port to detect point
turns and artificially inflate trafficability values according to empirical data.
Every time a traffcability value is received and post-processed from any of the WLSIO
systems the final value is sent out to the faster scout tcp server task, which parses the
information with the appropriate soil sensor ID value and transmits it to the specified
TCP/IP address of the Primary rover’s OBC. Additionally, the last trafficability values
from both WLSIO system are processed relative to the specified MAYBE and NO-GO
thresholds, producing the appropriate GO, MAYBE or NO-GO flag value that is written
to an output port. The ruby script creating, configuring and starting up all of the Scout’s
ROCK tasks periodically checks by means of the checkDirvability() method the value of
this flag, triggering an mDCP deployment or an emergency stop when appropriate.
The activities carried out by the wlsio interface task are executed periodically by the up-
dateHook() method. The execution flow of this method is illustrated in Fig. A.12. A
summary of each of the components described, their software framework, host machine and
the relevant input and output topics/ports is shown below in Table A.8.
Figure A.12: Execution flow diagram of the wlsio interface ROCK task’s updateHook() method
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Table A.8: Software components and interfaces related to the WLSIO systems
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Appendix B
Soil Characterisation Data
This appendix contains plots of the raw data captured during each repetition of the tests
carried out for the soil characterisation carried out in Section 3.5.
It includes all DST, PST and DCP test results on loose, dense and medium compaction
preparations of soil types SSC-1, SSC-2, SSC-3 and ES-3.
The plots of DST data represent the shear stress measured by the proving ting against the
linear displacement of the moving half of the direct shear box.
The plots of PST data represent the normal pressure applied by the hydraulic ram measured
by the proving ring against the vertical sinakge of the plates into the soil preparation.
The plots of DCP data represent the increment of cone penetration depth after each impact
(∆zI ) against the total penetration depth after the corresponding impact (zI ).
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B.1 Direct Shear Tests
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Figure B.1: Direct Shear Testing raw stress-displacement data for SSC-1 (left) and SSC-2 (right)
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Figure B.2: Direct Shear Testing raw stress-displacement data for SSC-3 (left) and ES-3 (right)
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B.2 Pressure-Sinkage Tests
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Figure B.3: Pressure-sinkage testing raw data for SSC-1
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Figure B.4: Pressure-sinkage testing raw data for SSC-2
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Figure B.5: Pressure-sinkage testing raw data for SSC-3
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Figure B.6: Pressure-sinkage testing raw data for ES-3
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B.3 Dynamic Cone Penetrometer Tests
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Figure B.7: Dynamic Cone Penetrometer testing raw data for SSC-1 (left) and SSC-2 (right)
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Figure B.8: Dynamic Cone Penetrometer testing raw data for SSC-3 (left) and ES-3 (right)
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Appendix C
Terradynamics Simulations
This appendix shows graphical examples of the simulations carried out with the pure Ter-
radynamics model extended in Section 4.3 and the hybrid Terradynamics/Terramechanics
stress schemes proposed in Section 4.4 at different levels of slip.
The graphs cover soil types SSC-1, SSC-2, SSC-3 and ES-3, using the dimensions and load
of the five-legged wheel-leg used for laboratory experiments, equipped with five LTFs.
The wheel-leg is represented in black, in representative positions of both the SLS and DLS
phases of the leg stance cycle. The simulation times for the represented SLS and DLS
instants are the same for all simulation conditions, and belong to the steady regime of the
simulation reached after the initial transient.
The total interface soil reaction stresses for each element of the legs is plotted as a blue
line, representing both the direction and magnitude of the stresses (magnified by a factor
of five).
The coloured rectangle at the bottom of each graph represents the simulated body of soil,
with a flat surface at a height of zero cm and infinite depth.
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Figure C.1: Screenshot of simulated wheel-leg and interface stresses on SSC-1 (left) and SSC-2
(right) at different levels of slip, during SLS and using the Terradynamics approach
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Figure C.2: Simulated wheel-leg and interface stresses on SSC-3 (left) and ES-3 (right) at different
levels of slip, during SLS and using the Terradynamics approach
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Figure C.3: Simulated wheel-leg and interface stresses on SSC-1 (left) and SSC-2 (right) at different
levels of slip, during DLS and using the Terradynamics approach
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Figure C.4: Simulated wheel-leg and interface stresses on SSC-3 (left) and ES-3 (right) at different
levels of slip, during DLS and using the Terradynamics approach
277
APPENDIX C. TERRADYNAMICS SIMULATIONS
20 40 60 80
−10
0
10
20
30
40
Substitution SSC1 0% Slip
cm
cm
20 40 60 80
−10
0
10
20
30
40
Substitution SSC1 20% Slip
cm
cm
20 40 60 80
−10
0
10
20
30
40
Substitution SSC1 40% Slip
cm
cm
20 40 60 80
−10
0
10
20
30
40
Substitution SSC2 0% Slip
cm
cm
20 40 60 80
−10
0
10
20
30
40
Substitution SSC2 20% Slip
cm
cm
20 40 60 80
−10
0
10
20
30
40
Substitution SSC2 40% Slip
cm
cm
Figure C.5: Simulated wheel-leg and interface stresses on SSC-1 (left) and SSC-2 (right) at different
levels of slip, during SLS and using the Selection approach
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Figure C.6: Simulated wheel-leg and interface stresses on SSC-3 (left) and ES-3 (right) at different
levels of slip, during SLS and using the Selection approach
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Figure C.7: Simulated wheel-leg and interface stresses on SSC-1 (left) and SSC-2 (right) at different
levels of slip, during DLS and using the Selection approach
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Figure C.8: Simulated wheel-leg and interface stresses on SSC-3 (left) and ES-3 (right) at different
levels of slip, during DLS and using the Selection approach
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Figure C.9: Simulated wheel-leg and interface stresses on SSC-1 (left) and SSC-2 (right) at different
levels of slip, during SLS and using the Superposition approach
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Figure C.10: Simulated wheel-leg and interface stresses on SSC-3 (left) and ES-3 (right) at different
levels of slip, during SLS and using the Superposition approach
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Figure C.11: Simulated wheel-leg and interface stresses on SSC-1 (left) and SSC-2 (right) at different
levels of slip, during DLS and using the Superposition approach
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Figure C.12: Simulated wheel-leg and interface stresses on SSC-3 (left) and ES-3 (right) at different
levels of slip, during DLS and using the Superposition approach
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Figure C.13: Simulated wheel-leg and interface stresses on SSC-1 (left) and SSC-2 (right) at different
levels of slip, during SLS and using the Selection approach
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Figure C.14: Simulated wheel-leg and interface stresses on SSC-3 (left) and ES-3 (right) at different
levels of slip, during SLS and using the Selection approach
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Figure C.15: Simulated wheel-leg and interface stresses on SSC-1 (left) and SSC-2 (right) at different
levels of slip, during DLS and using the Selection approach
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Figure C.16: Simulated wheel-leg and interface stresses on SSC-3 (left) and ES-3 (right) at different
levels of slip, during DLS and using the Selection approach
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Appendix D
Wheel-Leg Experiments Imagery
This appendix contains raw images of the wheel-leg taken by the Belly Camera during
experiments in the laboratory. Images of tests on soil types SSC-1, SSC-2, SSC-3 and ES-3
at five different levels of slip are included, as well as panoramic and detailed photographs of
the footprints left by the wheel-leg are included to illustrate the changing patterns depending
on the type of soil and level of slip.
Figure D.1: Belly camera and footprints raw images on SSC-1 with 0% slip
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Figure D.2: Belly camera and footprints raw images on SSC-1 with 12.5% slip
Figure D.3: Belly camera and footprints raw images on SSC-1 with 25% slip
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Figure D.4: Belly camera and footprints raw images on SSC-1 with 37.5% slip
Figure D.5: Belly camera and footprints raw images on SSC-1 with 50% slip
293
APPENDIX D. WHEEL-LEG EXPERIMENTS IMAGERY
Figure D.6: Belly camera and footprints raw images on SSC-2 with 0% slip
Figure D.7: Belly camera and footprints raw images on SSC-2 with 12.5% slip
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Figure D.8: Belly camera and footprints raw images on SSC-2 with 25% slip
Figure D.9: Belly camera and footprints raw images on SSC-2 with 37.5% slip
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Figure D.10: Belly camera and footprints raw images on SSC-2 with 50% slip
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Figure D.11: Belly camera and footprints raw images on SSC-3 with 0% slip
Figure D.12: Belly camera and footprints raw images on SSC-3 with 12.5% slip
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Figure D.13: Belly camera and footprints raw images on SSC-3 with 25% slip
Figure D.14: Belly camera and footprints raw images on SSC-3 with 37.5% slip
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Figure D.15: Belly camera and footprints raw images on SSC-3 with 50% slip
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Figure D.16: Belly camera and footprints raw images on ES-3 with 0% slip
Figure D.17: Belly camera and footprints raw images on ES-3 with 12.5% slip
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Figure D.18: Belly camera and footprints raw images on ES-3 with 25% slip
Figure D.19: Belly camera and footprints raw images on ES-3 with 37.5% slip
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Figure D.20: Belly camera and footprints raw images on ES-3 with 50% slip
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