Light Detection and Ranging (lidar) 
Introduction
The significance of digital terrain models (DTMs) to geospatial data analysis has been recognized for years. Accordingly, great effort has been made in developing means to support DTM generation in an automated fashion. In this regard, direct acquisition of 3D surface data can be achieved by airborne laser scanning technology, which offers detailed surface information over large areas. Nonetheless, laser point clouds consist of both terrain and non-terrain points, thus making the filtering of off-terrain points a necessary step. The importance and challenges associated with filtering laser data are best manifested by the large number of algorithms that were developed in recent years. A rough classification of them shows the following categories: morphological analysis based, terrain densification based, edge based, robust interpolation based, and segmentation based. The morphological filters (Lindenberger, 1993; Petzold et al., 1999) are founded on the assumption that the lowest points in a neighborhood belong to the bare earth. A rough terrain model is calculated first by using seeds points, generally the lowest points within predefined tiles, and then all points that fall within a given threshold from the rough model refine the terrain representation. Vosselman (2000) extends this model to incorporate slope into the computation.
Orthogonal Polynomials Supported by Region Growing Segmentation for the Extraction of Terrain from Lidar Data
Nizar Abo Akel, Sagi Filin, and Yerach Doytsher Elmqvist et al. (2001) and Elmqvist (2002) propose an active contour based model where the bare earth is modeled by an elastic surface controlled by an energy function. This surface is assigned first to the lowest points, and then all points that fall within a given threshold are added in. The terrain densification filter (e.g., Axelsson, 1999 ) is based on a refinement of the terrain representation between iterations. A sparse TIN is derived first from minima points in a local neighborhood. Following is an iterative densification phase where points with a minimum distance and permissible inclination to the enclosing triangle are added in. Edgebased clustering (Brovelli et al., 2002 and , is based on the detection of edges by a threshold of the gradient. Gradient analysis is performed to create close edges. Points inside the closed edges are considered object points and removed; the rest of the points form the terrain. The robust interpolation method (Kraus and Pfeifer, 1998 ) is based on the concept of assigning new height to each measured point using a local interpolation and a robust estimation scheme. Points with large positive vertical difference receive lower weights than those that are close to (or below) the interpolating function. The process is iterative and the influence of off-terrain points decreases between the iterations. Briese and Pfeifer (2001) improve the basic concept by introducing a hierarchic process that begins with a coarse representation of the terrain using seed points and follows with refinement of this model between iterations. Finally, segmentationbased filters (Sithole and Vosselman, 2003; Nardinocchi et al., 2003) are based on segmenting the data and then extracting the terrain segments.
A quantitative and qualitative test of filtering methods that was conducted by the ISPRS WGIII/3 (Sithole and Vosselman, 2004) has shown that while most methods handle well most types of landscapes, each method has its limitations. The authors conclude that "all filters perform well in smooth rural landscape, but produce errors in complex urban areas and rough terrain with vegetation." Most filters perform poorly with ramps, sharp ridges, steep slopes, and disconnected terrain (isolated terrain patches, e.g., openings or inner courtyards). Their results show that no filter can be regarded as universally the "best filter algorithm," but that their performance varies among landscapes. Furthermore, the choice of parameters for some filters may depend on the point density, on the landscape, and may require several trials to set them. The analysis by Sithole and Vosselman (2004) shows that most filters operate on a local neighborhood, with data classification carried out in one of three possible ways: point-to-point, point-to-points, and pointsto-point. Classification based on local neighborhood can lead to misclassification in the presence of complex objects, or when the guiding assumption fails to exist. As an example, most filters are based on the assumption that the lowest points in a local neighborhood must belong to the terrain. This assumption fails in the presence of outlying points, which are not foreign to laser scanning data.
In this paper, we present a terrain points extraction algorithm that integrates a global representation of the terrain with a local one. The global representation helps resolving uncertainties that arise in the presence of disconnected/isolated surface patches, gaps in the data and discontinuities, and for reducing the sensitivity of the algorithms to the presence of large objects. The local analysis allows featuring local and fine details of the terrain that a global representation may have difficulties with. For the global representation of the terrain, we use orthogonal polynomials as an interpolating function. As the paper shows, it allows creating terrain representation at some level of detail/resolution and limiting classification errors between terrain and non-terrain points. The terrain model in its final form is then achieved by a local analysis of the data. Separating the global analysis of the terrain from the local one relieves us from the burden of imposing strict rules on the overall algorithm such as building size, tile size, surface slope, and others. The algorithm also requires little input in terms of parameters, and those that are used are straightforward. As the paper shows, the algorithm performs well with challenging objects such are ramps, bridges, sharp ridges, steep slopes, and disconnected surface patches. A qualitative and quantitative examination of the results and a comparative analysis with respect to other algorithms shows a better performance and therefore more reliable solution.
The Classification Algorithm
Filtering of laser data can be viewed as a classification problem with two classes, the bare earth and detached objects. This classification can be approached by point-driven strategies and by area driven ones. Point-driven strategies are based on classifying each point by its relation to other points, or a local neighborhood. Area-driven solutions are based on creating segments by clustering the points and then analyzing which segments represent the bare earth. Each approach has its own advantages and disadvantages. Point-driven classification will be more effective in vegetated areas, if terrain points are too sparse to be grouped into segments. Area-driven classification will be more effective in urban areas that are generally smooth and where ground points tend to cluster into big segments. Having the data aggregated into segments may also prove useful in deciding if a whole segment (not only a point) is part of the terrain (see e.g., Sithole and Vosselman, 2003; Nardinocchi et al., 2003) . Despite the appeal of segmentation-based approaches, many of the filtering methods are point based which can be explained by the difficulty in determining the geometric and topological properties of the terrain through the segmentation process.
The proposed filtering algorithm combines the two approaches. A point-driven classification is performed here globally and allows removing off-terrain points and obtaining information on the general shape of the terrain. A regionbased classification is performed locally and controls the detection of fine terrain details. Interpolation functions in the form of orthogonal polynomials facilitate the global representation of the terrain and the removal of off-terrain objects.
The global interpolation has limitations in capturing fine detail in the terrain, so operators that feature local continuity support the classification of those missed points that were not captured by the global function. Compared to segmentationbased approaches, here the terrain topology is recovered in a global manner before the segmentation process takes effect; there is no need to assemble the segmented terrain pieces as a subsequent step.
The algorithm is applied as follows: first, a reference terrain model is generated using global orthogonal polynomials whose coefficients are estimated robustly. This global model allows us bridging gaps, linking disconnected patches, and discontinuities. The points extracted by this process provide a very close approximation of the terrain but one that exhibits some insensitivity to details that the global polynomial cannot capture. A subsequent region growing process extends this model. This extension is controlled by normal variation analysis and is primarily helpful in capturing fine details and emphasizing terrain edges. Finally, bridges are identified using a designated function and are removed.
Points-based Classification Using Orthogonal Polynomials
Polynomial interpolation is a method for approximating the value of a function at a given point by means of a polynomial passing through known functional values. Major virtues of orthogonal polynomials are their robustness to noise and measurement errors. In contrast to other interpolation methods, orthogonal polynomials are not affected by truncation errors, round-off errors, illconditioned cases, and unstable systems (Ralston and Rabinowitz, 1978) . The use of a high-degree interpolation function makes it possible to fit a global function that can describe the terrain at a given level of detail. Global polynomials support achieving two different objectives in the terrain extraction process; one is the removal of detached objects, and the second is providing answers to uncertain cases such as disconnected terrain patches, or discontinuities.
The polynomials that are applied here are twodimensional and are computed along thin buffers (termed also as scanlines by others) that partition that dataset. The polynomials are computed along two orthogonal directions, one along the major orientation of the dataset and the other across it. To describe the application of the polynomials to the filtering process we begin with the mathematical formulation of the orthogonal polynomials computation and follow with description of the actual application of the polynomials for classifying the data.
Orthogonal Polynomials
If p j (x) is a polynomial of degree j, then the least-squares approximation of degree m can be written as: (1) with Z m the value of the resulting polynomial of degree m, and b j the coefficient for polynomial p j (x). The common computation process for solving the coefficients {b j }, given n points, is by least-squares adjustment with A the design matrix of the form:
where y ϭ Z m (x), the observation vector, and the leastsquares solution for the coefficients:
with N ‫؍‬ A t WA, the normal equations, and W a weight matrix. For an arbitrary choice of a set of polynomials {p j (x)}, the computations involved in solving the set of coefficients can be ill-conditioned. However, if {p j (x)} are chosen so that the off-diagonal terms of the normal matrix N are small compared to the diagonal ones, the inversion of N becomes stable. When the set of polynomials {p j (x)} is orthogonal over the set of points {x i }, all the off-diagonal terms will become zero. By definition, a set of polynomials {p j (x)} is orthogonal over a set of points {x i } with respect to a weight function w(x) if the following condition is fulfilled: (4) This set of polynomials eliminates the problems of solving an ill-conditioned system of normal equations. The polynomial in its final form will be: (5) with (6) where ␣ jϩ1 and ␤ j are constants determined by:
The orthogonal polynomials aim at approximating the shape of the terrain, and through this step, removing offterrain objects. For filtering purposes, our interest is not in the explicit form of the polynomial per se, but rather with the points that were identified as terrain. Therefore, the fitted polynomials serve here as a mean rather than an end. Removal of off-terrain points is controlled by an analysis of the residuals between observed and interpolated values. As Figure 1 shows, positive and negative residuals correspond to object points and terrain points, respectively. To remove detached objects a strategy that follows the robust estimation is applied in a similar fashion to Kraus and Pfeifer (1998) . The weight of points that are above the interpolating function is reduced thereby decreasing their influence between iterations. The terrain representation is also controlled by reducing the degree of the polynomial between iterations. The process stops when there is no change between the application of a weighted function of the polynomial of degree k and degree k-1. With no change, points are not filtered out between iterations; therefore, no further iterations are needed. At the first iterations the
interpolating function will pass between the terrain and the objects on the terrain. As the process progresses the function will pass closer and closer to the terrain and the influence of the off-terrain points will decrease. At the same time, the shape of the polynomial is simplified, thereby limiting further the influence of to off-terrain points. At the final iteration the shape of the terrain does not change, namely, off-terrain points ceased influencing the shape of the polynomial, and only the terrain points influence the results. between the objects and the terrain and in some places even underneath the terrain points. As the estimation process progresses, the degree of the polynomial is reduced while the influence of the off-terrain points decreases. At the intermediate phase, the polynomial starts wearing the shape of the terrain (notice in particular the low vegetation area on the slope). At the final iteration, where the degree of the polynomial is lower and the influence of off-terrain points is negligible, the polynomial approximation follows the shape of the terrain. As a weight function we use:
where the value of dh 0 is the permissible height difference from the interpolating function. To eliminate the effect of outlying points that are below the terrain, a negative cutoff value is applied to the weight function at the final iterations.
Implementation
The application of the filtering by the orthogonal polynomials is executed in the following fashion. Thin buffers are extracted along the major and minor directions of the dataset (denoted x and y). 1 For each buffer in each direction, an orthogonal polynomial is fitted by the process as described in Table 1 . For each profile, the laser points are classified as either bare earth or detached objects. At this point, each point will be classified twice, once from the x direction buffer and once from the y. There are two resulting combinations: one when both classifications agree (either terrain or non-terrain), and the other when the classifications contradict one another. The rule we apply is a logical "and" operator, namely, p j ϭ (P X (p j ) ^ P Y (p j )), with P X (p j ) an indicator to the type of point p j (1 for terrain, 0 for off-terrain) for filtering along the x (or y) direction. Those points that were classified as terrain points in either directions, but not by the other, were viewed from one aspect as off-terrain points. Therefore, they are considered off-terrain points by the global representation.
The application of the two-dimensional polynomials requires partitioning the data into thin buffers along the major and minor directions of the data. The width of each buffer is computed from the density of the data.
2 The width should be small enough to keep the data two-dimensional but large enough to have the profile evenly sampled, namely without gaps. Assuming general orientation, the major and minor directions are determined by the eigenvectors of the second moment of the dataset, (10) with , the laser points coordinates referenced to the point cloud centroid.
Processing data that was acquired along profiles has also been used by Sithole and Vosselman (2003) as part of their implementation. However, a different strategy is used there. Sithole and Vosselman (2003) are applying a segmentation-based approach where segments (in the form of strings) are first created along profiles. The overlay of the segmented strings from the intersecting profiles then forms
two-dimensional segments in the x-y plane. Then, an analysis of the segments classifies them into terrain and non-terrain. In contrast, our approach is classification based, it operates on a point level and applies a logical operator to decide whether a point is terrain point or not; no segmentation of the point cloud is performed at this stage.
Local Refinement of the Classification
The results obtained by applying the orthogonal polynomials offer a global representation at a given level of resolution. This representation approximates the terrain subject to the degree of the polynomial. Points depicting fine local details, particularly around edges (crease edges or breaklines) will not be wellfeatured by this representation. Consequently, some points that are part of the terrain will be classified in error as off-terrain points. To "restore" the fine details of the terrain, a region growing process follows. The process is controlled by local measures of similarity, particularly of the normal direction. Lidar terrain points can be clustered by their normal direction, estimated by a fitted tangent plane, as each terrain surface segments tend to be continuous and smooth. This is based on the assumption that the slope of the terrain can take a wide range of values, but locally it changes monotonously. The segmentation algorithm considers therefore the We note that here density considerations come into the process. However, with no influence on the decision if a point is on the terrain or not. In the case of a laser strip oriented in general direction, the x and y axes refer to the principal directions of the point cloud.
differences in slope. Indeed, discontinuities can exist between terrain segments because of breaklines and ridges. However, these elements are taken care of by the global function. Our segmentation algorithm is performed on the original data, and is based on a TIN model constructed by the Delaunay triangulation; the normal direction is calculated for each triangle.
3 A region-growing approach that is based on comparing each triangle to its neighbors is then applied. If the difference in the normal direction does not exceed a given value, the two triangles are considered part of the same segment. Triangles with longer arcs (ones linking disconnected points) are excluded from the computation. This procedure is repeated until no further triangles can be added. The additional terrain points that were captured extend the set that was collected by the global process.
Bridge Removal
Since the region-growing process is designed to follow the terrain properties, roads that are on the terrain and bridges that are linked to the roads will also be added. Bridges, as part of the road network, are mostly connected to the roads in a smooth manner; however, by their nature, they cross a depression in the terrain and can be considered detached objects. Deciding whether a bridge is part of the terrain or not is an issue open to debate and such a decision may also be application dependent. Since the general tendency is to consider them detached objects and remove them, we provide a bridge detection algorithm and filter them out.
The detection of bridge points is guided by their geometric properties and the topological relation between bridge points and the points reflected from the object passing underneath them. Bridges tend to be higher than their surroundings, and the points on the bridge tend to form a flat, nearly horizontal, surface. Therefore, points are first tested to fit this criterion. The following step is an analysis of the spatial relation between the bridge points to the other points. Generally, the points that are on the lower level should be on both sides of the bridge points. Therefore, the general orientation of the raised points is computed and is followed by a test to evaluate whether the points on the lower level are distributed on both sides of the bridge. If this is the case, the analyzed point will be labeled as a bridge.
Results and Discussion
We demonstrate the algorithm through several examples featuring different landscapes and topography. These datasets include objects that are generally considered challenging to filter, e.g., low vegetation, ramps, terraces, bridges and large buildings with inner courtyards. The algorithm is analyzed first in detail over one dataset and is followed by a qualitative and comparative study over several others. The selected datasets are ones that were made available for the ISPRS WG3/III test (see Sithole and Vosselman, 2004) . They became a reference if not standard for testing filtering algorithms, and feature challenging landforms to filter (the reason they were chosen from the outset). They are also provided with correct classification of terrain and non-terrain points (performed manually in a controlled manner), and filtering them allows an objective comparison of our results to the ones achieved by others.
The evaluation of the results is primarily focused on the classification of the data. Classification can be divided into two main categories: correct classification of terrain and objects points, and incorrect classification. The incorrect classification can be further divided into two groups: classification of terrain points as object points (termed type I error), and classification of object points as terrain points (termed type II error). Based on this terminology, type II errors have a greater effect than type I errors, since missing a few terrain points is not equivalent to inserting non-terrain elements into the terrain representation. Most filtering algorithms focus on reducing the type II errors, sometimes at the cost of a larger amount of type I errors. The results show that our algorithm minimizes types II error, while keeping type I error negligible.
Demonstration of the Algorithm
The algorithm is demonstrated first on a dataset with varying topography, a mixture of residential area, vegetation, and a river passing through it. Figure 3a depicts the point cloud. Key features to consider in this dataset are topographic variations, vegetation on the slope, and gaps in the data (originating from the lack of return from the river). Figure 3b shows the filtered dataset, and Figure 3c shows the result of the classification algorithm. Points in light grey are terrain points, points in dark grey are offterrain points; points in white are type II errors and ones in black are type I errors. The segmentation process was applied with the following parameters, dh 0 ϭ 0.3 m, and the maximum allowed normal difference between triangles is set to 5°. With these parameters, misclassified points amounted to 3.6 percent of the overall points among which one-tenth are of type II (equivalent to 0.4 percent of the points) and the rest are type I (3.2 percent of the points). As Figure 3b and 3c show, the filtering has managed to separate correctly the terrain points from offterrain ones. The buildings on top of the hill and the vegetation on the slopes were classified correctly as objects. The gaps in the data did not affect the classification. Type I errors can be mainly found in the transition area between the flat regions and the sloped terrain. These are areas where vegetation and the bare earth start mixing. Overall, they amount to approximately 560 points of 14,000 points that were classified as terrain. Type II amount to approximately 80 points in the overall data; no apparent cluster of them can be found, and they are mainly isolated points in the data. A careful inspection of them shows that in many cases these are marginal points that could have been classified as terrain points as well.
The terrain is characterized by varying topography with height difference of about 50 m between the lowest and highest terrain points. The global process began with polynomials of degree 30; the degree of the initial polynomial is determined so that 60 percent of the points are not far than 0.3 m from it. This way, we make sure that no under fitting will take effect. Generally, the degree that the polynomials converged to values between eight (for the profiles crossing between the upper and lower plateaus), and four for those that are along it. The degree four is mostly to account for small variations on the flat terrain.
Results showing the classified dataset after the global process has been applied are given in Figure 4a which shows the off-terrain points filtered out. The terrain is generally captured by the global process, but points on the slopes are classified as non-terrain points. The type I errors reach 12 percent of the data which is because of the global strategy we applied, which approximate the terrain at a given level of detail. This is then corrected by the local operator (see Figure 3c ). An interesting feature of this result is that the type II error is as low as 0.2 percent of the data (only 41 points) which is because of the strict tolerance we apply for the global functions. In regards to the weight function, experiments with weight function with a slower decay (see, e.g., the one proposed in Kraus and Pfeifer, 1998) have shown no influence on the results achieved by the global polynomial. This can be explained by the global behavior of the interpolating function. A segmentationbased classification was also applied. Here segmentation of the data was applied with no global function to guide it. The segmentation followed the general region-growing concept, but points were aggregated into clusters, and those that were bigger than 10 points and featured the terrain were selected. Results are presented in Figure 4b . As can be seen the two flat areas in the terrain were identified correctly and openings in the vegetated slopes were detected as well. The number of type II misclassification is 0.5 percent, but the type I errors are as high as 11 percent of the overall number of points. These are mostly missed points on the slopes. These results show that each individual approach has its own limitations, but their combination leads to superior results.
In another experiment, the complete algorithm was applied with the normal difference set to 7°(instead of the 5°). The type I errors of were now reduced to 2.6 percent while type II errors were 0.6 percent of the points in the data set. The total number of misclassification is 3.2 percent, a value that is even lower than the 3.6 percent achieved with the 5°parameter. Both results can be considered good ones, and choosing one over the other is a matter of personal taste (slightly increasing the number of type II errors for less type I errors for better overall results, or maintaining low type II misclassifications). The more important message is that up to a reasonable choice of parameters, the algorithm is fairly insensitive to their choice, and good results are still achieved.
4 As was noted above, in many cases the misclassified points are marginal cases that could have been considered differently by another observer. This is demonstrated in more detail in the following datasets we evaluated.
A comparison of our results to filtering of this dataset by other algorithms is given in Figure 5 . The percentage of type I and type II errors is computed as the ratio between actual terrain points and misclassified terrain points and object We note that the normal variation parameter can be learned from the points collected by the global function. points and misclassified object points, respectively. A summary of the results by the proposed algorithm is listed in Table 2 . The arrangement of Table 2 is as follows: in the first two columns, the number of points in all four categories (terrain, object, type I, and type II) is listed. The third column lists the actual number of terrain and object points, and the total number of points in the dataset. The fourth column lists the ratio of terrain and object points, and finally the percentage of type I, type II, and the total errors is listed. The comparison shows that the algorithm performs well; for type II errors, it is on the level of the robust interpolation algorithm and the active contour (Elmqvist, 2002) . The active contour approach reaches however 49.3 percent type I errors (see Figure 5 ). Other algorithms that have lower total error rates than ours (e.g., Axelsson, 1999) had a much higher type II error rate.
Results and Quantitative Analysis
Next, we evaluate the classification results to six other datasets. Each dataset has its own challenging feature(s) to filter. The evaluation is with respect to the manual classification of the dataset that was provided with the test data. For all datasets the same parameters that were applied for dataset I, namely height difference was set to 0.3 m and the permissible change in normal to 5°, are used.
Dataset II: Urban Area
The first test dataset is a flat urban area with some large building blocks and a mixture of high and low vegetation.
Results of the classified point cloud are given in Figure 6 . The four different categories appear in different shades. A quantitative evaluation of the results is provided in Table 3 .
Of particular interest are the ratios between the number of type I, type II, and total errors to the overall points in the data. The results show that both type I and II errors are relatively few in number. Type II errors can generally be found for individual points around buildings where the definition of where the terrain ends is vague (see enlargement in Figure 6d and 6e). Generally, no noticeable cluster of misclassifications can be noticed in the data.
Dataset III: Urban Scene with Bridges
The challenging elements here are the two gangways, an under passing road, and the large buildings (Figure 7a ). Classification results are provided in Figure 7b and 7c and Table 4 . As the results show, all objects were successfully removed. Type I errors can mostly be noticed on the ridge between the flat terrain and the road banks. A careful inspection of these points (see Figure 7d and 7e) shows that these points are very hard to define even by a visual inspection. Type II errors can mostly be related to low vegetation, which can be found near the sides of the road. 
Dataset IV: Railway Station
This dataset features a railway station with railway tracks on the lower right part (see Figure 8a) . A great challenge in filtering this dataset is the small amount of terrain points it contains (only a quarter of the point set). Classification results are provided in Figure 8c , and Table 5 . It shows that most object and terrain points are correctly classified. The misclassifications are found between the railway tracks, and these points are generally marginal in their actual classification. 
Dataset V: Bridges and Ramps
The challenge here is filtering the bridge and accounting for the ramp (Figure 9a ). The data density with this dataset is also lower than the others (here a one-third point/m 2 whereas the others were less than one point/m 2 ). Classification results are provided in Figure 9c , and quantitative results are given in Table 6 . The ramps were correctly identified as terrain, and as with dataset III, the bridge was removed.
The type II error is as low as 1.1 percent (only 20 points). Figure 9d and 9e show an enlargement of the regions where relatively many type I errors have occurred. These areas have a relatively unclear structure, and it is hard to decide whether those points are on the terrain or in fact are low vegetation points.
Dataset VI: Quarry
The quarry dataset is characterized by layered surfaces with steep slopes, disconnected terrain patches (see Figure 10 ) and with a relatively low point density (one-third point/m 2 ). The results show higher type I and type II error rates than before (Table 7) . Type I errors are mostly on the ridges and on a few "bumps" on the lower part of the quarry. An enlargement featuring the ridges shows that in fact, they are raised from the ground and the "bumps" on the lower part of the quarry are, again, unclear objects that can be deposited material, vegetation, or small mounds on the terrain. With the given point density, they are hard to determine.
Dataset VII: Gaps
Finally, we demonstrate the classification on a dataset with a significant gap in it (see Figure 11 ). In addition to the gap, the dataset includes part of a tall building and another raised object on the upper part of the dataset, inner courtyards and occluded areas. The terrain points are disconnected (notice particularly that the inner courtyard end where that gap starts) into small groups that in all account to only 50 percent of the points, and generally there is insufficient context information in the data to easily distinguish between terrain and off-terrain points. The results of applying the filtering algorithm show that even though the difference between terrain and ground is difficult to define in this dataset, the algorithm has managed classifying the terrain and off-terrain points properly (Table 8 ). The overall amount of error is 4.2 percent, and many of the missed points are type I error that refer to points whose classification is ambiguous (see enlargement in Figure 11d and 11e). Type II errors are scattered with no noticeable cluster. A comparative analysis of the performance of the algorithm is provided in Table 9 , results of other algorithms are taken from Sithole and Vosselman (2004) . The results show that in all cases but the first and fifth datasets our results give the smallest numbers of misclassifications and in some of the cases the difference is quite significant (see e.g., datasets III and VII). The results show that the algorithm has consistently provided results with small amount of misclassifications of both type I and type II. Bearing in mind that the same parameters were applied for all datasets illustrates the strength of the algorithm. It should be noted that these parameters were applicable for either flat or mountainous terrain, and for urban and rural landscapes. In this regard we also note that applying the algorithm on datasets with significant number of outlying low points (showing underneath the terrain) has managed filtering them out successfully (contrasting many local operators). These features indicate the appropriateness of the proposed algorithm for filtering laser data.
Conclusion
Many algorithms have been developed to automatically extract DTM from laser data; most of them are based on point classification. The algorithm presented in this paper proposes an alternative approach that relies on integrating global and local approaches thereby taking advantage of what each strategy has to offer while reducing the influence of their shortcomings. The integration of a global approach has proven useful in answering many difficult questions that arise in when considering terrain data, among them handling disconnected terrain patches and discontinuities. Using the local approach has proven very useful in capturing fine details in the datasets.
As the results have shown, the proposed algorithm successfully manages handling datasets that feature difficult objects to filter. Furthermore, comparison to alternative approaches our algorithm performs better in most cases. The separation of the filtering into two parts and the usage of relevant parameters in each part can explain this. This also allows us handling terrain representation at different levels. Our algorithm is based on only a very few parameters, which are intuitive to introduce or can be learned automatically, making it an accessible solution to an end user. With a reasonable tolerance, the algorithm provides good results; misclassification errors relate to interpretation of what is terrain rather than to a failure of the algorithm as a whole. 
