A necklace is an equivalence class of binary strings under rotation. In this paper, we present a Gray code listing of all n-bit necklaces with d ones so that (i) each necklace is listed exactly once by a representative from its equivalence class and (ii) successive representatives, including the last and the rst in the list, di er only by the transposition of two bits. The total time required is O(nN(n; d)), where N (n; d) denotes the number of n-bit binary necklaces with d ones. This is the rst algorithm for generating necklaces of xed density which is known to achieve this time bound.
Introduction
In a combinatorial family, a Gray code is an exhaustive listing of the objects in the family so that successive objects di er only in a small way Wil] . The classic example is the binary re ected Gray code Gra], which is a list of all n-bit binary strings in which each string di ers from its successor in exactly one bit. By applying the binary Gray code, a variety of problems have been solved and the complexities of the solutions to other problems have been improved Gar, ChLeDu, ChChCh, Los, Ric] . There are many examples of combinatorial families for which Gray codes are known, including permutations Joh, Tro], combinations BuWi, NiWi, Rus1] , compositions Kli], set partitions Kay] , integer partitions Sav, RaSaWe] , binary trees RuPr, Luc, LuRoRu] , and linear extensions PrRu1, PrRu2, Rus2, Sta, Wes] .
When an application requires an exhaustive examination of all objects in a combinatorial family, Gray codes can be used to speed up the task. With a Gray code scheme, it is often possible to list a family of N objects, each of size O(n), in time O(n + N), rather than time O(n N), by listing the rst object, and thereafter listing only the (constant size)
Research supported by National Science Foundation Grants CCR8906500 and DMS9302505. change between successive objects. There is an additional advantage if each object has an associated cost, for it is likely that the cost of an object can be computed in constant time from the cost of its predecessor on the Gray code list.
In this paper we consider Gray codes for binary necklaces. A necklace is an equivalence class of binary strings under rotation. To be precise, let = f0; 1g and for n 0 let n denote the set of all strings of length n over . De ne the rotation operation : n ! n by (x 1 x 2 x n ) = x 2 x n x 1 :
Then, strings x and y are in the same necklace if and only if i (x) = y for some integer i. A necklace can be identi ed by specifying any one of its elements and frequently the lexicographically smallest string is chosen as the representative. The density of a necklace is the number of ones in a representative of the necklace. We use N(n) and N(n; d) to denote the number of n-bit necklaces and the number of n-bit necklaces of density d, respectively. Note that distinct n-bit strings of density d must di er in at least two positions. For this paper, by a Gray code for necklaces of xed density we mean a listing of n-bit binary strings with d ones, exactly one from each necklace, in which successive strings di er in exactly two bit positions. We will show that such a Gray code is always possible and that it gives rise to the most e cient algorithm known for generating necklaces of xed density.
A simple and elegant algorithm for listing the lexicographically smallest representatives of all n-bit necklaces was given in FrMa, FrKe] and we refer to this as the FKM algorithm.
It was shown in RuSaWa] that the time required by the FKM algorithm is O(N(n)), that is, constant average time per necklace, which is best possible. The e ciency here is achieved by amortization, rather than a Gray code, since successive representatives listed by the FKM algorithm can di er in (n) bits. In fact, it can be shown that, in general, there is no listing for n-bit necklaces in which successive representatives di er in just one bit. In such a listing, the density of successive representatives would alternate between even and odd.
However, this is impossible for even n, since the numbers of even-density and odd-density necklaces di er by more than one when n > 0.
In contrast to the situation with all necklaces, there is no parity problem which precludes, for any n and d, a Gray code for n-bit necklaces of density d. The main result of this paper is to show the existence of a Gray code for any n and d. The proof is constructive and the resulting algorithm, which has been implemented in the programming language C, takes time O(nN(n; d)). We note here that the necklace representative used in the Gray code is not the lexicographically smallest one, x. Instead, it is the representative obtained from x by applying to x until the leftmost bit is a one. No previous algorithm, for the problem of listing all n-bit necklaces of xed density d, is known to be as e cient as O(nN(n; d)) for general d. However, in the special case when n = 2d + 1, a Gray code for n-bit necklaces of density d follows from the Gray code of Ruskey and Proskurowski RuPr] for balanced parentheses, under a straightforward bijection between these two families and that this algorithm achieves constant average time per object.
In Section 2 we present background and technical lemmas used for the main result. The Gray code construction is presented in Section 3 and its implementation is described and analyzed in Section 4.
Background and Technical Lemmas
For ; 2 , we use ( < ) to denote that precedes (strictly precedes) in lexicographic order. Let L(n) be the set of lexicographically smallest representatives of the n-bit necklaces. That is, L(n) = fx 2 n j x i (x) for 1 i < ng: Let L(n; d) be the subset of L(n) of strings of density d. As the backbone of our Gray code construction, we will use a tree of elements of L(n), which was introduced in WaSa]. For n 1, let : n ! n be the function (x 1 x 2 : : :x n ) = x 1 x 2 : : :x n :
Then the tree, TREE(n), is de ned recursively by (i) 0 n is the root of TREE(n) and
(ii) if x is a node of TREE(n), then for 1 i < n, i (x) is a child of x if and only if i (x) 2 L(n).
As an example, TREE(7) is shown in Figure 1 . Note that no element of L(n) appears more than once in TREE(n). For, if x; y 2 L(n) and i (x) = j (y) then i (x) = j (y) which means x and y are representatives of the same necklace and therefore must be identical. Thus, TREE(n) has no cycles and, since by de nition it is connected, it is in fact a tree. It is straightforward to verify that the nodes of TREE(n) are exactly the elements of L(n) and that L(n; d) is the set of nodes on level d. First note that 0 n appears in the tree at level Figure 1 : The tree of 7-bit necklaces, TREE(7).
0 and 0 n?1 1 appears at level 1. For d 2, assume inductively that all elements in L(n; d?1) appear in TREE(n) at level d ? 1. Then y 2 L(n; d) can be written as y = 0 k 10 i 1, where k; i 0. But then y = i+1 (0 k+i+1 1) and x = 0 k+i+1 1 2 L(n; d ? 1). By induction, x is in TREE(n) at level d ? 1 and therefore, by de nition of TREE(n), y is a child of x at level d.
The following result, crucial to our construction, was proved in WaSa].
Theorem 1 For node x = 0 k 1 in TREE(n), with k 0 and 2 , and for i satisfying
As a consequence of Theorem 1, if a node x = 0 k 1 in TREE(n) has exactly c > 0 children, then those children are 1 (x); 2 (x); : : :; c (x), and none of c+1 (x); : : :; k (x) is in L(n). Thus, if y is a child of x = 0 k 1 in TREE(n), there is a unique i, 1 i k, such that y = i (x).
For node x in TREE(n), let lev(x) denote the level of x in TREE(n), where the root is at level 0. For d 0, let DESC(x; d) 
Our Gray code construction depends on the restrictive structure of the necklace tree and requires the technical lemmas below. For a string 2 , de ne #ones( ) and #zeros( ) to be the total number of ones and zeros, respectively, in . (The density of is #ones( )). We denote the empty string by . (2) If a 1, then since a b 1, it follows that a = b = 1, so max( ) 1. Therefore cannot have more zeros than ones, since ends in 1. Thus, from (2), a #ones( ) ? #zeros( ). 2
We introduce a notation to label key nodes of TREE(n) used in the Gray code construction. For a binary string, z, de ne u; u 0 ; u 00 ; v; v 0 ; and w as follows:
Figure 2: Labeling key tree nodes.
For example, in Figure 1 , if z = 0000001, then u(z; 2) = 0000111, v(z; 2) = 0001101, u 0 (z; 2) = 0001011, v 0 (z; 2) = 0010101, and u 00 (z; 2) = 0010011. Note that for general z, u(z; 0) = z, u 0 (z; 1) = v(z; 1) and u 00 (z; 1) = w(z; 1). Let x 2 L(n) and let y i = i (x) denote the i-the child of x. Further use of the vertex labels is illustrated in Figure 2 . The lemma below shows that existence of a node at certain locations in TREE(n) forces the existence of nodes at certain other locations in TREE(n).
Lemma 2 Let x 6 = 0 n be a node in TREE(n). Let y i = i (x) and assume that j bn=2c. We rst introduce a di erent collection of necklace representatives which are a slight variation on the L-representatives. Note that although the L-representatives x = 00000011101 and y = 00001110001 di er in four bit positions, there exist rotations x 0 ; y 0 of x; y, respectively, which di er in only two bit positions. Although we could call x and y \adjacent" if there exist rotations of x and y which di er in only two bit positions, we found that by using the M-representatives, de ned below, we could make explicit the rotations of x and y which di er in only two bit positions, at least for the adjacencies which will be used in our construction. The full construction is contained in Theorem 2 at the end of this section, following some further technical lemmas.
In the next sequence of lemmas, we examine the structure of G n x; d; i]. In particular, we show that the graph is complete whenever d = 1 or i = r(x; d). In addition, we establish the existence of certain edges which will be used to link together hamilton cycles recursively constructed. When x is xed, we let y i = i (x).
Lemma 3 For any node x in TREE(n), G n x; 1; 1] is complete.
Proof. If x = 0 n , the only child of x is 0 n?1 1. Otherwise, x has the form x = 0 k 1 for some 2 . Let i (x) and j (x) be distinct children of x with 1 i; j n. Then Lemma 6 Let x 6 = 0 n be a node in TREE(n) with d 1 and r = r(x; d). For each of the following pairs of strings z; z 0 , if both z and z 0 are in L(n), then they are M-adjacent: (a) The following two lemmas describe strategies which will be used repeatedly in Theorem 2 for linking together hamilton paths/cycles in G n y i ; d If G n x; 2; i + 1] is trivial (Exception B), let e 3 be the edge e 3 = v(y i ; 1) to u(y i+1 ; 1), which exists by Lemma 6(d) . Then H + e 2 + e 3 is a hamilton cycle in G n x; 2; i] containing both P(x; 2; i) and Q(x; 2; i) paths, as required for Exception B. (See Figure 7(a) .) If G n x; 2; i] is Exception A(iii) of the CLAIM, edges u(y i+1 ; 1)v(y i+1 ; 1) and u(y i ; 1)v(y i+1 ; 1) exist by Lemma 6(a, c) . These two edges together with e 3 give a UV (x; 2; i) path from u(y i ; 1) to v(y i ; 1), as required. (See Figure 7(b) ).
Otherwise, G n x; 2; i] is none of the exceptions, so, since d = 2 is even, we must show it has an E(x; 2; i) cycle containing e 1 and e 2 . By induction, G n x; 2; i + 1] has either a hamilton path R 1 from u(y i+1 ; d ?1) to u(y i+2 ; d ?1) (Exception B) or a hamilton path R 2 from u(y i+1 ; d ? 1) to v(y i+1 ; d ? 1) (Exception A and General Case).
If r(y i ; 1) = 2, then by Lemma 2(v), v(y i+2 ; 1) 6 2 L(n) and therefore G n x; 2; i + 1] is Exception B, so it contains R 1 . In this case, let e 4 be the edge v(y i ; 1) u(y i+2 ; 1), which exists by Lemma 6(j) . Then e 1 + e 2 + R 1 + e 4 is the required hamilton cycle. (See Figure   8 (a).) If r(y i ; 1) 3, then it also contains vertex u 00 (y i ; 1) = w(y i ; 1), by Lemma 1. Thus, since G n y i ; 1; 1] is complete, it contains a hamilton path H 0 from u(y i ; 1) to w(y i ; 1) containing e 1 . Let e 5 and e 6 be the edges e 5 = w(y i ; 1)u(y i+2 ; 1), e 6 = w(y i ; 1)v(y i+1 ; 1), which exist by Lemma 6(k, i) . Since G n x; 2; i + 1] contains either R 1 or R 2 , then one of the following is a hamilton cycle in G n x; 2; i] containing e 1 and e 2 : H 0 + e 2 + R 1 + e 5 or H 0 + e 2 + R 2 + e 6 . (See Figure 8(b,c) .) In this case, G n x; 3; i] cannot fall under any case of Exception A of the CLAIM. If G n x; 3; i] is Exception B, then i + 1 = r(x; 3) and G n x; 3; i + 1] is trivial. We must nd P(x; 3; i) and Q(x; 3; i) paths in G n x; 3; i]. But these paths exist by Lemma 8 since, by induction, G n y i ; 2; 1] satis es conditions (A) and (B) of that lemma.
Otherwise, G n x; 3; i] is the general case of the CLAIM and since d = 3 is odd, we must nd an O(x; 3; i) cycle containing edges e 1 = u(y i ; 2)v(y i ; 2) and e 2 = u(y i ; 2)v(y i+1 ; 2). Since G n x; 3; i + 1] is nontrivial, by induction, it satis es (A) or (B) of Lemma 7.
If G n y i ; 2; 1] is in the general case of the CLAIM, by induction it has an E(y i ; 2; 1) cycle and therefore by Lemma 7, G n x; 3; i] has an O(x; 3; i) cycle. Otherwise, G n y i ; 2; 1] is not the general case of the CLAIM. But G n x; 3; i + 1] is nontrivial, so by Corollary 1(b) it contains v(y i+1 ; 2). But then by Lemma 2(iv), v 0 (y i ; 2) 2 V (y i ; 2; 1): Clearly, then, G n y i ; 2; 1] cannot be Exception B or cases (i) or (ii) of Exception A. So, suppose G n y i ; 2; 1] is Exception A(iii). Then G n y i ; 2; 1] contains only the vertices fu(y i ; 2); v(y i ; 2); u 0 (y i ; 2); v 0 (y i ; 2)g. Since u 00 (y i ; 2) 6 2 V (y i ; 2; 1), by Lemma 2(v), v(y i+2 ; 2) 6 2 L(n). Thus either r = i + 2 and G n x; 3; i+1] is Exception B or r = i+1 and therefore by Lemma 4, G n x; 3; i+1] has vertex set either fu(y i+1 ; 2); v(y i+1 ; 2)g or fu(y i+1 ; 2); v(y i+1 ; 2); u 0 (y i+1 ; 2)g. (G n x; 3; i + 1] trivial was considered earlier.) If G n x; 3; i + 1] is Exception B, by induction, it has a hamilton path R from v(y i+1 ; 2) to u(y i+2 ; 2). See Figure 9 (a) for an O(x; 3; i) cycle in this case. If V (x; 3; i + 1) =fu(y i+1 ; 2); v(y i+1 ; 2); u 0 (y i+1 ; 2)g, it can be veri ed that v(y i ; 2) and u 0 (y i+1 ; 2) are M-adjacent and Figure 9 (b) shows an O(x; 3; i) cycle in this case. An O(x; 3; i) cycle in the remaining case that V (x; 3; i + 1) = fu(y i+1 ; 2); v(y i+1 ; 2)g is shown in Figure 9( An example of the construction of the theorem is shown in Figure 10 
The Algorithm
The proof of Theorem 2 gives a recursive procedure for constructing a Gray code for necklaces of xed density. The procedure has been implemented in C and is included in the appendix to Wan]. (A subsequent modi cation requires storage only O(n).) In this section, we show the time required is O(nN(n; d)), where N(n; d) is the number of n bit necklaces of density d.
Below, we give a crude outline of the procedure CYCLE(x; d; i) for constructing a hamilton cycle in the graph G n x; d; i]. For simplicity, we ignore di erences between the di erent types of cycles (O; E) since these do not a ect the time analysis. (8), (9), and (13) can be done in time O(n) by testing whether certain binary strings are in L(n). This means that the CYCLE procedure spends no more than O(n) time to determine whether to make a recursive call.
If CYCLE(x; d; i) makes no recursive call, it takes one of the branches (2), (3), (4), (5), or (10), each of which can be implemented in time O(njV (x; d; i)j).
If CYCLE(x; d; i) makes a recursive call, it does so to one or both of the disjoint subgraphs G n y i ; d ? 1; 1] (a left call), G n x; d; i+ 1] (a right call), and never to a trivial graph.
To count the number of recursive subcalls over the entire execution, consider the subtree, RICH(x; d; i) of TREE(n) consisting of all nodes x with descendants in V (x; d; i). Note that no recursive call is made on any node not in RICH(x; d; i). Further, if w is a nonleaf node with only one child in RICH(x; d), no recursive call is made at w (line (2) or (3)). Thus, the number of recursive calls is at most the number of nodes in RICH(x; d; i) with at least two children and this number cannot exceed the number of leaves of RICH(x; d; i), which is jV (x; d; i)j.
In summary, the total time for CYCLE(x; d; i) is O(n number of recursive calls + X n jV (z; d 0 ; j)j)
where the sum on the right is over every call CYCLE(z; d 0 ; j) which does not itself make a recursive call. Both terms are O(njV (x; d; i)j). In particular, for d 2, CYCLE(x; d ? 1; 1) with x = 0 n?1 1, gives a Gray code for V (0 n?1 ; d ? 1; 1) = L(n; d) in time O(n N(n; d)).
We mention that to avoid storing cycles, when recursively constructed \left" and \right" cycles are to be linked by two edges, the procedure recursively computes and outputs the left cycle (in an appropriate order), then one link edge is output, and then the right cycle is computed recursively and output (in an appropriate order). To complete the cycle, the second link edge is output. Thus the additional storage required is no more than the depth of the recursion which is O(n).
Although the time analysis of the algorithm can be made tighter in several places, we have found no way to reduce the overall time bound of O(n N(n; d)), either by a tighter analysis or by an alternative implementation. Even for the simpler problem of listing n-bit necklaces of xed density d in any order, no asymptotically faster algorithm is yet known.
