We derive the preassigned LNC coefficient matrix that minimizes the probability of rank deficiency. We then analyze the outage probability (OP) of the proposed scheme over a Rayleigh fading channel. We analytically show that as long as the BH rate is greater than the individual data rate of one user, the OP of the proposed scheme decays like 1 SNR L at high SNR. This is in contrast to the existing scheme whose OP decays like 1 SNR . As the BH rate constraint approaches M times the data rate of one user, the performance of the proposed scheme is 10 L log 10 (L!) dB away from that of the full MIMO scenario at high SNR. We also develop a structured way to efficiently construct the preassigned LNC coefficient matrix that yields the optimized OP performance. Numerical results show that the proposed scheme has significantly improved performance over existing schemes.
The decoding becomes successful if the linear functions has full rank M and fails if the linear functions are rank deficient. We derive the preassigned LNC coefficient matrix that minimizes the probability of rank deficiency. We then analyze the outage probability (OP) of the proposed scheme over a Rayleigh fading channel. We analytically show that as long as the BH rate is greater than the individual data rate of one user, the OP of the proposed scheme decays like 1 SNR L at high SNR. This is in contrast to the existing scheme whose OP decays like 1 SNR . As the BH rate constraint approaches M times the data rate of one user, the performance of the proposed scheme is 10 L log 10 (L!) dB away from that of the full MIMO scenario at high SNR. We also develop a structured way to efficiently construct the preassigned LNC coefficient matrix that yields the optimized OP performance. Numerical results show that the proposed scheme has significantly improved performance over existing schemes.
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I. INTRODUCTION
I N A distributed multiple-input-multiple-output (D-MIMO) system, a number of mobile users are served by a number of distributed base stations. These base stations are connected to a central unit via independent backhaul links. This system is also referred to as the cloud radio access network (C-RAN) [1] - [3] . By carefully designing the functionality of the base stations, a D-MIMO system can better leverage multi-user or intercell interference and improve the reception quality, leading to enhanced spectral efficiency, system capacity and energy efficiency [4] . A D-MIMO system has potentials to significantly improve the performance of current and future wireless communication networks, such as coordinated multi-point (CoMP) [5] in LTE-Advanced cellular networks, mobile over Fiber to the x (FTTx) networks based on a multi-source multi-relay model [6] , and local area networks with WiFi coordination. Moreover, D-MIMO provides an platform for incorporating new technologies such as cloud mobile computing [1] and cloud storage [7] .
The design of D-MIMO systems under rate-constrained backhaul has received extensive interests [8] , [9] . An approach based on quantize re-map and forward (QMF) was proposed in [10] , which was extended in [11] to a general network, referred to as noisy network coding. In the QMF approach, the base stations perform vector quantization of their received signals at some rate satisfying the backhaul rate-constraint. It is shown that QMF or noisy network coding achieves a rate region within a bounded gap from the cut-set outer bound. Yet, from an implementation viewpoint, QMF and noisy network coding may not be practical due to the very high complexity of vector quantization.
Recently, Nazer and Gastpar proposed a compute-andforward (CF) strategy [9] that can be employed in the uplink D-MIMO system. This strategy is of particular interest in a practical scenario where the channel state information (CSI) is not available at the transmitters (mobile users), and the base stations cannot share the CSI. In CF, each base station attempts to compute and forward some finite-field linear combinations of a subset of all users' messages, by exploiting the existence of good nested lattice codes in theory. The information theoretic performance of CF was examined for the uplink D-MIMO system in the case of the overly simplistic Wyner model [12] , rather than a practical fading channel model. Recently, we proposed a simplified CF based scheme, referred to as linear physicallayer network coding, aiming at the practical implementations of CF in fading channels [13] . Two major impairments to CF in an uplink D-MIMO system are the non-integer penalty and the high probability of rank deficiency. The non-integer penalty is due to the severe quantization noise incurred by the mismatch between the channel observations (with non-integer channel coefficients) and the integer superposition of lattice codewords [9] . The high probability of rank deficiency is due to that the CF coefficients are distributively determined by the relays. In a realistic wireless channel with fading and shadowing, a high probability of full rank CF coefficients is not guaranteed, in contrast to the overly simplified Wyner model case [12] .
Another approach for the uplink D-MIMO system is quantize-and-forward (QF) (or compress-and-forward), where the base stations are referred to as oblivious base stations [4] , [14] , [15] . In QF, each base station performs scalar quantization of the signal, where the number of quantized bits are determined by the rate-constraint of the backhaul link. The CU performs multi-user decoding based on the quantized signals, while combating the quantization noise. In a practical scenario where the backhaul links have non-trivial rate-constraints, the performance of QF may be poor due to the severe quantization noise.
From the literature, the ultimate performance of an uplink D-MIMO system remains unknown. For a practical scenario where the mobile users do not have the CSI, and the base stations do not share their CSI, the design of a high-performance D-MIMO scheme becomes even more challenging. It remains difficult to quantify the benefits of D-MIMO and evaluate its performance gap to the full MIMO system.
In this paper, we aim to design a high-performance uplink D-MIMO system with moderate-to-stringent backhaul rateconstraint, e.g., the backhaul rate-constraints and the data rates are of the same order of magnitude. We focus on the scenario where the transmitters do not have CSI and the base stations do not share the CSI. The main contributions of this paper are summarized as follows: 1) We propose a new linear network coding (LNC) based protocol: The M users transmit simultaneously. Each BS attempts to decode the M users' messages. Then, it generates N linear functions of the M users' messages, based on a pre-assigned LNC coefficient matrix; The CU collects N · L linear functions from the L BSs, and recovers all M users' messages by solving these linear functions; The decoding becomes successful if the linear functions has full rank M, and fails if the linear functions are rank deficient. We derive the pre-assigned LNC coefficient matrix which minimizes the probability of rank deficiency. 2) We analyze the information rate outage probability of the proposed scheme. We analytically show that for M ≥ L, as long as the backhaul rate-constraint is greater than the individual data rate of one user, the outage probability of the proposed scheme decays like 1 SNR L at a high SNR. This is in contrast to the existing scheme whose OP decays like 1 SNR . As the backhaul rate-constraint approaches M times of the data rate of one user, the performance of the proposed scheme is L/10log 10 L! dB away from that of the full MIMO scenario at a high SNR. 3) We also develop a structured way to efficiently construct the pre-assigned LNC coefficient matrix that yield the optimized OP performance. Numerical results show that the propose scheme has significantly improved outage probability and frame error rate performance over existing CF and QF schemes, e.g., more than 3 dB improvement in a M = L = 2 setup.
II. SYSTEM MODEL
Consider an uplink D-MIMO system with M single-antenna users, L single-antenna base stations (BSs) and a common central unit (CU). The BSs are connected to the CU via L independent rate-constrained backhaul (BH) link. We consider that the BSs are not mutually connected, and they do not share data or channel state information (CSI). We consider an openloop uplink system, i.e., there is no feedback from CU to BSs, and from BSs to the users. Thus, the users do not have the CSI.
The block diagram of the system is depicted in Fig. 1 . The system consists of two layers: air-interface layer and backhaul (BH) layer. At the air-interface layer, M users transmit their messages towards the BSs using the same frequency band and time-slot. At BH layer, each BS processes its received signal and forwards it to the CU. Upon collecting the signals from the L BSs, the CU recovers all M users' messages.
A. Air-Interface Layer
User m has a length-k m message sequence denoted by b m , m ∈ {1, 2, · · · , M}. We consider that each user's message is drawn independently and uniformly over the binary field, i.e.,
The mth user's encoder maps b m into a length-n coded-and-modulated complex-valued
. Denote the encoding functions by
The information rate of user m is R m = k m n bits/channel-use. The power constraints are
where we consider that all users have the same power constraint P. Our result in this paper can be easily extended to cases where the users have different power constraints. We consider a block fading channel, i.e. the channel coefficients remain constant over a block of n symbols and vary over blocks. In one block, the signal received by the lth BS is
where h lm denotes the complex-valued flat-fading channel coefficient from the mth user to the lth BS, and z l is a lengthn complex-valued additive white Gaussian noise (AWGN) sequence of zero mean and variance . In this paper, we consider perfect synchronization among users at the relay. We note that our new scheme to be proposed in Section IV also applies to the asynchronous scenario. As we will see later in Section IV, each relay will carry out joint multi-user decoding w.r.t. all users' messages. For our proposed scheme, the performance of the multi-user decoding in the asynchronous case will be the same as that in the synchronous case, as the interference structure and per-user signal-to-interference plus noise ratio (SINR) are the same for the synchronous and asynchronous cases.
The lth BS processes its received signal y l . The reconstructed signal is generally written as
Remark 1 (Degree of Channel State Information): In this paper, we consider that the channel state information (CSI) is not available at the transmitters of mobile users. We assume that the channel coefficients h lm , m ∈ {1, 2, · · · , M}, are perfectly known by the lth BS but not known by the l -th BS for all l = l.
B. Backhaul Layer
Recall that the lth BS is connected to the CU via the lth rate-constrained BH link, l ∈ {1, 2, · · ·, L}. For more detailed discussion on the rate-constrained BH link, please refer to [8] , [16] . In this paper, we denote by C BH l the maximum rate perblock that can be supported by the lth BH link.
The signal f l (y l ) generated by the lth BS is forwarded to the CU via the lth BH link. We refer to f l (y l ) as the BH function of the lth BS. Due to the rate-constraint of the BH link, the BH function must satisfy
where H(·) denotes the entropy function. We assume error free transmission of the reconstructed signal (4) over the BH links if the rate constraint (5) is met. Denote by 
III. PROBLEM STATEMENT

A. Definition of Achievable Symmetric-Rate
In an open-loop uplink system considered in this paper, adaptive rate selection cannot be performed, since CSI is not available at the users and there is no feedback from BSs to users. We focus on the symmetric-rate scenario where all users have the same data rate, i.e.,
We will discuss the non-symmetric rate scenarios later in Section IV. For notation convenience, the normalized BH rate-constraint C BH is defined as
Hereafter, C BH will be referred to as the BH rate-constraint. Let H be a matrix which consists of all the channel coefficients, i.e., the {l, m}th entry of H is given by For a deterministic H and a given BH rate-constraint C BH , a (R, n, P e ) code consists of the following:
that satisfy the BH rateconstraint C BH (as specified in (5)). 3) A decoding function dec(·) at the CU (as specified in (6)). 4) An error probability P e , given by
A symmetric rate R is said to be achievable if, for any ε > 0, there exists a (R, n, P e ) code such that P e ≤ ε as n → ∞. We emphasize that R is dependent on H and C BH .
B. Performance Metric: Information Rate Outage Probability
Let the target symmetric rate of each user be denoted by R 0 . For the block fading channel considered in this paper, R 0 may or may not be achievable, depending on the realization of H as well as C BH . In a channel realization that the achievable symmetric rate R of a scheme is smaller than the target information rate R 0 , an outage event is declared. The information rate outage probability (OP) is defined as
We will use P out (R 0 ,C BH ) as the performance metric of the uplink D-MIMO system. In the literature, the OP is often employed as the performance metric of a system without CSI at the transmitter side. The OP provides a lower bound on the frame error rate of a practical coding and modulation scheme.
Following the convention, a scheme is said to achieve a diversity order of d as ρ → ∞ if
Note that achieving the maximal diversity order is necessary for achieving the optimal OP at a high SNR.
C. Stringent-to-Moderate BH Rate-Constraint
The OP performance of the D-MIMO system is dependent on 1) the target data rate R 0 and 2) the BH rate-constraint C BH . In this paper, we consider the case with "stringent-to-moderate" BH rate-constraint, where R 0 and C BH have the same order of magnitude. In particular, we will focus on C BH = NR 0 , where
the BH capacity is sufficient for the BSs to forward their entire received signals y 1 , y 2 , · · ·, y L to the CU via the BH links, and the CU can be viewed as a receiver with L co-located antennas. This setup is called the full MIMO case in this paper. 2 For C BH R 0 , the performance will be bottle-necked by C BH which is not the interest in this paper.
IV. PROPOSED LINEAR NETWORK CODING PROTOCOL
In this section, we propose a new linear network coding based protocol for the D-MIMO system.
Let the encoding functions ε 1 (·), · · ·, ε M (·) be globally known to all BSs. In the air-interface layer, the M users transmit simultaneously. Given the received signals in (3), each BS attempts to decode b 1 , · · ·, b M , e.g., using multi-user decoding. 3 In general, each BS may successfully (or correctly) decode a subset of the M users' message, depending on R 0 and the fading channel realization. We note that since the BSs are not mutually connected, joint processing among the BSs cannot be performed.
In this part, we will present the proposed protocol for the system with C BH = R 0 (or N = 1), i.e., the normalized BH capacity is the same as the target information rate. After that, we will extend our proposed scheme to the cases with In the proposed protocol, a pre-assigned linear combination of the M users' messages is given by (12) where
and F q denotes the Galois field of size q. Here, "⊗" represents the finite field multiplication of a vector by a scalar, and "⊕" represents the finite field addition between two vectors. In particular, when q is a prime, "⊗" and "⊕" respectively denote the modulo-q multiplication and addition. We refer to (12) as a pre-assigned LNC function and α l,1 , · · ·, α l,M as the pre-assigned LNC coefficients for the lth BS. Let the pre-assigned LNC coefficients be denoted by a vector:
which is known to BS l. Note that BS l does not have to know α l for l = l. The pre-assigned LNC coefficients for all the L BSs are denoted by the following matrix
which is referred to as a pre-assigned LNC coefficient matrix.
2) Active LNC Function for C BH = R 0 (N = 1): In the ideal case where the lth BS can successfully decode all M users' messages, the exact pre-assigned LNC function in (12) can be constructed indeed. In general, for each fading channel realization, the lth BS may successfully decode only a subset of w 1 , · · ·, w M . Let this subset be denoted by S l . Then, in the proposed scheme, BS l forwards the following LNC function: 4
where (15) and S c l denotes the complementary set of S l . We refer to u l as an active LNC function, and β l,1 , · · ·, β l,M as the active LNC coefficients for the lth BS. Note that u l has the same rate as the target symmetric data rate. Thus,
For N = 1, it is clear that (14) satisfies the BH rate-constraint in (5).
Remark 2:
In our proposed scheme, BS l is notified with the pre-assigned LNC coefficients in an off-line manner. These coefficients are carefully designed and notified to the users before data transmission. During the data transmission, BS l's operation will always be based on this pre-assigned α l,1 , · · ·, α l,M , for all fading realizations. Yet, for different fading channel realizations, BS l can successfully decode different subsets of all users' message, which yields different active LNC coefficients
Remark 3: In each block, BS l will first advise the CU its active LNC coefficients. If the pre-assigned matrix A is known to the CU, by forwarding only the indices of zeros element in
In this case, each BS can forward up to N LNC functions of the users' messages while satisfying the BH rate-constraint. We propose to use the following LNC functions at BS l:
where the active LNC coefficients are
Note that the N LNC coefficient vectors of any BS can be obtained from a single A. For each BS, its N active LNC coefficient vectors are some of N consecutive rows of A in a cyclic-shift manner. Denote the N active LNC coefficient vectors of BS l by
The active LNC coefficient vectors for all L BSs are denoted by (19) which is referred to as the active LNC coefficient matrix. We refer to each zero element in B as an erasure.
In each block, given the received signals in (3), each BS attempts to decode b 1 , · · ·, b M using joint multi-user decoding, such as joint typicality decoding [16] or iterative soft interference cancellation and decoding [22] . In general, each BS may successfully decode a subset of the M users' message, and the zero terms in the active LNC coefficients β l are determined. Then, BS l will advise the CU its active LNC coefficients β l .
A. Processing at the Central Unit
Given the N · L functions u
L and B, the CU attempts to recover all users' messages w 1 , · · ·, w M by solving the following linear equations in F q :
We note that the CU can successfully recover all w 1 , · · ·, w M if and only if B has a full rank of M in F q . An error happens if B contains some patterns of erasures (zero elements) that lead to rank deficiency of B.
Example 1: Consider M = L = 2 and N = 1. Let q = 3 and A =[1 1;1 2]. Here, A has full rank in F q where F q is an integer field of {0, 1, 2}. Suppose that BS 1 can successfully decode both users' messages, the active LNC coefficients will
The LNC function delivered to the CU will be w 1 ⊕ w 2 . Suppose that BS 2 cannot successfully decode the first user's message but can successfully decode the second user's message, the active LNC coefficients will be [β 2,1 , β 2,2 ] = [0, 2]. Then, the LNC function delivered to the CU will be w 2 . The active LNC coefficient matrix is B = [1 1;0 2] which has full rank and the CU can recover both w 1 and w 2 . Here a single erasure will not affect the recovery of the two users' messages.
B. Comments on the Proposed Scheme
The choice of the pre-assigned LNC matrix A is critical. Intuitively, a well-designed A should be able to accommodate as many erasures (i.e., the zero elements in B) as possible while still having a full rank in the finite field. This will lead to improved OP performance relative to that with an arbitrarily chosen A, as we will show in the next section. The details on the design of A will be presented in Section VI.
In the proposed LNC based protocol, the BSs exhibit the feature of "cloud base stations." The users are not aware of which BSs are actually serving them, while each BS is not aware of the operations of other BSs. This leads to several advantages in practice, e.g., there is no need to design soft handover and the cell planning can be simplified. For LTE cellular networks, in particular, there is no need to change the system architecture in order to employ the proposed protocol. The proposed protocol also shares some features of the cloud storage using network coding [7] . The erasures are due to that a BS cannot successfully decode some of the users' messages, which are largely decided by the random realization of fading channels.
We note that the proposed scheme is not a physical-layer network coding scheme. The linear message combinations are not directly computed from the received signal in physicallayer. Instead, each BS attempts to decode all users' messages, and then performs network coding based on the pre-assigned LNC coefficient matrix. In particular, the proposed scheme differs from compute-and-forward in that the LNC coefficients used by the BSs in our scheme are pre-assigned (optimized) in advance. By carefully designing the pre-assigned LNC matrix A (see next two sections), the probability of rank deficiency at the CU can be minimized. In contrast, in compute-andforward, each BS selects the best N LNC coefficients, but this frequently leads to rank deficiency at the CU. We note that the method proposed in [17] for designing the CF coefficient required feedback from the CU to the BSs, which cannot be implemented in the open loop uplink system considered in this paper. We also note that the proposed scheme can be extended to non-symmetric rate scenarios.
V. OUTAGE BEHAVIOR IN RAYLEIGH FADING CHANNELS
In this section, we study the OP behavior of the proposed LNC based protocol for the uplink D-MIMO system in Rayleigh fading channels. Throughout this section, we will focus on the case of 5 M ≤ L. Our scheme can be generalized to the case of L < M while N > 1 is required.
A. Main Asymptotic Results
In this section, we focus on the outage probability for the case that all channels are i.i.d. and follow Rayleigh distribution, i.e., h l,m ∼ CN(0, 1). The analysis can be extended to the case with different fading channel distributions. In general, deriving the exact OP for a specific SNR is very difficult. Here, we present some main results on the OP of our proposed protocol in the high SNR regime. Our results will be useful for evaluating the outage behavior of the proposed scheme, as well as its performance gap to the full MIMO setup.
Theorem 1: For M ≤ L, as long as C BH ≥ R 0 (or N ≥ 1), there exists a pre-assigned LNC matrix A such that, as ρ → ∞, the OP of the proposed scheme satisfies
It is noteworthy that achieving the maximal diversity order is a necessary condition for a scheme to be OP optimal at a relatively high SNR. It can be shown that in a conventional scheme where BS l only recovers and forwards w j , j ∈ {1, . . . , M}, the OP is proportional to 1 ρ . This suggests that, as long as C BH ≥ R 0 , our proposed scheme outperforms the conventional scheme at a sufficiently high SNR.
, the OP of the proposed scheme becomes
Using Theorem 2, we can evaluate the performance gap to the full MIMO setup as follows.
Corollary 1: For M ≤ L, it can be shown that the OP of the full MIMO setup is given by
5 In a practical system e.g., the 4G cellular system, when a single-antenna BS need to serve multiple users, the BS will allocate different frequency bands for them, e.g., using OFDM). This is the main reason why we do not consider the case of L < M. ( w 1 , w 2 ) ). Area 4 depicts the non-decodable region
Comparing (22) and (23), our proposed scheme is 10 L log 10 (L!) dB away from the performance of the full MIMO setup as long as C BH ≥ MR 0 at a high SNR. The gap is 1.505 dB, 2.59 dB and 3.45 dB for L = 2, 3, 4 respectively. In Section VII, we will show by numerical results that the above asymptotic results hold when the SNR is greater than about 15 dB (or 25 dB) for D-MIMO systems where R 0 = 1 (or R 0 = 2). We note that a well-designed matrix A is necessary to achieve the above results. 
B. Outage Probability Analysis (Proof of Main
Proof: This follows from the well-known capacity region of the M-user multiple-access channel (MAC), based on superposition encoding and joint typicality decoding [18] .
An example of the CD region is illustrated in Fig. 2 for the M = 2 case. It is known that there exist spatially coupled codes that exhibit vanishing error probability (as n → ∞) as long as (h l1 , · · ·, h lM ) belong to the CD region specified above [19] .
In conventional M-user MAC, the receiver is required to decode all users' messages. In contrast, in the uplink D-MIMO system, it is not necessary that every BS must successfully decode all users' messages. As long as the L BSs collectively forward a number of linear message functions that have rank M, the CU can recover all users' messages. The following definition and lemma will be used to reflect this feature. 
Proof: It can be shown that if the inequalities in (25) are satisfied, for all users belonging to S l , their messages can be successfully decoded while treating all the rest users' signals as noise. Also, it can be shown that if the inequalities in (26) are satisfied, for all users belonging to S c l , none of their messages can be successfully decoded. Combining these two parts, we obtain the PD region for a given S l .
In Fig. 2 , we depict the CD region A(S l = {w 1 , w 2 }) and the PD regions A(S l = w 1 ) and A(S l = w 2 ) w.r.t. BS l, for a M = 2 system. Here, the SNR is 10 dB and the symmetric rate is R 0 = 2. The horizontal axis denotes |h l1 | 2 and the vertical axis denotes |h l2 | 2 . The whole area is divided into four disjoint areas.
In particular, area 1 depicts the CD region A(S l = {w 1 , w 2 }) which is specified in (24). For a channel realization where |h l1 | 2 and |h l2 | 2 fall into this region, both w 1 and w 2 can be successfully decoded. Area 2 depicts the PD region A(S l = w 1 ).
For a channel realization where |h l1 | 2 and |h l2 | 2 falls into this area, w 1 can be successfully decoded but w 2 cannot. Similarly, area 3 depicts A(S l = w 2 ). Area 4 depicts the non-decodable region A(S l = / 0) where neither w 1 nor w 2 can be decoded.
2) Outage Events at the CU:
Recall that in the proposed LNC based protocol, each BS forwards N LNC functions to the CU via its BH link. Then, the CU attempts to recover all M users' messages based on the L · N LNC functions. It is clear that the positions of erasures (zero elements) in the active LNC coefficients are determined by the indices of the users that cannot be successfully decoded at BS l. To be specific, for BS l, the active LNC coefficient vector β l is determined by the PD region that the channel realization h l falls into. By considering all L BSs, the outage event at the CU is given below. To help with explaining the outage event, let us consider an example with M = L = 2. Consider the CD and PD regions as depicted in Fig. 2 for both BS 1 and BS 2. For a certain realization of (h 11 , h 12 ), BS 1 is subject to one of the four disjoint regions. Similarly, for a certain realization of (h 21 , h 22 ), BS2 is subject to one of the four disjoint regions. Then, the erasures in the active LNC matrix B is also determined. If B turns out to be full rank, the CU can recover both users' messages. Otherwise, an outage event happens. The outage events for the M = L = 2 case are described below. For notation simplicity, let A(S l = w 1 ) and A(S l = w 2 ) be respectively denoted by A(w 1 , w 2 ) and A( w 1 , w 2 ).
Note that (27) and (28) differ in their last line.
3) Asymptotic OP Results (Proof of Main Results):
As the size of the D-MIMO system, i.e., M and L, become large, there will be a large number of events that will lead to outages at the CU. This makes it very difficult to characterize the exact OP of the proposed protocol for general M, L and N, even at the infinite SNR regime. The results presented in Theorem 1 and Theorem 2 (in Section IV-A) showed the diversity order as well as the asymptotic performance gap to the full MIMO setup, for general M and L of M ≤ L. The remainder of this section is devoted to the proofs of these results.
Recall the PD-regions in Definition 2. The event that user m'th message cannot be successfully decoded at BS l is given by h lm ∈
A(S l ) specifies the event that h lm falls into the union of the PD-regions A(S l ) where S l does not contain the mth user's message w m . As ρ → ∞, the probability of such an event can be upper-bounded as follows.
Proposition 1: As ρ → ∞ and for R 0 < ∞,
Proof: It can be shown that the following region
is strictly contained in the CD region. This follows from the fact that the CD region is convex and thus any linear combination of the corner points of the CD region is inside the CD region. Geometrically, the region specified in (30) is an M-dimension cubic that is strictly inside the pentagon of the CD region. Then, based on the above relaxation, we have
We now prove Theorem 1. 
From Prop. 3 (on page 19), there exists a pre-assigned LNC matrix A that is robust to L − 1 erasures. As long as τ ≤ L − 1, the CU can successfully recover all M users' messages. Thus the OP is upper-bounded by
In addition, since increasing N will not reduce the slope of
This completes the proof.
We next consider N = M and prove the result of Theorem 2. The following lemma will be used.
Lemma 4:
The proof of Lemma 4 is given in the Appendix.
Proof of Theorem 2:
As long as the pre-assigned LNC matrix satisfies Proposition 2, for N = M, the CU cannot correctly recover user m message only if there is no BS that can successfully decode user m's message. The probability of such event is given by
where we have used the result of Lemma 4. As ρ → ∞, for R 0 < ∞ and N = M, the OP is equal to the probability that the CU cannot correctly recover at least one of the M users' messages, which is given by
4) Impact of BH Rate-Constraint:
To end the section, we briefly discuss the impact of the BH rate-constraint (i.e. N) on the OP, where we focus on a small system. For M = L = 2, we can derive an exact closed-form expression for the OP at a high SNR for N = 1, as presented below and proved in Appendix:
From Theorem 2, for M = L = 2 and N = 2, we have
Comparing P out (R 0 ,C BH = 2R 0 ) and P out (R 0 ,C BH = R 0 ) in (36), it is clear that a larger N gives rise to a reduced OP. Furthermore, as R 0 increases, the improvement due to a larger C BH becomes greater. We note that this behavior holds when M and L become large. (See Section VI.)
VI. DESIGN OF PRE-ASSIGNED LNC MATRIX A
In this section, we first present the existence of a pre-assigned A that yields the OP results in the previous section. Then, we study how to construct a desired matrix A in an efficient manner.
A. Existence of Pre-Assigned Matrix A
As a preliminary, we first describe a condition, with which the OP results shown in the previous section is guaranteed.
Condition 1 (Robust-to-Γ-Erasures Condition):
A full rank matrix is said to be robust to Γ erasures if after any τ ≤ Γ entries are set to be 0, the resultant matrix is still of full rank. over GF (13) are respectively robust to 3 and 4 erasures. In the remaining part of this subsection, we shall show, by rather technical but standard arguments in the network coding literature (See [18] for example), that there always exists an L × M matrix robust to L − 1 erasures over a sufficiently large finite field.
, there exists an M × M matrix A over GF(q) that is robust to M − 1 erasures, i.e., after any n ≤ M − 1 entries of A are set to be 0, the resultant matrix is of full rank M.
Remark 5: In the proposed scheme, each zero element in the active LNC matrix B corresponds to a decoding failure of a user's message at a specific BS. For a matrix A that satisfies Cond. 1, only when there are M zero elements in B, B will have rank deficiency and an outage event happens. In the proof of Theo. 1, we showed that the probability of M zero elements is proportional to 1 ρ as ρ → ∞. Proof: Let X be a set of indeterminates {x j,k } 1≤ j,k≤M , and A(X) be the M × M matrix with ( j, k) th entry being x j,k . Further let Ψ be the collection of all subsets of X with 0 ≤ n < M elements, and A(X, ψ), where ψ ∈ Ψ, be the matrix obtained from A(X) by setting the ( j, k) th entry to be 0 whenever x j,k ∈ ψ. Then, det(A(X, ψ)), to be denoted by f ψ (X), is a nonzero polynomial in indeterminates in X over GF(q). In order to show that there exists a matrix A over GF(q) subject to Cond. 1, it is equivalent to show that there exists an assignment of a j,k ∈ GF(q) to x j,k ∈ X such that the evaluation f ψ ((a j,k ) 1≤ j,k≤M ) is nonzero for all ψ ∈ Ψ. Denote by Ψ (resp. Ψ ) the collection of all such members in Ψ that each ψ ∈ Ψ (resp. ψ ∈ Ψ ) contains M − 1 indeterminates which all appear in a same row (resp. in a same column) in A(X). Note that Ψ Ψ due to M ≥ 3. Moreover, since ∏ ψ∈Ψ f ψ (X) = ∏ ψ∈Ψ f ψ (X), it suffices to show that there exists an assignment of a j,k ∈ GF(q) to x j,k ∈ X such that the evaluation
Consider an arbitrary indeterminate x j,k . Note that there not be a major concern. Yet, it will be of theoretical interests to investigate how to efficiently construct such a matrix as follows. First, we shall reduce the construction of an L×M matrix robust to L − 1 erasures to the construction of an (L − 1) × (M − 1) matrix. Proposition 4: Let A be an L × M matrix over GF(q) satisfying robust-to-(L − 1)-erasure condition. Every entry in A is nonzero and there exists a matrix over GF(q) satisfying robustto-(L − 1)-erasure condition with all entries in the first row and first column equal to 1.
Proof: Denote by a j,k the ( j, k) th entry in A. Consider an arbitrary a j,k . Denote by A the matrix obtained from A via setting a j ,k = 0 for all j = j. Since A satisfies condition robust-to-(L − 1)-erasure condition, A has full rank M. If a j,k is equal to 0, then the k th column in A is a zero column and thus rank(A ) < M, a contradiction. Therefore, a j,k = 0. Next, we can obtain another matrix A from A via sequentially multiplying the j th row by a 1,k for all 2 ≤ k ≤ M. All entries in the first row and first column in A are then equal to 1. Since the rank of an arbitrary matrix over a field keeps the same after any row or column in the matrix is multiplied by a nonzero value in the field, matrix A satisfies robust-to-(L − 1)-erasure condition too.
Recall that the size of a finite field must be a power of a prime integer. Assume that q is a prime greater than M ∑ M−1 n=2
, so that the existence of an matrix robust to L − 1 erasures is guaranteed by Prop. 3.
Assume that q is a prime power greater than M ∑
M−1 n=2
M 2 −1 n . If we need to find a matrix over GF(q) s.t. robust-to-(L − 1)-erasure condition by exhaustive search, the total number of matrices over GF(q) we need to check is in the order O(q LM ). If we assume that the computational complexity is O(LM 2 ) to check whether an L × M matrix has full rank (by Gaussian elimination for example,) the computational complexity to find a matrix subject to robust-to-(L − 1)-erasure condition over GF(q) by exhaustive search is O(LM 2 q LM ).
We next establish a more structured way to construct a matrix subject to robust-to-(L − 1)-erasure condition. A matrix is called a mixed matrix over GF(q) if every entry in it contains either a value in GF(q) or an indeterminate. Let A denote a collection of such M × M square mixed matrices over GF(q) that every indeterminate appears only at most once in every matrix, and let X denote the set of indeterminates appearing in A. A max-rank matrix completion of A is a procedure to assign values in GF(q) to indeterminates in X such that the rank of every matrix in A is preserved. When q > |A|, an algorithm is designed in [20] for max-rank completion of A with computational complexity O(|A|(M 3 log M + |X|M 2 )). Now, in order to construct an M × M matrix over GF(q) subject to robust-to-(L − 1)-erasure condition, it suffices to construct a matrix over GF(q) with all entries in the first row and the first column equal to 1 as a consequence of Proposition 4. Let A denote a mixed matrix such that (i) the entries in the first row and the first column are equal to 1; (ii) the ( j, k) th entry is an indeterminate x j,k for all 2 ≤ j, k ≤ M. Further denote by X the set of ordered pairs {( j, k) : 1 ≤ j, k ≤ M}, by Ψ the collection of all subsets of X with n < M elements, and by A(ψ) where ψ ∈ Ψ the matrix obtained from A via setting the ( j, k) th entry to be 0 whenever ( j, k) ∈ ψ. Then, a max-rank matrix completion procedure on A = {A(ψ) : ψ ∈ Ψ} is able to construct a matrix subject to robust-to-(L − 1)-erasure condition. Specific to an entry indexed by ( j, k), consider two members in
, a max-rank matrix completion of {A, A(ψ )} is equivalent to a max-rank matrix completion of {A, A(ψ )}. As a result, it suffices to conduct a max-rank matrix completion procedure on A = {A(ψ) : ψ ∈ Ψ \ Ψ } to find a matrix subject to robust-to-(L − 1)-erasure condition, where
Then, based on the algorithm proposed in [20] , when q > |A| = ∑ M−1 n=0
As an extension, we can also adopt the maxrank matrix completion approach to construct an L × M matrix subject to robust-to-(L − 1)-erasure condition. Let A denote an L × M mixed matrix s.t. (i) the entries in the first row and the first column are equal to 1; (ii) the ( j, k) th entry is an indeterminate 
VII. NUMERICAL RESULTS
In this section, we present numerical results of the uplink D-MIMO system. Here we first present the numerical results of OPs studied in the preceding sections. They serve as upper bounds on the frame error rate (FER) of practical schemes with state-of-the-art error-control codes and digital modulations. We will compare the OP of the proposed scheme with those of existing schemes in the literature. After that, we show the FER performance of a practical turbo coded scheme with multi-user decoding at the BSs. The pre-assigned LNC coefficient matrix A used in the simulations are shown in Table I .
We first consider an M = L = 2 system, where the per-user information rate is R 0 = 1 bit/channel-use. In Fig. 3 , the red curve (in solid line and with circles) is the OP of a baseline scheme where BS 1 (or BS 2) only decodes and forwards its user 1's (or user 2's) message. 6 The green curve (in solid line and with triangles) is the OP of the proposed LNC based scheme, where C BH = R 0 (N = 1). We observe that, with our designed matrix A, the proposed scheme yields dramatic performance improvement over the baseline scheme. In particular, our proposed scheme achieves a diversity order of two, which agrees with our analysis in Section V. We also plot the derived closed-form result in Eq. (37), which matches with the simulated results at SNR greater than 15 dB. We note that, if an arbitrary A (rather than that described in Section VI) is used, the OP of the LNC based scheme may be much worse than that shown in this figure due to rank deficiency. In Fig. 3 , we also plot the OP of the proposed scheme, where C BH = 2R 0 (N = 2). At a medium-to-high SNR, a 2.6 dB improvement relative to that of C BH = R 0 is observed. The simulated curve matches with our derived close-form result in Eq. (37) at SNR greater than 15 dB. We also observe that the OP performance is about 1.5 dB away from that of the full MIMO setup, and this agrees with our analysis presented in Section V-A.
We evaluate the performance for R 0 = 2 as shown in Fig. 4 , which lead to similar observations. We observe that the improvement with C BH = 2R 0 over that with C BH = R 0 is about 4.3 dB, which is greater than the 2.6 dB in the R 0 = 1 case in Fig. 3 . This shows that as the data rate R 0 increases, increasing N will lead to a greater performance improvement. This agrees with our discussion at the end of Section V.
In Fig. 5 , we compare the OP performance of the proposed scheme with the compute-and-forward (CF) scheme [9] and the quantize-and-forward (QF) scheme [21] . For the CF scheme, each BS locally selects the N sets of coefficient vectors that 6 In the baseline system, this assignment is fixed. In the model under consideration, the cloud base stations do not share channel state information. Therefore, the base stations cannot perform adaptive user selection according to the instantaneous SNR. yield the highest computation rates which are greater than R 0 [9] . For the QF scheme, each BS quantizes its received signal into NR 0 bits. The variance of the quantization noise was shown in [21] . We observe that the proposed LNC based scheme outperforms both the CF scheme and the QF scheme. For N = 1, for the CF scheme, there is a high probability that the coefficient vectors separately selected by the BSs are not full rank. In contrast, the proposed scheme can dramatically reduce the probability of the rank deficiency by carefully designing the pre-assigned LNC matrix A. For N = 2, the rank deficiency problem of the CF scheme is alleviated, but its OP performance is still inferior to that of the proposed scheme. Moreover, it can be seen that the QF scheme is subject to a severe error floor, which is due to the severe quantization noise. Note that we can derive the closed-form result on the OP of our proposed scheme. At the moment, a closed-form result cannot be done for QF and CF. In Fig. 6 , we consider an M = L = 3 system, where the per-user information rate is R 0 = 1. The BH capacities under consideration are C BH = R 0 and C BH = 2R 0 . It is clear that proposed scheme yields dramatic performance improvement over the baseline scheme. In particular, our proposed scheme achieves a diversity order of three, which agrees with our analysis in Section V. In Fig. 7 , we plot the OPs for various numbers of M and L where R 0 = 1. Here, we consider M = L = N. It is clear that as M increases, the OP of the D-MIMO system with the proposed LNC based approach improves. In contrast, the performance of the baseline scheme (where BS l only decodes user l's message) becomes worse as M increases, due to that the interference becomes more severe. At a SNR higher than 15 dB, we observe that our proposed scheme is about 1.6 dB, 2.6 dB, 3.7 dB away from the OP of the full MIMO case, for M = 2, 3, 4, respectively. This agrees with our results in Theorem 2 and Corollary 1.
In Fig. 8 , we consider an M = L = 2 system, where every user employs a rate-1/2 turbo code with generator polynomials [37, 21] 8 and QPSK. The information rate is R 0 = 1 bit/channel-use. In our simulation, each block consists of 256 message bits. Each BS carries out multi-user decoding via iterative a posteriori probability (APP) detection and decoding [22] , [23] . Note that each BS is not aware of other BSs' processing. For C BH = R 0 (N = 1), the simulated FER performance of the practical coded and modulated system is about 1.5 dB away from our derived theoretical OP (at a medium-to-high SNR regime). We conjecture that this gap is primarily due to that the simulated coding and modulation scheme may not be able to achieve the full rate-region of the MAC. From the literature, it is known that universal codes, such as spatially coupled LDPC codes, can be employed to achieve the whole rate-region of the multiple-access channel [19] , and yield further improved FER performance. Interestingly, for C BH = 2R 0 , the simulated FER performance of the practical coded and modulated system is only about 0.2 dB away from our derived theoretical OP, and the gap becomes almost un-noticeable. These FER results further confirm our derived OP results. For a large system, we expect that spatially coupled LDPC codes can be designed to considerably reduce this gap [19] . This will be considered in our future work.
VIII. CONCLUSION
We proposed a LNC approach for uplink D-MIMO systems where the transmitters do not have CSI. By carefully designing the pre-assigned LNC matrix, the proposed scheme exhibited significantly improved outage probability performance over the base-line single-cell processing scheme, the compute-andforward scheme and the quantize-and-forward scheme. We showed that as long as the BH rate-constraint is not smaller than the data rate, i.e., C BH ≥ R 0 , the proposed scheme achieves a full diversity order of L determined by the number of distributed BSs. As C BH ≥ M · R 0 , the scheme is only 10 L log 10 (L!) dB away from the performance of the full MIMO setup at a high SNR. In addition, the performance improves as the size of the D-MIMO system scales up. We also showed that the frame error rate performance of a practical turbo coded system is reasonably close to our derived theoretical OP.
The work in this paper can be enriched from several aspects. 
A(S
l ) ⎫ ⎬ ⎭ ≈ |h lm | 2 < 2 R 0 − 1 ρ = 2 R 0 − 1 ρ + o 1 ρ .
Proof of Theorem 3:
As ρ → ∞, the probability that (h l1 , h l2 ) belongs to A(w 1 , w 2 ) is given by
Pr {h l1 , h l2 ∈ A(w 1 , w 2 )}
This follows from integrating over the PD-region A(w 1 , w 2 )
over the pdf of a Rayleigh distribution. As ρ → ∞, Pr{h l1 , h l2 ∈ A(w 1 , w 2 )} is just the area of A(w 1 , w 2 ), which leads to (41).
Similarly,
Pr {h l1 , h l2 ∈ A( w 1 , w 2 )} = Consider the event specified in the second line of (27). The probability of this event is P (1) = Pr{h 11 , h 12 ∈ A(w 1 , w 2 )}Pr{h 21 , h 22 ∈ A(w 1 , w 2 )} = (2 R − 1)
where we have used Eq. (41). Similarly, the probability w.r.t. the event w.r.t the third line of (27) is given by
Moreover, it can be shown that the probability of the event specified in the fourth line of (27) and this completes the proof.
