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Abstract. This work presents the Weighted Random Early Detection
(WTRED) strategy for congestion handling in TCP networks. The strat-
egy dynamically adjusts RED's maximum threshold, minimum threshold
and weight parameters to increase network performance. This work de-
scribes RED and FRED implementations and highlights their disadvan-
tages. Using the NS-2 simulator, we compare WTRED with these classic
congestion control strategies. The simulation results demonstrate the
shortcomings of RED and FRED. The results also show that WTRED
achieves greater link utilization and throughput than RED and FRED.
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1 Introduction
Transmission Control Protocol (TCP) is a set of rules that govern end-to-end
data delivery in modern networks [1] [2] [3]. When demand exceeds the avail-
able capacity, congestion occurs, resulting in large delays and packet losses [4]
[5]. Data 
ows in the internet are chaotic and self-similar [31], hence, queue
management and scheduling mechanisms are required at routers.
Real time trac, including voice and video, has become increasingly impor-
tant, necessitating the development of new TCP congestion control strategies.
Tail Drop (TD) was one of the earliest strategies, applied by TCP networks, to
solve congestion. Random Drop (RD) and Early Random Drop (ERD) [6] were
proposed to overcome some of TD's drawbacks. Random Early Detection (RED)
[7] was proposed in 1993 to solve the shortcomings of previous congestion con-
trol strategies; particularly TD. Following the publication and adoption of RED,
variants have been designed to enhance its performance. This study, describes
the characteristics, advantages and disadvantages of TD, RED and FRED. We
propose a novel RED variant to improve network performance using a dynamic
weight parameter.
This paper is organized as follows: Section 2 describes the background of
congestion and the traditional solutions to this problem. Section 3 describes
the Random Early Detection (RED) strategy. Rened Random Early detection2 Nabhan Hamadneh, David Murray, Michael Dixon, and Peter Cole
(FRED) is detailed in section 4. Section 5 proposes the new weighted RED
(WTRED) strategy. Simulation and discussion is presented in section 6; and
section 7 concludes the study.
2 Background
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Fig.1. Full queue problem of TD strategy.
 0
 50
 100
 150
 200
 250
 300
 350
 0  20  40  60  80  100  120
W
i
n
d
o
w
 
s
i
z
e
 
i
n
 
b
y
t
e
s
Time in seconds
"conn1"
"conn2"
"conn3"
"conn4"
"conn5"
Fig.2. Lock out problem of TD strategy.
Current congestion control algorithms are expected to prevent unsatisfactory
performance. The performance of these strategies is evaluated against the fol-
lowing goals [8]: i. high bandwidth utilization, ii. fairness iii. reduced jitter iv.
high responsiveness. v. Fairness and compatibitlity with widely used protocols.
Network performance involves four main parameters, which are: throughput, link
utilization, packet loss and average delay. The design of a new congestion control
strategy is subject to enhance one or more of these parameters.
The Tail Drop (TD) strategy uses a First In First Out (FIFO) queue man-
agement approach to control congestion. When the queue size reaches the buer
limit, packets are dropped in the order they arrive. This approach causes four
problems that reduce network performance:
 Full Queue [9]: This problem occurs when a gateway continually sends full
queue signals to sources for an extended period of time. In Fig. 1, a buer of
size 64 packets is full throughout the majority of the network operation time.
In addition to the long delays associated with large queues, TD will penalize
some connections by inequitably dropping packets. This will cause unfair
resource allocation, which is illustrated in Fig. 2. In this gure, connection
2's window size is always lower than the other connections.
 Lock Out [9]: This problem occurs when TD allows a few connections to
monopolize the whole buer space. In Fig. 2, connection 4 receives more link
bandwidth than the other connections in the network.Weighted RED (WTRED) Strategy For TCP Congestion Control 3
 Global Synchronization [6]: This problem occurs when all TCP senders re-
duce their sending rate simultaneously, reducing the network throughput [10]
[11]. Fig. 3 shows TD algorithm causing global synchronization. Fig. 4 shows
5 seconds of global synchronization for the same scenario between time 20s
to 25s.
 Bias against bursty trac [12]: The nature of TCP transactions often result
in data packets being sent and received in groups. When the source receives
acknowledgments of packet delivery from the destination node, it increases
the number of packets to be sent in the next group. The maximum number
of packets allowed in transit is the congestion window size cwnd. In network
steady state, the congestion window size is increased. When the network be-
comes congested, the congestion window size is decreased. Due to the bursty
nature of many transactions, dropping packets in the order that they arrived
is unfair because it is likely that the majority of packets being dropped, may
be from the same source. This will unfairly decrease the sending rate of that
source whilst it needs more bandwidth to send this bursty trac. Resulting
in low network throughput.
Another strategy, Early Random Drop (ERD), begins packet drops at a rate
derived from the current network congestion level. For example, if the queue
size exceeds a certain threshold, then every arriving packet will be dropped with
prexed drop probability. The following code, illustrates the algorithm of this
strategy:
Early Random Drop (ERD)'s Algorithm, see [6] for more details
if (queue_length > drop_level ) then
if get.random( ) < drop_probablity then
drop(packet)
Relating to some ERD suggestions, Random Early Detection (RED) was
developed to maintain adjustable threshold and drop probability. RED solves
the problems associated with the traditional congestion control strategies.
3 Random Early Detection (RED)
Random Early Detection (RED) maintains six main parameters 1. For every
packet arrival, the average queue size is estimated using Eq. (1). If the average is
greater than the maximum threshold, then all arriving packets will be dropped
1 Many of RED's features were originally proposed in prior work [6]. The random early
packet drop, dynamic drop level and dynamic drop probability were derived from
work by Hashem [6]. RED also uses the uniform distribution for drop probability
by [6]. The average queue size and weight parameter were originally proposed by
Ramakrishnan et al [14].4 Nabhan Hamadneh, David Murray, Michael Dixon, and Peter Cole
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Fig.3. TD global synchronization.
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Fig.4. TD global synchronization (x 50
zoom in).
with probability 1. If the average is less than the minimum threshold, then
no packets are to be dropped. If the average is in between the minimum and
maximum thresholds, then RED calculates the immediate drop probability pb
by Eq. (2). RED then calculates the accumulative drop probability pa using Eq.
(3). As a nal step, it drops packets with the accumulative drop probability.
avg = (1   wq)  avg + wq  q (1)
pb = maxp(
avg   minth
maxth   minth
) (2)
pa = pb(
1
1   count  pb
) (3)
Where:
avg : Average queue size
wq : Weight parameter, 0  wq  1
q : Current queue size
pb : Immediately marking probability
maxp : Maximum value of pb
minth : Minimum threshold
maxth : Maximum threshold
pa : Accumulative drop probability
count : Number of arrived packets since the last dropped one
RED solves the problems associated with traditional congestion control strate-
gies, such as TD. Fig. 5 depicts the weighted average and the actual queue sizes
for the same scenario used in Fig. 1; in this instance RED rather than TD is used.
Fig. 5 shows that RED has no biases against bursty trac. While the average
queue size is nearly 17 packets, a few bursts, between size 17 and 26, are allowed.
The weighted average denes the level of congestion to start packet dropping.Weighted RED (WTRED) Strategy For TCP Congestion Control 5
In Fig. 5, avg is always less than 13 packets and this helps the gateway detect
congestion before the buer over
ows. By reducing the actual and average queue
sizes, RED lowers queuing delays, prevents the full queue problem and provides
fair resource allocation.
RED also solves lock out and global synchronization problems. Fig. 6 shows
the congestion window size for RED. It is the same network used to plot Fig. 2
with TD. It is clear from Fig. 6, that the connections receive fair resource alloca-
tion. Lock out problems are also eliminated. The global synchronization, caused
by TD, is also solved. This is evidenced in Fig. 7.
Despite the strong design of RED, drawbacks have been revealed in a num-
ber of studies. Parameter measurement and the recommended values have been
subject to change over time [16]. A new RED-based strategy, ARED, was devel-
oped. ARED dynamically adjusts the maxp parameter depending on the values
of avg, maxth and minth [17]. Blue-RED is another strategy that dynamically
adjusts the drop probability of RED pa to increase network performance [18].
Other strategies suggest dynamic thresholds for RED, such as RED-DT [19] and
PDT-RED [20]. Diusion Early Marking (DEM) [22] is a RED based strategy
designed to avoid global synchronization. In order to avoid excessive congestion
marking, DEM has been designed to optimize the distribution of packet marking.
For further details in newly designed congestion control strategies, see [23].
Parameter setting in new RED-based strategies is dynamic. Some studies
suggest optimal values for the weight parameter wq. BF-RED [21], proposes dif-
ferent weight parameters for dierent 
ows to ensure fair bandwidth allocation.
Also, RT-RED adjusts RED's parameters based on the ratio between the ac-
tual queue size and the average queue size. RED performance evaluations in real
networks are further investigated in [24] [25] [26].
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Fig.5. Average and actual queue sizes on
a RED gateway.
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Fig.6. Congestion window size on a RED
gateway.6 Nabhan Hamadneh, David Murray, Michael Dixon, and Peter Cole
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Fig.7. Congestion window size on a RED gateway without global synchronization.
Sub-Phase 1 2 3 4 5 6
maxp maxp 2maxp 4maxp 6maxp 8maxp 10maxp
Table 1. The maximum drop probability for FRED's sub-phases
4 FRED
Rened Random Early Detection (FRED) [27] is a modication of RED that
uses a dynamic weight wq and maxp to control congestion. It divides the area
between the maximum threshold and minimum threshold into six sub-phases. As
the average increases from the minimum threshold to the maximum threshold,
the maxp is increased. A dierent value is assigned for the dierent sub-phases
illustrated in Table 1.
In addition to a dynamic maxp parameter, FRED maintains a dynamic
weight parameter wq. It, also, makes use of a third threshold, called the warn
threshold. The weight parameter is adjusted whenever the actual queue size
exceeds the warn threshold. FRED normally assigns half of the buer size to
this value. After the actual queue size exceeds the warn threshold, it has to go
through another six sub-phases, but this time, with dierent weight parameters
for each sub-phase. The weight values for these sub-phases are illustrated in Ta-
ble 2. In order to apply the weight parameter sub-phases, the actual queue size
must be greater than the average queue size.
Sub-Phase 1 2 3 4 5 6
wq wq 4wq 8wq 12wq 16wq 20wq
Table 2. The weight parameter for FRED's sub-phasesWeighted RED (WTRED) Strategy For TCP Congestion Control 7
RED calculates the average queue size for every packet arrival. FRED ex-
tends RED by additionally calculating the average queue size for every packet
departure.
5 WTRED design guidelines
Before outlining the WTRED algorithm we highlight some of the parameter and
implementation issues with RED and FRED.
5.1 RED's parameters
RED maintains a set of parameters to prevent congestion. Improper parameter
conguration increases the oscillations in the average queue size and data packet
loss [28]. Thus, RED suers from heavy oscillations in the average queue size,
which reduces the network stability. Some RED variants provide Auto Param-
eterization for RED [29], however, parameter conguration is problematic. The
following section outlines the main parameters of RED:
Average queue size: Rather than using the actual queue to re
ect conges-
tion in gateways, RED uses an Exponentially Weighted Moving Average
(EWMA) to re
ect historic queue dynamics. This EWMA helps gateways
distinguish between transient and permanent congestion. It also avoids global
synchronization and bias against bursty trac [7]. RED uses Eq. (1) to cal-
culate the EWMA of the queue size.
Minimum threshold: The rst dropping level of RED. When the average
queue size is lower than this threshold, no packets will be dropped. Higher
minimum thresholds increase throughput and link utilization [7].
Current drop probability: The immediate drop probability in Eq. (2) which
is used to calculate the accumulative drop probability in Eq. (3). As shown
in Eq. (2), the current drop probability pb is a function of the maximum
drop probability maxp. Consequently, the accumulative drop probability pa
is a function of maxp. A higher maxp will result in a higher drop rate. In
Sec. 6.3, we show how this can cause problems with FRED's implementation.
Accumulative drop probability: This parameter is a value between zero and
one. When the average queue size exceeds the minimum threshold, a packet
is chosen randomly from the queue. If the probability is less than the drop
probability then the packet is dropped. The calculation of this parameter is
illustrated in Eq. (3).
Maximum drop probability: This parameter re
ects the maximum drop rate
of RED. For example, if the maximum drop probability is 0.1, the gateway
cannot drop more than one packet out of ten which is calculated using the
formula 1 out of 1=maxp.
Weight parameter: This parameter is used to calculate the EWMA queue size
in Eq. (1). It re
ects the sensitivity of the average to the actual changes in
the queue size. It takes values from zero to one. Setting the weight parameter8 Nabhan Hamadneh, David Murray, Michael Dixon, and Peter Cole
to larger values means that fewer packets are required to increase the average
from A to B. For instance: if a RED gateway with a weight parameter of
0.001 needs 60 packet arrivals to increase the average queue size from 6 to 10,
then the same gateway with 0.003 weight parameter will need fewer packets
(40) to increase the average from 6 to 10.
Maximum threshold: As the average queue size increases from the minimum
threshold toward the maximum threshold, the drop rate is increased slowly.
As the average queue sizes hits the maximum threshold, the drop probability
turns to one and every arriving packet has to be dropped. This keeps the
actual queue size between the minimum and the maximum threshold. In
RED, the values of the minimum and the maximum threshold are assigned
depending on the desirable actual average of the queue size. Our strategy,
WTRED, uses dierent criteria to congure these parameters. This is further
detailed in Sec. 5.2.
5.2 WTRED proposal
The maximum and minimum thresholds in RED divide the buer into three main
areas. The area between 0 and the minimum threshold, the area between the
minimum threshold and maximum threshold and the area between the maximum
threshold and buer limit. In FRED, they call these areas green, yellow and red
respectively. When the average queue size is in the green area, all trac is allowed
with no drops. In the yellow area some of the trac will be dropped. In the red
area no trac is allowed and all incoming packets will be dropped.
In RED, the maximum and minimum thresholds are dependent from the
actual buer size and they are preset before network operation time. Also, the
weight parameter is a prexed parameter. The default values of the maximum
threshold, minimum threshold and the weight parameter in RED are 5, 15 and
0.002 respectively. It has been suggested that the maximum threshold should be
set to twice the minimum threshold [7].
In FRED, the green area is divided into six equal areas with dierent max-
imum drop probabilities. Also, the area between the warn threshold and the
buer limit is divided into another six equal areas, each area with a dierent
weight parameter. The mechanism proposed in this study ,WTRED, uses dier-
ent weight parameters for each area in RED. Furthermore, WTRED also adjusts
the maximum and minimum thresholds based on the actual buer size.
Fig. 8 to Fig 11 illustrate the network performance for the topology depicted
in Fig. 13. NS-2 was used to examine the four network performance parameters
with weight parameters in the range 0.001 to 0.1. The results suggest that RED
works most eciently when the weight parameter is between 0.001 and 0.003. To
be more specic, two performance parameters are improved: throughput and link
utilization. Loss rate will be at an acceptable level but the delays will increase.
These results agree with the original parameter recomendations for RED [7] that
suggest a weight parameter of 0.002.
The new parameter conguration in WTRED is to assign the weights 0.003,
0.002 and 0.001 to the green, yellow and red areas respectively. Also, the mini-Weighted RED (WTRED) Strategy For TCP Congestion Control 9
mum threshold will be set at 40% of the buer size and the maximum threshold
will be 70% of the buer size. This high minimum threshold will guarantee higher
network throughput and link utilization. For the average to respond quickly to
the changes in the green area we assign the value 0.003 to the weight parame-
ter. In case that persistent trac bursts accumulate the queue size, the average
will be increased faster to hit the minimum threshold and initiate congestion
recovery.
When the average reaches the yellow area, RED starts dropping packets. In
this area there is no need to have higher value for the weight parameter. Hence,
WTRED assigns the value 0.002 to the weight parameter. Another reason to use
a lower weight parameter in this area is to maintain reasonable time before the
average hits the maximum threshold. When the maximum threshold is reached,
the drop probability will be 1.0 and every arriving packet will be dropped. Setting
the weight parameter to 0.002 in this area is better than using high values for
the maximum drop probability. High maxp values lead to shorter time to reach
the maximum threshold which will reduce the link utilization.
When the average queue size exceeds the maximum threshold and enters
the red area, RED will drop every packet arriving at the gateway. FRED uses
higher weight parameters to increase the sensitivity to the changes in the actual
queue size. In this case, the actual queue size and the average queue size will
closely follow each other and FRED's behavior may approach the TD strategy,
droping packets based on the actual queue size. Fig. 12 illustrates the WTRED
algorithm.
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6 Simulation and Discussion
Our strategy, WTRED, is simulated using the NS-2 simulator. WTRED, RED
and FRED are compared against the four network performance parameters
which are: throughput, link utilization, average delay and packet loss. The net-
work topology in Fig. 13 is used to run 11 dierent scenarios with dierent weight10 Nabhan Hamadneh, David Murray, Michael Dixon, and Peter Cole
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Fig.11. Link utilization for a range of
weight parameters from 0.001-0.1.
parameters and buer sizes. Table 3, illustrates the weight and buer size for
each scenario used in this simulator.
wq 0.001 0.0015 0.002 0.0025 0.003 0.0035 0.004 0.0045 0.005 0.0055 0.006
Buer (packet) 40 50 60 70 80 90 100 110 120 130 140
Table 3. Buer sizes for FRED's sub-phases
6.1 Network topology
We use the NS2 simulator [27] to dene ve FTP sources. A duplex link with
10Mb/s bandwidth connects each source with the gateway. Connection delays are
uniformly distributed between 1ms and 5ms. Another duplex link with 10Mb/s
bandwidth and 5ms delay connects the gateway with a TCP sink. The packet
size is 552 bytes and the TCP variant is Reno. Fig. 13 illustrates the simulation
network topology.
6.2 Simulation results
RED [7] suggests that, in order to lter out transient congestion at the gate-
way, the weight (wq) must be assigned small values. Low weights mean that
the EWMA will respond slowly to actual queue size changes. This reduces the
gateway's ability to detect the initial stages of congestion. The maximum and
minimum threshold values are restricted by the desired average queue size. Also,
the dierence between the maximum threshold and the minimum threshold must
be suciently large to avoid global synchronization. Small dierences between
maximum threshold and minimum threshold allow the average queue size to
oscillate up to the maximum threshold.Weighted RED (WTRED) Strategy For TCP Congestion Control 11
Fig.12. WTRED algorithm. Fig.13. Simulation network topology.
Fig. 14 to Fig. 17 depict the throughput, packet losses, average delay and
link utilization respectively. Fig. 14 shows that WTRED achieved the highest
throughput among the three strategies. FRED generates very poor throughput
due to the high weight parameters and maximum drop probability. This also
increases the loss rate as shown in Fig. 15. FRED also has the lowest delays
among the three strategies as in Fig. 16. This comes at the price of very poor
throughput, Fig. 14 and link utilization, Fig. 17.
The gures demonstrate that WTRED outperforms RED and FRED. WTRED
improves throughput and link utilization while maintaining acceptable delays
and loss rates.
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6.3 Issues with RED's and FRED's implementations
Research has shown that parameter setting in RED is sensitive and problematic
[9]. FRED proposed a new parameter conguration for RED in an eort to
increase network performance. Unfortunately, FRED has numerous drawbacks.12 Nabhan Hamadneh, David Murray, Michael Dixon, and Peter Cole
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FRED uses a very high maxp value. In some phases this value is ten times
the initial value in RED. Given the same queue conditions, sometimes FRED
will drop ten times as many packets as RED. The maximum threshold in this
case is actually reduced, resulting in a lower average queue size and lower average
delay. Although FRED lowers delays, its overall performance is poor due to lower
throughput, link utilization and higher loss rates, as demonstrated in section 6.2.
The suggested exponent value of the weight parameter using the normalized
notation is -3. For example, the default value for wq in RED is 0.002. When the
actual queue size exceeds the warn threshold, FRED starts to increase the weight
parameter. In Table 2, sub-phase 6, FRED multiplies the weight parameter by
20. In this case, wq is not just doubled, it is also shifted one decimal point.
TD does not maintain an EWMA. RED maintains the average between the
minimum and maximum thresholds while allowing transient bursts of trac [7].
Higher weights mean that the average queue size will closely follow the actual
queue size. In case of bursty trac overwhelming the gateway for an extended
period, FRED will behave like a TD algorithm.
7 Conclusion
Random Early Detection (RED) uses parameters, such as: maximum threshold,
minimum threshold, weight and maximum drop probability to control congestion
in TCP networks. Some RED variants use dierent parameter settings to enhance
RED's implementation. FRED dynamically adjusts the maximum drop proba-
bility and the weight parameter to increase network performance. This study
highlights some of RED's and FRED's drawbacks and proposes the Weighted
RED (WTRED) strategy to overcome these shortcomings.
WTRED uses a dynamic weight parameter and new maximum threshold
and minimum threshold. NS-2 simulations show that FRED reduces loss rates
and delays; but this comes at the cost of dramatically reduced throughput and
link utilization. Comparatively, RED generates higher throughput and higher
link utilization with acceptable delays and losses. WTRED provides the highest
throughput and link utilization. The packet loss rate is slightly higher than RED,Weighted RED (WTRED) Strategy For TCP Congestion Control 13
but the benet of these slightly higher losses is a lower average delay. Overall,
the results suggest that WTRED provides a better balance of throughput, loss,
delay and network utilization.
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