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Abstract: In this paper, we attempt to introduce a new method 
for performing risk analysis studies by effectively adopting and 
adapting medical research design namely a prospective cohort study 
based survival analysis approach into risk management process 
framework. Under survival analysis approach, a method which is 
known as Cox Proportional Hazards (PH) Model will be applied in 
order to identify potential information security threats. The risk 
management process in this research will be based on 
Australian/New Zealand Standard for Risk Management (AS/NZS 
ISO 31000:2009). AS/NZS ISO 31000:2009 provides a sequencing 
of the core part of the risk management process namely establishing 
the context, risk identification, risk analysis, risk evaluation and risk 
treatment. Moreover, it seems that the integration of risk 
management process with medical approach indeed brings very 
useful new insights. Thus, the contribution of the paper will be 
introducing a new method for performing a risk analysis studies in 
information security domain. 
 
Keywords: Risk Management Process, Prospective Cohort 
Studies, Survival Analysis, Information Security Risk Analysis, 
Information Security Threats. 
1. Introduction 
Risk management process is defined as a systematic 
application of management policies, procedures and practices 
to the tasks of establishing the context, identifying, analyzing, 
evaluating, treating, monitoring and reviewing risk [1][39]. 
Therefore, precise security risk analysis method should 
provide two key advantages. The first advantage is to 
monitor practical security policies and effectively protecting 
the critical assets of the organization. The second advantage 
is to provide valuable analysis data for future estimation 
through the development of secure information management 
[2]. 
However in real world environment, most of organizations 
do not have proper data about security breaches due to 
incomplete information or unreported cases. This is mainly 
due to financial constraints or do not have appropriate 
information security policies. Therefore, most of existing 
methods intended to estimate the probability of an identified 
vulnerability of security breach largely on guesswork or 
rough estimation [20]. Besides that, existing risk analysis 
methods has several limitations for instance only capable to 
identify specific threats such as a virus rather than various 
types of information security threats [2][27][37].   
In addition, existing methods also use horizontal data with 
a static time frame in order to identify different types of 
threats which vary with the course of time [21]. According to 
reported survey, security breaches infected by new kinds of 
worms, viruses, trojans and spyware are increasing over the 
years for instance; a large public sector body suffered due to 
Conficker worm [22]. Moreover, this inaccurate information 
will lead to wrong decisions making process on information 
security measure while wasting time and efforts controlling 
the wrong things by decision makers [38].  
Thus, we are being motivated by above limitations in order 
to propose appropriate information security risk analysis 
method by adopting and adapting a prospective cohort study 
based on survival analysis approach. Basically, survival 
analysis approach provides more dynamic or accurate result 
with highly concerned about censored information 
(incomplete) data and time dimension [36]. Moreover, this 
approach has a capability to process censored information 
correctly and also able to get rid of from sample biasness. 
Meanwhile, this approach also can be used to identify which 
factors have significant impact on the event and forecast the 
survival probability according to the influence of factors 
[21].  
This paper is organized as follows. The next section 
describes the previous studies related to this research. 
Section 3 explains an integrated risk management process 
framework used in this research. Section 4 presents the 
research method that will be applied in this research. Section 
5 presents the discussion, followed by conclusions and future 
work in section 6. 
 2. Related Studies 
Basically, there are applications of various risks assessment 
methods in survivability studies. However, to the best of our 
knowledge, none of the risk management methodology adopt 
and adapt medical research design and approach namely, 
survival analysis or a study has not been carried out yet as 
mentioned in [3] in order to identify a potential information 
security threats. Thus, the following section will discuss the 
existing information security risk analysis methodologies. 
Besides that, a brief description about medical research 
design namely, prospective cohort studies and survival 
analysis approach also included.   
2.1 Information Security Risk Analysis Methodologies 
Basically, information security risk analysis methods are 
classified into quantitative, semi-quantitative and qualitative 
types [1][23]. 
CRAMM (CCTA Risk Analysis and Management 
Method) was developed by the CCTA (Central Computer and 
Telecommunication Agency) in 1985 by UK Government. 
CRAMM is divided into three stages namely; the first stage is 
asset identification and valuation, second stage is threat and 
vulnerability assessment and third stage is selection and 
recommendation. CRAMM also provides compliance 
guidance on the new version of BS7799 standard, part two. 
Basically, CRAMM provides well defined stages which cater 
for both technical and non-technical aspects of security. 
CRAMM utilizes qualitative and quantitative measures [4].  
Basically, a study as mentioned in [5] has applied 
CRAMM methodology as a framework in order to identify 
healthcare information systems threats and the corresponding 
risks. Furthermore, [6] present a modeling approach for 
performing a risk analysis study of distributed healthcare 
information systems. The proposed method is based on basic 
features of the CRAMM risk analysis framework with the 
Bayesian Network modeling technique in order to identify 
assets, threats and vulnerabilities of healthcare information 
systems and present these interrelationships in a concise and 
flexible model. A case was applied to a healthcare 
information network operating in the North Aegean Region 
in Greece and the healthcare information systems assets, 
threats and vulnerabilities have been thoroughly analyzed 
using the basic features of CRAMM. 
Besides that, CORAS (Construct a platform for Risk 
Analysis of Security Critical Systems) is another information 
security risk analysis method which was developed under the 
European Information Society Technologies (IST) program. 
The methodology is based on Unified Modeling Language 
(UML). Basically, CORAS framework has main four pillars. 
The first pillar is risk documentation framework based on 
Reference Model for Open Distributed Processing (RM-
ODP). The second pillar is risk management process based 
on Australian and New Zealand Standard (AS/NZS 
4360:1999). The third pillar is an integrated risk management 
and development process based on Unified Process (UP). 
The fourth pillar is a platform for tool integration based on 
Extended Markup Language (XML) [7].  
Furthermore, a risk analysis study has been performed in 
order to analyze the security challenges of an Instant 
Messaging (IM) service for healthcare based on CORAS risk 
management process framework. The methodology was 
based on the Australian and New Zealand Standard for risk 
management (AS/NZS 4360/1999) [8]. The findings revealed 
a number of high risk or threats to IM services used in 
healthcare namely, malicious software attacks due to 
unsecured network, intruder’s attacks, hackers, power loss 
and failures on the device or programming errors. 
Another method is OCTAVE (Operationally Critical 
Threat, Asset and Vulnerability Evaluation) which was 
developed by the Carnegie Mellon Software Engineering 
Institute (SEI). One of the main concepts of OCTAVE is 
self-direction. The basic premise of OCTAVE is structured 
interviews at various levels within the organisation. The 
OCTAVE approach has three phase’s namely organizational 
view, technological view and strategy and plan development 
phase [9]. On top of that, OCTAVE has been implemented at 
three healthcare organizations of different scale, complexity 
and geographic location in order to access a risk associated 
with biomedical systems. The evaluation of risks in terms of 
organizational impact was found to be critically important 
and was the most influential factor considered when 
prioritizing risks for mitigation purposes [10]. 
The next information security risk analysis method is 
ISRAM (Information Security Risk Analysis Method). 
ISRAM was developed in December 2003 at the National 
Research Institute of Electronics and Cryptology and the 
Gebze Institute of Technology in Turkey. This quantitative 
approach allows for the participation of the manager and staff 
of the organization. ISRAM is a survey-based model. The 
ISRAM methodology has seven steps. Case study has shown 
that ISRAM give consistent results in predefined time period 
by allowing the participation of the manager and staff of the 
organization [11]. 
IS Risk Analysis Based on a Business Model is another 
risk analysis method which was developed by Korea 
Advanced Institute of Science and Technology (KAIST) in 
2002. This model considers the replacement of assets and the 
disruption of operations together. Disruption of operations is 
a category of generic risks for example, consumer or buyer 
confidence, trust and goodwill of the company. This 
methodology has four stages [12]. 
    2.2 A Prospective Cohort Studies 
Basically, cohort is defined as a population group, subset 
hereof (distinguished by common characteristic) that is 
followed over a period of time [30]. Therefore, the cohort 
study is basically a method of choice for an observational 
study design in order to reliably answer various research 
questions. Besides that, the main characteristic of cohort 
study is to identify a group of subjects of interest and then 
follow-up them until the expected events or exposures 
happens. Consequently, the frequency of outcome that is 
usually related to death or disease is measured and linked to 
exposure status [31][32].  
 In general, there are several different types of cohort 
studies [30][33]. The first type is a prospective cohort study 
(or follow-up or longitudinal study) in which exposure is 
assessed at baseline (the present) and the researcher follows 
the subjects for occurrence of disease or mortality at some in 
the future [30][31][32]. Whereas another type of cohort 
studies is retrospective cohort study whereby make use of 
historical data to identify exposure level at some baseline in 
the past and respectively, follow-up for subsequent 
occurrences of disease between baseline and the present is 
performed [30][31].  
Besides that, the historical prospective cohort study make 
use of both combination retrospective (to determine baseline 
exposure) and prospective (to determine disease incidence in 
the future) characteristics in its studies [30]. Therefore,   
there are three terms used to describe the timing of events in 
a cohort study [34]. The prospective meaning to look forward 
in time. Next, the retrospective meaning to look backward in 
time and the historical prospective or ambidirectional 
meaning to look both ways.    However, according to [30] a 
prospective cohort study has been ranked higher in hierarchy 
of reliability compare to other cohort studies. Thus, in this 
research we are going to adopt and adapt a prospective 
cohort study based survival analysis approach into risk 
management process.  
2.3 Survival Analysis Approach 
Survival analysis also known as failure time analysis is a 
specialized field of mathematical statistics. Basically, 
survival analysis studies positive random variables with 
censored observations for describing times to events cases 
[13][14][15][16][18].  This event can be related to the 
development of a disease, response to a given treatment or 
death. Thus, the study of survival data will be focus on 
predicting the probability of response, survival, or mean 
lifetime, comparing the survival distributions of experimental 
animals or of human patients and the identification of risk or 
prognostic factors related to response, survival and the 
development of disease. 
Basically, censored observations can be defined as an 
exact survival times of the observe subjects are unknown. 
Censoring may occur due to lost of follow-up, a person does 
not experience the event before the study ends or withdraws 
from the study [16]. Examples of survival time are the 
lifetimes of organisms or survival times of cancer patients. 
There are several approaches to assess the associated risks 
with survival analysis namely, parametric, semi-parametric 
and non-parametric [3][13][16].  
There are plenty of examples of application of survival 
analysis approach in medical field.  According to [17], 
combines Cox Proportional Hazard Regression and Genetic 
Algorithms (CoRGA) for the variable selection process. 
CoRGA was used to identify the best combination of risk 
factors for four-year, eight-year and fifteen-year all-cause 
mortality in order people. In addition, CoRGA was used to 
identify risk factors for mortality in older men and women 
separately. The results show that CoRGA was able to select a 
variety of risk factors for short, medium and long-term all-
cause mortality and also able to identify new risk factors for 
mortality. In summary, CoRGA has the potential to 
complement traditional statistical methods for analyzing 
survival data particularly in the identification of putative risk 
factors for all-cause mortality in community dwelling older 
people. 
Moreover, survival analysis approaches also suitable to be 
applied in other fields such as in reliability engineering, 
social sciences and business. Examples of survival analysis in 
these fields are the life time of electronic devices, 
components or systems and workers compensation claims 
(insurance) and their various influencing risk or factors [15]. 
Besides that, according to [3], other field of computer 
science and engineering also has great potential benefits by 
adopting survival analysis approach for example in network 
reliability and survivability as well as in prognostics and 
health management which merits for further research.  
An example of application in other field as mentioned in 
[18] presents a new dynamic hybrid fault models by extends 
the traditional hybrid fault models with survival analysis and 
evolutionary game theory. The application domain is wireless 
sensor network (WSN). Basically, this research introduces 
survival analysis, which offers time and covariate dependent 
hazard or survivor functions. This research used Weibull 
survival distribution models to simulate the time-dependent 
survivor function of WSN nodes. The findings show the new 
dynamic hybrid fault models which transform hybrid fault 
models into time and covariate dependent models and make 
real-time prediction of reliability more realistic and also 
allows for real-time prediction of fault-tolerance. Thus, the 
following sub-section will describe Cox proportional Hazards 
model which is one of the methods used in survival analysis 
for analyze data.  
2.3.1  Cox Proportional Hazards (PH) Model  
Cox Proportional Hazards (PH) model, a popular 
mathematical model and widely used for analyzing survival 
time data in medical research. Basically, Cox PH model is a 
semi-parametric approach. In this research, Cox PH model 
will be used. Initially,  Cox PH model proposed by Cox 
(1972, 1975) is treated as largely an empirical regression 
model, but later it was found that the framework of the model 
possesses exceeding flexibility to capture major hazards 
effects and failure mechanisms [3][13][15] [16][18][24]. 
Basically, Cox PH model is a method for modeling time-
to-event data in the presence of censored cases (uncompleted 
observation). However, Cox PH model allows inclusion of 
explanatory/predictor variables in the models. Cox PH model 
will handle the censored cases correctly, and it will provide 
estimated coefficients for each of the explanatory variables. 
Besides that, Cox PH model allows to assess the impact of 
multiple explanatory variables in the same model. Thus, we 
can find out which explanatory variables or factors have 
significant impact on the event and forecast the survival 
probability according to the influence of factors. Cox (PH) 
model also can be used to examine the effect of continuous 
explanatory variables as mentioned in [15]. Therefore, it is a 
survival analysis regression model, which describes the 
 relation between the event incidence, as expressed by the 
hazard function and of covariates [24].  
 
h(t) = h0 (t) x exp{b1x1 + b2x2 + …..+ bpxp}      (1) 
 
The formula for the Cox PH model as expressed in (1), 
where the hazard function h(t) is dependent on (or 
determined by) a set of p covariates (x1, x2 .…..xp), whose 
impact is measured by the size of the respective  regression 
coefficients (b1, b2..…,bp). The term h0 is called the baseline 
hazard, and is the value of the hazard if all the xi are equal to 
zero (the quantity exp(0) equals 1).  
The Cox model is basically a multiple linear regression of 
the logarithm of the hazard on the variables xi with baseline 
hazard being an ‘intercept’ term that varies with time. The 
covariates then act multiplicatively on the hazard at any point 
in time and this provides the key assumption of the PH model 
that the hazard of the event in any group is a constant 
multiple of the hazard in any other. Thus this assumption 
shows that the hazard curves for the groups should be 
proportional and cannot cross.   
This proportionality implies that the quantities exp(bi) are 
called hazard ratios. A value of bi greater than zero, or 
equivalently a hazard ratio greater than one, shows that as the 
value of the ith covariates increases, the event hazard 
increases and thus the length of survival decreases. 
Eventually, a hazard ratio above 1 indicates a covariate that 
is positively associated with the event probability and 
negatively associated with the length of survival. 
In this research, Cox PH model is defined h0 (t) as the 
baseline hazard function. The covariates or explanatory 
variables in this research will be the potential threats that 
might affect the information systems which caused failure to 
system. 
3. An Integrated Framework 
A risk management framework is defined as a tool, which 
must be both convenient and communicable, that can be used 
to describe the principles and essential components of the 
security risk management process of an organization [19]. 
Basically, a risk framework is constructed from a number of 
elements and phases of activity that provide the foundations 
and organizational arrangement for designing, implementing, 
monitoring, reviewing and continually enhancing risk 
management strategies throughout the organization [39].  
The Figure 1 shows the adoptions and adoptions of 
prospective cohort study based survival analysis approach in 
risk management process and will be described in greater 
detail in the following sub-sections. 
3.1  Establishing the context: 
This first step in risk management process is defining the 
internal, external parameters and risk management context in 
order to manage risk. Besides that, risk evaluation criteria 
and structure of the analysis need to be established and 
defined at this stage. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. Adoption and Adaption of Prospective Cohort 
Study based Survival Analysis Approach in Risk 
Management Process Framework 
3.2  Risk identification: 
This process achieved by focusing on identification and 
generating a comprehensive list of events which might affect 
organizations for further analysis. In addition, consider 
possible causes and scenarios based on identified list of 
events. Besides that, further identification of appropriate 
tools and techniques used to identify risks will be carried out 
at this process. 
3.3 Risk Analysis: 
The first step in risk analysis process is to find out the 
existing controls in order to identify their strengths and 
weaknesses against the unwanted incidents or threats.  Based 
on identified various kind of potential threats in the systems 
from previous process that will be used as a list of factors in 
order to analysis the risks. Furthermore, risk analysis process 
provides an input to risk evaluation process in order to select 
appropriate risk treatment strategies and methods to manage 
the risk. 
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 In this research we will adopt and adapt the prospective 
cohort study based on survival analysis namely Cox PH 
model in order to identify which information security threats 
or independent variables such as technological obsolescence, 
hardware failures, software failures, malware attacks and 
power failure is most significant. Basically, in Cox PH 
model, status variable (dependent variable) is coded in binary 
value such as 0 or 1.  
Thus, in this research, status variable is defined as 1 for 
failure if the event occurs during the study period, or 0 if the 
event do not happen. Finally, a number of systems that going 
to analyze, for example 200 systems, duration of study period 
(for instance in years, months, weeks or days), status variable 
together with independent variables (explanatory variables) 
that might be threats to system failure will be analyzed 
according to prospective cohort study based survival analysis 
that is using Cox PH model as depicted in Figure 1.  
SPSS software will be used to analyze the data. The final 
output from Cox PH model will be estimate hazard function 
of several explanatory variables. Basically, explanatory 
variable with positive regression coefficients are associated 
with decreased survival times (increased hazard), while 
variable with negative regression coefficients are associated 
with increased survival times (decreased hazard). 
3.4 Risk evaluation: 
The purpose of this process is to compare the level of risk 
results found during the analysis process with risk acceptance 
criteria.  A prioritized list of risks for risk treatment process 
will be based on Cox PH model results which will determine 
the most predictor variables have a significant impact will be 
forwarded to next process for treatment implementation. 
3.5 Risk treatment: 
This process mainly focus on identifying the range of options 
for treating risk, assessing those options, preparing risk 
treatment plans and implementing them within applicable 
constraints. There are basically four different approaches to 
handle a risk namely, risk acceptance, risk reduction, risk 
avoidance and risk transfer [8][19]. These approaches will be 
applied accordingly with organization’s security policy 
needs. 
3.6 Monitoring and review: 
Basically, monitoring and review component in risks 
management process is to ensure that effectiveness of the risk 
treatment plan, strategies and the management system which 
is set up to control implementation is running properly. 
3.7 Communication and consultation: 
Communication and consultation serve as an important 
component in risk management process in order to 
communicate with internal and external stakeholders as 
appropriate at all stage of the risk management process and 
concerning the process as a whole in order to manage the 
risk. 
4. Methods 
The proposed framework will be evaluated using mixed 
methods approach in this research. Mixed methods are 
defined as focusing on collecting, analyzing and mixing both 
quantitative and qualitative data in a single study or series of 
studies [28][29]. Therefore, mixed methods research 
provides a better understanding of research problems than 
either quantitative or qualitative research alone.  
Moreover, mixed methods research also provides strengths 
that offset the weaknesses of both quantitative and qualitative 
research and provides more comprehensive evidence for 
studying a research problem [28]. Thus in this research, 
mixed method is divided into two stage namely qualitative 
analysis will take place in (Risk identification  process) and  
followed by quantitative analysis in (Risk analysis process) 
as illustrated in Figure 2.  
 
 
 
 
 
 
 
 
 
 
 
Figure 2. Mixed Methods Design  
4.1 Qualitative Method  
In order to identify potential threats, a qualitative approach 
namely, semi-structured interview will be applied. Basically 
this method can enhance interaction with real users to explore 
their perspectives towards an information system, which will 
finally help to improve the design and usability of the system 
[25]. 
4.2  Quantitative Method  
In this research we are going to adopt and adapt a 
prospective cohort study based on survival analysis  in order 
to collect and analyze the life time of the systems which 
consist of system starting and failure time according to 
predefined period of analysis. Moreover, causes of those 
failures will also be recorded.  
 5. Discussion  
The following sub sections will discuss the advantages 
adopting and adapting medical research design namely a 
prospective cohort study based survival analysis approach 
into risk management process framework in depth. 
5.1 The Advantages of a Prospective Cohort Study in 
Risk Management Process 
There are several advantages using a prospective cohort 
study as mentioned in [30][31][34]. The major advantage is 
the researcher can obtain more detailed information about 
exposures and other key variables due to the researchers or 
investigators may able to collect information at baseline 
directly as well as  based on specific test of the study 
hypothesis. Thus, the accuracy of data is highly reliable or 
precise.  
Besides that, the researchers also have a greater control on 
the size of the cohort due to the directly involved in 
information gathering from participants. Moreover, the 
researchers also can make up the follow-up study easier due 
to ability to get tracing information from the participants and 
can maintain the periodic contact with subjects. Therefore, 
the prospective cohort study are considered producing one of 
the time highly generalizable results due to less vulnerable to 
bias. 
5.2 The Advantages of Survival Analysis Approach in 
Risk Management Process  
Basically, there are reasons or benefits using survival 
analysis approach. Firstly, researcher, information security 
practitioners or risk analyst can predict better study of events 
occur and factors influencing their occurrence more 
precisely. Moreover, the built-in characteristics in modeling 
failure events are obviously bring more benefits compared to 
other methods for example, artificial neuron networks 
(ANN), evolutionary computing, fuzzy logic, decision tree 
approach and logistic regression. Thus, this approach is more 
efficient and powerful tool compare to these methods 
[3][35][36].  
In addition, certain independent variables in reliability 
engineering field which is related to failure time analysis 
cannot be analyzed using multiple regression techniques. For 
example, multiple linear regression technique cannot be used 
for analysis of time-to-event data due to limitation to handle 
censored observations or cases for which the event of interest 
has not yet occurred.  Therefore, survival analysis approach 
such as Cox PH model is recommended. Thus, survival 
analysis approach can generate more dynamic characteristics 
of the event that could not be found in traditional methods 
[21][26][36]. 
Besides that, the flexibility of survival analysis approach 
itself, i.e., information censoring. Information censoring 
referring to the observation of survival times is often 
incomplete. Basically, survival analysis approach has unique 
mathematical models and methodologies that have been 
developed in order to extract the partial information from the 
censored observations without creating unwanted bias.  
Therefore, this advantage can be used as a tool among the 
organizations that lack of appropriate data to do risk analysis 
practice. Moreover, the organization no need to worry about 
the reliability of result due to ability to handle incomplete 
data in appropriate manner is the most important and unique 
advantage of survival analysis approach [13]. For instance, 
unpredictable events such as malicious attacks in information 
security can be treated as censored events and then survival 
analysis approach can be applied to identify the effects of 
these censoring as mentioned in [36].     
5.3 The Advantages using Cox Proportional Hazards 
(PH) Model  
In this sub section we are going to discuss a key reason why 
we are choosing the Cox PH model for our research. 
Basically, Cox PH model is robust. This is because, even 
though the baseline hazard is not specified, reasonably good 
estimates of regression coefficients, hazard rations of interest 
and adjusted survival curves can be obtained for a wide 
variety of data situations. Thus, the result from using Cox PH 
model will closely approximate the results for the correct 
parametric model [16]. 
In addition, Cox PH model also reliable. Thus, when we 
may not be completely certain that a given parametric model 
is appropriate then the Cox PH model will give reliable 
enough results, so that, it is a safe choice of model to be 
used. Moreover, the researcher does not need to worry about 
wrong parametric model is chosen [16]. 
Moreover, Cox PH model also a powerful technique in 
order to examine the simultaneous relationship of the 
variables to survival. Examination of each variable can give 
only a preliminary idea of which variable might be 
independently (or prognostic) important. The simultaneous 
effect of the variables must be analyzed by an appropriate 
multivariate statistical method to determine the relative 
importance of each. In that sense, the Cox PH model can be 
applied.  This is because; the assumption of this model is that 
the hazards for different strata of each independent (or 
prognostic) variable are proportional over time [15]. 
6. Conclusions and Future Work 
Due to the limitation found in existing information security 
risk analysis methods and limited application of medical 
research design and approaches particularly in information 
security domain make this research useful and important. 
Furthermore, combining risk management process with 
medical research design and approaches in order to identify 
potential treats to information systems which are not 
previously been undertaken. Therefore, this new method 
holds significant impact to information security practitioners, 
risk analysis experts and top management in order to manage 
their information system more effectively. 
Ultimately, this ongoing research work intends to develop 
more dynamic information security risk analysis model by 
taking care of time dimension in the study. In addition, the 
proposed integration of risk management process and 
survival analysis can lead to further research in major fields 
such as prognostic and health management, network 
 reliability and survivability, software reliability and test 
measurements which is not fully explored yet using the 
proposed method [3].  
Therefore, the proposed framework can develop a greater 
degree of awareness for the impact of information systems 
risks on the organization and its environments, measure the 
adequacy of investment in information security risk analysis 
methods and finally can able to manage their information 
systems more effectively compared to others. Hence, the 
proposed framework will be applied in government 
supported hospital in Malaysia in order to identify potential 
threats in healthcare information systems.  
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