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Abstract 
Semiconductors that exist in the nanoscale are referred to as Quantum Dots (QDs). This 
distinction is made because in the nanoscale, semiconductors behave much differently compared 
to their bulk counterparts. QDs possess band gaps that change based on their size and this unique 
property enables them to emit different colors, rendering them useful in a number of 
applications. QDs are widely used in LED technology and are becoming commonplace in 
biological applications involving in-vivo imaging. Efforts have gone into making QDs viable for 
photovoltaic applications as well. Although a lot is understood about the effects of size and shape 
on the optical properties of quantum dots, little is known about the extent to which these 
properties change when the geometry of a QD is perturbed very slightly. The objective of this 
research is to quantify the changes in the band gap when an ensemble of a QD structure is 
considered. These changes are of interest because any system at equilibrium over time will 
experience a multitude of slightly differing structural configurations brought on by their states. 
This research is split into two parts – this thesis describes the side of the research that focuses on 
generating a population of states required for study and the other aspect involves conducting 
rigorous quantum calculations on the states to establish the band gap. Molecular Dynamics (MD) 
simulations were utilized to generate a population of states of CdSe QD clusters of various sizes 
at three different temperatures. Quantum calculations on these states showed that for an 
equilibrated 64 atom cluster at 300 K, the band gap exists mostly between 0.10 to 0.26 hartrees 
and exhibits a periodicity within this boundary.   
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1. Introduction 
1.1 Background 
 Quantum dots are nanocrystals comprised of semiconductor materials that typically range 
from 2 to 10 nm in diameter. QDs have many interesting properties – most notably a band gap 
that changes based on their size. This phenomenon enables them to be suitable for a wide range 
of applications. QDs were first discovered by Russian physicist Alexey I. Ekimov in 1981 at the 
Vavilov State Optical Institute
28
. In 1984, an AT&T Bell Laboratories researcher from New 
Jersey named Louis Brus created the first colloidal solution of quantum dots
12
. In the early 
stages, QDs were treated as a curiosity and their synthesis proved to be complicated and costly 
because they had to be carved using a top-down approach from bulk materials
22
. Methods like 
atomic force microscopy
24
, chemical vapor deposition
15
, electron-beam lithography
30
, and 
molecular beam epitaxy
8
 were commonly used to obtain QDs.  
  Attempts to discover a cost-effective route for synthesis came into fruition in 1993 when 
Murray, et. al. from MIT documented the first bottom-up approach to synthesizing cadmium 
selenide quantum dots
25
. This novel method proposed mixing trioctylphosphine oxide (TOPO) to 
solutions of dimethyl cadmium and triophosphine selenide. These two solutions were brought 
together in a stirring flask and gradually heated up to 260 °C. TOPO’s role in the synthesis was 
to function as a capping ligand and to solubilize the growing CdSe nanoparticles. The QDs were 
removed from heat as they were growing in 5-10 min intervals over a period of several hours. 
This resulted in an array of QDs with sizes ranging from 1.5 to 11.5 nm.  
 This bottom-up synthesis proved to be a very simple and effective way to produce QDs 
of any desirable size with ease. Even today, manufacturers use variations of this method to 
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synthesize QDs for a variety of applications including LED technology, bio imaging, and 
photovoltaics.  
1.2 Theory 
 Quantum dots have been studied extensively for their unique optical properties. QDs are 
made of semiconductor materials, typically from groups 2-6, 3-5, and 4-6 of the periodic table. 
Their optical properties change according to their size, allowing them to be modified based on 
the application. To understand how QDs work, it is worth looking into the basics of how 
electrons behave in an atom. When an atom absorbs energy its electron shifts to a higher energy 
orbital. Since energy is always conserved, the gained energy has to be lost if the electron wants 
to return to the ground state. This loss of energy can manifest as light energy leaving the atom. 
Atoms of different elements have different energy gaps between orbitals and only absorb energy 
if it is sufficient to excite the electrons into a higher orbit. As a result of this, different elements 
emit different colors of light, because each color’s wavelength is associated with a certain 
energy. For example, hydrogen gives off a blue-violet light while iron gives off a green light.  
 Quantum dots can be thought of as “atoms” that display the same behavior, but instead of 
changing the elements, the size is being altered to produce the different colors. This phenomenon 
is due to what is known as quantum confinement. Confinement occurs when an excited electron 
and the hole it leaves behind in the ground state experience spatial restrictions. Confinement 
effects start when the diameter of the QD approaches what is known as the exciton Bohr radius. 
Simply put, the Exciton Bohr radius is the distance measured between an excited electron and its 
hole in the conduction band
27
.   
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 In bulk semiconductors (d >> 10 nm), energy levels stack close together to form what 
appears as a continuous energy level that electrons can move up and down in. As the 
semiconductor gets smaller and smaller, quantum confinement effects take hold and energy 
levels start to get discretized. Energy gap increases as the particle size decreases and the 
wavelength of light emitted shifts accordingly. For example, smaller QDs are blue shifted and 
larger ones are red shifted. In this project, the energy level in the valence band is referred to as 
the Highest Occupied Molecular Orbital (H.O.M.O.) and the conduction band is called the 
Lowest Unoccupied Molecular Orbital (L.U.M.O).  
 
Figure 1. Quantum Confinement's effect on band gap 
 The Heisenberg Uncertainty Principle can help understand why this occurs
27
. The 
principle states that when more is known about a location of a particle, the less we know of its 
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energy and momentum. As the energy levels get discretized, the location becomes more certain, 
at the cost of having a broader energy. This manifests as an increase in the energy for electrons 
in the conduction band. For an electron to have high energy in this band means that it had to 
cross a high energy gap, which directly explains why the gap increases as confinement effects 
are stronger.  
1.3 Applications 
Quantum dots have numerous practical applications in areas like biological sciences, 
photovoltaic devices, and LED technology. In biological applications, QDs are commonly used 
as dyes and probes because they prove to be brighter and more stable compared to conventional 
dyes
23
. QDs also have a future in imaging and have been used in the past to create a 3D 
representation of the synaptic activity of the brain
31
. QDs can also potentially be used to target 
tumors but the in-vivo nature of the application poses challenges because QDs like the ones used 
in this project are toxic to the human body. Extensive work has gone into adding coats, shells 
and ligand protection to toxic QDs to make them more bio-compatible and aqueous
18
. Other in-
vivo applications include the real time tracking of specific proteins in organisms. Researchers 
from Carnegie Mellon have successfully implemented QDs into the lymph nodes of mice and 
were able to maintain the fluorescence of the nanoparticles for more than four months
5
. While 
the biological applications of quantum dots are still in the early stages, further research into 
quantum dot toxicity will enable them to be more viable in this field.  
Quantum dots have been widely applied in solar cells. Conventional cells are inefficient 
in that photons with energy less than that of the semiconductor band gap cannot be harvested and 
high energy photons have much of it lost as heat. QDs have tunable band gaps which can be 
utilized to harvest the entire spectrum of light energy. Another advantage is the fact that QDs can 
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be molded into desired shapes more easily than conventional crystalline panels
17
. Quantum dot 
structure also dictates how efficient they will be for photovoltaic applications. This will be 
explored in more detail in the next section. 
The most mainstream use of quantum dots is in television display. Existing LED white 
backlights are incapable of producing rich colors, especially red. Since quantum dots can be 
tuned to produce very precise colors, they can be manipulated into giving off a very specific red 
and green shade. Their inherent stability means that they will continue to maintain this 
characteristic. Pairing these dots with a blue backlight will create a blend of red, blue and green 
which additively form a superior white backlight. The TV can subsequently use this light source 
to produce the vivid colors that appear on screen
11
.  
1.4 Goal 
 The electronic properties of quantum dots are not only affected by their size, but also 
their structure. A lot of research has been done on how drastically different geometries of similar 
sized QDs behave. For example, researchers have found that triangular QDs tended to possess 
larger absorptions and were more stable compared to their spherical counterparts
21
. It is 
important to understand how structure influences QD behavior because structure directly impacts 
how useful they will be in certain applications.  
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Figure 2. Diagram portraying the effects of structure on electron behavior of QDs 
The above diagram shows the two ways a QD behaves when it absorbs sufficient energy 
to have its electron move to the conduction band (shown as a red QD). Depending on its 
structure, it can either remain in the excited state for a period long enough so that its electrons 
can be harvested (useful in photovoltaic applications) or it can discharge the absorbed energy as 
light and return to the ground state over a period of a few nanoseconds.  
The goal of this research is to explore structural changes of a much smaller scale. 
Schrödinger’s equation, (𝑅)φ(𝑅)=𝐸(𝑅)φ(𝑅), is the equation that needs to be solved in order to 
study the behavior of electrons. “𝑅” in this equation describes the nuclear distances of atoms and 
pertains to the geometry of the QD. The nature of the equation is such that even slight changes in 
𝑅 (~1%) have a non-linear effect on energy. This manifests as QDs possessing different 
properties as a result of a very small change in their structure. This research studies this 
phenomenon by calculating the band gaps that different states of a QD cluster produce. Since this 
research is a collaboration, this project’s role in the research is to develop a way to provide data 
of the various states for which quantum calculations are done.   
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1.5 Statistical Mechanics  
 A macrostate is a specific arrangement of the particles of a system. A system at 
equilibrium experiences several states over time because thermal fluctuations cause the energy of 
the system to be arranged in various ways. At any given instance, a system will be under one of 
several states. Of the several states that a system can be under, some are more probable than 
others and the probability is given by a Boltzmann distribution. The probability, P, of a particular 
state can be expressed using the following equation, where the energy of that state is given by 𝐸   
The temperature is denoted by T and the Boltzmann constant by k. States with energies that 
deviate significantly from the time averaged property will have a less probability compared to 
other states.  
 
        
 
 
   
(1) 
Each state is distinct because its constituent atoms are arranged in a specific way that 
gives rise to a slightly different structure compared to the time averaged structure.  
An ensemble of states can be generated in a number of ways. This thesis focuses on 
generating a canonical (NVT) ensemble. This means that the number of particles is fixed and is 
dictated by the size of the cluster of interest. The temperature is the other fixed variable as we are 
interested in states that originate from three different fixed temperatures. This leaves energy as a 
variable that is allowed to fluctuate as the ensemble is generated.  
There are two ways to approach an ensemble. One way would be to generate the same 
system in numerous ways until the different states are sampled. Monte Carlo simulations are 
used for this purpose and are normally used for gas phase systems
9
. Monte Carlo simulations 
have advantages when dealing with systems that experience fluctuations over a very large time 
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scale and for achieving states that can’t be observed over time. Another way is to start with a 
single structure and simulate its dynamics as a function of time because the Ergodic principle 
implies that a system observed over time will visit all the possible states. This method has the 
added benefit of taking into account the collective motion of the system over time. The latter 
method is utilized in this research and is described in Chapter 2.  
2. Molecular Dynamics 
 Computer simulations play a large role in research and development because of its ability 
to test theory and shed light into how systems behave under a created model. Simulations have 
the ability to show us how a system behaves over a wide variety of time scales while eliminating 
risk and cutting costs. Researchers can gain valuable insight over a proposed model by first 
simulating it before moving to experiments. Simulations also have advantages because of the fact 
that many properties can be optimized and tuned at no cost. Often times, simulations can also be 
used to make sense of experimental data.  
 There exists a wide range of computational software that specialize in simulating the 
dynamics of molecules. Abalone
2
, GROMACS
7
, GULP
13
 and YASARA
20
 are some of many. 
There are also several types of MD that are suitable for different applications. The kind utilized 
here are the traditional atomistic dynamics which make use of Newtonian physics to create 
motion. Other types include Monte Carlo modeling, as mentioned earlier, which generates 
random samples of the system instead of generating its movement for a specified time. Semi-
empirical dynamics uses quantum mechanics to make more accurate MD simulations. It takes 
into account the energy contribution from electron orbitals and generates dynamics from that 
information
3
. Coarse-graining MD simulations sacrifice accuracy to make calculations less 
expensive. Groups of atoms that share similar properties are collectively grouped into one larger 
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“atom”. This speeds up calculations and is suitable for very large systems where atomistic 
accuracy isn’t necessary.  
The molecular dynamics software GROMACS was utilized in this project to study 
cadmium selenide clusters of various sizes (64 to 600 atoms). In order to generate the dynamics 
of the given system under a set of user-specified conditions, GROMACS requires what is known 
as a starting structure. These are structures that contain the atoms of a desired molecule in a list 
format, along with their coordinates (and sometimes velocities) in the x, y, and z direction. 
Starting structures of many types of biomolecules are available online through websites like 
Protein Data Bank (PDB). MD also requires the user to specify a potential that best describes the 
system they want to study. Potentials for various molecules are normally found in literature or 
through various force fields and can be divided into bonded and non-bonded interactions. Force 
fields are a set of potentials enforced over every atom that give rise to the forces that generate 
dynamics.  
2.1 Bonded Interactions 
As the name suggests, bonded interactions are potentials that govern the bonds formed by 
atoms. These intramolecular interactions can be split into three subgroups: bonds, bend angles 
and torsion angles.  
 
         
 
 
 ∑    
 
    
(       )
 
  
 
 
 ∑     
 
     
            
   
 
 
∑ ∑     
  
        
  
                  
(2) 
The above equation shows the intramolecular potential as a combination of the three 
subgroups. In the equation, rij is the bond distance at any given time, req is the equilibrium 
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distance, and K in each term pertains to a constant that describes the bond strength. The angle θijk 
is the bend angle at any given time, and θeq is the equilibrium bend angle. The torsion potential 
introduces additional variables because it involves an expansion in periodic functions denoted by 
m. The bonding term describes the bonds between atoms, and the bending term adds a potential 
to the angle formed between bonds of the same plane. Torsion also describes bond angles, but is 
used for angles that lie in different planes
4
. Although bonded potentials were not used in 
modeling a potential for the CdSe clusters, they play an integral part in the understanding of MD.  
2.2 Non-Bonded Interactions 
 Non-bonded interactions are usually modeled as a combination of Lennard-Jones (LJ) 
and Coulomb interactions. The LJ is as follows: 
 
         [(
 
 
)
  
 (
 
 
)
 
] 
(3) 
 
Figure 3. Lennard Jones Interaction Potential displaying σ and well-depth, ε 
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The LJ potential implements an attractive pull between two non-bonded atoms. The potential 
energy of the system continues to decrease as the atoms come together until the equilibrium 
position is reached. The dip in the above figure signifies the point of lowest potential energy and 
is the equilibrium distance between two atoms. The potential energy at this stage is denoted with 
ε. Attraction past this point is met with a strong repulsive force that greatly increases the 
potential energy of this system. The distance between atoms that yields a potential energy of zero 
is denoted with σ
26
.  
For particles that contain an electrostatic charge, Coulomb’s potential can be utilized: 
           
    
     
 , (4) 
Where Q1 and Q2 are the respective charges and the other terms in the denominator are 
part of Coulomb’s constant. The r is the distance between the point charges and ε0 is the 
permittivity of free space
4
.  
2.3 Force Calculation 
 MD works by assigning a force to every atom in the system at every step. Knowing the 
force allows us to determine the velocities, accelerations and positions at successive time steps
33
. 
Force is directly derived from the potential, denoted by U, we specify for a given system: 
 
     
  
   
 
(5) 
This expression can be set equal to Newton’s second law, and solved for acceleration: 
         (6) 
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(8) 
 From the kinematic equations of physics, we know that position is related to acceleration, 
time, and initial velocity in the following way: 
 
  
 
 
             
(9) 
Velocities can be obtained from the same set of equations: 
           (10) 
The acceleration, time, and initial position for an atom is known. Initial velocities,   , are 
the only unknowns. The initial velocities are chosen from a random distribution such that it is 
reasonable for the specified temperature and that the system with these velocities hold no overall 
momentum. The velocities are chosen randomly from a Maxwell-Boltzmann or Gaussian 
distribution
33
. Eq. 11 gives the probability for an atom to have a certain velocity in a certain 
direction at the specified temperature. Here, the atom is denoted with the subscript “i” and the 
probability in the x-direction is of interest. The other terms include , for mass and  , for 
velocity; kb is the Boltzmann constant and T, the temperature.  
 
 (    )   
  
     
         
 
 
      
 
   
  
(11) 
13 
 
3. Normal Mode Analysis 
 Normal modes are the natural vibrations that occur in molecules. In a cluster like the one 
in Figure 4, the vibration we observe when viewing the dynamics in a visualization program like 
VMD is actually the sum of several basic and unique vibrations like the ones shown in Figure 5.
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Figure 4. VMD Representation of 32-Cd 32-Se QD, where CD is blue and Se is yellow 
  
  
Figure 5. Types of Normal Mode Vibrations  
There exists 3N – 6 (N = number of atoms) individual vibrations for a given non-linear 
molecule. This is equal to the degrees of freedom available to a given molecule, excluding the 
trivial motions of translation and rotation.  
In order to quantify these vibrations, normal modes need to be treated as harmonic 
oscillators. Hooke’s Law is as follows: 
O 
H H 
O 
H H 
O 
H H 
Symmetric 
Stretch 
Asymmetric 
Stretch 
Bending 
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(12) 
Setting this equal to Newton’s second law and solving the equation yields the following:  
 
 
   
   
     
(13) 
                 (14) 
In Eq. 14, A is the amplitude and   is the frequency. Taking the second derivative of this 
solution with respect to t allows us to plug it back into Eq. 14 and results in the following: 
    
   
         
(15) 
              (16) 
The spring constants for the vibrations are unknown and need to be solved for. From Eq. 
12, it is clear that the spring constant can be related to the potential energy in the following way: 
 
  
   
   
 
(17) 
 Since the x, y, and z coordinates for each atom are known, the spring constant can be 
solved for computationally. There are 3N × 3N force constants that need to be solved for. Each 
atom’s change in force in a certain direction when it (or any other atom) is displaced in each 
direction needs to be accounted for. The resulting matrix is known as a Hessian: 
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(18) 
 When GROMACS computes the Hessian, it produces results that contain eigenvectors 
and eigenvalues. The Eigenvectors contain the vibrational displacement data and the eigenvalues 
provide frequency data. GROMACS has the ability to analyze these results and produce 
trajectories for each normal mode.  
4. Simulation Setup 
Before simulations on cadmium selenide could begin, an appropriate force field had to be 
implemented. Commonly used force fields do not contain data for metal structures like cadmium 
selenide, and so the force field had to be created from interaction data found in literature. Eran 
Rabani published a paper on detailing the acquisition of Lennard Jones and Coulombic 
parameters for cadmium selenide by making use of Ewald summations to solve for the 
electrostatic interactions. The summation of the point charge equation (Eq. 4) for every positive 
and negative charge in the environment does not converge and so Ewald summation utilizes 
Fourier transforms to replace a divergent summation with two convergent ones
16
. Rabani 
obtained LJ parameters by fitting the potential to reproduce the bulk properties of cadmium 
selenide in wurzite, zinc blende, and rocksalt crystal structures
29
.  
Table 1. Lennard-Jones Parameters for CdSe 
  q σ (nm) ε (kJ/Mol) 
Cd 1.18 .198 1.398E-01 
Se -1.18 .524 1.239E-01 
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While this is sufficient for creating the force field for cadmium and selenide atoms, the 
interactions between the two elements is obtained through averaging the parameters in the 
following manner (Eq. 19 and 20). Known as the Lorentz-Berthelot rule, it offers a simple way 
to resolve the interactions between two species
1
. Various experiments have documented the 
shortcomings of this type of combining rule. Studies show that these work best for hard sphere 
systems, like the ones used in this simulation. As described later, the inadequacies of this 
combining rule become apparent when water is introduced to the system.  
 
      
       
 
 
(19) 
       √   ε   (20) 
Gromacs’ force field inputs  requires a c6 and a c12 term for every interaction. These are 
just the sigmas and epsilons of the Lennard Jones potential represented in the following manner: 
        
  (21) 
         
   (22) 
The below table summarizes the custom force field, expressed in units that Gromacs 
utilizes. 
Table 2. Custom Force Field of Cadmium Selenide 
   σ (nm)  ε (kJ/mol) c6 c12 
Cadmium 1.980E-01 1.397E-01 3.367E-05 2.028E-09 
Selenium 5.240E-01 1.239E-01 1.026E-02 2.123E-04 
Cd-Se 3.610E-01 1.315E-01 1.165E-03 2.578E-06 
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The starting structure of CdSe was obtained from a program called Crystal Maker. The 
desired size of the cluster was cut from a bulk lattice. 
In order to establish the HOMO/LUMO gap of the various states of cadmium selenide, 
clusters of four sizes were looked at. Standard simulations in vacuum were run for Cd32Se32, 
Cd199Se195, Cd513Se515, and Cd20Se19 in three different temperatures: 280 K, 300 K, and 320 K. 
Due to challenges in the analysis of trajectories of the larger systems, only the 64 atom cluster 
was used to generate trajectories initially.  
5. Simulations in Vacuum  
Vacuum conditions proved to be a good starting point for simulating cadmium selenide. 
This allowed for the observation of cadmium selenide under the custom force field without 
having to deal with QD – solvent interactions. Various runs were conducted on Cd32Se32 to find 
out the run time required to produce trajectory from dynamics that is fully equilibrated. Initially, 
the runs were conducted at 298 K, for 500 ps.  
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Figure 6. Potential Energy changes of initial run of Cd32Se32 at 298 K 
 As the graph shows, 500 ps is an inadequate time for the full equilibration of the system 
because the graph contains a region of steep drop and a further drop of 200 kJ/mol during the 
500 ps. Therefore, using the final structure of this run, another run of 500 ps was conducted.  
 
Figure 7. Potential Energy of second run of Cd32Se32 at 298 K 
 As the graph shows, a potential energy decrease of only about 20 kJ/mol was observed 
during the second run. In order to ensure equilibration, another 1500 ps run was conducted and 
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data from t = 1000 to t = 1500 ps was converted into trajectories in order to be analyzed. This 
procedure was repeated at 280 K, 320 K and 300 K. Each run’s results containing kinetic and 
potential energy are shown below. 
5.1 280 K 
The potential energy drop of about 2 kJ/mol that exists in the region of t = 1000 ps to t = 
1500 ps in Fig. 7 was thought to be negligible as this drop was observed on runs that were 
extended to 5000 ps as well.  
 
Figure 8. Potential Energy of Cd32Se32 at 280 K, 1500 ps 
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Figure 9. Kinetic Energy of Cd32Se32 at 280 K, 1500 ps 
 
5.2 300 K 
 As with 280 K, the run at 300 K showed a very slight drop in energy, proving 
equilibration. 
 
Figure 10. Potential Energy of Cd32Se32 at 300 K, 1500 ps 
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Figure 11. Kinetic Energy of Cd32Se32 at 300 K, 1500 ps 
5.3 320 K 
 
Figure 12. Potential Energy of Cd32Se32 at 320 K, 1500 ps 
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Figure 13. Kinetic Energy of Cd32Se32 at 320 K, 1500 ps 
 A similar strategy was implemented for Cd199Se195, Cd515Se513, and Cd20Se19.  
6. Simulations in Water 
After CdSe was analyzed in vacuum, the 64 atom cluster was solvated in water in order 
to replicate lab conditions and produce more realistic trajectories. As with the Cd and Se 
interactions, Cd-water and Se-water interaction parameters were not readily available and so 
various methods were tried to circumvent this.  
6.1 Averaging of LJ Potentials 
Because Lennard Jones parameters for water-water interactions are readily available, 
Lorentz-Berthelot’s technique of averaging the LJ potentials of Cd and Se to produce data for 
Cd-Se (Eq.19 & 20) was implemented to produce data for Cd-water and Se-water. While the 
simulation ran with this interaction potential, the cluster of CdSe broke apart in water. OW in the 
table below denotes the oxygen atom of water and HW denotes the hydrogen atom of water.  
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Table 3. Parameters used for CdSe - water interactions 
   σ (nm)  ε (kJ/mol) c6 c12 
Cadmium 1.980E-01 1.397E-01 3.367E-05 2.028E-09 
Selenide 5.240E-01 1.239E-01 1.026E-02 2.123E-04 
Cd-Se 3.610E-01 1.315E-01 1.165E-03 2.578E-06 
opls_116 (OW) 3.166E-01 6.502E-01 2.617E-03 2.633E-06 
opls_117 (HW) 0.000 0.000 0.000 0.000 
Cd-OW 2.573E-01 3.014E-01 3.496E-04 1.014E-07 
Cd-HW 9.900E-02 0.000 0.000 0.000 
Se-OW 4.203E-01 2.838E-01 6.256E-03 3.448E-05 
Se-HW 2.620E-01 0.000 0.000 0.000 
 
 At the start of the simulation, following the energy minimization and the equilibration of 
water, the cluster appeared broken: 
 
Figure 14. CdSe (Cd shown as blue, Se as yellow) in water after equilibration using original averaged parameters 
After the 500 ps run at 298 K, the water was able to separate the cluster thoroughly: 
24 
 
 
Figure 15. CdSe in water after run with original averaged parameters 
 
6.1.1 Increasing Cd and Se parameters by 20% 
Since the averaging of potentials is rooted in guesswork, several attempts were made to 
optimize the parameters of Cd-water and Se-water in order to keep the QD as a cluster. The first 
attempt was to increase the σ and ε of the Cd and Se by 20%, while keeping the water - cluster 
interactions the same. The following table consists of the resulting parameters that were used. 
 
Table 4. Parameters resulting in 20% increase of σ and ε of Cd and Se 
   σ (nm)  ε (kJ/mol) c6 c12 
Cadmium 2.376E-01 1.676E-01 1.206E-04 2.170E-08 
Selenide 6.288E-01 1.487E-01 3.676E-02 2.272E-03 
Cd-Se 4.332E-01 1.579E-01 4.173E-03 2.758E-05 
opls_116 (OW) 3.166E-01 6.502E-01 2.617E-03 2.633E-06 
opls_117 (HW) 0.000 0.000 0.000 0.000 
Cd-OW 2.573E-01 3.014E-01 3.496E-04 1.014E-07 
Cd-HW 9.900E-02 0.000 0.000 0.000 
Se-OW 4.203E-01 2.838E-01 6.256E-03 3.448E-05 
Se-HW 2.620E-01 0.000 0.000 0.000 
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 Following equilibration, the cluster appeared more intact compared to the original 
parameters: 
 
Figure 16. 20% increase in Cd (blue) and Se (yellow), equilibrated structure 
 The run using these parameters produced very similar results compared to the original: 
 
Figure 17. 20% increase in Cd (blue) and Se (yellow), post run structure 
 
6.1.2 Increasing Cd and Se parameters by 100% 
 Since the equilibrated structure of the 20% bump looked promising, the same parameters 
were increased by an additional 80% while maintaining the original Cd-water and Se-water 
interactions. The following table contains the resulting parameters used: 
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Table 5.Parameters resulting in 100% increase of σ and ε of Cd and Se 
   σ (nm)  ε (kJ/mol) c6 c12 
Cadmium 3.960E-01 2.794E-01 4.309E-03 1.662E-05 
Selenide 1.048E+00 2.478E-01 1.313E+00 1.740E+00 
Cd-Se 7.220E-01 2.631E-01 1.491E-01 2.112E-02 
opls_116 (OW) 3.166E-01 6.502E-01 2.617E-03 2.633E-06 
opls_117 (HW) 0.000 0.000 0.000 0.000 
Cd-OW 2.573E-01 3.014E-01 3.496E-04 1.014E-07 
Cd-HW 9.900E-02 0.000 0.000 0.000 
Se-OW 4.203E-01 2.838E-01 6.256E-03 3.448E-05 
Se-HW 2.620E-01 0.000 0.000 0.000 
 
Following equilibration, the cluster was in a worse position compared to the 20% bump: 
 
Figure 18. 100% increase in Cd (blue) and Se (yellow), equilibrated structure 
The run containing these new parameters showed water completely dissolving the cluster. 
This is most likely due to the strong increase in the σ value, which makes the repulsive 
interactions kick in at a farther distance, forcing Cd and Se to stay apart. 
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Figure 19. 100% increase in Cd (blue) and Se (yellow), post run structure 
6.1.3 Increasing “ε” of Cd and Se by 50% 
Previously, attempts were made to alter σ and ε together in order to maintain some degree 
of proportionality and to maintain traces of the original parameters. Since the 100% change 
showed the drawbacks of high σ values, attempts were made to alter just the well depth, ε. This 
time, the changes made to Cd and Se were carried out into the calculations for Cd – water and Se 
– water as well. The table below shows the parameters used: 
Table 6. Cd and Se ε increased by 50% 
   σ (nm)  ε (kJ/mol) c6 c12 
Cadmium 1.980E-01 2.095E-01 5.050E-05 3.043E-09 
Selenide 5.240E-01 1.858E-01 1.539E-02 3.185E-04 
Cd-Se 3.610E-01 1.973E-01 1.747E-03 3.866E-06 
opls_116 (OW) 3.166E-01 6.502E-01 2.617E-03 2.633E-06 
opls_117 (HW) 0.000 0.000 0.000 0.000 
Cd-OW 2.573E-01 3.691E-01 4.282E-04 1.242E-07 
Cd-HW 9.900E-02 0.000 0.000 0.000 
Se-OW 4.203E-01 3.476E-01 7.662E-03 4.223E-05 
Se-HW 2.620E-01 0.000 0.000 0.000 
 
Like the 20% alteration, the 50% ε change showed a promising equilibrated structure: 
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Figure 20. 50% increase of ε, equilibrated structure 
 Unfortunately, the new parameters were unable to keep the cluster whole during the run:  
 
Figure 21. 50% increase to ε, post run structure 
6.1.4 Increasing “ε” of Cd and Se by 100% 
 A final attempt was made to increase epsilon further, while keeping the Cd-water and Se-
water interactions at their original values. This was done in order to give Cd and Se more 
incentive to come together and achieve a much lower potential energy state than with water. The 
below table summarizes the parameters used for this run:  
Table 7. Cd and Se ε increased by 100% 
   σ (nm)  ε (kJ/mol) c6 c12 
Cadmium 1.980E-01 2.794E-01 6.733E-05 4.057E-09 
Selenide 5.240E-01 2.478E-01 2.052E-02 4.247E-04 
Cd-Se 3.610E-01 2.631E-01 2.329E-03 5.155E-06 
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opls_116 (OW) 3.166E-01 6.502E-01 2.617E-03 2.633E-06 
opls_117 (HW) 0.000 0.000 0.000 0.000 
Cd-OW 2.573E-01 3.014E-01 3.496E-04 1.014E-07 
Cd-HW 9.900E-02 0.000 0.000 0.000 
Se-OW 4.203E-01 2.838E-01 6.256E-03 3.448E-05 
Se-HW 2.620E-01 0.000 0.000 0.000 
 
 Like the previous run, the equilibrated structure showed the cluster remain relatively 
whole:  
 
Figure 22. 100% increase of ε, equilibrated structure 
The final structure failed to maintain the integrity of the equilibrated structure: 
 
Figure 23. 100% increase of ε, post run structure 
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While further experimentation with the parameters could yield better results, it would 
prove to be time consuming and the resulting parameters would differ significantly from true 
values.  
The only conclusion of these series of tests was that the Lorentz-Berthelot method of 
averaging the LJ parameters between cluster and water held no degree of accuracy and 
optimizing already inaccurate parameters was ineffective.  
 Studies on the Lorentz-Berthelot method report that this particular set of combination 
rules work best when pairing like-sized atoms
1
. The more accurate combining rules that exist 
require additional parameters such as polarizability and ionization potentials. They also found 
that the Lorentz-Berthelot method produced overly attractive potentials. This fact becomes 
apparent when pairing atoms that are not of similar sizes. This finding is in agreement with the 
above results as water is breaking the cluster. Another finding of this study was that the Lorentz-
Berthelot method overestimates liquid densities, which also explains why it models the system so 
poorly when water is introduced.  
6.2 Freeze Groups 
 Another approach was to implement restraints on the surface atoms of the cluster in order 
to force the cluster to remain whole inside water. In order to do this, the surface atoms of a given 
cluster needed to be identified first. This was achieved through a program created by Yangting 
Wang called the Cone Algorithm
34
. The Cone Algorithm was originally created for use with gold 
clusters that were 600 – 3000 atoms in size in order to quantify the geometrical behavior of the 
surface of the gold clusters.  
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The algorithm basically projects a cone of user specified length and angle onto every 
atom in a given cluster. It requires the basic input of the cluster’s starting structure and then 
proceeds to check whether a neighboring atom falls inside the cone. If an atom is detected inside 
the cone, the program assumes that the atom of interest is not on the surface and labels it “Au”. If 
the projected cone fails to touch any atoms, the program marks that atom as “Cd”, indicating that 
it is a surface atom. Flagged surface atoms can easily be indexed and GROMACS can be told to 
freeze certain index groups.   
 
Figure 24. Cone Algorithm's projection on a surface atom.  
http://www.pas.rochester.edu/~wangyt/algorithms/cone/index.html 
 While the algorithm succeeded in accurately flagging surface atoms, the 64-atom CdSe 
cluster proved to be too small to be applicable for this type of surface restraint. Of the 64 atoms, 
it turned out that all but 8 atoms were exposed to the surface in some manner. Freezing the 
majority of the cluster would render the simulation useless and so the cone algorithm was tried 
on bigger clusters.  
 The first larger system that was used was a cluster containing 394 atoms. The cone 
algorithm flagged 199 atoms as surface atoms, leaving 195 internal atoms that would be left 
unrestrained.  
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  The HOMO/LUMO analysis conducted on trajectories of Cd199Se195 in vacuum proved to 
be too computationally expensive at the time this method was tried and so larger clusters were 
put on hold until a more viable approach could be tired to tackle them. This meant that other 
ways had to be tried to solvate the 64 atom cluster. While freeze groups proved inconsequential 
to this project, QD simulations in the future that involve the addition of ligands can utilize this 
type of restraint and not have to encounter ligands and solvent breaking the cluster.  
6.3 Using other metal-water interactions 
 The next best option was to use interaction parameters from existing metal – water 
interactions found in literature. While they may not be accurate for Se – water, it would still be a 
better starting point than the parameters obtained through averaging LJ terms between water and 
cluster.  
A molecular dynamics study conducted in 1985 used a platinum slab containing 550 
atoms and observed its interactions in a system containing about 200 water molecules
32
. The 
study reported using the following LJ parameters for modeling the interactions between platinum 
and water: 
           
              
C6 and c12 parameters for water – cluster were obtained using the above values. The 
platinum-water interaction was used in place of both the Cd-water and Se-water interactions. 
Below shows the structure using this method, post water equilibration:  
33 
 
 
Figure 25. Post equilibration structure using Platinum-water parameters, where Cd is blue and Se is yellow 
 The cluster appeared intact during equilibration but broke apart during the run:  
 
Figure 26. Post run structure using platinum – water parameters 
 Using information gained from studying the results of previous optimization attempts, σ 
of platinum-water was increased by 30% so that the repulsive force would kick in at a farther 
distance, providing less incentive for Cd or Se to leave the cluster. The well depth, ε, was 
reduced by an order of magnitude, in order to allow Cd and Se to maintain their equilibrium 
positions with each other instead of with water.  
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Table 8. Altereded platinum-water parameters 
   σ (nm)  ε (kJ/mol) c6 c12 
Cd-OW 3.760E-01 5.760E-01 6.510E-03 1.840E-05 
Se-OW 3.760E-01 5.760E-01 6.510E-03 1.840E-05 
 
The resulting equilibrium structure was as follows: 
 
Figure 27. Post equilibration structure with altered platinum parameters 
   
The 500 ps run yielded the following: 
 
Figure 28. Post run structure using altered platinum-water potential 
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 While the desired results were obtained with this method, an attempt was made to 
achieve values that were closer to true values and so combining rules were explored in detail in 
order to produce results that reflected Cd and Se and not a different metal.   
6.4 Kong’s Combining Rules 
 After further research, a more rigorous combining rule was found in an article authored 
by Chang Kong. Kong’s rules are an empirical set of formulas that takes the following form
19
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 Using these rules, the following parameters for water – cluster interactions were obtained. 
Cd – Se interactions were still modeled using the old model.  
 
Table 9. LJ Parameters using Kong's combination rules 
 
σ (nm) ε (kJ/mol) c6 c12 
Cadmium 1.980E-01 1.397E-01 3.367E-05 2.028E-09 
Selenide 5.240E-01 1.239E-01 1.026E-02 2.123E-04 
Cd-Se 3.610E-01 1.315E-01 1.165E-03 2.578E-06 
opls_116 (OW) 3.166E-01 6.502E-01 2.617E-03 2.633E-06 
opls_117 (HW) 0.000 0.000 0.000 0.000 
Cd-OW -- -- 2.970E-04 1.192E-07 
Cd-HW -- -- 0.000 0.000 
Se-OW -- -- 5.184E-03 2.846E-05 
Se-HW -- -- 0.000 0.000 
 
36 
 
 The structure following the equilibration of water remained intact, which was a vast 
improvement from the previous attempts: 
 
Figure 29. Post Equilibration structure of Cd32Se32 using Kong's combining rules; Cd is shown as blue and Se as yellow 
After the 500 ps run, the majority of the cluster maintained integrity. A few cadmium atoms 
broke apart completely and drifted away from the cluster:  
 
Figure 30. Post run structure using Kong's combination rules, 500 ps. 
  
 From the work done with platinum – water interactions, it is clear that the cluster remains 
intact when c6 is on the order of 10
-3 
and c12 contains a value that is order 10
-5
. While Kong’s 
rules gave values of these orders for selenium, cadmium had values that were 1 to 2 orders of 
magnitude lower, and this is why the cadmium atoms broke loose in the above figure. Changing 
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cadmium’s orders of magnitude to 10
-3 
and 10
-5
 yielded the following results. The equilibrated 
structure looked very similar to Figure 29 and was omitted. The below figure is the post-run 
structure.  
 
Figure 31. Post run structure using Kong's rules with altereded cadmium potentials 
While the alteration is an improvement over the original, the cluster still came loose and 
lost its spherical structure. Judging by the above results, the more rigorous Kong rules failed to 
accurately portray CdSe in water.  
 
7. Simulation of Normal Modes 
Although the focus of this thesis lies in the generation of states, the normal modes, 
introduced in Chapter 3, are also of interest because these vibrations have an influence on the 
band gap. Of the 186 vibrational modes that exist in a 64 atom cluster, there exist a few modes 
that influence the overall atomic vibration much more than the other modes. These dominant 
modes can be identified. Since the applications of quantum dots lies in the tunability of their 
band gaps, it is important to see how much these dominant modes influence to the gap 
distribution. These modes can then be altered by adding/subtracting mass (by changing the 
element used) for example, which can directly affect the band gap.  
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One of the features of GROMACS is its ability to identify the normal modes of a given 
structure. GROMACS outputs a Hessian matrix (Eq. 18) and its matrix analysis tool can provide 
further analysis on the matrix and give valuable data such has vibrational frequencies and even 
the trajectories of each normal mode. Trajectories containing thirty frames each for every normal 
mode of a Cd32Se32 cluster were obtained so that quantum calculations can be done on them in 
the future.  
8. Quantum Calculation Analysis 
 Quantum calculations were performed on the generated states to establish the 
HOMO/LUMO gap energies. These are the results for Cd32Se32 at 300 K. Each frame is a state at 
equilibrium. Each successive frame pertains to the state of the system at that time step.  
 
Figure 32. HOMO / LUMO energies of Cd32Se32 for 1500 frames 
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From looking at the graph, the most noticeable observation is that the LUMO energies are 
fluctuating far more than the HOMO energies. These fluctuations are the result of atomic 
vibrations of the system at equilibrium. The band gap also follows the same oscillations as the 
LUMO and the energies tend to largely exist between the values of 0.10 and 0.27 hartrees.  
The gap energies are as follows: 
 
Figure 33. Gap energies for Cd32Se32 
The following shows a histogram of the data for HOMO/LUMO energy gaps, with units 
in hartrees. This histogram shows the distribution of the values that were calculated with the 
specific energies (in hartrees) in the x axis.  
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Figure 34. Histogram of HOMO/LUMO energy distribution 
 Since the LUMO energies are greatly perturbed by the atomic vibrations, there is 
motivation to identify the dominant vibrational modes that cause these oscillations. Although this 
can be done through the trajectories of these distinct vibrations that were obtained through MD, a 
much simpler approach lies in taking a Fourier transform of the LUMO energies that lie in the 
time domain and converting to the frequency domain. Such a transformation produces a graph 
like the one shown in Figure 35 and dominant frequencies can be easily identified.  
From the graph, two dominant peaks can be identified at 12 and 23 ps
-1
. Therefore, it can 
be concluded that the normal modes that occur at these frequencies have the most impact on the 
overall atomic vibrations.  
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Figure 35. Amplitude vs. frequency graph of a Fourier transform done on LUMO energies 
In order to generate gap energies in an efficient manner, it proved more resourceful if 
quantum calculations switched to using RMSD data for quantum calculations instead of 
trajectories of states. The reasoning behind this decision is that the need to build a tight binding 
matrix can be eliminated. This matrix is one of the steps in the quantum calculations for each 
state that is provided. The randomness in the atomic positions over time can be obtained from 
RMSD data that GROMACS can generate once a cluster has been simulated and a randomness 
factor can be assigned to these fluctuations and a fock matrix containing random elements that is 
needed for tight binding calculations can be perturbed based on this randomness factor. Using 
RMSD in such a manner will speed up calculations on the quantum end of this research and gap 
energies can be established at a much quicker pace. Below contains RMSD data for Cd32Se32 for 
the three temperatures. Similar RMSD plots were generated for clusters of all sizes at the 
respective three temperatures.   
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Figure 36. RMSD for 280 K 
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Figure 37. RMSD for 300 K 
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Figure 38. RMSD for 320 K 
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9. Conclusions 
 The main purpose of this research was to understand and quantify the effects of small 
structural changes on the optical properties of QDs because little is known about the extent to 
which these perturbations affect the band gap. Specifically, a population of states of equilibrated 
QD clusters was generated in order for quantum calculations to be performed. 
 Initially, a custom force field was developed using the Lennard Jones parameters and 
Coulombic interactions developed by Eran Rabani. Using the custom force field, simulations in 
vacuum were conducted until the time for equilibration was determined. Then, 500 ps 
trajectories for three temperatures: 280 K, 300 K, and 320 K were generated for analysis. This 
was done for various sizes: Cd32Se32, Cd199Se195, Cd515Se513, and Cd20Se19.  
Results of the quantum calculations that were performed for Cd32Se32 at 300 K in vacuum 
show a 0.17 hartree distribution in the band gap brought on by these structural differences. The 
LUMO energies fluctuated far more compared to the HOMO energies.  
 In order to conduct simulations that were closer to lab setting, water was introduced as a 
solvent and attempts were made to accurately portray this interaction. To resolve the poor 
interaction between cluster and water that standard combining rules brought, LJ parameters were 
altered in various ways. First, both σ and ε were increased by 20%, followed by 100%. Then, 
only ε was increased by 50% followed by 100%. Since this didn’t resolve the issue, the surface 
of the cluster was frozen in an attempt to prevent the atoms from breaking apart. This method 
could only be applied to larger clusters and that too ineffectively as larger clusters were loosely 
packed and the frozen outer shell wasn’t effective in preventing atoms from migrating into water. 
Success was found in using altered platinum – water interactions to model CdSe. After a 30% 
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increase to σ, and a reduction of an order of magnitude for ε, the cluster remained whole. In an 
attempt to produce more accurate cluster – water interactions, Kong’s combination rules were 
explored. Both the original and altered Kong potentials yielded undesirable results and a 
combination of the platinum and the Kong potential was experimented with.  
 Finally, normal mode analysis was conducted on Cd32Se32. Trajectories for the normal 
modes were generated using MD. A Fourier transform of the LUMO energy results showed two 
dominant frequencies at 12 and 23 ps
-1
 that correspond to the frequencies of the normal modes 
that have the most impact on the overall atomic vibrations that caused the fluctuations.  
10. Future work 
 With regards to the solvation of CdSe, a combination of the platinum potential for Cd –
water and Kong’s potential for Se – water can be implemented together and tested and 
subsequently altered in an effort to keep the cluster whole. Currently, the only working set of 
parameters treats selenium as a metal which may result in inaccurate trajectories.  
 The interactions used in this project have been limited to the non-bonded Lennard Jones 
and Coulombic potentials. Success may be found in introducing a harmonic potential between 
cadmium and selenium prior to solvation, should there be parameters available to model this.   
 So far, quantum calculations have only been performed for Cd32Se32 at room temperature. 
Repeating these calculations for the ensembles generated for different sizes and temperatures 
will provide us valuable insight on how ensemble behavior changes with regard to size and 
temperature.  
 Once quantum calculations can be developed for more complex systems, ligands can be 
introduced to the cluster. Ligands play a vital role in QD study because they enhance QD 
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properties and can act as shields for toxic QDs. If the cluster of interest is large enough, freeze 
groups can be a viable way to maintain cluster integrity while generating solvated trajectories.   
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