ABSTRACT Coronary heart disease is one of the most serious health problems in the world nowadays. By segmenting and examining the coronary arteries in medical images, we can find artery stenosis and plaque, which are the main causes of this certain disease. Segmenting coronary arteries manually is timeconsuming and subjective, and the traditional segmentation method requires a good initial point, which is also difficult to apply for the 3D coronary computed tomography angiography (CTA) data. In this paper, we propose a joint framework for coronary CTA segmentation based on deep learning and traditional level set method. A 3D fully convolutional network (FCN) is used to learn the 3D semantic features of coronary arteries, which provides an excellent initial point for the traditional level set. Moreover, an attention gate is added to the entire network, aiming to enhance the vessels and suppress irrelevant regions. The output of 3D FCN with attention gate is optimized by the level set to smooth the boundary to better fit the ground truth segmentation. The proposed algorithm is evaluated by the Jaccard index (JI) and the Dice similarity coefficient (DSC) scores. The experimental results show that the proposed framework provides significant better segmentation results than the vanilla 3D FCN intuitively and quantitively.
I. INTRODUCTION
Cardiovascular disease is one of the most dangerous fatal disease in the world. With the improvement of our living standards, cardiovascular diseases continue to spread, and the age of onset is becoming younger, which is a serious threat to human health. Coronary artery heart disease (CHD), also known as coronary heart disease, is relatively common. The source of the disease is the deposits on the coronary artery wall which leads to the stenosis of the blood vessel, resulting in myocardial ischemia and thus cardiac organic dysfunction. So it is also called ischemic heart disease (IHD) [1] . The main cause of coronary heart disease is atherosclerosis of the coronary arteries, so it is customary to call coronary heart disease as coronary atherosclerotic heart disease. Clinicians often face certain type of coronary heart disease patients, whose coronary lesions are at a critical state (with a 50% to 70% stenosis). Whether a patient with a critical lesion needs to be implanted with a stent has always been a controversial The associate editor coordinating the review of this manuscript and approving it for publication was Qingxue Zhang.
topic. The severity of such lesion should be assessed not only from the coronary but also from the damage of the patient's myocardial function. Different doctors may have different therapies for the same lesion with the sole knowledge of coronary angiography results. In fact, some patients have more than 50% coronary artery stenosis, but their myocardium has no obvious ischemia. For others however, although the degree of coronary stenosis is less than 50%, their myocardium has obvious ischemia. Evidently, using coronary angiography to guide the interventional treatment is very subjective, and cannot reflect the true impact of stenosis on myocardial blood supply.
Segmenting coronary arteries with computer-aided diagnosis technology is clinically significant for early detection and treatment of coronary heart disease. Segmentation is a highly correlated task in medical image analysis. Image segmentation is the process of dividing an image into smaller partitions based on some characteristics of the pixels in the image. In medical imaging, the division of images can be the area of certain tissue types, organs or other related structures [2] . Segmentation tasks are mostly used for quantitative analysis and diagnosis. The gold standard for medical image segmentation is manually completed by clinical experts. This is a time-consuming task because modern medical imaging modalities (such as CT and MRI) are capable of generating large amount of data in the form of 3D image volumes. There are also deviations and errors in manual segmentation. Some semi-automated methods have already been used in clinical diagnosis to speed up segmentation, but clinical experts are still needed to initialize or direct the process. Fully automated segmentation method is becoming more and more important with the increase of patients' data.
Segmentation algorithms based on level sets have been widely used and become the preferred algorithm for medical image segmentation in past decades [3] , [4] . The level set method performs segmentation based on energy minimization by integrating different types of regularization (smooth terms) and priors [5] . They can provide segmentation functions with a tendency to change topological properties, with the disadvantage that they require proper contour initialization to obtain valid segmentation results and lack of semantic features. Recently, a deep learning method based convolutional neural network (CNN) has been successfully applied to medical imaging, especially for segmentation and detection tasks [6] , [7] . The difference from the levelset-based approach is that deep learning methods can automatically learn the appearance model from large training data, extract features from complex structures and patterns, and use these semantic features for prediction.
However, medical image segmentation based on deep learning is a more difficult task than natural image segmentation. First, patients' data is extremely diverse. In other words, the pattern of the same pathology varies from patient to patient. Second, small and incomplete medical data sets make CNN training more prone to overfitting [8] . Third, medical images such as MRI (magnetic resonance imaging) or CT (computed tomography) scans are usually in the form of 3D volume, while existing CNNs are mostly 2D. These 2D CNNs are applied by layers, so that the spatial information in the third dimension is ignored [9] , while 3D CNN is discouraged due to computational complexity and memory requirements. In view of the these problems, recently a three-dimensional fully convolutional network (3D FCN) has been proposed for segmentation and detection from MRI or CT images, in which all of the volume data is used as an input to obtain a 3D output in the form of volume. This process is finished directly in a single forward propagation, and the output is regarded as a 3D predictive score. In this way the computational complexity is significantly decreased [10] . Unlike other 2D CNN-based methods, they use 3D convolution kernels to share spatial information in all three dimensions. Although 3D FCN does well in handling 3D medical data, some practices are overly dependent on multi-level cascade CNN, especially when the target organs between different patients show large differences in shape and size. The cascading framework first extracts a region of interest (ROI) and intensively predicts that particular ROI. It is mainly used in the heart [11] and abdomen image segmentation [12] and lung nodule detection [13] . However, this approach leads to complex parameters and a waste of computing resources. For example, low-level features similar to each other are repeatedly extracted by all models in the cascade. In order to solve this problem, a simple and effective solution, attention gate (AG), has recently been proposed [14] . The CNN model with AG does not change its standard way of training, while the AG can automatically learn features that focus on the target structure without additional supervision. During the testing process, these gates dynamically and implicitly generate soft area proposals and highlight salient features that are useful for a particular task. In addition, they do not incur significant computational costs or learn a large number of model parameters like a multi-model framework does. The advantage is that the proposed AG can improve the model sensitivity and accuracy of dense label prediction by suppressing feature activation in uncorrelated regions. In this way, the necessity of using an external organ positioning model is eliminated while high prediction accuracy is maintained.
The main contributions are summarized as following threefolds:
(1) 3D FCN network is adopted to three-dimensional coronary CTA images, which is the first attempt to use 3D deep learning for coronary arteries segmentation. Compared to traditional level set segmentation, 3D FCN is capable of learning 3D shape of the coronary arteries as prior knowledge.
(2) Attention gate mechanism is incorporated into the 3D FCN network structure to improve the accuracy, which highlights the vessels for each CTA slice.
(3) A level set function is integrated with 3D FCN to optimize the network prediction results, aiming to smooth the boundary of the coronary arteries segmentation.
The remaining of this paper is organized as follows: Section 2 mainly introduces the methods and principles adopted in this paper, including the structure of the network and the flow chart of the algorithm. Section 3 is the conclusion analysis and visualization of the experiment. Section 4, Summary of Work.
II. METHODOLOGY
In this study, a joint training framework is proposed to segment the coronary arteries as shown in Figure 1 . In the training phase, the weights are trained through the 3D FCN network integrating attention gate. For the test phase, the trained weights are used to give coarse predictions, which are then optimized using the level set function to obtain a refined smooth segmentation. Compared with traditional segmentation algorithm, 3D FCN learns the semantic features and 3D shape of the coronary arteries. The attention gate highlights the vessels for each CTA slice, and the additional level set function smooths the boundary of the segmentation of coronary arteries. 
A. 3D FULLY CONVOLUTIONAL NETWORK FOR COARSE SEGMENTATION
Traditional algorithms segment each slice by analyzing their low-level features, which is difficult to extract the 3D correlation between slices since no prior shape knowledge is involved during segmentation. In this paper, we proposed to use a 3D fully convolutional network for coarse segmentation of coronary arteries as shown in Figure 2 . This network is similar to the mainstream U-NET [16] , [17] and V-NET [18] in structure. We perform 3D convolution to extract features from 3D CTA image data, the 3D convolution learns the prior shape and 3D temporal correlation of coronary arteries and extracts high-level semantic features for segmentation. The left part of the network is referred as encoder, which is used to extract high-level semantic features, while the decoder on the right side restores the semantic features to the coarse segmentation.
Assuming that F l−1 k is the k th feature volume of the l − 1 layer, the m th feature volume of the l layer is given as:
where
ki represents a 3D filter with a kernel size of (m × n × t), which is used to convolve on the feature volume F l−1 k of each previous layer;⊗ represents a 3D convolution operation;b k l denotes the deviation and σ (·) is a nonlinear activation function. A nonlinear activation function, the parametric rectification linear unit (PReLU) [19] , is introduced here to replace the rectifying linear unit. The PReLU function is given as:
where F i represents the input,σ (F i ) is the output, and α i , almost zero in ReLU, is the training parameter controlling the learning process of the negative part of F i .Therefore, PReLU can adjust the rectifier according to the input, thus improving the accuracy of the network. This hardly increases the computational cost and additionally reduces the risk of overfitting. The left part of the network is divided into different segments, running at different resolutions. In a segment there are one to three convolutional layers, each performs a nonlinear operation on the input while their output sum up with that of the last, enabling the learning of the residual function [20] . The advantage of incorporating such residual function into the network is that the network can be brought to a convergent state in a short time. In each segment, the convolution kernel size is 5×5×5 and the stride is 1. As the data advances along the compression path to different segments, its resolution gradually decreases. This is done by convolution with a kernel size of 2 × 2 × 2 and a stride of 2. Since the second operation extracts features only through non-overlapping 2 × 2 × 2 convolution kernels, the size of the feature map is halved. This method of halving the feature map by convolution also replaces the pooling operations commonly used in previous CNNs [21] . Furthermore, since the number of feature channels is doubled in each segment of the encoder path in the network, and that the model is formed as a residual network, we use these convolution operations to double the number of feature maps while reducing their resolution. The PReLU nonlinear activation function is applied throughout the network. And before each PReLU function we also adopt Batch Normalization [22] to forcibly pull back each layer's input to a standard normal distribution. This can make the gradient larger, avoid the disappearance of the gradient, and accelerate the convergence of the network. Encoder through convolution also helps the network take up less memory during training. The downsampling part of the network's encoder path allows us to reduce the size of the input and extend the receive domain of features in subsequent network layers. The decoder mainly extracts features and extends lower resolution feature maps to better collect and combine the necessary information, and each layer calculates twice as many features as the previous one. The last convolutional layer uses a 1 × 1 × 1 convolution kernel to produce an output of the same size as the input volume. The output is then converted to the probability value in the foreground and background regions by applying the sigmoid activation function. We use deconvolution to increase the size of the input after each stage of the decoder of the network. Similar to the encoder of the network, we also learn the residual function during the convolution phase to accelerate the convergence of the network model. In this work, we use an objective loss function based on the tweezer coefficient with a value between 0 and 1. Our goal is to maximize the coefficient. The tweezer coefficient D between two binary volumes can be written as:
where the sum runs on N voxels, with the predicted binary partition volume p i ∈ P and the ground truth binary volume g i ∈ G.
B. VESSEL ENHANCEMENT WITH ATTENTION GATE
The vessel shape and size of CTA varies from slice to slice for coronary arteries, vessel enhancement is important to filter out the noisy and confusing area in CTA slice. An attention gate is incorporated into the 3D FCN to highlight the vessellike structures. In the standard CNN network model, we generally take a gradual downsampling of the feature graph grid to capture a large enough perceptual field to better capture semantic context information. However, it is still difficult to reduce false positive predictions for small objects that exhibit large shape variability by only downsampling. To improve accuracy, current segmentation frameworks rely on additional prior object location models to simplify tasks into separate positioning and subsequent segmentation [23] . In this task, we can achieve the same goal by incorporating attention gate (AG) into the standard CNN model. Contrary to the positioning model in pyramid CNN, it does not need to train multiple models. Additionally, AG can gradually suppress the characteristic response in unrelated background regions without passing multiple levels. The output of attention gate is an element-by-element multiplication of the input feature map and the attention coefficient. The formula is as follows:
The attention coefficients α i ∈ [0, 1] is included in the formula which is to identify salient image regions and prune feature responses to retain activation related to specific tasks. Generally, a single scalar attention value is calculated for each pixel vector x l i ∈ R F l , where F l corresponds to the number of feature maps in the layer l.
We obtained multi-dimensional attention coefficient to deal with multiple semantic conditions. Therefore, every AG focuses on the subset of the target structure and it contains gating vectors g i ∈ R F g for each pixel i which is used to determine the focus area. The gating vector is used to prune the lower feature responses with context information [24] . By comparing the performance of multiplicative attention [25] and additive attention [26] , we empirically chose additive attention to obtain the gating coefficient. The additional attention formula is as follows:
And the features of AG are characterized by a set of parameters including:
For input tensors, we chose a vector Cascade-based attention method with 1 × 1 × 1 convolution kernels to compute linear transformations, in which cascade features x l and gate are linearly mapped to R F int dimensions. The attention coefficient (σ 1 ) uses PReLU as non-linear activation function, because PReLU activation function can adjust the rectifier according to the input situation to improve accuracy compared with the widely used ReLU activation function; The software Max function will produce sparse activation at the output if used sequentially, thus attention coefficient (σ 2 ) employs sigmoid activation function so that the AG parameters can converge better in the training process. The overall process of AG is shown in Figure 3 . We highlight the vessels of coronary arteries through skip connections by merging AG into the network architecture of 3D FCN. The structure is shown in Figure 4 . The roughly extracted information is used for the gates to eliminate the irrelevance and noise caused by the transition. Additionally, AG filtered neuron activation during forward and back propagation, the gradients from background regions are weighted downward during back propagation. This allows model parameters in shallower layers to be updated mainly based on the spatial region associated with a given task. In each subAG, additional information is extracted and fused to define the output of the skip connection. We used 1 × 1 × 1 convolution kernel in linear transformation to reduce the number of trainable parameters and the computational complexity of AG, the resolution of the input feature map being downsampled to the gating signal is similar to that of a non-local block [27] . The corresponding linear transformation decouples the feature map and maps them to the lower dimensional space for gating operations. The low-level feature maps are discarded in gating because they do not represent input data in high-dimensional space. Thus we add AG directly to the skip connection of the last layer of network structure to enhance the learning of relevant features of the whole network.
C. OPTIMIZATION WITH LEVEL SET
The 3D FCN with attention gate learns the semantic shapes of coronary arteries. Because the output of deep learning is typically non-smooth and blurry, the boundary of the segmentation is also not perfectly fit with the real edges of coronary arteries. In this study, the traditional level set algorithm is added to refine and smooth the boundary of the segmentation results. The basic idea of level set [28] is that the plane closed curve is implicitly expressed as the level set of 2D surface function, that is, the point set with the positive/negative value corresponding to the foreground/background. Although this transformation makes the problem more complex in form, it brings many advantages in calculating. Its greatest advantage is that the topological change of the curve can be handled naturally and the only weak solution satisfying the entropy condition can be obtained. The evolution of level set function satisfies the following basic equations:
where φ is the level set function whose zero level set represents the target contour curve (t) = x|φ(x, t) = 0, which is the gradient norm of the level set function, the motion of the curve is controlled by the velocity function F in the normal direction of the surface. Generally, it includes items related to images (such as gradient information) and geometric shapes of curves (such as curvature of curves).
III. EXPERIMENTAL RESULTS
The coronary CTA image data used in our experiment consisted of 70 groups of patients with the number of slices ranged from 250 to 350 in each group, these patients are randomly selected from Shanghai Zhongshan Hospital. The coronary CTA data contains irrelevant slices at the beginning and the end, where there is no aorta or vascular existed. As shown in Figure 5 , Figure 5 (a) is the slice that contains the aorta and the coronary artery (as shown by the arrow pointing). Figure 5 (b) contains only the aorta and the coronary artery has not appeared yet. Figure 5 (c) is the slice where the blood vessels have disappeared completely. The valid slices that contains the aorta or the coronary artery in each group of patients is around 150 slices through statistical analysis, we select the first ten slices of coronary artery as the starting frame by manual screening and 160 slices were selected as experimental data for each group of patients, resulting in a dataset consisting of 11200 CTA images totally. The size of the CTA data is 512 × 512 × 160 for each group of patients, 50 groups of patients are used as training set, and the remaining 20 groups of patients are used as test set. We use Keras library to implement the model [29] . The Adam algorithm is used to optimize the network model. The learning rate is initially set to 0.00001 and train 500 epochs on a single NVIDIA GPU (Nvidia GTX 1080Ti). The training process takes about 10 hours. Due to the limitation of running memory, the input size of our data is set to 128 × 128 × 160.
The visualization of the segmentation results is shown in Figure 6 , each row in this figure corresponds to the different stages of coronary CTA data, (a) is the original CT image, (b) -(d) are the segmentation results of various methods, the green mark in the figure is the segmented coronary arteries, (e) is the GT, and the purple mark in the figure is the human labelled coronary arteries. First row shows that the aorta segmentation of vanilla 3D FCN is not good, the boundary is not fitted with the ground truth. Second row shows the false positive case where the none-vessels is classified as the coronary artery. Third row shows the false negative case in which some coronary artery is missing. Overall, the proposed joint framework incorporating 3D FCN, attention gate, and level set function receives the best visualization performance.
Quantitively, the performance of coronary arteries segmentation is evaluated by the Jaccard index (JI) and Dice similarity coefficient (DSC) scores. The range of the two values are between 0 and 1, and the higher value corresponds to the better segmentation accuracy. The calculation formulas of JI and DSC can be defined as:
where Y + represents Ground Truth (GT) and Y + represents predicted value. The performance of the vanilla 3D FCN is first evaluated on the coronary artery for 20 groups of test patient data, the Mean JI and Mean DSC are 0.7961 and 0.8842, respectively. For the vanilla 3D FCN, the aorta can be segmented accurately while some small vessels of the coronary artery are missing. Then, We incorporate the 3D FCN with attention gate and find that Mean JI and Mean DSC values exceed the VOLUME 7, 2019 vanilla network significantly, which are 0.8155 and 0.8967, respectively. The improvement is more significant for the cases that the brightness is not particularly obvious in the coronary artery. The deep learning based method provides a good initial skeleton of coronary arteries, while the boundary is not smooth. Thus, we use a level set method to refine and optimize the results, and the final Mean JI and Mean DSC of our joint framework are 0.8217 and 0.9005, respectively. The performance in terms of Mean JI and Mean DSC for different algorithms are shown in table 1. At the same time, JI and DSC values of 20 groups of test patient data are shown in the form of boxplots in Figure 7 .
Lastly, we reconstruct the final segmentation results into three dimensions by marching cube algorithm to intuitively check the segmentation results and its consistency. The visualization of the 3D reconstruction is shown in Figure 8 , the 3D reconstruction of coronary arteries can facilitate the doctor to intuitively and effectively localize artery stenosis and plaque, which is critical to diagnose the coronary heart disease. 
IV. CONCLUSION
In this paper, we proposed a method based on deep learning and level set for segmentation of coronary artery in CTA images. In order to process 3D volume data, we trained an end-to-end 3D FCN network to predict the location of coronary artery, attention Gate mechanism is also incorporated into the 3D FCN network structure to suppress feature activation in irrelevant regions and improve the sensitivity and accuracy of the model for dense label prediction. At the same time, the network prediction results are fed into level set function to optimize the edge contour iteratively to obtain the final segmentation results. Compared with the segmentation results of vanilla 3D FCN network, our method provides better segmentation accuracy in terms of Mean JI and Mean DSC, and the visualization results in both 2D and 3D demonstrate the effectiveness of proposed framework, the segmentation and 3D reconstruction can facilitate the doctor to find artery stenosis and plaque more intuitively and effectively. and an Assistant Professor (Post Doc for 4 years) with Georgia State University, for many years. His research interests include cloud computing, business networks, security and dependability, parallel and distributed computing, and optimization theory. He has published over 100 international journal papers and over 100 international conference papers. Some of his works were published in the IEEE JSAC, the IEEE or ACM Transactions, the ACM Sigcomm Workshop, the IEEE INFOCOM, the ICDCS, and the IPDPS. CENGSI ZHONG was born in China, in 1995. She is currently pursuing the master's degree with the School of Electronic and Electrical Engineering, Shanghai University of Engineering Science, Shanghai, China. Her research interests include action detection, computer vision, and machine learning.
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