In this article we develop a general method for derivative pricing which is based on results obtained in [2] . This approach has its roots in Shannon's Information Theory. The notion of λ-analyticity of Lévy models is introduced on the basis of which new representations of the pricing integral are obtained. It is shown that popular in applications Lévy models are λ-analytic. We apply these results to derive a general algorithm for pricing of European call options.
Introduction
Consider a frictionless market consisting of a riskless bond and stock which is modeled by an exponential Lévy process S t = S 0 exp(X t ) under a fixed equivalent martingale measure Q with a given constant riskless rate r > 0. For such market consider a contract (European call option) which gives to its owner the right but not the obligation to buy the underlying asset for the fixed price K at the fixed expiry date T . We need to evaluate its price F call . In this case the payoff function has the form F (x) = (S 0 e x − K) + , where (a) + := max{a, 0}, K is the strike price and x = ln(S t ).
For a finite measure µ on R define its formal Fourier transform F and its formal inverse F −1 as
Fµ(y) = R e −ixy dµ(x), F −1 µ(x) = 1 2π R e ixy dµ(y).
Remind that any Lévy process X = {X t } t∈R + is uniquely determined by its characteristic exponent ψ(x) which is defined as E e ixXt = e −tψ(x) , x ∈ R, t ∈ R + . Let χ [−1,1] be the characteristic function of [−1, 1], a ≥ 0 and b ∈ R then any characteristic exponent ψ of any jump-diffusion process X = {X t } t∈R + admits Lévy-Khintchine's representation
where Π : R → R such that R min{1, x 2 }Π(dx) < ∞, Π ({0}) = 0.
The corresponding density function p t can be written as
See [5] , [6] for more information.
The results
Let F (·) be a reward function then the no-arbitrage price V of the claim with the terminal payoff F (S 0 e X T ) is the expectation of the discounted terminal payoff e −rT F (S 0 e X T ) given that X 0 = 0, i.e.,
where p Q T (y) is the density function generated by the chosen equivalent martingale measure Q, i.e. such measure that for the discounted process S t = e −rt S t = e −rt S 0 e Xt and a fixed filtration {F l } l∈R + the martingale condition holds,
where T > 0 is the maturity time. In particular, let F (ζ) = (ζ − K) + then applying (4) the price of the European call option can be formally given by
In applications it is important to construct such pricing theory which includes customary used reward functions F , for instance European call payoff F (S 0 e x ) = (S 0 e x − K) + . This kind of payoff has an exponential grows as x → ∞. Hence the integral (5) can be understood just in the sense of generalized functions. To guarantee the existence of the integral (5) we need to assume that the function e −tψ(z) admits an analytic extension onto the strip {z|0 ≤ ℑz ≤ a, a > 1}.
For a fixed R > 0 consider two piecewise smooth curves 
Assume that lim
Consider six contours
Definition 1. We say that a Lévy process X = {X t } t∈R + is (λ − , λ + )-analytic if for any R > 0 its characteristic exponent ψ(z) admits analytic extension into the domain Ω R ∋ 0 bounded by
Next statement gives a useful representation of the density function p τ (y) given by (3).
where
Since the process X = {X t } t∈R is (λ − , λ + )-analytic then using Cauchy's theorem we get
Applying (λ − , λ + )-analyticity and letting R → ∞ we get
Similarly,
We shall use Wiener spaces W σ (R) ⊂ L 2 (R), i.e. entire functions of exponential type σ > 0 whose Fourier transform has support on [−σ, σ]. An important property of Wiener spaces is given by the following generalization of the Whittaker-Kotel'nikov-Shannon formula [2] .
Applying Theorems 2 and 4 we get the following result.
Proof. Observe that
Applying Theorem 4 for a fixed σ > 0 we get
, ∀k ∈ Z then from the Plancherel's Theorem we obtain
From Theorem 5 and Corollary 3 we get Corollary 6. Let X = {X t } t∈R + be a (0, λ + )-analytic process and f (θ) = θ then
2σ k∈Z e iπky/σ−τ ψ(θ+iα + ) .
We shall consider here various applications of our general results. A Lévy process is called a KoBoL process of order 0 < ν < 2 if it is a purely discontinuous (i.e. a = b = 0 in (1)) with the Lévy measure of the form c + Π + (dx) + c − Π − (dx), where
It is easy to check that the condition (2) is satisfied. Using integration by parts in (1) it is possible to show that the corresponding characteristic exponent ψ * (ξ) has the form (see [1] )
where ν ∈ (0, 2) \ {1} and µ ∈ R.
Theorem 7. Any KoBoL exponent ψ * with parameters µ ≥ 0, c + = c − = c > 0 and ν ∈ (0, 1/2] is (0, λ + )-analytic Lévy process, where
Hence it is sufficient to show that lim R→∞ I + (R, y, τ ) = 0 and lim R→∞ I − (R, y, τ) = 0 for any y ≥ 0 (see (5) ) and τ > 0, where
and
We get estimates for the integral (6) first. Let ξ = ̺e iφ then
Applying (8) we get
where C is a positive constant and χ(y, ̺, ν, φ)
and −Γ(−ν) cos(πν/2) > 0, ν ∈ (0, 2). Consequently, from (9) and (10) we get
where we used the fact that cos(φν) ≥ 1 − 2φν/π. From the last line it is easy to see that lim R→∞ I + (R) = 0 if ν ∈ (0, 1). Let us get an upper bound for the integral (7) . Assume that ν ∈ (0, 1/2] then −Γ(−ν) cos(πν/2) cos(φν) > 0 for any φ ∈ [π/2, π]. Hence χ(y, ̺, ν, φ) ≤ exp (−τ ̺µ sin φ) and
Consequently lim R→∞ I − (R) = 0.
Applying Theorem 7, Corollary 6 and (5) we get the following form of the approximant F * call for F call ,
In this caseḟ (θ) + iȧ + (θ) = 1,
Example 9. Let f (θ) = θ, a + (θ) = θ 2 then λ + = θ +iα + +iθ 2 . In this caseλ + (θ) = 1 + 2iθ and the contour of integration is a parabola.
It is easy to check that F * call = I 1 + I 2 , where
Example 10. Let f (θ) = θ, a + (θ) = cosh(θ 2 ), then λ (θ) = θ + α + + cosh(θ 2 ),λ + (θ) = 1 + 2iθ sinh(θ 2 ).
2 )+iπk/σ ,
2 )+iπk/σ .
Numerical Examples
In this section we consider several numerical examples. Consider KoBoL exponent
where ξ = x + iy ∈ C and ν ∈ (0, 2) \ {1} . Observe that ψ (ξ) is analytic in
Let us fix European call option parameters. Put r = 0.1, T = 0.5, S 0 = 100. Assume that KoBoL parameters are ν = 0.5, c + = c − = 1, λ + = 5, λ − = −5 [3] . To satisfy equivalent martingale measure condition we put µ = 0.019721 [4] . In this case we have Let A ∞,δ UM be the set of functions f (z) which are analytic in the strip Im z < δ and such that max {|Re f (z)| |Im z ≤ δ } ≤ M. For any f ∈ A ∞,δ UM we have the following inequality
is the best approximation of f by the subspace W σ (see [7] ). In our case δ = λ + − a + = 5 − 3 = 2. Fix the error of approximation ε > 0. Then
or solving for σ we get
Recall that σ determines density of interpolation points in WhittakerKotel'nikov-Shannon formula. It means that the step parameter h is h = π σ . We should take N terms in our approximant, where πN/σ = A, or N = Aσ/π. In our case N = 50 × 9. 316 010 503/π = 149.
