ABSTRACT The back-end intelligent system of Internet of Things (IoT) needs the powerful computing ability to support its service, and therefore, IoT is often constructed on the cloud platform. However, the resources for cloud computing are limited, and different types of services will have different demands for the resources. This paper proposed a service-oriented virtual machine (VM) placement strategy in cloud data center and divided the roles of VM into Web role, worker role, and storage according to the function types. On the basis of service orientation and in consideration of communication overhead between VMs in the data center, the genetic algorithm was used to conduct the optimal configuration for different types of VMs under the situation of limited resources to achieve the minimum communication overhead and total power consumption. The proposed cloud VM placement strategy is also suitable for the intelligent computing platform of IoT back end.
I. INTRODUCTION
Nowadays, there are increasing demands for network service and the demands for Internet of Things are also increased significantly. With a sharp increase in networking device, people are in urgent need of the back-end platform having the powerful computing ability to support various IoT intelligent applications. However, the traditional infrastructure of data center is not enough to bear the enormous network flow and provide the user experience desired by Cloud Service Provider. The current development trend of data center focuses on the virtualization technology [1] , [2] , and the virtualization technology originates from mainframe computers of the 1960s. In order to distinguish different applications, the technology developed by accessed resources is required and the recent progress in software and hardware technology has also developed out different applications. Some mainframe computers are able to execute multiple operating systems at the same time, it is conceptually similar to the situation where multiple VMs are operated on one computer and it is the pioneer of virtualization. Virtualization technology has laid the foundation for today's Cloud Computing framework and the traditional data center will also gradually develop towards the data center focusing on Cloud service.
Currently, some research issues related to data center, virtualization and other could computing mainly emphasize VM placement strategy in the earlier period of data center [3] - [5] or management strategy [6] - [8] , such as resource allocation of VM placement [9] , provisioning problem [10] and dynamic migration strategy [11] - [13] , but most planning strategies fail to take the network architecture and communication cost into consideration [14] . Besides, the data quantity in the data center continues to increase in transmission, collection and analysis, so that the different transformations are needed in hardware and network architecture; the VMs in the data center need to operate different types of applications according to different service contents and provide the service and request required by users. Thus, service oriented cloud data center is also one of our research priorities. In view of the above-mentioned problem, this research placed emphasis on service oriented VM placement strategy and considered the overall deployment in data center to discuss how to minimize VMs, the communication overhead between overall data center and the energy consumption of overall data center to support various IoT applications.
In order to provide a great number of different types of service demands, cloud data center must continue to expand its scale and establishment, causing the huge energy consumption [15] . According to the statistics [16] , the resource utilization rate in the data center is not high; in terms of computing ability (CPU), about 30% of the total computing Y.-H. Chen, C.-Y. Chen: Service-Oriented Cloud VM Placement Strategy for Internet of Things ability is consumed; in other words, the capacity provided by the server is greater than the resources demanded by service, indicating the hardware resources have not been used fully. In the expanding data center, server's utilization rate is universally lower to further cause enormous waste of resources. Therefore, it is also a concern to know about the resource or hardware consumption in the data center. In order to make full use of physical machine (PM) resources, most researches [17] focus on VM placement strategy and consider the problem of energy consumption to reduce total electric quantity and increase resource utilization rate. The key to increasing the overall utilization rate effectively lies in scalability and the ability to expand or reduce the resources dynamically can optimize allocation of resources. On the other hand, one important direction to effectively reduce the power consumption in the data center lies in that better service design can optimize the usage of network linking. In consideration of data partitioning and replication, we need better design method to manage the data center crossing the data network as well as the better algorithm to be mapped to user and data center. Based on the above-mentioned reason, the data center of service oriented architecture is necessary.
During the process of data exchange between VMs, it is possible to increase the communication load between VMs due to the frequent placement. For example, the communication between VMs needs to go through many upper switches to achieve the target VM, and it is also one of the main reasons to cause the huge communication overhead. Some researches show that [18] in addition to 45% power consumption of underlying server (including CPU, Memory and Storage) in the overall data center, cloud infrastructure accounts for 25% and other power consumption and network linking respectively account for about 15% of the total power consumption. It means that in addition to the power consumption of server in itself, the power consumed by cloud infrastructure also accounts for a large proportion and it is also the factor ignored by most researches. Conversely, if the communication overhead of overall service can be reduced, it can directly affect the energy consumption of the overall data center because the link transmission bandwidth outside the server is smaller than the internal bandwidth and it needs to consume a certain amount of power to go through external switch. Besides, the reduction of communication cost can also reduce the processing time during the service operation to achieve the better user experience. Therefore, it is the emphatic direction for us to develop a placement strategy considering VMs communication cost and total resource consumption.
For the purpose of minimizing the communication cost between VMs and total energy overhead under the same service, the quantity of server and infrastructure between VMs under the same service is considered. Because these two factors directly affect the goal we need to achieve. Intuitively speaking, under the circumstance that server can bear a certain number of VMs, if the infrastructure quantity between VMs under the same service can be minimized, we will try best to place VMs under the same service to the same or the proximal server when placement is allowed to further reduce the link and the energy consumed by infrastructure. Such concept can increase server's resource utilization rate and reduce communication time. On the other hand, under the restriction that server's resource can be provided to VMs, we put forward a service oriented VM placement optimization strategy according to the above-mentioned motivations.
The remainder of this paper is arranged as follows. Section II narrates the concepts related to Cloud technology, the data center infrastructure, service oriented architecture and their relevant literature review. Section III describes how to define the VM placement problem to minimize the communication overhead between VMs and introduces the solution to optimization problem. Section VI presents the experimental simulation data and the effectiveness analysis of comparison object. Section V summarizes the paper and discusses the future work direction.
II. BACKGROUND AND RELATED WORKS
The recent researches focus on the issues of data center and VM, such as VM placement, resource allocation, load balancing, power consumption, etc. Our research direction mainly lies in optimizing service oriented VM placement and considering the link status of overall data center so as to reduce the communication overhead between VMs. Then, the literature review was conducted according to the network infrastructure of data center as well as the service oriented concept.
A. DATA CENTER INFRASTRUCTURE
Network equipment supplier Cisco puts forward the three-tire data center infrastructure model [19] and the three-tire hierarchy is different from the layer of networking protocol. It is mainly hoped to assist to design, implement and maintain an extensible, stable and cost-effective hierarchical network. Figure 1 is the schematic diagram for the fat-tree data center infrastructure model. Fat-tree network is a network topology being widely applied in the researches [20] and it has the advantages of expandability and link [21] . The threetier architecture consists of core layer, aggregation layer and edge layer to form a tree network topology. It is named fattree because the network bandwidth becomes higher when it is closer to network core from the edge to the core, and it is like the real tree where the branch is thicker in the position VOLUME 5, 2017 closer to tree root, namely, from leaves to the root. The nonconvergence of network bandwidth is the basis for fat-tree to support nonblocking network. The bandwidth for each node (excluding root node) in the fat-tree network must be ensured to be equal in downlink and uplink and the wirespeed forwarding ability needs to be provided to each node for access bandwidth. Such three-tire data center of network infrastructure provides various kinds of network service.
The above-mentioned fat-tree is composed of 3 switch layers and host layer, and each switch has the same number of ports. Assume that there are k ports on every switch, it indicates that there are k core switches and pods; core switch is divided into k/2 groups. Assume that there are k ports on one core switch, and it can be said that every core switch can be connected to all the pods. For instance, the first core switch group can be connected to every pod's first aggregation switch, and the second core switch group can be connected to every pod's second aggregation switch. Every pod has k/2 aggregation switches and edge switch ports, and aggregation switch and edge switch are complete bipartite graph. Edge switch uses k/2 ports to be connected to aggregation switches, and k/2 PMs can be connected in the below. Thus, there are totally k 3 /4 PMs in one k-ary data center. Under normal circumstance, the communication overhead between VMs under the same pod is lower than that under different pods. That is to say, the communication overhead under the same server is less than that under different servers.
B. SERVICE ORIENTATION
According to Platform as a Service (PaaS) infrastructure, when a service oriented VM placement algorithm is to be designed, the application service and the existing network architecture must be considered to provide service demand to different VMs and resource allocation. In consideration of convenient management and the increase of system execution efficiency, it is necessary to distribute the different task to other servers for the operation.
The traditional three-tier architecture is the most widely used application architecture in the current Web Service and it is composed of presentation tier, business logic tier and data service tier. The concept for service oriented application service originates from Public Cloud Service platform launched by Microsoft where the Windows Azure Network and Computes Architecture is designed on the basis of traditional three-tier architecture, as shown in Figure 2 . In addition to fabric controller, Windows Azure also provides 3 core elements, respectively Compute, Storage, and Fabric; Compute is Windows operating system and it can be regarded as an instance; the Compute Service is classified into Web role and Worker role according to requirement type. Lastly, the data storage and access are also realized by an independent unit --Windows Azure Storage in the storage end.
Role is an application providing specific service or function in Windows Azure Platform. We also needs to consider the application service demand during the VM placement, and they are executed within the independent unit, namely on one VM; then the specific service is provided to the user. Web Role refers to the IIS-based cloud service role, so it is basically responsible for the communication between frontend and user and it is suitable to be used in applications of Web Application type. Worker Role is used to mount no user interface and the user interface is unnecessary for servicebased applications where massive computing can be operated. In order to bear the mass of operational data, distributed computing is usually carried out by many VMs together in one service's application, and the front-end often uses one interface (like Web Role) in the cloud service Web Role, while the back-end can use multiple Worker Roles for execution. Therefore, there may exist a few Web Roles, many Worker Roles and a back-end Storage server in one service.
C. VM PLACEMENT
The VM placement problem in data center has been widely discussed in the past researches and it can be viewed from many perspectives. VM placement methods is mainly divided into static and dynamic allocation. The former refers to forecasting VM resource demand in advance and then VM is allocated to the target physical server; the latter refers to allocate VM to the setting position in line with resource demand according to the virtual and current actual situation. The dynamic allocation sometimes adds the task of VM migration. Our work focuses on static allocation and VM is allocated to PM according to the demand under the resource limits, so as to minimize the communication overhead in VM demand allocation prior to operation.
Among the researches related to VM placement problem, some of them put emphasis on VM placement strategy under the architecture of different data center [22] , [31] , [32] and some also discusses the optimal placement strategy by considering different factors. For instance, the network traffic problem [23] , power consumption and optimization problem [17] , and VM placement strategy with different application orientations [24] , [33] . [31] researches TCPIncast as well as the effect of network congestion on the internal network of data center, but our work focuses on the communication overhead between VMs. Reference [22] discusses the different data center architectures has different consideration factors for VM placement optimization. Tree, Fat-tree, VL2, BCube and other topology architectures are used to put forward traffic-aware VM placement strategy. We do not consider the difference in data center topology but the service oriented VM placement optimization of minimized communication cost. We put more emphasis on VM provisioning of service architecture, so we adopt the concept of Cost Matrix in the network topology data center in this work to optimize the communication costs between VMs. Reference's [24] research and our work consider the same application-aware virtualization technology, but [24] 's goal is VM migration problem and it is different from our service oriented VM placement; meanwhile, the discussion factor is the communication frequency instead of the communication cost considered by this work. Therefore, this work extends the service oriented mechanism proposed by [14] , adds the backend database and discusses the total communication overhead problem of the overall data center network architecture, so as to minimize the total communication overhead and power consumption.
By reference to [22] 's network architecture, the author proposes that a cost matrix between VMs is used to present the communication cost under different data center topology. This work refers to a cost matrix of fat-tree topology to present the communication cost required by the transmission between two VMs, as shown in Figure 3 . Figure 4 shows that the communication cost will be generated when every VM is connected to the VM on the PM in other locations. Thus, it can be seen that a complete bipartite graph is presented between PMs and every connecting line means the communication cost between PMs. Take No. 1 PM as the example, the communication cost of other PMs are all marked beside PM. VM placement problem in this paper is solved on the basis of the cost matrix and the VM is placed on the corresponding PM.
Most VM placement algorithms use the general heuristic search algorithm [34] , or greedy algorithm [35] to solve VM placement problem with different goals and some of them also adopt Meta-Heuristic and use the certain concept to operate search algorithm in the bottom layer. Heuristic can solve problem dependent information and the problemsolving range is single; while Meta-Heuristic can use the certain concept to deal with a wide range of problems. This paper also uses Meta-Heuristic's natural law to conduct Genetic Algorithm (GA) and solve the problem. The genetic evolution law in the nature is used as the empirical algorithm of outer architecture, and the random learning is adopted in the bottom layer.
In regard to artificial intelligence algorithm, [36] uses multiple objective programming and ant algorithm to solve VM placement problem to increase PM's resource utilization rate. Reference [37] uses TABU search to reduce VM migration time and increase server integration efficiency. For genetic algorithm, [4] , [25] , [26] all use genetic algorithm to solve VM placement problem on Cloud Data Center because genetic algorithm can rapidly search the global optimal solution and is characterized by the ability to solve multiobjective optimization problem; [25] and [4] consider the power consumption and the server consolidation method is used to reduce power consumption. Reference [26] applies GA and NSGA-II (Nondominated Sorting Genetic Algorithm II) to integrate the work load. This work considers that in addition to the resource allocation in PM, its main purpose is to reduce the communication cost caused by overall data exchange.
III. PLACEMENT OPTIMIZATION ALGORITHM A. PROBLEM DEFINITION
The main purpose of using the service oriented approach to optimize VM placement problem in Cloud Data Center lies in reducing the communication cost between VMs under the same service. This work puts forward that Genetic Algorithm (GA) is adopted to solve Single-Objective Optimization Problem. The objective function and set elements used by problem definition are presented in Table 1 .
Our goal is to minimize the communication cost between VMs under the same service, so this work adopts the cost matrix concept of different network topology used in [22] and embeds fat-tree architecture model. The communication cost where VM v i and v j are placed to PM p i and p j under the same server is defined as:
Our objective function is defined as the communication cost between VMs under the same service: 
Eq. (3), (4) and (5) are to limit the bandwidth, memory and CPU recourse of VMs placement under the same PM not to exceed PM's ability value; Eq. (6) and (7) are to confirm that every VM is only assigned to one PM, and it means that one VM can only provide service under one PM. 
B. COMMUNICATION COST OPTIMIZATION BY APPLYING GENETIC ALGORITHM
The goals pursued by Multi-Objective Problem [38] conflict with each other and they will not make our every goal be optimized at the same time. But in fact, many and even most engineering problems are multi-objective optimization problems, namely minimize the cost in our work, or maximize the performance in other researches, increase reliability to the utmost extent, etc., and they are all difficult but realistic problems. Genetic Algorithm (GA) is a kind of heuristic algorithm designed for multi-objective programming problems [27] , [28] . Figure 5 is the flow chart of genetic algorithm.
In the evolvement process of one basic genetic algorithm contains selection, reproduction, crossover and mutation. Fitness function is used to evolve the individual's evaluation, which can find out the species having the good adaptability through convergence. The feature of genetic algorithm lies in that it can get out of the single search space by means of crossover and mutation to avoid falling into local optimal solution in the search process so as to make algorithm converge in advance.
This section applies the genetic algorithm mechanically to the service oriented communication cost optimization problem and the detailed coding method and process will be introduced below. The following set will start with the description of 4-ary data center infrastructure and the subsequent environment will be introduced in the next section.
1) INITIAL POPULATION
Before the algorithm begins to do the search task, the initial population will be firstly generated at random and the number of chromosomes in the population is set, namely the population size. The population size will directly affect the search efficiency; it is easier to search the optimal solution in the large population and the value is more accurate. But more computing resources will be relatively consumed and the search time for every generation will also be increased. On the other hand, if the population size is too small, it is easier to fall into local optimal solution, the evolvement process is slower and the worst possibility is that the non-convergent situation will occur. According to this chromosome format, 500 groups of chromosomes are produced randomly and they will be used as the initial population. Figure 6 is the placement situation of VM Role in 1 service. As introduced in section 2, service oriented architecture has 3 roles, respectively including Web Role, Worker Role and Storage. 1∼3 Web Roles and 3∼9 Worker Roles are set in 1 Service and 1 Storage. The number of these VM Roles are produced randomly. In 4-ary data center environment, 8 service groups are set, so the coding of one chromosome is shown in Figure 7 . According to Figure 7 , there are totally m groups of services in this data center environment and each group of service contains n VMs, so it can be known that the length of one chromosome is m m=1 n n=1 x. Every gene a mn within one chromosome means that this VM is assigned to k −th PM, and the numbering of PM is shown in Figure 8 .
All the PMs assigned in every gene will not be produced randomly and it is necessary to confirm that the whole chromosome is a feasible solution. As described by problem definition, it is required to ensure that VMs loaded under every PM cannot exceed PM's resource limit (3)- (8) , and such concept will continuously be used in the following flow, such as crossover, mutation, etc. 
2) FITNESS FUNCTION
Fitness Function is mainly used to calculate whether every chromosome can fit the existing environment to evaluate the fitness. Different fitness functions will be formulated according to different problems and the final goal of evolutionary process is to search out the solution with the best fitness value, so it is necessary to evaluate our chromosome. Our goal is to minimize the communication cost between VMs under the same server and fitness function is the same with the objective function Eq. (2):
Take Figure 9 as an example, there are 8 groups of services under the 4-ary data center environment and the numbers in the environment represent the numbers where this VM was assigned to PM. Firstly, Eq.(1) is used to calculate the communication cost between VMs in the same service, and then all the communication costs between VMs in the service are added together by the objective function (2) and the result is the fitness value of one chromosome.
3) SELECTION AND REPRODUCTION
Selection and Reproduction are the important step prior to the crossover of genetic algorithm. After the fitness value is calculated in the above step, the selection mechanism is used to select the chromosome with higher fitness value from the populations and the purpose of reproduction lies in completing the crossover action by selecting the chromosome with better fitness value. The main idea is ''leaving behind the good chromosome and removing the poor chromosome''. There are many selection mechanisms in genetic algorithm, such as random selection, fixed selection, roulette wheel selection and sequential selection. The most commonly used mechanism is roulette wheel and its concept is that the number of generations produced by every chromosome is in direct proportion to its fitness value. In principle, the chromosome VOLUME 5, 2017 with higher fitness has the higher probability to be reproduced, but it is selected randomly and the chromosome with lower fitness value also has the opportunity to be reproduced. Another common mechanism is Tournament Selection and it is also adopted by this work. It means that k (it is usually taken as 2) chromosomes are selected randomly from the populations and the chromosome with the highest fitness value among the k chromosomes is reproduced to the nextgeneration population until the number of the new child generation chromosomes has reached the default value. This mechanism can ensure the chromosome in the child generation has the better distribution in the solution space and better fitness value in the child generation, as indicated in Figure 10 .
4) CROSSOVER
Crossover is the major operation in genetic algorithm. In order to make the child generation have the important genetic characteristics of parent generation gene in the evolutionary process, 2 parent generation's chromosomes are selected at random from the crossover pool and their locations are exchanged to produce the gene combination with better fitness. At the late stage of revolution, most chromosomes in the population can have better fitness. The crossover mechanism will also vary from different conditions and the common methods include Single Point Crossover and Two Point Crossover.
Single Point Crossover is adopted by this work and Single Point Crossover means that 1 cross point is selected randomly and all the genes prior to cross point are reproduced in the main chromosome; all the other genes of the main chromosome after the cross point scan secondary chromosome according to the concept of feasible solution and all the genes add in one by one after the cross point. If this gene does not belong to feasible solution, ignore this gene to continue to scan and add chromosome until the length of chromosome reaches the default value, as shown in Figure 11 . Figure 11 is the schematic diagram for the crossover of parent generation 1 and 2. The child generation 1 has the genetic characteristics of parent generation 1 prior to cross point and then genes after parent generation 2 cross point are put in one by one. The 9 th genetic characteristics of parent generation 2 should be noted; if it is put in child generation 1, it is not a feasible solution. So we skip this gene and continue to put in the gene value until the length of chromosome reaches the length set by us. The crossover method for child generation 2 is conducted in the same manner.
5) MUTATION
Mutation is a special mechanism in genetic algorithm and it also provides a method to get out of the currently searched space and avoid falling into local optimal solution. Generally, mutation has 2 aims: one is to develop new search area so that the solution space can produce multidirectional development; the other one is to reimport the lost important characteristics in the evolutionary process. The mutation mechanism is classified into many types, such as single point mutation, wholegene mutation and mask mutation.
This work adopted whole-gene mutation mechanism for mutation and it means that every bit of the genetic character string is the mutation point, every bit produces the random number and it is the value of feasible solution of this chromosome. It is mutated according to the mutation rate set by us and the mutation rate set by us is the reciprocal value of the length of chromosome. In 4-ary data center environment, every gene's mutation is set to be 1%, and the mutation rate will be changed according to the increased length of chromosome. The mutation method is described in Figure 12 .
As shown in Figure 12 , 2 genes are going to be mutated among all the genes in this chromosome; if the mutation value is the feasible solution, it can be mutated; conversely, it is not the feasible solution, it will continue to produce the value until the value is the feasible solution of chromosome; lastly, it is mutated.
6) TERMINATION CRITERIA
Termination criteria are made to avoid the unnecessary evolvement and end the setting of search process of genetic algorithm. The termination criteria of genetic algorithm are generally classified into 3 types: 1) evolution generations: the generation search times are set to be the stopping point and the advantage is that we are able to control the searching time, but it cannot determine whether the target reaches the convergence. 2) reach the target: when the fitness value reaches the target set by us, it will stop; the advantage is that it can ensure the solution value is what we have expected, but the disadvantage is that the scope of optimal target solution must be known. Otherwise, evolution will always continue and never end. 3) system convergence: in the later period of algorithm, every generation has the same population individual if no mutation occurs and it means that the system has reached convergence and it may be the optimal solution. This work adopted the termination criteria of evolution generations and it is necessary to modify the generations set according to different environments. There are 1,000 times of generation evolutions set by 4-ary data center.
IV. EXPERIMENT SIMULATION AND PERFORMANCE ANALYSIS A. EXPERIMENTAL ENVIRONMENT
In this work, the simulation experiment is performed by Microsoft Windows 7 64-bit operating system and the processor is Intel R Core TM i7 4770 CPU @ 3.40GHz, the memory is 8.00GB RAM, and development environment uses Eclipse, Java language for simulation program.
In experimental simulation, we preset that VM Role includes Web Role, Worker Role and Storage, and such setting is in line with the architecture of service oriented data center, so that the data center can serve more types of applications in such architecture according to the service types. Please refer to Table 2 and Table 3 for the detailed PM and VM capacity values. Here, we need to calculate PM's power consumption and energy consumption in the overall data center. We have referred to the power calculation formula in [29] and [30] and set the power consumption of PM and cloud infrastructure. Please refer to Table 4 for detailed parameters. The Table 4 shows the power consumed by all the devices in the data center. In addition to the basic power, the device power will also be increased due to high utilization ratio and frequency of use and the reference formulae are Eq. (9)- (12) .
Eq. (9) refers to the simulational linear power consumption of 1 PM and the linear relation is based on the proportion of core load used by VM in PM. P p represents the peak power when a PM is fully loaded, ∝ represents the percentage of PM idle power and peak power. Here set ∝ as 50%, and the load of 1 set of PM is center environment where the data center is k-ary fat-tree topology.
Eq. (11) refers to the power consumed by each switch port. The probability of 3 Switch Jobs --λ C ij_l , λ A ij_l , λ E ij_l is the steady state value, and P port
represents the power consumed by switches' every port in every job. We can calculate the power consumption of all the ports by measuring port's power consumption and multiplying by the probability of passing every port.
B. SIMULATION ENVIRONMENT
The 4-ary data center fat-tree network topology adopted by experiment simulation. Besides, environment simulation is conducted for the data center with different scales with 6-ary, 8-ary and 10-ary network topology. The number of switches and PMs in the Pod will be different according the scale of ary.
According to the data center of different scales, the number of VMs, PMs and services has the certain upper limit and the parameters set by genetic algorithm will also be changed due to the change in the length of chromosome during the setting of parameters of genetic algorithm. The detailed 4-ary, 6ary, 8-ary and 10-ary environment simulation parameters and the setting of genetic algorithm are presented in Table 5 -6. The mutation rate set by genetic algorithm will also increase because the length of chromosome will increase according to the environmental scale of data center. This work adopts whole-gene mutation. When the length of chromosome increases and the mutation rate remains unchanged, it will cause that more genes in one chromosome need to be mutated and finally the solution cannot be converged. Thus, the increased length of chromosome will lower the mutation rate of genes and the mutation is set to be the reciprocal value of the length of chromosome.
C. SIMULATION RESULT
In order to show the calculation performance of genetic algorithm, we also discuss the generation convergence under different data center environments. The 4-ary data center can be converged at about 1 second and 300 iterations. The 6-ary can be converged at about 1,000 iterations and then it will be converged downwards slowly until it becomes stable at 3,000 iterations. The 8-ary data center is converged at about 4,000 iterations and the convergence time has been lengthened obviously because the length of chromosome has been increased. When every generation's calculation time needs to be lengthened, it will be converged at about 7,000 iterations and the calculation time is also much longer than other environments.
In order to test the performance of service oriented VM placement algorithm, 3 different placement algorithms are also designed as the comparison objects: 1)First-Fit; 2) Best-Fit; 3) Worst-Fit. The First-Fit's placement strategy is that the placement action is done when the first PM fitting the needs is met. Best-Fit refers to choosing the resource and capability fitting to each other best after going through all the PMs. That is to say, the placement is conducted against the PM where the demand and supply condition are the closest to each other; Worst-Fit refers to choosing the maximum rest resource and ability for placement after going through all the PMs.
In Figure 13 , we can obviously see that service oriented VM placement by using GA can minimize the communication cost, no matter whether the scale of data center is small or large because our approach can try to avoid some unnecessary link at the time of data exchange. Most VMs rely on PCI inside the PM to transmit the data. Figure 14 shows that proportion of utilization rate of all the PMs under the data centers with different environments and it is the proportional average utilization rate of core load. We can know from the figure that in the part of PM utilization rate, the algorithm for First-Fit and Best-Fit will tend to center VM on the placement of the same PM. Their utilization rate is higher than GA. However, in consideration of the service orientation, GA will also place VM under the nearest PM as much as possible. Under the circumstance that the communication cost is considered, priority will be given to the placement for communication cost, so as for utilization rate, its performance is not bad. Figure 15 -18 show the total power consumption of 4-ary, 6-ary, 8-ary, 10-ary datacenter. It can be seen from the 4 figures that service oriented VM placement algorithm can minimize the power consumption of the overall data center under the data center with different scales. PM consumes the most electricity power and 4-ary's switch consumes more electricity and proportional difference between the switch and PM in 4-ary environment is very small, so the situation where switch consumes more electricity will appear. Under the circumstance of placement, GA can try best to avoid the unnecessary link transmission, which can reduce the power consumption of switch to further reduce Data center total consumption. First-Fit and Best-Fit do not consider the service oriented mechanism, so the VM under the same service may be placed to different Pods or different Switches, causing the excessive power cost to Switch. PM's total power consumption is lower than GA because the two placement algorithms will try best to place VM to the same PM or the PM with the nearest distance. Therefore, the number of idle PM will be much larger than that of GA algorithm and we can shut down the idle PM to reduce PM's power consumption. Under the unavoidable circumstance in GA placement, if VM under the same service is placed to the PM crossing the Pod or outside the Switch, the Switch will consume the additional electricity, but as a whole, our service oriented VM placement algorithm can achieve the lower data center total power consumption.
V. CONCLUSION AND FUTURE WORKS
This work mainly discusses the communication cost optimization problem based on service oriented VM placement. Service oriented mechanism has assigned many groups of services so that every service can serve the application with different orientations. For instance, video streaming program VOLUME 5, 2017 is suitable for the service where Web Roles are more than Worker Roles; the computing oriented application focuses on computing resource and is suitable for the service where there are more Worker Roles. Such service oriented concept can increase resource utilization rate and meanwhile reduce the communication cost between VMs and even further reduce the total power consumption of the data center. The Fat-tree architecture adopted by data center is more similar to the actual environment of data center. The genetic algorithm is used to solve service oriented VMs placement optimization and communication cost problem. In contrast with FirstFit, Best-Fit and Worst-Fit algorithm, the final experimental results prove that the proposed placement strategy can achieve the higher efficiency in data center and minimize the unnecessary resource waste.
This paper considers the Fat-tree topology architecture because it has the advantage of good bandwidth aggregation. Every architecture has the different features, so Tree, VL2, BCube, etc. in different data center architectures will be the research subjects in the future. In the part of resource utilization rate, this paper puts emphasis on the communication cost between VMs; if the PM and Switch resource utilization rate and bandwidth are optimized for better use of resource. Thus, our service oriented VM placement strategy can be fully optimized.
