Abstract-Microarray based gene expression profiling has become an important and promising dataset for cancer classification that are used for diagnosis and prognosis purposes. It is important to determine the informative genes that cause the cancer to improve early cancer diagnosis and to give effective chemotherapy treatment. Furthermore, find accurate gene selection method that reduce the dimensionality and select informative genes is very significant issue in cancer classification area. In literature, there are several gene selection methods for cancer classification using microarray dataset. However, most of them did not concern on identifying minimum number of informative genes with high classification accuracy. Therefore, in our research study we discuss the performance of Bio-Inspired evolutionary gene selection method in cancer classification using microarray dataset. And, we prove that the Bio-Inspired evolutionary gene selection methods have superior classification accuracy with minimum number of selected genes.
I. INTRODUCTION
Gene expression profiling or DNA microarray dataset has enabled the measurement of thousands of genes in a single RNA sample by hybridized to a labeled unknown molecular extracted from a particular tissue of interest. It offers an efficient method of gathering data that can be used to determine the patterns of gene expression of all the genes in an organism in a single experiment [1] , [2] . DNA microarrays can be used to determine which genes are being expressed in a given cell type at a particular time and under particular conditions, to compare the gene expression in two different cell types or tissue samples, and then we can determine the more informative genes that are responsible to cause specific disease or cancer [3] .
Recently, microarray technologies have opened up many windows of opportunities to investigate cancer diseases using gene expressions. In our research, we focus on microarray data classification and cancer microarray dataset classification in particular. The primary task of microarray data classification is to determine a computational model from a given microarray data that determines the class of unknown samples. Accuracy, quality, and robustness are important elements of microarray classification models. The accuracy of microarray dataset classification depends on both the quality of the provided microarray data and the utilized classification method. However, microarray dataset suffers from the curse of dimensionality, the small number of samples, and the level of irrelevant and noise genes, makes the classification task for a given sample more challenging [4] [5]. Those irrelevant genes not only introduce some unnecessary noise to gene expression data analysis, but also increase the dimensionality of the gene expression matrix, which results in the increase of the computational complexity in various consequent researches such as classification and clustering [6] . As a consequence, it is significant to eliminate those irrelevant genes and identify the informative genes, which is a feature (genes) selection problem crucial in microarray data analysis.
Therefore, the first step of classifying the microarray data is to identify a small subset of genes that are primarily more predictive for the cancer [5] . In literature, there are several gene selection methods for cancer classification using microarray dataset. However, most of them did not concern on identifying minimum number of informative genes with high classification accuracy. In literature, up to our knowledge, there are several gene selection methods that are based on Bio-Inspired evolutionary algorithm such as Genetic Algorithm (GA), Particle Swarm Optimization (PSO), or Ant Colony Optimization (ACO). These gene selection methods are capable of searching for optimal or near-optimal solutions on complex and large spaces of possible solutions. Thus, in this paper we will evaluate the performance of Bio-Inspired evolutionary gene selection methods in cancer classification using microarray gene expression profile. And, we prove that the Bio-Inspired evolutionary gene selection methods have superior classification accuracy with minimum number of selected genes.
The rest of this paper is organized as follow: In Section II, first we define what is the gene selection process in cancer classification using microarray gene expression profile, followed by description of the various kinds of gene selection methods. The performance of Bio-Inspired evolutionary gene selection method is discussed in section III. In Section IV, we present our contribution. We conclude the paper in Section V.
II. GENE SELECTION METHODS IN CANCER CLASSIFICATION
Gene selection is the process of selecting the smallest subset of informative genes that are most predictive to its relative class using a classification model. This maximizes
The Performance of Bio-Inspired Evolutionary Gene Selection Methods for Cancer Classification Using Microarray Dataset Hala M. Alshamlan, Ghada H. Badr, and Yousef A. Alohali the classifiers ability to classify samples accurately. In this kind of studies, one aim to identify the genes that contribute the most to cancer diagnosis and this would assist in drug discovery and early diagnosis. It is much cheaper to focus on the expression of only a few genes rather than focusing on thousands of genes. In addition, the feature selection reduces the dimensionality problem, and this leads to a reduction in the classification computational cost [7] . The optimal feature selection problem has been shown to be NP-hard [8] . Therefore, it is better to use heuristics approaches in order to solve this problem. However, the selection of significant genes in microarray studies is challenging. This is because of the very large number of gene expression profiles, when compared to a typically small number of experiments. The low numbers of experiments are due to the high cost for each experiment or the lack of samples. The challenge increases in multi-class microarray, because it is not easy to identify few numbers of genes that are causing multi-type of cancers.
Depending on how feature selection techniques are combined with the classification algorithm, they can be classified into three categories: Filter, Wrapper, and Hybrid gene selection methods. Some techniques do not assume any specific distribution model in the gene expression data. They are referred as a model-free gene selection methods or usually called Filter methods. Others are model-based gene selection methods or called Wrapper methods [9] . When both techniques are combined in one approach, they can be called Hybrid methods. They mainly focus on achieving the best possible accuracy performance with a similar time complexity of Filter techniques. In these methods, the selection of optimal subset of features is usually built inside the classifier, and they iteratively use classifier parameters to select subsets of features [10] , [11] .
III. BIO-INSPIRED EVOLUTIONARY GENE SELECTION METHODS
The Bio-Inspired evolutionary algorithm is a heuristic optimization algorithm using procedure inspired by mechanisms from organic evolution such as mutation, recombination, and natural selection to find an optimal configuration for a specific system within specific constraint. In lecture, there are many gene selection methods that are based on Bio-Inspired evolutionary algorithm such as Genetic Algorithm (GA), Particle Swarm Optimization (PSO), or Ant Colony Optimization (ACO). These gene selection methods are capable of searching for optimal or near-optimal solutions on complex and large spaces of possible solutions. Thus, in this section, we discuss the performance of Bio-Inspired evolutionary gene selection methods as much as we know from the state-of-art for cancer classification using microarray gene expression profile. In Table I , the performance of the Bio-Inspired evolutionary gene selection methods under study are summarized when applied with cancer classification Lee et al. [12] introduced an effective gene selection method named Adaptive Genetic Algorithm (AGA). The authors evaluate the classification accuracy for this proposal method in Colon cancer microarray dataset by using K Nearest Neighbor KNN algorithm. The results of this study indicate that AGA/KN can be provided as an effective tool with excellent performance for dimension reduction and gene selection on microarray dataset. Recently, Lee and Leu [13] applied Genetic algorithm with dynamic parameter setting (GADP) to select more predictive genes. After selecting the set of significant genes, they use an SVM to test the prediction accuracy using the set of the selected genes. When compared with other methods in literature, the proposed GADP method selects fewer genes with higher prediction accuracy for GCM dataset. Additionally, the GADP method is faster than a traditional GA method in execution time. It is worth mentioning that Huang et al. [14] , and Huang and Chang [15] , presented an efficient evolutionary approach for gene selection from microarray data, which is named Intelligent Genetic Algorithm (IGA) that can be combined with the optimal design of various binary and multi class classifiers, such as Maximum Likelihood [14] , and Evolutionary support vector machine (ESVM) [15] . Notably, the high performance of IGA mainly arises from an efficient intelligent crossover operation [14] .
Abderrahim et al. [16] invented a novel method to identify a small subset of informative genes that could be used to classifying the microarray samples with high accuracy. In this study, the authors combined the Genetic Quantum Algorithm (GQA) with the Support Vector Machines (SVM) classifier for gene selection and classification of high dimensional microarray dataset, and they named this algorithm GQASVM. Notably, the Quantum operators that are applied in this novel method strongly depend on the evolutionary algorithm that is used for data encoding. In order to prove the efficiency of proposed algorithm, the authors make a comparison between the proposed approaches and different other methods in the literature, particularly GASVM and PSOSVM in [3] . In their experiments they used six benchmark two-class cancer microarray datasets (Leukemia, Breast, Colon, Ovarian, Prostate, and Lung). The experimental results show that the proposed method acquires a very good performance. Also, results show that the GQASVM approach is able to determine the minimum number of informative genes with a high classification accuracy.
Recently, hybrid of particle swarm optimization technique and support vector machine (PSOSVM) is developed for gene selection and classification. It is worth mentioning that most versions of PSO have operated in continuous and
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Alba et al. [3] proposed two wrapper feature selection method that used meta-heuristics, and they combined them with SVM classification technique: Particle Swarm Optimization (PSO) and another one that is based on the popular GA using a specialized Size-Oriented Common Feature Crossover Operator (SSOCF). Both approaches (PSOSVM and GASVM) were experimentally evaluated on six benchmark microarray cancer datasets discovering new and challenging results, and select specific genes that are considered as significant ones. Comparisons with several state of art methods show competitive results according to high classification accuracy rate (Around 100%) where a few number of genes are generated per subset (3 or 4) in most experiments.
real-number spaces [17] . It is noted that an improved PSOSVM or modified discrete PSO algorithm would be considered a good solution to solve the over-fitting problem [18] . Thus, Shen et al. [17] combined the modified discrete PSO and support vector machines (SVM) for cancer classification. In [17] , the modified discrete PSO is utilized to select the informative genes, while SVM is applied as classifier or evaluator. In this study, the authors used colon cancer microarray dataset to evaluate the performance of the proposed method, and they are compared with SVM without adopted any gene selection method. The result shows that the efficiency of SVM model was much improved in classification accuracy by the PSOSVM analysis from 83 to 91.7% with small number of selected genes. Xiong and Wang [19] introduced new feature selection algorithm that is a wrapper approach that is based on self-adaptive Ant Colony Optimization (ACO) algorithm when combined with Support Vector Machine (SVM) algorithm. Normalization of distance may blur the discrimination of feature importance score. Thus, they did not normalize the distance of features to accelerate the convergence of ACO.
In order to attain better performance, Xiong and Wang [20] proposed two techniques to enhance the adaptive ACO proposed in [19] . In the first one, each ant starts from a different feature as a start node. While in the second enhancement, ants use an independent random generator (seed2) different from another (seed1) used for paths selection to create the random number of nodes. Moreover, in this study [20] , the researchers utilized two statistical classification methods: Random Forests and T-test method. They applied Random Forests first to calculate the feature importance score named RF-Imp. Then, they used t-test score based on statistic theory to provide feature important score for two-class problem. The experimental results on Colon tumor and Leukemia datasets show that the proposed algorithm is effective when applied to microarray data and that it obtains higher classification accuracy with a small selected feature subset.
IV. ANALYSIS AND DISCUSSION
In our study, we observed the most researcher in cancer classification used Bio-Inspired evolutionary gene selection International Journal of Bioscience, Biochemistry and Bioinformatics, Vol. 4, No. 3, May 2014 methods and they achieve high classification accuracy with minimum number of selected genes. Moreover, Bio-Inspired evolutionary algorithms such as (GA, PSO, and ACO) are more applicable and accurate as wrapper gene selection method, because it is capable of searching for optimal or near-optimal solutions on complex and large spaces of possible solutions. Furthermore, it is allow searching of these spaces of solutions by considering multiple interacting attributes simultaneously, rather than by considering one attribute at a time. For this motivation, bio inspired evolutionary algorithms may represent a helpful and effective tool in the binary and multi class cancer classification based on microarray gene expression data. In order prove that, we evaluate the performance of Bio-Inspired evolutionary gene selection methods presented in state of art for four cancer microarray dataset (Colon, Leukemia, Lung, and Prostate), and our evaluations are illustrated in Table II Furthermore, Bio-Inspired evolutionary gene selection methods allow searching of the spaces of solutions by considering multiple interacting attributes simultaneously, rather than by considering one attribute at a time. Other advantages of the Bio-Inspired evolutionary approach are that it automatically determines the optimal predictor set size and the delivery of predictive accuracies that are comparable to other methods using classifier gene sets of substantially fewer features than previously required. For these benefits, Bio-Inspired evolutionary gene selection methods may represent a helpful and useful tool in cancer classification based on microarray gene expression data.
Based on our analysis presented in Table II and Fig. 1 , we can conclude that Bio-Inspired evolutionary gene selection methods could significantly improve the accuracy of classification algorithms with minimum number of selected genes. In other hand, compared with other approach Bio-Inspired evolutionary approach generally obtains one gene subset with better classification performance but much more computational cost [3] . Bio-Inspired evolutionary gene selection methods can be impractical for some computationally expensive algorithms such as SVM or artificial neural networks [2] . However, the classification accuracy in cancer research in significant, because this reason often uses Bio-Inspired evolutionary gene selection methods in cancer prediction [3] .
V. CONCLUSION
Cancer is one of the dreadful diseases, which causes considerable death rate in humans. DNA Microarray based gene expression profiling has been emerged as an efficient technique for cancer classification, as well as for diagnosis, prognosis, and treatment purposes. In recent times, DNA microarray technique has recently gained more attention in both scientific and in industrial fields. It is also important to determine the informative genes that cause the cancer to improve cancer classification and early cancer diagnosis. Classifying cancer microarray gene expression data is challenging task because microarray has a high dimensional-low sample dataset with a lots of noisy or irrelevant genes and missing data.
Bio-Inspired evolutionary algorithms such as (GA, PSO, and ACO) are more applicable and accurate as wrapper gene selection method, because it is capable of searching for optimal or near-optimal solutions on complex and large spaces of possible solutions. In this research study, we prove that Bio-Inspired evolutionary gene selection methods achieve high classification accuracy with minimum number of selected genes for cancer microarray gene expression profile. In future, we will compare the performance of Bio-Inspired evolutionary methods with filter and hybrid gene selection methods in cancer classification based on microarray dataset.
