I. INTRODUCTION
Discrimination refers to unjustified distinctions in decisions against individuals based on their membership in a certain group. Currently, many organizations or institutes adopt machine learning models trained on historical data to automatically make decisions, including hiring, lending and policing [1] . However, many studies have shown that machine learning models have biased performance against the protected group [2] , [3] . In principle, if a dataset has discrimination against the protected group, the predictive model simply trained on the dataset will incur discrimination.
Many approaches aim to mitigate discrimination from historical datasets. A general requirement of modifying datasets is to preserve the data utility while removing the discrimination. Some methods mainly modify the labels of the dataset [4] , [5] . Some methods also revise the attributes of data other than the label, such as the Preferential Sampling [6] and the Disparate Impact Removal [7] .
In this work, instead of removing the discrimination from the existing dataset, we focus on generating fair data. Generative adversarial networks (GAN) have demonstrated impressive performance on modeling the real data distribution and generating high quality synthetic data that are similar to real data [8] , [9] . After generating high quality synthetic data, many approaches can adopt the synthetic dataset to conduct predictive analysis instead of using the real data, especially when the real data is very limited [10] . However, due to high similarity between the real data and synthetic data, if the real data incur discrimination, the synthetic data can also incur discrimination. The following predictive analysis which is based on the synthetic data can be subject to discrimination. Throughout the paper, for ease of representation, we assume that there is only one protected attribute, which is a binary attribute associated with the domain values of the unprotected group and the protected group. We also assume there is one binary decision attribute associated with the domain values of the positive decision and the negative decision. Formally, let D = {X , Y, S} be a historical dataset where X ∈ R n is the unprotected attributes, Y ∈ {0, 1} is the decision, and S ∈ {0, 1} is the protected attribute. We aim to generate a fair datasetD = {X ,Ŷ,Ŝ}. In principle, the generated fair dataD should meet following requirements: 1) data utility which indicates the generated data should preserve the general relationship between attributes and decision in the real data; 2) data fairness which indicates there is no discrimination in the generated data; 3) classification utility which indicates classifiers trained on the generated data should achieve high accuracy when deployed for decision prediction of future real data; 4) classification fairness which indicates classifiers trained on the generated data should not incur discrimination when predicting on real data.
We develop fairness-aware generative adversarial networks (FairGAN) for fair data generation. Besides generating synthetic samples that match the distribution of real data, we also aim to prevent discrimination in the generated dataset. In parituclar, FairGAN consists of one generator and two discriminators. The generator generates fake samples {X ,Ŷ} conditioned on the protected attribute S. One discriminator aims to ensure the generated data {X ,Ŷ,Ŝ} close to the real data {X , Y, S} while the other discriminator aims to ensure there are no correlation betweenX andŜ and no correlation betweenŶ andŜ. Note thatŜ = S since the generator is conditioned on S. FairGAN generates revised unprotected attributesX and decisionŶ given the protected attributeŜ (S) and achievesX ⊥ ⊥ S andŶ ⊥ ⊥ S. Therefore, the generated data can meet requirements of data fairness and classification fairness. The experimental results show that FairGAN can achieve fair data generation with good data utility and free from discrimination and the classifiers trained on the synthetic datasets can achieve fair classification on the real data with high accuracy.
II. RELATED WORK
In fairness-aware learning, discrimination prevention aims to remove discrimination by modifying the biased data and/or the predictive algorithms built on the data. Many approaches have been proposed for constructing discrimination-free classifiers, which can be broadly classified into three categories: the pre-process approaches that modify the training data to remove discriminatory effect before conducting predictive analytics [4] , [7] , [11] - [13] , the in-process approaches that enforce fairness to classifiers by introducing constraints or regularization terms to the objective functions [14] , [15] , and the post-process approaches that directly change the predicted labels [16] , [17] .
The pre-process approaches that modify the training data are widely studied. The fundamental assumption of the preprocess methods is that, once a classifier is trained on a discrimination-free dataset, the prediction made by the classifier will also be discrimination free [5] . Research in [18] proposed a causal graph based approach that removes discrimination based on the block set and ensures that there is no discrimination in any meaningful partition. For the in-process approaches, some tweak or regularizers are applied to the classifier to penalize discriminatory prediction during the training process. In principle, preventing discrimination when training a classifier consists of balancing two contrasting objectives: maximizing the accuracy of the extracted predictive model and minimizing the number of predictions that are discriminatory. Research in [12] proposed a predictive model for maximizing utility subject to the fair constraint that achieves both statistical parity and individual fairness, i.e., similar individuals should be treated similarly.
Recently, several studies have been proposed to remove discrimination through adversarial training. Research in [19] incorporated an adversarial model to learn a discrimination free representation. Based on that, research in [2] studies how the choice of data for the adversarial training affects the fairness. Studies in [20] , [21] further proposed various adversarial objectives to achieve different levels of group fairness including demographic parity, equalized odds and equal opportunity. This paper studies how to generate a discrimination free dataset while still preserving the data generation utility. Fair data generation is in line with the preprocess approaches. The classical pre-process methods like Massaging [5] cannot remove disparate treatment and disparate impact, and the certifying framework [7] , which can remove the disparate impact, can only apply on numerical attributes. On the contrary, FairGAN can remove the disparate treatment and disparate impact from both numerical and categorical data. Meanwhile, compared with the pre-process methods, FairGAN can generate more data for training predictive models, especially when the original training data is very limited. The discrimination in a labeled dataset w.r.t the protected attribute S is evaluated by the risk difference: disc(D) = P (y = 1|s = 1) − P (y = 1|s = 0). Definition 2 (Statistical Parity/Fairness in a Classifier). Given a labeled dataset D and a classifier η : X → Y, the property of statistical parity or fairness in a classifier is defined as:
III. PRELIMINARY A. Fairness and Discrimination
We can then derive the discrimination in a classifier in terms of risk difference as disc(η) = P (η(x) = 1|s = 1) − P (η(x) = 1|s = 0).
The classification fairness on a dataset is achieved if both the disparate treatment and disparate impact are removed from the data. To remove the disparate treatment, the classifier cannot use the protected attribute to make decisions. As for the disparate impact, research in [7] proposed the concept of -fairness to examine the potential disparate impact.
BER indicates the average class-conditioned error of f on distribution D over the pair (X , S).
The -fairness quantifies the fairness of data through the error rate of predicting the protected attribute S given the unprotected attributes X . If the error rate is low, it means S is predictable by X . In the fair data generation scenario, for a classifier trained on the synthetic dataset and tested on the real dataset, the classification fairness is achieved if disparate impact in terms of the real protected attribute is removed from the synthetic dataset, i.e.X ⊥ ⊥ S.
B. Generative Adversarial Network
Generative adversarial nets (GAN) are generative models that consist of two components: a generator G and a discriminator D. Typically, both G and D are multilayer neural networks. G(z) generates fake samples from a prior distribution P z on a noise variable z and learns a generative distribution P G to match the real data distribution P data . The discriminative component D is a binary classifier that predicts whether an input is real data x or fake data generated from G(z). The objective function of D is defined as:
where D(·) outputs the probability that · is from the real data rather than the generated fake data. In order to make the generative distribution P G close to the real data distribution P data , G is trained by fooling the discriminator unable to distinguish the generated data from the real data. Thus, the objective function of G is defined as:
(2) 
(3) GAN for discrete data generation. The generator of a regular GAN cannot generate discrete samples [8] . In order to tackle this limitation, medGAN incorporates an autoencoder in a regular GAN model to generate high-dimensional discrete variables [10] . A basic autoencoder consists of an encoder Enc and a decoder Dec. The objective function of the autoencoder is to make the reconstructed input x close to the original input x:
where x = Dec(Enc(x)).
To generate the dataset which contains discrete attributes, the generator G Dec in medGAN consists of two components, the generator G and the decoder Dec. The generator G is trained to generate the salient representations. The decoder Dec from autoencoder seeks to construct the synthetic data from the salient representations Dec(G(z)). Hence, the generator of medGAN G Dec (z) is defined as: G Dec (z) = Dec(G(z)), where z is a noise variable. The discriminator D aims to distinguish whether the input is from real data or Dec(G(z)). The generator G Dec can be viewed as a regular generator G with extra hidden layers that maps continuous salient representations to discrete samples.
IV. FAIRGAN

A. Problem Statement
Given a dataset {X , Y, S} ∼ P data , FairGAN aims to generate a fair dataset {X ,Ŷ,Ŝ} ∼ P G which achieves the statistical parity w.r.t the protected attributeŜ, i.e., P (ŷ = 1|ŝ = 1) = P (ŷ = 1|ŝ = 0). Meanwhile, our goal is to ensure that given a generated dataset {X ,Ŷ} as training samples, a classification model seeks an accurate function η :X →Ŷ while satisfying fair classification with respect to S on the real dataset, i.e., P (η(x) = 1|s = 1) = P (η(x) = 1|s = 0).
B. Model
FairGAN consists of one generator G Dec and two discriminators D 1 and D 2 . We adopt the revised generator from medGAN [10] to generate both discrete and continuous data. Figure 1 shows the structure of FairGAN. In FairGAN, every generated sample has a corresponding value of the protected attribute s ∼ P data (s). The generator G Dec generates a fake pair (x,ŷ) following the conditional distribution P G (x, y|s). The fake pair (x,ŷ) is generated by a noise variable z given the protected attribute s, namely,
where P z (z) is a prior distribution. Hence, the generated fake sample (x,ŷ,ŝ) is from the joint distribution P G (x, y, s) = P G (x, y|s)P G (s), where P G (s) = P data (s). The discriminator D 1 is trained to distinguish between the real data from P data (x, y, s) and the generated fake data from P G (x, y, s).
Meanwhile, in order to make the generated dataset achieve fairness, a constraint is applied to the generated samples, which aims to keep P G (x, y|s = 1) = P G (x, y|s = 0). Therefore, another discriminator D 2 is incorporated into the FairGAN model and trained to distinguish the two categories of generated samples, P G (x, y|s = 1) and P G (x, y|s = 0).
The value function of the minimax game is described as:
and λ is a hyperparameter that specifies a trade off between utility and fairness of data generation. The first value function V 1 is similar to a conditional GAN model [22] , where the generator G seeks to learn the joint distribution P G (x, y, s) over real data P data (x, y, s) by first drawingŝ from P G (s) and then drawing {x,ŷ} from P G (x, y|s) given a noise variable. Note that in the generated sample {x,ŷ,ŝ}, the protected attributeŝ = s is due to the generator conditioning on s to generate {x,ŷ}. The second value function V 2 aims to make the generated samples not encode any information supporting to predict the value of protected attribute s. Therefore, D 2 is trained to correctly predict s given a generated sample while the generator G aims to fool the discriminator D 2 . Once the generated sample {x,ŷ} cannot be used to predict the protected attributeŝ (s), the correlation between {x,ŷ} and s is removed, i.e., {x,ŷ} ⊥ ⊥ s. FairGAN can ensure that the generated samples do not have the disparate impact.
For the decoder Dec to convert the representations to data samples, FairGAN first pre-trains the autoencoder model. The decoder then can generate samples given the representation from G(z, s). Meanwhile, since the autoencoder is pre-trained by the original dataset that may contain discrimination information, we further fine-tune the decoder Dec to remove the discrimination information when optimizing G. The procedure of training FairGAN is shown in Algorithm 1. FairGAN first pretrains the autoencoder (from Line 1 to 4). For training the generator G Dec and discriminators D 1 and D 2 , FairGAN first samples a batch of real data and a batch of fake data to train G Dec and D 1 (from Line 6 to 9) and then applies the fair constraint to train G Dec and D 2 (from Line 10 to 12). Update G Dec by Eq. 8; 13 : end for
C. NaïveFairGAN
In this subsection, we present a naive approach which can only achieve fair data generation (disparate treatment) but cannot achieve fair classification (disparate impact).
To mitigate the disparate treatment, a straightforward approach is to remove S from the dataset. Hence, if a GAN model ensures the generated samples have the same distribution as the real data with unprotected attributes and decision, i.e., P G (x, y) = P data (x, y), and randomly assigns the values ofŜ with only preserving the ratio of protected group to unprotected group the same as the real data, the completely generated dataset could achieve the statistical parity in the dataset. Because there is no additional fair constraint in data generation, the NaïveFairGAN model is a regular GAN model which consists of one generator and one discriminator. The value function of NaïveFairGAN is defined as: min
In principle, NaïveFairGAN achieves the fair data generation by randomly generating the protected attributeŜ. However, due to the property P G (x) = P data (x), the disparate impact caused by the correlation between generated unprotected attributesX and the real protected attribute S is not removed. The classifier trained on the generated dataset cannot achieve fair prediction when tested on real data.
V. EXPERIMENTS
A. Experimental Setup
Baselines. To evaluate the effectiveness of FairGAN, we compare the performance of FairGAN with the regular GAN model and NaïveFairGAN model. GAN aims to generate the synthetic samples that have the same distribution as the real data, i.e., P G (x, y, s) = P data (x, y, s) . The regular GAN model cannot achieve fair data generation. We adopt GAN as a baseline to evaluate the utility of data generation.
In this paper, we don't compare with the pre-process methods, because the classical methods like Massaging cannot remove disparate treatment and disparate impact [6] . Although the certifying framework proposed algorithms to remove disparate impact, they only work on numerical attributes [7] . Datasets. We evaluate FairGAN and baselines on the UCI Adult income dataset which contains 48,842 instances [23] . The decision indicates whether the income is higher than $50k per year, and the protected attribute is gender. Each instance in the dataset consists of 14 attributes. We convert each attribute to a one-hot vector and combine all of them to a feature vector with 57 dimensions.
In our experiments, besides adopting the original Adult dataset, we also generate four types of synthetic data, SYN1-GAN that is generated by a regular GAN model, SYN2-NFGAN that is generated by NaïveFairGAN, and SYN3-FairGAN that is generated by FairGAN with λ = 1. For each type of synthetic data, we generate five datasets to evaluate the data fairness and classification fairness. We then report the mean and stand deviation of evaluation results. The sizes of the synthetic datasets are same as the real dataset. Implementation Details. We first pretrain the autoencoder for 200 epochs. Both the encoder Enc and the decoder Dec have one hidden layer with the dimension size as 128. The generator G is a feedforward neural network with two hidden layers, each having 128 dimensions. The discriminator D is also a feedforward network with two hidden layers where the first layer has 256 dimensions and the second layer has 128 dimensions. FairGAN is first trained without the fair constraint for 2,000 epochs (D 1 and G Dec ) and then trained with the fair constraint for another 2,000 epochs (D 1 , D 2 and G Dec ). The regular GAN and NaïveFairGAN are trained for 2,000 epochs. We adopt Adam [24] with the learning rate as 0.001 for stochastic optimization.
B. Fair Data Generation
We evaluate FairGAN on data generation from two perspectives, fairness and utility. Fairness is to check whether FairGAN can generate fair data, while the utility is to check whether FairGAN can learn the distribution of real data. Fairness. We adopt the risk difference in a labeled dataset (disc(D) = P (y = 1|s = 1) − P (y = 1|s = 0)) as the metric to compare the performance of different GAN models on fair data generation. Table I shows the risk differences in the real and synthetic datasets. The risk difference in the Adult dataset is 0.1989, which indicates discrimination against female. The SYN-GAN, which is trained to be close to the real dataset, has the similar risk difference to the real dataset. On the contrary, SYN2-NFGAN and SYN3-FairGAN have lower risk differences than the real dataset. In particular, SYN2-NFGAN has extremely small risk differences. This is because the protected attribute of SYN2-NFGAN is independently assigned, i.e.,ŷ ⊥ ⊥ŝ. Hence, the synthetic dataset from SYN2-NFGAN is free from disparate treatment. FairGAN prevents the disparate treatment by generating revisedŷ to makeŷ ⊥ ⊥ŝ.
The risk difference of SYN3-FairGAN is 0.0411, which shows the effectiveness of FairGAN on fair data generation. We further evaluate the -fairness (disparate impact) by calculating the balanced error rates (BERs) in the real data and SYN3-FairGAN. Because the protected attribute in SYN2-NFGAN is randomly assigned, the real s givenx is unknown. The BERs in SYN2-NFGAN cannot be calculated. The BER in the real dataset is 0.1538, which means a classifier can predict s given x with high accuracy. Hence, there is disparate impact in the real dataset. On the contrary, the BER in SYN3-FairGAN is 0.3862±0.0036, which indicates using the generatedx in SYN3-FairGAN to predict the real s has much higher error rate. The disparate impact in SYN3-FairGAN is small. It shows the effectiveness of FairGAN on removal of the disparate impact in terms of the real s. Note that we adopt a linear SVM as a classifier to predict s. Utility. We then evaluate the data utility of synthetic datasets. In Table II , we evaluate the closeness between each synthetic dataset and the real dataset by calculating the Euclidean distance of joint and conditional probabilities (P (x, y), P (x, y, s), and P (x, y|s)). The Euclidean distance is calculated between the estimated probability vectors (probability mass function) on the sample space from the synthetic dataset and the real dataset. A smaller distance indicates better closeness between the real data and the synthetic data. As expected, SYN1-GAN has the smallest distance to the real dataset for joint and conditional probabilities. For synthetic datasets generated by FairGAN and NaïveFairGAN, SYN2-NFGAN has the smallest distance in terms of ||P data (x, y)−P G (x, y)|| 2 since its objective is P G (x, y) = P data (x, y), while SYN3-FairGAN has the smallest distance in terms of conditional probability ||P data (x, y|s) − P G (x, y|s)|| 2 and joint probability ||P data (x, y, s) − P G (x, y, s)|| 2 since only FairGAN aims to ensure P G (x, y, s) = P data (x, y, s). Overall, without considering the protected attribute, all the synthetic datasets from FairGAN and NaïveFairGAN models are close to the real dataset. When considering the protected attribute, FairGAN has better performance than NaïveFairGAN. Therefore, after removing disparate impact, FairGAN still achieves good data utility. 
C. Fair Classification
In this subsection, we adopt the real and synthetic datasets to train several classifiers and check whether the classifiers can achieve fairness. We evaluate the classifiers with three settings: 1) the classifiers are trained and tested on the real dataset, called REAL2REAL; 2) the classifiers are trained and tested on the synthetic datasets, called SYN2SYN; 3) the classifiers are trained on the synthetic datasets and tested on the real dataset, called SYN2REAL. The ratio of the training set to testing set in these three settings is 1:1. We emphasize that only SYN2REAL is meaningful in practice as the classifiers are trained from the generated data and are adopted for decision making on the real data.
We adopt the following classifiers to evaluate the fair classification: 1) SVM (linear) which is a linear support vector machine with C = 1; 2) SVM (RBF) which is a support vector machine with the radial basis kernel function; 3) Decision Tree with maximum tree depth as 5; Note that we do not adopt the protected attribute and only use the unprotected attributes to train classifiers, which ensures no disparate treatment in classifiers. Fairness. We adopt the risk difference in a classifier (disc(η) = P (η(x) = 1|s = 1) − P (η(x) = 1|s = 0)) to evaluate the performance of classifier on fair prediction. Table  III shows the risk differences in classifiers on various training and testing settings. We can observe that when the classifiers are trained and tested on real datasets (i.e., REAL2REAL), the risk differences in classifiers are high. It indicates that if there is disparate impact in the training dataset, the classifiers also incur discrimination for prediction. Since SYN1-GAN is close to the real dataset, classifiers trained on SYN1-GAN also have discrimination in both SYN2SYN and SYN2REAL settings.
Although SYN2-NFGAN has similar distribution as the real dataset on unprotected attributes and decision, i.e., P G (x, y) = P data (x, y), classifiers which are trained and tested in SYN2SYN settings achieve low risk differences. This is because the values of the protected attribute in SYN2-NFGAN are independently generated. Since bothx andŷ have no correlations with the generatedŝ in SYN2-NFGAN, the statistical parity in classifiers can be achieved when trained and tested on synthetic datasets.
However, when classifiers are trained on SYN2-NFGAN and tested on the real dataset (i.e., SYN2REAL), the classi- fiers still have significant discrimination against the protected group. Because the unprotected attributes of SYN2-NFGAN are close to the real dataset, the correlations between the generatedx and the real s are still preserved. The disparate impact in terms of the real s on SYN2-NFGAN is not removed. When classifiers are tested on the real dataset where the correlations between x and s are preserved, the classification results indicate discrimination. On the contrary, when the classifiers are trained on SYN3-FairGAN and tested on the real dataset, we can observe that the risk differences in classifiers are small. Since the FairGAN prevents the discrimination by generatinĝ x that don't have correlations with the real s, the classifier trained on SYN3-FairGAN can achieve fair classification on the real dataset. It demonstrates the advantage of FairGAN over the NaïveFairGAN on fair classification. Classification accuracy. Table III further shows the classification accuracies of different classifiers on various training and testing settings. We can observe that the accuracies of classifiers on the SYN2REAL setting are close to the results on the REAL2REAL setting. It indicates synthetic datasets generated by different GAN models are similar to the real dataset, showing the good data generation utility of GAN models. Meanwhile, accuracies of classifiers which are trained on SYN3-FairGAN and tested on real dataset are only slightly lower than those trained on SYN1-GAN, which means the FairGAN model can achieve a good tradeoff between utility and fairness. The small utility loss is caused by modifying unprotected attributes to remove disparate impact in terms of the real s.
VI. CONCLUSIONS AND FUTURE WORK
In this paper, we have developed FairGAN to generate fair data, which is free from disparate treatment and disparate impact, while retaining high data utility. As a result, classifiers trained on the generated fair data are not subject to discrimination when making decisions on the real data. FairGAN consists of one generator and two discriminators. In particular, the generator generates fake samples conditioned on the protected attribute. One discriminator is trained to identify whether samples are real or fake, while the other discriminator is trained to distinguish whether the generated samples are from the protected group or unprotected group. The generator can generate fair data with high utility by playing the adversarial games with these two discriminators. The experimental results showed the effectiveness of FairGAN.
