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Vorwort 
In diesem Jahr war die Otto-von-Guericke-Universität Magdeburg Ausrichter des alljähr-
lichen Treffens des „Dresdener Kreis“, das vom 20. bis 21. März stattfand. Neben der 
Forschergruppe vom LENA aus Magdeburg nahmen Mitarbeiter der Hochschulen aus 
Hannover, Dresden und Duisburg an der Veranstaltung teil. 
Das Treffen begann am Dienstag mit einer Führung durch das Umspannwerk Wol-
mirstedt. In dessen alter Leitwarte wurde gemäß der Tradition in insgesamt acht Fachvor-
trägen über aktuelle Forschungsarbeiten der Universitäten informiert. In anschließenden 
Diskussionen mit dem Auditorium konnten dabei wertvolle Anregungen gewonnen wer-
den. Der Tag endete mit einem gemeinsamen Abendessen, bei dem sich die Teilnehmer 
in gemütlicher Atmosphäre über abgeschlossene und zukünftige Forschungsvorhaben 
austauschen konnten. 
Am Mittwoch stand eine Bootsfahrt und die Exkursion zum Schiffshebewerk Rothensee 
auf dem Programm. Die Bootsfahrt führte die Teilnehmer des „Dresdener Kreises“ in 
nördlicher Richtung auf der Elbe entlang am Wasserstraßenkreuz vorbei. Über mehrere 
Schleusen, in denen Höhen von bis zu 19 Metern überwunden werden mussten, wurde 
der Elbe-Havel-Kanal erreicht und anschließend die Elbe über das Wasserstraßenkreuz 
gequert. Die Fahrt endete am Schiffshebewerk Rothensee, wo im Rahmen einer Führung 
die Funktionsweise und Bedeutung des Schiffshebewerks sowie dessen Geschichte erläu-
tert wurden. Nach einem gemeinsamen Mittagessen wurden die Teilnehmer des „Dresde-
ner Kreises“ verabschiedet und traten ihre Heimreise an.  
Gruppenfoto der Teilnehmer im UW Wolmirstedstedt 
III______________________________________________________________________________________________________
Programm 
Dienstag 20.03.2018 
12:00 Ankunft und kleine Führung im Umspannwerk Wolmirstedt 
13:00 Mittagessen in der alten Leitwarte 
14:00 Begrüßung durch  Prof. Dr.-Ing. habil. Martin Wolter 
Erster Teil Moderation: Prof. Dr.-Ing. Peter Schegner 
14:10 - 14:30 
Ana Maria Blanco Castaneda 
Technische Universität Dresden 
“Stochastic Harmonic Emission Model Of Aggregate Residential Cus-
tomers” 
14:30 - 14:50 
Mahshid Maherani 
Universität Duisburg-Essen 
„Robust MIMO Centralized Fixed Order Wide Area Damping Con-
troller“ 
14:50 - 15:10 
Alexander Neufeld 
Leibniz Universität Hannover 
„Resonanzuntersuchungen in Übertragungsnetzen mit unterschiedli-
chen Verkabelungsgraden“ 
15:10 - 15:30 
Christian Ziegler  
Otto-von-Guericke Universität Magdeburg 
„Transiente Stabilität für das Mehrmaschinenproblem: Stabilitätsbe-
trachtung mit dem Flächensatz“ 
Zweiter Teil Moderation: Prof. Dr.-Ing. habil. István Erlich 
15:50 - 16:10 
Carlo Liebermann 
Technische Universität Dresden 
„Varianten der Implementierung des kE-Faktors im Distanzschutz und 
die Auswirkung auf die Messunschärfe“ 
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16:10 - 16:30 
Jens Denecke  
Universität Duisburg-Essen 
„Identification of Dynamic Equivalents for Active Distribution Net-
works” 
16:30 - 16:50 
Marcel Sarstedt 
Leibniz Universität Hannover 
„Bestimmung des Optimierungspotentials bei der Gestaltung des ver-
tikalen Blindleistungsaustausches“ 
16:50 - 17:10 
Yonggang Zhang 
Otto-von-Guericke Universität Magdeburg 
„Stimulation of Harmonic Resonances in DFIG-based Offshore Wind 
Farm with VSC-HVDC Connection“ 
19:00 Abendessen Restaurant „Lago di Garda“ in Magdeburg 
Mittwoch 21.03.2018 
9:00 Bootstour vom Petriförder Magdeburg zum Schiffshebewerk Rothen-see 
10:30 - 13:15 Ankunft und Führung im Schiffshebewerk Rothensee 
13:45 Mittagessen an der Otto-von-Guericke-Universität 
V______________________________________________________________________________________________________
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Nachruf 
Die Teilnehmer des Dresdener Kreises trauern um Prof. Dr.-Ing. habil. István Erlich, der 
am 15. Mai 2018 unerwartet verstorben ist. 
Mit seiner ausgewiesenen Expertise, seiner Professur für Elektrische Anlagen und Netze 
der Universität Duisburg-Essen, als Chair of IEEE PES German Chapter und Chair IFAC 
TC6.3 on Power and Energy Systems bildete Prof. Erlich einen bedeutenden Bestandteil 
des Dresdener Kreises. Wir verlieren mit ihm einen überaus geschätzten und engagierten 
Kollegen, dessen Forschungsleistungen vor allem im Bereich der dynamischen Netzbe-
rechnung und der Computational Intelligence einzigartig waren.  
Der Dresdener Kreis ist dankbar für die gemeinsamen alljährlichen Treffen, den fachli-
chen Austausch, in dem wir mit Prof. Erlich diskutieren und aus seinen Erfahrungen so-
wie Anregungen profitieren durften. Dafür gilt ihm unser aufrichtiger Dank und ehrendes 
Andenken. Seine wertvollen Anregungen sowie Analysen werden uns sehr fehlen. 
Unsere Trauer und unser tiefes Mitgefühl gelten seiner Frau und seiner Familie. 
Prof. Dr.–Ing. habil. István Erlich bei einer Fachta-
gung zu dem Thema „Pumpspeicherwerke unter 
Tage: Chance für das Ruhrgebiet?“. 
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 Robust MIMO Centralized Fixed Order Wide Area 
Damping Controller 
Mahshid Maherani, Istvan Erlich 
Institute of Electrical Power Systems 
University of Duisburg-Essen 
Duisburg, Germany 
mahshid.maherani@uni-due.de 
 
Abstract— This paper presents a robust MIMO centralized 
fixed order wide area damping controller to damp inter-area 
oscillation in power system. The proposed Η∞ approach is 
robust with respect to multi-model uncertainty, fixed and 
propagated time delay. Multi-model uncertainty comes from 
different system operating points and varying grid topologies. 
Wide-area controls have communication links, which cause time 
delay uncertainty. This Η∞ controller is based on loop shaping. 
Loop shaping is a frequency domain technique for enforcing 
requirements on control bandwidth, response speed and steady 
state error. Despite other type of robust controller, this method 
can be applied to entire system as well as reduced order model. 
Moreover, the degree of controller is defined by the user. The 
controller is designed by using convex optimization to minimize 
the difference between real and desired open loop transfer 
functions. The method is applied to a two-areas, four machines 
system under different load conditions, including changing 
system topology, uncertain time delay, etc. 
Index Terms-- Centralized Controller, Fixed Order Η∞ , 
Robust Control, Time Delay, Un-modelled Uncertainty  
INTRODUCTION 
Today, oscillatory stability control has become more 
important since low-frequency inter-area oscillations are often 
poorly damped due to increase in energy interchanges between 
interconnected areas. Large power systems typically exhibit 
multiple dominant inter-area swing modes in the order of 0.1–
1.0 Hz[1]. These low frequency oscillations may grow and lead 
to the loss of system stability. The overall system damping 
cannot be improved by using the traditional approach such as 
power system stabilizers (PSS) that provide supplementary 
control action through the generator excitation systems. 
Supplementary control signals are required to be added to these 
devices to achieve more damping [2]-[4]. Traditional 
controllers usually use local inputs and cannot always be 
effective to solve the problem due to two main drawbacks. By 
linearization of the system model in a nominal operating point, 
classical local controllers have their accuracy restricted to a 
neighborhood of this point. Because of variations in generation 
and load patterns and changes in transmission networks, power 
systems experience changes in operating conditions. In 
addition, some uncertainty in power system model due to 
inaccurate approximation power system parameters, neglected 
high frequency dynamics and invalid assumptions made in the 
modeling process exist. Also, local controllers lack global 
observation of inter-area modes. It has been proved that under 
certain operating conditions an inter-area mode may be 
controllable from one area and be observable from another [1].  
Different techniques have been investigated to damp power 
system oscillations. The recently developed robust control 
theory and wide-area control system technologies offer a great 
potential to overcome the shortages of conventional local 
controllers. Many studies have considered H2 , Η∞  
optimization [5], and µ-synthesis [6] for designing a robust 
controller for power systems. Robust control approaches have 
been applied to design controllers that formally guarantee the 
system stability with an acceptable performance for a wide 
range of operating conditions [7]–[9]. In this work, the main 
objective of control design is to ensure sufficient damping 
under different operating conditions. 
Order of the designed controller has to be as low as 
possible since the controller needs to be implemented in 
computers that have limited memory and computing power.  
In this paper a Multi Input – Multi Output MIMO 
Centralized fixed-order controller is designed using 
the Η∞  method. The main idea of the proposed method is 
based on shaping of the open-loop transfer function. 
Considering the time delay as structured uncertainty, different 
power flow conditions and variant topologies as unstructured 
(frequency-domain) one, is the main advantage of this 
approach. This method can directly deal with the full order 
plant and still leads to a low order controller. 
This paper is organized as follows: First, wide area 
damping controller structure is reviewed in Section II. Section 
III describes robust controller and in Section IV the test power 
system (two-area, four-machine system) including a static 
automatic voltage controller (AVR) is introduced. Then, the 
controller design approach is described, and the results of time 
domain simulations and the eigenvalue are presented. Finally, 
the last Section provides concluding remarks. 
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WIDE-AREA DAMPING CONTROLLER 
The centralized and the decentralized structures represent two 
alternatives for the design of damping controllers. 
Decentralized controller bases on local measurements and 
therefore, easier to implement. However, decentralized 
schemas may not be effective to damp inter-area oscillations. 
Centralized wide-area damping controllers utilize input signal 
providing sufficient observability of the mode and acting on 
generators, which are most efficient in damping of the 
oscillation. Wide-area controls, however, requires some 
communication links to gather the inputs and to send out the 
control signals [10]. It is found that if remote signals are 
applied to the controller, the system dynamic performance can 
be enhanced with respect to inter -area oscillations [11], [12]. 
Local PSSs can damp local oscillation modes well, but affect 
inter-area oscillations only lightly because of their weak 
observability and controllability. The centralized controller 
schema is thus proposed and shown in Figure 1. 
 
Geometric measures[13] of modal controllability/observability, 
is used in this research to evaluate the comparative strength of 
a signal or the performance of a controller with respect to a 
given mode to select locations and stabilize signals. Linearized 
state-space model of studied model around a given operating 
condition can be written as: 
 ( ) ( ) ( )g g g gt t t x A x B u                   (1)                   
 ( ) ( )g gt ty C x                   (2)  
 where gx , u  and y  are the state, the input and the output 
of the system, respectively. 
H , CONTROLLER 
A. Problem formulation 
Consider a linear time-invariant multi-input multi-output 
system represented by state space realization (1), (2) and 
transfer function gG . Power systems constantly experience 
changes in operating conditions due to variations in generation 
and load patterns and changes in transmission networks. In 
addition, some uncertainties are introduced into the power 
system model due to inaccurate approximation of the power 
system parameters, neglected high frequency dynamics and 
invalid assumptions made in the modeling process. 
Furthermore, the impact of time delays introduced by remote 
signal transmission and processing in wide area measurement 
signal has considered in the large interconnected power 
systems. The communication delay can vary from tens to 
several hundred milliseconds or more in the wide-area 
application. Then time delay is described by first order Pade-
approximation that is formulated as: 
                  
1 1d2d
1 1d2
sTsTe
sT
  

 (5) 
This time delay is considered in both sides of controller as 
sending and receiving signals -sTine , 
-sToute  as shown in 
Figure 1.  
The various sources of model uncertainty mentioned above are 
grouped to two main classes: 
1. Parametric (real) uncertainty. Here the structure of 
model is known, but some of the parameters are 
uncertain. In this case study, time delay placed in this 
group. 
If time delay is considered as:  
                 T =a+bd t          1,1t           (6) 
Where both a and b are constant and t is a parametric 
uncertainty. 
1. Dynamic (frequency-dependent) uncertainty. Here the 
model is in error because of missing dynamics, at high 
frequencies, either through deliberate neglect or 
because of a lack of understanding of the physical 
process. In this case study, considering different 
operating points and topologies for a model, placed in 
this group [14]. 
In many cases, various sources of dynamic uncertainty are 
lumped into a multiplicative uncertainty of the form: 
( j ) ( ( j )) ( j ) ( j )g unc    G = G (I + Δ W )                    (7) 
Which represented by Figure 2. gG  is a nominal model that 
linearized around a given operating point. Δ is an uncertain 
transfer function to represent unknown dynamic objects, Δ  at 
each frequency is no larger than one in magnitude and uncW  
is an uncertain weighting function to normalize the 
perturbations. G  is a multi-model transfer function. 
 

  Gg
W
S 
 
Figure 2. Plant with multiplicative uncertainty 
….          ….
PMUPMU
Centralized WADC
~ ~ ~ 
Grid
Tinse
Toutse

Tinse Toutse
Toutse
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Figure 1 Centralized wide area damping controller structure 
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Based on the observability and controllability measures in 
nominal model gG , the candidates input signals and control 
locations are selected. Then applied as centralized wide area 
damping controller to the system with structured and 
unstructured uncertainty. 
The controller selected in this study is a fixed order one. The 
degree of controller is defined by the user without considering 
the order of the system. According to frequency domain 
characteristic of system, desired open loop function is defined 
and applied to system as loop shaping. Fixed order technique 
and loop shaping method are used simultaneously. The H  as 
robust controller is defined by : 
                 ( ) ( ) ( )c c c c ct t t x A x B u     (8)     
                 ( ) ( ) ( )c c c c ct t t y C x D u      (9)     
Where  cx , cu  and cy are the states, the inputs and the 
outputs of the controller, respectively. 
B. The robust performance constrains 
This method is based on open-loop shaping of transfer 
function under infinite number of convex constrains [15] such 
as:  
 T T( j ) ( j ) ( j ) ( j ) 121
      w S W T  (10) 
1W  and 2W  are tuned weighting filters which selected as low 
pass filter and high pass filter respectively. 
1T=L(jω) I+L(jω)      is the complementary sensitivity function 
and 1S= I+L(jω)     is the sensitivity function. (jω)L  can be 
written as a linear function as follows: 
                  ( j ) ( j ) ( j )   L K G      (11)    
C. Choice of the desired open loop transfer function 
The desired open-loop transfer function selection bases on 
considering plant, desired specifications and the structure of 
the designed controller. The typical open-loop transfer function 
dL , for good performance in tracking and disturbance 
rejection function has a large amplitude in low frequencies 
while it has small amplitude in high frequencies for robustness 
with respect to un-modeled dynamics. A generic choice for 
dL  is ω /sc  where ωc  the desired closed-loop bandwidth. dL  
is large enough in low frequencies and small in high 
frequencies [15]. 
D. The controller design procedure 
For designing fixed order controller, Tunable state space model 
is used as controller, which number of input, output and states 
are defined by designer. The tunable parameters are the entries 
in the A, B, C, and D matrices of the state-space model of K. 
W1, W2 are the weighting functions, which consider as LS and 
1/LS. These weighting function express the loop-shaping 
requirements.  
    The steps of designing the proposed controller are: 
a) Selecting nominal operating point for case study.  
b) Define the uncertain multi-model G  by considering 
different set points and grid topologies for model gG . 
c) Applying time delay as structured uncertainty which is 
approximated by first order Pade-approximation to 
uncertain multi-model G .  
d) Selecting a desired open-loop transfer function dL , 
which is equal to ω /sc . 
e) Fixed order controller is designed by recent definition 
of case study to minimize ( j ) d L L . 
. K represents the controller and G ,multi-model function. 
TEST SYSTEM 
The two-area four-machine test system is considered as 
one of the standard models that have been used to study the 
inter-area oscillations phenomenon. The test power system 
consists of two areas connected through two parallel tie lines 
and each area consists of two synchronous generators as 
shown in Figure 3. The generators of Area 1 (G1 and G2) are 
rated at 700 MW each, and the generators of Area 2 (G3 and 
G4) are rated at 719 MW, and 700 MW, respectively. The four 
generators are equipped with automatic voltage regulators. 
The tie line power flow from Area 1 to Area 2 at the steady 
state is 400 MW. The complete system data can be found in 
[16]. 
TABLE I. shows the eigenvalue pair, the frequency and the 
damping ratio which represent the inter-area mode at the 
operating point P = 400 MWtie . The measured signal y is the 
tie-line power through the line 1 – 3 (a) which is used as an 
input to the centralized robust WADC as shown in Figure 3. 
 
TABLE I.    EIGENVALUE, DAMPING RATIO AND THE FREQUENCY OF THE TEST 
SYSTEM 
Eigenvalue j   
Damping Ratio 
2 2

 


(%) 
Frequency(Hz) 
2

  
a
b
A
VR
1
EXC
1
A
VR
2
EXC
2 G2
G1
a
b
G4
G3
1 2
A
VR
4
EXC
4
A
VR
3
EXC
3
refv refv
3
Centralized Robust WADC 
 
Figure 3. Single line diagram of two-area four machines test system 
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0.0597  j 3.94 -1.5 0.627 
E. Controller Design  
One of the advantage of frequency domain uncertainty 
descriptions is that one uncertain transfer function can choose 
to work with a simple nominal model and represent neglected 
dynamics as an uncertainty. Consider a set of plants:  
                  ( ) ( ) ( )gs s s G G f  (12) 
Where ( )g sG  is fixed (certain) nominal model and 
( )sG  represents by multiplicative uncertainty with the nominal 
model ( )g sG [15]. ( )sf  is an uncertain set Πf  of neglected 
dynamics which represents as.: 
                 ( ) ( ) ( )uncs s s f (I + Δ W )  (13) 
Uncertainty caused by neglecting the dynamics, appeared as 
unc
W in equations. 
unc
W  as an uncertainty function is 
extracted of multi-model ( )sG  like : 
g ( j ) 1max max
unc g (s)


  

G G
W f
GG f f
 (14) 
Different points and variant topologies are considered as multi-
model ( )sG . The uncertainty weighting function 
unc
W is 
extracted of ( )sG like (14). Bode diagram of the multi-model 
( )sG  is shown in Figure 4 . In this case study, ( )sG is a multi-
input, single- output and Bode diagram for two inputs are 
showed in the same figure. Time delay as structured 
uncertainty is applied to uncertain multi-model ( )sG .Tunable 
state space model of Controller obtained by the optimization of 
the difference between desired and real open loop . Desired 
open loop is chosen as 12/s .This choice is suitable for damping 
the desired inter-area mode.  
 
Tuned weighting filter applied to full order nominal model 
with 48 states and fixed 3rd order controller, 12th order model 
(reduced one) with fixed 2nd order controller and 4th order 
model (reduced one) with fixed 1st order controller. Results are 
compared for short circuit’s fault, which applied to Bus 2 for 
100 ms.  
 
According to Figure 5, the first order controller for 4th 
order model shows almost the same behavior as higher order 
models especially full order model. Therefore, the first order 
controller was chosen in this study.  
F. Including propagated time delay 
The two-area system is studied under different operating 
points (load conditions shown in Table II) and fault conditions 
and varying topologies with robust WAD controller and PSS.  
Wide-area controls include any control that requires some 
communication links to either gather the input or to send out 
control signals, which cause time delay -sTine , -sToute . 
0.125(1 0.6 )in tT     ,  0.1(1 0.5 )out tT    (15) 
t  represents the propagated amount of time delay which has 
a defined range. 
G. The Controllr Response to Different Load Conditions and 
Uncertainty and Changes in system Topology in the system 
To test the robustness of the test system, a three phase short 
circuit is applied at different load conditions at bus 1 or 2 or 3 
and it is cleared after 100 ms or 200 ms. The controller has 
been designed based on multi-model ( )sG  which is 
mentioned before in (12). 
Figure 6 (a)-(c) show the time domain results of the tie-line 
power in line 1-3 (a) of six operating points under three phase 
short circuit applied at bus 1 or bus 2 or 3. It can be seen that 
controller can maintain the robustness under different load 
condition. Also, without the supplementary controller the 
oscillation needs more time to damp compared to the system 
with WAD-Controller.  
The changes in system topology has been done by tripping 
the line 2-3 (b) in figure 6 (d) and removing it in figure 6 (e), 
(f). Three phase short circuit applied at bus 3 for figure 6 (d), 
(e) and changing operating point has been done in figure 6 (f). 
Trends in figure (6) are described by details in TABLE II.  
  
 
Figure 4. Multi-model G  
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(a) (b) (c) 
   
(c) (d) (e)  
   
 
 
 
(f) (g) (h) 
Figure 6. Tie-Line Power at different ,load conditions,fault locations , Grid topologies and time delays 
 
TABLE II. FIGURE 6 DESCRIPTION 
 
Fig 
No 
 
Description 
Operating  
No 
 
Event 
 
Time Delay 
 
a 
 
4 
 
 Short circuit at bus 2 (100ms) 
 
Propagated 
 
b 
 
6 
 
Short circuit at bus 1 (100ms) 
 
Propagated 
 
c 
 
4 to 1 to 6 
 
Changing operating point 
 
Propagated 
 
d 
 
5 
Trip line 2-3 (b) at 2 sec Short 
circuit at bus 2 at 13 sec 
(100ms) 
 
Propagated 
 
e 
 
3 
Line 2-3 (b) is removed from 
first, Short circuit at bus 1 at 2 
sec (200ms) 
 
Propagated 
 
f 
 
5 to 4 to 1 
Line 2-3 (b) is removed from 
first, Changing operating 
point 
 
Propagated 
 
H. Eigenvalue analysis 
Eigenvalue study has been done to examine the performance of 
the supplementary controller in terms of improving the 
damping ratio ξ of the inter-area modes. The results are 
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summarized in TABLE III. It can be seen that the damping 
ratio of different load conditions are improved. 
 
TABLE III. DAMPING AND FREQUENCIES OF THE INTER-AREA MODES UNDER 
DIFFERENT LOAD CONDITIONS 
 With WADC Without WADC 
P(MW) ξ (%) f (Hz) ξ (%) f (Hz) 
500 17.7 0.641 -1.35 0.654 
400 17.4 0.646 -1.5 0.660 
300 16.8 0.654 -1.87 0.67 
200 16.3 0.663 -2.19 0.67 
100 15.8 0.668 -2.46 0.68 
-100 14.9 0.674 -2.91 0.69 
 
CONCLUSION 
A new method to design a centralized robust fixed-order 
controller was introduced in this paper. The approach is based 
on open loop shaping of the transfer function. The efficiency 
of the designed controller has been tested under different 
loading conditions as well as different topologies and fixed 
and propagated time delay. One of the advantages of the 
proposed approach is that, it can be designed for full order 
model and capable of considering both structured and 
unstructured uncertainties. Additionally, results show that the 
designed controller is robust following small and large 
disturbances and helps to stabilize the system, while local 
controllers (PSSs) fail to damp inter-area oscillations.  
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Kurzfassung—Der zunehmende Ausbau der regenerativen En-
ergieerzeugung und die daraus resultierende Versta¨rkung und
Erweiterung des deutschen Stromu¨bertragungsnetzes initiierte
eine Diskussion u¨ber die Installation von Kabelstrecken anstelle
der Oberleitungen. Da kein umfassendes Wissen u¨ber den Betrieb
von U¨bertragungsnetzen mit einem hohen Kabelanteil existiert,
wird diese Netzentwicklung vorher untersucht. Der Austausch
von Freileitungen oder Netzausbauten mit Kabeln hat einen
hohen Einfluss auf die Resonanzfrequenzen des Stromsystems.
Dies wird durch das deutlich ho¨here kapazitive Verhalten der
Kabel verursacht. Die Resonanzfrequenzen und ihre Intensita¨ten
im Stromnetz werden mit der Modalanalyse berechnet. Diese
Studie analysiert die Vera¨nderung im Resonanzverhalten des
Energiesystems fu¨r die unterschiedlichen Anteile von Erdkabeln.
Diese werden anhand eines Testnetzes und eines Ausschnitts
des deutschen 380-kV-Ho¨chstspannungs-U¨bertragungsnetzes un-
tersucht. Fu¨r beide untersuchten Netze verlagern sich die
Resonanzfrequenzen der Parallelschwingkreise hauptsa¨chlich zu
niedrigeren Frequenzbereich, mit einem ho¨heren Anteil der
Erdkabel in dem System.
I. EINLEITUNG
Im heutigen Ho¨chstspannungs-U¨bertragungsnetz (Ho¨S) in
Deutschland werden in den meisten Fa¨llen die Oberleitungen
fu¨r den Transport der elektrischen Energie zwischen ver-
schiedenen Regionen eingesetzt [1]. Die vorliegende Diskus-
sion u¨ber den Ausbau des deutschen U¨bertragungsnetzes
beinhaltet zum gro¨ßten Teil die Verbindungen zwischen
Norddeutschland und West- sowie Su¨ddeutschland. Die Re-
generative Energieerzeugung mit Onshore- und Offshore-
Windturbinen im Norden werden mit großen Verbrauchzen-
tren verbunden. Weiterhin erzeugt die Abschaltung der
Kernkraftwerke in Deutschland einen hohen Bedarf an elek-
trischer Energie. Eine der Herausforderungen im Ausbau
des U¨bertragungsnetzes ist die geringe Akzeptanz der Ho¨S-
Oberleitungen in Wohngebieten durch die Anwohner. Die
Akzeptanz der unterirdischen Kabel in solchen Regionen
ist hingegen wesentlich ho¨her [2]. So werden sogenannte
Hybridleitungen in Betracht gezogen. Hybridleitungen beste-
hen aus Freileitungen und Abschnitten von unterirdischen
Kabeln. Die Kabel werden in den Regionen mit geringer
Akzeptanz positioniert. Die Kombination der beiden Arten von
U¨bertragungstechnologien besitzt technische, wirtschaftliche
und soziologische Vor- und Nachteile. Einer der technis-
chen Nachteile fu¨r das elektrische U¨bertragungssystem ist die
A¨nderung des Resonanzverhaltens. Diese A¨nderung wird hier
untersucht.
Die Resonanzanalyse ist ein nu¨tzliches Werkzeug,
um die Vera¨nderung der Resonanzfrequenzen des
U¨bertragungssystems zu analysieren. Diese Analyse kann
mithilfe der Frequency Scan Methode und der modalen
Resonanzanalyse durchgefu¨hrt werden. Beide Methoden
zeigen die Vera¨nderung des harmonischen Verhaltens des
Systems. Hier werden jedoch nur die Ergebnisse der
modalen Resonanzanalyse vorgestellt. In [3] und [4] wird
die Verschiebung der Resonanzfrequenzen fu¨r Netze mit
ho¨herem Verkabelungsgrad als in heutigen Netzen gezeigt.
In dieser Studie wird die kontinuierliche Erho¨hung des
Verkabelungsgrades in 380-KV-Ho¨S-U¨bertragungsnetzen
untersucht.
Im Abschnitt II werden die Methoden der Resonanzana-
lyse und die angewandte Modellierung der Komponenten
vorgestellt. Abschnitt III und IV zeigen die verwendeten Netze
und die Ergebnisse der Resonanzanalyse fu¨r verschiedene
Fa¨lle des Verkabelungsgrades. Die Zusammenfassung ist in
Abschnitt V geschildert.
II. RESONANZANALYSE
A. Frequency Scan
Die Frequency Scan Methode basiert auf der Analyse der
frequenzabha¨ngigen Knotenimpedanzmatrix. Um jede Reso-
nanzfrequenz des i-ten Knotens zu untersuchen, wird ein
Basisstrom Ii in den i-ten Knoten injiziert [5]. In diesem Fall
ha¨ngen die Oberschwingungsspannungen nur von den kom-
plexen Impedanzen des i-ten Spaltenvektors der Impedanzma-
trix ab.
vn = Z in (1)
V 1
...
V i
...
V n
 =

Z11 . . . Z1i . . . Z1n
...
. . .
...
...
Zi1 . . . Zii . . . Zin
...
...
. . .
...
Zn1 . . . Zni . . . Znn


0
...
Ii
...
0
 (2)
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Der Index n bildet die Knotennummer ab. Die Analyse aller
Knoten fu¨r jeden Fall der normierten Strominjektion oder die
Analyse der diagonalen Elemente (Torimpedanzen) von Z ist
hilfreich, um das harmonische Verhalten der einzelnen Netz-
knoten zu analysieren. In dieser Studie wird die Vera¨nderung
des Verhaltens des Gesamtsystems analysiert, daher ist die
Frequency Scan Methode nicht praktisch.
B. Modale Resonanzanalyse
Die modale Resonanzanalyse (engl. Resonance Mode Ana-
lysis, RMA) ist eine Methode zur Analyse des harmonischen
Verhaltens eines U¨bertragungssystems. Die RMA basiert auf
der Eigenwertanalyse, da die Knotenimpedanzmatrix im Fall
einer parallelen Resonanzstelle sich der Singularita¨t na¨hert
[6]. Die RMA identifiziert nur die Resonanzfrequenzen der
Parallelschwingkreise des Energiesystems. Die knotenorien-
tierte Interpretation des Energiesystems wird durch Transfor-
mation in das modale Koordinatensystem entkoppelt, sodass
das Netz als eine Kombination von n entkoppelten parallelen
Systemen (Modi) dargestellt wird. Jeder Modus umfasst die
modale Impedanz und die Anregungsquelle [7]. Die modale
Transformation der Netzimpedanzmatrix Z ist definiert als:
Zm = eig(Z) = L

Z11 . . . Z1i . . . Z1n
...
. . .
...
...
Zi1 . . . Zii . . . Zin
...
...
. . .
...
Zn1 . . . Zni . . . Znn
R, (3)
wo die entkoppelte modale Impedanzmatrix eine Diagonalma-
trix ist:
Zm =

Zm,1 . . . 0 . . . 0
...
. . .
...
...
0 . . . Zm,i . . . 0
...
...
. . .
...
0 . . . 0 . . . Zm,n
 , (4)
und L und R sind die linken bzw. rechten komplexen
Eigenvektormatrizen. Ohne Beru¨cksichtigung der Phasenver-
schiebung der Transformatoren ist die Systemadmittanzmatrix
eine symmetrische Matrix. Daher entspricht die rechte Eigen-
vektormatrix der transponierten linken Eigenvektormatrix. Die
modale Spannungsgleichung ist:
Rvn = ZmRin. (5)
Alle angegebenen Variablen werden abha¨ngig von der Fre-
quenz aufgestellt.
Die Verbindung zwischen den knotenorientierten Gro¨ßen
und modalen Gro¨ßen fu¨r eine Resonanzfrequenz in einem
bestimmten Modus wird durch die Partizipationsfaktoren
dargestellt [6]. Fu¨r eine Resonanzfrequenz im i-ten Modus
ko¨nnen die Knotenspannungen angena¨hert werden mit:
vn ≈ Zm,i li ri in = Zm,iP i in, (6)
Start
TVK auf
0 % setzen
f = fmin
Z(f) bildenNetzwerkdaten
laden
na¨chster
TVK
Zm(f)
berechnen
f + 1
Max. modale
Impedanzen
speichern
f = fmax
TVK = 100 %
Ende
yes
no
yes
no
Abb. 1. Flussdiagramm der modalen Resonanzanalyse
Wobei li der i-te Spaltenvektor von L ist und ri ist der i-
te Zeilenvektor von R ist. Aus der Multiplikation der beiden
Vektoren entsteht die Partizipationsfaktormatrix P i fu¨r den i-
ten Modus bei der berechneten Resonanzfrequenz.
Abb. 1 zeigt das Flussdiagramm der implementierten
modalen Resonanzanalyse fu¨r unterschiedliche Teilverka-
belungsgrade (TVK). Jede A¨nderung von TVK bringt eine
neue frequenzabha¨ngige Netzimpedanzmatrix Z(f) mit sich.
C. Modellierung der Betriebsmittel
Um das Oberschwingungsverhalten des U¨bertragungsnetzes
zu analysieren, werden frequenzabha¨ngige Modelle der
Betriebsmittel verwendet. Die u¨blichen Betriebsmittel des
U¨bertragungsnetzes sind Leitungen, Lasten und Transforma-
toren. Die Modelle repra¨sentieren die Netzbetriebsmittel in
dem betrachteten Frequenzspektrum.
In dieser Studie werden zwei Arten von Leitungen
betrachtet; Freileitungen und Erdkabel. Das a¨quivalente
Π-Ersatzschaltbild mit verteilten Parametern wird fu¨r beide
Arten von Leitungen verwendet. Die frequenzabha¨ngigen Pa-
rameter von Freileitungen und Erdkabeln R′(ω) und L′(ω)
unterscheiden sich jedoch. Die Parameter fu¨r die Freileitun-
gen und Erdkabel werden mit [8] bzw. [9] berechnet. Fu¨r
alle elektrischen Verbindungen im U¨bertragungsnetz wird die
gleiche Struktur und Konfiguration von U¨bertragungsleitungen
und -masten verwendet. Die frequenzabha¨ngigen Parameter
und die Beru¨cksichtigung vom Skin-Effekt sind implementiert.
Die Lasten werden mit a¨quivalenten Widersta¨nden und
Induktivita¨ten modelliert. Aufgrund der geringen Kenntnis der
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7 8 9 10
1112
13 14
Abb. 2. Testu¨bertragungsnetz
Frequenzabha¨ngigkeit der Lasten werden die Grundfrequenz-
parameter fu¨r das gesamte Frequenzspektrum angenommen.
Da die in dieser Studie untersuchten Netze alle auf dem
gleichen Spannungsniveau liegen, sind keine Transformatoren
in das U¨bertragungsnetz implementiert.
III. UNTERSUCHTE NETZE
In dieser Studie werden zwei Energieu¨bertragungsnetze
analysiert: ein Testu¨bertragungssystem mit sechs Knoten und
ein Abschnitt des deutschen 380-kV-Ho¨S-U¨bertragungsnetzes.
A. Testnetz
Das in Abb. 2 gezeigte System mit sechs Knoten wird
eingefu¨hrt, um das harmonische Verhalten von Hybridleitun-
gen mit unterschiedlichen Teilverkabelungsgraden zu zeigen.
Die sechs Lastknoten 1 bis 6 sind durch Hybridleitungen und
teils durch Freileitungen verbunden. Die Hilfsknoten 7 bis
14 werden verwendet, um die Hybridleitung in Freileitungen
auf der Seite der Lastknoten und Erdkabel zwischen den
Hilfsknoten aufzuteilen. Die La¨nge der Leitungen ist abha¨ngig
von der Verbindung und dem betrachteten Verkabelungsgrad
im Netz. Dies variiert zwischen 0 % und 100 % fu¨r dieses
System. Die Prozentangaben beziehen sich auf den Anteil der
Kabel in den Hybridleitungen. Die Absta¨nde zwischen den
Lastknoten bleiben unabha¨ngig vom Verkabelungsgrad in den
Hybridleitungen konstant. Die Kompensation der Kabel wird
in diesem Testnetz nicht beru¨cksichtigt.
B. Abschnitt des deutschen Ho¨S-U¨bertragungsnetzes
Das deutsche U¨bertragungsnetz wa¨re zu groß und zu kom-
plex fu¨r die Resonanzanalyse des kleinen Teils der Hybrid-
stromleitungen. Folglich wird hier ein Abschnitt des in Abb. 3
dargestellten U¨bertragungsnetzes analysiert. Das umgebende
A
C
B
D F H
G
E
Abb. 3. Abschnitt des deutschen Ho¨S-U¨bertragungsnetzes
(a)
(b)
Abb. 4. Betra¨ge der maximalen modalen Impedanzen fu¨r das Testnetz fu¨r
unterschiedliche Verkabelungsgrade; (a) 0 % – 15 %, (b) 0 % – 100 %
U¨bertragungsnetz wird durch ein a¨quivalentes Netz realisiert,
das durch die Netzreduktion berechnet wird. Die Reduk-
tion umfasst Querimpedanzen an den Hauptknoten, sowie
La¨ngsimpedanzen zwischen den Hauptknoten.
Fu¨r die Oberschwingungsuntersuchung des Netzes werden
folgende Fa¨lle hinsichtlich des Verkabelungsgrades definiert:
• Fall 1:
Keine Ho¨S-Kabel in dem Netz
• Fall 2:
33 % Kabel zwischen Knoten A und B
• Fall 3:
33 % Kabel zwischen Knoten A und B
21 % Kabel zwischen Knoten C und D
• Fall 4:
33 % Kabel zwischen Knoten A und B
21 % Kabel zwischen Knoten C und D
0 % – 100 % Kabel zwischen Knoten F, G und H
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(a)
(b)
Abb. 5. Betra¨ge der maximalen modalen Impedanzen fu¨r den Abschnitt
des deutschen U¨bertragungsnetzes fu¨r unterschiedliche Verkabelungsgrade; (a)
Fall 1, Fall 2 und Fall 3, (b) Fall 4
IV. ERGEBNISSE
A. Testnetz
Die Ergebnisse der RMA fu¨r das Testnetz sind in
Abb. 4 dargestellt. In Abb. 4 (a) sind die maximalen
modalen Impedanzen von Teilverkabelungsgraden bis
zu 15 % dargestellt. Um die Verfolgung der parallelen
Resonanzfrequenzstellen zwischen unterschiedlichen
Teilverkabelungsgraden zu vereinfachen, folgen die Pfeile
den Spitzen des zweiten lokalen Maximums der maximalen
Impedanzen, beginnend bei etwa der 21. Harmonischen.
Durch die Erho¨hung des Teilverkabelungsgrades werden
die Resonanzstellen zu den niedrigeren Frequenzen
verschoben. Die Ho¨he der Resonanzspitzen nimmt ab. Um den
Einfluss dieser Impedanzen eindeutig bewerten zu ko¨nnen,
mu¨ssen die modalen Impedanzen mit den entsprechenden
Partizipationsfaktoren nach Gl. (6) beru¨cksichtigt werden.
Abb. 6. Bild mit skalierten Farben der maximalen modalen Impedanzen fu¨r
Fall 4
Nur dann kann der Einfluss der Resonanzstelle auf die
Knotenspannungen dargestellt werden.
Abb. 4 (b) zeigt schrittweise die maximalen modalen
Impedanzen bis zu 100 % des Verkabelungsgrades. Die Anzahl
der Parallelresonanzfrequenzen in dem dargestellten Frequenz-
spektrum ist bei Hybridleitungen wesentlich ho¨her als bei
reinen Freileitungen (0 % Kabel), was das Risiko einer Kol-
lision mit einer typischen Oberschwingungsstromeinspeisung
erho¨ht. Dieser Effekt wird durch das Verschieben der Re-
sonanzstellen in den niedrigeren Frequenzbereich verursacht.
Die Resonanzstellen, die vorher außerhalb des betrachteten
Frequenzspektrums lagen, werden in den gezeigten unteren
Frequenzbereich verschoben.
B. Abschnitt des deutschen Ho¨S-U¨bertragungsnetzes
Die Ergebnisse fu¨r den Abschnitt des deutschen Ho¨S-
U¨bertragungsnetzes sind in Abb. 5 dargestellt. Die maximalen
modalen Impedanzen fu¨r die Fa¨lle 1 bis 3, die in Abb. 5 (a)
gezeigt werden, veranschaulichen die Vera¨nderung der Reso-
nanzspitzen nach der Umsetzung der Hybridleitungen zwis-
chen A und B sowie C und D. Die Verschiebung der Reso-
nanzstellen bleibt mit den Ergebnissen des Testnetzes verein-
bar. Die Minderung der Impedanzwerte ist weniger sichtbar,
wa¨hrend die Zahl der Resonanzspitzen deutlich ansteigt.
Die kontinuierliche A¨nderung der Resonanzstellen, die
durch die Erho¨hung des Verkabelungsgrades verursacht wird,
ist in Abb. 6 dargestellt. Die Farben stellen die Ho¨he der
maximalen modalen Impedanz dar, die von dunkel zu hell
aufsteigt. Auf diese Weise ko¨nnen die Frequenzen der Reso-
nanzspitzen kontinuierlich verfolgt werden. Wie man erkennen
kann, verschieben sich viele Resonanzfrequenzen mit geringen
A¨nderungen des Verkabelungsgrades in den niedrigeren Fre-
quenzbereich. Die Resonanzfrequenzen einiger paralleler Re-
sonanzstellen nehmen mit zunehmendem Anteil an Kabeln zu,
stellen aber Ausnahmen dar. Einige der Resonanzfrequenzen
bleiben unvera¨ndert.
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Die Ergebnisse zeigen den Trend der parallelen Reso-
nanzfrequenzen im U¨bertragungsnetz mit unterschiedlichen
Verkabelungsgraden. Die Ergebnisse weisen jedoch nicht auf
einen optimalen Anteil der Kabel in diesen speziellen Netzen
hin. Die dargestellte Vera¨nderung scheint keinem linearen
Verlauf zu folgen.
V. ZUSAMMENFASSUNG
In dieser Studie wird das Resonanzverhalten eines Ho¨S-
U¨bertragungsnetzes mit unterschiedlichen Verkabelungsgraden
analysiert. Die modale Resonanzanalyse wird angewendet,
um die Verschiebung der parallelen Resonanzfrequenzen des
Systems darzustellen. Die Ergebnisse zeigen eine Abnahme
der Resonanzfrequenzen mit einer Erho¨hung des Verka-
belungsgrades. Zusa¨tzlich steigt mit der Verschiebung der
Resonanzfrequenzen die Anzahl der Resonanzstellen in dem
betrachteten Frequenzspektrum an. Diese Vera¨nderung ist
bei der Einfu¨hrung von Kabeln in das elektrische Ho¨S-
U¨bertragungssystem zu vermuten.
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Kurzfassung— Die Bestimmung der transienten Stabilität von 
Generatoren mittels dynamischer Stabilitätsanalyse ist zeit- und 
rechenintensiv. Um kritische Generatoren sowie kritische Last- 
und Erzeugungssituationen schnell identifizieren zu können, 
bedarf es daher Lösungen zur Abschätzung der transienten 
Stabilität. Zu diesem Zweck wird im vorliegenden Paper ein 
erweiterter Flächensatz vorgestellt, der für 
Mehrmaschinenprobleme angewendet werden kann. Dieser 
basiert auf dem klassischen Flächensatz für das 
Einmaschinenproblem. Eine Adaptierung erfolgt durch die 
Bestimmung zusätzlicher Größen wie eines neuen Polradwinkels, 
dem Polradwinkel bei Fehlerklärung, der maximalen 
Einspeiseleistung des Generators und der Einspeiseleistung 
während des Fehlers. Im Ergebnis kann an einem Testnetz eine 
gute Abschätzung der transienten Stabilität nachgewiesen 
werden. Darüber hinaus zeichnet diesen Algorithmus ein 
enormer Geschwindigkeitsvorteil gegenüber der dynamischen 
Stabilitätsanalyse aus.   
Keywords — Stabilität, Flächensatz, Mehrmaschinenproblem, 
Generator  
I. EINLEITUNG 
Die Gewährleistung der Versorgungssicherheit ist eine 
zentrale Aufgabe der Betriebsführung. In Folge des Ausbaus 
der Erneuerbaren Energien und der damit verbundenen 
volatilen Einspeisung nimmt die Anzahl der 
Betriebssituationen und damit die Komplexität des 
Elektroenergiesystems zu. Auch der Zusammenschluss von 
Verbundnetzen über wenige Kuppelleitungen und die damit 
einhergehende größere Leitungsauslastung wirken sich negativ 
auf die Systemstabilität aus. [1] Einen wichtigen Aspekt der 
Systemstabilität stellt hierbei die transiente Stabilität dar. Unter 
der transienten Stabilität versteht man in diesem 
Zusammenhang die Fähigkeit der Synchrongeneratoren nach 
Eintritt einer Störung den Synchronismus mit dem Netz 
aufrechtzuerhalten. Die transiente Stabilität betrifft den 
Zeitbereich von wenigen Sekunden nach Eintreten der Störung. 
[2] Für ihre Bewertung bedarf es einer dynamischen 
Stabilitätsanalyse, bei der im Voraus relevante und potentielle 
Erzeugungs- und Lastszenarien hinsichtlich der transienten 
Stabilität untersucht werden. [1] In einer dynamischen 
Stabilitätsanalyse müssen nichtlineare Differentialgleichungen 
höherer Ordnung mit Hilfe numerischer Verfahren gelöst 
werden. [3] Dies ist jedoch zeit- und rechenintensiv. 
Insbesondere durch volatile Einspeisung Erneuerbarer 
Energien und zeitlich schwankenden Strombedarf steigt die 
Anzahl der zu untersuchenden Szenarien rapide an, wodurch 
nicht mehr alle potentiell relevanten Fälle berechnet werden 
können. [1] Hier sind Lösungen notwendig, mit denen die 
transiente Stabilität schnell abgeschätzt und kritische 
Generatoren sowie kritische Last- und Erzeugungsszenarien 
identifiziert werden können.  
Eine schnelle Abschätzung der transienten Stabilität kann 
dabei mit verschiedenen Ansätzen erfolgen. In [4] wurde ein 
Ansatz auf Basis künstlicher Intelligenz vorgestellt, der die 
Stabilitätsreserve durch Bestimmung der kritischen 
Fehlerklärungszeit ermittelt. Weitere Ansätze gehören zur 
Gruppe der direkten Methoden. Hierbei werden die 
Energiefunktion bzw. Lyapunov-Funktionen gelöst, um das 
Verhalten der ersten Schwingung eines Generators nach 
Störungseintritt abzuschätzen [5,6]. 
In diesem Paper wird als Algorithmus ein erweiterter 
Flächensatz vorgestellt, mit dessen Hilfe eine schnelle und gute 
Bewertung der transienten Stabilität erfolgen kann. Der aus der 
Literatur bekannte klassische Flächensatz wird standardmäßig 
nur für das Einmaschinenproblem eingesetzt. Um diesen 
Ansatz auch auf das Mehrmaschinenproblem anwenden zu 
können, müssen Anpassungen vorgenommen und zusätzliche 
Größen bestimmt werden. Im Folgenden wird der Algorithmus 
beschrieben und auf ein Testnetz angewendet. 
II. FLÄCHENSATZ FÜR DAS EINMASCHINENPROBLEM 
Der Flächensatz ist eine Methode zur grafischen 
Darstellung der energetischen Verhältnisse während einer 
Störung [7]. Klassisch wird der Flächensatz auf ein 
Einmaschinenproblem angewendet. Dabei wird ein Generator, 
der über Leitungen mit einem starren Netz verbunden ist, 
hinsichtlich seiner transienten Stabilität untersucht. Abb. 1 
zeigt das zugehörige, vereinfachte Ersatzschaltbild für den 
transienten Zeitbereich.  
U  NU
dX  NX
 
Abb. 1 Vereinfachtes Ersatzschaltbild eines Generators am starren Netz. 
Forschungsbeiträge 21______________________________________________________________________________________________________
Im transienten Zeitbereich ändern sich die magnetischen 
Flüsse im Generator. Um diesem Umstand Rechnung zu 
tragen, wird die Generatorreaktanz dX  durch die transiente 
Generatorreaktanz dX   ersetzt. Alle Leitungen des Netzes 
werden als verlustlos angenommen. 
Eine Grundlage des Flächensatzes stellt die Leistungs-
/Polradwinkelkurve dar, die die übertragbare Wirkleistung 
eines Generators beschreibt. [2] Im transienten Zeitbereich 
lautet die zugehörige Gleichung: 
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Die hierbei verwendeten Größen sind die 
Wirkleistungseinspeisung des Generators GP , die transiente 
Polradspannung U  , die Netzspannung NU , die transiente 
Generatorreaktanz dX  , die Netzreaktanz NX  und der 
transiente Polradwinkel   . Die Netzreaktanz NX entspricht 
dabei den kumulierten Reaktanzen zwischen 
Generatorklemmen und dem starren Netz. Der transiente 
Polradwinkel    ist der Winkel zwischen der Polradspannung 
U   und der Netzspannung des starren Netzes NU . Der Winkel 
der Netzspannung wird dabei mit Null definiert. 
Abb. 2 zeigt die Anwendung des Flächensatzes im Falle 
eines generatornahen dreipoligen Kurzschlusses. Es wird 
angenommen, dass der Fehler ohne Änderung der 
Netztopologie geklärt werden kann. Der Arbeitspunkt eines 
Generators wird dabei durch den Schnittpunkt aus 
Antriebsleistung der Turbine TP  und Leistungs-
/Polradwinkelkurve bestimmt. Leistungs- und Spannungsregler 
werden beim Flächensatz hingegen vernachlässigt, wodurch im 
transienten Zeitbereich mit konstanten Beträgen der transienten 
Polradspannung U   sowie der Antriebsleistung der Turbine 
TP  gerechnet werden kann. Die Bewertung der transienten 
Stabilität erfolgt durch Vergleich der aufgespannten 
Beschleunigungsfläche A und Bremsfläche D (vgl. Abb. 2). 
Dabei ist der Generator stabil, wenn die Bremsfläche D 
mindestens so groß wie die Beschleunigungsfläche A ist. [7] 
Die beiden Flächen repräsentieren die energetischen 
Verhältnisse nach Störungseintritt. Sie werden aufgespannt, 
indem verschiedene Punkte der Leistungs-/Polradwinkelkurve 
nacheinander abgefahren werden. Der Schnittpunkt aus 
Leistungs-/Polradwinkelkurve und Turbinenantriebsleistung 
TP  definiert dabei den initialen Arbeitspunkt (AP) 0. Bei 
Auftreten eines dreipoligen generatornahen Kurzschlusses 
bricht die Einspeiseleistung des Generators komplett ein und 
Punkt 1 wird erreicht. Die Wirkeinspeisung des Generators ist 
nun kleiner als die als konstant angenommene 
Turbinenantriebsleistung TP , wodurch der Generator 
beschleunigt und damit der Polradwinkel    vergrößert wird. 
Die Beschleunigung erfolgt so lange, bis der Fehler geklärt 
wird. In diesem Fall hat sich der Polradwinkel    bis zu dem 
Fehlerklärungswinkel a   in Punkt 2 erhöht. Da der Fehler 
ohne Änderung der Netztopologie geklärt werden kann, folgt 
die Einspeisung wieder der ursprünglichen Leistungs-
/Polradwinkelkurve in Punkt 3. Die Wirkeinspeisung ist nun 
größer als die Turbinenantriebsleistung, woraufhin die 
Generatorwelle abgebremst wird. Der Beschleunigungsvorgang 
ist damit abgeschlossen und die Beschleunigungsfläche A 
wurde aufgespannt. Im Anschluss wird die Generatorwelle so 
lange abgebremst, bis die durch den Beschleunigungsvorgang 
zugeführte Energie vollständig abgebaut ist. Grafisch ist die 
Beschleunigungsfläche nun genauso groß wie die Bremsfläche. 
Der so maximal erreichte Winkel wird als max  bezeichnet 
(Punkt 4). Anschließend verkleinert sich der Polradwinkel 
wieder und pendelt sich letztlich in Punkt 5 ein. Die in Abb. 2 
dargestellte Bremsfläche D entspricht dabei der maximal 
möglichen Bremsfläche des Generators, um die Stabilität zu 
wahren. Die Beschleunigungsfläche A eines Generators kann 
mit 
  aT 0A P       (1.2) 
 
berechnet werden und die Bremsfläche D mit 
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Abb. 2 Flächensatz für das Einmaschinenproblem.  
Wie Gleichung (1.1) und Abb. 2 entnommen werden kann, 
vergrößern ein kleiner Anfangspolradwinkel 0   sowie eine 
große maximale Einspeiseleistung maxP  die Bremsfläche D und 
wirken sich somit günstig auf die transiente Stabilität des 
Generators aus. Ein kleiner Anfangspolradwinkel 0   resultiert 
dabei aus einer geringen Belastung bzw. einer kleinen 
Turbinenantriebsleistung TP  sowie einer großen Amplitude 
maxP  der Leistungs-/Polradwinkelkurve. Ein großes maxP ergibt 
sich aus einer kleinen Netzreaktanz NX  in Folge einer engen 
Vermaschung des Netzes, einer kleinen transienten 
Generatorreaktanz dX   sowie eines großen Erregergrads. Der 
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Erregergrad ist hierbei der Quotient aus Polradspannung U   
und Netzspannung NU . [7] 
III. FLÄCHENSATZ FÜR DAS MEHRMASCHINENPROBLEM 
Bei einem Mehrmaschinenproblem beziehen sich die 
berechneten Polradwinkel der Generatoren auf den Winkel des 
Slackgenerators. Eine Netzspannung und ihr zugehöriger 
Winkel sind im Gegensatz zum Einmaschinenproblem jedoch 
nicht bekannt. Die berechneten Polradwinkel können daher 
nicht für den Flächensatz beim Mehrmaschinenproblem 
verwendet werden. Als Konsequenz muss ein neuer 
Polradwinkel für jeden Generator ermittelt werden, der sich auf 
eine „virtuelle“ Netzspannung und nicht mehr auf den 
Slackgenerator bezieht. Durch die Berechnung eines neuen 
Polradwinkels erfolgt eine Verschiebung der Leistungs-
/Polradwinkelkurve aus dem Koordinatenursprung.  
Um den Flächensatz für das Mehrmaschinenproblem 
anwenden zu können, müssen letztlich folgende Größen 
bestimmt werden: 
1) Neuer Polradwinkel neu   
2) Maximale Einspeiseleistung maxP  
3) Winkel bei Fehlerklärung a   
4) Wirkleistungseinspeisung kPwährend Fehlerdauer  
Abb. 3 zeigt die Verschiebung der Leistungs-
Polradwinkelkurve mitsamt der zu bestimmenden Größen (rot 
markiert). 
  
                   
Abb. 3 Flächensatz für das Mehrmaschinenproblem. 
 
Die Beschleunigungsfläche A und die Bremsfläche D können 
anschließend nach Bestimmung dieser vier Größen analog zum 
Einmaschinenproblem berechnet werden. Für eine Bewertung 
der transienten Stabilität sowie Aufstellung einer 
Stabilitätsrangfolge der Generatoren wird der Stabilitätsfaktor 
SF  eingeführt. Dieser berechnet sich nach 
 S
D
F
A
   (1.4) 
 
Die Generatoren sind demnach umso stabiler, je größer der 
Faktor SF  ist, also je größer die Bremsfläche D im Verhältnis 
zur Beschleunigungsfläche A ist. Ein Wert von kleiner als 1 
gibt dabei an, dass die Bremsfläche D kleiner als die 
Beschleunigungsfläche A ist und der Generator außer Tritt fällt 
und instabil wird.  
Im Folgenden werden die zu bestimmenden Größen und 
ihre Ermittlung näher vorgestellt. 
A. Neuer Polradwinkel 
Für die Berechnung des neuen Polradwinkels neu   muss 
zunächst die Nullstelle NST   der vom Koordinatenursprung 
verschobenen Leistungs-/Polradwinkelkurve ermittelt werden. 
Hierfür wird ein Newton-Verfahren verwendet, bei dem durch 
Linearisierung um den Arbeitspunkt die Nullstelle iterativ 
bestimmt wird. Der generelle Ablauf ist in Abb. 4 dargestellt. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abb. 4 Ablauf zur Bestimmung der Nullstelle 
NST  .  
Ausgehend von dem initialen Arbeitspunkt des Generators 
 0 T/ P   muss zunächst ein zweiter Arbeitspunkt bestimmt 
werden. Dazu wird der Generatorstrom um einen kleinen 
Winkel gedreht. Alle weiteren Ströme im Netz werden 
konstant gehalten. Mit Hilfe dieser Ströme und der 
Knotenadmittanzmatrix kann dann die 
Wirkleistungseinspeisung P  des Generators ermittelt werden. 
So erhält man den Arbeitspunkt  AP2 AP2/ P   . Durch die 
beiden Arbeitspunkte wird im Folgenden eine Gerade gelegt 
und anschließend deren Nullstelle NST,Gerade   bestimmt. Der 
initiale Generatorstrom wird nun um genau diesen Winkel 
NST,Gerade   gedreht und anschließend die zugehörige 
Wirkleistungseinspeisung P  berechnet. Falls diese 
Wirkleistungseinspeisung nahe Null ist, ist die Nullstelle der 
Leistungs-/Polradwinkelkurve NST   gefunden und der 
Algorithmus beendet. Ist dies nicht der Fall, so beginnt der 
Zyklus von Neuem und der Nullstelle wird sich iterativ 
angenähert.  
Initialer AP  0 T/ P   
Legen einer Geraden durch die zwei APs und 
Bestimmung ihrer Nullstelle NST,Gerade   
Berechnung der Generatoreinspeisung P bei 
Winkel NST,Gerade   
0 ?P   
Nullstelle NST   ermittelt 
Bestimmung eines 2. AP  AP2 AP2/ P   
nein 
ja 
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Der neue Polradwinkel, der für die Flächenberechnung 
herangezogen wird, lässt sich berechnen mit (vgl. Abb. 3): 
 
 neu 0 NST        (1.5) 
 
B. Maximale Einspeiseleistung 
Die maximale Einspeiseleistung maxP  entspricht der 
Amplitude der Leistungs-/Polradwinkelkurve. Die maximale 
Einspeiseleistung hat einen positiven Effekt auf die transiente 
Stabilität. Je größer diese Amplitude bei konstanter Belastung 
ist, desto größer ist die mögliche Bremsfläche. Der 
Stabilitätsfaktor SF  steigt. 
Unter der Annahme, dass die Leistungs-/Polradwinkelkurve 
sinusförmig ist, wird die Amplitude abgeschätzt mit 
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P
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  (1.6) 
C. Einspeiseleistung bei Kurzschlusseintritt 
Nach Eintreten eines Kurzschlusses bricht die 
Einspeiseleitung des Generators ein. Bei generatornahen 
dreipoligen Kurzschlüssen kann die Einspeiseleistung komplett 
einbrechen, wohingegen generatorferne Kurzschlüsse einen 
geringeren Einfluss auf die Einspeiseleistung während des 
Fehlers haben.  
Für die Berechnung der Einspeiseleistung bei Fehlereintritt 
muss zunächst die Knotenadmittanzmatrix aufgestellt und die 
Last- sowie Generatoradmittanzen von ihren 
Hauptdiagonalelementen subtrahiert werden. Die so erhaltene 
Matrix wird im Folgenden mit KK,G,LY  bezeichnet. Die 
injizierten Ströme berechnen sich unter Berücksichtigung der 
Last- und Generatoradmittanzen mit Hilfe der 
Knotenspannungen Ku  nach 
  
 KK,G,Lq Ki Y u   (1.7) 
 
Die Berechnung der Leistungen während des Fehlers 
erfordert eine Reduzierung von KK,G,LY und qi  um den 
Fehlerort. Reduzierte Matrizen und Vektoren werden im 
Folgenden mit dem Index „R“ gekennzeichnet. Die 
Knotenwirkleistungen ergeben sich dann mit:  
 
   1q,R KK,G,L,R q,RK,R real 3 conj p I Y i   (1.8) 
 
Die Knotenwirkleistung am Fehlerort wird mit Null 
angenommen. Für die Anwendung des Flächensatzes sind nur 
die Knotenwirkleistungen der Generatorknoten von Interesse. 
Als Vereinfachung werden die Einspeiseleistungen für die 
Flächenberechnung über die gesamte Fehlerdauer als konstant 
angenommen.  
 
D. Winkel bei Fehlerklärung 
Nach Eintritt eines Fehlers bricht die 
Wirkleistungseinspeisung eines Generators ein, woraufhin 
dessen Generatorwelle beschleunigt und damit sein 
Polradwinkel erhöht wird. Der Polradwinkel vergrößert sich so 
lange, bis der Fehler geklärt wird. Der Winkel bei 
Fehlerklärung a   lässt sich, in Anlehnung an [7], wie folgt 
abschätzen: 
 
   2a m a neuT k
1
2
k P P t        (1.9) 
 
Hierbei entspricht at  der Fehlerdauer. Die Fehlerdauer ist 
die Zeitspanne von Fehlereintritt bis Fehlerklärung. Der Faktor 
mk  ist eine Maschinenkonstante, die sich aus der Nenndrehzahl 
0 , der Maschinenzeitkonstante mT  und der 
Bemessungsscheinleistung des Generators r,GS  ergibt: 
 0m
m r,G
k
T S

   (1.10)  
IV. SZENARIEN UND ERGEBNISSE 
Der Flächensatz für das Mehrmaschinenproblem wurde an 
einem Stichnetz bestehend aus zwei Generatoren, zwei Lasten 
und einem starren Netz getestet. Es wurde ein dreipoliger 
Kurzschluss an Knoten 4 angenommen. In den untersuchten 
Szenarien wurde die Fehlerdauer at  variiert.  
 
V1Z1G V2Z2G
1
L
2
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Abb. 5 Untersuchtes Netz.  
Zunächst wurden die neuen Polradwinkel neu  , die 
Amplitude der Leistungs-/Polradwinkelkurve maxP  sowie die 
Wirkleistungseinspeisung während des Fehlers kP  mit den in 
Kapitel III vorgestellten Algorithmen bestimmt:  
 
Tabelle 1 Bestimmte Größen der Generatoren 
 
neu   max  in MWP  k  in MWP  
Generator 1 28,86° 621,5 18,8 
Generator 2 21,71° 811,0 6,8 
 
1) Szenario 1 
In Szenario 1 beträgt die Fehlerdauer at  0,2 Sekunden. 
Nach der dynamischen Stabilitätsanalyse ergeben sich folgende 
Polradwinkelverläufe der Generatoren. 
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 Abb. 6 Polradwinkelverläufe bei 
a
0, 2 st  . 
Wie Abb. 6 entnommen werden kann, bleiben beide 
Generatoren stabil. Dieses Ergebnis spiegelt sich auch in dem 
in diesem Paper vorgestellten Algorithmus wider. So betragen 
die Winkel bei Fehlerklärung für Generator 1 56,98° und für 
Generator 2 56,89° (vgl. Kapitel III). Nach Flächenberechnung 
konnten die Stabilitätsfaktoren der Generatoren aufgestellt 
werden: 
- Generator 1: S,G1 2,8257F   
- Generator 2: S,G2 3,6968F   
Die Stabilitätsfaktoren sind jeweils größer als 1, wobei 
Generator 2 stabiler als Generator 1 ist. Die Bremsfläche von 
Generator 1 ist dabei etwa 2,8mal so groß wie dessen 
Beschleunigungsfläche, wohingegen die Bremsfläche von 
Generator 2 etwa 3,7mal so groß ist. Generator 1 ist hierbei 
insbesondere durch die kleinere Amplitude der Leistungs-
/Polradwinkelkurve maxP  verbunden mit dem größeren initialen 
Polradwinkel instabiler als Generator 2.  
Die Methode des Flächensatzes liefert in dem Szenario eine 
gute Abschätzung der transienten Stabilität. Ein großer Vorteil 
dieser Methode gegenüber der dynamischen 
Stabilitätsbetrachtung ist der geringere Rechenaufwand und die 
damit verbundene enorme Zeitersparnis. Der Algorithmus 
konnte die transiente Stabilität hier etwa 500mal schneller 
abschätzen.  
 
2) Szenario 2 
In Szenario 2 beträgt die Fehlerdauer at  0,3 Sekunden. 
Nach der dynamischen Stabilitätsanalyse werden bei dieser 
Fehlerdauer beide Generatoren instabil. Auch hier konnte die 
transiente Stabilität mit dem vorgestellten Algorithmus korrekt 
abgeschätzt werden. Die Winkel bei Fehlerklärung betragen für 
Generator 1 92,13° und für Generator 2 100,87°. Die 
Stabilitätsfaktoren wurden wie folgt bestimmt: 
- Generator 1: S,G1 0,6835F   
- Generator 2: S,G2 0,7403F   
Die Stabilitätsfaktoren sind in beiden Fällen kleiner als 1. Das 
bedeutet, dass die Bremsfläche jeweils kleiner als die 
Beschleunigungsfläche ist und beide Generatoren demnach 
instabil werden.  
V. ZUSAMMENFASSUNG 
In diesem Paper wurde eine Methode zur schnellen 
Abschätzung der transienten Stabilität für ein 
Mehrmaschinenproblem vorgestellt. Dazu wurde der bekannte 
Flächensatz für das Einmaschinenproblem angepasst und 
erweitert. So mussten neue Polradwinkel der Generatoren 
bestimmt werden, die für den Flächensatz herangezogen 
werden können. Weitere notwendige und zu ermittelnde 
Größen sind die maximale Wirkleistungseinspeisung, der 
Polradwinkel bei Fehlerklärung sowie die 
Wirkleistungseinspeisung während der Fehlerdauer. Die 
Berechnung der Flächen konnte dann analog zur 
Flächenberechnung beim Einmaschinenproblem durchgeführt 
werden.   
Wie anhand der Szenarien gezeigt werden konnte, liefert der 
vorgestellte Algorithmus eine gute Abschätzung der 
transienten Stabilität. Dabei konnte ein enormer 
Geschwindigkeitsvorteil gegenüber der dynamischen 
Stabilitätsanalyse festgestellt werden. Die Abschätzung der 
transienten Stabilität konnte um den Faktor 500 beschleunigt 
werden. An diese Untersuchungen anschließend wird die 
Tauglichkeit des Algorithmus auch an größeren Netzen 
validiert und insbesondere die Anwendung im Grenzbereich, 
also bei Fehlerdauern nahe der Instabilität, untersucht. 
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Kurzfassung—Leiter-Erde-Fehler sind die häufigste Fehlerart 
auf Freileitungen und Kabeln. Besonders wichtig ist deshalb die 
sichere Erkennung und selektive Klärung des Fehlerfalls. Unter-
schiedliche Berechnungsansätze und die Auswahl der Algorith-
men haben dabei wesentliche Auswirkungen auf die Genauigkeit 
der Impedanzberechnung. Für die Berücksichtigung des kE-Fak-
tors gibt es zudem verschiedene Möglichkeiten bei der Implemen-
tierung, welche sich auf das transiente Verhalten bei der Berech-
nung auswirken. Durch Oberschwingungen oder überlagerte ex-
ponentiell abklingende Gleichanteile verzerrte Kurvenverläufe 
wirken sich zudem auf die transiente Genauigkeit der berechne-
ten Impedanz aus. Weiterhin bilden sich zusätzliche Impedanzen 
in der Fehlerschleife je nach Art der Implementierung in der be-
rechneten Impedanz unterschiedlich ab. Es werden verschiedene 
Verfahren zur Berechnung der Mitsystemimpedanz bei Leiter-
Erde-Fehlern vorgestellt und verglichen.  
Keywords— Distanzschutz, Netzschutz, Leiter-Erde-Schleife,  
kE-Faktor, Impedanzberechnung 
I. EINLEITUNG  
Der Distanzschutz ist ein universal einsetzbarer Kurzschluss-
schutz, welcher die Mitsystemimpedanz der Fehlerschleife als 
Referenz benutzt. Das Distanzschutzprinzip kann auch bei ge-
ringen Kurzschlussströmen eingesetzt werden. Eine hohe Se-
lektivität wird dabei durch die Kombination der Zeit- und Re-
aktanzstaffelung erreicht.    
In Frage kommen nach dem heutigen Stand der Technik Algo-
rithmen, welche die Impedanz aus Effektivwertzeigern bestim-
men (Frequenzbereich) oder die Differentialgleichung (DGL) 
der Fehlermasche im Zeitbereich lösen und aus den primären 
Leitungselementen die Impedanz ableiten. Weiterhin besteht 
die Möglichkeit der Impedanzberechnung durch das Lösen sta-
tionärer Gleichungen. Nach dem Stand der Technik finden die-
ses Algorithmen auf Grund der sich ergebenen Nachteile in 
Hinsicht auf die stationäre und transiente Genauigkeit kaum 
Anwendung.   
Für die Berechnung der Impedanz im Frequenzbereich  können 
Filteralgorithmen, wie z.B. der Phadke-Ibrahim-Algorithmus 
(Fourieralgorithmus) [1] zum Einsatz kommen. Für die Lö-
sung der Differentialgleichung (DGL) der Fehlerschleife im 
Zeitbereich wird vorwiegend ein Leitungsmodell erster Ord-
nung zu Grunde gelegt. Typische Algorithmen sind der Lobos 
A3 und A4 [2], welche diese DGL durch Differentiation lösen. 
Eine weitere Möglichkeit zur Berechnung der Leitungsele-
mente wird durch die Integration der Ansatzgleichung mög-
lich. Beispielhaft arbeitet der Algorithmus von McInnes/Mor-
rison nach diesem Prinzip [3]. Ein Ansatz zur Berücksichti-
gung der Leitungskapazitäten durch Annahme eines Leitungs-
modells zweiter Ordnung und Lösung der systembeschreiben-
den DGL wurde von Smolinski vorgestellt [4].   
  Distanzschutzalgorithmen reagieren generell unter-
schiedlich auf Störeinflüsse bei der Impedanzberechnung. Das 
Verhalten der Algorithmen selbst steht nicht im Fokus dieser 
Gegenüberstellung, weshalb auf die Literatur verwiesen wird. 
Entsprechendes Verhalten in Hinsicht auf Gleichstromglieder, 
Lichtbogenspannungen und Kapazitäten im Messkreis, Fre-
quenzschwankungen und Stromwandlersättigung kann bei-
spielsweise aus [5] entnommen werden.   
Die Impedanzberechnung im Distanzschutz wird in Ab-
schnitt II beschrieben. Abschnitt III umfasst die Gegenüber-
stellung und Wertung von Zeitverzögerungen, internen Be-
rechnungsmöglichkeiten, verzerrten Signalen und zusätzlichen 
Impedanzen in der Fehlermasche bei unterschiedlicher Art der 
Implementierung des 𝑘୉-Faktors. Eine Beispielrechnung ist in 
Abschnitt IV dargestellt. Abschließend ist eine Zusammenfas-
sung in Abschnitt V aufgeführt. 
II. IMPEDANZBERECHNUNG IM DISTANZSCHUTZ 
Grundlage für die Berechnung der Mitimpedanz 𝑍ଵ bei Leiter-
Erde-Schleifen ist die Kompensation der Erdimpedanz 𝑍୉ mit 
dem komplexen kE-Faktor.  
 
A. Definition der Leiter-Erde-Schleife 
Als Messgrößen stehen dem Distanzschutz die drei Leiter-
Erde-Spannungen (𝑈୐ଵି୉, 𝑈୐ଶି୉, 𝑈୐ଷି୉) und die drei Leiter-
ströme (𝐼୐ଵ, 𝐼୐ଶ, 𝐼୐ଷ) zur Verfügung. Der Erdstrom 𝐼୉ kann 
über eine Holmgreenschaltung oder über Umbauwandler als 
Messgröße zur Verfügung gestellt werden. Erfolgt dies nicht, 
wird der Erdstrom über Gl. (1) berechnet. 
 𝐼୉ = −൫𝐼୐ଵ + 𝐼୐ଶ + 𝐼୐ଷ൯ (1)
Aus diesen Messgrößen lassen sich die Schleifenimpedanzen 
der drei Leiter-Leiter-Schleifen und der drei Leiter-Erde-
Schleifen berechnen. Die Berechnung der Leiter-Erde-Schlei-
fen erfolgt nach Bild 1. Für die Berechnung der Fehlermasche 
müssen die Spannungsfälle über den Selbstimpedanzen und 
die, durch induktive Kopplung hervorgerufenen, induzierten 
Spannungen berücksichtigt werden.  
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L3I
L2I
L1I
L3-EU
L2-EU
L1-EU k LEZ
k LEZ
k LEZ
s EZ
k LLZ
k LLZ
k LLZ
s LZ
s LZ
s LZ
EI
Bild 1: Fehler in der Leiter-Erde-Schleife L1-E (natürliches System)  
Mit der Annahme einer symmetrischen Kopplung wird für die 
Fehlermasche das folgende Ersatzschaltbild aufgestellt. 
L3I
L2I
L1I
L1-EU
s LZ
s LZ
k LL L2 Z ILs L 1 Z I k LL L3 Z I Ek LE Z I
Es E  Z I
EI
k LE L1 Z I k LE L2 Z I k LE L3 Z I
 Bild 2: Leiter-Erde-Schleife L1-E (natürliches System) mit  
             Berücksichtigung der Verkopplung in der Fehlermasche 
Mit der in Bild 2 dargestellten Fehlerschleife wird der Ma-
schenumlauf gebildet. Die Summe der Leiterströme wird zum 
Erdstrom nach Gl. (1) zusammengefasst. 
 𝑈୐ଵି୉ = ൫𝑍ୱ ୐ − 𝑍୩ ୐୐൯ ⋅ 𝐼୐ଵ 
            − ቀ𝑍ୱ ୉ − 𝑍୩ ୐୉ − ൫𝑍୩ ୐୉ − 𝑍୩ ୐୐൯ቁ ⋅ 𝐼୉ 
(2)
Mit der Maschengleichung lassen sich die Impedanzen in sym-
metrischen Komponenten beschreiben.  
 𝑍ଵ = 𝑍ୱ ୐ − 𝑍୩ ୐୐ (3)
 𝑍୉ = 𝑍ୱ ୉ − 𝑍୩ ୐୉ − ൫𝑍୩ ୐୉ − 𝑍୩ ୐୐൯ (4)
Mit den Impedanzen in symmetrischen Komponenten lässt 
sich die allgemeine Ersatzschaltung für eine Leiter-Erde-
Schleife darstellen.    
L-EU
1R
ER EjX
1 s L k LLZ Z Z 
 E s E k LE k LE k LLZ Z Z Z Z   
1jXLI
EI
Bild 3: Vereinfachte Darstellung von Fehlern in Leiter-Erde-Schleifen  
Die im Fehlerfall zu berechnende Impedanz ergibt sich aus der 
Maschengleichung (5) der betroffenen Leiter-Erde-Schleife. 
 𝑈୐ି୉ = 𝐼୐ ⋅ 𝑍ଵᇱ ℓ୏ − 𝐼୉   ⋅ 𝑍୉ᇱ ℓ୏ = 𝐼୐ ⋅ 𝑍ଵ − 𝐼୉   ⋅ 𝑍୉  (5)
B. Kompensation der Erdimpedanz – Berechnung im 
Frequenzbereich 
Die Berechnung im Frequenzbereich setzt komplexe Zeiger 
von Strom und Spannung voraus. Diese werden vorab mit ent-
sprechenden Algorithmen bestimmt. 
Um unabhängig von der Fehlerschleife die gleiche Impedanz 
zu verwenden, wird wie bei Leiter-Leiter-Fehlern auch bei Lei-
ter-Erde-Fehlern die Mitsystemimpedanz 𝑍ଵberechnet. Hierfür 
muss in jedem Fall die Erdimpedanz 𝑍୉ kompensiert werden. 
Die Umsetzung erfolgt nach 2 unterschiedlichen Methoden. 
 
1) Methode 1 – Mit komplexem Erdfehlerfaktor 𝑘ா 
Die Mitimpedanz 𝑍ଵ berechnet sich durch Umstellung der Ma-
schengleichung (5).  
  𝑍ଵ =
𝑈୐ି୉
𝐼୐ −  
 𝑍୉ᇱ
𝑍ଵᇱ
 ⋅  𝐼୉
=
𝑈୐ି୉
𝐼୐ − 𝑘୉  ⋅  𝐼୉
=  𝑅ଵ + j𝑋ଵ 
(6)
Der 𝑘୉-Faktor ist dabei ein fehlerentfernungsunabhängiger, 
komplexer Drehoperator, welcher aus den Leitungsparametern 
berechnet wird.   
 
𝑘
E
=
𝑍
E
𝑍
1
=
𝑍
0
− 𝑍
1
3 ⋅ 𝑍
1
 (7)
2) Methode 2 – Durch Trennung der Erdimpedanz [6] 
Bei dieser Variante erfolgt zunächst die Trennung der Impe-
danzen in Real- und Imaginärteil.  
 𝑈LିE = 𝐼L ⋅ (𝑅ଵ + j𝑋ଵ ) − 𝐼E ⋅ (𝑅୉ + j𝑋୉ ) (8)
 𝑈LିE = 𝑅ଵ ⋅ ቆ𝐼L −
𝑅୉ 
𝑅ଵ 
𝐼Eቇ + j𝑋ଵ ⋅ ቆ𝐼L −
𝑋୉ 
𝑋ଵ 
𝐼Eቇ (9)
Im Gegensatz zur Berechnung mit einem komplexen 𝑘୉-Fak-
tor sind hier zwei reelle Faktoren 𝑘ோா und 𝑘௑ா  zur Erdstrom-
kompensation erforderlich. Entsprechend der Methode 1 müs-
sen diese aus den Leitungsparametern bestimmt werden. 
 𝐼ோ = 𝐼୐ −
𝑅୉ 
𝑅ଵ 
⋅ 𝐼୉ = 𝐼୐ − 𝑘ୖ୉ ⋅ 𝐼୉    →      𝑘ோா =
𝑅୉ 
𝑅ଵ 
 (10)
 𝐼௑ = 𝐼୐ −
𝑋୉ 
𝑋ଵ 
⋅ 𝐼୉ = 𝐼୐ − 𝑘ଡ଼୉ ⋅ 𝐼୉    →      𝑘௑ா =
𝑋୉ 
𝑋ଵ 
 (11)
Resistanz und Reaktanz lassen sich nach Aufteilung der Gl. (8) 
in Real- und Imaginärteil nach den Gln. (12) und (13) berech-
nen.  
 𝑅ଵ =
Re൛𝑈୐ି୉ൟ ⋅ Re൛𝐼ଡ଼ൟ  +  Im൛𝑈୐ି୉ൟ ⋅ Im൛𝐼ଡ଼ൟ
Re൛𝐼ୖൟ ⋅ Re൛𝐼ଡ଼ൟ  +  Im൛𝐼ୖൟ ⋅ Im൛𝐼ଡ଼ൟ
 (12)
 𝑋ଵ =
Im൛𝑈୐ି୉ൟ ⋅ Re൛𝐼ୖൟ  −  Re൛𝑈୐ି୉ൟ ⋅ Im൛𝐼ୖൟ
Re൛𝐼ୖൟ ⋅ Re൛𝐼ଡ଼ൟ  +  Im൛𝐼ୖൟ ⋅ Im൛𝐼ଡ଼ൟ
 (13)
C. Kompensation  der Erdimpedanz – Berechnung im 
Zeitbereich  
Zur Bestimmung der Mitimpedanz wird die Maschenglei-
chung (5) im Zeitbereich gelöst. 
 𝑢୐ି୉(𝑡) = 𝑖୐(𝑡) ⋅ 𝑅ଵ − 𝑖୉(𝑡) ⋅ 𝑅୉                
−
d 𝑖୉(𝑡)
d𝑡
⋅ 𝐿୉ +
d 𝑖୐(𝑡)
d𝑡
⋅ 𝐿ଵ 
(14)
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Entsprechend der Berechnung im Frequenzbereich kann der 
𝑘୉-Faktor durch zwei verschiedene Methoden berücksichtigt 
werden. 
 
1) Methode 1 – Mit komplexem Erdfehlerfaktor 𝑘ா 
Die Herausforderung bei dieser Methode besteht in der Be-
rücksichtigung des komplexen 𝑘୉-Faktors mit Momentanwer-
ten (Zeitbereichsgrößen). Es können zwei konventionelle und 
ein neuartiges Verfahren zum Einsatz kommen.  
a) Konventionell 
Bei der konventionellen Berechnung wird der Momentanwert-
verlauf des Erdstroms korrigiert. Durch Zusammenfassen der 
Ströme nach Gl. (15) lässt sich die modifizierte Maschenglei-
chung (16) aufstellen. 
 𝑖(𝑡) = 𝑖୐(𝑡) − 𝑖୉ ୏୭୰୰(𝑡) = 𝑖୐(𝑡) − 𝑓൫𝑖୉(𝑡), 𝑘୉൯ (15) 
 𝑢୐ି୉(𝑡) = 𝑖(𝑡) ⋅ 𝑅ଵ +
d 𝑖(𝑡)
d𝑡 ⋅ 𝐿ଵ (16) 
Der modifizierte Strom 𝑖(𝑡) wird dann einem Abtastalgorith-
mus übergeben, welcher durch Lösen von Gl. (16) die Mitim-
pedanz bestimmt. Eine Korrektur des Erdstroms durch die Be-
rechnung des Produkts von komplexem 𝑘୉-Faktor und dem 
Zeitverlauf 𝑖୉(𝑡) ist jedoch nicht ohne weiteres möglich. 
 Der Momentanwertverlauf 𝑖୉ ୏୭୰୰(𝑡) kann dennoch 
bestimmt werden, wenn der Zeitverlauf 𝑖୉(𝑡) entweder in Ab-
hängigkeit des komplexen 𝑘୉-Faktors skaliert und zeitlich ver-
schoben wird (Variante ZV) oder dieser numerisch differen-
ziert und mit Real- und Imaginärteil des 𝑘୉-Faktors zusam-
mengefasst  wird (Varianten DF).  
Beide Varianten werden im Folgenden gegenübergestellt. 
VARIANTE ZV – ZEITLICHES VERSCHIEBEN 
In der komplexen Ebene wird der  𝑘୉-Faktor mit Gl. (17) und 
der Momentanwertverlauf mit einem rotierenden Zeiger nach 
Gl. (18) beschrieben.  
 𝑘୉ = ห𝑘୉ห ⋅ ൣcos൫∠𝑘୉൯ + j sin(∠𝑘୉)൧ (17)
 𝚤̃୉(𝑡) = 𝚤୉̂ ⋅ [cos(𝜔𝑡) + j sin(𝜔𝑡)]  (18)
Der korrigierte Zeitverlauf 𝑖୉ ୏୭୰୰ ୞୚(𝑡) wird aus dem Realteil 
des komplexen Produkts bestimmt.  
 𝑖୉ ୏୭୰୰ ୞୚(𝑡) = Re൛?̃?୉(𝑡) ⋅ 𝑘୉ൟ 
= 𝚤୉̂ ⋅ ห𝑘୉ห ⋅ cos൫𝜔𝑡 + ∠𝑘୉൯ 
(19)
Es wird ersichtlich, dass die Multiplikation eine Skalierung des 
Erdstroms um den Faktor ห𝑘୉ห sowie eine stationäre Winkel-
drehung zur Folge hat. Für die Berechnung im Zeitbereich be-
deutet dies, dass der Momentanwertverlauf mit dem Betrag 
ห𝑘୉ห multipliziert und um eine, vom Winkel abhängige Zeit 
Δ𝑡 = 𝑓൫∠𝑘୉൯ verschoben werden muss. Die zeitliche Ver-
schiebung kann dabei immer nur für die Grundschwingungs-
frequenz 𝑓୒ korrekt bestimmt werden.  
 Δ𝑡൫∠𝑘୉൯ =
∠𝑘୉
2π𝑓୒
=
∠𝑘୉
𝜔୒
  (20)
Für den korrigierten Erdstromzeitverlauf lässt sich schreiben: 
 𝑖୉ ୏୭୰୰ ୞୚(𝑡) = ห𝑘୉ห ⋅ 𝑖୉ ൬𝑡 +
∠𝑘୉
𝜔୒
൰ (21)
Für die Impedanzberechnung wird dieser entsprechend der Va-
riante ZV in Gl. (15) eingesetzt. 
 𝑖୞୚(𝑡) = 𝑖୐(𝑡) − ห𝑘୉ห ⋅ 𝑖୉ ൬𝑡 +
∠𝑘୉
𝜔୒
൰ (22)
Zur Berechnung der Mitimpedanz 𝑍ଵ ୞୚ werden dann Vektoren 
mit Momentanwerten der Leiter-Erde-Spannungen 𝒖𝐋ି𝐄 und 
der modifizierten Ströme 𝒊୞୚ verwendet. 
 𝑍ଵ ୞୚ = 𝑅ଵ ୞୚ + j𝜔𝐿ଵ ୞୚ = 𝑓൫Algo(𝒖𝐋ି𝐄, 𝒊୞୚)൯ (23)
VARIANTE DF – NUMERISCHE DIFFERENTIATION 
Eine weitere Möglichkeit der Berechnung wird durch Defini-
tion eines Differential-Algebraischen Operators möglich.  
Bei Betrachtung der Analogie zum Frequenzbereich entspricht 
die Multiplikation mit der imaginären Einheit einer Zeigerdre-
hung um π/2. Wenn im Zeitbereich von sinusförmigen Sig-
nalverläufen ausgegangen wird, kann eine Drehung um π/2 
durch numerische Differentiation erfolgen. 
 d sin(𝜔𝑡)
d𝑡 = 𝜔 ⋅ cos
(𝜔𝑡) = 𝜔 ⋅ sin ቀ𝜔𝑡 +
π
2ቁ (24)
Da nur die Grundschwingungskomponente korrigiert werden 
soll, muss eine Skalierung des Differentiationsergebnisses auf 
die Grundschwingungsfrequenz 𝜔  durchgeführt werden. So-
mit wird sichergestellt, dass lediglich die Winkeldrehung 
durch numerische Differentiation erfolgt. 
 1
𝜔 
⋅
d sin(𝜔𝑡)
d𝑡
=
𝜔
𝜔 
⋅ cos(𝜔𝑡) = sin ቀ𝜔𝑡 +
π
2
ቁ (25)
Für die Berechnung des korrigierten Momentanwertverlaufes 
𝑖୉ ୏୭୰୰ ୈ୊(𝑡) lässt sich der Operator 𝑘୉ ୓୔ wie folgt definieren. 
 
𝑘୉ ୓୔  ≔ ቌRe ቄ𝑘Eቅ +
Im ቄ𝑘Eቅ
𝜔 
⋅
d
d𝑡
ቍ (26)
Die Anwendung des Operators auf den Momentanwertverlauf 
𝑖୉(𝑡) liefert den korrigierten Erdstrom 𝑖୉ ୏୭୰୰ ୈ୊(𝑡).  
 𝑖୉ ୏୭୰୰ ୈ୊(𝑡) = 𝑘୉ ୓୔ 𝑖୉(𝑡) 
= Re൛𝑘୉ൟ ⋅ 𝑖୉(𝑡) +
1
𝜔 
⋅
d 𝑖୉(𝑡)
d𝑡
⋅ Im൛𝑘୉ൟ 
(27)
Für die Impedanzberechnung wird dieser entsprechend der Va-
riante ZV in Gl. (15) eingesetzt. 
 𝑖ୈ୊(𝑡) = 𝑖୐(𝑡) − Re൛𝑘୉ൟ ⋅ 𝑖୉(𝑡) −
d 𝑖୉(𝑡)
d𝑡
⋅
Im൛𝑘୉ൟ
𝜔 
 (28)
Für die Berechnung der Mitimpedanz 𝑍ଵ DF werden Vektoren 
mit Momentanwerten 𝒖𝐋ି𝐄 und 𝒊DF verwendet. 
 
 𝑍ଵ ୈ୊ = 𝑅ଵ ୈ୊ + j𝜔𝐿ଵ ୈ୊ = 𝑓൫Algo(𝒖𝐋ି𝐄, 𝒊ୈ୊)൯ (29)
 
b) Neu: Variante AD – Berechnung von Admittanzen 
Bei einem neuen Verfahren [7] (Variante AD) wird zunächst 
die Admittanz durch Invertierung der Ansatzgleichung (6) be-
trachtet. 
 1
𝑍ଵ ୅ୈ 
= 𝑌ଵ =
𝐼୐
𝑈୐ି୉
− 𝑘୉ ⋅
𝐼୉
𝑈୐ି୉
= 𝑌 ୐ − 𝑘୉ ⋅ 𝑌 ୉  (30)
Da nach der Invertierung keine Summe im Nenner auftritt, 
kann die invertierte Impedanz als Differenz der Admittanzen 
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𝑌୐ und 𝑘୉ ⋅ 𝑌୉ aufgefasst werden. Die Admittanzen 𝑌୐ und 𝑌୉ 
lassen sich als reziproke Berechnungsergebnisse ursprüngli-
cher Distanzschutzalgorithmen interpretieren.  
 𝑌୐ = 𝑍୐ ୅୪୥୭ିଵ        und     𝑌୉ = 𝑍୉ ୅୪୥୭ିଵ  (31)
Dabei werden dem jeweiligen Algorithmus Vektoren mit Ab-
tastwerten von Strom- und Spannungswerten 𝒊୐ bzw. 𝒊୉ und 
𝒖𝐋ି𝐄 übergeben.  
 𝑍୐ ୅୪୥୭ = 𝑅୐ + j𝜔𝐿୐ = 𝑓൫Algo(𝒖𝐋ି𝐄, 𝒊୐)൯ (32)
 𝑍୉ ୅୪୥୭ = 𝑅୉ + j𝜔𝐿୉ = 𝑓൫Algo(𝒖𝐋ି𝐄, 𝒊୉)൯ (33)
Die resultierende Mitsystemimpedanz der Leiter-Erde-
Schleife berechnet sich aus der reziproken Differenz der Ad-
mittanzen 𝑌୐ und 𝑘୉ ⋅ 𝑌୉.  
 𝑍ଵ ୅ୈ = 𝑌ଵିଵ = ൫𝑌୐ − 𝑘୉ ⋅ 𝑌୉൯
ିଵ
 (34)
 
2) Methode 2 – Durch Trennung der Erdimpedanz [6] 
Bei dieser Variante erfolgt zunächst die Trennung der Impe-
danzen in Resistanz und Induktivität.  
  𝑢LିE(𝑡) = 𝑅ଵ ⋅ 𝑖L(𝑡) − 𝑅୉ ⋅ 𝑖E(𝑡) +
d 𝑖୐(𝑡)
d𝑡 𝐿ଵ
 −
d 𝑖୉(𝑡)
d𝑡 𝐿୉
  (35)
  𝑢LିE(𝑡) = 𝑅ଵ ቈ𝑖L(𝑡) −
𝑅୉ 
𝑅ଵ 
𝑖E(𝑡)቉ + 𝐿ଵ ⋅
d
d𝑡 ൤𝑖L
(𝑡) −
𝐿୉
𝐿ଵ
𝑖E(𝑡)൨ (36)
Im Gegensatz zur Berechnung mit einem komplexen 𝑘୉-Fak-
tor sind hier zwei reelle Faktoren 𝑘ோா und 𝑘௑ா  zur Erdstrom-
kompensation entsprechend den Gln. (10) u. (11) erforderlich. 
Die Multiplikation der Faktoren 𝑘ோா und 𝑘௑ா  mit Momentan-
werten stellt kein Problem dar. Zur Impedanzberechnung wer-
den die Ströme 𝑖R (𝑡) und 𝑖X (𝑡) in Gl. (36) eingesetzt.  
 𝑖R (𝑡) = 𝑖L(𝑡) −
𝑅୉ 
𝑅ଵ 
⋅ 𝑖E(𝑡) = 𝑖L(𝑡) − 𝑘ோா ⋅ 𝑖E(𝑡) (37)
 𝑖X  (𝑡) = 𝑖L(𝑡) −
𝐿୉ 
𝐿ଵ 
⋅ 𝑖E(𝑡) = 𝑖L(𝑡) − 𝑘௑ா ⋅ 𝑖E(𝑡) (38)
 𝑢LିE(𝑡) = 𝑅ଵ ⋅ 𝑖R (𝑡) + 𝐿ଵ ⋅
d 𝑖X (𝑡)
d𝑡
 (39)
Zur Berechnung der Impedanz werden dann Vektoren 𝒖୐ି୉, 
𝒊ோ und 𝒊௑ mit Abtastwerten der Leiter-Erde-Spannungen  und 
der modifizierten Ströme für die Berechnung verwendet. 
 𝑍ଵ = 𝑅ଵ + j𝜔𝐿ଵ = 𝑓൫Algo(𝒖୐ି୉, 𝒊ோ , 𝒊௑)൯ (40)
III. EINFLUSS DER IMPLEMENTIERUNG 
Durch die Implementierung ergeben sich Unterschiede bei der 
Berechnung der Schleifenimpedanz. Da gerade nach Kurz-
schlusseintritt die schnelle und sichere Berechnung oberste 
Priorität hat, müssen Zeitverzögerungen, der Einfluss überla-
gerter Oberschwingungen und des abklingenden Gleichanteils 
im Kurzschlussstrom abgeschätzt werden. 
 
A. Zeitverzögerungen 
Bei der Bewertung zeitlicher Verzögerungen muss zwischen 
der Eigenzeit des eingesetzten Algorithmus und einer zusätzli-
chen, von der Implementierung abhängigen, Zeitverzögerung 
unterschieden werden. 
 
 
 
1) Eigenzeiten von Distanzschutzalgorithmen 
Eine korrekte Berechnung der Schleifenimpedanz kann nur er-
folgen, wenn die Datenfenster des Algorithmus mit Abtastwer-
ten eines Systemzustands gefüllt sind. Dies bedeutet, dass nach 
Eintritt des Fehlerfalls zunächst die Eigenzeit des Algorithmus 
gewartet werden muss, bis genügend Abtastwerte vorhanden 
sind und die Schleifenimpedanz sicher berechnet werden kann.   
 
Bild 4: Datenfenster über Kurzschlussstromverlauf (exemplarisch) 
Unterschiede ergeben sich durch die Wahl der Algorithmen bei 
Berechnung im Zeit- oder Frequenzbereich. 
 
a) Berechnung im Frequenzbereich 
Die Berechnung im Frequenzbereich setzt die Kenntnis kom-
plexer Strom- und Spannungszeiger voraus. Algorithmen, wel-
che Grundschwingungszeiger sicher auf Basis von Abtastwer-
ten bestimmen, benötigen immer mindestens eine Periode der 
Grundschwingung. Bei 50-Hertz-Vorgängen beträgt die Ei-
genzeit deshalb mindestens 20 Millisekunden. Sie ist unabhän-
gig von der Abtastrate der Messwerterfassung. 
 𝑡୉୧୥ୣ୬ ୅୪୥୭ ୊୆ ≥ 20 ms (41)
b) Berechnung im Zeitbereich 
Bei der Berechnung im Zeitbereich wird die DGL (14) gelöst. 
Die Bestimmung der Mitimpedanz ist bei differenzierenden 
Algorithmen, wie bei den Algorithmen von Lobos, mit weni-
gen Abtastpunkten (AP) möglich. Die A3- und A4- Methode 
von Lobos berechnet die Mitimpedanz mit 3 bzw. 4 AP. Die 
Eigenzeit des Algorithmus ist von der Abtastrate der Messwer-
terfassung abhängig (𝑛- Anzahl der AP). 
 𝑡୉୧୥ୣ୬ ୅୪୥୭ ୐୭ୠ୭ୱ =
𝑛 − 1
𝑓୑ୣୱୱ
  (42)
Wird die DGL (14) durch Integration gelöst, besteht ein Zu-
sammenhang zwischen Eigenzeit des Algorithmus und der 
Größe sowie Anordnung der Integrationsfenster. Beim Algo-
rithmus von McInnes/Morrison lässt sich die Eigenzeit durch 
die Anzahl der Abtastpunkte in einem Datenfenster und deren 
Überlappungsbreite beschreiben.  
...
ki 1li  li1ki  ...
...
mi 1ni  ni1mi  ...
Daten fenster  1
Daten fenster  2
Über lappungsbereich  
Bild 5: Datenfenster beim Algorithmus nach McInnes/Morrison 
Die Eigenzeit des Algorithmus ist von der Abtastrate der Mess-
werterfassung abhängig (𝑤ୈ- Anzahl der AP im Datenfens-
ter; 𝑤୓- Anzahl der AP im Überlappungsbereich). 
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 𝑡୉୧୥ୣ୬ ୑୍୑ =
2 ⋅ 𝑤ୈ − 𝑤୓ − 1
𝑓୑ୣୱୱ
  (43)
2) Einfluss der Implementierung 
Der Einfluss der Implementierung hat bei Zeitbereichsalgo-
rithmen Relevanz, da durch die Berechnungsmethoden zusätz-
liche Zeitverzögerungen auftreten können.  
a) Variante ZV – Zeitliches Verschieben  
Bei der zeitlichen Verschiebung des Momentanwertverlaufes 
ist das Vorzeichen des Winkels vom 𝑘୉-Faktor ausschlagge-
bend. Bei positiven Winkeln werden zum Berechnungszeit-
punkt Abtastwerte benötigt, welche noch in der Zukunft lie-
gen. In diesem Fall muss gewartet werden bis die Abtastpunkte 
aufgenommen wurden. Bei negativen Winkeln ist dies nicht 
der Fall, die Abtastwerte liegen in der Vergangenheit. 
 
Δ𝑡୞୚ = ൞
1
𝑓୑ୣୱୱ
⋅ ൬඄
∠𝑘୉
2π ⋅
𝑓୑ୣୱୱ
𝑓୒
ඈ൰  ∠𝑘୉ > 0
   
0  ∠𝑘୉ ≤ 0
 (44)
b) Variante DF – Numerische Differentiation 
Bei der numerischen Differentiation kommt es auf die Wahl 
des Differenzenquotienten an. Für die Berechnung des Quoti-
enten wird die Differenz von Abtastwerten Δ𝑓 in das Verhält-
nis zum Berechnungsintervall Δ𝑡 gesetzt.  
f t( )
t
 
 


f
t
t
f
Bild 6: Differenzenquotient (allgemein) 
Prinzipiell besteht die Möglichkeit die zeitliche Ableitung 
durch den Vorwärts- (VDQ), den Rückwärts- (RDQ) oder den 
zentralen Differenzenquotienten (ZDQ) zu berechnen. 
Beim VDQ wird die zeitliche Ableitung durch die über ein Re-
chenintervall gewichtete Differenz dem älteren Abtastzeit-
punkt zugeordnet. Bei der Berechnung des RDQ wird entspre-
chend vorgegangen, wobei der Anstieg dem zeitlich jüngeren 
Zeitpunkt zugeordnet wird.   
Der ZDQ entspricht einer Mischung zwischen VDQ und RDQ. 
Bei dieser Variante wird die zeitliche Ableitung über 2 Re-
chenintervalle durch die Differenz des zeitlich in der Zukunft 
liegenden und einem zeitlich zurückliegenden Funktionswert 
bestimmt. Die zeitliche Ableitung wird dem mittleren Zeit-
punkt zugeordnet.   
VDQ: 
d𝑓(𝑡)
d𝑡 ቤ௧೔
=
൫𝑓(𝑡௜ାଵ) − 𝑓(𝑡௜)൯
Δ𝑇  (45)
RDQ: 
d𝑓(𝑡)
d𝑡 ቤ௧೔
=
𝑓(𝑡௜) − 𝑓(𝑡௜ିଵ)
Δ𝑇  (46)
ZDQ: 
d𝑓(𝑡)
d𝑡
ቤ
௧೔
=
𝑓(𝑡௜ାଵ) − 𝑓(𝑡௜ିଵ)
2 ⋅ Δ𝑇
 (47)
Das Zeitintervall Δ𝑇 wird durch die Abtastrate der Messwer-
terfassung 𝑓୑ୣୱୱ bestimmt. Da beim RDQ zum Berechnungs-
zeitpunkt alle Abtastwerte in der Vergangenheit liegen, tritt 
keine Zeitverzögerung auf. Beim VDQ und ZDQ muss ein Ab-
tastintervall gewartet werden, da der für die Berechnung benö-
tigte Funktionswert in der Zukunft liegt.  
 Δ𝑡ୖୈ୕ = 0 (48)
 Δ𝑡୚ୈ୕ = Δ𝑡୞ୈ୕ = Δ𝑇 =
1
𝑓୑ୣୱୱ
 (49)
Alternativ können auch Approximationen mit Polynomen zur 
Anwendung kommen. Diese sind analytisch differenzierbar, 
kennzeichnen sich aber durch einen höheren Rechenaufwand.  
c) Variante AD – Admittanzberechnung  
Bei der neuen Variante muss der Distanzschutzalgorithmus im 
Relais doppelt so häufig aufgerufen werden. Dies stellt aber in 
modernen Relais durch hohe Rechenkapazitäten kein Problem 
dar. Eine zeitliche Verzögerung durch die Implementierung 
tritt nicht auf. 
B. Interne Berechnung 
Als weiterer Einfluss zählt die Verfälschung bei der Impedanz-
berechnung durch die Approximation von Abtastwerten bei 
der Variante ZV. Hintergrund ist, dass nicht ausgeschlossen 
werden kann, dass durch den Winkel des 𝑘୉-Faktors und der 
Abtastrate der Messwerterfassung, Abtastpunkte benötigt wer-
den, welche zwischen zwei Abtastzeitpunkten liegen. In Die-
sem Fall muss der Zeitverlauf approximiert werden. Zur Mini-
mierung des numerischen Rechenaufwands erfolgt die Appro-
ximation vorwiegend durch Polynome ersten Grades. 
f t( )
t
if -1
if +1
it -1 it it +1
Abt approxf
Abt idealf
 Bild 7: Kurvenapproximation mit einem Polynom ersten Grades 
Approximationen dieser Art führen zu einem stationären 
Messfehler. 
C. Einfluss des abklingenden Gleichanteils im 
Kurzschlussstrom  
Generell muss immer mit einem abklingenden Gleichanteil im 
Kurzschlussstrom gerechnet werden, da dieser durch den Feh-
lereintrittszeitpunkt bestimmt wird. Der Kurzschlussstromver-
lauf setzt sich aus einem abklingenden Gleichanteil (DC-
Anteil) und einem Wechselanteil (AC-Anteil) zusammen. Der 
abklingende Gleichanteil 𝑖୏ ୈେ(𝑡) wird mit einer Exponential-
funktion beschrieben. Das Abklingverhalten ist durch die Zeit-
konstante der Kurzschlussmasche 𝜏୏ bzw. deren 𝐿୏/𝑅୏ - Ver-
hältnis definiert. Der Wechselanteil 𝑖୏ ୅େ(𝑡) repräsentiert den 
Wechselanteil im Kurzschlussstrom.  
 𝑖୏(𝑡) = √2 ⋅ 𝐼୏ᇱᇱ ⋅ ቈsin(𝜔𝑡 + 𝛩) + sin(𝛩) ⋅ 𝑒
ି ௧ఛే቉ (50)
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1) Berechnung im Frequenzbereich 
Bei der Berechnung im Frequenzbereich wird das Frequenz-
spektrum des abklingenden Gleichanteils betrachtet. 
 

 t
e K 1
K
Kj


 
(51)
Für das Amplitudenspektrum ergibt sich folgender Verlauf: 

G( )
/e tF{ }
 Bild 8: Amplitudenspektrum einer abklingenden Exponential- 
            funktion (exemplarisch) 
Es ist ersichtlich, dass abklingende Gleichanteile auf den kom-
pletten Frequenzbereich wirken. Algorithmen, welche auf Ba-
sis von Korrelation zur Grundschwingung komplexe Zeiger 
berechnen, erfassen auch die Grundschwingungsanteile der ab-
klingenden Exponentialfunktion und werden verfälscht. 
Der Phadke-Ibrahim-Algorithmus mit einem Auswertefenster 
von einer Netzperiode hat die folgende Filtercharakteristik:  
 
Bild 9: Filterkennlinie Phadke-Ibrahim-Algorithmus  
             (auf 50 Hertz abgestimmt) 
Setzt man die Filtercharakteristik in Relation zum Frequenz-
gang der abklingenden Exponentialfunktion, wird erkennbar, 
dass einige Frequenzanteile nur schwach gedämpft werden und 
damit zu einer Verfälschung des Ergebnisses des Algorithmus 
führen. Exakte Grundschwingungszeiger können nur dann be-
rechnet werden, wenn entweder der Gleichanteil vollständig 
abgeklungen ist oder durch gezieltes Design des Stromwand-
lers der Gleichanteil unterdrückt wird.   
 
2) Berechnung im Zeitbereich 
 
Da Zeitbereichsalgorithmen eine DGL lösen, muss der abklin-
gende Gleichanteil möglichst genau übertragen werden, da 
sonst die Zeitverläufe nicht die Ansatzgleichung (16) beschrei-
ben. Obwohl bei korrekter Übertragung Zeitbereichsalgorith-
men exakt arbeiten, hat die Art der Implementierung einen 
Einfluss auf die Impedanzberechnung, wenn der Erdstrom mit 
konventionellen Varianten (Varianten ZV und DF) vor der Im-
pedanzberechnung korrigiert wird. 
Das Verfahren (Variante AD) arbeitet exakt, da der 𝑘୉-Faktor 
nach der Impedanzberechnung zur Korrektur verwendet wird. 
a) Variante ZV – Zeitliches Verschieben 
Beim Zeitlichen Verschieben des Momentanwertverlaufes 
kann immer nur die Grundschwingungskomponente exakt ver-
schoben werden. Hintergrund ist, dass die zeitliche Verschie-
bung auf die Grundschwingung abgestimmt ist. Dabei wird die 
Zeitverschiebung nach Gl. (20) unter Einbeziehung der Netz-
frequenz berechnet. Aus diesem Grund wäre eine exakte Be-
rechnung nur möglich, wenn jede Spektralkomponente in Ab-
hängigkeit des Winkels vom ∠𝑘୉-Faktor verschoben wird. 
  Da eine solche zeitliche Verschiebung praktisch nicht 
realisierbar ist, verfälschen abklingende Gleichanteile die Im-
pedanzberechnung nach Kurzschlusseintritt.  
b) Variante DF – Numerische Differentiation 
Die Differentiation im Frequenzbereich entspricht einer Mul-
tiplikation mit j𝜔. 
 
t
d
d 
j
 
(52)
Da auch bei dieser Variante der Differenzenquotient auf die 
Grundschwingung abgestimmt ist, kommt es durch die Diffe-
rentiation zur Verfälschung der im abklingenden DC-Anteil 
enthaltenen Spektralkomponenten. Je nach Frequenzverhältnis 
werden Spektralanteile reduziert ( ఠ
ఠొ
< 1) o. verstärkt ( ఠ
ఠొ
> 1). 
Durch die jeweils reduziert und verstärkt wirkenden Spektral-
anteile im Frequenzspektrum wird auch bei dieser Variante der 
Implementierung die Impedanzberechnung durch abklingende 
Gleichanteile nach Kurzschlusseintritt verfälscht. 
 
D. Verhalten bei Oberschwingungen 
Da generell Verzerrungen der Signale durch überlagerte Ober-
schwingungen nicht auszuschließen sind, kann die Impedanz-
berechnung durch diese verfälscht werden. Dabei muss unter-
schieden werden, ob die Berechnung im Zeit- oder Frequenz-
bereich erfolgt.  
 
1) Berechnung im Frequenzbereich 
Bei Berechnung der komplexen Zeiger durch Korrelationsfil-
ter wird bei Betrachten der Filterkennlinie nach Bild 9 ersicht-
lich, dass überlagerte Oberschwingungen mit ganzzahliger 
Ordnung keinen signifikanten Einfluss auf die Zeigerberech-
nung haben, da diese nahezu vollständig unterdrückt werden.   
Korrelationsfilter berechnen demnach immer die Zeiger der 
Grundschwingung und sind robust gegenüber Harmonischen. 
 
2) Berechnung im Zeitbereich 
Generell gelten die Zusammenhänge entsprechend Abschnitt 
III.C.2), wobei sich im Gegensatz zum exponentiell abklingen-
den Gleichanteil das Frequenzspektrum der Harmonischen auf 
Vielfache der Grundschwingung beschränkt. 
Zeitbereichsalgorithmen können durch überlagerte Harmoni-
sche verfälscht werden. Vorteilhaft kann der Einsatz des Algo-
rithmus von McInnes/Morrison sein, da der Filtereffekt der In-
tegration gezielt zur Unterdrückung bestimmter Harmonischer 
genutzt werden kann. Dabei ist es sinnvoll die Größe der Da-
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tenfenster so zu wählen, dass diese vollständig mit der Perio-
denlänge einer Harmonischen übereinstimmen. Die durch In-
tegration berechnete Fläche über dem Zeitverlauf des Spekt-
ralanteils ist dann Null, sodass die Berechnung der Signal-Zeit-
Fläche nicht verfälscht wird und die Impedanzberechnung un-
eingeschränkt funktioniert.  
Bei Berechnung nach den Varianten ZV und DF kommt es 
durch die in III.C.2)a) und III.C.2)b) beschriebenen Zusam-
menhänge zu Verfälschungen bei der  Impedanzberechnung. 
 
E. Einfluss von Impedanzen an der Fehlerstelle 
Neben den Übergangswiderständen der Masterdungsanlage 
treten zusätzliche Impedanzen beim Brennen von Lichtbögen 
an der Fehlerstelle auf. Lichtbögen bilden eine in erster Nähe-
rung rechteckförmige Gegenspannung aus und besitzen eine 
zum Kurzschlussstrom vernachlässigbare Phasendifferenz.   
Für eine vereinfachte Grundschwingungsbetrachtung kann 
demnach zusätzlich eine konstante Resistanz in der Fehlerma-
sche angenommen werden. Diese führt bei zweiseitiger Spei-
sung in der Regel zu einem Messfehler in Resistanz und Reak-
tanz. Bei einseitig gespeisten Leitungen bildet sich der Mess-
fehler je nach Art der Berücksichtigung des 𝑘୉-Faktors unter-
schiedlich in Resistanz und Reaktanz ab. Unterschiede ergeben 
sich durch die Kompensation der Erdimpedanz mit einem 
komplexen 𝑘୉-Faktor oder durch Trennung der Erdimpedanz 
(Vgl. Methode I und II in Abschnitt II).  
Die Maschengleichung der fehlerbetroffenen Schleife lautet in 
diesem Fall: 
 𝑈୐ି୉ = 𝐼୐ ⋅ ൫𝑍ଵ + 𝑅୞୳ୱ൯ − 𝐼୉   ⋅ 𝑍୉  (53)
Der stationäre Messfehler lässt sich durch Auswertung der mo-
difizierten Maschengleichung (53) bestimmen. Hierfür werden 
die im Distanzschutz berechneten Impedanzen bei einem zu-
sätzlichen Widerstand in der Kurzschlussmasche dem impe-
danzlosen Kurzschluss gegenübergestellt. Der Koeffizienten-
vergleich liefert den stationären Messfehler Δ𝑍.  
 𝑍୑ୣୱୱ = 𝑍ଵ + Δ𝑍 = 𝑍ଵ + Δ𝑅 + jΔ𝑋 (54)
Tabelle 1: Stationärer Messfehler bei zusätzlichem Lichtbogenwider-
stand 𝑹𝐙𝐮𝐬 
 Methode 1 
(komplexes 𝒌𝐄) 
Methode 2 
(Trennung der Erdimpedanz) 
Δ𝑅 = Re ቊ
𝑅୞୳ୱ ⋅ 𝐼୐
𝐼୐ − 𝑘E ⋅ 𝐼୉
ቋ 
𝑅ଵ ⋅ 𝑅୞୳ୱ
𝑅ଵ + 𝑅୉
 
Δ𝑋 = Im ቊ
𝑅୞୳ୱ ⋅ 𝐼୐
𝐼୐ − 𝑘E ⋅ 𝐼୉
ቋ 0 
Bei der Impedanzberechnung nach Methode 1 bildet sich der 
Messfehler sowohl in der Resistanz, als auch in der Reaktanz 
ab. Zudem ist dieser abhängig vom Winkel des 𝑘୉-Faktors. Für 
den Spezialfall eines reellen 𝑘୉ bildet sich der Messfehler auch 
bei Methode 1 nur in der Resistanz ab.   
Durch die Trennung der Resistanz und Reaktanz nach Me-
thode 2 führt ein zusätzlicher Widerstand zu einer Verfäl-
schung in R-Richtung (Vgl. [6]). Die Reaktanz wird unver-
fälscht berechnet. 
 
IV. BEISPIELRECHNUNG 
Anhand zweier Simulationen werden im Folgenden die gezeig-
ten Phänomene gegenübergestellt. Als Übertragungsstrecke 
wird eine 100 km lange Freileitung (Donaumastbild) ange-
nommen. Der 𝑘୉-Faktor wir nach Gl. (7) berechnet. 
 
 𝑘୉ =
𝑍଴ − 𝑍ଵ
3 ⋅ 𝑍ଵ
= 0,7683 − j 0,0627  (55)
Netz Messung
Relais
Leitung 
(1. Zone)
LastLeitung (2. Zone)Fehler
Bild 10:  Netzmodell zum Vergleich der Berücksichtigung des Erdstro-
mes 
Die Distanz zum Fehlerort wird auf 80 % der Leitungslänge 
gelegt, welche üblicherweise die Grenze zwischen erster und 
zweiter Zone im Distanzrelais entspricht. Der Fehlereintritts-
zeitpunkt wird so gewählt, dass der Gleichanteil im Kurz-
schlussstrom maximal wird (vollverlagerter Kurzschluss-
strom). Gegenübergestellt wird eine Berechnung mit idealen 
Signalverläufen (unverzerrte Signale) zu einer Simulation mit 
einem auf die Grundschwingung bezogenen Oberschwin-
gungsanteil von 10 % der dritten Harmonischen in der Span-
nung. Der Oberschwingungspegel im Kurzschlussstrom ergibt 
sich durch die Impedanzen des simulierten Teilnetzes.  
Für die Berechnung der Impedanzen in Echtzeit wird eine Ab-
tastfrequenz von einem Kilohertz angenommen, so dass nach 
jeder Millisekunde eine neue Impedanz zur Verfügung steht. 
Die Berechnung im Zeitbereich erfolgt mit dem Algorithmus 
von McInnes/Morrison, wobei die Größe der Datenfenster mit 
5 Abtastpunkten festgelegt wird. Hintergrund ist, dass bei ei-
nem derartigen Datenfenster und angenommener Abtastrate 
die dritte Harmonische nicht durch den Filtereffekt der Integra-
tion unterdrückt wird. Der Überlappungsbereich der Daten-
fenster wird mit 2 Abtastpunkten festgelegt.   
Die Eigenzeiten der Algorithmen ergeben sich für den Phadke-
Ibrahim-Algorithmus (Frequenzbereich) nach Gl. (41) und für 
den Algorithmus von McInnes/Morrison bei Berechnung mit 
der Variante ZV und AD nach Gl. (43). Bei der Variante DF 
kommt es durch die Berechnung mit dem zentralen Diffe-
renzenquotienten zu einer Erhörung der Eigenzeit um Eine 
Millisekunde (Vgl. Gl.(49)). 
 
Tabelle 2: Eigenzeiten der betrachteten Algorithmen 
Bereich Algorithmus Eigenzeit 
Frequenzbereich Phadke-Ibrahim 20 ms 
Zeitbereich McInnes/Morrison (DF) 8 ms 
Zeitbereich McInnes/Morrison (ZV) 7 ms 
Zeitbereich McInnes/Morrison (AD) 7 ms 
 
Dargestellt wird die Impedanz in der komplexen Ebene und 
getrennt für Resistanz und Reaktanz über der Zeit. 
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A. Berechnung mit unverzerrten Zeitverläufen 
Bild 11: Unverzerrte Signale - Impedanzen in der komplexen Ebene 
 
Bild 12: Unverzerrte Signale: Resistanz und Reaktanz nach Fehler-  
               eintritt 
Durch den exponentiell abklingenden Gleichanteil kommt es 
bei der Berechnung im Frequenzbereich und im Zeitbereich 
bei Variante ZV und DF zu einem Einschwingen um den Re-
ferenzwert. Weiterhin erreicht die Impedanz bei Berechnung 
nach der Methode ZV nicht die Referenz. Der stationäre Mess-
fehler ist auf die Approximation des Erdstromes durch ein Po-
lynom ersten Grades zurückzuführen (Vgl. Abschnitt III.B). 
Die Implementierung bei der Admittanzmethode verfälscht 
den Signalverlauf nicht, sodass die Impedanz sehr schnell auf 
dem Referenzwert liegt. 
B. Berechnung mit überlagerten Oberschwingungen 
 
Bild 13: Verzerrte Signale - Impedanzen in der komplexen Ebene 
 
Bild 14: Verzerrte Signale: Resistanz und Reaktanz nach Fehler- 
               eintritt  
Neben dem Einfluss des exponentiell abklingenden Gleichan-
teils wird die Impedanzberechnung zusätzlich durch die Ober-
schwingungen verfälscht. Der Referenzwert wird nicht er-
reicht, jedoch zeichnet sich eine unterschiedliche Schwan-
kungsbreite um den Referenzwert ab. Die Berechnung mit Ad-
mittanzen zeichnet sich insgesamt durch die geringste Schwan-
kungsbreite aus. 
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V. ZUSAMMENFASSUNG 
 
Für die Berechnung der Mitimpedanz bei Leiter-Erde-Fehlern 
kann der komplexe 𝑘୉-Faktor durch verschiedene Verfahren in 
die Berechnung eingebunden werden. Prinzipiell werden zwei 
Methoden verwendet, welche sich durch den Einfluss bei der 
Impedanzberechnung bei zusätzlichen Widerständen in der 
Kurzschlussmasche unterscheiden. Beide Methoden sind den-
noch im Zeit- und Frequenzbereich anwendbar. Durch die Art 
der Implementierung kann gezielt Einfluss auf die transiente 
Genauigkeit der berechneten Mitimpedanz nach Fehlereintritt 
genommen werden. Die unterschiedlichen Möglichkeiten der 
Implementierung des 𝑘୉-Faktors  haben dabei einen Einfluss 
auf zusätzliche Zeitverzögerungen. Weiterhin unterscheidet 
sich der Einfluss auf die Impedanzberechnung durch die Mög-
lichkeiten der Implementierung bei überlagerten Spektralkom-
ponenten, wie sie bei exponentiell abklingenden Gleichantei-
len im Kurzschlussstrom oder bei überlagerten Oberschwin-
gungen auftreten. 
 
Tabelle 3: Einfluss auf Genauigkeit bei Zeitbereichsalgorithmen nach 
Methode 1 
Einfluss ZV DF AD 
Zeitliche 
Verzögerung  
durch Implement. 
Ja (∠𝑘୉ > 0) 
Nein (∠𝑘୉ ≤ 0) 
Ja (VDQ o. ZDQ) 
Nein (RDQ) Nein 
Harmonische 
und exponentiell 
abklingender 
Gleichanteil 
Ja Ja Nein 
 
Es konnte gezeigt werden, dass das Verfahren AD besonders 
gut geeignet ist. Da abklingende Gleichanteile dieses Verfah-
ren nicht beeinträchtigen, kann ein Distanzschutzalgorithmus 
die Mitsystemimpedanz für Leiter-Erde-Fehler deutlich 
schneller und genauer bestimmen. Zudem entfällt die zeitliche 
Verzögerung, welche konventionelle Verfahren erfordern.  
 
VI. ABKÜRZUNGSVERZEICHNIS 
 
AD  Admittanzverfahren (Berechnungsverfahren)  
AP  Abtastpunkte 
DF  Numerische Differentiation (Berechnungsverfahren) 
DGL  Differentialgleichung 
RDQ  Rückwärts-Differenzenquotient 
VDQ  Vorwärts-Differenzenquotient 
ZDQ  Zentraler Differenzenquotient 
ZV  Zeitliches Verschieben (Berechnungsverfahren) 
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Abstract—Zur Ermittlung der optimalen Ausnutzung des 
technischen und wirtschaftlichen Optimierungspotenzials der 
lokalen und vertikalen Blindleistungsflüsse wird in dieser 
Arbeit das klassische Optimal Reactive Power 
Dispatch (ORPD) Problem um ökonomische Aspekte auf 
Basis einer monetär bewerteten Zielfunktion (EORPD) 
erweitert. In einem ausgedehnten, integrierten Übertragungs- 
und Verteilnetzmodell (ITDG) werden dabei verschiedene 
Untersuchungsaspekte (z. B. Netzverlust-minimierung), 
betriebliche Freiheitsgrade (z. B. Transformatorstufung) 
sowie hierarchische Anforderungen (z. B. Restriktionen des 
vertikalen Blindleistungsaustausches) berücksichtigt. Dies 
führt zu einer multikriteriellen Zielfunktion, für deren 
Lösung ein geeignetes Optimierungsverfahren auszuwählen 
ist. In diesem Zusammenhang analysiert dieser Beitrag die 
Anwendung von drei verschiedenen Varianten der 
Partikelschwarmoptimierung (PSO) für die standardisierte 
und zuverlässige Lösung des EORPD. Darüber hinaus 
werden die PSO-Varianten hinsichtlich der Rechenzeit und 
der Qualität der Ergebnisse verglichen und bewertet. Damit 
wird eine standardisierte Bewertungsmethodik zur 
Bewertung von Gestaltungskonzepten für den vertikalen 
Blindleistungsaustausch innerhalb eines ITDG unter 
Berücksichtigung verschiedenster Untersuchungsaspekte 
angestrebt. 
Stichworte— Partikelschwarmoptimierung, Optimal Reactive 
Power Dispatch, Blindleistungsmanagement, Übertragungs-
netz, Verteilnetz 
I. EINLEITUNG 
Die Transformation des EES führt zu einer 
zunehmenden Verdrängung der konventionellen 
thermischen Kraftwerke im Übertragungsnetz durch 
dezentrale Erzeugungsanlagen, die hauptsächlich in den 
unteren Spannungsebenen der Verteilnetze installiert sind. 
Die Verteilnetzebene hat daher vor allem in Zeiten starker 
dezentraler Erzeugung einen zunehmenden Einfluss auf das 
Übertragungsnetz. Dies führt zum einen zu veränderten 
Anforderungen an die Sicherstellung der Lastdeckung und 
somit an die Wirkleistungsbereitstellung sowie die damit 
einhergehende Koordination des vertikalen Wirkleistungs-
austauschs zwischen beiden Systemebenen. Zum anderen 
kommt es zu veränderten Anforderungen an das 
Blindleistungsmanagement und die Spannungsebenen 
übergreifende Bereitstellung von System-
dienstleistungen [1]. Dazu gehören aufgrund der 
individuellen regionalen Eigenschaften der 
Verteilnetzebene einerseits eine Vielzahl von lokalen 
Randbedingungen. Andererseits weisen die heterogenen 
Verteilnetze jeweils unterschiedliche Wirk- und 
Blindleistungsreserven und damit Optimierungspotenziale 
im vertikalen Leistungsaustausch auf. Ein Beispiel ist die 
vertikale Blindleistungsbereitstellung zwischen der 
Übertragungs- und der Verteilnetzebene, die zwischen zwei 
verschiedenen Netzbetreibern und somit innerhalb zweier 
unterschiedlicher Netzführungen abgestimmt werden 
muss [2]-[4].  
Die Untersuchung solcher Fragestellungen erfordert die 
Einbeziehung einer Vielzahl verschiedener technischer und 
wirtschaftlicher Aspekte sowie eine gute Annäherung der 
vorhandenen Einflussfaktoren und Freiheitsgrade des 
ITDG-Modells. Für die Bewertung der hierarchischen 
Anforderungen an den vertikalen Blindleistungsaustausch 
für verschiedenen Netzkonstellationen ist es sinnvoll eine 
standardisierte Bewertungsmethodik zu formulieren [1]. 
Ziel dabei ist es, die Optimierungspotenziale durch eine 
mögliche Zusammenarbeit von Übertragungs- (ÜNB) und 
Verteilernetzbetreibern (VNB) bei einer gemeinsamen 
Betriebsführung abzuschätzen [1]. Diese Untersuchungs-
aspekte lassen sich im Allgemeinen in drei Kategorien 
einteilen: 
Kat. 1 Technische Aspekte 
z. B. Netzverluste, Kompensationsbedarf 
Kat. 2 Ökonomische Aspekte 
Betriebskosten, Netzausbaukosten 
Kat. 3 Weitere, nicht monetär bewertbar Aspekte  
z. B. Verletzen der technischen Restriktionen 
Eine gemeinsame Bewertung verschiedener 
Untersuchungsaspekte in einer Zielfunktion ist durch die 
Verwendung von Gewichtungsfaktoren g möglich: 
    1 2min ( ) min ( ) ( ) ...f g g ba   x x x   (1) 
Um eine willkürliche Gewichtung der einzelnen 
Zielfunktionsterme zu vermeiden, ist eine getrennte 
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monetäre Bewertung der einzelnen Untersuchungsaspekte 
mit Kostenfunktionen K(x) vorteilhaft [4]:  
       1 2min ( ) min ( ) ( ) ...f K a K b  x x x  (2) 
In Bezug auf die Analyse der potentiellen Verlust-
reduzierung im klassischen ORPD [7] wird die 
Gesamtkostenminimierung nach Gl. (2) durch den Einsatz 
dezentraler Leistungsbereitstellung sowie weiterer 
betrieblicher Freiheitsgrade im Folgenden als 
ökonomischer ORPD bzw. EORPD bezeichnet.  
Ziel dieses Beitrags ist es, ein geeignetes und 
zuverlässiges Optimierungsverfahren für die standardisierte 
Lösung des EORPD zu beschreiben und 
auszuwählen (vgl. [1], [5]). Dazu wird das ursprüngliche 
Verfahren der PSO sowie zwei mögliche ergänzende 
Varianten dieses Ansatzes verwendet. Darüber hinaus soll 
ein Vergleich der drei PSO-Varianten das allgemeine 
Verbesserungspotential in Bezug auf die Rechenzeit und 
die Ergebnisqualität aufzeigen. Für die Bearbeitung 
weiterführender Forschungsfragen werden mögliche 
Verbesserungen des PSO-Algorithmus zur Lösung des 
EORPD beschrieben.  
Zunächst wird in Kapitel II. die multikriterielle 
Zielfunktion (vgl. Gl. (2)) des EORPD eingeführt und näher 
erläutert. In Kapitel III. erfolgt die Definition des dadurch 
gebildeten Optimierungsproblems und die Auswahl der 
PSO als geeignetes Optimierungsverfahren. Weiterhin wird 
die Parametrisierung der ursprünglichen Algorithmen 
hinsichtlich der Lösung des EORPD angegeben. Innerhalb 
von Kapitel IV. werden die PSO-Varianten zur Lösung des 
EORPD eines exemplarischen ITDG angewendet und 
hinsichtlich ihrer Zuverlässigkeit in der Ergebnissuche, der 
Qualität der Ergebnisse sowie der Rechenzeit zur Lösung 
des EORPD verglichen und bewertet. 
II. FORMULIERUNG DES OPTIMIERUNGSPROBLEMS 
Der EORPD basiert auf dem klassischen ORPD, der 
eine Unterklasse des generellen Optimal Power Flow 
Problems ist [4], [8]. Er dient dazu, das technische 
Optimum in der Betriebsführung durch Minimierung der 
Netzverluste PV (vgl. Bild 1) unter Beeinflussung der 
Spannungen und Blindleistungsflüsse in einem definierten 
Netzgebiet zu finden [4]-[8]:  
   Vmin ( ) min( )f Px   (3) 
Betriebliche Freiheitsgrade stellen dabei die 
betrieblichen Freiheitgrade von bspw. stufbaren 
Kompensationsanlagen sowie Transformatoren, sowie 
blindleistungsfähige Betriebsmittel wie konventionelle 
Kraftwerke und dezentrale Erzeugungsanlagen. 
Insbesondere die umrichtergekoppelten Betriebsmittel 
erhöhen die Flexibilitäten des Blindleistungspotentials und 
gewinnen dadurch zunehmend an Einfluss als betriebliche 
Freiheitsgrade [6]. 
A. Multikriterielle Zielfunktion 
Um den ursprünglichen ORPD aus Gl. (3) zum EORPD 
zu transformieren werden die Netzverluste zunächst 
monetär über die lineare Kostenfunktion KV (vgl. [1]) 
bewertet und anschließend um weitere 
Untersuchungsaspekte in Gl. (5) erweitert [4]: 
 
     V Vmin ( ) minf K Px   (4) 
Zur Berücksichtigung von zusätzlichen Untersuchungs-
aspekten und der Hierarchien zwischen den Systemebenen 
werden weitere monetär bewertbare Zielfunktionsterme 
eingeführt (siehe [2], [4], [5]).  
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Bild 1.  Terme der hierarchischen multikriteriellen Zielfunktion nach 
Gl. (5) für ein schematisches ITDG 
Dafür wird ein spezifisches Optimierungsproblem auf 
Basis der innerhalb der Bewertungsmethodik festgelegten 
Untersuchungsaspekte definiert. Dieses Verfahren wird nun 
angewandt, um das gesamtwirtschaftliche Optimierungs-
potential heutiger und möglicher zukünftiger Gestaltungs-
konzepte für den vertikalen Blindleistungsaustausch 
innerhalb eines ITDG zu identifizieren [1]. Folgende 
Bewertungskriterien konnten dabei identifiziert und den 
drei in Kapitel I. genannten Kategorien für die 
Untersuchungsaspekte zugeordnet werden [1], [4]:  
 Leitungs- PV,L und Transformatverluste PV,T in der 
Übertragungs- und Verteilnetzebene      →      (Kat. 1) 
 Entschädigungszahlungen des VNB bei Verletzen der 
vertikalen Blindleistungsvorgaben (vgl. Bild 1., 
orangefarbende Markierung)                       →   (Kat. 1/2) 
 Ausbau von Kompensationsanlagen am 
HöS/HS-Umspannwerk (vgl. Bild 1.)     →     (Kat. 2) 
Durch Anwendung auf Netzmodelle unterschiedlicher 
Spannungsebenen, wie bspw. auf das ITDG in 
Bild 1 (HöS-NS), wird folgende exemplarische 
multikriterielle Zielfunktion (vgl. Gl. (2)), unter Berück-
sichtigung der Untersuchungsaspekte der Kategorie 1 und 2 
sowie der Hierarchien zwischen ÜNB und VNB erhalten:  
     
 
 
   
V,L,MS V,L,HS
V,T,MS/NS V,T,HS/MS V,T,HöS/HS
Limit,HöS/HS K,HöS
V,L,HöS
V,T,HöS
V
V
Limi Kt K /HS ,
( ) P P
P P P
Q
K
K
K K Q n
P
f P  
   

  
   
 
x
 (5) 
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Die Summanden werden iterativ durch eine stationäre 
Leistungsflussberechnung eines spezifischen Betriebs-
punktes bestimmt [9]. Die Lösung der hierarchischen 
multikriteriellen Zielfunktion des EORPD stellt ein 
nicht-lineares Optimierungsproblem dar. In Abhängigkeit 
der Modellierung von Transformatorstufungen und dem 
stufenweisen Hinzuschalten von Kompensationsanlagen 
wird das Problem zudem ein gemischt-ganzzahliges 
Optimierungsproblem. 
B. Kostenfunktionen 
Die Kostenfunktionen dienen der Überführung der 
verschiedenen Zielfunktionswerte auf eine gemeinsame 
skalare Form (siehe Abschnitt A). So soll statt fiktiver 
Gewichtungen eine möglichst sinnvolle und realistische 
Abschätzung der Relevanz der einzelnen Terme 
untereinander erreicht werden. Die einzelnen Faktoren der 
Gl. (5) setzen sich bspw. aus den folgenden Anteilen 
zusammen. 
Einen Freiheitsgrad stellt der Zubau neuer 
Kompensationsanlagen oder der mögliche Ausbau der 
bisherigen Kompensationsleistung QK,HÖS/HS an den 
HöS/HS-Umspannwerken dar. Dadurch kann der vertikale 
Blindleistungsaustausch direkt beeinflusst werden und bei 
der Minimierung der Gesamtkosten nach Gl. (5) werden 
mögliche Entschädigungszahlungen oder die Kosten für 
Netzausbaumaßnahmen über ihre Kostenfunktionen 
gegenseitig abgewogen. Dafür bewertet die dazugehörige 
Kostenfunktion KK sowohl die installierte Kompensations-
leistung QK,HÖS/HS als auch die benötigte Anzahl an 
Kompensationsanlagen nK (vgl. [1]). 
Die Kostenfunktion KLimit bewertet Abweichungen des 
vertikalen Blindleistungsaustausches ∆QLimit,HÖS/HS bzgl. der 
Vorgaben des übergeordneten Übertragungsnetzbetreibers 
an die Verteilnetzebene (siehe Bild 1, orangefarbene 
Markierung) (vgl. [1]). Bei der Auswertung der so 
ermittelten fiktiven Gesamtkosten als Ergebnis des EORPD 
muss die Bedeutung der Entschädigungszahlungen im 
gesamtwirtschaftlichen Kontext gesondert berücksichtigt 
werden, da sie eine Zahlung zwischen den beiden 
untersuchten Akteuren darstellt. Eine weitere Möglichkeit 
bietet die Berücksichtigung der Entschädigungszahlungen 
als Nebenbedingung des EORPD und die Entfernung des 
entsprechenden Terms in Gl. (5), wobei bei dieser Variante 
keine Betriebspunkte außerhalb des vorgegebenen 
Betriebsbereichs (siehe Bild 1, orangefarbene Markierung) 
mehr zulässig wären. 
Da die Zielfunktionstermen innerhalb der modularen 
Zielfunktion frei ausgewählt werden können, ermöglicht 
dieser Ansatz eine detaillierte Auswertung der 
verschiedenen Untersuchungsaspekte. Dadurch können 
auch die unterschiedlichen Interessen verschiedener 
Stakeholder, wie die Betriebsführungsziele verschiedener 
Netzbetreiber, bei der Bewertung von 
Gestaltungskonzepten für den vertikalen Blindleistungs-
austausch Qvert berücksichtigt werden (vgl. Bild 1) [4]. 
 
 
III. PARTIKELSCHWARMOPTIMIERUNG 
Um die generelle Anwendbarkeit eines 
Optimierungsverfahrens innerhalb der entwickelten 
Bewertungsmethodik zu gewährleisten muss es folgende 
Aspekte berücksichtigen [1]:  
 Grenzen der betrieblichen Freiheitsgrade 
 Diskrete und kontinuierliche Freiheitsgrade  
 Technische Nebenbedingungen 
 Variable und modulare Zielfunktionen  
 Weiträumige und knotenreiche ITDG-Modelle  
Aufgrund dieser Anforderungen und insbesondere der 
Modularität der Zielfunktion des EORPD nach Gl. (5) ist 
ein metaheuristischer Ansatz als Optimierungsverfahren 
geeignet [4], [11]. Aufgrund der großräumigen 
Netzmodelle liegt der Fokus bei der Auswahl eines 
geeigneten Optimierungsverfahrens auf der Minimierung 
der Rechenzeit.  
Eine Vielzahl von verschiedenen Metaheuristiken 
werden diskutiert, um den ursprünglichen ORPD zu 
lösen [11]. Insbesondere die PSO bietet zuverlässige 
Lösungen innerhalb einer akzeptablen Rechenzeit [7], [11]. 
Darüber hinaus ermöglichen mehrere Anpassungen des 
ursprünglichen PSO-Algorithmus eine gezielte 
Verbesserung hinsichtlich der Rechenzeit und der 
Ergebnisqualität [7], [8], [10]. 
A. Klassische Partikelschwarmoptimierung  
Innerhalb der PSO wird eine Gruppe von Lösungen 
mithilfe der Zielfunktion f(xi) gebildet und durch einen 
Schwarm von m Partikeln abgebildet. Jeder Partikel xi steht 
für eine mögliche Konstellation der Zustände  der n 
Zielfunktionsvariablen [8]. Im ersten Schritt wird diese 
Lösung zufällig erzeugt, sodass alle Partikel in einem 
vordefinierten n-dimensionalen Suchgebiet verteilt 
werden S ⸦ ℝn. Jeder Schwarmpartikel bewegt sich mit 
einer Geschwindigkeit vi(t) durch dieses Suchgebiet und 
nimmt dadurch eine neue Position xi(t) in jedem 
Iterationsschritt t ein. Somit stellt ein Vektorelement von 
xi(t) oder vi(t) die Position oder die Geschwindigkeit einer 
Zielfunktionsvariable dar [8].  
Ein Partikel xi ist dabei eine mögliche Lösung des 
Optimierungsproblems und besitzt einen spezifischen 
Fitnesswert Fi, der dem Zielfunktionswert von f(xi) 
entspricht. In jedem Iterationsschritt wird dieser 
Fitnesswert Fi für alle Partikel über die jeweils neue 
Position im Suchgebiet xi(t) und die Zielfunktion f(xi) 
aktualisiert [7], [8].  
In Bezug auf den EORPD steht die aktuelle Position 
eines Partikels für eine mögliche Konstellation der 
Zustände der betrieblichen Freiheitsgrade (bspw. Position 
des Transformatorstufenschalters). Damit kann ein 
spezifischer Netzzustand mithilfe einer 
Leistungsflussberechnung und damit über die 
Kostenfunktionen der Fitnesswert bestimmt werden. Bei 
der iterativen Ergebnissuche des Schwarmes wird die 
Geschwindigkeit der Partikel permanent durch das Wissen 
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um die Position und den Fitnesswert der anderen Partikel 
und durch ihre eigene Erfahrung beeinflusst [8]: 
 pgb  Globalwert: Beste Position innerhalb des 
Schwarmes bei der bisherigen Ergebnissuche  
 pb,i  Individualwert: Beste Position eines Partikels bei 
der bisherigen Ergebnissuche  
In jedem Iterationsschritt werden nachdem der 
Fitnesswert jedes Partikels innerhalb des Schwarmes 
mithilfe der Zielfunktion f(xi) bestimmt wurde die 
Geschwindigkeits- vi(t+1) und der Positions-
vektoren xi(t+1) aktualisiert: 
 1 1 gb 2 2 b,( 1) ( ) ( ) ( ( )) ( ( ))i i i i it w t t c r t c r t     v v p x p x (6) 
 ( 1) ( ) ( 1)i i it t k t    x x v   (7) 
Der Trägheitsfaktor w(t) gibt an, wie stark die 
Geschwindigkeit eines Partikels im nächsten Iterations-
schritt vi(t+1) von der aktuellen Geschwindigkeit vi(t) 
beeinflusst wird. Dabei sind wmax und wmin die anfängliche 
und die finale Trägheit der Partikel und tmax ist der 
maximale Iterationsschritt. Die Trägheit sinkt 
kontinuierlich im Verlauf der PSO [8]:  
 max minmax
max
( )
w w
w t w t
t
 
   
 
 (8) 
Durch den Trägheitsfaktor ergibt sich die Eigenschaft 
der PSO anfänglich den gesamten Suchraum S nach dem 
globalen Optimum abzutasten.   
Im weiteren Verlauf der Ergebnissuche konzentriert 
sich die PSO auf ein immer lokaleres Suchgebiet in der 
Umgebung der jeweiligen Partikelpositionen pgb und pb,i, 
was die Qualität des Ergebnisses erhöht [8]. Basierend auf 
der stochastischen Charakteristik der PSO nehmen die 
Zufallsfaktoren r1 und r2 aus Gl. (8) zufällige Werte 
zwischen 0 und 1 ein. Die Zufallsfaktoren gewichten den 
Einfluss des Schwarmes über den Globalwert pgb und die 
Auswirkung der eigenen Erfahrungen über den Individual-
wert pb,i auf die Geschwindigkeitsaktualisierung vi(t+1) 
in Gl. (8) [8]. 
Die Beschleunigungskoeffizienten c1 und c2 aus Gl. (8) 
repräsentieren den sozialen und den kognitiven Faktor 
innerhalb eines realen Schwarmverhaltens. Beide werden 
bei der Bildung des Verengungsfaktors k verwendet um 
eine zuverlässige Konvergenz der PSO in einer Lösung des 
Optimierungsproblems zu gewährleisten [8]: 
 1 2
2
2
, mit 4
2 4
k c c
  
   
  
  (9) 
Ein Beispiel für die Ergebnissuche der PSO 
(Gl. (8), (9)) ist in Bild 2. für ein zweidimensionales 
Suchgebiet (zwei Freiheitsgrade) gezeigt. 
xi(t)
vi(t)
(xi(t)-pgb(t))
(xi(t)-pb,i(t))
xi(t)
pgb(t)
pb,i(t)
w(t)vi(t)
pgb(t)
pb,i(t)
vi(t+1)
xi(t)
pgb(t)
pb,i(t)
xi(t+1)
k vi(t+1)(c1 r1)
(c2 r2)i) ii) iii)
 
Bild 2.  Vektoren der PSO im zweidimensionalen Suchgebiet 
Je größer die Beschleunigungskoeffizienten sind, desto 
kleiner wird der Bereich der von den einzelnen 
Schwarmpartikeln bei der Ergebnissuche abgesucht wird. 
Dies ist darauf zurückzuführen, dass die aktualisierten 
Geschwindigkeiten vi(t+1) zunehmend durch den 
Global- pgb und den Individualwert pb,i beeinflusst werden. 
Gleichzeitig wir die aktualisierte Partikelposition  xi(t+1) 
reagiert der Schwarm weniger auf die Geschwindigkeits-
änderungen in vi(t+1) [7]. 
1) Betriebliche Freiheitsgrade 
In der klassischen PSO können mögliche Grenzen der 
betrieblichen Freiheitsgrade wie bspw. die minimale bzw. 
die maximale Transformatorstufung nicht berücksichtigt 
werden. Aufgrund dessen wird ein “Set to limit“-Operator 
(SLO) eingeführt der das eindimensionale Suchgebiet Sk 
der Zielfunktionsvariable xk auf Sk ⸦ [xmin,k , xmax,k] 
beschränkt [7]. Wenn eine Grenze für den zulässigen 
Bereich einer Zielfunktionsvariable verletzt wird erfolgt 
eine Verschiebung der jeweiligen Partikelposition xi,k(t) auf 
den entsprechenden Grenzwert. 
Für die Berücksichtigung diskreter Zielfunktions-
variablen in der PSO werden die Ergebnisse von Gl. (9) 
diskretisiert bei der Fitnessbewertung im folgenden 
Iterationsschritt verwendet [7]: 
,
,
,
( ) : kontinuierlich
( ) , für 1,...,
( ) : diskret
i k
i k
i k
x t k
x t k n
x t k

 
   
 (10) 
Beim nächsten Iterationsschritt werden in Gl. (6) 
und (9) die unbeeinflussten Partikelpositionen xi(t) 
verwendet. Dieser Ansatz führt zu keiner signifikanten 
Beeinflussung des Konvergenzverhaltens bei der Ergebnis-
suche [7].  
2) Abbruchkriterien 
Die iterative Ergebnissuche wird bis zum Erreichen 
eines der folgenden Abbruchkriterien (AK), die innerhalb 
der Parametrisierungsschrittes definiert werden, nicht 
unterbrochen [7], [8]: 
 t = tmax Erreichen des maximalen Iterationsschrittes,  
 min(f(xi(t))) = min(f(xi(t-10))) Keine Änderung des 
Globalwertes über die letzten zehn Iterationsschritte,  
 pb,i = pgb for i = 1,…,m:  Der gesamte Schwarm 
konvergiert im Globalwert, 
Durch die Verwendung dieser Abbruchkriterien beim 
sogenannten Abbruchschritt wird die Rechenzeit verkürzt, 
da die PSO bei Eintritt dieser Bedingungen in einem 
Minimum stagniert und nicht weiter konvergiert [7]. 
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B. Varianten der Partikelschwarmoptimierung 
Der ursprüngliche PSO liefert zwar zuverlässig 
potentielle Lösungen des ORPD, aber wie bei Heuristiken 
üblich gibt es Verbesserungspotenziale in Bezug auf die 
Ergebnisqualität und die Rechenzeit. Die Anpassungen 
können sowohl eine verbesserte Parametrisierung, eine 
Modifikation sowie eine Erweiterung des ursprünglichen 
Algorithmus als auch eine Kombination mit anderen 
Optimierungsverfahren wie bspw. innerhalb eines mehr-
stufigen hybriden Optimierungsalgorithmus sein [7], [8]. 
Im Folgenden werden zwei mögliche Varianten der 
ursprünglichen PSO zur Lösung des EORPD beschrieben 
und anschließend die Parametrisierung beider Varianten 
und der ursprünglichen PSO vorgestellt. 
1) Global Passive Congregrated PSO  
Die Global Passive Congregated PSO (GPAC) ergänzt 
einen zusätzlichen Summanden pa zu der bereits aus (8) 
bekannten Gleichung zur Bestimmung der aktualisierten 
Geschwindigkeit der Schwarmpartikel vi(t+1) [8]:  
1 1 gb 2 2 b,
3 3
( 1) ( ) ( ) ( ( )) ( ( ))
( ( ))
i i i i i
a i
t w t t c r t c r t
c r t
     
 
v v p x p x
p x
(11) 
Dieser Summand pa stellt die Attraktivität eines 
zufälligen Schwarmpartikels dar und führt zu einer 
Orientierung des betrachteten Schwarmpartikels i 
hinsichtlich der aktuellen Position xa(t). Der 
Zufallsfaktor r3 wird analog zu r1 bzw. r2 gebildet und der 
Attraktivitätsfaktor c3 für den neuen Summanden unter 
Berücksichtigung von: 
 1 2 3 4c c c       (12) 
Die GPAC führt zu einem zufälligen 
Informationsaustausch innerhalb des Schwarmes [8]. Dies 
führt auch zu einer Änderung der Ergebnissuche und damit 
des Konvergenzverhaltens, indem der Summand für die 
Attraktivität anfangs zu einer schnelleren Verbesserung des 
Globalwertes führt um im weiteren Iterationsverlauf eine 
frühzeitige Konvergenz in einem lokalen Optimum 
verhindert. Dadurch wird die Qualität des Ergebnisses 
verbessert jedoch die erforderlichen Iterationsschritte und 
damit die benötigte Rechenzeit erhöht [8]. 
2) Hybride Multiagenten-PSO  
Durch die Kombination der ursprünglichen PSO mit 
einem an die Ergebnissuche von Multiagenten-
systemen (MAS) angelehnten Algorithmus entsteht ein 
hybrides Optimierungsverfahren, das die individuellen 
Vorteile der einzelnen Verfahren kombiniert [7]. Diese 
hybride Multiagenten-PSO (HMAPSO) basiert auf einer 
erhöhten Interaktion bzw. Informationsaustausch zwischen 
den Partikeln und verwendet folgende aus MAS bekannte 
Parameter: 
 Zweck/Ziel  Umgebung 
 Nachbarschaft  Interaktionsregeln 
Der Zweck bzw. das Ziel eines Partikels in der PSO ist 
derselbe eines Agenten im MAS, was die Kombination 
beider Optimierungsverfahren aufgrund dieser definierter 
Schnittstelle sinnvoll macht [7]. In der HMAPSO nimmt 
ein Partikel pi einen Platz in der Umgebungsmatrix E als 
Agent ao,p ein: 
  
1,1 ,1,
,1 ,
mit: , 1, ...,
o p o pm
m m m
o p m
m


 
 
 
 
 
 
a a a p
E
a a
 (13) 
Basierend auf dieser gitterartigen Umgebung wird eine 
Nachbarschaft bi für jeden Partikel/Agenten gebildet. Am 
folgenden Beispiel wird dies für die Nachbarschaft des 
Agenten a1,1 gezeigt: 
  1 1,1 2,1 1,2,1 1,( ) , , ,m mb a a a a a  (14) 
Die Interaktion zwischen den Agenten erfolgt durch den 
Wettbewerb innerhalb der Nachbarschaft durch den 
Vergleich der jeweiligen Fitnesswerte: 
 , , , ,( ) mit = min( ( ( )))o p o p o p i o pf fa b a   (15) 
Wenn Gl. (15) erfüllt ist, bleibt der Agent intakt, 
andernfalls wird er eliminiert und durch einen 
neugebildeten Agenten mit einer neuen Position xneu,o,p 
ersetzt. Für diese Neubildung gibt es zwei Strategien, die je 
nach Iterationsfortschritt angewendet werden. 
a) Strategie 1: Normierte Vektortransformation 
Bei dieser Strategie basiert die Neubildung auf der 
aktuellen Position des erfolgreichsten Partikels der 
Nachbarschaft xϑ, die zunächst wie folgt normiert wird [7]:  
      min,
max,
,
,1 ,2
m n,
, ,
i
, , ... , mit
k k
k
n k
k
x
x x x x
x
x x

    

   

 x  (16) 
Danach ist eine Vektortransformation mit den 
Zufallszahlen k1, k2 = rand([1,n]) und den Grenzen 
1 < k1 < k2 < n unabhängig von dem durch xk 
repräsentierten Betriebsmittel möglich: 
 


1 2 2
1 1 2
,1 , 1 , , 1
, 1 , , 1 ,
, ..., , , , ...
                  ..., , , , ...,
k k k
k k k n
x x x x
x x x x
   
  


 
 
    
   
x
 (17) 
Der Neubildung erfolgt in Abhängigkeit der zulässigen 
Grenzen der jeweiligen Zielfunktionsvariable: 
 neu, , , min, max, min, ,( )ko p k k k kxx x x x     (18) 
Mit dieser Strategie wird eine weiträumigere und 
zufälligere Abtastung des Suchgebietes zu Beginn des 
Iterationsprozesses bis zum Erreichen des 
Iterationsschrittes tswitch erreicht. Danach wird Strategie 2 
angewandt. 
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b) Strategie 2: Stochastischer Crossover 
Diese Strategie führt zu einer detaillierteren lokalen 
Ergebnissuche im fortgeschrittenen Iterationsverlauf im 
Bereich der aktuellen Position des fittesten Agenten einer 
Nachbarschaft xϑ. Dieser Ansatz basiert auf einer Art 
stochastischem cross-over, der in genetischen Algorithmen 
verwendet wird [7]: 
    neu, , 4 , 4( ) mit rand([0,1])o p o pr r     x x x x  (19) 
Für beide Strategien wird die SLO verwendet, um eine 
Lösung des Optimierungsproblems im zulässigen 
Suchgebiet zu erhalten. 
3) Technische Nebenbedingungen 
Das Optimierungsproblem des EORPD berücksichtigt 
bisher keine technischen Nebenbedingungen wie z. B. die 
Einhaltung des zulässigen Spannungsbandes uK,min, uK,max 
die thermisch zulässigen Betriebsströme der Leitungen 
ith,max und die maximale Auslastbarkeit der 
Transformatoren sT,max [1], [4]: 
K,min K K,max th th,max T T,max, ,   u u u i i s s (20) 
Um die Einhaltung der technischen Nebenbedingungen 
(Kat. 3, nicht-monetär bewertbar) zu gewährleisten werden 
der Zielfunktion von Gl. (5) ein Bestrafungsfaktor j(t) der 
mit dem Iterationsfortschritt skaliert und eine mehrstufige 
Bestrafungsfunktion J(uK, ith, sT) für technisch unzulässige 
Lösungen hinzugefügt (vgl. [10]). 
        neu K th T, ,i if f j t J  x x u i s  (21) 
Dies verhindert die Konvergenz in einem unzulässigen 
Betriebspunkt. 
4) Algorithmus und Parametrisierung für den EORPD  
Die Algorithmen der drei vorgestellten PSO-Varianten 
sind in Bild 3. unter Berücksichtigung der zuvor erläuterten 
Methoden als Operatoren dargestellt. Die Schnittstelle 
zwischen den PSO-Varianten und der 
Simulationsumgebung wird hervorgehoben. In diesen 
gehen die Lastflussberechnung, die multikriterielle 
Zielfunktion mit den betrieblichen Freiheitsgraden und das 
Netzmodell in den Optimierungsalgorithmus ein. 
Ja
MAS-Operator 
Bewertung der 
Schwarmfitness f(xi(t))
Nein
t = t + 1
PSO-Operator
Start: PSO Variante
Zufällige Verteilung des 
Schwarmes in [xi,min , xi,max]
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HMAPSO-
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Bewertung der 
Schwarmfitness f(xi(t))
Parameterisierung
Ergebnisausgabe
*
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Bild 3.  Algorithmus der drei eingeführten PSO-Varianten  
Um die Varianten in Bezug auf die Qualität der 
Ergebnisse, das allgemeine Konvergenzverhalten und die 
Rechenzeit vergleichen zu können, werden alle Methoden 
gleich parametrisiert (spezifische Parametrisierung: 
GPAC*, HMAPSO** in TABELLE I.). 
 
TABELLE I.  PARAMETRISIERUNG DER PSO-VARIANTEN [7], [8]  
Max. 
Trägheit: max
1w   Schwarmgröße: 100m   
Min. 
Trägheit: min
0.3w   Durchläufe: 50d   
Max. 
Iterations-
schritt: 
max 150t   
Beschleunigungs-
faktoren: 
1 2, 2.05c c   
Strategie-
wechsel 
bei: 
switch
* 80t   1 2 3** 1.37, ,c c c   
 
Die Grenzen der Zielfunktionsvariablen xmin, xmax sowie 
der Schrittweite der diskreten Zielfunktionsvariablen sind 
ressourcenspezifisch, wie z. B. die minimale und maximale 
diskrete Transformatorstufung. 
IV. ERGEBNISSE – BEWERTUNG DER PSO-VARIANTEN 
Die PSO-Varianten werden nun auf den in Kapitel II. 
beschriebenen EORPD angewendet, wobei das nachfolgend 
vorgestellte Beispiel eines ausgedehnten ITDG verwendet 
wird. Die Zielfunktion und der Aufbau des Netzmodells in 
Bezug auf die betrachteten Spannungsebenen und 
Freiheitsgrade werden aus Bild 1 und Gl. (5) übernommen. 
Für die Interpretation der Ergebnisse des EORPD zur 
gesamtwirtschaftlichen Analyse des  Optimierungs-
potentials für verschiedene Gestaltungskonzepte der 
Vorgaben für den vertikalen Blindleistungsaustausch 
vgl. [1]. 
A. Untersuchungsregion 
Das ITDG basiert auf einer Simulationsumgebung einer 
in [10] beschriebenen integrierten Netz- und Energiemarkt-
simulation (INES), die ein Übertragungsnetzmodell sowie 
mehrere Datenbanken und eine Kraftwerkseinsatzplanung 
beinhaltet (vgl. Bild 4. linke Seite). Ein synthetisches 
Verteilnetzmodell (vgl. Bild 4. rechte Seite) stellt die 
untergeordneten Spannungsebenen für einen kleineren 
regionalen Bereich dieses Übertragungsnetzmodells 
dar [9], [13]. Das so gebildete ITDG ermöglicht die 
Berücksichtigung einer Vielzahl von unterschiedlichen 
Systemdienstleistungen und betrieblicher Freiheitsgrade 
und deren Auswirkungen auf das Systemverhalten. 
Gleichzeitig wird der Modellierungsaufwand für die 
niedrigeren Spannungsebenen reduziert [9]. Trotz der 
detaillierten Analysen des abgegrenzten 
Untersuchungsgebietes wird immer noch das gesamte 
deutsche Übertragungsnetz simuliert. 
Übertragungsnetz 
aus INES [10]
Synthetisches Verteilnetz [7]
vert
Q
vertP
ÜNB VNB
cos( )
0.9
 
Bild 4.  ITDG für das spezifische Untersuchungsgebiet DE929 [9], [12]  
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Im Rahmen der Untersuchung wird ein Betriebspunkt 
mit hoher Last und geringer dezentraler Erzeugung 
angenommen, was zu einer geringeren Leistungsreserve 
und damit zu einem kleineren Optimierungspotenzial führt. 
Damit ist ein geeigneter Ausgangspunkt für den Vergleich 
und die Bewertung der Zuverlässigkeit der PSO-Varianten 
gegeben. Neben den definierten Untersuchungsaspekten 
sind folgende Informationen für das Untersuchungsgebiet 
(vgl. TABELLE II.) gegeben. 
 
TABELLE II.  INFORMATIONEN ÜBER DAS UNTERSUCHUNGSGEBIET 
 Knoten Betriebliche Freiheitsgrade 
Netz-
verluste 
ÜNB 14 
2 Kraftwerke,  
4 Transformatoren (380 kV/220 kV) 
47.51 MW 
VNB 1096 
33 Transformatoren, 
3 Kompensationsanlagen, 
3 Windparks, 27 Flächenkraftwerke 
9.16 MW 
 
B. Ergebnisqualität 
Alle drei PSO-Varianten führen zu einer zuverlässigen 
Lösung des EORPD nach Gl. (5) ohne verbleibende 
Bestrafungsterme innerhalb der 50 Simulationsdurchläufe. 
Dies kann exemplarisch durch die Betrachtung des 
Konvergenzverhaltens der HMAPSO für die Netzverluste 
pro Systemebene gezeigt werden (vgl. Bild 5.). Nach 
Erreichen eines Abbruchkriteriums wird der Verlauf der 
Ergebnisse als Konstante dargestellt. 
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Bild 5.  Konvergenzverhalten der Netzverluste bei der HMAPSO  
Selbst die Lösungen mit der maximalen Verlustleistung 
(vgl. Werte in Bild 5.) sind trotz eines geringen 
Blindleistungspotentials der virtuellen Kraftwerke im 
analysierten Betriebspunkt geringer als das nicht optimierte 
ITDG (vgl. TABELLE II.). 
C. Konvergenzverhalten 
Wie in Bild 6 zu sehen ist, unterscheidet sich das 
Konvergenzverhalten der drei PSO-Varianten innerhalb der 
betrachteten Durchläufe in der Anzahl der benötigten 
Iterationsschritte bis zum Erreichen eines 
Abbruchkriteriums und der Streuung zwischen den 
Endergebnisse deutlich. Anhand des Durchschnittsverlaufs 
kann die Ergebnisqualität durch die Streuung s der 
Ergebnisse bewertet werden. Dies ist auch exemplarisch für 
die HMAPSO in Bild 6. dargestellt.  
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Bild 6.  Konvergenzverhalten der Gesamtkosten 
 
Die ursprüngliche PSO konvergiert im Durchschnitt 
schneller als die anderen beiden Varianten, was zu einer 
Verkürzung der Rechenzeit führt, es besteht jedoch auch 
die Möglichkeit, in einem lokalen Minimum und damit 
einer schlechteren Lösung zu stagnieren. Durch die 
Einbeziehung eines zusätzlichen Kommunikationsfaktors 
konvergiert die GPAC langsamer als die ursprüngliche 
PSO. Die Qualität der Ergebnisse ist zudem besser, was 
anhand des Vergleichs der Durchschnittsverläufe zu 
erkennen ist. Die gleiche Beziehung gilt zwischen der 
HMAPSO und die GPAC. Je komplexer die Anpassung des 
ursprünglichen Algorithmus ist, desto höher ist die Qualität 
der Ergebnisse und desto größer ist die Rechenzeit 
(vgl. Bild 6.). Ersteres zeigt der Vergleich der 
verbleibenden Streuung s der Ergebnisse, die innerhalb der 
HMAPSO vernachlässigbar klein wird. 
Die Simulation läuft parallelisiert auf einem 3,2 GHz 
Quad-Core Prozessor mit 16 GB DDR4 RAM. Unabhängig 
von der PSO-Variante werden für das ITDG etwa 750.000 
Lastflussberechnungen benötigt, die 96 % der gesamten 
Rechenzeit in Anspruch nehmen. Dennoch beeinflussen die 
Varianten den Abbruchschritt und damit die 
Rechenzeit (vgl. TABELLE III.). 
 
TABELLE III.  RECHENZEIT DER PSO-VARIANTEN  
 PSO GPAC HMAPSO 
Rechenzeit für 50 Durchläufe: 34.0 h 34.5 h 37.0 h 
 
Die ursprüngliche PSO hat Vorteile in Bezug auf die 
Rechenzeit. Im Gegensatz dazu sind die GPAC und 
insbesondere die HMAPSO dafür geeignet, die Streuung 
der Ergebnisse zu verringern. Aufgrund dieser Eigenschaft 
werden weniger Durchläufe für eine zuverlässige Lösung 
des Optimierungsproblems benötigt und dadurch wird die 
Rechenzeit im Vergleich zur PSO insgesamt gekürzt. Aus 
diesem Grund kann die HMAPSO als das geeignetste 
Verfahren zur Lösung des EORPD in großräumigen ITDG 
unter den drei untersuchten PSO-Varianten identifiziert 
werden. 
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V. ZUSAMMENFASSUNG UND AUSBLICK 
In diesem Beitrag wird der EORPD als Erweiterung des 
klassischen ORPD-Problems vorgestellt. Für die Lösung 
dieses Optimierungsproblems wurden drei PSO-Varianten 
als potentielle Optimierungsverfahren innerhalb einer 
standardisierten Bewertungsmethodik beschrieben und 
miteinander verglichen. Der Vergleich erfolgt dabei an 
einem EORPD für ein großräumiges integriertes 
Übertragungs- und Verteilnetzmodell zur Optimierung des 
vertikalen Leistungsaustausches unter Einsatz einer 
Vielzahl betrieblicher Freiheitsgrade. Alle PSO-Varianten 
liefern plausible und zuverlässige Lösungen des EORPD. 
Es konnte jedoch das Verbesserungspotential hinsichtlich 
der Ergebnisqualität und der Rechenzeit durch die 
Erweiterung und Anpassung des ursprünglichen 
PSO-Algorithmus aufgezeigt werden. Zukünftige Studien 
sollten sich daher auf den Vergleich weiterer 
PSO-Varianten (z. B. Hybride Ansätze mit anderen 
Heuristiken) konzentrieren, da die Simulationen die 
generelle Anpassungsfähigkeit des PSO-Algorithmus an 
modulare und multikriterielle Zielfunktionen zeigten. Auch 
verschiedene Untersuchungsgebiete und modular erweiterte 
bzw. angepasste multikriterielle Zielfunktionen konnten mit 
dem vorgestellten Ansatz bereits analysiert werden. 
Basierend auf den dargestellten Ergebnissen werden die 
PSO-Varianten auf weitere Spannungsebenen 
übergreifende Optimierungsprobleme in groß angelegten 
ITDG unter verschiedenen Untersuchungsaspekten 
angewendet.  
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Abstract— Resonances can be stimulated by harmonics in 
DFIG-based Offshore Wind Farm (OWF) with VSC-HVDC 
connection, thus induce harmonic amplification and may violate 
power quality requirements on harmonic limits. To study such 
phenomenon, analytical impedance modelling for VSC-HVDC 
system and DFIG-based OWF are conducted. Instead of 
equalizing the DFIG-based OWF and its VSC-HVDC link as a 
source-load system and studying their resonance characteristics 
through Nyquist method, modal-based Resonance Mode Analysis 
(RMA) is carried out to the less aggregated multiple-nodes 
system. Stimulations of the dominating resonance modes 
obtained by RMA are presented. Numerical simulations 
demonstrate the analytical results for impedance modelling and 
RMA analysis. 
Index Terms—DFIG, Offshore Wind Farm, VSC-HVDC, 
Harmonic Resonance, RMA.  
I. INTRODUCTION 
As more and more DFIG-based OWFs are built and 
integrated into power grid through VSC-HVDC, harmonic 
resonances have become a quite important issue for 
maintaining power system stability and meeting power quality 
requirements. In the recent year, a grid fault was reported on 
application of DFIG-based OWF with VSC-HVDC connection 
in Germany, which is assumed to originate from control 
interactions or harmonic resonances [1]. On one hand, control 
interactions among multiple DFIG generators and HVDC 
converter change each other’s output impedance, thus vary 
system stability characteristic. Such control interactions could 
be analyzed using Nyquist stability theory, and has been 
reported in many publications [2-5]. On the other hand, both 
DFIG system and HVDC link are composed of PWM-based 
VSC converters, they inject certain amount of switching 
harmonics and typical low-order harmonics into grid. The 
combination of these harmonic injections may stimulate 
network resonance frequencies and amplify waveform 
distortions.  
To carry out harmonic resonance analysis, accurate 
impedance modelling for relevant grid components is required. 
Over the last decade, impedance modelling for grid-tied 
converter has been comprehensively studied [6-10], either in  
DQ domain under synchronous reference frame (SRF), or in 
sequence domain under stationary reference frame. The mutual 
transformation between these two kinds of models have also 
been studied [11], and a unified impedance model was 
proposed [12]. In comparison with DQ impedance, sequence 
impedance has clearer physical meaning, and it is easier to be 
validated through grid measurements. 
For power system with multiple nodes or buses, normally 
there are two methods for resonance analysis. The first one is 
Nyquist method, a system is equalized to a simple source- load 
network by lumping all sources into one source and all loads 
into one load, then they are expressed with a Norton or 
Thevenin equivalent circuit, resonances and stability 
characteristic of the interconnected system could be found in 
bode plot of the division from source impedance to load 
impedance [13]. The other one is modal-based RMA method, 
which transforms network topology from nodal coordinate 
system into modal coordinate system, and resonances could be 
found through frequency scanning [14-15]. Here the RMA 
method is adopted, and would be further clarified in section IV. 
This work is organized as follows. In section II, impedance 
modelling for VSC-HVDC system is presented, and then 
assessed by numerical simulation. In section III, impedance 
modelling for DFIG-based wind turbine including its terminal 
filter and step-up transformer is presented, and impedance 
verification is conducted using simulation measurements. In 
section IV, Resonance Mode Analysis (RMA) is carried out to 
an DFIG-based OWF with VSC-HVDC connection, 
dominating resonances are deduced and their participation 
factors from system buses are analyzed. In section V, 
simulation results are presented for validating resonance 
stimulations. In the end, a conclusion to the work is given. 
II. VSC-HVDC SYSTEM IMPEDANCE MODELLING 
A. System Configuration 
Fig.1 shows a VSC-HVDC transmission system in 
application of connecting OWF to onshore AC grid. The 
HVDC system is composed of wind farm side VSC converter 
(WFVSC), grid side VSC converter (GSVSC), coupling 
transformer and DC transmission lines laid partly undersea and 
partly underground. The capacity of the VSC-HVDC system is 
400 MVA. The WFVSC behaves as a voltage source to the 
offshore AC grid and is connected to the PCC bus through a 
The author Yonggang Zhang thanks for the financial support from China 
Scholarship Council (CSC File No.201608320229). 
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150/220 kV coupling transformer rated with 400 MVA. The 
DC line has 150 kV nominal voltage and 200 km length.  
~= ~=
DFIG-based WPP
PCC
WFVSC GSVSC AC Grid
Onshore
Offshore
VSC-HVDC
 
Fig.1 Diagram of a DFIG-based OWF with VSC-HVDC connection 
B. Wind Farm Side VSC Converter Impedance Modelling 
Fig.2 shows the electrical circuit of wind farm side HVDC 
station and converter control. cR and cL represents converter 
reactor. AC filters in shunt branch are a group of high-pass 
damped filters for compensating switching harmonics of the 
WFVSC. Next to PCC is a coupling transformer for connecting 
VSC-HVDC and OWF. The WFVSC is controlled as a slack 
bus to maintain a strong offshore network for wind power 
integration. The control system mainly comprises coordinate 
transformation blocks, virtual phase-lock loop (PLL) block, 
AC voltage regulator, and PWM block. Instead of 
implementing the widely adopted double loop PI control 
strategy, i.e. outer voltage loop and inner current loop, AC 
voltage is regulated by a single loop PI controller to achieve 
better dynamic performance [16]. The virtual PLL is used to 
generate the phase angle needed for coordinate 
transformations, thus regulating the frequency of AC voltage 
[17]. 
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Fig.2 Diagram of wind farm side HVDC station and WFVSC control 
Under synchronous reference frame (SRF), the AC side 
circuit of WFVSC could be represented as  
o,dq c,dq c,dq c,dq c,dq1 c c cju u L i R i L si       (1) 
after Laplace transformation. Since system is coupled under 
SRF, a feedforward compensation is introduced into control 
loop for decoupling. By combining computation and other 
delays into PWM delay, the control loop could be simplified to 
a PI controller and a PWM element. In Fig.3, the schematic 
diagram of d component control loop of WFVSC is given.  
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Fig.3 Diagram of d component control loop of WFVSC 
Although the control loop is under SRF, for convenience of 
resonance analysis, WFVSC will not be modelled under dq 
domain here, but under stationary reference frame. Also for 
simplicity, only positive sequence circuit is considered, the 
coupling between positive sequence and negative sequence 
circuits is neglected. With reference to the modelling 
procedures in [6], the output impedance of WFVSC including 
phase reactor could be derived as 
 
 
   
PWMc c d dc0 1o
VSC
c PI PWMdc0 1 1
j j
1 j j
R s L K U G su
Z s
i U G s G s
    
 
     
        (2) 
when ignoring PLL effects, where 
  PWMPWM
d1
K
G s
T s


,   viPI vp
K
G s K
s
  ， d 1 cK L ， 
PWMK is PWM gain, dT is 1.5 times of sampling period delay, 
dc0U is steady state DC voltage of HVDC link, and js   , 
which applies to all formulas in this paper. Involved parameters 
of the HVDC system are given in Table I. 
TABLE I.  PARAMETERS OF WFVSC CONVERTER STATION 
Rated Power 400 MW Voltage Level 150 kV 
cR  0.0015 pu sT  5 s  
cL  0.15 pu f1R  12.36 pu 
Kvp 0.0001 f1L  0.031 pu 
Kvi 15 f1C  0.045 pu 
swf  1350 Hz f2R  5.05 pu 
TR  0.0015 pu f2L  0.006 pu 
TL  0.15 pu f2C  0.055 pu 
This analytical impedance model derived above is then 
verified through numerical simulation. Harmonic currents at 
different frequencies were injected into WFVSC at its 
terminals, both currents and voltages are measured before and 
after the injection, and the impedance is calculated by dividing 
the induced voltage with the injected current at each frequency. 
As shown in Fig.4, both magnitude and phase of the analytical 
impedance are in good agreement with the result from 
simulation measurements.  
In Fig.5, the WFVSC is equalized to a Thevenin equivalent 
circuit, the coupling transformer is modelled with its short 
circuit impedance, and the AC filters are represented with two 
shunt active filters composed of R, L, C elements. Combing the 
impedance models of VSC converter, coupling transformer and 
AC filters, the equivalent impedance of wind farm side HVDC 
station is modelled as 
 
   
   
 VSC fHVDC CT
VSC f
Z s Z s
Z s Z s
Z s Z s
 

              (3) 
where 
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and  CT T TZ s R sL  . Related resistance and inductance 
parameters are given in Table I.  
 
Fig.4 Verification of analytical WFVSC impedance by numerical simulation 
PCC
~
T
R
T
L
f
C 1 fC 2
f
R 1 fL 1 fR 2 fL 2
Coupling ransformer
AC
filters
VSC
converter
o
U
VSC
Z
VSC
U
 
Fig.5 Equivalent circuit of the converter station in OWF side 
III. DFIG-BASED WIND TURBINE IMPEDANCE MODELLING   
The impedance modelling for DFIG-based wind turbine has 
been well studied in [8-10], however, it still needs to be 
described here since it plays an important role for resonance 
analysis. Fig.6 shows the elementary diagram of an DFIG-
based wind turbine, which is constructed by a DFIG generator, 
RSC converter, GSC converter and its L filter, terminal RC 
filter, and the step-up transformer. The parameters of the DFIG 
system are available in Table II. 
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RSC GSC
PoC
fR
fCgL
 
Fig.6 Single line diagram of an DFIG-based wind turbine 
 
 
TABLE II.  PARAMETERS OF AN AGGREGATED 130-MW DFIG SYSTEM  
Rated Power 130 MW Rated Voltage 950 V 
sR  0.023 pu sw,RSCf  1350 Hz 
sL  0.18 pu sw,GSCf  2250 Hz 
rR  0.016 sT  5 s  
σrL  0.16 Kcp,RSC 0.6 
mL  2.9 Kci,RSC 8 
Lg 0.3 Kcp,GSC 0.83 
fR  0.14 pu Kci,GSC 5 
fC  0.07 pu   
A. Grid Side Converter (GSC) and its Filter Modelling 
As shown in Fig.7 a), DFIG grid side part is composed of 
GSC and its L filter. SRF domain double loop PI control is 
adopted for regulation of the DC-link voltage. Since the outer 
voltage control loop has much slower dynamic than the inner 
current control loop, it has negligible effect on the impedance 
modelling, thus is not considered here. Based on [18], GSC 
could be represented with one current source in parallel with an 
equivalent impedance GSCZ , as shown  in Fig.7 b), where 
c 1( j )G s   is the PI current controller and d 1( j )G s  is the 
digital control delay of 1.5 sampling period. 
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a)    b) 
Fig.7 Single line diagram of DFIG grid side circuit and its equivalence 
By opening the current source branch in Fig.7 b), the 
impedance of DFIG grid side part seeing from PoC can be 
deduced as 
G GSCgZ sL Z     (4) 
B. DFIG and Rotor Side Converter (RSC) Modelling 
Fig.8 shows the circuit of DFIG machine and RSC. Since 
the rotor current control and output voltage are both calculated 
under rotor side stationary reference frame, they need to be 
rotated back to the stator side stationary reference frame using 
the slip ratio expressed as 
1 r
1
slip
 


   (5) 
where r is rotor angular speed. Similar to DFIG grid side 
modelling, DFIG machine and RSC could be modelled as 
shown in Fig.8 [18]. 
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Fig.8 Single line diagram of DFIG machine and RSC 
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Fig.9 Equivalent circuit of DFIG machine and RSC 
By opening the current source branch in Fig.9, DFIG rotor 
part impedance seeing from the PoC can be deduced as 
 RSCs σs m r σr m s σs
R
RSCm r σr
( )( ) /
( ) /
R sL sL R sL Z slip sL R sL
Z
sL R sL Z slip
     

  
(6) 
C. Complete DFIG-based Wind Turbine Model 
As shown in Fig.5, DFIG rotor side part, grid side part and 
terminal RC filter are connected in parallel. So the impedance 
of DFIG-based wind turbine can be derived as 
  G R FWT
G R R F G F
Z Z Z
Z s
Z Z Z Z Z Z

 
   (7) 
where F f fZ R sL  represents terminal AC filter. 
Then  WTZ s  is verified using the same method as in 
Section II. As shown in Fig.10, both magnitude and phase of 
the analytical and simulation impedances are in good 
agreement. 
 
Fig.10 Impedance assessment of a 130MW aggregated DFIG system 
Combining the impedances of DFIG-based wind turbine 
and its step-up transformer, the complete generation system 
looking from point of connection (PoC) is represented by 
     WTG WT STZ s Z s Z s                       (8) 
where  ST ST STZ s R sL  is the short circuit impedance of 
step-up transformer. 
IV. HARMONIC RESONANCES BETWEEN DFIG-BASED OFFSHORE 
WIND FARM AND VSC-HVDC LINK 
In Fig.11, the investigated DFIG-based OWF with VSC-
HVDC export is given. Left side are 3 array of wind generators 
including their collecting cables and transformers, right side is 
HVDC converter station, and they are connected by PCC. It is 
a three-phase symmetrical system, thus the positive sequence 
network, negative sequence network and zero sequence 
network could be analyzed independently. As in Section II and 
III, only positive sequence network is considered.  
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Fig.11 Grid structure of an DFIG-based OWF with VSC-HVDC export 
In this case study, the impedance models for DFIG 
generation system and HVDC converter station derived in last 
two sections are adopted. Collecting cables are modelled using 
equivalent pi models, and transformers are modelled with their 
short circuit impedances [19]. Based on those grid component 
models, system nodal admittance matrix  NN sY could be 
obtained through 
 NN sI Y U    (9) 
where I is system current vector, U is system voltage vector. 
In equation (10), nodal impedance matrix  NN sZ  is 
obtained by inversing  NN sY . Performing frequency scan to 
diagonal elements of the impedance matrix, impedance versus 
frequency curves could be plotted as in Fig.12. Peaks of the 
impedance curves indicate harmonic resonances. Due to 
physical connections, the parallel circuits represented with 
driving point impedances from 11Z to 77Z  are coupled with 
each other, thus two or more driving point impedances contains 
the information for one dominating resonance, an accurate 
unique resonance frequency could not be identified. 
   
11 12 17
1 21 22 27
NN NN
71 72 77
Z Z Z
Z Z Z
s s
Z Z Z

 
 
  
 
 
 
Z Y   (10) 
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Fig.12 Frequency scan of driving point impedances 
To solve this problem, the nodal impedance matrix 
 NN sZ  is transformed into a diagonal impedance matrix 
 M sZ , as in (11). With this help, coupled electrical circuits 
are transformed into independent electrical circuits under 
modal coordinate system. 
   
m1
T m2
M NN
m7
0 0
0 0
0 0
Z
Z
s s
Z
 
 
  
 
 
 
Z T Z T  (11) 
By applying frequency scan to the nonzero items 
of  M sZ , modal impedance curves are obtained, as shown in 
Fig.13. It is obvious that unique resonance frequency could be 
identified for each dominating resonance.  
 
Fig.13 Frequency spectrum of modal impedances 
Table III shows the participation factors of all resonance 
modes, first two lines are resonance frequencies resf and 
amplitudes of resonance impedances 
mZ , line 3 to 9 shows the 
participation factors coming from the 7 buses. For each 
resonance mode, the most influencing participation factors are 
underlined. Noted that harmonic amplification is indicated by 
the amplitude of resonance impedance mZ . 
TABLE III.  PARTICIPATION FACTORS (PF) OF MODAL RESONANCES 
fres in pu 7.21 10.05 10.2 10.86 31.77 35.11 36.97 
Zm in pu 48.03 24.14 23.99 18.41 74.74 94.93 108.2 
PF 
in 
% 
Bus1 10.38 0. 02 0. 02 1.13 6.58 1.21 0.43 
Bus2 15.21 24.18 24.27 6.56 42.89 10.22 0.61 
Bus3 14.44 13.09 12.84 10.6 11.23 44.08 8.57 
Bus4 14.02 1.91 1.81 18.68 7.11 6.52 51.54 
Bus5 16.12 38.27 38.83 12.39 23.34 7.12 0.49 
Bus6 15.16 19.93 19.74 18.97 5.65 27.25 5.97 
Bus7 14.69 2.88 2.76 32.95 3.28 3.67 32.45 
For the resonance mode res 7.21f  , participation factors 
from 7 buses are in same level, variation of each grid parameter 
may has impact on this resonance. For the resonance modes 
with frequencies 10.05, 10.2 and 10.86, they are contributed 
most from terminal buses of collector cables, and their 
amplification effects are relatively small. For the resonance 
modes 31.77, 35.11 and 36.97, each one is determined by two 
terminal buses of one array cable, and harmonic amplification 
effects are larger than other resonance modes. Telling from 
mZ , four resonance modes res 7.21f  , 31.77, 35.11 and 36.97 
are most influential.  
V. VALIDATION OF RESONANCE STIMULATIONS 
The investigated system in Section IV is built up in 
MATLAB/SIMULINK and simulations are conducted. Fig.13 
shows the current and voltage waveforms for all 7 buses. b1I to 
b7I are currents measured at Bus 1 to Bus 7. b1U to b7U  
represent the voltages on Bus 1 to Bus 7. Both currents and 
voltages have a certain level of distortions, and voltages have 
relative larger distortions than currents.  
 
 
Fig.13 Measured current and voltage waveforms on buses 1 to 7 
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Fig.14 shows harmonic frequency spectrums for the current 
b1I  and voltage b1U  measured on Bus 1, as well as the 
voltages from b2U  to b7U  on other buses. Total harmonic 
distortion (THD) of b1I is 1.77%, THD of b1U  is 2.86%, and 
same level of THDs for voltages from b2U  to b7U  are 
observed. As seen from b) to h), apart from the harmonic bands 
around switching frequencies of DFIG (27 pu for RSC, 45 pu 
for GSC) and WFVSC (27 pu), 7th, 11th, 31th and 35th order 
components appear mostly as peaks, which fall on the 
resonance frequencies given in Table III. It is assumed that 
those high voltage distortions are induced by stimulation of 
resonances from corresponding harmonic currents. However, 
the distortion peaks in this case do not reflect all resonance 
modes clearly, and the resonance mode res 36.97f  is hardly 
seen.  
  
  a) b1I frequency spectrum           b) b1U  frequency spectrum 
 
c) b2U frequency spectrum           d) b5U  frequency spectrum 
 
e) b3U frequency spectrum           f) b6U  frequency spectrum 
 
g) b4U frequency spectrum           h) b7U  frequency spectrum 
Fig.14 FFT analysis to simulation measurements 
For further verification of the RMA results, intrusive 
harmonic injection method is adopted. From 1 to 50 orders of 
harmonic currents at 0.6% of fundamental current are injected 
into Bus 1. Fig.15 shows the current and voltage waveforms 
for all 7 buses after the injection of harmonic currents. Higher 
harmonic distortions are observed. 
 
 
Fig.15 Voltage and current waveforms on buses 1 to 7 when extra harmonic 
currents are injected on Bus 1 
  
  a) b1I frequency spectrum           b) b1U  frequency spectrum 
 
  c) b2U frequency spectrum           d) b5U  frequency spectrum 
 
e) b3U frequency spectrum           f) b6U  frequency spectrum 
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g) b4U frequency spectrum   h) b7U frequency spectrum 
Fig.16 FFT analysis to simulation measurements when extra harmonic currents 
are injected on Bus 1 
In Fig.14 a) and Fig.16 a), it is seen the distribution of 
harmonic currents flowing through Bus 1 is greatly varied, it is 
more averagely distributed in Fig.16 a). On another hand, in 
comparison with the THD variation of b1U from 2.86% to 
12.09%, as shown in Fig.14 b) and Fig.16 b), the THD 
variation of b1I from 1.77% to 3.03% is relatively small. It 
indicates that greater harmonic voltage amplification has been 
induced by stimulation of parallel resonances with harmonic 
currents. In detail, these are reflected by the stimulation of 
resonances modes resf = 7.21, 31.77, 35.11 and 36.97. Fig.16 c) 
and d) shows the stimulation of resonance mode 7.21 and 
31.77. Fig.16 e) and f) shows the stimulation of resonance 
mode 7.21 and 35.11. Fig.16 g) and h) shows the stimulation of 
resonance mode 7.21 and 36.97. These simulation results 
match the resonance frequencies, amplification effects, and 
participation factors derived with RMA perfectly. 
VI. CONCLUSIONS
To analyze the harmonic resonances in DFIG-based OWF 
with VSC-HVDC connection, harmonic impedances of DFIG-
based wind turbine and VSC-HVDC converter has been 
modelled and verified through numerical simulations. 
Resonance mode analysis has been conducted to a simplified 7-
bus system. Potential dominating resonances of the 
investigated system are analyzed, and the contributions to 
dominating resonance modes from relevant buses are clarified. 
With the help of extra harmonic injections, normal and 
abnormal operating conditions of the system are simulated, and 
simulation results validates the stimulation of resonances in 
DFIG-based OWF with VSC-HVDC connection. 
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