We investigate the complexity of solving stable or perturbation-resilient instances of k-means and kmedian clustering in fixed dimension Euclidean metrics (or more generally doubling metrics). The notion of stable or perturbation resilient instances was introduced by Bilu and Linial [2010] and Awasthi, Blum, and Sheffet [2012] . In our context, we say a k-means instance is α-stable if there is a unique optimum solution which remains unchanged if distances are (non-uniformly) stretched by a factor of at most α. Stable clustering instances have been studied to explain why heuristics such as Lloyd's algorithm perform well in practice. In this work we show that for any fixed ǫ > 0, (1 + ǫ)-stable instances of k-means in doubling metrics, which include fixed-dimensional Euclidean metrics, can be solved in polynomial time. More precisely, we show a natural multi-swap local-search algorithm in fact finds the optimum solution for (1 + ǫ)-stable instances of k-means and k-median in a polynomial number of iterations.
Introduction
The interest in explaining the difference between performance of many heuristic algorithms (in particular for clustering problems) in practice vs. worst-case performance bounds has recently attracted attention and led to new research directions. It has been long observed that for many optimization problems, such as clustering problems, the performance of some well known heuristics are much better than their worst case performance analysis.
There have been several approaches to study and explain these differences. Bilu and Linial [13] as well as Awasthi, Blum, and Sheffet [5] introduced the notion of stability and perturbation resilience. The idea is that for many problems, such as a clustering problem, a typical instance of the problem is stable in the sense that the optimum solution is unique and it does not change even if one modifies or perturbs input parameters by a small factor. Informally, instances of a problem are called α-stable or α-perturbation resilient if the structure of the optimum solution remains unchanged even if the input is perturbed by an α factor. For example, a clustering problem is α-stable if there is a unique optimum solution which remains the unique optimum after some distances are scaled up to a factor of α: different pairs of points may have their distances scaled differently.
Balcan et al. [8] argue that for clustering problems the goal is to find the "target" clustering and typically the objective function is just a proxy. Therefore, the distances of the input points and how they contribute to objective function are typically not very precise; thus small changes in these values usually does not change the target clustering. It has been shown that for α-stable instances of several problems such as centre-based clustering problems (e.g. k-center, k-median, k-means), graph partitioning problems (e.g. Max-cut, Multiway cut), and other problems, one can find the optimum solution in polynomial time.
In this paper, we focus on α-stable instances of the classical clustering problems k-median and k-means in Euclidean metrics R d . Perhaps the most widely used clustering model is the k-means clustering: Given a set X of n data points in d-dimensional Euclidean space R d , and an integer k, find a set of k points c 1 , . . . , c k ∈ R d to act as as centres that minimize the sum of squared distances of each data point to its nearest centre. In other words, we would like to partition X into k cluster sets, {C 1 , . . . , C k } and find a centre c i for each C i to minimize
Here, ||x − c i || 2 is the standard Euclidean distance in R d between points x and c i . This value is called the cost of the clustering. Typically, the centres c i are selected to be the centroid (mean) of the cluster C i . In other situations the centres must be from the data points themselves (i.e. c i ∈ C i ) or from a given set C. This latter version is referred to as discrete k-means clustering. There are results that show that one can reduce k-means to discrete version at a small loss (see [24] ). In this paper we study discrete k-means. The problem is known to be NP-hard even for k = 2 for R d when d is not fixed or for arbitrary k in R 2 [2, 17, 22, 28] . Several approximation algorithms have been proposed for the problem; for a while the best ratio being a (9 + ǫ) via a local search algorithm [21] . This was recently improved to a PTAS independently by [18, 19] and [14] when the dimension d can be regarded as a constant and an 6.357-approximation for arbitrary dimensions [26] . Awasthi et al. [7] showed that the problem is APX-hard in R d when d = Ω(log n). We now precisely define what it means for an instance of k-means be stable in our paper. One can similarly define what it means for a k-median instance to be α-stable. We present a k-means instance as a triple (X , C, δ) where δ is a symmetric distance function between points in X ∪ C that satisfies the triangle inequality unless otherwise explicitly stated. A solution is viewed as s set S ⊆ C with |S| = k and its cost is cost(S) := j∈X min δ(j, S) 2 .
Definition 1 (α-stability). For α ≥ 1, call an instance I = (X , C, δ) of metric k-means α-stable if it has a unique optimum solution O which is also the unique optimum solution in every related (not necessarily metric) instance I ′ = (X , C, δ ′ ) (that need not satisfy the triangle inequality but still satisfies symmetry) with δ(i, j) ≤ δ ′ (i, j) ≤ α · δ(i, j) for all i, j ∈ X ∪ C.
Several papers have studied complexity of α-stable instances of k-means and k-median. The main goal is to find algorithms that work for smaller values of α (i.e. weak requirement for stability). Awasthi, Blum, and Sheffet [6] showed that 3-stable instances of k-means and k-median can be solved in polynomial time. Balcan and Liang [10] improved this by showing that for α = 1 + √ 2, α-stable instances of k-means and k-median can be solved in polynomial time. This was further improved in the case of metric stability recently by Agelidakis, Makarychev, Makarychev [3] who showed that 2-metric stable (or 2-metric perturbation resilient) instances of centre-based clustering problems such as k-means and k-median can be solved in polynomial time.
In this work we focus on discrete k-means and k-median on Euclidean metrics R d (and more generally doubling metrics) and prove both upper and lower bounds. We prove that for any fixed ǫ > 0, (1 + ǫ)-stable instances of these problems on fixed dimension Euclidean spaces (R d for fixed d) can be solved in polynomial time and this is tight modular some PCP hypothesis. More specifically, assuming a bounded version of a proximity PCP theorem explained below in Hypothesis 1 (which is a bounded-occurrence version of Theorem 3.1 of [16] ) we can show that for some fixed ǫ > 0, (1 + ǫ)-stable instances of k-means and k-median cannot be solved in polynomial time when restricted to R d (but unbounded d) unless NP=RP. In fact, our result is slightly stronger in that we show (1 + ǫ)-stable instances do not even admit a PTAS unless NP=RP.
Previous work
Bilu and Linial [13] gave a polynomial exact algorithm for O(n)-stable instances of Max-Cut. This was improved to O( √ n)-stable instances by Bilu, Daniely, Linial, Saks [12] and further by Makarychev, Makarychev, Vijayaraghavan [23] who provided a polynomial exact algorithm based on semidefinite programming for O( √ log n log log n)-stale instances of Max-Cut. This result may be nearly tight: [23] also shows that solving α(n)-stable instances in polynomial time would imply an α(2n)-approximation for the nonuniform sparsest cut problem.
Awasthi, Blum, and Sheffet [6] showed that for 3-stable instances of large class of clustering problems, called separable centre-based objective (s.c.b.o) clustering problems (such as k-median over finite metrics (with no Steiner points)) and for (2 + √ 3)-stable instances of s.c.b.o clustering problems with Steiner points one can find the optimum clustering in polynomial time. Furthermore, they proved NP-hardness for instances of k-median with Steiner points that satisfy 3-centre proximity condition (α-centre proximity is the condition that for any point x ∈ X in cluster C i with cluster centre c i , α · δ(x, c i ) < δ(x, c j ) if i = j). Ben-David and Reyzin [11] showed the NP-hardness of (2 − ǫ)-stable instances of k-median with no Steiner points for general metrics. Balcan, Haghtalab, and White [9] prove that 2-stable instances of k-centre can be solved in polynomial time and any (2 − ǫ)-stable instances of the problem are NP-hard. Angelidakis, Makarychev, and Makarychev [3] show that for class of clustering problems called centre-based clustering (such as k-means, k-median, k-center), 2-metric perturbation resilient instances can be solved in polynomial time, improving the bound of 1 + √ 2 from Balcan and Liang [10] . Ostrovsky et al. [25] showed that for ǫ-separated (defined below) instances of continuous k-means a variant of Lloyd's algorithm is an O(1)-approximation.
For an instance of continuous k-means with X ∈ R d , let ∆ 2 k (X ) denote the optimal k-means clustering cost. Say that the instance given by X is ǫ-separated if
Ostrovsky et al. [25] showed that one can achieve a (1 + f (ǫ))-approximation to k-means in polynomial time. This result was further improved by Awasthi, Blum, and Sheffet [5] 
for some constant α > 1 then one can obtain a PTAS for k-means in time polynomial in n, k but exponential in α, ǫ. A solution S 0 to k-median is 1 ǫ -locally optimal if any solution S 1 such that |S 0 − S 1 | + |S 1 − S 0 | ≤ 2/ǫ has cost at least as big as that of S 0 . Cohen-Addad and Schwiegelshohn [15] showed that for α > 3, for any instance of k-median that is α-stable, any 2 α−3 -locally optimal solution is optimum. Hence a local search algorithm that swaps up to 2 α−3 centres finds the optimum solution. However, they do not show how to find such a local optima in polynomial time.
Vijayaraghavan, Dutta, and Wang [30] studied additive perturbation stable (APS) instances of Euclidean k-means for k = 2. An instance is δ-APS if the (unique) optimum clustering remains optimum even if each point is moved up to δ. They [30] showed that for any fixed ǫ > 0, ǫ-additive instances of Euclidean k-means for k = 2 can be solved in polynomial time. There are also several results on stable instances of graph partitioning problems such as Max-Cut.
Another interesting aspect of our result is that we prove the local search dynamics find the optimum solution in polynomial time in stable instances of k-median and k-means. This stands in stark contrast to the fact that the complexity of finding a local minimum for the standard local search algorithm is PLS-complete for k-median [1] . We refer the interested reader to [1] and the references therein for more details of Polynomial Local Search complexity. Essentially, our result shows that if stable instances of k-median and k-median to are PLS-hard then the fact that local search terminates in a polynomial number of iterations would allow us to solve all problems in PLS in polynomial time. The fact that local search terminates in polynomial time for stable instances is not surprising, but we finally provide the first proof of this fact.
Our Results
Our main results are Theorems 1 and 3 below. Recall a metric has doubling dimension d if any ball with radius R in the metric can be covered by at most 2 d balls of radius R/2. This theorem is proved by showing that the simple ρ-swap local search algorithm for a suitable constant ρ = ρ(ǫ, d) finds the optimum k-means clustering in polynomial time if the best improvement is taken in each iteration. We should note that, in all the previous studies of local search algorithms, in order to obtain polynomial run time, a swap is performed if it yields a "significant" improvement of the solution. Hence, the result of the algorthims is not a true local optimum, but, in some sense, an approximate local optimum. However, in order to find the actual optimum, one cannot rely on an algorithm that produces an approximate local optimum. For instance, the result of Cohen-Addad and Schwiegelshohn [15] shows that a true local optimum is also optimum in α-stable instance of k-median (for α > 3) but it does not show how to find a true local optimum in polynomial time. In order to prove Theorem 1 we must show that the local search algorithm that performs the best swap in each step in fact finds the true local (and hence global) optimum in stable instances. We focus only on our setting of doubling metrics, but the ideas can also be used to show how to find the global optimum in polynomial time for α-stable instances of k-means and k-median in general metrics studied in [15] for constant α > 3.
As a side effect, we also show how to avoid the "ǫ-loss" that so many local search procedures lose when being modified to run in polynomial time. For example, a local optimum solution to the single-swap heuristic for k-median is known have cost at most 5 times the global optimum cost, yet a modification to the standard single-swap algorithm in [4] to ensure the algorithm runs in polynomial time is a (5 + ǫ)-approximation. We provide analysis of the local-search procedure that takes the best swap at each step and prove the solution is a true 5-approximate solution (no ǫ-loss) after a polynomial number of iterations, even if it has not yet stabilized at a local optimum. Our approach may be helpful for others to communicate more clean approximation ratios for their local search algorithms. The details of this analysis technique appear in Appendix B.
Our second major result is to show that Theorem 1 is essentially tight in that the assumption of d being constant is critical to allow instances with arbitrarily small (constant) stability to be solved optimally. In order to do that, we prove Theorem 3 under the assumption of a proximity PCP hypothesis, which is a slightly stronger version of Theorem 3.1 in [16] . We need the following definitions to state our result formally.
Definition 2 (Unambiguous QSAT).
In an instance of promise problem U-QSAT, we are given a set of n variables x 1 , x 2 , . . . , x n and m clauses C 1 , C 2 , . . . , C m where each clause is a Q-CNF over Q (distinct) variables. The promise is that there is at most one satisfying assignment.
U-QSAT was proven hard using a randomized reduction in [27] in the sense that an algorithm that can be used to determine satisfiability of a U-QSAT instance could then be used to solve any language in N P with a randomized reduction. That is, we would have N P = RP .
Given two binary vectors x, x ′ of the same length, let HW (x, x ′ ) ∈ [0, 1] denote the Hamming weight of x, x ′ : the fraction of coordinates i with
The following is a corollary of Theorem 3.1 of [16] , obtained by producing their PCPP for a given instance of U-QSAT. Yes case: if L is a yes case then Φ has a unique satisfying assignment x * with probability Ω(1/poly(n)). Also, for any assignment x to Φ, the fractions of clauses not satisfied by x is at least s · HW (x, x * ).
No case: if L is a no case then no assignment satisfies more than (1 − ǫ)-fraction of clauses of Φ.
An instance of U-QSAT-B is the same as U-QSAT with the additional condition that each variable appears in at most B clauses. The following bounded occurrence version of Theorem 2 is the basis for our hardness result. It simply repeats Theorem 2 with the condition that the SAT instance have bounded occurrence for each variable. Yes case: if L is a yes case then Φ has a unique satisfying assignment x * with probability Ω(1/poly(n)). Also, for any assignment x to Φ, the fractions of clauses not satisfied by x is at least s · HW (x, x * ). So, Hypothesis 1 proposes the existence of a randomized reduction from any L ∈ N P to QSAT-B that always maps a no instance to a no instance and, with polynomially-large probability, maps a yes instance an instance of S-QSAT-B which, by definition, has exactly one satisfying assignment. This bounded occurrence (and, thus, stronger) version of Theorem 2 is believed to be true and there is work in progress towards proving this (Oded Goldreich, personal communication). Using Hypothesis 1 we prove the following. 
Hardness Reduction Techniques: Our goal is to take a stable instance of QSAT-B and map it to a stable instance of k-means. The definitions of stability in these two problems, of course, differ and our goal is to not only provide a hardness reduction for k-means but also to translate the notion of stability from QSAT-B to k-means. To this end, we informally call a reduction "stability-preserving" if it maps stable instances of one problem to stable instances of the other problem.
A strong caution to the reader is that standard L-reductions do not always preserve stability. In decision problems like QSAT-B or 3D-Matching (an auxiliary problem we encounter on the way to proving hardness for stable k-means), we certainly need our reduction to be parsimonious to ensure uniqueness of the optimal solution. But even parsimonious L-reductions do not suffice. In Appendix D, we given an example of a stable QSAT and show the classic parsimonious L-reduction from QSAT to QSAT-B for some constant B that is based on expander graphs fails to preserve stability. This also shows that Hypothesis 1 is not obtained easily as a corollary of Theorem 2 by using this classic reduction. Another thought is that the hypothesis can be obtained by starting with an instance of U-QSAT-B and building the PCPP from Theorem 2 around it, but their construction does not preserve bounded-occurrence: different bits of the underlying PCP can be queried with vastly different probabilities that may vary up to a polynomial factor.
Thus, stability-preserving reductions are more fragile than L-reductions. The arguments about why stability is preserved are also more challenging and in-depth than the standard "no-case" analysis in an L-reduction. We believe such reduction may be interesting in other contexts, especially in proving hardness for other problems under certain stability assumptions.
Outline of the paper: The algorithm for solving stable instances of k-means in constant-dimension doubling metrics appears in Section 2. The presentation focuses only on k-means, the algorithm for solving stable instances of k-median is nearly identical.
Some details of the hardness reduction are given in Section 3. Then the reduction is broken into three steps. In Section 4, we begin by reducing S-QSAT-B to S-3SAT-B which also serves as our introduction to the concept of stability-preserving reductions. In Section 5, we provide a stability-preserving reduction from S-3SAT-B to the classic 3D-Matching problem with appropriate stability and bounded-degree guarantees maintained in the reduction. A further step in reduction is needed to reduce from stable instances of 3D-Matching to a covering problem. This simple step appears in Section 6. Finally, Section 7 finishes with the reduction to an α-stable Euclidean k-means instance in R d with d = Ω(n) for some absolute constant α > 1 that, ultimately, depends on the Q, B and s from Hypothesis 1. The ǫ from Hypothesis 1 also factors into showing hardness of even approximating α-stable k-means instances in high-dimensional Euclidean metrics within some small constant factor.
Solving Low-Dimensional Stable Instances
Our main goal in this section is to prove Theorem 1. We prove it for k-means only, the proof for k-median is essentially identical. Suppose ǫ ′ , d are fixed constants and we are given an instance (X , C, δ) of k-means in a doubling metric with doubling dimension d that is (1 + ǫ ′ )-stable; i.e. it has a unique optimum solution O ⊆ C and it remains the unique optimum solution even if distances between points in X ∪ C are scaled (nonuniformly) by at most (1 + ǫ ′ ) factor. If the reader is not comfortable with doubling metrics, nothing will be lost by thinking of R d in particular whose doubling dimension is Θ(d). Let ǫ be such that 1 + 6ǫ = (1 + ǫ ′ ) 2 , roughly speaking we have ǫ ≈ ǫ ′ /3 for small ǫ ′ . Without loss of generality, we assume ǫ ≤ 1/6, since we can shrink ǫ ′ if necessary; an instance that is
) be the constant from the k-means local search algorithm in [18, 19] . We briefly recall that the ρ-swap local search analysis for k-means in Euclidean metrics of dimension d finds a solution whose cost is at most 1 + ǫ times the optimum solution cost. For impressions,
. Let F k = {S ⊆ C : |S| = k} be set of feasible solutions. Consider Algorithm 1, which is the standard ρ-swap local search algorithm with slight modification that in each step it performs the swap that yields the best improvement.
return S Each iteration runs in polynomial time because ρ is a constant. Unlike standard polynomial-time local search algorithms that stop once no improvement by a factor of ǫ/k can be made, our algorithm simply terminates once no improvement is possible at all. We will argue that the algorithm terminates in a polynomial number of iterations in (1 + ǫ ′ )-stable instances and give an explicit bound on the number of iterations. An interesting observation on the quality of the returned solutions in non-stable instances is made at the end of this section: informally it says that if we truncate the main loop of Algorithm 1 to a polynomial number of iterations, then in (1 + ǫ ′ )-stable instances it finds the optimum solution and in arbitrary instances of k-means in R d it finds a (1 + O(ǫ))-approximate solution.
Let O ∈ F k be the unique optimum solution. For any set S ∈ F k , define the following:
• For j ∈ X , let σ(j, S) be the centre in S nearest to to j, breaking ties by some fixed ordering of C.
• X S = {j ∈ X : σ(j, S) ∈ S − O and σ(j, O) ∈ O − S}.
•
Here is why we define the function Ψ(.). In the analysis of local search algorithms such as in [18, 19] , in order to show that a local optimum solution S is (1 + ǫ)-approximate, one shows that cost(S) ≤ cost(O) + O(ǫ)(cost(O) + cost(S)). That bound is too crude for our purposes here. Instead, we require cost(S) ≤ cost(O) + ǫ · Ψ(S), i.e. the error term is not an ǫ factor of cost(O) + cost(S); instead it is only an ǫ factor of the cost of O and S for points in X S . The function Ψ(S) is a bit challenging to track, it does not necessarily decrease as cost(S) decreases. Still, it is an important quantity in our analysis.
A Structural Theorem
We fix some S ∈ F k in this section, which may or may not be a local optimum solution. Unlike standard local search analysis for k-means, we cannot assume S ∩ O = ∅ as the usual trick of creating duplicates of each centre would destroy the stability of the underlying instance. Let S ′ = S − O and let O ′ = O − S. We use a minor modification of the main structural theorem from [18, 19] . First, we introduce some concepts. The details behind the constructions and proofs are discussed in Appendix A.
In what follows, constants suppressed in the Θ(ǫ) terms in this subsection are absolute constants independent of even ǫ and d that allow the bound in the statement of Theorem 5 below to hold. They can be found in [19] .
Radius Around Centres: For every
Pairing of Centres: We identify (Appendix A) a pairing/matching T ⊂ S ′ ∪ O ′ that has the following property: For any A ⊆ S ∪ O, if A contains at least one centre from every pair (i, i
Net: We cast a "net" around each centre in S ′ . Specifically, we find
There are further properties of N that enable Theorem 4 below but they do not need to be stated here.
As a note to the reader, constructing the net N uses the doubling property of the metric and is the only place in our discussion where this property is required.
The proof of the following essentially follows the same arguments as in [18, 19] , but with some care given to handling points in S ∩ O to ensure they can be excluded from the partition. Again, the proof is discussed in Appendix A.
Theorem 4 (Structure Theorem). For any ǫ > 0, there is a constant ρ := ρ(ǫ, d) and a randomized algorithm that samples a partitioning π of O ′ ∪ S ′ such that:
• For each part
• For each pair
From Theorem 4, we obtain the main technical theorem that supports our analysis of the running time of Algorithm 1 and proves it returns O in stable instances is the following.
Proof. Sample a random partition π of S ′ ∪ O ′ as in Theorem 4 and consider the effect of the swap S → S△P for each part P ∈ π. We place an upper bound on E π [ P ∈π cost(S△P ) − cost(S)] by describing a valid way to redirect each j ∈ X in each swap on a case-by-case as follows. For brevity, let c *
2 be the cost of connecting j in the global optimum solution and, analogously, c j = δ(j, σ(j, S)) 2 .
• We never move any j with both σ(j, S), σ(j, O) ∈ S ∩ O. Note σ(j, S) remains open after each swap so this is valid. Observe for such clients that c * j = c j so we, conveniently, say the total assignment cost change for j over all swaps P ∈ π is bounded by c * j − c j .
• For j with σ(j, S) ∈ S ′ and σ(j, O) ∈ S ∩O, move j to σ(j, O) when swapping the part P with σ(j, S) ∈ P . As σ(j, S) remains open in every other P ′ = P this is valid. The total cost assignent for j is then bounded by c * j − c j .
• For j with σ(j, S) ∈ S ∩O and σ(j, O) ∈ O ′ , move j to σ(j, O) when swapping the part P with σ(j, O) ∈ P and do not move j when swapping any other part P ′ = P . This places an upper bound of c * j − c j on the total assignment cost change for j.
• Finally, consider j with σ(j, S) ∈ S ′ and σ(j, O) ∈ O ′ . Note these are precisely the points j ∈ X S . We reassign j exactly in the same way as in the proof of Theorem 4 in [18, 19] . It is not necessary to know the details of this reassignment for our proof, we just need the reassignment cost bound. Following their analysis, this bounds on the expected total assignment cost change for j over all swaps (the expectation being over the sampling of π) by
Aggregating this cost bound for all clients, we see
Therefore there is some π and some P ∈ π with
the latter bound using |π| ≤ k and the fact the numerator is negative.
Polynomial-Time Convergence to a Nearly-Good Solution
In order to show that Algorithm 1 terminates in polynomial time on stable instances, we first show that a nearly-good solution will be encountered by Algorithm within a polynomial number of iterations even if the instance is not stable. The next section shows that the only nearly-good solution is the optimal solution in (1 + ǫ ′ )-stable instances, thereby completing the proof of Theorem 1. From Theorem 5, we show solutions that are not nearly-good are improved significantly in a single step of the local search algorithm.
Lemma 1. Suppose S ∈ F k is a solution which is not nearly-good. Then there is some
Proof. Consider the set S ′ guaranteed by Theorem 5. The fact that S is not a nearly-good solution means
To argue about the number of iterations of Algorithm 1, we make the assumption that all coordinates of all points in X ∪ C are integers. This is without loss of generality: scaling all points by the product of all denominators increases the bit complexity of the input by a polynomial factor and Algorithm 1 would behave exactly as it would before the scaling (i.e. would consider the same sequence of sets S).
Let ∆ = max j∈X ,i∈C δ 2 (i, j). Observe that cost(S) − cost(O) ≤ n∆, cost(S) is an integer for any S ∈ F K , and ln ∆ is polynomial in the bit complexity of the input.
Corollary 1. When Algorithm 1 terminates, the returned solution is a nearly-good solution. Also, within 2k · ln(n∆) iterations Algorithm 1 will have had some iteration with S being a nearly-good solution.
Proof. Lemma 1 shows that if S is not a nearly-good solution then there is a better solution S ′ ∈ F k with |S − S ′ | ≤ ρ, so the local search algorithm can only terminate with a nearly-good solution. For the sake of contradiction, suppose that after K = ⌊2k · ln(n∆)⌋ iterations Algorithm 1 has still not encountered a nearly-good solution. Say S 0 , S 1 , . . . , S K ∈ F k is the sequence of sets held by the algorithm after the first K iterations, where S 0 is the initial set.
For 0 ≤ i < K, Lemma 1 and the fact that Algorithm 1 always chooses the best improving swap shows
Because costs are integral, cost(S K ) − cost(O) = 0 which contradicts that S K is not a nearly-good solution.
This does not quite show that Algorithm 1 terminates in a polynomial number of steps. This fact will be proven after the next subsection when we show the only nearly-good solution in stable instances is O.
Nearly-Good Solutions are Optimal in Stable Instances
Our high-level approach is inspired by [15] , but we must address larger technical challenges. Roughly speaking, the added difficulty is because the local search analysis from [18, 19] we are following has the bound on the cost change of the swaps depending mildly on cost(S). We are also burdened with proving that the optimum is found in a polynomial number of iterations, something that was not addressed in [15] .
Throughout this section, let S be a fixed nearly-good solution. Define perturbed distances δ ′ (i, j) for i ∈ C, j ∈ X as follows:
Due to this k-means instance being (1 + ǫ ′ )-perturbation stable, O remains the unique optimum solution under these perturbed distances δ
Partition the points in X into the following groups:
• X 3 = {j ∈ X : σ(j, S), σ(j, O) ∈ S ∩ O}, and
Observe X 4 = X S (notation from the previous section) and that σ(j, O) = σ(j, S) for j ∈ X 3 . As in the proof of Theorem 5, let c *
2 be the clustering cost incurred by point j in the optimum solution and, analogously for S, c j = δ(j, σ(j, S)) 2 . By considering the connection cost of each point on a case-by-case basis, we easily see
Before putting all pieces together, we make one last observation. As S is a nearly-good solution, c * j ≤ c j for j ∈ X 2 , and c * j = c j for j ∈ X 3 , we have:
Rearranging,
Lemma 2. The nearly-good solution S is the optimum solution.
Proof. Using (2), we bound cost(S) in the following way:
The last bound again uses c * j ≤ c j for j ∈ X 2 . Recall we chose ǫ so (1 + 6ǫ) = (1 + ǫ ′ ) 2 . Thus, combining (1), (3) and the simple observation that cost ′ (S) = cost(S) we see
Finally, because the instance is (1+ǫ ′ )-stable with O being the unique optimum, it remains the unique optimum solution under the perturbed distances δ ′ . This shows S = O.
We now conclude the proof of our main algorithmic result.
Proof of Theorem 1. By Corollary 1, within a polynomial number of iterations Algorithm 1 will have S being a nearly-good solution. By Lemma 2, S = O. Certainly Algorithm 1 will then terminate because there can be no improving swap for an optimal solution.
We make the following interesting observation. It states that the local-search algorithm provided earlier, when truncated to a polynomial number of steps, provides a PTAS for arbitrary (not necessarily stable) instances of k-means and will fully solve stable instances whose stability constant is related to the ǫ in the PTAS approximation guarantee.
Consider fixed 0 < ǫ ≤ 1/6 and fixed dimension d. Let ρ := ρ(ǫ, d) be as before (the constant in [18, 19] ). 
Proof. We already argued it finds the optimum solution in (1 + ǫ ′ )-stable instances where ǫ ′ satisfies (1 + ǫ ′ ) 2 = 1 + 6ǫ. From Corollary 1, which did not require the assumption that the instance is stable, within 2k · ln(n∆) iterations some set S considered in the algorithm satisfies cost(S) ≤ cost(O) + 2ǫ · Ψ(S).
Deriving the bound in (2) also did not rely on stability, so
. Thus, the final set returned by Algorithm 1 is at most this expensive: at most (1 + 6ǫ) · cost(O).
Roadmap of the Reduction for Theorem 3
Our overall goal in the remaining sections is to prove Theorem 3. We remark that all of our reductions are deterministic reductions and run in polynomial time. The only randomization in the reduction is in Hypothesis 1 itself. Indeed, this seems essential given the current understanding of U-QSAT as the only known hardness proofs are by randomized reductions. Ultimately, by composing the hypothesis with our reductions, we obtain a randomized, polynomial time reduction from every language L ∈ N P to k-means that has the following property. For every instance I of L we will have computed a value c I such that the resulting k-means instance I I has the following properties depending on whether I is a yes case or a no case.
Yes case: With probability ≥ 1/poly(|I|), I I is s-stable for some universal constant s and the optimum solution to I I has cost c I .
No case: Always, the optimum solution cost to I I is at least γ · c I for some universal constant γ.
Given this, if there was an efficient γ-approximation for s-stable instances of discrete k-means in R d where d is part of the input then we could decide languages in N P in the following way. By repeating the reduction polynomially many times and running the γ ′ -approximation on each of the resulting k-means instances, with probability ≥ 1/2 if I was a yes instance then we would find some solution with cost < γ · c I and, always, if I was a no instance then every solution would have cost ≥ γ · c I . That is, we would have decided if L with a randomized, polynomial time algorithm with one-sided error (in the yes case) meaning N P = RP .
Starting with Hypothesis 1, we first reduce Q to 3: that is we provide a stability-preserving reduction from S-QSAT-B to S-3SAT-B. This is a relatively simple reduction, but it serves as a good introduction to the concept of preserving stability. Then we reduce S-3SAT-B to stable instances of 3D-Matching for some appropriate concept of stability for this problem. Problem definitions, precise details of what we mean by stability for 3D-Matching, and other finer-grained details we need to preserve will be discussed later. Finally, we reduce stable 3D-Matching instances to stable k-means instances to complete our proof.
A Stability-Preserving Reduction From S-QSAT-B to S-3SAT-B
Our first step is to show hardness of S-3SAT-B. There are standard reductions from QSAT-B to 3SAT-B and, if Q is regarded as a constant, the most commonly-taught reduction is also an L-reduction. But more is needed to preserve stability, likely the simple reduction the reader has in mind is not even parsimonious. While the reduction in this section is still quite simple, it serves as a warmup to the concept of preserving stability in a reduction and it is a necessary technical step toward our final goal. This is the first step of proof of hardness of stable instances of k-means.
Let B, Q, s, ǫ be constants from Hypothesis 1. Let Φ be an instance of QSAT-B; we construct an instance Ψ of E3SAT-B' for some B ′ depending only on Q and B. Properties of this reduction, including how it preserves stability, will be proven below. Our reduction actually produces an instance of S-QSAT-B with exactly 3 literals per clause, hence it is actually a reduction to stable instances of E3SAT-B and we require addressing clauses of size < 3 of the S-QSAT-B instance in the reduction.
Say Φ has variables X and clauses C where each clause C ∈ C is viewed as a set of literals over distinct variables of X. We may depict a clause as, say, x ∨ y ∨ z. Before describing the reduction, consider the following gadget. For literals ℓ 1 , ℓ 2 , ℓ 3 let F (ℓ 1 , ℓ 2 , ℓ 3 ) be the following collection of seven 3CNF clauses, applying the reduction x → x for any doubly-negated variable:
One can easily check that the only way to satisfy all clauses in F (ℓ 1 , ℓ 2 , ℓ 3 ) is for all literals to be false. So F (ℓ 1 , ℓ 2 , ℓ 3 ) enforces that all these three literals have to be false. Our instance Ψ of 3SAT-B' is constructed as follows. The variables of Ψ consist of X and a collection of new variables Y we introduce below as we describe the clauses. For each C ∈ C, say C = {ℓ •
• Case |C| ≥ 4. Let Y C = {y 0 C , . . . , y |C| C , z C } and C ′ C be comprised of the following constraints: Let n = |X|, m = |C|, n ′ = |X ′ | and m ′ = |C ′ |. Note,
The following two claims are routine to verify, details are in Appendix C. Finally, we show the reduction preserves stability. One might be tempted to think the analysis will be very similar to the no case analysis. However, as stated in the introduction, we will later given an example showing these concepts are fundamentally different by showing a well-known parsimonious L-reduction that does not preserve stability. This example is found in Appendix D.
We have not attempted to optimize constants in our analysis below, but dependance on B and Q seems essential. The following shows that the stability drops only by at most a constant factor, assuming Φ has bounded clause size and bounded occurrence for each variable.
Proof. Because Φ has a unique satisfying assignment x * , then by Claim 1 there is some y * (assignment of values to variables in Y ) such that (x * , y * ) is the unique satisfying assignment for Ψ. Consider any truth assignment (x ′ , y ′ ) for Ψ, we show the fraction of unsatisfied clauses in Ψ is at least s
, and h y = HW (y * , y ′ ). Observe |X|·h x +|Y |·h y = |X ′ |·h. Consider the following two cases.
. So at least m · s · h x clauses of Ψ are also not satisfied. Note the following:
• |X| ≤ Q · m, because each clause in Φ has at most Q literals.
• B ′ · |X ′ | ≥ m ′ , because each variable of Ψ appears in at most B ′ clauses.
The number of unsatisfied clauses of Ψ is then at least
. Let C bad ⊆ C be the clauses C of Φ such that at least one variable in Y C is different between y * and y ′ . The number of y-variables that differ between y * and y ′ is |Y | · h y and |Y C | ≤ 2Q for each C ∈ C, so
Partition C bad into two groups:
• C 1 bad : Clauses C i ∈ C bad such that at least one clause of Ψ in C ′ i is not satisfied by (x ′ , y ′ ).
• C 
where the 2nd inequality follows from (4). That is:
The fact that Φ is s-stable means at least s · h x · m clauses are not satisfied by x ′ . As before, for each clause C ∈ C not satisfied by x ′ there is at least one clause in the group of clauses C ′ C of Ψ that is not satisfied by (x ′ , y ′ ). Thus, the number of clauses of Ψ that are not satisfied by (x ′ , y ′ ) is at least
as required.
Reduction From Stable 3SAT-B to Stable 3DM-B
In this section we show how to reduce stable instance of bounded 3SAT (S-3SAT-B) to stable instances of bounded occurrence 3D matching. We formally define the problems we consider in our reduction below.
Definition 6 (Unambiguous 3DM-B or U-3DM-B). An instance of U-3DM-B problem is given via a hypergraph
where, for i = 1, 2, 3, |V i | = n , and each triple t ∈ T is of the form (v 1 , v 2 , v 3 ) with v i ∈ V i . In the decision version of the problem, the task is to decide whether a perfect matching, i.e., a subset T * ⊆ T of n disjoint triples, exists given the guarantees that:
Each vertex v appears in at most B triples, where B is a constant.
2. There is at most one perfect matching.
Definition 7 (Stable 3DM-B or S-3DM-B). An instance of the S-3DM-B problem is an instance of the U-3DM-B
problem that is (s, γ)-stable for 0 < s, γ < 1, in the sense that it has the following guarantees.
If a perfect matching T * exists, any subset of disjoint triples T has a size at most
is the fraction of the triples on which T * and T disagree.
If no perfect matchings exist, then any subset T ⊆ T of disjoint triples has
Throughout this section, for sets of triples T * and T , the Hamming weight function HW (T * , T ) is defined
, where ∆ denotes the symmetric distance, and T * is the optimal solution to S-3DM-B.
Definition 8 (Unambiguous Covering By Triples-B). An instance of the U-CBT-B problem is given via the same hypergraph as in the U-3DM-B problem. In the decision version of the problem, the task is to
decide whether a subset T * ⊆ T of size n that covers all the 3n vertices exists given the guarantees that:
Each vertex v appears in at most B triples, where B is a constant.

There is at most one set of triples solution covering all the vertices.
Furthermore, if an instance I of U-3DM-B has a solution that covers all the nodes, we call it a covering
instance.
Definition 9 (Stable Covering by Triples-B). An instance of the S-CBT-B problem is an instance of the U-CBT-B
If a unique covering solution T * exists, any subset of n triples T fails to cover at least an s · HW (T * , T ) fraction of the 3n vertices.
If no covering solutions exist, then any subset T ⊆ T of triples, |T | = n, covers at most (1 − γ) fraction of the points.
Here we show that the hardness of the S-3SAT-B problem implies hardness for S-3DM-B. 
No Case: if Ψ is not satisfiable, then every set of disjoint triples has a size at most
where s 1 and γ 1 are universal constants, 0 < s 1 , γ 1 < 1, and K = 2 2⌊log(
Proof. The reduction is built on ideas from [20] in which the author provides an L-reduction from MAX 3SAT-B to MAX 3DM-B. The reduction in [20] is not a parsimonious one, so we need to equip the instance with some extra gadgets to ensure it is, in fact, a parsimonious reduction. Furthermore, we analyze our reduction to show that it preserves stability. For completeness, we recreate the full reduction here. Given an instance Ψ of the S-3SAT-B problem with n variables and m clauses, we create an instance I of the S-3DM-B problem as follows: For every variable x j of Ψ, we create K copies of the wheels of 2β j triples in I as depicted in Figure 1 , where β j is the number of times x j orx j (positive or negative variable) have appeared in a clause, and K = 2 will be picked, but a maximum matching is not bound to only selecting alternating triples of the wheels. Indeed, we wish to make it so as then, selecting the triples from the wheels can be interpreted as assigning truth values to the variables of the 3CNF formula, provided that the triple selection is consistent in all the wheels corresponding to a variable. Basically, if we leave the vertices Finally, we create vertices and triples for every clause C ℓ , ℓ = 1, 2, . . . , m. and call these structures the clause gadgets. These gadgets are specifically designed to ensure that the reduction is parsimonious. We show the construction for a clause C ℓ of the form C ℓ = x i ∨ x j ∨ x k , that is, with positive variables. The other 7 possibilities are created in the same manner. We consider the 6 vertices: occurrence of x k was in clause C ℓ , respectively. For each one of the 7 satisfying assignments of C ℓ , we add the gadget with 3 new vertices and 3 new triangles as shown in Figure 3 .
To cover the new vertices, the maximum matching has two options: either cover the new points by selecting two triangles or do it by selecting the one triangle that covers the 3 new vertices 
The Clause Gadget for C ℓ = x i ∨ x j ∨ x k , and the assignment x i = True, x j = True, and x k = True.
Completeness: First, observe that for each variable x j of Ψ, the construction explained here creates 4Kβ j wheel vertices and 2(K − 1)β j tree vertices. Then, for every gadget associated with every clause, it adds 21 new vertices. Thus, the total number of vertices is 21m + n j=1 (6K − 2)β j = (18K + 15)m, since n j=1 β j = 3m. Therefore, a perfect matching would have (6K + 5)m disjoint triples. Let T * denote the perfect matching. In what follows, we argue that T * is unique. Furthermore, we show that any other set of disjoint triples T has a smaller cardinality, and the gap between |T * | and |T | is proportionate to |T * ∆T |.
We say two triples intersect if they share at least one vertex. Let T be an arbitrary set of disjoint triples. Assume T is maximal with respect to T * − T , meaning that every triple from T * would intersect with at least one triple from T . We first show why this assumption is without loss of generality. For the sake of argument, assume T is not maximal w.r.t. T * − T . We make a new set of triples T ′ by padding T with any triple from T * − T that can be added to T without intersecting with any other triples. Then, we show that if T ′ satisfies the stability condition of the Yes case, so does T . Assume that
In the remainder of the proof, we can assume maximality of T w.r.t. T * − T . Let T j denote the restriction of T to the tree and wheel triples associated with variable x j of Ψ. We now split the variables into two groups:
• Good: a variable x j is good if T j corresponds to a truth assignment to x j .
• Bad: a variable x j is bad otherwise.
Let G and B denote the set of indices of the good and bad variables, respectively. We further split G into two groups, based on weather the truth assignment to x j induced by T j agrees with that of T * or not. Let G A and be G D be the set of indices of agreeing and disagreeing good variables, respectively. Let ζ A = |G A |/n and ζ D = |G D |/n be the fractions of good agreeing and good disagreeing variables, respectively. Define ζ = ζ A + ζ D . For a set of variable indices S, let T S denote the set of triples from the matching T restricted to tree and wheel triples of variables indexed by S. We have
where C denotes the set of all clause gadget triples in T . To bound |T | in Equation 5 , we make use the following claim.
Claim 3. For a variable x j ∈ B, it holds that |T j | < β j (2K − 1).
We defer the proof of Claim 3 to Appendix E. Note that |T GA | = j∈GA (β j (2K − 1)), since for every j ∈ G A , exactly half of the wheel triples are picked in T j , which add up to β j · K. Also, for every pair of tree of triples with the roots u j [b] andū j [b], exactly K − 1 triples are picked in T j . Every variable has 2β j trees associated with it, so the total number of tree triples in T j is β j · (K − 1). The same argument holds for |T GD |. Therefore, we can rewrite Equation 5 as
where in the inequality, Claim 3 is applied to bound |T B |, and in the equality, (1 − ζ)n = |B|. To bound |C|, we create an auxiliary set of disjoint triplesT : for every j ∈ G D , we select the tree and wheel triples exactly as in T j . For all other variables, we pick the wheel and tree triples according to T * . Note that by this choice of wheel and tree triples,T induced a feasible truth assignment for the variables of Ψ. In the clause gadgets, we follow Observation 1: if the clause is satisfied by the truth assignment induced byT , we pick 8 triples, otherwise we pick 7. Since the assignment induced byT disagrees with the unique satisfying assignment on variables indexed by G D , it satisfies the stability condition of a Yes case for a S-3SAT-B instance, meaning at least ζ D · s ′ · n clauses are unsatisfiable, where s ′ is the universal constant in the proof of Theorem 6. It implies that at least ζ D · s ′ · n clause gadgets inT have a deficit of one triple compared to a maximum of 8. We use this deficit later on to bound the deficit of C for T . First, note that
where the first equality holds becauseT and T * disagree on every triple in the wheels and trees of variable index by G D , and the second inequality holds since β j ≤ B. Therefore, we can bound
Also note that
since as a loose upper bound, we can say that T * and T B disagree on all the tree, wheel, and clause triples (16B represents this difference) of the variables indexed by B.
Now, we return to bounding |C| for the the set T . Note that T andT only differ in T B when restricted to wheel and tree clauses. We can not assert that C also has a deficit of ζ · s ′ · n, since different triples chosen by T B may have made some clauses satisfiable which were not satisfiable inT (for example, by exposing the root nodes at top of the trees for some satisfying assignments). Whenever this is the case, we say that T B has "compensated" for a deficit in a clause gadget. By Claim 3, we know that each T j for j ∈ B has itself a deficit of at least 1 in size compared to a maximum of β j (2K − 1). So, any compensation made by T B can be charged to a deficit in a T j for a bad variable x j . Since each T j touches at most B clauses, then for at most every B deficit in the clause gadgets ofT , we have one deficit in T B . This implies that
Using this charging argument, we can bound the right-hand sided of Equation (6) as
.
where the second equality is due to the fact that n j=1 β j = 3m, the second inequality is due to (Equation 7) and fifth inequality is due to (Equation 8). Choosing s 1 = s ′ B 2 (2K+7) will yield the required completeness.
Soundness:
The proof of soundness is a standard argument for the No case. Let T be an arbitrary set of disjoint triples. Similar to the Yes case, we split the variables into good (G) and bad (B), and create an auxiliary set of triplesT in the following way. For the wheel and tree triples of good variables indexed by G, letT choose the set same of triples as T . For any bad variable x j , j ∈ B, and the corresponding wheel and tree triples, we add any set of triples of them toT that corresponds to a feasible truth assignment to x j . We also letT to have maximum number of disjoint clause triples.
SinceT induces a feasible truth assignment for the variables of Ψ, and using the fact that Ψ is assumed to be unsatisfiable, then at most (1 − γ ′ )m clauses are satisfied, where γ ′ is the universal constant in the proof of Theorem 6. This implies that forT , (1 − γ ′ )m clauses have only 7 triples picked in their clause gadgets, soT has a total deficit of γ ′ m in size compared to (6k + 5)m. Similar to the Yes case, we can argue that the actual deficit in the clause gadgets may be less than γ ′ m in T because of the different triples T B has chosen. Yet, Claim 3 states that for every deficit in a clause gadget inT , there must exists a deficit in a T j ⊂ T , for a bad variable j ∈ B. Since every T j touches at most B clauses, and since we have n ≥ 3m/B, we can write
where
. This completes the proof.
From Stable 3DM-B to Stable Covering by Triples-B
Here, we show a reduction from any instance of the S-3DM-B problem to an instance of the S-CBT-B problem. In this section, for two sets of triples T and T ′ , we define the Hamming distance function the same as before,
, which the size of the symmetric distance of the two set of triples divided by two times the size of the maximum set of disjoint triples. Proof. The transformation function on the instances is an identity function, that is, we consider the same graph with the same set of triples.
Completeness: Let T * be the perfect matching for instance I. Obviously, the same set T * covers the entire set of vertices in I ′ as well. Any set of triples that covers all the vertices and has a size of n must be disjoint (since there are 3n nodes to cover), hence a perfect matching. By the uniqueness of perfect matching in I, we conclude that the covering set of triples for I ′ is also unique. Now, consider a set of triples T with |T | = n, and let T ′ be a maximal subset of disjoint triples of T . Let cov(T ) denote the number of vertices covered by T . Note that any of the triple in T − T ′ intersect with at least one other triple in T ′ by maximality of T ′ , so they can cover at most 2 extra vertices compared to the vertices already covered by T ′ . Then
where in the last inequality, we have used the fact that |T * ∆T ′ | ≥ |T * ∆T | − |T − T ′ | as any new triple in T − T ′ can cancel out the contribution of triple to the symmetric difference. Now, we consider two cases:
In this case, using Equation 9 we simply bound cov(T ) as
with re-arranging the terms we get |T − T ′ | ≥ 3s 1 6s 1 + 8 |T * ∆T |. Since every triple in T − T ′ can cover at most 2 extra nodes compared to T ′ , each triple in this set can be charged with one deficiency in coverage of T from a maximum of 3n. Therefore, it must be the case that
3s1+4 is sufficient in both cases to obtain the required stability condition.
Soundness: Let T be a set of triples in I ′ , and assume T ′ is a maximal disjoint subset of T . From the No case of the S-3DM-B problem, we know that
As argued before, the size of T − T ′ is a lower bound on the number of nodes that are not covered. Therefore
Choosing γ 2 = γ 1 3 yields the required result.
Reduction From Stable Covering by Triples-B to Stable kmeans
We now show a reduction from any instance of the S-CBT-B to the (1 + ǫ 0 )-stable instances of the discrete k-means problem, hence completing proof of Theorem 3. In the following, by the Hamming weight function of two clusterings C and C ′ we mean 
Yes Case: if I is a covering instance of S-CBT-B, then there exists a unique set of
for which the optimal assignment of points of X to the centres of C * has a k-means cost of 6n, and remain the unique optimal after any (1 + ǫ) perturbations. Furthermore, for any set of centres C of size n, the k-means cost of C after any (1 + ǫ) perturbation is strictly larger than (1 + ǫ)6n + s 3 · HW (C * , C) · n.
No Case:
if I is not a covering instance, then every set C ⊂ C, |C| = n, has a k-means cost of at least
where γ 3 (< γ 2 ), s 3 (< s 2 ), and ǫ • are universal positive constants.
Proof. The reduction is via a mapping φ : I → (C, X ):
, where e j has a 1 in its j th coordinate, and zeros everywhere else. For every triple t ℓ = (v i , v j , v k ) ∈ T , ℓ = 1, 2, . . . , m, create a new point y ℓ = e i + e j + e k in C. We say that y ℓ covers a point x i if y ℓ has a 1 in its i th coordinate. The distance function δ is simply the Euclidean distance and so we drop it from the notation from now on. Note that for two points x i , y ℓ where y ℓ does not cover x i the squared distance of them is 4.
Completeness: Assume that, in a given instance I of the S-CBT-B, there exists a unique covering set of triangles T * , and all other subsets T ⊆ T cover a fraction less than 1 − HW (T * , T ) of the points. We show now that, in the transformed instance (X , C), there exists a unique optimum clustering C * that remains the unique optimum after any 1 + ǫ perturbations with a cost of at most (1 + ǫ)6n. Furthermore, we show that any other clustering C costs strictly more than (1 + ǫ)6n after perturbation.
First off, notice that for (X , C), C * = φ(T * ) = t∈T * φ(t), is a low cost k-means solution obtained by assigning every point x j ∈ X (the image of a vertex v j in I) to a centre y ℓ ∈ C covering x j (the image of the triple t ℓ in T * that covers v j ), incurring a cost of 2 per point of X . Since the minimum distance of any point in X to any centre is 2, the optimum k-means solution with n centres has cost 6n. Since C * has a cost of 6n, it is an optimum solution. Also, it is easy to see that any solution with cost 6n corresponds to a covering set T ⊂ T and since I has a unique covering T * , C * is the unique optimum solution for (X , C). Let σ * (x j ) denote the centre x j is assigned to in C * . In the perturbed instance, if we perturb the distances between any two points in X , the cost of the clustering would not change. If the distance between a point x j and its optimum centre σ * (x j ) is perturbed to a maximum of (1 + ǫ), then the total cost of the clustering can only increase to at most (1 + ǫ)6n (note that we only increase the costs). Now we show that for any other clustering C = C * , the cost is larger than (1+ǫ)6n+n·HW (C * , C)/c 5 after a (1 + ǫ)-perturbation. Consider any clustering C = C * and with some hindsight, we let ǫ • be min{ 6s2−s3 6(1+s2) , γ 2 − γ 3 }. Note that ǫ • > 0 since s 3 < s 2 and γ 3 < γ 2 . Let T ⊆ T be the set of triples corresponding to the centres in C; so C = φ(T ) = t∈T φ(t). Since T = T * , cov(T ) ≤ 3n (1 − s 2 · HW (T * , T )) by definition. We partition X into three groups, based on the clustering induced by the centres in C, as follows:
A: the set of points that are assigned to centres in C that do not cover them 1 B: the set of points that are assigned to to centres in C − C * that cover them.
The rest (i.e points assigned to centres in C * ∩ C).
Let α = |A|/n and β = |B|/n. By the definition of S-CBT-B, α ≥ 3s 2 · HW (T * , T ) = 3s 2 · HW (C * , C).
Also, β ≤ 3 |C * ∆C| n = 3HW (C * , C) since |B| ≤ 3 · |C * ∆C| and using the fact that |C * | = |C| = n. We assume that we only perturb the distance between every point x ∈ X and σ * (x), the centre x is assigned to in clustering induced by C * by at most a (1 + ǫ) factor. The reason is that, as mentioned before, perturbing the distance between points in X does not affect the cost of clustering at all, and perturbing the distance between x and centres in C − σ * (x) would only increase the cost of any alternative clustering such as C (alternative to the optimum, C * ), while we wish to show cost
, where cost ′ (.) denotes the cost after the perturbation. Therefore, the worst case scenario would be not to perturb the distance between x and C − σ * (x). Now, assume that for a point x j , we perturb dist(x j , σ * (x j )) by (1 + ǫ j ) for some ǫ j ≤ ǫ. Before the perturbation, the points that are covered by centres in C * would incur a cost of 2 and points not covered by C * would have to be assigned to a non-covering centre, incurring a cost of 4. As a result, after the perturbation we will have:
while for C * , we have cost ′ (C * ) = 2 xj∈X (1 + ǫ j ). Therefore,
The second inequality is due to the fact that |A ∪ B| = (α + β)n and ǫ j ≤ ǫ, the third inequality is due to the fact that α ≥ 3s 2 · HW (C * , C) and β ≤ 3HW (C * , C), and the fourth inequality is due to the fact that ǫ < ǫ • . This concludes the proof of completeness.
Soundness: Assume I is a non-covering instance of S-CBT-B, so we have that any T ⊆ T can cover at most (1 − γ 2 ) fraction of the points. In the transformed instance of stable k-means, let C be φ(T ). In the clustering induced by C, 1 − γ 2 fraction of the points are assigned to centres that cover them, hence incur a cost of 2. The remaining γ 2 fraction of the points incur a cost of 4 since they are assigned to non-covering centres. Therefore, cost(C) = (2(1 − γ 2 ) + 4γ 2 ) · 3n = (1 + γ 2 )6n. Note that, even without any perturbation, cost(C) > (1 + ǫ)6n + γ 3 · n due to the choice of ǫ • .
Proof of Theorem 3. Now we combine the results of Sections 4 to 7. Assuming Hypothesis 1, it follows that S-QSAT-B is hard. The reduction in Section 4 implies the hardness of S-3SAT-B. Then reduction from Section 5 implies hardness of S-3DM-B. Reduction of Section 6 implies hardness of S-CBT-B. Finally, Theorem 9 implies hardness of stable k-means.
Conclusion
We showed stable instances of k-median and k-means in metrics with constant doubling dimension, including constant-dimensional Euclidean metrics, can be solved in polynomial time by using a standard local search algorithm that always takes the best improvement. We also showed stable instances are hard to solve for some stability constant in arbitrary dimension Euclidean metrics. A natural problem is to find faster algorithms for solving stable k-means. A related direction to consider is what notions of stability cause PLS-complete problems to become polynomial-time solvable.
We also used the concept of stability-preserving reductions to show hardness for stable k-means. What other stable optimization problems can be proven hard with this approach? A Adapting Results from [18, 19] to Prove Theorem 4
The few details that need to be checked to verify the slightly more refined structural theorem in this paper are presented in this section. Rather than step through the whole proof from [18, 19] again, we point out important properties of the first few steps that allow us to arrive at the slightly stronger conclusion. Really, all we are observing is that if we duplicated each point in S ∩ O, as was done in the original proof, then the two copies of an original centre will be in the same part of the partition so we might as well remove both of them to get the required partitioning of (S − O) ∪ (O − S). Assume S ∩ O = ∅ by duplicating centres in S ∩ O if necessary. This is not without loss of generality in stable instances as such duplication can destroy uniqueness of the optimum solution O. This assumption will be removed later.
We use some notation established in Section 2 of this paper. The first step in [18, 19] is to thin out S ∪ O using the following algorithm. Let S := ∅. Then process i ∈ S in increasing order of D i : if δ(i, S) > ǫ · D i then add i to S. Otherwise, do not add i to S. Do the same for O to form O. We observe that every point i ∈ S ∪ O with D i = 0 (i.e. that was duplicated in the previous paragraph) will be added to S ∪ O.
Next, the pairs T were formed as follows. For each i ∈ S let φ(i) be the centre in O nearest to i, and similarly define φ(i) for i ∈ O to be the centre in S nearest to i. Finally, for each i ∈ S ∪ O with φ −1 (i) = ∅ we let cent(i) be the centre in φ −1 (i) that is nearest to i. Whenever we need to break ties when defining (φ)(i) or cent(i), we may do it arbitrariliy unless i was one of the duplicated centres in which case we set the corresponding value to the copy of i. One can check carefully that the other copy of i is always a candidate for φ(i) and cent(i) for a duplicated centre i. [18, 19] . Again, one can easily verify any i ∈ O that was duplicated (i.e. has a copy in S) will have i paired with its duplicate in T . The rest of the proof proceeds exactly as in [18, 19] . Note that the eventual randomly-sampled partition π ensures any pair (i ′ , i) ∈ T have both i ′ and i appearing in the same part P ∈ π. So far, the proof has proceeded exactly as before; we have just made a few observations about extra properties that were not explicitly observed in the earlier work.
Conclude by observing the partition π induces a partition of (S − O) ∪ (O − S): for each part P ∈ π we simply remove both copies of any centre i that was copied at the start (i.e. was in S ∩ O before we created copies). The properties of this randomly-chosen partition stated in Theorem 4 are trivial to verify from the statements of the randomly-chosen partition of S ∪ O from Theorem 5 of [19] .
B Alternative Local Search Convergence Analysis
Consider some problem where F is the set of feasible solutions and each S ∈ F is endowed with an integer value cost(S) that can be evaluated in polynomial time. The goal is to find some S ∈ F with minimum cost(S). We describe a setting encountered in many approximation algorithms based on local search and provide alternative analysis on the convergence of the local search heuristics that show the locality guarantee is obtained after a polynomial number of iterations. That is, we avoid the "ǫ" that is typically lost in the guarantee from many local search algorithm that only take noticeable improvements (eg. only if the cost improves by a (1−ǫ/k)-factor for some value k). When we say "polynomial time" in this context, we mean the running time is polynomial in the input size of the underlying problem.
For each S ∈ F, let N (S) ⊆ F be a set of neighbouring solutions with the property S ∈ N (S). We assume N (S) can be enumerated in polynomial time (implying |N (S)| is polynomially-bounded). Suppose we also know some ∆ such that cost(S) ≤ ∆ for each S ∈ F where log ∆ is polynomially bounded in the input size. If the reader wants to consider a specific setting, consider the k-median problem where F is all subsets of k centres and N (S) is the set of feasible solutions S ′ with |S − S ′ | = 1 (i.e. the single-swap setting), and ∆ = |X | · max i,j δ(i, j).
Next, suppose we have the following "locality" analysis: for each S ∈ F there is a set of neighbouring solutions G(S) ⊆ N (S) (sometimes called test swaps) where
for some fixed rational values α ≥ 1 and 0 < β ≤ 1 that are both integer multiples of M (i.e. the least-common multiple of the denominators of α and β). Finally, suppose we have a bound |G(S)| ≤ κ for each S ∈ F on the number of "test swaps" in the above bound. We know κ is polynomially-bounded because |N (S)| is polynomially-bounded, but perhaps κ is even smaller. This is the case in many applications. In the single-swap k-median setting, Arya et al [4] find such a set of test swaps with α = 5, β = 1 and κ = k and, after scaling distances to clear denominators, we could pick ∆ = n · max i,j δ(i, j). Consider the following local search algorithm for this generic setting. Note we do not really need to track
the index i, we could just update the current set with the best one in its neighbourhood. The indices will be helpful in the proof.
Clearly Algorithm 2 runs in polynomial time under our assumptions. We show the approximation guarantee is what is guaranteed by local optimum solutions, even though the returned solution itself might not be a true local optimum (i.e. it might still be that cost(S) = min S ′ ∈G(S) cost(S ′ )).
Proof. We show for some 0
otherwise we are done. For each such i, (10) and the fact that the local search algorithm takes the best improvement at each step shows
which, inductively, shows
This analysis trivially extends to the weighted swap setting, where for each S ′ ∈ G(S) we have a value λ S ′ ≥ 0 and
Taking κ = S ′ ∈G λ S ′ yields the same conclusion: Algorithm 2 will return a solution S with cost(S) ≤ α β · cost(O).
C Missing Proofs from Section 4
Proof of Claim 1. First, consider a satisfying assignment φ : X → {True, False} for Φ. For each clause C ∈ C, we claim there is a unique way to assign values to Y C to satisfy all clauses in C ′ C . This is simple to verify when |C| ≤ 3, recalling the only way to satisfy all clauses in F (u, v, w) is for the three literals to be false.
Suppose |C| ≥ 4. We know one of the literals ℓ It cannot be that i ′ < i, otherwise y
Thus, i ′ = i meaning the assignment described above is the only way to extend the satisfying assignment for Φ to one that satisfies C ′ C . The argument essentially reverses. Consider a satisfying assignment ψ : X ′ → {True, False} for Ψ and consider a clause C ∈ C of Φ. If |C| ≤ 3, it is easy to see the restriction of the assignment for Ψ to X satisfies C itself. So suppose |C| ≥ 4. As argued before, we must have both y 
D A Parsimonious L-Reduction That Does Not Preserve Stability
In this section, we demonstrate that a classic L-reduction that reduces an instance of QSAT to one with bounded occurrence for each variable does not necessarily preserve stability within any constant. Apart from the obvious point that the simple reduction does not work, we wish to impart the lesson that reductions that preserve stability are not immediately obtained by classic (parsimonious) L-reductions: stability-preserving reductions are a distinct concept.
In particular, we show that the classic technique of replacing each occurrence of a variable with an expander gadget fails to preserve stability. Our presentation mirrors that in [29] .
First, [29] points out that for any k ≥ 1 that one can efficiently construct a 14-regular multigraph G k = (V k , E k ) with |V k | = k so that |δ E k (S; V − S)| ≥ min{|S|, |V − S|} for any S ⊆ V k . For each variable x ∈ X of a QSAT instance Φ, let k x denote the number of clauses of Φ that depend on x. Replace x with k x variables in a one-to-one fashion in these clauses, call these new variables x 1 , . . . , x kx . Finally, for each edge (i, j) ∈ G kx (viewing V kx as integers from 1 to k x ) add constraints x i ∨ x j and x i ∨ x j . These two constraints ensure x i and x j have the same truth value. As shown in [29] , this is an L-reduction and each variable appears in at most 29 clauses in the resulting QSAT instance. It is also easy to verify it is a parsimonious reduction, noting any satisfying assignment requires all copies of a variable of Φ to have the same truth value.
We demonstrate stable instances of QSAT where each variable does not appear in a bounded number of clauses such that applying this reduction does not result in a stable instance of QSAT-B. For an integer n ≥ 1, let Φ n be the SAT instance with variables X n = {z, x 1 , x 2 , . . . , x n } and the following clauses:
• z ∨ x i for each 1 ≤ i ≤ n,
• x i for each 1 ≤ i ≤ n, and
We note this could be "padded" to a 3SAT instance by adding gadgets like F (z, w, y) instead of the clause z where F (z, w, y) is the collection of 7 clauses that enforce all literals to be False (and similarly for the other clauses), but we stick with this smaller instance for ease of discussion. Now, for n ≥ 1 let Ψ n be the QSAT-B instance for B = 29 that results by applying the above reduction to Φ n . Let s n denote the stability of Ψ n . Claim 5. s n → 0 as n → ∞ Proof. Note that the unique satisfying assignment for Ψ n is to set all variables to False. Consider the truth assignment that assigns all copies of z the value True and all copies of each x i the value False. The only clause that is not satisfied is the single clause z i ′ , for whatever copy i ′ of z was used in the singleton clause z of Φ n . So the fraction of unsatisfied clauses is O(1/n).
On the other hand, number of variables in Ψ n is 3n + 1 (the total size of all clauses of Φ n ) and the given assignment sets n + 1 of them to True. Thus, the hamming distance between this assignment and the all-False assignment is at least 1/3. So s n = O(1/n).
E Proof of Claim 3
Proof. We focus on one bad variable x j and its set T j . Observe that x j is a bad variable due to at least one of the following reasons:
1. T j does not select triples in the same positions for different wheels.
2. T j does not select every other level of the tree triples.
3. T j does not select every other triple from the wheels.
We show that any of the cases above would cause T j to have a cardinality strictly smaller than β j (2K − 1) (the maximum possible). For the sake of notation, we let 2 2p mean K, where p = 1 2 log(6B +   1 2 ) . First, assume the set of triples T j is bad due to reason 1, and for the sake of contradiction, assume |T j | = β j (2K − 1). For a tree of triples, we number the levels so that the root is at level 1 and the lowest-level triples of the tree are at level 2p − 1. Note that the wheel triples connected to the trees form level 2p. By assumption, there are at least two wheels that do not agree on the position of the triples picked in T j . Let w 1 and w 2 denote the two such wheels that have a deepest common ancestor and let ℓ be the level of this common ancestor (note that there exist 2β j common ancestors of w 1 and w 2 , one for each tree in T j ). Consider all the wheels whose triples fall inside the subtrees of the common ancestor of w 1 and w 2 . Let W L be the wheels in the left subtree of LCA of w 1 , w 2 and W R be the wheels in the right subtree. All the wheels in W L must agree on the location of chosen triples, as otherwise one could find two disagreeing wheels with a deeper common ancestor. The same can be said for the wheels in W R . Now, we describe an iterative procedure that makes all such a sacrifice. Assume M sacrifices η W wheel triples to gain one extra triple at the top for η C clause gadgets. Let ∆ denote the difference in the size of the matching in which the wheel triples are chosen in an alternating pattern and the matching M. The argument for the contribution of wheel and tree triples to ∆ is as before. For the clause gadgets, M can benefit from the sacrifice it has made when both root triples of an occurrence of x j , say u j [b] andū j [b] become available (while only one was exposed before the sacrifice). This new exposed node can allow up to 4 more truth assignments to the other two assignments of the clause to become satisfying assignments. AS a result, at most 4 more triples may be chosen in the clause gadget. So, the contribution of clause gadgets to ∆ is at most 4η C . Putting things together, we argue the following:
This is the case since K = 2 2p , η W ≥ 1, η C ≤ B, and p = 1 2 log(6B + 1 2 )
This competes the proof since ∆ > 0 implies that M does not benefit by deviating from choosing an alternating pattern in wheels.
