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Abstract
This dissertation mainly concerns with learning from dissimilarities. That is, in-
stead of features, we only observe dissimilarities between pairs of objects for inference.
This dissertation is composed with three parts regarding using classical multidimen-
sional scaling under the noise, using Randomer Forest to denoise the datasets and
how we can utilize dissimilarity for the task of graph matching.
Classical multidimensional scaling (CMDS) is a widely used method in dimension-
ality reduction and manifold learning. The method takes in a dissimilarity matrix and
outputs a low-dimensional configuration matrix based on a spectral decomposition.
In this dissertation, we present three noise models and analyze the resulting configu-
ration matrices, or embeddings. In particular, we show that under each of the three
noise models the resulting embedding gives rise to a central limit theorem. We also
provide compelling simulations and real data illustrations of these central limit theo-
rems. This perturbation analysis represents a significant advancement over previous
results regarding classical multidimensional scaling behavior under randomness.
CMDS is a special case of a more general procedure called Manifold Learning,
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which is essentially required to achieve quality inferences for modern high-dimensional
datasets. Many manifold learning methods have been proposed, each with their
own advantages and disadvantages. In this dissertation, building off recent advances
in supervised learning, we modify the leading supervised decision forest method to
support unsupervised learning, and therefore also nonlinear manifold learning. The
key differentiator between our Unsupervised Randomer Forest (URerf) and other
manifold learning techniques is that URerF operates on low-dimensional sparse lin-
ear combinations of features, rather than either the full observed dimensionality,
or one-dimensional marginals. We quantify the efficacy of URerF by computing
precision-recall curves relative to the true latent manifold or class label (when it
is known). Empirical results on simulated data demonstrate that URerF is robust to
high-dimensional noise, where as other methods, such as Isomap and UMAP, quickly
deteriorate in such settings.
Finally, in this dissertation, we present a novel approximate graph matching al-
gorithm that incorporates seeded data into the graph matching paradigm. Our Joint
Optimization of Fidelity and Commensurability (JOFC) algorithm embeds m graphs
into a common Euclidean space where the matching inference task can be performed.
Through real and simulated data examples, we demonstrate the versatility of our al-
gorithm in matching graphs with various characteristics—weightedness, directedness,
loopiness, many–to–one and many–to–many matchings, and soft seedings.
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This dissertation is mainly comprised of three parts, each represents a different
aspect of how one can utilize dissimilarity measures, possibility under noise, to per-
formance statistical inference. We briefly introduce each of these three topics in this
chapter.
1.1 Classical Multidimensional Scaling un-
der Perturbation
Inference based on dissimilarities is of fundamental importance in statistics, data
mining and machine learning Pekalska and Duin [2005], with applications ranging
from neuroscience Vogelstein et al. [2014] to psychology Carroll and Chang [1970]
to economics Machado and Mata [2015]. In each of these fields, rather than directly
1
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observing the feature values of the objects, often we observe only the dissimilarities or
“distances” between pairs of objects (inter-point distances). A common approach to
dimensionality reduction and subsequent inference problems involving dissimilarities
is to embed the observed distances into some (usually Euclidean) space to recover a
configuration that faithfully preserves observed distances, and then proceed to per-
form inference based on the resulting configuration Borg and Groenen [2005], Cox
and Cox [2008], de Leeuw and Heiser [1982], Torgerson [1952]. The popular classi-
cal multidimensional scaling (CMDS) dimensionality reduction method provides an
example of such an embedding scheme into Euclidean space, in which we have read-
ily available tools to perform statistical inference. Furthermore, CMDS also forms
the basis for several other more recent approaches to nonlinear dimension reduction
and manifold learning Chen and Buja [2009], Schölkopf et al. [1998], such as Isomap
Tenenbaum et al. [2000] and Random Forest manifold learning Criminisi and Shotton
[2013] among others.
Although widely used, the behavior of CMDS under randomness remains largely
unexplored. Several recent papers have highlighted this omission. Zhang et al. [2016]
write “Despite the popularity of multi-dimensional scaling, very little is known about
to what extent the distances between the embedded points could faithfully reflect the
true pairwise distances when observed with noise.”; Fan et al. [2018] write “[W]e are
not aware of any statistical results measuring the performance of MDS under random-
ness, such as perturbation analysis when the objects are sampled from a probabilistic
2
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model.” and Peterfreund and Gavish [2018] write “To the best of our knowledge, the
literature does not offer a systematic treatment on the influence of ambient noise on
MDS embedding quality.” This paper addresses this acknowledged gap in the litera-
ture.
1.2 Randomer Forest for Nearest Neigh-
bour Learning
The accuracy, scalability, and applicability of many machine learning algorithms
is currently impeded by the high-dimensional and large-scale nature of most modern
data sets. In particular, the dimensionality, or number of features, of many data
sets is often high, often due to noise in the data – each data point is represented
as a high-dimensional vector, but only a subset of them actually carries signals for
subsequent inference. In other words, the data may lives near some unknown low-
dimensional manifold embedded in some high-dimensional space. To gain a thorough
understanding of the data, it is therefore often necessary to reduce its dimensionality
in a way that preserves its underlying structure. Manifold learning is a set of tools
designed to recover the underlying latent low-dimensional manifold structures of high-
dimensional data.
Existing manifold learning methods, however, face a number of challenges. Linear
approaches such as principal component analysis (PCA) Pearson [1901], independent
3
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component analysis (ICA) Hyvärinen and Oja [2000], canonical correlation analysis
(CCA) Hotelling [1936], multidimensional scaling (MDS)Cox and Cox [2000], CUR
decompositions Mahoney and Drineas [2009], and Fisher’s linear discriminant anal-
ysis (LDA), have been widely applied and useful in many domains, but make fairly
strong assumptions of about a linear structure underlying a data set. To mitigate
these issues a number of methods that can be characterized as kernel PCA meth-
ods were devised Schölkopf et al. [1997], including Isomap Tenenbaum et al. [2000],
Laplacian eigenmaps Belkin and Niyogi [2002], maximum variance unfolding Wein-
berger and Saul [2006]. These approaches are quite fragile to algorithm parameters,
and typically require O(n3) operations for n samples, which is prohibitively compu-
tationally expensive for many datasets. Methods based on exact nearest neighbors,
such as t-Distributed Stochastic Neighbor Embedding (t-SNE) Maaten and Hinton
[2008], and Uniform Manifold Approximation and Projection (UMAP) McInnes and
Healy [2018] also suffer computationally for large n. Approximate nearest neighbor
approaches can mitigate some of these computational issues. For example, Fast Ap-
proximate Nearest-Neighbor Matching (FLANN) Muja and Lowe [2014] is a popular
algorithm for nearest-neighbor detection in high-dimensional data sets. But FLANN,
like all the above mentioned manifold learning algorithms, always operates on the
observed dimensionality of the data. When the true manifold is low-dimensional, and
the data are high-dimensional, the additional noise dimensions will be problematic
for any of these algorithms.
4
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We there propose an approach that we dub Unsupervised Randomer Forest (UR-
erF). Unlike the previously described methods, URerF does not need to compute
geodesic distances between pairs of points. Instead, URerF examines local structure
by recursively clustering data in a sparse linear subspace of the original data, building
on the recently proposed randomer forest algorithm for supervised learning Tomita
et al. [2015]. This randomer forest approach allows URerF to separate meaningful
structure in the data from the noise dimensions.
Another contribution of this manuscript is a novel method for evaluating mani-
fold learning algorithms. Most existing manuscripts on the topic either embed the
data into some low-dimensional space, such as 2D or 3D, and then merely visu-
alize the results. This approach is obviously limited in a number of ways: (1) it
is purely qualitative, (2) when the structure is higher dimensional it may be lost,
and (3) it relies on an embedding, which introduces additional complications. Other
manuscripts compare the results on some subsequent inference task, such as classifica-
tion. Such an approach is only able to evaluate performance of the manifold learning
algorithm composed with a particular subsequent inferential method, but not the
manifold learning algorithm itself. We therefore introduce Precision@K, Recall@K,
and Precision-Recall curves as quantitative metrics to evaluate manifold learning.
The difference between our proposed metrics and standard metrics, is that we do not
evalute nearest neighbors with respect to the high-dimensional observed data, but
rather the true low-dimensional latent representations. If a manifold learning does
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poorly on this metric, it has no hope to perform well on subsequent tasks. Indeed Pre-
cision@k provides a theoretical bound on subsequent classification accuracy Devroye
et al. [1997].
1.3 Seeded Graph Matching Via Joint Op-
timization of Fidelity and Commensu-
rability
Given m graphs, the graph matching problem (GMP) seeks to find a set of cor-
respondences (i.e., “matchings”) between the vertex sets that best preserves simi-
lar substructures across the graphs. The graph matching problem has applications
across many diverse disciplines including document processing, mathematical biol-
ogy, network analysis and pattern recognition, to name a few. Unfortunately, no
graph matching algorithm is known to be efficient. Indeed, even the easier problem
of matching isomorphic simple graphs is of famously unknown complexity (see Garey
and Johnson [1979]). Because of its practical applicability, there exist numerous ap-
proximate graph matching algorithms in the literature; for an excellent survey of the
existing literature, see Conte et al. [2004].
When matching across m graphs, often partial correspondences, or seedings, be-
tween the vertices of some pairs of graphs are known. One cutting-edge algorithm for
6
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seeded graph matching, the Seeded Graph Matching (SGM) algorithm of Fishkind
et al. [2012] and Lyzinski et al. [2013], leverages the information contained in seeded
vertices to efficiently match graphs with thousands of vertices, achieving excellent
performance with relatively few seeds. However, as demonstrated in Fishkind et al.
[2012], SGM achieves its optimal performance in the case of highly structured sim-
ple graphs on identical vertex sets. Although it can be modified to handle directed,
weighted, and other non-simple graphs, in the presence of these generalizations the
performance of the SGM algorithm deteriorates. Moreover, the algorithm cannot cur-
rently handle cases where the graphs have different numbers of vertices or matchings
across graphs that are not one–to–one. Often graphs arising from real data contain
many of the aforementioned characteristics, and more robust procedures are needed
to effectively match these graphs.
Herein we present a new seeded graph matching algorithm derived from the Joint
Optimization of Fidelity and Commensurability (JOFC) algorithm of Priebe et al.
[2013]. Our algorithm is flexible enough to handle many of the difficulties inherent
to real data, while simultaneously not sacrificing too much performance (compared





2.1 Review of Classical Multidimensional
Scaling
Given an n × n hollow symmetric dissimilarity matrix D, and an embedding
dimension d, we seek X ∈ Rn×d, where the rows X1, X2, . . . , Xn ∈ Rd of X represent
coordinates of points in Rd, such that the overall inter-point distances between Xi
and Xj are as close as possible to the distances given by the dissimilarity matrix D.
For a given matrix H, we shall denote by H(2) = H ◦ H the element-wise squaring
of the matrix H. Given D, classical multidimensional scaling involves the following
8
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steps:
1. Compute the matrix B = −1
2
PD(2)P where P = I−1n1>n /n is the double center-
ing matrix. Here I denotes the n×n identity matrix and 1n = (1, . . . , 1)> ∈ Rn.
2. Extract the d largest positive eigenvalues s1, . . . , sd of B and the corresponding
eigenvectors u1, . . . , ud.
3. Let X = UBS
1/2
B ∈ Rn×d, where UB = (u1, . . . , ud) and SB = diag(s1, . . . , sd).
Each row of X represents the coordinate of a point in Rd.
In essence, the procedure minimizes the Strain loss function defined as L(X) =
‖XX> − B‖F where ‖ · ‖F denote the Frobenius norm of a matrix. Furthermore,
the resulting configuration X centers all points around the origin, resulting in an
inherent issue of identifiability: X is unique only up to an orthogonal transforma-
tion. In the following presentation, we will write X = UBS
1/2
B W where W is some
orthogonal matrix, for a suitably transformed X.
2.2 Noise Models and Embedding
2.2.1 Model 1: ∆2 = D2 + E
In this section we propose three different but related noise models for the matrix
of observed dissimilarities. Suppose that we have a latent or unobserved matrix D
9
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of inter-point Euclidean distances between n points in Rd, i.e. Dij = ‖xi − xj‖. Let
D(2) denote the entry-wise square of D and ∆ be the observed dissimilarity matrix,
such as that measured via a scientific experiment.
The first noise model we consider is ∆(2) = D(2) + E where we think of D(2) as
the signal matrix and E as the noise matrix; see also Zhang et al. [2016]. We shall
assume that E satisfies the following conditions:
(i) E[E] = 0, hence E[∆(2)] = D(2).
(ii) The matrix E is hollow and symmetric.
(iii) The entries Eij are independent and Var(Eij) = σ
2.
(iv) There exists a finite constant C such that Eij follows a sub-Gaussian distribution
with variance proxy C for all i, j, i.e., P[Eij ≥ t] ≤ 2 exp(−t2/(2C)) for all i, j.
2.2.2 Model 2: ∆ = D + E
The second error model we consider is ∆ = D + E. We once more require that
the random matrix E satisfies conditions (i) to (iv) identical to that in the model
∆(2) = D(2) +E along with a constant third and fourth moment conditions, i.e., there
exists finite constants γ and ξ such that (v) E[E3ij] ≡ γ and E[E4ij] ≡ ξ for all i, j.
10
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2.2.3 Model 3: Matrix Completion
Finally, we consider a noise model where only a fraction of the entries of D are
observed. More specifically, for a given q ∈ [0, 1] let ∆ be such that for i < j, with
probability q we observe ∆ij = Dij and with probability 1 − q, ∆ij is unobserved in
which case we set ∆ij = 0. We then have ∆ = D + E where Eij is distributed as
(−Dij) × Bernoulli(1 − q). Furthermore, E[∆] = q · D and E[∆(2)] = q · D(2). This
model is motivated by the widely-studied problems of distance matrix completion and
sensor localization; see e.g., Alfakih et al. [1999], Chatterjee [2015], Javanmard and
Montanari [2013], Patwari et al. [2005].
For each of the above noise models, we shall apply classical multidimensional scal-
ing to the observed ∆ to obtain a configuration matrix X̂ whose rows are the estimate
of the latent, unobserved X = [x1, . . . , xn]
>. A natural question that arises is how the
added noise affects the embedding configuration. That is, what is the relationship
between the configuration X and X̂ obtained from classical multidimensional scaling
of D and ∆ ?
2.3 Related Works
The problem of recovering an Euclidean distance matrix from noisy or imper-
fect observations of pairwise dissimilarity scores arises naturally in many different
contexts. For example, in Zhang et al. [2016], the authors considered the model
11
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∆(2) = D(2) + E along with the estimator









for D(2). Here D(2)n is the set of n× n squared Euclidean distance matrix and λn is a
tuning parameter. Corollary 6 in Zhang et al. [2016] states that under suitable model
on E, with probability approaching to one we have
‖D̂2 −D2‖2F ≤ 36nσ2(r + 1) (2.1)
where σ is the variance of the noise and r is the rank of D2. In this paper we obtain, as
a corollary of ours results, a bound of the same order on ‖D̂2 −D2‖2F . Furthermore,
our central limit theorem on the configuration matrix X̂ provides a more refined
limiting result, albeit one of a different flavor from Eq. (2.1).
On the other hand, completing a distance matrix with missing entries has been
a popular problem in the engineering and social sciences; see, for example, Alfakih
et al. [1999], Bakonyi and Johnson [1995], Singer [2008], Spence and Domoney [1974]
. Distance matrix completion is closely related to multidimensional scaling [Borg
and Groenen, 2005, Chatterjee, 2015, Javanmard and Montanari, 2013, Oh et al.,
2010]. Especially noteworthy is Theorem 2.5 of Chatterjee [2015], where the author
established an upper bound for the mean squared error on the estimator M̃ for a
general distance matrix M . More specifically, let (K, d) be a compact metric space
12
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and x1, . . . , xn be n arbitrary points in K. Let M be the n×n matrix whose ij-entry
is d(xi, xj). Let ε > 0 be such that q ≥ n−1+ε. For a given δ > 0, let N(δ) be the
covering number of K using balls of radius ε with respect to the metric d. Then there
exists an estimator M̃ obtained by truncating the singular value decomposition of M
such that









where c and C are constants depending on the truncation level η for the singular
values of M and C(ε) is a constant depending only on ε and η. Of particular interest







Another recent result for the configuration X̂ obtained from the incomplete distance
matrix ∆ is Theorem 1 of Taghizadeh [2014] which states that, with high probability






Our central limit theorem in this paper improves upon both results. It is worth
mentioning that the Euclidean distance matrix completion problem can also be viewed
from an optimization point of view. See Tasissa and Lai [2018] for a review of such
approaches.
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2.4 Main Theorems
Recall that a random variable X is sub-Gaussian if
P[|X| > t] ≤ 2e−
t2
K2
for some constant K and for all t ≥ 0. Associated with a sub-Gaussian random
variable X is a Orlicz norm defined as




A random vector X in Rn is called sub-Gaussian if the one-dimensional marginals〈
X, x
〉
are sub-Gaussian random variables for all x ∈ Rn, and the corresponding








We now present central limit theorems for the rows of the classical multidimen-
sional scaling configuration X̂ for the three noise models in § 2.2.1. Intuitively speak-
ing, the theorems established that the rows of X̂, after some orthogonal transfor-
mation, is approximately normally distributed around the rows of X. Furthermore,
the covariance matrix will depend on the noise model and the true distribution of
the points in the underlying space and are substantially different between the three
14
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noise models considered. In particular, the covariance matrix for the noise model
∆2 = D2 +E in Theorem 2.4.1 depends only on the variance σ2 of the noise Eij. This
is in contrast with the covariance matrices of the model ∆ = D + E and the model
E[∆] = qD in Theorem 2.4.3 and Theorem 2.4.4, both of which depend also on the
underlying true distances Dij. The machinery involved in proving these results are
by and large the same and we refer the reader to the Appendix for a sketch of the
proof. For ease of exposition, we denote by (A)i the i-th row of a matrix.
Theorem 2.4.1 (central limit theorem for ∆2 = D2 + E) Let Z1, . . . , Zn be in-
dependent and identically distributed according to a multivariate sub-Gaussian distri-
bution F on Rd. Let D be the Euclidean distance matrix generated by the Zk’s, i.e.
Dij = ‖Zi − Zj‖. Let ∆2 = D2 + E where the noise matrix E satisfy the conditions
1. E[E] = 0,
2. E is hollow (0 on the diagonal) and symmetric,
3. the entries Eij are independent for i ≤ j with Var[Eij] ≡ σ2, and
4. each Eij follows a sub-Gaussian distribution.
Denote by X̂n the classical multidimensional scaling embedding configurations of ∆
into Rd. There exists a sequence of d× d orthogonal matrices {Wn}∞n=1 such that for
any α ∈ Rd and any fixed row index i, we have
lim
n→∞
P{n1/2[(X̂nWn)i − (Zi − Z̄)] ≤ α} = Φ(α,Σ)
15
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where Z̄ is the mean of Zk’s and Φ(α,Σ) denotes the cumulative distribution function
of a multivariate Gaussian with mean 0 and covariance matrix Σ, evaluated at α.
Here Σ = σ
2
4
Ξ−1 where Ξ = cov(Zk) ∈ Rd×d.
Remark 2.4.2 We can relax the common variance requirement (iii) in Theorem 2.4.1.
Let Var(Eij) = σ
2
ij and suppose that, for a fixed i, the collection (D
2
ij−∆2ij)(Zj−E[Zj])











(X̂nWn)i − (Zi − Z̄)
)
→ N (0, I).
Theorem 2.4.3 (Central Limit Theorem for ∆ = D + E) Let Z1, . . . , Zn be in-
dependent and identically distributed according to a multivariate sub-Gaussian distri-
bution F on Rd. Let D be the Euclidean distance matrix generated by the Zk’s, i.e.
Dij = ‖Zi−Zj‖. Let ∆ = D+E and suppose that the noise matrix E satisfy, in addi-
tion to the conditions in Theorem 2.4.1, the condition (5) E[E3ij] ≡ γ and E[E4ij] ≡ ξ.
Denote by X̂n the classical multidimensional embedding of ∆ into Rd. There exists
a sequence of d × d orthogonal matrices {Wn}∞n=1 such that for any α ∈ Rd and any
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where Z̄ is the mean of Zk’s and Φ(α,Σ) denotes the cumulative distribution function
of a multivariate Gaussian with mean 0 and covariance matrix Σ, evaluated at α.
Here Σ(z) = Ξ−1Σ̃(z)Ξ−1 where Ξ = cov(Zi) ∈ Rd×d and, with µ = E[Zi] ∈ Rd,
Σ̃(z) = EZk
[






)(Zk − µ)(Zk − µ)>
]
is a covariance matrix depending on z.
Theorem 2.4.4 (Central Limit Theorem for ∆ = D with missing entries) Let
Z1, . . . , Zn be independent and identically distributed according to a multivariate sub-
Gaussian distribution F on Rd. Let D be the Euclidean distance matrix generated
by the Zi’s, i.e. Dij = ‖Zi − Zj‖. Suppose that with probability qn ∈ [0, 1] we ob-
serve the distance Dij and with probability 1 − qn it is missing, i.e., ∆ = D + E
where Eij = (−Dij)×Bernoulli(1− qn). Denote by X̂n the classical multidimensional
embedding of ∆ into Rd. Then there exists a sequence of d × d orthogonal matrices




P{n1/2[(X̂nWn)i − q1/2n (Zi − Z̄)] ≤ α} =
∫
Φ(α,Σ(z))dF (z)
where Z̄ is the mean of Zi’s and Φ(α,Σ) denotes the CDF of a multivariate Gaussian
with mean 0 and covariance matrix Σ, evaluated at α. Here Σ(z) = Ξ−1Σ̃(z)Ξ−1,
17
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‖z − Zk‖4(Zk − µ)(Zk − µ)>
]
is a covariance matrix depending on z.
Remark 2.4.5 We emphasize that, in the statement of Theorem 2.4.4, (X̂nWn)i
is centered around q
1/2
n (Zi − Z̄) and not around Zi − Z̄. Therefore, unless qn is
known or that an identifiability condition is specified, the classical multidimensional
scaling configuration X̂n will only recovers an estimate of Z−1nZ̄ up to an orthogonal




2.5.1 Three Point-mass Simulated Data
As a simple illustration of our central limit theorem, we embed noisy Euclidean
distances obtained from n points into R2. For illustrative purpose, we will focus on
the error model ∆ = D + E as in Theorem 2.4.3. Experimental results for the other
error models are completely analogous. We consider three points x1, x2, x3 ∈ R2 for
which the inter-point distances are 3,4 and 5 (these three points form a right triangle)
and generate nk = πkn points equal to xk, k = 1, 2, 3, where π = [0.2, 0.3, 0.5]
>. The
resulting Euclidean inter-point distance matrix D is then subjected to uniform noise,
18
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Table 2.1: Empirical average of covariance matrix Σ̂(1), and entry-wise variance (500
simulations).
yielding ∆ = D + E where Eij
i.i.d.∼ Uniform(−4,+4) for i < j and Eij = Eji. For
this setting, our central limit theorem for the classical multidimensional embedding
of ∆ into R2 yields class-conditional Gaussians. For n ∈ {50, 100, 1000}, Figure 2.1
compares, for one realization, the theoretical vs. estimated means and covariances
matrices (95% level curves). Table 2.1 shows the empirical covariance matrix for one
of the point masses, Σ̂(1), behaving in accordance with Theorem 2.4.3.
Table 2.1 investigates the empirical covariance matrix for one of the point masses,





Remark 2.5.1 In this simulation we relax the requirement that the entries of ∆
should be nonnegative in order to illustrate the phenomenon of decreasing covariance
with increasing n.
19
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(a) n=50 (b) n=100
(c) n=500 (d) n=1000
Figure 2.1: Simulation results for n=50, 100, 500 and 1000 points, as described in
Section 2.5.1. The blue ellipses are the 95% level curves of the empirical covariance
matrix, and the blue dots are the empirical centers for three classes. The black dots
are the true positions of x1, x2 and x3, and the black ellipses are the 95% level curve
for the theoretical covariance matrices as in Theorem 2.4.3. Note that the blue and
black centers and ellipses coincide for large n.
20
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2.5.2 Shape clustering
As a second illustration of the effect of noise on CMDS, we examine a more
involved clustering experiment in the (non-Euclidean) shape space of closed curves.
In this experiment, we consider boundary curves obtained from silhouettes of the
Kimia shape database. Specifically, we restrict attention to three predefined classes of
objects (bottle, bone, and wrench) and take from each class three different examples of
shapes all given by planar closed polygonal curves representing the objects’ outline.
Figure 2.2 shows one instance for each of the bottle, bone, and wrench class. A
database of noisy curves is then created as follows: for each of the nine template
shapes, we generate 100 noisy realizations in which vertices of the curve are moved
along the curve’s normal vectors with random distances drawn from independent
Gaussian distributions at each vertex. This results in a total of 900 noisy versions of
the initial curves such as the ones displayed in Figure 2.3.
(a) Bottle (b) Bone (c) Wrench
Figure 2.2: Examples from the Kimia Dataset.
We then compute the pairwise distance matrix between all the curves (including
the noiseless templates) based on a shape distance which was introduced in Glaunès
21
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(a) Bottle (b) Bone (c) Wrench
Figure 2.3: Noisy versions of examples from the Kimia Dataset.
et al. [2008] and later extended in the work of Kaltenmark et al. [2017]. This type
of metric is based on the representation of shapes in a particular distribution space
called currents, see Kaltenmark et al. [2017] for details. In our context, this metric
offers several advantages: (i) the distance is completely geometrical in the sense
that it is independent of the sampling of the curves and does not rely on predefined
pointwise correspondences between vertices; (ii) it has an intrinsic smoothing effect
that provides robustness to noise to a certain degree; (iii) it can be computed in
closed form with minimal computational time which is critical given the large number
of pairwise distances to evaluate. In this setting, we can view the resulting distance
matrix as a perturbation of the ideal distances between the 9 template curves, which
fits into the generic framework of our model. (Note that we leave aside the issue of
checking the technical assumptions on the matrix E, which may be quite involved for
this noise model and distance.)
We proceed to perform CMDS on this distance matrix. A scree plot investigation
shows that an appropriate embedding dimension here is d̂ = 3 (the top three eigen-
values are 2.20, 0.68, 0.06 with the fourth  0.01). The resulting embedding config-
22
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uration is shown in Figure 2.4. This configuration exhibits nine fairly well-separated
clusters roughly centered around the position of each of the noiseless template curves.
Those, in turn, form 3 ‘super-clusters’ consistent with the classes. Furthermore, the
ellipsoidal shape of each cluster suggests that the configuration approximately follows
a Gaussian distribution.
Figure 2.4: Pairs plot of CMDS into R3 for the noisy curves. Colors correspond
to the different classes (blue for bottle, red for bone, and orange for wrench). The
position of the nine template curves in the configuration are highlighted with large
black dots.
While these preliminary shape clustering results are obtained with a specific and
simple distance on the space of curves, future work will investigate whether similar
23
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properties hold with different, more elaborate metrics and/or geometric noise models.
The central limit theorem derived here could then constitute a useful theoretical tool
to evaluate the discriminating power of shape clustering methods based on CMDS.
2.6 Proof of the Theorems
2.6.1 Proof of Theorem 2.4.3
We proceed to give a complete proof for Theorem 2.4.3. Theorems 2.4.1 and 2.4.4
will have different covariance matrix structures then what is given in Lemma 2.6.3
and will be dealt with later.
Given a matrix A, we denote by ‖A‖ and ‖A‖F its spectral and Frobenius norm,
respectively. We will utilize the following observation repeatedly in our presentation.
Observation 2.6.1 Let A and B be matrices of appropriate dimensions. Then
‖AB‖F = ‖B>A>‖F ≤ min{‖A‖ × ‖B‖F , ‖B‖ × ‖A‖F}.











are the double centering of D(2) and ∆(2), respectively. If D(2) is a Euclidean distance






for some d × d orthogonal matrix W̃ . The ith row of UBS1/2B is then W̃>n (Zi − Z̄).
Now let W ∗ be the orthogonal matrix satisfying
W ∗ = arg min
W
‖U>BUB̂ −W‖F .
The following lemma provides a decomposition for X̂ − UBS1/2B W ∗ into a sum of
several matrices.
Lemma 2.6.2 Let W ∗ be the orthogonal matrix satisfying
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Then
X̂ − UBS1/2B W
∗ =(B̂ −B)UBS−1/2B W
∗ (2.2)
− (B̂ −B)UB(S−1/2B W
∗ −W ∗S−1/2
B̂
















































































We used the facts UBU
>






in the above equalities.
The last two terms of the above display is Eq. (2.5). Denote
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we then have




=(B̂ −B)UBW ∗S−1/2B̂ − UBU
>
B (B̂ −B)UBW ∗S
−1/2
B̂









− UBU>B (B̂ −B)UBW ∗S
−1/2
B̂




The four terms in the above display are identical to that in Eq. (2.2) through Eq. (2.4).
Lemma 2.6.2 implies
X̂W ∗>W̃n − UBS1/2B W̃n = X̂W
∗>W̃n − PZ = (B̂ −B)UBS−1/2B W̃n +RnW̃n
where Rn are the matrices in Eq. (2.3) through Eq. (2.5). The essential term is
(B̂ −B)UBS−1/2B W̃n.
We analyzed the rows of this matrix in Lemma 2.6.3 where we show that they converge
to multivariate normals. Meanwhile, Lemma 2.6.4 shows that the rows of the matrices
Rn, when scaled by n
1/2, converge to 0 in probability. Combining these results yield
Theorem 2. A few minor changes to the covariance computation in the proof of
27
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Lemma 2.6.3 also yield Theorem 2.4.1 and Theorem 2.4.4.
Lemma 2.6.3 Let Z1, . . . , Zn be independent and identically distributed according to
some multivariate sub-Gaussian distribution F. Then there exists a sequence of d× d
orthogonal matrices W̃n, such that for any fixed index i with Zi = zi, we have
n1/2W̃>n [(B̂ −B)UBS
−1/2
B ]i −→ N (0,Σ(zi))
where Σ(zi) = Ξ
−1Σ̃(zi)Ξ
−1, Ξ = E[ZkZk>] ∈ Rd×d, µ = E[Zk] ∈ Rd and








is a covariance matrix depending on z. Here (A)i or [A]i denote the ith row of a
matrix A.
Proof: Recall that PZ = UBS
1/2
B W̃n. We therefore have
n1/2W̃>n [(B̂ −B)UBS
−1/2
B ]i = n
1/2W̃>n [(B̂ −B)PZW̃>n SB−1]i
= n1/2W̃>n SB
−1W̃n[(B̂ −B)PZ]i
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The last equality holds since P1n = 0. Now
PZ = Z − 1nZ̄ = Z − 1nµ> + R̃n
where ‖R̃n‖ = O(n−1/2) with high probability. Therefore,
n1/2W̃>n [(B̂ −B)UBS
−1/2

















Conditioning on Zi = zi and ignoring the term o(1) that vanishes as n → ∞, the
above expression is sum of n − 1 independent mean 0 random vector. We then
invoke the Lindeberg-Feller central limit theorem to show that this sum converges to
a multivariate normal. We now evaluate the covariance matrix for this sum. Each










(Zj − µ)(Zj − µ)>.











where the expectation is taken with respect to Eij and conditional on Zj. Averaging
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(Zk − µ)(Zk − µ)>
]
.






Z>PZ → Ξ ∈ Rd×d
almost surely. Hence (nW̃>n S
−1
B W̃n)→ Ξ−1 almost surely. Slutsky’s theorem implies
n1/2W̃>n [(B̂ −B)UBS
−1/2




Finally we state the following lemma showing that any row of these matrices,
when scaled by n1/2, converges to 0 in probability.
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Lemma 2.6.4 For any fixed index i, we have, simultaneously
































The rest of this section is devoted toward proving Lemma 2.6.4, for which we
need the following technical lemmas controlling the spectral norm of ‖B̂ − B‖ and
‖U>B ÛB −W ∗‖ (recall that W ∗ is the closest orthogonal matrix, in Frobenius norm,
to U>B ÛB.) We start with a bound for the spectral norm of B − B̂.
Proposition 2.6.5 ‖B − B̂‖ = O(
√
n log n) with high probability.
Proof: We have





P (D + E)2P‖
= ‖PD ◦ EP + 1
2
PE2P‖ (where ◦ is the Hadamard product)
≤ ‖D ◦ E‖+ 1
2
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Note that here we used E[D ◦ E] = 0 and E[1
2
PE2P ] = 0. Each entries of D ◦ E is
of sub-Gaussian distribution with mean 0 and each entries of E2 − E[E2] is of sub-
exponential distribution with mean 0. An application of Theorem 4.4.5 in Vershynin
[2018] and Matrix Bernstein for the sub-exponential case gives the desired result.
Lemma 2.6.6 Let X1, . . . , Xn, Y
i.i.d∼ F for some sub-Gaussian distribution F , where
Xi is the ith row of the configuration matrix X of B viewed as a column vector. Let
Ξ = E[X1X1>] be of rank d, then λi(B) = Ω(n) almost surely.
Proof: For any matrix H, the nonzero eigenvalues of H>H are the same as those
HH>, so λi(XX
>) = λi(X
>X). In what follows, we remind the reader that X is
a matrix whose rows are the transposes of the column vectors Xi, and Y is a d-
dimensional vector that is independent from and has the same distribution as that of
the Xi. We observe that




is a sum of n independent mean-zero sub-Gaussian random variables. By a general
Hoeffding’s inequality for sub-gaussian random variables [Vershynin, 2018], for all
i, j ∈ [d],
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where M = max
k
‖(XkiXkj − E[YiYj])‖2ϕ2 . Therefore,
P[|(X>X − nE[Y Y >])ij| ≥ C
√
n log n] ≤ 2n
−2C2
M2 .
A union bound over all i, j ∈ [d] implies that ‖X>X − nE[Y Y >]‖2F ≤ C2d2n log n
with probability at least 1− 2n−2C2/M2 , i.e. ‖X>X−nE[Y Y >]‖F ≤ Cd
√
n log n with
high probability for any C > M√
2
. By the Hoffman-Wielandt inequality, |λi(XX>) −
nλi(E[Y Y >])| ≤ Cd
√
n log n, and by reverse triangle inequality, we obtain
λi(XX
>) ≥ λd(XX>) ≥ |nλd(Ξ)| − Cd
√
n log n = Ω(n)
holds almost surely.
Proposition 2.6.7 Let W1ΣW2
T be the singular value decomposition of U>BUB̂, then
with high probability, ‖U>BUB̂ −W1W2
>‖ = O(n−1 log n).
Proof: Let σ1, σ2, . . . , σd be the singular values of U
>
BUB̂ (the diagonal entries of Σ).
Then σi = cos(θi) where θi’s are the principal angles between the subspace spanned














for sufficiently large n. Note in the last equality we used the previous two lemmas.
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Thus,
||U>BUB̂ −W1W2





















Recall that a random vector X is sub-exponential if P[|X| > t] ≤ 2e− tK for some
constantK and for all t ≥ 0. Associated with a sub-exponential random variable there
is a Orlicz norm defined as ‖X‖ψ1 = inf{t > 0 : E exp(
|X|
t
) ≤ 2}. Furthermore, a
random variable X is sub-Gaussian if and only if X2 is sub-exponential, and ‖X2‖ψ1 =
‖X‖2ψ2 . We now have the following lemma which allows us to juxtapose the ordering
in the matrix product W ∗ŜB and SBW






juxtaposition is essential in showing Eq. (2.6) and Eq. (2.10) in Lemma 2.6.4.
Lemma 2.6.8 Let W ∗ = W1W2
>. Then with high probability,
‖W ∗SB̂ − SBW






Proof: Let R = UB̂−UBU>BUB̂. Note R is the residual after projecting UB̂ orthogo-
nally onto the column space of UB, and thus ‖UB̂−UBU>BUB̂‖F ≤ minW ‖UB̂−UBW‖F
where the minimization is over all orthogonal matrices W . By a variant of the Davis-
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Kahan sin Θ theorem [Yu et al., 2015], we have
min
W











W ∗SB̂ = (W
∗ − U>BUB̂)SB̂ + U
>
BUB̂SB̂
= (W ∗ − U>BUB̂)SB̂ + U
>
B B̂UB̂
= (W ∗ − U>BUB̂)SB̂ + U
>
B (B̂ −B)UB̂ + U
>
BBUB̂
= (W ∗ − U>BUB̂)SB̂ + U
>
B (B̂ −B)R + U>B (B̂ −B)UBU>BUB̂ + SBU
>
BUB̂.
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This gives
‖W ∗SB̂ − SBW ∗‖F ≤ ‖(U>BUB̂ −W ∗)(SB̂ + SB)‖F + ‖U>B (B̂ −B)R‖F
+‖U>B (B̂ −B)UBU>BUB̂‖F
≤ ‖(U>BUB̂ −W ∗)‖F (‖SB̂‖+ ‖SB‖) + ‖U>B (B̂ −B)R‖F
+‖U>B (B̂ −B)UBU>BUB̂‖F
≤ ‖W1W>2 − U>BUB̂‖F (O(n) +O(n)) + ‖U>B (B̂ −B)R‖F
+‖U>B (B̂ −B)UB‖F
≤ O(n−1)(O(n) +O(n)) +O(log n) + ‖U>B (B̂ −B)UB‖F
= O(log n) + ‖U>B (B̂ −B)UB‖F .
Now consider the term U>B (B̂ − B)UB ∈ Rd×d. If we denote Ui be the ith column of
UB, then for each i, jth entry, we have












Recall, since Xk’s are sub-Gaussian, thus equation (2.11) is a sum of mean zero sub-
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where M := maxk,l ‖∆kl2−Dkl2‖ψ1 . Since
∑
k Vik
2 ≤ 1∀i, we have that each entry of
U>B (B̂ −B)UB ∈ Rd×d is O(log n), and
‖U>B (B̂ −B)UB‖F = O(log n). (2.12)
This then gives ‖W ∗SB̂ − SBW ∗‖F = O(log n), with high probability.
Finally, consider ‖W ∗S1/2
B̂
− S1/2B W ∗‖F . The i, jth entry of W ∗S
1/2
B̂
− S1/2B W ∗ is
W ∗ij(λj













as desired (note in the last inequality, we used the first part of this Lemma. We
now proceed to prove Lemma 2.6.4.
Proof: [Proof of Lemma 2.6.4]
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To show Eq. (2.6), we have
√


























which converges to 0 as n→∞.
Let us now consider Eq. (2.7). Recall that X = UBS
1/2
B W for some orthogonal
matrix W, and since Xi’s are sub-Gaussian, ‖Xi‖ is bounded by some constant C





2 ≤ C with high probability, where
σi’s are the diagonal entries of S
1/2
B . Note that σi = Ω(n) ≥ C
′
n for all i and some
constant C
′





, i.e., ||UB||2→∞ ≤ C√n . Hence,
‖[UBU>B (B̂ −B)UBW ∗S
−1/2
B̂








2 ) ≤ C log n
n
which also converges to 0 as n→∞ (note in the last inequality we used 2.12).
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Define








Note that (I −UBU>B )(B̂ −B)(ÛB −UBW ∗)SB̂
−1/2 = G1 +G2. We now only need to
bound the hth row of G1 and G2.



















nG2‖F converges to 0 as n → ∞. We now consider the rows of G1. Note
that U>
B̂
UB̂ = I and hence
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To see this, define














which will imply equation 2.13.
We will show 2.14, by verifying that the Frobenius norms of the rows of H1 are
exchangeable, and hence all of these Frobenius norms have the same expectation,
then Markov’s inequality will bound the probability that the Frobenius norm of any
fixed row exceeds a specified threshold. To prove the exchangeability, note that if
Q ∈ Rn×n is any permutation matrix, right multiplication of an m×m matrix J by
Q> only permutes the columns of J , hence the Frobenious norm of the ith row of
QJQ> is the same as the Frobenious norm of the ith row of QG. For any n× n real
symmetrix matrix J , let Pd(J) denote the projection onto the eigenspace defined by
the top d eigenvalues (in magnitude) of J . Similarly, let P⊥d (J) denote the projection
onto the orthogonal complement of that eigenspace. For the matrix B, the columns of
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UB are a basis for the eigenspace associated to the top d eigenvalues, and the matrix
UBU
>












> is the projection matrix onto the eigenspace of top d eigenvalues
of QBQ> if and only if UBU
>




is the unique projection operator onto the eigenspace defined by the top d
eigenvalues (in magnitude) of B̂, and QUB̂U
>
B̂
Q> is the corresponding projection
matrix for QB̂Q>.
Now, for any pair of n × n matrices (J,K), let L(J,K) represent the following
operator:
L(J,K) = P⊥d (J)(J −K)P⊥d (J)Pd(K)
It is easy to see that L(B̂, B) = H1, and by uniqueness of projection, we note that
L(QB̂Q>, QBQ>) (2.15)






Since the Zi are i.i.d., the entries of the matrix pair (B̂, B) have the same joint
distribution as the entries of the pair (QB̂Q>, QBQ>), hence the entries of the matrix
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L(B̂, B) have the same distribution as those of L(QB̂Q>, QBQ>). By equation 2.15,
this implies that H1 has the same distribution as QH1Q
>. Since the Frobenius norm
of any row of QH1Q
> is exact;y equal to the Frobenius norm of the corresponding row
of QH1, we conclude that the Frobenius norm of rows of H1 have the same distribution
as the Frobenious norms of the rows of QH1, establishing that the Frobenious norms
of the rows of H1 are exchangeable. This row-exchangeability for the Frobenius norms
of H1 implies that each row has the same expectation, and hence for any fixed index
h, nE‖(H1)h‖2 = E[‖H1‖2F .
Markov’s inequality then implies
P[‖
√
n(H1)h‖ > t] ≤












‖(I − UBU>B )(B̂ −B)(I − UBU>B )UB̂U
>
B̂
‖F ≤ ‖B̂ −B‖ × ‖UB̂ − UBU
>
BUB̂‖F
We now recall the following two observations
• The optimization problem minT∈Rd×d ‖UB̂ − UBT‖F
2 is solved by T = U>BUB̂.
• By theorem 2 of Yu et al. [2015], there exists W ∈ Rd×d orthogonal, such that
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probability, as in Lemma 2.6.8, hence











with high probability. Therefore,
P(‖
√





picking t = n
1





Finally, Eq. (2.9) and Eq. (2.10) follow from Lemma 2.6.7 and Lemma 2.6.8 and
the bound ‖UB‖2→∞ ≤ Cn−1/2.
2.6.2 Adaptation for Theorem 2.4.1 and 2.4.4
The major difference between our main theorems is the calculation of the covari-
ance matrices. In this section, we will give those calculations.
Lemma 2.6.9 Let Z1, . . . , Zn be independent and identically distributed according to
some multivariate sub-Gaussian distribution F and let our model be as in Theorem
2.4.1. Then there exists a sequence of d × d orthogonal matrices W̃n, such that for
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any fixed index i, we have
n1/2W̃>n [(B̂ −B)UBS
−1/2
B ]i −→ N (0,Σ)
where Σ = σ
2
4
Ξ−1, Ξ = cov(Zk). Here (A)i or [A]i denote the ith row of a matrix A.
Proof: Recall that PZ = UBS
1/2




























P (D(2) −∆(2))(Z − 1nµ>)
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Conditioning on Zi = zi, the above expression is sum of n − 1 independent mean 0
random vectors. We then invoke the Lindeberg-Feller central limit theorem to show
that this sum converges to a multivariate normal. We now evaluate the covariance

















(Zj − µ)(Zj − µ)>
= σ2(Zj − µ)(Zj − µ)>
Since E[Eij] = 0 and E[E2ij] = σ2






Z>PZ → Ξ ∈ Rd×d
almost surely. Hence (nW̃>n S
−1
B W̃n)→ Ξ−1 almost surely. Slutsky’s theorem implies
n1/2W̃>n [(B̂ −B)UBS
−1/2
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Lemma 2.6.10 Let Z1, . . . , Zn be independent and identically distributed according
to some multivariate sub-Gaussian distribution F and let our model be as in Theorem
2.4.4. Then there exists a sequence of d × d orthogonal matrices W̃n, such that for
any fixed index i, we have






B ]i −→ N (0,Σ)






‖z − Zk‖4(Zk − µ)(Zk − µ)>
]
is a covariance matrix depending on z, and (A)i or [A]i denote the ith row of a matrix
A.
Proof: First recall that as our mode we have
Eij =

−Dij, with probability 1− qn
0, with probability qn
hence it is easy to see that E[E] = D(qn − 1), E[E2] = D2(1 − qn) and furthermore,
E[B̂] = qnB.
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(D ◦ E −D2(qn − 1) +
E2 −D2(1− qn)
2












































Note that the second half of the above expression is 0, hence leave us the above
expression. Furthermore, the above term is a sum of n − 1 independent mean 0
random vectors, which we will now calculate its Cov matrix.




























‖zi − Zj‖Eij − ‖zi − Zj‖2(qn − 1) +
E2ij − ‖zi − Zj‖2(1− qn)
2
)
(zj − µ)(Zj − µ)>
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If we denote
Y := ‖zi − Zj‖Eij − ‖zi − Zj‖2(qn − 1) +






‖zi − Zj‖Dij − ‖zi − Zj‖2(qn − 1) +
D2ij−‖zi−Zj‖2(1−qn)
2
, with probability 1− qn
−‖zi − Zj‖2(qn − 1)− ‖zi−Zj‖
2(1−qn)
2





‖zi − Zj‖2, with probability 1− qn
−1−qn
2
‖zi − Zj‖2, with probability qn.
Hence, E[Y 2] = qn(1−qn)
4
‖zi − Zj‖4 and E[Y ] = 0.






The accuracy, scalability, and applicability of many machine learning algorithms
is currently impeded by the high-dimensional and large-scale nature of most modern
data sets. In particular, the dimensionality, or number of features, of many data
sets is often high, usually due to noise in the data – each data point is represented
as a high-dimensional vector, but only a subset of them actually carries signals for
subsequent inference. In other words, the data may lives near some unknown low-
dimensional manifold embedded in some high-dimensional space. To gain a thorough
understanding of the data, it is therefore often necessary to reduce its dimensionality
49
CHAPTER 3. DENOISING WITH URERF
in a way that preserves its underlying structure. Manifold learning is a set of tools
designed to recover the underlying latent low-dimensional manifold structures of high-
dimensional data.
Existing manifold learning methods, however, face a number of challenges. Linear
approaches such as principal component analysis (PCA) Pearson [1901], independent
component analysis (ICA) Hyvärinen and Oja [2000], canonical correlation analysis
(CCA) Hotelling [1936], multidimensional scaling (MDS)Cox and Cox [2000], CUR
decompositions Mahoney and Drineas [2009], and Fisher’s linear discriminant anal-
ysis (LDA), have been widely applied and useful in many domains, but make fairly
strong assumptions of about a linear structure underlying a data set. To mitigate
these issues a number of methods that can be characterized as kernel PCA meth-
ods were devised Schölkopf et al. [1997], including Isomap Tenenbaum et al. [2000],
Laplacian eigenmaps Belkin and Niyogi [2002], maximum variance unfolding Wein-
berger and Saul [2006]. These approaches are quite fragile to algorithm parameters,
and typically require O(n3) operations for n samples, which is prohibitively compu-
tationally expensive for many datasets. Methods based on exact nearest neighbors,
such as t-Distributed Stochastic Neighbor Embedding (t-SNE) Maaten and Hinton
[2008], and Uniform Manifold Approximation and Projection (UMAP) McInnes and
Healy [2018] also suffer computationally for large n. Approximate nearest neighbor
approaches can mitigate some of these computational issues. For example, Fast Ap-
proximate Nearest-Neighbor Matching (FLANN) Muja and Lowe [2014] is a popular
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algorithm for nearest-neighbor detection in high-dimensional data sets. But FLANN,
like all the above mentioned manifold learning algorithms, always operates on the
observed dimensionality of the data. When the true manifold is low-dimensional, and
the data are high-dimensional, the additional noise dimensions will be problematic
for any of these algorithms.
We there propose an approach that we dub Unsupervised Randomer Forest (UR-
erF). Unlike the previously described methods, URerF does not need to compute
geodesic distances between pairs of points. Instead, URerF examines local structure
by recursively clustering data in a sparse linear subspace of the original data, building
on the recently proposed randomer forest algorithm for supervised learning Tomita
et al. [2015]. This randomer forest approach allows URerF to separate meaningful
structure in the data from the noise dimensions.
Another contribution of this manuscript is a novel method for evaluating mani-
fold learning algorithms. Most existing manuscripts on the topic either embed the
data into some low-dimensional space, such as 2D or 3D, and then merely visualize
the results. This approach is obviously limited in a number of ways: (1) it is purely
qualitative, (2) when the structure is higher dimensional it may be lost, and (3) it re-
lies on an embedding, which introduces additional complications. Other manuscripts
compare the results on some subsequent inference task, such as classification. Such an
approach is only able to evaluate performance of the manifold learning algorithm com-
posed with a particular subsequent inferential method, but not the manifold learning
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algorithm itself. We therefore introduce Precision@K (or Recall@K) curves as quan-
titative metrics to evaluate manifold learning. The difference between our proposed
metrics and standard metrics, is that we do not evalute nearest neighbors with re-
spect to the high-dimensional observed data, but rather the true low-dimensional
latent representations. If a manifold learning does poorly on this metric, it has no
hope to perform well on subsequent tasks. Indeed Precision@k provides a theoretical
bound on subsequent classification accuracy Devroye et al. [1997].
3.2 Related Work
Of the many previously proposed manifold learning algorithms, we describe a
few in detail that have risen to prominence and widespread use, which we will later
compare to URerF.
One of the most widely used methods for nonlinear dimensionality reduction is
still Isomap Tenenbaum et al. [2000], which constructs a low-dimensional embedding
of input data by first finding geodesic distances between data points in a k-nearest
neighbor graph, then applies classical multidimensional scaling to the matrix of graph
distances. In the case of many noisy dimensions, however, the Isomap algorithm can
fail to construct an accurate nearest-neighbor graph, and requires the storage of all
point-to-point graph distances, which incurs both a large space and time complexity.
UMAP is a new algorithm for dimensionality reduction that efficiently reduces
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high-dimensional data to a low dimension using a fuzzy simplicial set representation
of the input data points McInnes and Healy [2018]. Like other nearest-neighbor
based algorithms, UMAP first constructs an undirected, weighted k-nearest neighbor
graph from the input data, then embeds data points in a low-dimensional space using
a force directed layout algorithm. The number of neighbors used to construct the
graph in effect determines the local manifold structure that is to be preserved in
the low-dimensional layout. In the force-directed layout approach, attractive forces
between close vertices are iteratively balanced with repulsive forces between vertices
that are far apart in the graph until convergence. UMAP builds upon the popular
t-Distributed Stochastic Neighbor Embedding (t-SNE) algorithm, which attempts
to preserve original interpoint distances in a much lower dimensional space. The
Kullback-Leibler between the distribution of neighbor distances in the higher and
lower dimensional spaces is used to determine the optimal mapping of points into
the lower-dimensional space. t-SNE is primarily used for the visualization of high-
dimensional data Maaten and Hinton [2008], and cannot be used with non-metric
distances. The UMAP algorithm was shown to produce similar embeddings to t-SNE
in two or three dimensions, but to scale better in terms of runtime across a wide range
of embedding dimensions McInnes and Healy [2018].
Finally, most closely related to our method are existing unsupervised random
forest methods, the most popular of which is included in Adele Cutler’s RandomForest
R package Shi and Horvath [2006]. It proceeds by generating a synthetic copy of the
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data by randomly permuting each feature independently of the others, and then
attempts to classify the real versus the synthetic dataset. As will be seen below, this
approach leads to missing surprisingly easy latent structures.
3.3 Unsupervised Randomer Forests
Our unsupervised random forest algorithm is based on the original Random Forest
algorithm invented by Breiman Breiman [2001] with a few key distinctions. A random
forest is an ensemble of decision trees where each tree is created from bootstrapped
samples of the training dataset in order to incorporate randomness. That is, each tree
is built from a random subset of training data. More formally, a random forest is as
a classifier consisting of a collection of tree structured classifiers {h(x, θk)}, k = 1, 2..
numtrees where θk’s are parameters and each tree casts a unit vote for the most
popular class at input x.
Random Forests can be used for both supervised and unsupervised situations.
In particular, for the unsupervised case, we can build a similarity matrix from the
random forest. The similarity between two data points X1 and X2 is estimated as
the fraction of the trees in which X1 and X2 appear in the same leaf node.
Our method additionally differs from the traditional, supervised case in the fol-
lowing ways. First, we describe three different splitting criteria to rank potential
splits, inspired by techniques studied in clustering research. We also show empirically
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that a novel FastBIC split results in better precision and recall accuracy because we
incorporate model selection at each node. In past literature, these splitting criteria
have not been explored in conjunction with decision trees and random forests.
Second, we use the term randomer to label our technique, as our splitting methods
are in addition based on random sparse linear combination of features to further
improve randomness, as in Tomita et al.’s Randomer Forests algorithm Tomita et al.
[2015]. Randomness is therefore incorporated into the forest generation process in
candidate dimension generation stage as well as the traditionally randomness-inducing
bagging stage.
Third, we correctly implement a previously proposed method for generating prox-
imity matrices from random forests. Specifically, in the currently most widely used
implementation of Random Forest Liaw and Wiener [2002], the aggregated normal-
ized proximity matrices of N Random Forests with M trees each is not stochastically
equivalent to the aggregated normalized proximity matrices of M Random Forests
with N trees each. We fix this bug in our implementation.
3.4 Algorithm
3.4.1 Overall algorithm
Given an input data set X = {x1, . . . , xn}, T decision trees are built, each from a
random sample of size m < n. In each tree, URerF recursively splits a parent node
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into its two child nodes. Each internal node bisects the data based on its value in
a particular dimension or on its values in a linear combination of a small number of
dimensions. The best dimension, or combination of dimensions, is selected to split on
based on the score that results from the splitting criteria described in Section 3.4.2.
The proximity matrix is then populated by computing the fraction of the trees in
which every pair of elements reside in the same leaf node. Algorithm 1 describes the
algorithm to build the forest and Algorithm 2 describes the tree building process.
Algorithms 3 - 5 describe the splitting procedures. All algorithms are relegate to
Section 3.4.4.
3.4.2 Splitting Criteria
We have implemented and compared several splitting criteria in our evaluation
of the unsupervised randomer forest algorithm. Namely, we compare splitting by
2-means clustering, two-means clustering with the Bayesian Information Criterion
(BIC) test, and a soft clustering as defined by the most likely Gaussian Mixture
Model (GMM) of two Gaussians with the BIC test. The advantage of incorporating
the BIC test into our splitting mechanism is its ability to select the the split which
results in two distinct clusters. The BIC test outputs a score which is a measure
of how well the datapoints are explained by a Gaussian mixture model with two
Gaussians.
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3.4.2.1 Two-Means Splitting
We aim to find the split which minimizes the sum of the intra-cluster variance on
the projected dimension. The elements are first sorted. Each element is scanned to
be a potential cut point. The element to the left form one cluster with mean µ1 and
the elements to the right of the cutpoint form another cluster with mean µ2. We seek
to find the cutpoint which minimizes the one-dimensional 2-means objective
N1∑
i=1




The algorithmic details are explained in Algorithm 3.
3.4.2.2 Two-Means Splitting with FastBIC
The Bayesian Information Criterion (BIC) is used to select from among a finite
collection of models. It is based on the log likelihood of the model given the points,
with a regularization term penalizing complex models with many parameters. Con-
cretely, the BIC score (y) can be defined as follows.
y = ln(n)d− 2 ln(L̂) (3.1)
Here L̂ is the maximum log likelihood function of a particular model M , n is the
sample size (number of data points) and d is the number of parameters estimated by
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the model. The maximum likelihood is defined as L̂ = p(x|θ̂,M), where θ̂ are the
parameters that maximize the likelihood function, and x is the observed data, for the
model M .
We rank potential splits on the BIC score obtained assuming a model with a
mixture of two Gaussians; the sorted elements along a given dimension to the left of
the cut point belong to one Gaussian and the elements to the right belong to another
Gaussian. Note here, that this is slightly different from a Gaussian mixture model
because here we assume the that the point has been generated from each Gaussian
k with a fixed (known) probability πk which is the fraction of data points on either
end of the split.
For example, if the elements in one dimension are {1, 3, 4, 6}, then the possible
splits are {{1}, {3, 4, 6}}, {{1, 3}, {4, 6}}, and {{1, 3, 4}, {6}}. In the case {{1, 3}, {4, 6}},
we assume the model to comprise of two univariate Gaussians where {1, 3} are sam-
pled from the first and {4, 6} are sampled from the second. π1 = π2 = 0.5 in this
case, as an equal number of points are sampled from both Gaussians. We compute




2 for the means and variances of each of the two Gaus-
sians in order to find the likelihood of the data under this split, and use it to compute
the BIC score. The BIC score is computed for each possible split and we assign this
dimension to the split which results in the lowest BIC score. We proceed in the same
manner for all dimensions and choose to split using the dimension which results in
the lowest overall BIC score. The model can be defined as follows. P (x1, .., xn|µ, σ, π)
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is defined as follows, where µ = (µ1, ..., µK) , σ = (σ1, ..., σK) , π = (π1, ..., πK):





{πkN (xn|µk, σ2k)}zn,k (3.2)
Here N is the number of observations and K is the number of Gaussian clusters.
In this case K = 2. We assume the points to the left of the split point form one
cluster and the points to right form the second cluster. zi ∈ {0, 1}K is the indicator
vector for data point xi: z(i∈(0,s],k=0) = 1 and z(i∈[s+1,N),k=1) = 1 and 0 otherwise.
Now, letting the split point be xs, x1..xs belong to cluster 1 and xs+1..xn belong to
cluster 2. The likelihood can be obtained by summing over the zs as follows.







{πkN (xn|µk, σ2k)}zn,k (3.3)
Equation (3.3) can be simplified by noting that z(i∈(0,s],k=0) = 1 and z(i∈[s+1,N),k=1) =
1 and 0 otherwise.






π2N (xn|µ2, σ22) (3.4)
The maximum log likelihood function




[log π1 + logN (xn|µ̂1, σ̂12)] +
N∑
n=s+1
[log π2 + logN (xn|µ̂2, σ̂22)] (3.5)
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Here, σ̂k and µ̂k are the estimates of σk and µk which maximize the log likelihood
function. Let N1 = s and N2 = N − (s + 1). Then, µk = 1Nk
∑Nk




n=1 ||xn − µ̂k||2, and π̂k =
Nk
N
. We further test for the single variance case
(σ1 = σ2) and use the BIC formula to determine the best case. Substituting into







where we have dropped a number of terms that are not functions of the parameters.
This FastBIC procedure is, to our knowledge, novel.
3.4.2.3 2-GMM Splitting with BIC
The GMM likelihood equations are the same as in the above case, except we
now relax the binary constraints on the zi. Specifically, each point is considered to
belong to weighted sum of the two Gaussians as opposed to a single Gaussian. We
do not know the values of zi and we iteratively estimate them using the Expectation
Maximization algorithm. Thus, whereas FastBIC is guaranteed to obtain the global
maximum likelihood estimator, BIC is liable to find only a local maximum. The
algorithm to estimate µk, πk and zk is provided in Algorithm 4.
60
CHAPTER 3. DENOISING WITH URERF
3.4.3 Proximity Matrix Construction
The proximity matrix S for input data D ∈ Rn×d is estimated using the unsu-
pervised random forest by simply counting the fraction of times that a pair of points
occurs in the same leaf node in the forest. Thus S(i, j) = Sij =
Lij
Tij
, where L(i, j)
is the number of occurrences of points i and j in the same leaf node, and Tij is the
number of trees in which both point i and point j were included in the sample R that
was used to build the tree.
3.4.4 Algorithms
Algorithm 1 Build a random forest using unlabeled data
1: procedure BuildURF(X, T , d, c)
2: for i = 1, 2, . . . , T do
3: S ← random sample (with replacement) from X of size m
4: ti =BuildTree(S, d, c, 0)




3.5 Simulations on Synthetic Datasets
We compare and contrast the performance of URerF, Isomap and UMAP in this
section through simulated data examples. Note that each of the three algorithms
generates a distance matrix ∆ as a by product, which naturally give rise to the
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Algorithm 2 Build an unsupervised decision tree
1: procedure BuildTree(Y, d, c, k, depth)
2: if |Y | ≤ c OR depth == d then
3: return LeafNode(Y , depth) . Create a leaf node
4: else
5: C ← random sample of size k from {1, . . . , d}
6: min dists ←∞
7: for i ∈ C do
8: Y (i) ← Y [, i]
9: (midpt, sum sq dists) = OneD(Y (i))
10: if (sum sq dists <min dists) then
11: best dim = i
12: best split pt = midpt
13: end if
14: end for
15: Yleft = {y ∈ Y |y(best dim) < best split pt}
16: Yright = {y ∈ Y |y(best dim) ≥ best split pt}
17: new Node = CreateInternalNode(best split pt, best dim, depth)
18: new Node.leftChild = BuildTree(Yleft, d, c, k, depth+1)
19: new Node.rightChild = BuildTree(Yright, d, c, k, depth+1)
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Algorithm 3 Find the optimal split, in terms of the k-means objective, of one-
dimensional data with k=2
1: procedure univariateTwoMeans(Z = {z|z ∈ R1})
2: µ1 ← minz∈Z z
3: C1 ← {µl}
4: C2 ← Z\ C1
5: µ2 ← 1|C2|
∑
zi∈C2 zi . mean of C2






7: min dist sq ← dists sq
8: while set2 6= ∅ do
9: z ← min(set2)
10: C1 ← C1 ∪ {z}
11: C2 ← C2 \ {z}
12: µ1 ← 1|C1|
∑
zi∈C1 zi . mean of C1
13: µ2 ← 1|C2|
∑
zi∈C2 zi . mean of C2






15: if dists sq < min dist sq then
16: min dists sq ← dists sq
17: best midpt ← (max(C1) + min(C2))/2 . Midpoint between C1 and C2
18: end if
19: end while
20: return ( best midpt, min dist sq)
21: end procedure
Algorithm 4 Find the optimal split, in terms of BIC score, of one-dimensional data
with k=2 assumming the GMM Model
1: procedure GMM(Initialized estimates)
2: zn,k =
N (xn|µk,σ2)πk∑
















k zn,k||xn − µk||2
6: end procedure
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Algorithm 5 Find the optimal split, in terms of BIC score, of one-dimensional data
with k=2
1: procedure OneD(Z = {z|z ∈ R1})
2: µ1 ← minz∈Z z
3: C1 ← {µl}
4: C2 ← Z\ C1
5: µ2 ← 1|C2|
∑
zi∈C2 zi . mean of C2






7: min BIC curr ← dists sq
8: while set2 6= ∅ do
9: z ← min(set2)
10: C1 ← C1 ∪ {z}
11: C2 ← C2 \ {z}
12: µ1 ← 1|C1|
∑
zi∈C1 zi . mean of C1
13: µ2 ← 1|C2|
∑
zi∈C2 zi . mean of C2
14: σ21 ← 1|C1|(z1 − µ1)
2
15: σ22 ← 1|C2|(z2 − µ2)
2






17: BIC diff var ← −2(|C1| log |C1||C1|+|C2| −
|C1|
2





log 2πσ22) + ln(3)(|C1|+ |C2|)








log 2πσ2comb) + ln(2)(|C1|+ |C2|)
19: BIC curr ← min ((BIC same var, BIC diff var)
20: if BIC curr < min BIC then
21: min BIC ← BIC curr
22: best midpt ← (max(C1) + min(C2))/2 . Midpoint between C1 and C2
23: end if
24: end while
25: return ( best midpt, min BIC)
26: end procedure
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notion of nearest neighbors. These distance matrices ∆ will be the main object we
use the quantify the performance of a particular algorithm on a manifold dataset,
using our modified “Precision@K” as evaluation criteria. Recall that Precision@K,
Recall@K are defined in the following manner:
Precision =




|{relevant documents} ∩ { retrieved documents} |
| {relevant documents}|
.
For a particular data point i in the dataset (corresponding to the ith row of distance
matrix), letting the “relevant document” be the true K-nearest neighbor of i on the
manifold, we can modify the above definitions to be:
(Precision@K)i =




|{Knn of i on the manifold} ∩ {Knn of i in the distance matrix∆}|
|Knn of i on the manifold|
,
Note that in this modified definition, (Precision@K)i and (Recall@K)i coincide with
each other. Averaging over all rows in the distance matrices gives the Precision@K
and Recall@K. Note that the underlying local manifold structure should ideally be
preserved through higher precision scores and lower recall scores. One of the advan-
tages of URerF is that under the presence of high dimensional noise, its performance
does not degrade significantly when the dimension of noise increase. In the next
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section, simulation on synthetic datasets are used to demonstrate this phenomenon.
3.5.1 Synthetic Datasets
Consider the following four datasets:
• Linear: wherein each point p is parameterized by p = (4t, 6t, 9t), with t ∈ (0, 1).
• Helix: wherein each point p is parameterized by p = (2t cos(2t), 2t sin(2t), 2t),





• Sphere: wherein each point p is parameterized by
p = (r cos(u) sin(v), r sin(u) sin(v), r cos(v)), with u ∈ (0, 2π), v ∈ (0, π) and
r = 9.
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Figure 3.1: Synthetic Datasets
For any two data points pi and pj on the above manifolds with the given param-
eterization, geodesic distances between them Dgeo(pi, pj)can be easily calculate:
• Linear: Dgeo(pi, pj) =
√
(4(ti − tj))2 + (6(ti − tj))2 + (9(ti − tj))2




((2 cos(2x)− 4p sin(2x))2 + (2 sin(2x) + 4x cos(2x))2 + 4)dx
• Sphere: Dgeo(pi, pj) = r arccos( pi‖pi‖ ·
pj
‖pj‖)
• Gaussian Mixture: We simply take the Euclidean distance between each pair
of point as a surrogate for geodesic distance between them.
One thousands points are uniformly sampled from each of the above datasets
(points from Gaussian Mixture dataset will be sampled according to the specified
distribution). Of interests are the following four distance matrices calculated on these
1000 data points: Geodesic, URerF, Isomap and UMAP. Geodesic distance matrix
will serve as the bench mark to which every other method is compared.
To see URerF is robust to high dimensional noise, Gaussian noises with varying
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dimensions d′ are concatenated onto the synthetic datasets to form new datasets with
noise for testing the performance of each algorithm. Specifically, for each data point
Xi ∈ Rd, generated noise Yi
i.i.d.∼ N (0, cI) ∈ Rd′ are concatenated onto Xi, where c is
some large constant and I is the d′×d′ identity matrix, thus obtaining data points with
noise: Zi = [X
>
i |Y >i ]> ∈ Rd+d
′
. URerF, Isomap and UMAP distance matrices are
then imputed, and compared with Geodesic distance matrix to obtain the Geodesic
Precision@K. For c = 70 and d = 2, 4, 6, 8, 10, Figure 3.2 shows the performance of
each algorithm.
Figure 3.2: Geodesic Precision at K=50 with varying noise dimension d′.
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Chapter 4
Seeded Graph Matching Via Joint
Optimization of Fidelity and
Commensurability
4.1 Introduction
Given m graphs, the graph matching problem (GMP) seeks to find a set of cor-
respondences (i.e., “matchings”) between the vertex sets that best preserves similar
substructures across the graphs Garey and Johnson [1979]. Because of its practical
applicability, there exist numerous approximate graph matching algorithms in the
literature; for an excellent survey of the existing literature, see Conte et al. [2004].
When matching across m graphs, often partial correspondences, or seedings, between
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the vertices of some pairs of graphs are known. One cutting-edge algorithm for
seeded graph matching, the Seeded Graph Matching (SGM) algorithm of Fishkind
et al. [2012] and Lyzinski et al. [2013], leverages the information contained in seeded
vertices to efficiently match graphs with thousands of vertices, achieving excellent
performance with relatively few seeds.
However, as demonstrated in Fishkind et al. [2012], SGM achieves its optimal per-
formance in the case of highly structured simple graphs on identical vertex sets. Al-
though it can be modified to handle directed, weighted, and other non-simple graphs,
in the presence of these generalizations the performance of the SGM algorithm dete-
riorates.
Moreover, the algorithm cannot currently handle cases where the graphs have dif-
ferent numbers of vertices or matchings across graphs that are not one–to–one. Often
graphs arising from real data contain many of the aforementioned characteristics,
and more robust procedures are needed to effectively match these graphs. Herein we
present a new seeded graph matching algorithm derived from the Joint Optimization
of Fidelity and Commensurability (JOFC) algorithm of Priebe et al. [2013]. Our
algorithm is flexible enough to handle many of the difficulties inherent to real data,
while simultaneously not sacrificing too much performance (compared to SGM) when
matching across simple graphs. The paper is laid out as follows: In Section 4.2, we
define the classical GMP and present the details of the SGM algorithm. In Sections
4.3.2 – 4.3.4, we present our JOFC seeded graph matching problem in detail. In Sec-
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tion 4.4, we match multiple time series graphs generated from a zebrafish brian, again
demonstrating the validity of our JOFC algorithm (see Figure 4.2). Throughout this
chapter, we will define P (n) to be the set of n × n permutation matrices, and D(n)
to be the set of n× n doubly stochastic matrices.
4.2 The classical graph matching problem
and the SGM algorithm
In its classical form, the two-graph matching problem is as follows: Given two
graphs G1 and G2 on the same vertex set V (with |V | = n), we seek to find a
bijection φ : V 7→ V that minimizes the number of edge disagreements induced by φ;
specifically, we seek a bijection φ : V 7→ V that minimizes
d(φ) =
∣∣{(i, j) ∈ V × V : [i ∼G1 j, φ(i) G2 φ(j)] or [i G1 j, φ(i) ∼G2 φ(j)]}∣∣.
(4.1)
Equivalently stated, if the adjacency matrices for G1 and G2 are respectively A and B,
the problem seeks a permutation matrix P ∈ P (n) minimizing ‖A−PBP T‖F , where
‖ · ‖F is the usual matrix Froebenius norm. If we allow G1 and G2 to be directed,
loopy and weighted, then the classical graph matching problem is equivalent to the
quadratic assignment problem, and therefore is known to be NP–hard. Hence no
71
CHAPTER 4. SGM WITH JOFC
efficient exact graph matching algorithm is known.
We can generalize the above classical graph matching problem between two graphs
to matchings among m graphs: Given m graphs G1, G2, ..., Gm on the same vertex
set V (with |V | = n), we seek to find a set of bijections Φ = {φp,q}1≤p<q≤m, where




∣∣{(i, j) ∈ V × V : [i ∼Gp j, φp,q(i) Gq φp,q(j)] or [i Gp j, φp,q(i) ∼Gq φp,q(j)]}∣∣.
(4.2)
Equivalently, if the adjacency matrix for graph Gk is Ak, the problem seeks a set
of permutation matrices {Pp,q} ⊆ P (n) minizing
∑
1≤p<q≤m
‖Ap − Pp,qAqP Tp,q‖F , where
‖ · ‖F is the usual matrix Froebenius norm.
Often when matching across graphs, we have access to a partial matching of the
vertices in the form of seedings. If we are given, for each graph Gk a subset Sk ⊂ V
of size sk of the vertices called seeds and seeding functions σ
p,q which maps a subset
of Sp to a subset of Sq, the classical seeded graph matching problem (SGMP) then
seeks to minimize (4.1) over bijections φp,q : V 7→ V satisfying φSp,Sq = σp,q where
φSp,Sq is the restriction of φp,q to an appropriate subset of Sp.
For the two-graph matching case, the state-of-the-art approximate seeded graph
matching algorithm, the SGM algorithm of Fishkind et al. [2012] and Lyzinski et al.
[2013], begins by relaxing the SGMP to minimize ‖A−PBP T‖F over doubly stochas-
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tic matrices P of the form P = Is ⊕ P ′ with P ′ ∈ D(n − s). The algorithm then
utilizes Frank-Wolfe methodology to efficiently solve the relaxed problem and finally
projects this relaxed solution onto P (n). The deterioration of the SGM algorithm’s
performance on non-simple graphs motivates the need for more robust seeded graph
matching procedures, such as the JOFC algorithm presented herein.
It bears noting that there are a multitude of variations on the classical problem
in the literature, where different graph attributes give rise to objectives other than
minimizing (4.1). For an excellent survey of the existing literature, including many
of the current variations on the classical problem, see Conte et al. [2004]. We choose
here to focus on the classical problem (4.1), as it is closely related to the SGM seeded
graph matching algorithm.
4.3 Seeded graph matching via JOFC
We presently approach the seeded graph matching problem via a modification
of the Joint Optimization of Fidelity and Commensurability (JOFC) algorithm of
Priebe et al. [2013], which was originally designed for manifold matching. Briefly,
our algorithm embeds a list of m graphs into a common Euclidean space where our
matching inference task can be performed. The embedding seeks to maximize the
information contained both within the connectivity structure of each graph and the
across graph relationship provided by the seeding, i.e. we seek to maximize the fi-
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delity and commensurability of the embedding. Once embedded, finding the optimal
matching between the vertices then amounts to solving a generalized tensor assign-
ment problem.
We will present our algorithm in its most general form and will note when certain
assumptions on our graphs necessarily lead to simplifications.
4.3.1 Setup
Let {Gk}mk=1 be graphs on respective vertex sets {Vk := V (Gk)}mk=1 (with each
|Vk| = nk). Without loss of generality, we assume the vertices are labeled Vk =
{1, 2, . . . , nk}. As we no longer assume all graphs have the same set of vertices, the
graph matching problem as stated in (4.1) is not necessarily well-posed. Rather than
reformulating the classical GMP in terms general enough to handle all of the difficul-
ties inherent to real data problems, we choose instead to reformulate our approach to
graph matching. We begin with a set of assumed true matchingM = {Mp,q}1≤p<q≤m
between every pair of vertex sets Vp and Vq, though in the present general setting
a matching is simply a subset Mp,q ⊂ Vp × Vq. If (u, v) ∈ Mp,q, then u and v are
“matched” vertices in graph Gp and Gq, though the precise definition of “matched”
here is context specific. In one setting, u and v could be the same actor in two dif-
ferent communication graphs. In another setting, u and v could represent the same
neuron in two different neuro-connectome graphs. In each of our real and simulated
data examples, the true matching is explicit from the context of the problem. Note
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Figure 4.1: For graphs G1 and G2, the matching M1,2 ⊂ V1 ×
V2 is given via the gray arrows and is formally defined as M
1,2 =
{(1, 1), (1, 2), (1, 3), (2, 5), (3, 4), (4, 6), (5, 8)}. Note that vertex 1 in G1 is matched to
three vertices in G2, namely vertices 1, 2, and 3. Also vertex 7 in G2 is not matched
to any vertex in G1.
that although it is often the case that np = nq and the matching M
p,q is a bijection
between the vertex sets, our more general definition allows for multiple vertices in Gp
to be matched to a single vertex or no vertex at all in Gq, and vice-versa. See Figure
4.1 for an illustrative example of a matching in this general context. Our inference
task is then to leverage the information contained in seeded vertices to estimate the
true underlying matching M.
In this newly reformulated graph matching problem, a seeding refers to a collection
S = {Sp,q}1≤p<q≤m, where given any two graphs Gp and Gq, Sp,q ⊂ Mp,q ⊂ Vp × Vq
with the following property: if (i, j) ∈ Sp,q, (l, h) ∈ Sp,q and (i, h) /∈ Sp,q then
(i, h) /∈Mp,q; i.e. seeded vertices can only be matched to other seeded vertices if the
matching is explicitly given by the seeding. This is an intuitive assumption; indeed it
is often natural to assume the full matchedness amongst the seeded vertices is known.
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There are certainly applications in which this is not true, and our algorithm can easily
be modified to incorporate an incomplete seeding as well. The vertices in the ordered
pairs of Sp,q are referred to as seeds, and we define Sp,q as the set of all seeds in Vp







{i : (i, j) ∈ Sp,q}. We will label all the unseeded vertices of
Gp and Gq via Up,q and Uq,p respectively, and define Up = Vp \Sp, in addition, we will
assume also that (i, j) /∈Mp,q for i ∈ Sp,q, j ∈ Uq,p or i ∈ Up,q, j ∈ Sq,p.
Note: To simplify later notation, for any subset W ⊂ Vp × Vq, we write
W (i) :=

{j ∈ Vq : (i, j) ∈ W} if i ∈ Vp
{j ∈ Vp : (j, i) ∈ W} if i ∈ Vq.
In the sequel, we shall also write |Sp| = sp.
4.3.2 Embedding the seeded graph data
Due to the pathological nature of the graphs we aim to match, performing the
matching directly on the graph data proved difficult. To circumvent this, our algo-
rithm uses multidimensional scaling (MDS) to embed the m graphs into a common
Euclidean space where our matching task can more readily occur.
Our embedding begins with m dissimilarity representations {∆k ∈ Rnk×nk : k =
1, ...,m} of {Gk}mk=1. We will assume a priori that the dissimilarities have been nor-
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malized to be on the same scale. Ideally, we choose the dissimilarity dependent on
the nature of the data, as different dissimilarities will emphasize different aspects of
the underlying graph topology. Although we do not theoretically address the issue
of optimally choosing the dissimilarity in the present paper, empirical results have
shown that correctly choosing the dissimilarities is essential to the performance of our
downstream matching task. Indeed, in one application to matching neural connec-
tomes of the C. elegans worm, we achieve excellent performance using the weighted
DICE dissimilarity of Angelelli et al. [2008], a local neighborhood based measure suit-
able for the sparse structure of the worm brain graphs. However, in the simulated
Erdös-Rényi (ER) graph examples, the DICE dissimilarity is not appropriate due to
the highly structured nature of the neighborhoods in ER graphs. We empirically
demonstrate a marked performance increase by utilizing a more global dissimilarity,
namely the shortest path distance. Alternately, we could have used diffusion distance,
expected commute times, etc. See Yen et al., Bunke and Riesen [2008], Pekalska and
Duin [2005] for a wealth of possible dissimilarity representations.
In order for the matching inference task to successfully occur in the embedded
space, the embedding must preserve the information contained both within the con-
nectivity structure of each graph and the between graph relationship given by the
matching M. In essence, the goal of the embedding is simple: If (i, j) ∈ Mp,q, then
i ∈ Gp and j ∈ Gq are “matched” vertices and should be embedded close to each
other in Rd. Also, if u, v ∈ Vi are such that ∆i(u, v) is small, then u and v are similar
77
CHAPTER 4. SGM WITH JOFC
vertices in the underlying graph and should also be embedded close to each other in
Rd.
Preserving the matching M in the MDS embedding (or preserving any avail-
able across graph relationship) requires us to impute an across graph dissimilarity
δp,q : Vp × Vq 7→ R. For matched vertices (i, j) ∈ Mp,q, it is reasonable to impute
δp,q(i, j) = 0, though for (i, j) /∈ M , the imputation is less obvious. Here we treat
these dissimilarities as missing data in the subsequent MDS procedure.
We do not have access to the full matchingM, but the seeding S provides sufficient
information for calculating the imputed δ amongst the seeded vertices. For (i, j) ∈
Sp,q, we (as before) impute δp,q(i, j) = 0. For (i, j) ∈ Np,q := {(i, j) ∈ Sp×Sq : (i, j) /∈
Sp,q}, we take δp,q(i, j) as missing data. Furthermore, rather than incur additional
estimation error by imputing the unknown δ across the unseeded vertices, we also
treat these as missing data in our MDS procedure.
We proceed then as follows. We first embed the seeded vertices and then out-
of-sample embed the unseeded vertices using the methodology of Tang et al. [2013].
With a possible relabeling of the vertices, let the seeded vertices for each graph Gp
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Labeling the embedded vertices of Sp via {X(p)1 , X
(p)
2 , . . . , X
(p)
sp }, we define the across-












j )− δp,q(i, j)
)2
, (4.3)





where d(·, ·) is the Euclidean distance between points in Rd. For (i, j) ∈ Sp,q, we im-
pute δp,q(i, j) = 0 and commensurability error between two graphs reduces simply to
the squared Euclidean distance between embedded matched vertices. The commensu-
rability error captures how well the embedding preserves the partial graph matching
provided by the seeding.
Note that even if the commensurability of the embedding is small, the embedded
points may poorly preserve the original within-graph dissimilarities, which is captured
by the fidelity of our embedding. The within-graph squared fidelity error of the
embedding of ∆
(p)
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Closely connected to the fidelity error is the across-graph squared separability









j )− δp,q(i, j)
)2
. (4.7)





However, since we took δp,q(i, j) as missing data in this scenario, we can ingore the
separability error for later inference.
If the errors ε2F , and ε
2
C are all small and we have embedded the graphs into an
appropriate dimension, then we can successfully perform our matching inference task
in the target embedding space. Assuming at present that we know a suitable embed-
ding dimension d, we simultaneously control the above errors by jointly embedding
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sk seeded vertices of the m graphs via the omnibus dissimilarity matrix
D :=






















We embed D using the JOFC algorithm of de Leeuw [1977] for weighted raw stress
MDS, where the associated weight matrix is given by
W :=

Js1 − Is1 w ·O1,2 . . . w ·O1,m
















where Jn is an n×nmatrix of all entries being 1, w is a fixed real number between 0 and
1 representing the weight we choose, and Op,q is a matrix with the same dimensionality
as that of δp,q, whose entries take value 1 whenever the corresponding entries in δp,q
is 0, and take value 0 whenever the corresponding value is missing in δp,q Lyzinski
et al. [2016].
Suppose X is some configurations of the
m∑
k=1
sk points in Rd, the JOFC algorithm
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Wi,j(D(i, j)− di,j(X)) (4.10)
over all possible configurations of
m∑
k=1
sk points X in Rd. The Wi,j are the weights
representing our confidence in the dissimilarity D(·, ·) between pairs of vertices. In
our applications, W is designed so that (4.10) simplifies to
σ(X) = wε2F + (1− w)ε2C , (4.11)
a mixture of the fidelity/separability errors (which capture how well our embedding
preserves the original within-graph dissimilarities) and the commensurability error
(which captures how well the embedding preserves the partial matching given by
the seeds). This ability to weight the dissimilarities is an essential feature of the
JOFC algorithm and is one of the main reasons we have chosen it over more classical
multidimensional scaling procedures. In all of our applications, we have chosen w =
0.8, and have left the optimal choice of w for future work.
4.3.3 Embedding the unseeded vertices
We next use the procedures outlined in Tang et al. [2013] to out-of-sample embed
all the unseeded vertices Uk k = 1, . . . ,m, obtaining the configuration Y ⊂ Rd of
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the uk = |Uk| unseeded vertices of each graph Gk, labeled {Y (k)1 , . . . , Y
(k)
uk }. For the
out-of-sample embedding, we treat the unknown across-graph dissimilarities involving
unseeded vertices as missing data.
The goal of our out-of-sample procedure is simply to preserve the within graph
dissimilarities ∆
(k)
1,2’s. Indeed, suppose that (i, j) ∈ Up × Uq is such that (i, j) ∈Mp,q.
Ideally, the seeding Sp,q will be such that there exists (u, v) ∈ Sp,q such that ∆p(i, u)
and ∆q(j, v) will both be small. If our two step embedding procedure preserves the












j ) will be small from a
simple triangle inequality argument. If (i, j) ∈ Up × Uq is such that (i, j) /∈ Mp,q,
then the seeding Sp,q ideally has the property that there exists (u, v) ∈ Sp,q such
that one of ∆p(i, u) and ∆q(j, v) is small and the other one is large. If our two step













j ) will be large from another simple triangle inequality argument. As-
suming the above, the matching M amongst unseeded vertices will then be preserved
under the embedding without the need to impute the unknown δ across unseeded
vertices.
Following Tang et al. [2013], our embedding procedure then seeks to minimizes
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over configurations Y. Here w̃p,q(·, ·) : Vp × Vq 7→ R is a weighting function repre-
senting our confidence in the computed dissimilarity between pairs of vertices. In
our applications, we have chosen to zero out the weighting function w̃p,q between
unseeded vertices within each graph, i.e. we have zeroed out the sums in (4.13) from
σ(Y). We set the remaining w̃’s to be 1. This is an artifact of our implementation of
the out-of-sample embedding procedure, and is not a requirement of our algorithm.
However, in applications where only the 1-neighborhoods of the seeded vertices are
known, this would be a naturally enforced constraint.
4.3.4 Matching the unseeded vertices
If the Euclidean distances amongst the unseeded vertices well preserves the un-
known matching M (i.e. if (i, j) ∈ Up,q × Uq,p is in Mp,q, then d(Y (p)i , Y
(q)
j ) is small
and if (i, j) /∈ Mp,q, then d(Y (p)i , Y
(q)
j ) is large), then we approximate the unknown
matching M between unseeded vertices as follows:
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To avoid trivial solutions, we impose the further restriction that |M̂1,2(j)| > 0
for all j ∈ U1. We do allow vertices in U2 to be unmatched to any vertices in
U1
2. Averaging the matched graphs we get from G1 and G2 to get a new graph H,
that is, if k1 vertices of graph G1 is matched with k2 vertices of graph G2, we
construct the corresponding vertex in H as the average of these k1 +k2 vertices.
3. Match graph G3 to this new graph H while enforcing the consistency. That is,
if vertex i in G1 matches to both vetex j in G2 and vertex l of G3 in the seeding,
then j and l should also match.
4. Get the new H by taking the average of H and G3 after maching, as in ii.
5. Repeat this process for every graph Gk, k = 4, . . . ,m.
We can thus match every Gk to the rest of the graphs while keep the seeding
consistency. The generalized assignment problem is known to be NP-hard, see Cat-
trysse and Van Wassenhove [1992] for background. However, there are many good
polynomial-time approximation algorithms in the literature, see for example Shmoys
and Tardos [1993], which we use in our examples.
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In the case of matching only two graphs, letting M̂ be our algorithm’s approxi-
mation of the true matching M , we measure our performance via the matched ratio
of the remaining unseeded vertices,
δ(s1+s2) =
∣∣∣{i ∈ U1 : M̂(i) 6= M(i)}∣∣∣+ ∣∣∣{j ∈ U2 : M̂(j) 6= M(j)}∣∣∣
u1 + u2
. (4.15)
We measure the performance of graph matching algorithms by calculating the
fraction, Rm, of the unseeded vertices correctly matched across the graphs. In the
case where s1 = s2 = m and n1 = n2 = n, we calculate
Rm =
|{i ∈ U1 : M̂(i) 6= M(i)}|
n−m
. (4.16)
When s1 6= s2 and n1 6= n2, Rs1,s2 is calculated via
Rs1,s2 =
|{i ∈ U1 : M̂(i) 6= M(i)}|+ |{i ∈ U2 : M̂(i) 6= M(i)}|
u1 + u2
.
Note that the number of unseeded vertices to match decreases as the number of
seeded vertices increases. In all examples, we show how increasing the number of
seeded vertices from 0 to some substantive fraction of the total number of vertices
significantly increases our relative performance in correctly matching the unseeded
vertices.
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4.4 Application: Matching zebrafish brains
We have a time series dataset collected by Prevedel et al. on zebrafish brain using
Light-Field Deconvolution Microscopy and pan-neuronal expression of GCaMP, which
is a fluorescent calcium indicator that serves as a proxy for neuronal activity Lyzinski
et al. [2016], Prevedel et al. [2014]. We generate a time series of 20 graphs {G(t)}
indexed by time t = 1, 2, . . . , 20 from this dataset in which each graphG(t) is generated
on the same fixed 469 neurons (vertices) and the vertex i and j are adjacent if and
only if the neuronal activities between neuron i and j cross some threhold at time t.
That is, for each graph G(t), there is an associated adjacency matrix A(t), such that
A
(t)
i,j = 1 if there is an edge between vertex i and j. We have, therefore, a complete
true matching between vertices of all 20 graphs. Furthermore, the ith row of the
adjacency matrix A
(t)
i,j completely characterized the status of ith neuron in relation
to other neurons at time t in the brain. We will demontrate our JOFC scheme by
comparing the matchings of the unseeded vertices with this known ”ground truth”.
Initial change point detection analysis reveals that there was an anomaly occuring
at t = 13. For our purpose, we select graphs G(8), G(9), G(10), G(11), G(12), G(13)
and choose for each graph, the (same) first 300 vertices as seeds and out-of-sample
the rest 169 vertices for matching. Since the anomaly occurs at t = 13, the first 5
graphs should match almost perfectly with each other while G(13) will not be correctly
matched to any one of the first 5 graphs. As mentioned before, the choice of distance
measure plays an crucial role in the graph matching problem, here we pick 1−jaccard
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as our notion of distance Adamic and Adar [2003].
Figure 4.2: The pairwise distance heat map of the unseeded vertices from 3 graphs,
at time t=11, t=12, and t=13. The darker colors corresponding to smaller distances
and the X axis represents the unseeded vertices 301–469 in one graph and Y axis
represents the unseeded vertices 469–301 in another graph. Since we know the true
matchings between all vertices, we should ideally see a dark line from upper left to
lower right between t=11 and t=12, which can be readily seen. However, since there
is an anomoly at t = 13, the unseeded vertices at t=13 will not be matched correctly,
which also can be seen.
To match the unseeded vertices, we calculate the pairwise distances between all
pairs of unseeded vertices from different graphs and rank them in increasing order
after the embedding. For example, between graphs G(16) and G(17), the kth unseeded
vertex in G(16) will be more likely to be matched with the unseeded vertex in graph
G(17) that is the closest to it. In this manner, not only we have a matching, but we




5.1 Discussion on CLT for CMDS
In Athreya et al. [2016] and Levin et al. [2017], the authors prove that adjacency
spectral embedding of the random dot product graph gives rise to a central limit
theorem for the estimated latent positions. In this work we extend these results to
the previously unexplored area of perturbation analysis for CMDS, addressing a gap
in the literature as acknowledged in Fan et al. [2018] and Peterfreund and Gavish
[2018]. Notably, the three noise models we proposed in Section 2.2.1 each give rise
to a central limit theorem; that is, for Euclidean distance matrix, the rows of the
configuration matrix given by CMDS under noise will center around the corresponding
rows of the true configuration matrix. Furthermore, our simulations on the synthetic
data together with the shape clustering data all demonstrated the validity of our
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results. We have avoided any discussion of the model selection problem of choosing a
suitable embedding dimension d̂. Instead, we assume d is known – except in Section
4.2. There are many methods for choosing (spectral) embedding dimensions, see
Chatterjee [2015], Jackson [1991], Zhu and Ghodsi [2006].
One natural question can be raised is how to estimate the σ in the noise model of
interests. However, we would like to point out that for our embedding method and
associated theoretical results, consistent estimation of σ is not important. Indeed,
the classical multidimensional scaling algorithm does not require estimating σ, but
rather the dimension d of the original data points (see the description of classical
multidimensional scaling in section 2.1). Under all of our noise model, ‖E‖ ≤ σ
√
n
and provided that we choose d such that λd > n
1/2+ε for any ε > 0, then our theoretical
limit results apply. For concreteness, we can choose ε = 1/3 and thus as long as we
choose the embedding dimension d̂ satisfying λd̂(B) ≥ n2/3, then d̂→ d almost surely
and our central limit theorem applies.
Throught this paper, we assume that d is fixed as n → ∞. Therefore, given a
central limit theorem for the embedding into d dimension, one can derive a central
limit theorem for the embedding into d′ < d dimension in a straightforward manner.
More specifically, given a dissimilarity matrix ∆̂(2) and positive integers d′ ≤ d, the
classical multidimensional scaling of D̂(2) into Rd′ is equivalent to the classical mul-
tidimensional scaling of ∆̂(2) into Rd and keeping the first d′ < d columns (see the
description of classical multidimensional scaling in Section 1.1). Thus, our limit re-
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sults can be rephrased to say that, letting X̂
(d′)
n denote the classical multidimensional
scaling of D̂(2) into Rd′ for d′ < d, that there exists a sequence of d′ × d′ orthogonal
matrix W
(d′)









n )i − Tn(Zn − Z̄n)i
)
converges to a mixture of multivariate normal. For a given n, Tn is a matrix corre-
sponding the principal component projection of Zn into Rd. We emphasize that Tn
is not necessarily unique (indeed, the eigenvalues of the covariance matrix for Zn are
not necessarily distinct).
We further note that the dependency on d in our limit results is implicit in the
covariance matrices. Naively speaking, we can say that the estimation accuracy is
inversely proportional to d. This is most visible in the statement of Equation (1)
(which is also a corollary of our results), since as d increases r also increases, note
that r ≤ d + 2. A more precise description is that the accuracy of our limit results
depends on the covariance matrix Σ, which is a d×d matrix. Since the squared norm
of a mean 0 multivariate Gaussian is the trace of its covariance matrix, we see that
as d increases, the trace of Σ does not have to increase with d. Indeed, the trace of Σ
depends purely on the distribution F of the underlying data points; in the case where
the data points are sampled from a multivariate normal with mean 0 and identity
matrix in Rd, then as d increases, the trace of Σ also increases linearly.
Our presentation emphasizes the central limit theorem mainly because it is a suc-
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cinct limit results. Nevertheless, the uniform or global error bounds can be established
in a similar manner. More specifically, the central limit theorem for a fixed index i is
a consequence of applying the Lindeberg-Feller central limit theorem to Eq.(5) (which
is a sum of independent mean 0 random variables). If, instead of the Lindeberg-Feller
central limit theorem, we apply a concentration inequality a la Hoeffding/Bernstein,
then we can show that for any index i, ‖(X̂nWn)i − (Zi − Z̄)‖ ≤ Cn−1/2 with high
probability. A union bound over the n rows of Xn then implies
sup
i∈[n]












A practically relevant and conceptually illustrative example comes from relaxing
the assumption of common variance for the entries of the noise matrix E in Section
2.2.2: the consistency result from Theorem 2.4.3 no longer holds. To illustrate this
point, we return to our three-point-mass simulation presented in Section 2.5.1 and
modify our noise model as follows: Let Ẽij
i.i.d.∼ Uniform(−Dij,+Dij) for i < j and
Ẽij = Ẽji. (The noise now depends on the entries of D, and ∆ = D+ Ẽ no longer has
negative entries.) The embedding of ∆ into two dimensions gives class-conditional
Gaussians; however, we have introduced bias into the embedding configuration. Fig-
ure 5.1 shows, for one realization, the embedding result. Note that the empirical
mean and the theoretical positions do not coincide in simulation with large n, and
theoretically even in the limit.
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(a) n=50 (b) n=100
(c) n=500 (d) n=1000
Figure 5.1: Simulation of CMDS with heteroscedastic noise Ẽ. The black dots are
the true positions for the three points. The blue dots are the empirical means and the
blue ellipses are the 95% level curve of the empirical covariance matrix. Note that Ẽ
used in this simulation is of the same order for the off-diagonal blocks as that used
in Figure 2.1. NB: there is asymptotic bias.
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(a) n=50 (b) n=100
(c) n=500 (d) n=1000
Figure 5.2: Simulation of MDS using raw stress criterion for n=50, 100, 500 and
1000 points. The black dots are the true positions of x1, x2 and x3, the blue dots are
the empirical mean of the simulation and the blue ellipses are the 95% level curve of
the empirical covariance matrix.
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CMDS is just one of a wide variety of multidimensional scaling techniques. Mini-
mizing the raw stress criterion is another commonly used MDS technique [de Leeuw
and Heiser, 1982], i.e., given a n×n observed dissimilarity matrix ∆ and an embedding
dimension d, one seeks to minimize the objective function
σr = σr(X) =
∑
(i,j)
(δij − ‖Xi −Xj‖)2.
The minimization of σr(X) is with respect to all configurations X ∈ Rn×d and usually
proceeds via an iterative algorithm which updates the configuration matrix X until
a stopping criterion is met. Keeping the simulation settings as in Section 2.5.1, the
resulting configuration is shown in Figure 5.2. This suggests that the CLT may hold
for raw stress just as well as for CMDS. However, this claim is at best a conjecture




5.2 Conjecture: CMDS on Omni Embed-
ding of graphs and Hypothesis Test-
ing
5.2.1 Problem Formulation
Given a collection of Random Dot Product Graphs: G(1), G(2), . . . , G(m) and their
corresponding adjacency matricesA(1), A(2), . . . , A(m), where theGi’s are vertex-matched
graphs on the same vertex set V , with |V | = n, Levin et al. [2017] seeks to jointly
embed all m graphs into a common (prespecified) d-dimensional Euclidean space by





























. . . A(m)

.
Using the notation in Levin et al. [2017], let SM represent the d× d matrix of top d
eigenvalues ofM, ordered by magnitude, and let UM be the mn×d-dimensional ma-
trix of associated eigenvectors. Define the omnibus embedding, denoted OMNI(M),
by UMS
1/2
M , note that OMNI(M) produces m separate points in Euclidean space for
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each graph vertex, effectively one such point for each copy of the multiple graphs in











where each X̂(i) is an n × d matrix representing the embedding of the ith random
graph in d dimension.
As pointed out in Levin et al. [2017], the omnibus embedding introduces align-
ment between graphs by placing an average on the off-diagonal blocks of M, merely
considering a Frobenius norm difference between blocks of the omnibus embedding
‖X̂(i) − X̂(j)‖F (5.2)
without any Procrustes alignments provides meaningful discrimination between graphs
with different latent positions. Specifically, we can construct an m×m distance ma-
trix ∆ given by ∆ij := ‖X̂(i) − X̂(j)‖F as an estimation for the Frobenius distance
matrix D between true latent positions Dij := ‖X(i)−X(j)‖F , where X(i) is the true
latent position for the ith graph. That is, ∆ = D+E for some m×m noise matrix E.
Note that the entries of E are correlated. Furthermore, E[E] = 0 only when all the
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m graphs shares the same underlying true latent position. Those two observations
make the proof of the following conjectures quite a bit more challenging.
A natural thing to do now is to perform classical multidimensional scaling (CMDS)
on ∆ and D (we now call this procedure CMDS ◦ OMNI(M, d, k) and compare the
resulting configuration matrix Ĝ = CMDS(∆) ∈ Rm×k and G = CMDS(D) ∈ Rm×k.
We propose the following conjectures:
Conjecture 5.2.1 (Central Limit Theorem for the Rows of CMDS ◦ OMNI Under
the Null)
Using the above notations, we propose that if all graphs are generated from the same






n[(ĜWn)i − (G)i] ≤ α} = Φ(α,Σ(z)) (5.3)
where z’s depends on the true underlying distribution of the latent positions X of the
graphs. Here (A)i represent the ith row of matrix A viewed as a column vector and
Φ is the cumulative distribution function of a multivariate Gaussian.
Note that we can replace (G)i with 0 in this case.
Conjecture 5.2.2 (Central Limit Theorem for the rows of CMDS ◦ OMNI Under
the Alternative)
Using the above notations, we propose that if graphs are generated from L distinct
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RDPG probability matrices P1, . . . ,PL, then there exist a sequence of m×m orthog-













where z and πis depend on the true underlying distribution of the latent positions
X of the graphs and b represents bias incured during the OMNI step. Here (A)i
represent the ith row of matrix A viewed as a column vector and Φ is the cumulative
distribution function of a multivariate Gaussian.
5.2.2 Simulation for the Choice of Scaling Factor
The proposed conjectures can be a primary tool for testing if a given set of graphs
are from the same latent models (given by the same P matrix, see Levin et al.
[2017]). In this section, we will elucidate the choice of the scaling factor (
√
n) in
our Conjectures. Throughout this section, A(1), A(2), . . . , A(m) are the n × n binary
adjacency matrices of vertex-aligned graphs on the same vertex set.
5.2.2.1 Under the Alternative
We demonstrate that our conjectured Central Limit Theorem (CLT) holds only
when n→∞ instead of when m→∞.
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and π = (0.8, 0.2)>. Let
A(1), . . . , A(m1)
i.i.d.∼ SBM(B1,π),
A(m1+1), . . . , A(m)
i.i.d.∼ SBM(B2,π).
In this particular simulation, let m1
m
= 0.6. We perform the procedure
CMDS ◦ OMNI(M, d = 2, k = 2)
with parameters (n,m) = (10, 500), (10, 1000), (100, 100). The following plots are the
CMDS results of the ∆ matrix defined in Section 5.2.1, in which each point represents
a single graph. In addition, the red points represent graphs generated from B1 and
the black points are those from B2. Note that from the plot, for a fixed n, when
m→∞, the central limit theorem does not kick in, while when n increases, the plots
exhibits roughly a mixture of two Gaussians.
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Figure 5.3: n=10, m=500
Figure 5.4: n=10, m=1000
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Figure 5.5: n=100, m=100
5.2.2.2 Under the Null
Now we demonstrate that the choice of scaling factor,
√
n in Conjecture 5.2.1 is
reasonable. We generate graphs A(1), . . . , A(m)
i.i.d.∼ SBM(B1,π), and let g1, . . . , gm ∈
R2 to be the cmds embedding results of the CMDS ◦ OMNI(M, d = 2, k = 2).
Let Q be the sample co-variance of gi’s, we check to see if
√
nQ remains reasonably
unchanged when n is large. The parameters used in this simulation is (n,m) =
(500, 20), (1000, 20), (2000, 20). The following plots are the embedding of gi’s, in which





 1.73 · 10−5 −2.96 · 10−21
−2.96 · 10−21 1.69 · 10−5

 8.37 · 10−6 −4.83 · 10−22
−4.83 · 10−22 8.16 · 10−6

 3.92 · 10−6 1.02 · 10−21




 3.86 · 10−4 −6.61 · 10−20
−6.61 · 10−20 3.78 · 10−4

 2.65 · 10−4 −1.53 · 10−20
−1.53 · 10−20 2.58 · 10−4

 1.75 · 10−4 4.57 · 10−20
4.57 · 10−20 1.74 · 10−4

Table 5.1: Sample Covariance and Scaled Sample Covariance Matrix
Figure 5.6: n=500, m=20
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Figure 5.7: n=1000, m=20




We have in our possession a collection of mouse connectome graphs collected on
four different phenotypes, namely BTBR, C57, CAST and DB2. For each phenotype,
we collect one graphs from each of the eight mice on the same 332 neurons (thus gives
32 vertex-matched mice connectome graphs). In this example, BTBR is discarded
and only the rest three phenotypes are used for the purpose of demonstration of
our methodology, that is, as our raw input data, we have 24 vertex-matched graphs
A(1), . . . , A(24) with each graph having 332 vertex.
The raw graph data is pre-processed in the following manner:
1. Centering : A(1), . . . , A(24) are transformed to be centered around 0, so that





2. Pass to the Rank: For each Ã(i), the entries in each row are ranked in de-
creasing order, and then each entry is replaced with its rank in that row (so
that largest entry in each row will be replaced by m, etc.) to get a new matrix
Â(i).
3. Diagonal Augmentation: Each diagonal entry of Â(i) is then replaced by the
sum of the row in which that diagonal entry is located.
After preprocesing, the OMNI step is performed on the Â(i) matrices to get M.
Furthermore, an examination of the scree plot of the OMNI matrix M in Figure 5.9
gives the graph embedding dimension d = 3.
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Figure 5.9: Embedding Dimension Selection of OMNI Matrix.
Dissimilarity matrix is then constructed from the OMNI embedding as described
in equation 5.2, which is shown in Figure 5.10.
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Figure 5.10: Dissimilarity Matrix Between Twenty-four Graphs.
In the final step, CMDS into embedding dimension k = 2 is performed on the 24×
24 dissimilarity matrix, resulting the following embedding plot. Note that different
phenotyes are well-separated in this embedding plot.
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Figure 5.11: CMDS Embedding of the Dissimilarity Matrix.
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