Abstract-We consider the estimation of a Gaussian source by a Gaussian sensor network where L distributed sensors transmit noisy observations of the source through a Gaussian multiple access channel to a fusion center. In a recent work, Gastpar showed that for a symmetric sensor network with no fading, analog (uncoded) transmission achieves the optimal performance theoretically attainable (OPTA). In this work, by comparing lower and upper bounds on the OPTA, we provide optimality conditions for analog transmission in an asymmetric Gaussian sensor network with deterministic fading. We also obtain an optimal power allocation scheme to minimize the mean-squared error distortion given a linear combination of powers (LCP) constraint. We determine optimality conditions for analog transmission under an LCP constraint, which includes the sum-power constraint as a special case.
I. INTRODUCTION
For the point-to-point transmission of a single Gaussian source through an additive white Gaussian noise (AWGN) channel it is known (e.g., see [1] , [2] ) that if the source and channel bandwidths are equal, simple analog transmission achieves the optimal performance theoretically attainable (OPTA). Analog (or uncoded) transmission in this case and in the rest of this paper means scaling the encoder input subject to the channel power constraint and transmitting it without explicit channel coding.
In this work, similar to [3] - [9] , we consider the estimation of a memoryless Gaussian source by a Gaussian sensor network in which L sensors observe the source signal X corrupted by additive independent noise. The overall system is depicted in Fig. 1 . The sensors communicate information about their observations through a Gaussian multiple access channel (MAC) with deterministic fading to a single fusion center (FC). According to [3] , [4] , [6] , [9] , the wireless links between sensors and the FC can be modeled as an AWGN MAC with suitable channel gains. The encoders are distributed and cannot cooperate to exploit the correlation between their inputs. Each encoder is subject to a transmission cost constraint. The FC aims to reconstruct the main source, X, with the lowest mean squared-error (MSE) distortion at the smallest cost in the communication link. Note that the separate source and channel coding theorem of Shannon [10] does not hold in this problem [3] , [7] .
In [3] , [7] , [8] , it is proved that analog transmission is exactly optimal for symmetric Gaussian sensor networks with * This work was supported in part by a Postdoctoral Fellowship from the Ontario Ministry of Research and Innovation (MRI) and by the Natural Sciences and Engineering Research Council (NSERC) of Canada. no fading. In the case of deterministic fading, lower and upper bounds on the minimum distortion are shown in [3] , [5] , and for random fading, bounds are also studied in [5] , [11] . The minimum achievable distortion under a sum-power constraint for the analog transmission in sensor networks with deterministic fading is presented in [6] . The optimality of analog transmission in some other multi-user communication systems was recently shown in [4] , [12] .
Our main contribution in this paper is to provide optimality conditions for analog transmission under a linear combination of powers (LCP) constraint. Aside from being a natural generalization of the sum-power constraint, the LCP constraint explicitly allows to introduce weight coefficients that reflect the potentially differing costs of supplying power to individual sensors.
First, by comparing known lower and upper bounds on the OPTA in an asymmetric Gaussian sensor network with deterministic fading [3] , [5] , we provide a condition for the optimality of analog transmission. Then, we obtain an optimal power allocation scheme for analog transmission in the sense of achieving the optimal LCP-distortion tradeoff. The resulting minimum distortion formula slightly generalizes the result of [6] from a sum-power constraint to an LCP constraint. In addition, we provide a sufficient condition for the optimality of uncoded analog transmission under an LCP constraint.
The remainder of this paper is organized as follows. In Section II, we present the system model and problem statement. Section III briefly reviews known lower and upper bounds on the OPTA in an asymmetric Gaussian sensor network with deterministic fading and provides optimality conditions for analog transmission. In Section IV, we obtain an optimal power allocation under a sum-power (and in general, under an LCP) constraint for analog transmission and provide a sufficient condition for the optimality of analog transmission under an LCP constraint. Conclusions are presented in Section V.
II. PROBLEM STATEMENT
We consider a simple Gaussian sensor network, illustrated in Fig. 1 , where a team of L sensors observe independent noisy versions of the memoryless Gaussian source 
where a i ≥ 0 are fixed and known constants,
is a sequence of i. 
. . , L are the encoder functions. Each transmitted sequence U n i is assumed to be average-power limited to P i , i.e.,
The sensors communicate the coded sequences to the decoder through a Gaussian MAC with deterministic (real-valued) fading
The time-k output of the channel is given by
where
is an i.i.d. sequence of Gaussian random variables of mean zero and variance σ 2 Z . Based on the channel output W n ∈ R n , the FC forms an estimate X n of the main source X n . Fidelity between X n and X n is measured by the average
The reconstructed signal can be described by (2) . For a particular coding scheme (ϕ 1 , . . . , ϕ L , ψ), the performance is determined by the cost vector P = (P 1 , P 2 , . . . , P L ) and the incurred distortion Δ. For any target distortion D ≥ 0, the power-distortion region P(D) is defined as the convex closure of the set of all achievable power-distortion pairs (P, D), where a power-distortion pair (P, D) is achievable if for any
Our aim is to derive optimality conditions for analog transmission in the sense of achieving the OPTA, which is defined for a fixed P as
In addition, we want to to minimize the MSE distortion given a linear combination of powers (LCP) constraint, i.e.,
where D(P) is the distortion of the analog transmission scheme using power allocation P = (P 1 , . . . , P L ) and
This new form of constraint is a generalization of the sum-power constraint which explicitly allows to introduce weight coefficients for the potentially differing costs of supplying power to individual sensors.
III. PRELIMINARIES: OPTA BOUNDS
In this section, we first review lower and upper bounds on the OPTA in an asymmetric Gaussian sensor network with deterministic fading [3] , [5] , [7] . The lower bound is based on analyzing a remote source coding scenario where the sensor observations are processed by one common encoder, and then applying a technique based on the notion of the maximum correlation coefficient (see, e.g., [13] ). The upper bound is based on analyzing the analog transmission.
A. Lower Bound Lemma 1: ([3], [5]) A lower bound on the OPTA in an asymmetric Gaussian sensor network with deterministic fading is given by
and
B. Upper Bound: Analyzing Analog Transmission
By analyzing the analog transmission in our Gaussian sensor network, an upper bound on OPTA can be obtained [7] . In this approach, each sensor transmits its observation scaled to its power constraint, i.e.,
The received signal at the FC is then given by
Since the encoding is memoryless, the optimal estimator is the minimum mean squared error estimator. By evaluating the resulting MSE distortion, an upper bound on the minimum achievable distortion can be obtained; this is summarized in the next lemma.
Lemma 2: ( [3] , [5] , [7] ) An upper bound on the OPTA in a Gaussian sensor network with deterministic fading can be expressed as
where Ω r is given in (8) .
In the symmetric case, where
Hence, we obtain the OPTA for the symmetric Gaussian sensor network under deterministic and identical fading. This result was recently established by Gastpar in [3] , [7] 
C. Optimality Conditions
Corollary 1: The lower bound (6) and the upper bound (9) coincide if and only if
Proof: We first rewrite the lower bound in (6) as
(11) Comparing (11) with the upper bound in (9) reveals that the lower bound and the upper bound coincide if and only if
From the definition of D * 0 we have
Ni . As a result, the equality condition in (12) is equivalent to
This condition can be rearranged as
Comparing the coefficients of 1 NiNj on both sides of (15) shows that the equality holds if and only if g 2 i + g 2 j = 2g i g j ; this is equivalent to g i = g j which is our condition in (10) . Hence, for a given set of powers, if (10) is satisfied then the distortion achieved by the analog transmission is the smallest possible achievable distortion. Note that (10) is both necessary and sufficient for the upper and lower bounds to coincide, but it is only a sufficient condition for the optimality of analog transmission.
IV. OPTIMAL POWER ALLOCATION FOR ANALOG
TRANSMISSION UNDER AN LCP CONSTRAINT We consider an optimal power allocation for the analog transmission in order to minimize the MSE distortion under an
where D(P) is the distortion of the analog transmission scheme using power allocation P = (P 1 , . . . , P L ) and β i ≥ 0, i = 1, . . . , L. In [6] , by applying the Lagrange multiplier method, it was shown that the optimal distortion sum-power tradeoff
P i for the analog scheme can be expressed as follows:
This tradeoff is also given in [7, Eq. (6) ] for the case of equal variance observation noises, a j = 1 for all j and equal channel gains.
Unfortunately, [6] does not seem to provide a closed form expression for the power allocation achieving the minimum distortion for a given sum-power P . Since we want to compare lower and upper bounds on OPTA under an LCP constraint (which subsumes the sum-power constraint), we first need to provide closed form expressions of the optimal power allocation for the LCP case. The proof of the next lemma, which we omit, is based on an application of the Lagrange multiplier method. Note that as a special case, the lemma also yields the formula derived in [6] for an optimal power allocation achieving the minimum distortion. 
Substituting the optimal P i given by (18), into (9) yields an upper bound on OPTA under the LCP constraint:
Corollary 2: (Analog Transmission Optimality Conditions under an LCP Constraint) In an asymmetric Gaussian sensor network with deterministic fading, analog transmission scheme with the optimal power allocation given in (18) is optimal in the sense of achieving the OPTA under an LCP constraint if the following conditions hold
Proof: From the proof of Corollary 1, a necessary and sufficient condition for the upper and the lower bounds to coincide is that the equality in (13) holds. Substituting the optimal P i 's we obtain
Denoting
, we can rewrite (21) in
. 
Since f i ≥ 0, the equality holds if and only if f i = f j and
Combining (24) β i P i = 8. Fig. 2 shows the mean-squared estimation distortion as a function of the cost weight β 1 where we assume that β 2 = k β β 1 . The figure is parametrized by three different values of k β . When the cost weight β i is small, the system increases power allocation P i to achieve lower values of distortion. Larger values of the cost weight will result in larger achievable distortions.
In Fig. 3 , the optimal percentage of the total power assigned to . We assume that N 1 = 10, N 2 = 20, sensor 1 for the case of L = 2 sensors is illustrated. We observe that the optimal power allocation depends on the desired degree of fidelity, noise variances and the ratio of cost weights. When it is expensive to transmit, lower power is assigned to the sensor with a higher cost element. When all the cost elements are equal, more power is assigned to the sensor with lower noise level.
Note that by substituting the optimal P i (under the sum-power constraint and a i = 1 for i = 1, . . . , L) in the lower bound of distortion in (6), we are able to compare the lower and upper bounds numerically. The lower bound can be expressed as
First, we consider an asymmetric Gaussian sensor network with We observe that analog transmission can achieve a near optimal performance under a sum-power constraint.
V. CONCLUSIONS
In this paper, we considered a distributed sensor network where L noisy observations of a memoryless Gaussian source are analog transmitted through a Gaussian MAC to a decoder. The decoder wants to reconstruct the main source with an average distortion D at the smallest possible power consumption in the communication link. For a symmetric sensor network with no fading, it is known that analog transmission achieves the OPTA [3] , [7] , [8] . Here we provided conditions for analog transmission in an asymmetric Gaussian sensor network with deterministic fading to achieve the OPTA. We also obtained an optimal power allocation to minimize the MSE distortion for a given linear combination of powers (LCP) constraint. We used the optimal power allocations to derive a condition for the analog transmission scheme to achieve the OPTA under an LCP constraint.
