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ABSTRACT
In 5G mmWave, simultaneous localization and mapping
(SLAM) allows devices to exploit map information to im-
prove their position estimate. Even the most basic SLAM
filter based on a Rao-Blackwellized particle filter (RBPF)
combined with a probability hypothesis density (PHD) map
representation exhibits high complexity. This paper proposes
a new implementation method for the 5G SLAM using mes-
sage passing (MP) and the cubature Kalman filter (CKF). We
demonstrate that the proposed method significantly reduces
the complexity while retaining the SLAM accuracy of the
RBPF-PHD approach.
Index Terms— 5G mmWave, CKF, cooperative SLAM,
message passing, multi-model PHD.
1. INTRODUCTION
5G mmWave positioning systems benefit from large band-
widths and large antenna arrays which respectively lead to
high resolution in both time and angle domain [1]. In ad-
dition, the non-line-of-sight (NLOS) signal paths are useful
for both localization [1, 2], and simultaneous localization and
mapping (SLAM) of the physical environment [3–6]. 5G
SLAM methods have been developed based on geometry [7,
8], message passing (MP) [3–5], and random finite set (RFS)
theory [6]. The RFS methods have the benefit that they can
easily handle an unknown number of objects, clutter measure-
ments, and uncertainty of data association between objects
and measurements [9], however, RFS methods also come with
a relatively higher computational cost. In contrast, MP meth-
ods are a compromise between performance and computa-
tional complexity and can deal with unknown data associa-
tion, however, MP methods deal less easily with clutter and
an unknown number of objects. Among RFS SLAM meth-
ods, the Rao-Blackwellized particle filter (RBPF) probabil-
ity hypothesis density (PHD) is widely used, as it avoids ex-
plicit enumeration of the data associations [10, 11]. In [6],
such a RBPF-PHD was applied to the 5G SLAM problem,
showing how a vehicle can map a propagation environment
comprising of reflecting surfaces and small scattering point
objects. In [12], MP combined with RFS was proposed for
low-complexity joint sensor and target tracking.
In this paper, we propose a low-complexity 5G SLAM
Fig. 1. Vehicle scenario with the vehicle (heading α shown
with an arrow and clock bias B) and environment (BS, VA,
and SP). A half-sphere with radius rFoV indicates the SP FoV
of the vehicle.
method applied to a vehicular scenario, combining the per-
formance of the PHD filter with the low complexity of MP.
In particular, we perform MP on a factor graph representa-
tion [13, 14] of the joint posterior density of vehicle trajec-
tories and map, and determine the marginal posterior density
of vehicle state and map state. To represent the vehicle state
messages, we use the low-complexity cubature Kalman filter
(CKF) [15] instead of the high-complexity particle represen-
tation.
2. MODEL
In this section, the vehicle environment and models are de-
scribed, which are adopted and summarized from previous
5G SLAM works [4–6].
2.1. Vehicle and Environment Model
We consider an environment with a base station (BS), large re-
flecting surfaces, and small objects, and a moving vehicle (see
Fig. 1). The BS has known location, each small object is char-
acterized by an unknown scattering point (SP) location, and
each reflecting surface by an unknown virtual anchor (VA)
location. The different objects (i.e., the signal sources) in the
environment are characterized by a type m ∈ {BS,VA,SP},
Fig. 2. Factor graph for representing one time step of the
factorization of f(s0:k,X0:k|Z1:k).
and and an object location xk ∈ R3. The vehicle state at
time k is denoted by sk = [vk, αk, ζk, ξk, Bk]> ∈ R7, where
vk = [xv,k, yv,k, zv,k]
>, αk, ζk, ξk, and Bk are respectively
the location, heading, translation speed, turn-rate, and clock
bias. The vehicle movement at time k is modeled by a transi-
tion density f(sk|sk−1) of the form sk = v(sk−1)+qk,where
v(·) is a known transition function and qk ∼ N (0,Qk).
2.2. Observation Model
The BS periodically transmits a pilot signal, which is reflected
by large surfaces and scattered by small objects, before it is
received by the vehicle. Hence, the vehicle observes different
signal paths coming from different object types. With each
object we associate a detection probability pD,k(sk,x,m) ∈
[0, 1], depending on the field-of-view (FoV), visualized as a
half-sphere in Fig. 1. We denote the measurements set a time
k by Zk with elements zk,l ∈ R5, where l indicates the signal
path. We model the zk,l for detected objects as
zk,l = h(sk,xk,m) + rk,l, (1)




noise rk,l ∼ N (0,Rk,l). Here, τk,l, θk,l, and φk,l denote
the time-of-arrival (TOA), direction-of-arrival (DOA), and
direction-of-departure (DOD), respectively, computed from
the geometric relations in [4, 6] for m. In addition, there
may be false alarms in the form of clutter measurements zk,l,
generated according to a clutter intensity c(z).
3. MULTI-MODEL PHD FILTER WITH MP
The vehicle has a prior density f(s0), and the known location
of the BS. Based on the the sets measurements Zk at every
time step k, the problem considered in this paper is to estimate
the vehicle state and build up the map. To this end, we define
the RFS of the objects Xk, comprising both the location and
type, with density f(Xk).
3.1. Factorization
We denote f(s0:K ,X0:K |Z1:K) the full joint posterior den-
sity, which can be factorized for sequential estimation:





where f(Xk|Xk−1, sk) is the object transition density (which
depends on the vehicle state, since new static objects will be-
come visible when they are in proximity of the vehicle) and
f(Zk|sk,Xk) is the set likelihood function. The correspond-
ing factor graph is shown in Fig. 2. We note that the map tran-
sition factor f(Xk|Xk−1, sk) is integrated with the likelihood
factor f(Zk|sk,Xk) by MP rule, abbreviated by Ψ(sk,Xk).
3.2. Message Passing and Scheduling
We denote the vehicle and map beliefs at time k − 1 by
bk−1(sk−1) and bk−1(Xk−1), respectively. The message
passing and its scheduling for calculating the new beliefs at
time k are described.
3.2.1. Prediction
The variable sk−1 sends its belief bk−1(sk−1) to the factor





and the variable sk sends the calculated message bk|k−1(sk)
to the factor Ψ(sk,Xk). Similarly, the variable Xk−1 sends
the belief bk−1(Xk−1) to the factor Ψ(sk,Xk). For consider-
ing detected objects at time k and the FoV in the map predic-





The updated belief of sk is given by the product of the predic-








We observe that both the prediction and the correction involve
set integrals and representation of set densities. In the next
section, we will describe a low-complexity approximate im-
plementation of these MP rules.
3.3. Message Implementation
3.3.1. PHD and Gaussian approximation
We will approximate the RFS densities with their PHDs and
then show how to compute the predicted and corrected PHDs
as well as the predicted and corrected vehicle beliefs, based
on the PHDs. We denote the PHD for object type m at time
k by Dk(x,m) and represent it by a Gaussian mixture (GM).
We initialize D0(x,m) = 0 for object type m = {VA,SP}
and Dk(x,BS) = δ(x − xBS). Similarly, we approximate
bk(sk) with a Gaussian density N (s; ŝk, Ûk), and initialize
b0(s0) = f(s0).
3.3.2. Prediction
1) Vehicle (3): Given bk−1(sk−1) = N (s; ŝk−1, Ûk−1), we





+ ŝk−1, c = 1, ..., 2d(sk) (7)
The vehicle CP for all c is propagated as ṡck = v(s
c
k−1), and













k − s̄ks̄>k + Qk.
(8)
2) Map (4): We generate the CP set {s̄ck, w̄ck}
2d(sk)
c=1 with
weights wck−1 = 1/(2d(sk)), which is from N (s; s̄k, Ūk)
similar to (7). Given Dk−1(x,m), the predicted map PHD
corresponding to vk(Xk|sk) in (4) is implemented as
Dk|k−1(x,m|s̄ck) = Dk−1(x,m) +Dbk(x,m|s̄ck), (9)
where Dbk(x,m|s̄ck) is a birth2 intensity (also a PHD), mod-
eled as a GM. Hence, Dk|k−1(x,m|s̄ck) is also a GM, condi-











In the update, we begin by computing CPs for the vehicle
state. For each CP, we compute the corresponding updated
PHD. To update the vehicle state with the standard CKF up-
date, a predicted measurement is necessary. However, due to
the random nature of the set of measurements, it is difficult to
compute a predicted set of measurements in a straightforward
way. Instead, we use the following computationally efficient
alternative. For each CP, we compute the posterior weight as
in (11). The posterior weights are normalized, and posterior
mean and covariance for the vehicle state are computed as the
sample mean and sample covariance.
1For the CPs, we define d(?) as the number of unknown variables
of ?, and εc? is indicated by the c-th column vector of the matrix√
d(?)[Id(?),−Id(?)] ∈ Rd(?)×2d(?), where Id(?) ∈ Rd(?)×d(?) is the
identity matrix.
2The births can be generated in different ways. We have used an adaptive
birth density from [16], details of which are found in [6, Sec. III].
1) Vehicle (5): The belief bk(sk) is found by computing poste-
















j(z) as the birth index j corresponding to z, then when j(z) =
j,
νj(z,x,m, s̄ck) = γ̄
c,j




















where pc,jD,k(m) is an adaptive detection probability
3 which
is adopted from [6] to avoid decrease of the detected ob-
ject weight. By a standard CKF update, the Gaussian
density N (x; x̂c,jk (m), P̂
c,j
k (m)) and corresponding con-




zz,k(m)) are calculated. The







where η ≥ 0 is a tuning parameter to to avoid the problem of
weight degeneracy. We set η = 1/2d(sk). Then, ŝk and Ûk











k − ŝk][s̄ck − ŝk]>.
(15)
2) Map (6): Following (6), we first compute the conditional
map PHD Dk(x,m|s̄ck) and then compute the expectation
over sk by using the weights computed in (14), used to repre-
sent bk(sk). We update the map PHD for each c and m [18]:
















which is implemented using pruning and merging, described
in [19, Table II].
3Given N (x; x̄c,jk (m), P̄
c,j
k (m)) with the highest density region H,




k). When S is the set of FoV region




k) is calculated by
∫












Fig. 3. MAEs and RMSE bars of the vehicle state (vehicle




We consider vehicle that moves along a circular road for
K = 40 with time interval 0.5 seconds, and the movement
follows the mobility model [20, Chapter 5]. We set process




α, 0, 0, σ
2
B), and
σx = 0.2 m, σy = 0.2 m, σα = 0.001 rad, σB = 0.2 m,
and s0 = [70.7285, 0, 0, π/2, 22.22, π/10, 300]>, with units
m, m, m, rad, m/s, rad/s, and m. The prior f(s0) follows
a Gaussian distribution, and the standard deviation is set to
[0.3, 0.3, 0, 0.3, 0, 0, 0.3]>, with units as the vehicle state.
We assume that the translation speed ζk and turn-rate ξk are
known. We set Rk,l = diag(10−2, 10−4, 10−4, 10−4, 10−4),
with units m2, rad2, rad2, rad2, and rad2. When the predicted
measurement covariance Sc,jzz,k(m) in (13) is calculate by
the CKF, the measurement covariance Rk,l is replaced with
Rup = 9 × Rk,l to mitigate the effect of nonlinearity in the
CKF.
The BS is located at [0, 0, 40]> m. Four VAs are respec-
tively located at [200, 0, 40]>, [−200, 0, 40]>, [0, 200, 40]>,
[0,−100, 40]>, with unit m. Four SPs are respectively lo-
cated at [65, 65, zSP]
>, [−65, 65, zSP]>, [−65,−65, zSP]>,
[65,−65, zSP]>, with unit m, and zSP ∼ U(0, 40). We set
the detection probability pD = 0.9 within the FoV, the SP
FoV rFoV = 50 m while VAs are always visible. In the the
birth process, we set the birth weight γc,jb,k(m) = 1.5 × 10−5
for m = {VA,SP}. We consider clutter intensity c(z) =
λ/(4Rmaxπ
4) as the average of the number of clutter mea-
surements (following Poisson distribution) λ = 1, and the
maximum sensing range Rmax = 200 m. For detecting
the object in the map PHD, we set the VA detection threshold
TVA = 0.7 and the SP detection threshold TSP = 0.55. We use
the average of the generalized optimal subpattern assignment
(GOSPA) distance for measuring the mapping accuracy [21].
Simulation results were obtained by averaging over 10 Monte
Carlo runs.













Fig. 4. Average GOSPA of SP by the proposed method com-
pared to [6].
4.2. Discussions
Fig. 3 shows the mean square errors (MAEs) and root mean
square error (RMSE) bars for estimating the vehicle loca-
tion, clock bias, and heading with respect to the following
four cases: i) vehicle prediction without the measurement up-
date; ii) only using LOS path for the measurement update in
the proposed PHD filter; iii) the proposed PHD filter; iv) the
particle-based PHD filter without map fusion in [6]. By com-
parison of the results of the four cases, we confirmed that it is
necessary for the measurement update to perform 5G SLAM,
and using the NLOS measurements and mapping of the un-
known physical environment improves the accuracy of the ve-
hicle estimate.
Fig. 4 shows the average GOSPA of the SPs for the pro-
posed method compared to [6]. The SP GOSPA decreases
as the the vehicle progressively receives the scattered signals
from all SPs. We confirmed that there is a slight degradation
of the mapping in the proposed method compared to [6], but
with a huge complexity gain: in terms of runtime, the pro-
posed methods runs around 300 times faster than the RBPF-
PHD from [6].
Thus, the results clearly show that the proposed method
can achieve significant gain in the complexity while sustain-
ing the vehicle estimate accuracy.
5. CONCLUSIONS
We have proposed a novel 5G SLAM methods based on mes-
sage passing and PHD filtering. The method exhibits similar
performance to the more complex Rao-Blackwellized PHD
filter, but with far lower complexity. This allows real-time
processing in vehicles.
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[12] M. Fröhle, C. Lindberg, K. Granström, and H. Wymeer-
sch, “Multisensor poisson multi-bernoulli filter for joint
target-sensor state tracking,” IEEE Trans. Intell. Veh.,
vol. 4, no. 4, pp. 609–621, Aug. 2019.
[13] H-A Loeliger, “An introduction to factor graphs,” IEEE
Signal Process. Mag., vol. 21, no. 1, pp. 28–41, Jan.
2004.
[14] F. R. Kschischang, B. J. Frey, and H-A Loeliger, “Factor
graphs and the sum-product algorithm,” IEEE Trans.
Inf. Theory, vol. 47, no. 2, pp. 498–519, Feb. 2001.
[15] I. Arasaratnam and S. Haykin, “Cubature Kalman fil-
ters,” IEEE Trans. Autom. Control, vol. 54, no. 6, pp.
1254–1269, Jun. 2009.
[16] B. Ristic, D. Clark, B-N Vo, and B-T Vo, “Adaptive
target birth intensity for PHD and CPHD filters,” IEEE
Trans. Aerosp. Electron. Syst., vol. 48, no. 2, pp. 1656–
1668, Apr. 2012.
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