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Abstract. Clock synchronization procedures are analyzed
in the presence of imperfect communications. In this context
we show that there are physical limitations which prevent
one from synchronizing distant clocks when the intervening
medium is completely dephasing, as in the case of a rapidly
varying dispersive medium.
There are two main kinds of protocols for achieving
clock synchronization. The first is “Einstein synchro-
nization protocol” [1] in which a signal is sent back and
forth between one of the clocks (say Alice’s clock) and
the other clocks. By knowing the signal speed depen-
dence on the intermediate environment, it is possible to
synchronize all the clocks with Alice’s. The other main
protocol is “Eddington slow clock transfer” [2]: after lo-
cally synchronizing it with hers, Alice sends a clock (i.e.
a physical system that evolves in time with a known time
dependence) to all the other parties. The clocks transfer
must be of course perfectly controllable, as one must be
able to predict how the clock will react to the physical
conditions encountered en route which may shift its time
evolution. Moreover, since any acceleration of the trans-
ferred clocks introduces a delay because of relativistic
effects, one must suppose that the transfer is performed
‘adiabatically slowly’, i.e. such that all accelerations are
negligible. Notice that the above protocols can be imple-
mented using only classical resources: peculiar quantum
features such as entanglement, squeezing, etc, are not
needed. In what follows, such synchronization schemes
will be referred to as ‘classical protocols’.
A recently proposed quantum clock synchronization
protocol [3] was found [4] to be equivalent to the Edding-
ton slow clock synchronization. The application of entan-
glement purification to improve quantum clock synchro-
nization in presence of dephasing was attempted without
success in [5]. One might think there are other ways to
implement a synchronization scheme that employ quan-
tum features such as entanglement and squeezing, but
this paper shows that this is not the case. In fact, it will
be shown that quantum mechanics does not allow one to
synchronize clocks if it would not be possible to employ
also one of the classical protocols, which one can always
employ if the channel is perfect or if its characteristics
are controllable. However, the relevance of quantum me-
chanics in the clock synchronization procedures should
not be underestimated, since there exist schemes that
exploit quantum mechanics to achieve a (non-classically
allowed) increase in the accuracy of classical clock syn-
chronization protocols, such as the one obtainable ex-
ploiting entangled systems [6–8].
The presented discussion takes also into account the
possibility that the two distant parties who want to syn-
chronize their clocks (say Alice and Bob) and who are lo-
calized in space, can entangle their systems by exchang-
ing a certain number of quantum states and the pos-
sibility that they may employ the “wave function col-
lapse” [3], through post-selection measurements. The
intuitive idea behind the proof is as follows. To syn-
chronize clocks, Alice and Bob must exchange physical
systems such as clocks or pulses of light that include tim-
ing information. But any effect, such as rapidly varying
dispersion, that randomizes the relative phases between
energy eigenstates of such systems completely destroys
the timing information. Any residual information, such
as entanglement between states with the same energy,
cannot be used to synchronize clocks as shown below.
The paper is organized as follows. In Sect. I the an-
alytic framework is established. In Sect. II the clock
synchronization procedure is defined and the main result
is derived. In particular, in Subsect. II A the exchange of
quantum information between Alice and Bob is analyzed
and in Subsect. II B the analysis is extended to include
partial measurements and post-selection schemes in the
synchronization process.
I. THE SYSTEM
Assume the following hypotheses that describe the
most general situation in which two distant parties com-
municate through a noisy environment:
1. Alice and Bob are separate entities that initially are
disjoint. They belong to the same inertial reference
frame and communicate by exchanging some phys-
ical system.
2. The environment randomizes the phases between
different energy eigenstates of the exchanged sys-
tem while in transit.
From these hypotheses it will be shown that Alice and
Bob cannot synchronize their clocks.
In Subsect. IA we explain the first hypothesis by giv-
ing its formal consequences. In Subsect. I B we analyze
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the second hypothesis and explain how it describes a de-
phasing channel.
A. First hypothesis
The first hypothesis states the problem and ensures
that initially Alice and Bob do not already share any kind
of system that acts as a synchronized clock. By separate
we mean that at any given time Alice and Bob cannot
gain access to the same degrees of freedom and there is
no direct interaction between Alice and Bob’s systems.
This can be described by the following properties of the
system’s Hilbert space and Hamiltonian. At time t the
Hilbert space of the global system can be written as
H = HA(t)⊗HC(t)⊗HB(t) , (1)
where the Hilbert space HA(t) refers to the system on
which Alice can operate at time t, HB(t) refers to Bob’s
system, and HC(t) describes the systems on which nei-
ther of them can operate. The time dependence in Eq.
(1) does not imply that the global Hilbert space changes
in time, but it refers to the possibility that a system that
was previously under Alice’s influence has been trans-
ferred to Bob (or viceversa), after a transient time in
which it cannot be accessed by any of them. Since in-
formation must be encoded into a physical system, this
mechanism describes any possible communication be-
tween them. Moreover, the Hamiltonian of the system
can be written as
H(t) = HA(t) +HB(t) +HC(t) , (2)
where the time dependent HA(t) and HB(t) evolve the
states in HA and HB under the control of Alice and Bob
respectively, whileHC(t) evolves the system in transit be-
tween them when it is not accessible. As a consequence of
Eq. (1), at time t the three terms on the right side of Eq.
(2) commute, since they act on different Hilbert spaces.
For the same reason any operator under the influence of
Alice at time t commutes with all Bob’s operator at the
same time. A simple example may help explain this for-
malism. Consider the situation in which the system is
composed of three 1/2 spin particles (qubits). A possible
communication is then modeled by the sequence
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i.e. initially Alice’s Hilbert space HA contains spins
1 and 2, and Bob owns only spin 3. Alice then encodes
some information on spin 2 (eventually entangling it with
spin 1), and sends it to Bob. There will be a time inter-
val in which none of them can access spin 2 and this
situation corresponds to having spin 2 belonging to HC .
Finally, Bob receives spin 2, and his Hilbert space HB
describes both spins 2 and 3. Notice that the form of the
Hamiltonian in Eq. (2), where no interaction terms are
present, allows each of them to act, at a given time t, only
on the spins that live in their own Hilbert space at time
t. An analogous description applies also to more com-
plicated scenarios, such as the exchange of light pulses.
In this case, causality constraints allow Alice and Bob to
act only on localized traveling wave modes of the electro-
magnetic field. Thus, also here, it is possible to define a
traveling system Hilbert space HC that factorizes as in
Eq. (1). From the above example, it is easy to see that
in each communication exchange, it is possible to define
a departure time ts after which the sender cannot act any
more on the system in transit, and an arrival time tr be-
fore which the receiver cannot yet act on such system.
It is between these two times that the exchanged system
belongs to HC .
In Hyp. 1 by initially disjoint we mean that Alice and
Bob do not share any information prior to the first com-
munication exchange. In particular this means that, be-
fore they start to interact, the state of the system factor-
izes as
|Ψ〉 = |φ〉A ⊗ |ϕ〉B , (3)
i.e. the initial state is not entangled and they do not
share any quantum information. Here |φ〉A is the state
of Alice’s system evaluated at the time at which she starts
to act, while |ϕ〉B is the state of Bob’s system evaluated
at the time at which he starts to act. For ease of no-
tation, the tensor product symbol ⊗ will be omitted in
the following except when its explicit presence helps the
comprehension.
B. Second hypothesis
The second hypothesis imposes limitations to the infor-
mation retrieved from the exchanged signal. The dephas-
ing of the energy eigenstates describes the non-dissipative
noise present in most non-ideal communication channels
and implies a certain degree of decoherence in any quan-
tum communication between Alice and Bob. Define |e, d〉
as the eigenstate relative to the eigenvalue ~ ωe of the
free Hamiltonian of the exchanged system C. The label
d takes into account possible degeneracy of such eigen-
state. We assume that during the travel, when neither
Alice nor Bob can control the exchanged system in HC ,
the states |e, d〉 undergo the transformation
|e, d〉 −→ e−iϕe |e, d〉 , (4)
where the random phase ϕe ∈ [0, 2π[ is independent
of d. The channel dephasing arises when different en-
ergy eigenstates are affected by different phase factors
ϕe. For this reason the dephasing is characterized by
the joint probability function pǫ(ϕe, ϕe′), that weights
the probability that the energy levels |e, d〉 and |e′, d〉
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are affected by the phases ϕe and ϕe′ respectively. The
parameter ǫ ∈ [0, 1] measures the degree of decoher-
ence in the channel. In particular, ǫ = 1 describes the
case of complete decoherence, where the phases relative
to different energy eigenstates are completely uncorre-
lated, namely pǫ(ϕe, ϕe′) is a constant. On the other
hand, ǫ = 0 describes the case of no decoherence, where
each energy eigenstate acquires the same phase, namely
pǫ(ϕe, ϕe′)→ δ(ϕe−ϕe′)/2π. Written in the energy rep-
resentation, the channel density matrix ̺c evolves, using
Eq. (4), as
̺c =
∑
e e′
Pe̺cPe′ −→
∑
e e′
e−i(ϕe−ϕe′) Pe̺cPe′ , (5)
where Pe =
∑
d |e, d〉〈e, d| is the projection operator on
the channel eigenspace of energy ~ ωe. Taking into ac-
count the stocasticity of the evolution (4), the right hand
term of Eq. (5) must be weighted by the probability dis-
tribution pǫ(ϕe, ϕe′), resulting in
̺c −→
∑
e e′
δ
(ǫ)
ee′Pe ̺c Pe′ , (6)
where
δ
(ǫ)
ee′ =
∫ 2π
0
dϕe
∫ 2π
0
dϕe′ pǫ(ϕe, ϕe′) e
−i(ϕe−ϕe′) . (7)
The width of the function δ
(ǫ)
ee′ decreases with ǫ, so that
δ
(ǫ=0)
ee′ is independent of e and e
′ and the state is un-
changed, while δ
(ǫ=1)
ee′ is the Kronecker delta and the state
suffers from decoherence in the energy eigenstate basis.
The dephasing process of Eq. (4) can be derived as-
suming a time dependent Hamiltonian HC(t) = H
o
C +
H ′C(t), where H
o
C is the free evolution of the system with
eigenstates |e, d〉 and H ′C(t) is a stochastic contribution
that acts on the system in a small time interval δt by
shifting its energy eigenvalues by a random amount νe,
such that νeδt = ϕe. In fact, in the limit δt → 0, the
evolution of the exchanged system is described by
UC(tr, ts) = exp[−i
∑
e
Pe (ωe(tr − ts) + ϕe)] , (8)
where ~ωe is the energy eigenvalue of the exchanged sys-
tem relative to the eigenvector |e, d〉 and tr and ts are the
exchanged system’s arrival and departure times respec-
tively introduced in Subsect. IA [9]. Notice that for ϕe
independent on e (which corresponds to the case ǫ = 0),
UC reduces to the deterministic free evolution operator
exp[− i
~
HoC(tr − ts)], apart from an overall phase term.
It might be interesting to consider the simpler case in
which the random phase ϕe can be written as ωeθ with
the random term θ independent on e. In this case, Eq.
(8) simplifies to
UC(tr, ts) = exp[−
i
~
HoC(tr − ts + θ)] . (9)
This last situation depicts the case in which all signals
exchanged between Alice and Bob are delayed by an
amount θ. As an example consider light signals which
encounter a medium with unknown (possibly varying)
refractive index or a traveling ‘clock’ which acquires an
unpredictable delay. The situation described by (8) is
even worse, since not only such a delay may be present,
but also the wave function of the system is degraded by
dispersion effects. In both cases, the information on the
transit time tr− ts that may be extracted from UC(tr, ts)
depends on the degree of randomness of ϕe. In particu-
lar, if ϕe is a completely random quantity (i.e. for ǫ = 1),
no information on the transit time can be obtained.
This, of course, prevents the possibility of using classi-
cal synchronization protocols, where unknown delays in
either the signal travel time or in the exchanged clock
prove to be fatal. One might think that exploiting the
apparently non-local properties of quantum mechanics
(e.g. entanglement), these limits can be overcome. In
the following sections we will show that this is not the
case.
II. CLOCK SYNCHRONIZATION
In this section we analyze the clock synchronization
schemes in detail and show the effect of a dephasing com-
munication channel.
How does synchronization take place? Define tA0 and
tB0 as the initial times of Alice and Bob’s clocks as mea-
sured by an external clock. (Of course, since they do
not have a synchronized clock to start with, they cannot
measure tA0 and t
B
0 .) Alice and Bob will be able to syn-
chronize their clocks if and only if they can recover the
quantity tA0 −t
B
0 , or any other time interval that connects
two events that happen one on Alice’s side and the other
on Bob’s side. Each of them has access to the times at
which events on her/his side happen and can measure
such events only relative to their own clocks. We will re-
fer to these quantities as ‘proper time intervals’ (PTIs).
For Alice such quantities are defined as τAj = t
A
j − t
A
0 ,
where tAj is the time at which the j-th event took place
as measured by the external clock. Analogously for Bob
we define his PTI as τBk = t
B
k −t
B
0 . If Alice and Bob share
the data regarding their own PTIs, they cannot achieve
synchronization: they need also a ‘connecting time inter-
val’ (CTI), i.e. a time interval that connects an event
that took place on Alice side with an event that took
place on Bob’s side as shown in Fig. 1.
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FIG. 1. Comparison between the times τA and τB of Alice
and Bob’s clocks. The center line represents the “absolute”
time as measured by an external clock. The small circles
represent the times of events that take place on Alice’s side,
while the crosses represent those on Bob’s side. The upper line
is the time as measured by Alice’s clock: she only has direct
access to the proper time intervals such as τAj . Analogously,
the lower line represents Bob’s proper time. To achieve clock
synchronization, Alice and Bob need to recover a connecting
time interval (CTI) such as the one shown.
In this framework, consider the case of Einstein and
Eddington’s clock synchronization. In Einstein clock syn-
chronization the PTIs on Alice side are the two times at
which she sent and received back the signal she sends
Bob. Bob’s PTI is the time at which he bounces back
the signal to Alice. The CTI in this case measures the
time difference between the events “Alice sends the sig-
nal” and “Bob bounces the signal back”. The protocol
allows Alice to recover the CTI by simply dividing by
two the time difference between her two PTIs. The anal-
ysis of Eddington’s slow clock transfer is even simpler. In
this case Bob’s PTI is the time at which Bob looks at the
clock Alice has sent him after synchronizing it with hers.
The CTI is, for example, the time difference between the
event “Bob looks at the clock sent by Alice” and “on Al-
ice side it’s noon”: Bob can recover it just looking at the
time shown on the clock he received from Alice.
In this paper we show that in the presence of a de-
phasing communication channel (as described in Hyp. 2),
there is no way in which Alice and Bob may achieve a
CTI. The best that they can do is to collect a series of
PTIs related to different events and a collection of CTI
transit times corrupted by the noisy communication line:
clock synchronization is thus impossible.
A. Timing information exchange
In this section we analyze the exchange of quantum
information between Alice and Bob in the presence of
dephasing.
Starting from the state |Ψ〉 of Eq. (3), Alice and Bob
begin to act on their systems at two times (that are not
necessarily the same), in order to get ready for the infor-
mation transfer. Without loss of generality one can as-
sume that these two times coincide with their own time
origins, i.e. tA0 and t
B
0 . This means that, at those two
times, they introduce time dependent terms in the sys-
tem Hamiltonian:
HoA −→ HA(t) ≡ H
o
A +H
′
A(t− t
A
0 )
HoB −→ HB(t) ≡ H
o
B +H
′
B(t− t
B
0 ) , (10)
where HoA and H
o
B are the free Hamiltonians of Alice and
Bob’s systems andH ′A(t−t
A
0 ) andH
′
B(t−t
B
0 ) characterize
the most general unitary transformations that they can
apply to their systems. These last terms are null for
t < tA0 and t < t
B
0 (when they haven’t yet started to act
on their systems). Notice that according to Eq. (1), also
the domains of HA(t) and HB(t) may depend on time.
Suppose first that Alice is going to send a signal to
Bob. Define tAs the departure time at which Alice sends
a message to Bob encoding it on a system described by
the Hilbert space Hc. This implies that the system she
has access to will be Ha up to t
A
s and Ha′ afterward, so
that Ha = Ha′ ⊗ Hc. In the same way, defining t
B
r as
the arrival time on Bob’s side, we may introduce a space
Hb′ = Hb⊗Hc that describes the Hilbert space on which
Bob acts after tBr . The label A on t
A
s refers to the fact
that the event of sending the message happens locally
on Alice’s side, so in principle she can measure such a
quantity as referred to her clock as the PTI τAs = t
A
s −t
A
0 .
Analogous consideration applies to Bob’s receiving time
tBr and Bob’s PTI τ
B
r = t
B
r − t
B
0 .
Aτ
τB B
A
Aτ
τB
t
o
t
o
A
B
t
Dephasing 
s
r
FIG. 2. Alice sends Bob a message encoded into a quantum
system C at time tAs (her proper time τ
A
s ) and Bob receives it
at time tBr (his proper time τ
B
r ). During the travel the system
C undergoes to dephasing.
Consider the situation of Fig. 2 in which, for explana-
tory purposes, tA0 < t
B
0 < t
A
s < t
B
r . Start from the group
property of the time evolution operators
U(t, 0) = U(t, t′) U(t′, 0) , (11)
and the commutativity of the operators that act on the
distinct spaces of Alice and Bob. It’s easy to show that
for tAs 6 t 6 t
B
r the state of the system is given by
|Ψ(t)〉 = Ub(t, t
B
0 )× (12)
Ua′(t, t
A
s ) Uc(t, t
A
s ) Ua(t
A
s , t
A
0 ) |Ψ〉 ,
where Ux(t, t
′) is the evolution operator in space Hx and
|Ψ〉 ≡ Ua(t
A
0 , 0) Ub(t
B
0 , 0) |Ψ(0)〉 (13)
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is the initial state as far as Alice and Bob are concerned,
defined in Eq. (3). By Hyp. 1 this state does not contain
any usable information on tA0 and t
B
0 . In Eq. (12) notice
that up to time tAs the systems Hc and Ha′ are evolved
together by Ua. Analogously, for t > t
B
r after Bob has
received the system Alice sent him, one has
|Ψ(t)〉 = Ua′(t, t
B
r ) Ub′(t, t
B
r ) |Ψ(t
B
r )〉 . (14)
Joining (12) and (14), it follows
|Ψ(t)〉 = Ub′(t, t
B
r ) Ub(t
B
r , t
B
0 ) ×
Ua′(t, t
A
s ) Uc(t
B
r , t
A
s ) Ua(t
A
s , t
A
0 ) |Ψ〉 . (15)
The time dependence of Alice and Bob’s Hamiltonians
(10) allows to write their unitary evolution operators as
functions of their PTIs, i.e.
Uα(t
′, t′′) =
←−
exp
[
−
i
~
∫ t′
t′′
dt [Hoα +H
′
α(t− t
A
0 )]
]
= (16)
←−
exp
[
−
i
~
∫ t′−tA
0
t′′−tA
0
dt [Hoα +H
′
α(t)]
]
≡ U¯α(τ
′A, τ ′′A) ,
where α = a, a′ and the arrow indicates time ordering in
the expansion of the exponential. Analogously
Uβ(t
′, t′′) ≡ U¯β(τ
′B , τ ′′B) , (17)
with β = b, b′. Now Eq. (15) can be rewritten as
|Ψ(t)〉 = U¯b′(τ
B , τBr ) U¯b(τ
B
r , 0) ×
U¯a′(τ
A, τAs ) Uc(t
B
r , t
A
s ) U¯a(τ
A
s , 0) |Ψ〉 . (18)
Notice that the state |Ψ(t)〉 in (18) depends on tA0 , t
A
s , t
B
0
and tBr through PTIs and through the term Uc(t
B
r , t
A
s ),
defined in (8). As already discussed in the previous sec-
tion, the random phases ϕe present in (8) prevents Bob
from recovering the CTI transit time tBr − t
A
s .
This example may be easily generalized to the case
of multiple exchanges. Define tAh and t
B
h the times at
which the last change in Alice and Bob’s Hilbert space
took place, i.e. the last time at which they either sent
or received a signal. Expressing it in terms of the PTIs
τAh = t
A
h − t
A
0 and τ
B
h = t
B
h − t
B
0 , the state of the system
is then
|Ψ(t)〉 = U¯A(τ
A, τAh ) U¯B(τ
B , τBh ) UC(t, th) |Ψ¯〉 , (19)
where A, B and C refer respectively to the Hilbert spaces
of Alice, Bob and the exchanged system at time t, and
th is the last time in which the Hilbert space of the ex-
changed system has been modified. As can be seen by
iterating Eq. (18), the state vector |Ψ¯〉 in Eq. (19) de-
pends only on PTIs and on the transit times of the sys-
tems Alice and Bob have exchanged. To show that the
state |Ψ(t)〉 of Eq. (19) does not contain useful infor-
mation to synchronize their clocks, suppose that (say)
Bob performs a measurement at time t. The state he has
access to is given by
ρB(t) = TrAC [|Ψ(t)〉〈Ψ(t)|]
= U¯B(τ
B , τBh ) TrAC
[
|Ψ¯〉〈Ψ¯|
]
U¯ †B(τ
B , τBh ) , (20)
where TrAC is the partial trace over HC and HA and
where the cyclic invariance of the trace and the com-
mutativity of operators acting on different Hilbert space
has been used. The state ρB(t) does not depend on τ
A.
The only informations relevant to clock synchronization
(that connect events on Alice’s side to events on Bob’s
side) that may be recovered are the CTI transit times
of the exchanged systems. However, in the case of com-
plete dephasing (ǫ = 1), these quantities are irremediably
spoiled by the random phases as discussed previously.
Up to now we have shown that by exchanging physical
systems and performing a measurement, Alice and Bob
cannot recover sufficient information to synchronize their
clocks if the environment is completely dephasing. In
other words, Alice can always encode some information
on the system she sends Bob, but any operation she did
will always be referred to her PTI and will thus be useless
to Bob if he ignores any CTI. That is equivalent to say
that Alice may always send Bob some photographs of her
clock, but Bob will have no use of them, since he cannot
arrange them relative to his own time axis. A better
strategy could be to measure only part of their systems
and employing post-selection schemes. As will be shown
in the next section, even in this case all their efforts are
in vain if Hyp. 2 applies.
B. Post-Selection schemes
Allow Alice and Bob to make partial measurements on
their systems. The global system evolution is no longer
unitary, since the measurements will project part of the
Hilbert space into the eigenstates of the measured ob-
servable. The communication of the measurement results
permits the implementation of post-selection schemes.
We will show that also in this case, Alice and Bob cannot
synchronize their clocks in presence of dephasing in the
communication channel.
Using Naimark extension [10], one can assume the
projective-type measurement as the most general. Sup-
pose that Alice performs the first measurement at time
tAm on a part of her system. Define HA1 the Hilbert space
that describes such system, so that HA = HA0 ⊗HA1 is
the Hilbert space of Alice. The state of the system af-
ter the measurement for t > tAm (and before any other
measurement or system exchange) is
|Ψ(t)〉 = U(t, tAm) P (A1) |Ψ(t
A
m)〉 , (21)
where |Ψ(tAm)〉 is given in Eq. (19) and the global evolu-
tion operator is
U(t, tAm) = U¯A(τ
A, τAm) U¯B(τ
B , tAm − t
B
0 ) UC(t, t
A
m) (22)
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with τAm = t
A
m − t
A
0 . In Eq. (21) the measurement per-
formed by Alice on |Ψ(tA1 )〉 is described by the projection
operator
P (A1)|ψ〉 ≡
1
||〈ψ|φ〉A1 ||
(
|φ〉A1 〈φ| ⊗ 1A0
)
|ψ〉 , (23)
where 1A0 is the identity on HA0 , |φ〉A1 ∈ HA1 is the
eigenstate relative to Alice’s measurement result φ. No-
tice that Eqs. (21)–(23) take into account the post-
selection scheme in which Alice communicates her mea-
surement result to Bob, since the operator U(t, tAm) can
depend on Alice’s measurement result φ. Using again
the commutation properties between operators that act
on different spaces, Eq. (21) simplifies to
|Ψ(t)〉 = U¯B(τ
B , τBh ) UC(t, th) U¯A(τ
A, τAm)
P (A1) U¯A(τ
A
m, τ
A
h )|Ψ¯〉 . (24)
Eq. (24) shows that even though the partial measure-
ment introduces a non-unitary evolution term, this al-
lows Alice to encode in the state only information about
her PTI τAm and nothing on the absolute time t
A
m (as mea-
sured by an external clock) or on any CTI. In fact, the
same considerations of Eq. (20) apply and no information
relevant to clock synchronization can be extracted from
the state (24). The formalism introduced allows also to
consider the situation in which Alice does not look at her
results (or does not communicate them to Bob): in this
case, in Eq. (24) one must perform the sum on all the
possible measurement results weighted by their outcome
probability.
In the most general scenario Alice and Bob will per-
form multiple partial measurements, communicate by ex-
changing physical systems (as analyzed in the previous
section) and again perform partial measurements. By it-
erating (24) one can show that none of these efforts allows
them to extract any CTI.
Before concluding, it is worth to comment how the
quantum clock synchronization scheme proposed in [3] is
related with our analysis. In [3], the authors assume as
a starting point that Alice and Bob share an entangled
state of the form
|χ〉 =
∑
a,b
χab|a〉 |b〉 , (25)
where |a〉 and |b〉 are energy eigenstates of Alice and
Bob’s systems respectively, and where the sum on the
indexes a and b runs over non-degenerate eigenstates.
From the considerations given in the present section, one
can show that, in the presence of a dephasing channel,
such a state cannot be obtained starting from the initial
state given in Eq. (3) without introducing in it some
stochastic phases. For this reason, it cannot be obtained
without relaxing Hyp. 2: such a protocol is then equiva-
lent to classical protocols [4]. In fact, if one relaxes the
hypotheses of channel dephasing, then it is possible to
achieve also classical clock synchronization.
III. CONCLUSION
In conclusion, a definition of clock synchronization was
given and it was shown that, under some very general hy-
potheses that preclude the possibility of employing clas-
sical protocols, such a synchronization is not possible.
This does not imply that quantum mechanics may not be
exploited in the clock synchronization procedures, but it
may be limited only to enhancing classical clock synchro-
nization protocols [6–8]. Indeed we have shown elsewhere
[8] that quantum mechanics may be used to cancel the
effect of dispersion in clock synchronization.
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