We consider an infinite capacity M/M/c queueing system with c unreliable servers, in which the customers may balk (do not enter) and renege (leave the queue after entering). The system is analyzed as a quasi-birth-and-death (QBD) process and the necessary and sufficient condition of system equilibrium is obtained. System performance measures are explicitly derived in terms of computable forms. The useful formulae for computing the rate matrix and stationary probabilities are derived by means of a matrix analytical approach. A cost model is derived to determine the optimal values of the number of servers, service rate and repair rate simultaneously at the minimal total expected cost per unit time. The parameter optimization is illustrated numerically by the Quasi-Newton method.
Introduction
In this paper, the quasi-birth-and-death (QBD) process and the matrix analytic method are used to analyze an infinite capacity multi-server M/M/c queue with unreliable servers, balking and reneging customers. The computational algorithm of stationary probability vectors and optimization of parameters are developed.
In most studies on queueing systems, the customers always wait in the system until his service is completed. In many practical systems, such as telephone switchboard customers, hospital emergency rooms' handling of critical patients, and perishable goods storage inventory systems, the customers may become impatient and leave (i.e., balk or renege) the system without getting services when the waiting time is intolerable. For example, for a call-in customer who cannot get service immediately by the server, he/she is told how long he/she needs to wait. The customer might hang up (balk) or hold on (non-balk and waiting). This is a balking behavior of the customer when the queue length or waiting time is too long. In addition, a waiting customer might hang up (renege) if he/she becomes impatient.
Someone who wants to buy a train ticket (or meal ticket) might decide not entering the system (balk) if the waiting line is too long. On the other hand, as a customer waiting in the queue, he/she might leave the queue (renege) and choose an automat (or instant food). Interesting examples of the occurrence of balking and reneging in air defence systems can be found in [1, 2] . In addition, balking and reneging are also common phenomena in telecommunication networks and machine repair problems (see [3, 4] ).
Queueing models with balking, or reneging, or both have attracted much attention from numerous researchers since Haight [5, 6] . The extensions of their basic model can be found in [7] [8] [9] [10] [11] 3, 12] . Later, Wang and Chang [13] examined a finite capacity M/M/R queueing system with balking, reneging, and server breakdowns. Al-Seedy [14] proposed a transient solution of the non-truncated queue M/M/2 involving balking, and an additional server for longer queues. The maximum likelihood estimates and confidence intervals of an M/M/R/N queue with balking and heterogeneous servers were investigated in [15] . Recently, Ke [16] gave the operating characteristics analysis of the M [x] /G/1 system with a variant vacation policy and balking using supplementary variable technique. Yue and Yue [17] analyzed a finite capacity M/M/c/N queueing system with balking, reneging and synchronous vacations. In [17] they derived the steady-state probability vector expressed as the inverse of two matrices with the blocked matrix forms.
Alternatively, many queueing systems were studied with assumption that the server would never fail. In practice, we often encounter cases where the server may fail and can be repaired. Recently, several researches devoted efforts to investigate the impact of unreliable servers (server breakdowns), in which the server subject to unpredictable breakdowns and can be repaired. Past work of unreliable-server queueing models may be divided into two categories, according to whether the system was studied from finite capacity or infinite capacity. Plenty studies in the first category focused on machine repair problems, interested readers may refer to Ke and Wang [3] , references there in. Recently, Wang et al. [4] studied the models in [3] and then optimized the number of servers, balking and reneging rates using direct search and steep decent methods. The second category of authors dealing with papers treating the problem of infinite capacity. A pioneering work in this queueing situation is investigated in [18] , who first introduced the concept of service interruptions (server breakdowns). Gaver [18] studied an M/G/1 queue with service interruptions by using the embedded Markovian chain. Tang [19] studied some queueing problems of the system and some reliability problems of the broken server for a single unreliable-server M/G/1 queueing system. The reliability measures, were examined in [20] , for the ordinary M/G/1 queue with channel breakdowns and vacations. Wang [21] investigated the reliability behavior of the ordinary M/G/1 queue with server breakdowns and second optional service. Wang et al. [22] used maximum entropy principle to approximate the steady-state probability distributions of M [x] /M/1 with server breakdowns and vacations. Recently, Choudhury and Tadj [23] generalized this type of model by introducing the concept of a server breakdown and a delay-repair-period. An M/G/1 retrial queueing system with two phases of service subject to the server breakdown and repair was investigated in [24] , who derived the queue size distribution at a random epoch and departure epoch using supplementary variable technique, various system performance measures are also presented. As related works with control policy, the readers can refer to the excellent survey in [25] . Recently, Ke [26] derived the system characteristics and examined the optimal NT policies for M/G/1 system with server breakdown and startup using stochastic decomposition property. Various system performance measures and sensitivity investigations based on the optimal threshold N at a minimum cost, were studied in [27] , for the M/G/1 queueing system under N policy with server startup and breakdowns.
Existing unreliable-server queues, including those above, mainly focused on finite capacity multi-server system or infinite capacity single-server system. Because more complicated structure of the stochastic processes required describes system behaviors, the infinite capacity multi-server queue with unreliable servers is known to be analytically intractable. Analytic steady-state solutions of an infinite capacity M/M/c queue with unreliable servers have not been found. This motivates us to investigate an infinite capacity multi-server queue M/M/c type with unreliable servers, balking and reneging customers.
In this paper, we consider an infinite capacity M/M/c queueing system with unreliable servers and impatient customers.
Customers arrive according to a Poisson process with parameter λ and their service times are provided by c unreliable servers, in which the service times are assumed to be exponentially distributed with mean 1/µ. A customer on arrival finds n customers and i breakdown (unavailable) servers in the system, either decides to enter the queue with probability b i,n or balks (do not enter) with probability 1 − b i,n . If the service is unoccupied or is not interrupted by a breakdown, an arriving customer immediately starts getting the service. But if a customer enters the queue, it may get impatient and leave the queue without getting service. After entering the queue, each customer will wait a certain time t for service to begin, may leave it without being served. This time t is a random variable which is assumed to be distributed according to the exponential distribution with parameter r. We assume that customers arrive at the server form a single waiting line and are served in the order of their arrivals; that is, the first-come, first served discipline. Whenever the server is working, it is assumed that the server can break down at any time with a Poisson breakdown rate α. Whenever the server fails, it is immediately repaired at a repair rate β, where the repair times are assumed to be exponentially distributed. The server can break down even if no customers are in the system. Each server can serve only one customer at a time, and that the service is independent of the arrival of the customers. Service is additive and allowed to be interrupted if the server breaks down, and the server is immediately repaired. Once the broken down server is repaired, it immediately returns to serve the customer. Although no service occurs during the repair period of all broken down servers, customers continue to arrive according to a Poisson process.
The paper is organized as follows; In Section 2, mathematical model and the quasi-birth-and-death (QBD) model of an infinite capacity M/M/c queue with unreliable servers and impatient customers are set up. The matrix-geometric property (matrix analytic method) is used to calculate rate matrix in Section 3. Section 4 we derive an efficient algorithm to stationary probabilities by matrix-geometric method. Some system performance measures are derived in Section 5. In Section 6, a cost model is developed to determine the optimal values of number of channels, service rate and repair rate, simultaneously, in order to minimize the total expected cost per unit time. We use direct search method and Quasi-Newton method to implement the optimization tasks. Some numerical examples are provided to illustrate the two optimization methods. Section 7 concludes.
Mathematical model
We consider an infinite capacity M/M/c queueing system with balking, reneging and server breakdowns. The state of the system can be described by the pair (i, n), i = 0, 1, 2, . . . , c, n = 0, 1, 2, . . . , where i denotes the number of broken down servers, and n denotes the number of customers in the system. According to system assumptions, a customer who on arrival finds n customers in the system, either decides to enter the queue with probability b i,n or balk with probability 1 − b i,n , where b i,n are defined as follows
If n is less than or equal to (c − i), the phenomenon of reneging will not occur and the customers which upon the server will get services immediately. Otherwise, there are [n − (c − i)] customers have to wait in the queue. Furthermore, since the waiting time is assumed to be distributed according to an exponential distribution with mean 1/γ , the average reneging rate in this state is given by
In steady-state, we define P i (n) ≡ probability that there are n customers in the system when there are i servers broken down, where i = 0, 1, 2, . . . , c and n = 0, 1, 2, . . .
. . denotes the steady-state probability vector.
Referring to the state-transition-rate diagram as shown in Fig. 1 , it is noted that changes in the state of the system may occur due to one of the following events: (1) a non-balking arrival, (2) a customer reneges, (3) a server breakdown, (4) a repair completion, or (5) a service completion. The first two events depend upon the number of customers n in the system (also see the preceding definition of b i,n and γ n ). As n increases, the non-balking rate b i,n decreases progressively. When n is sufficiently large, most new arriving customers would balk and do not enter the system. That is, the likelihood of a non-balking (successful) arrival is small and converges to a very small value when n ≥ N, where N is a sufficiently large.
Therefore, the balking rate is reasonably modifies as
Based on aforementioned observations, the balking rate is larger when n ≥ N, the increasing of the number of customers in the system is limited and consequently the reneging rate is restricted as well. For analysis, the reneging rate γ i,n is redefined
From [28] , the infinitesimal generator Q of the QBD describing the M/M/c queueing system with balking, reneging and c non-reliable servers as
The sub-matrices where ''diag(V )'' denotes a diagonal matrix with diagonal elements equal to V .
The steady-state probability vector Π be the unique solution to Π Q = 0 and 
The matrix R is the unique non-negative solution with spectral radius less than one of the equation
From [28, 29] , we know that R is given by lim n→∞ R n , where the sequence {R n } is defined by
The sequence {R n } is monotone so that R could be evaluated from (4) by successive substitutions.
Algorithm: Quasi Progression Algorithm
INPUT B N , A N , C N , e is a (c + 1) column vector with all elements equal to one, and tolerance ε OUTPUT approximate solution R
Step 1 Set R = 0
Step 2 while |e
Step 5 OUTPUT It is also well known (Theorem 3.1.1 of [28] ) that the steady-state probability vector exists if and only if
where x is the invariant probability of the matrix 
Eq. (6a) implies that x 1 = cα β x 0 , and solving (6b)-(6c) recursively, we get
Finally, we have
Also using the normalization condition x 0 + x 1 + · · · + x c−1 + x c = 1, we can determine x 0 as
Substituting B N and C N into Eq. (5) and doing some routine manipulations, then we have
or equivalent
where 
Algorithm solution
Under the stability condition, by solving the equation PQ = 0 with the normalization condition, we obtain
After doing routine substitutions to (12a)-(12c), we have (15) with the following normalization condition. 
Step 2 for i = 2 to N Step 3 set
Step 4 end
Step
Step 7 end
Step 8 Solving
]e = 1 Step 9 for i = 0 to N − 1
Step 10 set Π i = Π N Φ i+1
Step 11 end
Step 12 for i = N + 1 to infinity
Step 13 set Π i+1 = Π i R
Step 14 end
Step 15 OUTPUT
System performance measures
In this section, we derive some system performance measures of the system such as the expected number of customers in the system (denoted by L s ), the expected number of customers in the queue (denoted by L q ), the expected number of busy, idle and breakdown servers ( 
denoted by E[B], E[I] and E[D]
, respectively). The expressions for these system performances are given by 
where u n is a (c + 1) dimensional column vector with the kth element equal to max{0, n − (c − k + 1)} and
We also give the steady-state availability and using the concept of Ancker and Gafarian [1, 2] , the expected balking rate, the expected reneging rate and the expected rate of customer loss are obtained as follows:
1. The steady-state availability (22) where e c+1 is a column vector with dimension (c + 1) and all elements equal to 1 except that the (c + 1)th element equal to zero.
2. The expected balking rate
where ρ j is defined by 3. The expected reneging rate
where Γ j is a column vector with dimension (c + 1) and the kth element equal to max{0, j − (c − k + 1)}γ . 4. The expected loss rate L.R. = B.R. + R.R.
To understand how system performance measures listed above vary with N, we now perform some numerical investigation to the measures based on changing the value of N. It should be noted that N initiates with 5 since the number of server which we considered is from 1 to 4 (the readers can refer to system assumptions). As α = 0.05, β = 0.2, γ = 0. The numerical illustrations of the steady-state availability and the expected loss rate are graphically presented in Figs. 7-10 for Cases 3-6, respectively. We observe from Figs. 7 and 8 that the steady-state availability drastically decreases for as α increases or β decreases for c = 1, while it is not very insensitive to α or β for c ≥ 2. From Figs. 9 and 10, it seems that the expected loss rate is more sensitive to the change of λ than the change of µ.
Optimization analysis
In this section, we construct the total expected cost function per unit time based on the system performance measures for such a system in which the number of servers (c) is a discrete decision variable, and then the service rate (µ) and the repair rate (β) are continuous decision variables. Our main objective is to find the optimum number of servers c * , and the optimum values of service rate and repair rate (µ * , β * ) to minimum the cost function. Let us define the following cost elements:
C h ≡ holding cost per unit time per customer present in the system; C s ≡ cost per unit time of providing an service rate µ; C d ≡ cost per unit time when one server is broken down; C r ≡ cost per unit time of providing a repair rate β; C l ≡ loss cost per unit time when one customer balks or reneges; C p ≡ fixed cost for purchasing one server.
Using the definition of the cost parameters listed above, the total expected cost function per unit time is given by:
where
, and L.R. are defined previously.
The analytic study of the optimization behavior of the expected cost function would have been an arduous task to undertake since the decision variables appear in an expression which is a highly nonlinear and complex. Based on the preceding formulation, we use a direct search method to compute/find the optimal value of the number of servers, say c * , when µ and β are fixed. We then fix c * and use the Quasi-Newton method to search/adjust the optimal value of µ and β, say µ * and β * .
Direct search method
The optimum value c * can be determined by the following inequality with satisfying Eq. (10) (stability condition) satisfied Under other parameters are given, we observe from Table 1 that (i) the optimal number of servers c * and its corresponding minimum cost increase as λ or α increases; and (ii) the optimum number of servers, c * does not affect at all when γ changes from 0.2 to 0.8. This seems too insensitive to changes in γ . 
Table 1
The cost function associated with a different number of servers and values of λ, α, γ . 
Quasi-Newton method
After we find c * , we will use Quasi-Newton method to search/adjust (µ, β) until the minimum value of F (c * , µ, β) is achieved, say F (c * , µ * , β * ). The cost minimization problem can be illustrated mathematically as
The finding of the joint optimal value (µ * , β * ) for a given c * is difficult to implement. We note that the derivative of the cost function F with respect to (µ, β) indicates the direction which cost function increases. It means that, the optimal value (µ * , β * ) can be found along this opposite direction of the gradient. (See [30] ). An effective procedure that makes it possible to calculate the optimal value (µ * , β * ) is presented as follows: Table 2 The illustration of the implement process of the Quasi-Newton method. Case (i):
(λ, α, γ ) = (λ, α, γ ) 
