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INTRODUCTION 
Lubrication theory yields many free boundary problems which can be 
analyzed using variational methods (see Capriz and Cimatti [2-53, Rohde 
and MacAllister [ 71). 
In this paper we study one such free boundary problem concerning 
cavitation in porous journal bearings, that is, the case of an infinitely long 
porous journal bearing with a small eccentricity ratio. For this problem 
existence and uniqueness are proved by Cimatti[4]. Our interest is in 
determining properties of the free boundary. We obtain a complete charac- 
terization of the free boundary and of the region of cavitation. We show 
that the region of cavitation is an interval and that the free boundary con- 
sists of a single point. As a by-product of the methods of our proofs, we 
obtain further regularity for the solution to this problem. We also prove 
that the region of cavitation in this porous journal bearing is at least as 
large as the region of cavitation in the corresponding nonporous bearing. 
1. THE MAIN RESULTS 
Let p(x, y) represent the pressure distribution of the lubricant, and 52 
represent the porous matrix of the bearing. We have 
PROBLEM ( 1.1). Find p(x, y) satisfying 
Ap=O in 52= {(x,y):O<x<27r,O<y~L} 
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the boundary conditions 
P(O, Y) =A27? Y) = 0 if O<y<L 
Pb, 0) = 0 if O<x62n, 
and the variational inequality on the top boundary 
-pXX + py 2 sin x 
p30 a.e. (0, 27-r)~ {y=L}. 
( -pxx + pr - sin x) p = 0 
Define H&,(Q) to be the completion of the space of Cm(Q) functions 
which vanish near { y = 0} u {x = 0) u {x = 2711 under the norm 
Il4ltf&)= {jjD ~Vv~ * dx dy + j2* vz,(x, L) dx} 
w 
. 
0 
The weak formulation of Problem (1.1) is 
PROBLEM (1.2). Find p such that p E K, 
jj 
n 
Vp~Vv-p)~x~y+ j2n~x(X, L)(v,(x, L)-P,(x, L)) dx 
0 
2 I 2n sin x(v(x, L) -p(x, L)) dx 0 
for all UEK, where K= {u~H&(s2):ubO on y=L}. 
We denote the coincidence set or the region of cavitation by C, the 
non-coincidence set by N, and the free boundary by r. 
c= {(x, L)E T:p(x, L)=O) 
N= {(~,L)E T:p(x, L)>O} 
JY=dNnT, 
where T= {(x,L):O<x<L}. 
THEOREM 1.1. C and N are each connected intervals and hence r consists 
of a single point, (y*, L). 
Let U(X) represent the pressure distribution in an infinitely long non- 
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porous journal bearing with small eccentricity ratio. That is, U(X) satisfies 
the variational inequality 
-u” 3 sin x 
Ma0 a.e. for 0 < x < 215 
(-u”-sinx)u=O 
u(O)= 24(27-c)=0. 
One can easily check that U(X) is given by 
i 
sinx-xcosy 
u(x)= o 
for O<x<y 
for yGxd27t 
where y is the solution of y = tan y and 7~ < y < 37112. 
THEOREM 1.2. y* < y. 
Theorem 1.2 means there is at least as much cavitation in the porous 
bearing as in the corresponding nonporous bearing. 
As a by-product of the method used in proving Theorem 1.1 we obtain a 
new proof of existence for the weak solution to Problem (1.2) with better 
regularity properties for p(x, y) than previously demonstrated in [4]. 
THEOREM 1.3. The solution p to Problem ( 1.1) satisfies p E C’,‘(a) and 
Pxi,, Pvp E L”(Q). 
Theorems 1.1 and 1.2 can be proven formally using comparison 
functions, principles of reflection, and the maximum principle. However, p 
does not have enough derivatives to justify the use of the maximum prin- 
ciple in several steps of the formal proofs. Therefore, to make the proofs 
rigorous, we apply the arguments to solutions of the following penalized 
problems: 
PROBLEM (1.3). Find ps satisfying 
Ap,=O in Sz 
PAO, y) = P&71, y) = 0 on S=({x=O}u{x=2n})nB 
P,(x, 0) = 0 on B= {y=O}nfi 
-pdxx + psY + PAPS) = sin x on T 
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where Bs(t) (0 < 6 < 1) is a penalty function, C” in t, and satisfying 
Pk(t) 2 0, 
Ba(t) + - 00 if t-co, h-0, (1.1) 
Pa(r) = 0 for t30. 
We then show pa converges to p, the solution of Problem (1.2) as 6 -+ 0, 
thereby completing the proofs of Theorems 1.1, 1.2, and 1.3. 
The proofs of the theorems are organized as follows: In Section 2 we 
prove existence and regularity for solutions, pa, of Problem (1.2). We do 
this using Schauder estimates for elliptic equations with mixed boundary 
conditions in a rectangular domain, an interpolation inequality for Holder 
spaces, and the Schauder fixed point theorem. Section 3 contains a priori 
estimates, independent of 6, for the pa. In Section 4 we show that 
pa.Jx, L) 6 0 for rc 6 x d 3x/2. Finally, in Section 5 we show pa converges to 
p as 6 -+ 0, and we complete the proofs of Theorems 1.1, 1,2, and 1.3. 
2. EXISTENCE OF A SOLUTION TO THE PENALIZED PROBLEM 
We begin by recasting Problem (1.3) into the following problem: 
PROBLEM (2.1). Find q satisfying 
Aq=O in Q 
qy = 0 on B 
q=o on S 
9.” + 4 + Ps(p) = sin x on T, where p(x, y) = j: q(.w, 4) d& 
We first consider the following truncated problems: 
PROBLEM (2.2). Find q satisfying 
Aq=O in Q 
qy=o on B 
q=o on S 
qy + 4 + 86,1(~) = sin x on T, P(X> Y) = 1; qb, 5) d5, 
where /la,l(t) = max{Bs(t), - 1). 
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LEMMA 2.1. There exists a solution to Problem (2.2). 
Proof By the Schauder estimates for elliptic equations with mixed 
boundary conditions [ 1,6], one can deduce that for each q E C’+“(a) 
there exists a unique solution S in C2 + ‘(a) of 
Aq=O in Q 
q=o on S 
& = 0 on B 
4>, +4 = sin x - IL&4 on T Ax, Y) = IO’ q(x, 5) 8. 
Furthermore, 
lldl 2+a~C(Ildo+ Ilsinx-86,1(P)IIl+r). (2.1) 
Notice that to obtain this estimate near the corners of Q we reflect about 
x = 0 (defining q( -x, y) = -q(x, y), etc.) and about x = 274 and then use 
the standard boundary estimates. 
‘We next show 
-1<g<2. (2.2) 
If 4 takes positive maximum at (x0, y”) then by the maximum principle 
(x0, y”) E T and 
9(x0, L) = sin x0 - p6,i(p(xo, L)) - qY(xo, L) d 2. 
Similarly, S > - 1. 
Combining (2.1) and (2.2) we obtain 
Ml *+aGC+C6 llqll1+x (2.3) 
where C and C,: are independent of q. 
Define X= {qEC’+CL(@: 11qll i + oL < A }, A to be chosen later, indepen- 
dent of q. By (2.3), 
IISII 2+a<C+CsA. 
Hence, by a standard interpolation inequality [6] for any E > 0, 
IISII 1+adC, IMlo+& 114112+a 
d 2c, + EC + EC,A. 
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Choosing E such that 1 -sCg >O, and A large enough so that 
(2C, + sC)/( 1 -&Cd) < A, we obtain 
lld ,+*<A. (2.4) 
A depends on 6 but is independent of q. 
Setting 4 = Tq, it follows from (2.4) that T maps X into itself. Further- 
more, since T is continuous and its image is in a compact subset of 1, we 
can apply Schauder’s fixed point theorem. It follows that for some q = qa , , 
Tq = q, and q is a solution of Problem (2.2) and the proof of Lema 2.1 ‘is 
complete. 
LEMMA 2.2. 
86,I(Pk Y)) ’ - 1. (2.5) 
Proof: Since B&,,(t) is monotone in t, if Da,,(p) takes a negative 
minimum at (x0, y”), then p takes a minimum at (x0, y’). Also p(x”, y”) < 0, 
since /3a,l(t) = 0 for t > 0. 
By the maximum principle y” = L and 
-Pxx(XO, L) d 0 and py(xO, L) < 0. 
Hence, fid,,(p(xo, L)) = sin x0 +pxx(xo, L) -P&X0, L) > - 1. 
COROLLARY 2.3. p6,1(p)=p6(p)> - 1. 
From Corollary 2.3 it follows that q = qs is a solution of Problem (2.1) 
and that p6(x, y) = j; qii(x, 5) & is a solution to Problem (1.3). 
3. A PRIORI ESTIMATES FOR ps 
LEMMA 3.1. The solution ps of Problem (1.3) satisfies 
(i) IVp,l d C, C independent of 6. 
(ii) IPd < 4 and consequerdy (since Ap, = 0) Ipayyl < 4. 
Proof To prove (i) we first show that 
cos x sinh y - sinh L 
QP,.X(x, Y) f 
cos x sinh y + sinh L 
sinh L + cash L sinh L + cash L (3.1) 
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in a, for all 0~6~ 1. Define 
4% Y) = 
cos x sinh y 
sinh L + cash L’ 
m=min 
iz 4&Y)= - m? 44 y) = 
-sinh L 
smh L + cash L’ 
and 
4x, Y) = 4~ Y) - m -pa&x, Y). 
Then w(x, y) satisfies 
Aw=O in R 
M?,(O, y)= w,(27c, y)= 0 on S 
w(x, 0) 3 0 on B 
(3.2) 
- U’Y, + w,. - lJk(P,) pax = 0 on T. 
We next show that w(x, y) is nonpositive in 0. Indeed, if w(x, y) takes a 
negative minimum in Q then it must take it at some point (x0, L) E T and 
-w,,(xO, L)+ w,(xO, L)< 0. 
On the other hand, since u - m > 0 and w  < 0 at (x0, L), it follows from 
(3.2) that 
-w,,(xO, L) + w,(xO, L) = Bb(Pa(X03 L))P,,b, Y) 3 0, 
a contradiction. 
Having proven that w  3 0, it follows that 
P67.k Y 1 G 
cos x sinh y + sinh L 
sinh L + cash L 
in 0, forallO<6< 1. 
Similarly, one can show that w  = u + m -pax < 0 in fi and consequently 
P6x(X, Y) 2 
cos x sinh y - sinh L 
sinh L + cash L 
in a, for all 0 < 6 < I 
Since pay(x, y) = q&(x, y), it follows from (2.2) that jpayl d 2. This com- 
pletes the proof of(i). 
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To prove (ii) we note that phxx is harmonic in Sz and satisfies the boun- 
dary conditions 
PSXX = -pdyy = 0 on S, 
P&x = 0 on B 
-P&Xx =sinx-~~.,+h(~,) on T. 
Furthermore, lsin x-pap + Pa( < 4 so that lpsxxl d 4 on T. Since pGxx 
is continuous in d (in fact, C’(Q)) the maximum principle implies 
lpsxxl < 4 in 0. 
LEMMA 3.2. 
sin x sinh y 
6 P&(X> y) 6 
sin x sinh y + sinh L 
sinh L + cash L sinh L + cash L (3.3) 
inf2,foraN0<6<1. 
Proof: Define 
sin x sinh y 
U(x’ ‘) = sinh L + cash L’ 
m = min u(x, y) = sinh-~~“,orh L. 
a 
Let w(x, y) = u(x, y) - m -p,(x, y). Then 
Aw=O in Q 
w  2 0 onSuB (3.4) 
- wxx + WY = B6(PS) on T. 
We claim w(x, y) is nonnegative in 0. Indeed, if w(x, y) takes a negative 
minimum in D then it must take it at some point (x0, L) E T and 
- w,,(xO, L) + w,.(xO, L) < 0. 
However, since w  < 0 and ZJ - m > 0 at (x0, L), pa(xo, L) > 0. Therefore, 
~Jps(xo, L)) = 0. It then follows from (3.4) that 
- w,,(xO, L) + w,(xO, L) = 0, 
a contradiction. Thus w(x, y) 2 0 in 0, and 
P6(% Y) G 
sin x sinh y + sinh L 
sinh L + cash L 
in Q, for all 0 < 6 < 1. 
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To prove the other half of (3.3), we consider u(x,y)= u(x,y)-pJx,y). 
The function v(x, y) is harmonic in Q and satisfies the boundary conditions 
u=o onSwB, 
- uxx + uy = Ba(Pa) on T. 
(3.5) 
We show that v(x, y) is nonpositive in 8. If u(x, y) takes a positive 
maximum in ~7 then it must take it at some point (x0, L) E T and 
- uxx(xO, L) + u,(xO, L) > 0. 
Since pn 2 0 implies Pa(pa) < 0, we conclude from (3.5) that 
- u,,(xO, L) + u,(xO, L) d 0, 
which is a contradiction. Thus u(x, y) d 0 in 0 which completes the proof 
of (3.3). 
LEMMA 3.3 
sinh L + cash L 
in a,, (3.6) 
,for all 0 < 6 < 1, where 52, = (3x/2, 271) x (0, L). 
Notice that this is an improvement of Lemma 3.2. In fact, the right-hand 
side of (3.3) is positive on T for 3rc/2 < x < 27r, whereas in (3.6) it is zero. 
Proof: The proof of Lemma 3.3 is similar to that of Lemma 3.2. If 
u( x, y ) = sin x 
( 
sinh y - sinh L 
sinh L + cash L > ’ 
and w(x, y) = D(X, y) -pa(x, y) then it follows from the right-hand side of 
(3.3) that w(3n/2, y) > 0. In addition, 
Aw<O inn, 
w(27c, y) = 0 O<y<L 
3rr 
w T’Y ( > 30 O<y<L 
w(x, 0) 2 0 
371 
---<x62x 
2 
- wxx(x, L) + w,k L) 
= sin x 
cash L 
- 1 +j?&Jx, L)) 
> 
3n 
cash L + sinh L 
+~<2”. (3.7) 
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We claim that w(x, y) is nonnegative in a,. If w(x, y) takes a negative 
minimum in a, is must take it at some point (x0, L) E T, where 
3z/2 < x0 < 271. Furthermore, 
- w,,(xO, L) + w,(xO, L) < 0. 
However, u 20 and w  ~0 at (x0, L) imply that pa(xo, L) > 0 so that 
fla(~Jxo, L)) = 0. It follows from (3.7) that 
- w,,(x”, L) + w,(xO, L) = sin x0 
cash L 
cash L + sinh L 
-1 30 
> 
for 3x/2 < x d 2n, obtaining a contradiction. Thus, w  3 0 in 0, and (3.6) 
follows. 
COROLLARY 3.4. 
Pa(X, L) d 0 for all 31~12 d x 6 271. (3.8) 
The final estimate we need is 
LEMMA 3.5. 
Pat-T Y) d 
sin x sinh y - x cos y sinh L 
sinh L + cash L (3.9) 
in 0, for all 0 < 6 < I, where y is the solution if y = tan y and z < y < 3rt/2. 
Proof. Let 
4% Y) = 
sin x sinh y - x cos y sinh L 
cash L + sinh L 
and 
The function w  is harmonic in R, is nonnegative on Su B, and satisfies 
-w,, + wy = Bs(pa) on T. 
We claim that w  is nonnegative in a. Indeed, if w  takes a negative 
minimum then its minimum occurs at some point (x0, L) E T and 
- w,,(xO, L) + wy(xO, L) < 0. 
Noting that sin x - x cos y 3 0 for all 0 d x < 2n it follows that 
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In addition, u b 0 and w  < 0 at (x0, L) imply that ps(xo, Z,) > 0. Therefore, 
/Ig(ps(xo, L)) = 0. Consequently, 
- ~~,,(X”, L) + w,(xO, L) = B&6(X0, L)) = 0, 
a contradiction. Thus w(x, y) 3 0 in D and (3.9) follows. 
4. ADDITIONAL PROPERTIES OF pa 
LEMMA 4.1. 
P6x(T Y) < 0 for O<y<L. (4.1)’ 
ProoJ: Let sZ,=(O,71)x(O,L), T,=(O,n)x{y=L). If w(x,y)= 
p6(rc +x, y) -pJrc - x, y) for (x, y) E 0, then 
Aw=O in Q, 
w(0, y) = w(7r, y) = 0 OdydL 
w(x, 0) = 0 o<x<71 
- w,,(x, L) + w,(x, L) = - 2 sin x + fl,(p,(n - x, L)) 
-PsPs(~+x, L) 
= -2 sin x-c(x) w(x, L) on T, (4.2) 
for some c(x) > 0. 
We show that w(x, y) cannot take a positive maximum in 0,. If w(x, y) 
takes a positive maximum it occurs at some point (x0, L) on T, and 
- w,,(xO, L) + w,(xO, L) > 0. 
Since we have assumed w(x”, L) >O, it follows from (4.2) that 
- wXX(xo, L) + w,(x’, L) d 0, a contradiction. Thus w(x, y) d 0 in fiz and 
also 2piiX(7r, y) = w,(7r, y) < 0 for 0 <y < L. 
LEMMA 4.2. 
PC% 
( > 
$y <o for O<y<L. (4.3) 
Proof: The proof of Lemma 4.2 uses reflection about the line x = 3x12, 
and is similar to the proof of Lemma 4.1. 
Let Sz, = (0, n/2)) x (0, L), T, = (0, 7c/2) x { y = L}, and w(x, y) = 
pa(3n/2 + x, y) - pa(3n/2 - x, y) for (x, y) E Q,. It follows from the left-hand 
side of (3.3) that p,>(x, y) >, 0. Hence w(7c/2, y) < 0. 
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Also, w  is harmonic in Q, and satisfies the boundary conditions 
w(O, Y) = 0 O<y<L 
It 
w  Yj’Y 
( 1 
60 O<ydL 
w(x, 0) = 0 o<x<n 
-w,,(x, L)+w,(x, L)=Pa(Ps($-x, L)) 
)) 
on T,, 
= -c(x) w(x, L) 
for some c(x) > 0. 
Hence, as before, it follows that w  60 in a3 and 2p8,(3n/2, y)= 
w,(O, y) c 0 for 0 <y < L. 
LEMMA 4.3. 
(4.4) 
Proof: The function psx is harmonic in Q4 = (n, 3n/2) x (0, L). From the 
previous two lemmas, pdx(q y) ~0 and pa,(3n/2, y) ~0 if O<y < L. 
Furthermore, phX(x, 0) = 0 and 
-PdX, L) t- Pchy(X L) = cos x - b%Pab, L)) P&.(& L). 
It follows from the maximum principle that psx is nonpositive in Dd. 
Indeed, if psX takes a positive maximum in a>, it takes it at some point 
(x0, L), where n <x0 < 3n/2. Also, -P~~~~(x’, L) +-P~Jx~, L) > 0. 
However, 
-p~rxx(Xo, L) +pBxy(xO, L) = cos x0 - B3P6(X0, L))P,,(X”* L) 6 0, 
a contradiction. Assertion (4.4) follows. 
Remark 4.4. 
P 8X 
( ) 
$Y >o for O<ytL (4.5) 
4OY/12611-Y 
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and 
P6xk Y) 3 0 for all (x, y) E 0,: x [0, L]. [ 1 (4.6) 
Noting that p6(x, L)>O and hence /Is(pa(x, L))=O for O<x<7c, the 
proofs of (4.6) and (4.7) are analogous to those of Lemmas 4.2 and 4.3. 
5. CONVERGENCE OF THEP~ TOP 
The solutions pa of Problem (1.3) satisfy 
jjQ VP, .V(u -pa) dx 4~ + j;‘~dr(X, L)(u,(x, L) -~ax(x, L)) dx 
= 
s ;Y sin x- Ps(~s(x, L)))(u(x, L) --P&G L)) dx 
for all uEH&(SZ). 
(5.1) 
By Lemma 3.1 we can take a sequence 6 = 6, + 0 such that pb --+p 
weakly star in C’,‘(@. 
By the lower semicontinuity of the ps we have 
(jj R IW’dxd~+ j2’ IpAx, U2 dx) 0 
<b 
(a 
lVp,12 dx dy + j’” Ips,(x, L)12 dx). (5.2) 
Q 0 
Furthermore, 
j;’ B,(P~(u -~,l) dx = j;’ (Bs(Ps) - Pcdu))(u--~,) dx 
+ j’” B,Au)(u -pa) dx 
0 
= 
s 
2n - c(x)(u -pa)’ dx + j2* fls(u)(u -ps) dx, (5.3) 
0 0 
for some c(x) >, 0. 
If U(X, L) 2 0 then j?Ju(x, L)) = 0 and by (5.3) we have 
s *’ Bhdu -1~61 dx d0. 0 (5.4) 
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It follows from (5.2) (5.4), and the convergence of ps to p that p is a 
solution of Problem (1.2). 
Remark 5.2. The solution p of Problem (1.2) is unique [4]. 
From the convergence of p6 to p we also have the following lemma: 
LEMMA 5.2. The solution p of Problem (1.2) has the following properties: 
(i) p(x, y) 3 sin x sinh y/(sinh L + cash L) in 0 consequently, 
p(x, L)>O for O<x<n 
(ii) P.&G y) 60 if (x, Y) E Cn, WI x IX, LX P&, Y) 3 0 if 
(x, Y) E co, 7-c/21 x LO, Ll 
(iii) p(x, y) = 0 if 3rc/2 d x 6 27c 
(iv) p(y, L) = 0 where y is the solution of y = tan y, rc <y < 37~12. 
As a direct consequence of parts (i), (ii), and (iii) of Lemma 5.2, there 
exists a first point (y*, L), 7c < y* < 3?r/2, such that p(y*, L) = 0. That is, the 
free boundary, r, consists of a single point (y*, L). The proof of 
Theorem 1.1 is complete. 
From the definition of y* and Part (iv) of Lemma 5.2 y* < y, and 
Theorem 1.2 follows. 
Finally, as a by-product of the proof of convergence of pa to p we obtain 
a new proof of existence for Problem (1.2). Furthermore, the solution, p, of 
Problem (1.2) is in C’%‘(G). Since the estimates for pBXX and payy obtained in 
Section 3 are independent of 6 the proof of Theorem 1.3 is also complete. 
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