Abstract Cell cycle is the central process that regulates growth and division in all eukaryotes. Based on the environmental condition sensed, the cell lies in a resting phase G0 or proceeds through the cyclic cell division process (G1?S?G2?M). These series of events and phase transitions are governed mainly by the highly conserved Cyclin dependent kinases (Cdks) and its positive and negative regulators. The cell cycle regulation of fission yeast Schizosaccharomyces pombe is modeled in this study. The study exploits a detailed molecular interaction map compiled based on the published model and experimental data. There are accumulating evidences about the prominent regulatory role of specific phosphatases in cell cycle regulations. The current study emphasizes the possible role of multiple phosphatases that governs the cell cycle regulation in fission yeast S. pombe. The ability of the model to reproduce the reported regulatory profile for the wild-type and various mutants was verified though simulations.
Introduction
Cell cycle is a crucial process during which an organism replicates all of its components and divides equally into two daughter cells (Nurse 2000) . Traditionally the eukaryotic cell cycle is divided into four sequential phases namely, G1, S, G2 and M, each distinguished by specific events. Chromosome duplication occurs in the S phase while the duplicated chromosomes are equally segregated between the daughter cells in the M phase. Growth occurs during the G1 and G2 gap phases (Alberts et al. 2007) . A primary motivation in gaining deeper insights into the molecular basis for cell cycle regulation and the quantification thereof lies in the fact that proliferative diseases such as cancer owe their origin to malfunctions in the cell cycle regulatory apparatus.
The cell cycle is driven primarily by the enzymatic activity of cyclin dependent kinases (Cdks) and its activation partner cyclin which is universally conserved across eukaryotes (Nurse 1990) . Additional regulations are exerted by several activators and inhibitors through interlinked feedback loops between the regulators. Information related to the interaction of individual regulators is available through experimental studies and recent times are witnessing the overflow of high throughput experimental data (Rustici and Bahler 2001; Rustici et al. 2004; Peng et al. 2005; Oliva et al. 2005) . Therefore, systematic modeling Electronic supplementary material The online version of this article (doi:10.1007/s11693-011-9090-7) contains supplementary material, which is available to authorized users.
approaches that explain the relevance of the underlying biochemical interactions are necessary to better understand the working of the cell cycle network (Nurse 2003) . There are several review articles that discuss how combinations of these biochemical networks results in diverse biochemical, physiological characteristics (Ferrell 1996; Tyson et al. 1996 Tyson et al. , 2003 Alon 2007; Novak and Tyson 2008; Csikasz-Nagy et al. 2008b; Novak et al. 2010; Tyson and Novak 2010) .
Various mathematical models that attempt to quantify the molecular mechanisms in cell cycle for different organisms have been reported in literature including those for Saccharomyces cerevisiae, Schizosaccharomyces pombe, Xenopus Egg, Caulobacter crescentus and Mammalian system (Goldbeter 1991; Norel and Agur 1991; Aguda and Tang 1999; Aguda 1999; Gardner et al. 1998; Hatzimanikatis et al. 1999; Obeyesekere et al. 1999; Qu et al. 2003; Srividhya and Gopinathan 2006; Chauhan et al. 2008; Davidich and Bornholdt 2008; Faure et al. 2009; Iwamoto et al. 2011; Vasireddy and Biswas 2004) . Pioneering works of Novak and Tyson's research group have established a strong foundation to mathematically model and analyze the cell cycle regulation of diverse model organisms (Tyson 1991; Novak and Tyson 1993 , 1995 Marlovits et al. 1998; Novak et al. 1999 Novak et al. , 2001 Ciliberto and Tyson 2000; Sveiczer et al. 2000; Chen et al. 2000 Chen et al. , 2004 Tyson and Novak 2001, 2011; Ciliberto et al. 2003 Ciliberto et al. , 2005 Lovrics et al. 2006; Csikasz-Nagy et al. 2006 , 2007 Toth et al. 2007; Li et al. 2009; Zwolak et al. 2009; Barik et al. 2010; Ball et al. 2011; Vinod et al. 2011 ). Their models have also successfully simulated several mutants, uncovered several governing principles and predicted several testable hypothesis, thus providing insights into the regulatory mechanisms.
Numerous extensive reviews describe the state of the art of modeling techniques employed to mathematically model the cell cycle control and regulation (Tyson et al. , 2002 Ingolia and Murray 2004; Fuss et al. 2005; Sible and Tyson 2007; Tyson and Novak 2008; CsikaszNagy 2009; Novak et al. 2010) . Comprehensive reviews that describe the physiological characteristics and the molecular regulations of fission yeast cell cycle regulation and control can also be found (Nasmyth 2001; Hayles and Nurse 1989; Nurse 1991 Nurse , 2000 Nurse , 2002 MacNeil and Nuse 1997; Moser and Russell 2000; Rupes 2002; Bahler 2005) .
The motivation of the current study is to mathematically model the signaling networks that govern the cell cycle of fission yeast. It is known that fission yeast has only one Cdk Cdc2 which along with the B type cyclin Cdc13 that regulates cell cycle. Varying activity levels of this complex regulates the cell cycle at different stages of the cell cycle. In the G1 phase Rum1, Ste9 negatively regulates Cdc2-Cdc13. In S, G2 phase the Mik1, Wee1 negatively regulates Cdc2-Cdc13 and Cdc25 positively regulates which promotes the G2-M transition. Completion of M specific events activates Slp1 which down regulates the Cdc2-Cdc13 activity through ubiquitin proteosome mediated degradation (Sveiczer et al. 2000; Novak et al. 2001; Csikasz-Nagy et al. 2006 ). The present study incorporates a few additional regulators that are involved in regulation of the M and M-G1 transition which are not considered in the previous models. Sveiczer et al. (2000) , Novak et al.(2001) and Csikasz-Nagy et al.(2006) are the latest research articles that describes fission yeast cell cycle as a whole found in literature and the more recent publications describe specific events of the cell cycle rather than as a whole (Csikasz-Nagy et al. 2007 Li et al. 2010 ). Therefore the current study attempts to build a mathematical model with more known regulations and the current study's interest also includes demonstrating the possible role of additional phosphatases in fission yeast cell cycle regulation. Phosphatases are known to play many regulatory roles during the cell cycle (Labib and Nurse 1993; Pallen et al. 1992; Kinoshita et al. 1990 Kinoshita et al. , 1993 Shimanuki et al. 1993) . The prominent role of specific phosphatases in cell cycle regulation is appreciated only recently (Trinkle-Mulcahy and Lamond 2006; Queralt et al. 2006; Queralt and Uhlmann 2008; De Wulf et al. 2009 ). The current study emphasizes the possible role of multiple phosphatases that governs the cell cycle regulation in fission yeast S. pombe. We present here a dynamic model for fission yeast cell cycle with known and hypothesized molecular interactions that orchestrates the cell cycle regulation of fission yeast S. pombe. The goal here is to demonstrate the possible molecular architecture that could govern the cell cycle in fission yeast. The interlinked network is quantified by representing all enzymatic reactions by Michelis-Menten kinetics, complex formations through mass action kinetics and by incorporating synthesis and degradation rates for all regulators. The model was used to simulate various mutants.
Cell cycle molecular map
The proposed model is based on the molecular interaction map presented in Sveiczer et al. (2000) , Novak et al. (2001) , and extending it by incorporating two hypotheses namely (1) use of two distinct phosphatases; and (2) regulation of one of the phosphatases through Securin-Separase sub-network. The cyclic behavior in cellular division is orchestrated by a network consisting of varying regulatory mechanisms including allosteric interactions and enzyme mediated phosphorylation/dephosphorylation cycles. Further, the phosphorylated and dephosphorylated proteins can exert a modulation effect on other interactions resulting in regulatory motifs such as multiple level regulations through regulatory feedback loops and cascades. Figure 1 shows the schema detailing the molecular interaction quantified by the proposed model. The figure also depicts the active and inactive states of all the regulators considered in this study. In fission yeast, all regulatory events of the cell cycle are catalyzed by a single Cdk known as Cdc2, which belongs to the serine threonine kinase group of proteins (Murray and Kirschner 1989; Morgan 1995) . The Cdk activation in the different phases of the cell cycle happens through phase specific binding of its cyclin partner, which is mediated by cyclin activating kinases (CAK) that phosphorylate Thr 167 of Cdk upon cyclin binding (Gould et al. 1991) . The current work considers three cyclins namely, the G1 cyclin, Puc1, and the B type cyclins, Cig2 and Cdc13, which take part in the cell cycle regulation. Rum1, a stoichiometric inhibitor and active Ste9 (APCp-Ste9) are the two negative regulators of G1 phase (Labib et al. 1995; Kominami et al. 1998) , which down regulate the M phase specific Cdc2-Cdc13 complex, also known as the Mitosis Promoting Factor (MPF), to ensure appropriate cell size at division. While Rum1 forms a complex with active Cdc2-Cdc13 for its proteolysis of the latter (CorreaBordes et al. 1997; Labib and Moreno 1996) , APCp-Ste9 ubiquitinates Cdc13, Cdc2-Cdc13 and marks it for destruction (Blanco et al. 2000) until the cell grows and reaches a critical size. Eventually, the buildup of the G1 phase specific Cdk-cyclin complex namely, Cdc2-Puc1 and the S phase specific Cdk-cyclin complex namely Cdc2-Cig2, inhibits APCp-Ste9, characterizing the end of G1 phase (Sveiczer et al. 2000) . The concomitant graded accumulation of MPF during late G1 phase is sufficient to inactivate Rum1 by phosphorylating it in the monomer as well in the trimer form namely, MPF-Rum1 (Sveiczer et al. 2000; Benito et al. 1998) . Ste9 is also kept in its inactive form (Ste9P) through Cdks (Puc1-cdc2; Cig2-Cdc2 and MPF) mediated phosphorylation during the other phases (Blanco et al. 2000) .
The level of Cdc2-Cig2, also known as S-Phase Promoting Factor (SPF), is critical in activating DNA polymerase for replication firing (Stern and Nurse 1996) . The antagonistic interaction between Cdc2-Cig and Rum1 also contributes in regulating the timing of S phase initiation (Benito et al. 1997; Novak and Tyson 1997) . The S-phase and the subsequent G2 phase are regulated by two negative regulatory kinases namely Mik1 and Wee1, which keep MPF concentration low by phosphorylating it at Tyr 15 (Lundgren et al. 1991; Lee et al. 1994; Aligue et al. 1997; Kellogg 2003) . The phosphorylated form of MPF, also known as preMPF, accumulates during S and G2 phases but possesses a very low kinase activity. Following Sveiczer et al. (2000) , we have assumed that the inactive preMPF contributes 5% towards the total kinase activity. Towards the end of the S phase, the quantity of MPF accrued is sufficient to down-regulate SPF, and the cycle progresses to the subsequent G2 phase of the cell cycle.
Fission yeast has an extended G2 phase wherein the gradual increase in the MPF activity positively regulates itself by promoting the activation of a phosphatase Cdc25 and further, negatively regulates the inhibitory kinase, Wee1 and Mik1 (Aligue et al. 1997) . During the G1, S and until mid G2 phase, Cdc25 is kept inactive by a hypothetical phosphatase, termed in this study as PP1 (not to be confused with type 1 phosphatase). At the end of G2, active Cdc25 dephosphorylates the accumulated preMPF into active MPF whose level, therefore, rises sharply, marking the transition into the M-phase. In the M-phase, MPF activates its negative regulator Anaphase Promoting Factor (APC) through phosphorylation at multiple sites (Yamashita et al. 1999; Yamada et al. 2000) . Experiments have suggested that a component of APC namely, Cut9 is regulated by a type 1 phosphatase (Yanagida 1998) . Based on the above observation, we have assumed that APC is dephosphorylated by PP1 (see Fig. 1 ). The hyper-phosphorylated APC (APCp) forms an active complex APCp-Slp1 that marks all forms of cyclins for proteolysis including MPF, thus marking the end of M phase. APCp-Slp1 also promotes activation of Separase, a protease that degrades cohesin rings attached to the sister chromatids by degrading its inhibitor SecurinP (Funabiki et al. 1996a (Funabiki et al. , b, 1997 Zachariae and Nasmyth 1999) . During G1, S and G2 phases, the weak activity of MPF is sufficient to keep Separase in its inactive form by binding to SecurinP (Funabiki et al. 1996b; Kumada et al. 1998) . Upon activation of Separase, it activates a hypothetical phosphatase termed PP2 in this study (not to be confused with type 2 phosphatase), which in turn activates Ste9. Active Ste9 replaces Slp1 in APCp and forms the complex APCp-Ste9. This marks the transition from M phase at the end of cell division into the G1 phase of the subsequent cell cycle. In the absence of MPF mediated inhibition at the end of M phase, PP1 gets activated by autodephosphorylation (Wolfe and Gould 2004; Wolfe et al. 2006 ), which in turn activates all negative regulators and inactivates Cdc25 though enzymatic dephosphorylation (Trautmann et al. 2001; Wolfe and Gould 2004 ). Among the above interactions, the following interactions have been quantified for the first time (1) use two phosphatases; (2) a detailed molecular mechanism that drives the late M phase and early G1 phase events consisting of APC activation, Ste9 substitution of Slp1; (3) Securin-Separase sub-network; and (4) synthesis and degradation of all components. The molecular interactions used in the proposed model are consistent with those in other eukaryotic model organisms (Zachariae and Nasmyth 1999; Harper et al. 2002; Mendenhall and Hodge 1998; Kohn 1999) . The molecular interactions were quantified using ordinary differential equations. The model parameter values were chosen to ensure that the model predictions for the various protein concentrations conform to the phase specific behavior reported in the literature.
Methods
A dynamic mathematical model consisting of ordinary differential equations (ODEs) was formulated to quantify the molecular interaction map shown in Fig. 1 . Mass action kinetics was used for stoichiometric interactions and intermediate complex formations, while Michaelis-Menten kinetics was employed to represent enzyme mediated modification. It is appropriate to use ODEs because molecular diffusion, transcription, translation and membrane transport seem to be fast (within seconds) compared to the duration of cell cycle (hours; . The following represents the general form of the ordinary differential equation for conservation of mass for any component X,
where,
[x]-concentration of protein X; S x -rate of synthesis of protein 'x'; k d_x -rate of degradation; k b_x -rate of synthesis at basal level; k e_x -rate of synthesis in the presence of enzyme; K m _ x -half saturation constant; [E]-concentration of enzyme E; MIformation or dissociation of complex; k MI -rate of complex formation or dissociation.
The model consists of 35 differential equations, one algebraic equation and 137 parameters which are documented in supplementary information. In addition to the various proteins, the model also represents the change in the cell mass, which is assumed to grow at a constant growth rate. The parameter values were chosen to reflect the phase specific behavior and dynamics of the wild-type. We have adopted the criterion that the cell divides into two daughter cells when the total kinase activity of MPF falls below 0.1.
Results

Simulation of fission yeast cell cycle
The model using the parameters listed in Supplementary file 2 was simulated to obtain the dynamic profiles of various proteins regulating the fission yeast cell cycle. The simulation results capture the cyclic behavior of the various regulatory proteins with a cell cycle period of about 150 min. The simulation results show the sequential activation and inactivation of various regulators that orchestrate proper cell division cycle.
G1-S-G2 regulation
In G1 and G2 phase of fission yeast cell growth is regulated and during S phase the genetic material is duplicated. Figure 2 presents the levels of the various regulators during the cell cycle. The G1 phase is marked by the activity of its regulators Rum1 (Fig. 2a) and APCp-Ste9 (Fig. 2d) as well as the buildup of G1 phase cyclin-Cdk complex, Cdc2-Puc1, and the S phase cyclin-Cdk complex, Cdc2-Cig2 (SPF). In this study the transition from G1 to S phase, which occurs approximately at 25-30 min, is marked by sufficient build up in the total kinase activity and the concomitant high SPF level (Zarzov et al. 2002) . At this time, the G1 phase regulators, Rum1 and APCp-Ste9, exhibit a decreasing trend in their respective concentrations. Subsequent to the G1/S Fig. 2 Simulation of wild type fission yeast S. pombe cell cycle regulation. The dynamics profiles of sequentially activated and inactivated regulators are seen over a period of two cycles and the cell cycle time is about 150 min. All the regulatory protein concentrations are normalized with their respective maximum concentrations. a G1 and S phase regulators Cdc2-Puc1 (solid), Cdc2-Cig2 (dash-dotted) and Rum1 (dotted); b Negative regulatory kinase Wee1 (dash-dotted), Mik1 (solid) and the positive regulator Cdc25p (dotted); c PP1 (dash-dotted), preMPF (dotted) and MPF (solid); d Mitotic exit and M-G1 transition regulators APCp-Slp1 (dash-dotted), Separase (solid), APCp-Ste9 (dashed), PP2 (dotted) and Mass transition, at approximately 45 min, the total MPF kinase activity rises above a certain threshold while the SPF level drops to its basal values, marking the end of S phase in the present study. During the S phase, complete degradation of the G1 regulators, Rum1 and APCp-Ste9, as well as the G1 Cdk-cyclin complex, Cdc2-Puc1, is observed. Thus, the cell spends approximately 25-30 min in G1 phase and about 15-20 min in S phase. Subsequently, the cell progresses into the G2 phase, during which the S and G2 regulators namely, Mik1 and Wee1, get downregulated while the M phase specific positive regulator, Cdc25p, is upregulated (see Fig. 2b ). The G2 phase approximately lasts for about 85-90 min. The antagonistic protein kinases and phosphatase activity here acts as amplifiers and as a switch and promotes G2-M transition (Nurse 2003) .
M phase regulation, mitotic exit and M-G1 transition Distribution of the duplicated chromosome and physical separation of the daughter cells are major events that occur during M phase and mitotic exit. The beginning of M phase is marked by a sharp increase in the MPF level and a corresponding decline in the preMPF level (Fig. 2c) . The M phase also sees the upregulation of the negative regulator of the cyclins namely, APCp-Slp1 (Fig. 2d) . The M phase, which lasts approximately 10-15 min, terminates with the degradation of all cyclins as well as the cylin-Cdk complexes including MPF. The end of M phase marks the cleavage of the mother cell into two daughter cells. The transition from M to G1 phase is characterized by the sequential activation of APCp-Ste9, which is mediated indirectly by Separase (Fig. 2d) and also by the increase in the level of the phosphatase PP1 (Fig. 2d) . The transition is also marked by the downregulation of Cdc25P and upregulation of all negative regulators namely, Mik1, Wee1, Rum1 and APCp-Ste9. It should be noted that although the Cdc2-Cdc13 complex builds throughout the cycle, it is kept in its inactive form namely, preMPF, until the end of G2 phase by the negative regulators. Figure 2d also depicts the increase in the cell mass and its division at the end of the cell cycle. The model demonstrates the role of Clp1 in both the initiation of mitosis and mitotic exit and by doing so, realizes the experimental observation that Clp1 could regulate part of the mechanism that coordinates two consecutive cell-cycle events (Fankhauser and Simanis 1993) . One of the key insights that emerge from this model is that the possible role of a downstream phophatase (the hypothesized PP2) under APCp-Slp1 regulation might play an important role during mitotic exit and M-G1 transition. The possible role of type 1 phosphatase in spindle assembly check point in fission yeast is known from experimental studies (Vanoosthuyse and Hardwick 2009) . This is comparable to the phosphatase PP2 hypothesized in the present model which could also play a prominent role in spindle assembly checkpoint.
Role of molecular mechanisms
As discussed previously, the current model incorporates detailed molecular mechanisms such as use of two phosphatases and the Securin-Separase sub-network. It is, therefore, of interest to identify their relevance in cell cycle regulation. To establish the role of a specific molecular interaction, we compared the wild type response with the response of a structurally perturbed network, which did not include the specific molecular interaction. Below, we discuss the role of a few of these interactions.
A unique feature of the current model is the use of a distinct Separase-Securin sub-network and PP2 activation through Separase. We eliminated the activation of PP2 by Separase as well as its inhibition by inhibitor I resulting in an unregulated PP2 level. Simulations showed that such an altered system exhibits a cyclic response with a marginally increased cell cycle time of 157 min (Fig. 3a) . Here, PP2 is unregulated and thus available throughout the cell cycle ensuring availability of active Ste9 which, however, continues to be downregulated by MPF ensuring a cyclic behavior. Although in such a mutant, the concentration of Ste9 and PP2 exist at significantly higher levels than in the WT cell, the stochiometric limitation and the inhibitory kinase activity of Cdc2-Puc1, Cdc2-Cig2 and MPF ensures that the APCp-Ste9 is similar to that observed in the WT. Another perturbation that was explored consisted of studying the role of the Securin-Separase sub-network by eliminating the Securin-Separase subsystem and directly activating the phosphatase PP2 with MPF while leaving the parameters unchanged. Simulations show an inviable phenotype with high MPFa (dashed line in Fig. 3b ) and low PP1 (dashed-dot in Fig. 3b ) which inactivates Cdc25p and activates the other negative regulators during M-G1 transition (Fig. 3b) . This indicates the importance of the delay that arises through the Securin-Separase sub network which provides the essential time for PP1 to accumulate and increase its own activity autocatalytically to downregulate the MPF through Cdc25, Wee1 and Mik1. A strain with an MPF independent phosphorylation of PP1 was also studied using the model. Simulations indicate a loss of cyclic response (result not shown). An MPF independent phosphorylation implies that the phase specific information, as quantified by the threshold of MPF, is not reflected in the PP1 levels. The consequent high levels of the MPF independent PP1 ensure that the G2 phase regulators, Wee1 and Mik1, are active and the positive regulator of the cell cycle Cdc25 remain inhibited, resulting in the failure of the cell cycle to enter M-phase. This demonstrates the central role of PP1 for activation of the negative regulators in addition to the deactivation of the positive regulators of MPF at the end of M-phase.
To delineate the role of PP1, PP1 was replaced with PP2 in all PP1-related interactions while keeping the same set of parameters. Simulations show that these results in an inviable phenotype (refer Fig. 3c) . Since in our model, PP2 has lower activity than PP1, enhanced levels of APCp-Slp1 are observed which continuously maintains low MPF level and towards end of the first cycle the inability of very low level of PP2 to up-regulate the negative regulators leads to inviability. On the other hand, if PP2 is used only for deactivation of APCp instead of PP1, while maintaining the role of PP1 intact for all other regulations, the simulation results in yet another inviable phenotype (results not shown). In this case, due to the fact that the week activation of the APCp-Slp1 results in improper degradation of MPF and its level remains high the cell never proceeds through M-G1 transition. To study the role of PP2, PP2 was replaced with Fig. 3 Simulation results indicating dynamic profile of the various regulators in the cell cycle regulation of structurally perturbed mutant strains. All the regulatory protein concentrations are normalized with their respective maximum concentrations. a In this simulation PP2 is not regulated by Separase activation or though its inhibitor (I). Unregulated PP2 (dashed) and its role in cell cycle regulation, which results in a slightly enhanced cell cycle time of 157 min. The availability of PP2 throughout the cell cycle alters free Ste9 levels (dash-dotted line). MPF (solid) and APCp-Ste9 (dotted) are also shown; b The activation of PP2 is redirected through MPF (dashed) instead of Securin-Separase sub-network which leads to inviable phenotype due to the loss of essential time for PP1 (dotted-dash line) activation during mitotic exit; c In this mutant strain, all dephosphorylations in the cell cycle regulation are based on a single phosphatase namely, PP2, that is, the role of PP1 is replaced by PP2 which results in inviable phenotype. The low level of PP2 (dotted) is not able to activate the essential regulators for M-G1 transition and the MPF (-? -) activity remains high which also keeps PP1 that has no regulatory role in this strain at its low; d In this strain, all dephosphorylations in the cell cycle regulation are based on a single phosphatase namely, PP1, that is, the role of PP2 is replaced by PP1 which results in a viable phenotype with enhanced cycle time of 165 min due to delay in M-G1 transition related events. The individual regulatory profiles of the crucial regulators such as MPF (solid), PP1 (dotted-dash line), APCp-Slp1 (dotted) and APCp-Ste9 (solid) resembles that of wild type PP1 for the activation of Ste9, while maintaining the same set of parameters. Model simulations show regulatory phenotype which closely resembles wild type cell except for the cell cycle time of 165 min (see Fig. 3d ). In this case, the delayed onset of Ste9 activation by PP1 relative to PP2 results in the extended cell cycle duration. These results demonstrate that although a single negative regulatory phosphatase PP1 can ensure a cyclic behavior, the phase specific regulations are disturbed, which indicates the possible role of more than one phosphatase in time specific the regulation of cell cycle in fission yeast.
Model prediction for deletion mutants
The model can also be used to predict the experimentally reported behavior of numerous mutants obtained by disrupting the various components of the cell cycle regulatory network. The proposed model could capture the various single, double, temperature sensitive, over-expression and structural mutants. The deletion or knockout mutants were simulated by setting their synthesis rate constant to zero and in the case of other phenomenon like structural, temperature sensitive and over expression mutants the respective kinetic rate constants were decreased or increased (refer column 3 in Table S2 of supplementary file 3 which specifies the parameter(s) reset to simulate mutants). The supplementary information (supplementary file 3) shows the concentration profiles predicted by the model for a few interesting mutants. Below, we briefly discuss a few deletion mutants reported in literature and the corresponding model predictions.
The Wee1D mutant has been studied experimentally (Fantes and Nurse 1978; Nurse and Thuriaux 1980) as well as through models (Sveiczer et al. 2000; Novak et al. 2001 ). In the Wee1D mutant (Fig. 4) , the absence of the G2 regulator, Wee1, results in an early dephosphorlyation of preMPF to MPF and consequently, the cell divides in about 145 min with approximately half the size of the WT cell. The model predictions are consistent with experimental observations by Nurse and Thuriaux (1980) , which has shown that Wee1D cells enter mitosis at approximately half the size and exhibit a slight reduction in the doubling time. Simulations indicate that the total period for G1 and S phase is 75 min (see Fig. 4a ), the G2 phase is shortened to 55 min which is due to the rapid accumulation of MPF in the absence of Wee1 regulatory kinase. An elevated level of Rum1 is observed until the 70th minute of the cell cycle (see Fig. 4a ). Experimental studies do not show a significant difference in G1 or S phase duration of these mutants (Novak and Mitchison 1986) and thus support the simulation results. Thus, in the absence of Wee1, Mik1 alone partially regulates Cdc2-Cdc13 phosphorylation and the mutant cells are viable although with loss in G2 size control.
The model was also used to simulate the Cdc25D mutant, which is inviable in the absence of any other backup phosphatases (Millar et al. 1992; see Fig. 5 ). The absence of the positive regulator Cdc25p that promotes G2-M transition results in the inability to dephosphorylate inactive preMPF (see Fig. 4c dash-dotted line) to its active form, that is, MPF which is necessary to promote the cell into M phase. As a result, the cell gets blocked in G2, grows in size and eventually dies. It has been reported that fission yeast can withstand absence of mitotic inducer Cdc25 under two circumstances, either in cdc2-3w or in wee1 genetic background (Sveiczer et al. 1999) . In both the mutants, the backup phosphatases Pyp3, Pyp2 and Pyp1 play a major role of reversing the Mik1 mediated Tyr 15 phosphorylation of Cdc2-Cdc13 that limits G2-M transition (Millar et al. 1992) . One of the mutants with Cdc25D background, Wee1-Cdc25D shows cell cycles of varying cycle time (Sveiczer et al. 2000) . In the simulation to mimic the role of the weak phosphatases of the Pyp family in absence of Cdc25, we used a low activity of Cdc25p in the place of Pyp phosphatases. The model demonstrates varying cell division cycles which alternate with cell cycle times of 170 and 190 min for about four cycles (results not shown). It has been reported that the Wee1-Cdc25D mutant strain shows a quantized cell cycle with a distinct cycle periods, which is not reflected by the current model (Sveiczer et al. 2000) . Thus, the model can simulate and reflect several mutants Table S2 in supplementary file 3. Another well characterized mutant simulated in this study is Rum1D Ste9D double mutant, which is known to be viable as shown in Fig. 6 (Kitamura et al. 1998; Yamaguchi et al. 2000) . Due to the absence of the G1 phase regulators Ste9 and Rum1 the relative time spend in G1 phase is considerably less compared to wild type cells and there is no clear distinction between G1 and S phase (see Fig. 6 ). The simulation results indicate a short G1, S period of approximately 20-30 min and results in overall cycle time of approximately125 min. Considerable activity of the Ste9 regulatory phosphatase PP2 (see Fig. 6c dotted line) is seen active till G2 phase in this mutant.
Discussion
Mitotic cell division cycle of all eukaryotes is regulated by interlinked feedback regulations that drive cells dynamically for growth and cell division. While experiments have elicited these interactions piecemeal, mathematical modeling enables integrating the various experimental observations and provides insights into the operation of the cyclic process. The current study evaluated the hypothesized molecular interaction map shown in Fig. 1 . Model simulations for wild type and mutants represent the experimental observation of several cell cycle regulators of fission yeast cell cycle. Switching behavior observed in biological regulatory networks is due to cooperative processes, positive feedback loop or enzyme saturation (Ferrell 1996) . In the cell cycle network the above mentioned structures and functions plays critical role in carrying out the most crucial process 'cell cycle'. The wild type model and the mutants predicted are in reasonable agreement with the experimental results available in literature (Table S2 in supplementary file 3) .
Comparing to the previous models, the mitotic exit regulatory events in the present study were expanded by including Separase-Securin sub-network which plays a The current model comprises of two distinct regulatory phosphates and a detailed M-G1 transition which was able to demonstrate the cell cycle events of fission yeast S. pombe. Specifically, this work hypothesizes two distinct phosphatases, PP1 and PP2, wherein PP2 is considered to be Separase regulated and influences M-G1 transition. Both the phosphatases participate in controlling several regulators that aid in the termination of one cycle and initiating the next round of the cell cycle. The model also incorporates the synthesis and degradation of all components in the network. Thus, the cyclic response of the proposed model is purely a manifestation of the molecular interactions. It is well known that multiple phosphatases play a role in the cell cycle regulation of eukaryotes (De Wulf et al. 2009 ). Several earlier models (Sveiczer et al. 2000) have used a single phosphatase (termed as PP or single intermediary enzyme IE) which was able to provide useful insights into the working of the cell cycle (Sveiczer et al. 2000; Novak et al. 2001 ). In the current model, the APCp-Slp1 complex, which ubiquitinates all cyclins (free cdc2 bound) for degradation at the end of M phase, is partly regulated through negative self regulation and through APCp-Ste9 complex formation. This complex degrades only M phase specific cyclin, Cdc13, and its active complex MPF in the subsequent G1 phase. The time delay between the activation of APC and formation of APCp-Ste9, which is due to the Separase-Securin sub-network, corresponds to the crucial late M to early G1 phase transition.
The consideration of PP1 negatively regulating Cdc25 phosphatase and positive regulation of the negative regulators Rum1, Wee1 and Mik1 is inspired by experimental evidences that suggest the possible role of the Cdc14 family phosphatase, Clp1 at different stages of fission yeast cell cycle regulation (Trautmann et al. 2001; Wolfe and Gould 2004; Stegmeier and Amon 2004; Wolfe et al. 2006) . Clp1 is shown to play diverse roles in fission yeast cell cycle regulation especially at mitotic exit (Fankhauser and Simanis 1993; Trautmann et al. 2001; Wolfe and Gould 2004) . Clp1 is known to participate in a wide varieties of regulatory events including G2 arrest through Cdc25 inhibition, septation initiation and activation of negative regulator, Wee1 and inhibition of the positive regulator, Cdc25p, during mitotic exit (Trautmann et al. 2001; Wolfe and Gould 2004; Esteban et al. 2004 ). Recent studies have also shown the possible role of Clp1 during replication stress (Chen et al. 2008 ). Further, a boolean network model that faithfully demonstrates the sequence of regulatory proteins along the cell cycle of fission yeast, highlights the possible candidature of the only phosphatase PP used in their study, to be Clp1 (Davidich and Bornholdt 2008) . Through experimental studies, it is known that Clp1 localizes in the nucleolus during the normal cell cycle McCollum 2002, 2005; Clifford et al. 2008a, b) . However, the mechanisms by which it is transported from nucleolus to nucleus and cytoplasm are not clear (Chen et al. 2008) . The auto-dephosphorylation mechanism for activation of Clp1 has been shown by Wolfe et al. (2006) , which has also been adopted in the present study for activation of PP1. In our mutant prediction analysis, deletion of PP1 results in an inviable phenotype (refer Supplementary 3 Table S2 ) due to failure in downregulation of Cdc25p and activation of the negative regulators of the cell cycle. However, it is known though experimental studies that absence of Clp1 advances prematurely into mitosis because of the absence of the negative regulation of Cdc25p (Trautmann et al. 2001; Wolfe and Gould 2004) . Therefore, a simulation was performed by decreasing the synthesis level of PP1 to 75% of its nominal value, which results in a viable phenotype with short cycle period of 125 min due to irregular control of Cdc25p and other negative regulators during mitotic exit (see Table S2 , S. No. 9, in Supplementary File 3). This closely reflects the experimental observation of premature advancement of cell cycle (Trautmann et al. 2001; Wolfe and Gould 2004) . This indicates that there could be more than one phosphatase that crucially regulates the cell cycle events. Thus, PP1 in this study represents the cumulative activity of several phosphatases that governs fission yeast cell cycle regulation.
The inclusion of hypothetical phosphatase PP2 in the current model is inspired by several experimental evidences that suggest the possible role of phosphatases in regulating mitotic exit (Labib and Nurse 1993; Pallen et al. 1992; Trinkle-Mulcahy and Lamond 2006; De Wulf et al. 2009; Vanoosthuyse and Hardwick 2009; Shimanuki et al. 1993) . In budding yeast a phosphatase, Cdc14 is regulated indirectly through Separase during mitosis exit (Queralt et al. 2006) . The above studies show the prominent regulatory role of specific phosphatases in cell cycle regulations. One of the key insights obtained from the model is that the possible role of a downstream phophatase under APCp-Slp1 regulation which might play an important role during mitotic exit and M-G1 transition. The possible role of type 1 phosphatase in spindle assembly check point in fission yeast is shown experimentally (Vanoosthuyse and Hardwick 2009) , which is comparable to phosphatase PP2 hypothesized in the current model and may also play a prominent role in spindle assembly checkpoint. The prominent role of specific phosphatases in cell cycle regulation is appreciated only recently. In fact, Queralt et al. (2006) have identified a downstream regulatory phosphatase based on a hypothetical phosphatase previously considered in a mathematical model (Chen et al. 2004) . The current study speculates a possible downstream role for a phosphatase under APCp-Slp1 control, which, needs to be validated through experiments. Insights gained form such modeling studies can be utilized to design experiments to further understanding the molecular role of diverse phosphatases in regulating fission yeast cell cycle.
The individual regulatory role of the Securin-Separase sub-network and phosphatases were analyzed through modification of the network architecture. In Fig. 3a when PP2 is not regulated by upstream Seprase-Securin subnetwork and its hypothetical inhibitor I, the simulation results show cell division with slightly enhanced cycle time of 157 min which indicates that the inter connected network of Seprase-Securin sub-network mediated regulation of PP2 plays crucial role in deciding the timing of mitotic exit and in turn M-G1 transition. When the regulatory role of PP2 was replaced by PP1, simulation results show that single phosphatase PP1 alone can regulate the cell cycle regulation of fission yeast. This is similar to the results by Sveiczer et al. (2000) and Novak et al. (2001) . Here slightly enhanced cycle time of 165 min for cell division was observed and the phenotype was similar to that of WT (Fig. 3d) . However on the contrary if PP1 was replaced with PP2 the cyclic response was disturbed and resulted in inviable phenotype (Fig. 3c) . These analyses along with the PP1D mutant and the partial expression (75% of nominal synthesis rate) indicates that from a modeling standpoint, multiple phosphatases play a role in imparting phase specificity. However, ambiguities exist in the identity and roles of the different phosphatases in the regulation of the cell cycle from an experimental perspective.
In this study and in several early modeling studies (Novak et al. 1998; Sveiczer et al. 2000; Csikasz-Nagy et al. 2006; Davidich and Bornholdt 2008; Li et al. 2010 ) an extended regulatory network is considered to regulate the cell cycle growth and division processes of fission yeast S. pombe. A more recent experiment by Coudrouse and Nurse (Coudreuse and Nurse 2010) demonstrates that orderly progression through the major events of the cell cycle can be driven by oscillation of an engineered monomolecular cyclin-dependent protein kinase (CDK) module lacking much of the canonical regulation. The primary organizer or regulator here is the Cdc2-Cdc13 oscillator and its activity thresholds that define the timing, direction of cell cycle and its independent events like DNA replication, mitosis and its orderly progression. A simple model by Tyson and Novak (Tyson and Novak 2011) demonstrates this phenomenon. The detailed modeling procedure adopted in the current study, however, may provide insights into the role of the individual regulator in governing the cell cycle regulatory events in wild type fission yeast S. pombe.
Conclusion
The current model comprised of two distinct regulatory phosphates and a detailed M-G1 transition which was able to demonstrate the cell cycle events of fission yeast S. pombe. The molecular interaction map incorporated in the current study was able to predict the behavior of a few classical mutant phenotypes. The current modeling study highlights the role of multiple phosphates in the cell cycle regulation. However, the specific phosphatases and their respective roles need to be unraveled through experimental studies.
