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Abstract
In this paper we seek to enhance decision making of investments under multiple uncertain-
ties. We assess optimal commitment strategies for future reference of pulp and paper mills
given stochastically correlated processes of one input and two output prices. The price pro-
cesses are consistent with shadow price trajectories of a large scale global energy model.
For the detailed engineering model, we developed a frugal forward stochastic optimization
procedure to derive optimal commitment strategies.
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1 Introduction
Investment strategies in capital and energy intensive industries, like the pulp and paper
industry, are driven by long-run price signals and their respective uncertainties. The imple-
mentation of climate policies has been identified as one of the main sources of uncertainty
for these industries. According to the Intergovernmental Panel on Climate Change (IPCC,
2001a) the actions needed to manage the risks associated with climate change ultimately
require substantial long-term commitments to technological change and to mitigation of
greenhouse gases (GHG) in all economic sectors. All measures will impact both input
and output prices for energy intensive industries and will, thus, alter the competitiveness
landscape within and across these industries. The purpose of this paper is to analyze an
operation of the benchmark future pulp and paper mills, i.e., mills that are already engi-
neered but not yet built and only run as computer simulations, against market conditions
predicted by large scale global energy models.
The option to implement CO2 capture and storage from biomass energy conversion
makes biomass-based industries rich in self-generated biomass residues uniquely equipped
to implement negative carbon emission production. Obersteiner et al. (2001) have shown
that biomass-based industries and biomass-based energy producers could turn the global
energy system into a net absorber of CO2 and thereby substantially increase the flexibility
of the global energy system with respect to regulating atmospheric greenhouse gas con-
centrations. The Kraft pulp industry, which accounts for around 70% of pulp production
worldwide (FAO, 2003) belongs to this group of industries and is expected, due to its
technological features, to benefit from the implementation of emission permit markets.1
This paper evaluates the economic feasibility of CO2 capture in biomass-based com-
bined heat and power (CHP) systems in a Kraft pulp and paper mill given correlated
uncertainties of the biomass fuel, electricity and emission permit prices. For the valuation
of the investment decision we will perform a forward stochastic optimization. In our model,
a decision variable represents a strategic action or option, which can be adopted by the
1For further reading on opportunities for CO2 reductions in the pulp and paper industry refer
to, e.g., STFI, 2000; Khrushch et al., 1999; Martin et al., 2000; Mo¨llersten et al., 2003b; Larson et
al., 1999; Mannisto and Mannisto, 1999.
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pulp and paper mill owner. More precisely, the following two types of strategic decisions
will be considered:
• Build option: to invest in building a new system,
• Switch option: to switch between already built modules.
The first option refers to a capital investment decision. The owner of the firm must
decide which of three possible modules is optimal to build and must decide on the optimal
timing of committing the technology. The main occupation of modeling is to find the
optimal time to enter the market for GHG abatement. However, we do not stick only
to this particular question, we also analyze the complete path of the optimal investment
strategies for the chosen time period. In addition, by building a module with CO2 capture
the mill owner exercises the option to enter the revenue generating market for CO2 permits.
The second option refers to adopting an optimal operating strategy.
Solving the model requires that Monte Carlo simulations are performed. In this paper
we will introduce a faster and computationally frugal way to perform the computations.
We believe that such innovations are necessary in order not to limit the computational
time in such complex industry problems.
The paper is organized as follows. Section 2 gives a brief introduction to pulp and
paper production and the opportunities for increased overall energy efficiency in pulp and
paper mills’ CHP systems. In Section 3, an overview of emerging technologies and systems
for CO2 capture and storage is provided. Section 4 then summarizes the main conclusions
drawn from previous studies on the incorporation of biomass energy with CO2 capture and
storage in Kraft pulp and paper mills. Section 5 defines the mill environments (market pulp
mills and integrated pulp and paper mills) and integrated CHP systems which are modelled
in this study. In Section 6 the modeling framework is outlined. Section 7 deals with the
modeling of the price processes. The computationally frugal optimization algorithm is
introduced in Section 8. In Section 9 the results of our modeling exercise are presented,
which are discussed in Section 10 and Section 11 outlines our conclusions.
2 Pulp, Paper and Power
The pulp and paper industry is an important consumer of energy worldwide. The estimated
primary energy consumption in this industry worldwide is over 8EJ (Farla et al., 1997).
The products of this industry are pulp, paper and board, and paper and board products.
Pulp is used as a raw material to produce paper and board. Another important material
in paper and board production is recycled fiber from wastepaper. Paper and board can be
manufactured in an integrated pulp and paper plant. In many cases, however, the pulp is
produced in market pulp mills and then transported to another production site where the
paper or board is produced.
Wood pulp is made from trees by a mechanical or chemical pulping process, or a com-
bination of these two pulping processes (semi-chemical pulping). In mechanical pulping,
the cellulose fibers are separated by grinding the wood, and the lignin of the wood remains
in the pulp. This reduces the fiber quality and limits the use of mechanical pulp to mainly
newsprint. In chemical pulping, wood chips are cooked in a solution of chemicals. The
wood cellulose fibers are separated by this process as the chemicals dissolve the lignin.
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Paper is produced in a paper machine from pulp. The process starts with the forming
table where pulp is spread on a screen. A large part of the water is removed on the
screen by gravitational force. The sheet of pulp is further dewatered by pressure and heat.
Depending on the end use of the paper several coatings may be applied to the sheet.
The dominating type of chemical pulp worldwide is Kraft pulp, which accounts for
around 70% of pulp production (FAO, 2003). The Kraft pulp process generates a by-
product from fiber extraction known as black liquor, which is a mixture of lignin and
inorganic chemicals. Slightly more than half of the biomass entering a Kraft pulp mill is
dissolved in the black liquor. In modern Kraft pulp mills the black liquor is burned in
recovery boilers that recover important pulping chemicals and produce steam, which is fed
to the mill CHP system. The efficient utilization of the black liquor energy content can
reduce the Kraft pulp and paper industry’s reliance on fossil fuels. In energy efficient Kraft
market pulp mills the fuel requirement for the CHP system is typically covered through
black liquor and internally generated bark, whereas integrated pulp and paper mills and
paper mills need to import fuels to satisfy the process demand for medium pressure (MP)
and low pressure (LP) steam. In nearly all Kraft pulp production fossil fuels are still used
in lime kilns, although a limited number of kilns have been converted to biofuels (Siro,
1984). Most pulp mills and all integrated mills rely on electricity import to cover the part
of their electricity demand that is not satisfied by internal generation.
The pulp and paper industry’s ambition is to achieve development towards a “closing” of
the process further. This means minimizing the amount of eﬄuents together with reducing
the need for additional raw materials and energy. Generally, this can be expected to
reduce the heat demand (through improved heat integration), as well as to induce increases
in the demand for electricity. In existing Kraft pulp mills with modern CHP systems
based on recovery boilers and biomass boilers, electrical efficiencies are fairly low (up
to 15%)2 (Larson et al., 2000). Improved overall energy efficiency and increased electrical
efficiency emissions could be accomplished by the introduction of the black liquor integrated
gasification combined cycle (BLGCC) (Berglin et al., 1999; Larson et al., 2000; Maunsbach
et al., 2001; Larson et al., 1999), which is a promising, although not a commercially
available technology. Larson et al. (1999) modelled the performance of black liquor and
biomass integrated gasification combined cycle in a typical present-day U.S. mill. The
results show that electrical efficiencies around 28–29% could be achieved. The higher power-
to-heat ratio compared to recovery boilers with steam turbines makes BLGCC particularly
attractive in mills with a low process steam demand. With efficient CHP systems based on
gasification, and taking predicted efficiency improvements in pulp and paper making into
account, Kraft pulp mills and integrated pulp and paper mills could turn into substantial
net exporters of electricity (Berglin, 1999; STFI, 2000; Maunsbach, 1999).
3 CO2 Capture, Transportation and Permanent
Storage — Technologies and Potentials
There are technologies under development that separate or “capture” the CO2 from fuel
conversion and store CO2 or carbon in some form away from the atmosphere for long
2Net power output/lower heating value of fuel input. The lower heating value (LHV) is used
as the basis for the calculations and numbers presented throughout this paper.
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periods of time. Capture, transportation and storage of CO2 is feasible and technically
proven. There is considerable experience accumulated in the chemical and petroleum
industries for operating chemical reactors and absorption units used for the capture of
CO2 as well as for CO2 transportation systems (Chiesa and Consonni, 1999). Several
commercial projects involving the injection of CO2 into reservoirs where it displaces and
mobilizes oil (so called enhanced oil recovery) are in commercial operation (Holloway, 2001).
A major concern, however, is the reliability and safety of long-term storage (IPCC, 2001b;
Ceila and Bachu, 2002). According to the IPCC third assessment report CO2 capture and
storage technologies could give major contributions to CO2 abatement by 2020 (IPCC,
2001b). This section provides an overview of CO2 capture, transportation and storage
technologies with relevance to biomass conversion in pulp and paper mills.3
3.1 Technologies for CO2 Capture
Processing techniques for the capture of CO2 are significantly influenced by the concen-
tration (partial pressure) of the gas to be captured. Gas with low CO2 concentration
means that a large amount of inert gas has to be treated which leads to a significant cost
and efficiency penalty because of the size of any downstream scrubbing and heat recovery
equipment, etc.
Energy conversion systems for solid fuels with CO2 capture can be divided into four
main process groups.
• Group 1: Technically mature end-of-pipe solutions with CO2 capture from
the flue gases after the fuel combustion (post-combustion capture).
• Group 2: Processes in which the fuel is gasified. CO2 which is present in the
producer gas downstream from the gasifier is captured before the CO2-lean gas
is combusted or converted to refined liquid or gaseous biofuels (pre-combustion
capture).
• Group 3: Processes in which fuel gasification is followed by a water-gas shift
reaction, whereby carbon monoxide (CO) is reacted with water to form CO2
and hydrogen (H2).
4 CO2 present in the producer gas downstream from the
water-gas shift reactor is captured before the CO2-lean hydrogen-rich gas is
combusted (pre-combustion capture). Group 3 technologies increase the car-
bon capture ratio compared to Group 2 technologies. The pre-combustion
route also opens up opportunities for “polygeneration”, in which, besides elec-
tricity and CO2, additional products are possible. For example, instead of
sending H2 to a turbine, it can be used to fuel a hydrogen economy or used as
an excellent feedstock for many chemical processes.
• Group 4: Processes based on the combustion of the fuel in oxygen instead of
air, using recirculated CO2 to moderate the combustion temperature. These
processes result in a very high CO2 concentration of the flue gases without
3For further discussions on CO2 capture, transportation and storage see, for example, Parson
and Keith (1998); DOE (1999); Williams et al. (2000); Grimston et al. (2001); Holloway (2001);
Freund and Davison (2002); IEA (2002); Lackner (2003).
4CO + H2Ovap → CO2 + H2 + 44.5 MJ/Molco.
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further treatment. However, technology for combustion in an oxygen-rich en-
vironment is far from commercialization.
Absorption is the most commonly used technology for capturing CO2 from gas streams,
whereby chemical or physical solvents are used. Chemical absorption, which is likely to
be the preferred option with low pressures and CO2 concentrations typical of Group 1
systems. Chemical absorption, is a proven method for capturing CO2 from flue gases (post-
combustion capture). MEA (monoethylamine) is a typical commercially available chemical
absorbent. When a gas is at high pressure and the CO2 concentration in a gas stream
is relatively high, such as the fuel gas from pressurized gasifiers used in some concepts
for integrated gasification with combined cycles (IGCC), physical absorption is a more
suitable candidate technology. Typical solvents are Selexol (dimethylether of polyethylene
glycol) and Rectisol (cold methanol). The energy demand of chemical absorption is mainly
due to heat consumption for regeneration of solvents. For physical absorption the main
energy demand is for compression and pumping of solvents (Go¨ttlicher and Pruschek, 1997).
The gas separation membrane is another promising technology for CO2 capture from gas
streams, which can lead to energy and cost savings. However, much further development
is necessary before this technology can be used in large-scale applications.
Although there are commercially available technologies for CO2 capture, the efficiency
and economic performance of biomass energy with CO2 capture can be improved through
integrated process configurations and the development of new technologies.
3.2 CO2 Storage
A key issue is where CO2 should be stored. The discussion on CO2 storage covers the
injection of supercritical-state CO2 into underground geological formations or the deep
oceans and technologies for conversion to stable carbonates or bicarbonates. Much further
work is required to investigate the permanent storage of CO2. Deep underground disposal is
regarded as the most mature storage option today according to Lindeberg (1999). Suitable
candidate underground CO2 storage locations are exhausted natural gas and oil fields, not
exhausted oil fields (so-called enhanced oil recovery), unminable coal formations, and deep
saline aquifers (water-containing layers). Lindeberg (1999) points out that the advantage
of underground disposal compared with other storage options (such as ocean storage) is
that it gives minimum interference with other ecological systems and can provide storage
for very long periods of time. International monitoring of current disposal projects will
help to evaluate whether underground storage is a safe mitigation option. In one ongoing
verification project nearly one million tonnes of carbon dioxide a year are separated from
CO2-rich natural gas and injected into the Utsira formation in the North Sea (Kaarstad,
2000). In Table 1, the global carbon underground storage potential assessment of Grimston
et al. (2001) is reproduced.
Disposal in the deep oceans has considerable uncertainties regarding potential environ-
mental damage, especially the effects on marine life due to increased acidity and regarding
the long-term isolation of the CO2 (Falkowski et al., 2000). CO2 injected into seawater at
a depth of 3000 meters (m) might be returned to the atmosphere within 250 to 550 years
(RCEP, 2000).
Neutralization of carbonic acid to form carbonates or bicarbonates is discussed as a
more expensive but safer and more permanent CO2 storage method (DOE, 1999; Lackner,
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Table 1: Potential for carbon storage underground. Source: Grimston et al. (2001).
Underground storage Storage capacity
(Gton C)
Retention
(years)
Deep aquifers with structural traps 30–650 >100000
Deep aquifers without structural traps < 14000 >100000
Depleted oil and gas fields 130–500 >100000
Coalbeds 80–260 >100000
Enhanced oil recovery 20–65 Tens
2003). Neutralization-based storage accelerates natural weathering processes and results in
stable products that are common in nature. Improved methods for accelerating carbonation
are however needed, as the current best approaches are too costly (Lackner, 2003).
3.3 CO2 Transportation
Because of the large volumes involved, pipelines are required for the transportation of CO2
to a storage location once it has been captured (IEA, 2002). Transport of CO2 can best be
done at high pressure in the range of 80 to 140 bars. Compression and pipeline transport
of CO2 is feasible and technically proven. In addition, the use of large tankers might be
economically attractive for long distance transportation of compressed/liquefied CO2 over
water (Ekstro¨m et al., 1997).
4 CO2 Balances and Mitigation Costs of Pulp and
Paper Mill CHP Systems with CO2 Capture
The technical CO2 reduction potential of biomass-based CHP systems in Kraft pulp and
paper mills can be enhanced by applying CO2 capture and permanent storage (Ekstro¨m
et al., 1997; Mo¨llersten, 2002; Mo¨llersten et al., 2003a–c, 2004). An assessment of the
mitigation potential of CO2 capture and storage in CHP systems of existing standard
Kraft market pulp mills was carried out by Mo¨llersten (2002) and Mo¨llersten et al. (2003a).
The largest reduction potential found was for post-combustion CO2 capture from recovery
boiler and bark boiler flue gases. Significantly lower CO2 mitigation was achieved by
the analyzed BLGCC systems with pre-combustion capture. Note, however, that the
analysis was restricted to considering the capture of CO2 present in the producer gas
stream immediately downstream from the gasifier.
Mo¨llersten et al. (2004) and Mo¨llersten et al. (forthcoming) subsequently investigated
the integration of CHP systems with CO2 capture and storage in market pulp mills and
integrated pulp and paper mill environments of predicted future performance with a con-
siderably lower process steam demand than today’s existing mills. The reference mills have
significantly lower process steam demand than currently existing mills. Furthermore, the
studies were an extension of previous analysis in that they considered adding a water-gas
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shift reaction prior to CO2 absorption, whereby the availability of CO2 for capture is raised
by reacting CO in the gas stream downstream from the gasifier with water to form CO2
and H2 (CO-shift). It was shown that the CO shift increases the CO2 capture potential
of BLGCC to approximately the same level that can be achieved by post-combustion CO2
capture from recovery boiler flue gases. Hence, steep CO2 reductions can be achieved
through CO2 capture and storage regardless of whether the CHP system is based on boiler
technology with steam turbines or gasification with combined cycle. Note, however, that
the analysis of BLGCC systems was restricted to considering the capture of CO2 present
in the producer gas stream immediately downstream from the gasifier5
Mo¨llersten et al. (2004) and Mo¨llersten et al. (forthcoming) also estimated the cost of
CO2 capture for the studied systems. The economic analysis showed lower CO2 capture
costs for BLGCC-based systems compared to systems based on recovery boilers. Moreover,
in systems based on BLGCC the capture cost was reduced by adding a CO shift reaction. It
is important to note, however, that the CO2 capture costs were estimated considering only
one fixed level of electricity and biomass prices. Such a static analysis provides only limited
information about the economic feasibility of the studied technology, since it is reasonable
to assume that more stringent CO2 restrictions will lead to an upward development of
electricity and biomass prices along with the price of CO2.
5 Technical Definition of StudiedMill-Based CHP Sys-
tems
The CHP systems that are the subject of further economic evaluation in the present paper
are based on Mo¨llersten et al. (2004) and Mo¨llersten et al. (forthcoming). The studied
mill environments and CHP systems are defined below.
5.1 Mill Environment
The modeling of CHP systems in this study is carried out in two different mill environments:
a market pulp mill (MPM) and an integrated pulp and paper mill (IPPM). The MPM is
based on the “KAM” MPM defined by the Swedish research program “the Ecocyclic Pulp
Mill” (STFI, 2000). The KAM MPM is assumed to employ late 1990s state-of-the-art
technology in all departments. More specifically, this means that the most modern and
energy efficient technologies used in the Nordic countries as of the late 1990s are assumed.
The original KAM reference MPM has the capacity to produce 1000 air-dry tonnes pulp
per day (ADt/d). In the present analysis the KAM reference MPM was scaled-up to 1550
ADt pulp/d. This corresponds to 2400 tonnes of black liquor/day (dry substance), or
338 MW based on the lower heating value (LHV). The assumption was made that the
characteristics of the mill will not change because of the changes of the scale. Thus, energy
demands have been scaled-up proportionally to the change in scale. In the KAMMPM, the
required process steam is 11 GJ/ADt pulp (Air-Dry tonne pulp) which is a reduction by
24% compared to the 1994 Swedish average. The IPPM, defined by Berglin et al. (1999),
is an extension of the KAM MPM. The IPMM steam consumption is approximately 5%
lower than the average Swedish 1994 fine paper mill. The IPPM in the present study
5Group 2 technology according to Section 3.1.
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produces 1860 tonnes of paper per day. The process steam and electricity requirements of
the MPM and IPPM used in the modeling are presented in Table 2.
Table 2: Process energy requirements of the considered mill environments.
Energy requirement (GJ/ADt end product)
Market pulp
mill
Integrated pulp
and paper milla
Electricity 2.5 4.8
Medium pressure steam (12 bar) 4.3 7.5
Low pressure steam (4 bar) 5.7 8.3
a1.2 tonnes of paper are produced for every ADt pulp produced.
5.2 CHP System Configuration
The analysis includes CHP systems based on:
(i) black liquor recovery boiler and biomass boiler with steam turbine technol-
ogy(RBST), and
(ii) integrated black liquor and biomass gasification with combined cycle technol-
ogy (BLGCC).6
Table 3 summarizes the alternative CHP system configurations considered in this paper.
The cases MPM/RB1, MPM/RB2, IPPM/RB1, and IPPM/RB2 are based on recovery
boiler technology with back-pressure steam turbines. A condensing turbine is used in the
case of excess steam production. A supplemental biomass boiler is considered when steam,
in addition to that generated by the recovery boiler, is required to satisfy the process steam
demand of the mill. Figure 1 illustrates a CHP system with recovery boiler, biomass boiler,
and post-combustion flue gas CO2 capture. The most important assumptions used for the
cases based on black liquor recovery and biomass boilers are given in Table 4. In the
cases MPM/RB2 and IPPM/RB2 CO2 capture from the boiler flue gases is carried out by
chemical absorption. Steam consumption for the regeneration of the chemical absorbent
was assumed to be 2880 kJ/kgCO2 (MP steam). The captured CO2 is compressed to 80
bar in a two-stage intercooled compressor.
All cases based on black liquor gasification (MPM/BLG1, MPM/BLG2, MPM/BLG3,
IPPM/BLG1, IPPM/BLG2, and IPPM/BLG3) are based on a pressurized (approximately
30 bar) high-temperature, oxygen-blown black liquor gasifier. In brief, the syngas is cooled
in a quenching bath using the weak wash as coolant, whereby the weak wash is evaporated
using the sensible heat of the syngas. The quenching adjusts the fraction of steam in the
syngas to ensure an adequate amount of water for a water-gas shift reaction to proceed in
6Further in the text we will only use RB as an abbreviation for recovery boiler and biomass
boiler with steam turbine technology and BLG as an abbreviation for black liquor and biomass
gasification combined cycle technology.
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Table 3: Summary of analyzed CHP system configurations.
Black liquor
conversion
Biomass
conversiona
CO2 capture
b
Case Boiler Gasif. Boiler Gasif. None Post-
combust.
Pre-combustion
No CO-
shift
CO-
shift
MPM/RB1 x x x
MPM/RB2 x x x
MPM/BLG1 x x x
MPM/BLG2 x x x
MPM/BLG3 x x x
IPPM/RB1 x x x
IPPM/RB2 x x x
IPPM/BLG1 x x x
IPPM/BLG2 x x x
IPPM/BLG3 x x x
aDefines the technology used when fuel in addition to black liquor is required to meet process
steam demands.
bCapture of CO2 from both black liquor and biomass is considered when applicable.
Table 4: Main assumptions for CHP systems based on boiler technology.
Boilers
Recovery boiler efficiency (%) 80
Biomass boiler efficiency (%) 90
Steam cycle
Turbine inlet temperature (◦C) 500
Turbine inlet pressure (bar) 90
Mechanical efficiency (%) 98
Isentropic efficiency, expander (%)
High pressure/Medium pressure
85/87
Feed water temperature (◦C) 120
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Figure 1: CHP system based on boiler and steam turbine technology. The CHP
system in the figure includes post-combustion CO2 capture.
a downstream CO shift reactor. In the cases MPM/BLG3 and IPPM/BLG3 a CO shift
reaction takes place in a high-temperature reactor and a low-temperature reactor in series.
In the cases MPM/BLG2, MPM/BLG3, IPPM/BLG2, and IPPM/BLG3 CO2 capture is
carried out in physical absorption units upstream from the gas turbine combustion cham-
ber. The physical absorption units resemble the Selexol process. The work consumed for
CO2 absorption depends on the partial pressure of the CO2 in the gas mixture. In this
study the work required amounts to 0.14 MJ/kg of CO2 captured. The captured CO2 is
compressed to 80 bar in a two-stage intercooled compressor. After the clean-up section
the syngas is used to fuel a gas turbine for power generation. Normally, CO2 plays a role
as coolant in the combustion. With the capture of CO2 more inert gas (air) is needed as
coolant, which leads to a larger work requirement in the compressor. In addition, when
CO is converted to CO2 and H2 some of the chemical energy is converted to reaction heat
which means that the total energy content of the fuel to the combustor decreases. Part of
the reaction heat (approximately 44.5 MJ/Molco) can be recovered and thus made useful
in the process. The exhaust gas from the gas turbine is recovered in a heat recovery steam
generator (HRSG) and the generated steam is used for process steam needs in the mills,
either directly or via a back-pressure steam turbine which generates additional electric-
ity. When additional fuel is required to satisfy the process steam demand a supplemental
biomass integrated gasifier with combined cycle (BGCC) is considered (as illustrated in
Table 3). Figure 2 illustrates a CHP system with black liqour gasifier, biomass gasifier,
CO-shift, and pre-combustion CO2 capture. The main assumptions of the CHP systems
based on gasification are given in Table 5.
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Table 5: Main assumptions for CHP systems based on gasification technology.
Gasifiers
Black liquor Biomass
Cold gas efficiency (%) 77 77
Syngas properties
Raw gas After quench Raw gas After quench
Temperature (◦C) 950 211 900 209
Pressure (bar) 32 25 27 25
Composition (mol %)
N2 0.2 0.1 0.2 0.1
CO 29.5 13.5 30.0 13.0
CO2 14.6 6.7 24.2 10.4
H2O 22.0 64.3 15.9 63.7
H2 31.1 14.2 24.1 10.4
H2S 1.5 0.7 0.0 0.0
CH4 1.1 0.5 5.6 2.4
Gas turbine
Turbine inlet temperature (◦C) 1250
Pressure ratio 17
Mechanical efficiency (%) 98
Isentropic efficiency, expander (%) 92
Isentropic efficiency, compressor (%) 87
Steam cycle Turbine inlet temperature (◦C) 440
Turbine inlet pressure (bar) 66
Mechanical efficiency (%) 98
Isentropic efficiency, expander (%)
High pressure/Medium pressure
85/87
Pinch temperature difference of HRSG (◦C) 15
Feed water temperature (◦C) 120
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Figure 2: CHP system based on gasification and combined cycle technology. The
CHP system in the figure includes pre-combustion CO2 capture.
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5.3 CHP System Performance
The performance of the analyzed CHP systems is summarized in Tables 6 (MPM cases)
and 7 (IPPM cases). The tables show the mill-integrated systems’ performance with re-
gard to fuel requirement, CO2 capture rate (when applicable), electricity production and
overall energy efficiency. Note that in all cases the mills’ process steam demand is satisfied
precisely.
Table 6: Performance of the MPM CHP systems (Pulp production 1550 ADt/d).
MPM
/RB1
MPM
/RB2
MPM
/BLG1
MPM
/BLG2
MPM
/BLG3
Black liquor (MW) 338
Bark & woody biomass (MW) 0 74 0 0 0
CO2 recovery (%) 0 90 0 31 90
CO2 capture rate (kg CO2/s) 0 33 0 10 27
MP steam to mill (12 bar-t/h) 101
LP steam to mill (4.5 bar-t/h) 137
Power consumption
for CO2 absorption (MW)
N.A. N.A. N.A. 2 4
Heat consumption
for CO2 separation (MW)
N.A. 96 N.A. N.A N.A.
Internal power consumption
CO2 compressor (MW) N.A. 16 N.A. 4 13
Air separation unit (ASU) (MW) N.A. N.A. 5 5 5
Others (MW) 0 0 10 10 10
GT output (MW) N.A. N.A. 100 99 93
ST output (MW) 53 62 21 16 10
Net electricity output(MW) 53 46 106 94 71
Mill electricity consumption (MW) 39
Electricity surplus (MW) 14 7 67 55 32
Electricity surplus (MWh/ADt pulp) 0.2 0.1 1.0 1.0 0.5
Electrical efficiency (%) 16 11 31 28 21
Total efficiency (%) 60 48 76 72 65
5.3.1 CHP System Capital Costs
Capital cost for the system components are based on estimates by Mo¨llersten et al. (2004)
and Mo¨llersten et al. (forthcoming). The original cost data derives from several literature
sources (Larson et al., 2000; STFI, 2000; Warnqvist, 2000; Brandberg et al., 2000; Williams,
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Table 7: Performance of the IPPM CHP systems (Paper production 1860 ADt/d)a.
IPPM
/RB1
IPPM
/RB2
IPPM
/BLG1
IPPM
/BLG2
IPPM
/BLG3
Black liquor (MW) 338
Bark & woody biomass (MW) 80 289 114 114 184
CO2 recovery (%) 0 90 0 33 90
CO2 capture rate (kg CO2/s) 0 52 0 14 45
MP steam to mill (12 bar-t/h) 176
LP steam to mill (4.5 bar-t/h) 200
Power consumption
for CO2 absorption (MW)
N.A. N.A. N.A. 3 6
Heat consumption
for CO2 separation (MW)
N.A. 150 N.A. N.A N.A.
Internal power consumption
CO2 compressor (MW) N.A. 24 N.A. 6 20
Air separation unit (ASU) (MW) N.A. N.A. 6 6 7
Others (MW) 0 0 14 16 16
GT output (MW) N.A. N.A. 135 135 146
ST output (MW) 58 96 0 0 16
Net electricity output(MW) 58 72 115 107 113
Mill electricity consumption (MW) 74
Electricity surplus (MW) -16 -2 42 33 39
Electricity surplus (MWh/ADt pulp) -0.2 0 0.5 0.5 0.5
Electrical efficiency (%) 14 11 25 24 22
Total efficiency (%) 70 49 78 76 68
aThe turbine is fuelled with predominantly H2. No commercial gas turbines exist that run on
H2. Future options include commercial gas turbines with combustion temperature control through
N2 injection into the combustion chamber, and so-called hydrogen combustion turbines. A 10%
increase of the specific capital cost was assumed for the H2 fuelled gas turbine.
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2002; IEA, 2002; David and Herzog, 2000). Tables 8–11 present the estimated capital costs.
A scale factor of 0.7 was used to adjust capital costs for size. An estimated initial accuracy
of the source cost data is approximately 30%.
Table 8: Estimated capital costs of MPM/RB CHP systems [MUSD].
Component MPM/RB1 MPM/RB2
Recovery boiler island
excluding steam turbine
84 84
Biomass boiler island
excluding steam turbine
— 11
Steam turbine and generator 14 16
CO2 absorption — 74
CO2 compressor — 9
Total 98 194
Table 9: Estimated capital costs of MPM/BLG CHP systems [MUSD].
Component MPM/BLG1 MPM/BLG2 MPM/BLG3
Black liquor gasification island 74 74 74
Biomass gasification island — — —
Shift reactor absorption — — 14
CO2 — 7 14
Gas turbine 38 38 42
HRSG 13 13 13
Steam turbine 7 6 4
CO2 compressor — 4 10
Total 132 142 167
The model also allows for switching between modules. The switching costs were esti-
mated to be 15% of the capital cost for components that need to be switched from off-state
into an on-state and 10% of capital cost for components, which are switched from on-state
into off-state.
5.3.2 The Cost of CO2 Transportation and Storage
The cost of CO2 transportation was determined using a model issued by the IEA GHGR&D
Programme (IEA, 2002). The model calculates capital cost, fixed and variable operating
costs for the pipelines and injection wells, as well as booster compressor requirements. CO2
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Table 10: Estimated capital costs of IPPM/RB CHP systems [MUSD].
Component IPPM/RB1 IPPM/RB2
Recovery boiler island
excluding steam turbine
84 84
Biomass boiler island
excluding steam turbine
11 41
Steam turbine and generator 18 24
CO2 absorption — 102
CO2 compressor — 12
Total 113 263
Table 11: Estimated capital costs of IPPM/BLG CHP systems [MUSD].
Component IPPM/BLG1 IPPM/BLG2 IPPM/BLG3
Black liquor gasification island 74 74 74
Biomass gasification island 53 53 75
Shift reactor — — 20
CO2 absorption — 8 20
Gas turbine 47 47 57
HRSG 16 16 18
Steam turbine — — 6
CO2 compressor — 5 13
Total 190 203 283
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injection is assumed to take place in CO2-retaining aquifers with negligible seepage back
to the atmosphere and the depth of the injection wells was set to 1000 m. Capital costs
for CO2 transportation were annualized using an interest rate of 10% and a plant life of 25
years (i.e., 11% capital charge rate). The geographical location of the projects was selected
to Europe, which represents an average to high cost level in the model, and the terrain
was assumed to be cultivated land, representing an average cost level. For illustration
purposes, Figure 3 shows CO2 transportation and storage costs calculated with the model
for some selected CO2 flow rates and transportation distances.
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Figure 3: Cost of CO2 transportation and storage.
6 Modeling Framework
In this section we develop a model for evaluating a complex capital budgeting problem. The
aim is to optimize the pulp mill owner’s decisions. Two main options will be considered.
The first belongs to the category of the capital options: an option to invest in building
a new module (system). There are two possibilities of how the new module can be built.
The owner can either build an entire new module or, if at least one system has already
been built, invest only in the components that are necessary for adding to an already
built module. The second option deals with the mill’s operating strategy. Once a module
has been built, we assume that within the same investment the pulp mill owner has the
flexibility to activate it again after having been deactivated if he finds it profitable. This
kind of the option we call a switch option.
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6.1 Preliminaries and Notation
The notation and theorems focus on the BLGcase (that is the case of three distinct mod-
ules). They are, nonetheless, applicable also for the RBcase (that is the case of two distinct
modules).
6.1.1 Costs
Each BLG module consists of parts. Let BLGi for i = 1, 2, 3 denote the set of parts
necessary to build the particular module. Some parts are, however, contained in more
than one module (and can be reused). Let X0 = BLG1 ∪BLG2 ∪BLG3 be the set of all
parts that we are interested in.
Let X = P(X0) be the set of all subsets of X0. Then X is a σ-algebra. Let c
c be
a measure on X. The meaning of cc(A) is the direct capital cost necessary to build all
parts in A. Thus, e.g. , cc(BLG1) is the capital cost for building the module BLG1 and
cc(BLG1 \BLG2) is the capital cost for building BLG1 as add-on to an already built BLG2.
The X0 serves as generators set: the measure c
c is completely defined when non-negative
real values are assigned to elements of X0. In reality, one however does not invest in
separate BLG parts.
Hence, it is reasonable to split X0 into the following “structure-describing” subsets:
X0 =
(
BLG1 \(BLG2 ∪BLG3)
)
∪
(
BLG2 \(BLG1 ∪BLG3)
)
∪
(
BLG3 \(BLG1 ∪BLG2)
)
∪
∪
(
(BLG1 ∩BLG2) \ BLG3
)
∪
(
(BLG1 ∩BLG3) \ BLG2
)
∪
(
(BLG2 ∩BLG3) \ BLG1
)
∪
∪
(
BLG1 ∩BLG2 ∩BLG3
)
.
(1)
For our purposes, it suffices to prescribe the values of cc on the above subsets of X0 — we
will never be interested in smaller sets of BLG parts than those given above. With this
definition we compute, e.g. , cc(BLG1 \BLG2) as:
cc(BLG1 \BLG2) = c
c(BLG1 \(BLG2 ∪BLG3)) + c
c((BLG1 ∩BLG3) \ BLG2).
Nonetheless, only some elements of X are to be understood as feasible capital investment
actions (e.g. , one cannot invest in BLG1 ∩BLG2 ∩BLG3 as its first action). Therefore,
the feasible capital investment actions are in fact the following:7
Ac = {BLG1,BLG2,BLG3,
BLG1 \BLG2,BLG1 \BLG3,BLG2 \BLG1,
BLG2 \BLG3,BLG3 \BLG1,BLG3 \BLG2,
BLG1 \(BLG2 ∪BLG3),BLG2 \(BLG1 ∪BLG3),BLG3 \(BLG1 ∪BLG2)}.
The meaning is straightforward: a module is built with the assumption that some other
modules exist, e.g. , by BLG2 \(BLG1 ∪BLG3) the pulp mill owner wants to build module
BLG2 assuming that modules BLG1 and BLG3 have already been built. Hence, the owner
needs to invest in BLG-parts of BLG2 \(BLG1 ∪BLG3) only.
7Note that the pulp mill owner decides only to build some BLG module (say BLG3) at the
respective moment. This investment decision will then be expressed by the corresponding Ac
action (say BLG3 \BLG1 if module BLG1 (but not BLG2) has already been built earlier).
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When the capital investment action is performed, the just-built module is automatically
activated. Let the module activated by action a ∈ Ac be denoted by a
on. Thus, e.g. ,
BLGon1 = BLG1 and (BLG2 \(BLG1 ∪BLG3))
on = BLG2. The set of modules assumed
to be already present by an action a ∈ Ac will be denoted by present(a). For example,
present(BLG1) = ∅ and
present(BLG2 \(BLG1 ∪BLG3)) = {BLG1,BLG3}.
Besides capital investment actions, further allowed actions are the switch actions. Let:
~A = {BLG1 → BLG2,BLG1 → BLG3,BLG2 → BLG1,
BLG2 → BLG3,BLG3 → BLG1,BLG3 → BLG2}
be the set of switch actions. The meaning is again straightforward: with BLGi → BLGj
one wants to activate the earlier built module BLGj assuming that the module BLGi has
been active so far. Therefore, operators (.)on and present(.) can naturally be extended also
to cover a ∈ ~A as: (BLGi → BLGj)
on = BLGj and present(BLGi → BLGj) = {BLGi}.
Switches (similarly as capital investments actions) are in general not free of charge.
This is described by a switch-cost function:
~c : ~A → R+0 .
Sometimes it is necessary to pay a switch cost even when the module is built for the
first time. The cost of a capital investment action a ∈ Ac may then either be c
c(a) or cc(a)
increased by some additional cost, depending on the module active so far.
Therefore, let:
~Ac = {(a|BLGi) | i = 1, 2, 3, a ∈ Ac,BLGi ∈ present(a)} ∪
∪ {(BLGi | ∅) | i = 1, 2, 3}.
The meaning of (a | BLGi) is “perform a with assumption that the module BLGi has been
active so far”. Similarly, (BLGi | ∅) is used if BLGi is an initial action (i.e. , there is
no module active so far). We will often shortcut (BLGi | ∅) to just BLGi — the precise
meaning will be clear from the context. Finally, denote by A = ~Ac∪ ~A the set of all actions
that can be performed at a particular time.
With this notation in mind we define the cost function c: A → R+0 as:
c(a) = ~c (a) for a ∈ ~A
c(BLGi | ∅) = c
c(BLGi)
c(a | BLGi) = c
c(a) + cadd(a | BLGi) for (a | BLGi) ∈ ~Ac
where cadd(a | BLGi) is additional switching cost necessary to pay by capital investment
(specified as input parameter to the model). Note that cadd(a | BLGi) is usually bound to
some standard switching cost, although this is not a necessary condition.
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6.1.2 Strategies
We are interested in the optimal strategy of actions of A performed at each time point
within time horizon T . Any capital investment to any BLG part is effective until time
Tretire only (we assume that T is the multiple of Tretire). After time Tretire expires the capital
investment must be renewed if the pulp mill owner wishes to use a particular BLG module
further on. Actually, the pulp mill owner divides the time scale 1, . . . , T into independent
periods of maximum length Tretire (the division points will be denoted as the gasification
points). No module and no technical part of it can survive from one such gasification
period onto another one — the periods are completely independent and can hence be
independently optimized — the optimal strategy for the whole time span 1, . . . , T is then
archived by optimal strategies in each gasification period. The periods can actually be
shorter than Tretire as it might sometimes be optimal to retire the module prematurely and
start a new gasification period instead of adding investments to almost retired equipment.
At each moment one can perform at most one action from A (performing two actions in
the same time is not allowed).
Therefore a strategy for the time span 1, . . . , T is the pair (gp, a) of gasification points
gp and performed actions a where
• gp is a non-empty finite rising sequence of numbers from {1, . . . , T} starting
with 1;
• and a: {1, . . . , T} → A ∪ {stay} is the prescription of actions performed in a
particular time.
Thus, the gasification periods are
〈gp(1), gp(2)− 1〉, 〈gp(2), gp(3)− 1〉, . . . , 〈gp(#gp − 1), gp(#gp)− 1〉, 〈gp(#gp), T 〉
(in this notation #gp denotes the number of elements in gp).
With respect to given gp we can define for each time point t ∈ {1, . . . , T} the starting
and ending time of the gasification period the respective time-point lies in as:
period begin(gp, t) = max
(
{τ | τ ∈ gp, τ ≤ t}
)
period end(gp, t) = min
(
{τ − 1 | τ ∈ gp, τ > t} ∪ {T}
)
.
At each time point the pulp mill owner either takes some action from A or takes no
action at all (i.e. , he/she takes action “stay”) not changing the state of the pulp mill.
Thus, we can define the running strategy determined by (gp, a) — the decision of which
module will be active at each respective time:
rs(a, t) =
{
aont if at ∈ A
rs(a, t− 1) if at = stay .
For the sake of convenience we may define c(stay) = 0.
A strategy (gp, a) is feasible if the following conditions are met:
gp(i+ 1)− gp(i) ≤ Tretire for i = 1, . . .#gp − 1
T + 1− gp(#gp) ≤ Tretire
(2)
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and for each t = 1, . . . , T
if t ∈ gp then at 6= stay (3)
if at ∈ ~A then ∃τ < t : period begin(gp, t) = period begin(gp, τ) ∧ a
on
t = a
on
τ (4)
if at ∈ ~Ac then ∀m : m ∈ present(at) ⇐⇒
⇐⇒ ∃τ < t : period begin(gp, t) = period begin(gp, τ) ∧ aonτ = m
(5)
if at ∈ ~Ac then ∀τ : period begin(gp, t) ≤ τ < t =⇒ a
on
τ 6= a
on
t (6)
if at = BLGi → BLGj then rs(a, t− 1) = BLGi (7)
if at = (a | BLGi) then rs(a, t− 1) = BLGi . (8)
The meaning of those conditions is the following:
• (2) claims that the gasification points must occur at distance Tretire or less.
• (3) claims that at the beginning of the gasification period some action (actually
a build-action) must be taken.
• (4) claims that the pulp mill owner can only switch to a module that has been
built earlier in the same gasification period.
• According to (5) the build-action must be consistent with already built mod-
ules.
• A module can be built only once in each gasification period, as (6) claims.
• And finally, according to (7) and (8), if an action assumes that some module
has been active so far then it must be true.
6.1.3 Price Processes
So far we have considered the module setup. However, once the module is active it operates
and perhaps produces profit (i.e. , the operational profit). This is ruled by price processes
that vary in time: the electricity price pet , the biomass price p
b
t , and the CO2 price p
c
t .
The values of price processes are generated (simulated), they bring the uncertainty to the
model. For the algorithm optimizing the pulp mill owner behavior they are, however, the
fixed input parameters (see Section 7 for details on the price processes simulation).
6.1.4 Learning
It is not a surprise that any technology that is used for some time turns out to be cheaper
and cheaper. This effect is called learning. We will use learning for considering the costs by
introducing the learning rate R. This means that any capital investment cost, switching
cost or switching cost additionally paid by capital investment or any other technology-
related cost will be decreased by the factor 1/(1 +R)t, if realized at point in time t.
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6.1.5 Operational Profit
When the module BLGi operates it produces a fixed amount qc of CO2 and surplus electric
power qe. Depending on the prices, the income in the year t is calculated as follows:
0.5 · pct · qc(BLGi) + p
e
t · qe(BLGi). (9)
The associated costs of the production in the year t are:
pbt · qb(BLGi) +
coper(BLGi)
(1 +R)t
+
0.5 · ctrans(BLGi, d) · qc(BLGi)
(1 +R)t
. (10)
where qb denotes the additional biomass requirement needed for the CHP systems and c
oper
is the yearly operational cost related to the production. We assume the fixed yearly trans-
portation and storage costs (ctrans) for each unit of CO2 captured given the transportation
distance d. The transportation and the storage of the CO2 is not performed by a pulp mill
itself. Rather we consider the case of a pulp mill, which produces CO2 and delivers to the
border of the mill. This CO2 is for sale to potential customers who will transport and store
it. We assume that the pulp mill and customer share the profit from the CO2 capture
8
equally, i.e., the mill owner receives one half of the profit from the capture of CO2.
The difference of the terms (9) and (10) will be called the operational profit popert (BLGi).
All these values, that is qc(.), qe(.), qb(.), c
oper(.), ctrans(., d), and d are input constants of
the model. This means that given the price processes et, bt, ct the operational profit can
be computed for each module BLGi and each time point t.
Note that we will usually assume that coper(BLGi) = 4% · c
c(BLGi).
6.1.6 Discounting
When considering the time aspect of money, a discrete discount rate r will be used. The
income and/or outcome will be expressed as: “time 0 money”, i.e. , the value V at time t
will be expressed as
V
(1 + r)t
.
Note that discounting and learning are two independent notions. Learning means real
decreasing of costs, while discounting is just projecting the same amount of money in time.
The time 0 cost of investment c performed at time point t is therefore:
c
(1 + r)t(1 +R)t
,
that is, both effects apply.
6.1.7 Capital Investment Time
When the pulp mill owner invests in a module, it takes some time to build it (say 1–2
years). If we, in this paper, say that the pulp mill owner has invested in some module at
time t (that is, at ∈ ~Ac), it means that the module has been built in such a way that at
time t it will be active for the first time.
8CO2 profit = income for each unit of CO2 sold – cost of transportation.
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For example, if the pulp mill owner wants to operate module BLG3 at time 10, we say
that he/she has invested at time 10 while in reality it may take two years to build it and
the decision has to be made at time 8. This makes no difference, as far we are aware of
this situation, when interpreting the simulation results.
Technically, we accept the following special behavior: if the gasification period starts at
time 10, the pulp mill owner wants to operate the module BLG3 as the first module within
this period (i.e. , at time 10), and the real build process takes, say, two years then the pulp
mill owner in reality takes the decision at time 8, i.e. , already within the previous period.
Moreover, if the pulp mill owner wants to operate module BLG3 at time 1, in reality he/she
must take the appropriate decision at time −1, i.e. , before simulation starts.
However, the question arises of discounting the capital investment cost. In this paper
we use the discount factor corresponding to the year of the first activation of the module.
For example, if the module BLG3 with two years build-time should be active at time 10
(that is, in reality the pulp mill owner takes the decision at time 8), the corresponding
capital investment cost is discounted with factor 1/(1 + r)10 not 1/(1 + r)8.
6.1.8 Account Balance of the Pulp Mill Owner
No doubt, the capital investment cost is relatively high for a single pulp mill owner. If the
pulp mill owner wants to invest in a module with capital cost say C0 = 7 MUSD at time
1, in reality he/she will probably not pay 7 MUSD directly at time 1. Instead, he/she will
pay some fix amount C of money each of the next Tretire years so that when considering
the discount factor r the amount paid will be the same, i.e. ,
C0
1 + r
= C
Tretire∑
t=1
1
(1 + r)t
.
This is, in reality, important for healthy account balancing. On the other hand, the yearly
cost C is computed precisely in such a way that the investment cost is equal to the amount
that should be paid directly. If we are not interested in account balance (and we are not)
there is no difference in paying the capital costs at once or paying a fixed yearly cost for
the next Tretire years.
Therefore, in this paper the capital investment cost is paid fully at once as this is
simpler for computations and estimations.
6.1.9 Special Case: The Last Period
The last gasification period is perhaps artificially ended prematurely by time horizon T .
Hence, the capital investments meant for time Tretire could seem suboptimal for the shorter
period. Therefore, within the last period all capital investment costs will be considered
only with the fraction:
T − gp(#gp) + 1
Tretire
.
The last gasification period usually requires special treatment in computations.
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6.1.10 Total Profit
Now, we define the total profit p achieved by a strategy (gp, a) in terms of “time–0 money”.
Denote the profit gained at time t by pt. Then:
p =
T∑
t=1
pt
(1 + r)t
.
The profit gained at time t depends on operational profit achieved at time t and action
taken at time t:
pt = p
oper
t (rs(a, t)) if at = stay
pt = p
oper
t (rs(a, t))−
c(at)
(1 +R)t
if at ∈ ~A
pt = p
oper
t (rs(a, t))− δt
c(at)
(1 +R)t
if at ∈ ~Ac
where
δt =
{
T−gp(#gp)+1
Tretire
if period end(gp, t) = T
1 otherwise.
6.1.11 Summary
For convenience the summary of notations used is shown in Table 12.
6.2 Assumptions
The following assumptions are made on input parameters of the model.
6.2.1 Costs
Costs should obey the following rules for any permutation (m1, m2, m3) of modules BLG1,
BLG2, and BLG3.
c(m1 → m2) ≤ c(m2) (11)
c(m1 → m2) ≤ c(m2 \m1 | m1) (12)
c(m1 → m2) ≤ c(m2 \ (m1 ∪m3) | m1) (13)
c(m2 \m1 | m1) ≤ c(m2) (14)
c(m2 \ (m1 ∪m3) | m1) ≤ c(m2 \m1 | m1). (15)
(Note that assumptions (11) and (12) are actually dependent on (13–15) and are stated
here only for clarity.) The above conditions claim that switching to an existing module
is always cheaper than building it for the first time ((11), (12), and (13)) and that when
building a new module, the existince of other modules cannot deteriorate the situation
((14), (15)).
6.2.2 Times
We assume that the horizon T is the integer multiple of retirement time Tretire.
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Table 12: Notation summary.
cc . . . . . . capital cost
~c . . . . . . switch-cost
cadd . . . . . . additional switch-cost
c . . . . . . cost in general
T . . . . . . time horizon
Tretire . . . . . . retirement time
r . . . . . . discrete discount factor
pet . . . . . . electricity price at time t (not discounted yet)
pbt . . . . . . biomass price at time t (not discounted yet)
pet . . . . . . CO2 price at time t (not discounted yet)
popert . . . . . . operational profit at time t (not discounted yet)
period begin(gp, t) . . . . . . starting time of gasification period containing t
period end(gp, t) . . . . . . ending time of gasification period containing t
A . . . . . . set of all possible actions
~A . . . . . . set of all possible switch-actions
~Ac . . . . . . set of all possible build-actions with “memory”
a . . . . . . vector of actions
gp . . . . . . gasification points
rs(a, t) . . . . . . running strategy at time t
(a)on . . . . . . module activated by the action a
present(a) . . . . . . modules assumed by the action a to be built earlier
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6.2.3 Periods
We assume that the gasification periods are completely independent and hence can be
independently optimized once gasification points gp are given.
6.3 Merging the Periods (Theorem 1)
Theorem 1. Optimal strategy (gˆp, aˆ) exists such that for each i = 1, . . . ,#gˆp − 2
gˆp(i+ 2)− gˆp(i) > Tretire.
Proof. Let (gˆp, aˆ) be any optimal strategy and let gˆp(i+2)− gˆp(i) ≤ Tretire for some i. We
construct a new optimal strategy (g¯p, a¯) having less pairs breaking the above condition.
The idea is to merge the i-th and the (i+1)-st gasification periods (denote them by Pi
and Pi+1, respectively) into one period. This is feasible with respect to gasification points
since gˆp(i+ 2)− gˆp(i) ≤ Tretire. In other words, let:
g¯p = gˆp(1), . . . , gˆp(i), gˆp(i+ 2), . . . , gˆp(#gˆp).
On the other hand, we achieve the same running strategy (and hence the same operational
profit). The actions a¯t will be the same as aˆt for all time-points except the points of Pi+1.
In the latter period, we have to modify the actions since, e.g. , if one starts period Pi+1
with command BLG1 and module BLG1 has been built within period Pi, then build-action
BLG1 is not valid after merging anymore — one should use switch to existing module
BLG1 instead.
Thus, we replace the original build-actions of Pi+1 by respective switch-actions if the
modules to be built already exist after merging. Similarly, we replace the original build-
actions of Pi+1 by respective modified build-actions if the set of already built modules
changes after merging. The original switch-actions and action “stay” remain unchanged.
Nonetheless, according to assumptions (11)–(15) the modified actions are not more
expensive than the original ones.9 Hence merging of i-th and (i + 1)-st period will not
decrease the total profit. Therefore, (g¯p, a¯) is again an optimal strategy.
Corollary 1. Optimal strategy (gˆp, aˆ) exists having
#gˆp ≤
2T
Tretire
.
Proof. Assume for the contrary that optimal strategy with minimum #gp fulfills:
#gp ≥
2T
Tretire
+ 1.
Take the gasification points gp(1), gp(3), . . . , gp(2T/Tretire+1). Should all of these points
be distanced by more than Tretire then:
T − 1 ≥ gp
(
2T
Tretire
+ 1
)
− gp(1) =
T/Tretire∑
k=1
gp(2k + 1)− gp(2k − 1) >
T
Tretire
Tretire = T,
9Actually, each cost must be considered with respect to learning. However, we do not shift the
actions in time, therefore both the left- and right-hand sides of these inequalities will be “learned”
by the same factor.
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which is impossible. Therefore, there is such i that gp(2i + 1) − gp(2i − 1) ≤ Tretire.
The 2i-th and (2i + 1)-st gasification periods can now be merged, similarly as in the
proof of Theorem 1, thus producing the optimal strategy with less gasification points, a
contradiction.
6.4 Estimating the Profit (Theorem 2)
Theorem 2. Let (gˆp, aˆ) be the optimal strategy. Let pˆ(i) denote its total profit on i-
th gasification period 〈yb, ye〉 (i = 1, . . . ,#gˆp) stated as “time 0 money”. Let Ccheapest =
mini c
c(BLGi) be the initial capital investment cost for the cheapest of BLG modules. Then:
pˆ(i) ≤
ye∑
t=yb
1
(1 + r)t
max
j
(
popert (BLGj)− δ
(i) c
c(BLGj)− Ccheapest
Tretire(1 +R)t
)
−
δ(i)Ccheapest
(1 + r)yb(1 +R)yb
where
δ(i) =
{
T−gp(#gp)+1
Tretire
if i = #gˆp
1 otherwise.
The idea behind this estimation is the following: ignore the switch-costs. As for the
running strategy, suppose that the most profitable module is running in each time point.
However, for each year when the module is active, a corresponding capital investment cost
must be paid (i.e. , the cost cc(.)/Tretire/(1 + R)
t). If, therefore, in this estimation the
pulp mill owner uses the particular module for k years, he/she invests only the amount
approximately proportional to k/Tretire while, in reality, he/she must invest the full capital
investment cost regardless of whether he/she plans to use it for 1 or whole Tretire years. We,
however, have to take discounting into consideration as well. One of the capital investments
(at least the investment into the cheapest module) has to be realized in year yb and hence
appropriately discounted.
Proof. As defined,
pˆ(i) =
ye∑
t=yb
1
(1 + r)t
(
popert (rs(aˆ, t))− δ
(i) c(aˆt)
(1 +R)t
)
.
When ignoring the switch costs we get:
pˆ(i) ≤
ye∑
t=yb
1
(1 + r)t
(
popert (rs(aˆ, t))− δ
(i) c
c(aˆt)
(1 +R)t
I{aˆt∈ ~Ac}
)
.
We now analyze the capital investment cost and limit it from below (which results in
limiting the profit from above). Actually, each BLG part is bought at some time and then
it is used for some years, perhaps even by activation of more modules. For example, a
BLG part in BLG2 ∩BLG3 is always “active” when module BLG2 or BLG3 is on.
In order to simplify the terms re-denote the disjoint Venno-subsets of X0 (see (1)) by
S1, . . . , S7, i.e. ,
X0 = S1 ∪ · · · ∪ S7.
Now the pulp mill owner invests in each of Sj at exactly one time-point within i-th gasi-
fication period (and this investment must be appropriately discounted and “learned”) or
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he/she does not invest in that Sj at all. Actually, the pulp mill owner performs actions in
Ac only; they can, however, be interpreted as investing in some of Sj sets. Therefore, for
j = 1, . . . , 7 we use the following discount factors:
dj =
{
1
(1+r)t(1+R)t
if the pulp-mill owner invest in Sj at time t
0 if she does not invest in Sj within i-th gasification period
and
ye∑
t=yb
δ(i)
(1 + r)t(1 +R)t
cc(aˆt)I{aˆt∈ ~Ac} = δ
(i)
7∑
j=1
cc(Sj)dj.
The pulp mill owner invests in one of the modules (say, in module BLGm) at time yb.
Hence,
Sj ⊆ BLGm =⇒ dj =
1
(1 + r)yb(1 +R)yb
.
Now, let kl (l = 1, 2, 3) be the number of points in time within i-th gasification period
when module BLGl is active. Obviously k1 + k2 + k3 = ye − yb + 1 ≤ Tretire and, therefore,
δ(i)
7∑
j=1
cc(Sj)dj ≥ δ
(i)
7∑
j=1
cc(Sj)
1
(1 + r)yb(1 +R)yb
I{Sj⊆BLGm} +
+ δ(i)
7∑
j=1
cc(Sj)
dj
Tretire
(
k1I{Sj⊆BLG1 \BLGm} + k2I{Sj⊆BLG2 \BLGm} + k3I{Sj⊆BLG3 \BLGm}
)
.
In this sum, the capital investment cost of each part of BLGm is considered fully, while
all other BLG parts with the ratio of actually used years only. The right-hand side of this
inequality can be restated as:
δ(i)
7∑
j=1
cc(Sj)
1
(1 + r)yb(1 +R)yb
I{Sj⊆BLGm} + δ
(i)
7∑
j=1
cc(Sj)
dj
Tretire
ye∑
t=yb
I{Sj⊆BLGrs(aˆ,t)} =
= δ(i)
7∑
j=1
cc(Sj)
1
(1 + r)yb(1 + R)yb
I{Sj⊆BLGm} + δ
(i)
ye∑
t=yb
7∑
j=1
cc(Sj)
dj
Tretire
I{Sj⊆BLGrs(aˆ,t)} =
=
δ(i)
(1 + r)yb(1 +R)yb
cc(BLGm) + δ
(i)
ye∑
t=yb
dj
Tretire
cc(BLGrs(aˆ,t) \BLGm).
Since each module can be active only after it is completely built, it holds:
Sj ⊆ BLGrs(aˆ,t) =⇒ dj ≥
1
(1 + r)t(1 +R)t
.
Moreover,
cc(BLGrs(aˆ,t) \BLGm) = c
c(BLGrs(aˆ,t) \(BLGm ∩BLGrs(aˆ,t))) =
= cc(BLGrs(aˆ,t))− c
c(BLGm ∩BLGrs(aˆ,t))) ≥
≥ cc(BLGrs(aˆ,t))− c
c(BLGm).
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Therefore,
δ(i)
(1 + r)yb(1 +R)yb
cc(BLGm) + δ
(i)
ye∑
t=yb
dj
Tretire
cc(BLGrs(aˆ,t) \BLGm) ≥
≥
δ(i)
(1 + r)yb(1 +R)yb
cc(BLGm) + δ
(i)
ye∑
t=yb
cc(BLGrs(aˆ,t))− c
c(BLGm)
Tretire(1 + r)t(1 +R)t
.
In this sum, the term cc(BLGm) is multiplied with the factor:
f = δ(i)
(
1
(1 + r)yb(1 +R)yb
−
ye∑
t=yb
1
Tretire(1 + r)t(1 +R)t
)
.
However, since t ≥ yb,
f ≥ δ(i)
(
1
(1 + r)yb(1 +R)yb
−
ye∑
t=yb
1
Tretire(1 + r)yb(1 +R)yb
)
=
= δ(i)
(
1
(1 + r)yb(1 +R)yb
−
ye − yb + 1
Tretire(1 + r)yb(1 +R)yb
)
≥
≥ δ(i)
(
1
(1 + r)yb(1 +R)yb
−
1
(1 + r)yb(1 +R)yb
)
= 0
as yb − ye+ 1 ≤ Tretire. Hence f · c
c(BLGm) ≥ f ·Ccheapest, since c
c(BLGm) ≥ Ccheapest. We
then get the following lower bound for capital investment cost:
ye∑
t=yb
δ(i)
(1 + r)t(1 +R)t
cc(aˆt)I{aˆt∈ ~Ac} ≥
≥ δ(i)
Ccheapest
(1 + r)yb(1 +R)yb
+ δ(i)
ye∑
t=yb
1
Tretire(1 + r)t(1 +R)t
(
cc(BLGrs(aˆ,t))− Ccheapest
)
.
So far we have, therefore, obtained the estimation:
pˆ(i) ≤
ye∑
t=yb
1
(1 + r)t
(
popert (rs(aˆ, t))− δ
(i) c
c(aˆt)
(1 +R)t
I{aˆt∈ ~Ac}
)
≤
≤
ye∑
t=yb
1
(1 + r)t
(
popert (rs(aˆ, t))− δ
(i) c
c(BLGrs(aˆ,t))− Ccheapest
Tretire(1 +R)t
)
− δ(i)
Ccheapest
(1 + r)yb(1 +R)yb
.
As we do not now the value rs(aˆ, t), i.e. , we do not know which module is on at time t,
we simply take the maximum over all modules BLG1, BLG2, and BLG3. The statement
of the theorem:
pˆ(i) ≤
ye∑
t=yb
1
(1 + r)t
max
j
(
popert (BLGj)− δ
(i) c
c(BLGj)− Ccheapest
Tretire(1 +R)t
)
−
δ(i)Ccheapest
(1 + r)yb(1 +R)yb
follows.
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Summing the estimation in Theorem 2 by i we estimate the optimal profit pˆ by:
pˆ =
#gˆp∑
i=1
pˆ(i) ≤
T∑
t=1
1
(1 + r)t
max
j
(
popert (BLGj)− δt
cc(BLGj)− Ccheapest
Tretire(1 +R)t
)
−
− Ccheapest
(
1
(1 + r)gˆp(1)(1 +R)gˆp(1)
+ · · ·+
1
(1 + r)gˆp(#gˆp−1)(1 +R)gˆp(#gˆp−1)
+
+
T − gˆp(#gˆp) + 1
Tretire
1
(1 + r)gˆp(#gˆp)(1 +R)gˆp(#gˆp)
)
(16)
where
δt =
{
T−gˆp(#gˆp)+1
Tretire
if period end(gˆp, t) = T
1 otherwise.
This term does not depend on aˆ at all. It depends on gˆp only.
For #gˆp = 3 and T/Tretire = 2 the right-hand side of (16) maximizes at:
gp(1) = 1
gp(2) = Tretire + 1
gp(3) = T
and for #gˆp = 4, T/Tretire = 2 at:
gp(1) = 1
gp(2) = Tretire + 1
gp(3) = T − 1
gp(4) = T.
Denote for the special case of T/Tretire = 2 these maximized terms by p3 and p4, respectively.
In particular, let:
p3 =
T∑
t=1
1
(1 + r)t
max
j
(
popert (BLGj)− δt
cc(BLGj)− Ccheapest
Tretire(1 +R)t
)
−
− Ccheapest
(
1
(1 + r)(1 +R)
+
1(
(1 + r)(1 +R)
)Tretire+1 +
+
1
Tretire
(
(1 + r)(1 +R)
)T
)
;
(17)
p4 =
T∑
t=1
1
(1 + r)t
max
j
(
popert (BLGj)− δt
cc(BLGj)− Ccheapest
Tretire(1 +R)t
)
−
− Ccheapest
(
1
(1 + r)(1 +R)
+
1(
(1 + r)(1 +R)
)Tretire+1 +
+
1(
(1 + r)(1 +R)
)T−1 + 1
Tretire
(
(1 + r)(1 +R)
)T
)
.
(18)
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Corollary 2. Let T/Tretire = 2 and let pk (k = 3, 4) be constants given by (17) and (18).
Let (gˆp, aˆ) be an optimal strategy. Let a feasible strategy (g¯p, a¯) exist with #g¯p ≤ k − 1
having total profit p¯ > pk. Then #gˆp ≤ k − 1.
Proof. Should #gˆp ≥ k for some optimal strategy (gˆp, aˆ), then for its total profit pˆ it holds
pˆ ≤ pk. Therefore,
pk < p¯ ≤ pˆ ≤ pk
is a contradiction.
6.5 Eliminating the Switch-Choices (Theorem 3)
Recall that the gasification periods are independent. Therefore, to find the optimal series
of actions given the gasification points actually means to find optimal series of actions
for each of the gasification periods. Moreover, the gasification periods can be optimized
separately.
Suppose in this section the the capital investment actions have been fully distributed
over the period 〈yb, ye〉, that is, the decision on which modules to build and when to build
them has already been taken. The only decision that remains is to determine the actual
running strategy, that is, to distribute the switch actions: optimally and feasibly with
respect to the capital investment actions.
There are, of course, many feasible distributions and we can, however, prove for some
of them that they are suboptimal.
Theorem 3. Let 〈yb, ye〉 be a gasification period. Let a be a feasible series of actions on
〈yb, ye〉. Let τ ∈ {yb, . . . , ye} denote the point in time such that aτ ∈ ~A∪Ac and this action
changes the running strategy from module BLGi to BLGj.
(a) if τ > yb, aτ−1 = stay and
poperτ−1(BLGi) < p
oper
τ−1(BLGj)−
r +R+ rR
(1 + r)
·
c(aτ )
(1 +R)τ
then a is suboptimal.
(b) if τ < ye, aτ+1 = stay and
poperτ (BLGj) < p
oper
τ (BLGi) +
r +R+ rR
(1 + r)(1 +R)
·
c(aτ )
(1 +R)τ
then a is suboptimal.
The primary aim of this theorem (as the section heading states) is to eliminate the
switch-choices, i.e. , the case when aτ ∈ ~A. It is, however, valid (and can be used) for
capital investment actions (aτ ∈ Ac) as well.
Proof. We prove only part (a) — the proof of part (b) is similar. As for part (a) we can
transform the series of actions a into a new feasible series a¯ as follows:
a¯t =


aτ if t = τ − 1
aτ−1 = stay if t = τ
at otherwise
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that is, we swap actions at time τ and τ − 1. In particular, we perform the action aτ one
year earlier in a¯ than in a. With this change, the profit changes as well. Since no points in
time except τ and τ − 1 have been changed, the profit difference of series a and a¯ stated
as “time τ − 1 money” is:
d =
(
poperτ−1(BLGi) +
poperτ (BLGj)
1 + r
−
c(aτ )
(1 + r)(1 +R)τ
)
−
−
(
poperτ−1(BLGj) +
poperτ (BLGj)
1 + r
−
c(aτ )
(1 +R)τ−1
)
=
= poperτ−1(BLGi)−
(
poperτ−1(BLGj)−
r +R+ rR
(1 + r)
·
c(aτ )
(1 +R)τ
)
.
Therefore, if d < 0 the series of actions a is suboptimal, as the theorem claims.
6.6 Propagating the Substrategies (Theorem 4)
In this section we state how to spread the information gathered by optimizing one gasifi-
cation period and, hence, easily optimize another gasification period.
Theorem 4. Let yb ≤ ye ≤ T − 2, let aˆ be the optimal series of actions for period 〈yb, ye〉
and pˆ be the optimal profit achieved on period 〈yb, ye〉. Then, for maximum profit pˆ
+ on
period 〈yb, ye + 1〉 it holds:
pˆ+ ≤ pˆ+max
j
(
poperye+1(BLGj)
)
.
Moreover, if poperye+1(rs(aˆ, ye)) = maxj
(
poperye+1(BLGj)
)
then
pˆ+ = pˆ+ poperye+1(rs(aˆ, ye))
and this profit is achieved by series of actions a+:
a¯+t =
{
aˆt t ∈ {yb, . . . , ye}
stay t = ye + 1.
Proof. Let aˆ+ be the optimal series of actions for period 〈yb, ye + 1〉 and pˆ
+ be its profit.
Then, the series of actions a¯
a¯t = aˆ
+
t
for t ∈ {yb, . . . , ye} is feasible for period 〈yb, ye〉 and achieves profit:
p¯ = pˆ+ − poperye+1(rs(aˆ
+, ye)) +
c(aˆ+ye+1)
(1 + r)ye+1(1 +R)ye+1
(19)
Note that as ye ≤ T−2, both ye, ye+1 ≤ T−1, thus none of the periods 〈yb, ye〉, 〈yb, ye+1〉
is the last period. This is important since within the last period the capital costs are not
covered fully but only with a ratio proportional to the period length. Hence, we are not
able to handle the last period with this reasoning. However, as ye ≤ T − 2, this is not the
case and the equation (19) holds.
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Since a¯ is the feasible series of actions, it holds p¯ ≤ pˆ, i.e. ,
pˆ+ ≤ pˆ+ poperye+1(rs(aˆ
+, ye))−
c(aˆ+ye+1)
(1 + r)ye+1(1 +R)ye+1
≤ pˆ +max
j
(
poperye+1(BLGj)
)
(20)
as the theorem claims. Moreover, the series of actions:
a¯+t =
{
aˆt t ∈ {yb, . . . , ye}
stay t = ye + 1
is feasible for the period 〈yb, ye + 1〉. Its profit is:
pˆ+ poperye+1(rs(aˆ, ye)).
Therefore,
pˆ+ poperye+1(rs(aˆ, ye)) ≤ pˆ
+. (21)
If poperye+1(rs(aˆ, ye)) = maxj
(
poperye (BLGj)
)
, from (20) and (21) we get:
pˆ+ poperye+1(rs(aˆ, ye)) ≤ pˆ
+ ≤ pˆ+ poperye+1(rs(aˆ, ye)).
Therefore, equality holds, i.e. , the series of actions a¯+ is optimal for the period 〈yb, ye+1〉
and gains profit
pˆ+ = pˆ+ poperye+1(rs(aˆ, ye)).
7 Generating the Price Processes
Price information was taken from Riahi et al. (2004) and Nakicenovic and Riahi (2002).
Riahi et al. (2004) computed electricity and carbon prices as shadow prices in GHG sta-
bilization runs including carbon capture technologies (CCT) aiming at atmospheric CO2
concentrations at about 550 ppmv. Two stabilization scenarios for each baseline were de-
veloped — one assuming constant costs for CCTs (A2–550s, B2–550s), and one including
learning for CCTs (A2–550t, B2–550t). All four stabilization scenarios are based on iter-
ated runs of MESSAGE-MACRO (Messner and Schrattenholzer, 2000). The MESSAGE-
MACRO is a “frictionless” global optimization framework assuming full spatial and tem-
poral flexibility, including the free movement of investments. The resulting CO2 emissions
trajectories of the mitigation scenarios are shown in Figure 4. Emissions peak at about 9
to 12 GtC around 2050. Emissions decline to slightly less than the 1990 emissions level (6
GtC) by 2100. These emissions profiles are similar to other emissions trajectories for 550
ppmv stabilization cases found in the literature (Wigley et al., 1996; Riahi and Roehrl,
2000).
7.1 CO2 Price
The carbon value is an endogenous output calculated by the MESSAGE model. It can be
interpreted either as a carbon tax or value of an emission permit that has to be introduced
in a carbon-constrained world in order to meet the stabilization target. In the stabiliza-
tion scenarios, CO2 prices grow steadily from about 5 US$/tCO2 in 2020, to about 7–17
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Figure 4: CO2 emission trajectories.
US$/tCO2 in 2050, to about 33–70 US$/tCO2 in 2070, and to about 110–136 US$/tCO2
in 2100. The sharp increase at the end of the century is partly due to discounting with
a 5% annual rate. In order to constrain the range within which the prices are allowed
to fluctuate, we selected the A2–550t price trajectory as an approximation of the upper
bound and the B2–550t price trajectory as an approximation of the lower bound. Mainly
due to discounting and also due to population and GDP growth, the CO2 price process is
modelled to be time dependent. More precisely, the CO2 price trajectories are generated
as follows:
pct = c1 + c2t+ c3t
2 + ǫct (22)
where ǫct ∼ N(0, (σ
c
t )
2) and (σct )
2 = sc0+ s
c
1t
2. The parameters ci, i = 1, 2, 3 were estimated
to fit the carbon shadow prices by Riahi et al. (2004) as described above. ǫct were conjec-
tured based on subjective judgment. Figure 5 shows the CO2 price trajectories produced
by equation (22) for 10 simulations.
7.2 Electricity Price
Due to the stabilization constraint, Riahi et al. (2004) compute an electricity price increase
of about 100% of the coming century. We fitted the electricity price trajectory to the
following equation:
pet = e1 + e2t+ e3t
2 + ǫet (23)
where ǫet ∼ N(0, σ
2
e). The electricity price is modelled as a time dependent process. The
parameters ei, i = 1, 2, 3 were estimated to fit the electricity shadow prices by Riahi et al.
(2004). ǫet and the correlation between the CO2 and the electricity price, ρ(p
c, pe), were
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Figure 5: CO2 prices trajectories produced by 10 simulations.
conjectured based on subjective judgment. Figure 6 shows the electricity price trajectories
produced by equation (23) for 10 simulations.
7.3 Biomass Price
In a comparative study of energy scenarios Nakicenovic and Riahi (2002) compute, using
the MESSAGE-MACRO modeling framework, shadow prices for inter alia biomass for
energy — essentially representing marginal costs given the scenario assumptions. We again
selected the values for the A2 and the B2 scenario in order to guarantee overall consistency
with the MESSAGE-MACRO modeling framework. The price development is estimated
consistent with historical trends of wood prices compared to pulp wood price statistics
(FAO, 2003). The biomass prices are generated as:
pbt = b1 + b2t+ b3t
2 + ǫbt (24)
where ǫbt ∼ N(0, (σ
b
t )
2) and (σbt )
2 = sb0e
sb1t. Similarly to the electricity price and the CO2
price also the biomass price is modelled as a time dependent process. It is assumed that
cost reductions in forest operation and harvesting are not entirely offset by the increase
in price due to increased demand. The parameters bi, i = 1, 2, 3 were estimated to fit
the biomass shadow prices by Riahi et al. (2004). ǫbt and the correlation between the
CO2 price and the biomass price, ρpc,pb, were conjectured based on subjective judgment.
Figure 7 shows the biomass price trajectories produced by equation (24) for 10 simulations.
8 The Algorithm
We now discuss the algorithm used to optimize the pulp mill owner decision.
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Figure 6: Electricity prices trajectories produced by 10 simulations.
First of all, realize that it is improbable (although possible) that the pulp mill owner
ends some gasification period prematurely as his/her optimal action. If he/she does this,
say one year earlier than time Tretire expires and ceteris paribus, at least some capital
investment action will be performed one year earlier. Because of discounting and learning,
instead of the cost c he/she then pays the cost (1+r)(1+R)c, that is, the difference will be
approximately (r + R)c. As an advantage, he/she wins the chance to choose the effective
module for time point Tretire. Therefore, profit is decreased by approximately (r + R)c
for some capital investment cost c and increased by the difference of operational profits
for some two modules.10 However, the stated difference in costs is within “real-world”
parameter values probably higher than the stated difference in profits. For Tretire = 25
and T = 50 (that is, for our case), therefore, probably the optimal gasification points are
(1, 25, 50).
Our algorithm is optimized for this case, however, it does not ignore the (improbable)
case that another choice should optimally be taken. Therefore, our algorithm is fast for
“reasonable” input parameters as it checks the case (1, 25, 50) and uses the estimations
(which is once again fast to compute) to prove that other choices are suboptimal. For
“non-reasonable” input parameters such an algorithm can be very slow (in an extreme
case the full exponential search will be performed).
We now start with a rough skeleton of the algorithm and later refine each of its steps.
The basic idea of the simulation is very simple; we check all feasible strategies and select
10This consideration is only approximate as the following has not been discussed:
• switching costs and additional (switching) cost paid by capital investment actions, and
• at each time point only one action can be taken, hence, shifting the actions over time need
not always be plausible.
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Figure 7: Biomass prices trajectories produced by 10 simulations.
the one with maximum profit achieved. Such an algorithm would be obviously correct but
unacceptable with respect to computation time.
This is where theorems of this paper are used — they prove (under some circumstances)
that some relatively large amount of feasible strategies must be suboptimal. With this
help the number of strategies that have to be checked is significantly decreased and the
simulation stops in effective time. It is, however, true that the eliminating effect of the
theorems depends on the input parameters of the algorithm. Should the input values
significantly change it is possible that achieved computation time will still be too high —
the theorems have been carefully chosen in such a way that they result in an algorithm
with good performance for the input parameters observed in a real world.
Although we only “check all feasible strategies”, such a check must be well organized
because for the eliminating effect of theorems it is important to find better strategies
earlier (the worse strategies are then earlier recognized as such and, hence, a larger number
of strategies can be suppressed). We expect that “better strategies” will use only few
gasification periods, will not build too many modules within a period and will not switch
too often.
Thus, the corresponding strategy search will be organized as follows (the algorithm is
schematically stated in Figure 8):
1. First of all, we choose the number of gasification points (#gp) our strategy will
use, starting with T/Tretire (i.e. , with Tretire-years periods) and ending with T
(i.e. , with 1-year periods). Thus, we prefer less periods which are, as a result,
longer.
2. For the chosen #gp we check all feasible gasification points (see (2)). This
splits the time scale {1, . . . , T} into gasification periods.
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3. Each of the gasification periods will now be optimized separately (the total
profit is given by the appropriately discounted sum of period profits).
4. We start the period optimization by choosing the number of modules built
within the particular period (1–3), preferring less modules.
5. Now, we choose which modules will be built (cheaper modules are preferred)
and when exactly they will be built in order not to violate feasibility (see
(3)–(8)), e.g. , some module must be built at the beginning of each period.
6. It suffices now to add switch actions by back-tracking through all of the pos-
sibilities. We prefer not to switch as the first choice at each point in time.
1. for each #gp := T/Tretire to T do
2. for each feasible gp of size #gp do
3. for each gasification period 〈yb, ye〉 defined by gp do
4. for each #BLG := 1 to 3 do
5. for each subset K of {BLG1,BLG2,BLG3} of size #BLG do
6. for each feasible distribution of capital investment actions for
modules in K within 〈yb, ye〉 do
7. for each feasible distribution of switch actions for
modules in S within 〈yb, ye〉 do
8. compute the strategy profit;
9. return the best profit found;
Figure 8: Basic skeleton of the algorithm.
Now we are ready to apply theorems. First of all, observe that within the optimization
process we possibly multiply optimize the same gasification period. For example, if the
gasification points are (1, 10, 30) we have to optimize the period 〈1, 10〉 and when the
gasification points are (1, 10, 31) we again optimize the same period 〈1, 10〉. However, as
gasification periods are independent, the optimal strategy for 〈1, 10〉 must in both cases be
the same as well. Hence, it is reasonable to maintain the cache (the knowledge base) of all
optimal strategies for gasification periods found so far. The optimization is started only
if the required strategy is not available in cache, otherwise the strategy is directly read
from the cache. Of course, after optimal strategy for some gasification period is found, it
is stored in cache for (possible) future use. Moreover, always when we store some optimal
period strategy in cache, we apply Theorem 4 as we can possibly store the optimal strategy
for the extended period as well.
The actual refinements are as follows:
• Consult the algorithm in Figure 8. According to Corollary 1 the upper bound
for #gp in Step 1 of the algorithm can be justified to 2T/Tretire instead of T .
This is at most 4 for T/Tretire = 2.
Moreover, this bound can be made yet tighter using Corollary 2. If we have
found a feasible strategy with profit p and #gp = 2 where p > pˆ3 in notation
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of Corollary 2, then it is not necessary to check strategies with #gp = 3, 4
anymore. Similarly, if we have found a feasible strategy with profit p and
#gp = 3 where p > pˆ4, then it is not necessary to check strategies with
#gp = 4 anymore.
• So far, we have improved the Step 1 of the algorithm. Theorem 1 improves
Step 2 — we are not interested in all possible gasification points, we need to
deal only with those strategies where the gasification points fulfill the condition
of Theorem 1.
• Further algorithm improvements can be achieved by using estimations. Before
the algorithm proceeds to Step 3, it estimates the maximum profit achievable
at given gasification points. Note that in Step 3 the gasification points (and
hence the periods) are already chosen (this happened in Step 2), hence we can
estimate from above the profit achievable at each of the gasification periods,
sum up and get the upper estimation of the profit achievable within chosen
gasification points. If this estimation is worse than the best strategy found so
far we will not proceed in optimizing the periods, we instead directly proceed
to the next gasification points choice, thus omitting Step 3 or the rest. Note
that the estimation should be done again and again in each iteration of Step 3
even for the same gasification points, because as the algorithm proceeds, the
knowledge-base (i.e. , the cache) extends and thus tighter estimations are
possible as time passes (the situation that was not rejected earlier can be
rejected now, when the knowledge base has been extended).
The profit estimation for the period itself is done using Theorem 2. Moreover,
under some circumstances (according to the content of the knowledge base)
the estimation in Theorem 4 can apply. If this is the case, the tighter of both
estimations is used. Of course, if there are data in cache for a particular period,
no estimation is necessary, we use the exact optimal period profit read from
the cache instead.
• We will not refine Steps 4–6 of the algorithm as there are not so many possi-
bilities when compared to the other steps.
• However, we must improve the performance of Step 7. As we expect that
periods are long (i.e. , approx. Tretire) and at most three years are already
endowed with action (i.e. , the capital investment action) all other points in
time (which are many) are free for a switch action. Actually, at each point
in time the pulp mill owner can switch to any module that has already been
built. Finally, the module that is on can even influence the capital investment
cost.
We, therefore, proceed in a left-to-right manner in time, always testing all
possible switches. We exploit the tree of all possibilities using a depth-first
method, i.e. , by back-tracking always preferring the action “stay”. At each
point in time we first add the operational profit of the current choice branch,
subtract the switch-cost and all of the capital investment costs according to the
choice in Step 6. For the rest of the period 〈yb, ye〉, we simply add maximum
operational profit that the built modules can produce. If this estimation does
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not exceed the best period profit found so far, it is not worth stepping further
forward — the branch is pruned and back-track occurs.
Moreover, under some circumstances a few choices can be eliminated (see
Theorem 3).
9 Results
In this paper we analyzed different combinations of energy conversion and CO2 capture
and storage technologies in pulp and paper mills (see Section 5). The main interest was the
choice of timing in switching from one CO2 capture technology to the another triggered by
the exogenous stochastic price process. These expected prices of the respective processes
are consistent with the IIASA-MESSAGE model, which assesses the future of the global
energy system up to 2100. Apart from gasification technology we also assessed recovery
boiler (RB) technology, which can be considered to be state-of-the-art technology today.
A direct comparison of recovery boiler technology with gasification technology is not pre-
sented in this paper due to the difficulties of developing consistent technological learning
scenarios. We, therefore, present RB and gasification technologies (BLG) separately. We
ran 200 simulations for each of the mentioned cases. We consider the total time period to
be 50 years (T = 50), the retirement time of the equipment to be 25 years (Tretire = 25)
and the discount rate to be 10%. Since our main interest was to find the expected optimal
time to enter the carbon market, i.e., to start capturing CO2, the presentation of the re-
sults will be biased towards CO2 capture technology. The results will be presented in such
a way that the sensitivity of optimal commitment to technological learning assumptions
and various transportation distances for CO2 can be assessed. We consider three different
learning rates of 5%, 10%, 15% and three different transportation distances of 100 km, 400
km and 1000 km.
There is an option in the model to terminate the period prematurely, i.e. , earlier than
after time Tretire expires. However, as expected and shown in Section 8, the results of
simulations show that such a case almost never happens. Regardless of the type of module
in all simulations the optimal time to start a new gasification period is always the year
Tretire + 1 = 26.
The only situation when the period is perhaps terminated prematurely, is the last
period. The last period is treated specially (see Section 6)—it is proportionally valued and
this sometimes (but rarely) causes the premature termination of the second gasification
period and starting of the third period a few years before the year T .
9.1 Case of the Recovery Boiler (MPM/RB and IPPM/RB)
When we run the market pulp mill with recovery boiler option (MPM/RB) we find that
the capture option is almost never used. The build frequency is very low at around a
frequency of 2 out of 200 simulations. In addition, the building of an MPM with RB and
capture technology occurs in the last two years of the simulation only.
Not surprisingly, the CO2 capture option is never chosen for the integrated pulp and
paper mill with recovery boiler (IPPM/RB). This is the case even for a very ambitious
learning rate of 15%. However, for recovery boilers, which is already a mature technology
today, such learning rates might never materialize. This result can mainly be attributed
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to the steep increase in biomass requirement and to the high capital and operation costs
of installing post-combustion capture technology.
9.2 Case of the Market Pulp Mill (MPM/BLG)
Black liquor gasification (BLG) on the other hand seems to be better adapted to a market
situation where, in particular, carbon is priced. We find that for both the IPPM and the
MPM, BLG1 is consistently built in the first year. Nonetheless, the results differ with
respect to the capture options. For MPMs the module BLG3 is built in all cases, while
built-time of BLG2 vary over different choices of parameters. The building time of BLG3
is concentrated within the first ten years of the second simulation period (i.e. , years 26–
35). In cases of faster learning (15%) and short transportation distance (100 km) BLG3 is
committed to the market already in year 21 in 3 out of 200 cases. In general, the higher the
learning rate, the sooner the first build of the CO2 capture technology, which is because
with the higher learning rate the technology becomes “sooner cheaper”. (Note that lowering
capital investment costs due to learning effect automatically lowers the operational costs
as well, thus increasing the operational profit. However, as operational costs are paid on a
yearly basis — unlike the capital investment costs that are paid on a 25 year long period-
basis — the decrease of capital investment costs dominates). Figure 9 shows the frequency
distribution of commitment for the three gasification technologies in the MPM environment
for a small distance (100 km) and fast learning (15%). Under fast learning assumptions we
observe that BLG3 is added to BLG1 prior to the end of the first gasification period. This
effect is more pronounced in the case of small CO2 transportation distances, where such
replacement occurred in 159 out of 200 scenarios. However, the technological life time effect
is still dominating given slow and medium learning rates. Only in 6 out of 200 simulations
with slow and medium learning rates and given a small transportation distance it has
been optimal to invest into BLG3 technology prior to the year 26. For fast and more so for
medium learning rates, at all distances, we observe a ‘commitment spike’ in the year 26, i.e.
, in the first year of the second period (see Figure 10). The spike results from the fact that
it is more profitable to postpone the building of the BLG module with CO2 capture to the
second period than to upgrade the existing BLG1 by CO2 capture technology just before
the end of the first period. In most cases we observe a direct switch from BLG1 to BLG3.
However, it was observed that in many cases BLG2 acted as a transitory technology, that
is, there was a switch from BLG1 to BLG2 a few periods before year 26. The appearance
of the transitory technology in the MPM case was most pronounced in the fast learning
case. For instance, with small transportation distances BLG2 appeared in 47 out of 200
simulations for the case of fast learning and only in 12 out of 200 for the slow learning case
(see Figure 11).
Our main interest has been to find the expected optimal commitment time for CO2
capture technology. The results for the MPM/BLG3 are depicted in Figure 12. We observe
that under faster learning the transportation distance does not influence the commitment
time significantly.
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Figure 9: Frequency distribution of commitment time for MPM/BLG technologies:
short distance (100 km), high learning rate (15%).
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Figure 10: Frequency distribution of commitment time for MPM/BLG3 technology.
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Figure 11: Frequency distribution of commitment MPM/BLG2 technology.
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Figure 12: Learning effect on the expected commitment time for MPM/BLG tech-
nologies under different transportation distances.
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9.3 Case of the Integrated Pulp and Paper Mill (IPPM/BLG)
Overall the scenarios with IPPM/BLG feature less variability. Similarly as in the MPM
case, the module BLG1 is always built in the first year of the first investment period.
However, BLG3 does not appear to be competitive and is only built in one percent of the
scenarios. Figure 13 shows the distribution of commitment strategies for small transporta-
tion distances (100 km) and slow learning (5%). Independent of transportation distance
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Figure 13: Frequency distribution of commitment time for IPPM/BLG technologies:
short distance (100 km), low learning rate (5%).
for the slow learning assumption the timing to build BLG2 is mostly dominated by the
technical retirement restriction. For higher learning rates the technology switch occurs
mostly prior to technical retirement and most interestingly prior to the MPM case.
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gies.
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Figure 14 shows that the expectation and the variance of the first commitment of
BLG2 are rather insensitive to transportation distance of CO2—despite the rather high
assumption on the transportation price for long distances of about 20USD per tonne of
CO2. Contrarily, the learning assumptions make a remarkable difference. In the case of
high learning, irrespective of transportation distance, BLG2 is committed by about 6 years
earlier than in the case of low learning, which corresponds to a 22% reduction of the life
time of the energy system of the IPPM.11 In contrast to the MPM, the IPPM requires
additional biomass to cover its energy demand. Therefore, the results are sensitive to the
assumptions of additional biomass requirement.
Similarly as for MPM/BLG technology, we calculated the expected commitment time
for CO2 technology also for the case of IPPM/BLG. Figure 15 shows the expected optimal
commitment time for the BLG2 module. For almost all combinations of learning rates and
transportation distances one expects the commitment of BLG2 to occur already in the first
period.
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Figure 15: Learning effect on the expected commitment time for IPPM/BLG tech-
nologies under different transportation distances.
11Note that BLG2 does not fully replace BLG1. There are a number of parts that are used by
both technologies.
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10 Discussion
This paper is about the valuation of energy technologies which are expected to become
competitive in the global energy market within the first half of this century. We developed
a model that allows us to benchmark new and emerging energy technologies that are
consistent with a variety of scenario families of global energy scenario models. Differences
within the families are captured by the stochastic movement of input and output prices.
In this study we have adapted the model in order to guarantee consistency with one of
the leading IPCC global energy scenario models — the IIASA-MESSAGE model. Clearly,
the results have to be interpreted within the set-up of the benchmark model, its implicit
assumptions and the conditions underlying the scenario family that we have chosen. BLG
technologies have not yet been included in such global energy scenario models, but have
been mentioned as a low hanging fruit with respect to the implementation of CO2 capture
and storage technologies. Yet the optimal commitment strategy of this set of technologies
has not yet been assessed in such scenarios. Our approach can also be considered novel as it
considers investment decisions under uncertainty in an environment of multiple stochastic
input-output relations. In our case inputs and outputs are stochastically correlated and
there is a time-variant motion of the expected price.
There are a number of interesting general results that can be drawn from our model.
First, it was observed that optimal timing has a spread of about 10 years, which is due to
uncertainty in the input and output prices. In an environment with endogenous learning,
i.e., learning as a function of the amount of accumulated capacity, such a commitment
spread would considerably alter results in IPCC-type energy assessment models if they
were to consider uncertainty. Second, in the face of uncertainty more flexible technologies
(i.e., smaller sunk costs for technological upgrading like BLG2) become competitive earlier
and can act as transition technologies. However, such transition technologies procrastinate
the implementation of technologies that turn out to be superior in the long-run (BLG3). In
a model of endogenous learning transition technologies could, thus, lead to slower overall
technological change. In this sense the slowing effect of flexible transition technologies
could be understood as a “technological risk premium” for the overall energy system, if
the energy costs of the total system increases due to lost learning time for the superior
technology. Third, the introduction of uncertainty is more likely to allow for a more
technological diverse energy portfolio. In our simulations for the MPM/BLG case all
three technological BLG options are present in the 10 year window around the end of the
technological lifetime of BLG1. Most interestingly, we observe that technological diversity
increases with the rate of learning. This result can be explained by the fact that the leap-
frogging gap, in our case to jump from BLG1 directly to BLG3, increases with high learning
rates and must be bridged by a flexible transition technology. However, this insight is yet
to be scrutinized in an environment of differential learning rates and the introduction of
research and development investments driving learning rates.
Before, we start to consider the technological implications from the consistent, but un-
certainty augmented analysis of BLG, we will shortly discuss differences with the insights
gained from assessing BLG technologies so far. Observations from earlier economic assess-
ments by Mo¨llersten et al. (2004) and Mo¨llersten et al. (forthcoming), which were based
on the “CO2 capture cost”:
(i) Post-combustion CO2 capture in IPPM with boiler technology slightly more
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economically attractive than pre-combustion capture in MPM with BLGCC.
(ii) The CO2 capture cost in BLGCC systems without CO-shift was a less at-
tractive alternative than capture in systems with CO-shift for both pulp mills
and integrated pulp and paper mills. In those studies, however, the CO2 cap-
ture costs were estimated considering static electricity and biomass prices (one
fixed price for electricity and biomass, respectively). That approach gave only
limited information about the economic feasibility of the studied technologies
since it did not consider the impact of the expected upwards development
and fluctuation of electricity and biomass prices along with the price of CO2,
which may be expected as CO2 restrictions become more stringent. In this
study the feasibility of CO2 capture is sensitive to the price of biomass—or
the cost incurred when large amounts of additional biomass is required. In
this study post-combustion CO2 capture is much less attractive because the
applied method gives due credit to the superior efficiency of systems based on
gasification (CO2 capture leads to lower penalty in terms of decreased elec-
trical efficiency and increased biomass requirement). Moreover, for BLGCC
systems, the model chooses systems with CO-shift only for the MPM where no
additional biomass is needed. In the case of IPPM the model prefers technol-
ogy without CO-shift, capturing a smaller fraction of the carbon in the fuel,
due to the dramatically increasing biomass requirement when a larger fraction
of the carbon is captured. Thus, this model shows clear advantages of systems
based on gasification.
There are a number of interesting insights from the modeling exercise with respect to
technological features and its implications for competitiveness. The insensitive character of
the results to transportation distance comes with some surprise since biomass-based energy
conversion technologies are usually associated with a “logistical nightmare”. We analyze
systems with a fuel input between 300 to 500MW. Today, pulp mills manage to supply
mills with biomass corresponding to around 700MW (half of the biomass ends up as fiber
products), which proves that this is already logistically feasible. We also show that CO2
transportation can be managed, assuming transportation costs up to 20USD/tCO2. This
is an important insight as larger scales seem to be economic, as we anticipated. Due to the
low sensitivity to transportation costs the technology can be regarded as geographically
flexible.
Overall, the results are sensitive to the additional biomass requirement except for the
case of MPMs where, for BLG, no additional biomass is required. The timing and choice
of technology seems to be more determined by the CO2 price dynamics. For instance the
IPPM BLG3, which captures more CO2 than BLG2, appears in most cases more competi-
tive, despite considerable higher capital investment costs.
The above suggests that the emphasis should be placed more upon developing efficient
conversion systems (with minimized energy penalties) rather than on reducing cost for stor-
age and transportation. Larger scales might be more competitive and this issue will need
to be further investigated. In addition, despite the modular structure of the technologies
there is still much room to increase overall flexibility of BLG technologies.
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11 Conclusions
In this paper we have performed an uncertainty augmented benchmarking exercise of future
energy technologies in a multiple input-output setting. Due to the high dimensionality of
the problem we have specially designed a frugal algorithm to compute optimal commitment
strategies using forward stochastic optimization. We apply our model to a portfolio of
energy technologies in the pulp and paper industry. The technological benchmarking is
consistent with scenario families of the IPCC global energy models. We consider the case
of RB and BLG technology in MPM and IPPM in an investment under uncertainty. One
stochastic input price signal for biomass and two stochastic output signals for electricity and
carbon permits are considered. Such exercises could appear to be especially beneficial for
strategy building of re-engineering existing engineered technologies in specialized research
and development laboratories of the industry. Finally, the aim of this report was to obtain
a first insight into this types of problems. In future research we are planning to continue
with this analysis within the real options framework (Dixit and Pindyck, 1994). A major
advantage of this approach is the ability to analyze better the value of flexibility and
uncertainty. However, to implement the real options approach in such a complex model
(three stochastic processes and seven different options) would require finding a very efficient
way in order to be able to deal with the exponential computational time for a backward
dynamic programming algorithm.
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