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ABSTRACT 
The thesis describes Load Frequency Control techniques which may be 
used for real~time on-line control of large electrical power systems. Traditionally 
the frequency control of power systems has been carried out using standard 
fixed parameter control schemes, which give control over the immediate steady-
state error and the long term accumulated frequency error, but do not account 
for the fact that system conditions can alter due to the change in consumer 
load and generating patterns. The thesis presents a method of controlling the 
system frequency using adaptive control techniques, which e:rtsure that optimal 
control action is calculated based on the present system conditions. It enables 
the system operating point to be monitored so that optimal control may 
continue to be calculated as the system operating point alters. The proposed 
method of frequency control can be extended to meet the problems of system 
interconnection and the control of inter-area power flows. 
The thesis describes the work carried out at Durham on a fixed parameter 
control scheme which led to the development of an adaptive control scheme. 
The -controller was validated against a real-time power system simulator with 
full Energy Management software. Results are also presented from work carried 
out at the Central Electricity Research Laboratories under the C.A.S.E award 
scheme. This led to the development of a power system simulator, which along 
with the controller was validated on-line with the Dispatch Project used by the 
Central Electricity Generating Board. 
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CHAPTER 1 
JINTRODUCTJION 
1.1 An Jrntroduction to Electrical Power Systems 
The primary function of an electrical power system is to provide a secure, 
economic and reliable source of electricity to the consumer. The term consumer 
refers to both the domestic user, who will use in the order of a few tens of 
kilowatts of power, to an industrial user such as a steel works who may use 
several megawatts of power. 
The electricity is supplied to the user as an alternating current with a 
sinusoidal voltage wave form. Industrial users are usually supplied by three 
phase supply which consists of three alternating currents with a phase shift 
of 120 degrees between each of the voltage wave forms. The voltage level is 
measured between each of the phases and can be as high as several tens of 
kilovolts depending on the user's requirements. It is more economical in terms 
of capital expenditure to construct a power system as a three phase supply 
and it is hence only split into three single phases just before it reaches the 
domestic user. For the. domestic user, the voltage is measured with respect 
to the neutral line, its value varies from country to country but is usually in 
the range of 120-240 Volts. The load imposed on the system by the domestic 
users is divided evenly amongst the three phases, thus it is sufficient for the 
power system operator to consider only one of the phases of the system and it 
is usual for diagrams and displays only to detail one phase. 
The process of supplying the consumer with electricity can be divided into 
three distinct functions, . these are: generation, transmission and distribution. 
These are briefly discussed in the following section and are illustrated using 
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references to both the Central Electricity Generating Board 209,21° (C.E.G~B.), 
which supplies England and Wales, and also to other power system companies 
where relevant. 
The formalisation of the electricity supply industry 42 in England and 
Wales occurred in 1947, with the Electricity Act. The Nationalised Industry, 
was formed from the British Electricity Authority, together with fourteen area 
boards. The Electricity Act in 1957 created the Electricity Council and the 
C.E.G.B. 
Electricity generation is basically a conversion process in which a primary 
energy source is converted into electrical energy. The primary element of an 
electrical power system is the plant in which a basic fuel is converted into 
electricity. The fuel may take many forms from coal or oil to nuclear fission, or 
the recovery of kinetic energy from moving water. In most plant the basic fuel 
is directly or indirectly used to produce steam by the extraction of energy from 
the fuel as heat. The high pressure steam is then used to drive a turbine which 
in turn supplies mechanical energy to an electric generator. There are many 
general references available, some of the better ones are 113,114,139,147,215,222 
Coal-fired plant is the type most ·used in the UK, but this is not so 
for all countries. The coal is used as the primary energy source, which has a 
great effect on the positioning of the power station. The schematic diagram 
for a conventionally fired power station is shown in diagram 1.1. 
A steam turbine generally consists of a high pressure (H.P.), intermediate 
pressure (I.P.), and a low pressure (L.P.) cylinder. The exhaust steam from 
the H.P. cylinder is reheated in the boiler before it enters the I.P. cylinder. 
Reheating increases the temperature of the steam, which enables the power 
output of the unit to be increased by the use of the I.P. and L.P. cylinders. It 
also reduces the problem of wet steam in the L.P. section of the turbine. In the 
L.P. section the turbine blades are long and the peripheral blade speed is very 
high. This means that water droplets in the steam can cause severe pitting of 
the turbine blades. The I.P. cylinder exhausts to the L.P. cylinders, which in 
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turn is exhausted under vacuum to the condenser. The condensate is de-aerated 
and pre-heated prior to being fed-back into the boiler. Turbine-generator sets 
of 660 MW capacity represent the most recent types used at the moment but 
units of 1000 MW have been designed and will appear. 
Oil-fired stations provide an alternative to the problems of fuel trans-
portation and the handling associated with the fuelling plant. However, the 
economy of such stations has become more difficult to assess due to the change 
of the cost of oil during the decade. The availability of the supply of oil, and 
the uncertainty of the national long term energy policy will greatly affect the 
future of oil-fired stations. 
Nuclear plant uses the heat generated by the fissile material to heat 
water, replacing the boiler in conventional plant. 
Pumped storage stations use the excess system power, which 1s not 
required by the consumer load when they are in pumping mode. The capital 
cost of such installations is very high and can only be built in particular 
geographical conditions. The energy is stored in the potential energy of the 
water of a lake high above the turbines. As the water falls through the height 
of the head its kinetic energy is converted into rotational energy by the turbines. 
The ~rive shaft is connected to a generator, and a governor is used to control 
the speed of rotation of the shaft by altering the water flow. 
Hydro-electric schemes are organised along the same lines as those of 
the pumped storage schemes. They use the energy stored in a moving river, 
whether it be dammed or free flowing. 
Diesel generators differ from the others in that a conventional internal 
combustion engine is used to drive an electrical generator directly. 
Gas turbine plant has a relatively high operating cost but a fairly low 
initial cost. The energy source in gas turbine generators is fuel-oil, its energy 
is converted into rotational energy by passing the hot exhaust gases through a 
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turbine. They are often used as standby generators because of the high cost 
involved in their operation, but they have a quick response time and are often 
used in emergency situations. 
The rotational energy produced by the primary energy source is trans-
formed into electrical energy by a generator, which exploits the electro-magnetic 
interactions between a magnetic field and a moving conductor. A power station 
generally has several generating sets, with the larger stations having as many 
as six turbine-generator units. Modern steam turbine generators usually have 
terminal voltages between 6.6 to 23.5 kV, and a power output of up to 660 MW. 
The older equipment may operate at lower voltages and ratings. The voltage 
produced by the generator is increased using generator-transformers to step up 
the voltage to that value required bY: the transmission network. Typical gas 
turbine generators can vary from as little as a few kilowatts to several hundred 
megawatts. 
Recent coal-fired stations built in the UK have a capacity of 2000 MW, 
but there is a need in the shorter term for more larger capacity stations. The 
subject of the planning and positioning of power stations is still under review, 
and involves political decisions as well as engineering ones. In the C.E.G.B., 
fossil fuels account for approximately 85% of the total fuel used, the remainder 
is made up from nuclear (approximately 12.5%), gas turbines, and some diesel 
generators. Pumped storage generation is also used, but this requires energy 
from the system in pumping mode to keep the top lake full. 
Before 1983 the C.E.G.B. had approximately 130 power stations, but by 
October 1983, it had reduced this number to 90 as new, larger and more efficient 
power stations were commissioned 42 • The total generating capacity in January 
1987 was in excess of 52 G W. The maximum total recorded peak demand was 
48 G W. Centres of generation and consumer load are often distributed over a 
wide area and often do not coincide. The generation sites are generally placed 
in locations which are acceptable after consideration of the environment and 
ease of communication. The location of such power stations is governed by 
two major factors. Firstly, easy transport of the fuel to the power station, and 
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secondly, the availability of a plentiful supply of water for cooling purposes. 
Hence, power stations are usually situated on the coast or near large rivers. In 
the case of coal-fired stations, they are generally placed near to, or within easy 
access of, a coal field. Oil-fired stations are usually situated near an oil-refinery. 
The placing of pumped-storage stations is generally more difficult, as a very 
specific geographical location is required. Diagram 1.2 shows the location of 
the major power stations in the C.E.G.B. network. 
The large thermal generators, whether they are fossil fuel or nuclear 
units, are usually the most economical to run, and hence are usually run 
continuously at fairly steady output level. As would be expected, the output 
of large generating units cannot change quickly and it may take several hours 
to synchronise such a generator to the network from a cold start. Gas turbine 
generators are, however, expensive to run. This means they are only run for 
short periods of time, but they have the major advantage that they can be 
synchronised to the system within a matter of minutes. Hence, they are used 
to meet sharp increases of load on the system, or during emergency conditions. 
Pumped-storage units are operated in a different way again. During 
periods of low demand electricity is used to pump water from the lower 
reservoir to the upper reservoir. This usage of power enables some of the 
large thermal units to remain synchronised with the system during periods of 
light load. When the load increases, the water stored in the upper reservoir 
is returned to the lower reservoir. The kinetic energy gained in the fall is 
used to drive a hydro-electric generator. These units can respond very quickly 
to the demand of the system, typically ten seconds from rotating in air to 
the full output of 400 MW. Hydro-electric schemes again are similar to the 
pumped-storage approach, but the water used is from a river, and hence no 
pumping action is required. 
The control of the generating units is a complex problem which takes 
into consideration the following criteria: the predicted load both in the near 
future (that is, the next 30 minutes) and the more distant future (that is, the 
next 4-6 hours), the time taken to synchronise a generator if it is not already 
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synchronised, and the rate of change of the output of a generator once it is 
synchronised. In the case of the pumped-storage schemes the volume of water 
available, and in the case of hydro-electric schemes, the rate of flow of the 
river, also have to be considered. 
The frequency of the power system provides an easy and direct method 
of precisely monitoring the balance between the consumer load demand and the 
power being generated by the system. If the generators are not being supplied 
with sufficient energy to supply the load demand, then the rotational kinetic 
energy of the generators decreases, as the load demands more energy. This 
happens automatically provided the generator remains synchronised with the 
network. In this case the generator will start to lose kinetic energy and hence, 
it slows down, thus the system frequency falls. Conversely, if too much energy 
is being supplied to the generators, the excess energy is seen as an increase in 
the rotational energy of the system, and hence the system frequency increases. 
The control of the power generation throughout the network is a hierar-
chical process, 200•201 which requires the interaction· between many layers of 
command and will be a differing amount of interaction depending on the time 
scales. 
Manual control will usually be much slower than automatic 
digital control. With the recent availability of large scale digital computers, 
ha5 come the ability to implement many of the levels of control automatically, 
which were previously under manual control. The higher lev~ls of control are 
generally manually controlled, 119•209 but the shorter time scale activities can 
be fully automated by on-line computer control. The time scale involved ranges 
from several hours to less than a second. Diagram 1.3 shows the main elements 
of the control hierarchy and the approximate time scales in which they operate. 
The automatic control activities start with a prediction of the consumer 
load demand at a central control centre, and ends with closed loop controllers on 
the turbine-generators themselves. These regulate the amount of energy supplied 
to the generators in response to variations in the desired and the actual values 
of frequency and output power. The hierarchical levels in the control sequence 
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include control schemes, which require long and short term demand forecasts, 
and are constrained by economic factors. The long term ordering of which 
generators need to be synchronised (unit commitment), is based on the long 
term load forecasts The short term adjustment of the desired levels of generation 
(economic dispatch) is based on the short term load forecasts. The desired 
operating frequency is maintained by load frequency control, and finally, the 
continual adjustment of the local generator regulators is achieved by fast acting 
closed loop controllers. 
The C.E.G.B. divide the unit commitment and economic dispatch prob-
lems amongst a National Control Centre and six area control centres. The 
National Control Centre is responsible for determining the overall operating 
levels throughout the network, while the area control centres are responsible 
for implementing the levels. Diagram 1.4 illustrates the location of the control 
centres of the C.E.G.B. 
To supply remote consumer load a transmission system is required, linking 
the main generation centres to the main load centres, and then to the individual 
consumers. The transmission network is usually an interconnected system of 
high voltage transmission lines, with numerous bulk supply points from which 
the consumers are supplied. The system must also be able to be isolated when 
fault conditions occur, to allow for periodic maintenance and to maintain the 
security of supply. The transmission network is operated -at high voltages for 
economic reasons. High voltages reduce the power flow losses in the transmission 
lines, caused by the line impedance, and also reduce the physical dimensions of 
the conductors required to transport a given power flow. 
The transmission network of the C.E.G.B. is operated at 400 kV, and 
the lower voltage of 275 kV. Similar operating levels are used both in Europe 
and America. Trials are in progress to evaluate the use of even higher voltages 
but this can lead to problems with insulator breakdown. The transmission, 
or supergrid network of the C.E.G.B. consists of approximately 10,000 km of 
400 kV lines and 5,000 km of 275 kV lines. Diagram 1.5 illustrates the layout 
of the supergrid. 
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The supergrid is principally made up from 400 k V, 3-phase, overhead 
lines, although some underground cables are used. The underground cables 
are far more expensive than the overhead ones (approximately twenty times), 
as they are made from copper as opposed to ahnninium, and require greater 
insulation. The network has to be capable of supporting power flows in excess 
of 9,000 MW from generating stations in the North, to consumer load in the 
South. To assist with this large power flow, a Channel link was installed, to 
link Southern England with France. This link was originally a 160 MW, D.C. 
link, but in 1986 a larger capacity 2000 MW link was installed. 
Transformers are used to couple networks of different voltage levels,and 
these have some form of on-load tap-changing ability in order that the voltage 
can be controlled. The voltage of the system has a legal requirement to be 
± 6% of the rated voltage at the load and so medium voltage tap-changing 
transformers are used. 
Very large industrial complexes are supplied directly from a bulk supply 
point of the supergrid network, or, alternatively, consumers can be supplied by 
the distribution network. 
The distribution networks are usually supplied by several bulk supply 
points from the transmission network. The voltage level is transformed to a 
level of a few- fens of kilovolts. -The distribution network in England and Wales 
is maintained by 12 area boards. The boards typically operate transmission 
lines at 132 kV (for bulk distribution), 66 kV (for industrial users), through 
to 33 kV, 11 kV, and 415 V, then finally single phase 240 V for- the domestic 
consumer. The method used to convey electricity from the power station to 
the consumer is shown in diagram 1.6. The design of the distribution network 
is essentially based .on two types. A radial type of network where the lines 
radiate outwards from the bulk supply points, or a mesh type of network where 
the lines are connected to the supply points at both ends instead of just one. 
The load demand created by the consumers varies enormously from day 
time to night time and from season to season. Such a power demand changes 
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How electricity is conveyed from the power station to the consumero 
continually due to mainly the switching of heating, lighting and motor loads. 
The power system must be capable of matching the dem;uid, maintaining reliable 
and safe operating conditions, and keeping the customers supply voltage and 
frequency within statutory limits. In the U.K. these limits are ±6% variation in 
voltage level and ± 1% variation in the frequency. Ideally the system frequency 
in the UK should be at 50 Hz, while in other countries the value of 60 Hz 
is sometimes used. Some power demand variations are cyclical in nature and 
can be accommodated to a certain extent by planning and scheduling. Load 
demand varies seasonally, in the U.K. for example the winter load is very much 
greater than the summer load due to heating requirements. In hot climates 
the reverse may be true because of the load created by air conditioning. Other 
cyclic variations occur on a daily basis in general peak loads occur in the 
morning and early morning, while the lowest loads are during the afternoon 
and the night. The role of forecasting the load demand is difficult task and is 
often a matter of judgement based upon the load demand for similar days in 
the past, weather forecasts and the television schedules. 
A standard C.E.G.B. load curve is shown in diagram 1.7. This shows 
the seasonal variation of the daily load during the summer, winter and autumn. 
The daily curve shows the typical curve of a low night load, increasing towards 
a morning peak. The afternoon load flattens off, until the evening peak starts 
to rise. The late evening load decreases to the overnight plateau. This curve 
is cori:unon for all seasons, b-ut obviously tlie load peaks ate far higher during 
the winter than in the summer. 
The company responsible for the operation of the power system usually 
has a set of guide lines specifying the operating conditions of the system. 
These guidelines specify the required level of operation, together with a list of 
tolerances which should be adhered to under normal and emergency operating 
conditions. The pressures on the power system operators are forever increasing 
as the consumers expect, and sometimes demand, a more reliable supply, 
local and national governing bodies require stricter control of the pollution and 
nature conservation, and economic pressures force the company to reduce capital 
expenditure and operating overheads. 
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In order to be able to meet the ever more stringent operating condi-
tions with the ever decrea.Sing leveis of equipment redundancy, the operator 
requires up to date and accurate information about the state of the entire 
system 202• The function of supplying the operator with this information and 
additional information on the security of the system derived by processing the 
raw measurements, can be provided by on-line digital computer. The computer 
continuously receives measurements of voltage levels and power flows from se-
lected points in the network. The measurements are then validated to remove 
those which are in error, and values are then calculated fdr all the unmeasured 
points. Additionally the computer is able to notify the operator of any alarms 
which already exist and perform calculations to advise the operator if an emer-
gency condition would arise from the loss of any single piece of equipment. 
The computer may also perform calculations to determine the generator output 
levels required to satisfy the current load in the most economic way. 
The installation and development of a computerised control centre is 
economically justified by the company: by reduction of the capital expenditure, 
which would otherwise be required to provide the additional equipment needed 
to maintain a secure supply if such detailed knowledge of the state of the system 
were not available, by the reduction of manning levels required to operate the 
system, and by the reduction in fuel costs gained by operating the system more 
efficiently. 
The use of computers in the control of electrical power systems is a 
rapidly growing area. Energy management systems provide automatic control 
for the whole, or part of the system, and can be used to great effect by utilities. 
The C.E.G.B. use some computer control and prediction to assist in 
load forecasting. Their objective is to respond to, and anticipate, changes m 
consumer load demand over all parts of the system, which ensures that it 
continues to operate economically, securely and safely. To meet the changes, 
the C.E.G.B. needs to predict continuously, and as accurately as possible, levels 
of demand· over the next 24 hours. They use demand forecasts based on the 
analysis of past weather observations, past levels of load demand and special 
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occasions. When these are all combined in a computer program, with the 
latest information about the performance of generating and transmission plant, 
a generator schedule is produced for the period in question. A small reserve is 
kept to protect against forecast errors and failures, but this can be kept to a 
minimum with good accurate prediction. 
This thesis is concerned with the control of the active power of the 
generators which in turn controls the system frequency. This function is termed 
Load Frequency Control (L.F.C.) or sometimes Automatic Generation Control 
(A.G.C.). This thesis investigates the methods of system frequency control that 
have been used in the past by various utilities around the world. Many of 
these controllers use the idea of a fixed control scheme, which does not enable 
optimum control action to be taken under all system conditions. One such 
fixed parameter control scheme is considered and implemented on a real-time 
power system simulation. 
This thesis also investigates the use of adaptive control techniques, which 
can be used to track a system under study. The controller proposed is 
able to track the system operating point and use this to calculate optimum 
control signals. Various problems associated with adaptive control techniques 
are considered and some solutions are proposed. 
The application of the controller is presented operating in several different 
systems. The first test system was a simulated 30 node network, operating with 
full Energy Management Software, the second was a multiple area system derived 
from the 30 node test network. The controller is also presented operating with 
a 1 C.E.G.B. simulation and compared with the present manual solution. A 
section of work is presented using the controller operating along side the real 
C.E.G.B. system using actual system data. 
It must be remembered that for a system to make full use of the 
optimised dispatching of generators a method of control of the generator-
turbines is needed. In fact, the control of generator units was the first problem 
faced by the early power engineers, when designing systems. The methods 
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developed for the control of individual generators and eventually control of 
large interconnected power systems play a vital role in modern energy control 
centres. Previous L.F .C. functions. have not considered the practical questions 
of controller interaction with other software used for system management. This 
thesis investigates the various quantities required by the control scheme and 
methods of collecting them and verifying them from the system in question. The 
links between the Dispatching and Unit Commitment functions are investigated 
and recommendations made for the type of interaction required. 
The following section describes in more detail the contents of the thesis. 
Chapter 2 introduces the ideas involved in the computer control of large 
scale power systems. It discusses the various control functions that are required 
and their relative time scales. The interaction of the various control functions 
is considered along with their hierarchical relationship with each other. The 
use of the system frequency as a measure of the imbalance between the system 
generation and consumer load is introduced and the control of the generator units 
active power is explained to redress the state of imbalance. The generators 
are controlled using a Load Frequency Control scheme, which relies on the 
calculation of an error signal based on the system conditions at any given 
time. The chapter describes power system variables that are required to be 
measured and those which are to be minimised. There is a brief discussion of 
the extensions to the basic algorithm, such as the control of tie-lines and the 
minimisation of the time error of the system. The inherent problem using the 
fixed term controllers as described is that any changes in the system are not 
catered for by the controller. This thesis presents ways in which the controller 
can track the system it is controlling, and change its control action accordingly. 
Chapter 3 explains the use of system modelling as a tool that can be 
used by the controller. The ideas presented in this chapter can be used to 
create a mathematical model of the system by collecting the system inputs 
and outputs. The system under study may be totally unknown or contain 
unmodelled dynamics. The system modelling enables the systems dynamic 
behaviour to be accurately modelled. Once the system behaviour has been 
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estimated, the model can be used to predict the future behaviour of the plant. 
The use of parameter identification is used to form a suitable model for control 
action to be based upon. The model itself is formed using linear least square 
estimation which is suitable for a. one off estimation for a stationary system. 
However, power systems are non-stationary, so the method may be expanded 
to continuously track the system behaviour. This repeated estimation is termed 
recursive estimation. An improvement of this method is discussed by the 
addition of forgetting factors which enable the system status to be tracked 
regardless of the rate at which it is changing. 
Chapter 4 follows on from chapter 3 by considering the use of control 
strategies which can be used in conjunction with the system modelling from 
the previous chapter. With an updated system model, control actions can be 
calculated to reduce the system error to zero at a future time step. A control 
scheme is proposed in this chapter which is designed to minimise the error term 
at a given time in the future operation of the plant. This control algorithm 
is termed minimum variance control as it aims to minimise the variance of the 
system error at the future time interval. Several differing versions of the basic 
control scheme are discussed, including an expansion to the specific controller 
to the generalised case. The minimum variance control scheme and the system 
model estimation may be combined to form what is termed a Self-tuning 
Regulator. This full control scheme is discussed in a later chapter, with full 
application details. 
Chapter 5 is divided into two separate sections. The first section describes 
the Real Time Power System Simulator of the University of Durham. The 
se.:ond section describes the application of Load Frequency Control applied to the 
simulation. The O.C.E.P.S. (Operational Control of Electrical Power Systems) 
simulator is used for the development of a fully integrated Energy Management 
System. The frequency controller is developed and tested within the confines 
of the simulation package. The controller in this earlier case is a standard 
fixed parameter scheme described in an earlier chapter. This enabled the the 
subject of frequency control to be reviewed and the interactions between other 
control functions in the Energy Management Package to be investigated. Results 
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using the developed controller operating under differing system, conditions are 
presented, along with the effect of changing the controllers fixed parameters: 
Chapter 6 des~ribes the application of the adaptive control theory from 
the previous chapters to the application of the frequency control problem. A 
general discussion of self-tuning regulators is used to establish a pr()posed L.F.C. 
strategy. A full adaptive L.F .C. scheme was impleii).ented 011 the O.G.E.P.S. 
simulation and results are presented for varying system gairis and differing 
operating conditions. Various methods are considered to improve the numerical 
stability of the control routine and its control action. The use of different 
order system models is investigated and the time period of the model. Sample 
period and control action period are considered and a suitable compromise is 
made between continuous control of the generators and undue operation. The 
ability for the self-tuner to track its own performance is considered. This 
enables consideration to be taken of the goodness of the control action, and 
use of controller jacketing is made to guard against controller instability. The 
problems of controller blow up is considered if the system is not sufficiently 
exciting. The last section of the chapter looks at the different control modes 
that are available within the frequency controller and the effect that these have 
on the rest of the system and the generator responses. 
Chapter 7 describes the use of the self-tuning regulator applied to a 
multiple area power system. This test system comprised ·of the O.C;E.P.S. 
simulation reconfigured as a two area system. The chapter reviews some of 
the reasons why electrical power ut~lities often interconnect their system to a 
neighbouring system and discusses its advantages and disadvantages. There is 
a modification proposed for the standard single area frequency controller which 
enables it to operate fully in this multiple area environment. The use of the 
inter-area power flows on the tie-lines against the scheduled power interchange 
is made use of to form the control area error. The self-tuning :regulator is 
required to weight the frequency error and the tie-line error against each, other 
and a variable weighting system is proposed. The latter part of the chapter 
describes the application of the controller to the test network during differe4t 
system loadings and operating con'ditions. 
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Chapter 8 describes a section of work that was carr.ied out in conjunction 
with the C.E.G.B. using a. simplified system model. The proposed model is 
designed to model the whole of the C.E.G.B. transmission and generation 
system. The model was used as a reduced ord~r simulator which could produce 
satisfactory results of several hours operation in a short time period enabling the 
effect of control action taken on the system to be seen readily. A simulation of 
the manual control action used by the C.E.G.B. to control the actual network 
was designed. This manual control action is compared to that of the automatic 
control action calculated by the implementation of the adaptive L.F.C. scheme. 
The results of several simulation runs to compare the manual action with that 
of the automatic scheme are presented. An investigation into the controller 
action, number of parameters, changes in consumer load, system constraints 
and sampling interval are all presented. 
Chapter 9 is again concerned with work carried out under the guidance 
of the C.E.G.B. This chapter describes some work which was carried out in 
conjunction with the C.E.G.B. Dispatch Project. The aim of the work was to 
investigate the problems associated with the implementation of a L.F .C. scheme 
with the existing Dispatching capabilities used by the C.E.G.B. A simulation 
of the C.E.G.B. system was proposed to be used as a way of closing the 
control loop for the trials. The trials consisted of using actual system data in 
conjunction with the control packages developed by C.E.R.L. and the proposed 
adaptive L:F.C. ·sch-eme. -Results are presented of -the initiar festing of- the 
simulation leading to results gained from using on-line system data. The 
ability to close the loop of the control scheme between the Dispatcher and the 
L.F.C. is presented during some actual system runs. The requirements for the 
interaction between the various control levels of such a scheme are considered 
and are presented in the results section. 
This thesis presents several distinct sections of work. A general review 
of the requirements of L.F.C. is carried out with reference to a fixed parameter 
type control scheme. Later, the main aim of the thesis, an investigation 
into adaptive control methods, applied to L.F .C. schemes is presented. With 
the use of system identification and a review of suitable control methods, a 
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control scheme is developed. The implementation of these methods into an 
L.F .C. scheme is discussed and results are shown from several different types 
of system. The ability of the self-tuning regulator to· change as the system 
configuration alters is shown to achieve an optimal control strategy. The results 
from the operation of such a controller are presented showing the controller 
is able to operate not only in realistic simulations but also alongside a real 
system. 
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CJHIAPTJER TWO 
TINTRODUCTTION TO JLOAD JFRJEQUJENCY CONTROJL 
2.1 Xntroduction 
This chapter briefly describes electrical power system networks and their 
use in transferring electrical energy from its source of generation to the centres 
of consumer load. The requirement for the control of the system frequency is 
discussed and a short review is given of the early techniques which were used 
for the control of the system frequency. The most widely used technique is 
that of the proportional plus integral control scheme which is described in some 
detail. These techniques are termed as Load Frequency Control (L.F.C.) or, 
if used with a full Energy Management system, Automatic Generation Control 
(A.G.C.). 
The use of L.F.C. is required by many utilities to match exactly the 
power provided by all sources of generation to that demanded by the consumer 
- - -
load. As the electrical energy required to maintain supply to the whole of a grid 
system is large and there is no easy means by which this energy can be stored, 
the pattern of generation must follow closely the pattern of consumer load. The 
L.F .C. function is designed to carry out the short term reallocation of power to 
keep the system frequency error within a set of predescribed limits. The task 
of L.F.C. can also include the control of the power flows on transmission lines 
to neighbouring utiiities, such lines are termed tie-lines, and thus the control 
is termed tie-line control. This enables a system which has a large number 
of interconnections to honour the agreements which its has with neighbouring 
utilities without incurring any economic penalties. A review 102,163,207,2°9 of 
these general power system ideas may be seen in many publications. 
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2!.2! 'l'he Generation of Electricity 
An electrical power system 147•215•222 may be tho~ght as a mechanism for 
transporting energy from one location to another. The energr conversion takes 
place at the generation station. This is generally thermal energy converted to 
electrical energy which is then transmitted, via the transmission and distribution 
network to the centres of consumer load. A diagrammatic representation of 
this process is shown in diagram 2.1. This process is such that there is only a 
small amount of energy stored in the system as a whole, compared to that of 
the total system output. The storage of the energy in the system is stored as 
steam in the boilers, the inertia of the rotating machines, the electromagnetic 
energy stored in the transmission lines and perhaps the load itself. 
A turbine-generator has a large mass of up to 200 tonnes, which rotates 
at a typical speed of 3000 rpm. The machine itself has large inertia and 
can store a significant amount of energy, although this is small compared with 
the system as a whole. A typical turbine-generator has an inertia constant,~ H.~ 
of approximately four seconds. This means that if all the rotating energy 
was converted into equivalent generator power output, then the machine would 
rotate for about four seconds. 
The electrical energy stored in the transmission network is stored as 
electromagnetic energy iri-- the lines themselves.- --Generally- most transmission 
lines are relatively short and hence their energy storage capacity is low. How-
ever this storage element may become significant where the system is weakly 
interconnected by long transmission lines. 
The consumer load will also have some energy storage capacity in the 
fact that some of the load is made up of rotating machines, which have their 
own associated inertia. 
2.3 System Frequency 
The system frequency is a very good indication of the baJance between 
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consumer load and the system generation 29• The energy injected _into the 
system must be equal to that demanded by the consumer load otherwise a 
state of imbalance will occur. H there is an imbalance between the power 
taken by the load and that generated by the system, then the excess energy 
must appear elsewhere, it can only go to increase the stored energy of the 
system. This will result in an increase in the speed of the rotation of the 
turbine-generators and hence the system frequency will rjse. The link between 
the mechanical energy input to the generator and the electrical energy produced 
by the generator is shown in diagram 2.2. Thi~ is shown by the well known 
equation, relating the difference between the generated and demanded power, 
the system inertia and the rate of change of the frequency. 
d 1 
dt (f) = K(~P- ~Pa) 
If the imbalance of power was to continue, then the system frequency would 
continue to increase as the increasing energy causes the turbine-generators to 
increase in speed. This in theory could go on indefinitely, if there were no 
control loops involved in the system (or at least until the protection operated). 
However this behaviour is not so dominant in practis;e as many loads are 
frequency sensitive, and as the frequency increases, so does the amount of 
power demanded by the load. Also an increase in t\1-e voltage will produce an 
increase in the power demanded by the load. 
Different types of load respond in different ways to a change in system 
frequency and voltage. The common example of a purely resistive load, for 
example, an electric heater, is unaffected by a change in frequency, but increases 
as the square of the voltage. A motor load such as a fan will increase load 
with both system voltage and frequency. It has been found ( CEGB) 29 that 
in general a 1% increase in the system frequency will produce a 1% to 2% 
increase in load. The system load is made up from a wide range of consumer 
loads and hence if an imbalance between generated power and that demanded 
by the consumer load occurs, a frequency drift, away from its nominal value 
will occur. 
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The change in system frequency must be controlled in spme way, so 
a local control loop is fitted to many tubine-generators. The control loop 
monitors the speed of rotation of the machine and controls it as required, such 
equipment is termed speed controllers or governors 69·72•74•211 • These devices 
constantly monitor the speed of rotation of the turbine against that of its set 
value. The error signal created from the set point and the actual operating 
point of the unit can be used as a driving error to alter the governor valve 
position and hence control the turbine speed. The droop is the percentage speed 
(or frequency) change which results in 100% change in power output of the set. 
A typical droop setting for a turbine generator set is 4%, which implies that if 
the grid frequency falls by 0.2% due to a system load change, then the power 
output of the set would be increased by 5% (that is 100/4x 0.2%). Another 
way of considering this is that an increase of 4% in the rotational speed of a 
turbine will alter the governor value from the fully closed position to the fully 
open position. The C.E.G.B. use a typical governor loop setting of twenty-five, 
or 4% on the majority of their thermal units. 
The operation of the governor valve in response to a fall in frequency 
can only have a short term effect. The additional steam flow which comes from 
the boiler in response to the change in governor position will decrease over a 
·- - - - -- - - -
period of approximately five minutes. The pressure of the steam in the boiler 
decreases and hence the turbine output will also decrease. The rate of firing 
of the boiler has to be increased in order to maintain the steam pressure. 
2.5 Generation JLoss 
The rapid loss of a turbine-generator from the system will result m a 
frequency transient 154• The typical response is that the frequency falls very 
suddenly directly after the loss incident. This is due to the rapid decrease 
in the angular momentum of the system which has been dissipated by the 
consumer load. The frequency decrease causes the govern& valves to open 
resulting in an increase in the amount of steam flow into the boiler. This 
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will initially increas~ the power output of the turbine .. gener~t9r. Hpwever, ~fter 
typically five minutes the stored steam will have been us~a up, its pressure 
drops and hence the turbine will begin to slow down. If the lost capacity is 
relatively small the power loss will almost be restored, but the Ii(!W freq11ency 
will settle out at a value lower than the value before the incident but gen~rally 
the frequency will continue to decrease. At this point, corrective control action 
is required to increase the firi11g rate of the boiler or to take up the generation 
deficiency using the spare capacity of other plant. This control action may 
be manual intervention ( as in the case of the C.E.G.B.} or if the system is 
operated using automatic controllers, the L.F.C~ will take corrective action. In 
the long term other generation plant on the system may be required to be 
synchronised, but this i~ the task of a longer range control function. 
Some turbine-generators are used in a mode, in which the firing is 
automatically altered by the changes in the turbine output. This mode of 
operation is termed boiler-follows-turbine. Plant which is unable to respond 
due to the operation constraints placed on it, such as some fossil fuelled plant 
and nuclear plant may not have automatic adjustment of the boiler output and 
the turbine output is fixed' by the boiler capacity. The governing of this type 
of plant m11st be restored eventually to match the output of the boiler, however 
it may respond initially to frequency deviations. This mode of operation is 
termed turbine-follows-boiler. 
2.6 Real and Reactive Power Control 
The primary function of an electric power system is to provide the real and 
reactive powers·. demanded by the various loads which make up the syst~m. The 
power supplied must be continuous and also meet certain minimum requirements 
regarding the- quality of supply such as, constant frequency,_ constant voltage, 
and a high reliability. The power in a power system may be represented as a 
complex quantity but any cha.rtge in the generator mechanical output will have 
an affect generally only ttre system frequency, whereas chang{!s iil the excit~ticm 
will affect generally only the system voltage. Thl1S it' is!' fairly. str(iight forward 
to divide the control of a ItoWef- system into two. sep~rate sections; the megaw(i_tt 
. ,_. ··. - : ·,_ ·~· 
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..;. . ..., __ '"! ._, .. . t ~ :· : . 
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frequency control and the megavar voltage control. The coilt.I"Ql of the real 
power generator output, in response to the changing system frequency and tie-
line transfer, to maintain scheduled system frequency and tie-line interchange 
is termed JLoad Frequency Control. The control of the reac:tiye p9wer balance 
in the system is treated separately and concerns the control of the excitation 
of the generator units. See diagram 2.3 for details of governor characteristics. 
The power allocated to each generator in the system is calculated based on data 
from load prediction calculations 200 which is associated with the Dispatch 
calculation, which in turn is linked to the L.F.C. 
~. 7 The Frequency Control Problem 
The early attempts to control frequency were by using flywheel governors 
on the synchronous machines, but this was found to be ineffective for large 
scale power systems and entirely unsuitable for interconnected systems. The 
suggestion of a secondary control to be added to the governor led to the ability 
to control the system frequency. To correct for the changes in the area frequency 
with changing load, the area can be brought back to the nominal frequency 
with the use of supplementary control action. The control criterion in a L.F.C. 
strategy is to; minimise the area control error, inadvertent power interchange, 
and the time deviation using the minimum of suppleroentary · control. There 
have been two main approaches to the problem, the clas~ic.'ll- approach ap.d the 
·-· ·-- - - - -'· - ---- -··-
optimal approach. The classical control s~heme used for this purpose wa.S the 
standard proportional plus integral (P +I), type algorithm 39;65,66,80,165i167. 
A common feature of both approaches is the linearisation of the models 
under study. The classical approach determines the optimum integrator gain for 
the area control errors and the frequency bias settings. Ge1.1era[this may l~ad to 
relatively large overshoots· arid transient frequeii.oy deviations. 'Also the settling 
time of the system frequency deviation is relatively long, ofJihe order oft l(}:-20 
seconds. The modern state-space approach determines 1;~4,'90,104,128,l.75,205,207 
an optimal controller using linear ·optimal control theory.. . The parameters 
calculated by· the optimal controller are str.olt~ly depend~11,f ~n the coefficiepts 
of the quadratic performance index. The main:,prqJ?~er.n with the liriear op~imal 
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control approach is the fact that no practical gui<le lines exist on the select_ion 
of the coefficients of the perfm.:mance index. 
The load Frequency Control problem of an interconnected power system 
is a well defined problem. The system is divided into groups of generators 
which are interconnected by tie--lines. Each group of generators is called an 
area, and each area must be able to meet its own load changes and any import 
or export targets set by the controllers in advance. Each area has its own 
response characteristics which relate the area frequency and total generation for 
load changes on the specific area. This curve is the regulation curve of an 
area and represents the area gain (in MW /Hz). The area gain or regulation 
is a direct measure of the effects of all the governors on the prime movers 
within the area, and plays an important part in the steady-state and dynamic 
performance of the system. 
The normal procedure used in the design of L.F.C. fmictions is to 
construct a linear system model with fixed parameters. This is obtained by 
linearising the system around an operating point, however, this approach is not 
strictly correct as the system response characteristics tend to be non-linear. 
Power system parameters, are a function of the operating point. Hence, as 
the operating conditions change, the calculated operating point will no longer 
be optimal. To keep the system performance near to optimum, a way of 
tracking the operatini-~onditions of the system --is required which will enabl~ 
the continuous updating of the system parameters. The control signal can 
then be computed based on an optimal approach using the newly updated 
parameters. 
Load changes m the system are random in magnitude and time. To 
control the transient response effectively and to take into account the sensitiv-
ity problem of L.F.C. in interconnected power systems the use of self-tuning 
controllers is considered. It seems more appropriate to consider the system as 
a stochastic system and t'o improve control performance, design an adaptive 
stochastic controller than the fixed schemes used previously 8 ;11•12•14• 
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The system frequency as stated earlier is a measure of the imbalance of 
the system 200• This system error may be used as an input for a control function 
which will attempt to reduce the imbalance of the system. So that the system 
frequency may be controlled, the real power output of the turbine-'generators 
must be continually adjusted to match the consumer load 29,30,41,134.186, For 
synchronous machines the real power generated depends on the torque produced 
by the prime mover. This in turn is dependent on the steam input to the 
main control valve for the steam turbine, or the water valve of a pump storage 
scheme. This consists of several involved thermo-dynamic interactions, which 
mean that there are niany factors which effect the dynamic response of the of 
the steam turbine-generator unit. These factors are: the lag due to the steam 
between the inlet valves and the first stage of the turbine, and the lag in power 
output changes of the high and low pressure sections of the turbine. The last 
lag is mainly due to the storage action of the reheater. 
During steady state operation, the mechanical torque produced by the 
turbine must balance the electrical torque imposed on the generator by the 
consumer load. The steady-state load frequency response of the system is given 
by the change of power for a given change in system frequency. This is known 
as the stiffness, regulating coefficient, or gain of the system. The small~r the 
change in the sysfem frequtmcy for a given load~ change, the stiffer the system. 
The power-frequency characteristic of a particular system is can be approximated 
to a straight line of slope K, where K is a constant (PUMw /PUHz or MW /Ib) 
depending on the governor and load characteristics. If there is a sudden increase 
in the system load t:,.P1, then there will be a change in generation of t:,.p(J from 
the governor action. This results in an imbalance in the power system given 
by 
The gain of the system K is given by 
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where 
represents the effect of the frequency characteristics of the load. 
proportional to (Pc - Pg), where Pc is the generation capacity connected to 
the network and Pg the total generator output. When there is a return to 
steady-state operating conditions, the load P1 is equal to the generated power 
Pg, neglecting system losses. Hence 
where Kc and Kt are the coefficients relating to the turbines and the load 
respectively. 
The K can be determined experimentally by a change in the system 
loading. For the C.E.G.B. system test have shown that the value of K lies 
between 2000 and 5500 MW /Hz 69•200,2lO. With systems that have large values 
of K the same frequency control can be achieved by manual control if the 
necessary types of generation capacity are available (sqch as pumped storage). 
However, for systems that have smaller vah,1es of K, less than 2000 MW /Hz 
for example, these require continuous control_ action to be taken to keep the 
frequency within the pre-defined limits. The frequency error associated with a 
given load loss or gain is hence larger. H any. inter-area p_ower trc:msfer is to 
. . . '· .· - . - - . ·~ 
be achieved--between- interconnected power systems, the two-independeil.t areas 
require local frequency and tie-line power contrdllers to ensure that the transfers 
are met, in addition to the local area frequency control. 
N <>rmally the electrical connections within a single control area of a 
multi-area system are strong compared to those which form tie-lines to the 
neighbouring areas. Each area can then be seen as a sin.gle frequency arid all 
generators within the area will change load angle together. However, in pr_actice 
every bus voltage will vary its load angle at a differ~nt ·rate or frequency, but if 
the interconnections do not introduce any significant load angle changes between 
nodes, the approximation is valid. 
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The main objectives of the Automatic Generation Control (A.G.C.) 200 
function are 
(a) To match the generated power to the load deriiandkd by th.e consumer 
(b) Adjust the system frequency to the reference set fr~q;uency 
(c) Control the power export to other areas in the interconnected case to 
keep to scheduled interchange agreements 
(d) To control each individual area to share the generation in the most 
economic way. 
The first three objectives are under the control of the L.F.C. and the 
last involves the use of economic dispatch. The system dynamics must be 
considered and the complete regulator built up from this start position. 
Generally there have been two main types of solutions proposed to ~he 
problem of L.F .C., the more conventional solutions which have been used in 
practice for many years and the more modern ones have only been proposed 
without any practical implementations. 
As mentioned earlier the conventional.controllers use the well known and 
understood proportional plus integral · type control . scl].emes. 'these are based 
on the ·theory associated with servomechanisms- which- was- developed in- the 
1950's. These sch~mes use what is normally termed' u:ricdristrained economic 
dispatch, that is the control is permitted to carry- ou~·'a,ny control action it 
deems necessary without any regard to the economics of this control action. 
2.].0 Definition of Good Control 
The future developments for A.G.C. are based on th,e definiti<:>n of how 
a good L.F.C. ·function and economic dispatth are .·capable of acting. This 
definition is not a well defined ~uantity, but there ar~ several properties which 
must be regarded as necessary for ttre C()mpletion of a good frequency controller. 
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(1) It must be robust m its interaction with other control functiofis and 
numerically stable, 
it must avoid data complexity, 
it must be dencentralised on an area basis. 
(2) It must take the system constraints into account, and place extra emphasis 
on, 
system security, 
power rate limits and daily dynamic constraints. 
{3) It must be able to show some economic improvement in operation, 
seen directly through a suitable interface with economic dispatch, 
seen indirectly by the reduction of the spinning reserve and regu-
lation plant margins. 
(4) It must be able to cope with system transients, 
by having large stability margi11...s, 
by issuing smooth control commands which improves the economy 
by decreasing the wear and tear on the generation units, 
the interface between L.F.C. and E.D. must be correctly solved. 
2.JlJ. Early JLoad Frequency Control 
The L.F .C. pr<_>blem has been a major area for research and inves-
tigation for both Power ~ystem .·Engineers and academics for several .. years 
22,66\26o;2l0;21tf,223 fi6~ever, --~a~y -.of th~ p~~p~sed: solutio~ have relied· on 
poor modellirig and simulation techniques along with reduced order sy~tem 
mod¢}.s l~_ading to unchar~cteristic respo11ses of the plant. The control problem 
h~ become more significant as the size of the systems has grown and the 
greater extent to which systems have become iiitercomi,ected. The growth in 
such systelllS has required· larger and more powerful computers to both monitor 
and in many cases control the system as a whole. 
2.11.1.1 Centralised JL~F .C. 
Much of the eatly research started using the classical control 
theory .approach 36•39i66,80,l65•167 but further tesearch-:continued due to this 
relatively simplistic apprq?-ch in using simple modelling tech!l~<l~es -~;and· only 
-":· ,o < 
:.-_ ... '-J· 
two interconnected areas 3G,8°·185•201 • Many investigations used model~ which 
represented nonreheated steam plants and did not represent any -nohllll.earities 
such as generator rate constraints, limitations on generator output, or the 
difference between regulating and non-regulating plant. Some of the ideas used 
involved the use of large central controllers with system variables being;- sent to 
the main control from many out laying stations. This was somewhat imprC~,ctical 
due to the large amounts of data which need processing and the in some cases 
the use of system variables which were not readily measurable. 
2.J1.]..2 Non-centralised control 
The problems associated with centralised control schemes lead to the 
investigation of decentralised control of large dynamic systems 28,177,200. Many 
of these such solutions were heuristic in design but were successful and worked 
well in practice. The emphasis of the control schemes became involved not only 
with the frequency deviation but also with the interaction with other control 
functions. These control functions tended to be the longer time scale operations 
to enhance the systems economic operation and security of operation. 
2.].2 Quality of control action 
The question of the quality of control has not been well defined but 
was covered by Bose and Atiyyah 28• The quality of system frequency control 
d-ependS on -the quality oCservice that the -utiHty is exp-ected -or required to- · 
provide for its customers. This quality of service is most clearly seen in the 
effect that it has on electric clocks, which will deviate from the actual time if 
the supply frequency deviates from the actual frequency. To keep the frequency 
error at zero would be clearly almost impossible, but a zero average time error 
over a 24 hour period may be acceptable. The quality of control must also 
take into account the maximum and minimum frequency bounds that a utility 
would require to stay within, whether it be a legally enforced limit or one 
defined by the utility. 
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The L.F .C. schemes were originally designed to operate with three separate 
modes of operation 36• These were defined to be basic control, emergency a4::tion 
and corrective control. 
~.].~.]. IBlasic conbol 
This mode of basic control was designed to maint~in the frequency 
error within a specified error boundary and any power exchanges over inter-
area tie-lines to scheduled values. The control was also required to maintain 
the distribution of generated power between all the generators nominated as 
regulatory units in an area constant. These generators which are defined to 
be availaBle for regulation are allocated by the economic dispatch function and 
hence, the interface between the frequency control and the economic function 
must be well defined. The L.F.C. objective is to control the generator output by 
altering the set points of the regulating units in response to changes in system 
frequency and tie-line interchange values. This power balance is achieved by 
usi:ng units selected for regulation and tracking the set points of the turbine 
governor. This action is in addition to their primary local control loops, which 
take action when the locally me~ured frequency deviates from the reference 
value. Thus L.F.C. is sometime t~rmed secondary control action. 
Loading among the regulatipg units is determined using economic con-
siderations. The use oLstatic and dynamic programs to calculate the economic 
minimum operating poirit of each unit gives each turbine generator a base 
point value and a future output target. This optimisation is termed economic 
diSpatch ,and has the task of supplying an area consumer load in the most 
eco.,~ottl.ic manner possible, aiming to filld the minimum operating costs for a 
giv~ri set of constraints. The operation and use of an economic control function 
iS' often thought of as a tertiary control, as it is one layer above the L.F .C. and 
gover:nor. Due t() the time scales involved, L.F.C. is regarded as a dyna.If.lic 
operation where as the optimis~tion of the generating·. co1;1t is regarded as a 
static operation. 1'he ~conomk dj~patching and L.F .C. are both controlled:' from 
a longer range co:t;ttrol function·le:r:med Unit Commitment. This cont:rol function 
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is designed to calculate th~ time of start-up and shut-dQwn of all the pl~nt 
synchronised to the system al}ct ensure there is sufficient generaii6!i availa,ble ,to 
fully supply the consumer demand. These three control functions are operated 
very closely and use the same system data, hence integration of these operations 
is essential for the smooth running of the overall control function. 
:2l.Jl.3.2l Emergency Mode 
The emergency mode of L.F .C. is entered if there is a large disturbance 
on the system and t-he question of system security may become important. In 
this case the surrounding areas are required to give support to the problem 
area, as well as the area itself attempting to support the demand. Initially the 
support from surrounding areas may be able to assiSt the troubled area, by 
altering the tie-line interchange, but eventually spinning reserve may need to 
be allocated or the re-schdeuling of the areas own generators will be required. 
In extreme circumstances load shedding may be required. 
2.Jl.3.3 Corrective Control Action 
The third standard control mode is that of corrective action. This control 
action is required during periods of inadvertent po:wer interchange between 
neighbouring areas, due to non-scheduled power exports or imports of power. 
The corrective action required is obtained by changing the reference set point of 
the tie-line interchange and the area frequency. The value of the. offset depends 
on the time predicted for the corrective action and the value of the inadvertent 
power interchange. The L.F.C. and economic dispatch still ·operate in their 
normal modes as previously, but their calculations are based on a new set of 
reference points. The aim of this corrective action is to return the quantities 
to their scheduled values. 
2.].41: Dencentralised Control 
Generally the L.F.C. applied to many systems is of the decentralised 
type, which is carried out in each individual area. Some techniques use the 
tie-line bias technique, where the control is biased on the tie..:.lme flows rather 
than the frequency error. This ermbles the controll~rs to operate separ~tely 
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in each area and still interact with the other interconnected areas, keeping the 
economic benefits of the single area calculation. Early devei()rifueni~ of the 
classical control theory showed their ability to solve the L.F .C. problern, and 
further developments allowed refinements from the earlier work. Work on the 
control of transient oscillations and reaction to small disturbances, of the L.F.C. 
and its sensitivity to system changes enabled a more practical solution to the 
problem to be achieved. The integration of L.F .C. and economic dispatch was 
also investigated. 
2l .. l5 Operating Characteristics 
The early L.F .C. proposals all had two common themes. Firstly the only 
mode which was covered in any great detail was the normal operating mode 
for the steady-state operation. The problems arising from the other modes 
mentioned earlier have not been provided with any clear solutions. 
The second common theme is the design of centralised controllers for 
the whole of an interconnected network. Several papers have made attempts 
to use a single system model to simulate various networks. This approach 
has been used even for the inter-area control problem and also investigation of 
deceritralised control algorithiilS where separate system models would seem to be 
more appropriate. A few attempts have been ma~de to apply art area dynamic 
·i -
model to the process of L.F.C. However, the use of a single overall l)ystem 
model to the inter area problem has lead to problelils in the computational 
r~q"Qirement. The number of variables required for the multiple area calculations 
is large, and often the data must be gathered from a wide range of transducers 
and geographic areas. This mass of data must then be solved using a single pass 
type calt:ulation in real time, which is not possible due to the constraints placed 
on the data gath~ring system by the external plant. This problem lead to the 
development of decentralised design techniques. These techniques use the idea 
. . 
of dividing the multiple area power system into several decomposed subsyster:Us. 
E~ch subsystem may then be controlled using a decentralised L.F .G. techniq-qe. 
This system requires the use of decentralised model and area controller. 
- 41-
The practical use of the centralised or dec~p.tralised controllers dpes not 
appear to be possible at the -present time due to the implementation,,pfoolEmis of 
optimisation and system data collection. The theoretical problems encountered 
are due to the fact that optimal control theory has difficulties coping with 
the large size and complexity of power systems as well as the data structures 
required for a well programmed L.F.C. scheme. 
~.18 ]Implementation of Frequency Control 
The L.F .C. function is required to carry out the calculation on which 
the control correction signals are based for the future alteration of the power 
output levels, of specified generation units on the power system. The control 
loop required to implement the commands from the L.F .C. function and the 
associated telemetery is shown in diagram 2.4. Depending on the mode of 
operation of the L.F.C. computation set by the dispatch operator, the program 
will operate to control a selection of system frequency, interchange powers, 
system time and interchange energy as closely as possible to scheduled values. 
The main computation for the L.F .C. function is the calculation of the 
Area Control- Error, (A.C.E.) 2°1•202•203. This calculation is normally carried 
out on the kn:own regulating characteristics of the power system together with 
deviations in system frequency and interchange power levels. Thes'e deviations 
-- . - - - --~---- -- ~ - ---- ··--. : .. ,_ -- - -~·-- ~ -- .. -
are computed on the basis of telemetered values and target values input from 
the system. The basic objective of the L.F .C. control function is to control 
the system frequency within the statutory bounds, in the region of minimum 
operating cost, and hence there is no requirement to correct for random 
fluctuations in load provided that the system remains within the specified 
bounds. Unnecessary control action is undesirable due to the continuous 
operation and unnecessary use of the speed-changing (governor) equipment of 
is 
each generation unit. So that the control action 'not excessive, the A.C~E. 
is filtered over several cycles of telemetered data. It is now recognised .that 
improved system performance can be achieved, partiCularly in the case of slower 
acting thermal units by varying the gains adaptively to suit different classes 
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of disturbance on the system. ,and diffe:ren.t system gai'ru; in .d,iff~rent ()pepi.ti:ng 
points. 
The L.F .C. function must be capable of supporting the ability of the 
power system to carry out manual ramping of seJected g~nerators, whiCh ate 
not under the control of lL.F.C. between pre-determ.ined~ levels over a specified 
time period. This facility is r?q-p,ired for exam~le to allow the set up of an 
interchange schedule, or the ramping of a g~nerator to replace one which is 
going out of merit. So that the L.F .C. may operate while these manual control 
actions are being carried out, some knowledge · of the pre-sc4eduled ramping 
must be available to the control function. 
The control signals from the L.F.C. function must be allocated between 
the generators avai~able for regulation, with some emphasis placed on economic 
operation and rate limits of the system. Two sets of limits are generally 
specified. Regulating limits apply during normal operation, while sustained 
limits, situated outside the regulating limits, are used in emergency situations 
on the network. When the L.F.C. function is used in conjunction with an 
Economic Dispatch (E.D.) 40 control function, the allocation of power can be 
decided on using economic data and units constraints. Ho}Vever, if E.D. is not 
in operat-ion, the power allocation can be carried out as defined by the system 
opetatQr. 
' - ~ 
'Fhe calcula~ion of the A.C.E. and the -,mocation of power ml1st completed 
taking into acc9unt the difference in characteristics between fast acting plant 
such as 'hy'tro..:generation and the slower thermal units. Generally the control 
requitementf'l of the thermal units are more involved due to their slower :response. 
It is irQ.po:rtant to consider the numl;>er of units specified for operation under 
L.F.C. Clearly, the higher tl1e number of participating units in the system, 
the fast~r the response of the actual electric~l- oU:tpU.t to a given cqntrol 
signal. The closed loop response of the system must b~ examined. so that the 
appropriate values for the. gains of the A.C.E. caleulati6n may -be es£i:rric,d;'ed. 
T~e· ~ontrol outputs to individ:g~J generators rP,Jist not:' be made at ·lev:e\s._ b~l~w 
the 9-ispatchable minimum. 
·~- . 
The A.C.E. will be checked against a minimum and maximulri limits 
set at the operator interface. If the A.C.K value is less thari t~~ Xliinirrm.~ 
level, then the control output is automatically inhibited. If the upper limit 
is exceeded then an alarm condition is created and the control status enters 
emergency mode. 
The operation of the L.F.C. within a given area, which is part of an 
interconnected system, can only carried out correctly if the frequency and tie-line 
interchange is correctly controlled. This control must be similar to that of the 
neighbouring areas, and a similar coordinated policy must be initially agreed. 
If there is a major imbalance between two neighbouring areas, the primary 
objective becomes one of controlling the system frequency and interchange of 
power must be allowed to deviate as necessary within line limitations and 
load.ing limits. This may be achieved under L.F .C. either by switching modes 
to exclude interchange power control altogether, or by reducing the weighting 
factors associated with the interchange power error in the A.C.E. computation. 
2.J1.'1 Calculation of the Area Control Error 
The ta,Sk of the Load Frequency Control is to regulate the pow~t output of 
the electrical generators within a given area, in response to ch,anges in the system 
frequency, ti~line loading or the relation of these to each other so,u9,200,201,204• 
This- will . encible the schecfuled system freqtiertcy to be--maintained and/or the 
agreed power interchange with other areas to be kept within . the pre.-defined 
limits. 
So that the qmtrol of both ,the system frequency and the tie-line power 
interchange, may be controlled as required, the control action is designed to 
alter the set point of each of the generators regulating on the system. Further 
corrective action may be required if the frequency, or clock error deviates from 
a certain band. Each change of the generator set poill,ts is a ste:p ch~nge in 
the system power, which itself may introduce an unwanted freque~cy:tfansie~t 
before the control action has diance to carry out its • intend~cl actioh; · So ~t~at 
these transients may be avoided, the generators ~p.i~s must .be r~p~d tb th~~~ 
-~·- ;_ 
new required outputs pver a re<15on~ble time interval, and be C<?llStrained .~Y 
their ramp limitations~ T·he <tutoiD.atic computer control schemes th~t)h.ave been 
proposed 119•204 allow the change in generator set point to control the system 
frequency error and the tie-line power exchange to be smoothly controlled. To 
enable the control scheme to operate as .required, the control is based on the 
calculation of the A.C.E. The A.C.E. is calculated based on the equation 
A.C.E. = APti.e + K 6./ 
where 
bt.Ptie is the error between the scheduled and actual tie-line power interchange, 
in MW. bt.f is the error between the reference frequency and the actual system 
frequency. 
K is the system stiffness, or gain (MW /Hz). 
The control scheme must calculate an A.C.'E. before it is due to alter the 
generator power set points for each unit. At each time interval, the A.C.E. 
represents the change in generation that must be allocated to various units by 
the alteration of the individual set points of the regulating generators, taking 
into account the dynamic limitations of the individual units. 
The other quantiti~s which must be taken into account are: The inad-
vertent power i~terchange (LRI.) which is given by 
d~'t11tlon 
t 
LP.I. = L APtie 
0 
The time (T.D.) is given by 
t 
T.D. =LA/ J~ 
0 
TP.e area supp},ementary control (.1\;·s·~C.) is calc11lated b~ed on the 
following criteria. The aiin of the control sch.eme is designell a.s b~ing t<> to 
. . . ' ' .. p.;. 
minimise·· the area. control error (A.G.E.), inadvertent inter~lian~e of power {I:r:), 
Z;j .. ~.-'· 
., 
and the time deviation {'!'.D.) with the minimum area SU:Qple~ent~ry coJ1trol 
(A.S.C.). This may be stated more clearly as 
while ensuring 
A.C.E. = b.Ptr:e + Kb./ ~ 0 
I.P.I. = J b.Pt;.6 dt ~ 0 
T.D. =I b.fdt ~ 0 
A.S.ll;. = f(A.C.E, I.P .I., T.D.) ~ minimum 
This ensures that unwanted transients in the system and equipment usage are 
reduced to a minimum. 
However, this is only the theoretical value of the power deficiency in an 
area and not the a.ctual- value in practice. The A.C.E. does not give the true 
value of the generation deficiency, because of the physical limitations of the 
system, 
(a) metering errors which are inherent in fast responding instruments 
(b) inaccuracies in the frequency bias K, in both magnitude and phase and 
(c) telemetry failures. 
Based on the theoretical point of view, the action of the A.S.C. would 
change generation in such a way so that the A.C.E. is kept to a minimum. 
-- ··-· ·- -
However, practically this minimisation is not always ppysically possible 
or necessary. 
(1) The dynamics of the system combine with the physical limits of the 
system tend to limit the speed of response of the total system. 
(2) The closed-loop gain of the total system varies with the number and 
characteristics of the controlled generators. A control scheme d~sig:ned 
for optimum performance with one set of system parameters IJ:iay not 'be 
opti¢\lm for a ~hange in the system :pa;.ra:rn,eters and hence a reduCtion 
in_ the con,trol scheme efficiency would bt;! ·seen. 
(3) The :rp.aximui:n p~rJ.Iiiss~ble rate of change of the gynetatql'S output in 
on,~. area is:;IJtnft~~:j)Y the design of th~:_units arid wiil .ptobably IJ.Ot be 
.· . . . ·.-.· . . - -- .. 
linear .over -#w ~Iitite · operati~g region. 
"" 
-··.,, 
. . 
(4) The mechani'cal parts especially in t,he forward loop create dead-zones in 
the sjste¢. .. The ;ti~·e · of a sensitive controller hi a. closed::ritode system 
can lead to limit cycles. 
(5) ':Dhe aim to control the seneration, so that it rapidly follows the time 
varying load is unde,SiraQie. It not only creates undue wear and tear Qn 
the valve control systetl)S but the financial cost of such an operation may be 
substan~ial. Also the rapid va.ryjng of_the units output may lead .under certain 
conditions to unwanted and unnecessary transients set up in the system. 
The constraints placed on the control by the physical system and the 
uncertainties in the closed-loop systems can result in deviations from the desired 
criteria pf T .D, I.P.I. and A.C.E. This can lead to the following problems: 
(1) A large A.C.E. niay be introduced in to the system which can cause 
problems for the tie-line control. 
(2) The required change in generation can lead to oscillations set up in 
certain control areas. 
2 . .13 Computation of the Area Supplementary Control Signal 
The A.~.C. value is calculated usi~g the expression which combines the 
ft.equency error, the ~ie. line power error, the time error and the inadvertent 
power interchange. 
where 
A.S.C. =g•IJ(/r -1m)+ h.K1 f."' (PlJ;- Pm;) dt 
Jj=l 
+ pK2 fo' ( 1 - 7:) dt 
+ q.Ks rt (PlJ;- Pm;)dt fo 
fr is the referen<:e frequency in Ifz, 
f m is the nie~ured freq11~ncy in Hz, 
• ~ •• • 0 ,. 
_.B ~is the afea bi~ para~n;eter in MW /Hz, 
i}~;. is .t.11¢. $che9.~\e~ ii1terchai1.ge oL power on tie-line j in MW, 
·." 0. - '· ,· • \ ···.'· - • • J ,, . :~ . 
I!~i; ~l$; ~~~; measti{~d\ii{t~rtha~ge of P9Wer on tie-line j .in MW, .··. 
;•·.-_o'_'i: 
:..:.. 48 ·...,:. 
·'.;:_ 
n is the number of int.erco:m1eding -tie-lines 
K1, K2, Ka are the weighting factors 
K 1 for normal operation 
0 :::; K 1 < 1 for the operation with major imbalance in neighbo11rin,g area. 
The parameter B is computed using the sum of the frequency bias par_ameters 
Bi, B2, 1/Js, ... , Bn input as data by the dispatch operator for all n generating 
units on-line in the area. 
g, h, p, q are the logical operators with values of 1 or 0. depending on 
the mode of operation. 
The integration for time and energy errors would be computed from the 
aggregate of the product of sampled values and time between samples. This 
operation will itself introduce errors due to the sa:mplin~. A preferable technique 
would 'be to obtain the time error as a mea.Sured value f:r:om an iristalled time 
error transducer. Similarly, the energy error co~ld be obtained more accurately 
from the difference between the scheduled value ap;d the telemetered output 
from a MWHr transducer. 
The calculation computational reqU;ire!p_ent (C.:R;), the amount of power 
to be allq<,:i;tted to the system is- thtm based' on a &tahc:l<trd proportional plus 
--- -·· -- ··---int~gral {:P+i) cont~o-iie; of the for:m ·-· · ' 
1 lot C.R. = Kv x A.S.C. + K · A.S~C.(lt 
. 'i 0 
where 
Kv is the proportional gain, and 
K;. is the integral gain. 
These gains represent tne dynamic resp<:mse of the .·POV'v'~r sy~te:¢- ·.to a 
L.F.C. input coritm~n&. Typical values of Ki! ~~hd: \K;. are given iri:_?se~~ral 
references 89·204 ._,,. 
t ': 
Kv- 0~1 to LO 
.... ·.-· 
K;, - 10 to 30 seconds 
These values are only valid for systems which contain only thermal generation 
units. 
~.Jl<f» Condusion 
This chapter has introduced the ideas concerned with the frequency 
control of electrical power systems. It has discussed the generation of power 
and how the system frequency changes as the consumer load varies. The effect 
that the loss of a generation unit has been shown along with the characteristic 
system response. 'Fhe control of the systelll frequency and active power has 
been separated so that each variable can be concentrat~d on individually. 'Fhe 
use of system gain as a measure of the system rel)'[Jonse to a control signal 
or to a consumer load increase has been discussed along with the generator 
dynamics which may vary the system gain. Previous L.F .C. schemes have been 
investigated based on the linearisation techniques, optimal control theory and 
classical ideas. 
The chapter has con13idered the definition of good con~rol schemes and 
their main aims• Ce!ltralised control schemes and d~centralised tech:n:iq~es have 
been reviewed b~ed on .chtssical control tnetho?s. The calculation of the A.C.E. 
· ·ha.s been: 7dis·cu8s.~d in ·aetrur for the --isolaiedOsystelD. -an& irttertonnected. power 
system .. Quanti'ties which may be incorporated,:intb·the calctil~ti~n of t}le; A.S.~. 
. . 
have been investigated and the minimisation of this value hciS be~n highlighted. 
This cl\aj>te:r was designed to introduce the concept of load frequency 
control, the problems involved with the static control systems which have been 
. . . 
used and to inv~stigate the various quantities that may be used to coiitt6l -~lie 
frequency of em el~ctrical power system. Later ch~pters ip. this thesis use the 
ideas discussed in., this ch~pter, to prop_o~e the de~ign of ~n L.F .G. scheii1e, 
which was then validated against a real~time power':system. siiiJu:lator. 
$.]. lint:rrodu«:tion 
The control of a system is made possible if a mathematical model of the 
system under study is already known. If the system has unmodelled dynamic 
behaviour, or is totally unknown, then a system model of some form is required. 
The system model can be calculated fully, or more normally estimated to a 
given degree. Once a system model has been estimated, it can be used to 
predict the future behaviour of the plant under study, and hence used as a 
basis for the calculation of control commands. The type and accuracy of the 
estimated system model is dependent on the type of system being considered 
and the required application for the model. 
Generally a model of a complex system can be obtained by reducing the 
system under .study into sm:aller~more ceasily defined blocks,~~ _Each_ block, ma,y 
then in turn be broken down, and itself modelled as· a system, if the internal 
' 
characteristics of the system are known. The complexity of e~ch model can 'be 
decid~d :upon by considering the use to which the model will be put, and t4e 
required accuracy of the result. Also, the complexity of the model will have 
implications on the time taken to calculate the model, and hence this mU,'st 
be considered when time is also a constraint on the modelling process. flften 
a complete description of a system cannot be achieved because of unknown 
param:e.ters or variables w_hich cannot, or are not measured. Also, ofi~n ·the 
system which is to be described by the model is an extremely compli~11ted .a:nd 
detailed process. A general ov~r:Vie'W of system modelling can be fo~~d in. the 
foll<;>wing references (6,:1·1,1~,14,15,18;,19,20;24,34,37;58,59, 70, 71,82,161,175). 
~; ~ 
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Any system can b.e mod~lled to a given degree by carrying out a set 
of detailed experiments on the plant. The unknown variables in t'J:le model 
can be determined using an exact mathematical description of the system (if 
known) and this will then represent the plant under all operating conditions. 
However, in some cases this can be too precise, as what may actually be 
required is a general model of the system under study. Also, when the plant 
is in normal operating mode, it may only be subject to a small proportion of 
the conditions modelled, and certain operations included in the model may not 
have any effect in this particular operating range. It is known that for most 
controller designs, -the control is found to be satisfactory, if it is based on a 
very simple system model which can be obtained over one particular set of 
operating conditions. The most commonly used approach to find any model is 
to use the data from the actual plant inputs and outputs, when it is operating 
dynamically within its normal range. However, this itself causes problems due 
to the nature of the system. The raw plant data is noisy because of random 
fluctuations, disturbances and noise introduced by the measuring and telemetry 
systems used. This process of using data directly gathered from the system 
under study, including the added noise, to obtain estimates of the parameters 
of the model of the plant is called System Identification 14,17,24,2 18 
Sys~em identification is therefore, the procedure carried out to model 
syste~ mathematically, taking into coP.sideration the external physical interac-
tib~;-which are -i~h~rent -in ti1~ ~y~tem ~~~~ler -~tudy. Fact~;~ ~hi~h must be 
tak~n into consideration when modelling a system include; the processing of 
noisy data 82 , the choice of the model form 89 , the accuracy of the model 
required, the time allowed to obtain a valid model, and ways of checking the 
model produced to assess how good a representation it is of the actual system 
120,190 
Thia chapter considers the different methods available for system iden-
tificatiQn and how they can be liriked together with informa~io:p; which may 
already have been obt~ined from the plant. Generally this involves applying 
statistical tests to the set of plant input-output data in ordet: to ~~tiiii~te bo~h 
- 52 -:-
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model order an<l the respective values of the param:eters within a model of ,th.at 
order. 
3.-::ll Jintll"orlludion to §ystem )Identification 
The identification of any system is generally based on information collected 
from the system under study, which has been gained during previous on:lJne 
operation. This is usually achieved by applying statistical tests to the pl~nt 
, -~ 
input and monitoring its output. This collected data can then be used to m~ke 
an estimation of the model of the plant. The estimate will have to include the 
order of the model requited, and then the a~tual parameters of the model ,that 
can be estimated. 1\or a system which is finite, for example a batch process 
system, the system can be used directly in the identification process, and a 
system mo.del can be directly based on this. 
If the system is such that its parameters vary with time, this static 
identification method cannot be used. In this case, the time.,.varying system 
must be tracked so that the continuqusly estimated model is always up to date. 
The tracking of the system is necessary if the system under study is part of 
an o~:..line control algorithm, w}tere the estimated rij:&del is used a5 a basis for 
control signal calculat\prts. The system mus.t ~l~o _Qe traclied if the operating 
point of the prqcess cl!anges significantly. In· tlj.j~ casec the es~imated, model 
in.ust-)e -upd~ti~···;~ti6~ica:liy. f,h~ ~;sthn_ated ~~a~i- ~f:the pl~~t'~U.st-_in~i~de 
the pl~C!Jlt. re~potf$e to· past control signals and be update'd to,.show_ the· response 
of the plant to more recent conyrol· action. :bepen:ding upon the rate ofc;P.a_n~e 
in the Operating point, more or less of the previous d~ta; should be relied Oll, ~0 
model the system. The updating of the system -model based ·on its past val~es 
is a continti~dly cycling procedure and is hence, termed recursive ideF}Jjficiltidrt 
. i ; -~:q_ ,,.. . ; . 
or recur~;ive parameter estimatiOn. There are many references con,ceri1'i~g, this 
' ' ~ ~-' . . ... ";. 
coniplex su}?ject, some of the more useful on,es the author has il),_~ed\gerierally in 
... ; · .. - '4 ,,, _· -, ...... _.,, .. 
this section,:~e _ W9,133;137)s0,151,168,176,100;101,191,21~,~'19)' . . T~is. apprQa~:h 
of ~ystem:' :fuqg~lling is u~eful not only in cont'rpl structtir~es, ·_ ~:l;lt ·. also"'-in.- the 
field of signill processing and- ·P,lt~r_ipg. 
-~ 
The order and strupture of the mod~l of the estimaot~d s}r,stem is . g¢'it~r-~Ily 
predefined, but it is poosiole to change the moaet order on~Uiie· lt<?wevetc, .this 
may cause problems as the on-line calculation of the estimc:j;ted model or;der 
is very demanding on comJ?,uter time and this. could have a di~advanta~e in 
real-time operation. The ch~nging of the model order on~line, however, is not 
normally required as the system structure does not normally tend to change or 
draft dramatically as time varies. Hence, one predefined model order is usually 
chosen and kept throughout the control operation. 
3.3 Use of Fixed Control §chemes 
The design of control systems for dynamic plant depends on the avail-
ability of sufficiently accurate plant models in either the time or frequency 
domain. In process control, the system models are not normally known, to a 
great enough accuracy so the Proportio-nal plu,s Integral plus· Differential (P;I.D.) 
controller is normally used 27 • This can give a good response if the coefficients 
of the equation have been correctly tuned for a given set of operating conditions. 
The required output level, or set point can calculated using known theory227, 
and after some ti~e and eff_ort by the contro.l engineer, the system tuned to 
- ' 
give a re~onable response. Ho~eyer, this theory is- often difficult to implement 
in the practical situation·, this !hay be difficl!lt to ach_ieve because of problems 
encou.nt~i;'~d with p]}ysi~al _ :systei:ns.-
(1) Th; pla~t II1~Y i~ve compi~x dynamics with a -gre~t deal of pha.se lag, 
or hi.ige dead times. 
(2} Nonli_n~atities in the pla.~t or the actuator may milke the ~ain of the 
:Pl~nt vary according. to the set• point. Actu~tors such as valv.e$ ·generally 
eihibit dead-bands,hysteresis and saturation. 
(3) The 'dynamics and gain may vary with time .and op,etatiug point. 
(4) I~teratti,ons -between control loops'. often II1e~n tn~-{;'they:: cannot be tig4tly 
tune(l ~nd~pendently;~.and henc~, m~Ay syste~.;~te- t~rr,~rttly designed' to 
...... ' ' t·'·' 
rif~ilimis~ -~hi~ -effect leading. to le~s ecop.oiJ}ic · <>ri.~ra.tion. 
(5) The m:at¢rial jnput into a. process ·-¢ay ·~~~~;j.Ii. qu~9-tity or there ID,;iy' 
be· en,vii'onm~~tal disturbag~e~_ (fot· exax!{pJ~;~':~:~;ch~~iec:ih cooliiJg ·w.ater 
temperature). These effects themselves are seen as "load disturbances", 
which can vary gr.eatly. 
(8) The output measurement can also be corrupted by noise and quantisation 
errors. 
Some of the above problems can be solved using the fa:fu.iliar P.I.D. 
controllers. This type of three-term control as it is ter-med is simpler and more 
robust than most so called simple alternatives. It is normally thought that the 
more conventional P.I.D. regulator is very effective in practice, but its initial 
tuning and the maintenance of good tuning on a. system with many control 
loops can be a time-consuming activity, especially if the process dynamics are 
slow. The three gains of the controller system have to be tuned manually, and 
although manual tu,ning rules and aJgorithms exist, such as Zielger and Nichols 
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, the problem of finding the best or optimal set of P.I.D. coefficients can be 
difficult and time consuming. It can be shown under quite general requirements, 
such as with quadratic costing or prespecified dosed-loop dynamics, that the 
P.I.D. control. is optimal for seco~d-order plant subjected to load-disturbances 
of a Brownian motion type. This, however, implies that for more complex 
plant, such as those with dead-time, the P.I.D. a)gorithtn is too simple and 
would have to be detuned from its optim~l values (for- example have t}:le gain 
reduced). -With the increasi;n,g demands for tig}l.ter quaJity control ana, good 
systerq response it is seen that sm;~e of the critic<tl fiYs~~Il}. _ c9ontrol loops r~quire 
contio_ll~rs->with many parameters. The ·:paramet-eis--haye ~to- be-dioseii-iiCa 
more rigorous way. In these c~es the ati,tomated t:qrting of P.l.D. contmll~~' 
such as those: proposed by Astrom 13 would n~t ~ork \.y_ell. For ttii:~ tYp~- of 
system more advanced control laws, such as those using selfltunin~ algorithms 
can- be tised as their structure can adapt to charigE!s in the system, and the 
system op~rating point can be tracked with resp~ct to time. 
3.4 Self~tuning Controllers 
The use of self-tuners is one approach to the automatic t:~ing pto~lem 
16,17,125,144,145,146 • ItJ~as the advantage that it can 'P~used eith.E!-~;Jlsa:;~Wiing 
aid for control l~~s that are I!lore complex thJUI tli~ stamla~d·•P.I,p. :~?Atr~ll~r, 
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but which have fixed parameters, or as a means by which a ~ti~e-:v~cyin~ ·process 
can be controlled in an consistent way. Self~tuning algorlth'Jns are al~p ideal 
for operation in real-time control schemes, as the computational requirements 
are well defined and known before operation. Although the control is not 
optimal in the sense of dual control, it can, if pr6perly used, giv:e g6od tuning 
and control performance for a wide range of prllctical systems. Self-tuning 
algorithms are useful for many applications as tney need only a SID.all and 
easily predictable amount of computing resources. A self-tuning algorithm takes 
only a small amount of the computational resources of a typical industrial 
microprocessor-based regulator, and probably has no greater requirements than 
that of a P.I.D. based system. This increase of performance means that the 
self~tuning controller could replace more standard controllers even for control 
operations where there is no need for any form of adaptive capability. 
An algorithm is called self-tuning 3,8•95·130•180 if, for constant plant 
parameters, the controller parameters tend towards those which would have 
been obtained if the plant parameters were exactly known. A self-tuning 
controller consists of several basic functions, which can be relatively simple, or 
can be very sophisticated depending on the type of system under study. 
Generally, a self-tun~g controller has three main elements 50,51,52 • There 
is a feedback law of some form, which takes the form of a difference equation. 
'i'Jiis acts upon- a set of .values srich as the measured output and feedforward 
signals, the current set-points and other requirements, which produce the new 
control action. A recursive parameter estimator monitors the system inputs 
an4 outputs .and computes an estimate of the plant dynamics in terms of a 
set of pal'aJn.eters in a predefined model. The parameter estimates . are fed into 
a control-~esign alg~rithm which then provides a new set of coeffiCients for 
the feedback law. The general structure of a self..:tuning controller is shown in 
: " 
diagram 6.2. .The control design algorithm simply accepts current esti.mates and 
ignores their uncel't(lj:n.ti~s (j].nlike dual control algorithms), this ptoc:edure is 
termed certainty-equivalent. This approach is u,sed because, a.lt}l,~:u)~h ther~ may 
' - "•; ·;: 
be poor estimates and heJite poor contr()l during. the; hlitiM tuil(Ifg Ph~~~' th,e 
control can be filtered ·to miA~wi§e any poten.tially i~cotrect contrql acti<o:iL This 
.. . . ',' . . 
means that the overall algoritlqn is much si~plifi~d~ A furth~r sim,plifica.;tion 
is obtained by removing the coritrol::.design st'age ·in an ~fuplicit 'sell~u~er. ±he 
process· model equations are reformulated in this case so that the estimator 
directly produces the coefficients of the required control law, a self.:. tuner which 
includes both an estimator of a standard process model and a control design 
stage is termed explicit. 
3.4.]. JtmpHdt and Explicit §eU.,.tuners 
Explicit self .. tuners 130 identify the system transfer .. function directly, 
using any of the available recursive methods. At each sample interval they 
perform some algorithmic calcul~tion to resolve the polynomial identity to place 
dosed..loop poles in certain prespecified locations! Implicit 58 self-tuners, on the 
other hand require no intermediate algorithmic computations as they identify 
the parameters of the appropriate controller, rather than those of the plant 
transfer-function. 
3.4.:1) Modelling Schemes 
The recursive .parameter estimator (a plant identifier), calculates the 
syst~m parameters. Then a cont:rol design procedure, is used to provide 
feedback <;ontroller coeffl.cients. This means thaf.lhe manual operator is no 
lori~et- required to set the vaJues of th~ P.F.D. constants K,Ti and Z'd· The 
self .. tuning algorithm is ~sed to .tll,onito:r the clos'ed loop performance of the 
p.la.Jlt~ :and calculate tlie J;'equired -c-<>'nti.or acti~ri. c --.e~e ~infporlant. :'ctoil1ty -of- s-elf-
tu,n:mg control is that ev~n if the plant mq_del' -i$ not kno\yn the adaption 
a.'igorithm is able tQ continuously monitor and foltow the desired dosed loop 
performance by automatically adjusting the controller paranieters. For :tn~ny 
systems the number of parameters that may be involved could be greater 
than the three of the P.I.D. fo:r:m, and so could not practically be manually 
:L '. 
tuned~ However, the proofs of:converg~h'ce 133•151;178•187•192 for sE}lf-.tuh~}'S to 
the true controlle:r: values dep~hd on assumptions about the pr~d~~s SJI'!3h · as, 
(ffriearity station~ry, mod~l order~ ~nd so on, .wh_ich caJ!~ot ~lwa_ys: b~ just,ifi~J>le 
27,107,108,109,110,224.1~25,2~6. It is dear that the algotit~s,ca.rtno,F'Work~d~~~tly 
115,116,H7,12'7ll37,156;194 . in ·ac 'coptrol :;;qh,eme, SO many s¢lf•t_ul].~J:" 'afg'QJ.:'itl1ms 
; •' . ~ , : ~ ··", ~ 
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when used in a practical situation require the use of supporting or 'j11cketing' 
software. They also rely on theoretical convergence considerations. 
$.4.$ JEuXy §elf~ll;111l~ing Algoritlhlmfl 
The ideas involved in self-tuning are not new. Kalman 92•137 inJtially 
derived the first so called self-tuning algorithm and attempted to implement 
the algorithm on a spec-ial computer. However, theoretical an.d technolbgical 
advances were required before this new technique could be compared with the 
state-space methods being investigated. The theory was revived and extended 
to cover stochastic aspects by Peterka 179- 182 , but it was not until Astrom 
and Wittenmark 221 that there was a great deal of work carried out in this 
area. 
Many research p~pers have been written on the subject of system identifi-
cation and several practical applications have been investigated 43,73,105,118,168,169, 
This led to new theoretical developments as new problems were defined, which 
enabled the of use of adaptive control techniques to be applied to new areas. 
New algorithms have been proposed for differing applications. It is relatively 
easy to derive a new ~lgorithm, or to show if one method is better than 
another, but the converg~nce analysis of algprithms is more involved. 
3.4.4 JPerfo~mance O~jective 
- Tii(i perforina.iice ;Qb}ective of the otiginal self-tuning- reg\ilator ofAstrf>m-
and Witteninark 221 was t-h:e minimisation of the variance of t~e measured 
process output y(t) at tJ:).e sampling instants. It is seen to be the ~tochast}c 
equivalent of the discrete-time one-step controller, 13 and shares the same 
defects. The overall control algorithm takes no account of the control ;~tfprt 
. ~- . 
required, which. may lead to excessive control signals being generated, an$1'- in 
some cases there will be .. closed loop instability- 138• However, .:t]i~ siii1I_>lest 
implicit algorithm norm~Ily. f(}rrns t-he basis of general self'" tuners. · T)le --itl.~a -_ of 
· the performance objectiy:e was developed for self;.tuning controllers )y.-,._Cl:irke 
. . :·.--, .• )I.J:I.,. 
and Gawthrop 63•94 which· were interpreted by Gawthrop 63 ~pd: I3:t~t~~~ ·. · to 
giVe a wide ~#fiety of pJ!rf<>tfuance objectives. The~e il±ipli<;it a.lgd~itn~::J~~l,{ide 
set-point vari~tions, whiCh ~nables tracking as well as regpla.tio~:,';tB~~~lf/~na 
can be seen for example as :minimising a combi:n,;,1tion of control and 01.1tput 
variances. 'Fhis means that the control effort can be traaed' against output 
variations to suit the available actuator characteristics. 
3.~.5> lPiredlidtiv<e ModeUing 
Simple implicit self-tuners are based on predictive control theory which 
depends on a knowledge of the system time-delay k. However, with explicit 
methods, although they have a heavier computation requirement, they do not 
require any knowledge of this delay as it c~ be estimated iM) part of the process 
dynamics. These ideas are seen in Wellstead 217 which are based on his earlier 
work. In this work the design procedure involves the placement of the closed-loop 
poles at predescribed locations while the zeros in their dosed-loop positions. 
This has been extended to cover tracking and regulation, by Astrom and 
Wittenmark 19 who have produced a similar design procedure which also places 
safe process zeros in the deterministic servo case. A further extension to these 
ideas ~es state-space methods, in which the estimated model is transformed 
into its equivalent state-space representation, and the design procedure becomes 
that used for linear-quadratic-Gaussian control. Early work in this area was 
carried out by is due to Peterka and Astrom 182• Although the LQG approach 
requires t4e most computation, various devices. can be use& to minimise the. 
computing load 2,3,7,46,78,152 • 
An algorlthm. is calle<f self.:tunillg if, as ~the ruunber (')f fnput and output 
samples tends to infinity, the estimated paraineters become close to those 
which would be produced if an accurate system model was . directly known. 
This conver~ence property depends on various assumptions about the process, 
such as time-invariant dynamics, and most of the methods have ·been shown 
theoretically and experime~tally to produce self-tuning beh~viour. However, 
in practice self-tuners are us.ed for more general problems, such as for time-
varying processes, and the aJgorithros are adju~t~d so that effective control is 
still prodt~ced. Sui~able modific'Mions to the basic algcirit~, especiaJly their 
robustness is still an on going r~search topic 23,9s;:t4o • 
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3.4.((J, R<ec<ent D<ev<e]opments 
Recent developments. have -been made in the theory co:tresponE!iru~- to 
continuous time-process models which are assumed by the self-tuners, and how 
the corresponding discret&-tii!le model is obtained, how models operate in the 
predictive form, and the locations of the discrete--time poles and zeros 218,160 • 
The derivation from the standard recursive-least-squares parameter estimation 
algorithm, and its generalisation to cover certain types of correlated noise is 
also being investigated. Other work includes; the derivation of prototype self-
tunip.g regulators which minimise the process output variance, the generalised 
self-tuner and interpretations of its performance, and the derivation of explicit 
self-tuners based on the placement of closed-loop poles in prescribed locations 
81,82,112,153,206 
3.5i Dynamic System Modelling 
The main aim of identification is to model to the required extent for a 
given purpose, the dynamic system under study. There are certain structures 
within the model which must be defined along with an estimation of the 
parameters contained within ea~h particular model. A good model structure 
should approximate the system to a reasonable degree and contain all the known 
relevant information about the system operation. It must also be flexible and 
lead to simple estim~tion procedures. 
Models may be divided into two main classes, parametric and non-
parametric. The type of model considered in this section is parametric because 
the system order must be specified so that the model estimation is simplified 
and the associated errors are ren:toved. In non-parametric models, hqwever, this 
specification is not required, making the estimation more co~plex and involved. 
To apply a self-tuner to the system under study, it assumed that the 
model used i~ ~capable of .at, l¢a&t approximating the~ :l:~ehaviour of the cla$s of 
• < • " • _, ;" • ~-
system to which it is aP.PH¢d-; Usually the cqhtrgl'f~et point is,'.co:n:sNp~ip,ed 
. : ·. ::,;·· .. ,. . . : ·: .·,::_·;.'. ', .. \' . 
within an upper and lower limit due to the physical ,;sy~J~m whicli,'· J:'~ma~ns 
constant over long -peri,ods. So a locally-linearised Iii~~~~f;i~, 6rt~n ~~~i.I~nt .to 
".<.·.· 
- (?0- ·.:.; 
model the plants char(!.d~r~stics over a. given time. For the ~GCI$e pf a syst~m 
under discrete-time operation, whiCh is a single input-output system , the output 
may be expressed in terms of previous inputs and outputs using the standard 
difference equation 130 
vz. n 
y(t) + 2: a;,y(k- i) = L b&u(k- i) 
i=l 
where 
y(t) is the system output at time t = k, 
y(k- 1) is the system output at time t = k- 1 
u(t) is the system input at tirpe t = k, 
u(k - 1) is the system inp,ut at time t = k- 1 and so on. 
(3.1) 
The time period t = k - 1 to t = k is a measure of one sample period or length 
of time between each output sample. 
This assumes that one time period will have elapsed before the system model 
will respond to any external influence, which will effect the system output. The 
model expresses the current output vector as a linear combination of the past 
outputs and- the past inputs. This form of model is termed Auto Regressive 
Moving Average (A.R.M.A.) 92 • The past values of y are the auto regressive 
components, and the u are the moving average components. 
3.8 Prediction Error Medels 
The most usetul class of models for -parameter estimation is that of 
prediction error mo(lels. These models use a mathematical r4i!presenta~ion of 
tlie system de§crip{ion such as t.~at in equation (3.1) from which the pa,tameters 
. . . . . . ' 
ah~' ... , an and b1, b2, . .. , bn are estimated. -If the same input, u(t) is then 
,: . : . ~~ ~. ~'-' - .. 
applied to l,Joth the systelil. and the mathematical model of the system, the 
outputs of the syst~m 'and model can b~ compared. The error involved in .the 
. -
compc).rison shows h'Ow'\go:oc.l the parameter estimates are, or the error gives an 
• -·~ ~ _;_ • { <;. -:: c • • • • • .~- : • • 
indiCation of how clg,se t}l~-mathematical repre·sent~tion ·is to the real,system. 
. -. ' 
One of the m§~t. -impo,rtant fa¢tors concerning the ,accura"cy; . oro:gootJ'tl,ffSS< of 
the mathematical-m~~(l~l, i~ tl~e choice and n~mper of ~he Cli, a~d'bi,.:Jl~!:~meters; 
If- tlie 4!Rd:¢I"is ·iiico~t#~t, 'foi.:-J~§t,~nceAP:s'lffici~nt·· pru:ak~t~~·"hay~t·e,;~n:=,!ItbdeU~<i, 
there will be a large error h~twe~n the outp1,1t of the ~<:"tll,al plal!.t cti£<l t'Qa,~ oJ 
• - • • • .,. ';~ - :· J ·" • • -
the model. However, -th~re will also be an error introduced h:lto~tbe system ,if 
too many parameters are estimated, that is the system is over modeHed. 
When considering a practical system, the system output i$ often corrupted 
by noise due to disturbances, mea.surement devices and telemeMry. 'rhis implies 
that when considering such system the Oi and b, parameters, _ate inapproprjate. 
This is due to the fact that large variations in the system noise m,any have an 
effect on the parameters and an inaccurate model may be calculated. 
3.6.1 Error Minimisation 
The prediction error, E(t) at time t = k of a system can be used to 
access the effectiveness of the modelling technique employed. This error can 
be used to obtain a more- exact mathematical model using a revised set of 
estimates of aa and bi. However, trying to minimise the direct error causes 
problems. The square of the error E{k)2 , i_nstead of the error itself is used in 
most identification procedures. Generally, the_ :q1odel is formed .by collecting a 
number of s~lhples N froin the system input arid output. This error signal is 
squared, and forms the sum of the squares_ of _ t_he errors, which is the basis 
of the cost. ·function. This function is II1iniii1ised _by est~mathrg the required 
number of.'<h: ;and bi parameters. This nietho'<i' reduces the effect of system 
no~e. 
Ma.liy procedures exist for the -mini'rnisation of the cost . function; The 
teclllllque discussed .in this section is probably one of the zn.ore simple methods 
available, this scheme is termed li~ear least sqqares. 
3.'1 System Modelling 
The model used to describ.e the system was defined earlier to pe 
. ~ ,._,_ .... 
n n· 
t/(t)+ b a,y~t- i) = lS.b.:~(t- i) 
. •: ' -
The disctet¢ tim~ description'''Of the system to. :he ·mod~lled is·,·· 
,. < • .-. • •• ,c '' . • • • •. ~- :....~ • ·:~,: • ' • :. 
' 
which may be rewritten as 
where 
y(t) is the sequence of output signals form the model 
u(t) are the input signals, and 
E(t) is the disturbance signal. 
The polynomials A(z) and B(z) are defined as 
and 
The delay operator z- 1 is defined to be z-.:y(t) = y(t- i) 
k is dependent on the delay time of the system. 
(3.4) 
(3.5) 
(3.6) 
If the plant being modelled does not have a time delay, then k = 1. If 
the plant does have a time delay Td = k'T, where T is the sample period, then 
k = k' + 1 The equation used to describe the system model can be rewritten as 
B(z- 1 ) 
y(t) = A(z- 1 ) u(t) + E(t) (3.7) 
Often when modelling discrete systems, the system is modelled using the more 
conventional term of the backward difference operator q. 
A(q)y(t) = q- 1 B(q)u(t) + E(t) (3.8) 
A(q) and B(q) are the same form as above with z replaced by q. By definition 
q-iy(t) = y(t - i). If the system is subject to a stochastic disturbance, then 
the previous discrete model can be extended to 
A(q)y(t) = q- 1 B(q)u(t) + C(q)€(t) (3.9} 
where €(t) is a zero mean uncorrelated random sequence representing the 
disturbance. 
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The transfer function C(q)f A(q) relates to the transmittance of the 
disturbance through the system to the measured output 
C ( q) is a polynomial having the form 
{3.10) 
Then the equation may be written in the alternative form using 
y(t) = ()T x(t) + ~:(t) (3.11) 
The parameter vector eT is 
(3.12) 
The vector x(t) is known as the regressor vector and is given by 
xT (t) = ( -y(t- 1), -y(t- 2), ... , -y(t- n), u(t- 1), u(t- 2), ... , u(t- n)) 
(3.13) 
The polynomials A and B are considered to be nth order, however, it is more 
correct to say that the higher order polynomial is of order n, such that the 
higher order parameter values of the polynomial of order less than n are then 
equal to zero. The effect of a pure time delay between input and output, 
is seen in the estimated model by setting the lower order terms of the B 
polynomial to zero, or by changing the equation (3.2) to involve a time delay 
k. 
n n 
y(t) + I: aiy(t - i) = L biy(t - i- k) (3.14) 
i=1 i=1 
It is also possible to account for zero mean coloured noise, in the system 
using 
where 
C(z- 1 ) is of a similar form to that of Az- 1 , and 
e(t) is a white noise sequence. 
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(3.15) 
A non-zero mean disturbance can also be considered by making 
e(t) = C(z- 1 )e(t) + d (3.16) 
where d is a scalar offset bias level, but this is not often required. 
3.3 JLinearr JLeast-Squares Estimation 
The main aim of the least-squares calculation 51•56•213 is to make the 
sum of the squares of the differences between the model output and actual 
system output data a minimum. If this can be achieved then the estimates in 
the model are as near as possible to that of the actual values. Consider the 
model of equation (3.14) with k = 1, which gives the output of the system at 
time t = nT as 
y(t) = -aly(t-1)-a2y(t-2) ... -any(t-n)+bou(t-1)+btu(t-2) ... +bnu(t-n-1) 
(3.17) 
The output at following samples y(n + 1), ... , y(n + N) is given by 
y(t + 1) = - a1y(t) - a2y(t - 1) ... - any(t - n + 1) 
+ bou(t) + b1 u(t - 1) ... + bnu(t - n) (3.18) 
y(t + N) = - a1y(t + N- 1) - ~y(t + N- 2) ... - any(t + N - n) 
+ bou(t + N- 1) + btu(t + N- 2) ... + bnu(t + N- n -1(13.19) 
These equations at the various sample intervals provide a set of simultaneous 
equations which can be solved to obtain the parameters 
The equations can be expressed more compactly in the following matrix form 
Y = X8 + E 
where 
Y =[y(t), y(t + 1), ... , y(t + N)jT (3.20) 
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f y(t- 1) y(t- 2) y(t - n) y(t) y(t- 1) y(t- n + l.) 
X= y(t + N- 1) y(t + N- 2) y(t + N- n) y(t- 1) y(t- 2) y(t- n) 
y(t) y(t- 1) y(t- n + 1) 
y(t + N- 1) y(t + N- 2) y(t + N- n) 
u(t - 1) u(t- 2) u(t- n- 1) l 
u(t) u(t- 1) u(t- n) (3.21) 
u(t + N- 1) u(t + N- 1) u(t + N- n- 1) 
and 
{} =[-ab -lt2, ... '-an, bo, bb ... ' ... 'bn]T (3.22) 
and E describes the effect of measurement noise and disturbances affeCting the 
system. The single output measurement taken at tim~ instant t, can be written 
as 
N 
y(t) = I: Oixi(t) + e(t) (3.23) 
i=l 
Consider now, how an estimate of the parameter vector, 0, can be obtained 
by least squares approach. Using the estimate 1J, the prediction of the system 
output Y is given by 
(3.24) 
and the prediction error € by 
t: = Y- Y = Y- XO = [t:(t), t:(t + 1), ... t:(t + N)f (3.25) 
This is obtained by minimising the cost function 
N 
Min. J =I: E2 (t) (3.26) 
1 
The predicted value of 0 given by 0 which minimises the sum of the squares 
A 
of the errors between y(k) and the predicted output y(t), Oix(t) summed from 
i = 1, ... , N, can be written in the vector form 
.... " S = (Y- XOf(Y- XO) (3.27) 
This equation must be minimised by selecting a set of system parameters, 0 
for a given set of input and output data. The value of 1J is a minimum when 
the differential is set to zero hence 
0 = (XT X)-lXTY 
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(3.28) 
This is on condition that J(T X is invertable, so that a unique solution may 
be found. This is the standard least-squares equation, which is derived below. 
The value of 8 which minimises S, the sum of the squares of the errors can 
be found as follows 
s = f.Tf. = (Y- x8f(Y- xo) 
dS ... R A 7/ = 2A- (XO- Y) 
Hence S is minimised when 
that is when 
(3.29) 
(3.30) 
(3.31) 
An estimate of 0 can therefore be obtained provided (.xT X) is non-singular 
(which it will be if the system is 'persistently excited'). If the system is not 
excited, then common rows can occur in X, making (.xT X) singular. 
If the system is subjected to a stochastic disturbance e giving a model 
of the form 
Y = XO + e 
then pre-multiplying equation (3.32) by (.xT x)- 1 J(T gives 
This expression indicates that the least-squares estimation will be biased with 
the bias being given by E[(_xT X)- 1 _xT e]. 
If x(t) and e(t) are independent, as assumed, the expected value of O(t) 
will depend on the expected value of e. If it is also assumed that the noise has 
zero mean then E{O(t)} = O(t), the true parameters vector, then the estimates 
are unbiased. If also e(t) is an uncorrelated (white noise) sequence, the least 
squares estimates can be shown to have minimal variance compared with all 
the other linear unbiased estimates. The accuracy of which depends on the 
covariance matrix 
E{(O(t) - O(t))(O(t) - O(t)f = u2(X(tf X(t))- 1 
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where u2 is the variance of e(t). If e(t) = €(t) that is uncorrelated zero mean 
sequence, then e(t) is uncorreiated with the elements of )(1', which involves oniy 
past values of y,these are y(t -l),y(t- 2) ... and therefore E(t -1), €(t- 2) ... 
,consequently E[(.xT x)- 1 )(1' e] = 0 and the estimates are unbiased. 
A better guide in terms of how good a particular algorithm is, can be 
found by consideration of statistical confidence regions corresponding to each 
method. For this purpose the 'residuals' vector E must be obtained from 
such that the sum of the squares of the residuals is calculated by means of the 
equation 
A N E(k) 2 
S=l:-2 
k=1 a 
and this is distributed in the form of x2 (MN) where N is the number of 
parameters and M is the number of data points. It is , however, fairly 
straightforward to apply a t distribution if this is preferred to the Chi-square 
test. 
3.9 Recursive Least-Squares 
The previously described least-squares approach is suitable only for batch 
processing, it can be used as an off-line estimator, but if the system model 
changes slightly or drifts, the change in the model can not be detected by 
the identifier. Thus it is necessary to convert the previous method into a 
recursive form so that the estimates may be updated when new data has 
become available. This enables the estimator to track the system on-line 
enabling real-time identification. This recursive form of the estimator is termed 
Recursive Least Squares 47•85•88•195•199 (R.L.S.) identification. 
In common with all recursive methods, the R.L.S. method requires a 
window of the most recent data. This means that only the newer values of 
the plant input and output are stored, and they are only kept for a certain 
time. Once the data has been stored for the required time, it is automatically 
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discarded and replaced by new system data. Using this method a known 
amount of storage is required in the computer and the data is continuously 
cycled through the defined window. 
Normally the vector x(t) is used to store plant input data and the vector 
y(t) 9 all the plant output data. At any time t, the vector will contain the most 
recent values of y and u., being y(t) and u(t), and the input and output values 
from n time intervals ago. The system parameters are stored in O(t) and then 
an initial guess, or estimate of the system model is defined as O(t) for each of 
the parameters which go to make up the actual parameter vector fJ. 
At time instant (t- 1), when a new control input is known, not only is 
the vector 0(~) known, but also the vector of the previous inputs and outputs. 
xT (t) = ( -y(t- 1), -y(t- 2), ... , -y(t- n), u(t- 1), u(t- 2), ... , u(t- n)) 
This enables the estimate of the system model to be made, based on the system 
equation. The estimate of the next output y(t) is then based on this updated 
data. Hence y can be calculated 
y(t) = O(t - l)x(t) (3.32) 
The value of y is the prediction of the output signal y(t), which is made using 
the information available at time (t -1). However, when the -new actual output 
signal is measured, the error in the prediction can be found as before using 
e(t) = y(t) - y(t) 
It is obvious that if the noise signal e(t) is relatively small, and if the parameter 
estimates 0 are fairly close to their actual values of fJ, then the error e(t) should 
also be small. However, if the estimates of () are not very accurate, then the 
value of e(t) would be expected to be large. The magnitude of the error e(t) 
can be taken to account and can be used to improve the parameter estimates. 
The estimates can be improved using 
O(t) = O(t - 1) + K(t)e(t) 
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From this equation, it is seen that if the value of s(t) is small for any value of 
K(t), then there is very little change made in the estimates, however, if there 
is a large change in e:(t) then a. large change in the estimates is required. The 
choice of K(t) is important. Thus a way is required to calculate a. useful value 
of K(t). 
Obtaining the recursive calculations required can be very involved, so a 
simplified version is explained here to demonstrate the basic concepts behind 
the procedure. One of the benefits of this approach is that a strictly fixed 
amount of computation is performed for each new piece of data. There is also 
the advantage that the dimension of )(I' is fixed,it does not increase with N. 
The following definition is made 
S(t) fj. (X(t)T X(t)) (3.33) 
where 
X(t) is the matrix of known data acquired up to time t. This equation may 
be written in the partitioned form 
[ Y(t - 1) l = [ X(t - 1) l 0 + [ e(t - 1) l y(t) xT(t) e(t) 
The estimate for at time T of O(t) can hence, be given as 
O(t) = (X(t)T X(t))- 1 X(tfY(t)T 
then 
or using the S defined as above, more simply 
O(t) = S(t)- 1 [X(t- 1)TY(t- 1) + x(t)y(t)] 
= S(t)- 1 [s(t- 1)0(t- 1) + x(t)y(t)] 
but 
S(t) = S(t - 1) + x(t)xT (t) 
(3.34) 
(3.36) 
8 = S(t)- 1 [s(t)O(t- 1) - x(t)xT (t)O(t - 1) + x(t)y(t)] (3.37) 
= O(t - 1) + S(t) - 1x(t) { y(t) - xT (t)O(t- 1)} (3.38) 
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this gives together with (3. 32) the recursive updating of 0 
O(t) = O(t - 1) + K(t) [y(t) - XT (t)O(t - 1)] (3.39) 
Where K(t) is an n-vector (the Kalman Gain). It is seen that the estimation 
update for each parameter is of the feedback form 
[ ~ew ] = [ ~ld ] +gain x (prediction error of old model) estimate estimate 
However these equations cause problems for convergence analysis as these equa-
tions involve the inverse of S(t) at each stage. A further simplification may be 
made possible by the use of the well known 'matrix inversion lemma' 53 which 
involves P(t), the inverse of S(t). This gives 
P(t) = (s(t- 1) + xxT)-1 = P(t- 1)- P(t- 1) xxT P(t- 1) 
1 + XT p ( t - 1) X 
Using this lemma, recursive least squares (R.L.S.) becomes 
K t _ P(t- l)x(t) 
( ) - 1 + xT ( t) p ( t - 1) X ( t) 
P(t) = [1- K(t)xT (t)] P(t - 1) 
(3.40) 
(3.41) 
This has the advantage that no matrix inversion is required. However, s- 1 
exists only after n observations have been made, and so a starting value is 
required for the initialisation of P(O). 
The algorithm works as follows 
(a) An initial value of P(O) is chosen. 
(b) At each time, t, X is obtained using the new data 
(c) Equation (3.40) is used to update K(t) 
(d) Equation (3.41) is used to update P(t) 
(e) Finally equation (3.39) is used to obtain the parameter estimates O(t). 
Using this method the data storage (0, x, P and K) and computational require-
ments stay constant with time. 
The form generally used for the starting value of P is a diagonal matrix 
a.I where the value of a is taken to be (103 ) 92•106• This shows there is 
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little confidence in 0(0) and allows rapid initial changes, so that a reasonable 
estimate of fJ is achieved as O(t) changes slowly. The covariance matrix of the 
estimates is given by u 2 P(t) (for large t at least) o 2 can itself be estimated 
using the model prediction error e(t). If P(O) = o.l, where o. is large, if the 
plant is noise-free, if the X(t) vector is 'persistently exciting', and if the plant 
is accurately modelled by a constant parameter vector (} then 
o(t) --+ o exactly in n steps (3.42) 
This is the fastest, possible rate of convergence. For example, if the self-tuner 
has 5 parameters then 5 samples ( after the data vector have been filled up) 
are sufficient to get good estimates. 
However, this is not always the case when practical systems are being 
investigated. The matrix S(t) = E x(i)xT (i), so that the magnitude of S is 
small initially but tends to infinity, provided that x(t) is 'sufficiently exciting'. 
The matrix P should· be symmetrical and positive definite, but round-off errors 
may cause P to lose symmetry. If this is the case, then the algorithm will 
become unstable and the estimates will rapidly diverge. This does not usually 
happen until about 5000 iterations 58•106•136 , which means that the controller 
has to be used under continuous conditions for a long time under real conditions 
before it is seen. This action can be prevented with the use of an update 
factor for P(t). As P is positive, it can always be written as using the 
U D factorisation, 57·1°6•130,213,214•217 U DUT, where U is the upper-triangular 
matrix with units down to the diagonal and where D is a diagonal matrix. The 
updating then becomes U and D, and P may be reconstructed using U DUT 
3.111] Forgetting Factors 
When P is updated usmg (3.41), the elements of P tend to reduce in 
magnitude. This causes the gain matrix K to eventually be reduced to zero, 
and the estimation of the parameters 0, tends to 0. This is only useful if 
the parameter values are constant with time. This means that the estimation 
routine is unable to track slowly-varying parameters and hence, cannot be used 
for the identification of systems which have time varying parameters. Once the 
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gain term becomes negligible, even though the estimation error may be large, 
the estimated parameter values will not adjust, so the tracking of time varying 
parameter values is not possible. 
The problem may be overcome with the use of a so termed forgetting 
factor. This instead of giving equal weights to the errors in least-squares 
criterion, gives more weighting to the more recent data preventing P(t) from 
becoming too large. The speed at which the adaption takes place is determined 
by the asymptotic memory length described by Clarke and Gawthrop 62 
N= 1 (1- .X) {3.43) 
This implies that the information contained in the data storage elements of the 
algorithm decays with a time constant of N sample intervals. For A = 1, the 
P(t) is the standard covariance matrix described earlier. After the initial tuning 
phase of the algorithm, the control will become better and hence the elements 
of P(t) become larger, as they are continually scaled by a factor less than 
one. This means that if there is little information gathered about the system 
dynamics due over long periods of steady-state operation, numerical instability 
may occur as the magnitude of P(t) increases. The regulator becomes very 
sensitive to any disturbance or a numerical error, which may cause any change 
in the set point to lead to a temporary unstable system or to total system 
instability. 
Some solutions have been proposed to avoid this problem such as, placing 
bounds on the diagonal elements of the P(t) matrix, but the exact values for 
the boundary are difficult to decide upon. A more useful approach is to decide 
upon the amount of system information that the algorithm stores. Thus a 
forgetting factor is used to define the amount of system data that is stored. 
This can prevent the covariance matrix from blowing-up but still enables the 
algorithm to adapt to the system changes. 
3.10.]. Variable forgetting factor 
To chd'se the size of the forgetting factor, 106•172 the state of the system 
must be taken into account. If the error between the actual system output 
- 73 -
and the calculated output is small then two cases may have caused this: 
The system may be near the correct set of system parameters, or the estimator 
is capable of reducing the parameter error. If this is the case, then it would be 
sensible to keep the maximum amount of system information, thus a forgetting 
factor close to unity is required. However, if the error is large, the estimator 
sensitivity may be increased by selecting a. lower forgetting factor. This has the 
effect of shortening the memory length of the algorithm until the errors become 
smaller. Using this idea it is possible to define a the amount of information 
which is to be stored about the system as the weighted sum of the squares of 
the error. This is calculated recursively by 
E(t) = .\(t)E(t- 1) + [1- y(t- k- 1)T K(t)] €(t)T (3.44) 
This was discussed by Fortescue 89 • The forgetting factor may then be be 
defined by keeping E(t) such that 
E ( t) = E ( t - 1) = ... = ao (3.45) 
Thus the size of the forgetting factor at each time step corresponds to the 
amount of new information in the latest data set. This ensures that the 
estimation is always based on the same amount of system information. Thus 
where 
1 
.\(t) = 1--N(t) 
N() Eo 
t = (1- y(t- k- 1)T x(t)) e(t)2 
{3.46) 
(3.47) 
N(t) is the equivalent asymptotic memory length if A = .\(t) were to be used 
throughout the estimation. As Eo is related to the sum of the squares of 
errors, one possible choice 89 is to express Eo as 
(3.48) 
where 
a0 is the expected measurement noise variance based on real knowledge of the 
process. No then, will control the speed of adapt ion because it corresponds _to 
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a nominal asymptotic memory length. It is shown 213•214 that if Eo is chosen 
this way, then for a stationary process 
E{N(t)} =no as t ~ oo {3.49) 
and E{P(t)} = Po as t ~ oo (3.50) 
The sensitivity of the system is controlled by choice of N0 • A small value of 
No will give a large covariance matrix and a sensitive system, a larger value 
will give a less sensitive estimator and slower adaption. 
Typical values of A are in the range 0.95 (for fast variations) to 0.99 
{for slow variations). If the system is not 'persistently exciting', then P(t) can 
increase indefinitely, which will cause numerical problems in the algorithm. The 
way this occurs is easily seen if Xt is set to a null vector when 
P(t) = IP(t- 1) (3.51) 
with A < 1, P(t) ~ oo as t ~ oo. Hence, when the forgetting factor is used, 
checks should be used and the value of A adjusted, so that numerical difficulties 
are avoided. 
One advantage of the R.L.S. method is that the matrix P(t) is pro-
portional to the covariance of the parameter estimates, so that a near-singular 
P indicates that there are badly estimated directions in the parameter space. 
This could indicate, for example, that the number of parameters is too large 
or that the data is invalid. 
3.].JI. Conclusion 
This chapter has described the use of system modelling for system 
identification and prediction of the behaviour of unknown systems. The methods 
discussed enable a mathematical model of the system to be calculated using only 
the system input and output data, without the need for test signals. Clearly 
this is very useful for application when modelling industrial processes such as 
electrical power systems. It allows a reasonable system· model to be calculated 
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without disturbance to the system which is required for real-time applications. 
The use of ieast-squares estimation has been discussed and shown not to be 
particularly useful in itself for modelling power systems due to the non-static 
mode of operation. An extension to enable on line monitoring and calculation 
of the system model was presented and this type of recursive technique shown 
to be is useful to track power system dynamics and behaviour, and hence allows 
suitable control action to be calculated based on the most recent system model. 
The method of calculating such control signals is discussed in the next chapter. 
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MJINJIMUM PREDJICTJION ERROR CONTROJLJLER§ 
41:.]. lLntroduc-tion 
The previous chapter discussed the use of mathematical modelling as a 
tool to produce a representation of a system. This method of modelling a 
system from its general response without the need to apply artificial test signals 
is very useful for the control of electrical power systems. It enables the control 
to be calculated on-line in real-time without disturbing the operation of the 
system. Based on the updated model a suitable control signal can be calculated 
using various techniques. This enables the power system to be controlled to 
the required level without causing economic operating penalties. 
The previous model description was capable of providing a way of pre-
dicting the future outputs of the system based on the past outputs and present 
inputs 12,15,50,52. It would seem reasonable that the modelling process may 
be reversed and the ideas used in the mddelling process inay be then used to 
calculate control action for the system. The aim of the control action is to 
determine what control at the present time would bring the future output of 
the system to the required value. This process is especially simple if the future 
outputs are a linear function of the present control, since then the determination 
of the control action involves the solution of a set of linear equations. 
This chapter discusses the use and equations involved in a control criterion 
termed minimum variance control 106•111,161 and then describes the extension 
to this technique that enables the control of non-minimum phase systems and 
reference following. Minimum variance control is the stochastic equivalent of 
one-step-ahead control which is used in the deterministic case to bring the 
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system output at time t + k, y(t + k) to some previously defined required 
value. Minimum variance control is used because by reducing the variance of 
a given variable, the controller set point can be kept at a reasonable value for 
the system while ensuring that the rest of the output meets a given criterion. 
There are many papers describing design work in this area, much work has been 
carried out by Clarke, Gawthrop and earlier Astrom. There are consequently 
many references, some of the better ones are (16,17,18,52,53,54,57). Other work 
is reported in (64,131,141,162,164,189,194,214,217,219,220,221,226). 
4.2l Predictive Models 
Many self-tuning strategies, particularly implicit methods, are based on 
predictive control design, where the prediction horizon or time, is the system 
delay k 4,5,12,15,190,213. This delay is introduced because the output at time 
t + k, y(t + k) is the first output that can be influenced by the present control 
u(t). During this time, disturbances will be acting on the system, so if an 
optimal prediction is to be made at time t, for time t + k 16•51•52•53 the 
effect of the disturbance on the system at time t + k must be predicted at 
time t. This enables a control signal, u, to be calculated at time t for time 
t + k. Thus the effect of these disturbances on the system can be removed 
by the calculation at time t. The effectiveness of this control depends on the 
accuracy of the predictions, which itself clearly depends on the characteristics 
of the disturbance and on the prediction interval k. 
The system is modelled as described earlier usmg 
(4.1) 
where 
A(z) = 1 + a1z- 1 + a2z-2 + ... + anz-n , 
B(z) = bo + btz- 1 + b2z-2 + ... + bmz-m and 
C(z) = 1 + c1z- 1 + c2 z-2 + ... + cvz-v. 
The disturbance €(t) is taken to be a weakly stationary sequence of uncorrelated 
random variables with zero mean. The system delay k and the orders of A, B, C 
are n, m, p respectively and are assumed to be known. The system is such 
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that due to physical constraints, the discrete closed-loop system must contain 
at least one time delay, hence k 2:: ll.. The delay k is equal to the magnitude 
of the pole excess of the model k = n- m which appears because of the use 
of the backward shift operator. The polynomial C is taken not to have roots 
outside, or on the unit circle in the z-plane, this can be achieved without loss 
of generality, as is shown in 53. 
The input signal u(t), can only change the output signal y, k sample 
periods ahead of time so the a control scheme is required that aims to make 
the expected value of the output error, k steps ahead in time equal to zero 130 • 
A minimum variance controller is proposed in this chapter which is 
capable of controlling the system output at a given time ahead to a previously 
defined value. The equation (4.1) can be rewritten using the more normal 
backward shift operator q as used for discrete systems. The output k samples 
ahead is given by 
y(t + k) = ~~:l u(t) + ~~:l €(t + k) (4.2) 
By expanding 1/A as an infinite series in q, it is seen that the disturbance 
term has two components. The first is €(t + i), where i takes the value from 
the present time, to the time k steps ahead in the future. The term €(t- j) 
represents the all previous values of e up to the present th:ne, that is -oo --+ 0. 
These past values of €(t) can be reconstructed using the above equation and the 
measured input-output data u(t), y(t), but the future values are unpredictable as 
€ is an uncorrelated sequence. This development is shown in 59,l06,130, 166,181. 
The term C(q)/A(q) can be split up into its constituent parts by using the 
identity 
where 
C(q) = E(q) + q-k F(q) 
A(q) A(q) 
E(q) = eo+ e1q- 1 + ... + en.qn• and 
F(q) = fo + /1q-1 + · · • + fn 1 qnt 
(4.3) 
E(q) and F(q) are both polynomials which can be obtained uniquely by 
comparing the coefficients of powers of q-1 if the degree of E ~ k - 1. It 
is seen that if the degree of e0 = 1 then the degree of F is k - 1, this is 
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shown in the example later. The equation above shows that the order of E(q) 
is restricted by the order of C(q). The order of C relative to k indicates to 
what degree the past and future noise will be considered. If C is of a high 
degree, then past and future noise is considered, but if C is small only future 
noise is considered. This equation C(q)/A(q) represents two values of noise, 
the first E(q) accounts for the future noise up to time (t + k), and the second 
F(q) represents the noise from -oo --+ t, that is from the start of the algorithm 
to present time. The expansion of C(q)/A(q) is demonstrated using a simple 
example, where the polynomial in C is simply stated as 
(4.4} 
If all the coefficients are set to -1 and + 1 successively, then the polynomial 
may be written as 
C 1 -1 + -2 -3 + -4 -5 = -q q -q q -q (4.5) 
The polynomial in A is written as 
(4.6) 
where the coefficients of A are taken to be 1, hence A may be rewritten as 
A= 1- q- 1 (4.7) 
The value of k in this example is taken to be 3. The division of C by A gives 
simply 
C(q) = 1 + -2 + -4 
A(q) q q (4.8) 
This is expanded and rewritten as 
C(q) = 1 + -2 + -3( -1) A(q) q q q 
_q_ = 1 + -2 + -3 q - q C( ) [ -1 -2] 
A(q) q q 1 - q- 1 (4.9) 
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This is now compared with the equation 
(4.10) 
and dearly shows that 
E(q) = 1 + q-2 (4.11) 
where, the order of E is less than that of k, and 
(4.12) 
Thus as mentioned earlier, E(q) has degree such that E ~ k- 1 and the order 
of F(q) is seen to be k- 1. It is seen that the term, has been split into two 
distinct sections, one represents the quotient and the other the remainder of 
the term. The first is the noise disturbance predicted for the future, and the 
second, the noise up to the present time. Equation (4.2) may be rewritten as 
A(q)y(t + k) = B(q)u(t) + C(q)€(t + k) (4.13) 
and equation (4.3) as 
C(q) = E(q)A(q) + q-k F(q) (4.14) 
The equation (4.13) is pre-multiplied by E(q) giving 
E(q)A(q)y(t + k) = E(q)B(q)u(t) + E(q)C(q)€(t + k) (4.15) 
subsituting for E(q)A(q) from (4.14) 
C(q)y(t + k) - F(q)y(t) = G(q)u(t) + E(q)C(q)€(t + k) (4.16) 
where 
G(q) = E(q)B(q) This is rearranged to give a value of y(t + k) 
y(t + k) = F(q)y(t) + G(q)u(t) + E(q)€(t + k) 
C(q) (4.17) 
This equation shows the two sections that are required to make up the prediction 
for the output at (t + k). The output is a function of the previous inputs 
and outputs and a noise factor. The first term is deterministic, and concerns 
the previous outputs and inputs. The second term is probabilistic, and takes 
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into account the nmse that will occur up to time (t + k). The future noise 
term is of length k. The optimum prediction at time t + k, made at time t 
is represented by (t + k I t) and is defined to be y*(t + k I t). The error in 
this prediction at the same time is given by y(t + k I t). This means that the 
equation (4.17) can be rewritten as 
y(t + k 1 t) = y* (t + k 1 t) + ii(t + k I t) 
This defines the total predicted output at the prediction time (t + k) 
This equation may be rewritten to show the two term as 
C(q)*y(t + k I t) = F(q)y(t) + G(q)u(t) 
u(t + k 1 t) = E(q)c(t + k) 
(4.18) 
(4.19) 
Hence the prediction depends on the previous values in the data vectors. The 
order of e is k, but the order of the input and output vectors is defined by 
the size of the window of data which is to be kept. Also it is noted that it is 
necessary for y* and y to be orthogonal. This is general when considering an 
optimum predictor. The prediction accuracy can be obtained from 16 
This is the variance with k. 
4.3 Minimum Variance Control and the Self-Tuning Regulator 
As shown, the system model can be written as in the predictive form 
4,5, 15, 16 of 
C(q)y* (t + k I t) = F(q)y(t) + G(q)u(t) (4.20) 
or 
[E(q)A(q) + q- 1F(q)] y*(t +kIt)= F(q)y(t) + E(q)B(q)u(t) (4.21) 
and 
y(t + k) = y*(t + k 1 t) + u(t + k 1 t) = y*(t + k 1 t) + E(q)c(t + k) (4.22) 
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A control law is used which selects the value of u(t) such that the variance J 
is minimised. This is shown by the following equation. 
Min. (4.23) 
Where this is true over the whole of the data range (-co, t) and this includes 
the random processes €(t + i) which affects the output after time t. J is 
chosen as the control target in order to reduce the effect of disturbances on 
the regulated process output, this enables the process output to be kept within 
a defined range. This range is a constraint placed on the control system by 
the physical system itself. 
These constraints are defined by the physical system, such as: ramping 
rates, upper and lower limits, speed of response and the desire for smooth and 
economic control action. If there are large fluctuations in the control output, 
the calculated set-point will vary greatly. This will lead to the unsatisfactory 
operation, such as causing unnecessary operation of the machine, which leads to 
unnecessary wear and tear on the machine, unnecessary ramping may also lead 
to unstable system operation. However, the major consideration when varying 
J rapidly, is that the system would not be operated at its most economic 
operating point for a particular set of conditions. If these fluctuations in the 
control commands are minimised, the set-point can be tracked giving the speed 
of response and quality of control that is required by system operations. 
To minimise the variance of the output of the plant 58 , the value of J is 
chosen so that this is achieved by the control system. Several references cover 
this complex topic, some of the better ones are (16,18,57,59,61,106,110,111,120). 
Min. J = E{y2 (t + k)} = E{(y*(t + k I t) + y(t + k I t)) 2 } (4.24) 
= (y* (t + k I t))2 + E{(y(t + k I t))2 } {4.25) 
The first term in the above is again seen to be the deterministic element of 
the equation, and the second, the probabilistic representation. This first term 
is a prediction of the value of the output k steps ahead of time, and based on 
information at time t. The second term is a prediction of the future disturbance 
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noise, it is obviously unknown at time t, and it is independent of the control 
applied to the system. The terms y is concerned with a white noise sequence 
into the future, while y* is concerned with the future control commands. Thus 
y and y* are orthogonal, and when multiplied the middle term is lost. Also 
the value of y* is known at time t. The value of y is thus unaffected by 
u(t). The minimum value of J is found when the value of y* is set to zero by 
choosing a suitable prediction value for y*, which is made zero. In this case a 
suitable value of y* is zero. Hence from (4,20) 
F(q)y(t) + G(q)u(t) = 0 
This may be rearranged and expressed as the feedback law 
u(t) = - F(q)y(t) 
B(q)E(q) 
(4.26) 
(4.27) 
Using this control value, the minimal variance Jmin can simply be written as 
being that of the k-step-predictor error u 2 (1 + er + ... + e~-d· 
The full closed loop equation can hence be stated as 
y(t) 
w(t) = 
-F(q) q-k B(q) 
B(q)E(q) A(q) 
1+ F(q) q-k B(q) 
B(q)E(q) A(q) 
The closed loop characteristic equation is thus 
F(q) q-k B(q) 
1 + B(q)E(q) A(q) = 0 
or 
B(q) (E(q)A(q) + q-k F(q)) = 0 
which using the identity (4.14) becomes 
B(q)C(q) = 0 
(4.28) 
(4.29) 
(4.30) 
(4.31) 
H the control law F(q)y(t) + G(q)u(t) = 0 is satisfied, at all samples, then 
y(t + k) = E(q)€(t + k) (4.32) 
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Thus for identification, the following equation may then be used from ( 4.20) 
and (4.22) 
y(t + k) = F(q)y(t) + G(q)u(t) + E(q)e(t + k) 
C(q) (4.33) 
As E is order of (k -1), E€(t) is uncorrelated with Gu(t -1) + Fy(t -1). Thus 
the least squares estimation algorithm can be used, and the estimates will be 
unbiased. 
As C(q) is a stable polynomial it is seen that the closed-loop stability 
depends on the sampled-process zeros. However, there are many cases ( for 
example those with fast sampling or large fractional delay) where B(q) may 
have roots outside the stability region. Hence, minhnum-variance control should 
be used with caution. There are various ways of overcoming this inherent 
problem. 
The original self-tuning regulator designed by Astrom and Wittenmark 
17,19 used the minimum-variance objective function. If equation ( 4.17) is 
considered where C(q) =j:. 1 and, at time t rather than t + k 
y(t) = F(q)y(t- k~7q~(q)u(t- k) + E(q)€(t) 
y(t) = A'(q)y(t- k) + B'(q)u(t - k) + E(q)€(t) 
(4.34) 
(4.35) 
The control that is required to make the predicted value of the output k steps 
ahead of time equal to zero' is given by 
A' F(q) 
u(t) = B' y(t) = B(q)E(q) y(t) (4.36) 
Which can be seen to be of the same form as ( 4.27) It is seen that the 
controller involves cancellation of system zeros by controller poles. Thus, if 
the system has non-minimum phase characteristics, the controller will contain 
unstable poles, and since in practice exact cancellation will not be achieved, an 
unstable closed-loop system results. 
The previous chapter discussed the system model used for identification 
purposes. The model was shown in the form 
y(t) = 01xl(t) + 02x2(t) + 03x3(t) + ... + Onxn(t) + €(t) (4.37) 
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which can be written more simply as 
Y(t) = SX(t) + €(t) (4.38) 
H the controller equation (4.36) is compared with (4.38) and it is seen to be 
in the same form as shown below. 
{4.39) 
XT ( t) ..:.. (y ( t - k), ... , U ( t - k), ... , U ( t - k - n + 1)} (4.40) 
e-(t) = €(t) + e1€(t- 1) + ... + ek-t€(t- k + l) (4.41) 
and y(t) = y(t) (4.42) 
Here e-(t) is an autocorrelated process, but is independent of all elements of the 
known data vector x(t). Hence the Recursive Least Squares algorithm described 
previously can be used to obtain unbiased (though not optimal) estimates of 0. 
These estimates are then used in the certainty-equivalent control law: 
F(q)y(t) + Gz)u(t) = 0 (4.43) 
This is an implicit self-tuner, as the required feedback parameters are estimated 
directly rather than via a control-design calculation. 
The estimated parameters in ( 4.38) are not unique, for this equation 
may be multiplied by an arbitrary constant without affecting the calculation of 
u(t). This means that the estimates will lie on a linear manifold wandering a·n 
unison (52,53) and may lead to excessively large or small values with possible 
numerical problems developing. A unique estimation can be achieved by fixing 
one parameter, such as g0 = b0 the first value of the, estimated B parameter 
vector. This can be done in two ways. 
(a) The first is to not use g0 and u(t - k) in 0 and x to make Z 
y(t) - bou(t- k), where bo is the fixed value of go. 
- 86-
(b) The second method is to set the corresponding diagonal element in P(O), 
which would otherwise be al to zero, indicating that the parameter value was 
considered to be exactly known. 
Although this second method involves slightly more 9 computer time, 
it has the advantage that the same basic self-tuner software can be used with 
any chosen parameter fixed. The value of b0 does not need to be close to bo 
but the convergence rate depends on the ratio bo /bo so a small value of bo may 
initially lead to excessive control signals. This can be seen if (4.41) is solved 
for u(t) 
1 A A 
u(t) = -..-(foy(t) + fty(t- 1) + ... + g1u(t- 1)) 
bo 
(4.44) 
A simpler alternative is to ignore the lack of uniqueness in the estimation and 
not to fix any parameter, although this complicates convergence analysis the 
self-tuning performance is still effective. 
As an example consider what happens when the self-tuner is used with 
a system where C(q-1) =I= 1 but is a general polynomial. With reference 
to recursive estimation it may be thought that the Recursive Least Squares 
method is not sufficient and that Extended Least Squares or Recursive Maximum 
Likelihood methods should be used, however, this is not the case. This can be 
seen by expanding 1/ C (q) as an infinite polynomial 
(4.45) 
The predictor model may be written as 
y(t) =F(q)y(t- k) + G(q)u(t- k) 
+ c1 (F(q)y(t- k- 1) + G(q)u(t- k- 1)) + ... + E(q)€(t) (4.46) 
If the algorithm has converged in such away that 0 = 0, then the control from 
(4.41) will set all the terms on the R.H.S. of the equation to zero so that this 
equation reduces to (4.40} as if Ci = 0 and hence as if C(q) =I= 1. This implies 
that 0 = 0 is a fixed point of the algorithm, but this in itself does not prove 
that it is a stable fixed-point, this must be done using alternative methods. In 
the initial tuning stage, however, 0 may be rather different from fJ and then Ci 
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may then have a significant effect on the true convergence rate. The dynamics 
of 1/C(q) and the convergence rate are clearly reia.ted. 
In practice, the dynamics of the model depend on the certainty equivalent 
equation (4.41) being satisfied by the control u(t). In many systems there are 
constraints on the control that can be implemented by the operators, or the 
physical reality of the plant itself and there may be times when the desired 
control u(t) cannot be used so that the equation no longer holds. This means 
that in theory R.L.S. will then fail to give unbiased estimates of F(q) and 
G(q), but it is found that provided u(t) is not always clipped the algorithm is 
still effective. 
4.4 Genell."ai.lised minimum-variance self-tuning control 
The objective of the self-tuning regulator, in minimising the output 
variance, is restrictive and may only be applied to a only few industrial 
situations. The example which is generally quoted is the paper industry, where 
minimal variance output means that the mean thickness of the paper may be 
reduced whilst ensuring that only a given percentage of the paper falls below a 
specified minimum thic~ness. This criterion is less applicable to process variables 
such as temperature, flow, pressure and so on. Another drawback with minimum 
variance control is that no account is taken of the control effort required to 
achieve this minimal variance, if this is found to be excessive the only variable 
that can be altered is the sample interval of the controller. Diagram 4.2shows 
a representation of the generalised minimum-variance controller in block form. 
With the self4uning controller 56 greater flexibility is achieved by defining 
a generals'sed output ¢(t) of the form 
¢(t + k) = P(q- 1)y(t + k) + Q(q- 1)u(t) - w(t) (4.47) 
where 
P(q- 1 ) and Q(q- 1) are the transfer functions which can be specified by the 
control designer to achieve one of the variety of the objectives. The signal 
w(t) is the set point (this may be pre-filtered to avoid sudden changes) which 
is available at time t, the use of w(t) allows the self-tuner to be further 
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Diagram 4o 1 Generalised minimum variance 
self-tuning control scheme 
generalised so that it includes system tracking along with control regulation. 
The cost-function which is to be minimised (given the known parameters) is 
the variance of the generalised output 
Min. J = E{<Jl(t + k)} (4.48) 
This cost function in conjunction with the equation (4.47) can be used in several 
ways. 
In equation (4.17) the value of y(t) was calculated from the two terms 
represented in the equation, the deterministic term and the probabilistic one. 
The variance J was determined usirig ( 4.23). In the same way the equivalent 
cost function for this more general case may be given by 
Min. J = E{(y(t + k) - w(t + k)) 2 + (Qu(t)) 2 I t)} (4.49) 
The minimisation is carried out on the data available up to time t. This means 
that the first term of the Q vector is equal to the first term of the B vector, 
that is q0 = b0 • For example, if Q is chosen to be a constant, .X and P is 
chosen to be one, then the cost function may be written as 
J = E{(y(t + k) - w(t)) 2 + bo.Xu(t)2 I t} (4.50) 
This equation is useful as it allows the user to assign a weight to deviations in 
y(t) from the set point w(t). These are weighted against the minimum variance 
control of u(t). However, there is a problem- involved in this operation because, 
the weighting is dependent on the fixed parameter bo and hence will be system 
dependent. 
Another possibility 50 is to chose Q such that Q = .X ( 1 - q- 1 ). This 
leads to a cost function which depends on changes in the control 
J = E{(y(t + k) - w(t))2 + b0 .X(u(t) - u(t- 1))2 I t} (4.51) 
Other suggestions are made in the literature 50• If Q = 0 then equations (4.17) 
and ( 4.4 7) show that if a control is used such that ¢* ( t + k) I t = 0, then 
¢(t + k) = ¢(t + k It) = P(q- 1 )y(t + k) - w(t) (4.52) 
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which gives 
y(t + k) = P(:- 1 ) (w(t) + ¢{t +kIt)) {4.53) 
The transfer function of P can be chosen to be the inverse M- 1 of some 
desired closed loop model M. Thus from (4.53) y(t + k) can be written as 
y(t + k) = Mw(t) + M¢(t + k I t) {4.54) 
This corresponds to model reference tracking systems 53• In this case the 
disturbance behaviour in closed loop is also prespecified to some extent. If 
P(q- 1 ) = 1 and Q(q- 1 ) = L-1, where L is the transfer function for instance 
of a P.I.D. controller. The control which minimises J and sets 4>* to zero is 
again from equation {4.47). In this case 
y*(t +kIt)+ L- 1u(t)- w(t) = 0 {4.55) 
or 
u(t) = L(w(t) - y*(t + k I t) {4.56) 
This form of this equation is that of a classical feedback control law, except 
that the optimal k step ahead prediction y* is fed back rather than the current 
output y(t). This has the effect of removing the phase lag of the process time 
delay k and allowing for tighter conventional P.I.D. control. 
The derivation of this control which minimises the variance of 4> is 
relatively straight forward 50 and is shown below. This achieved by substituting 
equation {4.47) defining 4>, into the system model given by {4.2). Hence, 
A(q- 1 )lj>(t+k) = (P(q- 1 )B(q- 1 ) + Q(q- 1)A(q- 1)) u(t)+P(q- 1 )C(q- 1 )e(t+k)-A(q- 1 )w(t) 
(4.57) 
,. 
In this case, the term -A(q- 1 )w(t) is known, so without this term (4.57) gives 
a model describing equation of 
A' l/>(t) = B'u(t + k) + C' e(t) 
where 
A'= A, 
B' = P(q- 1 )B(q- 1 ) + Q(q- 1 )A(q- 1 ) and 
C' = P(q- 1 )C(q- 1 ) 
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{4.58) 
For the somewhat more complicated case, P(q- 1 ) and Q{q-1) have both 
numerator and denominator dynamics, rather than just being polynomials. If 
P(q- 1 ) and Q(q- 1 ) are to be defined as 
P( -1) = Pn(q-
1) d Q{ -1) = Qn(q- 1) 
q Pd(q-1) an q Qd(q-1) 
then a model like (4.1) is calculated, where 
A'= Pti(q-1)Qd(q-1)A(q-1), 
B' = Pn(q- 1)B(q-1 )Qd(q-1) + Qn(q- 1 )A(q-1 Pd(q- 1) and 
C' = Pn(q:-1)G(q-1 )Qd(q-1) 
This equation is in the same form as (4.2), so the derivation of the control signal 
to minimise E{¢>2 (t + k)} follows the previous derivation for the minimisation 
of E{y2 (t + k)}. From equation (4.58) it is seen that 
¢>(t + k) = P(q-l)B(q-1) + Q(q-1 )A( q-1) u(t) P(q-1 )C(q-1) €(t + k) - w(t) 
C(q-1) A(q-1) 
(4.59) 
The polynomial identity of (4.3) is also altered to become 
P,.(q-1)C(q-1) -1 -k F(q-1) 
Pd(q-1)C(q-1) = E(q ) + q P,.(q-1)A(q-1) (4.60) 
This change gives the system model in equation (4.2) that relates €(t) to y(t) 
and u(t). This rather involved equation is 
<P(t + k) P(q-1)B(q-1) + Q(q-1)A(q-1) + E€(t + k)+ A(q-1) 
F(q-1) (A(q- 1)y(t + k) - B(q- 1 )u(t- k)) _ w(t) 
Pd(q-1 )A(q-1) C(q-1) ·· 
- F(q-1) (t) + P(q-1)B(q-1) + Q(q-1)A(q-1) u(t) 
Pd(q-1 )C(q-1) y A(q-1) 
- B(q-"-1) ·(P(q-1 )C(q-1) - E(q-1)) u(t) - w(t) + E(q-1 €(t + k) 
C(q-1) A(q-1) 
- F(q-1)y(t) + B(q-1)E(q-1) + C(q-1)Q(q-1) u(t)- w(t) + E(q-1)€(t + k) 
Pd(q-1 )C(q-1) C(q-1) 
F(q--1 )Qd(q-1 )y(t) 
Pd(q-1 )Qd(q-1 )C{q-1) 
+ Pd(q-1)[(B(q-1)E(q-1)qd(q-1) + C(q-1)Qn(q-1)]u(t) 
Pd(q-1 )Qd(q-1 )C(q-1) 
Pd(q-1 )Qd(q-1 )C(q-1 )w(t) 
Pd(q- 1 )Qd(q- 1)C(q- 1 ) 
+ E(q"""" 1)€(t + k) (4.61) 
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It may be simplified to 
4>(t + k) = 4>*(t + k 1 t) + ¢(t + k 1 t) 
As before, the control which minimises E{4>2 (t + k)} must set 4>"(t + k I i) to 
zero. This results in the minimised control being given as 
u(i) Pd(q-1)QJ(q-1)C(q-l)w(t)- F(q-l)qd(q-l)y(t) Pd(q-1 )[B(q-L)E(q-l)Qd(q-1) + C(q-1 )Qn(tj-t )} 
C(q- 1)w(t)- F(q- 1 )y(t)/Pd(q-1 ) 
B(q-l)E(q-1} + C(q;_l )Q(q-1) {4.62) 
When in a closed-loop, this control given by (4.62) shows the following be-
haviour in terms of the set point w(t) and the disturbances e(t). 
The Output Signal is given by 
The Control Signal is given by 
(4.64) 
The characteristic equation of the closed loop system is 
For the applications when self-tuning regulators are required to minimise E{y2 } 
and also the cases of model reference control, the self-tuning controller has no 
control weighting, hence, Qn = 0. This gives a characteristic equation whose 
roots are simply those of Pn(q- 1 )B(q-1)Qd(q- 1 ). For stability these roots 
must lie within the unit-circle, and this implies that the discrete-time model of 
equation (4.2) must have its zeros within the unit circle 51 • 
However, this constraint of zeros within the unit circle is an unreasonable 
restriction in practice, because systems with fractional delay times, or system of 
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high-order with short sampling intervals could have discrete-time models with 
zeros outside the stability region. To allow such control in these cases of 
instability, a control weighting is used where Q = >. produces a characteristic 
equation of 
Thus if the system is open loop stable (that means if the roots of A are in 
the stability region), and if the design algorithm has chosen Pd correctly, the 
parameter >. may be varied to enable the closed loop poles to be moved into 
the stability region. Such a control may be seen as detuYJ,ed model reference 
control. In such control, the control effort is traded off against closeness of 
model following. If a parameter such as >. is not available in an implicit 
self-tuner, stability can only be achieved by either increasing the sample time 
or assumed value of the system's delay kso. 
A self-tuning algorithm based on the generalised minimum variance ap-
proach can be calculated using the following steps: 
(a) Collect value of y(t) 
(b) Using the most recent controller parameter estimates, calculate the control 
signal u(t) such that, 
This control command may then be sent out to the system. 
(c) Calculate the vector to describe ¢>(t) 
¢>(t + k) = P(q- 1)y(t + k) + Q(q- 1 )u(t)- w(t) 
(d) Update the controller parameter estimates using a suitable estimation 
technique (least squares) 
(e) Store the updated parameters and return to (a), to continue the process 
In the previous sections it has been shown that the generalised minimum 
variance approach of self-tuning offers a very flexible method for system stochas-
tic disturbances. With the specification of the auxiliary function, the emphasis 
of the design criterion is moved away from minimising the system's output 
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variance, to one of providing the closed loop system with a particular closed 
loop dynamic characteristic. The way in which the dynaiil.ic characteristics can 
be controlled is dependent on the way in which the system is operated. 
41.5 Condusion 
This chapter has discussed the control methods that may be used to 
control systems with known parameters. The control methods surveyed are 
more advanced than the more usual P.I.D. controller which is i!:Q.plemented 
in many industrial applications today. The use of the special case of the 
minimum variance controller was investigated and seen to be useful in industrial 
applications but has the limitation of the single objective and the fact that no 
account is taken of the control action which is required. This is a problem 
when considering the control of power systems, where the magnitude of control 
as well as the quality of control must be considered. 
It has been shown that the control action may be improved usmg the 
generalised minimum variance control technique, along with some of the defining 
equations used in the technique. A brjef discussion of the type and order of 
calculations which are' necessary for the implementation of the one of these 
schemes in a control package has also been presented. 
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§Y§'JrEM FREQUENCY CCON'JrROJL 
5.]. lintroduction 
This chapter is divided into two separate sections. The first section 
describes the Durham University Power System Simulator and Energy Manage-
ment software, known as O.C.E.P.S. (Operational Control of Electrical Power 
Systems). This software suite is a highly integrated system which uses several 
different computers to simulate· and control an Electrical Power System. The 
simulation and control are both real-time operations and hence require special 
computing techniques and a large amount of computer hardware. The power 
system simulation is carried out on· an array processor hosted by a Perkin 
Elmer 3230 minicomputer and the control software is run on a Digital Equip-
mEmt Corporation, VAX 8600. Diagram 5.1 shows the set-up of the computer 
facilities used for the O.C.E.P.S. project. The software is mainly written in 
FORTRAN 77 whiCh supports real-time operation. The simulator is used to 
execute extensive tests and validation of the control software as well as offer 
an opportunity to research into simulation techniques. 
The second section of this chapter describes the requirements for Load 
Frequency Controllers, their interaction with other control functions and a 
standard frequency controller. This frequency controller has been developed 
and tested within the confines of the O.C.E.P.S. research project and was used 
to define the problems associated with the introduction of an L.F .C. scheme into 
an energy management software environment. The results of several simulation 
runs under differing system conditions, times of day and consumer loads are 
presented. Also discussed is the effect that changing the controller parameters 
has on the system response. 
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fi>.::B Op<ell."ationaX <Conbol of JE]ed:rican Power Systems 
The computer control of electrical power systems generation, transmission 
and distribution is a complex task, which involves data. processing and a high 
degree of control software interaction. 
The Operational Control of Electrical Power Systems 186,2°0 (O.C.E.P.S.) 
project at Durham was designed as an integrated package of software. progranis 
for the COIJ.trol of electric power systems. Monitoring and control fun~tions 
are coordinated in a real time package and the verification of software using a 
real time simulator is made. The configuration of the simulation and control 
functions is shown in diagram 5~2. 
5.3 System Simulation 
The use of this real-time approach has several advantages in that a 
realistic test-bed for control schemes has been created. This scheme means 
that the generators and other plant, along with the transmission network, may 
be directly controlled in such a manner that the effect of the calculated control 
action is seen to have a direct affect on the actual plant 132,185•186,!96. Clearly 
there is a requirement for highly rob_ust software and a modular structure is 
required. The start up and shut down of control functions in the simulator 
transfer control from one mode to another, which leads to problems in data 
transfer and •· communications. between the algorithms and the· simulated . system. 
This requires, that the scheduling of the tasks in overall co11trol scheme syn-
chronised. During emergency conditions when the system is changing rapidly, 
the control tasks are a heavy load on the computer and require some scheduling 
of the tasks to be carried out is needed. The functional control, memory occu-
pancy and processor loadings have been considered and an integrated solution 
has been found. 
The simulation used to test the control algorithms is a full dynamic 
system simulation which will operate in real time, 200•201·203 ,211 that is one 
second of simulation time is equal to one second of actual time. The simulation 
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provides a simplified representation of the elements found in a power system 
such as, generators, loads, transformers, static compensation and other such 
elements. 
5.~.JL Generator models 
The simulation includes a set of generator models which are all based 
on the same type of units but with slightly different characteristics, along with 
differing output limitations. Presently the simulation does not provide models 
for non-thermal units of any kind, for instance pumped storage or gas-turbine. 
(a) A set of generator models is used so that the realistic situation of each 
system generator is modelled. The input and control system is modelled 
individually for each generator so that the representation is as accurate 
as possible. 
(b) Each unit is provided with an automatic voltage regulator so that the 
voltage magnitude of the units may be 'kept near to the set point by 
variation of the excitation level. 
(c) The governor model is used to control the electrical power output of 
the generator by varying the mechanical power input. This controller is 
responsible for the very short term control (less than one second) of the 
turbine-generator unit. 
(d) The boiler model used represents the drum type or once through boiler 
which has an integral boiler-turbine con~rol. system. 
Turbine models are used to represent the prime mover of the units. These are 
of the three stage re-heat type and are controlled by the mechanism mentioned 
above. 
5.3.~ Network models 
The simulation includes a selection of plant which is found in a typical 
power system. 
(a) Transformers of the fixed type and automatic type are modelled to enable 
differing voltage levels to be represented by the simulation. 
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(b) Transmission lines are included so that the effect of the losses involved 
in such items can effect the simulation. The line parameters vary with 
system frequency. 
(c) Static compensation of the inductive or capacitive are included to correct 
for the unacceptable high or low voltage conditions in the network. 
(d) Consumer loads are modelled as frequency and voltage dependent as well 
as being of the constant power, constant current and constant impedance 
type. 
5.41 Measurements for Simulation 
The effects of measurement corruption and total loss due to faulty 
transducers and data communication equipment is simulated. Random noise is 
added directiy to the numerical values of the simulator before they are sent 
to the control systems. This represents both static and dynamic errors, gross 
errors and component failure can also be simulated. The effect of the noise 
on the simulation can be removed completely if required so that its effect may 
be clearly seen on the control algorithms. Part of the aim of the control 
algorithms is to be able to remove the noise so that its effect is removed from 
the control action. 
5.5 Protection Equipment 
Some protection equipment is represented to guard against generator 
over-speed, under frequency and line overloadings. The time step is accepted 
to be too great to be able to model accurately protection operation. 
5.6 Network Topology 
The network topology or connectivity of a system varies during normal 
operation due to the switching action of the system controllers and the protec-
tion. This information of the system configuration may be used by the control 
algorithms to calculate the which part of the network are energised. 
5.1 EXecirical Jrslands 
The simulation is capable of splitting the system into multiple independent 
electrical islands. This is useful for the investigation of emergency conditions 
should the system reach the undesirable point when it has degraded to such 
a point that totally independent area of islands are formed. This requires all 
the control algorithms to have the capability of splitting their control action 
such that they are able to function on separate islands simultaneously. The 
resynchronisation of these island is possible through the control of L.F .C., but 
the control command to start the process must be input manmi.lly. 
5.8 Simulation Sub-systems 
The siinulation is made up from several sub-systems which are arranged 
in a database formation. The physical system data block contains information 
on the physical state of the network, such as the state of the network, breaker 
conditions, loading conditions and so on. The link between the connectivity 
data from the busbat to nodal level is achieved by exact topology determination. 
The simulation system is shown in diagram 5.3. 
The simulator uses non-linear algebraic models of the network in con-
junction with a set of low-order differential equations which represent generator 
dynamics to produce telemetry information. To . obtain stable niimerical inte"' 
gration at the high solution speeds required, the implicit trapezoidal technique 
is used with sparse Newton-Raphson techniques. 
5.9 System Coordination 
The control and simulation software is coordinated into an integrated 
system. This configuration is similar to a standard automatic control sys-
tem. The information is monitored via the telemetry· system, load-monitoring, 
topology determination and state-estimation subsystems. Feedback control is 
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achieved using Load Frequency Control, generation rescheduling and load shed-
ding. Feedforward control is implemented by the use of load-prediction, sectitity 
analysis, economic dispatch and unit commitment functions. 
This system is modular in structure .which enables each task to commu-
nicate with others through shared memory areas with specified access privileges. 
The timing of the task execution and their execution is achieved by flags set 
by each individual task in shared data area. Every task is capable of being 
started and shut down without affecting the op-eration of the other functions, 
or the integrity of the control system as a whole. The coordination of the 
control sub systems is shown in diagram 5.4. 
5.Jl.O Simulated Network 
The test system used is an extended version of the 30 node I.E.E.E. 
standard test network 186• Each of the nodes- in the test system consists of 
a number of busbars which are connected via links. Each of these links cail 
have one or more circuit breakers, and represents the coupling circuits between· 
busbars of other connection points. The test system used in the simulations 
is shown in diagram 5.5. A substation may co'lltain more than one node with 
the number of nodes of each substation depending on the operating conditions. 
The substations are not fully defined by the LE.E.E. standard and thus have 
been designed to allow switching and control action to be carried out in a 
manner that is probably more complex than in a conventional system. 
The system itself represents six generators, the largest capable of pro-
ducing 200 MW, the smaller ones have a maximum output of 100 MW. The 
consumer demand is designed to follow a load curve which is based on actual 
C.E.G.B. data (from 1985) scaled to the appropriate size for the network. A 
typical load curve for one day is shown in figure 5.1. The lower plot, figure 
5.2 shows one day of recorded past load data, along with the prediction for 
the following day. Also shown is the actual recorded load curve. The error 
between predicted and actual load is small so the Dispatch calculated values 
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should satisfy the consumer load without too much alteration by the L.F.C. 
function. 
5.Jl.Jl. ILoad JFJrequ.elillcy <Control in O.<C.E.JP>.§. 
The following sections describe the basis of the L.F .C. function that 
has been implemented within the O.C.E.P.S. environment. The earlier sections 
discuss in general terms the points that should be considered when planning a 
frequency control scheme and its implementation, further i~~r may be found 
in several references (8,21,36,38,40,49,80,86,98,121,123,124,18~): · An overview of 
the measurement and control scheme used by the L.F .C. function to collect the 
required measurements and send out the control commands is shown in diagram 
5.6. 
The later sections discuss the application of the L.F .C. as an integrated 
part of the O.C.E.P.S. control hierarchy 200•201•204•216• These sections describe 
the problems encountered with the implementation of the control function, the 
interface with the other existing longer range control schemes and the systeiTI 
limitations which constrain the control scheme. The last section gives some 
typical plots of the integrated control scheme in action in varying system 
conditions. 
5.].2 JLoad Frequency Requirements 
The standard proportional plus integral control equation discussed in 
the previous chapter is used for the main calculation for the computation 
requirement ( G.R.). Many papers have investigated the use of this control 
error, some of the better ones are 7,55,141,149,157,184,201,204,214,227. Some 
of the following section is based on a combination of ideas from this extensive 
list of references. 
(5.1) 
where 
C.R. is a fraction of the system regulating capacity Pr 
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Ki is the integral action gain, and 
Kp is the gain of the proportional action. 
This equation does not take into account the inadvertent power interchange or 
the time error which was added later to the above equation. In theory the 
C.R. represents the generation deficiencies of a particular area at any given 
time but in reality this is not actually so. The inherent errors of measuring 
devices, the system non-linearities and telemetry failures mean that the C.R. 
in practice does not represent the exact value for the generation d~ficiency for 
a given area. 
Each generator power set point could be continually altered to keep the 
value of C.R. close to zero, however, this would take no account of system 
dynamics, the system gain, the governor characteristics, or the dead bands 
which occur in all control equipment. Also the unrestricted movement of the 
power set points may well violate the maximum rates of change of a generator 
and rapid variation of the set points may cause unnecessary wear and tear 
on governors. This would lead to uneconomic operation especially in thermal 
plant. It is thus necessary to consider the implementation of the required power 
change to satisfy the C.R. for each area. 
The total change in system power that is required to satisfy the C.R. 
can be distributed among the regulating units 2°0 usmg 
where 
P on is the base load or ordered generation for generator n, and 
Prn is the required amount of regulation from unit n. 
The ordered generation of each unit is calculated manually from load prediction 
data or automatically using Economic Dispatch programs. If it is decided that 
a unit should not be used in regulation of the system, then the Prn for that 
particular unit n is set to zero. 
The power set points Pan must be constrained by the maximum and 
minimum limits PHn and PLn· This means that the units output must be 
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within the band specified by 
If the calculation of the C.R. requires the unit to go outside this band, then it 
is set equal to the limit and the difference between the original value and the 
limit must be allocated between the other units which have not reached their 
limits. This iteration of poWer allocation continues until at one unit is within 
its limits or all units are limited. For this latter condition, the C.R. cannot be 
satisfied and hence an alarm condition must be entered. This may require the 
use of rescheduling or load shedding. In some cases it is permissible to run a 
unit outside these limits for a given time depending on system conditions and 
so this must be considered before the other emergency conditions are used. 
H there is a large change in system load over a short time period, the 
units may not be able to respond to the required changes in power set point 
as calculated by the C.R. because of the speed that these units are permitted 
to change their power output. The machines are ramp limited in both the 
increase and decrease of their set points. 
8P8 Ln < 8PIJn < 8PI!Hn 
at - at - at 
The partial derivative is used to show that the limits depend on unit output. 
Generally the units often are slower to respond at higher power outputs. This 
response problem may be solved by using one of two solutions. 
Firstly, the generators are arranged so that the f~ter units take over 
the load that cannot be generated by the slower units. The slower units then 
increase their output until they have achieved the required power output, the 
faster units then gradually reset their set points to lower values. 
The second solution requires that the slower units are changed at their 
maximum rates and no control action is taken on the faster ones. 
The first arrangement enables the requirement of the L.F .C. to always 
be satisfied but has the disadvantage that the faster units are subjected to 
- 111-
additional wear. The ramping operation also leads to poor ec.onomic oper<ttion. 
The second solution has the effect that to satisfy the L.F.C. comma!lds may take 
longer and hence, the correction of the error takes longer. A better solution 
would seem to be to allocate the power to the generation units in a given 
proportion so unless an emergency condition occurs, the L~F.G. requirement is 
satisfied by spreading the required change in power over all the regulating Ul).its 
on the system. This allocation of power is discussed later in the chapter, under 
the implementation of L.F.C. in O.C.E.P.S. 
H alteration of the generator power set points from the base loading Pak, 
frequency set point / 0 , or the tie-line power interchange setting Pto is needed, 
the units must be ramped from one output position to the new position. This 
ramp action avoids a step change in the C~R. which could result from the 
proportional term of the controller. This would .have a similar effect on the 
system as a step change in consumer load. The period over which ramping 
action takes place is dependent on the time scale and the size of the system 
load fluctuations. 
A limit is also imposed on the C.R. so that 
ac.R. 
at 
ac.R. 
<---
- 8tMAX 
and INI. ~ 1 
This means that- the maximum rate of change of C.R. is restricted to the vt.~.lue 
of the maximum rate of change of the system load. Also, if INI exceeds 1, 
then all the available generator regulating capacity has been taken up. In this 
case the rescheduling is required or the dispatch calculation must be initiated. 
The L.F.C. can operate in three modes which can be integrated into the 
set of control equations using the integer operators, a and b, which take the 
values of 0 or 1. 
(a) With a= 0 and b = 0 the A.C.E. is zero and the mode of operation is 
one of fiat frequency 
(b) With a = 1 and b = 0, the A.C.E. represents the change in generation 
needed for fiat tie-line operation. 
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(c) With a = ]. and b = 1 the control system will operate bi~ed towards 
tie-line operation. 
C.R. =- ;r[f K.<.(ab.Etie + bK!lf)dt + Kr(ab.Ptie + bKL\.1)] (5.2) 
The control based on this equation can be easily implemented so long 
as the integral gain K~ , the proportional gain 1(p and the sampling time 
T6 is known. 
The operation of the algorithm is as follows: Consider that the power system 
is initially in the steady state, that is b.P, 6./ and C.R. are all equal to zero. 
The sum of the base generation P on will balance the consumer load exactly. 
Initially both the integral term and proportional term will be at zero. If then 
the load increases, the system frequency will fall. and the tie-line power import 
will increase. The deviations that this causes will directly affect the C.R. which 
is seen in the proportional term, this amount depends on the gain Kv· The 
integral term will take several seconds to rise to a similar level. As the power 
set points are altered by the control action, the tie-line power and the frequency 
deviations· will begin to return to zero, ·this leads to a reduction in the control 
action from the proportional term. However, the integral term will continue to 
increase, but at a rate slower than before, u:ntil ~p and ~/ are ·zero when 
the increase will stop. The control action from the proportional term will then 
be zero and the integral term will be the change in load compared with that 
of the base generation. However, it is unlikely that the freq~ency will return 
exactly to zero, it generally overshoots. In this case, the proportional term 
will increase leading to a reduction of the C.R. and also the integraf will begin 
to decrease. This action will continue to oppose any variation of ~p and ~! 
until the steady-state is achieved. Thus the control action from the integral 
term is necessary as part of the calculation as it represents the required change 
from that of the base generation. 
The implementation of L.F.C. in an automatic control system for an 
electrical power system requires sampling of the tie-line power flows and the 
system frequency, along with the generator power set points of the units. The 
interval of the control action does not need to be the same as that of the 
- 113-
sampling interval. It is better that the two intervals should be different as the 
integral term would have a reduced and less accurate contribution if it was not 
the case. A suitable a sampling period would be at least five times shorter 
than the control period Tv. This is needed to reduce the effect of system and 
measurement noise and of transmission disturbances. 
The input data for the L.F .C. calculation is gathered from the system 
using the various telemetry channels around the power system. Chec}{s -on the 
data must be carried out to ensure tliat the data is correct and no corruption 
has occurred. In energy management situations the incoming data can be 
cl1ecked by or against the values of the state estimator to ensure data integrity. 
The checked values of tl.f and tl.P can then be used to update the values of 
the C.R. At the ~th sampling instant given by 
C.R.m =- ;,(~) f: T,m(aAPt<,m + bKA/m) +iKljaAPt<,m + bKAfm~\· (5.3) 
r·J(. n=l ·> 
~( 7 K_ Q ~._J J 
Where --- . c ?M u1 1;...,. = [ (,~ ~_(l e-r;\A') 
Tpm is the actual time between adjacentJsa:rnples 201 • It is clear that from 
the equation above if control action is to be taken l(;)SS frequently than the 
sampling interval then the only the last values of tl.P and fl./ will be used 
in the proportional term. This proportional action is susceptible to noise on 
the measurements, so the situation can be improved if the values of tl.P and 
ll.f since the last control· action are averaged· before the proportional term is 
calculated. This does need not be carried out for the integr~l ter:in as the n~is_e 
with zero mean will tend to cancel. 
Although the straight averaging procedure is a reasonable crude filter, 
it gives equal weighting to all samples. The more recent values are a more 
accurate measure of the current state of the system. Exponential smoothing of 
6./ and tl.P can be used to give results in the presence of noisy measurements 
where 
!J(m) = exp [;8~] ~f(m- 1) + { 1 - exp [;8~]} 6./(m) (5.4) 
and 
~P(m) = exp [;
8
:] ~P(m- 1) + { 1- exp [;
8
: J} tl.P(m) (5.5) 
- 114-
il.J(m) and il.J(m) are the new smoothed values and directly replace tl.f and 
tl.P in the proportional term of equation above. The effects of telemetry delays 
inherent in the scanning the various tie-lines flows and the frequency do not 
usually affect the operation of the control scheme. 
The following sections describe the use of the proposed L.F .C. scheme op-
erating as part of the O.C:E.P.S. Energy Management system and its interaction 
with the other control schemes within the operating environment. 
5.]A1 O.C.E.P.§. Simulator 
The subsystems communicate via common blocks and a shared database. 
All control functions are able to access the database to change the value of 
variables or just to read their value. To ensure the common block are entered 
in an orderly fashion and in the correct sequence, a set of flags are used so 
that once a program has entered the common block, another control function 
cannot access the data to read it or change it. When the data has been read or 
altered and is once again consistent, the block is freed and can be accessed by 
other control functions. Where possible each control function is capable of being 
started or aborted at any time without unbalancing the system. The algorithms 
ate designed to operate under steady-state and transient conditions and under 
other unusual conditions such as multiple electrical islanding 200,20f,203. 
The O.C.E.P.S. package is initialised and loaded after the dynamic sim-
ulator has been started. The functions are loa:ded in a strict sequence so that 
the system is seen to be as realistic as possible. The control functions start 
as soon as they have been loaded and require no manual intervention to bring 
the system on-line. 
5.].5 Load Frequency Control Function 
The L.F.C. control function has been designed to be one part of the 
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integrated control function of the O.C.E.P.S. control package 103•204• The 
positioning of the program in the control hierarchy is such that it is the last 
function before any values are available to control the system. The variables it 
calculates are directly applicable to the system and are sent directly to control 
the power set points of the generators. The control function consists of a 
main section along with four subsections which are used in tum to carry out 
their individual functions. The main program is concerned with the set up 
and initialisation of the start-up conditions. Once this has been achieved, the 
calculation of the Area Supplement-ary Control (A.S.C.) for each island can be 
calculated and finally the setting of the power set points required to satisfy 
the ordered control action. The interaction between the Dispatch function and 
L.F~c. is important as the Dispatch calculated generator set points are altered 
by the L.F.C. function. The output from the program is placed in a common 
block and the appropriate control action is implemented onto the simulator. 
Diagram 5.7 shows a flow chart on which the L.F.C. control program was based. 
The first subsection is concerned with the filtering and validation of the 
tie-line powers and frequency measurements which is measured throughout the 
network. 
The second subsection calculates the value to which the power set points 
should be ramped in order to meet the target output and the time set by 
Dispatch. 
The third subsection is concerned with the allocation of the excess power, 
on top of the Dispatch set targets, which is required to satisfy the A.C.E. and 
hence keep the frequency within the previously defined limits. 
The fourth subsection is used in conjunction with the Reschedule function 
which removes any emergency conditions and hence is given priority over the 
control of the frequency at the discretion of the operator. The interaction of 
the L.F .C. function and the other control and measurements systems is shown 
in the generation and load control subsystem diagram, 5.8. 
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5.].5.Jl lLoadl Frequency Cont:rrol §et-up 
The initial conditions for the controller are set up using the most recent 
values from the simulator. The starting point for t~e calculation of the power 
set points is the most recent value received from the siml!lator through the 
communications program. Initially the O;C.E.P.S. package did not posses an 
interactive Dispatch function, the initial conditions was based on ·the current 
generator outputs and a target was set for thirty minutes into the future. This 
did not take into account any load predic~ion or change in loading conditjons. 
At the end of the thirty minute p·eriod, the next target was set ba.Sed on the 
p~evimis -t~rget set points. This did not take into account ally. variation in 
load, emergency conditions, sudden changes in load, loss of generating units or 
time of the day. Such occurrences where seen only by the program due to the 
change in tie-line powers and frequency, but this limited the dynamic response 
due to the set target values. 
H the power system consisted of several islands, the previous targets 
were still valid and no changes occurred. This lead to the problem that the 
targets values could be in direct contradiction with the change in frequency and 
hence the response was not ideal. Dynamic response was improved with the 
. . 
iiltroduction of the Economic Dispatch function. This enables the set points 
calculated from an economic view point to be used as the starting point for 
the L.F.C. calculation on the initialisation, and provides an update of each 
individual generator set point at specified intervals, generally thirty minutes if 
the syste:tn is in stea"dy state. The updates occur as required in emergency 
situations, or change of network topology. 
5.].6 Economic Dispatch 
As mentioned earlier, the Economic Dispatch has close links with the 
L.F.C. function 68•201•202• The Economic Dispatch function is concerned with 
the allocation of target output powers for generators to satisfy the predicted 
consumer load at a minimum cost. This requirement would be fairly easy to 
meet but this minimum must be reached within the system operating constraints. 
This control function is basically predictive one in which targets are required 
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on a time scale of five minutes and upwards. Each generator is allocated a 
target output value by Dispatch which it is calculated based on the most recent 
load prediction and an economic configuration of the generators to satisfy the 
consumer demand. The target output of each generator is calculated along with 
a target time for this output to be reached. These values for each generator 
are the basis for the 1.F .C. calculation. 
5.Jl1 Corrective Power Error Calculation 
The calculation of the A.S.C. signal starts with the tie-line power inter-
change and the frequency of the interconnected system. The frequency value 
is taken from the telemetered values from around the system and any ti~line 
interchanges are monitored. Sufficient values are IIletered to allow the system 
to be split into separate islands and ensure that each island has at least one 
frequency measurement associated with it. 
5.Jl7.Jl JFHte:ring measurements 
The required measurements from the plant are. filtered to remove gross 
errors and noise which has been added by the simulator. Firstly a filter is 
used to remove the gross errors or bad data. This requires a robust filtering 
technique. This is provided by minimising the weighted sum of the absolute 
errors; a minimum 11 norm estimation technique is used. An upper and ·lower 
limit is set for the frequency measurements and any telemetered values which 
are outside this boundary is rejected. This may be due to corrupted 'telemetere(l 
data of bad data from the measuring device itself. This uses a least mod'Ulus 
estimation and is a non-weighted technique. 
With the erroneous data removed, the second level of filtering is carried 
out using a weighted least squares method. This is less robust than the first 
technique, and is used to average value of all the frequency measurements which 
have been collected from the system. With the weighted calculation completed, 
the validated measurements are returned to the main program. 
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The standard frequency of the system is that of the normal operating 
frequency used by the C.E.G.B. of 50Hz. This is used in all frequency 
calculations as the standard· set point, but a facility is available to change this 
reference point if required. This may be required for the resynchronisation of 
two islands to reach a common frequency ·achievable by both islands. This 
reference value may then be used along with the validated system frequency to 
form a system frequency error. 
The measured power flow on each tie-line is compared against the sched"-
uled power flow and a power error is calculated. 
The frequency error and power error are combined to form the Area 
Control Error which is a niea.Sure of the system imbalance. This value is used 
to calculate the C.R. as described in the earlier chapter. 
5.11'.~ Area Supplementary Control 
The A.C.E. is used in the calculation of the A.S.C. which as described 
previously uses the standard P+l control technique. The P+l constants were 
determined by close observation of the generator response and tuned for each 
individual generator. This tuning process is somewhat iterative and several 
values were tried before a suitable set of constants were found, for the average 
operating conditions of the system. The constants, once tuned are not changed 
and hence must produce a reasonable response for all system operating condi-
tions. These constants must also take into account the amount of participation 
in regulation that each generator will be required to carry out. Together with 
the appropriate smoothing factor, the target value for the particular island is 
calculated, whether it is an increase or decrease in power allocation. This 
power must be distributed through the system using such a method that it 
itself does not introduce instability within the system. 
5.13 Generation Ramping 
The calculation for the ramping of each generator is calculated based 
on their Dispatch set targets. This enables each generator to be ramped 
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progressively from its previously set Dispatch target to the 11ext Dispatch set 
target, in the specified time. The target output and time is stored in the 
common blocks and accessed as required by the L.F.C. function. The ramp 
rate of each generator is calculated and checked against the ramp rate of each 
machine. Also the output of the machine is checked against the upper and 
lower output values to ensure that none of the control commands violate the 
machine limits. At each period of calculation the new target power set point 
is calculated with the consideration of the long term Dispatch set targets. 
However this does not take into account the deviation of the system from the 
desired frequency. 
5.JL9 JL.JF .C. and Economic Dispatch 
The targets that are calculated by the Dispatch are altered by L.F.C. to 
take into account the change in the system frequency and the tie-line power 
interchange. The ramp schedules calculated by Dispatch define the power output 
of each unit for the end of the Dispatch period. This schedule is used by L.F .C. 
for the ·start point of the power allocation to each generator. The power to 
be allocated is split amongst the participating generator units and this is used 
' . 
to alter the Dispatch set values at ea~h L;F.C. time interval. At the end of 
the Dispatch period, the new set of targets are calculated based on the L.F.C. 
controlled targets~ Thus the interaction between the two control functions must 
be well defined to enable the smooth transfer of valid data between the two 
functions and ensure that the interface is robust. 
5.~0 Participation factors 
The effect of the frequency deviation caused by the imbalance in the 
system power is removed by the allocation of the excess or deficient power using 
an allocation section of the control program. This section of the control function 
allocates the power that has been calculated by the A.S.C. The power allocated 
\)Q, 
to the system couldAconcentrated on one generator only or split up between 
the units available for regulation. So that the power was allocated around the 
whole of the system proportionally, all generators that were participating in 
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control action area allocated an amount of power. Each unit has a. partidp_ation 
factor which is fixed by the operator and determined by taking into account 
the speed of rotation of a. machine, its size and ability to react to a control 
command. 
The free space of each generator is calculated, that is the change in 
output of the unit whether it be positive or negative before the upper or lower 
limit is violated. The generators are then ranked in -order of free space, and 
tlie pqwer is allocated to them according to their participation factor. if there 
is excess power remaining after the first pass .of--the -allocation, then a second 
pass is used to reallocate the generators with more available space. If after 
this has occ~rred, the power all?cation has still not been fulfilled then it is 
impossible to satisfy th.e requirement with the available units. Either more 
units have to be placed under the control of ·L.F .·C. or emergency action has 
to be taken, such as rescheduling the generators. However this situation is 
rarely encountered as the Dispatch in most cases has ensured there is sufficient 
capacity on the system. The amount of power for each generator to change 
by has been calculated and so the previously calculated Dispatch set points 
can now be altered accordingly. Thus the output control signal consists of the 
Dispatch calculated set points, modified by L.F.C. to suit the system status at 
any given instant in time. 
5.~1 Power Set Points 
The new power set points for each generator are sent as a control 
signal to the common areas of the computer memory and are transferred to 
the simulator by the communications program. This ensures that the correct 
protocol is followed and the most recent values are always available. It also 
ensures that variables cannot be change<lwhile they are being accessed by some 
other control function. 
This operation is carried out for each electrical island that is existing 
within the system. When the calculation has been completed, for the system, 
it is ensured that there has not been a change in topology. If this is so and 
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a new island has been c:reat~d, the allocated power is initially split amo!lgst 
the generators in proportion to their loadings. The accumulated A.S.C. must 
also be divided up into suitable values to be used in each island. This .. is 
done simply again by dividing the value in the proportion of island loading. 
The Dispatch control function should then be able to reallocate the po~er for 
each island configuration and then the lL.F .C. can continue with the fine tuning 
control action. 
5.:21:21 Rescheduling of Generators 
In emergency situations where there is insufficient generation availal>le 
to meet the system load, or if t!teie has been an unexpected generation loss 
incident, it is necessary to be able to rapidly reschedule generation and allocate 
a degree of load shedding. In this case the L.F .C. is controlled by the 
Rescheduling function. The target set points for each . generator are specified 
by this emergency function and the L.F.C. must implement these new values 
in the specified time. Once these values have been reached, then the L.F .C. 
function can then take over control of the generators again, ensuring that the 
transition from one control mode to another itself does not cause any transients 
to occur in the system. 
5.:213 JLoad Frequency Cont:roller Res.11lts 
This section presents smne of the results that have been achieved using 
the L.F .C. function to control the simulated power system. The results are 
presented in graphical form so that the response of the system variables can 
be clearly seen with respect to each other. Generally the first grap·h presented 
shows the calculated power set point which is sent to each generator in the 
system. The second plot shows the frequency of the system during the simulation 
period. 
5.24 Standard ]Loading Conditions 
The following sections describe the operation of the power system under 
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normal (steady-state) operating conditions. 
5.~41.1 Morning peallt 
These first figures show the system under normal operating conditions, 
where the only driving force for the system is the consumer load curve. Figure 
5.3 shows the response of all six generators on the system during the rise to the 
morning peak loading conditions. All generators have been ramped to meet the 
predicted load, with the short range generator short fall ·being made up by the 
L.F.C. function control aCtion. qenerators four and five are at their maximum 
output, g<enerator three is ramped to its maximum, followed by generator six. 
The units one and two are then used to satisfy the continuing load increase. 
The lower figure· 5.4 shows th~ system frequency over the morning period as 
the load ·increases. Clearly the system frequency is stable and controlled well 
within its limits. 
5.~41.~ Morning load 
The figure 5.5 shows the continuation of the morning load conditions. 
At this point in time the load has begun to become steady and hence any 
increase of the generation is not required. There is a small movement of the 
power set points as dictated by the L.F .C. to follow the load directly, but the 
amount of movement is small. This shows that the machines are not being 
controlled to such an extent that they are required to follow every frequency 
trend, but sufficiently to fine tun-e the system frequency. The lower figure 
5.6 indicates the system frequency over the period of almost constant loading 
conditions. 
5.~41.3 Generation loss incident 
The figure 5. 7 shows the control response to a generation loss incident. 
During the approach to the evening peak, nearing five o'clock, generator four 
has been removed from the system. This loss has been initiated manually 
to simulate a unit tripping under fault conditions. The loss of gener~tibn is 
made up initially using both units one and two. However, after a short time, 
the second unit reaches its upper output limit and cannot participate in any 
regulation. The first unit is thus required to increase its output until the 
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frequency error is reduced. The other units on the system have not been 
allocated any control action as they are at their lower lhnits. 
The figure 5.8 gives a plot of the system frequency during the incident. 
The characteristic initial drop of frequency is seen immediately as the system 
i 
losses its inertia. This followed by a smooth return towards the target frequency 
without any overshoot to continue at the target frequency. 
5.~41:.41: Midnight load response 
The figure 5.9 shows the system response just after midnight. The system 
is placed under a heavy transient with a light consumer load. Generator three 
was on its lower limit as .commanded through the DispatCh targets from Unit 
Commitment. The generator was due to be removed from the system due to the 
light loading conditions, whiCh through L.F .C. it was desynchionised. This was 
also due to happen to unit six, whi~h was also on its lower limit. Just before 
this unit was desynchroni;:;ed, generator one was removed to simulate a system 
fault. This unit was supporting a fair proportion of the consumer load and 
hence, requires the generation deficiency to be made up rapidly. Generator two 
was ramped at its ma.Ximuni rate along with units four and five. These latter 
units soon reached their limits requiririg generatbr two · to continue increasing. 
There is some over5hoot of the unit as it reaches its new output level. 
The figure 5.10 shows the system fr_equency response to the -transient 
condition. The 'removal of the first unit is seen by a slight· decrease in frequency 
which is made up, but this is then followed by a large rapid decrease. The 
recovery assisted by unit two is oscillatory following the control of the generator 
unit. This indicates that the controller parameters are not optimal for this set 
of operating conditions. Although this situation is rather extreme, the system 
response is not ideal. 
5.241:.5 Early morning system response 
This figure 5.11 again shows that the controller parameters are not ideal 
for all syst(;!m operating conditions. This plot is during the build up load to 
the morning peale Generator six has been synchronised as determined by the 
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Unit Commitment. The units three has reached its upper limit, so the units 
one and two are required to ramp up to follow the increase in load. With 
the introduction of unit six the excess generation requires the other units to 
decrease their output to enable the generated power to be distributed to all 
the units on the system. Thus there is a marked decrease in the output of 
units two and to a lesser extent of unit one. 
5.241.8 Early morning control parameters 
This figure 5.12 shows that the controller parameters are suitable at 
other operating conditions. In this plot the third unit is synchronised before 
the morning peak starts to rise. The other units all respond to the increase in 
system generation by reducing their output in a smooth and controlled manner. 
The transition of the change of generated power between the available units 
is clearly seen as the nev; unit takes over generation from the smaller units 
to a greater extent than the larger units with higher output. The economic 
operation of the units requires that the third unit operates in preference to the 
smaller units under this particular set of operating conditions. 
5.24. 7 Mid-morning system response 
This figure 5.13 shows the system response during the mid-morning load 
conditions. At this point the load is decreasing from the morning peak, so again 
the system conditions have changed. A transient is . caused by disconnecting 
generator three from the system. This rapid loss of capacity causes the L.F.C. 
to increase the available units output. The units four, five and six are on 
their limits, so the increase of capacity is provided by the units one and two. 
These increase their output rapidly which causes the frequency to overshoot, 
consequently the units decrease their outputs which causes the frequency to 
undershoot. This transient behaviour is unsatisfactory and takes ten minutes 
to decrease. The frequency plot 5.14 shows the dramatic change in frequency 
and the continuous oscillatory behaviour of the system. Clearly the response 
of the controller is not ideal in this case and the controller parameters should 
be altered to be able to handle the operating conditions. 
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5.24!:.3 'JI'e~emetery failure 
Figure 5.15 shows the problems that are encountered when the teleme-
teted data from the system is stopped for a period due to measurement failure. 
The time of operation is approximately the same as the previous figure, but in 
this case the incident is a loss of generator two. This would be expected to 
have caused a severe transient as shown previously, however, due to the lack 
of system data the controller does not increase the value of the A.C.E. This 
consequently means that the control command causes the generator to continue 
with its previous output. When the system frequency is returned, the controller 
continues to increase the output of this unit. The transient behaviour that was 
seen in the previous plot does not occur to such a great extent, but there is 
some decrease in the system frequency as shown in figure 5.16. The eventual 
steady-state frequency is achieved some twenty minutes after the initial incident. 
5.24.9 JFixed controller parameters 
This system incident (figure 5.17) 1s designed to show the drawbacks 
of the .fixed control scheme. The system is in a state of light load when unit 
two is removed. This causes a frequency transient which causes the controller 
to respond by increasing the available units output. Clearly this control action 
is too severe for the system conditions and there is overshoot of the generator 
set points. The frequency is returned to is required value after a decrease 
in the units output, but as this happens the generator which was removed is 
resynchronised. The frequency is rapidly increased, but the generators do not 
respond to this increase for several minutes. Their response is seen by the 
decrease in the set point targets, but there is still a period where the control 
action takes adequate steps to control the frequency as shown in figure 5.18. 
This system incident (figure 5.19) shows that the controller parameters 
are tuned correctly for the state of the system for this operating point. The 
loss of generator three is responded to by the increase of output of units one, 
two and six. This latter unit soon reaches its upper limit and the control 
action is taken by the larger units. The frequency is returned to it original 
value by this control action as shown in figure 5.20. The effect of the loss of 
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Figure 5.17 
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the frequency measurement is see again briefly as the set points respond to the 
lack of data. 
~.~41.JU]) Change of ~Controller parameters 
The next set of figures show the effect of changing the controller gam 
constants for a given system operating point. The first figure 5.21 is the 
controller response to the loss of generator three with the system conditions 
as above. The proportional gain has been increased by a factor of two on 
that used above. This would be expected to have the effect of increasing the 
speed of response of the unit but could also cause an overshoot if the gain was 
too great. The initial increase of generator one and two is greater than the 
previous ramp rate, and unit one overshoots quite noticeably and then drops 
back to an output value equal to the first case. The frequency plot (figure 
5.22) follows the trend of the previous plot although the steady-state frequency 
is increased from the previous one. 
The figure 5.23 shows the system response with the integral gain of 
generator one increased by a factor of two. The response of the unit is seen 
to be more rapid after the initial increase than in the first case as the integral 
action is stronger. The frequency (figure 5.24) is returned to the nominal value 
more rapidly than in the previous case, but there is no noticeable overshoot. 
The figure 5.25 shows the effect of the controller parameters on generator 
one when the integral action is completely removed and a larger proportional 
value is used. The speed of response is clearly increased when compared with 
the first configuration but there is no control action to remove the steady-state 
error. Thus the frequency response seen in figure 5.26 takes a longer time to 
return to the average steady-state frequency value. The initial response takes 
longer to return to the nominal value, but it is also effected by any change in 
the system as there is no stabilising effect from the integral action, hence the 
frequency tends oscillate around the nominal value with the proportional action 
directly responding to the system frequency fluctuations. 
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The controller was tested against the O.C.E.P.S. standard scenario. The 
scenario is described in detail in Appendix 1. The result of the controller action 
is shown in figure 5.27 with the corresponding system frequency (or frequency 
of island one) in figure 5.28. It is seen that the controller is able to respond 
to the earlier system faults reasonably well, but when Uriit 2 is desynchronised 
Unit 1 is commanded to increase its output rapidly and over compensates for 
the loss. Later when the system is islanded, the controller is able to respond to 
the individual islands, but their individual frequencies are somewhat different. 
This means that when the synchronisation command is given, the individual 
islands will not resynchronise. Thus the test finishes with two of the three 
islands resynchronised but the third one is unable to be synchronised due to 
the frequency difference. 
5.25 Conclusion 
This chapter described the O.C.E.P.S. simulation and control project as a 
test facility for power systems software. The first section discussed the types of 
models used in the simulator, the system simulated, the computer configuration 
and the energy management software. 
The second section described the application of L.F .C. to control the 
simulated system. The control function must have well established links with the 
other subsystems in the energy management scheme, especially with Economic 
Dispatch, Unit Commitment and the Reschedule function. The interface between 
the L.F.C. has been investigated especially with Economic Dispatch so the control 
action can be economically based unless security considerations have to be taken 
into account. 
The controller that was implemented was based on a standard P+ I control 
scheme. This control method was chosen initially because it is well known and 
understood but has the draw back that the parameters of the controller are 
fixed. Although the controller is robust in its control commands the optimum 
control action can only be tuned for one operating point. This operating 
point can change with; the time of day, different days (week days, weekends 
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or holidays) and the time of year (differing seru?ons) and is dependent upon 
the type and amount of regulating plant there is on the system at any given 
time. This scheme is discussed in detail and results from its implementation 
are presented in graphical form. 
The fixed parameters of the controller are shown to produce suitable 
control action under certain system conditions. However the parameters were 
tuned to give an average response for all system operating points and hence 
this leads to a degrading of the controllers performance during certain times of 
the day. As the plant on the system changes during the day, the system gain 
also changes depending the type of generators that are on the system. Thus 
the controller parameters cannot take into account the change in system gain, 
the change in tie-line power interchange and cannot account for the change 
in the generators performance as they become older and less responsive. In 
emergency conditions, such as the loss of a large generator unit the controller 
cannot respond as would be required and the control action can under certain 
circumstances add to the system transient behaviour. This control action is 
clearly unsuitable for a system where the gain inay vary greatly, or where 
there is a large number of different types of generators which may be used. 
The stationary nature of the control system must clearly be removed from the 
control scheme and a scheme that is capable of tracking the power system 
status be investigated. 
The following chapters discuss the methods that are required to implement 
such a scheme where the system operating point is tracked and updated as the 
system configuration changes. 
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ADAJP>'I'JIVE JLOAD FREQUENCY <CON'I'ROJL 
8.]. Jintll."oduction 
This chapter describes the application of the adaptive control theory 
discussed in an earlier chapter. The self-tuning control theory is used to form 
an effective load frequency controller which can be used to replace directly the 
fixed control scheme described in the previous chapter. The earlier sections 
briefly diSCUSS the ideas involved hTI adaptive control and their application to 
the L.F .C. problem. The later sections give details of the design, construction 
and testing of a full scale L.F .C. scheme. This was tested and validated 
in conjunction with the O.C.E.P.S. energy management control software and 
power system simulator. The use of forgetting factors, more stable numerical 
calculation methods, order of the system model and system control techniques 
are also discussed along with their implementation. 
6.~ The Need For Adaptive Control 
The previous chapters have discussed the use of Load Frequency Control 
techniques which have been implemented for various systems. These schemes 
use the standard procedure of creating a linear system model which has by its 
very nature fixed parameters. These parameters are found from the linearisation 
of the system about a specific operating point. When considering the control of 
electrical power systems it must be remembered that due to the physical nature 
of the system, it is inherently a complex mannerliness system. The parameters 
of such a system are a function of the system operation point. Thus as the 
system operating conditions change, so do the system parameters. Hence, any 
optimal control scheme based on these parameters is no longer optimum. In 
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order that the controller performance is kept optimum, it is proposed to track 
the operating conditions and hence, continuously update the system model. 
This should then lead to a control signal which is always optimal for the 
system under any set of operating conditions 204 •208•209 • Diagram 6.1 shows a 
basic adaptive control configuration to control an industrial process. 
8.3 Stochastic Control 
Many of the previously used control techniques take the system distur-
bance as step changes in the consumer load. However, in the real system the 
load changes are random in nature, both in magnitude and in period. Thus it 
is proposed to consider the system as a stochastic system and design an adap-
tive stochastic controller which should lead to better control performance. The 
adaptive controller combines a parameter estimation algorithm with a control 
algorithm. The parameter estimation algorithm is used to update the on-line 
system parameters of a discrete noisy model of the system and the controller is 
a minimum variance algorithm based on the updated model. The combination 
of this estimator and controller is termed a self-tuning regulator; it uses a 
recursive least squares estimation technique and a minimum variance control 
strategy. Diagram 6.2 shows the arrangement of a typical Self-tuning Regulator 
scheme. 
The use of self-tuning regulators has been successful in various processes, 
mainly in the chemical industry, although it has been reported controlling 
voltage and speed regulators for electric generators 43,48 , 128,219. 
The application of self-tuning algorithms for the control of multi-area 
electrical power systems has been described in 9 •135• However, in the first 
instance the proposed controller will only be applied to a single area power 
system. This test system was once again the O.C.E.P.S. simulator and control 
systems. The choice of the initial single area investigation was made because 
the O.C.E.P.S. simulation had not previously been operated as a multiple 
area simulation, which meant that certain modifications were required before 
simulation of a multiple area system was possible. This also gave an opportunity 
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for the new controller to be tested directly against the previously described 
fixed parameter control scheme. The ideas involved in the control of multiple 
area power systems are discussed in the following chapter. The next chapter 
covers the use of tie-line control as a method of controlling an interconnected 
power system, discusses the algorithms required for the adaptive control of such 
systems and presents results from the tie-line controller operating within the 
O.C.E.P.S. environment. 
6.41: Formulation of the Area Control Error for Single Area Systems 
The A.C.E. of a single area system is formed simply using the weighted 
sum of the frequency error. This is taken to be the controlled variable. With 
the simplified single area, the frequency error is the only control measurement 
available and is independent of all other system variables. Thus if the frequency 
error can be minimised, minimum variance of the A.C.E. can be achieved 9,25 ,26 • 
One of the advantages of using this technique is that the control scheme 
only requires locally (to the area) available measurements. The frequency error 
is the only input required for the control scheme. The function of the controller 
is to control the frequency in the single area and thus easy to implement using 
a relatively small amount of computing power. The control is such that the 
scheme is easily implemented on the VAX 8600 control computer and will 
operate in real-time without incurring any loss of the machines performance. 
In fact this algorithm is simple to implement and may be used on even relatively 
limited microprocessors. It is hoped that the performance of this controller set 
up will be better than that of the more conventional fixed control scheme. The 
flow chart of the organisation of the proposed control is shown in diagram 6.3. 
Previous frequency controllers have used the system frequency error to 
form the A.C.E. control where the integral of the A.C.E. is fed-back as a 
control signal. More complex schemes have been considered for both continuous 
and discrete time control using optimal and sub-optimal approaches. It must 
be remembered that these techniques do not take into account the dynamic 
nature of the system under study. These techniques take the parameter values 
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of the power system to be known and remain constant through its operation, 
this is not the case. Generator dynamic characteristics change sufficiently with 
operating conditions, and the equivalent droop characteristics of an area vary 
widely with percentage loading of the plant due to the changes in the numbers 
of the turbines performing regulation duty 10• Thus an adaptive control scheme 
is required that can evaluate relevant dynamic characteristics during operation 
and can suitably adjust control parameters when they change. 
In self-tuning control, the order of the controller model is determined by 
the order of the predictive model used to determine the system behaviour. For 
a single area system using the frequency error and the tie-line power interchange 
as the control variables, a third to fourth order model has been shown to be 
suitable 50 • The matter of the model order is investigated for the single area 
case, and the multiple area case is discussed in the following chapter. 
The use of a minimum variance controller involves the cancellation of 
system zeros by controller poles. Thus if the system has any discrete model 
zeros outside the unit disc, then stability problems will occur. 
8.5 Self-tuning Regulator 
The self-tuning regulator is a good alternative to the conventional L.F.C. 
controller as it offers versatility and the potential for application in real-time 
control applications. The development of the self-tuning regulator is fairly new, 
it has been applied to several real time applications. As mentioned in an 
earlier chapter the general structure of the self-tuning regulator can be split 
into two separate sections. The first section is the identification process and 
the second is the control command calculation associated with the identification. 
The identifier is used to calculate a model of pre-assigned order of the plant 
at each required time interval. The identifier calculates the system parameters 
at each required sampling interval. The controller uses the updated parameters 
and data from the system to calculate a control signal which is sent to the 
plant. Diagram 6.4 shows the set-up of the adaptive control scheme used in this 
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application. Self-tuning regulators are discussed in many references, the author 
?11 11\i<!-
found the following most useful 9,25,26,122,126,129,131,148,159,170,171-17 4,179) 83. 
1\ 
8.5.Jl 'Jrhe idlentificatiolrll Irouiine 
Each separate section of a power system is a complicated non-linear 
system. The identifier within the self-tuning regulator uses the system data 
available to it to model the system by a linear-discrete finite order model with 
time varying parameters. The system operating conditions are tracked by the 
identifier which calculates the model parameters at every sampling period. It 
uses the actual input and output of the system for the parameter calculation 
and hence a dynamic model of the plant may be created of a pre-assigned 
order. A discussion of the implementation of identification routines many be 
found in 92,93,135,196,197,214. 
The task of the identifier is to give unbiased estimates of the values 
of the parameters. In a real-time control situation, the following recursive 
computations are performed for the solution of the above problem. 
The model is described using the following equation 
y(t + k + 1) + a1y(t) + ... + atny(t- m + 1) 
= ,B0[u(t) + ,81 u(t- 1) + ... ,B,u(t- l)) + E(t + k + 1) (6.1) 
where 
m = n, l = n + k - 1, 
,80 is a previously selected constant parameter, 
a; and ,8; are the computed model parameters for all c3• = 0 and 
the disturbance f(t) is a moving average of order k of the driving noise e(t). 
To estimate the model parameters, equation (6.1) may rewritten at the 
instant t, by replacing (t - k- 1) in equation (6.1) as follows 
z(t) = HT (t) 0 (6.2) 
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where 
where 
z(t) =y(t) - f3ou(t- k- 1) 
H(t) =[-y(t - k- 1), ... , -y(t- k- m), 
f3ou(t- k), ... , {Ju(t- k -l- l)]T 
0 = [a, ... ,am,f3b···,f3c]T 
[ ]T represents the transpose of the matrix. 
(6.3) 
(6.4) 
(6.5) 
There are several recursive parameter estimation algorithms which can 
be used to obtain an estimate, O(t) for the parameter vector 0. One of the 
more commonly used is the recursive least-squares 
O(t) = O(t- 1) + K(t)[z(t) - HT (t)W (t- 1)] (6.6) 
The correction vector, K(t) can be calculated as 
K t _ P(t - 1)H(t) 
() - 1 + HT(t)P(t- 1)H(t) (6.7) 
where P(t) is the covariance matrix of estimation error and is found using the 
recursive equation 
P(t) = [J- K(t)HT(t)]P(t- 1) (6.8)) 
The equations (6.6), (6.7) and (6.8) are often referred to as the Kalman filter 
algorithm, and the vector K is the Kalman gain of the set of equations All 
the matrices are of the size 2n x 2n and the vectors are of the size 2n. Where 
n is the optimum number of estimated parameters (the order of the estimated 
system). It is clear that the algorithm has to be started with some initial 
values of P(t) and O(t), after which the calculations may be repeated. 
The initial values are arbitrary, but a good starting point seems to be 
P(O) = [Jj x v 
0(0) = [eH ... e] 
where e is a small number (can be zero) and I is the unit matrix. 
v is a relatively large scalar quantity, and can be calculated using 
1 N 
v = (10) LY2 (£) 
N + 1 =O 
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where N > 2n 
The algorithm has been shown to give acceptable values of O(t) within 
ten samples 92 • 
The above calculations may be repeated every sample interval but can 
be repeated recursively and the most recent parameters are passed on to the 
controller. However, the system model is only required to change when there is 
a change in the system itself. This can be difficult to define, but the criterion 
used in these experiments was the rate at which the frequency changed, and 
when it was outside a pre-defined dead-band. 
The identification process is used to calculate the most recent system 
model. With the updated model the estimate available, the control can be 
calculated on it. There are several control schemes available which are suitable 
for real-time operation, but the most widely reported one is that of minimum 
variance control. This control strategy was discussed in an earlier chapter but 
is considered here in this specific application. OnceO(t) is obtained, u(t) can 
be calculated as 
u(t) = ;
0 
[&1(t)y(t) + ... + &m(t)yz(t- m + 1)] 
-{h (t)u(t- 1) - ... - Pz(t)u(t - l) 
6.5.2 Minimum variance control scheme 
(6.9) 
The minimum variance controller was discussed in a previous chapter, 
but its implementation is briefly discussed here. Further details may be found 
in a variety of references 28,60,61,97,135,198 but only very basic control schemes 
are discussed. From previous discussion the single area is modelled as 
n n n 
y(t) = - L aiy(t- j) + L bu(t - k - j) + 1/J L ce(t- k) (6.10) 
i=l i=l i=O 
where 
u(t) is the input to the actual system (the control variable, the A.S.C.) 
y(t) is the output of the actual system (the input variable, the frequency error) 
an_d_ e(t) is the disturbance acting on the actual system. 
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So long as the system under study behaves in such a way that the 
input and output are linked by a cause and effect relationship, it is possible to 
construct a model of the plant. The model plant parameters are 
c0 = 1 without loss of generality, 
n is the order of the model, 
(t-j) represents the time (t-jT), and 
T is the sampling period. 
The controller chosen to be associated with the identifier is a minimum 
variance regulator, although more complex control algorithms are available. The 
minimum variance controller is chosen as it is ~airly simple to implement, and 
has the ability to work in real time with a very satisfactory performance. The 
criterion for the controller is 
N 
minimise [v = ~ y2 (i)] 
1=1 
(6.11) 
The controller aims to minimise the square of the deviation of the output 
from the desired value. The controller is designed to minimise the variance of 
y, (k + 1) sampling periods ahead of time. Then at time (t + k + 1) the model 
given by equation (6.1) 
y(t + k + 1) + a1y(t + k) + ... + any(t + k + 1 - n) 
= b1u(t) + ... + bnu(t + k) 
+ 1/J[e(t + k + 1) + c1e(t + k) + ... + Cne(t + k + 1 - n) (6.12) 
The standard equation (6.1) may be written at times (t+k), (t+k-1), ... , (t+l). 
Then by substituting in equation (6.12) to eliminate y(t+k), y(t+k-1), ... , y(t+ 
1), the equation may be modified to 
y(t + k + 1) + a1y(t) + ... + amy(t- m + 1) 
= J30 [u(t) + /31 u(t - 1) + ... + f3tu(t - l)J + e(t + k + 1) (6.13) 
where 
m = n, 
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l = n + k -1, 
f3o is a previously selected constant parameter, 
ai and f3:i coefficients are computed from the parameters a:i and b:i in equation 
{6.1) for all c3· = 0, and 
the disturbance E(t) is a moving average of order k of the driving noise e(t). 
For any system modelled by the equation (6.13), if the parameters of the 
model are constant and known, the minimum variance strategy can be stated 
as follows 
1 
u(t) = f3o [a1y(t) + ... + amy(t- m + 1)] 
- fJ1u(t- 1) - ... f3lu(t- l) 
If the system under study has unknown parameters, then the parameter 
estimation routine described earlier is used. This estimation may be required 
at every sampling interval depending upon the system under study. 
In the self-tuning regulator the parameters a1, ... , am and {31, ... , fJ1 
which form the assumed model equation (6.13) are estimated on-line at any 
sampling instant, ~e estimated values ih, ... &.z and P1, ... , (3, of the parame-
-ters are then used to calculate the minimum variance control strategy equation 
(6.13). 
6.6 Forgetting Factor for Adaptive Estimation Controller 
With the use of recursive operations in the least squares algorithm, it 
is clear that more information about the process under study is accumulated 
as time goes on 67•76•77• As more system data is collected, the parameter 
estimates tend to converge and become steadier. The effect of this convergence 
· is seen by the decrease in size of the elements of the Kalman gain vector 
matrix K. The equation (6.7), the Kalman gain vector controls the size of 
the update to the system parameter estimates. This convergence is needed for 
constant parameters systems as the low gain tends to suppress the effect of 
measurement noise on the estimate of 0. However, when the parameters are 
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from a. time-varying process it is necessary to stop the continuous alteration 
to the estimates 8. This will allow changes in the system parameters to be 
followed. However, by not enabling the covariance matrix from decreasing, the 
random errors in 0 are increased, which means that the estimate variance is 
increased. 
In the practical application of these equations there is a trade off between 
the parameter adaptive capability (which requires the calculated value of K) 
and the noise suppression feature of the estimation algorithm (which requires 
small values of K). 
This is usually achieved by the use of a forgetting factor 91,142,143,155 
to control the size of the elements of the covariance matrix of P. The use 
of the forgetting factor, \vhich is generally a scalar parameter, 1, enables -the 
building of memory attenuation into the recursive least squares algorithm by 
exponentially weighting past values of the elements of P. This weighting factor 
is implemented by replacing P(t- 1) by ~· P(t- 1) in the equations {6.6),(6.7), 
(6.8). Thus the following equations are formed 
where 
a= 1 -1 and 
0<1~1 
K(t) P(t- 1) H(t) [.! + HT(t) P(t- 1) H(t)]-1 
I a I . 
P(t) =_! [I- K(t)HT (t)]P(t- 1) 
I 
(6.14) 
(6.15) 
{6.16) 
When 1 = 1 the normal algorithm of equation (6.8) applies. As 1 is decreased 
the covariance matrix elements are slightly increased at each recursion, which 
allows the algorithm to 'forget' the old parameter values. This has the effect 
that there is less emphasis placed on the older values, than the newer ones by 
the algorithm. 
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The equation (6.14) shows the formula that is used to update the next 
value of the estimate. This shows that the term HT (t - 1) O(t - 1) is the 
output that is expected at the time t based on the previous data H(t), and the 
previous estimate, 0 ( t - 1). Hence the next estimate of () is given by the old 
estimate corrected by a term linear in the error between the observed output, 
y(t), and the predicted output, HTO(t -1). The gain of the correction, P(t), is 
given by (6.15) and (6.16). Clearly, there is an advantage using this process in 
that there is no matrix inversion required, there is only the need for division 
by 
.!_ + HT (t) P(t - 1) H(t) 
a 1 
which is a scalar. However, some numerical difficulties are reported to remain 
50,91,92 and may effect these recursive calculations. Thus the use of a more 
stable method of calculating the P matrix was investigated. 
16.7 Use of the Square Root Filter 
The numerical stability problems can be solved using the upper triangular 
matrix and its transpose of P, as this matrix is positive and definite. This 
solution was proposed by Peterka 179• The P matrix is factorised into S(t)S(t)T 
where S(t) is the upper triangular matrix. The updating of this matrix is 
achieved using 
S(t)S(tf = _!_S(t) {1- sT (t - 1)x(t- k)xT (t- k)S(t - 1)} S(t - 1)T (6.17) 
{3 J.L2 
where 
p,2 = {3 + xT (t- k)S(t- 1)ST (t - 1)x(t- k) 
The vector f = sT x is defined and T is an orthogonal matrix so the above 
equation may be written as 
S(t)ST(t) = .)ps(t- 1) [ l] TTT [1j:J ST(t- 1) ~ 
p. 
(6.18) 
The value of T is chosen such that 
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where 
H is the upper triangular, and 
0 is a. vector of zeros, then an upper triangular square root of P may be 
updated as 
S(t) = :mS(t- l)H(t) 
It is seen that the algorithm requires m extractions of the square root, where 
m is the number of estimated parameters. Clearly this is not a great problem 
to compute these values. 
With the U D factorisation is written as U DUT where U is the upper 
triangular with units stored along the diagonal and D is a diagonal matrix 
corresponding to the variances of the individual parameter estimates. 
The square root method involves about (4m2 +5m)/2 multiplications plus 
m square roots per cycle, whereas the UD method uses about (3m2 + 3m)/2 
multiplications per cycle. The advantage of the U C method is that there is a 
built diagnostic test without the extra computation that would be required for 
the square root case. 
6.8 Factors which Effect the Controller Action 
There are several factors which __ effect the_ controller operation such as 
(1) The order of the model which is used to model the area under observation 
(2) the time interval between which control commands are sent out on to 
the system and, 
(3) the sample period of the identifier. 
Studies can ·be carried out to find the optimum value for the above 
parameters using the integral squares technique described below. 
The flow of logic used by the controller is shown in diagram 6.5. It starts 
with the initialisation procedures, ensures that the support software is active 
and is then able to carry out the system identification and system control. 
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The implementation of the proposed control scheme is shown in diagram 
6.6. This shows the measurements required by the controller from the system 
and the interaction between the various elements of the controller. 
8.9 Choosing thl!! Correct Model Order 
It is possible to fit models of differing order to the data obtained from the 
system 57, 198• Thus the control action could based on several different model 
orders. H the wrong order for a model is chosen, this can cause problems 
with the modelling process and can lead to spurious control commands. Over 
modelling can lead to problems of redundancy of model terms, and under 
modelling may not sufficiently model the process under study well enough for 
the control action to be effective. Thus there is a need for a test which can 
determine the optimum model order for identification process, a test for the 
correct or best model order is needed. Such a suitable test is a sum of squares 
test, which if applied over a given period of discrete time can be thought of 
as an integration of the errors. 
As the model order increases, the sum of the squares of the residuals 
will decrease due to the better fitting which is being achieved. If this decrease 
is small between models of increasing order, the order of the use of the higher 
order model will not significantly reduce the sum of the squares. These index 
values can be used as a measure of the quality of control (or goodness) of the 
regulator. The lower the integral value is, the better the quality of the control. 
The prediction error term may be defined using 
The sum of the squares is then defined as 
In = L = IN I e(t) 12 
k 
where 
N is the number of data points, and 
n is the model order. 
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Diagram 6.6 Loaf Frequency Control using a 
Self-tuning Regulator 
For a collected set of data, the coefficients of the polynomials &. and {3 
may be found for a given model order using the techniques described earlier. 
This same procedure may then be carried out using models of different orders. 
The best model order for the system under study is chosen by plotting a graph 
of In against n. By choosing the slope of the graph at a given point, m' say, 
where the slope of In is steep for n < m' and shallow for n > m' the best 
model order may be selected. 
The figure 6.1 shows the result of a frequency integral test to determine 
the optimum model order for the simulated test network. The model order 
of m=2 or m=3 is seen to be the value required, however, it is difficult to 
determine which order is best suited to the system model. Thus a continuous 
integral of squared frequency error test was carried out over a reasonable 
amount of time see lower figure. It is clearly seen that the model order of ni=2 
produces the lea.St error. It is also interesting to observe that the models where 
m=3 and m:.._4 produce about the same integral error. Thus the majority of 
control operations were carried out using m=2, with some experiments using 
m=3 to determine if there was significant improvement in the system control 
and response. 
One such test was carried out to show the response of the controller 
during the morning increase of consumer load. The initial test carried out 
was during the steady....:state operation of the system. The figure 6.2 shows the 
tD·:l 
controller response using a controller model of m=2, and the figure" with 
m=3. There is no obvious difference between the controller response in each 
case, the frequency is kept constant as the consumer load increases. The Units 
1 and 2 are ramped to meet the demand increase, with the other Units on or 
nearing their upper limits. 
The steady-state operation did not really show any differences in the 
control action calculated by the differing control schemes. The effect of the 
controller model is more noticeable however, when the system is subjected to 
a transient. The figures 6.4 and 6.5 shows the system response to change 
in controller model order !rom m=2 to m=3 when there is a generation loss 
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Figure 6.2 
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incident. The first figure shows a. steady increase of the Units set points 
when Unit 3 is removed from the system, followed by the resulting frequency 
trace. The next figure shows a. rapid change in the controller command after 
the generation loss which eventually is restored and continues to calculate the 
required control action, the frequency trace is produced below. 
18.Jl.O §ample JP'edod 
The system model is dependent upon the sample period used for the 
collection of data used to construct it 57•198 The time interval represented 
by the model needs to be sufficiently short to fully model the required time 
constants in the actual system, but does not need to model the fast acting 
control such as the almost constant control from~ the governor control. Thus 
the model period should be greater than one second so that the faster acting 
control operation is not represented in the model. The time interval was varied 
from one second upwards. This was observed that the model time interval did 
not adversely effect the model construction so long as it was kept to tens of 
seconds. Thus the time interval used for the modelling period was either 5 or 
10 seconds. 
A factor which must be taken into account when considering the sample 
period is the practical limitations due to the taking of measurements from the 
system. Earlier work 197 has suggested that a suitable interval for the sample 
period would be 0.6 to 1.5 seconds, however, this interval is really to quick 
to be practically realised on an actual system. This decreased interval is also 
nearing the effects of the governor control action and hence was disregarded. 
6.Jl.Jl. Control Calculation 
The control command as explained is based directly on the most 
recently updated system model. However, if the system was in steady-state 
it was unnecessary to alter the model even if the parameters altered slightly. 
This small alteration in the steady-state operation was due to the noise on the 
frequency measurements. Thus the model was found to be constantly altering 
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Figure 6.4 
TITLE, O.E.C.P.S. SJMULATION OB/02/19B5.07o16o48 
FIGURE, Gsnarator Power Sat Points 
-- Gan 1 Gen 3 Gen S 
SET "POINTS 
1. 500 
1.125 
0. 750 
0.375 
• • • • • • • • • 0 
r: (:'!! I 
. ~ ... 
• • • • • • • • • • • • • 0 ••• 
0.000~======~~========~=========+========~ 
OO.OOaOO 00a04o44 00s0.9a28 00s14o12 OOs18aS6 
PERIOD Chromlnosac) 
TITLEs O.C.E.P.S. SIMULATION DB/02/1.985.07s16,48 
Fl GURE, Ada tl~e control or s stsm rrequency 
-- System· Freq 
FREQUENCY MEASUREMENT <Hz) 
o-. 1 o o 
0.025 
.9 • .950 
.9.875 
.9.800 
oo.ooaoo 00s04s43 oo.0.9o27 00s14s11 00s18s55 
PERIOD <hromlnosec) 
- 169 -
even though the system was not actually altering itself. A dead-band was 
imposed on the amount the system parameters were allowed to alter before 
the new parameters were used in the system model. This removed unnecessary 
alteration of the model when the system was operating without any changes in 
operating mode. The model parameters were seen to constantly wander slightly 
over a short period, but the trend over a longer period (say ten sample periods) 
was constant. Only when the rate of change of the measured variable (the 
frequency) exceeded a defined amount, Were the new model parameters used to 
form the model. 
This dead-band idea was also used in conjunction with the calculation 
of the control command. The control command could be refreshed at every 
sample interval as the adaptive control scheme is designed to do, however, this 
seems unnecessary if again the system is in steady-state. The control signal 
was not updated unless it was significantly different from the previous one. 
This filtering enabled the control signal to be smooth and not require any 
unnecessary movement of the controlled plant. The filtering of the raw control 
signal along with the later filtering from the participation calculation leads to 
a smooth ramping of the controlled participating units. 
6.1~ Estimated System Frequency Response 
One of the many advantages of using the adaptive control . scheme over 
the fixed parameter system is that the self-tuning regulator relies on a recent 
system model for its calculations. This system model may be used additionally 
to estimate the system response to a load loss, or gain incident. In this case, 
the system gain and response remains essentially constant so that the estimated 
model is valid. However, if the effect of a generation loss incident was to be 
modelled the system parameters could change slightly, so the estimation would 
be less valid. The system frequency error can be estimated by using a snap 
shot of the system model parameters and introducing a step change of load to 
what is essentially the system transfer function. The process would be very 
useful for application in the security analysis field to answer the "What if 
?"type of question. Although the technique is limited only to load changes, the 
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system operators would find the ability to predict the system frequency under 
emergency conditions useful for the forward planning of Unit Commitment. 
The figures 6.6 and 6. 7 show the results of two such estimated frequency 
calculations. The first response is using a set of standard system parameters 
collected during the control of the morning peak. The estimated frequency 
trace is the result of a 0.1 p.u. increase in consumer load. The general shape 
of the response is that of the typical system response to a step load change. 
The system gain is calculated to be 0.42 MW /Hz, which is comparable with 
the values calculated from the simulated system during this operating period. 
The second plot shows the estimated system frequency with a 0.2 p.u. 
load increase. Again the response is seen from a 'snap shot' of the system 
parameters take_n from system operation before the morning demand increase. 
This trace is slightly longer in time compared with the one above it, and clearly 
shows the typical system response to a step load change, with several under 
and over shoots which then settle out to a steady-state frequency error. The 
gain of the system in this case was calculated to be 0.427 p.u./Hz, which again 
is close to the calculated value of the simulated system. 
6 . .13 Effect of Forgetting Factor on the Controller Response 
The effect of varying the forgetting factor used by the controller was 
investigated with the system under a rapid change situation. The figure 6.8 
shows the system response during the mid-day load along with the controller 
operating with no forgetting factor operating. The system is changing quite 
rapidly, but the controller model is unable to calculate control commands which 
exactly satisfy the system conditions. The frequency plot 6.9 shows that the 
frequency error is contained and returned to its required value, but it is slightly 
oscillatory in the steady-state region. In this case the model is not changing 
sufficiently quickly for the controller to operate to its full effect. In most 
cases the controller commands are based on an outdated system model which 
is clearly not suitable for the system in its present state. 
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Figure 6.6 
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The effect of a fixed forgetting factor is shown in 6.10 with the system 
frequency response due to the control action show in figure 6.11. The forgetting 
factor was fixed at the value of 0.95. This fixed approach produces a smoother 
set of control actions compared with the above method but still does not 
respond with the optimal control. The frequency plot shows that some of the 
oscillatory action is removed, but it does not produce as smooth a response as 
is required for system operation. 
The use of a variable forgetting factor as discussed above is shown in 
figure 6.12 with the corresponding frequency response in figure 6.13. The ability 
of the control algorithm to keep the required amount of system information 
is seen in this test. The control algorithm produces a smooth control action 
which is sent to the Units on the system. When Unit 2 is lost, the controller 
model can respond as required and follow the state of the system. 
The ability of the controller to respond to changes in system configuration 
ts shown in figure 6.14 along with the corresponding frequency trace in figure 
6.15. The Units 4,5 and 6 are all placed in Base mode and hence are not 
available for direct control from the L.F.C. function. The only Units that are 
available for control after the loss of Unit 3 are Units 1 and 2. Unit 2 is put 
to its upper limit, so all the control action must be carried by Unit 1. This 
unit is able to respond to the control commands from the L.F .C. scheme and 
is able to restore the frequency trace to its required value. 
The same system configuration was used as in the above test to investigate 
the ability of the controller to respond to differing system conditions. In this 
case (figure 6.16and 6.17) the system is operating during the mid-evening load 
conditions. The trace shows the effect of the loss of Unit 3 again, with Unit 
1 taking the majority of the control action as Unit 2 reaches its upper limit. 
As a comparison, the system response is shown in figure 6.18 and 6.19 
of the system operating under normal conditions during the same time period 
as above. In this case there are no transients created or any loss of load. 
The driving variable in this case is purely the consumer load. Without the 
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loss of Unit 3, the unit 1 is commanded to ramp ~p its output to replace the 
generation capacity of Unit 2 which has been commanded to reduce its output 
by Unit Commitment. The 1.F .C. scheme controlled this change in generation 
pattern without any action which could lead to system transients or instability. 
The L.F .C. scheme was tested to its limits by using an irregular pattern 
of generation. Figure 6.20 and 6.21 illustrate the loss of two generators (Units 
3 and 6). These are lost one after another for test purposes but this is unlikely 
to occur in actual operation. The remaining units are able to take up the loss 
of generation as the controller model is able to respond· to the state of the 
system. This test was carried out just after mid-night when the system gain is 
low. However, the controller is able to respond to the system state and control 
the available units to reduce th~ frequency transient to the steady-state. 
A further test was carried out on the system by simulating a generation 
synchronisation of Unit 3 followed by the loss of the Unit. The system response 
is shown in figure 6.22 along with the frequency trace in figure 6.23. The 
initial increase generation due to Unit 3 does not effect the system frequency 
greatly so the controller does not require a great deal of control action' for the 
regulating units. The new unit was required to take up load through the Unit 
Commitment action as the morning consumer load increases. The loss of the 
unit as the load increases causes the controller to increase the output of the 
other available units, which requires the increase of the power set points of 
Units 1 and 2. 
To validate the control scheme for operation on an actual system, the 
synchronisation of new units on the system as well as the loss of generation 
units from the system was simulated. The figure 6.24 and 6.25 show the 
synchronisation of Unit 3 to provide support for the morning peak increase. 
The use of the variable forgetting factor provides constant monitoring of the 
system as its state changes, although the system model may take several 
controller cycles to settle down after a major perturbation. This is seen in 
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this example where after the Units 3 is brought on to the system the control 
signal to Unit 1 is increased unnecessarily because the model has not changed 
sufficiently to closely model the system status. 
It is seen that the frequency trace losses some data towards the end of 
the plot. This simulates the loss of data from transducers. The controller has 
no input data to calculate an updated control signal. The target output level 
of the Units therefore remains constant. When the data is collected again, the 
controller continues to calculate the control signals without any abrupt change 
of Unit power set points. 
8.15 System Operation in Varying Conditions and Control Modes 
One of the advantages of this adaptive control strategy is the ability 
of the controller to monitor the system status and alter its control action 
accordingly. In the operation of many power systems, the generator units are 
often set in generation patterns which are required not to be changed due to 
economic factors. Often units are placed in Base mode so that the base loading 
of the system is satisfied without any alteration to the base loaded units. 
The figure 6.26 and the frequency plot 6.27, show the operation of the 
controller when the largest unit, Unit 1 is in Base mode. There is a generation 
loss incident of Unit 2, the second largest unit on the system which causes 
a rapid decrease in frequency. This loss is immediately made up using the 
remaining four units on the system. The controller model is operating so that 
the control signal matches the system state, but the unit outputs are constrained 
by rate limits. This leads to an irregular control signal sent to the three smaller 
units as all system regulation is under their control. The frequency trace shows 
that the transient is removed and that the lack of controlling units is not 
directly seen in the frequency error. 
To investigate the system response after such a drastic incident as the 
above, the Unit 2 was synchronised to the system a few minutes later. The 
figure 6.28 and 6.29 show the system response to this rapid increase in generation 
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capacity. The slower responding smaller units are immediately commanded to 
reduce their outputs while the new unit increases its output to replace the 
lost generation. This causes an overshoot of the unit power set points, due to 
the fact that the controller model has not been able, in the time available, to 
remodel the system to a sufficiently accurate degree. 
The previous results show the effect of drastic changes on the system. 
This is unlikely to occur regularly in practice so to provide the controller with 
a more realistic situation, a test was carried out a period of lighter load. The 
Unit 3 was synchronised in the early morning with a light load. In this case, 
the units are able to respond with suitable regulation action. The controller 
model is able to change to match the simulated system changes, resulting in a 
controlled decrease in the output of Units 1 and 2, shown in figure 6.30 and a 
stable system frequency, shown in figure 6.31. 
The control of the system frequency with an increase in system generation 
is seen in figure 6.32 and 6.33. The light loading of the system combined with 
the availability of many of the system generators for regulation enables the 
frequency transient caused by the resynchronisation of Unit 2 to be controlled. 
The Unit 3 was under Base control mode so was unable to respond to the 
system situation. The smaller units rapidly decrease their outputs, along with 
Unit 1. Again the lack of frequency measurements is seen for a short period, 
which causes the generation not to be controlled as would have been desired 
as the smaller units are required to increase their outputs slightly to match 
the generation deficiency. The latter part of the plot shows Unit 2 increasing 
its output while Unit 1 is decreasing its output. This operation is linked with 
the economic dispatch control function setting the long range targets for each 
of the available units. 
The controller was tested directly against the standard O.C.E.P.S. test 
scenario, the results are shown in figure 6.34 with the corresponding frequency 
trace in figure 6.35 (see Appendix 1 for scenario details). It is difficult to make 
direct comparisons with the previous fixed controller response to this test, but it 
can be seen that the maximum output of Unit 1 is less than in the previous case. 
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There is little difference between the frequency deviations, but the adaptive 
controller requires less generation control to achieve the same deviation. One 
condition that must be noted is that all the islands were resynchronised by the 
adaptive controller and the test ends with a single system unlike the previous 
case. 
8.Jl.t3 Conclusion 
This chapter has discussed the use of adaptive control and its potential 
application in the field of L.F.C. The early sections discussed the techniques 
required to build a system identification process and a suitable control scheme. 
The use of the self-tuning regulator for this purpose was investigated and found 
to be suitable with some modifications. Basing the control calculations on a 
system model was shown to be reliable if the correct model order was used. 
The use of the minimum variance control scheme based on the updated 
system model was investigated for many system configurations and types of 
operation. The modelling technique is capable of producing a valid model 
quickly so that the control algorithm may effectively use the investigated 
technique. 
The basic controller was enhanced using forgetting factors to alter the 
speed of the construction of the controller model. It is shown that the use 
of the forgetting factors can improve the control commands even during major 
frequency transients. 
Differing control modes were used for the generation units to effectively 
change the system gain and response time for different system conditions. The 
results have shown that the controller has the ability to track the system status 
and calculate suitable controls in situations where the fixed parameter schemes 
would be unsuitable. However the control scheme has not been tested under 
multi-area conditions where the use of inter-area tie-lines cause many control 
problems. This problem is discussed and a suitable control scheme is proposed 
in the next chapter. 
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CHAPTER 1 
Contirol of JinteJrconnected Powell:" Systems 
1 .JL Intll."oduction 
The previous chapter discussed the use of adaptive control techniques 
for the control of the system frequency. The use of the self-tuning regulator 
was developed for a single area utility without any connections to other power 
systems. This chapter considers and reviews some of the reasons why electrical 
power utilities often connect their power system to that of neighbouring power 
systems, and the problems that this causes with the frequency control of the 
interconnected system. A modification is proposed to the frequency control 
method described in the previous chapter for the single area problem, which is 
capable of controlling multiple area systems. This algorithm uses the inter-area 
power flows, along with the individual area frequencies for the system control. 
With the use of adaptive control the inter-area dynamics can be tracked directly 
and suitable control action taken. 
The latter part of the chapter describes the application of this adaptive 
algorithm used for the control of the O.C.E.P.S. simulator, which was split into 
two interconnected areas. There is a discussion of the additional variables that 
are required for control purposes and the use that the algorithm makes of them. 
"! .2 Interconnected :Power Systems 
There are some power systems in the world that are single entireties, 
but the majority of systems are connected to other utilities for one reason or 
another. The C.E.G.B. system is often thought of as a single system, but there 
are links to Scotland and the cross Channel D.C. link with E.D.F. in France, 
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although the system does not rely on these links for control action. There 
are many reasons why one utility should connect with another one, such as 
geographical or political reasons. Many utilities, throughout the world connect 
their system to that of their neighbours because of mainly economic and security 
considerations. Some of the more interesting references available on the subject 
are (113,201,204,205,207 ,209,210,215,222). 
The advantages of the interconnection of electrical power systems are that: 
it ensures reliability, makes the individual system more secure, and enables the 
systems to be operated at a cost less than that if left in its separate parts. 
Interconnected power systems have better regulating characteristics in response 
to consumer load changes in any of the systems. This is because the load 
change is responded to by all units in the interconnection, not just the units in 
the control area where the consumer load change has occurred. This fact also 
makes interconnections more reliable as the loss of a generating unit m one 
area can be made up from spinning reserve of the other units linked by the 
interconnection. Thus, if a unit is lost in one control area, control action from 
units in all connected areas will increase the generation to make up the deficit, 
until stand-by units can be brought on-line, although an economic penalty may 
be paid. If a power system were to be run isolated and lose a large unit, 
the chance of the other units in the isolated system being able to make up 
the deficit are greatly reduced. Extra units would have to be run as spinning 
reserve, and this would mean a less economic operation. There is also the 
advantage that one area will generally require a smaller installed generation 
capacity if it is planned as part of an interconnected power system. 
7.3 Economic Operation of ][nterconnected Power Syste:r;ns 
One of the main arguments for interconnecting systems is the economic 
one. Better economic operation can be attained when the systems are intercon-
nected 139,201,222 This chance to improve the operating economics of an area 
is due to the fact that the two power systems have differing incremental costs. 
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Consider the following example 
(1) Utility A is generating at a lower incremental cost than B 
(2) If the Utility B were to buy the next Megawatt of power for its load 
from utility A at a price less than if it generated that Megawatt from 
its own generation, it would save money in supplying the increment in 
consumer load. 
(3) Utility A would also benefit economically from selling power to Utility B 
so along as Utility B was willing to pay a price that was greater than 
the cost to Utility A for generating that block of power. 
The problem is to achieve a so termed mutually beneficial transaction 
and to establish a fair price for the cost of the interchange sale. 
There are other, longer term transactions that are economically advanta-
geous to interconnected utilities. One system may have a surplus of power and 
energy and may wish to sell if to an interconnected company on a long-term, 
firm supply basis. It may, under other conditions wish to arrange to sell this 
excess only on a when, and if available basis. The purchaser would probably 
agree to pay more for a firm supply (in the first case) than for the interruptable 
supply of the second case. 
In all cases of power interchange the question of a fair and equitable 
prtce must be considered. In many cases the economy of interchange is such 
that they are all based on an equal division of the operating costs that are 
saved by the utilities involved in the interchange. This is not always the case 
since fair and equatable is very subjective depending on the utilities own view 
point. What is fair and equatable to one partner may be totally unfair and 
inequitable to the other. A 5Q-50 share of the costs of the interchange is often 
used in the U.S.A. as in normal operation it appears to be the fairest mode 
of operation. Pricing arrangements for long-term interchange can vary widely 
and can become very involved including so termed take-or-pay split savings, or 
fixed price contracts. 
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if .4 EneJrgy-interclha.nge 
There are often other reasons for the interchange of power than simply 
obtaining economic benefits. Interchange arrangements are made between power 
utilities for a variety of reasons, however the major reason is clearly econormc. 
The following sections briefly describe some of these other reasons. 
if .4.Jl Capacity Jintercha.nge 
In normal operation, a power utility will ensure that it has sufficient 
generation available so that the capacity of its normal units is equal to that 
of its predicted load plus a reserve to cover unit outages. If for some reason 
this criterion cannot be met, the system may enter into a capacity agreement 
with a neighbouring system. So long as the neighbouring system has a surplus 
capacity greater than what it needs to supply its own peak load and maintain 
its own reserves this operation ·is feasible. When selling capacity, the system 
that has a surplus agrees to cover the reserve need of the other system. This 
may require running extra units during certain hours, which represents a cost 
to the selling system. The advantage of such agreements is that each system 
is able to schedule increased generation at increased time periods by buying 
capacity when it is short, and selling capacity when a large unit has just been 
brought on-line and it has a surplus. 
7 .4.2 Diversity Interchange 
Daily diversity arrangements may be made between two large systems 
covering operating areas that span different time zones. Under such circum-
stances one system may experience its peak load at a different time of day 
to the other system, because the second system is 1 hour behind. If the 
two systems experience such a set of conditions, they can help each other by 
interchanging power during the peak. The system that peaked first would be 
able to buy power from the other and then pay it back when the other system 
reached its peak load. 
This type of interchange can also occur between systems that peak at 
different seasons of the year. Typically, one system will peak in the summer 
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due to air-conditioning load and the other will peak in winter due to winter 
heating load. The winter peaking system would buy power during the winter 
months from the summer peaking system, whose system load would be lower 
at that time of the year. Then in the summer, the situation would be reversed 
and the summer peaking system would buy power from the winter peaking 
system. 
'!.4.3 Energy Banking 
Energy-banking agreements usually occur between a system which has 
mainly hydro units and is interconnected to a system which has. mainly thermal 
units. During high water runoff periods, the hydro system may have energy to 
spare and will be able to sell it to the thermal system. Conversely, the hydro 
system may also need to import energy during periods of low runoff. 
'!.4.4 Emergency JP'ower lfnterchange 
It is possible that during future operation a power system would have 
a series of generation failures. This may require a single system to load shed. 
However, if the systems are interconnected, one system would be able to import 
power rather than load shed. Under such emergencies it 1s very useful to 
have agreements with neighbouring systems to supply power so that there will 
be time to shed load. This may occur at times that are not convenient or 
economical from the incremental cost point of view. Therefore, such agreements 
often require that emergency power be priced very high. 
'!.4.5 Jrnadvertent JP'ower Jrnterchange 
The A.G.C. that utilities use can sometimes fail to control the tie-line 
power flows to the required values. This has the result that over periods of 
time a significant amount of energy may be accumulated by one area. This 
is known as inadvertent interchange. Under normal circumstances, the system 
operators would pay back the accumulated inadvertent power interchange over 
periods during the next week of operation. However, with the use of more 
advanced A.G.C. functions these interchange errors may be greatly reduced. 
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"1.4!:.8 JEne:rgy "JJ'rading 
Energy trading is a method used to enable the scheduled interchange 
power to be monitored and any deviation· made up at some future time. The 
power interchange is monitored and averaged over a five minute or half-hour 
period, at the end of which the schedule may be altered to account for any 
change from the scheduled interchange. In some the cases the deficit of power 
may be made up at a later time depending how the agreement is made up. 
"!.5 Knter-area Economic Power Knterchange 
Power systems are able to operate in a more economic manner if they 
operate in an interconnected mode rather than alone. The problem that this 
creates is that a Dispatch for all the units in the interconnected system has to 
be carried out. This implies that all the information required by the Dispatch 
algorithm, such as input-output curves, fuel-costs, unit-limits, unit status, and 
so on, are available in one location and that the calculation for an overall 
diSpatch is carried out as if the areas were part of the same system. However, 
unless the two power systems have formed a power pool or communicate the 
required information to each other, or to a third party who will arrange the 
transactions, this assumption is incorrect. Generally the system operations 
within each of the control areas communicate with each other. It is assumed 
that one area has the data and the ability to perform an Economic Dispatch 
calculation for its own system and that all information about the neighbouring 
systems has to come over a communications link. 
The simplest way of carrying out an Economic Dispatch for the inter-
connected system is to Dispatch as if someone was carrying out an economic 
dispatch calculation for both systems combined, the most economic way to 
operate would require the incremental cost to be the same at each generating 
plant assuming losses are ignored. The two control centres are able to achieve 
the same result by 
(1) Assuming there is no interchange of power being transmitted between 
the two systems. 
- 198-
(2} Each system control centre runs an Economic Dispatch calculation for 
its own system. 
(3) Predetermine which system has the lower incremental cost. The control 
centre in the system with lower incremental cost then runs a series of 
economic calculations each one having a greater total demand. Similarly, 
the system operations in the system having the higher incremental cost 
runs a series of economic dispatch calculations each having a lower total 
demand. 
(4) Each increase of consumer demand on the system with lower incremental 
cost will tend to cause a raise in its incremental cost, and each decrease 
in demand on the high incremental cost system will tend to lower its 
incremental cost. By running the economic dispatch steps the two control 
centres can determine the level of interchange of energy that will bring 
the two systems toward the most economic operation. 
Under the idealised free market conditions, both utilities attempt to min-
imise their respective operating costs and if they assume no physical limitations 
on the transfer, their power negotiations will lead to the same economic results 
as a pool dispatch performed on a single area basis. These assumptions are 
however, critical. In many practical situations there are physical and local con-
straints that prevent interconnected utility systems from achieving the optimum 
economic dispatch. 
"! .6 Tie-line Model 
Consider an interconnected power system which has been broken into 
two areas which each have one generator as in diagram 7.1. The areas are 
connected by a single transmission line. The power flow over the transmission 
line will appear to be a positive load to one area and an equal but negative 
load to the other area, depending on the direction of flow. The direction of 
flow will be dictated by the relative phase angle between the areas, which is 
determined by the relative speed deviations in the areas. If a two area system 
is considered, the power flow is defined as going from Area 1 to Area 2, the 
flow appears as a load to Area 1 and a power source (negative load) to Area 
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2. If it is assumed that mechanical powers are constant, the rotating masses 
and tie-lines exhibit damped oscillatory characteristics known as synchronising 
oscillations. 
It is interesting to analyse the steady-state frequency deviation, tie-line 
flow deviation, and generator outputs for an interconnected area after a load 
change occurs. Consider a load change l:J.PL, in Area 1. In the steady-state, 
after all synchronising oscillations have been damped out, the frequency will be 
constant and will be the same value in both areas. Then 
and 
and d(t:J.wt) 
dt 
APrnech3 - !:iPtie - l:J.PL6 =Awl<1 
l::iPrnech& + APtie =!:iwJ<2 
-/::iw 
l:J.P rnech1 =~ 
-/::iw 
APm.ech'A =~ 
by making the appropriate substitutions in equation (7 . .2,1. ?,) 
or finally 
-APtie - iiPL 1 =Aw (~1 + l<1) 
APtie =Aw (~2 + X2) 
iiw = -APLt 
_!_ + -1 + 1<1 + k2 Rt R2 
form which it is possible to derive the change in tie-line power flow 
(7.1) 
(7.2) 
(7.3) 
(7.4) 
(7.5) 
(7.6) 
(7.7) 
(7.8) 
It must be remembered that for the conditions described in equations (7.7) to 
(7.8) are the new steady-state conditions after the load change. The new tie 
flow is determined by the net change in load and generation in each area. It is 
not necessary to know the tie stiffness to determine this new tie flow, although 
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Diagram 7.1 Two-area system 
the tie stiffness will determine how much difference m phase angle across the 
tie will result from the new tie flow. 
When two utilities interconnect their systems, they do so for a number 
of reasons. One is to be able to buy and sell power with neighbouring systems 
whose operating costs make such transactions profitable. Also, even if no power 
is being transmitted over ties to neighbouring systems, if one system has a 
sudden loss of generating plant, the units throughout the whole interconnected 
system will experience a change in frequency and can assist in the restoration 
of the frequency deviation. 
Interconnection presents problems when controlling the allocation of the 
generation to meet the consumer load. As an example assume there are two 
systems that have similar generation and load characteristics. ( R 1 = R 1 , 1< 1 = 
1<:2) and assume Area 1 is sending 100 MW to Area 2 under an interchange 
agreement made between the two operators of each system. Area 2 experiences 
a sudden load increase of 30 MW. Since both units have an equal generation 
characteristics, they will both experience a 15 MW increase, and the tie-line 
will experience an increase in flow from 100 MW to 115 MW. Thus the 30 MW 
load increase in Area 2 will have been satisfied by a 15 MW increase in the 
generation in Area 2 plus 15 MW increase in its flow into Area 2. This would 
be allowable however, Area 1 has contracted to sell only 100 MW to Area 2, 
and not 115 MW. The generating costs of Area 1 have just gone up without 
anyone to charge the extra cost to. What is needed at this point is a control 
scheme that recognises the fact that the 30 MW load increase occurred in 
system 2 and, therefore, would increase the generation in Area 2 by 30 MW 
while restoring the frequency to the nominal value. It would also restore the 
generation in Area 1 to its output before the load increase occurred. 
Such a system must use two pieces of information: the system frequency 
and the net power flowing in or out over the tie-lines. 
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Such a control scheme would need to recognise the following 
(1) If the frequency decreased and net power interchange power leaving the 
system increased, a load increase has occurred outside the system. 
(2) If frequency decreased and net interchange power leaving the system 
decreased, a load increase has occurred inside the system. 
A control area is defined to be part of an interconnected system within 
which the load and generation will be controlled 135 The control area's 
boundary is simply the tie-line points where power flow is metered. All tie-
lines crossing the boundary must be metered so that the total control area net 
interchange power can be calculated. Diagram 7.2 shows two small systems 
that may be typically interconnected. 
The change of generating level from one interconnected set to another is 
difficult. The system inertia is large compared with the torque output 
of one of the units and no easily detectable speed change occurs. However, 
if a speed change occurs on the system, it is detected by all the units, and 
their combined torque change affects the speed rapidly. If the governor speed 
droop of one unit is increased, the rate of response of the units is increased 
to a change of consumer load with no apparent effect upon the system speed. 
Hence, with the exception of slow speed response to a set point change on one 
unit of a system, the function of speed governing can be implemented by the 
same governor characteristics which are optimum for isolated operation, even 
when the units are operating in parallel. 
tt .8 Control of interconnected systems 
The interconnection of power systems which can provide security of 
supply, economic operation and reduce capital costs of the system introduces 
more complex control problems 200·2°1 In an interconnected system, system 
frequency is no longer a suitable measure of the system imbalance. As an 
example, consider two interconnected systems. If system B experiences an 
increase in load then the following events occur. 
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(1) The speed of Area B will begin to fall as the increased demand is 
supplied from kinetic energy in the rotating masses. 
(2) The phase angle on the tie-line increases and more power flows into· B. 
(3) The speed of Area A begins to fall due to the increased load out on the 
tie-line to B. 
( 4) The governors on both systems will detect the change in speed and each 
system will respond in proportion to its regulating characteristic. 
(5) The two system will settles out at a new frequency common to both 
systems and a new tie-line load. 
All this takes place in few seconds and is taken to be completed before 
the other system control functions respond. 
Consider the change in power transferred from A to B when a change of 
consumer load results in an out of balance power D.P in Area B. This change 
in power is defined to be D.Pt and is positive when power is transferred from 
A to B. The change in frequency in Area B due to an extra load D.P and 
an extra input of D.Pt from A is -(D.P- D.P.)/KB, where the negative sign 
indicates a fall in frequency. The drop in frequency in A due to the extra load 
D.Pt is -tl.Pt/ KA, but the change in frequency in each system must eventually 
be equal. Hence 
hence 
Ka 
tl.Pt = K K D.P 
a+ B 
The dynamics of a tie-line interconnection as opposed to the steady state 
analysis can be derived as follows 
Consider an area i which is radially connected with neighbouring areas 
j, k.. .. The total power flow exported from area i, Pti, equals the sum of all 
out-flowing line powers Ptin in the lines connecting area i with areas j, k ... 
Thus 
Pu = L Ptin 
n 
Where the summation extends over all n lines that terminate in area '· 
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If the line losses are neglected, the individual line powers can be written 
in the form 
JD. _ IViiiVnl . (f:· _ f: ) 
..rhn - X· ·n. Sin u~ On 
~n.Ar~ 
where and 
are the terminal bus voltages of the line, and Xin its reactance. PtM ax 
represents the maximum real power, expressed in per unit of area Pri, that can 
be transmitted via the line. The tie-line is termed weak if PtM ax ~ Pri 
This steady-state example suggests that the tie-line load change and 
frequency change should be combined to define an amount of power for each 
area necessary for it to reduce the total power error, this is area requirement for 
an interconnected system. The computational requirement derived earlier may 
thus be redefined to incorporate the effect of the tie-line power interchange. 
C.R. for area i = llPti + K tlf;, 
where 
tlPu. is the net change in the tie-line power flow out of area ~ and 
tl/;. is the frequency deviation in area i. 
The C.R. is thus positive when the load increases within area l. 
If the system control is to control the generators in its area on the idea 
of keeping the area requirement at zero, then changes in generation must match 
changes in demand. If this is so, the equation must be solved continuously 
by the controller. The tie-line and frequency deviations b.Pti and tl/;. can be 
obtained by comparison of actual telemetered tie-line load with the scheduled 
value and actual frequency with scheduled frequency. 
System regulation based on the equation is generally termed tie-line bias 
control, since it can be considered as a form of tie-line control biased by 
frequency error. Sometimes control of only tie-line load is acceptable if the 
system is small and tied radially to a much larger system. 
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1 .g) §uppliementary Control for Multiplie Area Systems 
Clearly, the use of adaptive control techniques applied to interconnected 
systems has a great advantage over the use of the fixed parameter type schemes 
mentioned in earlier sections. The adaptive scheme may adapt to the state 
of the whole interconnected system without having to have prior knowledge 
of the system configuration 147,198 . This means that none of the complicated 
tuning for fixed parameter schemes is required and the system may change 
configuration as dictated by the economics of the situation (to follow previously 
agreed power transfers) rather than constraints placed on it by the control 
system. The overall gain of the interconnected system will change more rapidly 
than that of a single area as each utility will plan the utilisation of each of 
their generator units. Thus the gain of the interconnected system would be 
more difficult to estimate than that of a single system, if each single area did 
not know the configuration of their neighbours. The problem which must be 
considered is that of the measurements required for the control calculation, but 
this occurs for standard fixed parameter control schemes. 
?".9.]. Controller Algorithm 
The modelling equations discussed earlier may be expanded to account 
for interconnected area operation 9 •25•26•28•173 The ith area is modelled as 
n; n; n; 
Yi(t) =- L ai:iYi(t- j) + L biui(t- ki- j) + t/Ji-L ciei(t- ki) (7.9) 
:i=1 :i=1 :i=O 
where 
Yi(t) is the output of the system at various time intervals (the A.C.E. 
in this case) 
Ui (t) is the control input to the plant of the ith area 
ei(t) is the disturbance in the ith area acting on the plant. 
For any system modelled by the equation (7.9), if the parameters of the 
model are constant and known, the minimum variance strategy can be written 
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for interconnected systems as 
(7.10) 
'! .~.:'Jl Jidentifier Algorithm 
The identification routine discussed in the earlier chapter may be ex-
panded for interconnected operation 9 •135•214 • There follows a brief summary of 
the equations from the previous chapter that are required to identify a system 
model for multiple areas. 
To estimate the model parameters, equation (7.9) may rewritten at the 
instant t, by replacing (t- k;, - 1) in equation (7.9) as follows 
Zi(t) = H[ (t) 0;, (7.11) 
where 
Zi(t) =Yi(t) - f3ioui(t- ki - 1) 
Hi(t) =[-yi(t- ki- 1), ... , -yi(t- ki - Tn&), 
f3ioui(t- ki,), ... , f3ui(t- ki - l;, - 1)]T 
where [ ]T indicates the transpose of the matrix. There are several 
recursive parameter estimation algorithms which can be used to obtain 
an estimate, Oi ( t) for the parameter vector 0. 
The recursive parameter least-squares technique is rewritten and refor-
mulated as 
(7.12) 
The correction vector, Ki(t) can be calculated as 
(7.13) 
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where Pi(t) is the covariance matrix of estimation error and is found using the 
recursive equation 
(7.14) 
The equations (7.12),(7.13),(7.14) are seen to form the Kalman filter type 
algorithm as before, with the vector Ki being the Kalman gain of the set of 
equations. 
'4 .10 Formulation of the Area Control Error 
The extension to the single area control scheme must also take account 
of the changes required to calculate an A.C.E. This is based on the inter-area 
power flows along with the area frequency error, some method of combining 
the two errors was required so that a single A.C.E. couid be calculated for the 
whole interconnected system. 
The A.C.E. 1s formed using the weighted sum of the frequency error 
and the deviation of the total tie-line power. The control criteria was to 
minimise the variances of the frequency error and deviation of the tie-line 
power individually. Clearly there must be some division between the error from 
the frequency measurements and those of the tie-line power measurements to 
enable a suitable A.C.E. to be calculated. To achieve this aim of the controller 
in the system, weighting factors may be used to proportion the effect that each 
set of measurements has on the control action. A fixed weighting scheme could 
be used to control this apportioning of the control effort, but in a time varying 
system such as interconnected power systems it is proposed to use a weighting 
factor which alters dynamically as the system conditions alter. Thus the area 
control error, Yi ( t), of area i is be defined to be 
where 
D.Ptie i is the deviation in the ith tie-line power, 
D.fi is the area ith frequency error, and 
Pi is the calculated weight for 6./;.. 
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(7.15) 
The aim of the controller is to determine the control action, which will 
minimise the individual variances of A/i. and ~Ptie i· 
The variance of the Yi(t) usmg the new formulation of the A.C.E. is 
defined to be Vyi, and is given by 
Vyi =E{yf(t)} 
=(1- Pi) 2 VAPt;.; + p;vAJ; 
+ 2(1- p;,)pi.E {APtiei(t) + A/i(t)} (7.16) 
Once again the S.T.R. uses yi(t) as the input from the system, and its aim is to 
calculate a control signal that minimises the variance of Yi ( t). In the previous 
case, when there was only one variable, this minimisation was requirement was 
straight forward. However, in this case there are now two non-independent 
variables that each need to be minimised. The third term in equation (7.16) 
does not disappear as APtie i and A/i are not independent. This means that 
to minimise the variance of Yi ( t), does not lead to the minimum variance of 
ll.Ptie i and llfi individually. To minimise the variances of APtie i and ll./i 
individually the use a time-varying relative weight factor is used. The weighting 
factor is calculated based on the following criteria 
(1) Initially a nominal value of Pi is taken at the start according to the 
system requirements under steady state conditions. 
(2) The value of Pi is altered dynamically according to the variances of 
frequency and tie-line power deviation. 
Changing the weight factors will change dynamically the value of the 
A.C.E. To be near minimum variance of a variable, the corresponding weight 
has to be increased as the variance increases. Hence Pi can be considered as 
a relative value related to the integral of the weighted frequency error and the 
integral of the weighted tie-line power deviation. 
The weighted integral of tie-line power deviation and frequency error 
respectively is calculated using the sum of the squares of the error term, this 
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is shown below. 
where 
t 
EAPt~e ;(t) = l:f.6.Ptie (j)fpt-i 
i=O 
t 
EAJ; (t) = L [.6./i{j)]2pt- J 
i=O 
The discount factor p is given the value so that 0 < p ~ 1. 
(7.17) 
(7.18) 
The weighting function, pt-i, will assign a weight equal to 1 to the latest value 
at time t and an exponentially decreasing weight to the earlier values of the 
error squared. For the special case when all the weights are the same, p = 1 
may be used. 
The variables in equation (7.17) and equation (7.18) are calculated using 
the recursive operations 
EAPHe ;(t) =pEAPHe ;(t- 1) -1- [.6.Ptie i(t)]2 
and 
The weight factor Pi(t) may be calculated using 
where 
(7.19) 
(7.20) 
(7.21) 
Ai, is a constant that determines the relative importance of tl..Ptie i and tl..fi. 
The parameter Ai enables one of the variances to be closer to the minimum 
than the other. The value of this parameter may take a wide range of values, 
although there are methods of calculating the optimum value of Ai 198• Thus the 
control problem may be defined as determining a control signal ui(t) which will 
enable the minimise variance value of Yi(t) to be achieved. The minimisation 
of 
Yi(t) = [1- Pi(t)]LlPtiei(t) + Pi(t)Llfi(t) (7.22) 
must be calculated using a value of Pi(t) from equation (7.21). The combination 
of the above calculations enabled the frequency controller proposed in the 
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previous chapter to be expanded to control multiple areas. A diagrammatic 
representation of this control scheme is shown in diagram 7 .3. 
'r.JlJl The O.C.E.JP>.§. Network as an J[nterconneded Power §ystem 
The O.C.E.P.S. simulation was initially designed to be a single area 
test network which had the ability of forming individual electrical islands, but 
there was no requirement to operate the network as an interconnected system. 
Clearly for the investigation of tie-line control the system had to be split into 
separate areas connected by several lines. As it was very difficult to change the 
system topology radically, it was decided to leave the whole system very much 
the same and to define a system split that could enable the system to operate 
as two interconnected areas. Thus several lines of the system were taken to 
be tie-lines which now connected two areas together. The lines chosen to split 
the system into two viable areas were 5, 6, 7, 21, 25 and 32. The normal 
operation of inter-area control is to monitor the power flow on these lines and 
to ensure that the power flow is kept to the scheduled values decided before 
operation for the transfer of power. In this case, the schedules were taken to 
be the normal operating power flows on the transmission lines. These values 
obviously change as the system requirements change, so in order to simulate a 
table of scheduled tie-line interchanges, the power flow was monitored on that 
set of lines for several days of operation. The following simulations were the 
only carried out for these specified d"ays. The tie-line schedule was arranged 
so that for all operating times and conditions, each area controller was able 
to scan through the look-up table and choose the appropriate scheduled power 
flow for each line. Thus the overall power interchange could be achieved by 
considering all the individual power flows on the connecting lines. The diagram 
7.4 shows the two areas into which the system was split. Generator units 1, 2 
and 6 were in area one, with Units 3, 4 and 5 in area two. 
'r.Jl~ Multiple Area lL.JF .C. 
The L.F.C. function was altered to enable it operate in the multiple 
area environment 5 •9 •25•26•135• The generator units available in each area were 
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assigned to a controller. For this case, the L.F .C. requirement was such that 
each area needed its own controller totally separate from that of the other 
area. In the actual case of operation it is unlikely that each utility would have 
any knowledge of the neighbouring areas operating conditions, so two separate 
controllers were required. A suitable frequency value for each area was measured 
in each area so that each area could operate as a totally independent island if 
the tie-line links were removed. The active power flows on the tie-lines was also 
measured and filtered as described previously for the frequency measurements. 
Together with the frequency error for each area, they were used to calculate 
the C.R. for each area, and used in the equations described previously. 
7.Jl.3 Adaptive Control 
This type of split operation is suitable for adaptive control techniques to 
be applied to as there is no requirement for the controller to know the state 
or make up of the system. This means that there does not have to be a set of 
predetermined controller constants. Clearly as the system to be controlled has 
changed quite considerably from the previous case, the adaptive properties of 
the controller enable it to control the individual areas and overall power flows 
in an optimal manner regardless of the changes to the system. 
1.J1.4 Interconnected Area Tests 
ov..t 
The initial tests of the controller were carriedl\using steady-state operation 
of the system. To test the control action, based entirely on the tie-line error, 
a simulation run was carried out using purely the power error between that 
measured on the tie-lines and that scheduled. The results of this simulation 
are shown in figure 7.1 and 7.2. The tie-line error clearly has an effect on 
the control of all units in both areas. The alteration in the output of the 
units can be seen in the control signals of Units 1, 2 and 6. All these Units 
are in Area 1. The other Units in Area 2 are at full output and are hence 
unavailable to carry out control action. This method of control is suitable 
for the system frequency in the steady-state as shown in the frequency plot, 
but has undesirable effects on the generation units. The control action clearly 
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needs to be calculated based on both the frequency error and the tie-line error. 
The following examples highlight the application of the previously discussed 
frequency controller as applied to an interconnected system. 
'1.Jl.5 §t~eady-state tie-nine operation 
The controller was operated with a fixed set of frequency and tie-line 
weighting factors. Figure 7.3 shows the controller operation just after midnight. 
The output of the Units is low with the consumer load decreasing. The 
output of Unit 3 has been decreased over the period of the plot to match the 
change in consumer loading and to match the tie-line transfer constraints due 
to the two area operation. The lower figure, Figure 7.4 shows the frequency 
of Area 1 'during the change in generation of Unit 3. The system frequency 
remains constant throughout the operating period. In this case, the frequency 
weighting was greater than that for the tie-line, so the tie-line power error has 
a proportionally smaller effect on the control action. 
1.115 Generation JLoss ][ncidents 
The controller was tested under transient conditions to consider the effects 
of frequency and tie-line variable weighting and also the effect of changes in 
consumer loadings. Initially the frequency weighting factor was kept constant 
at a value calculated using the previously discussed equation (equation 7.21). 
Figure 7.5 and 7.6 show the overall system response to the loss of Unit 3 due 
to a fault condition. With the control effort weighted in favour of the frequency 
error, the error is reduced by the increase of generation in Area 1, although 
the loss occurred in Area 2. The response of the Controller is slower than it 
was in the single area case as part of the control error is obtained from the 
tie-line schedules, which are in effect operating in a sense opposite to that of 
the frequency error. This fixed biasing scheme is useful in some circumstances 
depending on the mode of operation of the interconnected system. If there 
are large penalties for incorrect tie-line operation clearly the weighting should 
reflect this, but if the frequency error is more important in the operation then 
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the weighting factor should reflect this also. The type of operation is dependent 
on the utilities within the interconnected system. 
The effect of frequency biased weighting factors is shown in figure Figure 
7. 7. The figure show the effect on the interconnected areas of the synchronisation 
of Unit 3 in Area 2. The overall active power of the system exceeds that 
demanded by the consumer load and hence the output of the largest unit, Unit 
1 is reduced. With the reallocation of power in the system the line flows change 
to accommodate the change in generation. The figure 7.8 shows the change in 
the power flow of line 5, which actually decreases because of the introduction 
of Unit 3. The line power flows are taken to be negative if power is flowing 
out of the node, thus in the figure, the power flow on line 5 actually decreases. 
The import of power into Area 2 has decreased on this line as dictated by the 
frequency error of the interconnected system, but the tie-line scheduled values 
are only effecting the power flows to a small extent. The level of the flows on 
the other tie-lines remains essentially unchanged. 
Biasing the controller in favour of the tie-line scheduled values is shownin 
figure 7.9 and 7.10. The frequency error has less of an effect on the controller 
in this case. The effect of the tie-line error causes an overshoot of the allocated 
power shown by the response of Unit 1, which is then compensated for, and 
its output is d.ecreased due to the frequency error. There is a steady-state 
frequency error after the incident because of the tie-line power biasing which 
clearly is not acceptable for standard frequency control but may be 
tolerated for tie-line operation. 
The above incident is rather severe and rather unfair for the controller 
in such a small system, where the amount of generating capacity is limited in 
each area. The figure 7.11 and 7.12 shows a more realistic loss of a smaller 
unit, Unit 6. The control error is again weighted in the favour of the tie-line 
operation. The power flow on line 5 is changed after the loss of Unit 6, but as 
this unit is in the same area as Unit 1, the response rate of this unit is capable 
of making up the generation loss along with Unit 2. The Unit 4 responds in a 
similar fashion, to redress the loss of imported power as it is in Area 2. The 
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power flow on the line 5 is corrected after the initial change in flow and is 
returned to a steady-state operating position. 
The synchronisation of a unit to an interconnected area can· also cause 
problems for the control regime. Figure 7.13 and 7.14 show the effect of 
connecting Unit 3 to the system just after mid-day. Initially the frequency was 
above the average value due to a previous system incident. The controller was 
taking some action to reduce the frequency error, but a more severe transient 
was introduced on the system with the resynchronisation of Unit 3. The 
frequency of the system is reduced as the output of Unit 3 is increased by 
increasing targets from Economic Dispatch. The output from all the other units 
on the system is decreased to account for the increase in generation above that 
required by the consumer load. 
7.17 Variable Weighting Factors 
The use of fixed weighting factors has been discussed above. It is shown 
to be useful in certain circumstances where the control of one of the variables 
is more important than the other. However, in many interconnected areas the 
minimisation of both of the errors is required for standard operation. Earlier, 
the use of variable "forgetting factors" was discussed to enable the weighting 
scheme to change dynamically in an effort to reduce the error of both of the 
independent variables. 
Figure 7.15 and 7.16 show the effect of the use of the variable weighting 
factors on the interconnected system. The figures show the effect of the 
increasing the load in Area 1. The frequency of the interconnected system 
immediately decreases as the system inertia is insufficient for the consumer 
load. Clearly, the tie-line interchanges must increase to accommodate the new 
operating conditions and this was allowed for in the tie-line schedule look-up 
tables. As determined previously, as the load increased suddenly, the tie-line 
flows were altered to match the required new set of power flows. System 
frequency recovers due to the control action from all the available generators, 
as both the frequency error increases and the tie-line target values change. 
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Again the frequency is retuned to its nominal value in a a suitable time period 
due to the change in weighting and the change in the power flow targets. 
The problem of changing the tie-line schedule on-line could cause prob-
lems on the system, if the change was carried out abruptly. In fact a sudden 
change in the schedule power flow values could have the same effect as the 
loss of a medium size generator of change in system load. Thus, the scheduled 
values for the tie-line interchange were altered progressively between differing 
operating levels. Figure 7.17 and 7.18 show the effect of this gradual change. It 
was scheduled that the Units in Area 1 should increase their power outputs to 
simulate a change in generation pattern of the interconnected system. The top 
figure shows the increase in output of the Units in Area 1, with a corresponding 
decrease of the outputs in Area 2. The frequency trace over the same period 
shows that the transition of the change in generation was successfully completed 
without causing any undue transients on the system. 
The effect of the loss of a medium size generating unit along with variable 
frequency weighting factor was investigated by the manual tripping of Unit 5. 
During the mid-day load cycle, Unit 5 was removed form the system. The 
figures 7.19 and 7.20 show the effect that this generation loss incident had on 
the system. The power flow on line 21 decreased, with the change in power 
being moved to line 6. The flow on line 21 remains essentially the same after 
the incident as before the loss with a period of change due to the change in 
the pattern of generation. The set points of the units in Area 1 clearly must 
increase to replace the loss of Unit 5. In this case the other units in Area 2 
are at their maximum outputs, so are unavailable to take any control action. 
1 . .11.8 Conclusion 
This chapter has considered the use of a self-tuning A.G.C. scheme 
for interconnected power systems. A review of the reasons why utilities may 
wish to connect their power system to a neighbouring one was followed by a 
discussion of the problems of controlling such a set-up. The use of adaptive 
control techniques for the control of the inter-area frequency and tie-lines was 
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discussed in detail, based on the ideas presented in the previous chapter for 
single area operation. The alteration of the single area controller to enable 
it to interact with other such controllers in neighbouring areas was discussed, 
along with its implementation. 
The proposed controller was implemented within the O.C.E.P.S. control 
scheme. Using the simulator to create two separate areas numerous tests 
were completed to investigate differing control strategies. The use of fixed 
frequency weighting factors, variable weighting factors and tie-line scheduling 
was investigated. The results were presented of the controller action along with 
the effect of this action on the system indicated by the joint system frequency 
or the change in the tie-line power flows. 
It is seen that usmg a controller with a variable frequency weighting 
factor in neighbouring areas suitable inter-area control can be achieved. The 
changes in configuration of either area are accommodated for by the ability of 
the controller to adapt to the system operating conditions at any given time. 
This enables the controller to be used without the need for pre-tuning, or the 
manual alteration during its operation. The control of the tie-line power flow 
and the frequency error can be minimised with respect to each other using the 
described techniques, leading to a optimal and robust control scheme which is 
able to respond to a variety of system incidents. 
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CHAJP'JrJER § 
MODJEJL JFOR JPOWJER §Y§'JrJEM STIMUJLA'JrTION 
3.]. lintrodu.ction 
A simple power system model is proposed in this section, using as a 
basis equations suggested to the author by the Central Electricity Research 
Laboratories. The model was designed to give a reasonable representation 
of the response of the whole of the Central Electricity Generating Board's 
generating system. The model was constructed to represent the response of the 
generation system and consumer load, but was not designed to represent any of 
the transmission network, which is not required in the description of a model 
to be used for the testing of Load Frequency Control techniques. · This would 
only lead to more complexities in the model which are unnecessary. For this 
reason, the model of the generators used is greatly reduced when compared with 
that, used by the Operational Control of Electrical Power Systems (O.C.E.P.S.) 
simulator for example. The model presents a fair response of the system in 
question without having to use complicated and time consuming mathematical 
models and methods. Hence, the model can run in an off-line sense, enabling 
several hours of real-time operation to be simulated in several seconds. 
The simplicity of the model allows test routines to be run repeatedly 
and quickly with the same start-up conditions and parameters. As this system 
is simplified, it does not require any of the lengthy and complicated setup, 
or involved control and monitoring procedures which are used in advanced 
simulation and energy management systems, such as the O.C.E.P.S. simulator 
and control package 186• The model also enables the effect of the command 
signals calculated by the control algorithm under test to be seen directly. The 
signals are not filtered by other command and control procedures which could 
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influence the calculated control signal, and in some cases totally remove its 
effect. The simulation was initially designed to simulate 240 minutes running 
·time, which was felt to be a good compromise between the execution time of 
the computer and the amount of data produced. 
3.~ 'J['Jbtce §ystcem Mode! 
The model is designed to give a response that closely follows the total 
system output response of the entire C.E.G.B. 10•41•193•223 generation system. 
Although this reduced model does not allow for the more advanced control 
techniques, such as the introduction of Economic Dispatch and Unit Commitment 
to be studied, and their interaction to form a fully integrated energy management 
system with Load Frequency Control, the model is suitable for the purpose for 
which it is designed. This simplified model represents all the essential elements 
in the actual system, to such an extent that the response of the model to a 
disturbance closely follows that of the actual system. The model is made up 
from a number of transfer functions which model different parts of the system 
in question. Clearly the generators must be represented to a suitable degree 
of accuracy, along with the change of the consumer load, and its response to 
change in generation. The model also represents the response of generators 
which are not available in the O.C.E.P.S. simulation, such as pumped storage 
units. The representation of these units are essential if the C.E.G.B. system is 
to be modelled to any degree of accuracy. The model itself consists of 
(a) a load change to drive the simulation, 
(b) a transfer function to represent the inertia of the system, 
(c) the response of the consumer load to the change in generation, 
(d) the response of the generators to a change in system frequency, and 
(e) a simulation of the manual dispatch which is presently used by the 
C.E.G.B. while running the system. 
The size of the system which is simulated by this simulation program is 
50 GVA, a true representation of the actual system. The generator response is 
made up from two main types of generators. Their responses are sustained and 
non-sustained, which gives the characteristic frequency response to a step load 
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change, this being a rapid decrease in frequency and then a recovery, and then a 
slow decrease again. The decrease is governed by the proportion of plant which 
has sustained and non-sustained responses. Later a pumped-storage model was 
introduced so that its effect could be seen on system operation. The system 
model is designed to simulate the perturbation of the output about the normal 
steady-state operating conditions, hence, long range dispatching is assumed to 
have been carried out, and the load disturbance is due to the error of the 
load prediction, rather than that of the total system load. The frequency error 
produced by the simulation is that error from the standard operating point, 
that is, the deviation from 50 Hz. 
The various model elements of the simulation are now considered, along 
with a discussion of the mathematical techniques used to solve the equations. 
3.3 JLoad Change 
The model is intended to give the predictive error of the load, and not 
the total load variation. This predictive error is based on work carried out at 
C.E.R.L. to simulate actual system loadings. The error on the prediction, (the 
load error) is represented by a random walk given by 
load error= power system size x 200 MW2 per minute 
This random walk is limited at 30 minutes to 
power system size x 6000 MW2 
The sample interval is 12 seconds, which enables the computer code to be 
somewhat simplified. The prediction error is limited for practical reasons rather 
than theoretical ones. The dynamic range of interest of the simulation is, for 
example, 1 to 30 minutes, and if the variation is not limited, the load prediction 
error becomes increasingly large. The prediction errors are stored in a ring 
buffer arrangement, so they are continuously circulated through the buffer, and 
used as and when required by the program. 
The random walk is generated by the addition of normally distributed 
random variables. The random variable function is generated using 10 evenly 
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distributed random numbers and removing the mean. This value is then scaled 
to give the 200 x random variable MW2 per minute which is required for the 
50 GVA system. The load randomness is assumed to increase linearly with the 
system size. The load error once calculated, becomes the driving error for the 
simulation. 
3.4\ Numericallintegration Techniques 
The system model is represented by a set of differential equations, which 
must be solved simultaneously to sufficiently describe the physical system. The 
solution of differential equations involves the process of integration. This process 
must be carried out in the computer by replacing the analytical integration by 
some numerical method which calculates an approximation to the true analytical 
solution 35• 193• 
Consider a continuous signal x(t). This may be represented by a series 
of values xo, Xt, x2, ... , Xn, which define the signal amplitude at corresponding 
times to, tt, t2 , ••• , tn. These sample values are usually equally spaced time 
intervals, and if the sampling intervaJ is chosen to be small enough, then none 
of the information about the signal is lost. Usually a sample frequency of at 
least twice that of the signal under study is required to stop effects such as 
aliasing. Clearly the smaller the sample used, the more faithful the reproduction 
of the original signal will be. This is also true for the solving of the equations. 
The smaller the time step used, the more accurate the end result will be. This 
value varies depending on the application but is always when the calculated 
values were made available to the control algorithm. The sample interval for 
this simulation was chosen to be a twentieth of the time interval that was 
being simulated. Using this discrete representation of the continuous signal, 
differential equations are converted to difference equations and integration may 
be carried out in a stepwise fashion. The solution of difference equations 
requires the integration of a signal, x(t), which itself is a function of x(t). As 
an example of this, consider the first order differential equation 
x(t) = ax(t) + bu(t) (8.1) 
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If the value of x(t) is known at time t, the value of x at time t + flt is given 
by 
r+~t 
x(t + flt) = x(t) + lt x(t)flt (8.2) 
However to evaluate this integral, it is necessary to know x(t + flt). There are 
many intergration routines to choose from, which will enable the next value of 
x(t) to be estimated. To solve a differential equation, the unknown trajectory 
x1, x2, X3, ••. , Xn is built up progressively, one integration time step at a time, 
starting from a known value of x0 • 
One of the simplest integration algorithms is the Euler Method, which 
assumes that the function to be integrated and the derivative function, remains 
unchanged from t to t + flt, with the value which it has at time t, that is x(t). 
Thus x(t) may be found using 
x(t + flt) = x(t) + fltx(t) (8.3) 
This shows that the values x(t) and x(t) are used to estimate x(t + flt). For 
a specified input function u(t), starting at a known initial output value x(O), 
equations (8.2) and (8.2) can be alternatively and repeatedly applied to calculate 
successive values of the output functions. 
x(flt) = x(O) + flt{ax(O) + bu(O)} 
x(26t) = x(flt) + flt{ax(flt) + bu(flt)} 
x(36t) = x(26t) + 6.t{ax(26t) + bu(26t)} 
and so on to complete the time interval. 
(8.4) 
The Euler Method is useful to understand the use of numerical integration 
routines, but it is not often used in practice as it uses a poor estimate of 
the mean value of the derivative function for the time interval flt. For better 
accuracy of a given integration step size, multiple stage algorithms are used. 
The Euler Method may be improved by using a two stage process, this is 
termed Improved Euler Method. The Improved Euler Method uses the original 
Euler Method to estimate a first value of the next point. The derivative at this 
point is calculated from this estimated point, and compared with the derivative 
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at the start of the time step. The average of these two derivatives is calculated, 
and then used to calculate the value of next point; 
There is a further extension to Euler Method, known as the Modified 
Euler Method. This again uses a two stage calculation, firstly an estimate of 
the midpoint between the present point and the next point is obtained. The 
midpoint derivative is calculated and this is used to calculate the value of the 
next point. This more complex and accurate method was used to solve the 
differential equations for the generator models in the system simulation. This 
calculation is repeated for the number of times the simulation time interval 
has been sub-divided into, and hence, accurate answers ·at the end of each 
simulation time interval can be found. 
More complex methods are available, such as methods that only use the 
current value to estimate the next value, but estimates three, or more, usually 
four derivatives to do this. This method is called the Runge-Kutta Method. A 
more advanced class of integration algorithm uses predictor-corrector methods, 
which make use of both present and past values to predict the next value and 
then correct the predicted value by an appropriate algorithm, the prediction 
and the correction sometimes being done iteratively. However, these methods 
are far more complex than required for the accuracy of this simulation. The 
integration routine used in the simulation was the Modified Euler Method, using 
a time step of one twentieth of the time interval. This does not pose great 
overheads in the computational time, and produces accurate answers. 
3.5 Inertia Model 
The inertia of the system represents the total of all the rotating masses 
in the system as described earlier. This is modelled using the following transfer 
function. 
(8.5) 
where 
11/ is the system frequency error, m Hz, the driving error for the generators 
and the control functions, 
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f),.p is the power error, in MW, that is, the difference in power between 
that demanded by the load and the mechanical power that is supplied by the 
turbines, and 
T8 is the system time constant. This is given by 
TB = p s X HB X 0.667 (8.6) 
where 
PS is the power system size in GVA, 
H8 is the specific system inertia and is assumed to be 10 MW sec/MVA. The 
factor of 0.667 is introduced to describe the response of the load, in response 
to the change in system voltage. If system voltage decreases, this is followed 
by a reduction in the consumer load. If the factor is not introduced, then the 
typical response curve is not followed exactly as predicted by the equations. 
8.6 Load Response 
There is a change in the response of the consumer load in response to 
a change in system frequency. This is due to frequency sensitive loads, such 
as induction motors which and are included in the model. The load response 
is assumed to be 2% per Hz. The change in the consumer load is taken to be 
U, = 6./ x PS x 20 MW 
where 
U, is the load response, in MW, 
PS is the power system size, in GVA, and 
6./ is the frequency error, m Hz. 
8. '! Generation Response 
(8.7) 
Turbine generators are extremely complicated, large systems in their 
own right. The terms non-sustained and sustained response are introduced in 
an attempt to reduce these systems into a form that may be approximated 
by simple mathematical equations. These equations are used to describe the 
response of the whole turbine generator system, both thermal and electrical. 
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The turbine generator as explained in an earlier chapter is made up of a boiler, 
turbine and electrical generator, along with the support equipment. Hence, 
when they are designed initially, it is very difficult to determine the exact 
response characteristics, as their response is a combination of many different 
factors. 
Consider a machine which is on part load. If the valve is opened further, 
the initial inflow of steam to the turbine will enable the unit's output to be 
increased. After a given time period, the boiler will not be able to support 
this amount of output as its reserves are drained, hence, the power output 
of the machine will decrease, unless the boiler firing rate can be changed 
quickly enough. Consider the movement of the steam from the boiler which 
is saturated, then superheated, and then loses its energy in the turbine and 
becomes non-saturated. This is clearly a very complex process in which different 
thermodynamic laws operate at each stage in the transfer from wet steam in 
the boiler to dry steam in the turbine. 
If a turbine generator is considered at full load, with the governor fully 
open, a drop in system frequency will require an increase in the unit's output. 
The governor demands more output from the electrical generator, and inturn 
the output of the turbine must be increased. This implies that the boiler is 
able to produce more steam, but this is governed by the steam path. The 
efficiency decreases as the speed increases, ·and if no more fuel is fed into 
the boiler, the reserve in the boiler will be depleted. Hence, while the unit's 
output will initially increase as the boiler loses its steam reserves, these are not 
replaced, so the unit's output will then begin to decrease, and may decrease 
to a level below that at which it was operating previously. This is termed 
as non-sustained generation, as there is no mechanism of sustaining the unit's 
output from its reserves. A sustained unit, as its name suggests, is capable of 
sustaining its change in response for a longer period of time. In this case, the 
unit is less constrained than in the previous example, has fewer steam losses 
and its boiler reserves cannot be depleted so easily or quickly. Hence, it can 
continue to operate at a particular increased output level for longer, before 
decreasing its output. 
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Generally the more modern the machine, the more capable it is of 
operating above its design limits. For example, the 500 MW machines were 
generally not capable of operating over their limits, but the more modern 660 
MW machines may have some spare capacity. These machines may be capable 
of operating at 690 MW for extended periods, peaking at 720 MW. 
The response of the unit is dependent on the operating position of the 
unit at any given time. If a unit is operating in the middle of its range, then 
it will be more capable of increasing its output more rapidly, than for example, 
one which is at its upper limit. 
The time period of response also has a bearing on the response of the 
unit. rr· the time scale for governor operation is being considered, the reserve 
energy in the system will be more capable of responding to and supporting a 
change in demand than it would for a longer time scale control. For the period 
involved in considering Load Frequency Control, the boiler dynamics tend to 
dominate the response, but really the mill response time should also be taken 
into account. There are no control schemes at the present time which place 
the control of the boiler under that of an automatic generation control scheme. 
The generators in the model represent all the system generators lumped 
together as one unit, and hence could be described by one transfer function. 
However, the representation of the units is split up to give two types of response, 
as described, sustained and non-sustained, in an attempt to produce a realistic 
response. The mechanisms involved are clearly very complex and cannot be 
modelled exactly using the techniques explained in this section, of lumped 
parameters. However, the overall response of the simulation is an adequate 
representation of the system as a whole. The system is shown in diagram 8.1. 
8.1.1 Sustained generation 
The response of the sustained generation 1s given by the following 
transfer function 
(8.8) 
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where 
Pa is the sustained output in GW, 
/if is the frequency error in Hz, and 
Ka is the sustained gain, which is assumed to be 5 G W /Hz. 
The sustained response equation is obtained by combining the above equation 
with the system inertia equation given earlier. This gives 
(8.9) 
8.1.~ Non-sustained generation 
The response of this type of generator is given by the following transfer 
function 
p = K sTn !:lf 
n n 1 + sTn (8.10) 
where 
Pn is the non-sustained output in GW, 
Kn is the non-sustained gain, which is assumed to be 1 GW /Hz, and 
Tn is the non-sustained plant boiler time constant, assumed to be 180 seconds. 
Again as above the non-sustained response equation is obtained by combining 
the above equation with the system inertia equation. This gives 
(8.11) 
So that the accuracy of the response of the model could be increased, a term to 
represent further turbine generator dynamics was added. This transfer function 
represented the turbines of the units, and took the form 
( 
0.5 0.5 ) 
1 + s1l + 1 + sTh 
(8.12) 
where 
1l is the time constant which represents the delay of the low pressure steam, 
taken to be 0.05 minutes, and 
Th is the time constant which represents the delay of the high pressure steam, 
taken to be 0.025 minutes. 
Clearly the response is split equally between the two terms. This is slightly 
incorrect as under steady-state conditions, three quarters of the output comes 
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from the low pressure turbine, but under transient conditions the split becomes 
more equal between the two terms. The transfer functions for the sustained 
and non-sustained response were changed accordingly, to become, respectively 
and 
Po = K 8 ( 0.5 + 0.5 ) b.f 
sT(J 1 + sT, 1 + sTh 
Pn. = Kn sTn ( 0.5 + 0.5 ) !:if 
sT0 1 + sTn 1 + sT, 1 + sTh 
(8.13) 
(8.14) 
To run the model to give reasonable accuracy at one second time intervals 
as intended, it was necessary to include this generator transient model. The 
model cannot have time steps much smaller than this because the much faster 
generator transients are not included in the model. 
8.8 System Modelling 
The use of transfer functions is a well known tool in the modelling 
and analysis of linear control systems. The approach is based on Laplace 
transformation, which enables the system performance to be predicted without 
actually solving for the roots of the characteristic equation. However, with the 
advancement of digital computers, a method using state-space representation is 
widely used. This representation enables the use of mathematical techniques 
that lead to a more systematic design process thari is possible using transfer 
functions. The state-space method involves transforming a single nth order 
differential equation into a set of n first order simultaneous differential equations, 
which are generally written in a matrix form. This method requires the use 
of additional variables, termed state-variables. The number of state-variables 
required to define a system completely is equal to the order of the system. 
These variables are not unique and are chosen to suit the particular application. 
The use of matrices is useful in this approach, as the A and B matrix specify 
the dynamic characteristics of the particular linear system under study, and 
so the dynamic properties of the system can be studied by investigating the 
properties of the matrices. 
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To enable the model equations to be solved using the described integration 
routines, the equations are reformulated into the state-space (canonical) form. 
The transfer function can be treated as an algebraic expression. The numerator 
and denominator of equations (8.13) and (8.14) are divided by the highest 
power of s to replace all the differentiating terms by integrating terms. The 
state variable diagram for the sustained and non-sustained cases are shown in 
diagrams 8.2 and 8.3. The variable V(s) is introduced to avoid the need for 
differentiation. The state variable diagram is formed by integrating V ( s) three 
times and combining the signals required. This form of the equations can now 
be easily solved using the Modified Euler Method. 
8.8.11. §ustained response 
Again from the diagram 8.2 by inspection it is seen that the state 
equations are 
x!(t) = x2 (t) 
±2 ( t) = x3 ( t) 
. () Ks.!:l.f 1 (11+Th) X3 t = - --X2 - X3 
2TlTh 11Th TtTh 
The matrix form of these equations is 
1 
0 
11 + Th 
11Th 
This takes the familiar form of 
{x(t)} = A{x(t)} + Bu(t) 
Also 
(8.15) 
The values of xn(t) are solved using the Modified Euler Method, and then the 
output of the generators are calculated using the above matrix equation. 
8.8.:2l Non-sustained response 
From the diagram 8.3, by inspection it is seen that the state equations 
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Diagram 8.2 State variable diagram for 
sustained response 
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+ OUTPUT 
Diagram 8.3 State variable diagram for 
non-sustained response 
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are 
xl(t) = x2(t) 
X2(t) = X3 (t) 
x3(t) = Knb.f 
21iTnTo 
1 (11 + Tn + To) 
- 117'i T X1- T11i T x2- (11 + Th)x3 
l h IJ l h 0 . 
These can be written using the matrix notation 
1 
0 
1i + Th + Tn 
TiThTn 
1 X X2 +[ 0 0 0 l{x 1 } 
-(T, + Th) x 3 
The output can also be obtained by inspection from diagram 8.3, and is 
seen to be 
(8.16) 
8.9 Manual Dispatch 
The dispatch algorithm was designed to model the manual action which 
1s carried out by the system control engineers at National Control. Useful 
discussions of this may be found in (41,75,79,83,132,157,209,210,223) .The allo-
cation of generation is carried out such that the frequency error is kept to a 
. minimum, sampling the frequency at minute intervals. The dispatch is defined 
as a linear ramp over a given number of minutes, assumed to be five in this 
case, which means that any newly set target by dispatch will be reached in five 
minutes from the present time. A dispatch dead-band of 0.1 Hz was assumed, 
so that until the frequency moved outside this band no manual control action 
was taken. The gain for the dispatch control was taken to be 5 G W /Hz, 
which represents a change in generation of 5 GW for each 1 Hz change m 
frequency. This is a typical value for such a system. The rate of change of 
frequency for the dispatch calculation was taken to be 1 GW Hz/minute. The 
dispatch itself was carried out at minute intervals, in line with the frequency 
error measurements. 
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3.].[)) Description of Operation 
The diagrammatic representation of the simulation model developed is 
shown in diagram 8.4. The simulation is driven using the load input as a 
random variable, as described earlier. The summing block defines the power 
error, to which the system responds. This power error is made up from: 
(a) the change in the load response due to the change in frequency, IJ.U, 
(b) the change in generation due to that ordered by the manual dispatch 
calculation, IJ.Ud, 
(c) the change in generation due to the response of the generators acting on 
the frequency error. This value is made up from the two components described 
earlier, that of the sustained response and the non-sustained response of the 
turbine generators, .6.(Ps + Pn)· 
Hence the power error is g1ven by 
(8.17) 
The frequency error is calculated by the system inertia term shown earlier. 
This then becomes the driving error for the other model components and hence 
the loop is completed. The starting point for the simulation is taken to be 
that of the steady-state, with no power or frequency error. The load input 
then (olJows a random walk, and this produces a frequency error, to which the 
other components will react. 
The initial test of the simulation was carried out using the basic simulation 
model, without including the turbine representation. The turbine model was 
then added to the working simulation with some differences noted. 
8.Jl.1 Pumped Storage 
The use of pumped storage units is well known and was briefly described 
in a previous chapter. The C.E.G.B. system has several pumped storage units 
which should be included in the model if it is to simulate the whole system 
as required. It must be remembered that the use of pump storage, is as its 
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name indicates, a method of storing energy and not of primary generation. 
Thus, strictly the model should include some representation of the reverse 
pump action, which is required to refill the storage reservoir during periods 
of light consumer load. This restoring action is usually carried out overnight 
when the consumer load is decreased, and there is spare generation capacity 
on the system. However, to simulate this fully would make the model more 
complex than required, and is unnecessary because as described earlier, 
the simulation is designed to represent the error of the prediction, rather than 
the complete system load. The Unit Commitment and Economic Dispatch is 
assumed, so the allocation of the power for reversing the pumps is assumed to 
have been available and used as required. Thus, the energy from the pump 
storage units can be used as and when required by the generation control 
method employed at the time. The simulation model was further expanded 
improved by the addition of the pumped storage model, which is now described. 
8.Jl.2 Pumped Storage Model 
The pumped storage transfer function is of a similar form to those models 
used for the sustained and non-sustained generation. The model clearly does 
not need the representation of the steam turbine and hence acts directly on 
" the frequency error. The response to the frequency error is given by 
(8.18) 
where 
Ppa is the pumped storage output in GW /Hz, 
Kpa is the pumped storage gain, which is assumed to be 3.6 G W /Hz, and 
Tps is the pumped storage time constant, assumed to be !_80 seconds. 
The pumped storage response is given for the whole system by the combination 
with the inertia equation shown earlier. This gives 
(8.19) 
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The state-space diagram for the pumped storage model IS shown in diagram 
8.5. 
From inspection of the diagram 8.5 it IS seen that the state equations 
are 
These can be written using the matrix notation 
{ ~1 } = [ 0 1] X { X1 } + [ 0 X2 -Ts 0 X2 (8.20) 
The output of the units is obtained by inspection of diagram 8.5 and is seen 
to be 
(8.21) 
With the addition of this new element in the simulation, the power error can 
now be written as 
(8.22) 
The complete diagram of the simulation system is shown in diagram 8.6. 
8.13 Simulation Results 
This section describes and comments on the use of the system simulation, 
using both the simulated Manual Dispatch technique and the Adaptive Load 
Frequency Control technique discussed earlier. 
8.13.1 System response to a step input 
Figure 8.1 shows the response of the system to a single step input. 
The single step is provided by the prediction error, which is suddenly changed 
to a new constant value. The variables which are plotted may be described as 
follows: 
(a) Power Error 
The power error at the summing junction immediately reacts to this load change 
and abruptly changes. The error in the power is reduced by the intervention 
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of the manual dispatching technique, which changes the power allocated to the 
generator units. In this case, the load change is actually negative, that is a 
decrease in load, but it is seen as a positive prediction error. 
(b) Dispatched Power 
The same is true for the dispatched power, in that the dispatched value of 
power changes, and this is seen as a decrease in allocated power at the summing 
junction. Thus the allocated power and the power demanded by the consumer 
load is almost equal once again. The power error decreases, but is not zero 
reflecting the fact that the allocated power and demanded power is not exactly 
matched. This is seen in the error in the frequency, which has not returned 
to zero, as it would if the dispatch had exactly allocated the required amount 
of power. This power error continues as the frequency error is less than the 
dispatch dead band, and hence the power allocation to the generator units is 
not changed. 
(c) Frequency Error 
The frequency follows, a pattern which characterises the operation of the 
C.E.G.B. system. There is an initial increase in frequency as the load on the 
· generator units is decreased. The units are still being provided with the same 
amount of energy as before the incident, so the excess energy in the system is 
seen as a rise in frequency. This initial rapid change in frequency is in direct 
response to the load change, and would continue to increase if no control action 
was taken. The dispatch provides the required control action, with the decrease 
-
in generation which causes the frequency to increase. The overshoot of the 
frequency is reduced by the redispatching of the generators, meaning that the 
decrease in load and change in generation is almost matched, calculated by the 
change in frequency. There is still a small difference between the dispatched 
power and the consumer load and hence a small frequency error is seen on the 
system. This frequency error cannot be removed from the system in its present 
state because the error is inside the controller dead-band. 
3.].3.~ Manual dispatch 
Figure 8.2 shows the simulation controlled by the manual dispatching 
technique. The simulation run represents 4 hours actual time. The Dispatch 
gain was taken to be 5 GW /Hz, a value which was felt to be correct for 
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the size of system under study. The effect of the dispatching technique can 
be clearly seen. There is a delay between the change in consumer load and 
the reallocation of generator power. It is clear that the dispatch tends to 
allocate the required power at a time later than the load change, and the 
actual amount of power allocated does not match the load change. The power 
error is kept fairly small over the operating time, although it is quite random. 
The frequency error scale has been enlarged to enable a trace to be seen on 
the graph, although it is still rather small. The dead-band in control is seen 
when the frequency error is small and the generated power and consumer load 
do not match. The mean frequency error is -0.004 Hz, it has a standard 
deviation of 0.0871 and the sum of the frequency error squared is 1.8168. 
8.13.3 Altered dispatch gain 
Figure 8.3 shows the simulation following the same ( 4 hour) load profile 
(load error) as the previous figure, although the dispatch gain has been increased 
to 6 GW /Hz, a value which was felt to be slightly high for the system model 
used. 
8.].3.4 JFJrequency response to dispatch 
Figure 8.4 shows the frequency associated with the simulation on a 
greater scale than the previous figure. It is seen that the frequency initially 
starts to decrease as the load increases, the dispatch responds to the frequency 
error after several minutes and reallocates generator power. A large amount of 
power is called for by the dispatch which causes the error frequency to increase 
and change sign. This process continues for the duration of the simulation, 
with a large deviation in frequency approaching 49.70 Hz. This is corrected by 
a 'large increase in the allocated power, greatly in excess to that required by 
the load. The reallocation of power is greater than in the previous example, 
as the sum of the square of the frequency error is 1.86760, the mean frequency 
error is -0.007 Hz and the standard deviation of this is 0.0882. The control 
action in this case is increased due to the increased gain, but this causes more 
overshoots and increases the system frequency error. 
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3.Jl3.5 §yst12m :r12sponse to manual 43lispa.tdh 
Figure 8.5 shows the simulation following the same load curve as before, 
but with the conditions as used in figure (8.2); All the appropriate values 
are plotted on the same graph to give an idea of the overall operation of the 
system and the response of the dispatch to the frequency error. 
3.Jl3.8 JP>r12diction 12:rro:r 
Figure 8.6 shows the demand change of the consumer load (in GW) in 
greater detail, this is the error in the load prediction. 
8.]..3.1 Frequency response to lower gain dispatch 
Figure 8. 7 is the frequency error trace associated with this particular 
run of the simulator. It is included to show in greater detail the frequency 
error which drives the dispatch calculation. With the decrease in the dispatch 
gain, the sum of the squares of the frequency error has decreased to 1.3590, 
showing that the initial value of the gain set at 5 GW /Hz was a better value 
for this particular simulation than the lower value. 
8.]..3.8 Manual dispatched powell." 
Figure 8.8 shows the associated manual dispatch plot in more detail. 
This enables the amount of power allocated to be compared with the change 
in the consumer demand. The sum of the squares of the consumer load (seen 
in figure (8.5)) is 46.3025, whereas the sum of the squares of the manual 
dispatched power is 67.4221. This shows that the frequency control method 
used is not as accurate as could be used, and this will lead to periods of 
operation which are not as economic as they might be. Unnecessary power 1s 
allocated in this case and the frequency is not kept under tight control. 
8.].3.9 §ytem response to manual dispatch 
Figure 8.9 shows the simulation following the same load curve as the 
previous cases, with a different manual dispatch due to the fact that the 
dispatch period started slightly later than the start of the simulation. The 
results of the dispatch are quite different and it is interesting to note that the 
mean frequency error is worse than the previous value of -0.004 Hz, the value 
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in this case is -0.008 Hz, with the sum of the squares of the frequency error 
being slightiy greater than the iast simulation. In this case the sum of the 
squares of the frequency error was 1.1469, previously it was 1.3590. Hence, it is 
clear that the quality of the frequency control can vary greatly using the same 
technique applied at a different time. The delays in the system cause problems 
for the manual dispatching techniques, along with the speed of response of the 
control. In some cases the control makes the a greater error because of the way 
in which the control responds and the application of any previous knowledge 
of the system state. 
8.13.10 System response with pumped storage model 
Figure 8.10 shows the simulation following the same load curve as before, 
only in this case the model contains the pumped storage model, allowing the 
system to respond to the consumer load more quickly than before. Figure 8.11 
shows the corresponding load curve for direct comparison with figure (8.10). 
Figure 8.12 shows the simulated frequency of the system, which if com-
pared with figure (8.7) is seen to have a smaller frequency error due the faster 
response of the pumped storage units. Figure 8.13 show the corresponding 
manual dispatch for the simulation, showing that less power is needed to be 
reallocated as the available power is able to react more quickly than in the 
previous case. Thus overall less allocation is required to give the frequency 
control required. The mean frequency in this case was found to be -0.007 Hz, 
with a standard deviation of 0.0685. The sum of the squares of the frequency 
error was calculated to be 1.1280. 
This simulation provides a good testing ground for the application of 
frequency control techniques, without the complication of economic considera-
tions which will be considered elsewhere. The dispatch technique used in the 
simulation is obviously not the most effective way of controlling the system 
frequency. However, it provides a good indication of the advances that can 
be achieved, if an automatic frequency control technique is used, instead of a 
manual technique. The adaptive frequency control technique described earlier 
was applied to the simulation so a comparison could be made with the manual 
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approach. The technique used the same modelling algorithm and minimum 
variance control technique as described previously in Chapter 6. The driving 
error for the controller again came directly from the system frequency error. 
In this case there was no noise on the driving error variable, so the filtering 
on the input to the controller was reduced. There was no possibility of the 
frequency error being out of bounds or corrupted by communication failure, so 
the removal of the filtering techniques was felt to be justified. 
The controller was used to directly replace the manual dispatch as used 
in ·the previous section, which was removed completely. The diagram of the 
simulation model used is shown in diagram 8.7. The simulation was run using 
the previous load curve to allow a direct comparison could be made with 
manual dispatching technique. The interval for the operation of the controller 
was chosen to be 10 seconds, and an investigation into this time interval is 
discussed later. 
3.13.11 Controller without forgetting factors 
Figure 8.14 shows the system output using the load frequency controller 
directly without any forgetting factors, based on a model using three parameters. 
On this scale the frequency error cannot be distinguished clearly, but has been 
included to indicate that no significant deviations are observed. The mean 
frequency error is 0.001 Hz, with a standard deviation of 0.0072. The sum of 
the squares of the frequency error is 0.0105. The frequency error is greatly 
reduced over the whole of the operating time. 
8.13.12 Controller using forgetting factors 
Figure 8.15 shows the system output using the load frequency controller 
with a forgetting factor of 0.98. This was running under the same conditions 
as the example shown in figure (8.10), but the sum of the squares of the 
frequency error has decreased to 0.0079. Although it is difficult to see this 
directly on the plots, it indicates that if the input data is weighted in favour of 
the more recent data, the results achieved by the controller can be improved. 
In both examples the controller has very nearly matched the reallocation of 
the generator power, with that of the change in consumer load, giving a mean 
frequency error of 0.001 Hz. 
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8.J1.3.].3 Control model based on three parameters 
Figure 8.16 shows the system output using the load frequency controller, 
with the control based on a model of three estimated parameters. The scale 
has been altered in comparison to the previous figure so that the frequency 
error is slightly more clearer. 
8.J1.3.].41 Model system parameters 
Figure 8.17 shows the estimated parameters used in the system model 
to calculate the load frequency control action from. It is seen that the 
parameters take some minutes to reach a steady-state. The initial guess of the 
adaptive model is based on the starting values of the algorithm. These are 
chosen arbitrarily, as they are soon replaced by valid parameters. The actual 
parameters are approached from the start point and converge well to the final 
continuous value. The plot has been stopped after the time shown as the detail 
at the beginning is far more important than the steady-state operation, once 
this has been achieved. The initial adaption of the model parameters could 
cause the system to become unstable if the control action was calculated on 
the nonconverged parameters. So for the first couple of iterations the control 
action is kept constant at a predefined starting value. The control is then 
calculated on the model produced as the parameters start to converge, even 
though they have not reached their final value. This control action helps to 
increase the speed of adaption, as the model parameters begin to react to the 
control commands issued. This method of control is acceptable if the control 
command is filtered to ensure it is not outside the required range. 
8.Jl.3.].5 Controller using five estimated parameters 
Figure 8.18 shows the system response to an estimated model using 
5 estimated parameters. The estimated model converges at approximately the 
same speed as the 3 parameters model and the control action causes a slightly 
greater sum of the squares of the frequency error to be calculated. Thus it 
would appear that the optimum number of parameters to model for this model 
was 3 parameters. The parameter adaption is shown in figure 8.19. 
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3.Jl3.Jl6 §1lllm of the squares of the frequency e:r:ro:r 
The number of parameters that were required for the model to be 
optimum was unknown at this stage. To decide upon the optimum number of 
parameters to be used in the estimated model, a sum of squares of the frequency 
error was calculated. This calculation was repeated for estimated numbers of 
parameters from 2 to 9. The experiment was carried out following the same 
load curve, over the same time and using the same operating conditions. The 
results are shown in figure 8.20. 
Number of A parameters Sum of squares of frequency error 
N !l/2 
2 0.5474 
--
3 0.5635 
4 2.2529 
5 6.9441 
6 0.8797 
7 0.6546 
8 0.6546 
9 0.6044 
Fz"gure {8.20} 
Sum of squares of frequency error for different numbers of estimated parameters 
Thus the number of parameters that were chosen for the parameter estimation 
was three. Although the square error using two parameters was slightly smaller 
the effect of one more parameter did not ·degrade the controllers performance. 
It was felt that the three parameter controller could track the system slightly 
better than the two parameter version due to the time constants it could 
identify. The use of one parameter was felt to be insufficient to model the 
system to a sufficient degree of accuracy. The use of four and five parameters 
causes massive control action to be taken which is totally unnecessary but 
still within the system capabilities. These control schemes estimate system 
models where the corresponding a and b parameters actually cancel themselves 
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out. More than five parameters shows a decreasing sum of squares of the 
error, this is because the control action calculated from these models tends to 
swamp the system under control. This leads to over modelling and calculated 
control action which is excessive and unstable. Thus following the idea of 
the minimum number of parameters to model a system sufficiently, a three 
estimated parameters model was chosen to base the control calculation on. 
3.13.11' Persistently exciting systems 
A standard problem in the field of adaptive control is ensuring that 
the system under study is 'persistently exciting', that is the driving error for 
the modelling provides sufficient information for the model to represent the 
actual system. In some cases (references) the lack of a suitable input to the 
identifier causes the parameters to drift and become unrepresentative of the 
system being moaelled. To observe the effect of no input to the controller, the 
load error was reduced to zero for twenty minutes and then continued. The 
result of this simulation run is seen in figure 8.21 , along with the corresponding 
parameters in figure 8.22. The parameter estimation is stopped when the load 
error is reduced to zero and the values are kept at those calculated before the 
interruption, until the input data returns to its non-zero value. This does not 
adversely effect the parameter estimation, nor does it slow down the adaption 
process. The plot of the system outputs shows that the controller continues 
the control action after the loss of data with the same effect as it did before 
the incident. Thus the safeguards built in to the controller program are able 
to handle the lack of relevant data without losing track of the system state. 
8.13.13 Faster sampling interval 
Although the controller is cycling at 10 second intervals, for the sake of 
clarity, the system outputs are only recorded every minute. Thus it was possible 
that under some circumstances some of the faster system responses may be 
lost by the slower sampling interval. To check for the faster system response, 
the simulation was executed with a data collection time of 10 seconds. The 
result of this simulation is shown in figure 8.23. It is shown that the sampling 
interval used previously of 1 minute is suitable and no faster transients are lost 
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using this tim~ interval. The advantage of the slower sampling interval lies in 
the fact that the data recorded and stored is greatly reduced. 
3.Jl~.Jlg) §yst(Bm ~ol!Jlstraints 
The initial . simulation runs using the load frequency controller were 
carried in such a way that the change in power required by the controller was 
allocated as and when required. This is not the case in actual system, where 
the turbine-generators have limits associated with them, such as ramping limits 
and tipper and lower output limits. The simulation was made more realistic by 
limiting the allocation of the requested power by the controller to the system 
generators. The output of the generators is clearly much smoother than in the 
case when it was following directly the load change without any constraints. 
The small perturbations are followed well by the controller, as this does not 
violate any of the system limits, but the larger load changes require a longer 
time period for the system to respond due to the constraints. The result of 
the system constraints is seen in figure 8.24. 
8.13.20 Change in system loading ~onditions 
Figure 8.25 shows the system response to a different set of load changes 
to determine the controllers ability to track differing loading conditions. The 
associated parameters are shown in figure 8.26. In this case the mean frequency 
deviation was found to be 0.001 Hz, with a standard deviation of 0.0055, the 
sum of the squares of the frequency· error was calculated to- be 0;0073. 
8.13.21 Constrained system output 
Figure 8.27 shows the system response to the same set of load changes 
as for the previous figure, but in this case the output was constrained. The 
output is much smoother than the driving error and the frequency error is 
somewhat worse than the previous case, but this is only to be expected due to 
the system constraints. The figure 8.28 shows the parameters of the model used 
in the controller for the simulation. The system constraints stop the model 
parameters from wandering greatly as would be expected, and are brought to 
a steady-state value more quickly than before. However, this converged value 
is not as continuous as in the previous case. The mean frequency in this case 
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is 0.002 Hz with a standard deviation of 0.002. The sum of the squares of the 
frequency error is 0.01. 
This simulation is shown to be an accurate representation of the system 
that it set out to be modelled. ·The use of different generator representation, 
along with pumped storage models enhances the simulation. The manual 
dispatch techniques used are shown to be -adequate for· the control of the 
system frequency. However, it inust be remembered that the long range control 
functions of Unit Commitment and Economic Dispatch were assumed to have 
been carried out. Hence, none of the interaction between the higher level 
control functions have been modelled. 
The simulation model along with the simulated Manual Dispatch produced 
results that are very similar to current operating practices of the C.E.G.B. The 
C.E.G.B. standard deviation of frequency variation is around 0.08 Hz, which 
agrees well with the simulated value. The model has shown that without any 
automatic frequency control it is not possible to improve the frequency control 
of the C.E.G.B. 
The use of adaptive control has been shown to produce tight frequency 
control, taking in account the system constraints and limits. The ability of 
the controller to keep the model parameters constant when invalid data or 
not 'sufficiently exciting' data is presented to it has been demonstrated. The 
identification of the number of parameters for the model has been carried out 
and the model obtained from these parameters is shown to be adequate for the 
control of the system frequency. 
The implementation of automatic control on the system has shown that 
the frequency error can be greatly reduced by almost an order of magnitude 
in some cases. This is a useful result as it shows that some type of dedicated 
frequency control would improve the operation of the U.K. network. However, 
this simulation was operated without any interaction with any sort of Unit 
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Commitment, plant orderin'g or economic consideration. Thus it is probable 
that in the event of automatic frequency control hei~g used by the C.E.G.B. 
that such a great improvement over the frequency error would not be achieved. 
It must also be remembered that the tests were carried out using a fixed set 
of operating constraints and over a fixed period of time. Clearly further work 
would be required to investigate the effect of prolqnged frequency control on 
the network and during periods of large changes in the consumer load. 
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CJHIAP'I'ER \lJl 
ON-JLJINE §Y§'I'EM CONTROJL 
9.11. Jrntrod:UJdion 
This chapter describes work which was carried out in conjunction with 
the Central Electricity Research Laboratories (C.E.R.L.), Leatherhead. The aim 
of the research was to investigate the requirements for the interface between the 
C.E.G.B .. dispatching project and load frequency control. A further aim was to 
implement the adaptive load frequency controller developed on the Operational 
Control of Electrical Power Systems Simulator at Durham into the dispatching 
controller. The dispatching project developed by the C.E.G.B. has been under 
development for a number of years at C.E.R.L. and a brief description follows. 
9.2 Dispatch Project 
The C.E.G.B. system is one of the largest systems under single man-
agement compared with other utilities. It is controlled as a single entity, with 
little emphasis on tie-"line flows. The system operation is characterised by slow 
ramping, due to the capabilities of the thermal plant, mainly coal-fired gener-
ators. There is also some pumped storage plant available , but this reserve 
is valuable and is dispatched regarding the economics of operation. The 
short term frequency control is achieved by each unit's governor on the thermal 
plant, backed up by automatic start-up facilities on the pumped storage units 
and gas turbines 29•30• 193. The pumped storage and gas turbines plant can 
be started up manually if required to control the system frequency. There is 
also another option which can be used to control the system frequency but 
this is not used often as it involves removing the consumer load. In extreme 
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eiD.~rgencies frequency s~nsitive p_rotegti<!n will load sh~d, this is very rarely 
invoked. 
The time scale of this control action is a few minutes onwards. The 
control of the real power of tP.eo. systeii1 is entirely by that of manual action, 
although there are numerous off.,.line computer aids available to the dispatch 
controller. The metering on the system and control equipment is d~sigJ1ed for 
mainly manual operation. The use of automatic control must take this limitation 
into consideration and the requirement of a continuous sup-ply delivered to the 
consumer. 
9.~.1 ][nter Area 'l'ransfer system 
The manual control of such a large system would very difficult indeed 
if it were based centrally. To reduce the difficulty of the control problem, the 
system is split up into six areas, each with their own Area Control Centre, 
which are co-ordinated by a central control at the National Control Centre. 
This system of reducing the network into several smaller area is called the 
Inter Area Transfer System. The National Control Centre defines an amount 
of export or import power for each area and the area control centres adhere 
to this centrally calculated amount. The power transfers are calculated off-line 
several hours in advance, and updated using the most recent information of each 
areas incremental and decremental g~neration costs_ alon~ with t:Q.e l~~ita,tions 
imposed on the system by the transmission network. In this way the large 
dispatching problem is broken down into six smaller ones, each of which can 
be handled by the control engineer in each area. The targets can be biased in 
proportion to the system frequency, to assist the effect of the unit's governors. 
The advantages of the Inter Area Transfer System are 
(a) The smaller dispatch problems can be handled by one or two control 
engineers; this would be very difficult for the whole system. 
(b) The task of National Control is eased by the fact that the sum of the 
transfers of all areas is zero. 
(c) The transfers are selected to avoid overloading the Inter-Area transmission 
lines, and the local Area engineer can avoid the overloading of local lines. 
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(d) ][f the transfer calculation is not updated, then the system can still 
continue to operate, although it would be less economic. 
(e) The errors in demand prediction and target following can be accommo-
dated and reduced by inter ... area transfer. 
(f) The system has been operated in this mode for many years and the 
characteristics of the operation are well known. 
The Inter ... Area Transfer system worked well in the past, but developments 
in the system, computational techniques and the desire for more economic 
. -
operation required an updating of the dispatching for the system. The generation 
of the system became concentrated into a smaller number of larger units and 
hence, the concept of central control became f~asible. The incre<l§e in computer 
power enabled the benefits of centralised dispatch linked with a degree of 
automation- t'o be considered. The benefits of centralised djspateh are 
(a) Centralised dispatch has the ability to use on-:line information that can 
be regularly updated. This enables optimisation to be performed more 
frequently and hence, the optimal point for system operation can be 
followed. 
(b) The short term variations from the load prediction can be satisfied from 
the whole system rather than by the local control area. 
(c) The pumped storage capacity can be treated as a system resource and 
used under certain circumstances .. 
(d) R.epeatedly calculated central dispatch calculations potentially provide an 
economic benefit by reducing the system requirement for spinning reserve. 
(e) The use of computer based dispatch techniques provides a basis for future 
developments such as optimisation with respect to consideration of transmission 
losses. These transmission losses are incorporated into the calculation at present 
toss 
by assigning each" a penalty factor. 
9.~.~ Dispatch function. 
The Dispatch Project 83•84 was set up in 1981 to review dispatch 
procedures in the C.E.G.B. and investigate the advantages of centralised dis-
4-i 
patching techniques for the allocation of real power generation S2,33 lll79,158,223. 
The use of computers has enabled the Dispatch Project to be implemented as 
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an off-line advisory control function, both in the l'lfationa.l Control Centre and 
in Area Control Centres. 
The dispatch calculation was performed every five minutes to ensure 
that is was up to date, but th~ results were implemented manually as thought 
necessary typically every 15-30 minutes. DispatCh targets are set for each 
generator in time steps ranging from ten minutes to two hours, includJng 
.!'· 
pumped storage units. Ge~erator costs are mode_lled as picewise;..linear using 
up to three segments for each -generator, and aJe used -to calculate the in<lividual 
targets. The start-up and shut-down times fot:" each unit, are used by a separate 
program known as Generating Orderin~ and Loadhig (G.O.A.L.) which provides 
input data for the dispatch. The dispatch calculation does not attempt to 
cany out any frequency control as the cycling period of five minutes was not 
sufficiently fast. 
9.3 Load Frequency Control and Dispatch 
The aim of the work carried out with C.E.R.L. as described was to 
investigate the interface between the Dispatch Project and that of Load Fre-
quency Control, with a view of linking the adaptive L.F .C. into the dispatch 
calculation. Clearly this control function requires a completely closed loop 
system for operation. The mechanism for closing this loop is not available, and 
if it were avallable extensive testing would have to be carried out before the 
loop could be clos~-d in reality. A way in which the controller could be tested 
out on-line was required, so a way of closing the loop had to be found. 
The L.F.C. function was to be interfaced with the off-line version of the 
Dispatch Project which is used for development work. The data base that 
the off-line Dispatch software works from is updated as is the on-line version, 
but the off-line version can be altered as required with the addition of new 
variables for test purpose without affecting the on-line version. This interface 
would enable the L.F.C. to run in such an environment that it was reacting to 
on .. line data from the actual system updated in real-time in conjunction with 
the Dispatch calculations. 
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The control lo()p for the L.F.C. was to be closed usmg a simulated 
system which could operate along with the actu(l.l system, and react as the 
actual system. The input data for the simulation would be a combination 
of live data from the data base and data calculated by the L.F .C. and the 
dispatch set values. The dispatch set values were calculated from live data 
from the system data base, including ramping rates, start-up and shut-down 
costs and other system constr13.irtts to produce an economically determined set 
of generator target set points. The confi~uration of the data base, dispatch 
software and the- frequency controller is shown in 9.1. 
Later it was possible to close the loop completely such that the Dispatch 
was reacting to the values calculated from the L.F.C. itself and then reacting 
to values from the simulation, rather than the actual system itself. Clearly it 
was not at all possible to feed control signals from the L.F .C. back to the real 
system. The data was still taken from the live data base, so the real system 
status still affected the off-line calculation. If was felt that the duration of the 
simulation was not long enough for the simulation and the actual system to 
deviate to any great extent, so the data from the actual system could still be 
used on the system without the loss of any validity. The modified system with 
the feedback to the Dispatch function is shown in diagram 9.2. The model 
used for the simulation of the system and its requirements are discussed below. 
This is followed by a presentation of the results of both the off-line and on-line 
studies, along with discussion of the L.F .C. function. 
9.41: Simulation Model for Frequency Control ][nvestigation 
The L.F .C. function is designed to interact in real-time with the Dispatch 
control function and so the model must be capable of reproducing the response 
of the system to a reasonable degree. This model is required to be simple so 
that it does take up too much of the main computing resource, yet realistic 
enough so that the Dispatch function can fully function along with the L.F.C. 
artd associated control functions. A discussion of the work carried out at 
C.E.R.L. follows including: the simulation model used, the use of the on-line 
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data base, the operation of Dispatch, the use of L.F.C., the generator unit's 
response and the results obtained from the real system data. 
9.5> Dispatch 
The Dispatch produces a sequence of target values for every generator 
in the system and cycles at every five minute interval. The new set point for 
each generator is made available to the database, although the value is not sent 
to the generator unit. The new set point is only taken as advisory and must 
be implemented manually at present. The simulation assumes that each set 
point is directly sent to the generator unit as it would be in a fully automatic 
control system. Most of the set points of the generators are kept constant in 
the actual system as they are run at their most economic operating point, with 
only a few generally available for control purposes. The dispatch calculated set 
points for each generator are denoted by U. 
9.6 Load Frequency Control 
The Load Frequency Control function cycles every few seconds and 
produces a modified total additional megawatt signal ELlU. This is the total 
amount of power which needs to be allocated to the generators for the frequency 
error to be r~duced to zero in the next time period. The value LlU is the 
amount of power which is to be allocated to each individual generator, and this 
is found by a partitioning algorithm. A value for 6.U is found only for a small 
subset of the generators (typically 12). This is because only certain generators 
are allowed to participate in control action for load frequency control. The 
generators which are allowed to contribute are decided upon through several 
factors 
(a) Does the unit have a suitable governor. 
(b) Is the unit operating near its maximum or minimum limit, and if so can 
it run over these limits for a given period. 
(c) Does the unit have to go through any breakpoints. For example does a 
coal mill have to be started in order to sustain a power increase. 
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(d) What is the unit's increase, or, decrease rate, and what is the unit's 
turn around time, that is what is the time for the unit's to change its 
ramping direction. 
(e) What are the plant characteristics, does the unit have local computer 
control?, is the generator flexible enough for change of output (for example 
a nuclear station will operate at one point continuously). 
(f) Is the generator unit well instrumented, can control commands and 
outputs be monitored, are there enough communication channels. 
(g) Does the increase in generation of one generation station violate the 
transmission line limitations. 
The units which are capable of participation in the control of frequency in this 
case are selected by the Dispatch function and made available to the L.F.C. 
function through the data base facility. 
At any time there is a combined target for all generators. This is U 
for most of the units, but for the proportion which are able to participate, it 
becomes U + AU. 
9. 7 Generator Response 
The generator units respond to the target signal which has been calculated 
by the dispatch and altered by the L.F.C. of U +AU and also to the frequency 
error A/. Ideally the output should be 
(U + ~U)- K~f (9.1) 
Hence their output is the sum of the dispatch set targets, altered if necessary by 
the L.F .C. and the contribution of the governors response to the frequency error. 
The governors short term response ensures that the instantaneous frequency error 
is reduced. 
9.8 Response to Dispatch Set Targets 
It is reasonable to assume that generators will follow their dispatch set 
targets fairly well, since these are premeditated and calculated using the most 
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recent system data. Hence, all the values calculated by the dispatch should 
be capable of being reached by the generators. However, complete and true 
response of all the generator units to the dispatch commands would be an 
unrealistic situation to assume 29•30• 79·83•84 • To add some variation to the 
generator response, it was decided to alter the dispatched set point sent to the 
generator, by a random amount based on the output of the particular unit five 
minutes ago. Hence 
P(U) = Potd + R x (U- Potd) (9.2) 
where 
Pold is the output five minutes ago, and 
R is a random number between 0.7 and 1.1 
9.9 Response to JLoad Frequency Control Set Targets 
The response of the generator units to the targets altered by L.F.C. is 
less predictable as it does not take into account the ability of the machine to 
respond to the command issued. The new target to be reached will also be 
subject to a firing delay. This unpredictability of the response of the generator 
unit is reflected in the way the simulated plant respond to the control signal. 
The ability of the machine to respond depends on the type of generator, 
so the following criterion was proposed for the plant response. 
(a) Oil Plant is certain to respond directly if liU is m the opposite sense 
to (U - Paid) and, 
has a probability of 0.6 of responding as ordered if it is m the same 
sense as (U - Potd) or, if U = Pold· 
(b) Coal plant is the same as above but with probabilities of 0. 7 and 0.3. 
(c) Nuclear plant, liU is not permitted . 
(d) Pumped storage responds directly to system frequency. 
- 288 -
Time response to the control command is very variable, depending on 
whether mill or burners have to be started. 
Thus the following transfer function was proposed to model the delay in a unit 
responding to a control command. 
(9.3) 
The value of TLFC was determined as approximately one minute, thus TLFC = 1 
minute. The configuration of the L.F .C. function is shown in diagram 9.3. 
9.].0 System Response to Change in frequency 
The generators output respond to a change in frequency due to the 
governor action. This is usually quoted as 
Cha.nge in generation due to change in frequency = K .6.f (9.4) 
However in this case the simulation model must be included in this term as the 
model represents the change in the system output in response to the frequency. 
Thus the response is re-written as 
Change in generation due to change in frequency = KG(s).6.f (9.5) 
where 
G(s) is the system transfer function, and 
K is the total gain of the system, made up from the sum of all the generators 
distributed about the system. The value of K is taken such that EK ~ 5000 
MW/Hz 
It is noted that the system becomes harder to control as EK reduces, 
as it is less responsive to the control action. 
9.].]. Simple Simulation Model 
The system is modelled using a transfer function which describes the 
system in a fairly simple way, but models the reaction of the system to an 
input effectively. The simplified representation of G(s) was taken to be 
Power output = ( 1 ) (1 - 1 ) .6./ 1 + 1'1s 1 + T2s (9.6) 
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where 
T1 is the rise time constant, taken to be 10 seconds, and 
T2 IS the decay time constant taken to be 180 seconds. 
This is a suitable representation for a system which contains units whose 
response is non-sustained (see previous chapter), but if some of the units in 
the system have a sustained response, then the term becomes 
Power output = ( 1 ) (1- PT .) ~~ 
1 + T1s 1 + 2s 
(9.7) 
where 
the value of p < 1 (a typical value would be 0.95). 
This situation makes it easier for to control the system using L.F .C., as the 
control function can rely on some support from the sustained response units. 
9.1~ Complete Simulated System Response 
Clearly, the generators cannot respond directly and immediately to the 
control commands. The response of the generators to the control signal (U +&U) 
is strictly limited by the physical constraints, such as the unit's minimum and 
maximum output. It is also limited by the individual generators ramp rates, 
but the declared ramp rates for the units are conservative, as they are defined 
to specify long sustained ramps, not short control ramps as required by the 
L.f.C. 
Thus the ramp rates of the generator units could be defined from the 
values residing in the data base. It was assumed that the response to the 
control command U was constrained by the declared ramp rates (as it actually 
was, as the long range ramp rates are declared to dispatch). It was also decided 
that the total response of the generators to the error signal U + &U - K 6/ 
should be constrained to within a practical limit. Thus, constraints were placed 
on the ramping rates such that the units were restricted to 2% above that 
of the maximum ramp rate and 5% below that of the minimum ramp rate. 
Also, the ramp rates should not be exceeded by more than 10% of the unit 
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maximum ramp rate. The system simulation, along with the L;F.C. and the 
Dispatch was shown in diagram 9.4. 
9.].~ ThiEl Generation of the §ystem Frequency 
The system frequency was calculated using the standard equation of the 
error between the demanded power by the load, and that supplied by the 
generators, taking into account the system inertia. This is given by 
d 1 
-(Llf) = -(EP- D) dt Kr 
where 
EP is the sum of all the generator outputs at time t, 
D is the total consumer demand at time t, and 
llf is the system frequency 
Kr is the system inertia and was given the value of 50000 MW. 'H i.r; · 
(9.8) 
In this model there was no need for a - K' D.f term because this· ·is included 
in the frequency response of the plant. 
9.].4 Solving the Model Equations 
The system simulation as defined, using the transfer functions described 
implies a differential equation description for each generator. To simplify the 
programming of the simulation and reduce the number and type of generators 
represented in the network, it was decided that the generators could be 'lumped' 
together. This enables one transfer function to be used to represent all the 
generators in the system. This implies that all the generators in this system 
have the same time constants, and are of the same type. Clearly, this is untrue 
as there are many different types of generators in the system. However, the 
approximation enables a realistic system response to be obtained without the 
use and complexity of many different generator models and types. 
When responding to a change in power of D.U, it must be remembered 
that the power at time t,is only influenced by D.U at (t - llt). To solve the 
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differential equations, it was decided to use Euler Integration, as this is a simple 
and easy to implement method. 
The equations were solved using the Modified Euler Method described in 
an earlier chapter and so were converted into the state-space form. The state 
variable diagram for the system response is shown in diagram 9.5. 
Again, as in the previous chapter the variable V ( s) is introduced to 
avoid the need for differentiation. The state variable diagram is formed by 
integrating V ( s) twice and combining the signals required. In this form, 
the initial differential equation may easily be solved using the Modified Euler 
Method. By inspection of diagram 9.5, the state equations are 
These can be written using the matrix notation 
This takes the form of 
x(t) = Ax(t) + Bu(t) 
(9.9} 
{9.10) 
{9.11) 
The output (change in power) can also be obtained from the diagram 9.5 and 
can be seen to be 
The equation to calculate the frequency 
d 1 ~(f1f) = -(EP- D) 
dt KI 
(9.12) 
is treated in the same way and gives 
(9.13) 
These can be written using the matrix notation 
±1 = [ - ~8 ] X Xt + [ T~s ] ( 6/) (9.14) 
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9.Jl.5 Simulation Demand Modelling 
The total system demand varies with a change in frequency according to 
D =Do+ Kn X b..f {9.15} 
where 
Kn represents the change in the consumer load of the frequency sensitive load 
which is approximately 2%/Hz 
Thus the equation (9.17) becomes 
D = Do(1 +0.02L\f) (9.16) 
where 
Do is the consuw.er load at nomina.l fr~quency :the change in frequency. The total 
system inertia is generally proportional to the total of the plant synchronised 
to the system, and hence to the demand. Thus 
(9.17) 
However as this model is to be used as a test for L.F.C. it does not enter directly 
into the dynamics. It must be remembered that the data and parameters given 
are only estimates and that a further enhancement to the model would involve 
revising the transfer functions for the individual generators. However, this 
model is good enough to provide a valid ~test of L.F .C. The values used in the 
simulation are a reaSonable approximation for a realistic simulation although 
individual generator units are not modelled. The model could be made more 
exact by incorporating several different generator types. 
9.Jl.6 Pumped Storage 
To enhance the simulation, it was felt that a representation of the pumped 
storage generators available on the system should be included as they can be 
selected by the dispatch function. 
9.Jl.6.Jl. Selection of Pump Storage 
If they are available, but not selected, they should trip m on low 
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frequency. The pumped storage units a.re organised in a cascade arrangement 
such that if the frequency re;tches 49.9 Hz, 
(a) one Dinorwig set at a nominal 200 MW is tripped in with a nominal 
rise time of 10 seconds If the frequency reaches 49.85 Hz, 
(b) two Ffestiniog sets, with a total of 180 MW and a rise time of 60 seconds 
are tripped in. 
(c) If the frequency reaches 49.8 Hz, a second Dinorwig set is tripped in as 
above. 
If the Dinorwig sets are spinning in air the rise time is ten seconds, 
otherwise it is 120 seconds. In normal operation, the first unit is spinning in 
air, the sec_ond on~ is not. Eventually Dispatch will select whether the set is 
spinning, dependi:p.g on the distribution of- the other reserves. To simplify the 
situation, the two reaction times were averaged, and the reaction time taken 
was 60 seconds. 
The two Ffestiniog sets, which can produce a total of 180 MW, and are 
tripped in when the frequency drops below 49.9 Hz. These Ffestiniog sets are 
only capable of generating at nominal output and hence, are not capable of 
regulation. 
9.].6.2 :Pumped storage ll."es'ponse 
The Dinorwig sets respond t~ l:l.f much more strongly than the thermal 
units so this was reflected in the transfer function used to describe their 
response. As for the other generators represented by the model, the factor used 
was 
Power output = Kps X G(s) X &f 
clearly showing that the response of the units is sustained. 
where G ( s) has the transfer function 
where 
G(s)- --1-
- 1 + Tp8 8 
(9.18) 
(9.19) 
Tps is the pumped storage rise time, and takes the value of 10 seconds, and 
Kps is the pumped storage gain and has the value 600 MW /Hz per running 
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set, whether s_tarted by Dispatched or on auto start However, the response is 
limited by an upper and lower limit of 320 MW and 140 MW, these units have 
a sustained output of 300MW. 
The response to 6.U ts the same as that to U and hence is given by 
the transfer function 
1 G(s) - ---'-·--
- 1 + Tp9 S 
(9.20) 
The u11its will respQnd to the control command with essentially 100% certainty, 
but its response is limited to U + 6.U ~ 300 MW. 
In normal system operation units which come on in this auto start mode 
a:re switched off manually when the system has settled down. Thus a simple 
criterion for this was used -to simulate this· switching action. 
If the frequency has been above 49.99 Hz for greater than ten minutes 
and 10 minutes has elapsed since the last switch-off, then the last block of 
auto-start pumped storage that was switched on, is switched off. The term 
block is used to indicate one unit at Dinorwig or two units at Ffestiniog. 
9.1l. "! Pumping Mode 
The level of the reservoir for the pumped storage units is clearly main-
--tained by puti;lping water back into the lake abov(:fthe generation.· station. This 
is seen in t-he system as a consumer load, arid is generally carried out at 
times· of light consumer load. At the same frequencies as above (49.9, 49.85 
and 49.8 Hz) any of the generators which are in pumping mode, will trip off, 
thus relieving the system of 300 MW per set of Dinorwig and 75 MW per set 
at Ffestiniog. These trippings are taken to be instantaneous at the staggered 
frequencies. The pumped storage units cannot offer any frequency regulation 
in pumping mode. 
9.18 Gas 'JL"urbines and lLoad Disconnection 
If the pumped storage auto-start facilities described earlier are insufficient, 
a number of gas turbines have auto-start capability with a rise time of five 
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minutes. If the frequency falls further and there are no more units available 
then the consumer load is discormected progres5ively. The engineers will also 
start other unused pumped storage and gas turbine plant at their discretion. 
Time constants of these activities are likely to be in the range of five to 
fifteen minutes. Load disconnection is designed to cater for local deficiencies in 
generation, rather than the system shortfall as a whole. 
Clearly, these situations are not concerned with the normal running of 
the · system and hence it seemed inappropriate to model these more extreme 
features until the more basic features were validated. 
9.].9 System 'JI'.ransfer Function Response 
The effect of the system transfer function was investigated with the use 
of a commercially available control package. The transfer functions used to 
describe the system as a whole were combined so that their total response could 
be observed. 
9.19.]. Non-sustained response 
Figure 9;1 shows the response of the system to a step change in 
consumer load. This gives the response of a non-sustained system, as described 
by equation (9.6). This response consists of the required and familiar rapid 
decrease in the system frequency, followed by a short term recovery, then a 
continuous decrease. 
9.JL9.~ Sustained response 
Figure 9.2 shows the response of the system which contains a proportion 
of sustained plant. This models the system as described in equation (9. 7). The 
usual test of applying a step change in consumer load was carried out and the 
resulting change in system frequency noted. This response is typical of such 
a system which has a certain amount of plant which is capable of sustained 
operation. 
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Having determined that the proposed system model responded as required, 
the system model was then programmed in the main simulation program. 
~.20 JPa:rtidpation Factors 
The power error of the system is calculated by the L.F;C. and is allocated 
amongst the participating generator units by altering their Dispatch calculated 
set points by an appropriate amount. The amount of power allocated to each 
unit can be -partitioned in many different ways. The -Dispatch calculation 
cakulates the amount of available capacity on each unit and the power can 
then be allocated between the controlling units. 
The way in which the power is allocated was taken to be as simple as 
possible, as this was Qnly a test of the- requirements of the interfaCing and 
interaction, rather than a complete economic calculation. Clearly, economic 
factors,: play their part in the allocation of the additional power for the system, 
but in this case it was felt sufficient to use the order calculated in the Dispatch 
calculation. 
The- Dispatch function calculates the list of available units based on 
ec-onomic running at every five minute calculation period, which :was felt to be 
sufficient for this task. This function provides a ranked list of _all the units on 
the system and tlieir aval1able spare capacity.- Th.e top- or"-tl1e- list is dominated 
by the pumped stol'age units, but it was felt better not too· allocate these 
in preference to other units, as the reverse PUII1P action could not be taken 
into account. The pump storage units were modelled in the simulation as 
described and operated as discussed, but they were not placed directly under 
the command of the L.F.C. 
Thus the required system power was allocated according to the availability 
of each unit, typically the first twelve units were chosen for regulation. This 
number was decided upon as it provided sufficient capacity for the allocation 
to be effective and yet it left unaltered units which were not to be used in 
regulation. Thus at every cycle of the L.F .C. function the first twelve generators 
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in the list were available for power set :p<>int e~.ltetation. ][t WaS also found that 
as the power was allocated in such a way as to take up the available slack on 
each unit then only about ten of the available units were ever re-allocated. 
9.:u. Off-]ine §imudation 'JL'estmg 
The simulation was tested initially in an off71ine sense. This work was 
car:ried out to ensure that the simulation programme operated as required and 
that proBiems en·countered with the computer code could be solved b-efore the 
simulat!on was installed at C.E.R.L. The simulation testipg was carried out 
using a variety of forcing functions, which· represented the change in consumer 
load. These included 
(a) Transfer function analysis, 
(b) single step changes, to investigate the system response to a sudden 
generation loss incident, 
(c) multiple step changes to follow the response to continuous level changes, 
(d) sinusoidal inputs to follow the system response to slow repeatable changes 
in load, arid 
(e) random load inputs to follow the system response to actual operating 
conditions. 
With the use of the features in the model it was possible to simulate a 
number of f?YStem incidents such· as 
fa) the loss of a 500 MW generation unit 
(b) the increase or decrease of load of a 500 MW demand step 
(c) step changes in system gain, inertia and loss of regulating capacity. The 
off-line testing procedures are described below. The following sections describe 
the ofF-line testing procedures used to test the model and some of the results 
achieved from the testing. 
9.:Jl:2l §imu]ation §tud.ies using Sine Wave Jrnputs 
Many of the results ·that follow show the adaptive controller at the 
beginning of its operation. Clearly, during the initial operation, the controller 
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has no in built knowledge of the system. This means that the initial tuning 
transients are seen in the results. In practice these- tuning transients would 
be filtered out of the control action, or the controller would be started with 
a rough system model. This would lead to control action calculated on a 
standardised system model that could be used for all tests of a particular 
system in- a particular configuration. The use of the tuning transients indicates 
the speed at which the estimator can adapt to system about which it has no 
prior knowledge. 
For off-line testing purposes, the first forcing function (or driving error) 
used was that of a low frequency sine wave. The sine wave was used directly 
as the driving error, along with a small proportion of noise on the directly 
calculated wave form. The effect of this 'load error' is shown in figure 9.3. 
The calculated control signal initially is very oscillatory. This rapid 
increase and decrease is due to initialisation of the parameter estimation routine. 
The oscillatory nature is shown to illustrate the effect of the initial parameter 
tuning, starting from a completely undefined system. This command control 
signal would clearly not be allowed to be sent on to the system generators 
themselves, as this is only required for the parameter tuning and would cause 
great instability in the system and unnecessary wear and tear on the machines 
themselves. Clearly this type of control action is not required on the system. 
Once the parameter adaption has taken place the control commands follow 
directly the forcing function. In this initial case there were no lags introduced 
into the system and so that direct control action could be taken, but not of 
a practical nature. The frequency error due to the load change is controlled 
tightly as would be expected with the direct method of control. The noise on 
the load error is seen directly on the control action through the noise generated 
in the frequency. This noise is filtered somewhat by the plotting technique used. 
This simulation was carried out taking the calculated data every twenty seconds 
as the input to the L.F .C. routine. The number of estimated parameters used 
m parameter estimation routine was two parameters, which is seen to model 
the simulated system well. 
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The effect of higher order estimated . parameter models is seen in figure 
9.4. The number of estimated parameters used in the modelling process in this 
simulation was four. It is clear that the system is over modelled. The control 
action based on the model is excessive and sometimes unstable. This control 
action is obviously following the load error but is over reacting to the frequency 
error. The load error pattern is followed tightly by the control action, but 
clearly the control effort is too great. The frequency error is of the same order 
as the previous figure, but in the previous figure, the control effort was greatly 
reduced. 
9.23 Simulation Studies Using Step ][nputs 
The simulation was subjected to a number of step inputs to simulate 
generation loss incidents or sudden increases in consumer load. The system 
response was tested without using any control effort to take corrective action, 
this is shown in figure 9.5. The frequency response shows a rapid decrease, 
as the load change occurs. This is followed by a small increase, then a drop 
back to a continuous steady-state error. This plot simulates a system with a 
large proportion of sustained response, in that the frequency deviation recovers 
after its initial decrease, and then stabilises out at a continuous error. This is 
a typical plot of a system which has a controller that contributes no integral 
effort to the control action. The consumer load is a step of 300 MW and the 
final steady state frequency error is -0.006 Hz, giving a system gain of 5000 
MW /Hz, as defined in the specification. 
The simulation responds as required in the previous test, but it was felt 
that this was somewhat unrealistic as the system it was designed to model does 
not have a large proportion of machines which are capable of giving a sustained 
response. Thus the system simulation was altered in such a way as to decrease 
the proportion of sustained response machines represented in the simulation. 
This was carried out by altering the transfer function as described earlier. The 
factor used on the top of the transfer function was set to 0.95, representing the 
fact only 5% of the machines in the simulated system were capable of giving 
a sustained response. The effect on the frequency error is shown in figure 9.6. 
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Again the change in load is as before, but in this case the frequency error 
recovers only slightly and then begins to fall away, characterising the system 
response of the actual system under study. In this · case the system does not 
have sufficient reserves to support the load change and the system frequency 
decreases. The frequency would continue to decrease until the pumped storage 
units came in under frequency relay control or more drastically other consumer 
load was removed from the system. 
9.23.1 System gain test 
Figure 9.7 shows the response of the system to a typical system gam 
test. The system is operated in a mode such that there are no external control 
functions operating, the only control in the system are the individual generator 
governors. The step load change is applied to the system and corresponding 
change in frequency noted. In the steady state, the constant frequency error is 
measured and used to calculate the gain of the system. An unrealistically large 
load was used to illustrate the decrease in frequency for plotting purposes. The 
change in frequency is seen to be 0.1 Hz, this is a very large change in system 
frequency, and produces a gain of 5000MW /Hz, the programmed system ·gain. 
The figure also illustrates the problems encountered sampling the output of the 
simulation at minute intervals. The sampling frequency is such that the overall 
shape of the response is shown, but the actual detail of the response may be 
missed. In this case the recovery of the frequency after its initial rapid decrease 
is not captured, but is known to exist by studying the previous figures. 
9.23.2 Delay of load frequency control signal 
Figure 9.8 shows the system responding to a sinusoidal disturbance, 
with the L.F .C. function responding to the frequency deviation. In this case 
the excess power allocated by the L.F.C. is delayed using the delayed function 
described earlier. This simulates the inherent delay that would be seen by 
the L.F.C. commands as they are sent to the system, and before they are 
implemented on the system. This system delay would be modelled in the 
estimated model calculated by the controller as the control action is seen 
to affect the simulated system after a finite time. Again noise has been 
superimposed on the driving error to simulate noise that would be picked up 
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in the system operation. There is some noise seen on the control action, but 
has been greatly reduced by a simple averaging procedure used to filter the 
input. It is seen that the adaption routine is affected by the system noise and 
this can lead to incorrect control action being calculated, hence, filtering of the 
input variables is essential. 
Figure 9.9 shows the system response to a step change in load, and 
the response of the L.F.C. reacting to the frequency deviation. The L.F.C. 
response has been limited to avoid rapid change in power and overshoot from 
the step input. The L.F .C. estimation routine has started from an unknown 
system and hence needs to adapt as the disturbance is seen through the system. 
The initial change in the control action is influenced by the adaption of the 
parameter estimation rather than the load disturbance. Once the estimator has 
adjusted to the system it is modelling, the control action becomes dependent 
on the driving error rather than the estimation routine. There is a slight 
frequency error which persists in the system, and this is the driving error for 
the controller. The control action is increasing to remove the error totally from 
the system, which it would achieve given time, once the estimation routine has 
produced valid model parameters. If the system model is known before-hand 
from previous runs of the simulator, clearly the initial adaption is not required, 
and the control action is directly relevant to the system disturbance. The 
control action during the parameter tuning phase of operation would clearly 
not be sent to the system to be implemented. 
9.~3.3 Delayed! control action 
Figure 9.10 shows the effect of the delay term in the simulation acting on 
the calculated control action. The figure shows the amount of power allocated 
by the L.F.C. function for the control of the system frequency and the power 
actually allocated to the system at any given time. The power that is actually 
allocated to the system lags behind that scheduled for allocation by the control 
function and there is clearly a deficit of power allocation to the system. The 
allocation of power is, however, greatly filtered by the system and hence, the 
actual allocation of power is far smoother than it would have been if directly 
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applied to the system. The controller signal would require filtering before being 
sent to the generator units, as this signal is exceptionally noisy. 
9.~3.4 JPa:rametell' identification 
Figure 9.11 shows the ~stimated parameters for the system model in 
response to a step response. The L.F.C. function was working in a monitoring 
mode only in this case. This mode of operation enabled the parameter adaption 
part of the control function to be studied, without the interaction of any control 
action. Initially the parameters for the system model are unknown, and hence, 
the step input is the first of the system information to be collected by the 
estimation routine. The estimated parameters converge to constant values for 
several tens of minutes, but then they begin to diverge. This movement of 
estimated parameters is due to the system input not being 'persistently exciting', 
and after a period of rio new system information, the estimated parameters 
begin to wander away from their previous values. The lower figure, figure 9.12 
shows the decrease of the system frequency as there is no control action to 
respond to the change in consumer load. 
9.23.5 Step input with noise 
Figure 9.13 and figure 9.14 show the parameter adaption for the model 
estimation for the simulated system, and the consumer load change. There are 
two parameters estimated for the system model, which converge to steady state 
values after the step disturbance. -The parameter . e~timation, iriitially has n~ 
prior information of the system and hence, the first estimations are required to 
start to converge on the system model parameters. 
There is, initially only noise on the measurements, as the system is 
in steady state. The parameter adaption routine start to converge to a set 
of parameters with little system information to which to respond. The step 
input in demand enables the controller to begin the modelling process, which is 
clearly seen as an increase in the control command signal. The control ramps 
up rapidly, as the controller responds to the demand change, with values based 
on the previous estimated parameters. The step information provides extra 
information for the estimation routine to react to, but by this time there has 
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been an overshoot of the control action. The control action is restored by 
a rapid ramping down of the power set points and settles to a value exactly 
matching the disturbance. The parameters of the model have converged rapidly 
to the new system model, and this assists the control action to be restored to 
its correct course. 
9.~3.15 Constrained system output 
Figure 9.15 shows the control calculated for the system when a sinusoidal 
input was used to describe the system locid. The output of the L.F .C. function 
was heavily constrained by the ramp limits placed on it. These ramp values 
were deliberately chosen so that t-he calculated control commands could not be 
executed as required. The effect of these constraints on the controller is shown 
to produce a triangular shaped waveform ¥ expected. This shows the problems 
encountered- when control action is requited that cannot be delivered by the 
system in question. The system frequency is seen to follow a sinusoidal form, 
dictated by the input driving error, and the lack of ability of the control action 
to be allocated as desired by the values calculated by the control function. 
9.23. "! Controller with previously known parameters 
Figure 9.16 shows the effect of the system responding to a step change 
in load, controlled by a controller that has prior knowledge of the system. The 
parameter estimation results of a previous simulation are used as a basis for 
the parameter estimation of the next simulation~ The data arrays- used -in the 
controller do not need to be filled up with valid system data in this case as 
the initialisation of the controller uses previous valid data. The step change in 
consumer load is directly followed by a change in generation, which settles to 
its required value without any overshoot or oscillations. The system frequency 
is seen to have a small offset, which is due to the problem of 'persistently 
exciting' inputs. The step input does not contain any other change level, so the 
set of estimated parameters used to model the system are in fact incomplete, 
and another disturbance would be required to completely describe the system 
and hence enable the the estimated parameters to fully model the system. 
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9.23J:~ §teady-state parameters 
Figures 9.17 and 9.18 shown the system response to a step change in 
consumer demand and the corresponding estimated parameters calculated by 
the controller. The system is known to the controller by storing the system 
state as described earlier. The parameters converge rapidly after the system 
disturbance, and are unchanged as time progresses. The same problem as above 
is seen again as the input remains at a constant after the change, which lead 
to a small steady-state. frequency error. This error will remain on the system 
until the model can be updated by the system reacting to another disturbance. 
9.23.9 §ystem response to square-wave inputs 
Figure 9.19 and 9.20 shown the system response to square-wave inputs. 
They both show the initial parameter adaption phase, with the excessive control 
action. This is then replaced by control based on a known system model as the 
estimated parameters converge. The system error frequency is greatly reduced, 
and no steady state error is observed as the system is fully modelled by the 
estimated parameters. 
The figure (9.19) shows the controller response to a load change which 
is always greater than zero. Figure (9.20) shows the controller response to a 
positive and negative load change, along with periods of constant load. The 
estimator tracks the disturbances in such a way as to enable the controller 
ensure that the frequency error never exceeds ± 0.02 Hz. Hence, the controller 
has been shown to be able to track quite drastic changes in system load and 
continue to produce suitable control signals. 
9.24 Controller Model Response 
The simulation was operated several times usmg a step change in load 
as a driving error. The corrective action from the adaptive controller has been 
shown in several of the previous figures. The estimated model parameters used 
by the controller to calculate the corrective action were also recorded. These 
parameters are able to model the system themselves, so a check for the accuracy 
of the model estimation was carried out. The control and simulation package 
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mentioned earlier was agam used to investigate the nature of the estimated 
model. The estimated parameters were arranged to form a transfer function 
which represented the system response. This transfer function could then be 
subjected to step inputs, just as the simulated system. 
These discrete transfer functions were programmed usmg the package. 
The estimated model was then subjected to rather drastic load changes so a 
significant response could be seen. The response of the model to the change 
in load is shown in figures 9.21 9.22 9.2.3 and. 9.24. The value of n shown in 
the top figure in each case is equal to 10. Hence, the time scales of the upper 
and lower plots are the same. The lower figure in each case is a plot of the 
continuous time representation of the response. 
The first figure is the response using two 'A'-parameters, the second is· the 
response using three A parameters. There is little difference between the shape 
of two responses, except the first one has a slightly greater maximum frequency 
deviation and a greater steady-state frequency error. From the calculated 
figures, the system gain for the first case was calculated to be approximately 
5000 MW /Hz, from a load change of 660 MW to simulated the loss of a large 
modern generator unit. ·The second case produced a gain of approximately 
4888 MW /Hz, about the same value, only slightly less than the simulation 
programmed gain. Thus it is seen that the model estimation is good enough 
to model. the simulated system. This model produces a goo& estimation of the 
system parameters such that the control commands that are calculated based 
on the model ·are valid. 
9.25 Implementation of the Control Scheme 
The L.F.C. function was interfaced to the C.E.R.L. Dispatch function 
and on-line database, as shown in earlier in diagram 9.1. This was achieved 
by incorporating the appropriate link commands and required variables into 
the L.F.C. function. This interaction was complex as the database entry was 
strictly defined. The interaction between Dispatch and L.F .C. was designed 
along the lines of that proposed in the O.C:E.P.S. simulation work. The 
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controller programs were operated from a single timing and scheduler controller. 
This enabled the use of the D.E.C. V.A.X. hibernation command, which enables 
a task to be active for a given amount of time to allow it to perform it specific 
operations. After its operation has been completed, the task becomes dormant 
until it is scheduled to come out of hibernation. The use of this scheme enabled 
the required information flow between the two controllers to be synchronised 
without undue loading on the computer that was used to run the controllers. 
The hibernation controller is clearly the key to the smooth running of this 
combined control action and may aspects of its operation had not previously 
been considered. 
The variables supplied from the database and Dispatch are as follows 
(a) the maximum number of generators, 
(b) the number of generator real power measurements, 
(c) the generator status (connected, or disconnected), 
(d) the system frequency measurement, 
(e) the present time in seconds, 
(f) the power set point of each generator, at the present time, 
(g) each generator's lowest power output, 
(h) each generator's maximum power output, 
(i) each generator's maximum ramping up rate, at each output level, 
(j) each generator's maximum ramping down rate, at each output level, 
(k) each generator's dispatch calculated participation factor 
(I) the dispatch set point target for each generator, 
(m) the total system output, 
(n) the total system load 
9.25.1 Off- line simulation testing 
The simulation was initially tested usmg an off-line load curve to 
investigate the system operation and the problems involved with the database 
interfacing. When these problems had been solved, the simulation was driven 
from the system load updated from the data base. The L.F.C. was fully 
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operational at this stage. The simulated frequency from the system model for 
two simulation runs is shown in figure 9.25 ari.d 9.26. 
9.25.2 Adual system frequency response 
The actual system frequency was not available at this time for a direct 
comparison, but it is known that the system was in its normal steady-state 
without any significant perturbations. Later, the actual system frequency was 
made available from the database. This enabled the actual system frequency 
to be monitored for periods of time. A plot of the recorded system frequency 
at minute intervals, over a fifteen hour period is shown in figure 9.27. 
9.28 Comparison of Simulated and Actual Frequency Responses 
With the availability of the on-line frequency at minute intervals, if was 
possible to compare the actual system frequency with that of the simulation. 
The simulation. was run for periods of approximately thirty minutes and suitable 
data recorded. This time period was used so that the amount of data collected 
from the system and simulation did not become to great. A plot of the 
recorded system frequency and the system simulated frequency, over a twenty-
eight minute period is shown in figure 9.28. The system frequency is greatly 
smoothed by the frequency of the collection of the data, but it gives a general 
trend of the system behaviour. 
The simulated frequency deviates from zero, as the simulation has to 
start from the steady-state unlike the actual system which is always in a state 
of change. After the initial start it then begins to follow the trend of the 
system frequency. The simulated frequency is also greatly smoothed due to 
the data collection interval of a minute. The simulation was agam run to 
simulate 20 second time periods, but because of the overheads involved, the 
L.F.C. function could only be operated every minute interval. 
This figure shows the first closed loop operation of the controller, simulator 
and the on-line data. This is the fist time that such an operation has been 
carried out using live data from the C.E.G.B. system. The results obtained 
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from this successful test show that closing the loop on the controller does not 
cause any instability within the loop. The control loop is stable within the 
confines of the simulation. Although the simulation is crude, it does contain 
details such as implementation delay of the control action and the fact that 
the generators have only a limited probability of responding to the calculated 
control action. Thus the limited implementation of this control scheme initially 
shows promising results. 
The Dispatch function up to this point had been providing values for 
the L.F.C. calculation directly from the database, there was no feedback from 
the frequency controller itself. The links between the L.F.C. and Dispatch are 
shown in diagram 9.2. With the links between the database, Dispatch and 
L.F.C. operating as required, it was decided to further integrate the control 
functions. The generator power set points from the Dispatch function were 
passed to L.F .C. and altered as required. These set points were used by the 
simulation as an input but were not fedback to the Dispatch. The data flow 
was re-arranged so that the altered generator set points were sent to the system 
simulation, and to the Dispatch function. This enabled the Dispatch to calculate 
the new set points based on the previous L.F .C. target set points, rather than 
the values from the system. The result of this interaction is shown in figure 
9.29. The simulated and actu<J.l frequencies are shown for a period of twenty 
seven minutes. The simulated frequency again starts from the no error and 
proceeds downwards following the general trend of the system frequency.~ The 
system frequency and simulated frequency are not as close as in the previous 
example as the Dispatch calculation is based on the simulation response, rather 
than that of the actual system. 
This plot shows that the controller loop is still stable even when introduc-
ing the Dispatch function to the complete loop. The ability of the simulation 
to follow the general trend of the actual system frequency should be noted. 
The simulation frequency error should not be as great as that of the actual 
due to the fact of the control scheme in operation. This is in fact so but only 
over a limited period of time. Due to operational difficulties periods of longer 
testing could not be carried out. 
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9.~7 Condusion 
This chapter has described the work carried out in preparation to test 
the L.F .C. function operating in an actual system. The work included an 
investigation into the variables required to form the interface between the 
controller and the external system and the requirements to operate along side 
a real-time data base. The links between the controller and the Dispatch 
function have been investigated along with the reaction of the Dispatch to 
control commands calculated by the L.F.C. 
The use of system simulation was considered to enable the L.F .C. function 
to operate with the Dispatch system, and hence form a closed system. The 
system was designed to model the action of the whole of the C.E.G.B. generation 
system in a general way. This aim was achieved and proved by comparing the 
simulation system output with that of a typical C.E.G.B. system output. 
The simulation was shown to respond well within the limitations of the 
rather crude modelling approach. There are the required similarities between 
the actual system and the simulation which make the simulation sufficiently 
accurate to use in the further tests. The model satisfied the engineers at 
C.E.R.L. that the response was the correct shape to simulate the actual system 
to a reasonable degree of accuracy. 
Some of the most interesting results from the tests were. achieved when 
a square wave was used as the driving error for the simulation. In these cases 
the controller was sufficiently excited and responded well. The actual system 
has enough noise and general changing of recorded values that the problems 
of having non-stationary values for long periods of time is small. Various safe 
guards may be built into the controller to remove this problem. 
The parameter model that is calculated by the L.F.C. function was 
used to create a model of the simulated system to check the accuracy of the 
estimation procedure. The result of this has shown the modelling process to 
estimate an accurate model of the system under study. 
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The plots presented in the latter part of the chapter were constrained to 
a. short time period due to operation difficulties with the on-line data collection 
and recording. The time period of the plots shows that the system was in 
fairly steady-state operation. In this case the manual operation of the system 
from N ationa.l Control is possible without the need for a great deal of manual 
controiler interaction. It is seen that in this state, the automatic controller 
is able to react as well as the manual approach. It would be interesting to 
observe the prolonged effect of the described control scheme on such a system. 
The data presented was from the system in steady-state. Unfortunately there 
. were no System Incidents while the data was being recorded or minor problems 
on the system. The effect of a so termed interesting event would be useful to 
access the controllers reaction to that of a change in the system status. An 
instability on the system is not seen too often so prolonged data acquisition 
would be required to record any meaningful results. 
Although the simulation is only a crude representation of the system 
is does include some the important factors seen in the actual system. The 
integrated control scheme remains stable in closed loop operation, and the 
simulation follows the trend of the actual system. This project has given some 
insight into the problems of placing an advanced control scheme on a system 
that previously had little automatic control. It has enabled the system response 
to automatic control action to be observed, from a simulation of the actual 
system, using aCtual system data. The results are promising but due to time 
constraints, the project was unable to continue. However, it considered some of 
the implementation problems that would be associated if any sort of frequency 
control scheme were to be used on the C.E.G.B. system. 
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CHAPTER lQJl 
CCONCCJLU§JION 
This thesis has presented the results of a study of power system control 
with special emphasis on the integrated control of the system frequency. This 
has been achieved -by direct automatic control of the turbine-"generators in the 
system to establish what is termed Load Frequency Control (L.F.C.). The use 
of L.F .C. schemes to balance the energy demanded by the system load and 
that produced by the system generators has been studied in great detail. The 
original algorithms for L.F .C. were developed using fixed parameter type control 
schemes, much work has been published in this particular area. However, the 
use of non-dynamic controllers led to non-optimal control of power systems. 
Clearly, there was a need for optimal controllers that could alter their control 
action depending on the state of the system and operate within economic 
constraints. 
The general trend in power systems control has been towards centralised 
control. rooms were Energy Management Systems are used to control networks 
with greater speed and efficiency than with the traditional manual approach. 
This has led to more economic operation of the system and has had a dramatic 
effect on long system operation and planning. Computer assistance may be 
used in long term system planning as well as in hour by hour, down to the 
second by second operation of the system. The use of Energy Management 
systems has enabled power systems to be operated in a more economic manner 
and with increased security of supply to the customer. 
Initially, the type of controller investigated was of the fixed parameter 
type. This served two purposes, firstly it helped to define the problems faced 
when implementing an L.F.C. scheme in an Energy Management system, and 
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secondly general experience was gained in the area of system control. The 
controller chosen for this application was a fixed parameter controller, using a 
well known and understood P+I control scheme. Although this scheme produces 
numerically robust control action, it can only calculate an optimal response for 
a defined set of operating conditions. In the case of power systems, this leads 
to periods of non-optimal control action as the system can change its gain, and 
hence its operating point as system conditions alter. Thus the fixed control 
' 
scheme is not ideal for use with dynamically changing systems. The requirement 
for a non-static controller was realised early on in the project. 
Before using adaptive control techniques, it was necessary to decide the 
type of control required. The two questions, what is adaptive control, and 
is it useful in this application, were initially considered. Clearly there was a 
requirement for a control scheme that was able to change its control action 
depending on the response and the state of the system at any given time. 
The use of stochastic control theory cannot directly solve a non-linear problem, 
however, the problem may be linearised and then a theoretical solution may 
be calculated. With the repeated use of stochastic control schemes it has been 
shown possible to control a non-linear system. One problem that can occur 
is that the due to modelling errors, a sub-optimal solution for the assumed 
process may be calculated. Also, if the assumed model is incorrect compared 
with the actual plant, errors from the control action can become significant. It 
--·-- - - - --·- - -
has been shown that the reduced modelling process proposed in this thesis is 
able to model a system sufficiently accurately for these errors to be reduced. 
The use of adaptive control to produce a self-tuning regulator was 
investigated. The regulator may be split into two distinct sections. Firstly 
there is the system identification function, followed by the calculation of the 
control action. Various methods were reviewed for these operations. The 
methods finally used were hybrids of those reported in the literature. Many of 
the methods use the same basic ideas with some alteration to suit a particular 
set of constraints. The controller proposed in this thesis is a combination of 
several versions of the basic controller, to enable it to track rapid changes in the 
system and also follow periods with little change. This thesis has considered 
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adaptive control schemes which enable the control action to be calculated, based 
on the current system status and operating conditions. 
The estimation scheme used for the controller was a recursive least squares 
type of calculation. This is useful for dealing with systems that vary slowly 
with time. Modifications are required to the basic algorithm if the system 
under consideration varies more rapidly with time. The effect of swamping the 
algorithm with data may be seen under some circumstances. For this reason, an 
exponential window is used to control the data flow. The old data is removed 
exponentially as the new data replaces it. It is also possible to make the 
adaptive algorithm more robust to enable it to cope with plant non-lineararities 
and sudden parameter changes. The estimator must be able to respond quickly 
to changes in system conditions, this can be achieved or assisted by the use of 
a variable forgetting factor. 
The use of a self-tuning regulator was considered so that the changes 
in the system conditions could be tracked and allowed for by the controller. 
The ability of the self-tuning regulator to produce robust control commands in 
real-time is a great advantage for the on-line control of a power system. The 
regulator requires an estimated model of reduced order of the system under 
study. This model must be sufficiently accurate to estimate the system status 
to a reasonable degree, without causing errors by over modelling. 
The use of variable forgetting factors in the estimated system model has 
been proposed for frequency control. These forgetting factors allow for the fact 
that the system changes status at differing rates. The data accumulated by 
the estimator may be weighted in favour of the newer data points if the system 
is undergoing a period of change, or it can be stabilised if the system is in 
steady-state. 
The proposed controller uses the updated estimated system model as a 
basis to calculate the control action. The controller is designed to minimise the 
variance of the system error whether it is a single system or an interconnected 
system. The basic controller may be extended so that it can be used to control 
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an interconnected system as well as a single network. The frequency error and 
the tie-line power flows can be both used as control variables as required. The 
use of weighting factors in the calculation enables the required minimum to be 
reached depending on the method of operation either frequency error, tie-line 
error, or a combination of both. It is not possible to minimise against both of 
the variables as they are totally independent. 
This control scheme is able to react to all system operating conditions. 
It is able to track the system and offer optimum control action for large abrupt 
changes in consumer load or generation, or slower smaller changes. The scheme 
is two way adaptive in that it uses an on-line continuously updated model for 
the regulator, and the weighting assigned to the frequency error and tie-line 
error. The use of this controller improves the frequency response of the system 
tested. It is beneficial in system operation in both steady-state and transient 
conditions because of its ability to change the control action as the system 
conditions change. This also makes it useful for direct on-line applications. 
The current trend of linking power systems to their neighbours has 
helped to reduce their operating overheads. This method requires less plant for 
for system regulation, less spinning reserve and has increased system security. 
However, this trend has also increased ·the demands placed on the control 
functions of the system. Well defined models of the neighbouring systems are 
required to allow the meaningful control of power interchange to be achieved. 
This has effected all the control functions in the energy management of the 
system and all control schemes should now be capable of considering the effect 
of influences outside the original system. This is especially true for the L.F .C. 
strategy. 
The use of generator control modes was introduced to the controller to 
interact with the simulation. This enabled the generators to be controlled in a 
more realistic way. The introduction of Base mode and Ramp mode provided 
the opportunity to simulate differing control modes in the system. It enabled 
part manual control and part automatic control of the generator units which 
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could not previously be achieved. This placed more constraints on the L.F .C. 
function as the system characteristics could be changed even more dramatically. 
The operation of the adaptive controller was unaffected by these manual 
control operations and continued to operate with meaningful control action. The 
ability of the system to track the control state of the generators enabled the 
other long range controller functions to take account of the manual interaction 
and integrate this into the automatic control scheme. The control· states of the 
generators allowed the operator to see directly the system operating state. If 
the data from the system became invalid either by telemetery fault or failure the 
control state could be changed and indicated to the operator. Appropriate action 
could then be taken either automatically or manually. Once the data became 
valid once again the control state could be changed and the unit incorporated 
into the control scheme once again. This type of change on the system clearly 
would have caused problems to the fixed control scheme investigated in the 
early stages of the project. The enforced partial control of only some of the 
areas generators would clearly have caused the controllers response to be non-
ideal. However, using the adaptive control techniques proposed in the thesis 
the controller was able to change its system model to reflect changes in the 
actual system and hence, the control action it calculated. 
The thesis also presents an investigation into the types of support software 
which is required in an L.F .C.· scheme to- assist ·the adaptive controller. ·This 
important subject was carried out in two separate sections. Firstly, there is 
the interface between the L.F .C. function and the other command functions in 
the controller hierarchy. Secondly there is the support software required by the 
adaptive controller itself within the L.F .C. function. The interface between the 
other command functions is important because there needs to be a well defined 
exchange of information within the controller hierarchy for the optimal control 
of the system to occur. The support software around the adaptive routines 
themselves is important for the robustness of the controller. Little work had 
been carried out previously in this important area which is required to ensure 
that the controller is numerically stable, protected by invalid data values and 
continues to operate when the data is not sufficiently exciting. 
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The work into the interface requirements was continued when the con-
troller was tested· as part of the software used by the C.E.G.B. This work 
allowed the controller to be tested on live data from an actual system. Due 
to the constraints placed on the testing, only a simulated system could be 
controlled. However, the control loop was able to be closed by linking the 
L.F.C. function to Dispatch function also running alongside the simulation, yet 
receiving its data directly from the Uve system. 
The controller has been validated agaii1st the O.C.E.P.S. simulator, which 
has been in turn validated by the C.E.G.B. The controller has also been operated 
inconjunction with a C.E.G.B. proposed simulation model. This model was a 
reduced or<ler system model giving a realistic response with out the buffering 
effect of any complicated Energy Management software. It enabled a direct 
comparison to be made of the ·proposed automatic control action and· a simulation 
of the currently used C.E.G.B. manual control and dispatching techniques. 
The project has enabled the problems of interfacing L.F.C. techniques 
with Dispatching and other software. The use of on-line database operation 
and definition has also been investigated. The controller has been used directly 
with a Dispatching technique employed by the C.E.G.B. at NationaL ControL 
This showed that the controller was able to fl!nction well with action based on 
real"""time live data as well as defining the interface between the controLfunctions. 
The closed loop operation between- the L.F :c. and Dispatching function along 
with the system sirnulation and live data showed that the proposed system 
could well work to control the frequency of the C.E.G.B. system, although 
clearly there is far more work to be carried out. 
With the ever expanding size and complexity of both power systems and 
their control centres there is an increasing need for L.F.C. schemes. External 
pressures both economical and political require the control of the C.E.G.B. 
network to be altered in such a way that computer control will be required 
to carry out much of the day to day operation. Previously, systems which 
have relied on manual frequency control will, through external circumstances 
require tighter control over system frequency. There may even be a requirement 
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for economic operation using interconnecting lines to other utilities, perhaps in 
other countries. The subject of an integrated power system control strategy is 
clearly important from an operational and economical view point and should 
continue to be investigated. 
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AppelOldix Jl 
O.C.E.P.S. Scenario 
The standard test for all software within the O.C.E.P.S. package is an 
hour long scenario. This test is designed to create difficult control situations 
for the automatic control functions in the O.C.E.P.S. environment. It creates 
a set of system conditions to simulate those operating conditions which would 
be met by an actual system. The test is designed to simulate the steady-state 
running of a system and severe emergency conditions, to the limit where the 
system actually becomes separate sections. It ranges from the standard loss of 
consumer load, the loss of a generator unit and loss of transmission lines to 
the more severe condition of system islanding when the system forms separate 
electrical islands. This test causes severe transients on the system as well as 
splitting the system into separate self-supporting networks. The last test in the 
scenario requires the resynchronisation of the separate electrical islands. Clearly 
all the control software must be capable of not only controlling the system 
during these severe transients but also under islanding conditions. 
The scenario itself is presented at the end of this section. There follows 
a brief description of the various commands that are used to drive the scenario. 
It initially starts with the loss of consumer loads, a transmission line and then 
a generator. 
The scenano starts at 07:00 
(1) after 4 minutes load 4 is disconnected, 
(2) 4 minutes later load 4 is reconnected, 
(3) 2 minutes later the breaker on the sending end of line 1 IS opened, 
(4) 4 minutes later line 1 is reconnected, 
(5) 4 minutes later generator 2 Is disconnected from the system, 
(6) 4 minutes later generator 2 is resynchronised to the system. 
At this point the network is split into an active section and a non-active 
region which are then recombined. 
A1 - 1 
(7) 4 minutes later 3 lines and 2 links are opened to form a passive region 
of the network, 
(8) 4 minutes later the region is re-:-energised. 
The network is now split into islands 
{9) 3 minutes later the network is split into 2 separate electrical islands, 
(10) 6 minutes later the system is split into 3 separate electrical islands, 
(11) after 5 minutes of split operation, there is an attempt to resynchronise 
part of the network to form 2 islands. 
(12) after 10 minutes of split operation there 1s an attempt to resynchronise 
both islands to reform the complete network. 
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* SCENARIO 
* 
OCEPS SIMULATION OFFICIAL DEMO 
* REVISION 3.00.00 
* 
* DATE 
* 
24.02.87 
#TITLE OCEPS SIMULATION OFFICIAL DEMO R3.00.00 
$TIME 8/2/1985.7:0:0 
$WAIT 0.0:4:0 
$OPEN LOAD,-« 
$WAIT 0.0:4:0 
$CLOSE LOAD,Il. 
$WAIT 0.0:2:0 
$OPEN LINE SEND,l 
$WAIT 0.0:4:0 
$CLOSE LINE SEND,l 
* $WAIT 0.0:4:0 
$OPEN GEN,2 
* $WAIT 0.0:4:0 
$CLOSE GEN,2 
* $WAIT 0.0:4:0 
* 
* 
$OPEN LINE SEND,32 
$OPEN LINE SEND,24 
$OPEN LINE SEND,l9 
$OPEN LINK,42 
$OPEN LINK,43 
$WAIT 0.0:4:0 
* 
* 
$CLOSE LINK,42 
$CLOSE LINK,43 
$WAIT 0.0:3:0 
$OPEN LINE SEND,15 
$WAIT 0.0:4:0 
$OPEN LINE SEND,lO 
$OPEN LINE SEND,41 
$WAIT 0.0:2:0 
$OPEN LINE SEND,33 
$WAIT 0.0:5:0 
;* ~ait until required date and time 
;* ~ait for -« minutes 
;* disconnect load number ~ 
;* reconnect load number ll. 
;* disconnect line number 1 at sending end 
;* reconnect line number 1 
;* disconnect generator number 2 
;* reconnect generator number 2 
•* disconnect line number 32 at sending end I 
. * disconnect line number 24 at sending end ,
·* disconnect line number 19 at sending end , 
. * disconnect link number 42 ,
·* disconnect link number 43 , 
* a region of the network is now de-energised 
;* reconnect link number 42 
;* reconnect link number 43 
* the region is now re-energised 
;* network now split into two islands 
;* network now split into three islands 
$SYNC LINE SEND,32,0.0:7:0 ;*request synchronisation of islands land 2 
$WAIT 0.0:7:0 
* 
$CLOSE LINE SEND,l9 
$CLOSE LINE SEND,24 
$CLOSE LINE SEND,l5 
$WAIT 0.0:3:0 
$SYNC LINE SEND,33,0.0:7:0 ;*request synchronisation of remaining island 
$WAIT 0.0:7:0 
* 
$CLOSE LINE SEND,41 
$CLOSE LINE SEND,lO 
$EXIT 
Al- 3 
.Appendix 2 
Recursive Least Squares Algorithm 
1) Select the values of a, 1 bo and m. 
2) Using the fact that a = 1 = 1 is the ordinary least squares; a = 1 - 1 
and 0 < 1 < 1 is exponentially weighted least squares. 
3) Select initials values for P ( m) and 0 ( m) . 
4) Collect y(O), ... , y(m) and u(O), ... , u(m) and form HT (m + 1) 
5) Let t +-- m. 
6) K(t) = P(t - 1) H(t) [.! + HT (t) P(t- 1) H(t)]-l 
I a I 
7) Collect y(t) and u(t) 
8) 0 ( t) +-- 0 ( t - 1) + K ( t) [ ( z ( t) - OT ( t) 0 ( t - 1)] 
z(t) = y(t) - bou(t) 
9) P(t) +-- .!_ [1- K(t)HT (t)] P(t) 
I 
10) Form H(t + 1). 
11) Let t +-- t + 1. 
12) Goto step 6. 
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