Introduction
Antisense nucleic acids offer hope as a source of new antiviral therapies: in vitro and in vivo experimental systems show that antisense nucleic acids can inhibit the replication of many viruses (Stein and Cheng, 1993; Kilkuskie, 1997; Wagner and Flanagan, 1997) . But what of the long-term prospects for this technology? Experience with other antiviral drugs suggests that the utility of antisense compounds will be challenged by the evolution of resistant viruses. For viruses whose replication is error prone, the rate of evolution to resistance may be higher, and thus the useful life of a specific antisense shorter, but evolution of resistance may be expected for any virus in response to an inhibitory molecule. Resistance to antisense RNAs may be an especially acute problem, because the inhibition is so specific that simple substitutions in the viral genome could destroy perfect complementarity and thus reduce or destroy antisense effectiveness. Unlike other drugs, however, antisense technology is unique in that its specificity is both its Achilles heel and its salvation. A virus might indeed readily evolve to escape from antisense suppression, but the evolved virus is just as easily and just as specifically targeted with a new antisense molecule. Thus, in contrast to conventional drugs, the supply of new antisense molecules to a particular virus is potentially inexhaustible.
An inexhaustible supply of new antisense molecules does not guarantee an unlimited life span for each application of this technology, however. Changes in the viral RNA outside the antisense target might alter the secondary structure within the target region. This type of change could render all antisenses to that target ineffective (cf. Wagner et al., 1996) . On a population level, a virus might evolve several escape sequences, thereby requiring a cocktail of antisense molecules to match all of them. The intracellular dynamics of an antisense cocktail may differ enough from the dynamics of a single antisense molecule that viral suppression is reduced or lost.
These questions about the long-term utility of antisense molecules in the face of viral adaptation can only be answered empirically at this stage. The current study was undertaken to evaluate the course of viral evolution when challenged by an antisense RNA and to assess the ability of new antisenses to control the escape mutants. Our system used the RNA bacteriophage SP and a 240 base antisense RNA expressed from a vector inside the host cell (Hirashima et al., 1986) . The antisense molecules being tested as pharmaceutical drugs are typically much shorter than this (e.g. Wagner et al., 1996; Stein and Cheng, 1993; Wagner, 1994; Wagner and Flanagan, 1997 ), but our observations apply directly to many vectorborne antisense RNAs currently being studied as antiviral agents (see Discussion) and also offer some cautions to the application of short antisense molecules as antiviral agents.
Results
Phage SP is a positive-stranded RNA virus (related to the better-known RNA phage Q␤), in which the 4.3 kb genome serves as a polycistronic message for four viral genes. SP was propagated on bacterial hosts expressing the D1 antisense RNA from a plasmid vector (Hirashima et al., 1986) . This antisense RNA is complementary to bases 31-270 of the viral strand, which includes 24 bases of the viral 5Ј noncoding region and extends into the first gene (the maturation protein) over 200 bases. Two independent lines were selected on the D1 antisense RNA. Each line constituted the transfer of a phage population through 40 cycles of liquid culture growth (or through 40 combined cycles of liquid culture growth and selective platings) and represents 200-400 total doublings of phage concentration. Selection I was initiated with an isolate (designated Wt) from our original sample of phage SP; selection II was a replicate of selection I but was initiated with an isolate (Wt *) from a line that had been propagated for 40 cycles on an antisense-free host in this laboratory.
The inhibitory effect of the antisense RNA constitutes a form of selection for resistant phages, and our goal was to assess the ability of the phage to evolve resistance and to identify the mechanisms conferring the resistance. Three plaque isolates were analysed from the 40th cycle of selection I (designated IA, IB and IC), and three plaque isolates were analysed from the 40th cycle of selection II (IIA, IIB and IIC). When tested on hosts expressing the D1 antisense, the fitnesses of all six isolates from the end of the selection were higher than the fitnesses of the starting phages: all six end-point isolates had fitnesses in the range of 3-5, but the fitness of the starting phage was negative in selection I and was unity in selection II (Fig. 1) . At the level of statistical significance in our assays, no fitness differences were evident among the evolved isolates of selection I or among those of selection II.
Although the evolved phages are better than Wt and Wt * in resisting suppression by the D1 antisense RNA, the data do not indicate what fitness might be expected when complete resistance is achieved. Evaluating this upper limit to phage resistance is complicated by the fact that the expression of antisense RNA can suppress phage growth in two ways. First, antisense RNA can suppress phage growth directly, for example by interfering with translation. Secondly, antisense RNA can suppress phage growth indirectly: a high level of RNA expression retards cell growth and, as phage growth depends on cell metabolism, RNA expression from the vector can retard phage growth even if the RNA does not interfere with phage RNAs. More generally, a variety of effects of 'antisense' molecules has been observed that are not caused by complementarity with the target (Stein and Cheng, 1993; Wagner, 1994) .
In theory, viral adaptation can only overcome direct antisense inhibition (e.g. by avoiding binding by the antisense molecule). To assess the magnitude of indirect inhibition in these fitness assays, Wt phage was grown on a host expressing a control 'antisense', which was not complementary to the viral genome (our control plasmid expressed the sense strand of the virus for bases 31-270). The fitness of SP on this host was approximately 5.2 (indicated by the arrow in Fig. 1) , slightly above the highest fitnesses of our escape mutants. Thus, continued evolution of these viruses on antisense D1 might have been accompanied by further adaptation and slightly higher fitnesses of escape mutants. The fitness of Wt on this control host was only 1.4 less than that obtained from growth of Wt on antisense-free A/, so the magnitude of indirect inhibition is modest relative to the magnitude of direct inhibition (data not shown).
Sequences
In both selections, base substitutions evolved in the region of the phage targeted by the antisense (Table 1) . During ᮊ 1998 Blackwell Science Ltd, Molecular Microbiology, 28, 835-846 Fig. 1 . Fitness evolution of phage SP on antisense D1. Open triangles represent the Wt and Wt* phage used at the beginning of each selection; closed triangles represent the evolved isolates. Phage Wt* had been preselected on an antisense-free host to allow adaptation to liquid culture propagation. As noted in Table 1 , it accumulated two substitutions in the antisense target region, which may account for its improved growth on antisense D1 (a test of the difference between Wt and Wt* fitnesses rejects the null hypothesis of equal fitnesses at P < 0.001). At the end of each selection, fitness was analysed for three isolates (A, B and C). The fitness measure used here represents the logarithm (base 2) of the hourly increase in viral density when grown on antisense-expressing host carrying plasmid pMIC-D1: the viral density changed by a factor of 2 (fitness) per hour. In both selection I and II, fitnesses are significantly heterogeneous among isolates, indicating that fitness improved significantly between the initial and final stages (F 3,4 > 2000, P < 0.001 for selection I; F 3,7 ¼ 18, P < 0.005 for selection II). No significant heterogeneity was observed among the evolved isolates of selection I or among those of selection II. The arrow indicates the fitness of Wt phage on a host expressing a control RNA and represents an approximate maximum fitness of phage SP in this system. selection, each isolate accumulated 3-4 differences from the initial sequence (substitutions at positions 102 and 224 arose in Wt *, rather than during antisense selection). On the one hand, there was considerable variation among isolates: four different sequences were observed among the six isolates analysed. On the other hand, there were many similarities among the isolates: at the 5Ј end of the target region, five of the six isolates changed at both positions 34 and 36 (the other changed at positions 34 and 39); nearer the 3Ј end, four isolates changed at position 236.
Most of the observed substitutions either were located in the 5Ј non-coding region of the virus immediately upstream of the ribosome binding site for the maturation protein (positions 34, 36 and 39) or were in the coding region but did not affect the amino acid sequence (102, 132, 186 and 207) . Furthermore, the substitution at 236 was the conservative change of alanine to valine. The only other amino acid change from Wt was the non-conservative change of lysine to arginine, which evolved in Wt * during growth on A / rather than in response to antisense selection (although this substitution actually reverted in IIA).
Inhibitory effects of new antisense RNAs
Perfect antisense RNAs were created to inhibit three of the evolved isolates: IA, IIA and IIC. The fitnesses of these three phages were determined in all combinations with the new antisenses (Fig. 2) . The new antisenses were effective, but their effectiveness was mostly limited to the isolate that they matched perfectly (although antisense to IIC was also moderately effective against phage IA). The combined results of these evolved isolates on the new antisenses and D1 indicate that complementarity between the virus and the antisense is critical to the inhibitory effect of the antisense RNA.
Secondary structures
The physical mechanism of hybrid formation between sense and antisense RNAs has been studied in a number of naturally occurring systems in which antisense RNA provides a mechanism for regulating gene expression at the post-transcriptional level [reviewed in Wagner and Simons (1994) ]. In many systems, the secondary structure of both the sense and the antisense RNAs plays a key role in the process. For some systems, the first step is the formation of a kissing intermediate between complementary hairpins in the two molecules. Unpaired nucleotides within the complementary hairpin loops provide the initial contact, and the process is enhanced by the presence of unpaired nucleotides (bulge or interior loops) within the stem of the hairpin (Hjalt and Wagner, 1995) . In a second step, more extensive hybridization of single-stranded regions of the 
Nucleotide changes in the antisense target region of phage SP after selection on antisense D1. Positions 1-55 are in the 5Ј non-coding region of the virus; positions 55-1407 code for the maturation protein. The region complementary to the antisense D1 begins with base 31 in the phage genome. A blank cell indicates that the base was the same as listed for Wt. The target region sequence of Wt* differed from that of Wt at positions 102 and 224. These two substitutions were retained in all selection II isolates except IIA, which reverted to Wt sequence at 224. The sequence of Wt differed from the published sequence at positions 30 (U not C) and 208 (A not G) (GenBank X07489; Inokuchi et al., 1988) . Except for positions 224 and 236, substitutions resulting from antisense selection are either in non-coding regions (34, 36 and 39) or do not change the inferred amino acid sequence of a protein. The nucleotide substitution at 224 causes a change from lysine to arginine; the substitution at 236 causes a change from alanine to valine in the inferred amino acid sequence. The base U was inferred from a T in the DNA sequence.
Fig. 2.
Fitnesses of phages on antisenses developed against evolved isolates IA, IIA and IIC. All antisense RNAs were most effective against the phage isolate they were targeted against; inhibition was weak or absent against all other isolates, except in one case (isolate IA on the antisense constructed against IIC). For each of these three new antisense RNAs, fitnesses of the four phages tested on it are significantly heterogeneous (in ANOVAs, P < 0.005 for antisenses developed against IA and IIC; P < 0.02 for the antisense targeted against IIA). Furthermore, for each new antisense RNA, fitness is significantly lower for the isolate targeted by the new antisense than for the other three isolates combined, indicating that the new antisense RNA is more effective against the isolate for which it was designed than against the others (in t-tests, P < 0.001 for antisense IA and IIA; P < 0.03 for antisense IIC). However, although isolates not specifically targeted by the new antisense RNA largely escaped inhibition by that antisense, their fitnesses were not uniform: fitnesses of isolates Wt, IIA and IIC measured on antisense IA are significantly heterogeneous (P < 0.025), as are fitnesses of Wt, IA and IIA measured on antisense IIC (P < 0.01). Otherwise as in Fig. 1 . two molecules occurs. Genetic studies have shown that a single base change within the hairpin loop can alter the specificity of the sense-antisense interaction (Tomizawa, 1990) . In view of the importance of RNA structure during hybrid formation in the naturally occurring systems, it was of interest to examine the RNA structure in the artificial SP system. Analysis of changes in predicted RNA structure in several of our escape mutants suggests that the process of sense-antisense hybrid formation in the artificial system is similar to that found in naturally occurring systems.
The secondary structure of the 5Ј region of the RNA has been studied both in coliphage SP and in its close relative coliphage Q␤. Studies by electron microscopy on the genomic RNA from a variety of RNA coliphages have shown that these RNAs can fold into a number of large, unusually stable, independent structural domains Jacobson, 1991) . In SP, a large stable domain is observed at the 5Ј end of the RNA (A. B. Jacobson, ᮊ 1998 Blackwell Science Ltd, Molecular Microbiology, 28, 835-846 Fig. 3 . A secondary structure model for the large 5Ј domain of coliphage SP RNA for the published sequence but accommodating the two differences observed in Wt (Table 1) . The model is based in part on the optimal folding predicted for this region with MFOLD 2.3. It was modified, however, by forcing two basepairs to form (199, 248, and 171, 307) , rendering it similar to the 5Ј domain of a phylogenetic-based model for SP secondary structure (Beekwilder et al., 1996) . The 5Ј domain includes long-range interactions that pair nucleotides 455-459 with the ShineDalgarno (SD) region (shown boxed) preceding the start of the viral maturation/ lysis gene. These interactions are thought to suppress the translational initiation of the viral protein. The figure has been annotated to show the position within the secondary structure map of all base substitutions that are listed in Table 1 (open circles), including the substitutions at sites 102 and 224 that evolved in Wt*, the strain optimized for growth in the absence of antisense. Nucleotides at the start and end of the region complementary to antisense RNA are indicated in reverse contrast. Four hairpin loops that may participate in RNA-RNA kissing as the antisense RNA interacts with the genomic RNA are labelled A-D; WatsonCrick basepairs in these hairpins are indicated with a dash, U-G basepairs with a dot. unpublished studies). The structure of coliphage SP RNA has also been examined by comparative sequence analysis, and a model has been proposed for the 5Ј domain (Beekwilder et al., 1996) that is consistent in size and position with the structure that is observed by electron microscopy.
Our secondary structure model for the 5Ј domain of SP RNA is based on modelling with the computer program MFOLD (Zuker, 1994) , on comparative sequence analysis and on structural analysis by electron microscopy (Fig. 3) ; it is largely consistent with the Beekwilder model. The domain extends from nucleotide 35 to nucleotide 741. A long-range helix formed by nucleotides 46-55 and nucleotides 450-459 includes the Shine-Dalgarno region preceding the viral maturation/lysis initiation region. This long-range interaction is thought to suppress the translational initiation of the maturation/lysis protein (Jacobson, 1991; Beekwilder et al., 1996) . The antisense RNA used in the current experiments complements the SP genome from nucleotide 31 to nucleotide 270 (positions indicated in Fig. 3) .
In contrast to the range of methods used in deriving our model for the 5Ј domain of SP RNA, the model for the secondary structure of the antisense RNA is based entirely on computer modelling. Because we lack auxiliary information, we have used the 'well-determinedness' of individual features (Jacobson & Zuker, 1993; Zuker & Jacobson, 1995; Huynen et al., 1997; Jacobson et al., 1998) to assess the reliability of the prediction of individual structural features. The predicted optimal folding for the antisense RNA is shown in Fig. 4 . Four local hairpins (labelled A-D) contain single-stranded loops with nucleotides that are complementary to nucleotides in the hairpin loops (labelled A-D in Fig. 3 ) of genomic RNA. Hairpins A, C and D in the antisense molecule are well determined, suggesting that they are predicted correctly. Conversely, long-range interactions at the outer bounds of the antisense model are poorly determined, suggesting that the structure of the lower region of the antisense molecule, as shown in Fig. 4 , may alternate between a relatively open conformation and the one shown. Hairpin B is found in a number of alternative conformations, one of them identical with hairpin B of Fig. 3 ; however, this conformation is predicted to be slightly suboptimal.
The sites of nucleotide changes in the various escape mutants listed in Table 1 are marked by open circles in Fig. 3 . They cluster into two regions of the modelled structure. Several mutations are found in the stem region at the site where the 3Ј end of antisense RNA would bind. The remainder are located between nucleotides 102 and 236 in a region containing four small hairpins that are marked A-D. One of the nucleotide changes is located in the loop of hairpin B, and the remainder are located in the stems of hairpins A, C and D. The figure also shows the position of two nucleotide changes that were found in Wt *, the strain optimized for growth in the absence of antisense. We computed the predicted secondary structure for the entire 4276 nucleotides of six viral genomes (Wt, IA, IB, Wt *, IIA and IIB). These studies showed that all three of the base changes shown in hairpin A lead to modification of this hairpin and, in all cases, the mutant hairpins are more stable (have a lower calculated free energy) than the hairpin predicted for the wild-type genome. In two cases, an AC mismatch (interior loop) is converted to an AU basepair; in another case, a GU pair is converted to a GC pair. The base changes in hairpins C and D also enhance the predicted stability of these hairpins. These results suggest that, as in some naturally occurring systems, RNA kissing plays a role in hybrid formation and the consequent inhibition of viral growth in the artificial antisense system. The nucleotide change observed in hairpin B of Fig. 3 would be expected to alter the specificity of a loop-loop interaction directly. Changes that strengthen hairpin stem stability may also alter antisense efficacy: Hjalt and Wagner (1995) showed that the sense-antisense pairing rate constants were decreased and the equilibrium dissociation constants were increased, when hairpin stability was increased through the removal of bulge and interior loops.
Base substitutions at positions 36 and 39 in the escaped genomes all destabilize the long-range helix formed between nucleotides 35 and 42 and between nucleotides 734 and 741 (Fig. 3) . Nucleotides 35-42 lie immediately upstream of the ribosome binding site for the viral maturation/lysis protein, and destabilization of this helix might be expected to affect the regulation of translational initiation for the maturation/lysis protein. However, as virus from the escaped strains appears to be as viable as the wildtype strain (as can be inferred from the fitnesses in Fig. 2) , it seems unlikely that structural changes caused by these nucleotide changes have important biological consequences (in the absence of inhibitory antisense RNA). One might also predict that destabilization of this helix leads to enhanced antisense binding to genomic RNA because of reduced competition from native RNA structure. Yet, the reverse is observed -the mutant genomes escape from antisense suppression. Thus, it may be that RNA-RNA hybridization per se at the 3Ј end of the antisense molecule, rather than RNA structure, is essential in the formation of the stable RNA-RNA complex. It is noted that the unstructured end, albeit the 5Ј end, of sok RNA is necessary for antisense activity against hok mRNA Gultayev et al., 1997) .
Strain SP Wt * was adapted for optimal growth by natural selection (see above). It has two nucleotide changes, one at position 224 within the loop of hairpin A and the other at position 102 in hairpin D of Fig. 3 . The predicted stability of both hairpins is enhanced as a result of these mutations. In addition, the number of unpaired nucleotides in the predicted hairpin loop of hairpin A was reduced from eight to three nucleotides. Interestingly, strains carrying these two mutations are less sensitive to the original antisense molecule (Fig. 1 ). There is a slight suggestion (not statistically significant) that fewer changes may have been needed for Wt * to escape antisense suppression than for Wt to escape but, nonetheless, many of the same substitutions evolved during selection II as in selection I.
Discussion
This study was a simple exercise in determining whether an RNA virus could escape antisense suppression. Initially, the antisense D1 inhibited growth of the wild type. However, a relatively brief period of selection yielded variants that were both nearly free of the inhibitory effects of the antisense and without obvious fitness cost to the virus, as judged by the high fitnesses of the variants when grown on hosts expressing other antisense RNAs. This conclusion by itself is perhaps not surprising, given the many examples of viral escape from drugs. Some aspects of the results were less obvious however. First, although the antisense was long (240 bases), only 3-4 substitutions in the phage were sufficient to render it insensitive to inhibition. Secondly, only two viral lines were subjected to antisense selection, but four different escape mutant sequences were obtained from sampling only six isolates. Although many nucleotide substitutions (or substitution sites) were shared among the isolates, the sequence differences among isolates affected inhibition: a perfect antisense RNA created against one escape mutant was ineffective against the other escape mutants tested. Thus, the selection imposed by a single antisense yielded a variety of escape mutants, many of which required a different antisense to suppress it.
The result that few mismatches enabled efficient viral escape from antisense suppression is somewhat contrary to observations that single-base mismatches in short antisense oligonucleotides have only a fewfold effect on the rate of target degradation (e.g. Woolf et al., 1992) . (Observations of non-specific binding between antisense molecules and unintended RNAs might also be considered somewhat contradictory; cf. Herschlag, 1991; Wagner et al., 1996 .) An important feature of our design that may explain the sensitivity of antisense binding to so few mismatches is that viruses were selected for escape from antisense suppression. That is, propagation of these viruses in the presence of antisense RNA should have selected those mismatches with the largest effects in resisting inhibition by the antisense. Possibly, other mismatches between the virus and antisense RNA had only minor effects on viral escape.
Some of the same nucleotide sites evolved substitutions in both independent lines. Considering the small percentage of sites that changed in both lines, this high level of convergence suggests that viral escape from antisense molecules is not merely a consequence of arbitrary sequence dissimilarity from the antisense RNA. Rather, a mutation's success in allowing the virus to grow in the presence of antisense RNA may depend on constraints, i.e. whether the mutation decreases viral fitness, and on effectiveness, i.e. whether the mutation substantially reduces binding of the antisense RNA. Regarding constraints, some substitutions will alter protein sequence to the detriment of virus growth and will not evolve for this reason alone. Indeed, most observed substitutions did not affect the inferred protein sequence, suggesting that amino acid substitutions may be deleterious. Furthermore, the paucity of missense substitutions is consistent with the hypothesis that RNA sequence/structure is the primary selective effect favouring a substitution.
Models of secondary structure suggest mechanisms underlying the effectiveness of the mutations allowing viral escape from antisense inhibition. From previous work on naturally occurring systems of antisense regulation, it is clear that binding between complementary single-stranded regions is critical to antisense control but that the actual formation of the double-stranded, linear duplex is initiated at the ends of the two molecules (Tomizawa, 1990) . In this study, we identified three types of structure in which nucleotide substitutions occurred: (i) hairpin loops; (ii) hairpin stems (substitutions invariably enhanced the stability of the stem); and (iii) the 5Ј end of the target region, immediately upstream of the ribosome binding site.
The first two kinds of substitutions seem explicable in view of previous work on the Col E1 RNA I-RNA II interaction, especially the binding between hairpin loops in initiating duplex formation (Tomizawa, 1990) . Furthermore, the fact that so few substitutions had such a profound effect on viral resistance supports the idea that specific interactions between folded molecules are critical for inhibition by the antisense RNA. In view of the small number of non-Watson-Crick pairs in the pertinent hairpin stems of Wt, there would appear to have been relatively few opportunities for changes of type (ii) that did not also encode amino acid changes. Only one missense substitution was in fact found, suggesting that most amino acid changes are deleterious. This type of constraint could explain further why many of the same substitutions occurred in both selections. In contrast, changes of type (iii) may reflect a different mechanism of antisense action, perhaps simply that hybridization is required between the viral target and the 3Ј end of the antisense RNA.
Antisense RNA as the driving evolutionary force: ruling out the alternatives It is almost reflexive to conclude that the viral evolution observed was selected by the antisense RNA. Yet this hypothesis is but one of two plausible classes of explanations for the evolution of the viral target region: (1) substitutions in the viral target region evolved primarily to escape antisense suppression; or (2) substitutions in the viruses evolved primarily for other reasons (e.g. enabling the virus to grow better on host A /) and only incidentally affected antisense suppression.
For any virus propagated long enough, substitutions will accumulate incidentally in virtually any long region, so the mere observation of evolution in the target region is not sufficient to conclude that antisense selection was the cause. Indeed, in the absence of antisense selection, Wt * accumulated two substitutions in the target region (positions 102 and 224 in Table 1 ), and both substitutions share characteristics with those that evolved during D1 antisense inhibition (one strengthens a hairpin, the other is in a loop).
The evidence in this study supports hypothesis 1: antisense selection was the primary evolutionary force. First, every escape mutant shared substitutions in common with at least one other escape mutant, even between selection I and II, which were initiated with different starting phage populations and were propagated under different conditions. In contrast, the two positions that changed in Wt * phage in the absence of antisense suppression did not arise in the first selection. One substitution (A224G) in Wt * was even reversed during antisense selection, despite the fact that reversion improved the complementarity between the Wt * genome and the D1 antisense RNA. Thus, simple complementarity between antisense RNA and its target, even in regions predicted to be unpaired in both molecules, is but one of several determinants required for effective inhibition by the antisense. Further, that convergent molecular substitutions arose from propagation in the presence of antisense RNA, but not in its absence, is consistent with a selective effect of the antisense molecule. Secondly, the antisense RNAs made against the escape mutants IA, IIA and IIC were each as effective individually as the original D1 antisense was against Wt phage. Had the primary selective basis of evolution merely been improved growth in liquid culture (hypothesis 2), suppression of phages IA, IIA and IIC by the new antisense RNAs should have been compromised by improved growth rates of the evolved viruses. Although we cannot rule out subtle fitness effects in our assays, improved growth rates were not observed. Thirdly, the viruses evolved higher resistance to the antisense RNA when grown in its presence rather than in its absence.
We have not attempted to make quantitative predictions about the magnitude of sense-antisense binding required to achieve viral suppression. The partial inhibition of isolate IA by antisense IIC, in contrast to the lack of suppression by antisense IA on isolate IIC (Fig. 2) , suggests that such predictions cannot be made by simple considerations of the effects of positional mismatches between sense and antisense strands.
Generality to other systems
The antisense system used here differs in some important ways from other antisense molecules often used, and these differences may limit the generality of our results to some types of antisense molecules being studied as potential antiviral agents. First, the antisense RNA used here was much longer than the short oligonucleotides (< 20 bases) being studied in some systems and offering the greatest promise as possible pharmaceutical agents (Wagner, 1994; Fu et al., 1996; Wagner et al., 1996; Boulme et al., 1997; Jairath et al., 1997) . Long antisense molecules, widely used in viral research, may find application where drugs cannot otherwise be administered (e.g. Ottavio et al., 1992; Koshel et al., 1995; Gaines et al., 1996; Olson et al., 1996; Tung and Tung, 1996; Bell et al., 1997; Ji and St, 1997; Wu and Gerber, 1997) , but any extrapolations of this study to short antisense molecules must acknowledge this difference. Secondly, we used RNA as an antisense molecule; the short antisense molecules currently under study as possible drugs are more typically DNA or DNA analogues, which, when bound to their target, allow cleavage of the target RNA by RNase H. Although RNase III might perform an analogous function in the SP system by cleaving double-stranded RNA, the specificity of that enzyme precludes it from acting in most situations. However, to the extent that antisense complementarity is critical to viral inhibition, the specific mechanism of that inhibition may not be important for extending our results to other systems.
The escape of SP from antisense RNA inhibition was characterized by (i) few (typically four) base mismatches between the virus and antisense RNA; (ii) mismatches arising in different structural positions in the RNA; and (iii) viral polymorphism -several different successful viral escape sequences. Overall, these results lead us to anticipate that viral evolution will be a problem in many other antisense systems. Furthermore, any one virus may use a variety of mechanisms to avert suppression by antisense molecules and may thus require a variety of new antisense molecules to suppress evolved populations.
The results are likewise illuminating in revealing how the virus did not respond to antisense suppression. First, no major change in RNA secondary structure was observed. Although sequencing was restricted to the region of the SP genome complementary to the antisense RNA, the fact that new antisenses inhibited the evolved phages indicates that changes outside the target region were relatively unimportant in providing an escape mechanism. This result is encouraging, especially because flanking sequences have been reported to affect the efficacy of short antisense oligonucleotides greatly, probably through the effects of flanking sequences on secondary structure (Wagner et al., 1996) . If the secondary structure of the viral RNA is constrained so that most changes in it are deleterious, the pathways available for viral escape from a short antisense molecule may be confined to base substitutions in the sequence complementary to the antisense molecule. Nevertheless, the fact that we did not observe major changes in secondary structure of our escape mutants may have been caused by the simple fact that easier means of escape were available.
Secondly, substitutions in coding regions were largely limited to 'silent' mutations and, when located in hairpin stems, increased the stability of the stem. This narrow spectrum of types of changes in stem regions may reflect the types of constraints operating on viral adaptation. The stem regions may have offered few opportunities for substitutions that did not cause detrimental changes in protein sequence and that also alleviated suppression by the antisense RNA. From an understanding of these constraints, it may be possible to screen potential antisense targets in viruses and choose regions that, a priori, offer few pathways of viral escape. The use of short antisense molecules should facilitate this analysis of constraints.
Perhaps the most disturbing result here is that many different viral sequences resisted inhibition by the original antisense RNA; at least four antisense molecules would be required to control the combined suite of escape mutants and the original phage. Our sampling of escape mutants was relatively limited, and many other successful escape sequences probably existed. Using an antisense system that requires expression from a vector (as used here), it is unlikely that such a polymorphism could be controlled effectively, because it is difficult to express multiple antisense RNAs in a single cell. For short antisense oligonucleotides, a cocktail would be required to control viral polymorphism, but such a cocktail might not be as effective as a single species against a single viral sequence, especially given the non-specific binding that is frequently observed to be deleterious to the cell (Herschlag, 1991; Woolf et al., 1992; Wagner et al., 1996) . The long-term success of antiviral applications of antisense molecules may thus demand that antisense molecules target viral regions so highly constrained that escape from a single antisense molecule is impossible or very limited.
We are intrigued by the fact that a structural analysis of the genomic RNAs from escape mutants has allowed us to propose a basic mechanism for antisense suppression in this artificial system. The results were unexpected, and they illustrate the power of using natural selection to explore basic molecular mechanisms in biology. It should be noted however, that additional experimental studies are needed to verify our proposed mechanism for sense-antisense interaction. These studies would include genetic analysis and structural probing in solution to establish the proposed conformation of the antisense RNA. In addition, in vitro studies on the kinetics of RNA pairing between antisense RNA and the various mutant RNAs are needed to show rigorously that the rate of RNA pairing has been altered in the mutant genomes.
More generally, this study points towards a technology in which viral adaptation to resist an inhibitor can be analysed in vitro, and for which the inhibitor itself can be modified in subsequent rounds to block the evolved viruses. When the inhibitor molecule is itself a nucleic acid or its formation is directed by one, one can, in essence, 'evolve' the inhibitor to overcome the resistant virus by using the evolved virus as a selective agent on mutated libraries of the inhibitor. Expression libraries have been used already to identify viral inhibitors (Holzmayer et al., 1992 ), but it may be possible specifically to overcome viral resistance by selecting libraries of specific inhibitors against the resistant viruses. The possibility exists for some classes of inhibitory agents (although probably not for antisense molecules) that this approach could eventually yield broad-spectrum inhibitors, effective against many different viral strains resistant to earlier generations of inhibitors.
Experimental procedures
The virus used was the RNA bacteriophage SP (positivestranded genome of approximately 4.3 kb). The plasmid pJD406 and its polylinker-containing derivative pJD408 were specifically designed for the expression of antisense RNAs (Coleman et al., 1985; Hirashima et al., 1989) . Both plasmids express antisense from an IPTG-inducible promoter. pJD406 was the parent of pMIC-D1 (Hirashima et al., 1986) , which expresses a 240 base antisense RNA; plasmids expressing antisense RNAs directed against phages IA, IIA and IIC were similar to pMIC-D1, except that the backbone was pJD408. The antisense in pMIC-D1 is complementary to bases 31-270 of the viral (þ) strand, encompassing 24 bases of the viral 5Ј non-coding region and over 200 bases of the maturation protein; the ribosome binding site for this gene lies entirely within the region complementary to the antisense RNA. The antisense RNA also carries sequences at each end that are not complementary to the phage but stabilize the RNA against degradation (Hirashima et al., 1986) . The host used for plating was the Escherichia coli K-12 strain designated A/ by Hirashima et al. (1986) ; this strain was also transformed with the antisense plasmids, and transformed cells were used as the antisense-expressing hosts. Northern analyses (not shown) confirmed that antisense RNAs were produced from the plasmids and that, as expected from the plasmid construct design, they were IPTG inducible. The media were Luria-Bertani (LB) broth (10 g NaCl l
¹1
), plates consisted of LB agar (15 g l ¹1 agar), and soft agar contained 7 g l ¹1 agar; ampicillin was added to 100 g ml ¹1 for growth of plasmid-containing cells; all incubations were carried out at 37ЊC.
Selection
Two independent phage lines were selected on the D1 antisense. Propagation of a selected line consisted of transferring phage either through a series of liquid cultures or through liquid cultures and selective platings. In liquid culture selection, cells containing pMIC-D1 were induced (2 mM IPTG) for at least 1 h to express high levels of the antisense RNA before phage were added; the culture was grown for 2-4 h, and phage were recovered after chloroform treatment to complete cell lysis. Selection on plates consisted of inducing cells for at least 1 h in 2 mM IPTG, plating phage plus cells in 2.5 ml of soft agar containing IPTG, incubating for approximately 4 h and recovering phage in the supernatant of a centrifuged suspension of the soft agar in LB broth and chloroform.
Phage transfer from one plate to the next or from one liquid culture to the next involved a dilution factor of 10-fold to 1000-fold, depending on how well the phage grew in the presence of an antisense. Lower dilutions were used in the early stages of selection to prevent loss of the phage population and to passage large enough numbers of phage to retard genetic drift. Higher dilutions were used as adaptation improved phage fitness. The first selected line (selection I) consisted of 18 cycles of plating and 22 cycles of liquid culture selection, whereas the second selected line (selection II) consisted of 40 cycles of liquid culture selection. Overall, from the dilution factors, we ᮊ 1998 Blackwell Science Ltd, Molecular Microbiology, 28, [835] [836] [837] [838] [839] [840] [841] [842] [843] [844] [845] [846] estimate that each selected line experienced a total expansion of the phage population of 2 200 -to 2 400 -fold (the equivalent of 200-400 phage doublings), which provides a measure of the potential for adaptive evolution. The first selected line was initiated from a wild-type stock of SP obtained from A. Hirashima (here designated Wt ). To control for the possibility that most of the evolution occurring was merely an adaptation to liquid culture propagation, the second selected line was initiated with isolate Wt *, which was isolated from a culture initiated from Wt and propagated for 40 liquid cycles on an antisense-free A /.
Fitness assays
Phage fitness was estimated from the increase in phage concentration per hour on antisense-expressing hosts in liquid culture. Hosts carrying the antisense plasmid were grown from a frozen stock overnight at room temperature in LB þ Amp, diluted and grown for at least 2 h at 37ЊC to a cell density of 5 × 10 7 ml
¹1
. IPTG was added to 2 mM to induce the antisense RNA. Cells were then grown for 1 h at 37ЊC with aeration; SP phage were added at a concentration of 10-1000 phage ml ¹1 (time t ¼ 0), and the concentration of free phage and infected cells in the flask was determined at t ¼ 2 h without chloroform treatment by plating on A/. Initial phage concentrations (t ¼ 0) were plated directly from the phage stock used to infect cultures.
Fitnesses were quantified as one half log 2 of the ratio of the phage concentration at 2 h divided by the phage concentration at t ¼ 0. These numbers can thus be thought of as the number of doublings of phage concentration per hour. This is a simple measure of the growth capacity of an organism and does not assume reproduction by fission: 100 progeny represents 6.6 doublings (26.6), for example; nonetheless, two phages with the same fitness may differ in burst size, adsorption or other traits. These fitness measures are typically reliable to within 0.5, although occasional estimates for the same isolate differ by 1.0. Statistical comparisons of fitnesses used ANOVAs and t-tests.
Sequences of viral isolates
The sequence of bases 31-270 in the phage was determined either by direct sequencing of a reverse transcription-polymerase chain reaction (RT-PCR) amplification product or by sequencing a cloned RT-PCR product. When clones were used, at least two clones were sequenced from each phage isolate to account for variation created within the plaque or within the PCR, except when the sequences were identical between two phage isolates from the same selected line. Primers for PCR were oligodeoxynucleotides identical to the published viral strand sequence at positions 11-29 and identical to the complementary strand sequence at bases 293-273 (T was used in place of U). For potential cloning, primers carried restriction site sequences 5Ј to the portions matching the SP sequence, although most cloning was done with TA cloning kits from Invitrogen, which do not require restriction sites.
Phage were grown in 2 ml LB cultures, treated with chloroform and concentrated by centrifugation after removing bacterial debris. Phage were resuspended in water, treated with phenol, and the RNA was precipitated. Treatment of the phage suspension with DNase was found to eliminate the occasional amplification of an E. coli DNA fragment. RT-PCR was performed using Promega's Access RT-PCR kit (A1250). For the RT step, the sample was: (i) heated without enzyme for 2 min at 98ЊC; (ii) placed on ice for 15 min (enzyme was added at this step); and (iii) incubated at 48ЊC for 60 min. The PCR phase followed with (i) 2 min at 94ЊC, 1 min at 48ЊC, 1 min at 72ЊC (1 cycle); (ii) 30 min at 94ЊC, 30 min at 48ЊC, 1 min at 72ЊC (33 cycles); and (iii) 5 min at 72ЊC.
New antisense RNAs
Vectors expressing new antisense RNAs were directed against phages IA, IIA and IIC by cloning PCR products directionally into plasmid pJDC408 digested with XbaI and BamHI (Hirashima et al., 1989) . The same 3Ј primer was used for constructing new antisense RNAs as for PCR (i.e. containing an XbaI site). The 5Ј primers matched each evolved viral strand sequence at positions 31-53; 5Ј of the sequence that matched the viral RNA, the primer carried a BamHI site. Some antisense RNAs were made from RT-PCR products amplified from phage RNA, whereas others were amplified from the plasmids used to determine viral sequences.
Analyses of secondary structure
Predicted structures of complete viral genomes were computed using MFOLD 2.3 (Zuker, 1994) ; the optimal foldings and energy dot plots displaying all suboptimal foldings within 12 kcal of the optimal folding were examined (Jacobson and Zuker, 1993) . Version 2.3 of MFOLD implements most of the features described by Walter et al. (1994) , but the coaxial stacking of adjacent basepairs was not included. A new preprocessing step removes all isolated basepairs that cannot be part of helices with at least two consecutive basepairs. This feature removes most, but not all, single basepairs from the predicted foldings. The current run time with MFOLD 2.3 for the entire 4276 nucleotides of wild-type SP RNA is slightly less than 2 h on a Silicon Graphics Challenger using a single R10000 processor and running IRIX release 6.2 IP25.
