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Abstract
A framework of machine-learning (ML) based turbulence modeling for Reynolds-averaged Navier-
Stokes (RANS) equations is developed to close the Reynolds stress term in the RANS equations.
Several principles for turbulence modeling using ML techniques are discussed, including the ef-
fectiveness of the closure term and sufficiency of input variables for a ML model. An iterative
computational process is implemented between the ML model and the RANS solver to ensure the
convergence of simulations to the training data, and the transport equations of a conventional tur-
bulence model are also solved to assist the ML modeling. A cross-case training strategy is adopted
with the data from direct-numerical simulations of turbulent channel flows at different Reynolds
numbers, and the solver is able to predict both the mean flow field and turbulent variables correctly
within the training range. A further test in a flow over periodic hills also shows an improved result,
indicating a promising prediction capability of the developed model even if the model is trained
only with the data of channel flows.
I. INTRODUCTION
The Reynolds-averaged NavierStokes (RANS) equations has been widely used in fluid
engineering for decades, and will continue to play an important role in the foreseeable future
[1, 2]. Only the mean flow is resolved in the RANS equations, and therefore, the compu-
tational cost is much lower than the eddy-resolved simulations. However, the averaging of
the N-S equations creates a new Reynolds stress term accounting for the effect of turbulent
fluctuations on the mean flow motion and brings a closure problem. Over a hundred years,
countless efforts have been devoted to the closure problem and large number of various tur-
bulence models have been developed [3–10]. However, the progress of the closure problem,
including the application of turbulence models in computation fluid dynamics (CFD), is still
far from satisfactory, and the turbulence model is still the major source of uncertainty of
RANS simulations.
Traditionally, a turbulence model is developed based on some simplified hypothesis and
approximations (e.g. the Boussinesq hypothesis, the gradient-diffusion hypothesis) summa-
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rized from a class of baseline flows, construction of the transport equations of turbulence
qualities (e.g. turbulence kinetic energy, turbulence dissipation rate, eddy-viscosity), and
tunable parameters. However, the assessment of Kline et al. in 1982 [11] has indicated that
none of the turbulence models available in 1980s could give good engineering accuracy in
complex flows. Although, some new turbulence models have been developed since 1980s,
the conclusion of Kline et al. [11] still holds according to a series of more recent assessments
[12–14]. It means that the traditional way of turbulence modeling has reached its limit.
Recently, machine learning (ML) technique, as an efficient tool to deal with complex and
high-dimensional input-output relations [15], sheds lights to the RANS closure problem.
Latest studies have proved the feasibility of the integration between turbulence models and
machine learning algorithms [16, 17] utilizing the data from high-fidelity (HF) simulations.
Generally speaking, a turbulence model is of a combination of transport equations and
an algebraic constitutive law to calculate the Reynolds stress (RS) tensor [8, 18], such as
those widely used two-equation models [4–6, 9, 10]. Therefore, such two aspects were highly
focused by the researchers who were trying to use ML techniques in turbulence modeling.
In terms of transport equations, Parish & Duraisamy [19] and Holland et al. [20] developed
a field inversion technique to find the spatial distribution of ML target variables. The same
strategy combined with a ML technique such as the artificial neural network (ANN) was used
to construct a functional form of correction coefficient in the turbulence transport equations.
The methodologies was applied and tested in the S - A model [21–23] and the transitional k
- ω model [22, 24]. As for the constitutive law, Ling et al. [25] firstly introduced a specified
structure neural network based on the general effective-viscosity hypothesis proposed by
Pope [26], and the Galilean invariance is maintained in the tensorial form of the constitutive
function [27]. Wang et al. [28] and Wu et al. [29] extended the constitutive expression
to four independent tensors and predicted the discrepancy of the RS tensor compared with
the results of traditional models, and the random forest algorithm was adopted to select
important features within the regression process. Both the method of Ling [25] and the
method of Wang et al. [28] and Wu et al. [29] have achieved better results than traditional
turbulence models in anisotropic flows, however, the convergence of the iteration between
the ML model and the CFD solver were not shown. Similarly, Weatheritt & Sandberg
[30, 31] utilized an gene expression programming to find an optimal analytical formula in
a tree-based form of expression for each coeffcient in an algebraic Reynolds stress model,
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leading a novel direction in the parametric modeling method. Favorable algebraic expressions
were respectively found for separated flows [30] and duct flows [31], and the application of
their model trained with data from low-pressure turbine wake flow showed an improvement
compared to linear models [32].
To sum up, the existing studies in the ML based turbulence modeling have managed to
reproduce the mean flow of the HF simulations used to construct the ML model, and give
favorable predictions of cases sharing a relatively strict physical and geometrical similarity
with the training case. However, the obstacle lies in an absence of cross-case training,
which would allow the training database to be extensible for cases containing different flow
physics for various application scenarios. Also, the convergence of non-parametric models
in constructing the constitutive law is still a challenge.
In the present study, we propose a iterative computational framework for the ML based
turbulence modeling, aiming at a cross-case data-wise interpolation and the convergence
of simulations. The paper is organized as follows. Section II introduces two significant
principles of integrating a ML technique into a RANS solver. In Sec. III, we put forward
the iterative framework utilizing a traditional turbulence model and the relevant numerical
platform. Simulation results are shown in Sec. IV and conclusions are addressed in Sec. V.
II. PRINCIPLES APPLYING ML TECHNIQUE TO TURBULENCE MODELS
In this section, two significant topics are discussed based on previous research and data
analysis in a turbulent channel flow. They are also the two most significant problems in the
ML based turbulence modeling. Moreover, the iterative ML-CFD framework in this paper
is developed based on the following discussion.
A. Effectiveness of the RANS Closure Term
The equations for averaged momentum for incompressible flows can be written in Einstein
notation in Cartesian coordinates as:
∂ui
∂t
+
∂ (uiuj)
∂xj
= −1
ρ
∂p
∂xi
+
∂
∂xj
(
ν
∂ui
∂xj
− u′iu′j
)
+ fi (1)
where the term τij = −u′iu′j is the unclosed Reynolds stress (RS) term due to the averaging
operation, ui is mean velocity component, u
′
i is the fluctuate velocity component, p is the
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pressure and ν is the molecular velocity.
It can be seen from Eq. (1) that the form of the RANS equations is basically the N-S
equations with a correction term (i.e. the Reynolds stress). In principle, as long as a correct
Reynolds stress is given, the RANS equations should give a correct prediction of mean flow,
and therefore, a turbulence model should aim at narrowing the gap between the modeled
RS tensor and the correct RS tensor. However, Wu, et al. [33] have reported that a correct
priori estimation of RS tensor doesnt naturally guarantee a correct posterior solution in a
prediction case. The RANS equations would be ill-conditioned when the Reynolds stress
tensor in the momentum equations is directly extracted from a direct-numerical simulation
(DNS), which means the solution is sensitive to the statistical error of the source term.
Especially for a flow under a high Reynolds number (Reτ = 5200), small errors in Reynolds
stress will be propagated into a large difference for over 35% in mean velocity [34]. And
the mean flows of RANS simulations using similar RS sources could differ vastly from each
other [33].
To overcome the sensitive dependence of the RANS equations on the statistical errors
of the RS term, Wu, et al. [33] proposed to decompose the RS tensor into a linear part
and a nonlinear part, as shown in Eq. (2). It was also proved by Wu et al. [33] that the
eddy-viscosity defined by Eq. (3) can improve the stability of the momentum equation.
τ = −2νtS + τ⊥ (2)
νt =
‖τijSij‖
2‖SijSij‖ (3)
In Eq. (2) S is the mean strain rate defined as:
Sij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
and τ⊥ is the nonlinear part of RS tensor. Note in this paper, all the bold symbols (e.g. S)
denotes the form of tensor or vector, and the regular symbols with index (e.g. Sij) are the
index form of tensor or vector.
In the present study, the RS term in the RANS equations is expressed in the form of Eq.
(2) and (3). It should be mentioned that in a channel flow with two homogeneous directions,
the mean flow variables are one-dimensional functions in the wall-normal direction, and only
the τ12 component of the RS tensor (i.e. the Reynolds shear stress) has a contribution to
the mean momentum equation Eq. (1). In such a case, the nonlinear part of RS tensor
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makes no contribution to the momentum equation and only the eddy-viscosity, νt is need to
be modeled.
B. Sufficiency of Independent Variables
Turbulence models aim at building a connection between the closure term and mean flow
field. The basic assumption of algebraic stress model [8, 35] has been inherited and widely
adopted in previous studies, as presented in Eq. (4).
b = f
(
Sˆ, Ωˆ
)
b =
10∑
n=1
G(n) (λ1, ..., λ5)T
(n) (4)
T (i) =

T (1) = Sˆ
T (2) = SˆΩˆ − ΩˆSˆ
T (3) = Sˆ
2 − 1/3I · tr
(
Sˆ
2
)
T (4) = Ωˆ
2 − 1/3I · tr
(
Ωˆ
2
)
T (5) = ΩˆSˆ
2 − Sˆ2Ωˆ
T (6) = ΩˆSˆ
2
+ Sˆ
2
Ωˆ − 2/3I · tr
(
SˆΩˆ
2
)
T (7) = ΩˆSˆΩˆ
2 − Ωˆ2SˆΩˆ
T (8) = SˆΩˆSˆ
2 − Sˆ2ΩˆSˆ
T (9) = Ωˆ
2
Sˆ
2
+ Sˆ
2
Ωˆ
2 − 2/3I · tr
(
Sˆ
2
Ωˆ
2
)
T (10) = ΩˆSˆ
2
Ωˆ
2 − Ωˆ2Sˆ2Ωˆ
λ1 = tr
(
S2
)
, λ2 = tr
(
Ω2
)
, λ3 = tr
(
S3
)
, λ4 = tr
(
Ω2S
)
, λ5 = tr
(
Ω2S2
)
where b is the deviatoric tensor of Reynold Stress normalized by turbulence kinetic energy
k = u
′
iu
′
i, defined in Eq. (5), Sˆ and Ωˆ are the normalized strain and rotate tensor defined in
Eq. (6), and  shown in Eq. (6) is the dissipation rate of turbulence kinetic energy. G(n) are
the combination coefficients of tensor base T (n), which are functions of tensor invariances
λi.
bij = u
′
iu
′
j/k − 2/3 δij (5)
Sˆij =
1
2
k

(
∂ui
∂xj
+
∂uj
∂xi
)
Ωˆij =
1
2
k

(
∂ui
∂xj
− ∂uj
∂xi
)
(6)
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One advantage of this formula is that b, S and Ω in above equations are all Galilean
invariant. However, this form assumes an equilibrium state of turbulence [35], which means
the Reynold Stress is only related to the local velocity gradient. While in a non-equilibrium
turbulent flow, more information is needed to calibrate the local non-equilibrium state to
obtain a more accurate estimation of local flow.
The basic assumptions of the algebraic stress model are first analyzed in a turbulent
channel flow using the DNS data of Abe et al. [36] at Reτ = 180. In a channel flow, only
the b12 component of the Reynolds stress has a contribution to the mean flow and the only
nonzero component of the strain-rate tensor is S12. The relation between b12 and S12 in the
channel flow is plotted in Fig. 1.
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FIG. 1. Constitutive relation in turbulent channel flow
It can be seen from Fig. 1 that the b12 term is actually a double-valued function of
S12, which indicates that we need to introduce more independent variables to construct a
single-valued functional relationship. Based on the theory of the tensor analysis and matrix
polynomials [37–39], the form of the function could be extend by adding any number of
Galilean invariant scalars q˜j without changing the tensorial basis. Therefore, more dimen-
sionless scalars as independent variables are introduced to the (4), as shown in Eq. (7), and
the coefficient of each tensorial base becomes a function of λi and q˜j, shown in Eq. (8).
b = f
(
Sˆ, Ωˆ, q˜j
)
(7)
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G(n) = g(n) (λi, q˜j) (8)
In this way, the double-valued problem can be overcome and the Galilean invariance is
still preserved. Note that the first coefficient G(1) is related to the linear part of the RS
tensor, and by combining Eq. (2), Eq. (4) and Eq. (5), one could get:
ν∗t =
νt
ν
= G(1)
k2
ν
= G(1)m∗ = f (λi, q˜j,m∗) (9)
In practice, velocity-derived quantities could cause a numerical instability in iteration
process, as reported by Durieux [40]. So, λi is not used in constructing the function. Fur-
thermore, m∗ = k2/(ν) is also a Galilean invariance scalar and added into {qn} = {q˜j,m∗}.
Therefore, the final functional form for the ML task can be written as:
ν∗t = f (qn) (10)
where qn must include m
∗.
Based on the two aspects discussed above, on the one hand, the closure term defined
in a diffusional form to introduce eddy-viscosity is needed to overcome the ill-conditioned
problem of RANS equation. Therefore, the consistency of priori and posterior performance
can be ensured. On the other hand, the previously accepted general effective viscosity
hypothesis [26] shows its limits even in the simplest turbulent flow case for not introducing
enough independent variables. Therefore, the set of independent variables is extended to
sufficiently define the output value.
III. ML-RANS FRAMEWORK & NUMERICAL PLATFORM
In this part, we propose an iterative ML-RANS framework based on the discussion in
Sec.II. A basic requirement should be satisfied: if the HF statistical averaged velocity
field is used as the initial field, the solution obtained after one iteration step should not
deviate significantly from the initial field. So, this study aims at a from-uDNS-to-uDNS
close-loop computation framework.
For the construction of input variables for the ML model, the local turbulence quantities
need to be estimated. We address the equations of a traditional turbulence model to assist
the ML modeling for two major reasons. First of all, a classic turbulence model can give
a favorable estimatimation of turbulence quantities, providing the necessary normalization
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factors for mean flow quantities needed by Eq. (6). The second reason is that the estimated
turbulence quantities would help to create more independent non-dimensional fields, ensur-
ing the sufficiency of the input variables for ML models. In this present study, the k - ω SST
model (2003) [6] is chosen for its numerical stability and integrability in near-wall region.
Thus, the dissipation rate of turbulence kinetic energy, , is substitute by the product of k
and ω. The necessary dimonsionless scalar m∗ in qn becomes:
m∗ = k/(νω)
Based on the discussion to achieve the requirement above, the calculation process of the
ML-RANS framework is designed as follows and shown Fig. 2:
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FIG. 2. Illustration of the computational process within one iteration step
1. The accurate mean flow field is provided from a HF simualtion, based on which the
transport equations of k and ω of the k - ω SST turbulence model are solved to get the
turbulent quantities. 2. The input features for the ML model, {qn}, are thus constructed
by the combination of mean velocity and turbulent quantities. 3. The learning target (i.e.
the accurate eddy-viscosity) for the ML model is obtained by calculating νt using Eq. (3)
from the data of the HF simualtion. 4. After the training processing of the ML model, the
mapping between accurate mean flow field and accurate eddy-viscosity can be established in
the ML model. The RANS simulaton based on the accurate eddy-viscosity and the accurate
initial field is ensured to reproduce the accurate mean flow field based on the procedure we
adopted in the Sec.II-A. Therefore, the proposed calculation process can ensure the RANS
simulation to reproduce the mean flow field of the HF data used to train the mode, within
one iteration step.
Based on the design of single-step computation, the current ML-RANS framework is
constructed with two major phases, the training phase and the predicting phase, as sketched
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in Fig. 3.
In the training phase, the turbulent quantities (e.g. the turbulence kinetic energy k and
the specific rate of dissipation ω) are estimated by solving the transport equations of a
conventional turbulence model (e.g. k - ω SST turbulence model) based on the mean flow
field of the training data. {qn} is then calculated as the input features of the ML model.
The output of the ML model is the eddy-viscosity, νt , and the eddy-viscosity from the
training data using Eq. (3) is used as the learning target. The training process is finished
when the error between outputted νt from the ML model and the target νt achieves a certain
tolerance. By the end of the training phase, the mapping between accurate mean flow field
and accurate eddy-viscosity is established in the ML model.
In the predicting phase, the ML model acquired from the above training phase is loaded
to a CFD solver. At each iteration step, the ML model receives mean flow field and turbulent
quantities from the CFD solver, and outputs the eddy-viscosity. The CFD solver, on the
other hand, receives the eddy-viscosity from the ML model, solves the RANS equations and
transport equations of a traditional turbulence model respectively to get the mean flow field
and turbulent quantities, and passes them to the ML model. The iterative loop keeps going
until the residuals converge to a certain tolerance. (see Fig. 3).
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FIG. 3. A comprehensive framework of the ML based turbulence modeling
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As for the numerical platform, many ML frameworks have been developed since 2010s
[41–44]. Among them, the Tensorflow (TF) [41] library has an abundant Application Pro-
gramming Interface (API) support in major programming languages. Its computational
efficiency is influenced little by the adopted programming language owing to graph-defined
properties, and users just need to define the computational operations through the API. Be-
sides, the Tensorflow has the largest user community among open-source ML frameworks.
Based on the above reasons, the Tensorflow is selected as the ML library in the present
study. For the RANS solver, we chose OpenFOAM [45] for its well encapsulated differential
operators, abundant linear solvers, and the user friendliness to build and solve PDE system.
Also, OpenFOAM is being extensively used in the CFD community.
IV. RESULTS AND DISCUSSION
The ML model is trained in planar turbulent channel flows from a low Reynolds number
to a moderate Reynolds number. Afterwards, the ML-RANS solver is tested in turbulent
channel flows, and further extended to a periodic hill flow [46] to evaluate the robustness of
the solver.
TABLE I. List of training dataset and testing dataset
Training Phase Predicting Phase
Training set Validation set Test case
Planar channel flow [36] Planar channel flow [47] Planar channel flow Flow over periodic hills
Reτ = 180
a
Reτ = 395
Reτ = 640
Reτ = 587.1
Reτ = Re
train
τ ,Re
valid
τ
Reτ = 180,230,...,630
Reh = 1400
b
a Reτ is the Reynolds number based on the mean wall fiction velocity and the half-height of a channel.
b Reh is the Reynolds number based on the bulk velocity and the height of the hill.
The DNS data from Abe et al. [36] and Kim et al. [47] (known as KMM database) are
used as the training and validation dataset respectively. The training data is used by the
optimization algorithms to adjust weights in ANN whereas the validation data is used for
adjusting hyperparameters, monitoring and controlling the training process. The DNS of
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periodic hill flow at a low-Reynolds number conducted by us is taken as the extension test
case. Details of dataset are given in Table. I.
A. Training Phase
The artificial neural network is adopted as the machine learning approach in the present
paper. There are six raw input variables for the ANN, q1-q6 as listed in Table 2. In practice,
by accounting the range of each input variables, the actual non-dimensional inputs with
range adjusted are defined in the last column of Table 2.
TABLE II. Non-dimensional input features for artificial neural network (ANN)
Variable Description Definition Normalization Actual input
q1 Turbulence intensity k
1
2
UiUi
25k
25k + 0.5UiUi
q2 Normalize factor m
∗ k
νω
Not applicable c
k
50νω
q3 Local Reynolds number
√
kd
ν
* Not applicable
√
kd
50ν
q4 Cross diffusion of k and ω
∂k
∂xi
∂ω
∂xi
ω3 10
(
1 + 680χ2k
1 + 400χ2k
− 1
)
**
q5 Variables in SST model to
characterize viscous sublayer
and turbulent region
√
k
ωd
Not applicable
5
√
k
ωd
q6
ν
ωd2
Not applicable
200ν
ωd2
c Not applicable means the normalization is not necessary.
* d is the distance to the wall.
** χk = max
(
1
ω3
∂k
∂xi
∂ω
∂xi
, 0
)
The profiles of the input variables in channel flows are shown in Fig. 4, from which
we could observe similar distributions between q2 and q3, and between q1 and q6 as well.
This indicates the six input variables are redundant for the regression system. The output
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variables, based on the discussion in Sec. II, is the eddy-viscosity normalized by molecular
viscosity, defined in Eq. (11).
ν∗t = νt/ν (11)
where ν is the molecular kinematic viscosity.
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FIG. 4. Profiles of the input variables of the ANN in channel flows
The input and output variables could maintain a rotational invariance, note that the first
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input feature contains kinetic energy of mean flow, shifting with a translational transforma-
tion of the reference frame. So, a complete Galilean invariance cannot be maintained but
the trained model could be applied in any stationary reference frame and the results could
be maintained under any rotational transformation system.
In the training process of the ANN, the input and output of the ANN are also calculated
using the validation set to monitor the overfitting property during the training process. The
total loss of the ANN consists of two different parts as defined in Eq. (12).
Loss =
N∑
k=1
(f (xk)− yk)2 + λ
m,n∑
i,j
|ωij| (12)
where N is the number of data point, m and n are the numbers of layers and nodes in
the ANN respectively. The optimization is applied to the both parts of the loss. The
first part is the mean square error (MSE) from the training data, and the second part is
the L1 regularization penalty, minimizing the weight of each layer [48] to achieve a better
generalization capability. The evolution of errors during the training process can be seen in
Fig. 5.
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FIG. 5. Losses in the training process. (a): MSE loss (b): L1 penalty term. The x-axis is defined
as the ratio of current training step and total training steps.
It should be mentioned that for the current dataset used in the training phase, the quality
of the training dataset is better than the validation dataset in terms of the number of samples
for averaging and the smoothness of high-order statistics. Consequently, the magnitude of
MSE of the validation data is larger than that of the training data. But at the end of the
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training, the error of the validation data converges to the lowest level, indicating that ML
model is not over-fitted in the training process.
The priori result of the eddy-viscosity is presented in Fig. 6. It can be seen that the
eddy-viscosity is perfectly fitted in the training dataset, and a satisfactory result is also
achieved in the validation dataset as well.
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FIG. 6. The eddy-viscosity fitted by the ANN at the end of the training phase. (a): Performance
on the training set (b): Performance on the validation set
During the training phase, the overfitting problem is avoided by using a set of noisy data
to monitor and control the training process, leading a satisfactory priori prediction on both
the training set and the validation set. The details of the hyperparameters in ANN are
shown in Table III.
TABLE III. Hyper parameters of a successful training of ANN
Hyper Parameters Recommend Values
Number of Hidden Layers 3
Number of Nodes per Layer 24
Activation Function tanh
Optimizer Adam Optimizer
Learning Rate 0.002
L1 Regularization Coefficient 0.025
Epoch Numbers 1500000
15
B. Posterior Results in Test Cases
After the ANN being trained, the weights of each layer in the ANN are frozen and the
ML model is ready for an online prediction. In the predicating phase, the frozen Tensorflow
graph is loaded to the RANS solver to predict eddy-viscosity in each iteration step based on
the previous velocity field.
The developed ML model is tested in turbulent channel flows. The two-dimensional
Cartesian mesh is used in the simulation and the parameters of the mesh are listed in
Table IV. The mesh is uniformly distributed in the streamwise direction and stretched in
the wall-normal direction to ensure that the first point off the wall satisfies y+|wall ≈ 1
and the maximal mesh resolution ∆y+max < 4. The initial flow field for each test is from a
converged RANS simulation using the k - ω SST model. The residuals are monitored and
the simulations stop when the residuals are reduced to a certain level as shown in Fig. 7.
TABLE IV. Mesh details of RANS simulation
Reynolds Number
(Reτ)
Cell Number (I)
(flow direction)
Cell Number J
(wall normal)
150 < Reτ < 300 40 168
300 < Reτ < 500 78 372
Reτ > 300 128 558
The profiles of mean velocity and mean velocity gradient of the test cases are shown
in Fig. 8 and Fig. 9, from which we can confirm that the mean velocity profiles at the
same Reynolds number of the training and validation case are simulated perfectly. From the
detailed comparison of velocity gradient profiles, we can further confirm that the traditional
k - ω SST model failed to capture the peak and inflection points of the velocity gradient, and
the present ML model presents a superior performance in predicating high-order statistics.
The eddy-viscosity profiles are compared in Fig. 10, from which we can see that the
k - ω SST model shows an over-prediction of the eddy-viscosity in the most part of the
channel, leading to errors in the mean velocity prediction. The ML model improves greatly
the results, and the profiles of eddy-viscosity for all cases agree well with the DNS data. The
wiggles on the eddy-viscosity profiles of the KMM database should be due to the inadequacy
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FIG. 7. Evolution of residuals in the simulation of a channel flow.
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FIG. 10. Comparison of eddy-viscosity distributions along wall normal direction.
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of samples for averaging.
According to the posterior results, it can be confirmed that the developed ML-RANS
framework can ensure the convergence of a simulation, and for the simulation has the same
conditions as the training case, the ML-RANS framework can further ensure the result will
converge to the training data. Besides, the posterior results present an nearly zero-error
performance from the database used in training process, indicating the presented framework
maintains the consistency between priori and posterior results.
To evaluate the robustness and interpolation capability of the developed ML model,
we further test the ML-RANS solver in the channel flow at Reynolds number changing
continuously from Reτ = 180 to Reτ = 630. The profiles of mean velocity and eddy-
viscosity are presented in Fig. 11 and Fig. 12 respectively, and the skin friction coefficients
are presented in Fig. 13. It can be confirmed that the linear law and log law of the velocity
profile are well preserved in all the tests, and the friction coefficients agree well with the law
of Dean [49] and the Blasius friction law. From the tested results, we can see a consistent
changing of profiles with the Reynolds number, demonstrating a favorable robustness and
interpolation capability of the ML model within the range of training data.
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FIG. 11. Mean velocity profiles in channel flows at equally spaced Reynolds numbers.
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To further check the performance of the ML model, the flow over periodic hills at Reh =
1400 is simulated using RANS with both the k - ω SST model and the ML model trained
with data of channel flows. The flow over the periodic hills undergoes a large separation
in the downwind side of the hill, posing a great difficulty for RANS model to predict the
flow in the separation area [50]. The comparison of the mean velocity fields from DNS, k
20
- ω SST model, and the ML model is presented in Fig. 14. The ML model, without any
training in a flow with a separation, presents a better result than the original k - ω SST
model. The reattachment point and the length of the separation bubble are closer to the
DNS results. The streamwise velocity profiles also demonstrated an improvement aganist
the k - ω SST model, as shown in Fig. 15. The comparison of mean skin friction coefficients
and pressure coefficient on the bottom wall further proved the better performance of ML
model, as shown in Fig. 16. The positive improvement indicates that the ML model, even
trained in simple flow cases, might be able to capture several detailed flow features that is
overlooked previously in channels. And such features play a more important role in flows
with separations.
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FIG. 14. Mean velocity field in the flow over periodic hills.
The other uncertainty might come from the isotropic nature of eddy-viscosity hypothesis,
failing to predict the condition where the principal axis of RS tensor deviates from those
of strain rate tensor. However, this results also shows a great potential of the ML model
to achieve a favorable prediction in complex flows given enough training from simple cases.
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FIG. 16. Distribution of friction coefficient (a) and pressure coefficient (b) on the bottom wall of
the periodic hill.
Besides, a trustful prediction is still available when the manifold of data from prediction
cases is slightly beyond the training sets.
Therefore, the ML model developed in the present study not only succeeds in the simula-
tion of the same type of flows as the training dataset, but also presents a fairly good result
for a more complicated flow beyond the training dataset. This is very encouraging for the
further development and applications of the ML model.
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V. CONCLUSION
A ML-RANS framework is developed by coupling the Tensorflow and OpenFOAM us-
ing a recently developed interface as a platform for the machine-learning based turbulence
modelling. The following technical details have been implemented,
1. The Reynolds stress tensor is decomposed into the linear part and the residual non-
linear part, overcoming the ill-conditioned problem of RANS equations when utilizing
data from high-fidelity simulations.
2. The existing constitutive hypothesis are extended with more variables to ensure the
sufficiency of the independent variable.
3. A conventional RANS model (the k - ω SST model is used for the present case) in
incorporated to supply an empirical estimation of turbulent quantities.
4. The convergence of the RANS solver in the prediction phase is ensured for all test
cases.
The developed ML-RANS framework is trained in the turbulent channel flows at Reτ =
180, 395, 640, and tested in channel flows at Reynolds numbers equally spaced within the
training range and a flow over periodic hills. The results show that the ML model gives
accurate results in the channel flow for both mean velocity and high-order statistics. For the
test case of the flow over periodic hills, the solver also presents a fairly better result than
the k - ω SST model although no any priori information about the non-equilibrium flow has
been input to the ML model. This indicates the very promising future of the data-driven
turbulence modeling.
In spite of k - ω SST model being incorporated in the current ML model, all the existing
turbulence model could be used to provide a proper estimation of turbulence quantities to
assist the ML model. In this sense, the developed ML-RANS framework can be regarded
as the combination of the data driven turbulence modelling and the traditional turbulence
modelling. It should be mentioned that the training data in this case is carefully selected
for its good quality. When applying data from complex flows, the data could be noisy due
to both the numerical issues of the training dataset and ML modelling process. Therefore,
a proper way of processing training data is needed. Also, further cross-case training should
be conducted.
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