Abstract: Autoregressive models (AR) are fundamental for analysis, representation, and prediction of signals. AR modelling uses the premise that past signal values influence current ones. This influence is causal and is modelled as a linear superposition, because a weighted addition of past values is used. The calculation of the required linear superposition parameters or weights can be done by the classical Yule-Walker approach or by least squares procedures. Here we show how to use singular value decomposition (SVD) for generalized linear autoregression (GLAR), i.e. using SVD to compute the weights of a linear combination of functions of given signal values and to check or optimize the GLAR model. The GLAR approach opens the possibility to take directly into account non-linear influences f rom p ast t o c urrent s ignal v alues. T he potential of this approach for analysis and representation is presented and demonstrated for simulated signals, i.e. pure and noisy sequences of non-linear recursions, and biomedical signals.
Introduction
Modelling of signals is important for signal analysis, representation, and prediction, i.e. to forecast future values from known values. Signal models can have different forms. Autoregressive (AR) models are fundamental and they use the premise that past values of a signal influence current ones [1] . The AR model of order can be defined by
where , = 1, 2, . . . , , , are the given data, the are called AR parameters or coefficients, is called error term.
Observe that is the temporal order. The linearity of this AR modelling approach is clear, and the inhomogenous term is often assumed to be white noise. It is well known that the coefficients can be used for analysis, e.g. spectral analysis, and also for representation or characterization of the data. If the parameters of (1) are known, then we can use this equaThomas Schanze, Technische Hochschule Mittelhessen (THM), FB Life Science Engineering (LSE), Institut für Biomedizinische Technik (IBMT), Wiesenstr. 14, 35390 Gießen, Germany, e-mail: thomas.schanze@lse.thm.de tion to predict for given − , − +1 , . . . , −1 , and by setting = 0.
A standard approach to estimate the unknown AR coefficients is to compute the autocorrelation coefficients of the known and to solve the Yule-Walker equations for given order [1] . However, the structural design of AR model (1) is rather simple, but it is not infrequently sufficient for an adequate modelling of data. However, due its construction (1) cannot model non-linear relations between and − , ≥ 1, e.g. quadratic dependencies such as = 2 −1 . An important highlight of linear algebra is that any real × matrix A can be factored as
where U is an orthogonal × matrix, is a diagonal × matrix, and V is an orthogonal × matrix [2] . The columns of U and V are called left and right singular vectors, respectively. The elements of the diagonal matrix S are non-negative and they are called singular values. They can be ordered such that ≥ −1 holds for 2 ≤ ≤ ≤ or . Note, such an ordering forces appropriate changes of U and V, but this does not change the validity of (2). Note, matrix A is said to be of rank , if = 0 for ≥ .
In image and in signal processing SVD was used for compression or noise reduction [3, 4] , it was also used for AR modelling of signals [5] .
The goal of the paper is to introduce SVD-based generalized linear autoregession of signals. In the methods section we describe the approach. Aplications of the method to simulated and biomedcial signals are presented in the results section. The paper ends with a discussion and conclusions.
Method

Generalized linear autoregression
The 'classical' AR model (1) is linear in parameters and data values. It is clear that this model cannot take into account non-linear dependencies. Assume that depends linearly on −1 , . . . , − and quadratically on −1 . Thus we may write
A step towards generalization is The temporal order of this approach is still , newly added is the possibility to model multiple functional influences, i.e. using basis functions to take into account more than simple linear influences of past signal values to the current one. The task to be solved is to estimate the parameters ( −1) + for given data and model structure. Since these parameters do not depend on time, stationary signals are required. In order to get a compact model, an appropriate choice of temporal order and basis functions is crucial. It is well known that the parameter estimation can be done by least squares methods. In the next chapter we show how to use SVD to estimate these parameters.
Note that the model parameters are not depending on time, thus the signal to be analyzed must be stationary.
Estimating GLAR parameters by SVD
To show the principle of the GLAR parameter estimation by SVD, we assume, from here on, that all basis functions depend only on a single variable. According to [5] we assume that the data, in which we want to find dependencies, are given by an × matrix
where each column vector z is a sequence of values, i.e. a sequence of values obtained from basis functions when applied to signal data.
We now assume that the SVD of Z exists and that the th singular value is zero. If so, the columns of Z are dependent. By considering
we find that
In this way we have found a linear relation between the z .
Using the × matrix
and the vector
we define the × ( + 1) matrix
where Φ denotes the elementwise application of to an element ofX, thus Φ is a matrix of the same size asX:
. . . . . .
Note that columns of the matrix X related to Φ (X) should be eliminated, if there is a priori information that the related lags are not important. This will reduce the number of parameters and thus the computational burden.
The matrix X might be interpreted as a special matricication of pre-processed signal data. In order to find a relation between the data, we consider
We observe that Z is a × (( + 1) + 1) matrix. If rank(Z) = ( + 1) , then we find with the elements of v =( +1) +1 :
If rank(Z) = ( + 1) is not fulfilled, then the parameters and should be changed appropriately until rank(Z) = ( + 1) holds. Another possibility is to change the model. In cases where = 0 holds, Z = X should be analysed and rank(Z) = must be fulfilled. If so, then the GLAR parameters can be computed according to the introduced method. Note, if the are not known, one may set = 0. Concerning the (temporal) GLAR order we find = − 1. If the data are corrupted with noise, then selection and testing of model order is not trivial. As a solution we propose an analysis of the singular values for different models to select a model or for iterative improvement: find a model so that
All computations were done by using Scilab 5.5/6.0.
Results
Simulated signals
To show the potential of the method we consider the Hénon map [6] as a first example:
Tab. 1: Theoretical GLAR model parameters for Hénon map. The Hénon map is discrete-time non-linear dynamical system, which can be written in delayed coordinates:
To be more precise: The Hénon map is a polynomial mapping or recurrence relation of degree 2. This map is chaotic for the 'classical' parameters = 1.4 and = 0.3. Here we want to show how to estimate Hénon parameters from generated , which can be easily done by using (15) Due to the construction of the Hénon map, which is a quadratic recurrence, we define
and Φ 3 (X) =X ∘X, where ∘ is the entrywise or Hadamard
]︁ T , and
Thus five parameters, 1 , . . . , 5 , must be estimated from a Hénon time series. For discrete signal or time series generation we used the classical parameters, 1 = 0, and 2 = 1. Since we have 5 parameters, the minimal signal length is = 5.
In addition, we find thatX is a × 2 matrix and that X is a × 6 matrix. The theoretical GLAR model parameters are listed in Table 1 . We computed the GLAR parameters for several time series length ≥ 5 and found that, up to numerical errors related to machine precision, the numerically obtained parameters are identical to the theoretical ones. In the previous example no noise corrupted the Hénon time series. To show the potential of the method with noisy time series, we estimated the standard deviation of the Hénon time series: H ≈ 0.721 We then generated Gaussian white noise, N(0; H /20) and added it to Hénon time series, and estimated the GLAR parameters for the obtained noisy Hénon time series. Table 2 shows the results. We find that the longer the signal used to estimate the GLAR parameters, the better the estimates. In addtion, we see that for this noise level about 20 signal samples seem to be sufficient for useful analysis. This is also beneficial for analysis and representation of signals consisting of sequences of short stationary sections. Similar results were obtained for other Hénon parameters, for the logistic map, and for the Lozi map [6] . We want to note that for the Lozi map, which can be written as = 1 − | −1 | + −2 , the basis functions Φ 1 (X) = 1, Φ 2 (X) =X, and Φ 3 (X) = ⃒ ⃒X ⃒ ⃒ , where absolute values were computed elementwise, had been used. We found that the choice of the temporal order of the GLAR model must be done at least with the same care as that for the selection of the basis functions. If was correctly chosen, then the estimated are small or nearly zero, if the related basis functions are expendable. However, the selection of a GLAR model can be improved iteratively by analysing the singular values. If there are many small singular values, then the temporal model order and/or the order of basis functions should be reduced or modified until, in best case, only a single small or zero singular value remains. This leads to an iterative process to find temporal order and basis functions for the GLAR approach.
Biomedical signals
'Classical' AR modelling is an important and well known tool for data analysis and representation [1] . An inherent restriction is the assumption that past signal values influence current ones merely in a linear manner. Due to its construction, the GLAR models offers the identification of non-linear dependencies. This advantage is exptected to be useful in biomedical signal analysis.
To demonstrate the potential of the GLAR approach for biomedical signal anaylsis, we compare it with an extended linear AR (EAR) approach. For this we used an ECG recorded in the author's lab. Figure 1 shows a segment of the ECG. For analysis we selected special signal sections: P-wave, QRScomplex, T-wave, and splittings of the QRS-complex, i.e. QRand RS-section. Temporal model order was set to = 2. The chosen basis functions are: Φ 1 (X) = 1, Φ 2 (X) =X, and Φ 3 (X) =X ∘X, where ∘ is the entrywise or Hadamard product (see previous section). For linear analysis or rather ex- tended classical AR analysis only basis functions Φ 1 and Φ 2 were used, for the non-linear second order GLAR approach Φ 3 was included.
The results for EAR and second order GLAR approach are shown in Table 3 . First of all, the coefficient 1 is zero for all analyses and signal sections. Thus the basis function Φ 1 could have been left out. The comparison of the parameters 2 and 3 shows that they are highly correlated for both models. The highest absolute and relative variations hold for the GLAR parameters 4 and 5 , which are related to the quadratic basis function. We also see that these parameters indicate different properties of the QR and the RS signal sections. This is useful for data analysis and for classification of short signal segments. Similar results were obtaind for other ECG recordings.
Discussion and conclusions
We have introduced a method that uses SVD to estimate GLAR parameters. The method was successfully applied to non-linear recurrences and biomedical signals. First results indicate that the method can especially be used for analysis and represention of short stationary epochs of signals, which can also be moderately corrupted with noise. This feature is important when analysing biomedical signals. The use of SVD assures that the estimated parameters are optimal in a least squares sense [2, 3, 5] . The idea to use singular values to iteratively optimize or redesign a GLAR model deserves closer 
