Complex binary sequences are generated through the application of simple threshold, linear transformations to the logistic iterative map. Depending primarily on the value of its non-linearity parameter, the logistic map exhibits a great variety of behavior, including stable states, cycling and periodical activity and the period doubling phenomenon that leads to high-order chaos. From the real data sequences, binary sequences are derived. Consecutive L bit sequences are given as input to a cellular automaton with the task to regenerate the subsequent L bits of the binary sequence in precisely L evolution steps. To perform this task a genetic algorithm is employed to evolve cellular automaton rules. Various complex binary sequences are examined, for a variety of initial values and a wide range of values of the non-linearity parameter. The proposed hybrid multiple-step-ahead prediction algorithm, based on a combination of genetic algorithms and cellular automata proved efficient and effective.
Introduction
Cellular automata (CA) are decentralized structures of simple and locally interacting elements, named cells. A CA starts with an initial configuration that refers to the initial state of its cells and it evolves according to a set of rules [1, 2] . The set of rules determines the derived cell states (values) at the next evolution step, for all possible combinations of cell states. CA have been proposed as a novel approach for a large number of problems. Among others, CA have been proposed as models for physical, biological and social systems, games and pattern recognition [3, 4] . As systems, CA have proved capable of parallel and emergent computation [5, 6] .
In this work, simple, bistable, one-dimensional CA are used to predict highly complex binary sequences. The considered binary sequences are derived by applying two linear threshold transformations, proposed in [7] , on real-valued sequences obtained from the logistic map. In previous work [8] , we considered the capability of CA given as input (initial configuration) the first L bits of a binary sequence of length 2L, to reproduce the last L bits of the sequence in at most L evolution steps. To this end, a population of CA was evolved using a Genetic Algorithm (GA) [9, 10] . The GA evolved the set of rules of the CA [11] [12] [13] . Different values of the half-length, L, reaching up to 50 were considered, and the experimental results suggested that the GA was capable of identifying a suitable set of CA rules within a small number of generations. At present, our primary focus is to investigate the extent to which this approach can be employed to perform perfect multiple-step-ahead prediction for all subsequences of a given length L in very long binary sequences. To the best of our knowledge this is the first attempt to utilize CA to perform prediction of binary sequences. An important advantage of CA is the fact that they are capable of generating an L-step-ahead forecast based only on the L previous values of the sequence. In other words, CA exploit substantially less information to perform this task than alternative prediction methods like artificial neural networks. Furthermore, bistable, one-dimensional CA and GAs are particularly suited to the task of binary sequence prediction. Finally, CA, as well as, the GA employed to evolve the set of rules, are easily implemented, and inherently parallel algorithms, a property that is highly desirable in computationally demanding tasks like the one presently considered. The experimental results reported suggest that the proposed approach is capable of distinguishing regions of (perfect) predictability of a highly complex system. On the other hand, no set of rules was discovered that would allow the perfect predictability of entire binary sequences, with the exception of trivial sequences.
The remaining paper is organized as follows: Section 2 provides a brief discussion on the properties of the logistic map and presents the two binary transformations employed in Section 2.1; while Section 2.2 outlines CA. Next, in Section 3 the obtained experimental results are presented and discussed. The paper ends with concluding remarks and future work in Section 4.
Background material and methods

Binary transformations
Complex binary sequences are generated through a two step procedure. At the first step, the logistic map: which strongly depend on the value of the parameter r [14, 15] . The parameter r is an expression of the non-linearity of the system [16, 17] . Specifically, for values of the non-linearity parameter r in the range (0, 3) the system reaches a single-state stable value, x s = 1 − 1/r. For r in the range [3, 3.57 ) the period doubling phenomenon occurs, and the system exhibits cycling (periodical) behavior with increasing cycling period as the value of r increases. This results to a fully chaotic behavior, i.e. infinite period, for values of r in the range [3.57, 4] . A plot of the steady state values with respect to r is called a bifurcation diagram. The bifurcation diagram for the logistic map is provided in Fig. 1 . It has been shown that the bifurcation diagram of the logistic map is a fractal object.
Having generated the chaotic data, x n (x 0 , r) through Eq. (1), the binary sequence b n (x 0 , r) is derived by applying the transformation [7] :
A second binary transformation, also proposed in [7] , was applied on the raw data, Eq. (3). This is also a simple, linear, threshold and binary transformation, but it incorporates a variable threshold, which is set equal to the previous value of the raw data of the logistic map. This transformation is formulated as:
Assuming a binary sequence b n (x 0 , r), consecutive L bit long subsequences are provided as input to the CA. In other words, L bits are used for the construction of the initial configuration of the CA, which corresponds to evolution step zero of the CA. The task is to evolve the CA, using a suitable set of rules, for L evolution steps and to investigate if it is able to regenerate the subsequent L bits of b n (x 0 , r), for all the L bit subsequences in b n (x 0 , r). An outline of the workings of one-dimensional CA is provided in the next subsection. = 8 distinct combinations. Thus, the adaptation of a set of 8 rules is necessary. In the general case, these C combinations are ordered and numbered from 0 to (C − 1) following the representation of integer numbers in the binary arithmetical system. This is shown in Table 1 .
Cellular automata
To identify rules that manage to predict satisfactorily L bit binary sequences, the sets of rules of a population of N CA are evolved using a binary encoded GA. Each set of rules is represented as the chromosome of an individual of the GA, with each gene being a binary digit. The length of the chromosome is C , as this is the number of rules that comprise the corresponding set of rules. The binary representation of the GA individuals permits the application of well-known and widely used genetic operators for selection, crossover and mutation [9] . In particular, we used roulette-wheel selection, one-point crossover, and bit-flip mutation. Recalling our goal, the fitness function for the evaluation of the individuals of the GA counts the number of bits that are successfully predicted after L evolution steps of the CA. The necessity of utilizing a GA must be emphasized. As shown in Table 2 , the size, V , of the search space expands exponentially, and becomes enormous even for small values of R. 
Experimental results
The proposed CA trained through GAs was implemented in C++ using the GNU Compiler Collection (gcc) ver. 4.0.3. The method was tested for various binary sequences generated for a large number of combinations of the parameters x 0 and r of the logistic map, Eq. (1), and for both binary transformations, Eqs. (2) and (3). The values of the non-linearity parameter, r, were selected in the range [3.57, 4] for which the logistic map exhibits chaotic behavior. To avoid transient phenomena, if any, the first 10 4 iterations of the map were disregarded. To generate the real-valued sequences from the logistic map, floating point numbers with precision of at least 5000 bits were utilized using the GNU Multiple Precision Arithmetic Library (GMP) ver. 4.1.4 [18] . The total length of the binary sequences, n, was set to 10 6 in all experiments, while the parameter L ranged from 2 to 30.
To measure the fitness of a rule, all consecutive sequences of length L are provided as initial configuration to the CA. Starting from each initial configuration, the CA performs L evolution steps. The resulting configuration is compared with the L bits of the binary sequence, b n (x 0 , r), immediately following the L input bits. The fitness of a rule for a particular input configuration is equal to the number of common bits between the L bits of b n (x 0 , r) immediately following the input configuration, and the L bit long final configuration of the CA. The overall fitness of a rule, is equal to the mean fitness over all the input sequences that are encountered in b n (x 0 , r). The number of input sequences is equal to (n − 2L + 1), where n = 10 6 stands for the length of b n (x 0 , r).
Fixed threshold binary transformation
In this subsection, we present indicative results for binary sequences, obtained by applying the transformation of Eq. (2).
In Fig. 3 the distribution of bits with value '1' and '0' for values of the non-linearity parameter, r ∈ [3.5, 4], is plotted.
Evidently, for this binary transformation, an equal distribution of ones and zeros appears to be the exception rather than the rule. Fig. 4 illustrates the proportion of the binary sequence b 10 6 (0.4, 3.6) that is perfectly predictable as the number of CA rules considered increases from one to 256. Note that rules are included in descending order of mean predictability (overall fitness), starting from the best performing rule. In case the mean predictability associated with two, or more, CA rules is equal, the rules are included according to their lexicographic ordering. Fig. 4(a) depicts the proportion of the sequence that is perfectly predictable for L = {2, . . . , 10}, while Fig. 4 (b) corresponds to longer forecasting horizons, L = {11, . . . , 30}.
As expected, the chaotic nature of the logistic map and the corresponding complexity of the derived binary sequences, reduces the proportion of the sequence that is perfectly predictable as the forecasting horizon increases. This finding is common to all the binary sequences considered. As illustrated, however, the decrease with respect to L is not monotonic. The maximum proportion of the sequence that is predictable when all 256 possible rules are included is 0.7427 and corresponds to L = 6. This proportion drops below 0.1 for L = 13, and it reaches 0.0034 for L = 30. Table 3 reports the mean forecasting performance (µ) of the best performing CA rule for different horizons. Fig. 4 ), the regions of the phase space that are perfectly predictable, become less clearly separable from those that are not. This finding becomes more pronounced in the binary sequences considered next. Increasing the value of the non-linearity parameter, r, to 3.9, reduces overall predictability, as illustrated in Fig. 6 . Fig. 6(a) reports the obtained results for L = {2, . . . , 10}, while Fig. 6(b) illustrates the results for L = {11, . . . , 30}. The maximum proportion of the series that is predictable when all 256 possible rules are included is 0.7016 and corresponds to L = 3. This proportion falls below 0.1 for L = 10, and it reaches 10 −5 for L = 30. Table 4 presents the mean predictive ability, µ, of the best performing CA rule for different sequence lengths. A visualization of the regions of the phase space of the logistic map for r = 3.9 that are perfectly predictable when the original sequence is subjected to the transformation of Eq. (2) is provided in Fig. 7 . In this figure the previously discussed phenomenon that wants increasing the forecasting horizon to render the Table 3 Mean performance of the best CA rule for b n (0.4, 3.6) generated through Eq. (2) rules. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) Table 4 Mean performance of the best CA rule for b n (0.4, 3.9) generated through Eq. (2) regions of the phase space that are perfectly predictable less clearly separable from those that are not (despite the fact that overall predictability deteriorates) is more visible. 
Variable threshold binary transformation
In Fig. 8 the distribution of bits with value '1' and '0' for binary sequences obtained through Eq. (3), and values of the non-linearity parameter, r ∈ [3.5, 4], is plotted. In contrast to the distribution induced by the transformation of Eq. (2), this transformation produces an equal distribution of ones and zeros until r reaches approximately 3.7. As r increases beyond 3.7, the two proportions tend to diverge. This phenomenon has direct implications for the predictability of the binary sequences obtained through this transformation. For example, for r = 3.6 a bit with value '1' always follows a bit with value '0', and vice versa. This renders the entire binary sequence perfectly predictable by a large number of rules and to any forecasting horizon, L. Therefore, only results for the case of r = 4.0 are presented. The proportion of the binary sequence b 10 6 (0.4, 4.0) that is perfectly predictable with respect to the number of CA rules considered is depicted in Fig. 9 . As in the previous cases, rules are incorporated in descending order of mean predictability.
Furthermore, Fig. 9(a) shows the obtained results for forecasting horizons L = {2, . . . , 10}, while Fig. 9(b) illustrates the results for longer forecasting horizons, L = {11, . . . , 30}. The mean predictive capability, µ, of the best performing CA rule,
for different values of L is reported in Table 5 . The regions of the phase space of the logistic map that are perfectly predictable after the raw data undergo the transformation of Eq. (3) are depicted in Fig. 10 . Fig. 10 shows that increasing L causes the regions of perfect predictability to become less clearly separable.
Concluding remarks
In this work a hybrid evolutionary algorithm for the prediction of highly complex binary sequences is presented. The algorithm incorporates Cellular automata with sets of rules that are suitably codified in order to be evolved by a simple, binary encoded, Genetic Algorithm. A cellular automaton receives as input an L bit long binary pattern and produces a prediction for the values of the subsequent L bits in L evolution steps. To this extent, cellular automata are capable Table 5 Mean performance of the best CA rule for b n (0.4, 4.0) generated through Eq. (3) with respect to the prediction horizon L. of generating multiple-step-ahead predictions based on a very limited amount of information compared to alternative methodologies.
To evaluate the algorithm we employed sequences derived from two simple, linear, threshold, transformations of realvalued sequences generated by the logistic map. The logistic map is a well-known system that through period doubling reaches chaotic behavior. The dynamical behavior of this map is heavily influenced by the value of the non-linearity parameter r in Eq. (1). Our findings suggest that the same is true for the predictability of the derived binary sequences. The reported experimental results indicate that the performance of the algorithm is particularly robust with respect to the length of the forecasting horizon. Although no one-dimensional CA with radius one is capable of predicting accurately an entire binary sequence (irrespective of forecasting horizon), the proposed algorithm can detect regions of the phase space that are predictable. An interesting finding verified in all the considered sequences is that although expanding the forecasting horizon reduces predictability, it also blurs the distinction between regions of perfect and imperfect predictability.
In future work we intend to investigate the robustness of the proposed algorithm to the presence of noise in the original data generating process. Robust performance in the presence of noise is particularly important as most real-world time series are contaminated with noise. This method will also be applied to real-world data. The second binary transformation is particularly meaningful in financial time series applications, as it represents the direction of change of a series, a piece of information that is vital in decision making. Finally, we intend to perform a thorough comparative analysis of the algorithm against alternative approaches. 
