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RØsumØ
Dans cet article, nous examinons les donnØes de salaires an-
nuels, de 1976 ￿ 1998, d￿ une cohorte d￿ hommes, entrØs sur
le marchØ du travail en 1976. La richesse des donnØes nous
permet d￿ analyser la dynamique des salaires, au cours d￿ une
partie du cycle de vie de cette cohorte, ￿ la di⁄Ørence de la
quasi-totalitØ des autres Øtudes sur ce sujet, qui doivent mŒ-
ler des cohortes di⁄Ørentes, pour avoir un nombre su¢ sant
d￿ observations. Nous estimons, par pseudo-maximum de vrai-
semblance, di⁄Ørents modŁles dynamiques de panel, de type
ARMA, en prØsence d￿ e⁄ets individuels et de variances hØ-
tØrogŁnes temporellement. Les rØsultats montrent que la va-
riance des salaires, et donc l￿ inØgalitØ, cro￿t signi￿cativement,
au cours du dØbut de cycle de vie, mais semble stagner, avant
l￿ arrŒt de la croissance des salaires. L￿ estimation montre que
les ordres des processus sont signi￿cativement plus ØlevØs, que
ceux avancØs dans la littØrature et sont du type ARMA(4,2).
Ces estimations mettent en avant le poids de la composante
permanente, liØe aux e⁄ets individuels, qui rend compte de
60% de la variance des rØsidus de salaires.
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11 Introduction1
Les modŁles dynamiques de revenus, contr￿lant des e⁄ets transitoires, permettent de construire
la distribution des revenus permanents. Cette distribution donne une indication de l￿ inØgalitØ struc-
turelle de revenus sur tout le cycle de vie (Gottschalk et Mo¢ tt, 1994). Les trajectoires de salaire
sont nØanmoins trŁs hØtØrogŁnes au cours du temps, et entre cohortes, et l￿ analyse de la formation
des inØgalitØs de salaires, au cours de la carriŁre, se doit de contr￿ler les e⁄ets de cohorte.
Les modŁles linØaires de panel ￿ e⁄ets individuels, dØveloppØs dŁs les annØes 70 (Hause, 1977,
Lillard et Willis, 1979), ont dØbouchØ rapidement sur l￿ Øtude de dynamiques plus complexes (Ma-
Curdy, 1982, Abowd et Card, 1989). L￿ ensemble des Øtudes sur ce sujet (utilisant essentiellement les
donnØes amØricaines du Panel Study of Income Dynamics, PSID) est rØsumØ par Alvarez, Browning
et Ejrn￿s (2002). Le consensus passØ indiquait que le processus simple qui caractØrise le mieux
les donnØes de salaires, est un processus ARMA(1,2) (Baker, 1997, par exemple). Des Øtudes rØ-
centes remettent en cause ce consensus, en Øtudiant des dynamiques non-linØaires qui apporte des
Øclairages intØressants et di⁄Ørents (Alvarez et al., 2002, Meghir et Pistaferri, 2004), ou en Øtudiant
d￿ autres aspects de l￿ inØgalitØ, de la mobilitØ des revenus et de la pauvretØ (Geweke et Keane, 2000,
Hirano, 2002, Bonhomme et Robin, 2004).
Dans cet article, nous Øtudions la dynamique des salaires d￿ une seule cohorte, observØe sur trŁs
longue pØriode, de son entrØe sur le marchØ du travail en 1976 jusqu￿ en 1998. Au del￿ du seul constat
de l￿ existence d￿ inØgalitØs, nous cherchons ￿ caractØriser le processus de formation des salaires, au
cours de la carriŁre des individus, pour mieux comprendre comment celles-ci se forment. La cohorte
que nous Øtudions, est dØ￿nie, de maniŁre peut-Œtre inhabituelle, en fonction de sa date d￿ entrØe sur
le marchØ du travail (voir Le Minez et Roux, 2002). La pØriode d￿ observation nous permet d￿ analyser
l￿ inØgalitØ intra-cohorte, au cours d￿ un peu plus que la premiŁre moitiØ de la vie active des individus
de cette cohorte. Nous utilisons les donnØes du panel DADS (DØclarations Annuelles de DonnØes
Sociales) parce que leur grande richesse permet de dØcrire, de maniŁre prØcise, la dynamique des
salaires dans le secteur privØ. Nous choisissons la date de 1976, ￿ cause de la rupture de tendance
dans l￿ augmentation des salaires et revenus, apparue ￿ la ￿n des annØes 1970 (Piketty, 2001) et
parce que la pØriode de temps ￿ analyser est su¢ samment longue, pour identi￿er la dynamique
sous-tendant les trajectoires observØes.
1Les auteurs ont bØnØ￿ciØ de nombreuses discussions avec StØphane GrØgoir, et des remarques de deux rapporteurs
anonymes. Toutes les estimations reportØes dans cet article ont ØtØ e⁄ectuØes ￿ l￿ aide du logiciel R (http ://www.r-
project.org/). Les programmes sont disponibles auprŁs des auteurs. Les auteurs restent nØanmoins responsables des
insu¢ sances et erreurs de cet article.
2￿ la di⁄Ørence de Koubi (2004), qui a ØtudiØ avec attention les disparitØs de pro￿l salarial
liØes aux caractØristiques observables des individus dans plusieurs cohortes, nous nous intØressons
seulement ￿ la variance des salaires, des individus de la cohorte sØlectionnØe, conditionnellement
￿ certaines variables explicatives (expØrience et Øducation). Nous faisons Øgalement abstraction du
dØbat sur la forte augmentation de l￿ inØgalitØ des salaires, intervenue depuis le dØbut des annØes 70
aux ￿tats-Unis et ￿ la ￿n des annØes 70 au Royaume-Uni et sur la baisse ou la stabilitØ de la mobilitØ
(Gottschalk, 1997). En France d￿ ailleurs au contraire, c￿ est ￿ une dØcroissance des inØgalitØs de
salaires que l￿ on assiste, au moins entre 1967 et 1991 et, semble-t-il, ￿ une stagnation ensuite (Bayet,
1996, Bonhomme et Robin, 2004, Koubi, 2004). Celle-ci s￿ est accompagnØe d￿ une dØcroissance de
la mobilitØ entre di⁄Ørents dØciles de revenu dans les annØes 70 (Buchinsky, FougŁre et Kramarz,
1999).
L￿ objectif de cet article est de mettre en Øvidence la fa￿on dont les salaires se di⁄Ørencient au
cours de la carriŁre, en caractØrisant leur processus de formation, de la fa￿on la plus simple et par-
cimonieuse possible. Pour cette raison, nous choisissons un cadre linØaire pour dØcrire ce processus.
Nous travaillons sur l￿ Øcart des logarithmes de salaire, ￿ leur moyenne par an, ￿ge d￿ entrØe et Ødu-
cation, dont le pro￿l a ØtØ examinØ par Koubi (2004). Nous modØlisons ces Øcarts, ou rØsidus, ainsi
obtenus en prenant en compte des e⁄ets individuels en niveau, et une modØlisation ARMA (Auto-
Regressive Moving Average) pour la dynamique, mais en permettant l￿ hØtØroscØdasticitØ temporelle
des innovations. Une telle modØlisation nous permet de dØcomposer la variance de ces rØsidus, en
une composante permanente liØe aux caractØristiques inobservables ￿xes des individus et une com-
posante transitoire liØe ￿ la dynamique des salaires. Ceci nous permet d￿ examiner la dØpendance
entre ces composantes et les conditions initiales du processus.
La dØcomposition que nous retenons, in ￿ne, s￿ appuie sur des processus stationnaires. De fait,
on peut tester la non-stationnaritØ de ces processus, en utilisant nos estimations, et elle est sys-
tØmatiquement rejetØe. On peut ainsi interprØter la dynamique des salaires de la cohorte ØtudiØe,
comme une convergence progressive vers un processus stationnaire, ￿ partir de conditions initiales.
La corrØlation des salaires ￿ long terme correspond alors ￿ la composante permanente, liØe aux
caractØristiques ￿xes des salariØs.
En ce qui concerne les mØthodes d￿ estimation, Alvarez et Arellano (2004) ont rØcemment remis
en cause l￿ utilisation de mØthodes d￿ estimation GMM, en utilisant des donnØes trŁs similaires aux
n￿tres, issues du PSID, en arguant du fait que les biais ￿ distance ￿nie et les pertes d￿ information
peuvent Œtre importantes. Des mØthodes de maximum de vraisemblance ou de pseudo-maximum
de vraisemblance, sous hypothŁse de normalitØ, semblent plus robustes, et ce sont celles que nous
3utilisons. De plus, l￿ utilisation de mØthodes de vraisemblance est plus aisØe que des mØthodes de
moment (comme les GMM), lorsque les donnØes contiennent de nombreuses valeurs manquantes,
comme c￿ est le cas ici. Les mØthodes de moment, pour Œtre simplement utilisØes, requiŁrent, en e⁄et,
que les sØquences des observations soient ininterrompues. Par rapport ￿ la littØrature existante, une
innovation de cet article est qu￿ il propose des algorithmes, permettant de prendre en compte les
observations manquantes dans les modŁles dynamiques, mais en restant dans un cadre oø l￿ attrition,
c￿ est ￿ dire la disparition du panel, est exogŁne.
Parmi les rØsultats principaux que nous obtenons, nous retiendrons d￿ abord que l￿ inØgalitØ (ap-
prochØe ici par la variance des rØsidus de salaire) augmente jusqu￿ ￿ 35-37 ans, dans cette cohorte,
et reste stable ensuite. Le processus de formation des salaires se dØcompose en une composante
permanente et une composante transitoire, suivant un ARMA, d￿ un ordre plus ØlevØ que dans la
littØrature, de type ARMA(4,2) pour l￿ ensemble de la population, et de type ARMA(4,1) pour la
sous-population des non-quali￿Øs. L￿ augmentation des inØgalitØs, au cours de la carriŁre, s￿ explique
par la convergence des salaires vers une trajectoire ￿stationnaire￿ , correspondant au processus
ARMA estimØ. L￿ Øcart ￿ cette trajectoire, en dØbut de carriŁre, correspond aux conditions initiales,
qui font partir l￿ ensemble des salariØs, ￿ des niveaux de salaires plus concentrØs que les niveaux
atteints aprŁs dix ans de carriŁre. Des tests de rupture ont ØtØ conduits, a￿n d￿ examiner la stabilitØ
de ces reprØsentations dans le temps : ils rejettent l￿ hypothŁse de stabilitØ, quel que soit l￿ ordre exa-
minØ, la statistique de test Øtant, nØanmoins, moins ØlevØe pour les processus ￿nalement retenus.
Les reprØsentations de la dynamique salariale, examinØes ici, doivent donc Œtre considØrØes comme
des approximations imparfaites du ￿vrai￿processus gØnØrateur des salaires.
` partir du processus estimØ, il est possible d￿ estimer la variance stationnaire, atteinte par le
processus au bout de su¢ samment d￿ annØes de carriŁre, et de la dØcomposer, entre celle liØe ￿
la composante permanente ￿xe et celle liØe ￿ la dynamique salariale propre. La part de variance
individuelle des salaires, dans la solution de long terme, est estimØe ￿ 60% et il y a peu de di⁄Ørences
dans ces variances, entre groupes d￿ Øducation, quand celle-ci est approchØe par la catØgorie socio-
professionnelle du premier emploi.
La Section 2 prØsente la modØlisation et les mØthodes d￿ estimation. Nous dØcrivons les donnØes
dans la Section 3. La Section 4 reporte les rØsultats d￿ estimation.
42 Processus dynamiques et estimation
Nous partons de l￿ idØe qu￿ il y a beaucoup plus de diversitØ dans les trajectoires de salaires que
celle qui avait ØtØ ØtudiØe auparavant. Cela se traduit d￿ abord par le choix de la base de donnØes
qui ne comporte qu￿ une seule cohorte, ensuite par la maniŁre dont nous modØlisons la dynamique
des salaires. Nous nous intØressons d￿ abord aux di⁄Ørents types de modŁles qui ont ØtØ proposØes
dans la littØrature puis aux mØthodes d￿ estimation qui ont ØtØ utilisØes.
2.1 ModŁles
Le modŁle le plus simple de dØcomposition de la variance en e⁄ets permanents et transitoires
est (Hause, 1980, Lillard et Willis, 1978) :
yit = ￿i + "it; (1)
oø ￿i est un e⁄et individuel. Il faut prØciser nØanmoins quelles sont les propriØtØs postulØes pour
le choc transitoire. C￿ est MaCurdy (1982) qui a proposØ l￿ un des modŁles qui reste parmi les plus
populaires dans la littØrature sur la dynamique des salaires. En utilisant les donnØes du PSID, il
trouve que l￿ innovation "it semble bien approximØe par un ARMA(1,2) :
"it = ￿"it￿1 + ￿it + ￿1￿it￿1 + ￿2￿it￿2 (2)
oø ￿it est supposØ Œtre un processus bruit blanc.
La littØrature a pris di⁄Ørentes directions pour gØnØraliser ce modŁle de base.
Une premiŁre question tourne autour de la prØsence ou non d￿ hØtØrogØnØitØ inobservable dans
les taux de croissance des salaires et donc dans les rendements de l￿ expØrience (Baker, 1997). Les
taux de croissance des salaires des plus ØduquØs sont plus forts que les taux de croissance de ceux
des moins ØduquØs par exemple. Baker suppose ainsi qu￿ il y a un deuxiŁme e⁄et individuel :
yit = ￿i + ￿i:t + "it; (3)
qui crØe une corrØlation sØrielle persistante dans les taux de croissance puisqu￿ en supposant l￿ indØ-
pendance de ￿i et ￿"it par ailleurs, on a :
Cov(￿yit;￿yit￿k) = V ￿i (4)
si k est su¢ samment grand (supØrieur ￿ l￿ ordre de corrØlation sØrielle dans ￿"it).
5NØanmoins, une autre question ouverte tourne autour de la racine auto-rØgressive. Le modŁle
est-il stationnaire, ￿ < 1? ou possŁde-t-il une racine unitaire, ￿ = 1? La rØsolution de cette question
est di¢ cile puisque Baker (1997) montre que les deux modŁles sont extrŒmement proches sur les
donnØes dont on dispose habituellement pour analyser les salaires, c￿ est-￿-dire des pØriodes de
temps d￿ une vingtaine d￿ annØes comme dans les donnØes dont nous disposons ici. Autrement dit,
ce sont des alternatives locales et le gain de modØlisation apportØ par l￿ Øquation (3) par rapport
￿ la modØlisation initiale s￿ estompe. Notons qu￿ il y a aussi des arguments Øconomiques avancØs
par Baker et Solon (1999) pour expliquer la prØsence d￿ une racine unitaire. Des chocs comme des
licenciements, qui ne sont pas explicitement modØlisØs ici, peuvent avoir des e⁄ets de trŁs long terme
s￿ ils ont pour consØquence la destruction irrØversible de capital humain spØci￿que.
La direction prise par Geweke et Keane (2000) ou Hirano (2002) est di⁄Ørente. Elle consiste ￿
remettre en cause l￿ utilisation de l￿ hypothŁse de normalitØ pour les bruits blancs, ￿it, considØrØs plus
haut. Si l￿ objectif est de construire une matrice de mobilitØ entre quantiles de salaire, l￿ hypothŁse
de normalitØ peut se rØvØler en e⁄et une source de biais trŁs importante. Horowitz et Markatou
(1996) adoptent une approche similaire en se proposant d￿ estimer semi-paramØtriquement les di⁄Ø-
rentes distributions des e⁄ets individuels et des bruits blancs. Un autre intØrŒt des deux articles de
Geweke et Keane, et Hirano, est d￿ utiliser des mØthodes bayØsiennes puissantes comme l￿ Øchantillon-
nage de Gibbs pour construire les distributions a posteriori des paramŁtres et pas seulement leurs
distributions asymptotiques. Ceci permet d￿ atteindre une meilleure prØcision ￿ distance ￿nie ￿si la
spØci￿cation retenue est la bonne ￿quand la mobilitØ par quantiles doit Œtre prØdite. NØanmoins
ces amØliorations sont obtenues au prix d￿ une simpli￿cation de la dynamique du modŁle de base en
un simple AR(1).
C￿ est avec la mŒme intention que Bonhomme et Robin (2004) procŁdent en modØlisant l￿ Øvolution
des salaires par des copules qui permettent de reprØsenter de fa￿on partiellement non paramØtrique
les distributions marginales des salaires et de fa￿on ￿ exible la distribution jointe des salaires ￿ des
pØriodes successives. L￿ aussi, mais cela est dß en partie ￿ la faible longueur de l￿ Øchantillon tirØ
des enquŒtes Emploi (3 ans), la dynamique est modØlisØe de maniŁre plus restreinte. Il est aussi
di¢ cile d￿ intØgrer de maniŁre gØnØrale l￿ hØtØrogØnØitØ inobservable au del￿ de l￿ approximation de
sa distribution par un nombre ￿ni de points de support.
La troisiŁme direction prise par la littØrature porte sur d￿ autres non-linØaritØs. La premiŁre
possibilitØ est d￿ explorer des processus gØnØrateurs des donnØes comme des modŁles ARCH (Meghir
et Pistaferri, 2004) dans un modŁle oø il y a des chocs permanents et transitoires. Ils trouvent
que la variance des chocs de revenu est persistente dans certains groupes d￿ Øducation ce qui a
6des consØquences sur l￿ Øpargne de prØcaution. Ces motivations sont aussi au c￿ur des mØthodes
proposØes par Alvarez et al. (2002). Ces auteurs proposent de rendre compte de la di¢ cultØ de
modØliser les processus de revenu en supposant que les paramŁtres des processus ARMA sont
hØtØrogŁnes entre individus. Ainsi, la racine autorØgressive peut Œtre unitaire pour certains individus
mais pas pour d￿ autres. De mŒme, les variances et racines de la moyenne mobile peuvent di⁄Ører
entre individus. Des modŁles de plus en plus complets sont estimØs par des mØthodes de simulation
dØrivØes de mØthodes d￿ infØrence indirecte.
L￿ objectif que nous suivons dans cet article est plus modeste. D￿ abord, nous nous contentons de
vouloir mesurer des paramŁtres liØs aux variances et covariances et non aux distributions et nous
ne visons pas ￿ utiliser nos rØsultats pour estimer la mobilitØ entre quantiles de revenu, seulement
￿ examiner l￿ Øvolution, dans une cohorte, de l￿ inØgalitØ des salaires (une fois les caractØristiques
observables contr￿lØes) au cours des premiŁres annØes du cycle de vie. Ensuite, nous adoptons une
forme rØduite en ne cherchant pas ￿ modØliser l￿ hØtØrogØnØitØ individuelle des variances des termes
d￿ erreur mais uniquement leurs propriØtØs de sØries temporelles. Nous nous contentons d￿ estimer
des processus ARMA dont la variance varie au cours du temps mais en tentant de le faire d￿ une
fa￿on e¢ cace, cette estimation restant robuste ￿ la prØsence d￿ hØtØrogØnØitØ dans les variances.
En￿n, nous considØrons dans un premier temps que la dynamique des salaires est la mŒme pour
tous les individus composant la cohorte ØtudiØe, tout en reportant dans un deuxiŁme temps, des
rØsultats pour des groupes de quali￿cation di⁄Ørente. Nous estimons les paramŁtres gouvernant
cette dynamique commune de maniŁre ￿ ce que l￿ hØtØrogØnØitØ des trajectoires salariales qu￿ elle
gØnŁre corresponde ￿ celle observØe dans les donnØes. Ce sont ces mØthodes que nous prØsentons
maintenant.
2.2 Estimation
Pour estimer la reprØsentation thØorique la plus adaptØe du processus gØnØrateur des donnØes, il
faut pouvoir mesurer l￿ adØquation du modŁle thØorique ￿ la matrice de variance empirique d￿ obser-
vations longitudinales yit. La mØthode d￿ estimation des paramŁtres d￿ Abowd et Card (1989) consiste
￿ rendre la variance thØorique du processus gØnØrateur des donnØes, rØsumØe par cov, la plus proche
possible de la matrice de variance empirique, d cov. La mØthode des moindres carrØs asymptotiques
ou de distance minimum s￿ applique naturellement dans de tels cas (GouriØroux et Monfort, 1989).
Soit b le vecteur de paramŁtres dØ￿nissant le processus statistique que nous estimons, l￿ estimateur
7donnØ par les m.c.a est celui minimisant le critŁre :
b b = argmin
b
N (d cov ￿ cov(b))
0 ^ V
￿1
cov (d cov ￿ cov(b)) (5)
oø N est le nombre d￿ observations. Sous l￿ hypothŁse nulle, le critŁre minimisØ suit un Chi deux
￿ un nombre de degrØs de libertØ Øgal ￿ rg (cov(b)) ￿ rg (b), soit T (T + 1)=2 ￿ rg (b). C￿ est cette
statistique que l￿ on peut considØrer pour accepter ou refuser le modŁle thØorique.
NØanmoins, ￿ distance ￿nie, Altonji et Segal (1996) ont montrØ que cet estimateur appelØ par
eux, Optimal Minimum Distance (OMD) Øtait sØrieusement biaisØ par rapport ￿ celui qui utilise la
matrice identitØ comme matrice de poids, dit Equally Weighted Minimum Distance (EWMD) :
b bEWMD = argmin
b
fN (d cov ￿ cov(b))
0 (d cov ￿ cov(b))g (6)
C￿ est pourquoi le deuxiŁme estimateur est souvent prØfØrØ. Il existe des moyens de corriger partiel-
lement les biais du premier estimateur ￿ distance ￿nie soit par des techniques de jackknife (Kezdi,
Hahn et Solon, 2002) ou de bootstrap (Horowitz, 1998). Ces mØthodes sont nØanmoins numØrique-
ment trŁs coßteuses et ne semblent pas amØliorer de fa￿on substantielle les rØsultats de l￿ estimation
par EWMD. La littØrature s￿ est aussi employØe ￿ proposer d￿ autres estimateurs, de vraisemblance
empirique, d￿ ￿exponential tilting￿ou de GMM avec rØvision continue (￿continuously updating￿ ).
Les rØsultats d￿ une analyse complŁte par Monte Carlo de ces di⁄Ørentes mØthodes d￿ estimation sont
prØsentØs dans Ramalho (2005).
Nous utilisons en fait une autre mØthode qui est celle du maximum de vraisemblance. L￿ argument
principal ￿ l￿ appui de cette derniŁre mØthode d￿ estimation est celui d￿ e¢ cacitØ dans le cas oø le
modŁle est bien spØci￿Ø et de robustesse dans le cas oø le modŁle est mal spØci￿Ø en utilisant un
cadre de pseudo-vraisemblance (GouriØroux et Monfort, 1989).
A la suite d￿ Alvarez et Arellano (2004), on considŁre l￿ Øquation, valide de t = 1 ￿ T seulement :
yit = ￿1yi(t￿1) + ::: + ￿pyi(t￿p) + ￿￿￿i + vit (7)
oø ￿i est un e⁄et individuel centrØ et rØduit. Les conditions initiales sont supposØes donnØes
(yi0;:;yi(1￿p)) et le terme d￿ erreur est :
vit = ￿twit (8)
oø wit est une moyenne mobile d￿ ordre q :
wit = ￿it ￿  1￿it￿1 ￿ ::: ￿  q￿it￿q: (9)
8Le modŁle est donc fonction des variables alØatoires zi = (yi0;:;yi(1￿p);￿i;￿i(1￿q);:;￿iT). Nous sup-
poserons que ce vecteur est distribuØe selon une loi normale multivariØe :
zi   N(0;￿z)
oø ￿z a une structure plus prØcisØment dØcrite dans l￿ annexe A.1 mais que nous pouvons rØsumer de
la fa￿on suivante. Les corrØlations entre conditions initiales et e⁄et individuel sont non restreintes
alors que les innovations ￿it sont supposØes orthogonales ￿ toute variable passØe, y compris aux
conditions initiales. Par contre, la condition initiale, yi0, peut Œtre corrØlØe avec des chocs antØrieurs
comme ￿i0;￿i(￿1);...
On dØduit de ces restrictions les moments des variables observables :
yi   N(0;￿y):
oø ￿y est une fonction des paramŁtres du modŁle (f￿kgk=1;:;p;f kgk=1;:q;￿￿;f￿tgt=1;:;T; ￿). (Voir
Annexe A.1).
L￿ hypothŁse de normalitØ peut para￿tre forte de prime abord mais elle peut Œtre rØinterprØtØe
comme une hypothŁse auxiliaire sur laquelle s￿ appuie la mØthode du pseudo-maximum de vraisem-
blance. Les estimateurs qui maximisent la vraisemblance auxiliaire sont convergents et asymptoti-
quement normaux et leur matrice de variance-covariance se calcule de maniŁre robuste aux violations
de l￿ hypothŁse de normalitØ.
En￿n, un des avantages de la mØthode de maximum de vraisemblance est de permettre de
traiter de fa￿on aisØe, de maniŁre conceptuelle tout au moins, les valeurs manquantes dans les sØries
individuelles. En e⁄et, Øcrivons yobs
i le vecteur, de taille, Ti ￿ T; des valeurs observØes du vecteur
yi et notons Si la matrice de sØlection, de taille [Ti;T] qui est dØ￿nie par :
y
obs
i = Siyi: (10)




i   N(0;Si￿yS
0
i)
et la contribution de cette observation ￿ la vraisemblance s￿ en dØduit.
Si le traitement conceptuel des valeurs manquantes est simplement dØcrit ci-dessus, la mise
en ￿uvre pratique est plus complexe. En e⁄et, il faut tenir compte pour chaque individu de la
sØquence des annØes pour lesquelles il est observØ dans les donnØes pour Øcrire sa contribution ￿ la
9vraisemblance. ￿tant donnØ le nombre d￿ annØes pour lesquelles les individus peuvent Œtre prØsents
ou absents cela correspond ￿ 2T combinaisons possibles2.
2.3 Tests
Pour choisir la meilleure reprØsentation des donnØes, deux critŁres sont utilisØs. Le premier
repose sur la comparaison des vraisemblances entre deux modŁles embo￿tØs l￿ un dans l￿ autre en
mettant en ￿uvre le test du rapport de vraisemblance. Le second consiste ￿ vØri￿er si la dynamique
gØnØrant les trajectoires salariales est stable. Pour cela, nous mettons en ￿uvre un test de rupture
des coe¢ cients : l￿ hypothŁse nulle que les paramŁtres gouvernant la dynamique salariale restent
identiques avant et aprŁs 1987.
Test du rapport de vraisemblance
Le parti pris dans ce papier est de se limiter ￿ une classe de processus linØaires de type ARMA
pour reprØsenter les trajectoires salariales. La question de l￿ ordre du processus reste toutefois non
rØsolue. Pour le dØterminer, nous estimons des modŁles di⁄Ørents en considØrant des ordres AR
allant de 1 ￿ 4 et MA de 1 ￿ 3. L￿ examen des vraisemblances permet de comparer un modŁle
d￿ ordre (p;q) donnØ ￿ un modŁle d￿ ordre supØrieur, par exemple (p + k;q). Le test du rapport de
vraisemblance consiste alors en un test de spØci￿cation du modŁle de type ARMA(p;q) contre la
spØci￿cation ARMA(p + k;q). La statistique de test est la suivante :
S
L = 2(L(p + k;q) ￿ L(p;q)) (11)
oø L(p;q) est la valeur de la log-vraisemblance atteinte par le modŁle d￿ ordre (p;q). Sous l￿ hypothŁse
que le modŁle ARMA(p;q) est bien spØci￿Ø, cette statistique suit une loi du ￿2, ￿ k degrØs de
libertØ. On peut aussi utiliser les critŁres d￿ Akaike ou BIC pour comparer les modŁles non emboitØs
(GouriØroux et Monfort, 1989).
Test de rupture
Le principe du test de rupture des coe¢ cients consiste ￿ vØri￿er si les paramŁtres du modŁle
restent constants au cours du temps. On considŁre ainsi un modŁle plus gØnØral que celui estimØ,
dans lequel les coe¢ cients gouvernant la dynamique ARMA, ￿ savoir les vecteurs de paramŁtre ￿
et  , peuvent Œtre di⁄Ørents entre la pØriode 1976-1987 et 1988-1998. Formellement, cela revient ￿
2Plut￿t que d￿ Øcrire toutes les combinaisons possibles, nous listons l￿ ensemble des combinaisons prØsentes dans
les donnØes, soit l￿ ensemble des Si possibles, et estimons pour chaque groupe d￿ individus correspondant au mŒme Si
leur contribution ￿ la vraisemblance.
10rØØcrire la dynamique du modŁle comme dØpendant de paramŁtres ￿1 et  
1 en premiŁre pØriode
et ￿2 et  
2 en deuxiŁme pØriode. Le test de rupture consiste ￿ tester de fa￿on jointe les ØgalitØs
￿1 = ￿2 et  
1 =  
2. Les autres paramŁtres relatifs aux conditions initiales restent les mŒmes.
Comme nous estimons de toute fa￿on le modŁle contraint (sous l￿ hypothŁse d￿ absence de rup-
ture), nous disposons des estimations de ￿ et   dans ce cadre et des autres paramŁtres du modŁle.
Le test du score consiste ￿ vØri￿er si ces valeurs maximisent bien la vraisemblance du modŁle non
contraint (c￿ est-￿-dire celui autorisant la rupture des coe¢ cients). Ce test consiste ￿ examiner le
gradient du logarithme de la vraisemblance non contrainte, Øgalement appelØ le vecteur du score,
et vØri￿er qu￿ il n￿ est pas di⁄Ørent de zØro. Si on appelle s(￿; ) le vecteur du score, la statistique
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(12)
oø V (si) est la matrice de variance des vecteurs du score par individu. Le nombre de relations
d￿ ØgalitØ testØes est Øgal ￿ p+q, correspondant aux dimensions des vecteurs ￿ et  . Sous l￿ hypothŁse
nulle, la statistique de test SS suit donc une loi du ￿2 ￿ p + q degrØs de libertØ.
3 DonnØes et Description
La richesse de la base de donnØes que nous utilisons nous permet d￿ estimer la dynamique des
salaires dans une cohorte unique dØ￿nie comme l￿ ensemble des individus rentrØs sur le marchØ du
travail en 1976. Dans cette section, aprŁs avoir prØsentØ cette base, nous expliquons comment nous
construisons les variances rØsiduelles des salaires aprŁs avoir retirØ de leur moyenne les e⁄ets de
pØriode, d￿ ￿ge d￿ entrØe et d￿ Øducation. Nous dØcrivons ensuite la structure des variances rØsiduelles.
3.1 SØlection de l￿ Øchantillon
Nous utilisons la mŒme base de donnØes que celle de Le Minez et Roux (2002) en nous restreignant
aux hommes rentrØs sur le marchØ du travail en 1976 et travaillant dans le secteur privØ en 1998.
Cette base est extraite de l￿ Øchantillon des DADS de l￿ INSEE (Roux, 2003) et reporte les salaires
des travailleurs du secteur privØ et semi-public tels qu￿ ils sont dØclarØs par les employeurs. Comme
Baker et Solon (1999) qui utilisent des donnØes similaires sur le Canada, cette mesure des salaires
a plusieurs avantages par rapport aux donnØes d￿ enquŒtes qui ont ØtØ utilisØes jusqu￿ ￿ prØsent.
Comme ces revenus sont utilisØs pour des raisons administratives, ces observations devraient Œtre
libres d￿ erreurs de codage, d￿ arrondi et autres erreurs de mesure mŒme si peuvent subsister des
problŁmes d￿ adØquation entre la mesure annuelle que nous utilisons et le vrai modŁle Øconomique
11de dØtermination des salaires. De plus, l￿ Øchantillonnage des individus nØs en octobre d￿ une annØe
paire, permet une bonne reprØsentativitØ des donnØes et surtout accro￿t le nombre d￿ individus
prØsents dans la base.
Il y a un certain nombre de contreparties ￿ ces avantages. D￿ abord, peu de variables dØcrivent
l￿ hØtØrogØnØitØ observØe entre les individus et seules trois variables sont utilisables ￿ part le sexe :
la date de naissance, la pØriode et un indicateur de catØgorie socio-professionnelle. Ce dernier est
mesurØ lors du premier emploi et nous regroupons ces catØgories en trois groupes des moins aux plus
ØduquØs. Ensuite, comme l￿ univers n￿ est pas clos, il y a dans les histoires des individus de nombreux
exemples d￿ absences. Sans exclure que certaines de ces sorties temporaires soient de pures erreurs,
d￿ autres absences "structurelles" se rØfŁrent ￿ des passages hors-champ de l￿ observation, comme des
passages par l￿ inactivitØ, le ch￿mage, un travail dans le secteur public ou comme non salariØ. Il y a
aussi des valeurs manquantes dues ￿ l￿ absence de donnØes DADS en 1981, 1983 et 1990 ￿ cause des
recensements ainsi que des anomalies, qui sont maintenant bien connues, en ce qui concerne l￿ annØe
1993.
La richesse de ces donnØes nous permet de nous concentrer sur une seule cohorte, dØ￿nie par
sa date d￿ entrØe sur le marchØ du travail. La littØrature que nous avons prØsentØe dans la section
prØcØdente montre, en e⁄et, que l￿ hØtØrogØnØitØ dans les processus de revenu est trŁs importante
(Alvarez et al., 2001). ConsidØrer un Øchantillon trop hØtØrogŁne conduit alors ￿ des problŁmes de
mauvaise spØci￿cation qui peuvent conduire ￿ des biais dans la modØlisation de la dynamique et en
particulier dans le nombre de retards dans les processus ARMA.
Ce souci d￿ homogØnØitØ nous a aussi conduit ￿ la sØlection des hommes ayant tous occupØ leur
premier emploi ￿ temps plein de plus de 6 mois en 1976 et occupant toujours un emploi ￿ temps
plein en 1998 (cf. Le Minez et Roux, 2002, pour une description plus prØcise de la construction des
cohortes). Cette sØlection en fonction de la prØsence aux dates initiales et ￿nales et du temps passØ
en emploi, peut Œtre endogŁne mais notre intention n￿ est que descriptive. Notre analyse se restreint
￿ la dynamique des salaires dans cette population qui nous parait une des populations les plus ￿
mŒme de dØcrire, dans le champ du salariat du secteur privØ, la fa￿on dont les inØgalitØs se forment
pendant les 20 premiŁres annØes de la carriŁre compte tenu de toute interruption due ￿ l￿ inactivitØ,
au ch￿mage ou ￿ d￿ autres activitØs. Cette analyse n￿ est donc pas une tentative de construction de
salaires potentiels dans le secteur privØ ou dans l￿ Øconomie puisque nous devrions alors corriger des
biais de sØlection dus ￿ l￿ attrition (Guillotin et Sevestre, 1994). Ceci est hors du champ de cette
Øtude mais en est un des dØveloppements possibles.
Notre Øchantillon est composØ de 5236 hommes dont la premiŁre entrØe dans le champ des DADS
12est 1976. Il faut noter que, malgrØ le caractŁre administratif des donnØes, la sØlection retenue ne
reprØsente qu￿ environ le tiers d￿ une gØnØration annuelle rentrant sur le marchØ du travail. D￿ autres
rentrent dans le secteur public ou deviennent indØpendants dŁs la sortie du systŁme scolaire ou
aprŁs une pØriode passØe dans le secteur privØ. D￿ autres connaissent une pØriode temporaire hors
du secteur privØ en 1998. Leur ￿ge et Øducation en 1976 sont dØcrits dans le Tableau 1. Plus de
la moitiØ de l￿ Øchantillon est entrØe ￿ 18 ans sur le marchØ du travail (ou plus prØcisØment, dans
le champ couvert par nos donnØes) et un autre gros quart y est entrØ ￿ 20 ou 22 ans.3 Le reste se
rØpartit entre des entrØes prØcoces ￿ 16 ans (7%) et des entrØes tardives de 24 ￿ 34 ans (10%). En
termes d￿ Øducation, la population ayant occupØ un premier emploi trŁs quali￿Ø (i-e de cadre ou de
profession intermØdiaire) reste faible (7%), les individus ayant dØbutØ par un emploi quali￿Ø ou non
quali￿Ø (i-e d￿ employØ ou d￿ ouvrier) se partageant le reste de l￿ Øchantillon. Ne disposant pas direc-
tement du niveau de dipl￿me atteint par les individus ØchantillonnØs, nous interprØtons la catØgorie
socio-professionnelle au premier emploi comme un niveau d￿ Øducation : les individus occupant un
premier emploi trŁs quali￿Ø sont considØrØs comme Øtant passØs dans l￿ enseignement supØrieur, ceux
occupant un premier emploi quali￿Ø comme Øtant passØs par l￿ enseignement secondaire.
La structure des valeurs manquantes est dØcrite par le tableau 2. Ce tableau donne la frØquence
des prØsences ￿ deux dates t et t0 pour toutes les pØriodes entre 1976 et 1998 sauf pour les annØes
1981, 1983 et 1990 puisque les DADS ne furent pas traitØes ces annØes-l￿. Comme, par hypothŁse
de construction, tout le monde est prØsent en 1976 et 1998, la taille de l￿ Øchantillon pour chaque
annØe se lit dans les lignes ou colonnes qui font rØfØrence ￿ ces deux pØriodes (la ligne de 1976 ou la
colonne de 1998). Elle atteint son minimum en 1985, annØe de la pØriode entre 1976 et 1998 dont la
conjoncture macro-Øconomique est une des plus mauvaises avant la remontØe des annØes 1987 ￿ 1990.
En 1985, l￿ attrition atteint son maximum de 17%, qui reste une valeur modØrØe par ￿ rapport ￿ des
donnØes d￿ enquŒte sur les revenus ou salaires. Cette mesure de l￿ attrition ne rØsume qu￿ une partie
de la structure des valeurs manquantes. Le Tableau 2 donne des renseignements sur la probabilitØ
d￿ observation de paires de pØriodes. Par exemple, 70,6% de l￿ Øchantillon est prØsent ￿ la fois en 1985
et 1994, cette derniŁre annØe Øtant Øgalement une annØe de mauvaise conjoncture Øconomique. C￿ est
la valeur la plus basse que prend cette frØquence d￿ observations. Il y a peu d￿ autres caractØristiques
￿ noter dans ce tableau. La sortie de l￿ Øchantillon entre les annØes 1976 et 1985 semble plus rapide
que la remontØe des taux entre 1985 et 1998 ce qui est peut Œtre un indice d￿ une stabilisation de la
relation au travail salariØ privØ mais cela reste une conjecture. On peut noter la baisse relative du
3Comme seules sont concernØes des personnes nØes en octobre des annØes paires, la structure par ￿ge en 1976 ne
comporte que des ￿ges pairs.
13taux de prØsence en 1994 par rapport aux autres annØes qui est due ￿ une erreur d￿ Øchantillonnage
des individus dans l￿ enquŒte DADS pour cette annØe.
3.2 Construction des donnØes
Le salaire que nous utilisons est le salaire net journalier per￿u. Il est construit comme le salaire
total divisØ par le nombre de jours rØmunØrØs par l￿ employeur. S￿ il y a plusieurs employeurs, nous
reconstruisons une mesure pondØrØe de ce salaire (voir Le Minez et Roux, 2002, pour une explication
plus dØtaillØe). Ne sont conservØes parmi les observations que celles correspondant ￿ des emplois ￿
temps complet et pour lesquelles les salaires journaliers ne sont pas dans les centiles extrŒmes de
la distribution annuelle des salaires. Ces observations sont alors considØrØes comme manquantes,
comme si les individus concernØs n￿ Øtaient pas prØsents les annØes correspondant ￿ ces observations.
MŒme lorsqu￿ une de leur observation est manquante, les individus sont conservØs dans l￿ Øchantillon,
les autres observations Øtant source d￿ information.
Nous avons dØj￿ expliquØ que nous ne disposons que de peu de variables explicatives individuelles
ou familiales. Les rØgressions de salaire ￿ la Mincer ne peuvent donc apporter d￿ informations que
sur les e⁄ets de l￿ ￿ge ou de l￿ expØrience. Introduire des variables explicatives ￿xes au cours du
temps, comme l￿ Øducation, n￿ a pas beaucoup de sens puisque l￿ e⁄et de ces variables est confondu
avec les e⁄ets individuels constants au cours du temps et que l￿ orthogonalitØ entre elles et les
e⁄ets individuels est douteuse. On peut nØanmoins e⁄ectuer l￿ analyse ØconomØtrique par groupes
d￿ Øducation et c￿ est ce que nous proposerons dans la partie empirique.
Nous utilisons d￿ abord l￿ information sur l￿ ￿ge d￿ entrØe, l￿ Øducation et la pØriode. Si Eit est le
revenu salarial de l￿ individu i au temps t, nous Øtudions l￿ Øcart du logarithme de cette valeur ￿ la
moyenne par ￿ge d￿ entrØe croisØe avec l￿ Øducation et par pØriode :
yit = log(Eit) ￿ log(Eit)aet (13)
oø xaet dØsigne la moyenne de x pour un ￿ge d￿ entrØe a, avec une Øducation e, au temps t. En
cela, on caractØrise alors le rØsidu ￿ un moment du temps et les positions relatives des salaires ￿
l￿ intØrieur d￿ un groupe d￿ expØrience et d￿ Øducation donnØ (Koubi, 2003). Nous contr￿lons donc des
e⁄ets de l￿ expØrience de maniŁre trŁs gØnØrale, en di⁄Ørenciant ces e⁄ets en fonction de l￿ Øducation,
sans imposer un pro￿l particulier, comme cela est le cas dans les Øquations de Mincer. Nous ne
reporterons pas ici les pro￿ls des salaires moyens au cours de la carriŁre puisqu￿ ils sont trŁs bien
connus maintenant (Koubi, 2003, et les rØfØrences qui y sont citØes). Les salaires augmentent forte-
ment jusqu￿ ￿ 40 ans environ, Øvoluent plus faiblement entre 40 et 50 ans et stagnent ou dØcroissent
14￿ partir de 50 ans.
3.3 L￿ estimation de la matrice de variance-covariance des salaires
Ce sont donc les variances rØsiduelles qui nous intØressent. La matrice de variance-covariance
des rØsidus des Øquations de salaire, yit; peut Œtre estimØe par :







Les modŁles prØsentØs dans la section prØcØdente se proposent de comparer cette matrice de
variance-covariance empirique ￿ celle correspondant au processus gØnØrateur des donnØes postulØ.
Par exemple, si les salaires sont gØnØrØs par un bruit blanc, on aura : V (yit) = ￿2, et cov (yit;yis) = 0
pour t 6= s. Dans ce cas, la matrice de variance du processus thØorique est l￿ identitØ multipliØe par
la variance.
Puisque cette matrice est symØtrique, elle ne compte que
T(T+1)
2 ØlØments indØpendants que
sont les covariances thØoriques entre yit et yis, covt;s = E ((yit ￿ Eyit)(yis ￿ Eyis)). On rØØcrit les
ØlØments de cette matrice de variance-covariance sous forme d￿ un vecteur de taille T (T + 1)=2,
appelØ cov = (cov1;1;::;covT;1;cov2;2;:::;covT;2;:::;covT;T)
0 : On peut alors appliquer le thØorŁme
central limite aux contreparties empiriques de ces moments thØoriques, sous des conditions portant
sur l￿ existence de moments d￿ ordre supØrieur et on obtient :
p
N (d cov ￿ cov) ) N (0;Vcov) (15)
oø ) dØsigne la convergence en distribution et d cov est la contrepartie empirique de cov, c￿ est-￿-dire
la reprØsentation vectorielle de la matrice b V (yi). Vcov est la matrice de variance-covariance de cov,
et est donc de taille T (T + 1)=2 ￿ T (T + 1)=2. Une estimation convergente de cette matrice sera























3.4 Evolutions des variances et corrØlations des salaires
Les tableaux reportant ces Øvolutions sont assez di¢ cile ￿ lire et il est beaucoup plus parlant de
les reprØsenter sous forme de graphiques. On reprØsente d￿ abord dans la Figure 1, les variances ￿
15chaque pØriode, ainsi que leurs intervalles de con￿ance ￿ 95%. Ces variances dØcrivent l￿ Øvolution
des inØgalitØs intracohorte des salaires au cours de la carriŁre. Les corrØlations estimØes ￿ partir des
rØsidus de salaires dØ￿nis par l￿ Øquation (13) sont reportØes dans le Tableau 3 et dans les Figures
2 et 3. Le tableau peut Œtre lu de deux fa￿ons : en l￿ Øtudiant par ligne ce qui revient ￿ raisonner
par rapport ￿ une annØe donnØe, auquel cas on examine les corrØlations avec les rØsidus des autres
annØes et ￿ des ordres di⁄Ørents; en l￿ examinant en diagonale, c￿ est ￿ dire ￿ ordre de retard constant,
ce qui permet d￿ examiner l￿ Øvolution de la persistence de court terme des rØsidus de salaire au cours
de la carriŁre. Les Figures 2 et 3 o⁄rent ces reprØsentations, plus parlante nous l￿ espØrons, que les
rØsultats prØsentØs dans le tableau 3. Les Figures 2 reportent les auto-corrØlations ￿ di⁄Ørents ordres
pour certaines annØes d￿ observation prises rØguliŁrement (tous les 5 ans : 1982, 1987, 1992 et 1997)
sur la pØriode 1976 ￿ 1998 (le chi⁄re entre parenthŁses correspond au nombre d￿ annØes sØparant
1976 de l￿ annØe servant de base pour reprØsenter les corrØlations). Les Figures 3 reportent quand ￿
elles les auto-corrØlations ￿ des retards compris entre 1 et 6 pour toutes les annØes de la pØriode (le
chi⁄re entre parenthŁses correspond au retard pour lesquelles les auto-corrØlations sont estimØes).
Les rØsultats peuvent Œtre rØsumØs en trois grands traits. Tout d￿ abord, la variance des salaires
augmente au cours du temps comme le montre la Figure 1. Cette Øvolution a une forme concave,
￿ deux exceptions prŁs au dØbut de la pØriode. Les annØes 1977 et 1978 se distinguent par des
variances trŁs importantes et nous n￿ avons pas d￿ explication convaincante ￿ ce phØnomŁne. AprŁs
1993, la croissance des variances s￿ arrŒte. On sait par d￿ autres indices que l￿ annØe 1993 se caractØrise
dans les donnØes par des erreurs de mesure importantes (Le Minez et Roux, 2002) mais l￿ arrŒt de
croissance se vØri￿e les annØes suivantes. En supposant que les erreurs de mesure sont su¢ samment
faibles pour que l￿ on puisse conclure que la variance augmente jusqu￿ en 1993 puis reste constante,
cela voudrait dire que la croissance de l￿ inØgalitØ au sein d￿ une cohorte cesse 17 ans aprŁs l￿ entrØe
sur le marchØ du travail, c￿ est ￿ dire vers l￿ ￿ge de 35 ans, donc avant la phase de ralentissement
de la croissance de la moyenne des salaires (20-25 ans aprŁs l￿ entrØe ou vers 40 ans, Koubi, 2004).
Cette Øvolution n￿ est pas compatible avec une reprØsentation du processus de salaire sous la forme
d￿ une marche alØatoire selon laquelle la variance augmenterait indØ￿niment.
DeuxiŁmement, les rØsidus sont fortement persistants. Leur corrØlation est Øgale ￿ 0.8 ￿ un an
d￿ intervalle ￿ la ￿n des annØes 1990 mais reste Øgale ￿ 0.2 ￿ 22 ans d￿ Øcart entre 1976 et 1998,
Øvidence empirique d￿ e⁄ets individuels inobservables persistants dans le cadre choisi ici4.
TroisiŁmement, l￿ auto-corrØlation des rØsidus augmente au cours du temps. La premiŁre sur-
4Cette forte corrØlation pourrait Øgalement Œtre le signe de l￿ existence de racine unitaire, le processus de forma-
tion des salaires suivant alors une marche alØatoire, mais cette interprØtation n￿ est pas con￿rmØe par l￿ examen de
l￿ Øvolution des variances des rØsidus.
16diagonale du Tableau 3 en est une illustration puisqu￿ ￿ l￿ ordre 1, l￿ auto-corrØlation augmente de
0.2 ￿ 0.8. La Figure 3(1) reporte la mŒme information et montre en outre que ces coe¢ cients
sont trŁs prØcisØment estimØs. Les Figures 3(2-6) montrent que ce phØnomŁne n￿ est pas limitØ
￿ l￿ ordre 1 mais qu￿ il s￿ Øtend au moins jusqu￿ ￿ l￿ ordre 6. Dans une dimension di⁄Ørente qu￿ est
l￿ auto-corrØlation ￿ pØriode ￿xØe et non plus ￿ ordre donnØ, cela donne les allures caractØristiques
des auto-corrØlations des ￿gures 2 aux pØriodes 1978, 1982, 1987, 1992 et 1997. Une croissance
linØaire de l￿ auto-corrØlation depuis le dØbut de la pØriode d￿ observation en 1976 jusqu￿ ￿ la date
d￿ analyse puis une dØcroissance lente de l￿ auto-corrØlation jusqu￿ ￿ la derniŁre pØriode d￿ observation.
L￿ interprØtation en est claire. L￿ inØgalitØ des salaires semble se ￿ger au cours du temps puisqu￿ elle
est de plus en plus persistante. Cette Øvolution est compatible avec l￿ idØe d￿ une convergence des
salaires vers un processus stationnaire. En dØbut de carriŁre, les conditions initiales limiteraient
les inØgalitØs salariales. Puis, les inØgalitØs de trajectoire se cristalliseraient au fur et ￿ mesure du
dØroulement de la carriŁre. Les modŁles que nous allons estimer se doivent de reprØsenter de maniŁre
adØquate ces faits stylisØs.
4 RØsultats
Nous avons estimØ par maximum de vraisemblance les modŁles ARMA dØcrits dans la Section 2.2
en utilisant l￿ Øchantillon complet (5236 observations) et le sous Øchantillon composØ des hommes de
moindre quali￿cation uniquement (2340 observations). Comme nous l￿ avons expliquØ, nous tenons
compte de la structure compliquØe des valeurs manquantes.
4.1 Choix de modŁles
Les valeurs de la vraisemblance pour de modŁles ARMA(p;q) ￿ di⁄Ørents ordres p = 1 ￿ 4 et
q = 1 ￿ 3 dans l￿ Øchantillon principal sont reportØes dans le Tableau 4. Le nombre de degrØs de
libertØ de chaque modŁle y est aussi reportØ.
Les rØsultats sont peu ambigus. Alors que les niveaux de vraisemblance atteints sont signi￿cati-
vement (au sens des tests de rapport de vraisemblance pour les modŁles embo￿tØs, cf. la statistique
de test dØ￿nie par l￿ Øquation (11)) croissants avec p ou q, le niveau atteint est d￿ autant plus ØlevØ
que p l￿ est. Quand p = 3, un test formel de q = 2 contre l￿ alternative q = 3 ne permet pas de rejeter
l￿ hypothŁse nulle ￿ tout niveau usuel de test. De plus, un modŁle ARMA(2,3) est sans ambigu￿tØ
rejetØ au pro￿t d￿ un ARMA(3,2) par les critŁres d￿ Akaike ou BIC. Dans l￿ Øchantillon global, le
modŁle ARMA(4,2) semble donc Œtre le plus ￿ mŒme de dØcrire les donnØes.
17Un autre ØlØment pouvant intervenir dans le choix du modŁle concerne la stabilitØ de la dyna-
mique sur la pØriode considØrØe. Nous calculons la statistique de test dØ￿nie dasn l￿ Øquation (12)
pour chaque modŁle estimØ. L￿ hypothŁse d￿ absence de rupture est dans tous les cas rejetØe. Toute-
fois, la statistique de test est la plus faible pour le modŁle dØcrivant le mieux les donnØes, ￿ savoir
un modŁle ARMA(4,2) pour l￿ ensemble de la population.
Les rØsultats, dans le sous-Øchantillon des individus les moins ØduquØs, dont sont reportØs dans
le Tableau 5. Il est impossible de rejeter l￿ hypothŁse nulle q = 1 contre q = 2 quand p ￿ 3. Comme
dans l￿ Øchantillon complet, les gains de vraisemblance sont les plus importants lorsqu￿ on augmente
l￿ ordre AR.
De maniŁre gØnØrale, on voit que la dynamique est beaucoup plus longue que celle qui est
typiquement avancØe dans la littØrature. Or notre analyse porte sur un Øchantillon qui semble
plus homogŁne que celui que ceux habituellement utilisØs et les hypothŁses que nous faisons sur les
variances sont plus gØnØrales. Les biais conduisant ￿ trouver des longueurs de retard trop importantes
dans les modŁles ARMA ￿ cause de mauvaises spØci￿cations devraient donc Œtre probablement plus
faibles.
Il faut cependant regarder de fa￿on dØtaillØe l￿ estimation des coe¢ cients dans chaque modŁle
pour se faire une idØe d￿ Øventuelles sources de mauvaise spØci￿cation.
4.2 Coe¢ cients estimØs
Ce sont les estimations pour l￿ ensemble de la population qui sont principalement exposØes dans
cette section. Les coe¢ cients dØcrivant la dynamique des salaires, puis les conditions initiales et
les Øcarts types des innovations, font l￿ objet des commentaires. Les rØsultats obtenus sur la sous-
population des moins ØduquØs sont prØsentØs ￿ la ￿n de cette section. Ils illustrent certaines di¢ cultØs
inhØrentes ￿ la mØthode d￿ estimation.
Coe¢ cients des processus ARMA
Les rØsultats des di⁄Ørents modŁles estimØs sur l￿ ensemble de la population sont prØsentØs dans
le Tableau 6. Nous commen￿ons par les rØsultats portant sur les coe¢ cients autorØgressifs puis
nous abordons l￿ analyse des coe¢ cients estimØs de la partie moyenne mobile. Nous analysons les
traits communs ￿ l￿ ensemble des modŁles estimØs, avec une mise en perspective par rapport ￿ la
littØrature.
Le premier coe¢ cient autorØgressif est dans tous les cas supØrieur ￿ 0.56 (exceptØ 0.39 pour
l￿ ARMA(2,3)) et toujours infØrieur ￿ 0.98. La stationnaritØ de la sØrie peut Œtre apprØciØe en exa-
minant la somme des coe¢ cients AR. Cette somme est comprise entre 0.839 et 0.888 et peut
18s￿ interprØter comme un e⁄et de long terme. Sa valeur ØlevØe re￿ Łte une trŁs forte persistence des
chocs mais n￿ est pas su¢ samment proche de 1 pour penser qu￿ une racine unitaire est prØsente.
Le processus est bien stationnaire et une statistique formelle de test est prØsentØe dans le tableau
pour dØmontrer l￿ absence de racine unitaire. Ce rØsultat correspond ￿ celui obtenu par Alvarez et
Arellano (2004) sur des donnØes espagnoles ou amØricaines (PSID). Nos coe¢ cients sont lØgŁrement
plus ØlevØs.
La comparaison des di⁄Ørents modŁles montre que les valeurs des coe¢ cients dØpendent grande-
ment de l￿ ordre de l￿ ARMA estimØ. Cela illustre l￿ importance de considØrer une dynamique d￿ ordre
su¢ samment important pour dØcrire le processus. Ainsi, l￿ e⁄et du deuxiŁme retard autorØgressif
(AR) dØpend beaucoup de la considØration ou non d￿ un deuxiŁme retard dans la partie moyenne
mobile (MA). Alors que le deuxiŁme retard AR est nØgatif dans les modŁles oø q = 1, il est positif
et trŁs signi￿catif dans les modŁles ou le retard de la moyenne mobile est supØrieur ou Øgal ￿ 2. Ceci
pourrait expliquer pourquoi le modŁle prØfØrØ dans la littØrature est ARMA(1,2) si les auteurs n￿ ont
pas testØ la prØsence de termes supØrieurs ￿ cause du manque de prØcision ou de biais ￿ distance
￿nie de mØthodes GMM par rapport aux mØthodes de vraisemblance (Alvarez et Arellano, 2004).
Le coe¢ cient MA(1) est toujours positif et varie entre .15 et .57 (￿ l￿ exception du modŁle
ARMA(2,3) pour lequel le coe¢ cient est nØgatif). NØanmoins, comme les modŁles oø q = 1 sont
toujours rejetØs contre les modŁles q = 2 et que ces derniers ne sont pas rejetØs contre q = 3, il
semble plus raisonnable de ne regarder que les coe¢ cients estimØs pour q = 2. Dans ce cas, la
variabilitØ des coe¢ cients MA(1) est rØduite mais reste consØquente, entre 0.15 et 0.46. Les termes
supØrieurs (q = 3) sont ￿ la limite de la signi￿cativitØ, ou la perdent, dŁs que le retard de la partie
autorØgressive dØpasse 3.
Le choix de modŁles a montrØ sans ambigu￿tØ que faire cro￿tre l￿ ordre de la partie autorØgressive
s￿ adaptait mieux aux donnØes que faire cro￿tre les retards dans la partie moyenne mobile quand on
utilise des procØdures de sØlection de modŁles soit par embo￿tement soit par des critŁres d￿ Akaike
et de BIC. Or, quand on compare le modŁle ARMA(4,2), qui semble prØfØrable ￿ un modŁle plus
parcimonieux ARMA(3,2), il appara￿t que le coe¢ cient du terme autorØgressif d￿ ordre 4, ￿4, n￿ est
pas signi￿catif. Ce qui change principalement entre ces deux ensembles de rØsultats est la structure
de corrØlation entre les conditions initiales et le facteur individuel. Ce qui semble donc rejetØ par
un test formel est, non pas l￿ ordre du processus mais la structure de corrØlation initiale qu￿ un
ARMA(3,2) impose. Il devrait donc su¢ re de rel￿cher les contraintes sur les corrØlations initiales
pour que l￿ ordre p = 3 devienne plus acceptable. On notera que l￿ on ne peut pas faire le mŒme
raisonnement en comparant le modŁle ARMA(3,2) aux modŁles plus parcimonieux concurrents de
19type ARMA(3,1) puisque le coe¢ cient  2 est signi￿catif dans (3,2) ou ￿ ceux de type ARMA(2,2)
puisque le coe¢ cient ￿3 est signi￿catif dans (2,2). NØanmoins, le modŁle ARMA(4,2) s￿ adapte le
mieux aux donnØes et prend en compte de fa￿on la plus satisfaisante les conditions initiales. Il ne
faut simplement pas oublier que la dynamique stationnaire limite de ce processus est plut￿t de type
ARMA(3,2).
Composante permanente et conditions initiales
Nous avons vu que les conditions initiales sont un ØlØment important caractØrisant le modŁle.
Elles sont ici modØlisØes par un vecteur de variables alØatoires correspondant aux valeurs antØrieures
￿ la date du dØbut du processus. Ainsi, les variables (yi;1￿p;:::;yi0) ne suivent pas un processus




, qui s￿ interprŁtent comme les innovations antØrieures
au dØbut du processus peuvent Œtre corrØlØes avec les valeurs initiales de y, de fa￿on trŁs libre.
La seule restriction sur ces chocs est qu￿ ils sont indØpendants entre eux et non corrØlØs aux chocs
antØrieurs.
La corrØlation entre y0 et le choc ￿0 du processus bruit blanc gØnØrateur des donnØes (ou entre
y￿1 et ￿￿1) est extrŒmement forte, quoique signi￿cativement infØrieure ￿ 1. Cela signi￿e que les
individus bØnØ￿ciant d￿ un tirage favorable de leurs valeurs initiales de salaires y0 ont un tirage
de leur composante transitoire ￿0 Øgalement ØlevØ, ce qui a⁄ecte nØgativement leur salaire dans
le court terme (correspondant au signe nØgatif du MA, cf. Øquation 9). En e⁄et, dans toutes les
estimations, le coe¢ cient MA(1) estimØ est positif et le plus souvent signi￿catif. Ainsi, un choc ￿it
ØlevØ se traduit ￿ la pØriode suivante par un e⁄et de retour ￿ la moyenne, plus ou moins important
selon le niveau du coe¢ cient MA(1),  1. Cette trŁs forte corrØlation entre ces salaires explique le
phØnomŁne de croissance de la variance des salaires au cours du temps. Ces conditions initiales
conduisent ￿ avoir une variance relativement faible au dØbut du processus, dans la mesure oø la
composante cumulative AR s￿ oppose ￿ l￿ e⁄et de la composante transitoire MA. Au fur et ￿ mesure
de l￿ Øvolution de la carriŁre, le processus converge vers ses valeurs stationnaires. Ainsi, quel que
soit le processus considØrØ, la corrØlation entre yt et ￿t, diminue pour converger vers une valeur
stationnaire proche de 0.55.
Les conditions initiales renseignent aussi sur la corrØlation de l￿ e⁄et persistent ￿i avec les valeurs
initiales du processus, (y0;:::;y￿p). Dans tous les cas, ces corrØlations sont positives signi￿catives,
entre 0.1 et 0.3. Le modŁle prØfØrØ est aussi un de ceux qui donne la valeur ￿￿ la plus forte, 0:055.
Nous reviendrons sur la signi￿cation de ces valeurs quand nous aborderons la dØcomposition de la
variance qu￿ entra￿ne une telle modØlisation.
5Cette valeur est estimØe par le rapport de l￿ Øcart-type de l￿ innovation sur l￿ Øcart-type de yt, ￿t
V (yt)1=2.
20￿carts types des innovations
L￿ estimation des Øcart-types des innovations de la partie moyenne mobile sont reportØes dans
le Tableau 7 pour certains modŁles seulement puisque les rØsultats varient peu. Notons que mŒme
si les donnØes sont absentes pour les annØes 1981, 1983 et 1990, ces paramŁtres sont identi￿Øs
puisqu￿ ils a⁄ectent la vraisemblance globale i.e. ￿ d￿ autres dates. Les Øcarts types de ces pØriodes
sont cependant, comme il est attendu, moins bien prØcisØment estimØs et ont tendance ￿ s￿ Øcarter
des valeurs dans les pØriodes voisines.
Sans prendre en compte les estimations des premiŁres annØes qui sont relatives aux conditions
initiales et non aux erreurs du modŁle, on s￿ aper￿oit que ces Øcarts types sont approximativement
constants au cours du temps puisqu￿ ils varient entre .209 et .245 (￿ l￿ exception de 1981 qui est
une annØe manquante et 1979, qui correspond ￿ la premiŁre annØe e⁄ective d￿ estimation) pour le
modŁle ARMA(3,2). Si on teste l￿ absence de variabilitØ temporelle de cet Øcart-type, elle est rejetØe
principalement ￿ cause de la trŁs grande prØcision de l￿ estimation de certains paramŁtres comme
l￿ Øcart-type en 1993. C￿ est d￿ ailleurs celui-ci qui est le plus ØlevØ, une con￿rmation de l￿ importance
des erreurs de mesure cette annØe-l￿ (Roux, 2003). Mais il ne semble pas y avoir d￿ e⁄et temporel
marquØ et qui suive, en particulier, le rythme des a⁄aires.
RØsultats pour les moins ØduquØs
L￿ interprØtation des rØsultats pour le sous-Øchantillon des moins ØduquØs est assez similaire. Les
rØsultats, prØsentØs dans le tableau 8, sont cependant moins signi￿catifs.
Tout d￿ abord, l￿ e⁄et de long terme est un peu plus ØlevØ que dans l￿ Øchantillon global puisqu￿ il
peut atteindre la valeur de 0.94 (ARMA(2,2)), ce qui est une valeur exceptionnelle par rapport aux
autres processus pour qui elles restent comprises entre 0.83 et 0.90. Dans cet Øchantillon, il semble
y avoir deux racines de vraisemblance dont l￿ une n￿ appara￿t que dans le modŁle (2,2) et, dans une
moindre mesure, dans le modŁle (2,1). Il nous a ØtØ impossible de la retrouver dans des modŁles
d￿ ordre infØrieur en faisant varier la valeur initiale des paramŁtres. NØanmoins il est possible de
trouver un maximum local pour un ARMA(2,2) de vraisemblance signi￿cativement plus faible et
dont les rØsultats restent proches des autres colonnes. Cette solution ne permet pas d￿ ailleurs de
rejeter la validitØ du modŁle ARMA(2,1).
Le maximum maximorum dans le cas ARMA(2,2) se caractØrise par des coe¢ cients ØlevØs et
trŁs signi￿catifs des parties autorØgressive et moyenne mobile aux ordres 1. Le coe¢ cient AR est
ainsi supØrieur ￿ 1 et celui du MA est proche de 1. Les estimations de ce processus se caractØrisent
aussi par un niveau de variance de l￿ e⁄et individuel pratiquement deux fois plus faible que pour
les autres processus. Cet e⁄et peut Œtre illusoire puisque nous verrons que la dØcomposition de la
21variance en partie individuelle et en partie processus stationnaire dØpend de l￿ inverse de la somme
des coe¢ cients autorØgressifs et de la variance de l￿ e⁄et individuel. NØanmoins, ce maximum se
distingue de l￿ autre par une caractØristique trŁs peu convaincante. Les coe¢ cients ￿2 et  2 ne sont
pas signi￿cativement di⁄Ørents de zØro. Cela implique qu￿ une reprØsentation ARMA(1,1) pourrait
aussi bien dØcrire ce processus que celle qui est estimØe. Surtout, le test de racine unitaire ne rejette
plus dans ce cas l￿ hypothŁse d￿ ØgalitØ ￿ 1 de la somme des coe¢ cients de l￿ AR. Or, il s￿ agit du seul
cas dans l￿ ensemble des estimations oø ce test est acceptØ.
Pour toutes ces raisons, comme dans l￿ ensemble de la population, nous retenons comme processus
dØcrivant le mieux la dynamique des salaires celui correspondant ￿ l￿ ARMA(4,2), avec une dyna-
mique stationnaire correspondant plut￿t ￿ un ARMA(3,2), comme dans l￿ ensemble de la population.
Le reste des coe¢ cients est relativement comparable entre les Øchantillons et les variances estimØes
qui ne sont pas reportØes ici sont en particulier trŁs peu di⁄Ørentes, surtout pour les derniŁres
annØes. L￿ hØtØroscØdasticitØ en fonction du niveau d￿ Øducation ne semble pas Œtre un phØnomŁne
majeur dans cette cohorte.
4.3 FidØlitØ des prØdictions
Les graphes de variances et d￿ autocorrØlations reportent les prØdictions obtenues dans l￿ Øchan-
tillon global, en utilisant le modŁle retenu, ARMA(4,2).
On s￿ aper￿oit d￿ abord dans la Figure 1 que les processus considØrØs ne permettent pas de saisir
complŁtement les fortes variances des annØes 1977 et 1978, de mŒme que la tendance ￿ la hausse
des variances des salaires au cours du temps. Les annØes 81 et 83 ne sont pas directement observØes
dans les donnØes. C￿ est pourquoi les variances estimØes ces annØes-l￿ sont signi￿cativement plus
ØlevØes.
Dans les ￿gures 2, les autocorrØlations prØdites sont prØsentØes comme dans la partie descriptive.
Si on prend comme critŁre que les autocorrØlations prØdites appartiennent ￿ l￿ intervalle de con￿ance
￿ 95% des autocorrØlations observØes, les allures sont assez ￿dŁlement prØdites quelle que soit l￿ annØe
considØrØe.
Si on s￿ intØresse maintenant ￿ la prØdiction des ordres de corrØlation dans les Figures 3, on
s￿ aper￿oit l￿ que les allures sont respectØes mais qu￿ il arrive parfois que les valeurs prØdites n￿ appar-
tiennent pas aux intervalles de con￿ance. Le rØsultat notable est que les courbes prØdites prØdisent
une autocorrØlation trop forte. C￿ est une des conclusions les plus importantes portant sur la mau-
vaise spØci￿cation dans cette analyse.
C￿ est dans la Figure 4 que nous reportons les graphes de normalitØ des salaires. L￿ hypothŁse
22de normalitØ n￿ est visiblement pas acceptØe. La distribution semble dissymØtrique et les queues de
distribution sont semble-t-il plus ￿nes que les queues d￿ une distribution normale tout au moins
depuis les annØes 1980. 6 La mØthode d￿ estimation est robuste ￿ une telle erreur de spØci￿cation
mais perd ses propriØtØs d￿ e¢ cacitØ. L￿ absence de normalitØ pourrait Œtre un signe de rigiditØs
asymØtriques ￿ la hausse et ￿ la baisse sur les Øvolutions de salaire.
4.4 DØcomposition de la variance
Les modŁles dynamiques de panel saisissent une trajectoire non stationnaire des donnØes en
jouant sur les di⁄Ørences entre les conditions initiales et la solution de long terme ou asymptotique
du processus. Cette derniŁre solution est stationnaire et est donnØe par :
￿(L):yit = ￿￿￿i + ￿t: (L):￿it: (17)
En dØcomposant yit = yi + ￿t:zit, on obtient :
￿(1):yi = ￿￿￿i;
￿(L):zit =  (L):￿it;








Nous reportons dans le Tableau 9 cette dØcomposition de la variance pour les di⁄Ørents modŁles
estimØs en faisant l￿ hypothŁse que ￿t correspond ￿ sa valeur en 1998 (voir tableau 7). Les rØsultats
montrent que la proportion de la variance expliquØe par le terme d￿ hØtØrogØnØitØ inobservable est
environ Øgale ￿ 60%, un chi⁄re plus ØlevØ que celui que l￿ on peut obtenir quand on fait la dØcompo-
sition simple de la variance ￿sans modŁle￿des variables observØes et qui est environ Øgale ￿ 40%. Le
r￿le des conditions initiales est en e⁄et important puisque la corrØlation entre l￿ hØtØrogØnØitØ indi-
viduelle et les conditions initiales peut s￿ interprØter comme la proportion de variance des conditions
initiales expliquØe par le facteur individuel. Ces corrØlations Øtaient de l￿ ordre de .25 (entre .15 et
.30, voir Tableau 6). la part de variance de 40% se situe donc entre la corrØlation de long terme
(57%) et celle due aux conditions initiales (25%). Le processus des revenus ￿s￿ adapte￿en e⁄et ￿
l￿ e⁄et individuel au cours du temps.
6Ce rØsultat pourrait provenir de l￿ apurement donnØes des deux centiles les plus extrŒmes de la distribution des
salaires.
23Ainsi, en dØbut de vie active, au moment oø les conditions initiales pŁsent fortement sur la
dynamique salariale, une plus grande partie de la variance des salaires est liØe aux conditions
initiales, elles-mŒme corrØlØes ￿ la fois ￿ la composante ￿xe inobservable et au processus ARMA.
Les conditions initiales a⁄ectent le processus ARMA de sorte que sa contribution ￿ la variance est
plus faible que dans la situation stationnaire.
5 Conclusion
Cet article prØsente certaines mØthodes d￿ estimation et de caractØrisation de processus dyna-
miques dØcrivant les carriŁres salariales. Utilisant l￿ information apportØe par le panel DADS, nous
avons estimØ diverses caractØristiques de la dynamique des salaires dans la cohorte rentrant en 1976
sur le marchØ du travail. L￿ examen de cette cohorte ￿ l￿ aide de reprØsentations de type ARMA
apporte les enseignements suivants.
Tout d￿ abord, disposant d￿ une cohorte plus homogŁne que dans les autres articles de cette
littØrature, notamment en terme de progression dans la carriŁre, nous pouvons donner une inter-
prØtation aux conditions initiales comme Øtant celles sous lesquelles les individus observØs dØbutent
leur carriŁre. La disponibilitØ de ces conditions initiales permet de donner un certain crØdit ￿ la
reprØsentation adoptØe, ￿ savoir que le processus de carriŁre converge vers une trajectoire de long
terme stationnaire. En particulier, la non-stationnaritØ de ce processus est testØe (par un test de
racine unitaire) et rejetØe dans pratiquement toutes les spØci￿cations examinØes. Il n￿ existe pas non
plus de di⁄Ørences trop marquØes entre les prØdictions du modŁle et les observations.
Les processus retenus sont d￿ ordre plus ØlevØ que dans la littØrature, ce qui est peut-Œtre le signe
d￿ une hØtØrogØnØitØ des processus gouvernant les dynamiques salariales. Une des limites de ce travail
consiste en e⁄et ￿ considØrer qu￿ une dynamique singuliŁre su¢ t ￿ reprØsenter l￿ hØtØrogØnØitØ des
trajectoires salariales. Une autre limite consiste en le rejet systØmatique de l￿ hypothŁse d￿ homogØ-
nØitØ des coe¢ cients ARMA sur la pØriode considØrØe. L￿ aussi, cette limite re￿ Łte probablement
une hØtØrogØnØitØ sous-jacente des processus en ￿uvre, peut-Œtre liØe ￿ la modi￿cation sur la pØriode
des rŁgles de formation des salaires.
Ce travail peut Œtre rØpliquØ sur d￿ autres cohortes et la sØrie temporelle de ces paramŁtres pour
celles-ci peut Œtre ØtudiØe. En particulier, il serait intØressant d￿ examiner l￿ Øvolution au cours du
temps de l￿ e⁄et des conditions initiales sur le processus de carriŁre. Une fois la reprØsentation de
ces carriŁres stabilisØe, elle pourrait Œtre utilisØe comme gØnØratrice de donnØes dans le cadre des
modŁles de micro-simulation qui nØcessitent de reconstruire sur une longue pØriode les carriŁres
24salariales.
Il reste plusieurs questions ouvertes. Il pourrait par exemple exister un modŁle plus parcimo-
nieux qui permettrait de faire aussi bien en termes de prØdiction. L￿ introduction de modŁles non
linØaires permettrait peut-Œtre d￿ amØliorer cette reprØsentation. Le dØveloppement de mØthodes
simples d￿ estimation qui permettrait d￿ analyser les entrØes et sorties du panel permettrait aussi de
mieux comprendre le mode de formation des salaires.
D￿ un point de vue Øconomique, il reste Øgalement ￿ construire une reprØsentation thØorique
compatible avec les processus de carriŁre obtenus comme rØsultat de cette analyse. Un article de
Postel-Vinay et Turon (2005) est une approche prometteuse en ce sens.
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27A SpØci￿cation de la vraisemblance.
A.1 Le modŁle
On dØveloppe ici de maniŁre plus prØcise que dans le texte le modŁle utilisØ par Alvarez et
Arellano (2004) :
yit = ￿1yi(t￿1) + ::: + ￿pyi(t￿p) + ￿￿￿i + vit
oø vit est un terme dØ￿ni plus bas. Cette Øquation est supposØe valide de t = 1 ￿ T seulement et
nous supposerons par simplicitØ que p ￿ 1 et q ￿ 1.





￿￿p ::: ￿￿1 1 0 ::: 0
0 ￿￿p ::: ￿￿1 1 ... . . .
. . . ... ... . . . ... ... 0







i = (yi1;:::;yiT) et y
[1￿p;0]






















oø jT est le vector de dimension T dont tous les ØlØments sont Øgaux ￿ 1 et oø v
[1;T]
i = (vi1;:::;viT).



















oø wit est une moyenne mobile d￿ ordre q :










On note ￿ une matrice carrØe dont la diagonale est (￿1;:;￿T) de telle maniŁre que :
v
[1;T]
i = ￿:MT( ):￿
[1￿q;T]
i :























Nous allons maintenant construire la matrice de variance-covariance de la variable observØe y
[1￿p;T]
i .











sont identiquement et indØpendamment distribuØs et ont une variance unitaire, le coin sud-est de
cette matrice est la matrice identitØ de taille (1+q +T). Le coin nord-est est une matrice non res-
treinte V y
[1￿p;0]
i = ￿00 comme l￿ est Ey
[1￿p;0]
i ￿i = ￿0￿. De plus, si nous supposons que E(yi￿￿it) = 0















0) = ￿ = [!rs]
oø r 2 [1 ￿ p;0] and s 2 [1 ￿ q;0] :
r < s : !rs = 0
r ￿ s : !rs est non contrainte
car l￿ innovation ￿
s
i est postØrieure ￿ r et n￿ est pas corrØlØe ￿ yr
i.








































￿0 0 ... 0






La matrice ￿ qui, dans le corps du texte, correspond ￿ la matrice de variance-covariance des condi-































0T;p ￿￿:jT ￿:MT( )
￿











A.2.1 CorrØlations avec les conditions initiales
Les conditions initiales sont donnØes par ￿
[1￿q;0]
i , ￿ et y
[1￿p;0]
i . En utilisant la dØcomposition de
Choleski (i.e. l￿ Øquivalent de la racine carrØe matricielle Øtant une matrice triangulaire infØrieure
C telle que C0C = ￿), et en normalisant la variance de chacune des composantes ￿ 1, la matrice ￿
































B B B B B B
B B B B B B
@
1 0 ::: ::: 0
0 ... ... ... . . .
. . . 0 1 0 ...
::: 0 1 0 ...
. . . ￿
(1)
1￿q;1￿p ￿￿;1￿p ￿1￿p;1￿p 0 ...
0
. . . ... 0
￿
(1)
0;0 ￿￿;0 ::: ￿0;0
1
C C C C C C





1￿q;1￿p = 0 si p > q et plus gØnØralement ￿
(1)
l;m = 0 si l > m.
A.2.2 Racines des polyn￿mes retard
Soient ￿1 et ￿2 deux racines hors du cercle unitØ qui sont rØelles ou complexes conjuguØes. Les
reprØsentations AR ou MA sont alors les produits d￿ ØlØments simples :
(1 ￿ ￿1L)(1 ￿ ￿2L) = 1 ￿ (￿1 + ￿2)L + ￿1￿2L
2
= 1 ￿ ￿1L ￿ ￿2L
2
oø ￿1 = ￿1 + ￿2 and ￿2 = ￿￿1￿2: Comme les racines sont hors du cercle unitØ, cela est Øquivalent
￿ :
￿2 2 ] ￿ 1;1[
j ￿1 j< 1 ￿ ￿2
C￿ est cette paramØtrisation que nous retenons pour la modØlisation.
30Tab. 1 ￿Composition de l￿ Øchantillon en termes d￿ ￿ge ￿ l￿ entrØe et de la nature du premier emploi.
￿ge Nombre FrØquence (%)
16 344 6,57









Premier emploi occupØ Nombre FrØquence(%)
TrŁs quali￿Ø 376 7,18
Quali￿Ø 2 520 48,13
Non quali￿Ø 2 340 44,69

















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































33Tab. 4 ￿Vraisemblances des modŁles : ￿chantillon complet.
ARMA(p;q) q=1 2 3
p=1 75513.74 75557.25 75571.69
(28) (30) (32)
2 75588.58 75592.68 75703.23
(31) (34) (37)
3 75780.77 75815.19 75817.29
(35) (38) (42)
4 76012.31 76032.90 76032.97
(40) (43) (47)
Note : La premiŁre ligne contient les valeurs de la log-vraisemblance atteinte pour chaque modŁle ARMA.
La seconde ligne contient, entre parenthŁses, les degrØs de libertØ du modŁle.
Tab. 5 ￿Vraisemblances des modŁles : groupe des non quali￿Øs..
ARMA(p;q) q=1 2 3
p=1 33480.62 33509.59 33513.89
(28) (30) (32)
2 33524.27 33535.65 33543.30
(31) (34) (37)
3 33609.71 33613.64 33613.79
(35) (38) (42)
4 33727.70 33730.69 33730.71
(40) (43) (47)

































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































35Tab. 7 ￿Estimation des Øcart-types temporels
￿t 4-1 3-2 4-2 2-3
1976 0.296￿ 0.296￿ 0.296￿ 0.293￿
(0.004) (0.004) (0.004) (0.004)
1977 0.408￿ 0.405￿ 0.408￿ 0.396￿
(0.009) (0.010) (0.009) (0.008)
1978 0.407￿ 0.389￿ 0.405￿ 0.378
(0.006) (0.008) (0.006) (0.006)
1979 0.343￿ 0.328 0.345￿ 0.319
(0.005) (0.009) (0.005) (0.006)
1980 0.286 0.287 0.284 0.291
(0.005) (0.006) (0.005) (0.005)
1981 0.286 0.325 0.306 0.333
(0.010) (0.021) (0.013) (0.027)
1982 0.211 0.215 0.210 0.231
(0.013) (0.019) (0.012) (0.008)
1983 0.251 0.282 0.263 0.299
(0.011) (0.022) (0.015) (0.025)
1984 0.213 0.212 0.211 0.221
(0.014) (0.014) (0.014) (0.008)
1985 0.233 0.234 0.234 0.236
(0.006) (0.006) (0.006) (0.007)
1986 0.244 0.242 0.244 0.242
(0.006) (0.006) (0.006) (0.006)
1987 0.235 0.235 0.236 0.235
(0.005) (0.006) (0.005) (0.005)
1988 0.221 0.218 0.220 0.220
(0.005) (0.005) (0.005) (0.005)
1989 0.233 0.235 0.235 0.236
(0.006) (0.006) (0.006) (0.006)
1990 0.219 0.230 0.203 0.265
(0.015) (0.046) (0.029) (0.021)
1991 0.228 0.223 0.233 0.219
(0.010) (0.015) (0.013) (0.006)
1992 0.210 0.204 0.207 0.203
(0.006) (0.007) (0.006) (0.007)
1993 0.241 0.247 0.244 0.249
(0.006) (0.007) (0.007) (0.007)
1994 0.237 0.232 0.235 0.229
(0.006) (0.007) (0.006) (0.006)
1995 0.223 0.223 0.223 0.224
(0.005) (0.006) (0.005) (0.006)
1996 0.220 0.220 0.221 0.221
(0.006) (0.007) (0.006) (0.007)
1997 0.217 0.217 0.217 0.218
(0.005) (0.006) (0.006) (0.006)
1998 0.211 0.209 0.211 0.208
(0.005) (0.005) (0.005) (0.005)
Note : (￿) Les Øcart-types ainsi reportØs sont ceux des conditions initiales et non ceux des chocs wit:(voir














































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































37Tab. 9 ￿DØcomposition de la variance : ￿chantillon complet
ARMA(p;q) q=1 2 3
p=1 0.604 0.613 0.626
(0.168) (0.176) (0.183)
2 0.630 0.616 0.626
(0.180) (0.173) (0.185)
3 0.626 0.630 0.630
(0.180) (0.182) (0.183)
4 0.599 0.612 0.612
(0.184) (0.191) (0.190)
Note : Proportion de la variance due ￿ l￿ hØtØrogØnØitØ constante i:e: ￿2
u=(￿2
u + ￿2
"). L￿ Øcart type temporel
￿t est supposØ Øgal au niveau atteint en 1998. Entre parenthŁses on reporte la variabilitØ totale (￿2
u +￿2
").
Tab. 10 ￿DØcomposition de la variance : Non quali￿Øs au premier emploi occupØ.
ARMA(p;q) q=1 2 3
p=1 0.567 0.580 0.590
(0.160) (0.170) (0.175)
2 0.604 0.656 0.589
(0.178) (0.187) (0.174)
3 0.594 0.598 0.598
(0.176) (0.177) (0.177)
4 0.549 0.559 0.559
(0.178) (0.182) (0.182)
Note : cf. note du tableau 9
38