Present research is aimed to analyze the performance factors of flexible manufacturing systems by combined decision-making methodologies like analytical hierarchy process (AHP), combinatorial mathematics-based approach (CMBA) and improved ELECTRE. Six variables affecting the three factors of performance of flexible manufacturing systems viz. productivity, flexibility and quality are considered for the evaluation of performance factors. The weights of the attributes are calculated with AHP and the index score is calculated with CMBA methodology. CMBA methodology is the fusion of AHP and GTMA. ELECTRE approach has been used for the outranking of factors. The results show that productivity had the maximum impact on the performance of manufacturing systems. A high Spearman's rank correlation also exists among the methods used.
Introduction
In the present volatile market scenario, product specifications are changing vary rapidly. Therefore, to cope up with the market conditions manufacturing system should be capable enough to assist revamps as speedily as possible. But there is a conflict in the production system that with an increase in the variety there is a decrease in the productivity. So to accommodate this, "flexible manufacturing system (FMS)" is a good solution to maintain the variety as well as productivity. FMS is a type of advanced manufacturing system which has the flexibility to quickly configure different kinds of products for production. Jain and Raj (2017) defined FMS as "an integrated, computer-controlled complex arrangement of automated material handling devices and numerically controlled (NC) machine tools that can simultaneously process medium sized volumes of a variety of part types". According to Ruiz et al. (2009) "FMS consists of a number of CNC machine tools, robots, material handling, automated storage and retrieval system, and computers or workstations". David Williamson, a British engineer developed the concept of FMS in 1960 where a group of machines is clustered and it works 24 hours a day. Based on this concept, first FMS was commissioned in US with Ingersoll-Rand Company (Luggen, 1991; Maleki, 1991) .
FMS is a complex system due to the inter-relationships of various components of manufacturing system. So, it is very hard to compute the performance measures of the FMS. Vineet Jain and Puneeta Ajmera (2019) used MOORA and WEDBA methods for ranking of FMS flexibility. Vineet Jain and Raj (2016) and Khanchanapong et al. (2014) defined the three factors of performance of FMS i.e. productivity, flexibility, quality. The main focus of the FMS is to enhance productivity, flexibility and quality (Gunasekaram et al., 1998) . Vineet Jain (2018) discussed the performance factors by MOORA and PSI methodology and found that the productivity is the main critical success factor in the manufacturing system.
In this paper, six variables which effect the performance of FMS have been recognized through the published literature along with the three factors of performance of FMS. Six variables are exhibited in Table 1 . Use of automated material handling devices Jain and Raj (2014b) ; Umar et al. (2015) 3 Increased machine utilization Raj et al. (2012) 4 Manufacturing lead time and set up time Jain and Raj (2013c) ; Jain and Raj (2015a) 5 Flexible fixturing Jain and Raj (2015c) 6 Scrap percentage Ravikumar et al. (2015) , Jain and Soni (2018) These factors are ranked by MADMs "multiple attribute decision making methods", i.e. AHP "analytical hierarchy process", CMBA "combinatorial mathematics-based approach" and improved ELEC-TRE "elimination et choix traduisant la realité". These MADM methods can handle qualitative as well as quantitative attributes in the problems where decisions are to be made. The aim of the arranging the performance factors in the order of ranking is to help the manufacturing managers and the researchers so that they can better concentrate on the performance of FMS. The primary objective of the current research it to arrange the performance factors of FMS in hierarchical order taking into account the variables affecting the performance of FMS by the combined MADM techniques. The first section includes the introduction about FMS. In the second section, combined "multiple attribute decision making" (MADM) techniques are discussed. The performance factors are ranked and presented in section three. Discussion of the results and conclusion are included in section four.
Combined MADM "Multiple Attribute Decision Making" Methodologies
In this work, the methodologies used for ranking of the factors are:
1. Analytical hierarchy process (AHP) 2. Combinatorial mathematics-based approach (CMBA) 3. Improved elimination et choix traduisant la realité (ELECTRE)
AHP Methodology
AHP methodology was developed by Saaty (1994 Saaty ( , 2000 in which a problem for which the decision has to be made is broken down into objectives, attributes and alternatives as a hierarchy of the system. It is a useful approach as it considers a number of functional features (Triantaphyllou, 2013) . In this methodology, priorities are set for different alternatives and the criteria are used to judge them. The AHP approach has been used by different researchers in different areas. Singh and Sharma (2014) used AHP for comparing the supply chain processes of the three Indian car manufacturing factories based on three attributes i.e. assets, processes, and performance. Yang and Chen (2004) proposed a framework for the evaluation of performance of quality. Pun, Chin, and Yiu (2010) used AHP to evaluate the performance of a new product. Liu et al. (2005) constructed a model to evaluate performance. Vineet Jain and Raj (2013c) have done the ranking of flexibilities of FMS by MADM methods. Bayazit (2005) used AHP for decision making in FMS. Jain and Raj used AHP to compute the weights of attributes and used different MADM methods for ranking of flexibilities (Vineet Jain and Raj, 2013b , 2014a , 2015b . Dağdeviren (2008) used AHP for equipment selection. Taha and Rostam (2012) used AHP with PROMETHEE to select the machine tools. Al-Ahmari (2008) used AHP for the evaluation of advanced manufacturing system.
The plan of AHP methodology is given below:
1. The objective of AHP and the assessment criteria are determined first followed by the development of a hierarchical structure where objective is placed on the top, criteria is placed at the middle level and finally alternatives at the lowest level. 2. The significance of various criteria is determined in reference to the objective. 3. A pairwise comparison matrix is developed for the relative importance. 4. When the comparison is made with the attribute itself, 1 is allocated and therefore all the entries at the diagonal are one. The other numbers like 3, 5, 7, and 9 signify the importance level. 5. Finally the weight (wj) of each attribute is determined (Vineet Jain & Raj, 2013c) 6. After this, the values of attributes are normalized. Let ij x is the normalized value of ij d for attribute j of alternative i. so the following equation is used for normalization of data.
7. The next step is to obtain the overall or composite performance scores for the alternatives by multiplying the relative normalized weight ( wj ) of each attribute with its corresponding normalized weight value for each alternative (obtained in step3) , and summing over the attributes for each alternative.
Combinatorial mathematics based approach (CMBA) Methodology
Combinatorial mathematics based approach (CMBA), it is the amalgamation of two MADM approaches i.e. AHP "analytical hierarchy process" and GTMA "graph theory and matrix approach" (Rao, 2013) . CMBA method has the ability to handle the subjective and as well as objective type of attribute data. The following steps are taken to apply CMBA (Rao, 2013) :
Step 1: Develop a decision matrix:
A decision matrix is the accumulation of data of attributes for each alternative whether it is subjective or objective. If attribute data is subjective then it is required to convert it in objective by using fuzzy scale i.e. linguistic terms are converted into crisp numbers. The eleven point fuzzy scale used for converting fuzzy value of attributes into corresponding crisp scores is shown in Table 2 and Fig. 1 . Step 2: Decision matrix is normalized: Normalization is done to compare the attribute data on the same scale. After normalization the comparison of data becomes easier. Normalization of data is done according to equations 1 and 2 as mentioned in AHP methodology.
Step 3: Relative importance of attributes:
The attributes are analyzed for the relative significance with regard to the objective as done in AHP approach.
Step 4: Development of alternative selection attribute matrix: To achieve this the normalized values for attributes data are kept as the diagonal elements for the respective alternative. The matrix thus formed is denoted by 'P' as shown in Eq. (3). Step 5: Calculation of permanent function value of the alternative selection attribute matrix for each alternative:
The permanent function value of the alternative selection attribute matrix 'P' is calculated for every alternative. It is calculated in the same way but here all the determinant terms are considered as positive terms. Thus the whole information is provided by the permanent value and there is no loss. This is denoted by per (P) and is known as the index score for the corresponding alternative.
Step 6: Ranking of alternatives:
The ranking of alternatives is done according to the permanent function value of the alternative selection attribute matrix, i.e., per (P), also known as index score (V Jain & Ajmera, 2018) . The alternative for which the value of index score is highest is on the top and the best option for the decision-making problems.
Improved ELECTRE
ELECTRE is one of the generally accepted techniques for multiple attributes decision making in several areas. Various researchers have applied it in different fields. Rehman and Subash Babu (2009) selected manufacturing system by ELECTRE method. Leyva-Lopez and Fernandez-Gonzalez (2003) used ELECTRE for problems involving group decision making. A Shanian and Savadogo (2009) and Ali Shanian, Milani, Carson, and Abeyaratne (2008) used this approach for the selection of material. Montazer, Saremi, and Ramezani (2009) and Sevkli (2010) used ELECTRE for vendor selection. Khandan, Maghsoudipour, and Vosoughi (2011) ranked the working shift groups in a petrochemical company in Iran with the help of ELECTRE. The main focus of the researchers is upon the quantitative attributes only, but the fuzzy and/or linguistic attributes have not been tried considerably. The outranking method ELimination Et Choix Traduisant la REalité (ELECTRE) i.e. ELimination and Choice Expressing the Reality, was given by Roy (1991) .
Just like other approaches for outranking, ELECTRE also involves pairwise comparison of all the alternatives to analyze partial binary relationships indicating the strength by which one alternative can be preferred above another. The ELECTRE method is a highly efficient multiple attribute decision making method which also considers uncertainty and ambiguity, which are generally present in data generated by forecasting and approximations. Three different threshold values are to be defined for this purpose which include the thresholds of preference (p), indifference (q), and veto (v) so that any mistakes due to minor and less significant differences in the outranking relationships can be avoided. These three thresholds are explained in the Table 3 (Rao, 2013) .
Table 3
Threshold Values
It is a difference of objective values of an attribute above which the decision maker strongly prefers an alternative over other for the given attribute. Alternative b is strictly preferred to alternative a in terms of attribute
It is a difference of attribute values beneath which the decision maker is indifferent between two alternatives for the given attribute. Alternative b is indifferent to alternative a in terms of attribute i if, fi(b) < fi(a) + q. Veto threshold (v) It blocks the outranking relationship between alternatives for the given attribute. Alternative a cannot outrank alternative b if the performance of b exceeds that of a by an amount greater than the veto threshold, i.e. fi(b)
ELECTRE method in its basic form can successfully deal with quantitative attributes. However, to deal with the attributes which are qualitative in nature (where quantitative values are not present); a ranked value from a fuzzy conversion scale (Table 1) is judged and used. After representing a qualitative attribute on a scale the pairwise comparison of alternatives can be done in the same way as done for the quantitative attributes. The methodology of improved ELECTREE for the problems involving decision making in the manufacturing sector is described below (Rao, 2013) :
Step 1: Frame a decision table using the information available regarding the alternatives and attributes in the same way as done in AHP methodology (step -1). ELECTRE method is improved by incorporating a fuzzy conversion scale because the basic ELECTRE method cannot deal with the qualitative attributes.
Step 2: The basic ELECTRE method also lacks in making decisions regarding relative importance weights of the attributes systematically. Therefore, in the current study, AHP procedure is used for calculating the relative importance weights as described in the AHP approach section.
Step 3: Calculate the preference threshold values i.e. p, indifference threshold i.e. q, and veto threshold i.e. v.
These are calculated as per equation below: p = (biggest value of the attribute -smallest value of the attribute) x 0.6 (because it is assumed that p is 60% of the maximum difference in the values of attribute) q = (biggest value of the attribute -smallest value of the attribute) x 0.3 (because it is assumed that p is 30% of the maximum difference in the values of attribute) v = (biggest value of the attribute -smallest value of the attribute) x 1.2 (because it is assumed that p is 120% of the maximum difference in the values of attribute)
Step 4: After the calculation of weights, the operational implementation of the out-ranking principles of improved ELECTRE is now described, assuming that all the attributes have to be beneficial (i.e. higher value is desired). If fj (a1) is defined as the score of alternative ''a1'' on attribute j and wj represents the weight of attribute j, the concordance index C(a1,a2) is defined as follows:
where
( 1, 2) 0, if ( 1) ( 2), (a1) ( 2) otherwise. 1, 2,...,
The concordance index C(a1,a2) denotes that alternative 'a1'' is relatively dominant above alternative ''a2'', taking into account the relative importance weights of the pertinent decision attributes. In case, if any attribute is non-beneficial, negative of the objective values can be considered. For calculating the discordance, a threshold namely the veto threshold, is determined. The veto threshold (vj) provides the possibility that alternative ''a1'' may outrank ''a2'' and refuse totally if, for any one attribute j; fj (a2) ≥ fj (a1) + vj. The discordance index for every attribute j, dj (a1,a2) is computed as:
( 1, 2) 0, if ( 1) ( 2), (a 2) (a1) otherwise. 1, 2,...,
The discordance index dj (a1, a2) computes the degree to which alternative ''a1'' is inferior than ''a2''. The quality of the discordance index is that any outranking of ''a2 ''by ''a1'' indicated by the concordance index may be retracted if there is any attribute for which alternative ''a2'' outperforms alternative ''a1'' by at least the veto threshold. Finally these two measures are combined in the phase of model building to generate a measure of the degree of outranking; i.e. , a credibility index which evaluates the strength of the statement that ''a1 is at least as good as a2''. The degree of credibility for each pair (a1, a2) ϵ A is stated as:
( 1, 2), if, d (a1,a2) C(a1,a2), where, ( 1, 2) is the set of criteria such that (a1,a2)>C(a1,a2) ( 1, 2)
otherwise.
This finalizes the formation of the outranking model. After this the hierarchical structure of the alternative solutions from the elements of the credibility matrix is created. The hierarchy rank is determined by computing the superiority ratio for all the alternatives. The superiority ratio is assessed from the credibility matrix and is the fraction of the elements' sum of each alternative's respective column. The numerator represents the total dominance of the specific alternative over the remaining alternatives and the denominator represents the dominance of the remaining alternatives over the former. The numerator for each alternative is also known as concordance credibility and is calculated as follows:
Ranking of Performance factors
Ranking of performance factors are done as per methodology discussed in section 2.
Analysis by AHP
Different steps of this process are described below:
1. Factors were ranked based on six attributes. The hierarchical structure is developed by the ranking of factors at the top level, six attributes at the intermediate and three alternatives at the bottom level. 2. Relative significance of the attributes with regard to objective is calculated as under: a. Pair-wise comparisons are performed using the judgments based upon Pair-wise comparison scale developed by Thomas L Saaty (2000) . It is shown in Table 4 as a pairwise matrix. Reduction in scrap 1/3 1/2 1/2 2 1/3 1 b. The geometric mean of i-th row and attributes weights are calculated as described in ''AHP approach'' section (step 2) and these weights will be utilized in the matrix A2. The weights of these attributes are depicted in Table 5 . c. Matrices A3 and A4 are calculated along with the maximum Eigenvalue kmax i.e. 6.067 that is the average of A4 matrix. d. Consistency index is calculated as CI = (kmax-M)/ (M -1) = 0.121. e. RI for the 6 attributes is taken = 1.25 (T.L. Saaty & Tran, 2007) . f. The consistency ratio is computed as (CR) = CI/RI = 0.0971. CR = 0.0971. CR less than or equal to 0.1 is accepted. 3. In this step, the attributes are defined in linguistic terms which are further transformed into fuzzy values as described in the fuzzy MADM methodology. Quantitative values are provided in Table 6 . Normalization of the quantitative values of attributes is done which is presented in Table 7 . 4. Multiply the relative normalized weight (wj) of each attribute with its respective normalized weight value to calculate the total composite performance scores for the alternatives. The overall or composite performance scores are shown in Table 8 . Ranking of the factors is done depending upon the scores which is also depicted in Table 8 . 
Analysis by CMBA
Step1: Decision matrix The Table 5 exhibit the problem's decision matrix which have 3 alternative as performance factors of FMS and six selection attributes. Data are qualitative in nature and therefore converted in quantitative with the help of fuzzy set as discussed in Table 1 and Fig. 1 .
Step 2: First of all, it is decided if the data is beneficial or non-beneficial. In this research, the data is beneficial, so Eq. (1) has been used for the normalization of data. The Table 7 exhibits the normalization decision matrix.
Step 3: Importance of attributes (relatively) The importance of the attributes is same as used in analytic hierarchy process. The relative weights of the attributes are depicted in Table 5 .
Step 5: Development of "alternative selection attribute matrix" for each alternative The "alternative selection attribute matrix" is developed by placing the attribute's normalized values for the respective alternative as the diagonal elements. The "alternative selection attribute matrix" for alternatives is shown below in Table 9 . Step 5: Find the permanent function value (or index score) i.e. P for the "alternative selection attribute matrix" for each alternative. The permanent function value (or index score) i.e. P for the "alternative selection attribute matrix" for each alternative is calculated. The index score values 'P' for the alternatives acquired are: P 1= 1396 The ranking of factor (alternatives) is shown in Table 10 . 
Analysis by improved ELECTRE method
The evaluation of performance factor of FMS is solved by using improved ELECTRE method as:
Step-1: The attributes related to the problem are identified and available alternatives with their corresponding objective values are presented in form of a matrix as discussed in Table 2 . Attributes values are qualitative in nature. So, the qualitative objective values are converted to the attribute quantitative values by using fuzzy set and crisp no. is obtained as per Fig. 1 and Table 2 .
Step-2: AHP approach is applied to compute the attribute weights. In this case, same attributes weights are taken as in AHP method. So, the results can be compared by other methods. It is exhibited in the Table 5 .
Step 3: Quantify the p, q and v values: Values of p, q and v are exhibited in Table 11 . Step-4: The ELECTRE method is then followed and first of all using concordance matrices for each attribute is obtained. Concordance matrices for each attributes are shown in Table 12 . Table 11 . Similarly concordance matrices are obtained for all the remaining attributes. Then, the overall concordance matrix C can be calculated as shown by aggregation of all six concordance matrices of six attributes in Table 13 . After calculating overall concordance matrix C, discordance matrices are calculated for each attribute using Eq. 5. This is similar to calculation of concordance matrices of attributes but here veto threshold comes into picture. Discordance matrices are presented in the Table 14 . Using Eq. (6), the credibility index matrix S is obtained and shown in Table 15 . Finally, the concordance credibility, discordance credibility and superiority ratio values are obtained using Eq. (7-9) as depicted in the Table 16 .
Table 16
The Concordance credibility, discordance credibility and superiority ratio and ranking of factors The ordering of the alternatives is obtained by sorting the alternatives in decreasing order of the superiority ratio values. The ranking obtained using ELECTRE in this case is 1-2-3. This ranking is same as calculated by AHP and CMBA.
Discussion and Conclusion
Combinatorial mathematics based approach (CMBA), ELECTRE and AHP appraoch are proposed in the present paper to rank the performance factors of the FMS taking into account the qualitative attributes which are transformed in qualitative attributes with the help of fuzzy logic. The important factors of flexible manufacturing system have been taken which affect its performance viz. productivity, flexibility, quality. Besides this six attributes which affect these factors are also taken.
For prioritzation, subjective weights are used and these have been calculated by AHP methodology. Ranking of factors have been done by AHP, CMBA and ELECTRE. CMBA is a MADM approach which is the combination of AHP and GTMA methodology. In this approach, attributes weights are calculated by AHP and the index scores are calculated by GTMA. A permanent function is used to find the index score. A permanent function is quantified by a C ++ program. Results show that ranking by AHP, CMBA and ELECTRE is similar i.e. productivity is assigned rank 1, flexibility rank 2 and quality is assigned rank 3. It is exhibited in Fig. 5 .
Fig. 5. Ranking of performance factors
So, it is concluled that to increase the performance of FMS, managers should focus more on the productivity. The results of AHP, CMBA and ELECRE are validated by comparing the results of all the methologies. Also, a very high Spearman's rank correlation exists among the methods used which is shown in Fig. 6 .
Fig. 6. Spearman's rank correlation coefficients between MADM methods
These methodologies are very rational, easy and simple to apply. They can be implemented and extended to any other situations which involve decision making in the manufacturing industry. 
Spearman's rank correlation coefficients between MADM methods

