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1 Introduccio´n
La informacio´n digital es uno de los princi-
pales activos de cualquier organizacio´n, y su
buena gestio´n puede determinar el e´xito en
muchos sectores. Esta gestio´n supone no so´lo
el tratamiento de la informacio´n generada en
la organizacio´n, sino tambie´n la posibilidad
de hacer uso de la informacio´n que nos ro-
dea, y que puede suponer ventajas competi-
tivas: estudios de mercado, ana´lisis de opi-
niones, seguridad, vigilancia tecnolo´gica, etc.
En este entorno cobra especial importancia
la Extraccio´n de Informacio´n, que tiene por
objetivo recuperar directamente aquellos ele-
mentos de informacio´n de nuestro intere´s en
lugar de recuperar documentos completos co-
mo ocurre en Recuperacio´n de Informacio´n,
reduciendo as´ı la cantidad de informacio´n que
necesitamos leer.
Una de las a´reas de la Extraccio´n de Infor-
macio´n es la llamada Reconocimiento de En-
tidades Nombradas (Named Entity Recogni-
tion –NER–), que tiene por objetivo la iden-
tificacio´n de sema´nticas relevantes en un tex-
to (e.g. personas, localizaciones y fechas en
textos period´ısticos). Se trata de un a´rea de
investigacio´n especialmente activa en a´mbi-
tos como el de la Biomedicina (Marrero et
al., 2010a) y con aplicacio´n en otras a´reas re-
lacionadas con la gestio´n de informacio´n y el
procesamiento del lenguaje natural, como la
anotacio´n sema´ntica, los sistemas de bu´sque-
da de respuesta, la poblacio´n de ontolog´ıas y
el ana´lisis de opinio´n.
El nu´cleo de los sistemas NER son los pa-
trones capaces de reconocer las entidades de
intere´s. La generacio´n manual de estos pa-
trones es compleja, por lo que es habitual
el uso de me´todos de generacio´n automa´ti-
ca que usan corpus anotados para el apren-
dizaje. Sin embargo, la efectividad de estos
me´todos esta´ frecuentemente ren˜ida con el es-
fuerzo que supone para el usuario anotar los
corpus.
Tras una introduccio´n del a´rea y sus ante-
cedentes en los cap´ıtulos 1 y 2, la tesis ana-
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liza las herramientas, objetivos y evaluacio´n
del a´rea en los cap´ıtulos 3 y 4, y muestra que
NER esta´ lejos de ser un a´rea resuelta co-
mo se ha llegado a afirmar en la literatura.
Presenta entonces un me´todo capaz de ge-
nerar patrones adaptables a los nuevos tipos
de entidades y dominios exigidos actualmen-
te, y ma´s consecuente con el problema de no
disponer de corpus anotados. Para ello en el
cap´ıtulo 5 se disen˜a un modelo de represen-
tacio´n que soporta patrones:
Flexibles: permiten incorporar diferentes
tipos de atributos del texto capaces de
describir las entidades o su contexto.
Potentes: capaces de reconocer diferen-
tes estructuras del lenguaje.
Editables: legibles y basados en esta´nda-
res para facilitar su edicio´n ante pe-
quen˜os cambios, evitando as´ı generarlos
de nuevo con los costes que ello conlleva.
En el cap´ıtulo 6 se describe un me´todo de
generacio´n semi-automa´tica de estos patro-
nes que no requiere corpus anotados de par-
tida, sino que gu´ıa al usuario en el proceso de
anotacio´n. La relacio´n efectividad/coste de
anotacio´n lograda es evaluada en el cap´ıtulo
7, donde se muestra que se obtienen mejores
tasas en relacio´n al estado del arte. Finalmen-
te los cap´ıtulos 8 y 9 exponen las conclusiones
y trabajos futuros de la tesis.
2 Principales Contribuciones
El Reconocimiento de Entidades Nombradas
ha sido evaluado en grandes foros a nivel in-
ternacional. Las elevadas tasas de efectividad
observadas en dos de estos foros, Message Un-
derstanding Conference (MUC) (Grishman y
Sundheim, 1996) y Conference on Natural
Learning (CoNLL) (Sang y Meulder, 2003),
entre finales de los 90 y principios de los 2000
podr´ıan justificar que la tarea de reconoci-
miento de entidades en texto este´ resuelta,
y as´ı ha llegado a afirmarse en la literatura
(Cunningham, 2005).
La tesis profundiza en la evaluacio´n del
a´rea y muestra que se ha estancado en el reco-
nocimiento de entidades t´ıpicas, para las que
habitualmente existen recursos anotados. Las
contribuciones de esta tesis comienzan por
mostrar que la validez de estos foros es limi-
tada ante las necesidades actuales. Es necesa-
rio avanzar en NER hacia foros de evaluacio´n
ma´s dina´micos y sistemas ma´s pra´cticos, ca-
paces de adaptarse a las nuevas sema´nticas
exigidas, y que adema´s faciliten la anotacio´n
de los recursos necesarios para la evaluacio´n
(Marrero et al., 2009; Marrero et al., 2013).
La contribucio´n principal de este traba-
jo consiste en presentar una alternativa ante
los me´todos de generacio´n del estado del arte
que resulta ser ma´s adaptable ante el recono-
cimiento de nuevas entidades, y ma´s pra´cti-
ca al no requerir la anotacio´n de corpus pre-
vios. Esta alternativa consta de un modelo
de representacio´n de patrones y un me´todo
de generacio´n de estos patrones. Los resulta-
dos obtenidos muestran que reduce los costes
necesarios para alcanzar los mismos niveles
de efectividad frente a me´todos similares.
2.1 Modelo de Representacio´n
Para poder incorporar cualquier atributo del
lenguaje que pueda ser u´til en la identifica-
cio´n de entidades (e.g. categor´ıa gramatical,
ortograf´ıa, etc.) es necesario contar con un
modelo de representacio´n de patrones que lo
soporte. Un ana´lisis de los modelos existen-
tes muestra que ninguno reu´ne conjuntamen-
te requisitos de potencia, flexibilidad y legi-
bilidad. Se disen˜a entonces un modelo de re-
presentacio´n basado en Grama´ticas Indepen-
dientes del Contexto (GIC), con su misma
potencia y legibilidad pero que adema´s per-
mite el uso de diferentes atributos a la vez.
Para ello este nuevo modelo introduce fun-
ciones asociadas a los s´ımbolos no terminales.
Estas funciones permiten representar condi-
ciones (pares atributo-valor) sobre las cade-
nas de entrada de la grama´tica (Figura 1).
A este nuevo modelo se le da el nombre de
Information Extraction Grammar (IEG).
El modelo IEG permite representar len-
guajes regulares e independientes del contex-
Figura 1: Las entidades a la izquierda pueden
representarse con el patro´n IEG de la dere-
cha. El no terminal C tiene asociada una fun-
cio´n que indica que su valor ha de ser menor
que 25 y el no terminal D tiene asociada una
funcio´n que indica que el atributo Sema´ntica
de las cadenas reconocidas ha de ser id-time.
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to. Se comprueba que en ambos casos la com-
plejidad en tiempo de reconocimiento no au-
menta respecto a las grama´ticas tradiciona-
les (i.e. O(n) si puede transformarse en una
expresio´n regular, O(n3) en caso contrario,
siendo n el taman˜o de la cadena de entrada).
La condicio´n para ello es que el tiempo de
comprobacio´n de las funciones sea constante.
Esto supone indizar previamente el valor de
los atributos sobre el texto de aplicacio´n, la-
bor que es habitual para optimizar el tiempo
de reconocimiento al utilizar cualquier tipo
de patro´n.
En cuanto a la sintaxis, se busca una nota-
cio´n sobre la que la introduccio´n de las nue-
vas funciones tenga el menor impacto posi-
ble. Para ello se adapta el Speech Recognition
Grammar Specification (SRGS) (Hunt y Mc-
Glashan, 2004), esta´ndar del W3C que ma-
pea la notacio´n Augmented Backus-Naur a
XML. Las modificaciones sobre la DTD son
mı´nimas (se introduce un u´nico elemento),
con lo que se mantiene un alto grado de es-
tandarizacio´n (Marrero et al., 2010b).
Como resultado, el modelo disen˜ado resul-
ta en conjunto ma´s potente, flexible y fa´cil-
mente editable que los existentes, y la orien-
tacio´n Web del esta´ndar SRGS supone una
ventaja adicional. La sintaxis XML facilita la
transferencia y almacenamiento de patrones
en este medio, mientras que el uso de iden-
tificadores uniformes de recursos permite la
creacio´n de repositorios distribuidos de fun-
ciones y patrones completos o parciales.
2.2 Me´todo de Generacio´n
Se disen˜a un me´todo ad-hoc para la genera-
cio´n semi-automa´tica de patrones IEG-SRGS
sin usar corpus anotados previos. A diferencia
de otros me´todos en el estado del arte, es lo
suficientemente flexible para incorporar cual-
quier atributo, con el l´ımite de que han de ser
atributos de granularidad token (e.g. lema de
un token, longitud en caracteres, etc.). Adi-
cionalmente es capaz de combinarlos con atri-
butos predefinidos de granularidad cara´cter,
que son introducidos de forma automa´tica.
La combinacio´n de ambos tipos de atri-
buto genera patrones de tipo IEG, aunque el
me´todo no es exclusivo de e´stos. Por ejem-
plo, los atributos de granularidad cara´cter y
token pueden representarse en dos auto´matas
distintos mediante auto´matas finitos en cas-
cada, mientras que el uso tan so´lo de atribu-
tos de granularidad cara´cter lleva a la gene-
racio´n de expresiones regulares esta´ndar. En
todos los casos la potencia expresiva de los
patrones generados es la de las expresiones
regulares. independientes del contexto.
El me´todo utiliza te´cnicas de aprendiza-
je activo para determinar si los patrones ge-
nerados son va´lidos. La unidad de anotacio´n
utilizada es la propia entidad, es decir, el sis-
tema selecciona potenciales entidades de un
corpus no anotado que el usuario debera´ vali-
dar. Esto supone una ventaja adicional frente
a la aplicacio´n de estas te´cnicas en otros tra-
bajos de NER, donde lo habitual es pedirle al
usuario la anotacio´n de documentos comple-
tos. De este modo se independiza el me´todo
de generacio´n de las caracter´ısticas documen-
tales del corpus.
3 Evaluacio´n y Resultados
Para comprobar la relacio´n efectividad/coste
del me´todo disen˜ado se llevan a cabo diver-
sos experimentos sobre el Seminar Announce-
ment Corpus (SAC) y el Software Jobs Cor-
pus1 (SJC), que tienen 4 y 17 tipos diferentes
de entidades anotadas respectivamente (e.g.
ponentes de las conferencias, compan˜´ıa ofer-
tante de empleo, an˜os de experiencia exigi-
dos, etc.). Los resultados son comparados con
los del trabajo de Li, Bontcheva, y Cunning-
ham (2008). En e´l se muestran los mejores
resultados conocidos sin utilizar corpus ano-
tados de partida, utilizando adema´s diversas
unidades de anotacio´n: entidades, fragmen-
tos predefinidos de 11 tokens y documentos
completos.
En la generacio´n de patrones para el reco-
nocimiento de entidades se obtienen resulta-
dos similares sobre SAC, sin embargo sobre
SJC, con mayor variedad y cantidad de enti-
dades anotadas, ante un mismo coste de ano-
tacio´n se mejora la efectividad entre un 36 %
y un 62 %, mayor cuanto mayor es el nu´me-
ro de entidades aportadas de partida. Se ob-
servan mejoras incluso al comparar estos re-
sultados con los obtenidos por el trabajo de
referencia al utilizar unidades de anotacio´n
mayores. Concretamente el me´todo propues-
to en esta tesis supone un ahorro en costes de
anotacio´n del 54 % al utilizar 10 entidades de
partida si lo comparamos con el trabajo de
referencia al utilizar el documento como uni-
dad de anotacio´n y dos documentos anotados
de partida.
1http://www.isi.edu/info-agents/RISE/
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Experimentos similares prueban tambie´n
la utilidad del me´todo en la generacio´n de
expresiones regulares sobre entidades que res-
ponden a patrones de granularidad cara´cter,
logra´ndose tasas superiores a 0.8 de F-
measure con 3 entidades de partida y un coste
de anotacio´n de entre 20 y 50 entidades.
Por u´ltimo, se prueba la utilidad del me´to-
do en la anotacio´n de recursos. Para ello se
suma al coste de anotacio´n durante el proceso
de generacio´n de patrones el coste de revisar
las entidades capturadas por esos patrones,
de manera que el corpus quede perfectamen-
te anotado. De este modo se consigue anotar
el 70 % de media de cualquier tipo de enti-
dad en el SAC con 50 entidades de partida y
un coste equivalente al 12 % del corpus. Para
el SJC estas tasas aumentan al 80 % con un
coste de tan so´lo el 6 % del corpus.
Adicionalmente se observa que los resul-
tados obtenidos en las diferentes ejecuciones
de los experimentos son estables, las tasas de
precision y recall son equilibradas, y que el
me´todo es capaz de obtener resultados satis-
factorios comenzando el proceso de aprendi-
zaje con un pequen˜o conjunto de entidades
de partida. Una ventaja adicional es que es-
tas entidades pueden no encontrarse en el cor-
pus no anotado, y los experimentos realizados
muestran que el me´todo resulta ser robusto
frente a la posible introduccio´n de entidades
con patrones poco frecuentes respecto al con-
junto (i.e. datos at´ıpicos).
4 Conclusiones y Trabajos
Futuros
La tesis profundiza en el concepto de Enti-
dad Nombrada y muestra que NER no so´lo
no puede considerarse un a´rea resuelta, sino
que necesita te´cnicas ma´s dina´micas ante la
variedad de tipos de entidad y dominios que
se exigen actualmente. Se presenta una al-
ternativa que facilita la adaptacio´n de los
sistemas NER a nuevas sema´nticas, donde
adema´s es habitual no contar con corpus ano-
tados. El me´todo logra mejorar la relacio´n
coste/efectividad frente a me´todos similares
del estado del arte.
Como trabajos futuros se plantean, entre
otros, su aplicacio´n a diversos idiomas y su
adaptacio´n para la generacio´n de patrones
basados en auto´matas finitos en cascada de
uso extendido en Extraccio´n de Informacio´n,
como es el caso de JAPE, incluido en el fra-
mework GATE (Cunningham et al., 2012).
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