A task independent spoken Language Identification (LID) system which nses a Large Vocabulary Automatic Speech Recognition (LVASR) module for each language to choose the most likely language spoken is described in detail. The system has been trained on 5 languages: English, German, Japanese, Mandarin Chinese and Spanish. In this paper it is demonstrated that the performance of a LID system which is based on LVASR gives very good performance, when trained and tested on a 5 language subset (English, German, Spanish, Japanese, and Mandarin Chinese) of the Oregon Graduate Institute 11 language data base. The performance advantage is shown for both long (50 second) and short (10 second) test utterances. The five language results show 88% correct recognition for 50 second utterances without confidence measures and 98 % correct with confidence measures. The recognition rate is 81 % correct for 10 second utterances without confidence measures and 93 % correct with coddence measures. The best performance has been obtained for systems trained on phonetically hand labeled speech.
INTRODUCTION
In the future, Language Identification (LID) systems will be an integral part of telephone and speech input computer networks which provide services in many languages. A LID system can be used to pre-sort the callers into the language they speak, so that the required service will be provided in the language appropriate to the taker. Examples of these services indude, travel information, emergency assistance, language interpretation, telephone information, buying services, banking and stock trading. Since there are large numbers of non-English talkers in the US population due to immigration, there is a need to offer multi-language capability even domestically. International tourism adds to the desirability of offering services in many language.
Language identifxation has been the subject of research for many years. Initially, systems were developed to screen radio trsnmDissions and telephone conversations for the intelligence community. The systems developed were useful in screening transmissions for a few target languages which were subsequently monitored by humans.
The languages of the world M e r from one another along many dimensions which have been codified as linguistic categories. These include, phoneme inventory, phoneme sequences, syllable structure, prosodies, lexical words and grammar. Therefore, we hypothesize that an LID system which exploits each of these linguistic categories in turn will have the necessary discriminative power to provide good performance on short utterances. This paper is divided into five sections. First, past work will be discussed and its relevance to the present study noted. Second, the basic phoneme recognition system is described.
Third, the architecture of the LVASR system is discassed.
Fourth, details of training the system are given, this involved selecting a vocab.ulary and constructing a word sequence model for each language. Finally, the LID results for the system using LVASR sub-systems are discur;sed . These show that the more complete language modeling which the LVASR system provides gives the best performance.
PASTWORK
Neuburg and House [2] used an ergodic Markov model of sequences of 5 broad phonetic categories (stop consonant, fricative consonant, non-vocalic sonorant, vowel and silence to identify 8 languages with 100% accuracy asing phonetic hand labels for input, when they tested on the training data (because of the scarcity of data for the experiment). The system was designed to have a variable number of states (from 2 to 5 ) to model each language. A version of our system also gets 100% correct language identification using automatically obtained fine phonetic labels and a trigram phonemotactic model (corresponding to a 3 tic model of phoneme sequences allowed within each language to identify the spoken language. Our baseline system described in [7] uses Continuous Density second order Variable Duration Hidden Markov Model (CVDHMM) to achieve the phoneme recognition based on context conditioned phonemes (called tri-phones in the literature) and trigram phoneme sequence models (phonemotactic models).
The other LID systems [6, 51 mentioned above, use context independent first order Markov models for phoneme recognition with bigram phonemotactic models. For languages with Consonant-Vowel-Consonant (CVC) syllable structure, the trigram models do a very good job of modeling the most frequent words, which are usually monosyllabic and hence, should help in d' * * ating these languages more efficiently than bigram phonemotactic models.
On the other hand languages with Consonant-Vowel syllable structure would be more efficiently modeled by the bwam word models. The languages studied represented a mixture of syllable structures, so that the trigram word models seem to provide an advantage.
Language identification systems have been developed which use varying degrees of linguistic knowledge [8] . The question remains about how much linguistic knowledge is necessary to get the desired performance, given that adding linguistic knowledge into a system is rather labor intensive. This paper shows that full sentence recognition leads to better performance, than the same system using trigram phonotactics, and language spedfic phonemes alone. Developing automated methods for creating large vocabulary speech recognition systems for new languages would allow these performance advantages to be realized for language identification without extensive human eRort.
DESCRIPTION OF THE PHONEME
The phoneme recognition system was developed at Bell Labs for English by A. Ljolje (11. This phoneme recognizer is based on a second order ergodic CVDHMM. The ergodic HMM has one state per phoneme. However, the acoustic model for each phoneme is a time sequence of three prob ability density functions (pdf's) with each pdf representing the beginning, the middle and the end of a phoneme, respectively. The pdf's are represented as mixtures of Gaussian pdf's on the acoustic features (Cepstral coefficients from LPC analysis of the speech waveform) which have been decorrelated. This structure is equivalent to a three state left-to-right HMM phoneme model. The duration of each phoneme is modeled by a four parameter gamma distribution fnnction. The four parameters are: (1) the shortest allowed phoneme duration (the gamma distribution shift), (2) the mean duration, (3) the variance of the duration, and (4) the maximum allowed duration for the phoneme. The shortest allowed duration is equal to the shortest observed duration in the training data, the mean and variance are calculated from the training data and the maximum duration is calculated as the 9Sth percentile of the distribution. Because the ergodic HMM is second order, the transition
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probabilities are the probability of the next phoneme given the past two phonemes. This is then the trigram phoneme sequence probability which can be estimated separately. The speech feature vector consists of 26 coefficients which were chosen from 38 coefEaents of 12 cepstra, 12 delta c e p stra, 12 delta delta cepstra, delta energy and delta delta energy using a discriminant analysis method [9] First all the cepstral coefficients are computed using an autocorrelation LPC model with a 20 msec time window which is shifted by 10 msec per frame. Then the coefficients are decorrelated (rotated to be orthogonal). The decorrelation is most needed for the cepstral and delta delta cepstral coefficients.
Training phoneme models
Merent training procedures were adopted to train the phoneme recognizer, described above, depending on the type of transcription available for each language. (1) When words and their start and end times were available, phonemes and average durations were obtained from a Text to Speech (TTS) system, and linearly warped to the word duration. The derived phoneme segments thus obtained are used to train preliminary HHM models. These models are d to re-segment the data The models are re-trained iteratively using a segmental k-means algorithm until the models converge. (2) When a time aligned phonemic t r d ption of the speech data is available, the initial models are trained using this data and the models are re-trained using the segmental k-mew algorithm iteratively until the models converge. (3) When the sentence level transcription and segmentation is available, the phonemic level transcription and segmentation is obtained automatically as described in method 1 except that the phoneme durations are stretched linearly to fit the whole sentence. The models are trained iteratively as described in method 1 by using the segmented data so obtained. The phonemic boundaries obtained by this procedure are less reliable than the ones obtained from the hand labels; however, the system converges to stable models. b u l t s are best for method 2.
English
Spanish G e m a n Japanese A full LVASR system is used for language identification.
The block diagram of the LID system is as shown in Figure   2 .
The lexical access system uses cascades of weighted finite state transducers [lo] to do lexical search and grammatical constraints. The first step is a transduction from phoneme lattices to word lattices. The best path through the finite state network provides the most probable word sequence and the probability, for words in the vocabulary without a word sequence model. The second transduction is from a word lattice to a sentence lattice, which obeys the biiam word grammar trained on the OGI training and develop m a t test portions of the corpus. The best path though the resulting sentence lattice is the most probable sentence given the language model. For language identification, the subsystems (block 1,2 and 3 in Figure 2) for each language are run in parallel for agiven speech signal similar to the base line system described above. The language subsystem with the bighest normaIized log likelihood is chosen as the language of the input speech sign&
TRAINING THE LID SYSTEM
The five language (English, German, Mandarin Chinese, Japanese and Spanish) LID system was trained and tested wing the prompted monologue section of the 11 w a g e speech data base colleaed by OGI [4] . The training and test data consists of about 80 and 18 speakers, respectively, per language. The monologue recording is 50 seconds in length, including pauses, which yields 35-45 sec of speech.
The acoustic HMM models of Engiish and Spanish phoneme recognition systems were originaUj trained using method 1 and, the Mandarin, Japanese and German recognition systems were trained using method 2 as de- 
Training the Final clasaifler
The LVASR LID system has many dii€erences in the language mod&. Merent languages have a Merent number of phonemes, different average word lengths, Merent word sequences which may contain high frequency words like particles and articles. The result of these diffuences is that the scores from each subsystem has to be normalized relative to the scans for the other laaguages. Additive and multiplic& tive factors have been considered (which for log likelihoods correspond to multiplicative and exponential factors on the probabilities). The additive factors seemed to work best, with the factors trained on the home town section of the OGI corpus.
EXPERIMENTAL DETAILS AND mSULTS
The LID system was first tested using the training data in order to compare the performance of the pnstnt e e m with the system of Newand Home diocrrsocd above.
The system was then tested using the data from the 1994 -LID evaluation which was monitored by NIST. The e d uation test data used the full 50 sec recordings and also used short intervals of speech of 10 secs long, with 72 10 sec long utterances per language. These were obtained by segmenting the 50 sec long utterances from each speaker of the test data into 4 segments as specified by NIST. The evaluation data was separate from the data used in training the acoustic and language models. The phonemotactic system recognizes the language spoken 100% of the time when tested on the training data. When tested on the 1994 evaluation test data, the phonotactic system achieves 88 % correct identification of the language spoken for the 50 sec recordings and 76 % correct for the 10 sec utterances. The performance withoiit the phonemotactic model is considerably worse, averaging 72 % compared with 91 % when the phonemotactic constraint was used on a three language subset for the 50 The full large vocabulary LID system was tested on the 1994 evaluation data. The system identified the language spoken an average of 88 % LID rate on five languages on the 50 secs utterances and 81 % on the 10 secs utterances. In Table 2 , the results for five languages are shown. In order to improve the performance of the identification rate for the LVASR system, a technique which involves normalizing the sentence recognition log likelihood, by the log likelihood of the best unconstrained phoneme sequence has been tried. This is similar to the technique used by Young and Ward to detect out of vocabulary words in a large YOcabulary ASR system [12] . Later publications refer to this as a confidence measure, and is a measure of how w e l l an mconstrained acoustic model matches the utterance. It was first used for LID by Newman et al. [13] . The equation for the recognition of an utterance in a particular language is where the Ps are probabilities, z is the input speech signal, PI is the phoneme sequace,Wi is the word sequence, Si is the set of a l l possible sentences for language i and Li is the phonemotactic model of the language i. The term in the numerator is often considered to be the sane for all the of sentences recognized, and thus neglected. This is no longer true when we wish to make a comparison between the output of recognizers for different languages. The estimation of this term gives a better estimate of the probabilities and thus better performance when comparing Merent systems.
It may also be possible to allow rejection of languages not in the set trained. The method we used to estimate the probability of the acoustic sequence is to run the phoneme recognizer with equal trigram probability for all possible phoneme sequences. A better estimate might be to compute the best acoustic score based on the best match for all of the Gaussian mixtures in the system. This W M the measure used by Newman et al. [13] and will be explored in future work. The present estimate raises the performance of the system to the final best result of 98 % correct identification for 50 sec and 93 % correct identification for 10 sec of speech. The results are shown in Table 2 with the label normalized.
CONCLUSIONS
A five language identification system based on phonological and lexical models was described. LID results for five languages were reported with the best results being obtained for the full large vocabulary speech recognition system, with a normalization or confidence estimate based on unconstrained phoneme matches for each language. Best results were obtained for a system trained with phonetically hand lapelled data.
