This article proposes a novel method to fuse infrared and visible light images based on region segmentation. Region segmentation is used to determine important regions and background information in the input image. The non-subsampled contourlet transform (NSCT) provides a flexible multiresolution, local and directional image expansion, and also a sparse representation for two-dimensional (2-D) piecewise smooth signal building images, and then different fusion rules are applied to fuse the NSCT coefficients for given regions and optimize the quality of the fused image. With the proposed method, the fused image exhibits good infrared target features as well as clear visible background. Experimental results have evidenced the simplicity and effectiveness of the method and its advantages over the conventional approaches.
Introduction

1
As a technology of great value in practical uses, image fusion is to integrate multiple image signals into a single image to enhance availability of the information and achieve more exact, reliable, and comprehensive description of the images. Fusion of infrared and visible light images has found wide applications for defense purposes. This is attributed to essential differences between infrared and visible light sensorsvisible light has ability to represent the background more abundantly and legibility than infrared. For example, details of targets that are hard to detect in a visual image (meaning low visual contrast) can sometimes be easily discovered in an infrared image [1] . Image fusion can be classified into three types based on pixel-level: pixel-based, window-based, and regionbased [2] . The pixel-based image fusion is characterized by simplicity and highest popularity. Because pixelbased and window-based methods fail to take into account the relationship between points and points, the *Corresponding author. Tel.: +86-13679274362.
E-mail address: cc_liukun@163.com Foundation item: National Natural Science Foundation of China (60802084) doi: 10.1016/S1000-9361(08)60071-0 fused image with either of them might lose some gray and feature information. The region-based fusion, on the contrary, can obtain the best fusion results by considering the nature of points in each region altogether. Therefore, region-based fusion has advantages over the other two counterparts. At present, region-based methods [3] [4] use some segmentation algorithm to separate an original image into different regions, and then design different rules for different regions. This article is meant to improve the fusion approach by means of novel region segmentation in the non-subsampled contourlet transform (NSCT) domain.
Non-subsampled Contourlet Transform
The tool of multiscale geometric analysis characteristic of local, directional, and multiresolution, has been broadly used in image fusion. Nowadays, wavelet transform is an efficient tool to express the one-dimensional (1-D) piecewise smooth signals, but in the case of two-dimensional (2-D) signals, it cannot efficiently present edges of a nature image [5] [6] [7] [8] . In addition, separable wavelets are deficient in capturing only limited directional information and feature of multi-dimensional signals.
To overcome the drawbacks of wavelet in dealing with higher dimension signals, M. N. Do and M. Vet-terli [9] recently pioneered a new representational system named contourlet, a real representation of 2-D signal. Afterwards, A. L. da Cunha, et al. [10] proposed the NSCT evolving from contourlet transform. The NSCT not only retains the characteristics of contourlet, but also has other important properties of the shift invariance. The size of different sub-bands is identical, so it is easy to find the relationship among different subbands, which is beneficial for designing fusion rules.
The contourlet transform and NSCT have a similar approach of decomposition and reconstruction. In NSCT, the multiscale analysis and the multidirection analysis are also separate, but both are shift-invariant. First, the non-subsampled pyramid (NSP) is used to obtain a multiscale decomposition by using two-channel non-subsampled 2-D filter banks. The NSP decomposition is similar to the 1-D non-subsampled wavelet transform (NSWT) computed with the à trous algorithm. Second, the non-subsampled directional filter bank (NDFB) is used to split band pass sub-bands in each scale into different directions. Fig.1 shows a multiscale and directional decomposition by using a combination of a NSP and a NDFB [5] [6] . However, the NSCT differs from the contourlet transform in that the NSCT eliminates the down-samplers and up-samplers. The NSCT is a fully shift-invariant, multiscale, and multidirection expansion that has a fast implementation. Consequently, introduction of NSCT into image fusion could do justice to the good character of NSCT in effectively presenting features of original images. 
Method of Region Segmentation
At present, most image fusion algorithms perform processing on the entire scene; however, infrared images could not obtain detailed background and exact location of targets. The main reason for combining visible and infrared sensors is that a fused image constructed by a combination of features could improve detection and unambiguous localization of a target represented in the infrared image with respect to its background represented in the visible light image [3] , so it is reasonable to introduce the technology of segmentation into infrared and visible light image fusion.
In infrared images, target and background have different or adverse gray information. As such the target and background region are separated by different gray. In the NSCT domain, the coefficients become more acute to the gray information changes between target and background region. Let spatial frequency be the criterion of varying gray information. By spatial frequency (SF) is meant the overall activity level in an image [11] . The SF of an M × N image I is defined as 2 2 SF RF CF (1) where RF and CF, representing row frequency and column frequency respectively, can be expressed by
The value of spatial frequency inside a square window represents the acute variability of the infrared image. The sliding window with the size of 3×3 pixels is used and the spatial frequency inside the window is assigned to be the central pixel as a measure of separating the target. The pixels of high value represent the regions with high gray variability of the target in the original image, whereas, those with low value the background areas. In the NSCT domain, after having calculated spatial frequency of each sub-band image, the mean is used for the series of spatial frequency of sub-band images. Finally, a map of spatial frequency can be formed to separate the infrared image.
Since the target has higher intensity than background in infrared images, it is feasiable to extract the target by thresholding the images appropriately. Let the sum of the square differences and the mean of the map of spatial frequency be the self-adaptive threshold [12] . If coefficients in the map of spatial frequency happen to be higher than the threshold value, they are regarded as the target region. Otherwise, they are viewed as background information. After having denoted threshold values, the infrared image can be divided into target and background regions.
Image Fusion Algorithm Based on Region
Segmentation and NSCT Based on the above theory, region segmentation and NSCT can effectively be applied to image fusion. Representative of changes of gray information, the spatial frequency can be well used to separate the infrared image into target region. Application of NSCT to image fusion having better performance can effectively extract the character of original images and, more important, preserve the information. The fusion algorithm based on NSCT with region segmentation includes the following five steps:
(1) All of the original images are geometrically registered to each other. The two images, infrared image A and visible light image B, are separately decomposed into multiscale and multidirection with NSCT, thereby obtaining the coefficients of the two images , , { ,
respectively, where L represents the information of low frequency and H j,k represents the high frequency coefficient after decomposing j-levels NSP and k directions at j level.
(2) The target and background in infrared image are separated with the proposed spatial frequency segmentation. The target information is extracted from infrared image and the visible light image is used as the background information. Fig.3(a) and Fig.3(b) illustrate the segmentation map by means of the proposed spatial frequency method. Fig.3(c) is the map of segmentation with spatial frequency.
(3) In order to preserve the edges and texture, the technology of edge detection is used [13] . The effective operator is adopted to detect the original images. Thus another region can be obtained. It is called edge region.
(4) In order to obtain the fused image F, different fusion rules are chosen for different regions-target region, edge region, and background region. Let the target region be X, background region Z, and edge region Y. Different frequency coefficients represent different means. Low frequency decides the general image and the high frequency band contains some important information and notable characteristics, therefore, choice of fusion rule should depend upon the image characteristics. The fused image coefficient
can be obtained by the following steps:
(a) In the target region, the characteristics of the region should be preserved as much as possible, and the target region of infrared image is chosen for frequency coefficient fusion.
In order to preserve more target features, the rule of high frequency selects the max absolute value from the input images to be the value at that location in the fused image. The high frequency of fused image is defined as , ,
where (m, n) X. (b) As the visible light image contains abundant background information and provides the exact location of target, the visible light image of low frequency coefficient is chosen to be fused image coefficient.
, ,
The local energy is adopted to evaluate the high coefficient containing the abundant texture and feature. , ,
where , ( , ) j k E m n is the local energy, and it can be defined as
(c) The points in the edge region represent the texture and features of the original images. For example, in Fig.3(a) and Fig.3(b) , the "sobel" operator is used to detect the original images. Fig.3(d) is the edge region after edge fusion of the original images. As it is important to preserve these points of edge, the point on the edge region is chosen. And the fused image can still have the same legible edge as in the original images.
(5) With the help of the inverse NSCT, the finally fused image can be acquired with NSCT and region segmentation. 
Experiment Study and Analysis
In order to verify the proposed algorithm, two types of different infrared and visible light images are chosen for experiments. Originally, the infrared and visible light images have different gray information, some areas having inverse gray information. Fig.3(a) and Fig.3(b) illustrate infrared and visible light images respectively. In order to reveal the effects of different algorithms, three different fusion methods based on NSCT are compared: the pixel-based method, the window-based method, and the proposed region segmentation fusion method. In the experiments, the same mode of decomposition is selected. Three scales of decomposition for NSCT are used and four, eight, sixteen directions are selected for the scales from coarser to finer.
It can be seen that each algorithm has different vision effects. Figs.3(e)-3(g) show the fused images using NSCT and three different types of fusion rules. Fig.3(e) shows a fused image by the pixel-based method. It is clear that the fused image contains apparent rupture and distortion of gray information. Fig.3(f) illustrates the effect clearer than Fig.3(e) . The feature of nature image is composed of a series of points, not a single point. Compared with the pixelbased method, the window-based method can increase the relationship between points and points. Fig.3(g) shows that the fused image is much clearer in having rich features than any fused image, such as human beings, houses, barriers, trees, and roads. The fused image acquired with the proposed method can preserve more details of the visible light image and the edge of target than ever seen in other images acquired with other methods.
In order to prove the feasibility of the proposed fusion rule, the fusion rules of region segmentation are applied to NSWT. Fig.3(h) is the fused image obtained with NSWT and the proposed method of region segmentation, which bears witness to the good performance, feasibility, and effectiveness of the proposed method with its region segmentation rule. Both NSCT and NSWT are shift invariant and non-subsampled with the sub-bands images of the same size, but NSCT has better characteristics in direction than NSWT, for NSCT is an efficient directional multiresolution image representation. Compared with Fig.3(h), Fig.3(g) has better performance and, especially, can effectively describe the targets that have plentiful linear or curve contours, such as roads, trees, and houses. Moreover, Fig.3(g) can extract most features of target from original images and preserve the most spectrum information. Therefore, Fig.3(g) possesses the best vision effects in comparison with other algorithms.
Other than the subjectively visible effects, an objective and quantitative evaluation of the effects of fused image is needed. Table 1 illustrates the performance comparison of the different methods. As different objective standards have different meanings, mutual information (MI) [14] , correlation coefficient (Corr), and entropy are three major tools to evaluate the quality of fusion image. The mutual information is chosen to measure the amount of information that can be extracted from visual light image and infrared image. The better image quality and the more information that can be extracted, the larger the amount of mutual information is. The infrared image represents more of target information and less of background information, which is evidenced by the kind of blurred background in Fig.3(a) . As a result, smaller values of the mutual information between the fused image and the infrared image represent the less gray-distorted fused images. To the contrary, larger values of the mutual information between the fused image and the visible light image represent the ability of the fused image to preserve much more background information. The correlation coefficient is used to measure the similarity of two images: with it close to 1, the fused image comes close to the criterion image. In terms of the correlation coefficient, the proposed method based on NSCT is closest to visible light image with the fused image having the most abundant gray information of four methods. When the infrared image has less spatial information, the smallest correlation coefficient between infrared image and the fused image implies the least distortion of gray information. Entropy can be used to measure the details of fused image. The larger the entropy is, the more information the fused image contains. Therefore, in terms of these objective criteria the proposed algorithm commands an overwhelming position over the other three methods. This means a good agreement between either subjective or objective analysis. In order to further verify the proposed algorithm, another run of experiments on infrared image and visual light image are carried out. Both infrared and visible light images have homologous gray information as seen in Figs.4(a)-4(b) . Different from the first run of experiments, the infrared image contains not only target region but also much more background information. Figs.4(c)-4(e) display the NSCT results attained with pixel-based, window-based, and region-based methods, respectively. Fig.4(f) shows the fused image acquired with the proposed fusion rule and the NSWT. Compared with the other three methods, the proposed method still takes the lead in producing visual effects and preserving details of both infrared and visible light images. Table 2 compares the performances of the fused infrared image and visual light image acquired with the four different methods. The same quantitative criteria as above-mentioned are selected to evaluate the fusion results. Different from the first run of experiments, both mutual information and correlation coefficient of the infrared image acquired with the proposed algorithm based on the NSCT are the largest in value. This means that the fused image not only preserves much more information of the visible light image, but also extracts background and target information from the infrared image. This also confirms the superiority of the proposed method to any one of its competitors. From the experimental results, it can be understood that the entropy of the fused image and values of the mutual information between fused images acquired by region-based NSCT and NSWT are almost equal. Although the fusion method based on NSCT offers the best results, it is inferior to the NSWT in simplicity and speed of calculation. Therefore, NSWT method is often preferred in the case of limited conditions of calculation.
For the two runs of experiments, the different fusion methods based on the NSCT are compared, and are also done in the same region segmentation method with different types of transform. The results prove that the proposed region-based method can obtain the best performance among three different types of rules in the NSCT domain. The results also show that the proposed method can also be additionally applied to the NSWT to improve fusion results.
Conclusions
This article presents a novel image fusion algorithm in NSCT domain based on the region segmentation. Two runs of experiments on two types of different infrared and visible light images have been conducted with proposed region segmentation method based on NSCT. Experimental results evidence the proposed algorithm which could provide better fusion than classical fusion methods in terms of subjective visual quality and objective fusion metric values.
The region-based fusion method uses the different feature regions of original image and compounds the pixel level and feature level of image fusions. The effective way to separate target and background proves crucial for the quality of image fusion. The proposed method preserves the details of the visible light image and the legible target of the infrared image, therefore, the fused image enables the exact location of the target to be easily observed and provides all-around information for further processing tasks. Further researches on this topic are worth pursuing and have promising future.
