Orthogonal Matching pursuit (OMP) is a popular algorithm to estimate an unknown sparse vector from multiple linear measurements of it. Assuming exact sparsity and that the measurements are corrupted by additive Gaussian noise, the success of OMP is often formulated as exactly recovering the support of the sparse vector. Several authors derived a sufficient condition for exact support recovery by OMP with high probability depending on the signal-to-noise ratio, defined as the magnitude of the smallest non-zero coefficient of the vector divided by the noise level. We make two contributions. First, we derive a slightly sharper sufficient condition for two variants of OMP, in which either the sparsity level or the noise level is known. Next, we show that this sharper sufficient condition is tight, in the following sense: for a wide range of problem parameters, there exist a dictionary of linear measurements and a sparse vector with a signal-to-noise ratio slightly below that of the sufficient condition, for which with high probability OMP fails to recover its support. Finally, we present simulations which illustrate that our condition is tight for a much broader range of dictionaries.
Introduction
A fundamental inverse problem arising in a wide variety of fields is to estimate an unknown sparse vector x ∈ R N from p linear measurements of it, often with p < N . Notable examples in signal processing include sparse recovery in a redundant representation and compressed sensing [15, 17] . A notable example in statistics is linear regression with a sparse coefficient vector, in particular when there are more variables than observations [31] .
Assuming that the measurements are corrupted by additive Gaussian noise, the observed signal s ∈ R p has the following form
where Φ ∈ R p×N is a known overcomplete matrix, x ∈ R N is an unknown sparse vector, ξ ∈ R p is a random Gaussian noise vector ξ ∼ N (0, I p ) and σ > 0 is the noise level. We say that x is m-sparse if x 0 = |supp(x)| = m and denote its support by Ω = supp(x). In statistics Φ is referred to as the design matrix, whereas in the signal processing literature it is often called the dictionary. We refer to the columns ϕ i of Φ as the atoms of the dictionary and assume for simplicity that they are normalized to have unit norm ϕ i = 1.
In sparse recovery, the observed signal s, the dictionary Φ and the sparsity level m are given as input, and the goal is to output an estimatex that is close to the unknown vector x. Under the assumption that ξ is Gaussian and independent of x, the maximum likelihood solution iŝ x = arg min { s − Φz 2 : z 0 ≤ m} .
In the noiseless case σ = 0, minimizing (2) is equivalent to finding an msparse vectorx such that s = Φx. For p < N this linear system is underdetermined and may have multiple solutions. Hence, for any σ ≥ 0, Eq. (2) may in general also have multiple solutions. In certain regimes there exists a unique solution, for example when m is small compared to the size of the smallest linearly-dependent subset of dictionary atoms [13] . Furthermore, even if a unique solution exists, finding it is in general NP-hard because the sparsity constraint is non-convex [12] . Over the last decades, several polynomial-time methods were developed for estimatingx. Convex optimization-based methods such as Basis Pursuit use a relaxation of the l 0 -norm of x to its l 1 -norm [30, 8] .
Other recovery methods use non-convex penalty functions that promote sparsity [7, 11, 16] . Greedy methods estimate x by iteratively selecting atoms that have high correlation with the residual part of the signal [10, 24, 25] . For a recent review of sparse recovery algorithms, see [22] and the references therein.
In this work, we focus on Orthogonal Matching Pursuit (OMP), described in Algorithm 1, which is one of the simplest and fastest greedy methods for sparse recovery [9, 26, 21] . One key challenge in OMP computing an estimatex close to x is to accurately estimate its support. Hence, several authors studied conditions under which OMP exactly recovers the support of x. Algorithm 1 OMP Input dictionary Φ ∈ R p×N , signal s ∈ R p , sparsity level m Output estimated vectorx m ∈ R N 1: initialize the residual r 0 = s and the estimated supportΩ 0 = ∅ 2: for t = 1, . . . , m do 3: calculate j = arg max {| ϕ i , r t−1 | : i ∈ [N ]} 4: addΩ t =Ω t−1 ∪ {j} 5: calculatex t = arg min s − Φx 2 : x ∈ R N , supp(x) =Ω t
6:
update r t = s − Φx t 7: end for Several conditions for exact support recovery by OMP and by other methods have been studied. These include the Restricted Isometry Property (RIP) [6] , the Exact Recovery Condition (ERC) [32] and the Mutual Incoherence Property (MIP) [14] . For RIP and ERC based guarantees, see [5, 18] and the references therein. While MIP is more restrictive than the other conditions, it is simple and tractable to compute for arbitrary dictionaries. In this work we thus restrict our attention to coherence-based guarantees. Specifically, the coherence of the dictionary Φ is defined as
An m-sparse vector x satisfies the Mutual Incoherence Property (MIP) if
A fundamental result by Tropp [32] is that the MIP condition is sufficient for exact support recovery by OMP in the noiseless case. Cai et al. [4] proved that the MIP condition is sharp in the following setting: for each pair of positive integers (m, k), there exist a dictionary of size 2mk × (2m − 1) k with coherence µ = 1 2m−1 and an m-sparse vector such that OMP fails to recover its support. In the presence of additive Gaussian noise with noise level σ > 0, even if an m-sparse vector x satisfies the MIP condition (4), its exact support recovery will depend on the specific noise realization in the observed signal s. Hence, exact support recovery can only be guaranteed with a success probability P succ < 1, which in general depends on the noise level σ, the sparsity level m, the magnitude of the non-zero coefficients of x, the dictionary dimensions p and N and the coherence µ. As we review in Section 2, Ben-Haim et al. [1] developed a sufficient condition for OMP to recover the support of x in the presence of additive Gaussian noise with high probability. A similar result for a variant of OMP was proved by Cai and Wang [3] . Miandji et al. [23] derive a similar sufficient condition in a different model where the nonzero elements of x are random variables.
In this paper we make two key contributions. First, in Theorem 2 we derive a sharper sufficient condition than that of Ben-Haim et al. [1] and Cai and Wang [3] by performing a tighter analysis of their proof. An interesting question is whether this sufficient condition is sharp, or can it be lowered further. Our main result, stated formally in Theorem 3, shows that this sharper sufficient condition is quite tight. Specifically, for a wide range of sparsity levels m, dictionary dimensions p, N and coherence values µ, there exist a dictionary Φ and a vector x with a signal-to-noise ratio that is slightly lower than that of our sufficient condition, for which with high probability OMP fails to recover its support. In Section 3 we present several simulations that support our theoretical analysis. All proofs can be found in Section 4.
Main Results
We first introduce some notation. We denote x min = min i∈Ω |x i | and define the following effective noise factor
Throughout the paper we assume that the MIP condition (4) holds, so σ eff (m, µ) is well defined and strictly positive. For measurements that are corrupted by additive Gaussian noise, Ben-Haim et al. [1] derived the following sufficient condition for OMP to recover the support of x with high probability.
Theorem 1 (Ben-Haim et al. [1] ). Let x be an unknown vector with known sparsity m, and let s = Φx + σξ, where Φ ∈ R p×N is a dictionary with normalized columns and coherence µ, and ξ ∼ N (0, I p ). Suppose that the MIP condition (4) holds and that for some α ≥ 0
Then, OMP with m iterations successfully recovers the support of x with probability at least
In many practical cases m is unknown while the noise level σ is known. Denote by OMP* a variant of Algorithm 1 where instead of performing m iterations, the algorithm stops when the maximal correlation of the residual with any dictionary atom is smaller than a threshold τ , i.e., Φ T r t ∞ ≤ τ . Cai and Wang [3, Thm. 8] proved the following analogue of Theorem 1. Under the MIP condition (4) and the same condition (5), OMP* with threshold τ = σ 2(1 + α) log N recovers the support of x with probability at least 1 − m/N α √ 2 log N .
Sharper sufficient condition
By performing a tighter analysis of the proofs of Ben-Haim et al. [1] and Cai and Wang [3] , we derive a sharper sufficient condition than (5) for exact support recovery by both OMP and OMP*. However, this sharper sufficient condition comes at a price, whereby the success probability is a function not only of the vector length N , but also of its sparsity level m. The following theorem formalizes this statement and is proved in Section 4.1.
Theorem 2. Let x be an unknown vector with known sparsity m, and let s = Φx + σξ, where Φ ∈ R p×N is a dictionary with normalized columns and coherence µ, and ξ ∼ N (0, I p ). Suppose that the MIP condition (4) holds, that m ≤ N β for some 0 < β < 1 and that for some α ≥ 0
Moreover, under the same conditions OMP* with threshold τ = σ 2(1 + α) log N successfully recovers the support of x with probability at least (8) .
Eq. (7) is sharper than Eq. (5) since β < 1. Simulations in Section 3 illustrate the tightness of this result.
Near-tightness of the OMP recovery guarantee
According to either Eq. (6) or (8), the smallest α that still guarantees exact support recovery with probability tending to 1 as N → ∞ is α = 0. Therefore, the weakest sufficient condition for OMP to recover the exact support of x with high probability for N ≫ 1 is
An interesting question is thus whether this sufficient condition is sharp, or could the right hand side in (9) be lowered further.
The main result of this paper, formalized in Theorem 3 below, is that the above condition is quite tight. Informally, our result can be stated as follows: for a wide range of sparsity levels m, dictionary dimensions p, N and coherence values µ, there exist a dictionary Φ ∈ R p×N and an m-sparse vector
for which OMP fails to recover its support with probability 1 − o(1). In particular, the failure probability for this specific Φ and x tends to 1 as N → ∞. As shown by the simulations in Section 3, OMP fails with high probability under condition (10) in a much broader range of cases. These include a case where the dictionary atoms are drawn independently and uniformly at random from the unit sphere and a case where the dictionary is composed of two orthogonal matrices (the identity matrix and the Hadamard matrix with normalized columns). If m is constant or polylogarithmic in N , then as N → ∞ we can take β > 0 arbitrarily small. In this case, the bounds (9) and (10) match, up to a multiplicative factor of 1 − µ. Finally, for various dictionaries the coherence µ is itself small. For example, if each entry of the dictionary is drawn independently and uniformly at random from ±1/ √ p, then with probability
To formally state our theorem, we introduce the following notations. First, let
Both quantities are well defined, since by the MIP condition (4), 1−(m−1)µ > 0. It can be easily shown that
Let µ min (a, b) be the smallest possible coherence of an a × b overcomplete dictionary with a < b. To prove our theorem we construct a dictionary that consists of several parts. One of these parts is ap×Ñ dictionary with coherence L = L p,Ñ = µ min p,Ñ . By the theory of Grassmannian
[see for example 28] . In fact, L may be strictly higher since Grassmannian frames do not exist for every pair (p,Ñ ). However it can not be much higher, since by Tropp and Gilbert [33] L ≤ 2 p −1 logÑ .
We now give a rigorous statement of our result, whose proof appears in Section 4.2.
Theorem 3. Let p, N be integers such that p < N . Let m be an integer and let µ be a number that satisfy the MIP condition (4) and the following set of inequalities:
m
where
and
(15) Then, there exists a dictionary Φ ∈ R p×N with coherence µ and a corresponding m-sparse vector x ∈ R N satisfying
where c 0 > 0 is a universal constant, such that with probability at least
, OMP fails to recover the support of x from s = Φx + σξ. (14) and (15) 
. For values of m such that Lm is much smaller than 1, condition (15) can be approximated by a binomial approximation Figure  1 . (5) by Ben-Haim et al. [1] . The dashed green line is the sharper sufficient condition (7). The dotted red line is the approximate condition (10).
The inequality L µ follows essentially from frame lower bounds whereas the other inequality is very close to the MIP condition (4). Hence, condition (15) is only slightly more restrictive than MIP. This comparison is visualized in
can be approximated as follows
In addition, the last two terms on the right hand side of equation (16) are small compared to the first term, since they are of order √ log log N . Hence, (16) may be approximated by (10).
Simulations
We present several simulations to illustrate our sharper sufficient condition in Theorem 2 and our near-tightness result in Theorem 3. We generated p × N dictionaries and m-sparse vectors with coefficients of equal magnitude ν. For each vector x, we drew random noise ξ ∼ N (0, I p ) with noise level σ = 1 and computed the signal s as in Eq. (1). In Setting 1, we considered the probability of exact support recovery of msparse vectors with sparsity m = 3 using three dictionaries of size (p, N ) = (4096, 8192). The first is a two-ortho dictionary Φ 1 = [I H] composed of two orthogonal matrices -the identity matrix and the Hadamard matrix with normalized columns. The second Φ 2 is a dictionary whose atoms are drawn independently and uniformly at random from the unit sphere. For these two dictionaries the m-sparse vectors were drawn independently and uniformly at random from the N m possible vectors. The third dictionary Φ 3 and its corresponding m-sparse vector are the ones used to construct the near-tightness example in the proof of Theorem 3 (see Eqs. (27) and (30)). the empirical probability that OMP recovered the exact support of the unknown sparse vector in Setting 1, averaged over 500 realizations. It is interesting to note that our sufficient condition in Theorem 2 indeed improves over that of Ben-Haim et al. [1] . In addition, our sufficient condition is relatively sharp for small values of m. Another important observation is that even though condition (10) was derived considering Φ 3 corresponding to the third panel, we see that the condition holds for different types of dictionaries as well.
In Setting 2, we study the probability of exact support recovery for different sparsity levels m = 2, 3, 4 for the specific dictionary and m-sparse vector used in the proof of Theorem 3. We constructed our dictionary of size (p, N ) = (1024, 2048) with coherence µ = 0.06 using an alternating projection method by Tropp et al. [34] . Figure 3 depicts the empirical probability that OMP recovered the exact support of the unknown sparse vector in Setting 2, averaged over 500 realizations. Note that condition (10) is conservative since in our proof we analyze failure only in the first step of the algorithm. However, it cannot be increased much further, since the probability of recovery increases sharply at higher values of the normalized signal-to-noise ratio. Finally, we remark that similar results are obtained for other values of p, N, m and µ.
Proofs
The following auxiliary lemma will be useful in proving both Theorems 2 and 3. Its proof appears in Section 4.3. 
Proof of Theorem 2
The proof is based on a tighter analysis of the proof of [1, Thm 4] . First, we define "bad" random events B m and BÑ which indicate that the largest magnitude of inner products of the noise with support atoms and with nonsupport atoms is larger than their respective thresholds. We then define the "good" random event G that indicates that neither B m nor BÑ occurs, and prove that the event G occurs with probability (8) . Next, we show that under the event G, OMP with m iterations successfully recovers the support of x. Finally, we prove that OMP* with threshold τ = σ 2(1 + α) log N stops after exactly m iterations, and therefore also successfully recovers the support of x.
In details, we define the following two random events
and let the random event G = (B m ∪ BÑ ) C be the complement of their union. Note that while these definitions depend on the unknown support set Ω, this is only for the sake of the analysis, and we do not assume that OMP receives the support Ω as input.
Next, we prove that the event G occurs with probability at least (8) . Since the dictionary atoms are normalized, each random variable ϕ i , ξ is a standard Gaussian random variable. Therefore, applying Lemma 1 with n 1 = m, n 2 = N and η = (1 + α) β gives
Similarly, we can apply Lemma 1 again with n 1 =Ñ = N − m, n 2 = N and η = 1 + α and get
By the definition of G and a union bound,
which proves that the event G occurs with probability at least (8) .
The following lemma shows that under condition (7), one step of the OMP algorithm chooses an atom in the support Ω.
Lemma 2. Let z be an unknown vector with sparsity m and support Ω = supp {z}, and let r = Φz + σξ where Φ ∈ R p×N is a dictionary with normalized columns and coherence µ, and ξ ∼ N (0, I p ). Suppose that the MIP condition (4) holds, that m ≤ N β for some 0 < β < 1 and that for some α ≥ 0
Then under the event G,
Proof of Lemma 2. Denote by z max = max i∈Ω |z i |. Under the event G, the largest magnitude of an inner product of the observed signal r with a nonsupport atom i / ∈ Ω is
Similarly,
Combining the last two equations gives
Substituting for τ implies that Eq. (19) holds under condition (18).
Next, assume that G occurs. We prove the first part of Theorem 2 by induction. Consider the first iteration of OMP, described in Algorithm 1. In line 3, OMP chooses an atom ϕ i whose inner product with s is maximal. In other words, condition (19) must hold for r = s and z = x for OMP to select an atom i ∈ Ω at the first iteration. When G occurs, then by condition (7) and by Lemma 2 OMP selects a support atom, i.e.,Ω 1 ⊆ Ω. Assume by induction that the set of atoms that were selected in all previous 1 ≤ t < m iterations is a subset of the support set, i.e., supp {x t } =Ω t ⊆ Ω. Hence,
where x −x t is a sparse vector whose support is contained in Ω. In addition, since OMP selects exactly one atom at each iteration,
Hence, at least one entry in x −x t is equal to its corresponding entry in x and
Since by Eq. (7) x min is larger than the bound in Eq. (18), we can apply Lemma 2 with r = r t and z = x −x t to conclude that under the event G,
This implies that OMP chooses a support atom at iteration t + 1. Therefore by induction the OMP algorithm recovers the unknown support of x under the event G, which concludes the proof of the first part of Theorem 2. It remains to show that the OMP* algorithm with threshold τ = σ 2(1 + α) log N does not stop early before the m-th iteration, and that it does stop after the m-th iteration. At iteration 1 ≤ t ≤ m,
Under the event G, by Eqs. (21) and (23),
Finally, by condition (7),
which proves that OMP* does not stop early. At the end of iteration t = m all support atoms have been selected. Let x Ω ∈ R m and Φ Ω ∈ R p×m be the vector x and the dictionary Φ restricted to the support Ω (respectively), and let
the projection of the observed signal onto the linear subspace spanned by the elements of Ω. Then
Since I −P Ω is a projection to the linear space that is orthogonal to the subspace spanned by the elements of Ω, the first term of the last equation above is zero. Hence, under the event G,
Therefore, OMP* stops after exactly m iterations. This concludes the proof of Theorem 2.
Proof of Theorem 3
First, we present an outline of the proof. Given parameters N, p, m, µ with p < N , and where m, µ satisfy conditions (13)- (15), we construct a dictionary Φ ∈ R p×N with coherence µ and a sparse vector x ∈ R N with sparsity m. We show that when the smallest coefficient in x is sufficiently small as in condition (16), then with probability at least P 0 , OMP fails to detect a support atom already at the first iteration, and therefore fails to recover the support of x.
To prove the theorem we shall use the following auxiliary lemmas. The first lemma concerns the maximum of several correlated normal random variables.
1. ( [20] ). There exists a universal constant c 0 > 1 such that
([29]
). There exists C > 0 such that for any n ≥ 2 and t > 0,
In constructing our specific dictionary, we will use the following lemma whose proof appears in Section 4.3. 
Proof of Theorem 3. Recall the notationsp = p − m andÑ = N − m. Given the sparsity m and coherence µ, we first construct vectors y 1 , . . . , y m ∈ R m as in Lemma 4. Next, we construct our dictionary Φ = [ϕ 1 , . . . , ϕ N ] ∈ R p×N as follows 
The key requirements of the vectors w m+1 , . . . , w N ∈ Rp is that they have unit norm w i = 1 and that they satisfy the following condition
As the following lemma shows, condition (29) implies that the coherence of Φ is µ. The proof appears in Section 4.3.
Lemma 5.
Assume that m, µ satisfy conditions (14) and (15) . Then, under condition (29) , the coherence of the dictionary Φ of Eq. (27) is exactly µ.
Before proceeding we remark that such a dictionary Φ indeed exists. Specifically, Lemma 6 in Section 4.3 shows that if w m+1 , . . . , w N are drawn independently and uniformly at random from the unit sphere, and µ satisfies condition Let us now analyze the inability of OMP to successfully recover the support of an underlying m-sparse vector x, given s = Φx + σξ. Consider a dictionary Φ of the form (27) and the vector
which implies that Ω = {1, . . . , m} and x min = ν.
. From this point on we view Φ and x as fixed and the randomness is only over realizations of the noise vector ξ.
Our goal is to show that if ν is sufficiently small such that condition (16) holds, then with high probability OMP fails to recover the support Ω. For future use, we introduce the following two random variables that depend on the noise ξ,
A sufficient condition for the failure of OMP, as described in Algorithm 1, is that it would choose a non-support atom in the first step of the algorithm with probability ≥ P 0 , or equivalently if
As we shall see below, due to dependencies between various inner products ϕ i , s , the probability that (12) and value of the norm in Eq. (28), the inner product of the observed signal s = Φx + σξ with a non-support atom i / ∈ Ω is
We define B out by
Using Eq. (31) and (33),
We now analyze the random variable A in and define the random variable B in . The inner product of the observed signal s with a support atom k ∈ Ω is
To circumvent the dependence between the random variables y k , ξ m and ȳ, ξ m , we decompose each y k into two components, y k which is parallel toȳ and y ⊥ k which is orthogonal toȳ. Using Eq. (11) and (28), for each k ∈ Ω
Thus y
Combining this relation with Eq. (35), we can rewrite A in as
We define B in by
By the triangle inequality A in ≤ B in . Now that we defined B out and B in , we proceed to analyze the probability that B out > B in , or equivalently,
For constants b 1 , b 2 that will be determined later, denote the following three probabilities
By the statistical independence of ξ m and ξp and the linear independence ofȳ and y
Hence, instead of proving that (38) holds with probability at least P 0 , it suffices to prove that P 1 · P 2 · P 3 ≥ P 0 .
We proceed by calculating each of these probabilities, beginning with P 1 . Since w m+1 , . . . , w N are fixed unit vectors, each inner product between w i and the vector of standard normals ξp is a standard normal random variable. Let
where c 0 is the constant from Lemma 3. Denote by MÑ = max i / ∈Ω w i , ξp . By the first part of Lemma 3,
Therefore, by the triangle inequality,
By the second part of Lemma 3,
Next, we calculate P 2 . Let b 2 = √ 2 log log N . The term ȳ, ξ m is simply a standard normal variable. By Lemma 1 with parameters n 1 = 1, n 2 = log N and η = 1, we obtain that
Lastly, we calculate P 3 . Recall that by construction x min = ν. By Eq. (16),
Therefore,
Note that for all k ∈ Ω, y ⊥ k = 1 − ρ 2 . Hence, each random variable
is Gaussian with zero mean and variance 1. We can apply Lemma 1 with n 1 = m, n 2 = N and η = β, and use the inequality (13) to get
By a union bound, for sufficiently large p and N the probability that OMP fails to recover the support Ω is at least P 0 , which completes the proof of Theorem 3.
Proofs of Lemmas
To conclude, we prove the auxiliary lemmas. 
Each X i is a standard normal random variable. Therefore,
where Q(x) is the Gaussian tail probability function. Applying the inequality
Inserting Eq. (40) into (39) and using the inequality (1 − a) n ≥ 1−an completes the proof.
Proof of Lemma 4. Let G ∈ R m×m be the following symmetric matrix with entries
Hence, G can be rewritten as a rank-one perturbation of the identity matrix
If µ < 1 m−1 , then G is positive definite. Therefore, it is the Gram matrix of a set of linearly independent vectors, i.e., there exist y 1 , . . . , y m such that condition (26) holds, which completes the proof [19, p. 441 ]. . . .
Let us now prove that Y indeed satisfies condition (26) . Since V is orthogonal, its rows also form an orthonormal basis of R m . First, consider the diagonal entries of the Gram matrix
, and therefore In turn, this inequality can be rewritten as the following quadratic equation
Notice that since L < 1, the term 2m − 1 − Lm > m − 1 ≥ 0. The above inequality is thus satisfied by values of µ in Eq. (15) . This range is not empty if
It is easy to verify that this condition holds for m values in (14) . Note that the above condition also holds for m ≥
, however this range is often not possible due to the MIP condition (4). To prove Lemma 6, we need the following auxiliary lemma which bounds the largest magnitude of an inner product between random unit vectors. 
