Neurons in the recipient layers of sensory cortices receive excitatory input from two major sources: the feedforward thalamocortical and recurrent intracortical inputs. To address their respective functional roles, we developed a new method for silencing cortex by competitively activating GABA A while blocking GABA B receptors. In the rat primary auditory cortex, in vivo whole-cell recording from the same neuron before and after local cortical silencing revealed that thalamic input occupied the same area of frequency-intensity tonal receptive field as the total excitatory input, but showed a flattened tuning curve. In contrast, excitatory intracortical input was sharply tuned with a tuning curve that closely matched that of suprathreshold responses. This can be attributed to a selective amplification of cortical cells' responses at preferred frequencies by intracortical inputs from similarly tuned neurons. Thus, weakly tuned thalamocortical inputs determine the subthreshold responding range, whereas intracortical inputs largely define the tuning. Such circuits may ensure a faithful conveyance of sensory information.
Although many aspects of the representation and processing functions of neurons in the recipient layers of cortex appear to reflect converging thalamocortical inputs [1] [2] [3] [4] [5] , the functional roles and the underlying patterns of thalamocortical and, in particular, intracortical excitatory inputs remain unsolved [6] [7] [8] [9] . Extensive efforts have been made to understand the thalamocortical contribution to cortical responses. These previous studies can be mostly categorized into two types: those that directly compared the response properties between simultaneously recorded neurons in the thalamus and cortex 1, [10] [11] [12] and those that isolated thalamocortical input by preventing spiking of cortical neurons 2, [13] [14] [15] [16] [17] . The first type of studies mostly used extracellular recordings and identified putatively connected thalamic and cortical units on the basis of the temporal correlation between their spikes. This approach provides information on the tuning properties of individual thalamic and cortical neurons, as well as the nature of the connection between them. A recent study in the somatosensory cortex 5 , which paired extracellular recording of thalamic neurons with intracellular recording of cortical cells, suggests that cortical neurons receive a number of weak, but synchronously activated, thalamic inputs, which show tuning properties similar to the recorded cortical neuron. However, as the pattern underlying divergent output connections made by a single thalamic neuron or convergent thalamic inputs made on a single cortical neuron remains largely unknown, it is difficult to determine the respective functional roles of thalamocortical and intracortical inputs.
The second type of study depends on an effective silencing of the cortex without affecting thalamocortical transmission. Three methods have been previously used to silence the cortex: (i) cortical application of muscimol, an agonist of GABA A receptors, to prevent neuronal spiking [13] [14] [15] , (ii) cooling the cortex (4-14 1C) to block spike generation in neurons 2, 17, 18 and (iii) electrical stimulation of the cortex to produce a long inhibition widow (4100 ms) following excitation, during which spikes cannot be generated 16 . However, all of these methods are expected to have impacts on thalamocortical presynaptic transmission. Electrical stimulation can result in complex presynaptic effects such as short-term depression or facilitation. Although the mechanism underlying cooling-induced action-potential block is not yet clear, it is probable that both the action potential spread in axons and presynaptic vesicle release will also be affected by a marked temperature decrease. Microinjection, iontophoresis or perfusion of muscimol have more often been applied to silence intracortical connections [13] [14] [15] . It was assumed that muscimol was a highly specific agonist to GABA A receptors. However, this view has been challenged by recent findings that muscimol can activate GABA B receptors at relatively low concentrations and can reduce synaptic transmission through presynaptic GABA B receptors 19 .
In this work, we developed a new pharmacological method for silencing the cortex. By simultaneously blocking GABA B receptors with a specific antagonist, we were able to largely prevent the nonspecific effect of muscimol on presynaptic transmission. By applying in vivo whole-cell voltage-clamp recording in the rat primary auditory cortex (A1), we examined tone-evoked synaptic responses in layer 4 neurons before and after local cortical silencing. We found that thalamocortical inputs determine the area of the synaptic frequency-intensity tonal receptive field (TRF), whereas intracortical excitatory inputs largely define the frequency tuning by selectively amplifying responses at preferred frequencies of the cortical cell.
RESULTS

Silencing cortex with a cocktail of muscimol and SCH50911
To understand how thalamocortical and intracortical synaptic inputs contribute to the processing of individual cortical neurons, we developed a cocktail pharmacological method to effectively silence intracortical connections, while largely preserving thalamocortical synaptic transmission. Previously, cortical application of muscimol has been used to prevent spiking of cortical neurons [13] [14] [15] . However, recent studies suggest that muscimol can activate GABA B receptors at a relatively low concentration (EC 50 ¼ 25 mM) 19 . Because GABA B receptors exist on thalamocortical axons, cortical muscimol application will result in a dramatic reduction of evoked transmitter release from these axons 20 (Fig. 1a) . Cortical microinjection of muscimol or baclofen, a specific agonist of GABA B receptors, largely eliminated tone-evoked field potentials recorded in the cortex. To overcome the nonspecific effect of muscimol on presynaptic transmission, we applied SCH50911, a specific antagonist of GABA B receptors, together with muscimol. This substantially restored the magnitude of toneevoked field potentials (Fig. 1a) . Application of SCH50911 alone slightly increased the amplitude of field-potential responses (Fig. 1a) and prolonged tone-evoked spiking activity ( Supplementary Fig. 1 online), but did not change the shape of spike TRFs of cortical neurons ( Supplementary Fig. 1 ). This is consistent with the late, prolonged inhibition that is mediated by postsynaptic GABA B receptors.
Considering the competitive binding between muscimol and SCH50911 and GABA A and GABA B receptors, respectively, we derived an optimized concentration ratio for the coapplied SCH50911 and muscimol (1.5:1) to achieve an effective activation of GABA A receptors and a blockade of GABA B receptors (see Methods and Supplementary Note 1 online for detailed calculation). After slowly injecting about 10-20 nl of the cocktail solution into the cortex, firing of cortical cells in a horizontal distance of 500 mm was effectively blocked (spike count was reduced by 495%), as indicated by the extracellular multiunit recordings (Fig. 1b) . This effect can last for at least 3 h (data not shown). Because the highest density of local intracortical excitatory input comes from neurons within a 500-mm radius 6, 21, 22 and because the size of rat A1 is about 1-2 mm 2 (ref. 23) , we believe that this local injection method is effective at silencing the majority of intracortical connections, although some long-distance connections may not be affected. As a control, when the cortex was injected with the vehicle solution (artificial cerebrospinal fluid, ACSF), no significant effect was observed (n ¼ 5, t-test, P 4 0.5) on tone-evoked cortical field potentials (data not shown).
To examine the effect of local cortical silencing on the receptive field properties of single cortical neurons, we carried out in vivo whole-cell voltage-clamp recordings on excitatory pyramidal neurons in layer 4 of A1 (premapped with extracellular recording, see Methods) shortly after cortical injection of muscimol or the mixture of muscimol and SCH50911. Excitatory synaptic responses evoked by pure tones of various frequencies and intensities were recorded with the neuron clamped at -70 mV. The excitatory synaptic TRF was reconstructed after the recording. In muscimol-treated cortices, only traces of synaptic responses were observed in a small tonal-responsive area (Fig. 1c, left) . On the contrary, in cocktail-treated cortices, excitatory synaptic responses with large amplitudes were observed (Fig. 1c, right) . The bandwidth of an excitatory synaptic TRF measured at a 60-dB sound pressure level (SPL) was not significantly different (t-test, P 4 0.3) from that observed in normal A1 or control A1 where ACSF was injected (Fig. 1d) . The local silencing of A1 under our experimental condition did not affect the response properties in the auditory thalamus that projects to A1, as multiunit spike TRFs in the ventral division of the medial geniculate body (MGBv) did not change noticeably after cortical injection of the cocktail (Fig. 1e,f) . This wellrestricted drug effect in the cortex may be attributed to the small volume of drug application in our experiments. The above population studies suggest that the shapes of the excitatory synaptic TRFs of neurons in the input layers of A1 are primarily determined by thalamocortical input. The apparently reduced bandwidth of excitatory synaptic TRFs in the presence of muscimol (Fig. 1d , ref. 14) may be largely attributed to the nonspecific effect of muscimol on presynaptic GABA B receptors.
Thalamocortical input determines the area of synaptic TRFs
To further examine the pattern of thalamocortical and intracortical excitatory inputs and their roles in determining frequency tuning, we recorded synaptic TRFs from the same A1 neuron before and after cortical silencing (for example, Fig. 2 ). The cell was clamped at -70 mV and then at 0 mV to record tone-evoked excitatory and inhibitory currents, respectively (Fig. 2a) . The linearity of the I-V curve suggests that the cell was reasonably clamped (Fig. 2b , see Supplementary Note 2 online for detailed discussion). The injection of the muscimol and SCH50911 cocktail was made at a cortical site about 500 mm below the pial surface and had a horizontal distance from the recorded cell of 100 mm. Tone-evoked inhibitory currents were eliminated after the injection (Fig. 2a) , consistent with silencing of intracortical inhibitory connections. The amplitude of excitatory currents was substantially reduced (Fig. 2a) , which can be attributed to silencing of intracortical excitatory connections and nonspecific effects of cocktail application, including those caused by changes in series resistance and input resistance (Supplementary Table 1 online, see Supplementary Note 2 for detailed calculation). We assumed that tone-evoked excitatory responses at the subthreshold intensity threshold (20 dB in this particular cell) mostly originated from monosynaptic thalamocortical synapses. This assumption is supported by three observations. First, the reduction in the amplitude of excitatory currents was the smallest at the subthreshold intensity threshold. Second, the multiunit spike TRFs recorded from the same site before silencing had a higher intensity threshold (30 dB, Supplementary Fig. 2 online), suggesting that the synaptic currents at the subthreshold intensity threshold are unlikely to have originated from local intracortical inputs. Third, the kinetics of the rising phase of response currents at the intensity threshold remained mono-phased after cocktail application, whereas those of response currents to best-frequency tones above the intensity threshold changed from bi-phased to mono-phased, consistent with synaptic inputs of two sources that have different onsets (Fig. 2d, bottom) . Thus, on the basis of the relative change in the amplitude of average response at the intensity threshold after the cocktail application (-29%), we estimated that the cocktail application had caused a 29% nonspecific reduction of the response amplitude in this cell (see Supplementary Note 2 for more discussion). The amplitude of each excitatory response after cortical silencing was then corrected by a factor of 1.41 (see Methods).
From the excitatory TRF after the correction (shown by the bottom color map in Fig. 2d ), it is apparent that after cortical silencing there is no noticeable change in the range of responding frequencies at various testing intensities, or in the intensity threshold (Fig. 2d) . This result further supports the notion that thalamocortical input primarily defines the shapes of excitatory synaptic TRFs. In addition, the graded amplitude of thalamocortical responses indicates that the cortical neuron is innervated by a number of thalamic neurons, with each possessing spike TRFs in the frequency-intensity range defined by the excitatory synaptic TRF of this cell. We next examined the onset latency for each response in the TRF before and after cortical silencing (Fig. 2e) . A clear pattern of onsetlatency values was observed in the TRF, with the shortest latencies appearing at high intensities and clustering around preferred frequencies, and the longest latencies appearing at the periphery of the TRF. This is reminiscent of a similar finding in visual cortical receptive fields 24 , from which it was proposed that long-latency responses are a result of intracortical spread of visual activity. In the present study, however, there was no significant change (n ¼ 47, paired t-test, P 4 0.9) in either short or long onset latencies after cortical silencing (Fig. 2f) , suggesting that the onset latency is determined mostly by thalamocortical input. The variation in onset latency is likely attributable to variation in the conduction velocity subcortically and in the integration time for action potential generation in subcortical neurons.
Weakly tuned thalamic and sharply tuned intracortical inputs
The analysis above indicates that thalamocortical input primarily determines the area of the synaptic TRF. We next examined the role of thalamic and intracortical inputs in determining cortical frequency tuning. Intracortical connections provide both excitatory and inhibitory inputs. Previous data have suggested that intracortical inhibitory input can sharpen spike tuning curves through an analogous 'iceberg' effect [25] [26] [27] and that it may also increase the temporal precision of spike responses by temporally following excitatory input with a brief delay 26 . In contrast, the functional role of intracortical excitatory input remains largely unknown. Here, we compared the frequency tuning curves before and after cortical silencing, which are depicted by the envelope of amplitudes of responses at certain intensity. It appears that the shape of the tuning curves became more flattened after cortical silencing, as reflected by an increase in the half-peak bandwidth of the tuning curves (Fig. 2g,h) . The flat or plateau peak of the thalamocortical tuning curve (Fig. 2g) indicates that thalamocortical inputs are, in fact, weakly tuned.
A total of five cortical neurons were examined in this manner (another four cells are shown in Fig. 3) . In all of these neurons, there was no noticeable change in the range of responding frequencies or in the intensity threshold after cortical silencing (Fig. 3a,c ,e,g,j and Supplementary Fig. 3 online) . At the mean time, the frequency tuning curve became flattened, showing both a broad plateau peak that covered the preferred frequencies of the cell and a broader half-peak bandwidth than that of the total inputs (Fig. 3b,d ,f,h-j). We further quantified the pattern of intracortical excitatory inputs by subtracting the thalamocortical component from the total excitatory responses (Figs. 2h and 3b,d,f,h, black lines) . The tuning curves for excitatory intracortical inputs showed the same preferred frequencies as those for total excitatory inputs, but their half-peak bandwidths were significantly narrower than those for both the total and thalamocortical inputs (n ¼ 5, paired t-test, P o 0.01, Fig. 3i ). These results demonstrate that local intracortical excitatory input is more sharply tuned than thalamocortical input and has a greater contribution at the preferred frequencies of the cell.
Recurrent excitation largely defines frequency tuning
What is the role of intracortical input in determining the frequency tuning of cortical cells? The preferred frequencies of intracortical excitatory input closely matched the plateau peak of the thalamocortical tuning curve (Figs. 2g and 3b,d ,f,h), suggesting that the intracortical inputs arose from a group of similarly tuned neurons. We carried out further whole-cell current-clamp recordings to compare subthreshold and spike TRFs in the same cortical neuron. We found that the frequency range for spike responses was narrower than that for excitatory synaptic input (Fig. 4a,b) . The average frequency range for spike responses measured at 60 dB was about 54 ± 7% (mean ± s.d., n ¼ 10) of that for excitatory synaptic input, consistent with previous findings that spike threshold sharpens neuronal tuning for many stimulus attributes [27] [28] [29] [30] [31] . As a result, each intracortical excitatory input, which depends on a cortical cell's firing, will inevitably have a narrower frequency range than direct thalamocortical input. When excitatory intracortical inputs with similar tuning properties are pooled, they can selectively amplify excitatory responses at their preferred frequencies.
We next compared the contribution of thalamocortical and intracortical inputs to the synaptic tuning curve over the frequency range of suprathreshold responses, which reflects the spiking probability of the cell under fluctuating membrane potentials. The suprathreshold response range was estimated by the derived membrane-potential responses (determined by synaptic responses before cortical silencing, see Methods) that showed an increase of 420 mV. The tuning curves of the total, the thalamocortical and the derived intracortical inputs were then thresholded in the defined suprathreshold frequency range and normalized. The bandwidths of these thresholded tuning curves were compared. In the suprathreshold frequency range, the tuning curve of intracortical input closely matched that of total excitatory input (Fig. 4c) . In contrast, the thalamocortical tuning curve was significantly broader (n ¼ 5, paired t-test, P o 0.03). This finding further supports the notion that, although thalamocortical input determines the subthreshold responding range, the frequency tuning of the cortical neuron is largely defined by more narrowly tuned intracortical excitatory input.
DISCUSSION
Extensive efforts have been made to address the role of feedforward thalamocortical input in determining the response properties or the representation and processing functions of layer 4 neurons in the sensory cortex [1] [2] [3] [4] [5] . Experimental studies in the primary visual, somatosensory and auditory cortices all suggest that the response properties of layer 4 cortical neurons can be explained by the convergence of thalamic inputs [1] [2] [3] [4] [5] 9, 32 . However, both the extent to which response properties of cortical neurons represent those of thalamic inputs and the functional pattern of these inputs have not been fully addressed. Moreover, the contribution of recurrent intracortical excitatory connections to cortical processing remains largely unclear. Modeling studies suggest that they may function as a cortical amplifier for the feedforward excitation 6 , and may account for the emergence of contrast-invariant orientation selectivity in the visual cortex 7 . In contrast, a recent study in the somatosensory cortex suggests that cortical amplification may not be required, as layer 4 neurons receive a large number of synchronous sensory-driven thalamic inputs, which together can be strong enough to trigger spike responses 5 .
In the present study, by using a cortical silencing method that leaves thalamocortical transmission largely unaffected, we were able to isolate the thalamocortical component underlying the synaptic TRFs of cortical neurons. We conclude that thalamocortical input determines the range of subthreshold responses, as synaptic TRFs cover the same area before and after cortical silencing, although the amplitude of each excitatory response is reduced. This reduction can be attributed to the silencing of intracortical excitatory connections and nonspecific effects caused by the cocktail application (see Supplementary Note 2 for detailed discussion). By taking into account the nonspecific reduction and correcting the response amplitudes accordingly, we estimate that for the largest tone-evoked excitatory response (saturating response) in the TRF, about 61 ± 11% (mean ± s.d.) of the response has a thalamocortical origin and 39 ± 11% has a cortical origin (n ¼ 5 cells). These values are comparable to the estimation in the cat primary visual cortex that thalamic input comprises about 46% of the total excitatory input 16 . The smallest tone-evoked responses after cortical silencing presumably originate from single thalamic inputs, and they can generate membrane depolarizations of about 0.5-1 mV. We can thus estimate that each saturating response evoked by a pure tone stimulus consists of 18 ± 6 synchronous thalamic inputs (averaged from the five cells), consistent with the findings in the somatosensory cortex that many synchronous thalamic inputs are underlying sensory-evoked responses of single cortical neurons 5 . Although we could not infer the total number of thalamic projections made onto an A1 neuron, the excitatory TRF after cortical silencing has revealed a functional pattern of thalamic inputs. The comparison between the tuning curves of total excitatory, thalamocortical and derived intracortical input showed that weakly tuned thalamocortical input has been remarkably sharpened by intracortical input. The peak of the thalamocortical tuning curve is broad and flat, suggesting a low level of selectivity if responses at the peak are suprathreshold. The tuning curve of intracortical input is sharper, and the tuning curve of total excitatory input in the spiking frequency range more closely resembles that of intracortical input than that of thalamocortical input. If we consider the synaptic tuning curve to be a distribution of spiking probability, we can conclude that intracortical input defines the shape of the spike tuning curve, in a manner similar to adding a pyramid on top of a flat base ( Supplementary Fig. 4 online) . In other words, intracortical input reconstitutes the sharpness of frequency tuning in the cortex. The similar preferences of thalamocortical and intracortical tunings imply a recurrent circuitry in which local similarly tuned neurons excite each other ( Supplementary Fig. 4 ). These intracortical inputs selectively amplify the thalamocortical signal and determine the optimal stimulus of the cortical cell. In conclusion, our results are consistent with models in which intracortical recurrent excitation determines stimulus selectivity of cortical neurons. We propose that by combining the breadth of feedforward excitation and selectivity of recurrent excitation, a reliable and faithful conveyance of subcortically processed sensory information to the cortex can be ensured.
METHODS
Animal preparation and extracellular recording. All experimental procedures used in this study were approved by the Animal Care and Use Committee of the University of Southern California. Experiments were carried out in a soundproof booth (Acoustic Systems) as described previously 23, 27, 33 . Female SpragueDawley rats B3 months old and weighing 250-300 g were anaesthetized with ketamine and xylazine (see discussion in Supplementary Note 2). Pure tones (0.5-64 kHz at 0.1-octave intervals, 25-ms duration, 3-ms ramp) at eight 10-dB-spaced sound intensities were delivered to the contralateral ear. Multiunit spike responses were recorded with parylene-coated tungsten microelectrodes (2 MO, FHC) placed 500-600 mm below the pial surface. The number of tone-evoked spikes was counted in a window of 10-30 ms from the onset of tone stimulus. Auditory cortical mapping was carried out by sequentially recording from an array of cortical sites. The location of A1 was identified as previously described 23, 27, 33 . For recording in the auditory thalamus, we systematically mapped the MGB with extracellular recordings in a three-dimensional manner by varying the depth and xy coordinates of the electrode. We identified the MGBv, which projects to A1 (ref. 34) , according to its tonotopy of frequency representation and the relatively sharper spike TRFs seen there than in other MGB divisions 35 .
Local cortical silencing. Muscimol can activate both GABA A (EC 50 ¼ 1.7 mM) and GABA B (EC 50 ¼ 25 mM) receptors 19 . For effective silencing of the cortex with minimum impact on presynaptic transmission, we derived an optimized concentration ratio for muscimol and SCH50911 on the basis of their competitive binding to GABA A or GABA B receptors: 
, Ka 1 r 1/(900 mM) and Ka 2 ¼ 1/(1.7 mM). We consider r5% receptors bound to be no significant effect, and Z95% bound as being fully effective. Under these conditions, a ratio of 1.5:1 (SCH50911: muscimol) was chosen (see Supplementary Note 1 for detailed calculation). A high concentration (6:4 mM) was used to effectively silence a relatively large cortical region. Pharmacological reagents (dissolved in ACSF containing Fast Green) or control solution (ACSF containing Fast Green) were injected through a glass micropipette with a tip opening of B2-3 mm in diameter, attached via polyethylene tubing to a syringe. The pressure inside the tubing was monitored with a pressure gauge. After premapping A1, the pipette was inserted to a depth of 500-600 mm beneath the cortical surface near the center of A1 and was controlled by a motorized micromanipulator. Solutions were injected under a pressure of 3-4 psi for 5 min. The injected volume was estimated to be around 10-20 nl, as measured with mineral oil. Without applying pressure, there was no apparent leakage of intrapipette solution, as there was no leakage of green color and no change in cortical responses. The staining by Fast Green was monitored under the surgical microscope, and spread fast under the injection pressure, covering a cortical area with a radius of 500-600 mm by the end of the injection. This meant that the initial concentration of injected cocktail was quickly diluted by about 50-fold, as estimated from the change in volume. Experiments were normally completed within 30 min of drug injection, with one drug experiment being carried out in each animal preparation. Cortical responses largely recovered 7 h after the injection, probably as a result of the slow diffusion of drugs in the cortex 13 .
In vivo whole-cell recording. Whole-cell recordings [25] [26] [27] 33, 36, 37 were obtained from neurons located 500-700 mm beneath the cortical surface, corresponding to the input layers of the auditory cortex 38 . For voltage-clamp recordings, the patch pipette (4-7 MO) contained 125 mM cesium-gluconate, 5 mM TEAchloride, 4 mM magnesium ATP, 0.3 mM GTP, 10 mM phosphocreatine, 10 mM HEPES, 1 mM EGTA, 2 mM CsCl, 2 mM QX-314, pH 7.2, and 0.5% biocytin. The whole-cell and pipette capacitance were completely compensated for, and the initial series resistance (20-50 MO) was 50-60% compensated for, to achieve an effective series resistance of 10-25 MO. Signals were filtered at 5 kHz and sampled at 10 kHz. For current-clamp recordings to examine spikes, the same patch pipette was used, containing 125 mM potassium gluconate, 4 mM magnesium ATP, 0.3 mM GTP, 10 mM phosphocreatine, 10 mM HEPES, 1 mM EGTA, pH 7.2, and 0.5% biocytin. Histological staining of the recorded cells [39] [40] [41] after recording indicated that the whole-cell recording method under our current condition was biased for sampling pyramidal neurons. In this study, the measured membrane potentials of the recorded neurons ranged from -61 to -72 mV, with a mean of -63.8 mV.
To obtain tone-evoked excitatory inputs, the cells were clamped directly at -70 mV, which is around the reversal potential of inhibitory currents (Ei), as described in our previous studies 25, 27, 33 . Cortical cells can be reasonably clamped before and after cocktail application with a clamping deviation of ±5 mV (see Supplementary Figs. 5-7 and Supplementary Note 2 online). For a few cases when both excitatory and inhibitory TRFs were obtained before cortical silencing, we derived the excitatory synaptic conductance, Ge(t) 25-27,29,33,41,42 , by I(t, V) ¼ Gr(V -Er) + Ge(t)(V -Ee) + Gi(t)(V -Ei), where V is the clamping voltage, Gr is the resting conductance, Er is the resting potential, Ee and Ei are the reversal potentials for excitatory and inhibitory synaptic currents, respectively, and I(t, V) is the current amplitude under V. V(t) is given by V(t) ¼ Vc -Rs Â I(t), where Rs is the effective series resistance and Vc is the clamping voltage applied. The liquid junction potential is estimated to be 12 mV. We found that varying Ei values between -65 and -75 mV did not change the conclusion of this study.
Data analysis. Tone-evoked excitatory synaptic or membrane potential responses were identified according to their onset latencies and peak amplitudes. Only responses with an onset and peak occurring within 7-30 ms from the onset of tone stimulus and with a peak amplitude at least threefold greater than the s.d. of baseline fluctuation were considered to be tone-evoked responses. The response onset latency was taken as the time point in the rising phase of the response curve, where the amplitude change was two folds of the s.d. of baseline fluctuation 25 . The boundaries of synaptic TRFs were defined according to the consistency of tone-evoked responses in 2-4 repetitions and the continuity of responses with the change of frequency and intensity. For color maps of synaptic TRFs, repetitions were averaged and only the pixels in the determined TRF boundary were labeled 27, 33 .
The estimated membrane potential responses (Vest) for the voltage-clamp recordings before the drug application were derived using Vest(t) ¼ [GrVr + Ge(t)Ee + Gi(t)Ei]/[Gr(t) + Ge(t) + Gi(t)], where Vr is the resting membrane potential. Because Gi was not determined for most of the cells in this study, we derived the membrane potential changes that were caused by excitatory inputs alone, and estimated the spike threshold to be 20 mV above the resting membrane potential.
To correct for the nonspecific effects of the cocktail application, we averaged tone-evoked responses at the intensity threshold of synaptic TRFs before and after cortical silencing. We assumed that these responses mostly originated from monosynaptic thalamic inputs. The relative reduction in their amplitudes (r) can be largely explained by the changes in input and series resistances after cocktail application (Supplementary Table 1 , see Supplementary Note 2 for detailed calculation) and thus is used as a reflection of nonspecific effects of cocktail application. The amplitude of each response was then normalized by a correction factor of 1/(1 -r). It is worth noting that varying the correction factor by ± 25% does not qualitatively change the conclusion of this study.
Note: Supplementary information is available on the Nature Neuroscience website. 
