Abstract. We provide an upper bound on the number of ordered Reidemeister moves required to pass between two diagrams of the same link. This bound is in terms of the number of unordered Reidemeister moves required. Here the function exp is defined as exp(x) = 2 x and exp (r) (x) is the function exp iterated r times on input x. I am extraordinarily grateful to Alexander Coward for many insightful discussions and for his guidance in writing this paper.
In 1927 Kurt Reidemeister proved that any two link diagrams representing the same link may be joined by a finite sequence of Reidemeister moves. One cannot overstate the importance of this theorem to knot theory. Mathematicians like Alexander Coward [1, 2] , Marc Lackenby [2] , Bruce Trace [4] , Joel Hass and Jeffery Lagarias [3] have all explored properties of sequences of Reidemeister moves. Here the function exp is defined as exp(x) = 2 x and exp (r) (x) is the function exp iterated r times on input x.
I am extraordinarily grateful to Alexander Coward for many insightful discussions and for his guidance in writing this paper.
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We define a link diagram to be a 4-valent graph embedded in R 2 with crossing information recorded at each vertex. All diagrams will be oriented, so that they represent oriented links. We regard two diagrams as the same if there is an ambient isotopy of R 2 taking one diagram to the other, preserving crossing information and the orientation of each link component. To prove Theorem 1, we will adapt the methods Alexander Coward uses in [1] and borrow the following terminology. 
with crossing information induced by the path c. We write D D ′ and say that D ′ is obtained from D by adding a tail along C. Additionally, we will call C the core of this tail. We require that adding a tail to a diagram We think of a sequence S of Reidemeister moves, tails and lollipops between link diagrams L 1 and L 2 in the following way:
Here each a i is a Reidemeister move, a tail or a lollipop. A tail or lollipop may be added 
The following lemma allows us to take a sequence S and produce a sequence S ′ with one less Ω 3 move.
Proof.
If an Ω 3 move occurs in a sequence of Reidemeister moves, tails and lollipops S, we can apply Lemma 2 to S to get a new sequence S ′ :
′ from S, we call this capping the Ω 3 move from B to C.
The following proposition and its corollary will also allow us to build new sequences from old ones in a useful way.
Proof. 
), because adding a tail to a diagram must raise its crossing number by at least two. This implies the desired bound on α. Also 
, choose p 1 and p 2 to be outside the circle part of the lollipop, and the above considerations go through. Corollary 4 is a natural generalization of Proposition 3. 
and let
n and a larger bound on β to complete the proof.
Theorem 5 uses Lemma 2, Proposition 3 and Corollary 4 to begin building an ordered sequence from an unordered sequence. 
Using Lemma 2, cap every Ω 3 move to build a new sequence E 1 with no Ω 3 moves:
Figure 5. Constructing E 1 from A.
2 move may be performed by adding a tail. Define a local minimum of E 1 to be a diagram E i such that
Let E x ∈ {E 1 , . . . , E M+2α 3 −1 } be the last local minimum appearing in E 1 . Let r 1 be the number of consecutive Ω Figure 6 depicts the construction of F.
Define E 2 to be the following sequence:
Then E 2 is a sequence of diagrams with r 2 consecutive Ω ↑ 2 moves to the right of its last local minimum, with r 2 bounded by
In general let E k be a sequence with r k the number of Ω ↑ 2 moves to the right of the last local minimum of E k . Let ℓ k be the number of consecutive Ω ↑ 2 moves preceding the diagram to the immediate left of the last local minimum of E k . Given the pair (E k , r k ), we may apply Corollary 4 as above to produce a pair (E k+1 , r k+1 ) satisfying
Inductively, Iterate the constructions of the (E k , r k ) until we produce a sequence E π with no local minima and with r π consecutive Ω ↑ 2 moves following E 0 . The number of times we apply Corollary 4 to construct E π from E 1 is exactly the number of tails and lollipops in E 1 , which is less than or equal to M. So π ≤ M + 1, and via our above formula,
We note that r 1 ≤ M and
There are r π moves of type Ω ⌋ points, excluding the points p 1 through p k . Before considering the more general case of an arbitrary sequence of M Reidemeister moves, we need two lemmas relating to Ω 1 moves. These lemmas allow us to take a sequence of Reidemeister moves and build a new sequence in which the Ω 1 moves occur only at the beginning and end. 
Because c(D
3 ) = c(E ′ ), we know c(D 3 ) − c(D 1 ) is exactly c(E ′ ) − c(D 2 ) + c(D 2 ) − c(D 1 ), which is at most S (c(D 2 ) − c(D 1 )) + 4S + c(D 2 ) − c
