Knowledge acquisition for a case-based reasoning system from domain experts is a bottleneck in the system development process. With the huge amounts of data that have become available, deriving representative cases from available databases rather than from domain experts is highly useful. This paper presents an algorithm based on the similarity-based rough set theory that can derive cases automatically from available databases. (~)
INTRODUCTION
Automatically deriving high quality cases from an available database is an important objective in the field of case-based reasoning (CBR). In the late 1980s and early 1990s, many case-based generation algorithms were developed and successfully applied to a wide variety of learning tasks. However, these studies were all based on single domains, and the algorithms developed might not perform as robustly on other domains.
Recently, many research works have been conducted on applying the soft computing method to case-based generation. In [1, 2] , fuzzy set theory and rough set theory have been used to induce the representative cases. However, a disadvantage with these algorithms is that they did not tackle noisy data and usually require specification of many parameters. We propose a case generation algorithm based on similarity-based rough set theory, which can tackle noisy data and for which the user needs to specify a minimal number of parameters.
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SIMILARITY-BASED ROUGH SETS
Rough sets [3] are a mathematical tool used for dealing with vagueness and uncertainty in areas of artificial intelligence and cognitive sciences, such as data mining, decision making, and pattern recognition. The concept of rough sets is based on the assumption that every object of the universe can be represented by some available information. Objects characterized by the same information are considered indiscernible. All the indiscernible objects form an elementary set, i.e., granular knowledge about the universe. If a given set of objects is a union of some elementary sets, it is referred to as a crisp set; otherwise it is a rough set. A rough set can be represented by a pair of crisp sets, called the lower and the upper approximation, that are the union of elementary sets. The lower approximation consists of all objects that surely belong to the set and the upper approximation contains objects that possibly belong to the set, with respect to the given knowledge.
However, indiscernibility relation-based standard rough sets can only deal with symbolic attributes in the decision table. Continuous attributes must be discretized into smaller intervals and then each interval translated into qualifiers before employing the rough set theory. The discretization methods adopted will greatly influence the quality of the results of the classification system. A CBR system usually involves continuous attributes; moreover, the similarity measures are usually used for retrieving the appropriate cases from the case base. Therefore, we adopted the similarity relation-based rough set approach for selecting representative cases. Similarity relation-based rough sets are an extension of the standard rough set approach, which replaces the indiscernibility relation with a similarity relation in the approximation process [4] .
Suppose we are given a finite nonempty set U of objects, called the universe. A binary relation R defined on U x U is a similarity relation if and only if (1) aRa, (2) aRb --~ bRa, where a, b C U. From this definition, we can represent the relation R with an undirected graph. This allows us to define a similarity class for each object x E U. The similarity class of x, denoted by R(x), is the set of objects that are similar to x,
R(x) = (V e U I yR ).
The rough approximation of a set X C U is a pMr of sets called lower and upper approximations of X, denoted by R.(X) and R*(X), respectively, where
The lower approximation _R.(X) of a set X is the set of objects whose similarity class belongs to X and the set consists of elements that can surely be classified as elements of X, while the upper approximation R*(X) of X is the union of the similarity classes of objects in X and the elements in this set can possibly be classified as elements of X. In order to make the approximation more robust and deal with noise in a database, we propose the extended lower approximation of a similarity-based rough set,
where R'(x) = {y ] y e R(x) and d(y) = d(x)} refers to the set of the objects that are similar to object x and have the same decision value as x, and pt E [0.5, 1] is a threshold set by the domain experts to indicate the acceptable consistency degree of objects. R, ext(X) is the set of objects which are likely to be classified as elements of concept X at least with certainty pt according to the similarity relation R. If pt = 1, R, ext(X) is identical to the standard similarity-based lower approximation R,(X).
In our study, the similarity relation is based on the objects in a decision table that is the data source of the derived cases. Let A = (U, A U {d}) be a decision table [3] where U is the universe, A is a set of condition attributes, and d is a decision .attribute. Let Va be a set of The coefficient r(R, {d}) = card(POS(R, {d}))/card(U) is called the quality of approximation of classification. It expresses the ratio of objects that can be correctly classified to all the objects in the table. The objects that cannot be classified are considered as inconsistent objects.
In order to obtain the similarity class for every object, first the similarity measure should be defined for each attribute. This definition depends on the type of attributes under study. The most widely used attribute types are numeric attributes, ordinal attributes, and nominal attributes. Detailed discussion on the definition of similarity measures for these attributes can be found in [5] . After obtaining the similarity measure for each attribute, we aggregate them to define the global similarity measure on the set of objects by taking their product or weighted sum. We say that Object x is similar to Object y if and only if the similarity measure between these two objects is greater than or equal to a similarity threshold st. st determines the granularity of classification; a higher st value indicates a more refined classification of the data into clusters of the representative cases.
SRS ALGORITHM
Based on the concept of similarity measure and rough set theory described above, we propose the following algorithm to find representative cases from a database. First, some variables used in the algorithm are defined as follows.
1. st: threshold for the similarity relation. If and only if the similarity measure of two objects is greater than or equal to this threshold, can they be regarded as similar. The initial value of st is set by the domain experts.
2. t: threshold for expressing the quality of approximation of classification for the entire decision table, r(R, {d}). The value of t is set by the domain experts. 3. delta: a fixed incremental value for threshold t. This value is determined by the experts. 4. SimilarNo(i): the number of objects similar to Object i, including Object i itself. 5. SimilarClassNo(i): the number of objects similar to Object i and having the same decision value as Object i, including Object i itself. 6. Consistency(i): the ratio of the number of similar objects that have the same decision value as node i to the number of similar objects of node i, Consistency(i) = SimilarClassNo(i)/ SimilarNo (i). 7. pt: threshold to indicate consistency of the node i within its decision category. If Consisteney(i) is less than pt, node i can be regarded as inconsistent. This value is provided by the domain experts.
The algorithm involves the following steps. 
}.
First, this algorithm needs to decide the threshold for similarity measure, which is an iterative process. The user needs to specify a similarity threshold st. Then with r(R, {d}) we can obtain the ratio of the objects that can be classified correctly to the whole set of objects. If the ratio is too low, which means there are too many objects that cannot be classified, then we need to increase the threshold for similarity measure to make the classification finer. With a larger similarity threshold, more objects can be classified, but at the same time, the number of selected objects increases. After deciding the similarity threshold, we construct the similarity relation graph of the objects where each node represents an object in the data set. We then delete the inconsistent nodes according to the value of Consistency. Next we select the most representative node in terms of the value Consistency and SimilarClassNo and delete all of its similar nodes. The process iterates until the node set is empty. 
AN ILLUSTRATIVE EXAMPLE
In this section, we present an example to illustrate this algorithm. Table 1 has been modified from [4] and consists of information about 11 companies. The condition attributes are asset, profit, type of product, and credit, and the decision attribute is credit. Asset and profit are interval scaled values. Product is a nominal attribute. Here we define the similarity measures for the condition attributes:
We set similarity threshold st = 0.65. The SimilarNo, SimilarClassNo, and Consistency values for each object can then be computed as shown in Table 2 . If we set the consistency threshold pt = 0.7, it can be seen from Table 2 that Consistency(9) = 0.67, Consistency(4) = 0.75, and for the other objects, Consistency = 1. If an object is similar to Object 9, it can be classified into the bad credit group with a probability of 0.67. Since 0.67 is less than the threshold of 0.7, we conclude that Object 9 is an inconsistent object and should be eliminated from the graph. We then look for the nodes with the maximum value for Consistency. In this case, nine objects tie, therefore we should select the one with the maximum value for SimilarClassNo, i.e., the object among nodes 2, 6, 8, and 11. Since we have more than one candidate object, we randomly select one of them, say Object 2, into the case base. We then delete the objects connected to node 2, i.e., Object 8 and Object 4. Next we select Object 6 and delete Objects 5 and 10. In the third iteration, Object 11 will be selected, and Objects 3 and 9 will be eliminated. Finally, we select Object 1 and delete Object 7, and the representative cases of Objects 1, 2, 6, and 11 are obtained. 
EXPERIMENTAL RESULTS
The algorithm was applied on three well-known data sets: Iris (Fisher's Iris Plant Database), Glass (Glass Identification Database), and Pima (Pima Indians Diabetes Database) from the University of California Repository of Machine Learning Databases. The experimental results are shown in Table 3 . Table 4 compares the classification accuracy obtained using the SRS algorithm with those of well-known data mining systems: the tree induction algorithm C4.5 [6] , layered Artificial Neural Network (ANN) [7] , Instance Based Learning 3 [8] , and rule induction algorithm LEM2 [9] . For the Iris data set, SRS is superior to LEM2; for the Glass data set, SRS is better than ANN and IBL3; and for the Pima data set, SRS performs better than C4.5, IBL3, and LEM2. Hence, we conclude that the performance of SRS is comparable to those of the other data mining systems for these three data sets.
CONCLUSION
In this paper, we proposed a similarity-based rough set algorithm SRS for selecting typical cases from a database that consists of noisy data. The number of the selected cases varies depending on the similarity and consistency thresholds. Some preliminary experimental results also indicate that in terms of classification accuracy, SRS is superior to or approximates the well-known data mining systems if the thresholds are properly selected. For future work, we will incorporate an automated method to decide the optimal similarity threshold for each object in order to improve the classification accuracy of the derived case base and reduce the number of selected cases.
