Gibbs phenomenon is the particular manner how a global spectral approximation of a piecewise analytic function behaves at the jump discontinuity. The truncated spectral series has large oscillations near the jump, and the overshoot does not decay as the number of terms in the truncated series increases. There is therefore no convergence in the maximum norm, and convergence in smooth regions away from the discontinuity is also slow. In 
Introduction
In this paper, we investigate the issue of overcoming the Gibbs phenomenon. Gibbs phenomenon is the particular manner how a global spectral approximation of a piecewise analytic function behaves at the jump discontinuity. A prototype is the Fourier approximation of an analytic but non-periodic function, which, when viewed as a periodic function, has a discontinuity at the boundaries of the interval. The truncated Fourier series has large oscillations near this jump, and the overshoot does not decay as the number of terms retained in the series increases. There is therefore no convergence in the maximum norm. Also, convergence in smooth regions away from the discontinuity is slow. In a series of papers [8, 3, 6, 4, 5] , Gottlieb et al. developed a general framework to overcome this difficulty, in the sense that exponential accuracy is recovered in the maximum norm for any sub-interval (including the whole interval if there is only one discontinuity which is located at the interval boundaries), from the knowledge of either the first N spectral expansion coefficients, or the point values at N standard collocation points. This means that exponential accuracy is recovered at all points, including at the actual discontinuity points (the left and right limits at these points), if the locations of these discontinuity points are known. If the locations of these discontinuity points are not known exactly but are known to be within certain fixed intervals, then exponential accuracy can be recovered from any interval which does not overlap with these fixed intervals containing the discontinuities. An important tool used in this framework is the set of Gagenbauer polynomials, which are orthogonal in the interval [−1, 1] with the weight
. It turns out that the main ingredient in this technique is that the parameter λ in the weight function as well as the number of terms m retained in the Gagenbauer expansion should both be chosen proportional to N. For a review of this series of work, we refer to [7] .
In this study, we are interested in collocation methods. In [5] , a methodology is proposed to completely overcome the difficulty of Gibbs phenomenon, in the context of spectral collocation methods, resulting in the recovery of exponential accuracy from collocation point values of a piecewise analytic function. In this paper, we extend this methodology to handle spectral collocation methods for functions which are analytic in the open interval but have singularities at end-points. Such functions appear often in applications, for example, as solutions of certain partial differential equations (PDEs). We assume that we are given the point values {f (x i )}, where x i are the standard collocation points (Gaussian points of the orthogonal basis {φ k (x)}, which may be the Fourier trigonometric polynomials, the Legendre polynomials, the Chebyshev polynomials, or the general Gegenbauer polynomials). The objective is to recover exponentially accurate point values at every point including at the singularities.
The reconstruction procedure is performed on functions of the following form
where s is a given fractional constant
and a(x) and b(x) are both analytic functions.
Since we assume that the value of s is known, we are not losing generality by assuming (1.1) with 0 < s < 1. All functions with end-point singularity at the left end, of the form (1.1) with arbitrary positive or negative s, can be rewritten to the same form with 0 < s < 1 by multiplying with an analytic function (1 + x) k with a positive integer k, or by absorbing an analytic function (1 + x) k with a positive integer k into b(x). Since we are handling collocation methods and are given values of the original functions at the collocation points, we also have access to the collocation point values of the modified functions which are the original functions multiplied with (1 + x) k . Singularity at the right end or at both ends can be handled in the same fashion. Also, the result can be easily generalized to the situation of finitely many singularities (of the form (x − z k ) s k at finitely many points z k inside the interval [−1, 1] with fractional s k ), along the lines of [6, 4] and using the techniques in this paper.
As in [8] , we assume that the analytic functions a(x) and b(x), denoted generically as c(x), satisfy the following condition.
Assumption 1.1 There exists a constant ρ ≥ 1 and a constant C(ρ) such that, for every
This is a standard assumption for analytic functions, where ρ is the distance from the interval [−1, 1] to the nearest singularity of the function c(x) in the complex plane.
We will use the following one to one transformation between x ∈ [−1, 1] and y ∈ [−1, 1]:
where q is defined in (1.2) in which p and q are assumed to be relatively prime.
The functionf (y) = f (x(y)) of the variable y has its usual Gegenbauer expansion under
with the Gegenbauer coefficientsf λ (l) given bŷ
Our goal is to find a good approximation to the first m ∼ N Gegenbauer coefficientsf λ (l) in (1.3), denoted asĝ λ (l), from the known point values {f (x i )} at the standard Gaussian collocation points. We will then obtain the approximation of f (x) using these m ∼ N terms of its Gegenbauer expansion:
As in [5] , we will separate the analysis of the error into two parts: the truncation error and the regularization error. Unlike [5] , the analysis for the truncation error must be completely Through this paper, we will use C to denote a generic constant either independent of the growing parameters, or depending on them at most in polynomial growth. The details will be indicated clearly in the text. These constants may not take the same value at different places.
Preliminaries
In this section we will first introduce the Gegenbauer polynomials and discuss some of their asymptotic behavior. We rely heavily on the standardization in Bateman [1] .
where G(λ, n) is given by
)
.
Under this definition we have, for λ > 0,
and
The Gegenbauer polynomials are orthogonal under their weight function
where, for λ > 0,
We will need to use the Stirling's formula and the estimate of h λ n for the asymptotics of the Gegenbauer polynomials for large n and λ.
Lemma 2.2 We have the Stirling's formula
There exists a constant C independent of λ and n such that
We also need to quote the approximation results for the interpolation polynomials. Given the point values {f (x i )} of the function f (x) at the N Gaussian points {x i } of the basis functions {φ k (x)}, we denote the unique interpolation polynomial by
For the interpolation polynomial I N f (x), we have the following error estimates: (including the Chebyshev case for µ = 0 and the Legendre case for
where the weighted L 2 norm is defined as
with the weight function ω(x) = 1 for the trigonometric or Legendre polynomials bases and
for the general Gegenbauer polynomial bases. Here C is a constant independent of N and m.
Proof The proof for the trigonometric polynomial case can be found in [9] . For the Gegenbauer polynomial case, the proof can be found in [2] . Although the authors do not explicitly point out, the constant C is independent of m in both situations.
We would need to estimate ||
we need the following preliminaries first.
, the largest integer below
It is easy to observe that
where
and Y n 3 satisfies the following recursive relation:
It is easy to show that Y n 3 is a n-th degree polynomial of y. We have the following estimate on Y n 3 .
Lemma 2.6
We have, for 0 ≤ n ≤ t,
Therefore, to prove |Y n 3 | ≤ (2λ) n , we only need to prove |S n | ≤ (2λ) n , for which we will use induction.
Thus, we have proved |Y
Proof : We only need to use (2.7). Now let us rewrite the function
Lemma 2.8 We have, for 0 ≤ n ≤ t and j = 1, 2,
where C is at most a constant multiplied by √ n.
Proof : We have
where we have used Lemma 2.7 in the third inequality, (2.3) for the fifth inequality, and the binomial formula for the last equality.
Lemma 2.9
We have, for 0 ≤ n ≤ t and j = 1, 2 , 1) are defined in (2.11) . C(ρ) is at most a constant multiplied by n.
where we have used Lemma 2.8 and Assumption 1.1 in the second inequality, (2.3) for the third inequality, and the binomial formula for the fourth equality.
We have the following properties for Gegenbauer expansion of analytic functions, which will be used in Section 4. Proof : The proof of this lemma can be found in [8] .
Truncation error
Consider the function in the form of
where s is a given constant 0 < s = p q < 1, and a(x) and b(x) are analytic functions satisfying Assumption 1.1.
We assume that the point values {f (x i )} on N Gaussian points are given. We are interested in recovering the first m coefficients in the Gegenbauer expansion of f (x). For the functionf (y) = f (x(y)), we have the usual Gegenbauer expansion with the basis {C λ l (y)}:
where the Gegenbauer coefficientsf λ (l) are given bŷ
Our goal here is to find a good approximation to the first m ∼ N Gegenbauer coefficientŝ f λ (l) in this expansion.
Based on the known point values {f (x i )}, we define not the usual interpolation polyno-
Intuitively, the function being interpolated has about λ q ∼ N continuous derivatives, hence the interpolation would produce nice error estimates.
Our candidate for approximating the Gegenbauer coefficientsf λ (l) is:
Definition 3.1 The truncation error is defined as
Let us start to estimate the truncation error.
Lemma 3.2 The truncation error is bounded by
Proof We have
where ω(x) is the weight function of the basis {φ k }, and the definitions off λ (l) in (3.1) From the estimates in Lemma 2.9, we obtain 
When we choose β = γα, i.e. m = γλ, we have
If we choose α to satisfy
where we have used Lemma 3.2 in the second inequality, and we need Lemma 2.9 in the third inequality and t = ⌊
in the fourth inequality. Therefore, we
where we have used Stirling's formula (2.3) in the first inequality and
in the second inequality.
Regularization error and the main theorem
In this section we would like to establish the error estimates for approximating f (x) = a(x)+ b(x)(1 + x) s on [−1, 1] by its Gegenbauer expansion based on the Gegenbauer polynomials C λ n (y(x)). Since our goal is to remove the Gibbs phenomenon, we will use the maximum norm. As shown in the last section, we would need both λ and m to grow linearly with N in order to obtain exponential accuracy in the maximum norm. Thus, we will consider the case of large λ and m in this section.
We will assume that a(x) and b(x) are analytic functions on [−1, 1] satisfying Assumption 1.1. We would like to estimate the regularization error in the maximum norm. We consider the Gegenbauer partial sum of the first m terms for the function f (x) given by:
with the Gegenbauer coefficientsf λ (l) defined by (3.1).
Definition 4.1 The regularization error is defined by
Since the function f (x(y)) is analytic with respect to the variable y, we can get the following result from Lemma 2.10. 
which is always less than 1.
We can then combine the estimates for the truncation error and the regularization error to obtain the main theorem: coefficients, defined in (3.2) and (3.3) . Then for λ = αN and m = γλ with
we have
Proof : We can get the proof by combining the results of Theorems 3.3 and 4.2.
Remark 4.4
In the proof, no attempt has been made to optimize the parameters.
Numerical results
In this section, we give two numerical examples to illustrate the result. We have tested both the Fourier collocation and Chebyshev collocation. First, we consider the Fourier collocation. We assume the point values {f (x i )} on the 2N + 1 uniform points: 
The choice of the parameters here and below are guided by the theory in previous sections.
Second, we consider the Chebyshev collocation. We assume the point values {f (x i )} on the N + 1 Chebyshev collocation points: 
