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En el amplio mundo de la conducción autónoma, el sistema de visión tiene un 
factor fundamental ya que, sin él, no habría estímulos a los que reaccionar. Por 
ello, la detección y segmentación de imágenes junto con el tracking del objeto son 
vitales para cualquier proyecto de conducción autónoma. Estas imágenes 
deberán adquirir un aspecto tridimensional, lo cual se conseguirá a través de un 
LIDAR[5]. Otra parte fundamental es la publicación de los resultados y la 
correlación con el resto de los elementos del coche. Para ello, es necesario 
asegurar una velocidad de procesamiento mínima y la portabilidad de la 
herramienta. 
En este proyecto se pretenden abordar todos estos problemas utilizando la red 
neuronal YOLACT[1] para el procesamiento, el LIDAR para la representación 
tridimensional (nube de puntos) incolora de la imagen, los programas del equipo 
de Robesafe para rellenar esa nube con los colores de la imagen procesada, la 
herramienta Docker[4] para la portabilidad y la aplicación ROS[2] para la 
publicación de los mensajes de entrada (imágenes) y salida (imágenes 
procesadas) en tiempo real. 
 
ABSTRACT 
In the self-driving world, the vision system it’s a key factor because without it, the 
vehicle couldn’t detect styllals. That’s why the objects detection and tracking and 
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images segmentation are very vital for any self-driving projects. The images 
should get a three-dimensional aspect. It will be achieved with a LIDAR. 
Another fundamental part is the publication of results and the correlation with the 
rest of car’s elements. For this, it’s necessary to ensure a minimum speed in data 
processing and make programs portable. 
This project tries to solve the above problems using a FCN YOLACT for the data 
processing, LIDAR for the colorless pointcloud and PCL coloring to color the 
point-cloud.  














































Como bien es conocido, la conducción autónoma está a la orden del día, desde 
2017 aproximadamente, el número de empresas que investigan en este tema ha 
crecido de manera exponencial. Esto se debe, en gran medida, al continuo 
avance de las tecnologías en el ámbito de la inteligencia y visión artificial, deep 
learning, machine learning, big data, etc.  
Otro factor que influye en este crecimiento es la necesidad de reducir los 
accidentes de tráfico. Solo en 2018, en un estudio realizado, se detectó que 
aproximadamente cada 25 segundos una persona en el mundo muere a causa de 
un accidente de tráfico.  
Con estos antecedentes, es sensato afirmar que la industria de la conducción 
autónoma seguirá subiendo, debido a que la posibilidad de reducir el factor 
humano en los accidentes de tráfico o los retrasos en las entregas de mercancía, 
unidos a los resultados obtenidos hasta el momento son un gran aliciente. 
En la actualidad, muchas empresas automovilísticas, como Uber, ya han 
empezado a confiar en este tipo de vehículos para los transportes de mercancías.  
Es por esto que, en España, son muchas las empresas y universidades que 
siguen investigando sobre esto para hacerse un hueco en el mercado, el cual 
parece prometedor. Este es el caso del grupo de investigación de Robesafe, un 
equipo de ingenieros de la Universidad de Alcalá que está intentando implementar 
un coche autónomo llamado “smartelderlycar”. 
Este equipo separa la construcción del vehículo en varios grupos: 
 Hardware: Todo el montaje físico del vehículo, carrocería, sistema de frenado, 
aceleración, salpicadero etc. 
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 Software: Dentro del software se encuentra el grupo al que pertenece este 
proyecto, la detección de objetos, es decir, “la vista” del conductor inteligente, 
así como la configuración de la respuesta a esta detección, frenar, acelerar, 
corregir la dirección, entre otros. 
En este proyecto se profundizará en la parte de visualización y análisis de 
imágenes en tiempo real, así como la utilización de herramientas que permitan 
portabilidad y facilidad al proyecto conjunto. 
Para realizar la parte de visión del coche, la detección y el tracking de los objetos 
tienen un papel fundamental. Por lo general, el ser humano reacciona en función 
a los objetos que distingue durante la conducción, por tanto, conseguir una 
representación lo más exacta posible es de vital importancia ya que en función de 
esta imagen, el coche tomará una decisión u otra. 
Para conseguir estas imágenes que sustituyen al ojo humano, el vehículo está 
dotado de unas cámaras, que son las que se encargan de tomar todas las fotos 
para intentar abarcar el mayor ángulo de visión posible, y un láser tridimensional, 
el LIDAR, que es el encargado de elaborar una nube de puntos donde se 
visualizarán en 3D los objetos que se vayan detectando. Ambos generarán la 
visualización completa de objetos del coche y proporcionarán la información 
suficiente como para que el vehículo pueda reaccionar antes las distintas 
situaciones de tráfico. 
Para unir ambos elementos se segmentará la imagen captada por las cámaras y 
se volcará sobre la nube de puntos. Una vez conseguido esto, hay que mandar la 
información a algún punto donde el resto de los componentes del coche pueda 
coger la información y utilizarla para realizar su función.  
Por último, hay que asegurarse de que este proyecto puede ser portable, es decir, 
enviarse a cualquier lugar. Para ello, se utilizará la herramienta de docker que 
permite utilizar más del 90% de los recursos del ordenador y donde puede 
guardarse toda la información de las redes que se utilizarán y las herramientas 
necesarias para la ejecución de los programas. 
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Gran parte de esto ya lo ha conseguido el equipo de Robesafe, sin embargo, las 
redes utilizadas, a pesar de tener muy buenos resultados respecto a precisión, 
tienen el problema de que la velocidad de procesado es lenta.  
Un ejemplo de esto es el de la red neuronal MASK R-CNN[6]. Esta red es capaz 
de realizar una segmentación de imágenes y la representación de una caja 
mínima que rodea al objeto detectado. 
En pruebas recientes se comprobó que MASK R-CNN tardó 5 segundos en 
procesar una imagen completa, lo que hace muy difícil que a la velocidad que se 
estima que irá el coche pueda hacerse una descripción medianamente constante 
del entorno. 
En este aspecto es donde se centra este proyecto, en la portabilidad de las 
herramientas y de los resultados obtenidos ya que es vital que el resto de los 
componentes puedan acceder a los resultados del proyecto, y que el pequeño 
computador disponga de todas las herramientas para ejecutar los programas que 
se encargan del procesamiento de imágenes. También se centrará en la 
velocidad de procesado, el cual se intentará mejorar con la red neuronal YOLACT 
que se detallará más adelante. 
Una vez conseguido esto, y para poder comparar resultados entre las redes 
utilizadas por el resto de integrantes del equipo y YOLACT, se realizará una 
acción de post procesado donde se le pasará la misma carpeta de imágenes que 
se les ha pasado a otras redes y se verán los resultados obtenidos con el fin de 
comparar la calidad de los resultados y encontrar así una posible solución de 
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4. OBJETIVOS DEL PROYECTO 
 
El presente trabajo fin de grado abarca varios objetivos, que son los siguientes: 
Objetivos principales:  
 Comparar y analizar los diferentes resultados en función de la red neuronal 
utilizada. 
 Organizar las herramientas en Dockers para mejorar la portabilidad del 
proyecto 
Objetivos secundarios: 
 Detectar los objetos que componen una imagen y segmentar dicha imagen 
 Implementación en tiempo real 
 Transmitir la información obtenida al resto de componentes del vehículo. 
En este proyecto se utilizará la red neuronal YOLACT, que es capaz de procesar 
una imagen en 0.031 segundos, lo equivalente a 33fps. Esto la convierte en una 
red ideal para cumplir el objetivo de la ejecución de imágenes en tiempo real. 
Los pesos de la red neuronal están especializados principalmente en identificar 
coches, pero también personas y otros componentes de dicha situación de tráfico.  
Se procede ahora a explicar cada uno de los objetivos. 
Para cumplir el objetivo de la detección de objetos y de la segmentación, se 
pretende identificar en una imagen aquellos elementos que componen una 
situación aleatoria de tráfico.  
Esto, ya fue conseguidos por el equipo de Robesafe, por lo que uno de los 
objetivos principales del proyecto consiste en comparar YOLACT con el resto de 
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las redes implementadas por el equipo de Robesafe y ver su equilibrio entre 
tiempo de procesamiento y resultados.  
Además la diferencia principal con cualquier otro proyecto implementado es la 
portabilidad, es decir, la capacidad de conseguir que este trabajo sea transferible 
a otros proyectos solo con la ayuda de la nube o un disco duro externo. Para ello 
se ha utilizado la herramienta llamada Docker, que se explicará más adelante con 
sus ventajas e inconvenientes. 
Otros objetivos que se consiguen de manera involuntaria mientras se cumplen los 
anteriores son por ejemplo la transmisión de esa información al resto de 
componentes que forman el vehículo autónomo del equipo de Robesafe a través 










































KITTI como se ha comentado anteriormente, es un dataset que se emplea en este 
proyecto para recopilar la información que posteriormente las redes van a 
analizar. 
Antes de saber de qué carpetas está compuesto el dataset, se va a explicar de 
dónde recopila toda la información que contienen las carpetas. 
KITTI es una plataforma de conducción autónoma, que ayuda a equipos como 
Robesafe, a obtener conjuntos de datos de situaciones de tráfico que ayudan al 
perfeccionamiento del sistema de visión del coche. Estos datos se obtienen de la 
ciudad Karlsruhe, donde un coche con un sistema de grabación va captando 
imágenes en tiempo real y que, posteriormente, se almacenan en las bases de 
datos de KITTI. 
 
5.1 HARDWARE DEL COCHE DEL DATASET DE 
KITTI 
 
Se detalla ahora con qué hardware captura las imágenes el coche de KITTI. 
El coche está formado por los siguientes componentes: 
 Fw 1 Sistema de navegación inercial (GPS / IMU): OXTS RT 3003 
 
 1 escáner láser: Velodyne HDL-64E 
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 2 cámaras a color de 1,4 megapíxeles: Point Grey Flea 2 (FL2-14S3C-C) 
 
 4 lentes varifocales, 4-8 mm: Edmund Optics NT59-917 
 
 
Figura 1. Disposición de las cámaras del coche de KITTI 
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Una vez explicado la arquitectura del coche y cómo se obtienen los datos, se 
debe analizar la base de datos. 
El dataset se divide fundamentalmente en dos carpetas internas, las cuales 
están enfocadas a dos de los objetivos del proyecto. La primera llamada 
Kitti_dataset_object se centra en las imágenes que sirven para la detección de 
objetos y la segunda, kitti_dataset_tracking tiene la información necesaria para 
el tracking (seguimiento) de objetos. Se explicara a continuación 
detalladamente cada carpeta y los datos que contienen. 
 
5.2 DATASET PARA LA DETECCIÓN DE 
OBJETOS 
 
Los datos pertenecientes a la detección de objetos se encuentran en la carpeta 
kitti_dataset_object. Esta base de datos consta de 7481 objetos analizados por 
KITTI y corresponde a imágenes aleatorias de distintos momentos de la 
conducción.  
 
A parte de imágenes, esta carpeta también contiene información sobre la nube 
de puntos generada por el LIDAR y los ground truths. 
También hay que destacar que estos datos están divididos en otras dos 
carpetas, llamadas training y testing. Para las comprobaciones se utilizarán los 
datos de training. 
A continuación, se explicarán los datos que contienen los ficheros de extensión 
.txt (los ground truths) y la información de distintos componentes de la base de 
datos como las matrices de calibración o la ubicación exacta de las imágenes y 
los datos del LIDAR. 
 KITTI 
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5.2.1 Ground truths 
 
Los ground truths como se ha comentado anteriormente son los archivos 
que contienen la información de las posiciones de los distintos objetos 
que se detectan en el análisis (de una manera teórica) y su función reside 
en utilizarse para comparar los resultados obtenidos. La información está 
organizada de la siguiente forma como se ve en la imagen: 
 
Figura 3. Ejemplo de un fichero ground truth 
 Type: Describe el tipo de objeto que se ha detectado, puede ser uno de 
la siguiente lista, que son los tipos de objeto que contiene la base de 
datos KITTI: Car, Truck, Van, Cyclist, Pedestrian, Person sitting, Tram, 
Misc o DontCare. 
 
  Truncated: Un objeto está truncado si parte del objeto se sale de los 
límites de la cámara. Esto suele suceder con los coches que se 
encuentran muy cerca. Este valor indica el grado de truncamiento del 
objeto detectado. Es un dato tipo float (decimal) cuyos valores oscilan 
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 Occluded: Un objeto está ocluido si es tapado por otro objeto. Este 
dato es de tipo int (entero) y oscila entre los valores 0 y 3 ambos 
incluidos que indican el grado de oclusión que tiene el objeto 
detectado. 
 
 Alpha: Ángulo de observación del objeto entre π y -π. Este ángulo se 
calcula mediante la siguiente fórmula matemática:  
 
Alpha =  −  π +  ry +   π +  beta   
 
donde ry es el ángulo de giro del coche y beta es el ángulo en el que 
se encuentra respecto a la posición del origen de coordenadas en el 
espacio. 
 
 Bbox: Este conjunto de datos consta de cuatro parámetros, los cuales 
indican los píxeles de los puntos superior, izquierda, inferior y derecha. 
A partir de estos parámetros puede reconstruirse la llamada “bounding 
box”, es decir, la caja en la que estará dentro el objeto. El orden de 
estos parámetros es: izquierda, arriba, derecha y abajo, y son los 
valores de los píxeles de la imagen. 
 
 Dimensions: Estos 3 datos identifican las tres coordenadas que forman 
un sistema tridimensional: Altura, longitud y anchura respectivamente. 
Estos datos están expresados en metros. 
 
 Location: Esta terna de parámetros indica la posición del centroide del 
objeto en coordenadas de la cámara y en metros. 
 
 Rotation_y: La rotación del objeto detectado respecto al eje Y en las 
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 Score: Este parámetro es una estimación de la seguridad que hay que 
tener a la hora de catalogar que se ha detectado un objeto, es decir, 
indica entre 0 y 1 (tipo de datos float) en qué medida la detección del 
objeto ha sido realizada. 
 
5.2.2 Matrices de calibración 
 
Las matrices de calibración son unos ficheros que se utilizan para 
reajustar la información que el LIDAR envía a la cámara y viceversa. Lo 
que hacen estas matrices es establecer una relación entre el punto 
proyectado y el que se va a proyectar. A continuación, se detallarán a 
través de qué ecuaciones las matrices de calibración consiguen transmitir 
correctamente la información, es decir, las ecuaciones en las que 
intervienen estas matrices: 
De LIDAR a cámara: 
 
De cámara a LIDAR: 
 
En esta fórmula aparece el factor de escala. Este valor sale por el valor 
obtenido en la posición (1,0) para obtener una relación de alturas dado 
que la conversión pasará de ser bidimensional a tridimensional.  
Una vez vista la función que tienen estas matrices, se mostrará la 
ubicación en la que se encuentran estos archivos. Esta carpeta se 
encuentra en el interior de la carpeta kitti y se denomina 
data_object_calib. Cada escenario que se encuentra en la base de datos 
contiene una matriz de calibración y tienen la siguiente estructura: 
 KITTI 
 




Figura 4. Ejemplo matrices de calibración 
 
5.2.3 Datos del LIDAR 
 
Los datos que genera el LIDAR se expresan en cuaternios de números 
expresados en hexadecimal, como se muestra en la imagen, y se 
encuentran en la carpeta data_object_velodyne.  
 
Figura 5. Estructura de datos del LIDAR 
Estos archivos contienen la información de cada uno de los puntos que 
forman la nube de un escenario en cada instante de tiempo, al igual que 
pasaba con las matrices de calibración, solo que estos se utilizan para 
formar toda la nube de puntos. 
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Esta nube de puntos puede visualizarse a través de la herramienta Rviz, 
la cual se utiliza en este proyecto para ver la combinación entre la nube 
de puntos y las imágenes segmentadas en cada instante de tiempo. Rviz 
es el programa que es capaz de leer los mensajes tipo ROS y los pone en 
común para poder fusionar los datos. Más adelante, en la sección de 
resultados, se detallará el funcionamiento de este y las distintas maneras 
de configurar la visualización de la nube de puntos, que puede verse en la 
siguiente imagen: 
 
Figura 6. Ejemplo nube de puntos de Rviz 
Hay que destacar que, a pesar de que se vea color en las imágenes, la 
nube de puntos no tiene ningún color, lo que se ve es gracias a la 
herramienta Rviz, que interpreta unos colores aleatorios. 
 
5.2.4 Imágenes del dataset de KITTI 
 
Las imágenes que se van a utilizar en este proyecto pertenecen a la 
carpeta que se encuentra dentro de la carpeta de kitti_dataset_object 
 KITTI 
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llamada data_object_image_2. Como ya se ha comentado con 
anterioridad, contiene 7481 imágenes, las cuales tienen una resolución de 
1224x370 gracias a las dos cámaras separadas 48 cm que toman en 




Figura 7. Imagen ejemplo dataset de KITTI 
Una vez explicada toda la parte de la detección de objetos, hay que 
destacar que, para poder comparar los resultados, este dataset incluye un 
programa con el que comparar los ground truths explicados anteriormente 
con los generados en el programa. 
 
5.3 DATASET PARA EL TRACKING DE LOS 
OBJETOS 
 
El dataset empleado para el tracking de los objetos es muy similar al explicado 
anteriormente en la detección de los objetos salvo un par de detalles en los 
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Al ser un objetivo de seguimiento, el dataset está formado por 7481 instantes 
de tiempo, al igual que en el caso anterior, pero con la diferencia de que ahora 
las muestras no son independientes si no que están almacenadas en series de 
21 secuencias de datos en la parte de training y 29 en las secuencias de test. 
La ubicación de estos archivos se encuentra en la carpeta 
kitti_dataset_tracking. 
 
Los ficheros ground truth por tanto, cambian en consecuencia de esto. Antes, al 
ser independientes, había una secuencia por cada instante de tiempo porque la 
información no tenía correlación. Ahora, tiene un fichero ground truth por cada 
secuencia de tiempo, añadiendo en la primera posición la secuencia en la que 
se encuentra en ese momento en un dato de tipo int (entero).  
Por otro lado, tanto la resolución de las imágenes como la estructura en la que 
se envían los datos de los ground truths, los datos del LIDAR y las matrices de 
calibración son idénticas. 
 





































Para conseguir que la comunicación de todos los nodos que se ejecutan en 
paralelo sea óptima, se han utilizado los frameworks de ROS (Robot Operating 
System).  
ROS es una herramienta para el desarrollo de software para robots que se divide 
en dos partes básicas: la parte del sistema operativo y la parte de ros-pkg, un 
conjunto de paquetes creados por usuarios que implementan funcionalidades 
como el mapeo simultáneo, la percepción de objetos o la localización. 
A través de código en C++, el equipo de Robesafe ha creado varios archivos que 
hacen posible la sincronización con éxito de la comunicación de todos los nodos. 
Una vez explicado esto, hay que profundizar de qué forma entonces, la 
información se transmitirá a los nodos. 
La manera de enviar la información será a partir de “topics”. Los topics son buses 
donde los nodos intercambian la información mediante un sistema de suscripción / 
publicación, es decir, un topic se publicará ejecutando la función publish() y 
enviará la información a un "servidor” al cual se podrá acceder siempre y cuando 
el dispositivo que vaya a hacerlo esté suscrito al topic que se ha creado en ese 
momento. En este caso, los topics siguen el protocolo TCPROS el cual es una 
especie de capa de buses y está basado en la utilización de sockets de tipo 
TCP/IP. 
La ventaja de esta manera de manejar la información es que, una vez hecho esto, 
se podrá acceder a la información enviada por el publicador en tiempo real desde 
el suscriptor. 
Los mensajes que se emplearán en cada topic son personalizados para cada 
estructura que se quiere enviar, es decir, que el mensaje que se escribirá para las 
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matrices de calibración no será el mismo que el empleado para la nube de puntos. 
Sin embargo, la estructura de muchos de los objetos que se suelen enviar a 
través de ROS, como por ejemplo las imágenes (sensor_msgs::Image), ya existe 
de manera estándar. Los que no estén habrá que crearlos de manera 
personalizada como por ejemplo este, que corresponde a las matrices de 
calibración: 
 
Figura 9. Estructura mensaje ROS de las matrices de calibración 
 
Una vez explicada la forma de los mensajes y su formato, hay que explicar qué 
funciones nos permiten publicar o acceder a estos topics.   
 Para publicar los topics, como ya se ha mencionado anteriormente, se hará 
con la funcion publish(). 
 Para acceder a los topics que haya publicados en una red, habrá que conocer 
el nombre del topic al que se quiere suscribir el dispositivo. Esto puede 
conseguirse a través de la sentencia rostopic list. Una vez que se sepa este 
nombre habrá que introducirlo en el programa a través de la siguiente 
sentencia: rospy_subscriber, como se aprecia en la imagen 
 
 
Figura 10. Fragmento para suscribirse a un topic de ROS 
 
La información que contendrán los topics en este trabajo serán: 
 Matrices de calibración 
 Nube de puntos sin colorear 
 Nube de puntos del LIDAR coloreada 
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 Imagen original 
 Imagen segmentada con la red neuronal, en este caso, la red YOLACT la 



































La red neuronal YOLACT es una red convolucional que basa su arquitectura en el 
quiebre del procesado lógico de datos desde un punto de vista humano, es decir, 
normalmente antes de segmentar un objeto, hay que detectarlo como se ha 
explicado anteriormente. Sin embargo, los creadores de esta red se han 
percatado de que, siguiendo ese proceso lógico, la ejecución de la segmentación 
es muy lenta. Como solución al problema de la velocidad, se ha separado en 
partes independientes la segmentación y la generación de máscaras de la 
detección de objetos. 
 
Figura 11, Imagen ejemplo procesada por la red neuronal YOLACT 
. 
Para conseguir coherencia entre los datos detectados y segmentado van a 
utilizarse modelos predictivos, es decir, en función a lo que han aprendido los 
pesos de la red, generará las máscaras y a continuación las copiará en los 
objetos que haya detectado la red. Gracias a esta arquitectura, las dos tareas se 
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El objetivo de esta arquitectura es similar al objetivo del presente proyecto, ya que 
este incremento de velocidad debido a la reducción en el tiempo de 
procesamiento, permite un análisis en tiempo real. Esta red, en función de la 
herramienta de ejecución de los programas, una TitanXP o un ordenador, por 
ejemplo, puede llegar hasta los 30/35 fps en ejecución según los datos recogidos 
por los desarrolladores de esta red. A continuación, se mostrarán unas imágenes 
de la arquitectura de los pesos de esta red junto con datos reales de pruebas 
realizadas con la base de datos de COCO donde también aparecen las 
comparativas con otras redes neuronales similares como mask R-CNN. 
 
Figura 12. Comprobación de la estructura de los pesos de RetinaNet (izda) con YOLACT (dcha) 
 
 
Figura 13. Comparación de varias redes neuronales con YOLACT 
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8. DETECCIÓN Y TRACKING DE OBJETOS 
Una parte fundamental de este trabajo consiste en la detección de objetos, es 
decir, conseguir que, a partir de una imagen, la red neuronal sea capaz de 
localizar qué objetos distintos la componen y “meterlos” en una caja indicando qué 
tipo es.  
Una vez realizado esto, el siguiente objetivo es conseguir segmentar la imagen, 
esto es, dibujar la silueta del objeto que se ha detectado y pintar el interior con un 
color determinado. 
Después de una serie de modificaciones se va a utilizar la red neuronal YOLACT 
para todo el proceso. Este se hará de manera simultánea, es decir, detectará las 
imágenes y las segmentará. La explicación de esto reside en el apartado anterior, 
donde se ha tratado en profundidad dicha red neuronal. 
 
8.1 DATOS DE ENTRADA 
 
Una vez que se tiene claro cómo funciona la red, se va a explicar en qué 
consiste la detección de objetos. 
Para explicar este apartado primero hay que ver qué información de entrada 
necesita el sistema.  
Como se ha explicado con anterioridad, el dataset usado va a ser KITTI. Al 
ejecutar dicho dataset se recibe la información que aparece a continuación. 
   Mensajes de ROS que contienen los topics de la nube de puntos generada 
por el LIDAR, la imagen original en formato ROS y todo lo relevante al 
coche, pero siempre en formato ROS 
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 Matrices de calibración 
 Ficheros ground truth para la posterior evaluación 
 
8.2 ARQUITECTURA DEL SISTEMA 
En este esquema se verá el proceso que se sigue para conseguir una 
segmentación de la imagen, la nube de puntos y una fusión de dichos 























Pesos red neuronal YOLACT 
Nube de puntos coloreada 
Nube de puntos sin colorear Imagen segmentada 
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8.3 SEGMENTACIÓN DE LA IMAGEN 
 
Como se ha explicado anteriormente, la red neuronal YOLACT tomará el 
mensaje del topic de ROS correspondiente y lo transformará en una imagen. La 
red neuronal YOLACT analizará y ejecutará en paralelo tanto la detección de 
objetos como la generación de una serie de máscaras a través de “modelos 
predictivos”, que son redes completamente convolucionales preentrenadas con 
imágenes con el dataset de COCO. 
A diferencia de otras redes, YOLACT respeta inicialmente la imagen original, y 
pinta únicamente los objetos que se han detectado encima de esta.  
El color de las máscaras se ha puesto en función de la arquitectura de colores 
que sigue la red ERFNet[7], ya que el equipo de investigación de Robesafe 
sigue ese estándar de colores RGB.  
El estándar utilizado es el mostrado en la siguiente imagen. 
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Figura 14. Estándar de colores de las imágenes segmentadas 
 
A continuación, se mostrarán varias representaciones de la imagen inicial y el 
resultado donde se podrá ver tanto la detección de objetos como la generación 
de las máscaras. 
 
Figura 15. Ejemplo 1 de segmentación de una imagen de KITTI 
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Figura 16. Ejemplo 2 de segmentación de una imagen de KITTI 
 
 
8.4 DETECCIÓN DE OBJETOS 
 
En este caso la detección se realiza de manera simultánea a la segmentación 
de la imagen. 
Lo que se hace en este apartado es colocar el cuadrado donde están las 
diferentes siluetas con un cuadro de texto encima indicando el score y la clase 
detectada por la red. En la imagen inferior, se puede observar esto en un 
ejemplo cualquiera. 
Este proceso va unido en un único estado en el que el mismo programa 
segmenta la imagen y dibuja encima el rectángulo con la clase, por lo que no 
hay ejemplos en los que la red solo esté segmentada o solo esté con el marco 
de texto. 
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En este apartado se explicará el proceso que se ha seguido para obtener los 
resultados y una recopilación de imágenes procesadas por la red. 
Para obtener los resultados se va a explicar detalladamente qué ocurre y los 
pasos que sigue el programa. 
Todo empieza por saber qué datos van a entrarle a la red.  
Para obtener los resultados bidimensionales se ha optado por pasarle al 
programa una carpeta con imágenes para que genere los archivos que 
posteriormente se evaluarán y las imágenes segmentadas. 
Para ello se ejecuta el programa eval_2D.py. Este programa se ejecuta de la 
siguiente forma donde dentro de segmentar habrá que cambiar el nombre del 
programa por el comentado anteriormente: 
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Estas sentencias, aparte de ejecutar el programa a través de Anaconda, 
recogen información que posteriormente se utilizará en el programa, como por 
ejemplo, la ruta de la carpeta de los datos de entrada y la de salida, el 
porcentaje mínimo de confianza que debe tener una clase para ser 
representada en la imagen (score_treshold) o el número máximo de clases a 
detectar en una imagen (top_k). 
Una vez ejecutado el programa lo primero que hará: 
 Definir las funciones que posteriormente se usarán en el análisis de la 
imagen. 
 Asignar a variables los parámetros de entrada que vienen del programa 
segmentar.sh 
 Importar todas las funciones de los programas adyacentes donde se 
encuentran por ejemplo el postprocesado o la función que genera los 
colores. 
Después de esto se precargan la red YOLACT, las clases de COCO y el 
modelo que se va a ejecutar. La función que ejecutará todo esto junto con la 
red y las imágenes de entrada se llama evaluate. 
La función comprueba si hay directorio de imágenes de entrada y de salida, 
donde se guardarán las imágenes procesadas. Esta función llama a otra, 
denominada evalimages que se encarga de pasarle las imágenes del directorio 
de entrada a otra llamada evalimage. 
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La función evalimage es probablemente la más importante del programa. Esta 
función se encara de transformar la imagen a la resolución apropiada, es decir, 
como los pesos están entrenados a 550x550, reescala todas las imágenes de 
entrada a esa resolución. También hace las predicciones, es decir ejecuta el 
modelo y analiza la imagen, la cual devolverá las clases que ha detectado y a 
que score. 
Una vez hecho esto, se llamará a la función prep_display, que prepara los 
datos de salida y donde se ha añadido la generación de los mensajes tipo 
ROS.  
En la preparación de los datos de salida se encuentra la segmentación de la 
imagen. Cuando el programa entra en esta función empieza a generar las 
máscaras y las cajas que sirven para localizar los objetos. Una vez hecho esto 
se pegan las máscaras y las cajas y se forma la imagen segmentada final. 
Una vez se consigue la imagen y los archivos .txt se guardan en carpetas 
distintas para su posterior evaluación. 
Si por el contrario se va a ejecutar el programa para analizar las imágenes en 
tiempo real se ejecutará el programa eval_yolact_pr_2.py. Este programa está 
constituido de una forma similar, pero tiene ciertos matices. 
1) El programa segmentar.sh ejecuta otro tipo de sentencias, las cuales se 
muestran a continuación: 
 
2) El programa encargado ahora de llamar a evalimage es la función 
callback(). Esta función salta automáticamente cuando el topic al que está 
suscrito el programa publica una imagen. Por tanto si las imágenes se 
cargan en tiempo real en el servidor, el programa estará evaluando las 
imágenes en tiempo real. Dado que los datos de entrada son diferentes, es 
decir, ya no son imágenes si no que son mensaje de ROS. Dentro de la 
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función callback se transformará el mensaje en imagen, se reescalará y se 
llamará a las funciones descritas anteriormente para analizar la imagen.  
En este programa, a diferencia del anterior, se ha sustituido la generación de 
imágenes y los archivos txt, por una transformación de la imagen resultado en 
un mensaje tipo ROS para su publicación como topic. Esto se hace a la salida 
de la función prep_display.  
Introduciendo diferentes sentencias, el resultado final del programa será la 
publicación de las imágenes analizadas en tiempo real como topic de ROS en 
el servidor, que posteriormente se fusionará con la nube de puntos para formar 
el resultado final, que es una representación tridimensional de una imagen de 
una situación de trafico cualquiera.  
Para entender esto último va a explicarse detalladamente el proceso de fusión 
entre la imagen y el LIDAR. 
Para realizar la fusión entre la imagen resultante y el LIDAR se deben ejecutar 
dos programas diferentes en otro docker diferente. Los programas son el 
pcl_coloring_simulacion.launch y un genera_tf.launch. 
Estos dos programas se encargan de que cada punto de la imagen 
segmentada se corresponda con uno de los puntos de la nube que forma el 
LIDAR, y de generar las transformadas adecuadas para que los puntos estén 
referenciados al mismo eje.  
Una vez conseguido esto, se generara una nube de puntos coloreada como 
topic para que pueda representarse en Rviz y visualizar los resultados. 
Aquí se encuentran los resultados obtenidos en diferentes imágenes con la red 
neuronal YOLACT: 
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Figura 18. Imagen A original 
 
Figura 19. Imagen A segmentada 
 
 
Figura 20. Imagen B original 
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Figura 21. Imagen B segmentada 
 
 
Figura 22. Imagen C original 
 
 
Figura 23. Imagen C segmentada 
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Figura 24. Imagen D original 
 
 
Figura 25. Imagen D segmentada 
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9. COMPARACIÓN DE RESULTADOS 
A continuación se mostrarán una serie de imágenes en las que se compararan 
algunas redes implementadas por el equipo de Robesafe y la red YOLACT. 
En la figura 26 se mostrará la gráfica perteneciente a los resultados de YOLO, en 
la 27 los de YOLACT, en la 28 los de ERFNet y por último en la 29 los de MASK 
R-CNN. Todas las gráficas son resultados de un análisis en 2D, obtenidos a partir 
de la herramienta devkit object integrada en el dataset de KITTI. Como se ha 
explicado anteriormente, esta herramienta compara los mensajes generados por 
las redes a evaluar con los ficheros ground truth 
. 
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Figura 27. Detección 2D con YOLACT 
 
 
Figura 28. Detección 2D MASK R-CNN 
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Figura 29. Detección 2D ERFNet 
 
Se puede apreciar como en la detección bidimensional de los objetos tanto la red 
MASK R-CNN como la ERFNet son mejores en cuanto a resultados que la red 
YOLACT utilizada en este proyecto, la cual presenta unos valores medios de 
precisión de 0,81 en el nivel “Easy”, 0.84 en el nivel “Moderate” y 0.72 en el nivel 
“Hard”. Sin embargo, YOLACT presenta mejores resultados que su antecesora, la 
red neuronal YOLO. Hay que recordar que al igual que las redes anteriores, 
YOLACT tampoco ha sido entrenada con la base de datos de KITTI.  
Ahora se mostrarán un resultado de las imágenes segmentadas por ambas redes 
con imágenes del dataset de KITTI, y se compararán nuevamente los resultados. 
En la figura 30 se muestra la imagen original que posteriormente se analiza con 
YOLO en la imagen 31 y se segmenta con YOLACT en la imagen 32, con 
ERFNet en la imagen 33 y con Mask R-CNN en la 34. 
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Figura 30. Imagen original del dataset de KITTI 
 
 
Figura 31. Análisis de una imagen con YOLO 
 
 
Figura 32. Segmentación de una imagen con YOLACT 
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Figura 34. Segmentación de una imagen con MASK R-CNN 
 
Puede observarse como la segmentación de YOLACT es bastante dispar 
respecto a sus competidoras, las cuales son capaces de separar cada objeto 
diferente que compone la imagen, mientras que YOLACT en el caso del ejemplo 
solo ha detectado coches. Sin embargo, lo positivo de YOLACT respecto a 
ERFNet es que es capaz de meter los objetos que detecta, en este caso los 
coches, en cajas. Esto también lo hace la dupla MASK R-CNN + ERFNet, pero 
YOLACT añade además a que categoría pertenece ese objeto lo que hace que el 
análisis, a pesar de que no sea tan extenso, sea más completo. 
Una vez analizados los datos en las imágenes resultado, vamos a pasar a realizar 
una comparación respecto a los resultados de la nube de puntos. 
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En las siguientes figuras se puede apreciar la nube de puntos generada por 
diferentes redes neuronal para realizar la comparación entre ellas. En concreto, 
en la figura 35 se utiliza la red YOLACT, en la 36 MASK R-CNN y en la 37 la 
ERFNet. 
 
Figura 35. Nube de puntos coloreada con la imagen segmentada de YOLACT 
 
 
Figura 36. Nube de puntos coloreada con la imagen segmentada de MASK R-CNN 
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Figura 37. Nube de puntos coloreada con la imagen segmentada de ERFNet 
 
En este caso también hay una diferencia de calidad entre ambas redes, ya que 
ERFNet, al conseguir una segmentación completa de la imagen, produce una 
mayor visualización al fusionar los datos con el LIDAR. Por otro lado, YOLACT, si 
bien no llega a ese nivel de precisión presenta una disposición bastante 
aceptable, ya que se distinguen claramente del resto del entorno los objetos 
detectados y segmentados. 
Por último, se adjuntarán imágenes de una implementación en tiempo real, es 
decir, se le pasarán al sistema una serie de topic’s grabados con las cámaras del 
coche de la UAH. En la primera imagen se cambio el color de la máscara del 
camión respecto al estándar para ver con claridad la diversidad de clases que 
puede detectar la red. 
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Figura 38. Segmentación de una imagen en tiempo real con YOLACT (I) 
 
 
Figura 39. Segmentación de una imagen en tiempo real con YOLACT (II) 
Esta es la principal diferencia entre YOLACT y sus competidoras, ya que estas 
imágenes se han extraído de un topic de ROS en tiempo real. Las demás redes 
neuronales vistas, dan resultados muy precisos y con un nivel de segmentación 
superior a las de YOLACT, pero su velocidad de procesado es baja, del orden de 5 
segundos lo que hace que una implementación en tiempo real, como es el objetivo 
de este proyecto, sea inviable. Sin embargo, YOLACT va a una velocidad que se 
encuentra en el rango comprendido entre 6-10 fps en función de la cantidad de 
objetos que detecte y del hardware que la ejecute. Esta velocidad si permite una 
simulación real y se ha probado su eficacia en varios dataset como puede ser la 
implementación real en el coche autónomo o en CARLA donde ya se han realizado 
pruebas satisfactorias en cuanto a resultados. Es por esto que puede considerarse 
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la opción de que YOLACT es una red válida para montar un sistema de visión para 
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10. MANUAL DEL USUARIO 
En este apartado se explicará paso a paso qué programas y elementos deben 
utilizarse para conseguir los objetivos del trabajo y obtener los resultados de 
manera correcta.  
Antes de comenzar hay que especificar qué requisitos previos debe tener el 
ordenador donde se ejecute dicho proyecto para asegurar el correcto 
funcionamiento de este. 
 
10.1 REQUISITOS PREVIOS (I) 
 
Lo primero es disponer de un ordenador con bastante almacenamiento ya 
que se procesa, envía y guarda mucha información o, en su defecto, 
disponer de un disco duro donde se almacenarán dichos archivos.  
En segundo lugar, es primordial disponer de Linux en cualquier versión, a 
ser posible igual o superior a la 14.04. 
Una vez que se dispone de todo lo mencionado anteriormente, hay que 
matizar un componente de la máquina que es vital para este proyecto, y es 
que la tarjeta gráfica que tenga la máquina con la que se vaya a trabajar sea 
de NVIDIA y pueda utilizar las librerías y herramientas de CUDA. Sin esto, el 
procesamiento de imágenes no será posible ya que la red neuronal y los 
programas utilizan estas herramientas. 
Una vez aclarado esto, es importante recordar que uno de los objetivos de 
este proyecto es que los resultados y el tratamiento de la información sean lo 
más portables posibles, al igual que todas las herramientas que se van a 
utilizar, es decir, que a partir del hardware del ordenador mencionado 
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anteriormente puedan ejecutarse con éxito todos los programas. Para 
conseguir esto se ha utilizado la herramienta de Docker. Esta herramienta 
es prácticamente la única que se necesita para la realización de este 
proyecto. Para instalarlo, desde el terminal de Linux hay que introducir los 
siguientes comandos: 
#AÑADIR LOS REPOSITORIOS DE DOCKER 
 
sudo apt-get update 
sudo apt-get install apt-transport-https ca-certificates curl software-properties-
common 
curl -fsSL https://download.docker.com/linux/ubuntu/gpg | sudo apt-key add - 
sudo add-apt-repository "deb [arch=amd64] https://download.docker.com/linux/ubuntu 
$(lsb_release -cs) stable" 
 
#INSTALAR DOCKER CE 
 
sudo apt-get update 
sudo apt-get install docker-ce 
 
#VERIFICAR QUE LA INSTALACIÓN ES CORRECTA (OPCIONAL) 
 
sudo docker run hello-world 
 
 
Cuando se han conseguido estos requisitos previos se podrán meter los 
archivos (dockers) con la información para realizar cada parte del proyecto. 
Para evitar problemas entre la conexión docker-máquina se debe conseguir 
que los drivers que hay dentro del docker coincidan con los que hay en el 
escritorio raíz. Para conseguir meter los drivers hay que seguir los siguientes 
pasos: 
 Buscar los drivers de cada host introduciendo en el terminal nvidia-smi. 
 Suponiendo que el punto anterior devuelve unos drivers, buscarlos en la 
página oficial poniendo el nº de driver que te haya salido 
 Una vez que se hayan conseguido los drivers hay que meter el siguiente 
comando: sudo ./**drivers.run** --no-kernel-module 
 Si ya había drivers en el docker seleccionar la opción de reemplazar 
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 Hacer un commit del docker para que se guarden los cambios en los 
drivers 
 Volver a abrir el docker y escribir nvidia-smi para comprobar los 
resultados 
Recordar que para hacer un commit se necesita el docker a guardar como 
contenedor, es decir, en ejecución. 
Con estos requisitos previos ya se puede seguir con el manual. 
 
 
10.2 REQUISITOS PREVIOS (II) 
 
Ahora que ya los requisitos previos básicos están funcionando hay que 
explicar que es lo que está dentro de los dockers. En todos ellos tiene que 
estar instalado el programa ROS ya que en todos de una manera u otra se 
hace referencia. En este proyecto se ha usado la versión de ROS Índigo. 
Este entorno de trabajo permite al usuario compartir la información y ejecutar 
los diferentes módulos del sistema a través de diversos mensajes que los 
comunican entre sí. 
El segundo requisito es tener en los dockers oportunos el workspace de 
ROS. En este proyecto hay dos dockers donde debe estar este workspace 
de ROS.  
 En el primero estarán todas las funciones encargadas de colorear la 
nube de puntos con la información procedente de las imágenes 
segmentadas a partir de la red neuronal.  
 En el segundo está todo el acceso y publicación de información de la 
base de datos KITTI, los cuales han sido obtenidos en los repositorios 
del grupo Robesafe. Para completar estos workspaces de ROS se tienen 
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que introducir en el terminal dentro del directorio el comando 
catkin_make y una vez hecho esto el comando source devel/setup.bash. 
Esta la opción de meter esta última sentencia en el bashrc pero la 
primera opción es más seguro y por lo general es más fácil.  
Dado que el proyecto se ha separado en distintos dockers hay que saber 
que al menos en uno de ellos hay que meter los datasets de KITTI que nos 
proporcionan información sobre el tracking y seguimiento de objetos, así 
como los test de evaluación. Estos datasets, por motivos de espacio, sería 
óptimo tenerlos en una carpeta en el home del usuario y tenerlo como punto 
compartido con el docker. Esto se consigue a la hora de ejecutar el docker y 
se hace con la siguiente sentencia al abrir un docker a través del programa 
lanzar_docker_version.sh y contiene las siguientes sentencias: 
 
Es importante destacar sobre los datasets, que en el código de los 
programas hay una ruta donde se buscarán las imágenes de estos dataset y 
hay que cambiar dicho código y poner la ruta correcta, tanto en los archivos 
de extensión cpp como en los de tipo launch, ambos dentro del workspace 
previamente creado, más concretamente en una carpeta interior llamada src 
para los primeros y launch para los segundos. 
A parte de esto, para poder utilizar la red neuronal YOLACT es necesario 
instalar en el docker que utiliza esta red neuronal una versión de pytorch 
1.0.1 o superior. Al igual que con los datasets podría ser una opción abrir el 
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docker con acceso al home del usuario y tener ahí los archivos de la red 
neuronal, pero esto le quitaría portabilidad.  
Para terminar con los requisitos previos, hay que recordar que debido a los 
problemas de versiones de python se ha tenido que instalar una versión en 
los dockers de python 2.7 e instalar el conjunto de funciones de anaconda 
con una versión de python de 3.5 siendo válida también la versión 3. 
No obstante, siempre está la opción de meter todo en un solo docker, pero 
el tamaño de éste sería superior a los 45GB. 
 
10.3 DETECCION DE OBJETOS 
 
Para poder ejecutar los programas que se encargan de la detección de 
objetos en tiempo real debe hacerse en el orden especificado, de no ser así 
habrá errores. Hay que destacar que para usar el programa encargado de 
esta parte es necesaria una versión de pytorch superior o igual a la 1.0.1 y 
python3. Si se sustituye la parte de ejecución de KITTI por unas sentencias 
en el código de ejecución del programa que analiza las imágenes (las cuales 
se detallarán a continuación) también se pondrán detectar los objetos de una 
carpeta de imágenes, esto puede ser útil de cara a entrenar a la red y 
mejorar los resultados. 
En primer lugar, debe ejecutarse el Docker que contiene la red YOLACT. 
Para ejecutar el docker se utiliza el siguiente programa 
“lanzar_docker_version.sh el cual se ha explicado anteriormente en los 
requisitos previos. Este docker puede acceder al host, es decir, puede 
acceder a los archivos del home del ordenador. 
Dado que la carpeta que contiene la red se encuentra en el host, habrá que 
acceder a él y después a la carpeta YOLACT. Una vez dentro, hay que 
ejecutar el programa eval_2D.py. 
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Para ejecutarlo, hay que usar un programa llamado segmentar.sh. Este 
programa contiene los parámetros de entrada que necesita el programa para 
analizar las imágenes en función de las necesidades o las exigencias del 
usuario. 
Algunos de estos parámetros son las carpetas donde están las imágenes, la 
carpeta donde se guardaran los resultados, el número máximo de clases y el 
score mínimo que sirve para considerar que un objeto se ha detectado, entre 
otros que ya se han explicado anteriormente. 
Por tanto, el orden de sentencias que debe utilizarse para ejecutar 
eval_2D.py es la siguiente (no hay que poner el nombre del programa, es 
para especificar que segmentar tiene ese nombre de programa dentro): 
 
 Figura 40. Orden sentencias ejecución eval_2D.py  
 
Con esto se empezarán a generar mensajes en formato ros que contiene la 
información de las imágenes, así como una ventana donde se visualizarán 
dichas imágenes, las cuales posteriormente podrá coger el programa que se 
encarga de la detección de objetos y análisis de imágenes. 
El programa generará en una carpeta la imagen con los objetos detectados y 
unos archivos .txt con la estructura de un framework de ROS para poder 
evaluar la precisión del análisis de la imagen. Estos resultados están 
influenciados por un parámetro que se mete a mano en el programa que es 
el score. Este valor (el último del array) es un valor que indica el porcentaje 
en tanto por 1 de una estimación sobre la exactitud de los resultados. 
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Para poder hacer este apartado, se requerirá el uso de la base de datos 
KITTI, dado que los datos que se han obtenido para hacer la detección 
provienen de este dataset.  
La carpeta kitti contiene unos archivos que comparan el resultado que 
ellos obtienen teóricamente con los resultados que obtienen las 
imágenes que se han pasado por la red neuronal del proyecto. Estos 
archivos se encuentran dentro de la carpeta devkit_object. 
Los pasos del readme.txt contenido en devkit_object son los siguientes: 
1) Dentro de la carpeta mencionada, se encuentra otra carpeta 
denominada cpp. Esta contiene el código evaluate_object.cpp y un 
CMakelist.txt. Dentro de este directorio se crearán carpetas 
escalonadas, es decir, una dentro de la otra, de la siguiente forma: 
/devkit_object/cpp/data/object/label_2. 
 
2) Es en label_2 donde deben copiarse los archivos de KITTI para 
realizar una comparación de datos. Es una relación de 7481 
archivos .txt. 
 
3) Dentro de CPP se debe crear otro directorio, de nombre “results”. 
En su interior se creará otra carpeta (llamada en este caso 
Nombre, aunque es indiferente) y dentro de esta, otra más llamada 
data, donde se copiarán los archivos .txt que se han obtenido en el 
procesamiento de datos. Se seguirá esta estructura 
/devkit_object/cpp/results/Nombre/data 
 
Cabe destacar que los datos teóricos (ground truth) están contenidos en 
una carpeta dentro de la carpeta evaluate llamada data. 
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Para evaluar los datos obtenidos anteriormente hay que seguir los 
siguientes pasos: 
 Compilar el archivo evaluate_object.cpp, para ello: 
 
 Introducir los ficheros de resultados en la siguiente estructura de 
carpetas dentro del mismo directorio donde se encuentra el test de 
evaluación: “results/nombre_prueba/data”. Todos los ficheros que 
se han generado serán introducidos dentro de la carpeta “data” 
siguiendo la estructura de carpetas mencionada anteriormente. 
 Por último, ejecutar el programa como en la imagen que se adjunta, 
pasándole como argumento el nombre de la carpeta donde se 
hayan metido los datos de test: 
 
Los datos pueden visualizarse de varias maneras. Para ello se deben 
descargar unas librerías que se encargan de transformar los resultados 
en tablas. Para instalarlas hay que introducir los siguientes comandos: 
 
 
10.3.2 Análisis en tiempo real 
 
En este caso para hacer la simulación en tiempo real, se pasará una 
secuencia de imágenes para que la red neuronal sea capaz de hacer un 
seguimiento de los objetos que detecte. Para que se envíe ese tipo de 
información, en el docker donde estará el dataset de KITTI habrá que 
introducir la siguiente sentencia, también podría ser 
kitti_player_tracking.launch para simular una sucesión de imágenes: 
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Las imágenes se mostrarán igual que en el caso anterior. Se abrirá una 
pantalla con las imágenes y se enviarán mensajes con diferentes topics 
de dichas imágenes, los cuales cogerá la red neuronal para analizarlos. 
En este caso los objetos más importantes son los coches y las personas, 
pero detecta bastantes más cosas en función del score mínimo 
explicado anteriormente. 
Después de esto, debe ejecutarse el programa encargado de detectar 
esos topics de entrada, transformarlos en imágenes, analizarlos y 
publicarse como un nuevo topic de ROS: 
 
Estos resultados publicados en tiempo real se utilizan posteriormente 
para el siguiente objetivo del proyecto, que es la fusión con la nube de 
puntos dibujada con el LIDAR. Para conseguir fusionar ambos datos se 
deben ejecutar en el docker suministrado por el equipo de Robesafe los 
programas que generan las transformadas de los ejes de coordenadas y 
el pcl coloring encargado de pintar cada uno de los puntos de la nube 
con la información de las imágenes resultado. 
Para ello, se ejecutaran las sentencias en el siguiente orden: 
 
 
Con esto se cogerán los topics en los que se están publicando las 
imágenes y los de la nube de puntos sin colorear y se mezclarán ambas 
de forma que pueda visualizarse en la herramienta Rviz. 
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Hay que añadir en este apartado la forma en la que hay que configurar 
los archivos que se encargan de colorear la nube de puntos. Son tres, y 
se encuentran en las rutas especificadas en las imágenes anteriores. Se 
trata de los archivos pcl_coloring.cpp y pcl_coloring_simulacion.launch 
dentro de la carpeta velo2cam_ calibration-master (carpeta cpp para el 
primero y launch para el segundo) y genera_tf_real.launch en la carpeta 
sec_map_manager/launch.  
En estos archivos se deben cambiar los nombres de los topics que 
publican las imágenes de entrada, los topics de las imágenes de salida, 
el topic que contiene la información de la cámara y los frames tanto de la 
salida como del LIDAR, es decir, para cada dataset que se escoja, se 
deberán cambiar estos parámetros para asegurar la correcta fusión de 
los datos. 
Entrando más en detalle en pcl_coloring habrá que cambiar los 
parámetros target frame y source frame y poner ahí el nombre de los 
frames del topic de entrada y de salida (respecto al LIDAR y la salida de 
la imagen). 
Para obtener este frame basta con tener el programa de la red en 
ejecución y ejecutar las sentencias: 
- rostopic list (para conseguir todos los topics que se publican) 
- watch rostopic echo <nombre del topic del que quiero saber el frame> 
En el programa pcl_coloring_simulacion.launch habrá que cambiar 
tantos parámetros como elementos distintos tengan las herramientas 
que ejecutan las imágenes. Por ejemplo, en la realización de la fusión de 
datos con el dataset de KITTI, se han tenido que cambiar los parámetros 
de la nube de puntos porque el LIDAR era diferente, por tanto el topic 
tiene otro nombre, al igual que la cámara desde donde se ha sacado la 
información y el frame de la salida que cambia en función de la entrada 
para mayor facilidad en la fusión. 
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Por último, en el programa que se encarga de generar las 
transformadas, genera_TF_carla.launch, habrá que poner los ejes 
alineados para que la fusión sea correcta ya que si el LIDAR no tiene la 
misma orientación que la imagen, la nube de puntos no se pintará de 
ningún color. Para ello, en los elementos 4,5 y 6 del vector de 
coordenadas, debe colocarse la terna (-pi/2 0 -pi/2) para asegurar un 
correcto acople de los ejes. También deben modificarse los frames del 
nodo de salida para que coja la información del topic correcto. En el caso 
de la fusión con CARLA, las transformadas deben tener la siguiente 
relación: 
 
Figura 41. Rqt para CARLA 
 
A continuación se muestran estos archivos configurados para conseguir 
la fusión del LIDAR con imágenes segmentadas obtenidas a partir de 
CARLA. 
 
Figura 42. Parámetros a modificar en pcl_coloring.cpp 
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Figura 43. pcl_coloring_simulacion.launch modificado 
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11. PLIEGO DE CONDICIONES 
 
Para la realización del proyecto se requieren unas herramientas informáticas 
concretas, que se recogen en el siguiente pliego de condiciones. Deberán 
cumplirse para asegurar el correcto funcionamiento de la aplicación 
implementada.  
Las herramientas utilizadas son las siguientes: 
Software 
 Docker 
 Linux (Ubuntu versión 16.04) 
 OpenCV 
 Office 365 
 Pytorch 
 KITTI y sus programas de evaluación 
 Robot Operating System (ROS) 
 Librerías de conversión a tablas de Matlab 
 
Hardware 
 Ordenador portátil Acer E5 571G con las siguientes características:  
o Disco duro: HDD 500GB 
o Tarjeta gráfica: NVIDIA GT840M 2GB GDDR3 
o CPU: Intel Core i7 4510U 2.0 GHz 
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12. PLANOS Y DIAGRAMAS 
En primer lugar se muestran las imágenes del coche en el que se va a 
implementar el sistema de percepción de este proyecto. Se trata de un vehículo 
eléctrico sobre el que está montado los sistemas de captación de datos que se 
ven en la figura 45. 
 
Figura 45. Estructura del vehículo Smartelderlycar 
 
Figura 46. Dimensiones del vehículo 
 PLANOS 
 




Figura 47. Arquitectura software del vehículo 
En la figura 48, se muestra la arquitectura actual del vehículo Smartelderlycar. 
El objetivo final del proyecto consiste en sustituir las redes YOLO y ERFNet de 
esta arquitectura por la diseñada en este proyecto (red neuronal YOLACT).  
La arquitectura resultante sería la mostrada en la figura 49. 
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13. CONCLUSIONES, MEJORAS Y TRABAJO 
FUTURO 
Durante la realización de este proyecto, han ocurrido diversos problemas que 
han obligado a realizar ciertos cambios respecto a la idea inicial del mismo.  
En primer lugar, los problemas iniciales de la compatibilidad de ROS con las 
versiones actuales de Ubuntu motivaron a la utilización de dockers para 
conservar las versiones.  
En segundo lugar, la red que se iba a implementar en principio, YOLO, no pudo 
ejecutarse debido a su imposibilidad para segmentar las imágenes, parte vital 
de este proyecto y objetivo indispensable a la hora de colorear la nube de 
puntos generada por el LIDAR. Este problema ocupo la mayoría del tiempo ya 
que, sin red, no podía cumplirse ninguno de los objetivos. Después de muchos 
intentos de búsqueda de una red sustituta se encontró YOLACT, una derivada 
de YOLO implementada en abril de 2019. Debido a lo actual que es la  red, 
muchas de las herramientas utilizadas estaban en una versión obsoleta dentro 
del docker, lo que propició una actualización de los dockers y condujo a 
trabajar con multidocker, es decir, cada docker para una tarea. 
Después de realizar este proyecto, se pueden obtener bastantes conclusiones. 
La primera es que la ejecución en paralelo de varios procesos agiliza bastante 
la segmentación de imágenes en tiempo real ya que, ejecutando YOLACT, se 
han alcanzado hasta los 8fps de imágenes segmentadas.  
Por otro lado, la funcionalidad de los dockers, los cuales son muy útiles para 
conservar la compatibilidad de versiones. Sin embargo, un aspecto negativo de 
estos es que los ordenadores en los que se ejecutan los dockers tienen que 
tener las mismas especificaciones a nivel de drivers de tarjeta gráfica que los 
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dockers, lo que hace inevitable que estos deban adaptarse a la máquina, 
reduciendo un poco la facilidad en la portabilidad de los archivos.  
En el ámbito de los resultados, se puede apreciar un pequeño empeoramiento 
con respecto a redes como ERFNet que son capaces de segmentar toda la 
imagen y distinguir entre una gran cantidad de objetos. Sin embargo, YOLACT 
tiene un proceso de ejecución muy bajo en comparación a este tipo de redes. 
Es por esto que YOLACT, es una red candidata a ser implementada en el 
coche. 
Como posibles mejoras de este proyecto, existe la posibilidad de reducir el 
número de objetos que puede detectar la red para intentar acelerar aun más el 
proceso.  
Sin embargo, una mejora que se considera importante es la de intentar 
reentrenar la red con una base de datos de KITTI para intentar detectar con 
una mayor seguridad los objetos, ya que los scores producidos por la red, si 
bien es cierto que suele detectar bien todos los objetos, no son muy altos en 
algunos casos. Esto puede ser debido a las resoluciones, que es uno de los 
problemas del trabajo en paralelo, dado que las máscaras se pintan a la vez 
que las cajas con los scores. Si se hace un reescalado a posteriori de las 
imágenes, las máscaras y las cajas no crecen en igual proporción, ya que 
están superpuestas.  
Por esto se abren dos posibles mejoras, o se entrena la red con imágenes de 
una resolución similar a las de las cámaras del coche, o bien se investiga la 
forma de intentar reescalar las imágenes antes de pintar las siluetas y las 
cajas. Esta última opción, se barajo pero no pudo implementarse por falta de 
tiempo y la primera también, pero no pudo reentrenarse la red porque la 
maquina que se ha utilizado en este proyecto no tenia potencia suficiente 
Para finalizar, como trabajo futuro se podría implementar esta red junto con 
alguna placa jetson para hacer más sencilla la integración en el coche y ver 
cómo casan los datos y qué temperatura alcanza dicha placa. Sin embargo, 
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hasta que la jetson del grupo de Robesafe no permita la ejecución de 
programas con CUDA, este trabajo futuro no será posible. 
Como trabajo futuro o mejora se podría estudiar la posibilidad de entrenar la 
red con las imágenes de KITTI o con algún dataset que se centre en los 
peatones para mejorar sus resultados en este ámbito, ya que los coches los 
detecta con mucha más facilidad que los peatones. 
Otro trabajo futuro interesante consistiría en conseguir la segmentación de los 
objetos, y plasmarlo sobre una imagen en negro para que, en la fusión con el 
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