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Abstract 
 
Combined brittle-ductile deformations are complex processes, when brittle fracturing of rocks and 
ductile flow occurs simultaneously during one deformation process. Such combined brittle-ductile 
deformation is boudinage, which is the formation of boudins during ductile extension if there is a 
component of lengthening parallel to a competent layer in an incompetent matrix. Another process of both 
basic and applied importance is hydraulic fracturing, when viscous fluid is pumped into brittle reservoir 
rock in order to generate fractures. These large deformations and extensional fracturing are not completely 
understood and because of their complexity, these processes still present a challenge to both analogue 
and numerical modelling. The main aim of this study is to better understand these combined brittle-ductile 
deformations. In order to achieve this, a new numerical method has been developed together with a more 
detailed analysis of boudinage processes. 
 Existing models of different combined brittle-ductile deformation focus on either the brittle-elastic 
processes of the fracture initiation phase or ductile processes of the post deformation phase. However, in 
this dissertation, a new approach is presented for the numerical modelling of deformation processes 
combining brittle fracture and viscous flow. The new approach is based on the combination of two 
meshless, particle based methods: the Discrete Element Method (DEM) for the brittle part of the model and 
Smooth Particle Hydrodynamics (SPH) for the viscous part. Both methods are well established in their 
respective application domains. In order to verify this model, pure shear tests were run; the results of 
which also proved that this model is suitable to qualitatively simulate real Newtonian viscous behaviour. 
The suitability of the combined approach is demonstrated by applying it to two geological processes, 
boudinage and hydrofracturing, which involve the coupled deformation of a brittle solid and a viscous 
fluid. The results of these applications show that the new approach has strong potential for the numerical 
modelling of coupled brittle-viscous deformation processes. Boudinage simulations demonstrated that, as 
the viscosity of the incompetent layer increases, the number of boudins increase and with even higher 
viscosity, pinch-and-swell structures develop. Hydrofracturing simulation showed that the viscosity of the 
injected fluid affects the evolution of the induced crack: the lower the viscosity, the faster the crack 
propagates and the wider the crack becomes. 
Boudinage occurs in mechanically layered rocks if there is a component of lengthening parallel to 
a brittle layer in a ductile matrix. However, if the extension is not layer-parallel, then asymmetric boudin 
structures can develop in two ways. One mechanism is extension oblique to the layering; the other is 
shearing oblique to the layering.  The shape and the rotation of these asymmetric boudins are extensively 
studied; however, full process of oblique boudinage has not been modelled previously.  
In this study, full boudinage processes during layer oblique extension were simulated using DEM 
simulation software. In this model, pure shear deformation is simulated with the initial setup of a 
competent oblique layer situated in the middle of the less competent matrix. By varying the cohesion of 
the competent layer, various types and shapes of boudin blocks were simulated.  If the cohesion of the 
centre oblique layer is low, pinch-and-swell structures develop; with intermediate cohesion drawn boudins 
are observed, which are connected with thin necks and if the cohesion of the centre oblique is high, 
separated torn boudins develop. By varying the angle of the competent layer, the rotations of the boudin 
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blocks change. With higher dip of centre oblique layer, the rotation of the boudin blocks is more 
consistent. The study of the fracture orientation in the layer oblique to the extension showed that in the 
case of ductile matrix material, the fractures are normal to the layer. In the case of elastic matrix material, 
the fractures are parallel to the orientation of the main stress. Furthermore, it was demonstrated that 
boudin blocks do rotate during pure shear deformation and the rotation of the boudin blocks developed in 
an oblique layer is systematic. Also, the higher the dip of the oblique layer, the more the blocks rotate 
against dip direction.  
Finally, the full evolution of boudin structures developed during the simple shear and sub-simple 
shear of an oblique competent layer in a ductile matrix was studied using DEM simulations. According to 
the results of the simulations, the shape and type of boudinage is mainly controlled by the cohesion of the 
oblique layer and the strain rate of the deformation. The separation of the blocks is influenced by the 
orientation of the cohesive oblique layer. Furthermore, the results of the strain analysis of the simple shear 
simulations showed that the bulk strain of the model is higher than the strain of boudin blocks. The major 
controlling factor to characterise the difference between the boudinage strain and the matrix strain is the 
orientation of the competent oblique layer, whereas the cohesion of the middle layer is a minor controlling 
factor. Moreover, it was presented that significantly different structures developed during one-phase 
deformation (sub-simple shear) and two-phase deformation (first pure shear, then simple shear), in that 
all the shapes, rotation and the separation of the blocks vary. 
This study has showed that the new SPH-DEM method is suitable to model coupled brittle-ductile 
deformations such as boudinage or hydraulic fracturing; oblique boudinage is a complex process of 
coupled brittle-ductile processes and these processes can be better understood using DEM simulations. 
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Zusammenfassung 
 
Spröd-duktile Verformung ist ein sehr komplexer Prozess, besonders wenn das Gestein 
gleichzeitig sprödem Bruch und duktilem Fließen ausgesetzt ist. Boudinage, die durch eine extensive 
Komponente entlang einer kompetenten Lage in einer weichen Matrix entsteht, ist ein Paradebeispiel für 
diesen kombinierten Deformationsvorgang. Ein weiteres Beispiel mit Bedeutung sowohl für die 
Grundlagenforschung, als auch für industrielle Anwendung ist hydraulisches Aufbrechen. Bei diesem 
Vorgang wird eine viskose Flüssigkeit in ein sprödes Reservoir gepumpt, um Brüche zu erzeugen. Die 
Mechanismen dieser großmaßstäblichen Formveränderungen und die Bruchbildung unter Dehnung sind 
bis jetzt noch nicht vollständig verstanden worden. Aufgrund ihrer Komplexität stellen sie noch immer eine 
Herausforderung für Analog- und auch für die numerische Modellierung dar. Das Ziel dieser Studie ist es 
die spröd-duktilen Verformungsmechanismen besser zu verstehen. Um dies zu erreichen wurde eine neue 
numerische Methode entwickelt und gleichzeitig der Vorgang der Boudinage genauer analysiert. 
Bestehende Modelle haben ihren Hauptschwerpunkt entweder auf den spröd-elastischen 
Prozessen der beginnenden Bruchbildung oder auf den duktilen Vorgängen der späten Phase der 
Deformation. In dieser Arbeit wird ein neuer Ansatz für die numerische Modellierung von spröd-duktilen 
Verformungsmechanismen vorgestellt. Er beruht auf der Kombination von zwei gitterlosen, 
partikelbasierten Methoden: der Discrete Element Method (DEM) für den spröden und Smooth Particle 
Hydrodynamics (SPH) für den viskosen Bereich. Beide Methoden sind in ihren jeweiligen 
Anwendungsgebieten gut etabliert. Um das Modell validieren zu können, wurden Tests unter reiner 
Scherung durchgeführt. Die Ergebnisse belegten, dass dieses Modell für die qualitative Simulation von 
newtonschem viskosen Verhalten von Gesteinen geeignet ist. Die Eignung des Modells wird an der 
Anwendung desselben auf die geologischen Prozesse von Boudinage und hydraulischem Aufbrechen 
vorgeführt. Die Ergebnisse belegen, dass der neue Ansatz viel Potential für die numerische Modellierung 
von spröd-duktilen Verformungsmechanismen darstellt. Die Simulation von Boudinage hat gezeigt, dass 
mit dem Zunehmen der Viskosität der weichen Lage die Anzahl der Boudins zunimmt und in weiterer Folge 
mit noch höherer Viskosität Pinch-and-Swell Strukturen entstehen. Die Simulation des hydraulischen 
Aufbrechens hat gezeigt, dass die Viskosität der verpressten Flüssigkeit die Entwicklung der Brüche 
beeinflusst: je niedriger die Viskosität, desto schneller pflanzt sich der Bruch weiter fort und desto breiter 
ist er. 
Boudinage tritt in Gesteinen mit Lagen von unterschiedlichen mechanischen Eigenschaften auf, 
wenn Dehnung parallel zu einer spröden Lage in einer weichen Matrix stattfindet. Wenn jedoch die 
Dehnung nicht lagenparallel ist, so entstehen asymmetrische Boudins. Diese können sich auf zwei Arten 
entwickeln: entweder durch Dehnung schräg zum Lagenbau, oder durch Scherung schräg zum Lagenbau. 
Die Form und die Rotation der so entstandenen asymmetrischen Boudins wird umfassend untersucht. Der 
vollständige Vorgang von asymmetrischer Boudinage wurde bis dato nicht modelliert. 
In der vorliegenden Arbeit wurde der gesamte Ablauf der nicht lagenparallelen Dehnung mit dem 
DEM Simulationsprogramm simuliert. In diesem Modell wird im ersten Schritt Deformation durch reine 
Scherung in einer schräg angeordneten kompetenten Lage in der Mitte einer weichen Matrix simuliert. 
Durch Änderung der Kohäsion der kompetenten Lage wurden verschiedene Typen und Formen von Boudins 
8 | P a g e  
 
 
simuliert. Wenn die Kohäsion der zentral gelegenen schrägen Lage niedrig ist, entstehen Pinch-and-Swell 
Strukturen. Bei mittlerer Kohäsion werden verkümmerte Boudins beobachtet, die noch durch dünne 
Brücken verbunden sind. Im Falle von hoher Kohäsion hingegen entstehen von einander getrennte 
Boudins. Wenn man den Winkel der kompetenten Lage ändert, so ändert sich die Rotation der einzelnen 
Boudins. Wenn die kompetente Lage steiler einfällt, ist die Rotation der Boudins konsistenter. Die 
Untersuchung der Bruchorientierung in der kompetenten schrägen Lage hat gezeigt, dass bei 
Vorhandensein einer duktilen Matrix die Brüche senkrecht zur kompetenten Lage entstehen. Bei einer 
elastischen Matrix richten sich die Brüche parallel zur Hauptspannungsrichtung aus. Es konnte weiter 
gezeigt werden, dass Boudins während reiner Scherung rotieren und dass die Drehung der Boudins in der 
kompetenten schrägen Lage systematisch ist. Je höher der Einfallswinkel der schrägen Lage, desto mehr 
drehen sich die Boudins gegen die Einfallsrichtung. 
Zusammenfassend kann man sagen, dass die gesamte Entwicklung von Boudins während 
einfacher Scherung und während quasi-einfacher Scherung einer schrägen kompetenten Lage in einer 
duktilen Matrix mit Hilfe von DEM Simulation untersucht wurde. Die Ergebnisse der Simulation sagen aus, 
dass die Form und der Typ der Boudinage hauptsächlich von der Kohäsion, der mittleren schrägen Lage 
und der Verformungsrate der Deformation abhängen. Das Maß der Trennung der Boudins wird von der 
Orientierung der kohäsiven schrägen Lage bestimmt. Des Weiteren zeigten die Ergebnisse der 
Verformungsanalyse, dass die Gesamtverformung des Modells höher als die Deformation der Boudins ist 
und dass der Hauptfaktor der diesen Unterschied in der Deformation zwischen Matrix und Boudins 
kontrolliert, die Orientierung der kompetenten schrägen Lage ist. Die Kohäsion der Lage hingegen ist nur 
ein zweitrangiger bestimmender Faktor. Es wurde auch vor Allem gezeigt, dass sich wesentlich 
unterschiedliche Strukturen während einer einphasigen (quasi-einfachen Scherung) und während einer 
zweiphasigen (zuerst reinen, dann einfachen Scherung) Deformation entwickeln. Dies bezieht sich auf die 
Form, die Drehung und die Trennung der Boudins. 
Diese Arbeit hat gezeigt, dass die neue SPH-DEM Methode für die Modellierung von kombinierter 
spröd-duktiler Deformation wie zum Beispiel Boudinage oder hydraulischem Aufbrechen geeignet ist und 
dass schräge Boudinage einen komplexen spröd-duktilen Prozess darstellt, der mit DEM Simulation besser 
untersucht und verstanden werden kann. 
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Denotation 
a  acceleration vector 
, ,x y za a a  components of the acceleration vector [ms-2] 
A  area of a surface [m2] 
c  sound of speed [ms-1] 
C cohesion [Pa] 
ld  thickness of the layer [m] 
md  thickness of the matrix [m] 
D  weight of the interaction [ ] 
e  unit vector  
E Young’s modulus [Pa] 
F  resultant force vector 
, ,x y zF F F  components of the force vector [N] 
g  gravitational acceleration vector  
g  gravitational acceleration [ms-1] 
h  smoothing length [m] 
k  elastic stiffness 
K  shape factor [ ] 
L  characteristic length (critical length) of a boudin 
block [m] 
bl  length of the boudinaged layer  [m] 
ml  length of the model [m] 
m  mass [kg] 
n  normal vector  
p  pressure [Pa] 
breakr  breaking distance [m] 
ijr  distance between two points or particles [m] 
R  non-dimensional distance [ ] 
r radius [m] 
T  tensile strength [Pa] 
t  time [s] 
T  traction vector 
, ,x y zT T T  components of the velocity vector [Pa] 
u  displacement vector  
, ,x y zu u u  components of the velocity vector [ms-1] 
u internal energy [J] 
v  velocity vector  
, ,x y zv v v  components of the velocity vector [ms-1] 
W  kernel [m-1], [ m-2]and [m-3]in 1D, 2D and 3D space 
respectively 
w vorticity number [s-1] 
kw  kinematic vorticity number [ ] 
x  position vector  
0x  initial position vector  
, ,x y z components of the position vector [m] 
  microscopic viscosity parameter [Pa] 
  departure factor [ ] 
  dynamic viscosity  [Pa s]  
  strain  [%] 
  the strain rate [s-1] 
z  the strain rate of the layer normal compression [s-1] 
  angle of internal friction [°] 
  artificial viscosity [m5kgs-2] 
  shear strain [%] 
  shear strain rate [s-1] 
b  finite quadratic elongation of the boudins [ ] 
m  finite quadratic elongation of the model [ ] 
  friction coefficient  [ ] 
  density [kgm-3] 
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   shear stress tensor  
xy  xy component of the stress tensor [Pa] 
1  maximum principle stress [Pa] 
2  intermediate principle stress [Pa] 
3 least principle stress [Pa] 
n  normal stress [Pa] 
s shear stress [Pa] 
  shear stress tensor  
xy  xy component of the shear stress tensor [Pa] 
  angular velocity vector  
 
Lower indices i  and j denote the property particle i  and particle j  respectively 
Lower index w  denotes the property of a boundary wall 
Lower index ij denotes the property of interaction between particle i  and particle j  
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1 Introduction 
 
Combined brittle-ductile deformations are deformations when brittle and ductile deformations 
occur simultaneously during one deformation process. There are several examples of combined brittle-
ductile deformations, such as boudinage, deformation of stringers in salt, hydraulic fracturing, lava flow 
and the movement of glaciers. 
Some of these processes show great importance in the hydrocarbon industry, as for example 
boudin blocks or stringers in salt can be potential hydrocarbon reservoirs. Hydraulic fracturing is used 
both in the hydrocarbon industry and in the geothermal industry. The understanding of lava flow and 
glacier flow is essential in the risk analysis of natural hazard. This study mainly focuses on the process 
boudinage; however, hydraulic fracturing is also investigated.  
The process of boudinage is an important example of combined brittle-ductile deformations. 
Boudinage occurs in mechanically layered rocks during deformation if there is a component of lengthening 
parallel to a competent layer in an incompetent matrix. As the difference in competence increases from 
small to large, the form of the boudins changes from a pinch-and-swell through separated boudins with 
pronounced necks to boudins with sharp ends.  
At small scale, boudins display a wide variety of shapes (Goscombe et al. 2004, Ramberg 1955). 
Boudins may be shaped like rectangular blocks, with separations in the layer due to extension fractures. 
Tapered boudins blocks may be connected by a neck or by a thin part of the original layer or they may be 
actually separated from one another. Pinch-and-swell structures are periodic oscillations in the thickness 
of a bed, with the “pinches” becoming thinner as the amount of lengthening of the bed increases. 
Furthermore, if the competent layer is oblique to the direction of extension, asymmetric boudin structures 
form.  
 
Figure 1-1 Boudinaged pegmatite in marble matrix (Naxos, Greece) 
Moreover, at larger scale, ranging from 100 m to kilometres, boudin-like structures are commonly 
observed in carbonate or anhydrite layers embedded in major salt bodies (Kukla et al. 2011, Reuning et al. 
2009, Schoenherr et al. 2009, van Gent et al. 2011). It is assumed that the shapes of the individual boudin 
segment are indicators of the stress and strain conditions and the material properties at the time when the 
boudins were formed (Goscombe and Passchier 2003, Kenis et al. 2006, Maeder et al. 2009). Moreover, 
boudinage can also occur at even larger scale such as lithospheric boudinage. Seismic images show that a 
section across the Mediterranean from Southern France to through Corsica and Sardinia to Southern Italy 
is a back arc basin and it can be understood as a pinch-and-swell structure at the scale of the entire 
lithosphere (Gueguen et al. 1997).  
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Another example of combined brittle-ductile deformations is hydraulic fracturing, which can be 
defined as the process of fracture initiation and propagation due to hydraulic pressure applied by a fluid 
inside the fracture (Adachi et al. 2007).  The complex process of hydraulic fracturing involves the fracturing 
of the rock of the induced by the pressure of the fluid, the flow of the fluid within the fracture, the 
propagation of the fracture and the leak-off of fluid form the fracture into the rock formation. Spontaneous 
hydraulic fracturing is also observed in the nature (Engelder and Lacazette 1990, Kesserü 1991). 
Hydraulic fracturing is applied in several fields of geomechanics. The first application of both fluid 
and air driven fracturing for industrial purposes was quarrying of granite blocks in the Mount Airy region, 
North Carolina in approximately 1910 (Adachi, et al. 2007, Watson 1910). In the hydrocarbon industry, 
hydraulic fracturing is used to enhance oil and gas production in tight (low-permeability) reservoirs by 
increasing the permeability of the rock (Adachi, et al. 2007, Akulich and Zvyagin 2008, Bunger et al. 2005, 
Carter et al. 2000, Chen 2012, Ishida et al. 1998, Lenoach 1995, Mayerhofer and Meehan 1998, Pak and 
Chan 2008, Reinicke et al. 2010). Similarly, it can enhance the heat production from geothermal reservoirs 
(Behnia et al. 2011, Sasaki 1998, Willisrichards and Wallroth 1995).  Also, the technique of hydraulic 
fracturing is applied in drilling of underground radioactive waste disposal (Sun 1969), mining (Van As and 
Jeffrey 2000) or in situ stress determination (Zoback 2007). Furthermore, magma driven dykes can be 
considered as natural examples of hydraulic fracturing (Rubin 1995, Spence and Turcotte 1985). 
Nevertheless, these large deformations and extension fracturing have not been completely 
understood yet. Moreover, because of their complexity, these processes still present a challenge to both 
analogue and numerical modelling. 
In this dissertation, both the process of boudinage and hydraulic fracturing are analysed. These 
processes are similar as they are both combined brittle-ductile deformation processes, when ductile fluid 
generates fractures inside a brittle rock. However, there are several differences between, e.g. the strain 
rate of the deformation and the viscosity of the fluid. The process of boudinage is really slow and long, e.g. 
in Naxos the strain rate of the deformation was approximately  4·10-15 s-1 and it lasted for 1.1 million years 
(Schenk et al. 2007) compared to hydraulic fracturing which is a quick and rapid process with a strain rate 
of approximately 10-6 s-1 (Zoback 2007)) Also, the final strain of the deformation is much higher in case of 
boudinage. Furthermore, the viscosity of the ductile material is different; in case of boudinage the 
viscosity of the ductile matrix (e. g. salt 1019 Pa s (Li et al. 2012b)) is much higher than the viscosity of the 
fluid in case of hydraulic fracturing (3·10-5 - 6·10-4 Pa s). Moreover, boudinage is a natural process, whereas 
hydraulic fracturing is an artificial process applied frequently in the oil and gas industry; although, it can 
occur naturally as well.  
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1.1 Research objectives 
 
The main aim of this dissertation is to provide a better understanding of combined brittle-ductile 
deformation processes using numerical simulations. Particularly, this dissertation focuses on the process 
of boudinage and hydraulic fracturing.  
In order to achieve the main aim, the dissertation has the following key objectives: 
 
1. The first objective is to provide an overview of the theory of the coupled brittle ductile 
deformations, focusing on the process of boudinage and hydraulic fracturing and also 
including the study of rheological parameters and review and analysis of existing 
numerical models, which simulate boudinage and hydraulic fracturing.  
 
2. As an outcome of the analysis of the numerical models (part of the first objective), there is 
a need for a more realistic numerical model, which can handle both brittle and ductile 
materials and is suitable for simulation of brittle failure and ductile flow in one model. 
Therefore, the second objective is to develop a new numerical method, which is a 
combination of Discrete Element Method (DEM) and Smoothed Particle Hydrodynamics 
(SPH).  Both approaches are well tested in their respective domains; DEM is suitable to 
model brittle failure; whereas, SPH is suitable to simulate viscous flow. Due to the 
similarities between them, it is possible to couple the two approaches to develop a hybrid 
method. This objective also involves the verification of this new method and its 
application for boudinage and hydraulic fracturing.  
 
3. The third objective is to analyse the full evolution of asymmetric boudin structures during 
layer oblique extension under different styles of deformations using DEM simulations. The 
main focuses involve the analyses of the fracturing of a cohesive layer in a ductile matrix 
and the investigation of the separation and the rotation of the developed boudin blocks. 
One part of this objective involves simulations of pure shear simulations; and the other 
part of this objective involves simple shear and sub-simple shear simulations.  
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1.2 Dissertation outline 
 
Chapter 2 is an overview of combined brittle-ductile deformation processes, particularly 
boudinage and hydraulic fracturing. The formation and the classification of the boudin structures are 
discussed in more details and the existing numerical and analogue models are reviewed.  Furthermore, the 
technique of hydraulic fracturing is described and also the hydraulic fracturing models are reviewed. 
In chapter 3, the theoretical background of the rheology of rocks in coupled brittle-ductile 
deformation is presented. Furthermore, it gives an overview of the rheological parameters of natural rocks 
and other material used analogue and numerical models of boudinage, pinch-and-swell structure and 
hydraulic fracturing as well.  
Chapter 4 gives an overview of the Discrete Element Method (DEM), which is used in all of the 
numerical simulations presented in dissertation. The formulation of DEM is discussed in more details. 
Also, a DEM software packing ESyS-Particle is described. Moreover, several applications of the DEM are 
presented in this chapter.  
Similarly, chapter 5 gives an overview of Smooth Particle Hydrodynamics (SPH), including the 
theoretical background of this method and also the review of the wide range of its applications. 
Chapter 6 presents a new method to simulate coupled deformation of brittle and ductile materials 
using combined DEM and SPH techniques. This chapter includes the results of the verification test for the 
new coupled method. Also, it presents the results of two applications in geoscience: a boudinage 
simulation, which is a geological application of this method and a hydraulic fracturing simulation, which is 
an industrial application of this method. 
Chapter 7 demonstrates the results of the DEM simulation of the full oblique boudinage process. 
Furthermore, the fracturing of the brittle layer with respect to the surrounding matrix material is discussed. 
In addition, the rotation of the boudin blocks with respect to the cohesion and the orientation of the brittle 
oblique layer are discussed as well.  
In chapter 8, full evolution of boudin structures developed during simple shear and sub-simple 
shear of an oblique competent layer in a ductile matrix are presented. On the one hand, the shapes and 
the rotation of the boudin blocks are studied. On the other hand, the influence of the cohesion and the dip 
of the oblique competent layer and the shear sense and the strain rate of the deformation are investigated. 
Furthermore, the comparison of the different structures developed during one stage deformation (e.g. pure 
shear, simple shear or sub-simple shear) and two stage deformation (pure shear + simple shear) is 
discussed. Moreover, strain analysis is calculated in order to compare the deformation of the boudinaged 
layer and the bulk deformation of the model. 
Finally, chapter 9 gives a final conclusion and outlook and chapter 10 gives the references for the 
entire dissertation. 
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2 Combined brittle-ductile deformation processes - state of art 
2.1 Introduction 
 
During brittle deformation, the rock deforms by fracturing. Brittle deformation mechanisms 
typically generate discontinuities by fracturing or frictional sliding. During ductile deformation, the rock 
‘flows’, as it accumulates permanent strain without macroscopically visible fracturing. Ductile deformation 
preserves continuity of originally continuous structures and layers. It is a scale-dependent deformation 
style which can be formed several deformation mechanisms, such as brittle micromechanisms (fracturing, 
frictional sliding or cataclastic flow), or plastic micromechanisms (dislocation creep, twinning or diffusion). 
(Paterson et al. 2005)   
 Combined brittle-ductile deformations are complex processes, when brittle fracturing of the rocks 
and ductile flow occurs simultaneously during one deformation process. There are many different types of 
combined brittle-ductile deformations for example boudinage, the formation of mullins, the deformation of 
stringers in salt, lava flow, glacier flow and hydraulic fracturing. In this study, boudinage and 
hydrofracturing are investigated in detail.  
 
Figure 2-1 Photograph of model profile showing ductile diapir entraining denser layers of loose sand, after 
Koyi (2001)   
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2.2 Boudinage 
 
Boudinage is the process when so-called ‘boudins’ develop during extension by systematic 
segmentation of pre-existing competent layers in an incompetent matrix. Competent and incompetent are 
only relative terms, competent meaning brittle with little tendency to yield by plastic flowage and 
incompetent meaning ductile with greater tendency to yield by plastic flowage. (Ramberg 1955). An 
example of boudin structures is shown in Figure 2-2. Boudin structures were first described by Ramsey in 
1866 in North Wales (Ramsay and Salter 1866). These kinds of structures were named by Lohest et al in 
1909. They introduced the term boudin for sausage-like structures bounded by quartz veins in Bastogne, 
Belgium. (Lohest 1909). Since then, the meaning of the term ‘boudin’ has changed, as nowadays it is used 
for extensional structures of competent layer embedded in an incompetent matrix. In contrast, the 
structures which develop during the shortening of competent layer in the incompetent matrix are called  as 
‘mullions’ (Urai et al. 2001). Mullins show similar characteristics (e.g. bedding-perpendicular quartz veins, 
cuspate-lobate geometry) as the boudins (Kenis and Sintubin 2007).  An example of a mullion structure 
can be seen in Figure 2-3. 
 
Figure 2-2 Pegmatite boudins in marble matrix (Naxos, Greece) 
 
Figure 2-3 Well developed mullions in psammite layer, near the village of Rouette, Belgium.                   
(Width of image is approximately 50 cm, after: Urai et al 2001.) 
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2.2.1 Formation of boudins 
Boudinage occur if there is a layer parallel component of the extension of a competent layer in an 
incompetent matrix. Ductile extension cannot keep pace with that of the incompetent matrix and the layer 
tends to pull apart into boudins (Twiss and Moores 2007). The mathematical analysis of  Ramberg (1955) 
showed that field measurements combined with data for tensile strength of rocks and their viscosity are 
sufficient to estimate pressure gradients and rate of flowage connected with the formation of boudins. 
According to Smith (1976), boudins and mullins are related to folding, the formation of these structural 
elements are caused by the same mechanism: a secondary flow driven by an interfacial discontinuity in 
normal stress. 
The length of the developed boudin block depends on the rheology of the incompetent matrix 
material and the parameters of the interface between the competent and incompetent materials. On the 
one hand, if there is constant shear stress along the interface (σs) and the stress field in the competent 
layer homogenous, the characteristic length (critical length,L*) of a boudin block in a section can be 
calculated according to Eq 2-1 , where T  is tensile strength and dl is the thickness of the competent layer 
(Mandl 2005). 
 
2
l
s
TdL 
    2-1 
On the other hand, in case of linear viscous matrix and linear viscous coupling on the interface the shear 
traction on the interface depends on the velocity gradient at the interface; therefore, the tensile stress in 
the competent layer depends on the square of the distance from the centre of the block.  So the critical 
length of a boudin block can be described as the following (Eq2-2), where α is shear traction parameter, 
dependent on the coupling of the interface and the strain rate of the matrix (Abe and Urai 2012, Ramberg 
1955).  
 
lL Td      2-2 
Furthermore, if the competent layer is between two relatively weak viscous layers under layer normal 
compression, the critical length of the developed boudin can be given by Eq. 2-3, where dl  and dm  are the 
thickness of the layer and the matrix respectively, η is the dynamic viscosity of the matrix and z  is the 
strain rate of the layer normal compression (Kidan and Cosgrove 1996, Ramberg 1955). 
 
1.5
m
l
z
dL d T 
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Pore pressure plays an important role in boudinage as it is necessary to generate open fractures 
(Griffith 1921, Hubbert and Rubey 1959, Rubey and Hubbert 1959, Secor 1965). Net tensional force can be 
achieved by high differential stresses, of the order of the overburden pressure. However, pore pressure can 
reduce the normal force with which surfaces are pressed together to carry the lithostatic load. Moderately 
low differential stresses can result to slow ductile deformations at depth which separate the surfaces. In a 
layered system during layer normal extension, net tensional force arises in the most competent layer as 
soon as pore pressure becomes equal to the least normal stress in the direction parallel to layering. An 
increase of the strain rate imposed on the system could have that effect; an increase of the pore pressure 
is another possible cause. (Van der Molen 1985b)  
22 | P a g e  
 
 
2.2.2 Classification 
 
Boudins are complex and highly variable 3D structures and so to be uniquely described requires a 
large number of quantifiable dimensional and angular parameters relating the structural elements. 
Therefore, Goscombe et al. (2004) worked out a suite of nomenclature for structural elements and 
geometric parameters that uniquely describes all possible boudin structures Figure 2-4.   
 
Figure 2-4 Nomenclature and symbols of boudin structural elements and geometric parameters. (a) 
Asymmetric types (example is domino boudins). (b) Sigmoidal-gash boudin (left), forked-gash boudin 
(right). (c) Symmetric types; torn boudins (top) and drawn boudins (bottom). Layer in (b) is for reference 
only, typically gash boudins are in foliation boudinage. Shear sense is dextral in all cases.                                        
(After Goscombe et al. (2004)) 
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Having analysed these structural elements, they also proposed a classification scheme according 
to boudin block geometry which can be related to kinematic classes by which boudinage occur. On the one 
hand, symmetrical types develop without slip. On the other hand, asymmetric types develop during either 
antithetic slip boudinage (domino types) or synthetic slip boudinage (shearband types). They also defined 
the typical end members of the different boudin types, such as shearband boudin, drawn boudins, torn 
boudins, gash boudins and domino boudins.   
 Figure 2-5 shows the different types of boudins according to boudin block geometry. 
 
Figure 2-5 Classification scheme, outlining the aspect of the boudin block. Schematic drawing illustrates a 
representative example from each type. Shading indicates where transitions exist between groups. 
Modified after Goscombe, et al. (2004) 
Drawn boudins have symmetric lenticular shapes and may be separated by tapering (tapering 
boudins) or connected by necking (necked boudins). Necked boudins have also been called as ‘pinch-and-
swell structures’. 
Torn boudins are rectangular bodies with sharp inter-boudin surfaces. They can be subdivided into 
straight-face and concave-face boudins. The shape of the boudin exterior can also change. Barrel-shaped 
boudins have straight face and concave exterior. In contrast, boudins with straight face and convex 
exterior are called as bone-type boudins. Boudins with concave-face and straight or convex exterior are 
called as fishmouth boudins. 
Domino boudin blocks have asymmetrical rhomboid shape, usually with angular edges. The inter 
boudin surface is either a discrete sharp surface (planar domino boudins) or filled with vein or host rock 
material (dilatational domino boudins).  
Gash boudins show similarities to domino boudins, but only develop in case of foliation 
boudinage. The boudin blocks have sigmoidal inter boudin surfaces, which could be smooth continuous 
curves (sygmoidal-gash boudins) or of angular geometry (forked-gash boudins) 
Shearband boudins are asymmetric with rounded rhomboid shapes. In some cases, the shape of 
the boudins is lenticular with tapering; and therefore, it shows similarities to drawn boudins.  They have 
also been referred as ‘asymmetrical pinch-and-swell structures’.  
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The actual shape of the boudin is not only affected by the kinematic parameters of the 
deformation, but also the competence contrast between the layer and the matrix. With higher competence 
contrast rectangular boudins develop with sharp ends, like torn boudins. As the competence contrast 
decreases, the boudin blocks become more rounded. While with smaller contrast pinch-and-swell 
structures develop. 
In several cases, the space between separated boudins is not completely filled by the 
incompetent host rock (matrix), but newly grown minerals (i.e., quartz, feldspars, biotite, calcite, etc.) have 
helped to fill out this space by forming veins (Ramberg 1955). The presence of vein is particularly 
determining in case of modified boudin structures, which are further deformed after the boudin blocks are 
separated(Goscombe, et al. 2004). For example, from an initial torn boudin structure with the inter-boudin 
vein infill, there is competence difference between the materials of the veins and the boudin blocks; 
therefore, the veins and boudins deform differently in case of further deformation. On the one hand; if the 
vein material is more competent than the boudins, bone-type boudins develop. On the other hand, if the 
vein material is less competent, bow-tie vein boudins form.  
Also, the pore pressure is an important factor in boudinage (Ohlmacher and Aydin 1997, Schenk, 
et al. 2007, Van der Molen 1985a, Van der Molen 1985b). Schenk et al. (2007) proposed that the 
progressive drop of pore pressure could prevent the separation of boudin blocks. Furthermore, pore 
pressure affects the mass transport and vein growth during boudinage (Van der Molen 1985a, Van der 
Molen 1985b). During the deformation, there is underpressure of the fluid and oversaturation of soluble 
components. The rate of mass-transfer increase once macroscopic fracture develops as layer-parallel 
stress becomes equal to pore pressure. The fracture aligns a site, where nucleation and growth can 
proceed. New material will be deposited as long as the narrow fracture is maintained; it does not have to 
open any further than initially. The rate of vein growth equals the rate of boudin separation and the vein 
growth is governed by a geometric and kinematic constraint: deposition occurs where surfaces move 
apart; there is no relation to pressure differences within the fluid. However, the localisation and 
orientation of macroscopic fractures are determined dynamically by the imposed rate of deformation and 
the flow and strength characteristics of the solids. 
Most boudins described in the literature show a cylindrical geometry. Wegmann (1932) found non-
cylindrical boudinage where boudins are separated by two distinct sets of fractures which are orthogonal 
to each other (Figure 2-6). He termed such boudins with rectangular plan-view chocolate-tablet structure 
(Zulauf et al. 2011a). These structures were analysed by (Zulauf, et al. 2011a) and found that they cannot 
develop inside a mechanically homogeneous competent layer in a flattening type of bulk deformation, but 
require at least two phases of extension under nearly plane strain conditions. Similar conclusions were 
presented by Marques et al. (2012), they found chocolate tablet boudins can be the result of two 
successive stages of deformation: buckling followed by stretching of competent sandstone layers, or 
buckling followed by rotation of reverse limbs into the extensional field of simple shear.  
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Figure 2-6 Chocolate tablet boudinage in the flysch sequence of alternating shale and greywacke in a 
Variscan foreland basin of SW Portugal, the Southwest Portugal Domain of the South Portuguese Terrane 
width of the image is approximately 8 m, after Zulauf, et al. (2011a) 
 
2.2.3 Analogue models 
 
Several analogue experiments have been performed to investigate the process of boudinage. Most 
of the analogue experiments modelled the full process of boudinage (Kobberger and Zulauf 1995, 
Marques, et al. 2012, Ramberg 1955, Zulauf, et al. 2011a, Zulauf et al. 2011b, Zulauf et al. 2011c). Only one 
of the experiments focuses on one specific part of the boudinage, such as the rotation of the blocks; 
therefore, this model used pre-cut boudin blocks (Mandal and Khan 1991).  
 Ramberg (1955) simulated first boudinage using modelling clay, cheese or plasticene as a 
competent layer which was between two layers of incompetent putty. He extended the layers horizontally 
by applying vertical compression to the model. It was found that in the more brittle competent layers 
(cheese and some types of plasticene) usually sharp-edged boudins developed; with less brittle 
plasticene, lenticular shaped boudins formed and if the competent layer was more ductile (e.g. wax-type 
modelling clay) pinch-and-swell structures developed.  
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Mandal and Khan (1991) focused on the rotation of the boudins. They assumed initial boudin 
segments, separated by systematic layer-oblique shear fractures, which can then rotate with separation or 
with interracial slip depending on their geometry. The thickness to length ratio of layer-segments and the 
orientation of fractures are the parameters control the rate of rotation versus rate of displacement of layer-
segments.   
Kobberger and Zulauf (1995) analysed boudinage under pure constrictional conditions. They filled 
a cylinder with plasticenes of different viscosities; and then tighten and consequently stretch the 
plasticene layers. They found that the thinner the competent layer is the higher the tendency to boudinage.   
 According to the analogue experiment of Marques, et al. (2012), the length of boudin blocks is 
affected by the strain rate of the deformation and the thickness of the competent layer.  
There have been many experimental studies to analyse the 3D structure of boudins. In the 
analogue experiment of Ghosh (1988), several types of boudin structures developed out of the competent 
gypsum plaster as the incompetent pitch below the plaster was allowed to flow in radial, uniaxial or biaxial 
direction. In case of radial extension and homogenous competent layer, there was no preferred orientation 
of fractures and shapes of the developed boudins were rounded or polygonal. If the competent layer was 
lineated; first lineation parallel, then lineation perpendicular fractures developed and chocolate tablet 
structure was formed. Similar structures was formed during unequal extension ( x y   ), the first 
generation of fractures developed normal to the greatest principal stress, then the second generation of 
fractures developed perpendicular to the first one,  independently from the orientation of the stress field. 
However, in the more realistic 3D analogue model of Zulauf, et al. (2011c) in which different types of  
plasticene with power law rheology, irregular shaped boudin developed. Similar results were found in 
another experiment of Zulauf, et al. (2011b), in which anhydrite layer was embedded in rock salt matrix. 
Nevertheless, the classical chocolate-tablet boudinage was not observed in either Zulauf model. Since 
chocolate-tablet boudinage cannot occur during a single phase deformation if both the matrix and layer 
are homogenous and isotropic, but it is a result of a subsequent polyphase deformation which is usually 
related to folding (Zulauf, et al. 2011a).  
 
2.2.4 Numerical models 
 
The numerical boudinage simulation can be sorted into two groups. The first group of models 
focuses on the fracturing of brittle layer (Bai and Pollard 2000a, Bai and Pollard 2000b, Bai et al. 2000, 
Iyer and Podladchikov 2009, Schöpfer et al. 2011). In these models, the initial geometry setup is a layered 
media, where there is a continuous competent layer in an incompetent matrix. The second group of the 
models focuses on the post-fracturing phase of boudinage. All of these models used pre-cut blocks in a 
ductile matrix (Kenis, et al. 2006, Maeder, et al. 2009, Passchier and Druguet 2002). Some of these 
models analyse the shape of an individual boudin block; therefore, these models consist of only one 
boudin block in an incompetent matrix material (Lloyd and Ferguson 1981, Treagus and Lan 2004) . 
 The fracturing models usually focus on the fracture spacing (Bai and Pollard 2000a, Bai and 
Pollard 2000b, Bai and Pollard 2000c, Bai, et al. 2000, Iyer and Podladchikov 2009, Schöpfer, et al. 2011).  
Bai and Pollard, analysed the stress state transition between two adjacent opening-mode fractures and 
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defined a critical value of fracture spacing to layer thickness ratio (approximately 1.0), which is influenced 
by the Young's moduli  and the  Poisson's ratios of the layers. According to their results, the normal stress 
acting perpendicular to the fractures changes from tensile to compressive, as the fracture spacing to layer 
thickness ratio changes from greater to smaller than the critical value (Bai and Pollard 2000b). Because of 
this stress state transition, the further infilling of fractures is prevented unless there are existing flaws or 
the fractures are driven by an internal fluid pressure or other mechanisms. In this way, for extensional 
fractures, the critical fracture spacing to layer thickness ratio defines a lower limit, which also defines the 
condition of fracture saturation. The critical value of the fracture spacing to layer thickness ratio is 
independent of the average strain of the fractured layer and it increases with increasing ratio of Young's 
modulus of the fractured layer to that of the neighbouring layers, with increasing Poisson's ratio of the 
fractured layer and with increasing overburden stress (depth); however, it decreases with increasing 
Poisson's ratio of the neighbouring layers (Bai and Pollard 2000b).  Furthermore, they also found that in 
layered rocks, fractures usually develop near the interfaces. The crack can propagate in the middle of the 
fractured layer, if its height is greater than the critical size, which decreases with increasing fracture 
spacing to layer thickness ratio (Bai and Pollard 2000a). They also found that if  the adjacent layers are 
thicker than 1.5 times the thickness of the fractured layer, the multilayer can be treated approximately as a 
system with infinitely thick top and bottom layers in terms of spacing at fracture saturation (Bai and 
Pollard 2000c). Iyer and Podladchikov (2009) presented 1-D finite difference linear elastic model which 
allows the formation of joints within the middle layer in a three-layer rock series. These joints are induced 
by a strain mismatch between the fractured central layer and the surrounding matrix. In these models, the 
central layer is not welded to the matrix layers and is allowed to slip along the interfaces, between these 
layers if the shear strength of the material at the interface is reached.  According to their results, the final 
fracture spacing to layer thickness ratio (S/Tf ) in such layered systems is directly proportional to the ratio 
of the tensile and shear strength of the material (T/τ). Schöpfer and his group (Schöpfer, et al. 2011) used 
2-D discrete element model of a layered medium. They found that at low (T/τ) ratios (ca. <3.0), interfacial 
slip is suppressed and the heterogeneous 2-D stress distribution within fracture-bound blocks controls the 
nucleation of further fracture.  
Some models described the rotation of the boudin blocks models assuming an initial fractured 
brittle layer and separation of the fragments. Passchier and Druguet simulated asymmetric boudinage 
using 2D finite different method (Passchier and Druguet 2002). They used separated boudin segments as 
initial setup. According to their model, the sense of slip (synthetic/antithetic) is determined by the angle of 
the interboudin zone with the boudin surface. Furthermore, the length/width ratio of the segment and the 
viscosity ratio between the matrix and the brittle layer influence the magnitude of the offset along the neck 
regions, but not the sense of the slip. 
Other models simulated a wide variety of shapes of the individual boudin segments. Maeder et al. 
used finite element modelling to simulate structures with several shapes such as bone-, bulging, 
shortened bone-boudins and their asymmetric equivalents such as domino- and shearband-boudin 
geometry by varying the viscosity of the ductile matrix and the kinematic vorticity number of flow (Maeder, 
et al. 2009). Treagus and Lan also used finite element models to analyse square objects with linear and 
non-linear rheology (power law stress exponent n= 1, 3 or 10) (Treagus and Lan 2004). Their results show 
that competent objects with viscosity ratio of layer to matrix (m) of 2–20 become barrel shaped, showing 
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concave ‘fish mouth’ shortened edges. Incompetent objects (m<1) show a narrower variety of shapes with 
m, all becoming smoothed to bone, dumb-bell or lobate shapes and losing the original corners.  Lloyd and 
Ferguson (1981) simulated the infill of intra boudin gaps and the evolution of rectangular or barrel shaped 
boudins using elastic- plastic finite element method (PFEM). 
Kenis et al. simulated mullion structures using viscoplastic material with a volume constant 
steady state power-law creep rheology (Kenis, et al. 2006, Kenis et al. 2005, Kenis et al. 2004). A 
parameter study was performed in order to analyse the influence of the different factors on the shape of 
the mullins (Kenis, et al. 2004) and also to analyse the evolution of bone-shaped structures (Kenis, et al. 
2006). It was found that degree of shortening and the power low exponent are important parameters to 
control the shape of the mullions; however, the competence contrast between the deformed layer and the 
matrix and also the initial dimension of the deformed layer has relatively no influence.   
All the models described above simulated only one part of the boudinage process. However, Abe 
and Urai (Abe and Urai 2012) presented a numerical model for the full boudinage process using 2D 
discrete element method, which described the process from the brittle failure through the separation of 
boudins to post-fracture movements (e.g. rotation) of the fragments. This model further was developed 
further and used to  analysed the fracture patterns in non-plane strain boudinage using 3D DEM models 
(Abe et al. 2013) and their results show that the fracture orientation distribution is closely connected to the 
ratio of the two layer parallel extension rates. 
 
Figure 2-7 Evolution of boudinage in a model using a Mohr-Coulomb frictional matrix material. Light gray, 
matrix material; dark gray, competent layer (brittle). The red layers are passive markers showing the 
material flow within the matrix. The snapshots show the model in the initial configuration (top), after 3% 
horizontal extension (middle) and 20% extension (bottom). (Abe and Urai 2012) 
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2.3 Hydraulic fracturing 
 
Hydraulic fracturing is the process when fractures are generated in a rock due to increased fluid 
pressure. It can also occur spontaneously in the nature (Engelder and Lacazette 1990, Kesserü 1991). 
Hydraulic fracturing is an important process in the petroleum industry. It was first introduced by 
the Dow Chemical Company in the 1930s as they found that increased fluid pressures in the borehole can 
be used to crack and deform the rock (Grebe and Stoesser 1935). The first hydraulic fracturing experiment 
to enhance well production was performed in Kansas in 1947 in the Hugoton gas field by Stanolind Oil and 
Gas Corporation (Clark 1949). However, the patent on this process was issued and an exclusive license 
was granted to the Halliburton Oil Well Cementing Company in 1949. Halliburton performed the first two 
commercial hydraulic fracturing treatments in Stephens County, Oklahoma and Archer County, Texas. 
Since then, the technique of hydraulic fracturing has become a routine procedure in the petroleum 
industry. According to the Society of Petroleum Engineering, approximately 2.5 million hydraulic fracturing 
treatments have been performed on oil and gas wells worldwide, more than one million of them in the 
United States (King 2012). 
Nowadays, hydraulic fracturing is an extensively used technique in the petroleum industry to 
enhance the productivity of oil and gas wells and thousands of treatments are performed every year in very 
different types of geological settings. For instance, hydraulic fracturing is routinely applied in tight gas 
reservoirs, naturally fractured reservoirs; ‘‘soft’’ coal beds for methane extraction; geometrically complex 
structures such as lenticular formations and weakly consolidated offshore sediments such as in the Gulf of 
Mexico (Adachi, et al. 2007).  
 
2.3.1 The technique of hydraulic fracturing 
 
The typical hydraulic fracturing treatment is described by Adachi, et al. (2007) as the following. 
First, an initial path is created, which is usually achieved by perforating the casing and creating finger-like 
holes or weak points in the hydrocarbon containing formation. Then, viscous fluid is injected into the 
borehole, inducing a steep rise in the pressure which leads to the initiation of a fracture at the perforated 
interval. Initially, usually clean fluid is injected and at a later stage proppant as a suspension or slurry is 
pumped into the wellbore. After the injection stopped, leak-off of the residual fracturing fluid into the 
porous reservoir allows the fracture surfaces to close onto the proppant pack under the action of the far-
field compressive stresses. As a result, a conductive packed conduit is generated. Finally, the efficient 
clean-up of the viscous fracturing fluid out of the fracture has to be considered in order to allow the flow of 
oil and/or gas productively and also to avoid the flow-back of proppant and host rock material into the 
wellbore. 
There are three different hydraulic fracturing concepts depending on rock, formation and fluid 
properties (Reinicke, et al. 2010); such as hydraulic proppant fracturing, water fracturing and hybrid 
fracturing.  
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In case of hydraulic proppant fracturing, highly viscous gels with high proppant concentrations are 
used to create highly conductive, but relatively short fractures in a permeable reservoir with a porous 
matrix. Hydraulic proppant fracturing treatment is usually applied in reservoirs, where the permeability is 
medium or high (10-1000 mD). 
 In case of water fracturing, ”self-propped fracs’’or‘‘waterfracs’’, water containing friction-reducing 
chemicals with added low concentration proppant is used as an injected fluid in order  to generate long 
and narrow fractures. The hydraulic proppant fracturing concept is mainly applied in geothermal Hot Dry 
Rock reservoirs in order to connect two wells in a tight hard rock such as granite (Baria et al. 1999). The 
water fracturing is only applicable, if the rock has self-propping potential, as it is able to maintain 
unpropped fracture conductivity. Therefore, its application is limited to low permeability reservoirs (< 1 mD) 
(Britt et al. 2006, Fredd et al. 2000, Mayerhofer and Meehan 1998).   
 
 
Figure 2-8 Hydraulic fracture generation in a reservoir. Different fracture characteristics are generated 
depending on the type of fracking agent, after: Reinicke, et al. (2010) 
Hybrid fracturing or “hybrid fracs” features the advantages of both hydraulic proppant fracturing 
and water fracturing concepts by combining an initial water phase to generate the fracture geometry and 
then a cross linked gel treatment is applied to carry the proppant load to the far end of the induced 
fracture. As a result of hybrid fracturing, the fractures are significantly longer and also the effective 
propped fracture length is higher than as a result of hydraulic proppant fracturing. 
The pressure which is needed to generate hydraulic fractures can be determined for leak-of tests 
(Zoback 2007). Figure 2-9 shows a schematic pressure–time history during extended leak-off tests 
(Gaarenstroom et al. 1993). The pumping rate into the well is constant. Therefore, the pressure increases 
linearly with time as the volume of the wellbore is fixed.  
a) Hydraulic Proppant Fracturing 
Wide but short fractures 
b) Water Fracturing
Small but long fractures
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Figure 2-9  A schematic extended leak-off test showing pressure as a function of volume, or equivalently 
time if the flow rate is constant. Modified after Gaarenstroom, et al. 1993  
At the pressure at which the formation starts taking fluid there is a deviation from a linear increase 
of wellbore pressure with time (referred to as the leak-off point, LOP) a hydraulic fracture form, since there 
cannot be a noticeable decrease in the rate of wellbore pressurization unless there is a significant increase 
in the volume of the system into which the injection is occurring. This means that the pressure in the 
wellbore must be sufficient to propagate the fracture far enough from the wellbore to increase system 
volume enough to affect the rate of wellbore pressurization. Therefore, there must be a hydraulic fracture 
propagating away from the wellbore, perpendicular to the least principal stress in the near-wellbore 
region, once there is a noticeable change in the pressurization rate. Thus, the leak-off point is 
approximately equal to the least principal stress; although, the wellbore pressure may also reflect some 
near-wellbore resistance to fracture propagation.  (Gaarenstroom, et al. 1993, Zoback 2007) 
In case of limit test (LT), or formation integrity test (FIT), the leak-off point is not reached. However, 
these tests merely indicate that at the maximum pressure achieved, the fluid pressure did not propagate 
away from the wellbore wall, either because the maximum wellbore pressure did not exceed the least 
principal stress or was not sufficient to initiate a fracture of the wellbore wall in the case of an open-hole 
test.  
In case of leak-off tests, the peak pressure reached is termed the formation breakdown pressure 
(FBP) and represents the pressure at which unstable fracture propagation away from a wellbore occurs 
(fluid flows into the fracture faster from the wellbore than the pump supplies it; hence the pressure drops). 
If there is pumping continuously at a constant rate, the pumping pressure will drop after the breakdown 
pressure to a relatively constant value called the fracture propagation pressure (FPP). This is the pressure 
associated with propagating the fracture away from the well. In the absence of appreciable near-wellbore 
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resistance mentioned above (i.e. if the flow rate and fluid viscosity are low enough), the fracture 
propagation pressure is very close to the least principal stress (e.g. Hickman and Zoback, 1983) 
After stopping pumping, the instantaneous shut-in pressure (ISIP) is measured, as any pressure 
associated with friction due to viscous pressure losses disappears (Haimson and Fairhurst 1967). If a 
viscous fracturing fluid is used, or a fracturing fluid with suspended proppant, fracture propagation 
pressure will increase due to large friction losses. In these cases the fracture closure pressure (FCP) is 
calculated which is approximately equal to the least principal stress than the fracture propagation 
pressure.  The fracture closure pressure can be determined by plotting pressure as a function of time and 
detecting a change in linearity of the pressure decay (Nolte and Economides 1989). 
 
2.3.2 Theoretical models of hydraulic fracturing 
 
The first hydraulic fracturing models were presented in 1949. One of the basic models is the PKN 
model which was developed by Perkins and Kern (1961)and extended by Nordgren (1970)  Another basic 
model is the KGD model developed by Khristianovic and Zheltov (1955)  and Geertsma and De Klerk (1969) 
independently. A third basic model is the radial model introduced by (Sneddon 1946). The PKB model is 
suitable to simulate long fractures of limited height and elliptical vertical cross-section. In contrast, the 
KGD model is applicable for width calculation with infinite height and is used for short fractures where 
plane strain assumptions are applicable to horizontal sections. Furthermore, the radial model is suitable 
to model homogeneous reservoir conditions where the injection region is practically a point. These models 
present the basis of most of the hydraulic fracturing simulations.   
 
 
 
 
 
 
 
 
 
Figure 2-10 Schematic drawing of the three basic fracture geometry of hydraulic fracturing                                   
a) PKN model, b) KGD model, c) radial fracture model (after Adachi, et al.( 2007)) 
a) 
b) 
c)
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2.3.3 Numerical simulation of hydraulic fracturing 
The hydraulic fracturing is a complex process involving the following steps (Adachi, et al. 2007, 
Chen 2012): 
1. Fracturing of the rock of the induced by the pressure of the fluid 
2. Flow of the fluid within the fracture 
3. Propagation of the fracture 
4. Leak-off of fluid form the fracture into the rock formation.   
Therefore, in order to be able to simulate the full process of hydraulic fracturing, the following 
equations are supposed to be considered (Bunger and Detournay 2008, Bunger, et al. 2005, Chen 2012, 
Khristianovic and Zheltov 1955): 
1.  Elasticity equations to determine the relationship between the fracture opening and the 
fluid pressure. 
2. Non-linear partial differential equations for fluid flow to relate the fluid flow in the fracture 
to the fracture opening and the fluid pressure gradient. 
3. Fracture propagation criterion (usually given by assuming linear elastic fracture 
mechanics is valid) that allows for quasi-static fracture growth.  
4. Diffusion of fracturing fluid into the host rock. 
The first numerical models of hydraulic fracturing are pseudo-3D (P3D) models, which were 
developed in the 1980s (Settari and Cleary 1982, Settari and Cleary 1984, Simonson et al. 1978). These P3D 
models assumed homogeneous elastic properties of the reservoirs and the length of the fracture is much 
greater than the height. Since then, the hydraulic fracturing models have been improved significantly by 
the development of 2D and 3D numerical simulation technique (Adachi, et al. 2007, Akulich and Zvyagin 
2008, Bunger, et al. 2005, Chen 2012, Pak and Chan 2008, Reinicke, et al. 2010). Recent simulations are 
able to describe non-planar hydraulic fracture growth in heterogeneous reservoirs (Geilikman et al. 2013, 
Xu and Wong 2013).   
Most of the hydraulic fracturing models using continuum methods, such as boundary element 
method (BEM) (Akulich and Zvyagin 2008, Behnia, et al. 2011) or finite element method (FEM) (Chen 2012, 
Pak and Chan 2008, Wang et al. 2009). These methods have limitations to model discontinuous media, 
since they are not suitable to simulate realistic brittle failure. One other problem is that these models do 
not always show good agreement with the recorded seismicity data around the borehole (Rutledge et al. 
1998). One reason for this is that the models assume tensile fracture growth as it was suggested by the 
theory (Haimson 1978, Hubbert and Willis 1957, Mizuta et al. 1987). However, usually shear-type seismic 
events are recorded (Ishida 2001). The other reason is that the propagation of the hydraulic fractures is not 
symmetrical around the borehole.  One option to fix these problems is the use of particle based models. 
There are models which using discrete element modelling (DEM) approach; although, in those models, 
only the solid rock is simulated by particles; the fluid is described using fluid flow algorithms (Al-Busaidi 
et al. 2005, Shimizu et al. 2011).  
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3 Rheology of rocks under brittle and ductile deformations 
 
The rheology of the ductile material plays an important role of the combined brittle-ductile 
deformation processes.  There are several rheological models which describe the ductile flow of the rocks. 
These models quantify the relationship between the stress and strain.  This chapter gives a brief overview 
of the different materials, deformation types and rheological models.  
Rheology is the study of time dependent relation between stress and strain behaviour(Jaeger et al. 
2009). The concept of stress was introduced by Cauhy in 1823.  In order to define stress, he used the 
concept traction, which is the force per unit area. The traction (T(x,n)) at a point (x) on a plane whose 
outward normal unit vector is n can be defined by  
where F is the differential resultant force acting on the infinitesimal area A. The stress concept allows all 
possible traction vectors at a point to be represented by a single mathematical entity that does not 
explicitly depend on the unit normal of any particular plane. Thus, the traction vector on the plane whose 
outward normal unit vector is n can be rewritten as  
where   denotes the stress tensor. The stress tensor is a second order tensor. (Jaeger, et al. 2009) 
The diagonal components represent the normal stresses and the off-diagonal components represent the 
shear stresses. If the forces are balanced, xy = yx  , a xz = yz  and yz = zy   and it is symmetrical. 
Therefore, by calculating its eigenvectors, it is possible to transform into a diagonal matrix. The 
components of the diagonal matrix describe the principal stresses at a point, 1  being the maximum, 2  
being the intermediate and 3 being the least principle stress. 
The concept of strain can be described using the term displacement. Displacement vector ( u ) of a 
given point of the rock is the difference between the initial position ( 0x ) and the actual position x of that 
point.  
In the event that the relative displacements of all parts of the rock are small, the strain can also be 
represented by a second-order tensor called the infinitesimal strain tensor, which can be written the 
spatial derivative of the displacement.  
  
0
1, lim
dA
T x n dF
dA
  ( 3-1 ) 
 T n  ( 3-2 ) 
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0 0
0 0
0 0
xx xy xz
yx yy yz
zx zy zz
   
    
   
               
 ( 3-3 ) 
 0u x x   ( 3-4 ) 
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Similarly to the stress tensor, the diagonal components represent the normal strains and the off-diagonal 
components represent the shear strains. (Jaeger, et al. 2009) 
Another important property is the strain rate which describes the rate of the deformation. The 
strain rate is the time derivative of the strain tensor(Landau and Lifshitz 1987). 
 
 
Figure 3-1 Elastic, viscous and plastic deformation illustrated by mechanical analogues, stress-strain (rate) 
curves and strain history curves (right), after: Fossen (2010) 
In linear elastic materials, according to the Hooke’s law (Eq. 3-7 ), the stress ( ) is linearly 
proportional to the strain ( ) through the Young’s modulus (or elastic stiffness, E ) as it is shown in 
Equation 3-7. (e.g. Landau et al, 1986). The elastic strain is recoverable, since during deformations, the 
atomic bonds stretch rather than break.  
 E   ( 3-7 ) 
   dux
d x
   ( 3-5 ) 
   dx
dt
    ( 3-6 ) 
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In perfectly viscous materials, the stress is linearly proportional to the strain rate ( ) through the 
dynamic viscosity constant (  ) (Eq 3-8) (e.g.Landau and Lifshitz 1987). 
     ( 3-8 ) 
These materials also called as Newtonian fluids. However, only fluids are truly viscous; therefore, in 
geology only magma, some types of salts and overpressured (fluidized) mud can be described as linear 
viscous materials. The deformation of hot rocks can be better characterised with non-linear viscous 
behaviour, which means that the relationship between the stress and the strain rate is not linear in these 
rocks (Weijermars and Schmeling 1986).  
In layered media the relative viscosity and competency are important parameters. Competency is 
the resistance of layers to flow. It is a qualitative term, which describes whether a layer is stiffer or more 
viscous than its surrounding. If there is a competency contrast between the layers, boudin or mullion 
structures can develop due to layer-parallel extension or shortening (Twiss and Moores 2007). 
The flow of solid rock can be described by plastic deformation. During plastic deformation the 
shape of the rock changes permanently without any rupture.  The plastic strain is accumulated by a 
sustained stress beyond the yield stress (elastic limit) of the material. Plastic deformation mechanisms are 
dislocation creep, twinning and diffusion. The plastic flow of a rock can be described by the power-law 
equation (Eq. 3-9)(Carter et al. 1993).  
 Qn RTA e 

  ( 3-9 ) 
where A and n are constants, R is the universal gas constant, T is the absolute temperature, Q is the 
activation energy,  
 
Figure 3-2 Stress vs. strain curve for elastic-plastic material with hardening, softening and no 
hardening/softening properties, after Fossen (2010) 
Usually rocks are not perfectly plastic materials, since strain rate usually affect the stress level.  In 
some cases, more stress is needed to maintain a given strain rate. This effect is called as strain hardening 
and is related to atomic scale dislocations. If the material keeps deforming without any increase of stress, 
the deformation is called creep; in addition if the strain rate is constant, then the deformation is called as 
steady-state flow. In other cases, when less stress is needed to maintain the strain rate, the process is 
called as strain softening, which can be the result of grain size reduction, recrystallization or the increase 
of temperature. (Jaeger, et al. 2009). 
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However, natural rocks are usually rheologically complex. Therefore, the deformation of these 
rocks can be approximated by different material models using the combination of the three basic 
deformations, such as elastic-plastic model, viscoplastic model or viscoelastic model. 
 
Figure 3-3 Combinations of elastic, viscous and plastic deformation illustrated by mechanical analogues 
(left), stress-strain (rate) curves and strain history curves (right). Perfect elastic deformation is represented 
by a spring, while a box with basal friction represents perfect plastic deformation. Perfect viscous 
deformation is represented by a dashpot. YP=yield point. After Fossen (2010) 
In elastic-plastic or Prandtl materials, the stress and the elastic strain increase until they reaches 
the yield point, when the material starts to deform as plastic material.  Viscoplastic or Bingham material 
flows as a perfectly viscous material; however, only beyond a certain yield stress. There are two types of 
viscoelastic materials. On the one hand, in Kelvin materials, the deformation is reversible; however, the 
accumulation and the recovery of the strain are delayed. This type of deformation is time dependent and 
can be described by equation 3-10.   
 E       ( 3-10 ) 
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On the other hand, in Maxwell materials, the short-term reaction to stress is elastic, while the long-term 
reaction is viscous, according to the following equation (Eq 3-11).  
 
E
     ( 3-11 ) 
The rheology of the brittle rock is also an important factor during combined brittle-ductile 
deformations. Brittle rock deforms by fracturing once its rupture strength is reached. During brittle 
fracturing, grains are crushed and reorganized and strain (displacement) becomes more localized.  
In the field of fracture mechanics it is common to classify the displacement field of fractures or 
cracks into three different modes as it is shown in Figure 3-4 . Mode I is the opening or tensile mode where 
displacement is normal to the walls of the crack. Mode II represents slip (shear) normal to the edge and 
Mode III, slip parallel to the edge of the crack. Mode II and III occur along different parts of the same shear 
fracture. Combinations of shear (Mode II or III) fractures and tension (Mode I) fractures are called hybrid 
fractures or hybrid cracks (Twiss and Moores 2007).  
 
 
Figure 3-4 Three different modes of fractures, after Fossen, 2010 
The different fracture styles and modes can be related to different stress conditions and it can be 
presented in the Mohr space (shear stress S  vs.  normal stress N )  as it is shown in Figure 3-5. In this 
space, the possible stress states acting on the plane represented by a given point are described by a 
circle, called as the Mohr circle.  The equation of the Mohr circle can be given as the following (Twiss and 
Moores 2007): 
 
2 2
21 3 1 3
2 2N S
                    3-12 
where 1  is the maximum and 3  is the minimum principal stress.   
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Tensile and hybrid fractures can be characterised by the Griffith’s failure criterion (Griffith 1921):  
 2 24 4 0S NT T       3-13 
where T is the tensile strength of the rock. Shear fractures can be described by the Mohr- Coulomb’s or 
Coulomb’s failure criterion:  
 tanS N NC C           3-14 
where C is the cohesive strength  or cohesion ,   is the angle of internal friction and μ=tan  is the friction 
coefficient of the rock. In the combined Griffith-Coulomb criterion, the cohesion of the rock is 
approximated as twice its tensile strength (C=2T ) (Brace 1960).  
The ductile regime can be approximated by a constant shear stress criterion (horizontal envelope), known 
as the von Mises criterion (σs=const) (Mises 1913). 
   
Figure 3-5 Three different fracture criteria combined in Mohr space. Different styles of fracturing are related 
to confining pressure: a) Tensile fracture, b) hybrid or mixed-mode fracture, c) shear fracture, d) semi-
ductile shear bands, e) plastic deformation , after Fossen, 2010 
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3.1 Boudinage 
 
The rheology of boudinage has been extensively studied. Ramberg (1955) described the 
deformation of the incompetent layer as viscous flow.  He also noted that the shape of the boudins 
depends on the viscosity contrast of the different layers. According to Smith (1977), boudins cannot 
develop in Newtonian materials. 
In the nature, boudinage usually occurs in metamorphic rocks. Ramberg observed boudin 
structures enclosed in quartz-feldspar gneisses and mica schist. For example, several boudin developed 
along the coast of Norway, in the Western Gneiss Region (Labrousse et al. 2002, Ramberg 1955).  The 
rheological behaviour of the different minerals of the gneiss can be described by the power law equation 
(Terry and Heidelbach 2006). In Naxos, there are exceptional boudin structures in marble (Schenk, et al. 
2007). Schmid et al. (1980) investigated the Carrara marble in different stress regimes. It was reported that 
the under high differential stress (>1000 bar), the relationship between stress and strain rate is 
exponential, while under lower differential stress (<1000 bar), the relationship fallows the power law 
(Eq.3-9); although, below 200 bar the stress exponent (n) decreases significantly.  Kenis, et al. (2005) 
analysed the mullion structures of the Ardenne–Eifel slate belt developed in low grade metamorphosed 
siliciclastic rocks, which are found to have Newtonian viscous rheology. 
In analogue models different materials were used to approximate the ductile matrix material. 
Ramberg used putty to simulate the incompetent material. According to Dixon and Summers  (1986) the 
rheology of silicone putty can be described as Bingham material with a   viscosity of about 1.8 x 10-4 Pa s at 
18 °C, at strain rates above 10 s-1.  Kobberger and Zulauf (1995) used two different types of plasticene  to 
simulate boudinage. The rheology of these materials follows the power law and the apparent viscosity (at 5 
% strain and a strain rate of 8·10-3 s-1) is 2.17·1o6 Pa s for the competent layer while 2.34· lo5 Pa s for the 
incompetent matrix. Schöpfer and Zulauf (2002)simulated plasticene boudins in the mixture of oil and 
plasticene with the viscosity of about 106 Pa s depending on the oil content. They found that this matrix 
material behaves as perfectly visco-elastic material and follows the Maxwell model. According to their 
experience, in strongly non-Newtonian materials boudins form if the viscosity contrasts of approximately 
2.0–2.5, while if the viscosity contrasts is approximately 1.5, pinch-and-swell structures develop. Other 
material, which is used in analogue boudinage models as a ductile matrix material is for example honey, 
with a viscosity of about 10-20 Pa s (Kettermann 2009),  Polydimethylsiloxane (PDMS) (Victor and Moretti 
2006), with a viscosity of about 10-2 to 0.15 Pa s (Weijermars 1986) or wax, with a viscosity of about 108  
(Neurath and Smith 1982). In conclusion, it is showed that the viscosity values used in analogue models 
have wide ranges. 
In the existing numerical models, the ductile material is simulated in many different ways.  Lloyd 
and Ferguson (1981) applied elastic- plastic finite element method (PFEM) to model boudinage. Mandal et 
al. (2000) used Newtonian viscous rheology to model the incompetent material during boudinage. 
Passchier and Druguet (2002) applied elasto-viscous material with a viscosity of 1019 Pa s for matrix and 
1020 Pa s for the layer in boudinage simulations.  Kenis and her group simulated mullion structures using 
viscoplastic material with a volume constant steady state power-law creep rheology (Kenis, et al. 2006, 
Kenis, et al. 2005, Kenis, et al. 2004). Maeder, et al. (2009) used both Newtonian and non-Newtonian fluid 
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by varying the stress exponent of the power law for the matrix material; however, they found only minor 
effect of the increase of the stress exponent on the shape of the boudins. Arslan et al. (2008) applied 
viscoelastic (Maxwell) model with the viscosity of 1019 Pa s to simulate boudinage. Abe and his group 
simulated boudinage using quasi-viscous material which has similar behaviour to Bingham plasticity (Abe 
and Urai 2012, Abe, et al. 2013). 
 
 
3.2 Pinch-and-swell structures 
 
The evolution of pinch-and-swell structures is largely affected the rheology of the layers.  
According theoretical analyses based on continuum fluid dynamics resulted that these structures cannot 
develop in Newtonian materials with linear viscous rheology, but only in rocks with non-linear viscous 
rheology  (Emerman and Turcotte 1984, Smith 1976, Smith 1977). Furthermore, Schmalholz et al. (2008) 
demonstrated that high viscosity ratio (R>20) between the matrix and the layer, high stress exponent (n>10) 
and also high strain (ε>200%) are necessary for the formation of pinch-and-swell structures. However, at 
low temperatures, in viscoplastic layers with power law flow and von Mises yield stress, pinch-and-swell 
structures can develop in case of smaller  viscosity contrast (R≈10-20)(Schmalholz and Maeder 2012).  
Still, according to the experiment of Schöpfer and Zulauf (2002) in strongly non-Newtonian materials 
pinch-and-swell structures develop with small viscosity ratio (R≈1.5). 
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3.3 Hydrofracturing  
 
In the hydraulic fracturing simulations, the viscosity of injected fluid plays an important role, as it 
controls the width and the length of the fractures (Perkins and Kern 1961). Highly viscous gel proppant is 
used to generate wide but short fractures, whereas low viscosity injection fluid is used to generate small 
but long fractures (Reinicke, et al. 2010). 
Most of the simulations assume Newtonian viscous rheology. The value of the viscosity used in 
simulation varies in wide range as it is shown in Table 3-1. Many studies used the viscosity of the water (10-
3 Pa s) as a viscosity parameter for the injected fluid. Other studies used higher viscosity (0.08-1.49 Pa s, 
which is approximately in the range of different type of oils.  Moreover, extremely high viscosity value (108 
Pa s) was also used (Shimizu, et al. 2011), which is about the viscosity of pitch or resin. Some of 
theoretical studies consider both Newtonian and power-law fluid (Lenoach 1995, Perkins and Kern 1961). 
However, polymer gels, such as Hydroxypropylguar (HPG) polymer gel can be characterised by power-law 
rheology (Adachi, et al. 2007).  
 
Table 3-1  A comparison of viscosity parameters in numerical simulations of hydraulic fracturing 
Nr Rheology Viscosity [Pa s] Source Comment 
1 Newtonian 10-3 (Desroches et al. 1994)  
2 Newtonian 0.1 (Lenoach 1995)  
3 Newtonian 10-4 (Sasaki 1998)  
4 Newtonian 130 (Carter, et al. 2000)  
5 Newtonian 10-3 (Ishida et al. 2004) Water 
6 Newtonian 0.08 (Ishida, et al. 2004) Transmission oil
7 Newtonian 10-3 (Al-Busaidi, et al. 2005) Water 
8 Power-law 
n=0.94 (exponent)
K=2.39Pa sn  
(consistency index) 
(Adachi, et al. 2007) 
Hydroxypropylguar  
(HPG) polymer gel 
9 Newtonian 8.53·10-7 (Akulich and Zvyagin 2008)  
10 Newtonian 10-3 (Pak and Chan 2008) Water 
11 Newtonian 1.49 (Pak and Chan 2008) Proppant 
12 Newtonian 10-4 (Shimizu, et al. 2011) Low viscosity fluid
13 Newtonian 108 (Shimizu, et al. 2011) High viscosity fluid
14 Newtonian 5 (Chen 2012)  
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4 Overview of the Discrete Element Method (DEM)  
4.1 Introduction 
Discrete element method (DEM), also called as distinct element method, is a mesh-free method for 
computing the motion of a large number of particles of micron-scale size and above. Today, DEM is widely 
accepted as an effective method of addressing engineering problems in granular and discontinuous 
materials, especially in granular flows, powder mechanics and rock mechanics and also has been proven 
very successful in the simulation of elastic, brittle and frictional material behaviour (Abe et al. 2002, Abe et 
al. 2010, Mora and Place 1994, Morgan 1999a, Schöpfer et al. 2007a, Schöpfer et al. 2007b, Weatherley 
2011).   
DEM is a Lagrangian approach, which means that calculate quantities at points are fixed to the 
material, i.e. the calculation points are moving through space. The material is represented by rigid 
particles, which interact with their nearest neighbours by free elastic, brittle-elastic ‘bonded’ or frictional 
forces and the motion of the particles is calculated by updating the velocities of each particles from the 
sum of the forces exerted on that particle using Newton's law.  
 
Figure 4-1 Example of snapshots of 3D DEM simulations of grain fracture in granular shear: on the left the 
initial geometry setup is plotted, on the right the final result of the simulation is shown, after  Abe and Mair 
(2005) 
Although, a DEM model is a particle based system, it can be transferred into a corresponding 
continuum system by use of proper averaging procedure (Zhu et al. 2007). The advantage of this 
transformation is that in this way the stress tensor can be calculated. For example, the average stress can 
be expressed in terms of the external forces acting at the boundary points of the assembly (Drescher and 
De Josselin de Jong 1972).  Another way to calculate the stress tensor is to express individual contact 
forces within the assembly of particles (Christoffersen et al. 1981, Kanatani 1981, Rothenburg and 
Selvadurai 1981). More complex expressions of stress and the micro-mechanical definition of couple stress 
have also been considered in some studies (Lätzel et al. 2000, Lätzel et al. 2001, Oda and Iwashita 1999, 
Tordesillas and Walsh 2002). 
46 | P a g e  
 
 
4.2 Formulation of DEM 
 
One version of DEM  is the lattice solid model, which was presented by Mora and Place (1994). In 
this model, the material is represented by rigid spherical particles. The particles are characterised by a 
radius (r), a mass (m), a position vector (x) and a velocity vector (v).  The particles interact with their 
nearest neighbour by free elastic or frictional forces, or by bonded interactions.  
The elastic force between particle i and particle j is calculated as the following: 
 
 ( ) ijij ij i j ij i j
ij i j
k r r r r r r
r r r
       
elastic
ij
e
F
0
 4-1 
where kij is the elastic stiffness for the interaction between particle i and particle j, rij is the actual distance 
between particle i and particle j as it is illustrated in Figure 4-2 and eij is the unit vector in the direction of 
interaction.  
 
Figure 4-2 Illustration of elastic force between free particles 
In the frictional interaction, both static deformation at frictional contacts and dynamic frictional 
sliding are simulated. First, when two particles are in touch, a shear spring is created at the contact point. 
Forces from surrounding particles will cause the two particles to commence sliding past one-another with 
the shear spring resisting the motion. When the shear force exceeds the normal force multiplied by the 
coefficient of friction, dynamic sliding commences as the maximum shear force is governed by the normal 
force and the friction coefficient.  The dynamic frictional force between particle i and particle j is given as 
the following (Place and Mora 1999): 
 nijF friction Tij ijF e  4-2
where μ is the dynamic frictional coefficient between the particles, 
n
ijF  is the magnitude of the normal 
force and 
T
ije is the unit vector in the direction of the relative tangential velocity between the particles as it 
is shown in Figure 4-3.  
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Figure 4-3 Illustration of  frictional force between free particles, after  Abe, et al. (2010) 
The particles can be bonded together by springs, as it is shown in Figure 4-4. In this case, the force 
between the particles can be attractive or repulsive depending on whether their distance is higher or lower 
than the equilibrium distance (r0)ij. The bond is broken if the distance between the particles exceeds the 
threshold breaking distance (rbreak)ij. The bonded force is given as the following:  
 
    
 
0 ijij ij ij breakij ij
ij break ij
k r r r r
r r
    
bonded
ij
e
F
0
   4-3 
where kij is the spring constant for interaction of particle i and particle j. 
 
Figure 4-4 Illustration of attractive force between bonded particles, after Abe et al. (2004).  
Furthermore, the particles can have rotational degree of freedom. In this case, not only 
compression or tension occur between two bonded particles, but also shear, torsion and bending, as it is 
illustrated in Figure 4-5. Moreover, angular velocity and momentum are assigned to each single particle 
(Abe, et al. 2004).   
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Figure 4-5 Illustration of forces and moments between particles bonded via rotational elastic-brittle bonds, 
after Weatherley et al. (2012) 
A new type of interaction was introduced to model viscous behaviour (Abe and Urai 2012). This is a 
combination of purely repulsive linear interaction and a dashpot interaction. The dashpot interaction is 
defined as the following: 
 
ij
ij
ij
D
r
  dashpotij vF  4-4 
where α is the microscopic viscosity parameter, Dij is the weight of the interaction and Δvij  is the velocity 
difference between particle i and particle j. 
In order to remove excess kinetic energy from a model, damping function has been implemented, 
which reduces motion of a particle depending on its velocity. In this software, there are two versions of 
damping:  one for translational velocities and one for particle rotation.  The linear damping is calculated as 
the following:  
 v m   dampingF   4-5
where  γ is the linear damping coefficient.  
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4.3 Software Package ESyS-Particle 
 
In this study, for the DEM simulations the software package ESyS-Particle was used. ESyS-Particle 
is a fully parallel 3D DEM implementation. This software was originally developed at the University of 
Queensland and released open source (Abe, et al. 2004) (https://launchpad.net/esys-particle).  The 
software is implemented in C++, using a Python interface for the script-based control of the simulations. 
The parallelization is based on a distributed memory approach using MPI as the communication library. 
The software is therefore portable to a large number of computer architectures, including standard PCs 
running a Unix-like operating system (Linux) and large clusters. 
In ESyS-Particle, the material is represented by rigid spherical particles, which can interact with 
their nearest neighbour or with the boundary by several types of interactions. In this software, the 
following interactions and body forces are implemented: 
 Non-Rotational Elastic Interaction 
 Rotational Elastic Interaction 
 Non-Rotational Frictional Interaction 
 Rotational Frictional Interaction 
 Non-Rotational Bonded Interaction 
 Rotational Bonded Interaction 
 Dashpot interaction 
 Gravity 
 Linear damping 
 Rotational damping 
Boundary conditions are implemented as interactions of the particles with other objects such as 
planar walls or surfaces implemented as triangle meshes. Particles interact with these objects by bonded 
or elastic interactions. During the simulations, the boundary objects can be moved. The planar walls can 
me moved by changing origin or normal of the wall and/or according to an applied force.  The triangular 
mesh surface can be moved by changing node positions.  
 DEM implementation in ESyS-particle uses an explicit time stepping approach, thus the 
calculation of the state of the model at a given time uses only data from the state of the model at earlier 
times. 
The particles are moved according to Newton’s law.  First, forces calculated from interactions are 
applied to particles involved. After all the interactions have been calculated, per particle forces are 
summed up. Then, particle acceleration is calculated from forces and particle mass. Finally, velocities and 
displacements are calculated from the acceleration using a first order algorithm.  
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4.4 Applications 
 
Discrete Element Method was originally developed by Cundall and Strack in 1979 to model 
granular assemblies. Based on this method, several models were created. Mora and Place developed the 
Lattice Solid Model to simulate the dynamics of earthquake and faulting (Mora and Place 1994, Place and 
Mora 1999). This model was later extended to incorporate temperature related effects (Abe et al. 2000) 
and also the rotation 3D particle bond was implemented (Wang et al. 2006). Potyondy and Cundall (2004) 
created the Bonded Particle Model to simulate mechanical behaviour of rock, such as elasticity, fracturing, 
acoustic emission, damage accumulation producing material anisotropy, hysteresis, dilation, post-peak 
softening and strength increase with confinement. Egholm (2007) introduced the stress based discrete 
element method to simulate geological processes. This approach uses a macroscopic parameterization to 
describe a material.  
Now the applications of DEM show huge variety both in the field of mining engineering and 
geoscience. 
Mining engineering  
 Gravity flow (Langston et al. 1995) 
 Block caving (McNearny and Abel 1993, Vyazmensky et al. 2007) 
 Slope collapse (Hart et al. 1988) 
 Transfer chute in ore mine (Morrison and Wu 2007) 
 Underground structures in jointed rock (Morris et al. 2003) 
Geoscience 
 Earthquakes (Abe, et al. 2002, Abe, et al. 2000, Abe, et al. 2004, Mora and Place 1994, 
Mora and Place 1998, Place and Mora 1999, Weatherley and Abe 2004) 
 Fault mechanics (Abe et al. 2006, Abe and Mair 2009, Abe et al. 2011, Egholm 2007, 
Egholm et al. 2007, Schöpfer, et al. 2007a, Schöpfer, et al. 2007b) 
 Grain fracture during granular shear (Abe and Mair 2005, Mair and Abe 2008) 
 Rock mechanics (Schöpfer et al. 2009, Weatherley 2011) 
 Fracture spacing in layered rocks (Schöpfer, et al. 2011) 
 Fracture propagation (Virgo et al. 2013) 
 Shear zones (Abe and Mair 2005, Donze et al. 1994, Morgan 1999a) 
 Boudinage (Abe and Urai 2012, Abe, et al. 2013) 
 Deformation bands (Antonellini and Pollard 1995, Marketos and Bolton 2005) 
 Darcy flow (Okada and Ochiai 2007) 
 Landslides (Cleary and Prakash 2004) 
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Although, DEM has been applied in many different cases, it has some limitations as well. On the 
one hand, there is no analytical relationship between the microscopic parameters and the macroscopic 
parameters of the model. Therefore, calibration is necessary to find the correct macroscopic parameters of 
the material. The relationship between the micro and macro parameters was found to be influenced by the 
geometric details of the particle packing (Potyondy and Cundall 2004, Schöpfer, et al. 2009).  
On the other hand, the maximum number of particles and duration of a virtual simulation is limited 
by computational power. A typical DEM simulation contains millions of particles, which means several 
hundreds of computation time. However, by use of large computer clusters the computation time of DEM 
simulation can be reduced (Abe, et al. 2013, Weatherley et al. 2010).  
A further issue is that most of the available DEM codes are unable to model irregularly shaped 
particles; they are only suitable to model spherical particles (Morrison and Wu 2007). It was shown that 
the inclusion of non-circular particles in DEM simulations has a significant effect on the outcome of a 
model in both qualitative and quantitative aspects (Cleary 1999). However, for example in the model of  
Morrison and Wu (2007), more complex particles are used.  Although, these complex particles are still 
circular particles, as they made up of several spheres. 
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5 Overview of Smooth Particle Hydrodynamics (SPH) 
5.1 Introduction 
SPH is a Lagrangian method. The Lagrangian description is a material description, which employs 
the total time derivative as the combination of local derivative and convective derivative.  Therefore, the 
fluid is represented by an ensemble of particles. These particles are more like field variables; they 
correspond to small parcels of fluids. However, in the literature of the SPH, they are usually referred as 
‘particles’ (Gomez-Gesteira et al. 2010, Liu and Liu 2003, Monaghan 1992); therefore, in this dissertation 
also  the term ‘particles’ is used.  Each particle is carrying mass, momentum and hydrodynamic properties 
such as pressure or strain rate.  
   
 
 
Figure 5-1 Example of a snapshot of a 2D SPH simulation of free surface flow with floating objects, using 
SPHysics code. 
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5.2 SPH Approximation Technique 
 
Smoothed particles hydrodynamics (SPH) was invented to simulate non axis- symmetric 
phenomena in astrophysics (Lucy 1977; Gingold & Monaghan 1977). SPH is a particle-based method; it 
does not need a grid to calculate spatial derivatives. Instead, they are found by analytical differentiation of 
interpolation formulae.  SPH is an interpolation method which allows any function to be expressed in terms 
of its values at a set if disorder points – the particles. The integral interpolant of any function  A x is 
defined by 
      ,A x A x W x x h d x      5-1
where the integration is over the entire space and  W is the smoothing function (kernel). For numerical 
work, the integral interpolant is approximated by a summation interpolant 
    2 ,j js j
j j
A
A x m W x x h     5-2 
where the summation index j denotes a particle label and the summation is all over the particles,  mj  is the 
mass of particle j. The value of any quantity A at xj is denoted by Aj,  
 
 
Figure 5-2 SPH kernel and particle approximations for real and boundary particles.                                  
Modified after (Liu and Liu 2003) 
There are two types of particles: real particles and virtual boundary particles. They have the same 
properties; the only difference is that the virtual particles are not moving. The reason to use virtual 
particles is that the integral (kernel) is truncated by the boundary and the virtual particles can fill the 
kernel. The virtual particles are also used to exert a repulsive boundary force to prevent the interior 
particles from penetrating the boundary as it illustrated in Figure 5-2.  
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The smoothing function plays a very important role in the SPH approximations, as it determines 
the accuracy of the function representation and efficiency of the computation. It needs to fulfil the 
following criteria (Liu and Liu 2003): 
 The smoothing function must be normalized (Unity) over its support domain. 
  , 1W x x h dx

    5-3 
 The smoothing function should be compactly supported (Compact support), i.e., 
   0W x x   for x x h   5-4 
The dimension of the compact support is defined by the smoothing length h and a scaling 
factor κ, where h is the smoothing length and κ determines the spread of the specified smoothing 
function.  
x x h   defines the support domain of the particle at point x . 
   0W x x   for any point at x  within the support domain of the particle at point x  
(Positivity). 
 The smoothing function value for a particle should be monotonically decreasing with the 
increase of the distance away from the particle (Decay). 
 The smoothing function should satisfy the Dirac delta function condition as the 
smoothing' length approaches to zero (Delta function property). 
    0limh W x x x x        5-5 
 The smoothing function should be an even function (Symmetric property). 
 The smoothing function should be sufficiently smooth (Smoothness). 
There are many alternatives for the kernel function in the literature (Liu and Liu 2010). Lucy in the 
original SPH paper (Lucy 1977) used a bell-shaped function Gingold and Monaghan in their original paper 
(Gingold and Monaghan 1977) selected a Gaussian kernel to simulate the nonspherical stars. One of the 
most frequently used smoothing function is the cubic B-spline function, which was originally used by 
Monaghan and Lattanzio (Monaghan and Lattanzio 1985). Morris has introduced higher order (quartic and 
quintic) splines that are more closely approximating the Gaussian kernel and more stable (Morris 1995, 
Morris 1996). 
The dimension of the kernel is m-1, m-2 and m-3 in one, two and three dimensional space 
respectively. 
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5.3 Navier – Stokes Equations in Lagrangian form 
 
The basic governing equations of fluid dynamics are based on the following three fundamental 
physical laws of conservation.   
 Conservation of mass 
 Conservation of momentum 
 Conservation of energy 
In Lagrangian description, these partial differential equations are the Navier-Stokes equations. If the 
superscripts are used to denote the coordinate directions, the summation in the equations is taken over 
repeated indices and the total time derivatives are taken in the moving Lagrangian frame, the Navier-
Stokes equations consist of the following set of equations. 
 The continuity equation 
 
xD v
Dt x
      5-6 
 The momentum equation (in case of free external force) 
 
1x xyDv
Dt y

     5-7 
 The energy equation 
 
xy xdu v
dt y


   5-8 
 
In the above equation xy   is the shear stress tensor. It is made up of two parts: the isotropic 
pressure p and the viscous shear stress ( xy ). 
 xy xy xyp       5-9
 
For Newtonian fluids, the viscous shear stress is proportional to the strain rate xy  through the 
dynamic viscosity μ. 
 xy xy    5-10 
where 
  2
3
y x
xy xyv v v
x y
         5-11 
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5.4 The SPH approximation of Navier-Stokes equations 
The SPH is an interpolation method and the integral interpolant of any function is calculated using 
a special smoothing function called kernel. The SPH formulation is derived by spatial discretization the 
Navier-Stokes equations; leading to a set of ordinary differential equations with respect to time, which 
then can be solved via time integration. 
 
5.4.1 Conservation of mass – density approximation 
The density approximation is very important in the SPH method since density basically determines 
the particle distribution. There are two approaches to evolve density in the conventional SPH method.  
The first approach is the summation density, which directly applies the SPH approximations to the 
density itself. For a given particle i, the density with summation density approach is written in the form of  
 
1
N
i j ij
j
mW

    5-12 
The summation density approach seems more popular in practical applications of SPH, partly 
because it well represents the essence of the SPH approximation. Some modifications have been 
proposed to improve the accuracy of this approach. One possible improvement is to normalize the right 
hand side of equation above with the SPH summation of the smoothing function itself over the 
neighbouring particles. 
 
1
1
N
j ij
j
i N
j
ij
j j
m W
m
W







   5-13 
This expression improves the accuracy near both the free boundaries and the material interfaces 
with a density discontinuity when the summation is taken only on particles from the same material. 
Another approach of particle approximation for density is the continuity density, which 
approximates the density according to the continuity equation using the concepts of SPH approximations 
plus some transformations. 
 
1
N
ijyi
j ij
j i
WD m v
Dt y


     5-14 
where vij = vi -vj. 
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5.4.2 Conservation on momentum - Internal force approximation 
 
Based on the Navier-Stokes equations, applying SPH formalization, the internal force can be 
calculated as the following: 
 2 2
1
xyx xyN
j iji i
i j
j i j i
WDvF m
Dt y

 
           5-15 
where 
x
iv  is the x component of the velocity, ip  is the pressure and 
xy
i is the xy  component of the stress 
tensor of particle i  and, jp  is the pressure and 
xy
j is the xy  component of the stress tensor of particle j . 
Considering equation 5-9, the internal force can be rewritten as  
 2 2 2 2
1 1
xyx xyN N
j ij j j iji i i i
i j j
j ji j i i j i
p W WDv pF m m
Dt x y
  
    
                    

   5-16 
where i and j  is the viscosity and xyi  and xyj is the xy  component of the strain rate tensor of particle 
i and j  respectively and is given by  
 
1 1 1
2
3
N N N
j ij j ij jxy y x
i ij ij ij j ij ij
j j jj i j i j
m W m W m
v v v W
x y
     
                 5-17 
 
 
5.4.3 Conservation of energy 
 
Similarly, the change of the internal energy ( iU ) of particle i  can be given as the following: 
 2 2
1
1
2 2
N
j ijy xy xyi i i
j ij i j
j i j i i
p WDU pm v
Dt x
    
            5-18 
The first part involves the pressure work and the second part involves the energy dissipation due 
to viscous shear forces. 
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5.4.4 Artificial viscosity 
 
The SPH method was first applied to treat problems with low or no dissipation. Later an artificial 
viscosity was developed (Monaghan and Gingold, 1983; Monaghan and Poinracic, 1985; Monaghan, 1987) 
to allow shocks to be simulated. This Monaghan type artificial viscosity ij  is the most widely used 
artificial viscosity so far in the SPH literatures. It not only provides the necessary dissipation to convert 
kinetic energy into heat at the shock front, but also prevent unphysical penetration for particles 
approaching each other (Lattanzio et al., 1986; Monaghan, 1989).  
 
2 0
00
ij ij ij ij ij
ij ij
ij ij
c if v r
if v r
  

       
   5-19 
where 2 2
ij ij
ij
ij
hv r
r
 
  , ij i jr r r  ,  ij i jv v v  , ij  is the mean density for particles i and j ,  and   
are viscous constants (usually set 1 and 2 respectively), η is a constant to prevent numerical divergences     
( 2 20.01h  ), h  is smoothing length,  1
2ij i j
c c c   is the average speed of sound for a particle i  
and particle j . 
The artificial viscosity results an additional force: 
 
1
x N
iji
av j ij
j i
WDvF m
Dt y
        5-20 
 
1
1
2
N
ijyi
j ij ij
j i
WDU m v
Dt x
      5-21 
Therefore, the force and the energy calculations are modified as the following: 
 2 2
1
xyx xyN
j iji i
i j ij
j i j i
WDvF m
Dt y

 
            5-22 
  2 2
1
1
2 2
xyxyN
j ijy xy xyi i i
j ij ij i j
j i j i i
WDe m v
Dt x
     
             5-23 
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5.4.5 External force 
Gravity 
Usually gravity is implemented as an external force using the following equations:  
 gF g    5-24 
where 29.81g ms  is the gravitational acceleration. 
Repulsion force  
The penalty force is calculated using a similar approach employed for calculating the molecular 
force of Lennard-Jones form. If a virtual particle is the neighbouring particle of a real particle that is 
approaching the boundary, a force is applied pair wisely along the centreline of these two particles. 
 
12 4
0 0
2
r
r r
r rF D dr
r
             5-25 
Where r0 = 2.5 m-2  is the cut-off distance and D = 10-2 Nm-1  is a problem dependent parameter and 
should be chosen to be in the same scale as the square of the largest velocity. The cut-off distance is 
important in the simulation. If it is too large, some particles may feel the repulsive force from the virtual 
particles in the initial distribution; thus leads to initial disturbance and even blow ups of particle 
positions. If it is too small, the real particles may have already penetrated the boundary before feeling the 
influence of the repulsive force. In most practices, r0 is usually selected approximately close to the initial 
particle spacing. 
 
5.4.6 Equation of State 
 
The fluid in the SPH formalism is treated as weakly compressible. This facilitates the use of an 
equation of state to determine fluid pressure. Following (Monaghan et al., 1999; Batchelor, 1974), the 
relationship between pressure and density is assumed to follow the expression 
 
0
1p B


        
   5-26 
where γ = 7, B = 1.013·105 Pa,  ρ0 = 1000kgm-3 is the reference density. 
 
  
P a g e  | 61  
 
 
5.4.7 Particle movement 
The movement of the particles can be calculated according to following equation:  
 i i
dr v
dt
    5-27 
or the XSPH variant (where “X” is the unknown factor) 
 ˆ j iji i i ij
j ij
m vdr v v W
dt
        5-28 
where 
2
i j
ij
   ,  ij i jv v v   and  0 1    is a constant (Monaghan 1992). The XSPH variant 
moves a particle with a velocity that is closer to the average velocity in its neighbourhood. Strict 
consistency then requires that if  is found using the following equation: 
 
1
N
i
j ij i ij
j
D m v W
Dt


     5-29 
vˆ  should be used in place of v  in ijv . No dissipation is introduced by XSPH but it increases the 
dispersion. 
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5.5 Applications 
Although, Smoothed Particle Hydrodynamics was originally developed to simulate non axis- 
symmetric phenomena in astrophysics (Lucy 1977; Gingold & Monaghan 1977), it has been extended or 
modified to investigate a wide range of problems in both fluid and solid mechanics because of the strong 
ability to incorporate complex physics into the SPH formulations (Liu and Liu 2003).  
The SPH method was extended by Monaghan (1994) to deal with free surface incompressible 
flows. This approach was applied in the development of SPHysics code (www.sphysics.org) (Gómez-
Gesteira et al. 2012, Gomez-Gesteira et al. 2012, Gomez-Gesteira, et al. 2010), which is a free SPH code for 
free surface modelling and mainly applied to study coastal processes.  
Takeda and his group(1994) presented a new SPH method that can be used to solve the Navier-
Stokes equations for constant viscosity. They applied this method for two-dimensional Poiseuille flow, 
three-dimensional Hagen-Poiseuille flow and two-dimensional isothermal flows around a cylinder. The 
result of their simulation showed good agreement with theoretical results: the density distribution was 
uniform and the velocity profile was parabolic and paraboloid, as it is expected. They also verified the 
result of modelling two-dimensional isothermal flows around a cylinder with results from finite difference 
method. Thus, it was proven that the SPH method is appropriate to model viscous fluid. 
Benz and Asphaug (1995) presented a variation of SPH which is suitable to simulate brittle solids. 
This approach includes strength and implements a von Mises yielding relation for stresses beyond the 
elastic limit. 
Nowadays, the application of SPH shows huge variety (Liu and Liu 2010): 
 astrophysical simulations (Benz 1988) including simulations of binary stars and stellar collisions 
(Rasio and Lombardi Jr 1999), supernova, collapse as well as the formation of galaxies (Hultman and 
Pharasyn 1999), coalescence of black holes with neutron stars (Kluźniak and Lee 1998), single and 
multiple detonation of white dwarfs (García-Senz et al. 1999) and even the evolution of the universe 
(Monaghan 1990) 
 multi-phase flows (Monaghan and Kocharyan 1995) 
 coastal hydrodynamics  (Dalrymple and Rogers 2006) 
 environmental and geophysical flows (Cleary and Prakash 2004)  including flood and river dynamics 
(Bursik et al. 2003), landslide (Ataie‐Ashtiani and Shobeyri 2008), flow in fractures and porous media 
(Holmes et al. 2011), soil mechanics and mudflow (Bui et al. 2006)  
 heat and/or mass conduction (Cleary 1998) 
 ice and cohesive grains (Gutfraind and Savage 1998) 
 microfluidics and/or micro drop dynamics (Meleán et al. 2004) 
 high explosive detonation and explosion (Liu et al. 2003) 
 underwater explosions and water mitigation (Swegle and Attaway 1995) 
 viscous flow (Takeda, et al. 1994) 
 fracturing of brittle solids (Benz and Asphaug 1995) 
 metal forming and high pressure die casting (Cleary et al. 2000)  
 magneto-hydrodynamics and magnetic field simulation (Dolag et al. 1999, Price and Monaghan 2004) 
 problems with fluid-solid interactions (Prakash et al. 2007) 
 other problems e.g. blood flow, traffic flow (Rosswog and Wagner 2002, Tanaka and Takano 2005) 
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6 Coupling of SPH and DEM Meshless Numerical Modelling of 
Brittle-Viscous Deformation: First Results on Boudinage and 
Hydrofracturing Using a Coupling of Discrete Element 
Method (DEM) and Smoothed Particle Hydrodynamics (SPH) * 
6.1 Introduction 
The deformation composed of e.g. brittle and ductile parts (layers) affects numerous important 
geological processes. For example, the brittle deformation of carbonate or anhydrite layers embedded in a 
salt body during tectonics is important in salt tectonics (Koyi 2001, Li et al. 2012a, Schoenherr, et al. 2009, 
Strozyk et al. 2012, van Gent, et al. 2011) Another example is boudinage: a wide range of boudins is 
observed in the nature (Goscombe, et al. 2004), these are formed during ductile extension if there is a 
component of lengthening parallel to a competent layer in an incompetent matrix (Twiss and Moores 
2007). Another process of both basic and applied importance is hydraulic fracturing, when viscous fluid is 
pumped into brittle reservoir rock in order to generate fractures (Adachi, et al. 2007, Behnia, et al. 2011, 
Carter, et al. 2000, Flekkoy et al. 2002, Hubbert and Willis 1957). Detailed understanding of these large 
deformation and extension fracturing is lacking and these processes present a challenge to both analogue 
and numerical modelling. 
Analogue models are often used to investigate the parameters which control the geometry of these 
structures (Ramberg 1955, Schmatz et al. 2010, Zulauf et al. 2010, Zulauf et al. 2009, Zulauf and Zulauf 
2005); although, many properties, such as pressure,  inside the model, are unknown during the 
experiment (Nieuwland et al. 1999) and complete scaling is rarely achieved. 
Existing numerical models of brittle-ductile deformation have also limitations because of the 
complex geometries and the difficulties regarding the fluid-solid interactions. For example, in salt 
tectonics, mostly finite element method is applied (Gemmer et al. 2005, Gemmer et al. 2004, Ings and 
Beaumont 2010, Ismail-Zadeh et al. 2001, Kaus and Podladchikov 2001, Li, et al. 2012a, Podladchikov et 
al. 1993, Poliakov et al. 1993, Schultz-Ela and Walsh 2002, Woidt and Neugebauer 1980), which is a 
continuum method and has limited capabilities to model discontinuous media. One possibility to improve 
the modelling of brittle faulting within the context of the FEM method is the use of split nodes as 
demonstrated in (Melosh and Williams 1989). However, this approach makes it necessary to define the 
possible fault locations a priori. There are particle based models to simulate hydraulic fracturing; however, 
in these models, only the brittle solid part is represented by particles, the fluid part is described by a fluid 
flow algorithm (Al-Busaidi, et al. 2005, Bruno et al. 2001, Shimizu, et al. 2011). The introduction of 
combined brittle-ductile behaviour into a particle based method was shown to be possible (Abe and Urai 
2012), but the exact modelling of a linear viscous material has not been achieved yet using this approach.  
 
*This chapter is based on the following paper: Komoróczi, A., Abe, S. and Urai, J. [2013] Meshless numerical modelling 
of brittle–viscous deformation: first results on boudinage and hydrofracturing using a coupling of discrete element method (DEM) 
and smoothed particle hydrodynamics (SPH). Computational Geosciences, 1-18.
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In this study, a new method is presented, in which both the ductile and the brittle material are 
modelled using mesh-less, particle based, Lagrangian methods. The viscous fluid is represented by a 
Smoothed Particle Hydrodynamics (SPH) model and the brittle solid material is represented by a Discrete 
Element Method (DEM) model. Both approaches are well tested in their respective domain and due to the 
similarities between them; it is possible to couple the two approaches to develop a hybrid method. 
DEM is not suitable to model viscous behaviour and SPH is not suitable for modelling brittle 
failure, these two methods needs to be combined in order to model complex brittle-ductile deformation 
processes. They have several similarities: both methods are meshless; the material is represented by a set 
of particles or field variables, which are carrying mass, momentum and other physical properties; they 
interact with each other in their vicinity and move due to the forces resulting from these interactions. 
However, there are also differences between the two methods, for example, the way in which these 
interactions are calculated and the positions are updated. Therefore, some modifications are necessary to 
fit the methods together. For this reason, no existing codes were used, but a new code was developed 
which couples the SPH and DEM techniques. 
This study demonstrates results of the simulation of coupled deformation of brittle and ductile 
materials using combined DEM and SPH techniques. This new numerical method is a truly mesh free, 
Lagrangian method. The coupling of DEM and SPH modelling techniques introduce a new approach that is 
different from other methods found in the literature for coupled deformation of brittle and ductile 
materials. The theory of this method is briefly described below; a more detailed description of the methods 
can be found in Chapter 4 and Chapter 5. The first part of this chapter includes the results of the 
verification test for the new coupled method, while the second part presents the first results of two 
applications in geoscience: a boudinage simulation, which is a geological application of this method and a 
hydraulic fracturing simulation, which is an industrial application of this method. 
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6.2 Methods 
6.2.1 Smoothed Particle Hydrodynamics  
SPH is a mesh-free particle-based method; it does not need a grid to calculate spatial derivatives. 
SPH is a Lagrangian method: the Lagrangian description is a material description, the properties of every 
point of the moving material is given at every time step. Therefore, the fluid is represented by an ensemble 
of field variables (e.g. density, pressure, velocity, strain rate). Each point is carrying mass, momentum and 
hydrodynamic properties such as density, pressure and strain rate.  
Some modifications were done so that it becomes possible to couple the SPH technique with DEM. 
In the new method, the field variables are acting as particles. They can interact with each other within a 
certain radius, which is defined by the kernel function. To calculate these interactions, used SPH 
formalization was used. The details of the SPH formalization are described in Chapter 5.  
One problem which has to be considered when using the SPH approach for the simulation of 
viscous fluids is the existence of a tensile instability (Swegle et al. 1995) leading to the unphysical 
clumping of particles in cases where the pressure is negative. This issue is not specifically addressed in 
this work because the method proposed here is mainly targeted at geological applications where the mean 
stress, or pressure, is always positive. However, if necessary it would be possible to extend the method by 
adding the appropriate stabilizing terms to the SPH momentum equation (Eq. 5.5) as described in 
(Monaghan 2000) and (Meleán, et al. 2004) and to enable the application of the method to problems 
where negative pressures may arise in the SPH part of the model. 
The kernel function plays a very important role in the SPH approximations, as it determines the 
accuracy of the function representation and efficiency of the computation. The kernel function W(R, h) 
depends on two parameters: the smoothing length h, which defines the radius of the particle and the non-
dimensional distance between the particles, which is given by R=r/h, where r is the actual distance 
between the particles (Figure 6-1).  
 
Figure 6-1 Schematic drawing of an SPH kernel in 2D, showing the value of the kernel function W over the 
radial distance r. The value rij is the distance between two particles for which the kernel can be applied. 
The kernel function must satisfy certain conditions such as normalization, positivity, compact 
support and the Dirac-delta function condition as h approaches zero. It is supposed to decrease 
monotonically with increasing distance from a given particle. (Monaghan 1992) Throughout the 
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simulations, the two dimensional form of the Quintic kernel (Figure 6-2) was used. The Quinitc kernel was 
described by Morris et al. (1997) as the following:  
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359 h  in one, two and three dimensional space respectively. 
 
Figure 6-2 Quintic kernel 
There are more approaches to calculate the particle approximation of density (Liu and Liu 2003). 
In the simulations, the continuity density approach was used, which approximates the density according 
to the continuity equation using the concepts of SPH approximations (Equation 5-14,  Monaghan 
(1992)).The advantage of the continuity density approximation is that it conserves the mass exactly since 
the integration of the density over the entire problem domain is exactly the total mass of all the particles.  
In this study, the fluid is treated as weakly compressible. In the simulations, the equation of 
Monaghan (1994) was used, where the relationship between pressure and density is assumed to follow 
Equation 5-26. 
Any appropriate integration method can be used, since the equations of motion are ordinary 
differential equations. In the code, a predictor-corrector method was used for the velocity, displacement 
and density calculations. Assuming that f(y,t) is the time derivative of y, the predictor-corrector scheme 
first predicts the evolution of the quantity  y at half time steps (n+1/2)  
1/ 2 ( , ) 2n n n n
ty y f y t
      6-2 
Then, these values are corrected at the end of the time step.  
1 1/2 1/2( , )n n n ny y f y t t          6-3 
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On the boundaries of the model virtual boundary particles are used. They have the same 
properties as the ordinary (real) SPH particles; the only difference is that the virtual particles are not 
moving. The integral is truncated by the boundary; however, these virtual particles fill the kernel. The 
virtual particles are also used to exert a repulsive boundary force to prevent the interior particles from 
penetrating the boundary. 
6.2.2 Discrete Element Method 
In the coupled model presented in this work, a simple 2D implementation of the Discrete Element 
Method (DEM) was used which is based on the initial "Lattice Solid Model" approach described in (Donze, 
et al. 1994, Mora and Place 1994). For more realistic models of brittle deformation, more complicated 
implementations of the particle interactions would be preferable. In particular, bonded particle 
interactions which support shear and bending stiffness such as those proposed by Potyondy and Cundall 
(2004) and Wang, et al. (2006) would result in a more realistic fracture behaviour of the models. However, 
to demonstrate the feasibility and use of the coupled DEM-SPH model the simple implementation used 
here is sufficient and can easily be extended in the future. 
The DEM particles in the coupled model are interacting with each other in two different ways. 
Particles which are connected by a "bonded interaction" are subject to a repulsive-attractive interaction 
force whereas particles which are touching, but not connected by a bond, are interacting by a repulsive 
elastic force. Besides, all touching particles are interacting by a linear damping force.  The details of these 
interactions are described in Chapter 4.  
The calculation of the particle movement is performed according to Newton's second law 
2
2im t
 
i
i
x F        6-4 
Where im  is the mass of particle i , ix  is the position of the particle and iF  is the sum of all forces acting 
on the particle due to interactions with other particles. In the implementation used here for the 
demonstration of the coupled DEM-SPH model, a simple first order scheme for the time integration of the 
particle movement is used,  
i
i
im
Fa =       6-5 
     t  t+1 ti i iv v a      6-6 
t  t+1 t t+1i i ix x v         6-7 
where ia  is the acceleration of the particle i, 
t
iv  and 
t+1
iv are the particle velocities at time steps t and t+1 
respectively and Δt is the size of the time step. tix  and t+1ix are the particle positions at times  t and t+1.  
Higher order schemes such as the one implemented for the movement of the SPH particles in 
section 6.2.1  or the Velocity-Verlet Scheme (Allen and Tildesley 1987) employed by  Donze, et al. (1994) 
and Mora and Place (1994) could be used but tests have shown that this is not necessary here.  
The model boundaries consist of infinite, rigid planar walls. They are specified by a point and a 
normal vector. The wall can move in two ways: they can be either displacement controlled or force 
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controlled. The actual position of a displacement control wall is calculated based on a given applied 
velocity. While the position of a force controlled wall is calculated based on the resultant force acting on 
the wall, which is the sum of the forces caused by particles and a user defined confining force.  
The particles interact with the wall via elastic interaction. The elastic force acting on particle i 
touching the wall is given by 
ww iwk rwalliF n       6-8 
where kw is the elastic stiffness of the wall, riw is the distance of particle i and the wall and nw is the normal 
vector of the wall. The same force is acting on the wall as well. 
 
6.2.3 Coupling 
In order to couple the viscous (SPH) and the brittle-elastic (DEM) behaviour two different kinds of 
coupling were implemented. This coupling is the key part of the new models.  
The first, ‘SPH type’ coupling is implemented by using DEM particles as virtual SPH particles, 
which interact with SPH particles according to the SPH discretization of the Navier-Stokes equation and 
with DEM particles according to the DEM nearest-neighbour interactions. The forces due to both types of 
interactions are combined and the hybrid particles are moved according to Newton's law. On the SPH side 
of the model, this approach is similar to the ‘virtual particle’ approach used to implement solid boundary 
conditions in SPH models. 
The second, ‘DEM type’ coupling is implemented by using SPH particles as DEM particles, which 
interact with nearest-neighbour DEM particles based on DEM force calculation and with SPH particles 
according to the SPH discretization of the Navier-Stokes equation. Between DEM and SPH particles, elastic 
and dashpot interactions are identical to those described in section 4.2 for interaction within the DEM 
model. 
Both type of coupling have specific advantages and disadvantages. The first type of coupling, i.e. 
using the DEM particles in contact with the SPH particles as virtual SPH particles has the advantages that 
the SPH approximation of pressure field is maintained across the DEM-SPH boundary. In the second 
coupling approach, however, the boundary between SPH and DEM particles is better described as a 
surface of the SPH model, whose position is determined by the force balance between the SPH particles. 
The disadvantage of this is that is makes the introduction of an additional parameter necessary which 
describes the elastic interaction between the SPH and the DEM particles. 
The advantages of the second approach is that it makes it possible to use arbitrary particle sizes 
for the DEM part of the model, while maintaining a single particle size for the SPH particles, which is easier 
to implement and has numerical advantages. 
 
  
P a g e  | 69  
 
 
6.2.4 Implementation 
 
While the SPH equations (Eqs. 5-14− 5-17) are usually formulated in terms of a kernel function, 
they can also be expressed as sums of particle-particle interactions more similar to the approach generally 
taken in the implementation of DEM models. For this purpose, the summation is removed from equation 
5.17 to calculate the individual contributions 
xy
i to the strain rate tensor at a given particle idue to its 
interaction with another particle j. All those contributions are added incrementally to the total strain rate 
tensor 
xy
i for particle i. Similarly, Equation 5-14 is adapted to calculate the individual contributions to the 
density change ij
D
D t

due to each interacting particle pair.  
After the contributions to the strain rate tensor and the density change have been calculated for all 
interacting particle pairs, the acceleration due to the viscous forces acting on each SPH particle can be 
calculated according to equation 5-16. These accelerations are then used to update the positions of the 
SPH particles using the predictor - corrector scheme described in Section 6.2.1 
This approach has been implemented so that a list of all interacting particle pairs is first generated 
by finding all pairs of particles which are within a defined range of the SPH interactions. The interaction 
calculations described above are then performed by iterating over the list of interacting particle pairs.  
In contrast, the calculation of particle accelerations and the position updates operate on particles 
rather than interacting particle pairs and are therefore performed by iterating over a list of SPH particles. 
Similarly, in the DEM part of the model the forces (Eqs. 4.1-4.4) acting on the particles are first calculated 
by iterating over the list of all DEM interactions and then the positions of the DEM are updated according to 
equation 6-4. The whole process, which is similar in structure to the program flow implemented in some 
DEM software (see, for example Abe (2002)), is visualized in Figure 6-3.  
While the interactions between particles in the SPH models are not restricted to nearest 
neighbours in the strict sense, the interaction range is still restricted to a finite distance by the smoothing 
length of the kernel. This has two advantages. One is that the same acceleration schemes for speeding up 
the determination of all interacting particle pairs can be used as in DEM. The other advantage, which will 
become important for larger scale implementations of a coupled DEM-SPH model is that due to the finite 
interaction range the coupled model is also amenable to parallelization using a space partitioning 
approach which has been used for DEM models before (Abe 2002, Abe, et al. 2004) 
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Figure 6-3 Simplified flow diagram for one time step of the coupled SPH-DEM model. Some details such as 
calculations of forces due to particle-boundary interactions are left out for clarity. 
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6.3 Verification tests 
Before attempting to apply the SPH-DEM technique to a real world design application it is 
essential to understand how the program works and how to apply material property data to the models to 
accurately model their behaviour (Morrison and Wu 2007). Therefore, the new SPH-DEM software needs to 
be verified and calibrated. Verification is the comparison of results of numerical simulation with 
experiment or analytical solution. Calibration is comparison of results of numerical simulation with 
standard data in to adjust the free parameters of the simulation.  
Pure shear tests were performed in order to verify the viscous behaviour of the SPH material and 
also to test the coupling which was implemented in the model. Pure shear is a coaxial flow involving 
shortening in one direction and extension in a perpendicular direction such that the volume remains 
constant (Gay 1968a, Gay 1968b). For Newtonian fluid, the applied differential stress is directly 
proportional to the shear strain rate through the dynamic viscosity. The aim of these tests is to verify the 
software. Therefore, the results of the pure shear simulations were compared to the analytical solution. 
Thus, it was tested whether the linear relationship between the applied differential stress and the 
measured strain rate is satisfied in the model. Also, the viscosity of the viscous SPH material was 
calibrated using the results of the pure shear test by comparing the applied and the measured viscosity in 
the simulations. However, further test would be necessary to verify the correct fracturing behaviour of the 
DEM part of the model and also to calibrate the fracturing parameters. 
Here, a rectangular block of SPH particles was used. The SPH particles are all of the same size and 
initially packed in a regular triangular lattice. On the boundaries, there are double layers of DEM particles 
which interact with SPH particles via SPH interaction and with the walls via elastic DEM interactions (Figure 
6-4). In order to enable the boundary conditions needed for this specific model, in particular to avoid 
problems in the corners, the DEM particles assigned to different boundaries do not interact with each 
other. Between the SPH and DEM particles, the SPH type of coupling, i.e. DEM particles acting as virtual 
SPH particles, was applied. During the simulation, the horizontal walls move towards each other at 
constant velocity, except for an initial phase of the movement where the velocity is ramped up linearly. 
Force controlled side walls are used in order to keep the differential stress constant, i.e. the forces 
acting on the displacement controlled horizontal walls are recorded and used to calculate the forces which 
need to be applied to the side walls. In order to ensure that the correct force is acting on the side walls, 
they are moved according to the stiffness of the DEM particle-wall interactions and the chosen force. The 
strain  xx yy  is calculated based on the positions of the walls, which are also recorded during the 
simulation. The strain rate is calculated accordingly. 26 tests were run with various differential stress and 
viscosity values. The differential stress values varied from 40 Pa to 300 Pa, while the viscosity values 
varied from 500 Pa s to 3000 Pa s. 
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Figure 6-4 Initial geometry setup for the pure shear simulations. SPH particles are shown in blue, DEM 
particles are shown in yellow (particles connected to the top and bottom wall) and green (particles 
connected to the left and right wall). 
 
Figure 6-5 Displacement field observed during a pure shear simulation using differential stress σdiff = 120 
Pa and a viscosity of the SPH particles of μ = 3000 Pa s. Particles are coloured by horizontal displacement. 
Total displacement is shown by arrows attached to each particle. The overlap between the boundary 
particles which can be seen near the corners of the model is there because of the DEM particles assigned to 
different boundaries do not interact. 
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A typical example of a displacement field recorded during one of the pure shear simulations can 
be seen in Figure 6-5. 
 
 
Figure 6-6 The evolution of strain over time for a set of pure shear simulations with the same viscosity (μ = 
1000 Pa s) but different differential stresses ranging from σdiff = 60Pa to σdiff= 140Pa. 
The evolution of the strain recorded during the simulations (Figure 6-6) shows that after an initial 
compaction, the increase of strain is linear with time. Consequently, the strain rate is constant during the 
latter, steady state, part of the simulation. It was also observed that the length of the compression phase 
is dependent on the stress conditions applied to the model. Since the same displacement rate was applied 
to the top and bottom boundaries in all simulations, the models with higher differential stress have a 
lower mean stress; therefore, show more compaction. Using the steady-state strain rates, linear 
relationship was found between the calculated strain rate and the applied differential stress for each 
group of simulations using the same viscosity in the SPH part of the model. The slope of the fitted line, 
which is the calculated viscosity, is proportional to the applied viscosity and independent of mean stress 
(Figure 6-7) as expected. Thus, the viscosity of the model is calibrated. 
 
74 | P a g e  
 
 
 
Figure 6-7 Differential stress vs steady-state strain rate shown for all simulations with the viscosity between 
μ=500Pa s and μ=3000Pa s and differential stresses ranging from σdiff = 40 Pa to σdiff = 300 Pa. Models 
with the same viscosity are plotted using the same symbol and colour. The straight lines are linear fits for 
each group of models with the same viscosity. 
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6.4 Boudinage 
 
One important example of a coupled brittle-ductile deformation in a geological context is the 
process of boudinage. Boudinage occurs in mechanically layered rocks, where the layers are disrupted by 
layer-parallel extension. A competent layer embedded between weaker layers is separated by tensile or 
shear fracturing into rectangular fragments (torn, domino, gash or shearband boudins); or by necking or 
tapering into drawn boudins or pinch-and-swell structures (Goscombe, et al. 2004, Ramberg 1955). One 
example of the drawn tapering boudins observed in Naxos, Greece (Schenk, et al. 2007) is shown in Figure 
6-8 . In this case, a boudinaged amphibolite layer is in a marble matrix. 
 
Figure 6-8 Boudinaged amphibolite in marble (Naxos, Greece). For details see (Schenk, et al. 2007). 
The full evolution of the boudins is not completely understood yet. Existing models focus on either 
the brittle-elastic processes of the fracture initiation phase (Iyer and Podladchikov 2009, Schöpfer, et al. 
2011) or ductile processes of the post deformation phase (Maeder, et al. 2009, Mandal and Khan 1991, 
Passchier and Druguet 2002, Treagus and Lan 2004).  
Although,Abe and Urai (2012) simulated full boudinage which described the process from the 
brittle failure through the separation of boudins to post-fracture movements (e.g. rotation) of the 
fragments, the quasi-viscous matrix material used in this model does not allow full quantitative analysis of 
the influence of the matrix rheology. 
There are several approaches to model fracturing in layered rocks. On the one hand, saturation 
models assume no slip interface coupling between the elastic matrix and the brittle-elastic competent 
layer. 
On the other hand, models with interface slip provide better approximation, although, these 
models are only valid, if the ratio of tensile stress in the competent layer T  to interface shear strength τ is 
high ( T/τ >3.0)(Iyer and Podladchikov 2009, Schöpfer, et al. 2011).  
Models incorporating viscous coupling between the viscous matrix and the brittle-elastic 
competent layer show qualitatively correct behaviour compare to observations in nature (Abe and Urai 
2012). Therefore, this approach was used in the boudinage model. 
In the boudinage simulation the initial setup consists of three layers (Figure 6-9). The ductile top 
and bottom layers are made up of SPH particles, while the competent central layer is made up of DEM 
particles. Because the SPH particles all have the same radius, they are initially placed in a regular 
arrangement. The DEM particles are packed in a random arrangement because of their heterogeneous 
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radius distribution. Within the competent layer, the DEM particles are connected by brittle-elastic bonds 
which can break if a failure criterion is exceeded. The SPH and DEM particles interact with each other via 
the DEM type of coupling, i.e. in case of an interaction between SPH and DEM particles, the SPH particles 
act as DEM particles. On the boundaries of the model, there are four infinite walls, which interact with both 
types of particles via elastic DEM interactions. 
 
 
Figure 6-9 Schematic drawing of the initial geometry setup for the boudinage simulation. SPH particles are 
shown in blue, DEM particles are shown in grey. 
During the boudinage simulation, vertical displacement was applied, which resulted horizontal 
extension. The upper and the lower walls are moved at a constant velocity, while left and right walls were 
force controlled to apply a constant confining stress. 5 simulations have been run with different viscosity 
values, namely 0.5 Pa s, 1 Pa s, 2 Pa s, 5 Pa s and 10 Pa s. These viscosity values are much lower than what 
would be expected in a geological context they are within the range of those used in analogue modelling.  
The evolution of boudinage can be seen in Figure 6-10. Due to extension, cracks develop in the 
competent layer. The incompetent layer then flows into the cracks as they widen. The fragments of the 
competent layer move apart, but some of the parts are still connected to each other with boudin-necks. 
During further extension, the necks become thinner and separate boudins form. 
As the viscosity of the incompetent layers increases while the material properties of the 
competent layer remain the same, the shape of developing boudins changes from long, well separated 
boudins to shorter boudins connected by necks (Figure 6-11). At even higher viscosity of the incompetent 
layers, i.e. decreasing mechanical contrast between the layers, pinch-and-swell structures develop. The 
number of boudin blocks also increases with increasing viscosity of the incompetent layers as would be 
expected from theoretical considerations (cf. Ramberg (1955)) 
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Figure 6-10 Evolution of boudinage in a model using a viscosity of μ= 1 Pa s. εyy is the amount of vertical 
shortening. The SPH particles are shown in grey and the DEM particles are coloured according to their 
horizontal displacement (blue is -x/left, red is +x/right). 
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Figure 6-11  Comparison of the boudinage structures which have developed in simulations with different 
viscosities of the SPH material. The model is rotated by 90 degrees with respect to Figure 6-9 and . The 
viscosity is increasing from left μ= 0.5 Pa s to right μ= 10 Pa s. SPH particles are shown in grey whereas the 
DEM particles in the competent layer are coloured according to their layer-parallel displacement (red: 
+x/up, blue -x/down). The snapshots of the different models are all taken at a the same deformation state 
with strains εxx =0.65 and εyy  = 0.43. 
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6.5 Hydraulic fracturing  
 
Hydraulic fracturing is the process of initiation and propagation of a fracture due to hydraulic 
pressure in a cavity. During hydraulic fracturing viscous fluid is pumped into a wellbore at high-pressure. 
This high-pressure fluid breaks the rock in tension and forces it to open. The fractures open in the direction 
of the minimal principal stress and propagate perpendicular to the minimal principal stress (Jonathan 
2009, Nordgren 1970). 
The viscosity of pumped fluid plays an important role in the hydraulic fracturing processes. The 
viscosity is one parameter, which controls the widths of the generated fractures: fluid with higher viscosity 
initiates wider cracks whereas fluid with lower viscosity initiates narrow cracks (Perkins and Kern 1961). It 
can also influence the geometry of the fractures: fluid with high viscosity tends to generate planar cracks 
with only a few branches, whereas low viscosity fluid, such as water tends to generate wavelike cracks with 
many secondary branches (Ishida, et al. 2004, Shimizu, et al. 2011).  
Hydraulic fracturing was first developed by Clark (1949) and since then, it has become a widely 
used and efficient technique in the petroleum industry to increase the near-well permeability and to 
enhance oil and gas extraction from a reservoir (Adachi, et al. 2007, Hubbert and Willis 1972, Ishida, et al. 
2004, Jonathan 2009). It is also used in the geothermal energy industry to increase the heat exchange 
surfaces and the permeability of the hot dry rock (Sasaki 1998). 
Hydrofracturing simulations have traditionally applied either boundary element method (BEM) 
(Akulich and Zvyagin 2008, Behnia, et al. 2011) or finite element method (FEM) (Chen 2012, Pak and Chan 
2008, Wang, et al. 2009) approached. The problem with these models is that they do not always show 
good agreement with the recorded seismicity data (Rutledge, et al. 1998). One reason for this is that the 
models assume tensile fracture growth but usually shear-type seismic events are recorded (Ishida 2001). 
The other reason is that hydrofracture growth is not symmetrical around the borehole. One option to fix 
this problem is the use of discrete element method (DEM). The existing DEM models (Al-Busaidi, et al. 
2005, Shimizu, et al. 2011) use particles only for the solid rock, the fluid is described using fluid flow 
algorithms. Here, a new model is presented where both the solid rock and the fluid are represented by 
particles. 
In the hydraulic fracturing simulation, the viscous fluid is represented by SPH particles, while the 
solid rock is represented by DEM particles. The initial geometry (Figure 6-12) consists of a block of DEM 
particles with a notch on the top. This notch is filled with SPH particles. The notch is continuing upwards 
into a column ("the pump"), which is also filled with SPH particles in order to drive fluid into the notch and 
the fracture. The DEM type of coupling described in Section 0 is used here, i.e. SPH and DEM particles 
interact through DEM interactions.  
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Figure 6-12  Initial geometry setup for the simulation of hydraulic fracturing. DEM particles are shown grey, 
real SPH particles in blue, moving boundary SPH particles in green, fixed boundary SPH particles in yellow. 
The boundaries of the DEM block are walls, the top and bottom walls are fixed, while the side 
walls are force controlled. The DEM particles interact with the walls by elastic DEM interactions. The 
borders of the SPH column are virtual SPH particles. On the side, the boundary particles are fixed, while 
the particles of the top border can move only vertically. The different kinds of boundary particle do not 
interact with each other. During the simulation, the top SPH border was moved with a constant velocity. 12 
simulations have been run with viscosity values varied between 10-3 Pa s (similar to water) and 5 Pa s.  
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Figure 6-13 Evolution of a crack due to fluid injection in a simulation of hydraulic fracturing. The brittle solid 
(DEM) particles are shown in grey, the fluid (SPH) particles in blue. The viscosity used for the SPH fluid is μ= 
0.5 Pa s. The value t at the bottom right corner of each frame shows 1000 time steps, i.e. t=100 shows the 
model at time step 100.000. 
The evolution of the induced crack is shown in Figure 6-13. First, the original notch is expanding in 
vertical direction. Due to this expansion, the surrounding solid blocks start to rotate; therefore, they start 
to crack. When the developed crack is large enough, the fluid is flowing into it and force the crack to 
expand. This results in further propagation of the fracture. The position of the crack tip can be determined 
by observing the breaking of the bonds between the DEM particles. Analysing the locations where the DEM 
bonds break is starting near the tip of the initial notch and moving away from it, we can plot the progress 
of the fracture process (Figure 6-15).  
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Figure 6-14  Snapshots of the propagating crack in the hydrofracture model at the same time step but with 
different fluid viscosities used. Viscosity is μ=10-3 Pa s (top left frame), μ=10-2Pa s (top right frame), μ=0.1 
Pa s (bottom left frame) and  μ=1.0 Pa s (bottom right frame) . 
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Figure 6-15  Progress of the fracture propagation with time in hydrofracture models with different 
viscosities. Initial crack tip position defined in the geometry setup is at y=4.25 with the crack propagating 
downwards. 
The velocity of the crack propagation depends on the viscosity of the fluid: the lower the viscosity, 
the faster the crack propagates. This means that the rock breaks faster if lower viscosity fluid is injected 
into it (Figure 6-16). The reason is that with lower viscosities, the rock splits into two parts at once; while 
with higher viscosities, the fracture develops in more stages (Figure 6-15). It should be noted that the 
geometry of the developing fractures is influenced by the relatively small model size and the details of the 
boundary conditions. 
The geometry of the developed fracture is also affected by the viscosity (Figure 6-14). The aspect 
ratio of the fracture changes with viscosity (Figure 6-17): the lower the viscosity, the longer and wider 
cracks develop 
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Figure 6-16 Time of the fracture reaching the bottom of the model depending on the viscosity of the SPH 
fluid. 
 
 
Figure 6-17  Aspect ratios of the cracks developed at timestep 125.000 in hydrofracture simulations with 
different viscosities 
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6.6 Discussion 
The combination of the Discrete Element Method (DEM) and Smooth Particle Hydrodynamics (SPH) 
represents a new approach to the problem of numerical modelling of coupled brittle-ductile deformation 
processes.  Both methods are well established in their respective domains. An advantage of coupling DEM 
and SPH is that the two methods are sufficiently similar in their numerical approach so that a combined 
implementation can be made seamless. In particular, because both methods are Lagrangian and particle 
based, there is no complex interpolation needed to transfer data between the fluid (DEM) and the solid 
(SPH) part of the model. This contrasts to other studies coupling particle based and mesh based methods  
(Abe et al. 2005, Flekkoy, et al. 2002).  
The results of the verification test demonstrate that the correct viscous behaviour of the SPH 
model is maintained when the deformation is driven by moving DEM particles coupled to the boundaries of 
the SPH volume. The model also verifies the correct transfer of stress and strain between the SPH and the 
DEM part of the model. At the interface between the top and bottom DEM ‘wall’ (Figure 6-4), which is 
displacement controlled, the deformation is transferred from the moving DEM particles to the SPH 
particles. At the SPH-DEM interface along the side walls the movement of the SPH particles, driven by the 
viscous deformation of the SPH volume, forces the movement of the DEM wall particles in response to the 
force balance at the interface. 
The boudinage simulation shows the applicability of the coupled simulation approach to a 
problem in structural geology. The test models presented here show a qualitatively correct behaviour, 
which, if the lower resolution and the simplified fracture mechanics is taken into account, is not too 
dissimilar from other DEM simulations of boudinage (Abe and Urai 2012). A more realistic fracture 
behaviour of the brittle layer could be obtained by implementing a more complex bond model between the 
DEM, i.e. "parallel bonds" as described by (Potyondy and Cundall 2004) or the rotational bond model by 
Wang, et al. (2006). 
The advantage of a coupled SPH-DEM simulation of boudinage compared to the pure DEM models 
is that a linear viscous material law can be used for the ductile matrix material in the SPH model whereas 
in the pure DEM model viscosity could only be approximated (Abe and Urai 2012). In addition, it is possible 
to extend the SPH model to non-linear viscous materials, for example to include power-law viscosity which 
would be important for the simulation of deformation processes involving rocks deforming by dislocation 
creep (Urai et al. 2008).  
The viscosity of the matrix material used in the boudinage model is much lower than that is 
expected in a realistic geologic setting (1016 Pa s vs. 10 Pa s). This discrepancy is due to the fact that the 
large range of time scales involved in a boudinage process with the correct geologic material properties 
would make the model numerically intractable. The time scale of ductile deformation would be in the range 
of thousands or even millions of years (~1010… 1014 s), whereas the time scale of the fracture processes 
would be in the sub-second to millisecond range, requiring micro-second time steps to resolve the crack 
propagation. This problem can be alleviated by applying techniques such as "density scaling" (Thornton 
2000) to move the time scales of these processes closer together.  
The material parameters used here in the new numerical models are much closer to those typical 
for analogue models, i.e. paraffin (~ 106  Pa s Neurath and Smith (1982)) or silicone putty (~105 Pa s Harris 
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and Koyi (2003)). Another material, which has been used in analogue modelling is honey with a viscosity 
of ~ 10-20 Pa s (Kenis, et al. 2004) or Polydimethylsiloxane (PDMS) (Victor and Moretti 2006), which has a 
viscosity of ~ 10-2 to 0.15 Pa s (Weijermars 1986) which is well within the range of viscosities used in the 
numerical models making the presented new model comparable to these physical models. 
The hydrofracturing models demonstrate the use of the coupled model for applications where the 
brittle deformation of the solid material is directly driven by fluid pressure. The details of the fracture 
propagation in this model depend on the material heterogeneity of the solid and the distribution of 
pressure applied on the solid material by the fluid. The fracture propagation generates new pathways for 
the fluid flow and the details of how the fluid moves into these pathways are resolved. This depends on 
the viscous properties of the fluid and will determine the redistribution of the fluid pressure and thus the 
further propagation of the fractures.  
For a productive application of hydrofracture modelling more details about the material properties 
need to be included into the model, in particular a detailed calibration of the fracture behaviour of the DEM 
part of the model would be necessary. A further possible extension of this model would be the inclusions 
of solid grains made up of DEM particles into the SPH fluid, similar to the sand grains used as proppant 
hydrofracturing shale gas reservoirs. 
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6.7 Conclusions 
 
The main conclusions of this study are summarised as the following: 
  
1. In this study, a new Lagrangian method for the simulation of brittle - ductile deformation 
is presented using mesh-less particle based methods. This method couples Smoothed 
Particle Hydrodynamics and Discrete Element Method. A variation of SPH is implemented, 
which allows the coupling with DEM in order to describe geological deformations. 
 
2. In a plane strain model, the linear relationship between the applied differential stress and 
the strain rate is verified to show that so this method is able to model real viscous 
behaviour qualitatively. 
 
3. Two examples of possible application of this method were shown, namely boudinage and 
hydraulic fracturing.  
 
4. Boudinage simulations demonstrated that as the viscosity of the incompetent layer 
increases, the number of boudins increases; and with even higher viscosity pinch-and-
swell structures develop.  
 
5. Hydrofracturing simulation showed that the viscosity of the injected fluid affects the 
evolution of the induced crack: the lower the viscosity, the faster the crack propagates 
and the wider the crack becomes. 
 
6. This approach can be adopted to model the deformation of carbonate layers embedded in 
a viscous salt body during tectonics. In the future, the code can be parallelized the code 
extended to 3D code as well. 
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7 Discrete element modelling of oblique boudinage during 
pure shear deformations 
7.1 Introduction 
Boudins are extensional structures in deformed layered media (Ramberg 1955). Boudinage occurs 
in mechanically layered rocks if there is a component of lengthening parallel to a brittle layer in a ductile 
matrix (Twiss and Moores 2007). The term 'oblique boudinage' is used if there is also a component of 
lengthening normal to the brittle layer and thus the extension is oblique to the layer. The schematic 
drawing of oblique boudinage is shown in Figure 7-1.  
 
  
Figure 7-1 Schematic drawing of oblique boudinage. Due to layer oblique extension, first, fractures develop 
forming boudins, then the blocks rotate. 
During oblique boudinage, asymmetric boudins are formed. Asymmetric boudin structures have 
been studied by several authors (Burg and Harris 1982, Ghosh 1988, Goscombe and Passchier 2003, 
Goscombe, et al. 2004, Mandal and Khan 1991, Passchier and Druguet 2002).  Goscombe et al. (2004) 
described and classified several boudin structures and found that the majority of the boudins are 
asymmetric. Goscombe and Passchier (2003) stated that asymmetric boudin structures are shear sense 
indicators if they can be identified as domino or shearband boudins. Mandal and Khan (1991) analysed the 
90 | P a g e  
 
 
rotation of obliquely fractured layer segments (boudins) by analogue experiments; and found that the 
thickness to length ratio of layer-segments and the orientation of fractures are the parameters that could 
control the rate of rotation versus rate of displacement of layer-segments. A similar observation was made 
by Passchier and Druguet (2002), who simulated asymmetric boudinage. Furthermore, their model showed 
that the sense of slip (synthetic/antithetic) is determined by the angle of the interboudin zone with the 
boudin surface.  Mandal et al. (2007) performed both analogue and numerical experiments to study the 
deformation of asymmetric boudin blocks and showed that final strain of the boudinaged layer is less than 
the final strain of the bulk volume of the host rock deformed in pure shear. 
However, oblique boudinage, when not only the fractures, but also the layer is oblique to the 
direction of extension has not been well studied. Gosh (1988) performed analogue experiments, where a 
single layer was deformed by oblique extension and found that layer-normal tensile fractures develop. 
Passchier and Druguet (2002) analysed the rotation of the blocks in an initially fractured oblique layer 
using 2D finite different method. However, numerical simulation of the process of full oblique boudinage 
has not been presented yet. 
One important issue regarding oblique boudinage is the orientation of the developed fractures. 
Tensile fractures are usually defined as extensional fractures with opening perpendicular to the layering 
(Fossen 2010). If the fracture is oblique to the brittle layer and there is no opening, it is assumed to be a 
shear fracture (Goscombe and Passchier 2003, Goscombe, et al. 2004, Mandal, et al. 2000). Shear 
fractures typically develop at 20°-30° to the maximum principal stress (Fossen 2010). Hybrid fractures form 
under mixed tensile and compressive stress states at acute angles to the maximum principal compressive 
stress; and display both opening and shear modes. The fracture angles are greater than those observed for 
extension fractures and less than those observed for shear fractures (Ramsey and Chester 2004). 
In nature, in layered sedimentary rocks, opening-mode fractures (joints and veins) usually are 
normal to layering (Bai and Pollard 2000a, Bai and Pollard 2000b, Bai, et al. 2000, Helgeson and Aydin 
1991, Narr and Suppe 1991). Therefore, the numerical models of layered media also show extensional 
fractures developed normal to the layer (Bourne 2003, Helgeson and Aydin 1991, Schöpfer, et al. 2011). 
Although, in some cases, it was also observed that fractures can develop not only normal to the direction 
of extension. Burg and Harris (1982) found that in the Variscan belt of Western Europe, the Pyrenees and 
the Alps, the boudin necklines and the extensional fractures are oblique (65-85°) to the maximum 
extension direction. This was explained with the plasticity of the rock; and as a result, the rock begins to 
yield by developing a zone of thinning across the layer, instead of tensional fracturing. Schenk, et al. 
(2007) analysed the boudinaged pegmatite layer in Naxos, Greece and they observed that the orientation 
of the fractures with respect to the pegmatite layer ranges from 0° to 5°. The origin and evolution of these 
oblique fractures has not been completely understood yet. 
The rotation of the boudin blocks is a structural feature which has been used to extrapolate 
deformation conditions. The amount of block rotation is commonly used as shear indicators (Goscombe 
and Passchier 2003, Mandal and Khan 1991). However, Schenk et al. (Schenk, et al. 2007) proposed that 
there is no need for non-coaxial flow in the marble to produce such asymmetric boudin structures. They 
also noted that the use of asymmetric boudins in a foliation-parallel boudin train as shear sense indicators 
needs to be regarded with caution. Abe and Urai (2012) showed that the rotation of boudins is also 
possible during pure shear deformation. According to their simulation results, the sense of rotation 
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correlates with the shape of the blocks:  rhombic blocks with a positive angle between block end surface 
and layer normal direction rotate clockwise, rhombic blocks with negative angles rotate anticlockwise and 
trapezoidal blocks with a different sign of angles for both ends do not rotate significantly.   
An exceptionally well exposed field example of oblique boudinage can be observed in Naxos, 
Greece. Pegmatites enclosed in the marbles were deformed in a brittle fashion forming blocky boudins. 
The boudin blocks are not really separated; the interboudin zones are filled with quartz. According to 
(Schenk, et al. 2007), these boudins formed in zero vorticity conditions, without any bulk shear of the 
pegmatite layer. They observed layering oblique, extensional fractures in the pegmatite layer. They 
assumed that the pegmatite layer was originally oblique to the minimum principle stress in the marble, 
due to extension, fractures developed at less than 90° to the pegmatite and ongoing extension resulted in 
progressive rotation of the pegmatites’ enveloping surface into parallelism with the principle extension 
direction. They explained the lack of separation by the dropping pore pressure: in the initial gaps between 
the boudins, quartz is crystallized, which prevent the marble to flow into the interboudin zones and 
separate the pegmatite blocks apart from each other. 
However, their explanation for the evaluation of Naxos boudins leaves some questions:  
  What are the conditions that mode-I fractures develop oblique to the layering? 
 Is it possible that the blocks rotate systematically in one direction during pure shear 
deformation? 
 What are the conditions that boudin blocks do not separate? 
The aim of this study is to investigate the process of oblique boudinage during pure shear 
deformation. Therefore, numerical simulations of the full oblique boudinage process are performed. The 
geometry different structures developed during the simulation are studied. The fracturing of the brittle 
layer respect to the surrounding matrix material is analysed as well. Furthermore, the rotation of the 
boudin blocks respect to the cohesion and the dip angle of the brittle oblique layer is investigated. 
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7.2 Methods – Materials (Ductile matrix, Elastic matrix, Double matrix), 
model setup, simulation process   
 
Discrete element method has been proven to be a powerful tool to simulate full 2D and 3D 
boudinage processes as it was demonstrated by Abe and Urai (2012) and Abe, et al. (2013). Therefore, in 
this study, discrete element method is applied. Open source DEM simulation software, namely ESyS-
Particle (for more details, see Chapter 7.) was used to perform numerical simulation of full oblique 
boudinage process. The Visualization Toolkit (VTK) and ParaView were used for post-processing and 
visualization. 
7.2.1 Materials 
In the simulations, two different materials are used: brittle-elastic material and quasi-viscous 
material.This brittle-elastic material consists of particles, which are initially connected by breakable 
rotational elastic bonds (Wang, et al. 2006). The physical interpretation of rotational bonds is that two 
particles are connected to one another with a cylindrical elastic beam whose radius is the mean of the radii 
of the bonded particles and whose equilibrium length is the sum of the radii of those particles 
(Weatherley, et al. 2012). The elasticity of bonds is determined by a microscopic Young's modulus and a 
microscopic Poisson's ratio; however, the macroscopic elastic properties of the bonded material do not 
necessarily match to the microscopic elastic properties of the bonds themselves.  A bond breaks if the 
shear stress within the bond exceeds its shear strength (τ) given by: 
 tanN fC          7.1 
where C is the cohesive strength of the bond for zero normal stress σN and f is the internal angle of 
friction of the bond. Once the bond is broken, it is removed and the previously bonded particles interact 
according to elastic interactions and frictional interactions as free particles.   
The quasi-viscous material was introduced to the discrete element method by adding a new type 
of particle interactions into the existing DEM software (Abe and Urai 2012). This approach provides a good 
approximation of viscous behaviour. This interaction type consists of the combination of a purely repulsive 
linear elastic interaction combined with a “dashpot” type interaction.  The dashpot force acting on a 
particle due to dashpot interaction is calculated using the following formula: 
ij
ij
ij
D
r
  dashpotij vF       7.2 
where rij is the current distance between the particles, Dij is a measure of the size or “weight” of the 
interaction which can be considered in terms of the cross section of the dashpot and is calculated from the 
average radii of the particles involved (dij=(ri+rj/2)). The relative velocity of the particles Δvij=vi-vj  is 
calculated from the difference of the particle velocities vi and vj. The factor α is a material constant which 
can be considered as a microscopic viscosity parameter.  
 Rotational damping force is also applied for all the particles in the models. The damping 
coefficient throughout the simulations was 0.01.  
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7.2.2 Material calibration 
 
The parameters used in the DEM models are microscopic parameters. There is no analytical 
relationship between the microscopic parameters and the macroscopic parameters; therefore, calibration 
is needed to find the correct macroscopic parameters of the material.  The relationship between the micro 
and macro parameters is influenced by the geometric details of the particle packing (Potyondy and Cundall 
2004, Schöpfer, et al. 2009).  
Since in the simulations the same material was used as Abe and Urai used (Abe and Urai 2012), 
their calibration test results was applied to calibrate the material properties. Throughout the simulations, 
the microscopic parameter of viscosity of the quasi viscous material is 0.1 in model units, which is 
equivalent with about 4.03 ± 0.31 of macroscopic viscosity. 
The calculated friction angle of the brittle material is 24°±0.8° (fully bonded material used by Abe 
and Urai, 2012).  
In the simulations, the scaling factor for the microscopic cohesion to macroscopic cohesion is 
0.28, as it was estimated for similar material by (Raith 2012) In the figures, the microscopic cohesion 
values are indicated.  
In this study, all the parameters are used in model units.  
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7.2.3 Model setup 
 
In the simulations, three types of initial setup are used:  
 “Ductile matrix” 
 “Elastic matrix” 
 “Double matrix” 
In the “ductile matrix” setup (Figure 7-2), there is a brittle oblique layer embedded in ductile 
matrix. The brittle layer is made up of cohesive material, while the ductile matrix is made up of quasi-
viscous material. The dip of the brittle layer changed between 5°and 50°. The model has a finite length. 
However, in order to minimize the influence of the finite model size, 3 different shapes of the layer ends 
are tested:  
 Open ends: the brittle oblique layer extends over the full length of the model  
 Round welded ends: the brittle oblique layer is shorter than the model and it is 
surrounded with the matrix material. The ends of the brittle layer are round. 
 Square welded ends: the brittle oblique layer is shorter than the model and it is 
surrounded with the matrix material. The ends of the brittle layer are square. 
 
 
Figure 7-2 Ductile matrix setup 
 
Figure 7-3 Elastic matrix setup 
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In the “elastic matrix” setup (Figure 7-3), the cohesive material is used for both the oblique layer 
and the matrix material. In order to get different behaviour, there are contrasts in the cohesion and/or 
Young-moduli between the matrix and the middle brittle layer. In this setup, only round welded ends are 
used. In this setup, both the layer and the matrix particles are bonded. On the interface, the bonds 
between the matrix and the layer have the same properties as the bonds between the matrix particles. 
 
Figure 7-4 Double matrix setup 
In the “double matrix” setup (Figure 7-4), there is a round welded cohesive oblique layer in a 
cohesive elastic matrix which is also surrounded with a ductile matrix. 
On the boundaries of the model, there are four infinite rigid planar walls. During the simulations, 
horizontal extension is applied: the left and the right boundaries are displacement controlled walls; they 
are moved apart at a constant velocity, except for the initial phase of the movement where the velocity is 
ramped up linearly until the chosen speed is reached. The top and the bottom walls are force controlled by 
applying a constant confining force. In the ductile matrix setup, the sidewalls are free elastic walls. While 
in the elastic matrix setup and the double matrix setup the sidewalls are soft bonded walls: the particles 
which are bonded to the wall can move only normal to the wall, there is no shear component of the 
movement along these walls. In these cases, there is a line of particles, which are the part of the matrix 
material, so they have the properties of the matrix; however, they are also bonded to the sidewalls.  
The models with ductile matrix setup consist of approximately 200 000 particles; the models with 
elastic matrix setup consist of approximately 70 000 particles; while the models with double matrix setup 
consist of approximately 245 000 particles.  The radii of the particles varied between 0.2 and 1.0 model 
units. Computing time on 8 CPU cores of the HPC cluster at RWTH Aachen University (Intel Xeon X5570, 2.93 
GHz) ranges from 4 h to about 24 h, depending on the model size. 
  
96 | P a g e  
 
 
7.2.4 Simulation parameters 
 
With the ductile matrix setup, 27 simulations were run.  The main parameters of these simulations 
are shown in Table 7-1 Parameters of simulations with ductile matrix setup Table 7-1. Also, the developed 
structures are indicated. In these simulations, the cohesion and the confining force were varied and 
several also different geometry setups were used. 
 
Table 7-1 Parameters of simulations with ductile matrix setup
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With the elastic matrix setup, 5 simulations were run.  The main parameters of these simulations 
are shown in Table 7-2. In these simulations, the cohesion of the oblique layer and the Young’s modulus of 
the model were varied.   
 
Table 7-2 Parameters of simulations with elastic matrix setup 
 
 
With the double matrix setup, 5 simulations were run.  The main parameters of these simulations 
are shown in Table 7-3. In these simulations, the cohesion of the oblique layer was varied.   
Table 7-3 Parameters of simulations with double matrix setup 
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7.3 Results (General structures, Fracturing, Block rotation) 
7.3.1 General structures 
 
Full oblique boudinage simulations were performed using various setups with different   
parameters.  By varying the cohesion the competent layer and the confining force, various type and shape 
of boudin blocks were simulated as it can be seen in Figure 7-5. The different boudin blocks are indicated 
by different colours.  
 
Figure 7-5 Different types of boudin structures 
If the cohesion of the centre oblique layer is low (c=0.1), but the confining force is higher 
(f=0.015), pinch-and-swell structure developed (Figure 7-6). First, the layer is failed by many shear 
fractures into small blocks. The blocks slide along the fractures and during sliding the edges of the blocks 
are smearing along fractures and the boundary of the competent layer become wavy. Then, the layer 
become thinner and longer; and finally, pinch-and-swell structures form.  
If the cohesion of the centre oblique layer is low (c=0.1) and also the confining force is low 
(f=0.01), drawn boudins develop which are connected with thin necks (Figure 7-7). First the layer breaks 
into larger angular blocks with several shear fractures. Then, these blocks break further into smaller 
blocks. Along the shear fractures, the material of the competent layer smears; and therefore, necks 
develop between the boudin blocks. 
If the cohesion of the centre oblique is high (c=0.15) and also the confining force is low (f=0.01) 
separated torn boudins are formed. Figure 7-8 shows the evolution of the boudins. First, the brittle layer 
breaks into large rectangular pieces with tensile fractures. Then, the blocks separate and the tensile cracks 
between the boudin blocks become open cavities. The matrix material fills the open cavities and as a 
consequence, it separates the blocks further form each other.  
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Figure 7-6 The evolution of pinch-and-swell structure 
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Figure 7-7 The evolution of drawn boudin structure 
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Figure 7-8 Evolution of torn boudins. 
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Figure 7-9 Evolution of asymmetric boudin structure 
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The result of the simulation with the larger geometry setup (1500 x 430) is shown in Figure 7-9. In 
this simulation, the initial dip of the oblique layer is 10°, the cohesion is 0.075 and the applied confining 
force is 0.03. It can be seen that as a result of shear fracturing, asymmetrical boudin blocks develop. 
Furthermore, it interesting to note that in this case, the boudin blocks do not separate. 
The effects of cohesion and confining force were investigated in more detail. The results are shown 
in Figure 7-10 and in Figure 7-12. For this model, a larger geometry is used in which, the oblique layer is 
wider (80 model units) than it is in the simulations shown previously (20 model units). 
 
Figure 7-10 Final stages of simulations with varied cohesion of the oblique layer 
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Figure 7-10 shows the final stages of simulations with varied cohesion of the oblique layer.  Figure 
7-11 shows the Mohr diagrams of these simulations. The failure envelopes were calculated using the 
macroscopic cohesion of the brittle material and the friction angle of 24°. The tensile part of the curve is 
estimated based on the study of Abe and Urai (2012), where the tensile strength of the fully bonded brittle 
material is approximately the same as its cohesion. According to Figure 7-13 it is a good approximation. 
1 was measured in the simulations, 3 was calculated based on 1  and the failure envelope.  
In case of low cohesion (c = 0.002), shear fractures and also conjugate fractures developed in the 
oblique layer and pinch-and-swell structures formed. With intermediate cohesion (c=0.005), the shape of 
boudins is rounded and the boudin blocks are connected with necks.  As the cohesion increases, the 
shape of the boudins is more angular. With higher cohesion (c=0.075), hybrid fractures develop and 
domino boudins form. In case of high cohesion (c=0.1), torn boudins develop.  
 
 
Figure 7-11 Mohr diagram of the models with varied cohesion  
 
 
P a g e  | 105  
 
 
 
Figure 7-12 Final stages of simulations with varied confining force 
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Figure 7-12 shows the final stages of simulations with varied confining force. The corresponding 
Mohr diagram is shown in Figure 7-13. In case of higher confining force (f > 0.02), tensile fractures develop 
and separated torn boudins form. With intermediate cohesion (f = 0.03), hybrid fractures develop and 
domino like structure form. In case of lower confining force (f < 0.05), shear and conjugate fractures 
develop, the boudins slipped on each other and asymmetric structures form.  
 
 
Figure 7-13 Mohr diagram of the models with varied confining force 
 
In the double matrix setup, cohesion is an important controlling factor; although, its effect is not 
well characterised.  The results of different simulation with different cohesion of the inner oblique layer as 
the cohesion of the elastic matrix is constant are shown in Figure 7-14.  It can be observed that as the 
cohesion of the inner elastic layer varies, different size and shape of boudins form; however, the relation 
cannot be well described.    
Figure 7-15 shows the evolution of boudins using double matrix setup, the cohesion of the elastic 
matrix is 0.1 and the cohesion of the inner oblique layer is 0.01. It can be observed that the first fractures 
initiate in the oblique layer or in the elastic matrix, near to the interface of the elastic layer and the elastic 
matrix; and then they propagate through the elastic matrix and finally the elastic matrix is broken. 
Additionally, fractures also initiates in the elastic matrix near to the side of the model. The reason 
for that could be that the elastic matrix is bonded to the sidewalls, due to extension, the elastic matrix also 
fails.   
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As the elastic matric is broken and the boudin blocks are separated, they start rotating. The 
rotation of the blocks is not systematical; one block rotates clockwise, two blocks rotate anticlockwise and 
the largest block does not rotate significantly.  
 
Figure 7-14 The results of different simulation using double matrix setup with varying cohesion of the inner 
oblique layer as the cohesion of the elastic matrix is constant. 
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Figure 7-15 Evolution of boudins using double matrix setup (cohesion of the elastic matrix=0.1(green) 
cohesion of the inner oblique layer= 0.01 (blue)). 
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7.3.2 Fracture orientation 
 
In this study, one of the main questions is the orientation of the developed fractures in the oblique 
layer. In order to study this, the results of the simulations using different materials are compared. 
 On the one hand, in the ductile matrix material, tensile fractures formed normal to the dip of the 
layer (Figure 7-16). The explanation for this is that the orientation of the external stress field change inside 
the ductile matrix material and the layer oblique extension becomes layer parallel extension in the middle 
layer. 
 
Figure 7-16 Orientation of the developed fractures using ductile material as matrix material.  
 On the other hand, in the elastic matrix material, if the Young’s moduli of the matrix material are 
the same as the layer material  matrix layerE E , the fractures develop in more or less vertical direction 
(Figure 7-17). The fractures are parallel to the main stress (ρ1), since the disruption of the layer is driven by 
the external stress field.  
 
Figure 7-17 Orientation of the developed fractures using elastic material as matrix material. 
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7.3.3 Block length 
 
The length of the boudin blocks is also investigated in this study. The results of the simulation 
with the ductile matrix show that the length of the blocks is mainly affected by the cohesion of the oblique 
layer as it can be observed in Figure 7-18. The statistics of block length developed simulation with ductile 
matrix setup with respect to cohesion and dip of the oblique competent layer is shown in Table 7-4.  As the 
cohesion is lower, shorter blocks develop; and as the cohesion is higher, longer blocks form.  Furthermore, 
the maximum length is affected by the orientation of the oblique layer. In case of higher dip of the oblique 
layer, the size of the longest block is larger, than in the case of lower dip of the oblique layer. 
 
 
 
Figure 7-18 Final stages of simulation with ductile matrix setup with respect to cohesion and dip of the 
oblique competent layer. 
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Table 7-4 Statistics of block length developed simulation with ductile matrix setup with respect to cohesion 
and dip of the oblique competent layer. 
 
In case of simulation with elastic matrix material, the frequency of the fractures is influenced also 
by the cohesion of the oblique layer and additionally the Young moduli of the model, as it is shown in 
Figure 7-19. Similarly to the results of simulations with ductile matrix material, if the cohesion is low, more 
fractures develop; whereas, if the cohesion is high, less fracture develops. Although, the influence of 
Young modulus is not well predictable, it does have an effect. Furthermore, it is worth noticing that in case 
of lower cohesion (c=0.05), only 3,1% strain is needed to develop fractures; whereas, in case of higher 
cohesion (c=0.15), more strain (7.7%) is necessary for the first fractures to develop. 
 
 
Figure 7-19 Snapshots of the first fracturing in simulation with elastic matrix setup with respect to Young 
modulus of the model (left column) and cohesion of the oblique layer (right column).  
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7.3.4 Block rotation 
Also, the rotation of the individual boudin blocks is analysed with respect to the cohesion (c = 
0.01, 0.015) and the dip angle (5°, 10°, 15° ) of the brittle oblique layer. In order to quantitatively compare 
the effect of the different parameters, the degree of the rotation versus time for several simulations was 
plotted. These graphs can be seen on the right side of Figure 7-20 and Figure 7-21. In the horizontal axis 
the timesteps are plotted, while in the vertical axis the actual degree of rotation is plotted with respect to 
the initial dip of the oblique layer. Positive values mean clockwise rotation, negative values mean 
anticlockwise rotations. Each boudin segment is represented by a line. As long as the blocks stay together, 
the lines go together; then, when the blocks separate, the lines also separate. The line is plotted with the 
same colour as the boudin block it refers to.  
Figure 7-20 shows the final stage and the corresponding rotation of the simulations with lower 
cohesion (c=0.01), but with varied initial dip angle of the oblique layer. It can be seen that the rotation is 
largely affected by the length of the block. Smaller blocks rotate much more than larger blocks. The initial 
dip angle of the oblique layer also influences the rotation of the blocks. With lower dip, the blocks rotate 
both clockwise and anticlockwise. The higher the dip, the more consistent is the rotation and the more 
rotate the blocks against dip direction.  
 
Figure 7-20 Block rotation (cohesion = 0.01) 
Figure 7-21 shows the final stage and the corresponding rotation of the simulations with lower 
cohesion (c=0.01), also with varied initial dip angle of the oblique layer. Here, the rotation of the blocks 
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can be analysed well. In the beginning of the simulation, the entire layer turns against dip direction 
(anticlockwise); then, when it breaks, in some cases both blocks turn back quite fast clockwise and then 
again they rotate anticlockwise, in other cases one block turns back clockwise and the other block rotate 
more forward (anticlockwise).  Furthermore, the same effect can be as it was described in the case of lower 
cohesion: on the one hand; if dip angle of the oblique layer is smaller, the blocks rotate both direction, on 
the other hand, if the layer is steeper, the blocks rotate more against dip direction.  
 
 
Figure 7-21 Block rotation (cohesion = 0.015) 
In the simulation above, the oblique layer has open ends. In Figure 7-20 and Figure 7-21, it can be 
observed that the rotation of the side blocks is affected by the boundary of the model. Therefore, two 
different shapes of layer end are tested, which are welded to the matrix to avoid the side effects. Figure 
7-22 shows the final stages of the simulations. With rounded ends, the layer is slightly bended at the 
border of the end block. However; with square ends, no boundary effects can be noticed.  
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Figure 7-22 Simulations with different types of layer ends 
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7.4 Discussion 
 
In this study, the simulations of the full evolution of oblique boudinage during pure shear is 
presented, including the fracturing of the competent layer, the formation of boudins and the  rotation of 
the developed boudins as well.  
 The results show that the geometry of the developed boudin structures are influenced by the 
cohesion of the brittle layer and the confining force applied to the model. It was shown by triaxial 
measurements, as the confining pressure increases, higher stress is required to break the sample and the 
rock show higher tendency for ductile behaviour (Jaeger, et al. 2009) The length of the blocks was also 
investigated and according to the results, the length of the developed boudins is affected by the cohesion 
and the dip of the brittle oblique layer. Other studies showed that the critical length of the developed 
boudin in a competent layer between two relatively weak viscous layers under layer normal compression is 
influenced by the tensile strength of the competent layer and also by the thickness of the competent layer 
and the matrix (Kidan and Cosgrove 1996, Ramberg 1955) (See Eq. 2-3). The cohesion of the material is 
related to its tensile strength (Brace 1960), the dip of the layer is related to the thickness of the matrix 
(model). Thus, the results of this study are in good agreement with other studies. 
In the numerical simulations, which model the fracturing process of the boudinage, the fracturing 
is determined by the orientation of the stress field, so the fractures develop normal to the boudinaged 
layer (Bai and Pollard 2000a, Bai and Pollard 2000b, Bai, et al. 2000, Iyer and Podladchikov 2009, Narr 
and Suppe 1991, Schöpfer, et al. 2011). However, in these simulations, the initial brittle layer is parallel to 
the direction of extension and the fracturing of a brittle layer which is oblique to the direction of extension 
has not been investigated. Studying the orientations of the developed fractures, it was shown that the 
matrix material, in which the brittle layer is fracturing, is a key parameter to determine the orientation of 
the fractures. On the one hand, in case of elastic material, the external stress field is dominant. On the 
other hand, in the case of ductile matrix material, the external stress field is changed and the internal 
stress field around the oblique layer becomes dominant. Furthermore, the length of the developed blocks 
is also studied and it is found that it is mainly affected by the cohesion and the dip of the oblique layer.  
In other models, which focus on the rotation of the boudin blocks, usually a pre-broken layer is 
used as the initial setup for the simulations (Maeder, et al. 2009, Mandal and Khan 1991, Treagus and Lan 
2004). In the case of the models, which are used to simulate asymmetric boudin structures (Mandal and 
Khan 1991, Passchier and Druguet 2002), the initial brittle layer is disrupted by periodical layer-oblique 
fractures. However, the origin of these fractures is usually not explained. According to the results of the 
simulations of this study, usually (in ductile matrix material) periodical tensile fractures formed normal to 
the layer. Although, the developed shear fractures are oblique to the layer, no periodicity can be observed. 
In some cases the angle between the fracture and the layer is positive; while in other cases, the angle is 
negative. Periodical layer-oblique tensile fractures can form in elastic matrix material; however, in this 
case, only joints, but no separated boudin blocks develop; therefore, there is no block rotation.  
The results of the simulations also show that the boudin blocks do rotate during pure shear 
deformation without any applied layer parallel shear component. This issue was proposed by Schenk, et 
al. (2007) and reported by Abe and Urai (Abe and Urai 2012) as well. According to previous studies 
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(Goscombe and Passchier 2003, Passchier and Druguet 2002), the rotation of the boudin blocks has been 
often used as shear sense indicators; however, this study showed that there is block rotation in zero 
vorticity conditions. Moreover, it was shown that if the boudinaged layer was initially oblique to the 
direction of bulk extension, the rotation of the boudin blocks is systematic and the higher the dip of the 
oblique layer, the more the blocks rotate against dip direction.  
Additionally, in this study, the possible evolution of the pegmatite boudins in a marble matrix 
found Naxos is analysed. Based on the results of the simulations, it can be stated that mode-I fractures 
can develop obliquely to the layering, under two conditions. Firstly, the direction of the extension is 
oblique to the layer. Secondly, both the matrix and the layer behave as brittle-elastic material. The first 
condition can be applied for the boudins in Naxos. However, the second condition cannot be applied, as 
the boudins formed in marble, which deforms in a ductile way under low differential stress of 
approximately 2 MPa (Schmid, et al. 1980), which was the condition in the Naxos proposed by Schenk, et 
al. (2007). Although, according to the experiments of Kármán (1910), under unconfined conditions, marble 
can also deform in a brittle way. Furthermore, the systematic rotation of the boudin blocks is possible, if 
the boudinaged layer is initially oblique to the direction of extension, which condition can be applied for 
the boudins in Naxos.  In addition, during some of the simulations, the boudin blocks do not separate, 
such as in case of the simulation with as it is shown in Figure 7-9. However, the question of the block 
separation has been not answered yet. According to Schenk, et al. (2007), the lack of separation can be 
explained the by dropping pore pressure, which is impossible to simulate using discrete element method. 
Although, no separation was observed between the blocks in the cases of simulations with larger geometry 
setup. Thus, the initial geometry of the layers could be an important factor. However, analysis of the effect 
of geometry needs further investigation.   
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7.5 Conclusion 
The main conclusions of this study are summarised as the following: 
 
1. In this study, the discrete element method simulations of the full evolution of oblique 
boudinage is presented, including the fracturing of the competent layer, the formation of 
boudins and the  rotation of the developed boudins as well.  
 
2. By varying the cohesion the competent layer, various type and shape of boudin blocks are 
simulated. If the cohesion of the centre oblique layer is low, pinch-and-swell structure 
develops; with intermediate cohesion, drawn boudins are observed, which are connected 
with thin necks; while if the cohesion of the centre oblique is high, separated torn 
boudins develop.  
 
3. The orientation of the developed fracture is also studied. The results show that in case of 
ductile matrix material, the disruptions of the layer are driven by the dip angle of the layer 
and not the orientation of the external stress field, which means that the fractures are 
normal to the layer. While in the case of elastic matrix material, if there is no elasticity 
contrast between the matrix and the layer, the orientation of the stress field does not 
change around the oblique layer, so that the fractures are parallel to the orientation of the 
main stress (σ1). 
 
4. The simulation with the double matrix setup shows that the cohesion of the middle layer 
has influence on the fracture spacing: the fractures are initialized in the middle, less 
cohesive layer and then later they propagated to the outer more cohesive layer. Moreover, 
if the cohesion of the middle layer is low, more blocks develop, while if the cohesion of 
the middle layer is higher, more blocks develop. 
 
5. The results of the simulations also show that the boudin blocks do rotate during pure 
shear deformation. Furthermore, it is shown that the rotation of the boudin blocks 
developed in an oblique layer is systematic and the higher the dip of the oblique layer, 
the more rotate the blocks against dip direction.  
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Appendix: Python scripts for ESyS-Particle   
 
DUCTILE MATRIX SETUP 
 
""" 
Defines runSimulation function which executes compression simulation. 
""" 
from esys.lsm import * 
from esys.lsm.util import Vec3, BoundingBox, InstallInfo 
from time import * 
import sys 
 
class Loading(Runnable): 
    """ 
    Objects of this class provide the loading mechanism for a compression 
    simulation. 
    """ 
    def __init__(self,lsm,dt,t0,t1,vel,sig_n): 
        Runnable.__init__(self) 
        self.theLSM=lsm 
        self.t0=t0 
        self.t1=t1 
        self.dx=vel*dt 
        self.ddx=(vel/(float(t1-t0)))*dt; 
        print "dvel", self.ddx 
        self.dsig_n=sig_n/float(t0) 
        print "dsig_n",self.dsig_n 
        self.sig_n=sig_n 
        self.init_time=time()         
    def run(self): 
        """ 
        Moves upper and lower walls by an increment. 
        """ 
        t=self.theLSM.getTimeStep() 
        # move sidewalls  
        if(t>self.t0): 
            if(t<self.t1): 
                dxi=(t-self.t0)*self.ddx 
                self.theLSM.moveWallBy("rightWall",Vec3(dxi,0.0,0.0)) 
                self.theLSM.moveWallBy("leftWall",Vec3(-1.0*dxi,0.0,0.0)) 
            else: 
                self.theLSM.moveWallBy("rightWall",Vec3(self.dx,0.0,0.0)) 
                self.theLSM.moveWallBy("leftWall",Vec3(-1.0*self.dx,0.0,0.0)) 
        # apply vertical confining stress 
        le_wp=self.theLSM.getWallPosition("leftWall") 
        ri_wp=self.theLSM.getWallPosition("rightWall") 
        length=ri_wp[0]-le_wp[0] 
        if(t<self.t0): 
            f=t*self.dsig_n*length 
        else: 
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            f=self.sig_n*length         
        if(f>0.0): 
            self.theLSM.applyForceToWall("lowerWallInteraction",Vec3(0.0,f,0.0)); 
            self.theLSM.applyForceToWall("upperWallInteraction",Vec3(0.0,-1.0*f,0.0)); 
        if((t%1000)==0): 
            print t, "time steps", " at time: " , time()-self.init_time, "force", f, "length", length      
def runSimulation(): 
    mySim=LsmMpi(7,[7,1,0]) 
    xsize=float(sys.argv[1]) 
    ysize=float(sys.argv[2]) 
    rmax=1.0 
    dt=0.04 
    t0=5000 
    t1=10000 
    eps_d=2e-5#float(sys.argv[1]) # strain rate 
    eps_final=float(sys.argv[3]) #final extension   
    nt=int((t1+t0)/2.0+0.5*eps_final/(eps_d*dt)) 
    print "nr. of time steps: ",nt 
    dt_save=10 
    dt_snap=nt/50 
    vel=xsize*eps_d  
    print "velocity : ", vel 
    # normal force  
    fn=float(sys.argv[5])#normal force 
    print "normal force: ", fn 
    mySim.initVerletModel("RotSphere", rmax*2.2, 0.1) 
    mySim.setSpatialDomain(Vec3(-0.1*xsize,0,-1.0),Vec3(1.1*xsize,ysize,1.0)) 
    mySim.setTimeStepSize(dt) 
    mySim.readGeometry(sys.argv[4]); 
    # setup interactions 
    # friction for "solid" particles 
    mu=0.6 
    k=1.0 # stiffness of the oblique layer 
    #print "stiffness of the matrix: ", k1, " stiffness of the oblique layer: ", k2 
    fip1=RotFrictionPrms( "friction1", k, mu, mu,1.0,True) 
    fip2=RotFrictionPrms( "friction2", k, mu, mu,1.0,True) 
    fip3=RotFrictionPrms( "friction3", k, mu, mu,1.0,True) 
    # dashpot 
    dip1=LinearDashpotPrms("dashpot1",0.1,1.0) 
    dip2=LinearDashpotPrms("dashpot2",0.1,1.0) 
    # elastic for "ductile" particles 
    eip1=NRotElasticPrms("elastic1", 1.0,True) 
    eip2=NRotElasticPrms("elastic2", 1.0,True) 
    # bonds 
    E=k # youngs modulus  of the oblique layer 
    gamma=0.3 # poisson ratio 
    C=float(sys.argv[6]) # cohesion ofthe oblique layer 
    print "cohesion of the oblique layer: ", C 
    atan_phi=0.6 # arctan of friction angle 
    bip=BrittleBeamPrms("bonded",E,gamma,C,atan_phi,0) #oblique 
    rdip=DampingPrms("RotDamping","damping2",0.01,50) 
    mySim.createInteractionGroupTagged(fip1,1,1,1,1) #oblique 
    mySim.createInteractionGroupTagged(fip2,1,1,2,2) #oblique-left 
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    mySim.createInteractionGroupTagged(fip3,1,1,3,3) #oblique-right 
    mySim.createInteractionGroupTagged(eip1,0,0,0,0) #ductile  
    mySim.createInteractionGroupTagged(eip2,0,0,1,1) #ductile-oblique 
    mySim.createInteractionGroupTagged(dip1,0,0,0,0) #ductile 
    mySim.createInteractionGroupTagged(dip2,0,0,1,1) #ductile-oblique 
    mySim.createInteractionGroup(rdip)     
    mySim.createInteractionGroup(bip) 
    mySim.createExclusion("bonded","friction1") #oblique 
    mySim.createExclusion("bonded","friction2") #oblique-left 
    mySim.createExclusion("bonded","friction3") #oblique-right 
    # create walls 
    # top & bottom 
    mySim.createWall("lowerWall",Vec3(0.0,0.0,0.0),Vec3(0.0,1.0,0.0)) 
    mySim.createWall("upperWall",Vec3(0.0,ysize,0.0),Vec3(0.0,-1.0,0.0)) 
    wp1=NRotElasticWallPrms("upperWallInteraction","upperWall",1.0) 
    wp2=NRotElasticWallPrms("lowerWallInteraction","lowerWall",1.0); 
    mySim.createInteractionGroup(wp1) 
    mySim.createInteractionGroup(wp2) 
    # left & right 
    mySim.createWall("leftWall",Vec3(0.0,0.0,0.0),Vec3(1.0,0.0,0.0)) 
    mySim.createWall("rightWall",Vec3(xsize,ysize,0.0),Vec3(-1.0,0.0,0.0)) 
    wp3=NRotSoftBondedWallPrms("leftWallInteraction","leftWall",1.0,0.0,3,-1, True) 
    wp4=NRotSoftBondedWallPrms("rightWallInteraction","rightWall",1.0,0.0,2,-1, True); 
    mySim.createInteractionGroup(wp3) 
    mySim.createInteractionGroup(wp4) 
    # setup savers 
    pot_file_name="epot_b.dat"  
            ep_prm=InteractionScalarFieldSaverPrms("bonded","potential_energy", pot_file_name,"SUM",0,nt, 
dt_save) 
    mySim.createFieldSaver(ep_prm) 
    nb_file_name="nbonds.dat" 
    nb_prm=InteractionScalarFieldSaverPrms("bonded","count",nb_file_name,"SUM",0,nt,dt_save) 
    mySim.createFieldSaver(nb_prm)  
    kin_file_name="ekin.dat" 
    ek_prm=ParticleScalarFieldSaverPrms("e_kin",kin_file_name,"SUM",0,nt,dt_save) 
    mySim.createFieldSaver(ek_prm) 
    wf_file_name="wf.dat" 
    mySim.createFieldSaver( 
      WallVectorFieldSaverPrms( 
        fileName=wf_file_name, 
        fieldName="Force", 
        wallName=["lowerWall","upperWall","leftWall","rightWall"], 
        fileFormat="RAW_SERIES", 
        beginTimeStep=0, 
        endTimeStep=nt, 
        timeStepIncr=dt_save 
      ) 
    ) 
    wp_file_name="wp.dat" 
    mySim.createFieldSaver( 
      WallVectorFieldSaverPrms( 
        fileName=wp_file_name, 
        fieldName="Position", 
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        wallName=["lowerWall","upperWall","leftWall","rightWall"], 
        fileFormat="RAW_SERIES", 
        beginTimeStep=0, 
        endTimeStep=nt, 
        timeStepIncr=dt_save 
      ) 
    ) 
    # friction force field in competent layer 
    ff1_file_name="saver/ffric1" 
    ff1_prm=InteractionVectorFieldSaverPrms("friction1","force",ff1_file_name,"RAW_WITH_POS_ID",0,nt,dt_snap) 
    mySim.createFieldSaver(ff1_prm) 
    # friction force field between matrix and competent layer 
    ff2_file_name="saver/ffric2" 
    ff2_prm=InteractionVectorFieldSaverPrms("friction2","force",ff2_file_name,"RAW_WITH_POS_ID",0,nt,dt_snap) 
    mySim.createFieldSaver(ff2_prm) 
    # bonded force field in competent layer 
    fb1_file_name="saver/fbond1" 
    fb1_prm=InteractionVectorFieldSaverPrms("bonded","force",fb1_file_name,"RAW_WITH_POS_ID",0,nt,dt_snap) 
    mySim.createFieldSaver(fb1_prm) 
    # dashpot force field in ductile layer 
    fd1_file_name="saver/fdip1" 
    fd1_prm=InteractionVectorFieldSaverPrms("dashpot1","force",fd1_file_name,"RAW_WITH_POS_ID",0,nt,dt_snap) 
    mySim.createFieldSaver(fd1_prm) 
    # dashpot force field between ductile layer and competent layer 
    fd2_file_name="saver/fdip2" 
    fd2_prm=InteractionVectorFieldSaverPrms("dashpot2","force",fd2_file_name,"RAW_WITH_POS_ID",0,nt,dt_snap) 
    mySim.createFieldSaver(fd2_prm) 
    # elastic force field in ductile layer 
    fe1_file_name="saver/felastic1" 
    fe1_prm=InteractionVectorFieldSaverPrms("elastic1","force",fe1_file_name,"RAW_WITH_POS_ID",0,nt,dt_snap) 
    mySim.createFieldSaver(fe1_prm) 
    # elastic force field between ductile layer and competent layer 
    fe2_file_name="saver/felastic2" 
    fe2_prm=InteractionVectorFieldSaverPrms("elastic2","force",fe2_file_name,"RAW_WITH_POS_ID",0,nt,dt_snap) 
    mySim.createFieldSaver(fe2_prm) 
    # checkpoints 
    cp=CheckPointPrms("cpt/cpt",0,nt,dt_snap) 
    mySim.createCheckPointer(cp) 
    # add loading function 
    lf=Loading(mySim,dt,t0,t1,vel,fn) 
    mySim.addPreTimeStepRunnable(lf) 
    mySim.setNumTimeSteps(nt) 
    start_time=time() 
    mySim.force2dComputations(True) 
    mySim.run() 
    stop_time=time() 
    print "runtime: ", stop_time-start_time, " seconds"  
 
if (__name__ == "__main__"): 
    runSimulation() 
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ELASTIC SETUP 
""" 
Defines runSimulation function which executes compression simulation. 
""" 
from esys.lsm import * 
from esys.lsm.util import Vec3, BoundingBox, InstallInfo 
from time import * 
import sys 
 
class Loading(Runnable): 
    """ 
    Objects of this class provide the loading mechanism for a compression 
    simulation. 
    """ 
    def __init__(self,lsm,dt,t0,t1,vel,sig_n): 
        Runnable.__init__(self) 
        self.theLSM=lsm 
        self.t0=t0 
        self.t1=t1 
        self.dx=vel*dt 
        self.ddx=(vel/(float(t1-t0)))*dt; 
        print "dvel", self.ddx 
        self.dsig_n=sig_n/float(t0) 
        print "dsig_n",self.dsig_n 
        self.sig_n=sig_n 
        self.init_time=time()         
    def run(self): 
        """ 
        Moves upper and lower walls by an increment. 
        """ 
        t=self.theLSM.getTimeStep() 
        # move sidewalls  
        if(t>self.t0): 
            if(t<self.t1): 
                dxi=(t-self.t0)*self.ddx 
                self.theLSM.moveWallBy("rightWall",Vec3(dxi,0.0,0.0)) 
                self.theLSM.moveWallBy("leftWall",Vec3(-1.0*dxi,0.0,0.0)) 
            else: 
                self.theLSM.moveWallBy("rightWall",Vec3(self.dx,0.0,0.0)) 
                self.theLSM.moveWallBy("leftWall",Vec3(-1.0*self.dx,0.0,0.0)) 
        # apply vertical confining stress 
        le_wp=self.theLSM.getWallPosition("leftWall") 
        ri_wp=self.theLSM.getWallPosition("rightWall") 
        length=ri_wp[0]-le_wp[0] 
        if(t<self.t0): 
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            f=t*self.dsig_n*length 
        else: 
            f=self.sig_n*length            
        if(f>0.0): 
            self.theLSM.applyForceToWall("lowerWallInteraction",Vec3(0.0,f,0.0)); 
            self.theLSM.applyForceToWall("upperWallInteraction",Vec3(0.0,-1.0*f,0.0)); 
        if((t%1000)==0): 
            print t, "time steps"," at time: ",time()-self.init_time,"force",f,"length",length      
def runSimulation(): 
    #    setVerbosity(True) 
    # agruments: x-dim, y-dim, rmax, nr. of timesteps, kbreak 
    mySim=LsmMpi(7,[7,1,0]) 
    xsize=float(sys.argv[1]) 
    ysize=float(sys.argv[2]) 
    rmax=1.0 
    dt=0.01 
    t0=5000 
    t1=10000 
    eps_d=2e-5# strain rate 
    eps_final=float(sys.argv[3]) # final extension   
    nt=int((t1+t0)/2.0+0.5*eps_final/(eps_d*dt)) 
    print "nr. of time steps: ",nt 
    dt_save=1 
    dt_snap=nt/50 
    vel=float(sys.argv[10])  #xsize*eps_d #0.008 
    print "velocity : ", vel 
    # normal force  
    fn=float(sys.argv[4]) #0.00075 # 15MPa, E~20MPa 
    mySim.initVerletModel("RotSphere", rmax*2.2, 0.1) 
    mySim.setSpatialDomain(Vec3(-0.3*xsize,0,-1.0),Vec3(1.3*xsize,ysize,1.0)) 
    mySim.setTimeStepSize(dt) 
    mySim.readGeometry((sys.argv[5])); 
    # setup interactions 
    damp=0.01 
    dip=DampingPrms("Damping","damping1",damp,50) 
    rdip=DampingPrms("RotDamping","damping2",damp,50) 
    # elastic 
    # friction for "solid" particles 
    mu=0.6 
    k1=float(sys.argv[6])  # stiffness of the matrix 
    k2=float(sys.argv[7])  # stiffness of the oblique layer 
    fip1=RotFrictionPrms( "friction1", k1, mu, mu,1.0,True) 
    fip2=RotFrictionPrms( "friction2", k1, mu, mu,1.0,True) 
    fip3=RotFrictionPrms( "friction3", k2, mu, mu,1.0,True) 
    fip6=RotFrictionPrms( "friction6", k1, mu, mu,1.0,True) 
    fip7=RotFrictionPrms( "friction7", k1, mu, mu,1.0,True) 
    # bonds 
    E1=k1  # youngs modulus of the matrix 
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    E2=k2  # youngs modulus of the oblique layer 
    gamma=0.3 # poisson ratio 
    C1=float(sys.argv[8]) # cohesion of the matrix 
    C2=float(sys.argv[9]) # cohesion of the oblique layer 
    atan_phi=0.6 # arctan of friction angle 
    bip1=BrittleBeamPrms("bonded1",E1,gamma,C1,atan_phi,0) #matrix 
    bip2=BrittleBeamPrms("bonded2",E2,gamma,C2,atan_phi,1) #oblique 
    mySim.createInteractionGroupTagged(fip1,1,1,1,1) #oblique 
    mySim.createInteractionGroupTagged(fip2,1,1,2,2) #oblique-matrix 
    mySim.createInteractionGroupTagged(fip3,2,2,2,2) #matrix 
    mySim.createInteractionGroupTagged(fip2,4,4,2,2) #matrix-left 
    mySim.createInteractionGroupTagged(fip2,5,5,2,2) #matrix-right 
    mySim.createInteractionGroup(bip1) 
    mySim.createInteractionGroup(bip2) 
    mySim.createInteractionGroup(dip) 
    mySim.createInteractionGroup(rdip) 
    mySim.createExclusion("bonded2","friction1") #oblique 
    mySim.createExclusion("bonded1","friction2") #oblique-matrix 
    mySim.createExclusion("bonded1","friction3") #matrix 
    mySim.createExclusion("bonded1","friction6") #matrix-left 
    mySim.createExclusion("bonded1","friction7") #matrix-right 
    # create walls 
    # top & bottom 
    mySim.createWall("lowerWall",Vec3(0.0,0.0,0.0),Vec3(0.0,1.0,0.0)) 
    mySim.createWall("upperWall",Vec3(0.0,ysize,0.0),Vec3(0.0,-1.0,0.0)) 
    wp1=NRotElasticWallPrms("upperWallInteraction","upperWall",1.0) 
    wp2=NRotElasticWallPrms("lowerWallInteraction","lowerWall",1.0); 
    mySim.createInteractionGroup(wp1) 
    mySim.createInteractionGroup(wp2) 
    # left & right 
    mySim.createWall("leftWall",Vec3(0.0,0.0,0.0),Vec3(1.0,0.0,0.0)) 
    mySim.createWall("rightWall",Vec3(xsize,ysize,0.0),Vec3(-1.0,0.0,0.0)) 
    wp3=NRotSoftBondedWallPrms("leftWallInteraction","leftWall",1.0,0.0,4,-1, True) 
    wp4=NRotSoftBondedWallPrms("rightWallInteraction","rightWall",1.0,0.0,5,-1, True); 
    mySim.createInteractionGroup(wp3) 
    mySim.createInteractionGroup(wp4) 
    # setup savers 
    pot_file_name="epot_b1.dat"    
ep_prm=InteractionScalarFieldSaverPrms("bonded1","potential_energy",pot_file_name,"SUM",0,nt,dt_
save) 
    mySim.createFieldSaver(ep_prm) 
    pot_file_name="epot_b2.dat"    
ep_prm=InteractionScalarFieldSaverPrms("bonded2","potential_energy",pot_file_name,"SUM",0,nt,dt_
save) 
    mySim.createFieldSaver(ep_prm) 
    nb2_file_name="nbonds2.dat" 
    nb_prm=InteractionScalarFieldSaverPrms("bonded2","count",nb2_file_name,"SUM",0,nt,dt_save) 
    mySim.createFieldSaver(nb_prm) 
    kin_file_name="ekin.dat" 
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    ek_prm=ParticleScalarFieldSaverPrms("e_kin",kin_file_name,"SUM",0,nt,dt_save) 
    mySim.createFieldSaver(ek_prm) 
    wf_file_name="wf.dat" 
    mySim.createFieldSaver( 
      WallVectorFieldSaverPrms( 
        fileName=wf_file_name, 
        fieldName="Force", 
        wallName=["lowerWall","upperWall","leftWall","rightWall"], 
        fileFormat="RAW_SERIES", 
        beginTimeStep=0, 
        endTimeStep=nt, 
        timeStepIncr=dt_save 
      ) 
    ) 
    wp_file_name="wp.dat" 
    mySim.createFieldSaver( 
      WallVectorFieldSaverPrms( 
        fileName=wp_file_name, 
        fieldName="Position", 
        wallName=["lowerWall","upperWall","leftWall","rightWall"], 
        fileFormat="RAW_SERIES", 
        beginTimeStep=0, 
        endTimeStep=nt, 
        timeStepIncr=dt_save 
      ) 
    ) 
    # friction force field in competent layer 
    ff1_file_name="saver/ffric1"    
ff1_prm=InteractionVectorFieldSaverPrms("friction1","force",ff1_file_name,"RAW_WITH_POS_ID",0,nt
,dt_snap/2) 
    mySim.createFieldSaver(ff1_prm) 
    # friction force field between matrix and competent layer 
    ff2_file_name="saver/ffric2" 
    ff2_prm=InteractionVectorFieldSaverPrms("friction2","force",ff2_file_name, 
“RAW_WITH_POS_ID",  0, nt,dt_snap/2) 
    mySim.createFieldSaver(ff2_prm) 
    # bonded force field in competent layer 
    fb1_file_name="saver/fbond1"    
fb1_prm=InteractionVectorFieldSaverPrms("bonded2","force",fb1_file_name,"RAW_WITH_POS_ID",0,nt,d
t_snap/2) 
    mySim.createFieldSaver(fb1_prm) 
    # bonded force field between matrix and competent layer 
    fb2_file_name="saver/fbond2"      
    fb2_prm=InteractionVectorFieldSaverPrms("bonded1","force",fb2_file_name,"RAW_WITH_POS_ID",0, 
nt,dt_snap/2) 
    mySim.createFieldSaver(fb2_prm)    
    # checkpoints 
    cp=CheckPointPrms("cpt/cpt",0,nt,dt_snap) 
    mySim.createCheckPointer(cp) 
    # add loading function 
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    lf=Loading(mySim,dt,t0,t1,vel,fn) 
    mySim.addPreTimeStepRunnable(lf) 
    mySim.setNumTimeSteps(nt) 
    start_time=time() 
    mySim.force2dComputations(True) 
    mySim.run() 
    stop_time=time() 
    print "runtime: ", stop_time-start_time, " seconds"  
if (__name__ == "__main__"): 
    runSimulation() 
 
DOUBLE MATRIX SETUP 
""" 
Defines runSimulation function which executes compression simulation. 
""" 
from esys.lsm import * 
from esys.lsm.util import Vec3, BoundingBox, InstallInfo 
from time import * 
import sys 
 
class Loading(Runnable): 
    """ 
    Objects of this class provide the loading mechanism for a compression 
    simulation. 
    """ 
    def __init__(self,lsm,dt,t0,t1,vel,sig_n): 
        Runnable.__init__(self) 
        self.theLSM=lsm 
        self.t0=t0 
        self.t1=t1 
        self.dx=vel*dt 
        self.ddx=(vel/(float(t1-t0)))*dt; 
        print "dvel", self.ddx 
        self.dsig_n=sig_n/float(t0) 
        print "dsig_n",self.dsig_n 
        self.sig_n=sig_n 
        self.init_time=time()        
    def run(self): 
        """ 
  Moves upper and lower walls by an increment. 
        """ 
        t=self.theLSM.getTimeStep() 
        # move sidewalls  
        if(t>self.t0): 
            if(t<self.t1): 
                dxi=(t-self.t0)*self.ddx 
                self.theLSM.moveWallBy("rightWall",Vec3(dxi,0.0,0.0)) 
                self.theLSM.moveWallBy("leftWall",Vec3(-1.0*dxi,0.0,0.0)) 
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            else: 
                self.theLSM.moveWallBy("rightWall",Vec3(self.dx,0.0,0.0)) 
                self.theLSM.moveWallBy("leftWall",Vec3(-1.0*self.dx,0.0,0.0)) 
        # apply vertical confining stress 
        le_wp=self.theLSM.getWallPosition("leftWall") 
        ri_wp=self.theLSM.getWallPosition("rightWall") 
        length=ri_wp[0]-le_wp[0] 
        if(t<self.t0): 
            f=t*self.dsig_n*length 
        else: 
            f=self.sig_n*length           
        if(f>0.0): 
            self.theLSM.applyForceToWall("lowerWallInteraction",Vec3(0.0,f,0.0)); 
            self.theLSM.applyForceToWall("upperWallInteraction",Vec3(0.0,-1.0*f,0.0)); 
        if((t%1000)==0): 
            print t, "time steps"," at time: ",time()-self.init_time,"force",f,"length",length 
    def runSimulation(): 
    #    setVerbosity(True) 
    # agruments: x-dim, y-dim, rmax, nr. of timesteps, kbreak 
    mySim=LsmMpi(7,[7,1,0]) 
    xsize=800.0 
    ysize=255 
    rmax=1.0 
    dt=0.04 
    t0=5000 
    t1=10000 
    eps_d=2e-5#float(sys.argv[1]) # strain rate 
    eps_final=float(sys.argv[1]) #0.2 # final extension   
    nt=int((t1+t0)/2.0+0.5*eps_final/(eps_d*dt)) 
    print "nr. of time steps: ",nt 
    dt_save=10 
    dt_snap=nt/50 
    vel=xsize*eps_d  
    print "velocity : ", vel 
    # normal force  
    fn=float(sys.argv[5])#0.00075 # 15MPa, E~20MPa 
    print "force: ", fn 
    mySim.initVerletModel("RotSphere", rmax*2.2, 0.1) 
    mySim.setSpatialDomain(Vec3(-0.1*xsize,0,-1.0),Vec3(1.1*xsize,ysize,1.0)) 
    mySim.setTimeStepSize(dt) 
    mySim.readGeometry(sys.argv[2]); 
    # setup interactions 
    # friction for "solid" particles 
    mu=0.6 
    k1=1.0#float(sys.argv[6])  # stiffness of the matrix 
    k2=1.0#float(sys.argv[7])  # stiffness of the oblique layer 
    fip1=RotFrictionPrms( "friction1", k2, mu, mu,1.0,True) 
    fip2=RotFrictionPrms( "friction2", k1, mu, mu,1.0,True) 
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    fip3=RotFrictionPrms( "friction3", k1, mu, mu,1.0,True) 
    fip4=RotFrictionPrms( "friction4", k1, mu, mu,1.0,True) 
    fip5=RotFrictionPrms( "friction5", k1, mu, mu,1.0,True)     
    # dashpot 
    dip1=LinearDashpotPrms("dashpot1",0.1,1.0) 
    dip2=LinearDashpotPrms("dashpot2",0.1,1.0) 
    # elastic for "ductile" particles 
    eip1=NRotElasticPrms("elastic1", 1.0,True) 
    eip2=NRotElasticPrms("elastic2", 1.0,True) 
    # bonds 
    E1=k1  # youngs modulus of the matrix 
    E2=k2  # youngs modulus of the oblique layer 
    gamma=0.3 # poisson ratio 
    C1=float(sys.argv[3]) # cohesion of the matrix 
    C2=float(sys.argv[4]) # cohesion of the oblique layer 
    print "cohesion of the matrix: ", C1 
    print "cohesion of the oblique layer: ", C2 
    atan_phi=0.6 # arctan of friction angle 
    bip1=BrittleBeamPrms("bonded1",E1,gamma,C1,atan_phi,0) #matrix 
    bip2=BrittleBeamPrms("bonded2",E2,gamma,C2,atan_phi,1) #oblique 
    rdip=DampingPrms("RotDamping","damping2",0.01,50) 
    mySim.createInteractionGroupTagged(fip1,5,5,5,5) #oblique 
    mySim.createInteractionGroupTagged(fip2,5,5,4,4) #oblique-matrix 
    mySim.createInteractionGroupTagged(fip3,4,4,4,4) #matrix 
    mySim.createInteractionGroupTagged(fip4,4,4,3,3) #matrix-left 
    mySim.createInteractionGroupTagged(fip5,4,4,2,2) #matrix-right 
    mySim.createInteractionGroupTagged(eip1,0,0,0,0) #ductile  
    mySim.createInteractionGroupTagged(eip2,0,0,4,4) #ductile-matrix 
    mySim.createInteractionGroupTagged(dip1,0,0,0,0) #ductile 
    mySim.createInteractionGroupTagged(dip2,0,0,4,4) #ductile-matrix 
    mySim.createInteractionGroup(rdip)     
    mySim.createInteractionGroup(bip1) 
    mySim.createInteractionGroup(bip2) 
    mySim.createExclusion("bonded2","friction1") #oblique 
    mySim.createExclusion("bonded1","friction2") #oblique-matrix 
    mySim.createExclusion("bonded1","friction3") #matrix 
    mySim.createExclusion("bonded1","friction6") #matrix-left 
    mySim.createExclusion("bonded1","friction7") #matrix-right  
    # create walls 
    # top & bottom 
    mySim.createWall("lowerWall",Vec3(0.0,0.0,0.0),Vec3(0.0,1.0,0.0)) 
    mySim.createWall("upperWall",Vec3(0.0,ysize,0.0),Vec3(0.0,-1.0,0.0)) 
    wp1=NRotElasticWallPrms("upperWallInteraction","upperWall",1.0) 
    wp2=NRotElasticWallPrms("lowerWallInteraction","lowerWall",1.0); 
    mySim.createInteractionGroup(wp1) 
    mySim.createInteractionGroup(wp2) 
    # left & right 
    mySim.createWall("leftWall",Vec3(0.0,0.0,0.0),Vec3(1.0,0.0,0.0)) 
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    mySim.createWall("rightWall",Vec3(xsize,ysize,0.0),Vec3(-1.0,0.0,0.0)) 
    wp3=NRotSoftBondedWallPrms("leftWallInteraction","leftWall",1.0,0.0,3,-1, True) 
    wp4=NRotSoftBondedWallPrms("rightWallInteraction","rightWall",1.0,0.0,2,-1, True); 
    mySim.createInteractionGroup(wp3) 
    mySim.createInteractionGroup(wp4) 
    # setup savers 
    pot_file_name1="epot_b1.dat" 
    
ep_prm=InteractionScalarFieldSaverPrms("bonded1","potential_energy",pot_file_name1,"SUM",0,nt,dt
_save) 
    mySim.createFieldSaver(ep_prm) 
    pot_file_name2="epot_b2.dat"    
ep_prm=InteractionScalarFieldSaverPrms("bonded2","potential_energy",pot_file_name2,"SUM",0,nt,dt
_save) 
    mySim.createFieldSaver(ep_prm) 
    nb2_file_name="nbonds2.dat" 
    nb_prm=InteractionScalarFieldSaverPrms("bonded2","count",nb2_file_name,"SUM",0,nt,dt_save) 
    mySim.createFieldSaver(nb_prm)  
    kin_file_name="ekin.dat" 
    ek_prm=ParticleScalarFieldSaverPrms("e_kin",kin_file_name,"SUM",0,nt,dt_save) 
    mySim.createFieldSaver(ek_prm) 
    wf_file_name="wf.dat" 
    mySim.createFieldSaver( 
      WallVectorFieldSaverPrms( 
        fileName=wf_file_name, 
        fieldName="Force", 
        wallName=["lowerWall","upperWall","leftWall","rightWall"], 
        fileFormat="RAW_SERIES", 
        beginTimeStep=0, 
        endTimeStep=nt, 
        timeStepIncr=dt_save 
      ) 
    ) 
    wp_file_name="wp.dat" 
    mySim.createFieldSaver( 
      WallVectorFieldSaverPrms( 
        fileName=wp_file_name, 
        fieldName="Position", 
        wallName=["lowerWall","upperWall","leftWall","rightWall"], 
        fileFormat="RAW_SERIES", 
        beginTimeStep=0, 
        endTimeStep=nt, 
        timeStepIncr=dt_save 
      ) 
    ) 
    # friction force field in competent layer 
    ff1_file_name="saver/ffric1"    
ff1_prm=InteractionVectorFieldSaverPrms("friction1","force",ff1_file_name,"RAW_WITH_POS_ID",0,nt
,dt_snap) 
    mySim.createFieldSaver(ff1_prm) 
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    # friction force field between matrix and competent layer 
    ff2_file_name="saver/ffric2"    
ff2_prm=InteractionVectorFieldSaverPrms("friction2","force",ff2_file_name,"RAW_WITH_POS_ID",0,nt
,dt_snap) 
    mySim.createFieldSaver(ff2_prm) 
    # bonded force field in competent layer 
    fb1_file_name="saver/fbond1" 
    
fb1_prm=InteractionVectorFieldSaverPrms("bonded2","force",fb1_file_name,"RAW_WITH_POS_ID",0,nt,d
t_snap) 
    mySim.createFieldSaver(fb1_prm) 
    # bonded force field between matrix and competent layer 
    fb2_file_name="saver/fbond2"    
fb2_prm=InteractionVectorFieldSaverPrms("bonded1","force",fb2_file_name,"RAW_WITH_POS_ID",0,nt,d
t_snap) 
    mySim.createFieldSaver(fb2_prm)  
    # dashpot force field in ductile layer 
    fd1_file_name="saver/fdip1"    
fd1_prm=InteractionVectorFieldSaverPrms("dashpot1","force",fd1_file_name,"RAW_WITH_POS_ID",0,nt,
dt_snap) 
    mySim.createFieldSaver(fd1_prm) 
    # dashpot force field between ductile layer and competent layer 
    fd2_file_name="saver/fdip2"    
fd2_prm=InteractionVectorFieldSaverPrms("dashpot2","force",fd2_file_name,"RAW_WITH_POS_ID",0,nt,
dt_snap) 
    mySim.createFieldSaver(fd2_prm) 
    # elastic force field in ductile layer 
    fe1_file_name="saver/felastic1"    
fe1_prm=InteractionVectorFieldSaverPrms("elastic1","force",fe1_file_name,"RAW_WITH_POS_ID",0,nt,
dt_snap) 
    mySim.createFieldSaver(fe1_prm) 
    # elastic force field between ductile layer and competent layer 
    fe2_file_name="saver/felastic2"    
fe2_prm=InteractionVectorFieldSaverPrms("elastic2","force",fe2_file_name,"RAW_WITH_POS_ID",0,nt,
dt_snap) 
    mySim.createFieldSaver(fe2_prm) 
    # checkpoints 
    cp=CheckPointPrms("cpt/cpt",0,nt,dt_snap) 
    mySim.createCheckPointer(cp) 
    # add loading function 
    lf=Loading(mySim,dt,t0,t1,vel,fn) 
    mySim.addPreTimeStepRunnable(lf) 
    mySim.setNumTimeSteps(nt) 
    start_time=time() 
    mySim.force2dComputations(True) 
    mySim.run() 
    stop_time=time() 
    print "runtime: ", stop_time-start_time, " seconds"  
if (__name__ == "__main__"): 
    runSimulation() 
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8 Discrete element modelling of boudinage during simple 
shear deformations 
8.1 Introduction 
Strain markers are of high importance on the field of structural geology (Bons and Jessell 1995, 
Lebit et al. 2005, Lisle 1979, Mandal, et al. 2007, Mitra 1976, Ramsay and Huber 1987, Treagus and Treagus 
2001). Several rocks can contain rigid objects of finite dimensions such as large mineral grains, fossils or 
layer segments, which can be deformed into boudins during boudinage (Ramberg 1955). These boudins 
can be potential strain markers and rheological indicators. However, the deformations of the individual 
boudin structures are not the same as the deformation of the bulk volume of the host rock (Mandal, et al. 
2007).  In theory, in case of symmetrical boudins, it is possible to restore the initial object length of the 
boudins to estimate finite extension, if there is little or no internal deformation of boudins; however, in 
case of asymmetric boudins, the rotation of the block has to be taken into account as well (Burg and Harris 
1982, Ferguson 1981, Ghosh and Ramberg 1976, Lloyd and Ferguson 1981, Mandal, et al. 2000, Mandal, et 
al. 2007, Passchier and Druguet 2002, Ramberg 1955, Treagus and Lan 2004).   
Lacassin et al. (1993) estimated the minimum amounts of finite strain of stretched, boudinaged 
layers in the mylonitic gneisses of the Oligo-Miocene Red River-Ailao Shan shear zone (Yunnan, China) and 
the Wang Chao shear zone (Thailand) and reconstruct their deformation history. Mandal et al (2007) 
compared the estimated extensional strain of an array of rigid boudins to the bulk extension of the host 
rock and found that the strain determined from boudinage structures is less than the actual bulk strain of 
the host rock and the difference is influenced by the initial aspect ratio of boudinaged objects, the aspect 
ratio of formed boudins and the type of deformation and also the type of boudinage.  
Asymmetric boudin structures can basically develop in two ways. The full evolution of 
asymmetrical boudinage, in which the direction of extension is oblique to the layering, was analysed in 
Chapter 7. In this study another mechanism for the formation of asymmetrical boudinage is investigated, 
such as shear of the layer.  Boudin structures developed during shear have been investigated by several 
authors (Arslan et al. 2012, Gillam et al. 2013, Goldstein 1988, Goscombe and Passchier 2003, Hanmer 
1986, Ildefonse et al. 1992, James and Watkinson 1994, Lacassin, et al. 1993, Mandal, et al. 2007, 
Pamplona and Rodrigues 2011, Ramsay 1980, Xypolias 2010). These studies analysed the rotation of the 
series of boudins, or only one block in more details, or the shapes of the formed boudins both with 
analogue experiments and with numerical simulations. However, the full evolution of boudinage during 
simple shear has not been performed yet.  
Most of the studies have focused on the rotation of the boudin blocks. Malavieille and Lacassin 
(1988) investigated bone shaped boudins in progressive shear zones and found that they rotated synthetic 
to shear stress. According to the analogue experiments of Mandal and Khan (1991), the rotation of 
obliquely fractured layer segments (boudins) is controlled by the thickness to length ratio of layer-
segments and the orientation of fractures. Passchier and Druguet (2002) analysed the rotation of the 
blocks in an initially fractured oblique layer using 2D finite different method and found that the amount of 
the block rotation is influenced by the viscosity ratio between the matrix and the block and also the aspect 
ratio of the blocks; however, the sense of slip and rotation cannot be determined. According to Goscombe 
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and Passchier (2003) asymmetric boudin structures can only be used as shear sense indicators if their 
types can be identified as domino or shearband boudins. Mandal et al. (2007) performed both analogue 
and numerical experiments and showed that final strain of the boudinaged layer is less than the final 
strain of the bulk volume of the host rock deformed in simple shear. 
Furthermore, the rotation of a rigid object in viscous matrix during shear has been discussed in 
more details by several authors (Arbaret et al. 2001, Fernandez et al. 1983, Ghosh and Ramberg 1976, 
Jeffery 1922, Marques and Coelho 2001, Passchier 1987, Taborda et al. 2004, Taylor 1923, ten Grotenhuis 
et al. 2002, Van Den Driessche and Brun 1987, Willis 1977). The analytical solution for the velocity of 
rotation of a rigid ellipsoidal inclusion during simple shear was first calculated by  Jeffery (1922). Later, 
based on experiments, it was showed that the model of Jeffery can be extended to generally shaped 
bodies (Willis 1977) and also, it is a good approximation for 2D blocks (Fernandez, et al. 1983). Since then, 
numerous experiments were performed to study the rotation of the rigid objects in viscous matrix during 
shear in more details. Ghosh and Ramberg (1976) analysed the rotation of an elliptical inclusion by the 
combination of pure shear and simple shear (sub-simple shear) and found that the aspect ratio of the 
inclusion is the critical factor. This statement was also confirmed using both analogue experiment and 
numerical simulations (Arbaret, et al. 2001, ten Grotenhuis, et al. 2002).  
In some of the studies, wide variety of boudin shapes was analysed. Based on field observations, 
Hanmer (1986) described two types of asymmetric boudinage which result in shape modification of pre-
shearing boudins; and later Goldstein (1988) described a third type which forms as a result of layering 
lying within the extensional field of a shear zone. They both performed analogue experiments which 
confirmed that pre-shearing geometry has a large influence on the final geometry developed after shear. 
Treagus and Lan (2004) used finite element models to analyse square objects with linear and non-linear 
rheology (power law, stress exponent n= 1, 3 or 10). Their results show that competent objects with 
viscosity ratio to matrix (m) of 2–20 become barrel shaped, showing concave ‘fish mouth’ shortened 
edges. Incompetent objects (m<1) show a narrower variety of shapes with m, all becoming smoothed to 
bone, dumb-bell or lobate shapes and losing the original corners. Maeder, et al. (2009) also used finite 
element modelling to simulate structures with several shapes such as bone-, bulging, shortened bone-
boudins and their asymmetric equivalents such as domino- and shearband-boudin geometry by varying 
the viscosity of the ductile matrix and the kinematic vorticity number of flow.     
The main aim of this study is to analyse the full evolution of boudin structures developed during 
the simple shear and sub-simple shear of an oblique competent layer in a ductile matrix. The shapes and 
the rotation of the boudin blocks are studied. In addition, the influence of the cohesion and the dip of the 
oblique competent layer and the shear sense and the strain rate of the deformation are investigated. 
Furthermore, it is also aimed to compare the different structures developed during one stage deformation 
(e.g. pure shear, simple shear or sub-simple shear) and two stage deformation (pure shear + simple 
shear).  Moreover, a further aim of this study is to analyse and compare the strain of the boudinaged layer 
and the bulk strain of the model which can help reconstruct the deformation history of the layer. 
In this study, discrete element method is used, which has been proven to be a powerful tool to 
simulate full 2D and 3D boudinage processes as it was demonstrated by Abe and Urai (2012) and Abe, et 
al. (2013). Furthermore, it has also been used to perform numerical simulations of granular shear zones 
(Abe and Mair 2005, Morgan 1999b, Morgan and Boettcher 1999).  
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8.2 Theory  
 
8.2.1 Vorticity 
 
An important parameter to characterise the flow of rocks is the vorticity vector (w), which 
describes the local angular rate of rotation in a fluid. It can be calculated as 
 2w v     8-1
where ω is the angular velocity vector and v is the velocity field. In the field of structural geology, the 
kinematic vorticity number (wk) is used instead, which is the degree of rotation or coaxiality (Forte and 
Bailey 2007, Jessup et al. 2007, Maeder, et al. 2009, Means et al. 1980, Passchier 1987, Passchier and Urai 
1988, Xypolias 2010). The kinematic vorticity number is defined as   
  2 2 22k xx yy zzW
w
  

     
8-2 
where 2xx , 2yy  and  2zz  are the principal strain rates. The kinematic vorticity number is zero for perfectly 
coaxial deformation, such as pure shear; wk = 1 for simple shear; and 0 < wk < 1 for sub-simple shear. In the 
case of 1 < wk < ∞, the strain ellipsoid rotates continuously; therefore, these deformations are referred as 
spinning deformations.  
The kinematic vorticity number also defines the boundary flow and is related to the angle a 
between the flow apophyses, which are theoretical lines that separates the different field of the flow. 
These apophyses are the eigenvectors of the velocity tensor, which describe the velocity of the particle at 
any instant during deformation. The angle between the apophyses ( ) is 0° for simple shear and 90° for 
pure shear; therefore, the kinematic vorticity number can also be calculated as  
 coskw   8-3
Figure 8-1 illustrates the particle paths for planar deformations. The two flow apophyses, which describe 
the flow pattern, are orthogonal for pure shear, oblique for sub-simple shear and coincident for simple 
shear. Deformations with more internal rotation particles move along elliptical paths. The end-member is 
rigid rotation, where particles move along perfect circles. Rigid rotation involves perfect rotation without 
strain, while pure shear is simply strain with no rotation. Note that instantaneous stretching axes are 
generally oblique to the flow apophyses for 0 < wk (Fossen 2010). 
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Figure 8-1 Particle path for planar deformation. (Fossen , 2010) 
 
8.2.2 Strain analysis 
The strain of the deformation can be characterised by quadratic elongation of the studied 
structures (Ferguson 1981, Mandal, et al. 2007). The finite quadratic elongation of the boudins can be 
calculated according to the following equation:  
 
2
'b
b
b
l
l
       
8-4 
where  bl  is the initial length of the boudinaged layer before deformation and 
1
' '
n
b i
i
l l s

    is the total 
length n pieces boudins block with individual length of il  measured after deformation and s  is  total 
separation of the blocks. Similarly, finite quadratic elongation of the matrix can be calculated as the 
following equation:  
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l
l
       
  8-5 
where  ml  is the initial length of the model before deformation and  'ml  is the final length of the model 
after deformation.  
 In order to study the difference between the deformation of the boudinaged layer and the 
deformation of the model quantitatively, the departure factor was introduced by Mandal et al (2007) which 
can be calculated using the following equation: 
  
m b
b
  
  8-6 
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8.3 Methods – Materials, model setup, simulation process  
 
In this study, the DEM simulation software ESyS-Particle (see section 4.3) was used to perform 
numerical simulation of full oblique boudinage process. In the simulations two different materials were 
used: brittle-elastic material and quasi-viscous material. The detailed description of these materials can 
be found in section 7.2.1.  
All the parameters used in the DEM models are microscopic parameters. There is no analytical 
relationship between the microscopic parameters and the macroscopic parameters; therefore, calibration 
is needed to find the correct macroscopic parameters of the material. The relationship between the micro 
and macro parameters is influenced by the geometric details of the particle packing (Potyondy and Cundall 
2004, Schöpfer, et al. 2009). 
 Since in these simulations the same material was used as Abe and Urai used (Abe and Urai 2012), 
their calibration test results was applied to calibrate the material properties. Throughout the simulations, 
the microscopic parameter of viscosity of the quasi viscous material is 0.1, which is equivalent with about 
4.03 ± 0.31 of macroscopic viscosity. In this study, all the parameters are used in model units.  
In the simulations three types of initial setup was used:  
1. Only ductile material with no layer 
2. A rigid square block in ductile matrix 
3. An oblique competent layer ductile matrix 
In the first setup, the model is made of only one type of particles, which represent a quasi-viscous 
material, as it is shown in Figure 8-2. The size of the model is 600 x 250 model units and it consist of 
approximately 186 000 particles.  
138 | P a g e  
 
 
 
Figure 8-2 Initial geometry setup for models with no layer and with a square box 
In the second setup, there is a square block of brittle-elastic material in quasi-viscous material, as 
it is shown in Figure 8-2.  The width of the rigid block is 20 model units, the aspect ratio (width/length) of 
the block is varying in the range of 1:1 and 1:20 in the different simulations. The size of the model is 600 x 
250 model units and it consist of approximately 186 000 particles. 
In the third setup, there is an oblique of brittle-elastic material in quasi-viscous material, as it is 
shown in Figure 8-3.  In the different simulations, the dip of the layer is 2°, 5°, 10° or 15°. The lengths of the 
models are the same, 600 model units.  The height of the models was calculated, in a way that the vertical 
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distance between the end of the oblique layer and the nearest horizontal wall is the same in all models 
with this setup, However, as the dip of the oblique layer is changing, its vertical extent is also changing, 
therefore, the height of the models is different. The actual sizes of the models with respect to the dip of the 
oblique layer are shown in Table 8-1.  
 
 
Figure 8-3 Initial geometry setup for models with an oblique layer in elastic matrix 
 
Table 8-1 The actual size of the models with respect to the dip of the oblique layer 
Dip if the layer X size [model units] Y size  [model units] Number of particles 
2° 600 205 150 161 
5° 600 235 173 077 
10° 600 290 214 110 
15° 600 345 254 374 
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On the boundaries of all the models in this study, there are four infinite rigid planar walls. On the 
top and on the bottom of the models, the boundary particles (indicated by green and yellow on the figures) 
are bonded to the upper and lower walls respectively, so these particles are moving with the wall. On the 
left and the right sides of the models, the particles interact with the wall by elastic interaction.  
 In this study two types of simulations are run.  
 Simple shear 
 Sub-simple shear.  
The simple shear was controlled with displacement controlled walls. In all the simulation of this 
study dextral shear is applied, the upper wall is moved to the right and the lower wall is moved to the left 
with a constant velocity, except for the initial phase of the movement where the velocity is ramped up 
linearly until the chosen speed is reached. Simultaneously, as the top and the bottom wall are moving 
apart, both the left and the right walls are rotating clockwise around their fixed mid-point.  
 
 
Figure 8-4 Simple shear simulation 
The sub-simple shear is a simultaneous deformation of simple shear and pure shear. Therefore, in 
addition to the dextral shear described above, pure shear was also applied by applying horizontal 
extension. So, in this case, the left and right walls are not only turning, but also moving apart. Furthermore, 
the top and the bottom walls are moved towards to each other, by applying a constant force on the walls, 
which is 0.001 in all the simulations.  
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Figure 8-5 Sub-simple shear simulation  
 
In the simulations of this study, 45 000 time steps were run; snapshots were taken in every 9000 
time steps, so there are 51 snapshots available in every simulation. The snapshots contain several 
information on the particles, such as radius, mass, position, velocity and displacement. The Visualization 
Toolkit (VTK) and ParaView were used for post-processing and visualization. On the snapshots of the 
simulations, the blue particles represent the competent, elastic material; and the light grey particles 
represent the ductile material. The red lines are passive markers, which intent to show the deformation.  
During the simulation, the actual positions of the walls and also the forces acting on the walls are 
tracked and saved into a text file, which can be used to calculate the bulk strain of the model and the 
strain rate of the deformation in the phase of post processing. 
In this study 33 simulations were run. The main parameters of these simulations are shown in 
Table 8-2. In these simulations, the cohesion and the shear strain rate were varied and several also 
different geometry setups were used. 
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Table 8-2 Parameters of shear simulations
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8.4 Verification tests 
 
8.4.1 Simple shear of ductile material 
 
Firstly, simple shear of a homogenous ductile material was simulated in order to verify the model. 
The applied strain rate during the simulation is 1.6·10-6 which resulted in final strain of 70%. The shear 
strain of the deformation increasing linearly; therefore, the strain rate is constant during the simulation, as 
it is shown in Figure 8-6.  
 
Figure 8-6 Graph of strain over time and the fitted linear during simple shear deformation 
The results of this simulation are shown in Figure 8-7. On the figure, the red lines are passive 
markers, which indicate the deformation of the material. On the left side of the figure, the deformation of 
the horizontal markers, on the right side of the figure, the deformation of the vertical markers are shown. It 
can be observed that the vertical lines deform homogenously, they all rotate with an angle of α=35°.  This 
corresponds to the shear strain of 70% according to equation 8-7.  
 tan  8-7
The horizontal lines do not deform in the middle part of the layer as it is expected in the case of simple 
shear. On the left and right boundaries of the model, the deformation is not homogeneous, because of the 
rotation of the side walls. 
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Figure 8-7 Simple shear of homogeneous material 
Furthermore, Figure 8-8 shows the particle path during simple shear. It can be seen that the 
particles move approximately horizontally. In the upper part of the model, they move rightward, whereas in 
the lower part of the model, they move leftward; and there is one horizontal flow apophysis, which 
separate the two different fields of flow, as it is shown in Figure 8-1.  
In conclusion, it can be said that the model is suitable to simulate simple shear deformation. 
 
 
Figure 8-8 Particle path during simple shear. Colours indicate the magnitude of displacement. 
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8.4.2 Sub-simple shear of ductile material 
 
Secondly, sub-simple shear of a homogenous ductile material was simulated. The applied strain 
rate during the simulation is 1.6·10-6, the shear strain rate is 1.07·10-6, the resulted final strain of 45% and 
the final shear strain of 70%. The shear strain of the deformation increasing linearly; therefore, the strain 
rate is constant during the simulation, as it is shown in Figure 8-9 
 
 
Figure 8-9 Graph of strain and shear strain over time and the fitted lines during sub-simple shear 
deformation 
The results of this simulation are shown in Figure 8-10. On the figure, the red lines are passive 
markers, which indicate the deformation of the material. On the left side of the figure, the deformation of 
the horizontal markers, on the right side of the figure, the deformation of the vertical markers are shown. 
Both the vertical and the horizontal lines deform according to the combination of pure shear and simple 
shear. 
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Figure 8-10 Sub-simple shear of homogeneous material 
 
Furthermore, Figure 8-11 shows the particle path during simple shear. It can be seen that the 
particles move approximately horizontally. There are two flow apophyses, which separate the different 
fields of flow, as it is shown in Figure 8-1. The angle between the apophyses is 60° which means that the 
kinematic vorticity number of the deformation is 0.5.  
In conclusion, it can be said that the model is also suitable to simulate sub-simple shear 
deformation. 
 
 
 
Figure 8-11 Particle path during sub-simple shear. Colours indicate the magnitude of displacement.  
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8.4.3 Rotation of rigid square object in ductile matrix during simple shear  
 
In order to verify the model, the rotation of rigid square object in ductile matrix during simple was 
analysed and the results of the simulations were compared to the theoretical solution. The velocity of 
rotation of a rigid ellipsoidal inclusion during simple shear can be given by the following equation (Jeffery 
1922) :  
 
 2 2 2
2
cos sin
1
R
R
    
    8-8 
where   is the strain rate of the simple shear, R is the axial ratio of the inclusion (R=length/width) and   
is the orientation of the inclusion (the angle between the long axis and the coordinate axis). This model 
can be extended to describe the rotation of an orthorhombic object with a fixed axis of rotation, as it was 
demonstrated by Willis (1977). Thus, the two-dimensional analytical solution describing the rotation path 
of an inclusion located in the plane perpendicular to the rotation axis can be derived as (Arbaret, et al. 
2001): 
     2arctan tan arctan tan 1
2
R R K        8-9 
where α and α’ are the orientation of the long axis a of the inclusion before and after the incremental shear 
strain  γ and the shape factor K is given by Willis (1977) as  
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In the simulations, initially, the block is oriented horizontally (α=0°), so it is parallel to the 
direction of the shear.  Therefore, based on equation 8-9, the degree of rotation of the block can be 
calculated as 
 
2tan 1
2arctan
K
R


           
   8-11 
 In this study, the rotation of rigid square object in ductile matrix during simple shear is 
investigated. The aspect ratio (length/width) of the objects varies in different simulation from 1 to 20.   
The results of the simulations are shown in Figure 8-12. It can be observed that the shape of the 
block does not change during the simulations. Furthermore, it is shown that the longer the block, the 
smaller is the degree of rotation.      
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Figure 8-12 Rotation of square block during simple shear  
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The rotation over time is plotted in Figure 8-13. It can be observed that the rotation over time is 
approximately linear. There is an initial constant part of the graph because the shear velocity is not yet 
reached.  
 
 
Figure 8-13 Degree of block rotation over time 
The results of this study are in good agreement with the analytical solution (Equation 8-11) as it is 
shown in Figure 8-14. Therefore, the model is verified. 
 
 
Figure 8-14 Comparison of the results to the analytical solution 
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8.5 Results 
 
8.5.1 Simple shear of oblique layer 
 
Several simulations were run in order to investigate the effect of simple shear deformation on an 
oblique cohesive layer in a ductile matrix. The full evolution of the boudins in an oblique layer during 
simple shear can be seen in Figure 8-15. In this simulation, the initial dip of the oblique layer is 10°, the 
cohesion of the oblique layer is 0.005, the shear velocity is 0.01, which means a constant strain rate of 
2.8·10-6 and a resulted final strain of 124%.  
The shear of the model could result in the rotation of the layer. However, the layer is too long; and 
therefore, it cannot rotate. During shear, also tension occurs in the oblique layer; therefore, the layer fails 
by tensile fractures. So the layer is separated into shorter boudin blocks. First, these blocks are sliding on 
each other and “steps” like structures form.  Due to further shear, the blocks start rotating; however, as 
they are relatively close to each other, as they rotate, the edges of the blocks are smearing and necks 
develop between the blocks.  As a result of further shear, the necks are getting thinner. Finally the necks 
tear and the blocks separate from each other with larger distance. Also, the larger blocks fail at many place 
and due to further deformation these block would probably separate as well. However, the size of the 
model would not be suitable for further deformation, as the boundary of the model is getting closer to the 
structure; therefore, they would influence each other. 
 Red lines are passive markers. In a homogenous material, these lines are straight lines as it can 
be seen in Figure 8-7. However, here, it can be observed that the red lines are disturbed by the blocks. 
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Figure 8-15  Evolution of boudins under simple shear 
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First, the effects of cohesion and the dip of the oblique layer were studied during simple shear. 
The results of series of simulations with varied dip and varied cohesion of the oblique layer can be seen in 
Figure 8-16.  In the initial geometry setup of the models with varied dip, the vertical distance between the 
end of the oblique layer and the nearest horizontal wall is the same in all models. However, as the dip of 
the layer is different, the total height of the model is also different in all models. During all the simulations 
in this series, the top and bottom wall moved with a constant velocity (0.1 in model units); however, as the 
height of the models is different, the final shear strain of the simulation is different.  
The final rotations of the blocks are indicated in Figure 8-16. Similarly to the results of the pure 
shear simulations presented in chapter 7.3.4, the dip of the layer affects the direction of the block rotation. 
With lower dip, the blocks rotate both clockwise and anticlockwise and as the dip of the layer increases, 
the rotation is more consistent, the blocks rotate more against dip direction.  
 
Figure 8-16 Results of simulations with varied dip and cohesion of the oblique layer. The numbers indicate 
the final rotation of the blocks. 
Figure 8-17 shows the graph of the total separation of the boudin blocks with respect to the dip of 
the oblique layer. Also, the results of the simulation with different cohesion (c) are marked differently. It is 
interesting to notice that in case of higher dip of the oblique layer, the boudin blocks are more separated, 
in spite of the fact that in case of higher dip the final shear strain is less. The explanation for that could be 
that; although, the final strain is lower, the relative layer parallel extension of the model is higher.  
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Moreover, it can be observed that in case of higher cohesion of the oblique layer, the blocks are more 
separated, than in case of lower cohesion.  
 
 
Figure 8-17 Graph showing the total separation of the boudin blocks with respect to the dip of the oblique 
layer. Also, the results of the simulation with different cohesion (c) are marked differently. 
 
 
Figure 8-18 Graph showing the length the boudin blocks with respect to the dip of the oblique layer. Also, 
the results of the simulation with different cohesion (c) are marked differently. The standard deviations of 
the lengths are indicated with error bars. 
Furthermore, Figure 8-18 showing the length the boudin blocks with respect to the dip and 
cohesion of the oblique layer. It can be seen that the dip of the oblique layer does not influence the length 
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of the blocks. However, the cohesion of the oblique layer does have an effect on the length of the 
developed boudins. With lower cohesion, the boudins are in general shorter than with higher cohesion. 
This observation correlates to the fact that in case of lower cohesion of the oblique layer, more boudin 
developed, than with higher cohesion.  This effect was analysed in more details. In this series of 
simulation, the initial dip of the oblique layer is 15°, shear velocity is 0.01, the shear strain rate is 1.16·10-6 
and the final shear strain is 52%The results of simulations, with varied cohesion of the oblique layer are 
shown in Figure 8-19.  
 It can be seen that if the cohesion is high, rectangular torn boudins form; with lower cohesion, 
drawn boudins develop which are connected with thin necks; and with low cohesion, pinch-and-swell 
structure forms. 
 
 
Figure 8-19 Boudin structures developed in an oblique layer (dip = 15°) with varied cohesion.                  
(Final shear strain is 104%) 
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Furthermore, the influence of shear strain rate on the structures developed under simple shear 
was investigated as well. In fact, in these series of simulations of simulation, the velocity of the upper and 
lower wall was varied, which resulted different strain rate values for the different deformations. The actual 
velocities and the resulted final shear strain and shear strain rate are shown in table. In this series of 
simulations of simulation, the original dip of the oblique layer is 15° and the cohesion is 0.005.  
Table 8-3 Velocities and the resulted final shear strain and shear strain rate in the simulation series with 
varied strain rate. 
Shear 
velocity 
Final  shear 
strain 
Shear strain 
rate 
0.005 52% 1.17·10-6 
0.01 104% 2.34·10-6 
0.02 208% 4.69·10-6 
0.03 311% 7.03·10-6 
The snapshots of the different simulations with varied strain rate at a given strain (52%) are 
plotted in Figure 8-20. It can be observed that boudins only develop, if the strain rate is lower than 4.7·10-6. 
It can also be noticed that the higher the strain rate of the deformation, the more boudins develop. 
 
Figure 8-20 Snapshots of simulations with varied strain rate at 52% strain. 
In case of higher strain rate, no fracturing can be observed, but the internal structure of the layer 
has changed. Figure 8-21 also shows the remaining bonds (indicated by orange) and it can be noticed that 
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some boudin like structures formed; although, their shapes are not square, but rounded. There is no open 
fracture, the layer is still continuous; however, several bonds are broken, which means, the cohesion of 
the layer decreases and also the material started to flow.   
 
 
Figure 8-21 Snapshots of simulations with higher strain rate at 52% strain. The bonds are indicated with 
orange. 
The further evolutions of these deformations are shown in Figure 8-22Figure 8-23. In both cases, 
the parts of the layer, where are no bonds, start to behave in a ductile way, as they become thinner and 
longer and pinch-and-swell structure develops. The difference between these two deformations is that with 
strain rate of 4.69·10-6, some of the necks become very thin and even tear due to higher strain, which 
results the separation of the blocks. Whereas, with higher strain rate ( ≥ 7.0·10-6), more bonds are broken 
and larger volume of material become ductile. Consequently, the necks are thicker and they need much 
more strain to tear and also the blocks are smaller.   
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Figure 8-22 Evolution of boudins during simple shear with strain rate of 4.69·10-6. The bonds are indicated 
with orange. 
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Figure 8-23 Evolution of boudins during simple shear with strain rate of 7.0·10-6. The bonds are indicated 
with orange. 
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Figure 8-24 Diagram showing the number of bonds in the oblique layer over time for series of simulations 
with varied strain rate 
The number of remaining bond over time is plotted in Figure 8-24. In case of lower strain rate           
( ≤2.7·10-6), only a small decrease in the number of bonds can be noticed. The reason for that is the 
fracturing of the layer. As no further decrease in the number of the bonds can be observed, the cohesion of 
the layer is not changed. However, in case of higher strain rate ( ≥ 4.7·10-6), the number of the bonds 
decreases more rapidly; therefore, the cohesion of the layer also decreases and consequently, the 
cohesionless material started to flow. 
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8.5.2 Strain analysis 
 
In this study also strain analysis was performed on the simple shear simulations with varied dip 
and cohesion of the oblique layer shown in Figure 8-16  in order to compare the deformation of the 
boudinaged layer and the bulk deformation of the model. The theory of the strain analysis is described in 
chapter 8.2.2. Figure 8-25 shows the graph of boudinage strain (λb) versus bulk strain of the model (λm).The 
gray line is the λm= λb line, when the strain of the bulk model and the strain of the boudins are equal. It can 
be seen that in most of the cases, the curves are below the λm= λb line, which means that the strain of the 
model is higher than the strain of boudin blocks. The strain of the boudins is higher than the strain of the 
bulk matrix only in case of higher dip (15°) of the oblique layer. 
 
 
Figure 8-25 Graph of boudinage strain (λb) versus bulk strain of the model (λm) 
In order to quantify the deviation of the curves, the departure factor was calculated. Figure 8-26 
shows the graph of departure factor (δ) versus bulk strain of the model (λm). It can be observed that the 
slopes of the curves change as a function of boudinage strain. In case of low boudinage strain, the 
departure factor increases rapidly with boudinage strain; whereas in case of higher (approximately higher 
than 1.1) boudinage strain, the departure factor decreases approximately linearly with boudinage strain. 
Based on this observation, two phases of the deformation can be distinguished. In the first phase of the 
deformation, the bulk strain of the model is significantly larger, than the boudinaged strain. In the second 
phase of the deformation, the boudinaged strain start to increase and in some cases it can be even higher 
than the bulk strain of the model.  The first phase could be related to the fracturing of the layer, as in this 
phase, the deformation of the model is large; however, the blocks have not been deformed yet. And, the 
second phase could be correlated to the separation and the rotation of the blocks, as in this phase only a 
small amount of bulk strain is needed for the deformation of the separated boudin blocks. 
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Figure 8-26 Graph of departure factor (δ) versus bulk strain of the model (λm) 
Furthermore, it can be seen that the deviation from the λm= λb line is largely affected by orientation 
of the oblique layer. The higher the dip of the layer, the larger is the deviation. The reason for that could be 
that in case of the higher dip of the oblique layer, the separation of the blocks is larger. 
Also, the cohesion of the oblique layer has an effect on the deviation from λm= λb line; although, 
this effect is less significant.  However, it is noticeable that in all the cases, the higher the cohesion of the 
oblique layer, the larger is the deviation from the λm= λb line. 
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8.5.3 Deformation of oblique layer under shear in dip direction 
 
In the simulation above, the shear of the oblique layer was against dip direction.  Here, the 
deformation of the oblique layer under shear in dip direction is studied. In these simulations, the initial 
dip of the oblique layer is 15°, the shear velocity is 0.01, the constant strain rate is 2.3·10-6 and the final 
strain is 104%. 
The results of these simulations are shown in Figure 8-27 and in Figure 8-28. In Figure 8-27, the 
cohesion of the oblique layer is lower (c = 0.001), whereas, in Figure 8-28 cohesion of the oblique layer is 
higher (c = 0.005). Neither of the simulations with shear in dip direction resulted boudinage. The reason 
for that is the in the previous simulations, with simple shear against dip direction, there is extension 
parallel to the layer. In contrast, in simulation with simple shear in dip direction, there is compression 
parallel to the layer.  
 It can be observed that in case of lower cohesion the oblique layer started to fold. The reason for 
that is that most of the bonds are broken in the competent layer. The remaining bonds are indicated by 
little black lines in Figure 8-27. Because of the absence of the bonds, the initially competent layer became 
less competent and behaves as plastic material.  
 
 
Figure 8-27 The final stage of the deformation of an oblique layer under shear in dip direction, the cohesion 
of the oblique layer is lower (c = 0.001). The black lines indicate the remaining bonds at the end of the 
simulation. 
Furthermore, it can be seen that in case of higher cohesion the oblique layer remained competent 
and started to rotate. In Figure 8-28 the original orientation of the oblique layer is indicated by white. Due 
to dextral shear, the block rotated anticlockwise by 1.9°. Although, it can be assumed that the reason of 
the rotation is that the side walls are close to the end of the layer, which force the layer to rotate. This can 
be also confirmed by the plot of the degree of rotation versus time (Figure 8-29), as the layer only started to 
rotate at the end of the simulation. Therefore, it can be concluded that no deformation occurs in an oblique 
layer with higher cohesion during simple shear in dip direction.  
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Figure 8-28 The final stage of the deformation of an oblique layer under shear in dip direction, the cohesion 
of the oblique layer is higher (c = 0.005). 
 
 
 
Figure 8-29 Plot of the degree of rotation versus time for simulation of the deformation of an oblique layer 
under shear in dip direction with the cohesion of the oblique layer is higher (c = 0.005). 
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8.5.4 Deformation of an oblique layer under sub-simple shear   
 
The deformation of an oblique layer under sub-simple shear with a kinematic vorticity number of 
0.3 was analysed in this study.  Several simulations were run with different cohesion of the oblique layer. 
Two initial geometry setups were used. In the first setup, the applied shear is against dip direction (Figure 
8-30), whereas in the second setup, the applied shear is in dip direction (Figure 8-31). Using both setups, 
series of simulations were run with different cohesion of the oblique layer. In all the simulations, a 
combination of dextral simple shear and pure shear deformations is applied, which resulted sub-simple 
shear deformation. The strain rate of the pure shear is 2·10-6, the strain rate of the simple shear is 5·10-6, 
the kinematic vorticity number of the deformation is 0.3, the final strain is 30 %, the final shear strain is 
70%. The dip of the oblique layer is 10° in both setups, in the first setup, it is dipping to the left and in the 
second setup it is dipping to the right.  
The results of simulation of the deformation of an oblique layer with varied cohesion under sub-
simple shear against dip direction are shown in Figure 8-30. It can be observed that the cohesion of the 
oblique layer has a great influence on the shape and the size of the boudins. If the cohesion is low (c = 
0.002), pinch-and-swell structures develop. If the cohesion is intermediate (c = 0.005) drawn boudins 
form, which are connected with necks. And, if the cohesion of the oblique layer is high (c ≥ 0.01), torn 
boudins develop.  It can be also seen that the higher the cohesion, the longer are the boudin blocks. 
Furthermore, it can be noticed that most of the boudin blocks rotate clockwise.  
The results of simulation of the deformation of an oblique layer with varied cohesion under sub-
simple shear in dip direction are shown in Figure 8-31. Here, similar tendency can be observed: with low 
cohesion, pinch-and-swell structure develops whereas with higher cohesion, boudins form. However, in 
this series of simulations, the limit of fracturing is lower. If the cohesion is 0.01, only one fracture formed; 
moreover, if the cohesion is 0.02, the layer did not fail. The reason for that could be that, in the case of 
shear in dip direction, the layer parallel extension is smaller than during the same amount of shear against 
dip direction.   Furthermore, here, the majority of the boudin blocks also rotate clockwise. 
If we compare the two simulations where the cohesion of the oblique layer is 0.005, it can be 
noticed that the size of the boudins is different. In case of shear against dip direction, the sizes of the 
blocks are similar.  Whereas, in case of shear in dip direction, the sizes of the blocks vary in wide range, 
the left part of the layer did not break; the middle part is broken and 3 smaller blocks formed and the left 
part broke into two pieces. The size variation affects the rotation of the blocks.  In case of shear against dip 
direction, the rotation of the blocks is smaller at the end of the layer and a bit larger in the middle if the 
layer. In case of shear in dip direction, the smaller blocks rotate significantly more than the longer blocks. 
In both cases, the blocks at the end of the layer rotate anticlockwise, all the other blocks rotate clockwise.  
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Figure 8-30 Deformation of an oblique layer with varied cohesion under sub-simple shear against dip 
direction. (kinematic vorticity :  0.3, final strain: 30 %, final shear strain: 70%, initial dip of the layer: 10°, 
the numbers indicate the degree of the rotation of the boudin block.) 
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Figure 8-31 Deformation of an oblique layer with varied cohesion under sub-simple shear against dip 
direction.  (kinematic vorticity :  0.3, final strain: 30 %, final shear strain: 70%, initial dip of the layer: 10°, 
the numbers indicate the degree of the rotation of the boudin block.) 
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8.5.5 Comparison of one stage and two stage deformations 
 
In this chapter, the evolutions of boudins during simple shear and sub-simple shear are 
investigated. In chapter 0, the evolution of boudins during pure shear was studied. Here I compare the 
results of the different simulations. In addition, I also analyse the result of two stages simulations, in 
which a fractured layer formed under pure shear, is deformed under simple shear.  
Figure 8-32 shows the evolution of boudins in a pre-fractured layer during simple shear. The strain 
rate of the simple shear is 3.2·10-6 and the final shear strain is 142%. The initial setup of this simulation is 
the final stage of a pure shear simulation. The cohesion of the competent material of boudin blocks in this 
case is 0.01. As the blocks are not artificially mathematically generated, but formed during pure shear, 
their shapes are not symmetrical. Since the blocks were separated during the pure shear, they moved 
independently during the simple shear. It can be seen that during simple shear, the blocks rotate 
significantly clockwise and as a result of the simulation, the orientation of blocks is approximately 
horizontal. Moreover, further separation of the blocks can be observed. However, the shape of the boudin 
blocks did not change significantly. 
Figure 8-33 shows the evolution of boudins in a pre-fractured layer during sub-simple shear. This 
simulation is the combination of pure shear and simple shear. So this simulation is similar to the one 
described above (and shown in Figure 8-32), but instead of using two stages, here, the pure shear and 
simple shear are applied simultaneously, in one simulation. The result of this combination is a sub-simple 
shear with kinematic vorticity number of 0.5. On the snapshots of the simulation, it can be seen that first 
layer normal tensile fractures form in the layer. Then, further tensile fractures and also a few shear 
fractures develop resulting several boudin blocks. As the fracturing is not symmetrical, the lengths of the 
formed boudins vary. Due to further deformation, the blocks separate and start rotating. As the blocks 
sliding, some material on the edges of the blocks is smearing forming necks between the blocks. 
Figure 8-34 shows the evolution of boudins during simple shear. It can be noticed that in case of 
simple shear, significantly more strain (>35%) is need for the first fracture to develop, whereas in the cases 
of sub-simple shear and pure shear, less than 10% was enough to produce fracturing. Furthermore, it can 
be observed that during simple shear, less fractures formed, which are relatively symmetrical.  Therefore, 
the lengths of the blocks are approximately the same. Also the shapes of the block are similar: torn 
boudins with sharp edges, without any necking. Since the blocks are relatively large, they do not rotate 
much. The third block shows the more rotation, such as 1.6° clockwise; and all the other blocks rotate 
anticlockwise within a range of 0.2°-1.4°. 
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Figure 8-32 Evolution of boudins in a pre-fractured layer during simple shear 
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Figure 8-33 Evolution of boudins during sub-simple shear (final normal strain ε=47%, γ=62%) 
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Figure 8-34 Evolution of boudins during simple shear (final shear strain , γ=62%) 
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Figure 8-35 Snapshots of pure shear, sub-simple shear (in two and one phase) and simple shear 
simulations in a certain timestep, when the normal strain is 30% and/or the shear strain is 40% . Numbers 
indicate the amount of the rotation of the given block 
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Figure 8-35 shows the comparison the above simulations in a certain time step, when the normal 
strain and/or shear strain are approximately the same in all the simulations. It can be observed, the 
different types of deformation resulted in different structures. It is interesting to notice that during pure 
shear torn boudins formed; during sub-simple shear drawn boudins developed; and during simple shear, 
no fracture was formed using the same initial geometry and the same material propesties. 
Furthermore, it is shown that significantly different structures developed if the pure shear and the 
simple shear deformation were simulated in two stages, than if the pure shear and the simple shear were 
applied simultaneously; although, the parameters of the deformation are same in both cases. However, 
not only the structures, but also the rotations of the blocks are different. In case of one stage deformation, 
the average rotation of the blocks is 4.9°±1.0°; in contrast, in case of two-stage deformation, the rotation is 
much lower with the average of 1.0°±0.7°.  
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8.6 Discussion 
 
In this study, the simulations of the full evolution of oblique boudinage during simple shear and 
sub-simple shear were presented, including the fracturing of the competent layer, the formation of 
separated boudins and also the rotation of the developed boudins.  This model is different from the 
existing studies, as they mainly have been focused on either the rotation of the boudin blocks or the 
development of boudin shapes during shear; therefore, usually the initial geometry setup of these models 
is a regularly fractured layer or regular boudin blocks. However, in nature this is rarely the case. In this 
study, the developed boudin blocks are not regular; therefore, the results are more similar to what can be 
observed in nature. 
The verification tests with simple shear of ductile material showed that the strain is linear and 
consequently, the strain rate is constant during the simulations. Furthermore, the applied strain 
corresponds to the internal strain of the deformation as it was indicated by passive marker lines. The 
boundary conditions for these simulations correspond to the boundary conditions for the geometrically 
simplest shear zones, described by Ramsay (1980), such as the shear zone is parallel sided and the 
displacement profiles along any cross sections of the zone are identical. Moreover, the simulation of rigid 
square object in ductile matrix during simple shear showed that the results of the rotations of rigid square 
object are in good agreement with the analytical solution (Arbaret, et al. 2001, Jeffery 1922, Willis 1977). 
The results of the simulations of simple shear deformation on an oblique cohesive layer in a 
ductile matrix showed that the shape and type of boudinage is mainly controlled by the cohesion of the 
oblique layer and the strain rate of the deformation. With lower cohesion pinch-and-swell forms, with 
higher cohesion, drawn boudins develop which are connected with thin necks and with high cohesion, 
rectangular torn boudins form. Similar observations were found in the sub-simple shear simulations. In 
case of low strain rate, boudins forms; whereas, in case of high strain rate, the cohesive material becomes 
less competent and starts to flow and as a consequence pinch-and-swell structures develop. Furthermore, 
it was shown that the separation of the blocks is influenced by the strain of the deformation, which 
corresponds to the dip of the oblique layer. If the dip of the oblique layer is higher, the boudin blocks are 
more separated than if the dip of the oblique layer is lower; because of the higher amount of relative layer 
parallel extension of the model; although, the final strain is lower.  
According to the results of the simple shear simulations, the length of the boudins is mainly 
affected by the cohesion of brittle layer. Mandl (2005) showed, in the case of constant shear stress along 
the interface and also if the stress field in the competent layer homogenous, the characteristic length of a 
boudin block in a section is influenced  by the tensile strength and the thickness of the competent layer 
(see Eq 2-1 ). As the cohesion of the material is related to its tensile strength (Brace 1960), the results of 
this study are in good agreement with the findings of Mandl.  
Strain analysis was performed on the simple shear simulations with varied dip and cohesion of 
the oblique layer to compare the deformation of the boudinaged layer and the bulk deformation of the 
model. Based on the graph of departure factor (δ) versus bulk strain of the model (λm), two phases of the 
deformation can be distinguished, such as the phase of fracturing of the layer, when the deformation of 
the model is large; however, the blocks have not been deformed yet; and the phase of separation and the 
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rotation of the blocks, when only a small amount of bulk strain is needed for the deformation of the 
separated boudin blocks. Furthermore, according to the results, in most cases, the strain of the model is 
higher than the strain of boudin blocks.  The major controlling factor to characterise the difference 
between the boudinage strain and the model strain is the orientation of the competent oblique layer, as 
the higher the dip of the oblique layer, the larger is the deviation from the equal deformation line (λm= λb), 
which could be explained by the larger separation of the blocks. Also, the cohesion of the middle layer 
affects the differences between the boudin and model deformation; however, this effect is less significant. 
Mandal, et al. (2007) performed both analogue and numerical experiments with initially fractured 
rigid layer segments in order to study the difference between bulk model strain and boudinage strain. 
According to their models, the relationship between bulk model strain and boudinage strain is 
approximately linear. However, in this study, the relationship found to be higher order. The reason for the 
different characteristic of the curves is the difference of the modelling method. As Mandal, et al. (2007) 
studied the deformation of initially fractured rigid layer segments, the initial phase of the fracturing of the 
layer is excluded from the deformations; and also in many cases of their models the blocks did not 
separate.  In contrast, in this study the full evolution of boudinage is simulated including both the phase of 
fracturing of the competent layer and also the phase of separation and rotation of the developed boudins, 
which resulted deformation with higher strain. 
The simulation of deformation of oblique layer under shear in dip direction demonstrated that the 
cohesion affects the geometry of developed structures. In case of lower cohesion the oblique layer become 
less competent and folded, whereas in case of higher cohesion, the oblique layer remained competent. In 
this series of simulations no boudins developed, as it was described by Ramsay (1980). 
In this study, the evolutions of boudins during simple shear and sub-simple shear were compared 
to the evolutions of boudins during pure shear. Moreover, the results of these one stage deformations 
were compared to the result of two stages simulation, in which a fractured layer formed under pure shear, 
is deformed under simple shear. It was showed that the different types of deformation resulted different 
structures, such as during pure shear torn boudins formed; during sub-simple shear drawn boudins 
developed; and during simple shear no fracture was formed using the same initial geometry and the same 
material. Furthermore, it was showed that also the rotations of the blocks are different as well. In case of 
sub-simple shear, the average rotation of the blocks is significantly higher in case of two-stage 
deformation.   
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8.7 Conclusion 
 
The main conclusions of this study are summarised as the following: 
   
1. Discrete element method is a suitable tool to perform simulation of full evolution of 
oblique boudinage during simple shear and sub-simple shear. 
 
2. The results of this study are unique, as the simulations include both the fracturing of the 
competent layer, the formation of separated boudins and also the rotation of the 
developed boudins.   
 
3. Simulations with simple shear of ductile material verified the models. Furthermore, 
simulation of rigid square object in ductile matrix during simple shear showed that 
rotations of rigid square object are in good agreement with the analytical solution. 
 
4. The results of the simulations of simple shear deformation on an oblique cohesive layer in 
a ductile matrix showed that the shape and type of boudinage is mainly controlled by the 
cohesion of the oblique layer and the strain rate of the deformation. Furthermore, it was 
shown that the separation of the blocks is influenced by the strain of the deformation, 
which corresponds to the dip of the oblique layer.  
 
5. Strain analysis was performed on the simple shear simulations with oblique layer with 
varied dip and cohesion of the oblique layer. According to the results, the bulk strain of 
the model is higher than the strain of boudin blocks.  The major controlling factor to 
characterise the difference between the boudinage strain and the matrix strain is the 
orientation of the competent oblique layer, whereas the cohesion of the middle layer is a 
minor controlling factor. 
 
6. The simulation of deformation of oblique layer under shear in dip direction demonstrated 
that the cohesion affects the geometry of developed structures. 
 
7. Significantly different structures developed during one-phase deformation (sub-simple 
shear) and two-phase deformation (first pure shear, than simple shear), such all the 
shape, the rotation and the separation of the blocks vary. 
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Appendix: Simple shear simulation python script for ESyS-Particle 
""" 
Defines runSimulation function which executes compression simulation. 
""" 
from esys.lsm import * 
from esys.lsm.util import Vec3, BoundingBox, InstallInfo 
from time import * 
import sys 
from math import * 
 
class Loading(Runnable): 
    """ 
    Objects of this class provide the loading mechanism for a compression 
    simulation. 
    """ 
    def __init__(self,lsm,dt,t0,t1,vel_x,vel_s,sig_n): 
        Runnable.__init__(self) 
        self.theLSM=lsm 
        self.t0=t0 
        self.t1=t1 
        self.dx=vel_x*dt 
        self.ddx=(vel_x/(float(t1-t0)))*dt; 
        self.ds=vel_s*dt 
        self.dds=(vel_s/(float(t1-t0)))*dt;  
        print "dvel", self.ddx 
        self.dsig_n=sig_n/float(t0) 
        print "dsig_n",self.dsig_n 
        self.sig_n=sig_n 
        self.init_time=time()         
    def run(self): 
        """ 
  Moves upper and lower walls by an increment. 
        """ 
        t=self.theLSM.getTimeStep() 
        # move sidewalls  
        if(t>self.t0): 
            if(t<self.t1): 
                dxi=(t-self.t0)*self.ddx 
                self.theLSM.moveWallBy("rightWall",Vec3(dxi,0.0,0.0)) 
                self.theLSM.moveWallBy("leftWall",Vec3(-1.0*dxi,0.0,0.0)) 
            else: 
                self.theLSM.moveWallBy("rightWall",Vec3(self.dx,0.0,0.0)) 
                self.theLSM.moveWallBy("leftWall",Vec3(-1.0*self.dx,0.0,0.0))                 
        # apply sideways confining stress 
        le_wp=self.theLSM.getWallPosition("leftWall") 
        ri_wp=self.theLSM.getWallPosition("rightWall") 
        length=ri_wp[0]-le_wp[0] 
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        if(t<self.t0): 
            f=t*self.dsig_n*length 
        else: 
            f=self.sig_n*length             
        if(f>0.0): 
            self.theLSM.applyForceToWall("lowerWallInteraction",Vec3(0.0,f,0.0)); 
            self.theLSM.applyForceToWall("upperWallInteraction",Vec3(0.0,-1.0*f,0.0)); 
     #apply shear       
        if(t>self.t0): 
            if(t<self.t1): 
                dsi=(t-self.t0)*self.dds 
                self.theLSM.moveWallBy("upperWall",Vec3(dsi,0.0,0.0)) 
                self.theLSM.moveWallBy("lowerWall",Vec3(-1.0*dsi,0.0,0.0)) 
            else: 
                self.theLSM.moveWallBy("upperWall",Vec3(self.ds,0.0,0.0)) 
                self.theLSM.moveWallBy("lowerWall",Vec3(-1.0*self.ds,0.0,0.0))             
            lo_wp = self.theLSM.getWallPosition("lowerWall") 
            up_wp = self.theLSM.getWallPosition("upperWall") 
            height = lo_wp[1] - up_wp[1]    
            shift = up_wp[0] 
            if shift > 0: 
               x = atan(float(2.0*shift/height)) 
            else: 
               x = 0 
            self.theLSM.setWallNormal("rightWall",Vec3(-1.0*cos(x),-1.0*sin(x),0.0)) 
            self.theLSM.setWallNormal("leftWall",Vec3(cos(x),sin(x),0.0))   
        if((t%1000)==0): 
            print t, "time steps", " at time: " , time()-self.init_time                  
def runSimulation(): 
    mySim=LsmMpi(7,[7,1,0]) 
    xmin=float(sys.argv[1]) 
    xsize=float(sys.argv[2]) 
    ymin=float(sys.argv[3]) 
    ysize=float(sys.argv[4]) 
    rmax=1.0 
    dt=0.04 
    t0=5000 
    t1=10000 
    #eps_d=2e-5# strain rate 
    #eps_final= # final extension 
    nt=int(sys.argv[8])  #int((t1+t0)/2.0+0.5*eps_final/(eps_d*dt)) 
    print "nr. of time steps: ",nt 
    dt_save=10 
    dt_snap=nt/50 
    vel=float(sys.argv[5])  
    print "velocity : ", vel 
    shear_vel=float(sys.argv[6]) # shearing velocity 
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    # normal force  
    fn=float(sys.argv[9]) # normal force 
    mySim.initVerletModel("RotSphere", rmax*2.2, 0.1) 
    mySim.setSpatialDomain(Vec3(-0.1*xsize,0,-1.0),Vec3(1.1*xsize,ysize,1.0)) 
    mySim.setTimeStepSize(dt) 
    mySim.readGeometry((sys.argv[7])); 
    # setup interactions 
    # friction for "solid" particles 
    mu=0.6 
    fip=RotFrictionPrms( "friction", 1.0, mu, mu,1.0,True) 
    # dashpot 
    dip1=LinearDashpotPrms("dashpot1",0.1,1.0) 
    dip2=LinearDashpotPrms("dashpot2",0.1,1.0) 
    dip3=LinearDashpotPrms("dashpot3",0.1,1.0) 
    dip4=LinearDashpotPrms("dashpot4",0.1,1.0)     
    dip5=LinearDashpotPrms("dashpot5",0.1,1.0) 
    dip6=LinearDashpotPrms("dashpot6",0.1,1.0) 
    # elastic for "ductile" particles 
    eip1=NRotElasticPrms("elastic1", 1.0,True) 
    eip2=NRotElasticPrms("elastic2", 1.0,True) 
    eip3=NRotElasticPrms("elastic3", 1.0,True) 
    eip4=NRotElasticPrms("elastic4", 1.0,True) 
    eip5=NRotElasticPrms("elastic5", 1.0,True) 
    eip6=NRotElasticPrms("elastic6", 1.0,True) 
    # bonds 
    E=1.0 # youngs modulus 
    gamma=0.3 # poisson ratio 
    C=float(sys.argv[10]) # cohesion 
    atan_phi=0.6 # arctan of friction angle 
    bip=BrittleBeamPrms("bonded",E,gamma,C,atan_phi,0) 
    rdip=DampingPrms("RotDamping","damping2",0.01,50) 
    mySim.createInteractionGroupTagged(eip1,0,0,0,0) # matrix 
    mySim.createInteractionGroupTagged(eip2,1,1,0,0) # matrix-layer 
    mySim.createInteractionGroupTagged(eip3,3,3,0,0) # bottom-matrix 
    mySim.createInteractionGroupTagged(eip4,3,3,3,3) # bottom 
    mySim.createInteractionGroupTagged(eip5,0,0,2,2) # top-matrix 
    mySim.createInteractionGroupTagged(eip6,2,2,2,2) # top 
    mySim.createInteractionGroupTagged(dip1,0,0,0,0) # matrix 
    mySim.createInteractionGroupTagged(dip2,1,1,0,0) # matrix-layer 
    mySim.createInteractionGroupTagged(dip3,3,3,0,0) # bottom-matrix 
    mySim.createInteractionGroupTagged(dip4,3,3,3,3) # bottom 
    mySim.createInteractionGroupTagged(dip5,0,0,2,2) # top-matrix 
    mySim.createInteractionGroupTagged(dip6,2,2,2,2) # top 
    mySim.createInteractionGroup(bip) 
    mySim.createInteractionGroup(rdip) 
    mySim.createInteractionGroupTagged(fip,1,1,1,1) # friction between "solid" particles 
    mySim.createExclusion("bonded","friction")     
    # create walls 
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    # top & bottom 
    mySim.createWall("lowerWall",Vec3(0.0,ymin,0.0),Vec3(0.0,1.0,0.0)) 
    mySim.createWall("upperWall",Vec3(0.0,ysize,0.0),Vec3(0.0,-1.0,0.0)) 
    wp1=NRotBondedWallPrms("upperWallInteraction","upperWall",1.0,2) 
    wp2=NRotBondedWallPrms("lowerWallInteraction","lowerWall",1.0,3) 
    mySim.createInteractionGroup(wp1) 
    mySim.createInteractionGroup(wp2) 
    # left & right 
    mySim.createWall("leftWall",Vec3(xmin,(ysize-ymin)/2.0,0.0),Vec3(1.0,0.0,0.0)) 
    mySim.createWall("rightWall",Vec3(xsize,(ysize-ymin)/2.0,0.0),Vec3(-1.0,0.0,0.0)) 
    wp3=NRotElasticWallPrms("leftWallInteraction","leftWall",1.0) 
    wp4=NRotElasticWallPrms("rightWallInteraction","rightWall",1.0) 
    mySim.createInteractionGroup(wp3) 
    mySim.createInteractionGroup(wp4) 
   # setup savers 
    pot_file_name="epot_f_"+str(xsize)+"x"+str(ysize)+"_"+str(vel)+".dat"   
ep_prm=InteractionScalarFieldSaverPrms("friction","potential_energy",pot_file_name,"SUM",0,nt,dt
_save) 
    mySim.createFieldSaver(ep_prm) 
    pot_file_name="epot_b_"+str(xsize)+"x"+str(ysize)+"_"+str(vel)+".dat"    
ep_prm=InteractionScalarFieldSaverPrms("bonded","potential_energy",pot_file_name,"SUM",0,nt,dt_s
ave) 
    mySim.createFieldSaver(ep_prm) 
    kin_file_name="ekin_"+str(xsize)+"x"+str(ysize)+"_"+str(vel)+".dat" 
    ek_prm=ParticleScalarFieldSaverPrms("e_kin",kin_file_name,"SUM",0,nt,dt_save) 
    mySim.createFieldSaver(ek_prm) 
    wf_file_name="wf_"+str(xsize)+"x"+str(ysize)+"_"+str(vel)+".dat" 
    mySim.createFieldSaver( 
    WallVectorFieldSaverPrms( 
       fileName=wf_file_name, 
       fieldName="Force", 
       wallName=["lowerWall","upperWall","leftWall","rightWall"], 
       fileFormat="RAW_SERIES", 
       beginTimeStep=0, 
       endTimeStep=nt, 
       timeStepIncr=dt_save 
       ) 
    ) 
    wp_file_name="wp_"+str(xsize)+"x"+str(ysize)+"_"+str(vel)+".dat" 
    mySim.createFieldSaver( 
     WallVectorFieldSaverPrms( 
       fileName=wp_file_name, 
       fieldName="Position", 
       wallName=["lowerWall","upperWall","leftWall","rightWall"], 
       fileFormat="RAW_SERIES", 
       beginTimeStep=0, 
       endTimeStep=nt, 
       timeStepIncr=dt_save 
       ) 
    ) 
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    nb_file_name="nbonds.dat" 
    nb_prm=InteractionScalarFieldSaverPrms("bonded","count",nb_file_name,"SUM",0,nt,dt_save) 
    mySim.createFieldSaver(nb_prm) 
    nd1_file_name="ndip2.dat" 
    nd1_prm=InteractionScalarFieldSaverPrms("dashpot2","count",nd1_file_name,"SUM",0,nt,dt_save) 
    mySim.createFieldSaver(nd1_prm) 
    # dashpot force field between matrix and competent layer 
    fd1_file_name="saver/fdip1"    
fd1_prm=InteractionVectorFieldSaverPrms("dashpot1","force",fd1_file_name,"RAW_WITH_POS_ID",0,nt,
dt_snap/2) 
    mySim.createFieldSaver(fd1_prm) 
    # dashpot force field between matrix and competent layer 
    fd2_file_name="saver/fdip2"    
fd2_prm=InteractionVectorFieldSaverPrms("dashpot2","force",fd2_file_name,"RAW_WITH_POS_ID",0,nt,
dt_snap/2) 
    mySim.createFieldSaver(fd2_prm) 
    # elastic force field in competent layer 
    fe1_file_name="saver/felastic1"    
fe1_prm=InteractionVectorFieldSaverPrms("elastic1","force",fe1_file_name,"RAW_WITH_POS_ID",0,nt,
dt_snap/2) 
    mySim.createFieldSaver(fe1_prm) 
    # elastic force field between matrix and competent layer 
    fe2_file_name="saver/felastic2"    
fe2_prm=InteractionVectorFieldSaverPrms("elastic2","force",fe2_file_name,"RAW_WITH_POS_ID",0,nt,
dt_snap/2) 
    mySim.createFieldSaver(fe2_prm) 
    # checkpoints 
    cp=CheckPointPrms("cpt/cpt",0,nt,dt_snap) 
    mySim.createCheckPointer(cp) 
    # add loading function 
    lf=Loading(mySim,dt,t0,t1,vel,shear_vel,fn) 
    mySim.addPreTimeStepRunnable(lf) 
    mySim.setNumTimeSteps(nt) 
    start_time=time() 
    mySim.force2dComputations(True) 
    mySim.run() 
    stop_time=time() 
    print "runtime: ", stop_time-start_time, " seconds"  
if (__name__ == "__main__"): 
    runSimulation() 
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9 Concluding remarks and outlook 
The main goal of my PhD was to get a better understanding of coupled brittle-ductile 
deformations, focusing on the evolution of boudins using numerical models. Many numerical boudinage 
models focus on either the brittle-elastic processes of the fracture initiation phase (Bai and Pollard 2000a, 
Bai and Pollard 2000b, Bai, et al. 2000, Iyer and Podladchikov 2009, Schöpfer, et al. 2011) or the ductile 
processes of the post deformation phase (Kenis, et al. 2006, Lloyd and Ferguson 1981, Maeder, et al. 
2009, Passchier and Druguet 2002, Treagus and Lan 2004). However, this study showed that the full 
process of these complex deformations needs to be analysed in order to understand both the ductile and 
the brittle processes as they can influence each other. The boudinage studies showed that significantly 
different structures developed during single-phase deformation and two-phase deformation: all the 
shapes, rotations and the separation of the boudins vary. Additionally, it is shown that the fracturing style 
of the brittle layer can determine the type of boudinage. Furthermore, it is also shown, that the rotation of 
the boudins in the ductile material is largely effected by the shape and the size of the blocks which are 
influenced by the fracturing of the brittle layer. 
In order to improve our understanding on coupled brittle-ductile deformations, a new numerical 
method was developed which couples of SPH and DEM. This numerical method is unique as coupling of 
SPH and DEM has never been implemented in this way before. Although, there have been some models 
using combined SPH-DEM method, they either focus on the failure of the rock (Morris and Johnson 2009, 
Morris et al. 2006) or the fluid flow (Cleary and Prakash 2004, Cleary et al. 2006, Fleissner and Eberhard 
2007, Potapov et al. 2001).  In the new method presented in this dissertation both the solid rock and the 
viscous fluid are simulated by mesh-less, particle based methods. It is verified to model real viscous 
behaviour qualitatively and it is also suitable to model brittle failure. This method was used to model full 
brittle-ductile deformation processes including both the brittle–elastic processes of the fracture initiation 
phase and ductile processes of the post-fracturing phase in one simulation. It was applied to simulate 2D 
hydraulic fracturing and boudinage. 
Furthermore, the full evolution of asymmetric boudins was investigated in more detail using 2D 
DEM simulations. Initially, pure shear simulations were investigated and then simple shear simulations 
were analysed. In both cases, the full process of boudinage was modelled in one simulation. On the one 
hand, in the pure shear simulations, the cohesion and the dip of the brittle oblique layer and the type of 
matrix are the most important parameters. The cohesion of the oblique layer controls the style of fracturing 
which affects the type and the shape of boudins. The dip of the oblique layer affects the block rotation. The 
type of matrix controls the orientation of the developed fractures. On the other hand, in the simple shear 
simulations, the cohesion and the dip of the brittle oblique layer and the strain rate of the simulation are 
the most important parameters. The cohesion of the brittle oblique layer and the strain rate of the 
simulation control the shape of the boudins. The dip of the brittle oblique layer affects its strain, which 
influences the separation of the boudin blocks.  
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9.1 Comparison of boudinage using coupled SPH-DEM method and only 
DEM method 
 
In this dissertation, the full process of boudinage was analysed using two different numerical 
methods. Firstly, the new coupled SHP-DEM code was used to simulate boudinage (see chapter 6). 
Secondly, the open source DEM simulation software ESyS-Particle was used to simulate boudinage (see 
chapter 7 and 8). The main difference between the two methods is the representation of the less 
competent matrix material. In the SPH-DEM model, the less competent material is linear viscous and 
behaves according to the Navier-Stokes equations. In contrarily, in the DEM model, the less competent 
material is only quasi-viscous. Therefore, this method is not suitable to study the effect of viscosity on the 
developed boudins. However, the DEM simulation software ESyS-Particle has much better performance; 
thus, larger models can be simulated using ESyS-Particle. 
Because of the differences between the two used methods, there are some differences in the 
resulted boudin structures as well. Figure 9-1 shows the comparison of boudin developed using different 
methods. It can be noticed that in case of SPH-DEM simulation, the individual boudin blocks are more 
deformed, the edges are irregular and the blocks are bended. Whereas, in case of DEM simulations, the 
formed boudins are less deformed, the edges are smoother and the blocks are rectangular.  
 
 
Figure 9-1 Comparison of the results of boudinage simulations using different methods. A: Result of 
boudinage simulation using SPH-DEM method (see Figure 6-11).  B: Result of boudinage simulation using 
DEM method (see Figure 7-5). 
The effect of competency contrast between the layer and the matrix was analysed using both 
methods. Although, the competency contrast in the different models was controlled in different ways. In 
the SPH-DEM models, the viscosity of the less competent matrix was varied. In contrarily, in the DEM 
models, the cohesion of the brittle layer was varied. The results showed similar tendency in both cases: 
with lower competency contrast, pinch-and-swell structure develops, whereas with higher competency 
contrast, separated torn boudins form.  
  
cohesion = 0.015  dip= 10° f= 0.005  
μ=1 Pa s 
A
B
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9.2 Comparison of oblique boudinage under pure shear and simple shear 
The process of oblique boudinage was analysed using different numerical simulations. In chapter 
7, the evolution of boudins under pure shear was investigated and in chapter 8 the evolution of boudins 
under simple shear was studied. In all of these simulations, the DEM simulation software ESyS-Particle 
was used. 
The types and the forms of the different structures developed during boudinage was analysed in 
both pure shear and simple shear simulations. Figure 9-2 shows the compassion of the developed boudins 
under pure shear and simple shear. It can be noticed that the shapes of boudins are similar. Furthermore, 
both study confirmed that type and the form of the boudins is influenced by the cohesion of the brittle 
layer: with lower cohesion pinch-and-swell structures are developed and with higher cohesion, separated 
torn boudins are formed. Although, according to the results, in case of simple shear simulation, much 
lower cohesion (c=0.003) was needed to generate pinch-and-swell structures than in case pure shear 
simulations (c=0.01).   
 
 
 
 
Figure 9-2 Comparison of results of simulations of boudinage under pure shear (A&B) and simple shear 
(C&D),  see Figure 7-5 and  Figure 8-19. 
Furthermore, the factors which can influence the length of the developed blocks were studied in 
both the pure shear and the simple shear simulations. In the pure shear study, it was found that the length 
of the developed boudins is influenced by the cohesion and the dip of the brittle oblique layer. However, in 
the simple shear simulations, the length of the boudins is mainly affected by the cohesion of brittle layer. 
According to previous studies, the critical length of the developed boudin in a competent layer between 
two relatively weak viscous layers under layer normal compression is influenced by the tensile strength of 
the competent layer and also by the thickness of the competent layer and the matrix (Kidan and Cosgrove 
1996, Ramberg 1955) (See Eq. 2-3). The cohesion of the material is related to its tensile strength (Brace 
1960), the dip of the layer is related to the thickness of the matrix (model). However, Mandl (2005) 
showed, in the case of constant shear stress along the interface and also if the stress field in the 
competent layer homogenous, the characteristic length of a boudin block in a section is influenced  by the 
tensile strength and the thickness of the competent layer (see Eq 2-1 ) and it is independent of the 
thickness of the matrix. Thus, the results of the simulations regarding the length of the boudins are in good 
agreement with the observation of previous studies. 
cohesion = 0.01  cohesion = 0.02    
A B
C D
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The block rotation was also analysed. In both cases, it was found that the dip of the brittle layer 
affects the direction of the block rotation. With lower dip, the blocks rotate both clockwise and 
anticlockwise. The higher the dip, the more consistent is the rotation and the more rotate the blocks 
against dip direction.  
9.3 Comparison the result of the simulations with boudins observed in 
nature 
In nature, various types and shapes of boudins have been observed. These types and shapes are 
classified by Goscombe, et al. (2004) and reviewed in chapter 2.2.2. The classification scheme, outlining 
the aspect of the boudin block is shown in Figure 2-5. The main classes of the boudin geometry are 
shearband boudins, drawn boudins, torn boudins, gash boudins and domino boudins. Most of these 
classes were represented in the results of the different simulations: drawn boudins, torn boudin 
developed in all of the studies. Also some domino boudin like structures can be observed in case of DEM 
simulations. Gash and shearband boudins were not observed in the simulations of this work.  
The types and the shapes of the boudins developed in the simulations were analysed in all 
studies of this work. In all three studies (Chapter 6, Chapter 7 and Chapter 1), it was showed that the 
competency contrast between the layer and the matrix has a large influence on the types and the shapes of 
the boudins.  In case of low competency contracts, pinch-and-swell structures are developed, whereas in 
case of high competency contracts, separated torn boudins are formed (see Figure 6-11, Figure 7-5, Figure 
7-10, Figure 8-19). Furthermore, the results of the pure shear simulations showed that the cohesion of the 
brittle layer and also the confining force controls the style of fracturing which affects the type and the 
shape of the developed boudins (see Figure 7-10, Figure 7-11, Figure 7-12 and Figure 7-13). If the cohesion 
of the brittle layer is low and/or the confining force is high then shear fractures develop which result in a 
pinch-and-swell structure (see Figure 9-3 A). With intermediate cohesion and/or confining force, hybrid 
fractures develop and domino or drawn boudins form, which are connected by thin necks (see Figure 9-3 
B). If the cohesion of the brittle oblique layer is high and/or the confining force is low then open fractures 
develop which result in separated, torn boudins (see Figure 9-3 C).  
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Figure 9-3 Comparison of different types of boudin structures developed under pure shear                                  
( A: pinch-and-swell structure, B: drawn boudins, C: torn boudins) 
 
 
Figure 9-4 Domino like boudins developed under pure shear, cohesion of the layer is 0.075, see Figure 7-10 
In addition, according to the results of the simple shear simulations, the strain rate affects the 
shape and the types of boudins as well (see Figure 8-20, Figure 8-22 and Figure 8-23). With higher strain 
rate, pinch-and-swell structures form, whereas with lower strain rate, torn boudins develop. Shearband 
boudins were not observed in the simulations. 
 
Figure 9-5 Domino boudins under simple shear at shear strain of 48 %, see Figure 8-15 
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Goscombe et al. (2004) analysed the possible shapes of the symmetric boudins. The theoretical 
range of symmetric boudin block shapes is presented in Figure 9-6. These shapes were compared with the 
results of the different numerical boudinage simulations as well.  
 
Figure 9-6 Range of symmetric boudin block shapes, after Goscombe et al. 2004  
In the simulations, the most common boudin block shape is blocky. An example of blocky boudin 
developed under pure shear is presented in Figure 9-7 and similar blocky boudins developed under simple 
shear are shown in Figure 9-8. These blocky boudins are related to torn boudins which can develop in case 
of high cohesion of the brittle layer, under low confining stress or under low strain rate. In the brittle layer, 
layer normal open fractures develop which results is the rectangular shape of the boudin blocks. The full 
evolution of torn boudins under pure shear is shown in Figure 7-8 and the full evolution of torn boudins 
under simple shear is presented in Figure 8-15. 
 
Figure 9-7 Blocky boudins developed under pure shear, see Figure 7-18 (c=0.015, dip = 5°) 
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Figure 9-8 Blocky boudins developed under simple shear, see Figure 8-16(c=0.01, dip = 5°) 
The other, relatively common shape is Iensoidal. An example of lensoidal boudin developed under 
pure shear is presented in Figure 9-9 and similar lensoidal boudins developed under simple shear are 
shown in Figure 9-10. These blocky boudins are related to drawn boudins or pinch-and swell structures 
which can form in case of low cohesion of the brittle layer, under high confining stress or under high strain 
rate.  In this case, the layer breaks into larger angular blocks with several shear fractures. Then, these 
blocks break further into smaller blocks. Along the shear fractures, the material of the competent layer 
smears; and therefore, necks develop between the boudin blocks. The full evolution of drawn boudins 
under pure shear is shown in Figure 7-7 and the full evolution of drawn boudins under simple shear is 
presented in Figure 8-22 and Figure 8-23. 
 
 
Figure 9-9 Lensoidal boudins developed under pure shear, see Figure 7-5 (c=0.01, f=0.005) 
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Figure 9-10  Lensiodal boudins developed under simple shear, see Figure 8-19, cohesion = 0.004 
 
Concave and convex face boudins are also observed in the simulations. However, these shapes do 
not occur systematically as the blocky and lensoidal boudins do. Concave and convex face boudins can be 
related to torn boudins as well. If the cohesion of the brittle layer is relatively low, the fractures are not 
straight lines but curved; and therefore, the faces of the boudins are curved as well.  
 
 
Figure 9-11 Concave face boudin developed under pure shear, see Figure 7-18 (c=0.01, dip = 15°) 
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Figure 9-12 Concave and convex face boudins developed under simple shear,                                                            
see Figure 8-16 (c=0.015, dip = 5°) 
Other uncommon shapes can be observed in some simulations as for example it is shown in Figure 
9-13. However, this is not the final stage of the boudins and due to further extension, the block may 
separate into two lensoidal boudins. 
 
Figure 9-13 Boudins developed under pure shear in coupled SPH-DEM simulation,                                                       
see Figure 6-11 , μ= 10 Pa s 
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9.4 Outlook 
 
The main aim of the PhD project was to better understand the process of hydraulic fracturing and 
the full evolution of boudins using different numerical methods and models. Many details of the processes 
are explained and also a new method is introduced to study these processes. However, there are still open 
questions left, e.g. how the Naxos boudins developed and what the effect of pore pressure is on 
boudinage. These questions can be studied further by improving the applied methods and models.  
The new coupled SPH-DEM method can be developed by including more details about the material 
properties into the model. Furthermore, a detailed calibration of the fracture behaviour of the DEM part of 
the model would be necessary. Another possible extension of this model would be the inclusions of solid 
grains made up of DEM particles into the SPH fluid, similar to the sand grains used as proppant 
hydrofracturing shale gas reservoirs. Also, the code can be parallelized in order to improve the 
performance and it can be extended into 3D code as well in order to be able to model much larger and 
more complex geometries. There are several possibilities to apply this new method: 
 influence of pre-existing fractures, veins 
 mechanical layering, layer orientation vs. stress field  
 hydraulic fracturing study rocks with cohesion 
 influence of fluid viscosities 
 simulate particles (proppant) floating in the fluid 
 influence of pore fluid/pressure 
 reservoir modelling 
 salt tectonics 
The hydraulic fracturing model can be also improved by applying the 3D coupled SPH-DEM 
method, which enables to simulate larger models. In this way, this model can help with fracture design; 
study the effect of porosity, fluid content and layered media. Furthermore, it can also help to improve the 
interpretation of micro seismic events.  
The boudinage model can be improved as well by using larger and more complex geometries. A 
further development of the boudinage model may be achieved by using the improved SPH-DEM code. For 
example, including pore pressure in the model can result different types of boudinage. Furthermore, the 
proper scaling of the models by calibrating the DEM material and finding the link between the microscopic 
and macroscopic parameters could significantly improve the boudin simulations. Using a scaled model 
may help to quantify the brittle-ductile transition as well. Moreover, using 3D simulations, the 3D structure 
of the boudins can be understood as well.  
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