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ABSTRACT	
BACKGROUND: Occupational voice problems constitute a serious public health issue with substantial 
financial and human consequences for society. Modern mobile technologies like smartphones have the 
potential to enhance approaches to prevention and management of voice problems. This paper addresses 
an important aspect of smartphone-assisted voice care: the reliability of smartphone-based acoustic 
analysis for voice health state monitoring.  
AIM: To assess the reliability of acoustic parameter extraction for a range of commonly used 
smartphones by comparison with studio recording equipment.  
METHODS	AND	PROCEDURES: Twenty-two vocally healthy speakers (12 female; 10 male) were recorded 
producing sustained vowels and connected speech under studio conditions using a high-quality studio 
microphone and an array of smartphones. For both types of utterances, Bland-Altman-Analysis was used 
to assess overall reliability for Mean F0; CPPS; Jitter (RAP) and Shimmer %. 
OUTCOMES	AND	RESULTS:  Analysis of the systematic and random error indicated significant bias for 
CPPS across both sustained vowels and passage reading. Analysis of the random error of the devices 
indicated that that mean F0 and CPPS showed acceptable random error size, while jitter and shimmer 
random error was judged as problematic. 
CONCLUSIONS	AND	IMPLICATIONS: Confidence in the feasibility of smartphone-based voice assessment is 
increased by the experimental finding of high levels of reliability for some clinically relevant acoustic 
parameters, while the use of other parameters is discouraged. We also challenge the practice of using 
statistical tests (e.g. t-tests) for measurement reliability assessment. 
What	this	paper	adds:	
1. What is already known on this subject: There is emerging evidence that smartphones can be used 
reliably for acoustic voice assessment, but quantification of measurement error is lacking and 
statistical testing is often used incorrectly for reliability assessment. 
2. What this study adds: We present analysis of systematic and random errors for acoustic 
parameters derived from smartphone recordings to evaluate the reliability of acoustic voice 
assessment with smartphones. 
3. Clinical implications of this study: The results of this paper extend the evidence base for acoustic 
health-related monitoring of voices and thus facilitate preventative intervention in populations at 
risk of voice problems.  
1 BACKGROUND	AND	MOTIVATION	
Occupational voice problems and disorders are a long-standing public health issue with substantial 
financial and human consequences for society (Hazards, 2004, Verdolini and Ramig, 2001).  This paper 
sits in the context of ongoing efforts to use modern mobile technologies (e.g. smartphones) for better 
voice problem prevention and management. The success of such efforts relies on a number of 
prerequisites. One important prerequisite is that any technology used for this purpose must provide 
reliable data. Acoustic monitoring of voices constitutes a crucial, but also technologically ambitious 
aspect of our approach to voice care. This paper reports on one part of an ongoing experimental 
evaluation of the reliability of acoustic voice parameter extraction using smartphones.  
Occupational voice disorders affect a substantial proportion of the population, and it is suggested that as 
many as 5 million workers in the UK suffer from various forms of voice impairment (Hazards, 2004). 
Some groups of workers, such teachers, are identified as being particularly at risk (Martin and Darnley, 
2004), and over the last decades new high-risk occupations have emerged. These include call-centre 
workers and fitness instructors (Dejonckere, 2001) and workers in the rapidly expanding voiceover 
industry.  
Voice problems pose a major problem for individuals, employers, and national healthcare systems. In 
teachers alone, the overall cost of voice disorder in the US has been estimated at $2.5 billion per year 
Verdolini & Ramig, 2001), and estimates for the UK are about £200m (Hazards, 2004), but the impact 
on individuals cannot be measured purely in financial terms. The consequences can be devastating if the 
ability to work and to communicate effectively are compromised with severe effects on mental health 
and well-being.  
While these problems have long been recognised, the situation remains largely unchanged, even in 
teachers who are by far the most extensively studied professional group in this respect, and recent 
studies still report a high prevalence of voice problems in this profession (Van Houtte et al., 2011). This 
is a public health issue that requires both preventative strategies and early identification linked to 
effective intervention.  
It is frustrating that the majority of occupational voice disorders are behavioural and hence, by definition, 
preventable. In spite of evidence that voice-care training can reduce the risk of voice problems, many 
teachers still receive no formal voice training as part of their education (Hazlett et al., 2011)  and 
without integration of voice care practices into everyday routine any benefits of training may not last.  
Early identification and intervention is thought to be effective in reducing the incidence of serious and 
persistent voice disorders, but we still lack tools for identification of early stage voice problems, and 
current approaches to intervention are often costly and difficult to access. At present, perceptual analysis 
of voice remains the gold standard in assessment of voice quality. However, it may be that perceptual 
rating scales used by speech and language therapists are not sensitive enough to the subtle changes in 
voice quality that occur with the development of behavioural voice problems. 
Clinical application of acoustic analysis has developed greatly over the last 40 years, but acoustic 
differentiation between healthy and disordered voices is still inexact (Awan et al. 2015). As with the 
perceptual rating scales, the acoustic patterns which might identify those most at risk of developing 
voice disorders or signal the earliest stages of behavioural voice problems are probably too subtle ever to 
show up reliably in ‘snapshot’ comparisons with population thresholds. The rationale for longitudinal 
monitoring of voices in addition to comparison with norms is that unusual patterns of within-speaker 
fluctuation, or changes from an individual baseline, may signal the earliest stages of voice disorder 
(whether behavioural and/or structural) well before any acoustic parameters exceed population 
thresholds for disorder. We are beginning to establish typical patterns of vocal fluctuation (Schaeffler 
and Beck 2017) and there are good theoretical reasons to hypothesise that atypical fluctuation could 
signal that a speaker is at risk. For example, lowering of F0 during the second part of the day (rather 
than the typical rise) could reflect inflammatory changes within the larynx (Hirano and Bless, 1993).   
2 	USING	TECHNOLOGY	FOR	VOICE	HEALTH	INTERVENTION		
Smartphones are an attractive choice for technology-enabled intervention due to their popularity, 
internet connectivity, intuitive user interface, computational power, and mobile availability.  Their 
relatively small screens limit the length and complexity of information that can be displayed, but  
smartphone-based intervention can easily be combined with non-mobile web-browser-based 
intervention, as most smartphone users will also have access to devices with larger screens. 
2.1.1 Acoustic	voice	monitoring	for	voice	health	intervention	
Acoustic analysis is an established component of voice health assessment. Audio recordings through 
smartphones could help evaluate a client’s vocal health status. Smartphones could provide an accessible, 
convenient, cost-effective and efficient way to track voice stability, deterioration and improvement, 
especially if parts of the process could be automated. Acoustic analysis for vocal health purposes has so 
far mainly been investigated in clinical environments, but a range of recent studies, summarised in Table 
1, have suggested that the audio quality of smartphone recordings might be sufficient for meaningful and 
reliable acoustic analysis.  
When interpreting the results of these studies it is important to consider the statistical methods used to 
analyse the data. The statistical methods used by these studies in assessing agreement of smartphones 
include: correlation (Pearson’s correlation, Intraclass Correlation Coefficient (ICC), and Spearman’s 
correlation); comparison of means (student t-test, ANOVA, Friedman repeated-measures); and Bland-
Altman analysis. 
Several of these statistical methods are inappropriate for assessing agreement (Altman and Bland, 1983; 
Daly and Bourke, 2000). Correlation only measures the strength of the linear association between 
variables; it does not assess agreement. This problem is somewhat reduced when using ICC, as it 
averages the correlations among all possible orderings of the pairs of values. However, ICC is highly 
influenced by the variance between subjects. When using comparison of means from two devices to 
assess agreement, authors frequently assume that non-significant results reflect high agreement between 
two devices (e.g. Grillo et al. 2016). However, this is not the case.  
Statistical tests assess whether systematic differences are meaningful and any random error is only 
considered with reference to that. Significance tests like t-tests assess a difference by dividing the 
difference between two samples through a measure of the random error found in the samples, e.g. the 
standard error. High absolute values of the test statistic (e.g. t for the t-test) will yield significant results. 
As the random error serves as the denominator of the fraction, high random errors will lower the test 
statistic and thus yield non-significant results. In other words, highly unreliable measurements are more 
likely to yield non-significant results. Statistical tests are therefore only useful to assess the systematic 
error of a measurement. Systematic errors are not a matter of reliability but of validity (e.g. Drost 2011) 
and can be accounted for by calibration. The assessment of the reliability of a measure will require 
proper consideration of the random error.    
To overcome these issues, Bland and Altman proposed the assessment of agreement between two 
devices is done through analysis of both the systematic error or bias (i.e. mean of the differences 
between measurement methods) and the random error expressed in the 95% limits of agreement (i.e. 
bias ± 1.96 standard deviations, Bland and Altman, 1986). The overall agreement of two measurement 
methods is a combination of the bias and the 95% limits of agreement, the former representing any 
systematic error and the latter representing the random error. A scatter plot of the difference between 
two measurement methods against the average of the methods is now known as a Bland-Altman plot. In 
the following we will describe the systematic error as ‘bias’, and the random error as the ‘critical 
difference’. The critical difference is defined as half the range between bias + 1.96 standard deviations 
and bias - 1.96 standard deviations. 
Of the studies so far comparing smartphone devices with studio microphones, only two have included 
Bland-Altman plots (Uloza, et al. 2015; Manfredi et al. 2016). Both of these studies interpreted the plots 
visually but did not use the bias and limits of agreement in their assessment of agreement. 
When assessing random errors an important question arises with respect to the acceptability of their size. 
All measurements come with random errors, and therefore it has to be decided what level of random 
error would be acceptable for a certain purpose. The size of the error therefore needs to be assessed with 
reference to certain criteria and for acoustic voice parameters these criteria still have to be developed. In 
this study we will report random error size in absolute terms as well as with reference to the total range 
of measurements made with the reference device. The latter measure is motivated by the fact that the 
typical range of a measure will inform acceptable tolerance levels. For example, if any measured 
quantity usually varies between, say, 10 and 20, then a random error of ±1 (i.e. 10% of the total range) 
would probably be considered as more problematic than if the same quantity typically varied between 10 
and 1010, where a random error of ± 1 unit would constitute 0.1% of the range. We will return to this 
question in the discussion section.  
Insert Table 1 here  
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Unknown precision and accuracy of measurement and unclear criteria for acceptable levels of error are 
amongst the reasons that make acoustic tracking of voice health, while appealing, technologically 
ambitious and there are substantial knowledge gaps that inhibit the development of a smartphone based 
‘acoustic voice health tracker’. We still have rather limited information about typical or clinical patterns 
of variation. 
Our current empirical research efforts focus on acoustic voice monitoring as the most technically 
ambitious and innovative aspect of the different types of interventions outlined above. Our group has 
developed a smartphone app “Fitvoice” that allows capture of voice-related audio and survey data (see 
Grillo et al 2016 for an alternative concept). Initial field tests have been promising (Schaeffler and Beck, 
2017), but a better understanding of the capabilities and limitations of smartphones for monitoring 
acoustic parameters is still required. We have therefore recorded a dataset of healthy voices across five 
simultaneous channels, four popular smartphones and one studio-quality microphone. 
The present study focussed on the relation between voice parameters derived from smartphone 
recordings and studio quality recordings, in order to establish whether parameter values extracted from 
smartphone recordings deviate from those extracted from studio microphone recordings, and if any 
deviations can be described as random or systematic errors. 
3 METHOD	
3.1.1 Speakers	
22 vocally healthy woman and men (12 women; 10 men, aged 20-64y) produced two trials of sustained 
phonation of the vowel sound /a/ and read aloud a shortened version of the phonetically balanced text 
“The Dog and Duck Story” (Brown & Docherty 1995).
The vocal health of the participants was determined by the participants themselves and confirmed 
perceptually by the researchers during conversational speech on the day of the recording. 
3.1.2 Reference	Microphone	
The microphone used as a reference was a Neumann U89i (Georg Neumann GmbH, Berlin, Germany) 
using a hypercardiod polar pattern. This microphone has a frequency range from 20Hz-20kHz and has a 
flat frequency response from around 40Hz-15kHz. It has an equivalent noise level of 17 dBA and reaches 
total harmonic distortion of 0.5% at 134 dBSPL. The microphone was connected to a Digidesign Digi 003 
audio interface (Avid Audio, California, US) and recorded on an iMac using ProTools LE version 8.0.3 
(Avid Audio, California, US). Recordings were made at 44.1 kHz sampling rate and 32-bit resolution. 
3.1.3 Smartphones	
Five smartphone devices were initially selected for use in the study representing a range of devices from 
the two large manufactures in terms of market share in the UK in 2017 – Apple and Samsung. The 
devices are Samsung Galaxy S8+ (SG8), iPhone 6s (i6s), iPhone 7 (i7). Samsung Galaxy J3 (SJ3) and 
iPhone SE. The iPhone SE device did not transmit voice recordings of 4 speakers, and therefore was 
excluded from further analysis. 
3.1.4 	Recording	procedure	
Recordings were made in a soundproof booth with ambient noise levels of < 45 dBA (measured using a 
Casella CEL-254 sound level meter). 
All smartphones were placed in semi-circular array directly adjacent to each other with the devices 
angled at approximately 45o to replicate holding the device and keeping the microphone to mouth 
distance across phones relatively constant. As positioning a microphone to the side instead of directly in 
front might have some effect on recordings, the order of the smartphones was systematically cycled 
across participants so that phone positioning was balanced across participant recordings. The reference 
microphone was placed in the centre of the array. Speakers stood 20cm from the centre of the array 
during recordings (see figure 1). All utterances were recorded simultaneously on all devices. 
The smartphone devices used the Fitvoice™ app for recordings. This app is freely available for Android 
and iOS devices, records at 44.1 kHz sampling rate, saves recordings as uncompressed .wav (PCM), and 
allows recordings to be uploaded securely to a server.  
 
Figure 1- The experimental setup with an array of four smartphone devices and reference microphone. 
Insert Figure 1 here. 
3.1.5 Acoustic	analysis	
The sustained vowel and passage reading recordings were analysed separately for all 220 recordings (22 
participants x 5 devices x 2 trials). The acoustic analysis was completed using Praat (Boersma & 
Weenink, 2015) and automatized through a Praat script. The extraction of acoustic parameters 
proceeded in two steps. First,  voiced segments in the recordings were extracted using a modified 
version of the Praat script by Maryn and Weenink (2015) and then four acoustic parameters were 
measured on the voiced segments only.  The following acoustic parameters were extracted: Mean F0; 
smoothed cepstral peak prominence (CPPS); Jitter (RAP) and Shimmer %. CPPS and Shimmer % were 
extracted following Maryn and Weenink’s (2015) procedures, while mean F0 was extracted following 
recommendations published in the Praat manual, using a cross-correlation algorithm. Jitter (RAP) was 
extracted using the Praat “voice report” functionality. The choice of parameters was motivated by their 
popularity and proven usefulness. Mean F0 is frequently extracted from speech signals for clinical and 
non-clinical purposes. Shimmer and Jitter are historically important parameters for clinical voice 
assessment, and Shimmer % is also a sub-component of the Acoustic Voice Quality Index (AVQI, 
Maryn and Weenink, 2015). CPPS was chosen because it is a sub-component of the AVQI and has 
generally shown good performance in studies of discrimination of healthy and disordered voices. Jitter 
(RAP) was chosen as it is one of the recommended jitter measures in the MDVP manual (KayPentax 
2008) and clinical thresholds have been published for this measure. 
3.1.6 Statistics	
Statistical analysis was performed using R 3.4.0 (R Core Team, 2017) and IBM SPSS Statistics 21. 
Bland-Altman analysis was performed with R package “BlandAltmanLeh” (Lehnert 2015). This 
package provides the 95% confidence interval for the bias. A bias was judged as significant if the 
confidence interval excluded zero.  
We used BA analysis to compare the means between the two recording samples from the reference 
microphone with the means from the four smartphones. As mentioned above, the size of the critical 
difference (random error) is given in two ways: as an absolute value and as a percentage of the total 
range of the respective parameter, as measured with the reference microphone.  
4 RESULTS	
4.1 DESCRIPTIVE	DATA	
Figure 2 provides boxplots for all parameters, arranged by gender, speech material and device type (four 
mobile phones and one studio microphone). The figure indicates that spread and level is more similar for 
some parameters than for others. Mean F0 shows a fairly similar distribution across devices for both 
vowel and passage data. CPPS shows a tendency for lower measurement values on the phones compared 
to the studio microphones, for both vowel and passage data and both genders, although male and female 
values seem to behave differently for vowel and passage data. CPPS is lower in the male sample for 
vowel data, but higher for the passage data. Shimmer % values tend to be higher on smartphones than on 
the studio microphone, especially for the passage data; the vowel data is less easy to interpret. Jitter 
(RAP) does not show clear tendencies overall, although values seem to be lower on smartphones for the 
male passage data.   
Insert Figure 2 here 
  
  
Figure 2: Boxplots for four acoustic parameters across female (F) and male (M) speakers, reading 
passages (p) and sustained vowels (v) and five devices,  Samsung Galaxy GS8+ (gs8), iPhone 6s (i6s) 
and iPhone 7 (ip7), Samsung J3 (sj3) and a studio quality microphone, Neumann U89i (stu). 
4.2 BIAS	AND	CRITICAL	DIFFERENCE	FOR	ACOUSTIC	MEASURE	MEANS	WITH	REFERENCE	TO	STUDIO	
MICROPHONE	
Bias and critical difference were calculated for all devices against the reference microphone. Tables 2 to 
5 summarise the results for the four acoustic parameters for both sustained vowel recordings and 
passage reading recordings and Figures 3 to 6 provide the corresponding Bland-Altman (BA) plots. The 
left figure always shows the vowel parameters, the right figure the passage parameters. The tables 
provide the critical difference in absolute terms and as a percentage of the overall range of a parameter 
as derived from the studio microphone measurements. Bias and critical difference were calculated for 
male and female samples combined. The BA plots show data points marked by gender to assess any 
influence of gender on overall bias and critical difference. As mentioned above, significance tests were 
performed for bias values using the 95% confidence interval.   
4.2.1 Mean	F0	
Table 2 summarises bias and random error data for mean F0 and Figure 3 shows corresponding BA plots. 
4.2.1.1 Vowels	
There was a very small but significant negative bias for the gs8 in the vowel data, and a critical 
difference of less than 1 Hz. The other phones showed no significant bias, and higher critical differences 
of about 7-9 Hz, constituting around 5% to 6% of the range. An inspection of the Bland-Altman-plots 
(see Figure 3a) indicates that the higher errors are related to the female data. The plots also indicate an 
influence of a small number of outliers rather than a general reliability difference between phones. If the 
most extreme outlier is removed from the i6s, ip7 and sj3 data, the critical differences become 0.69 Hz 
(0.5%), 4.09 Hz (2.8%) and 0.64 Hz (0.4%) respectively, which is much closer to the error measured 
with the gs8. 
4.2.1.2 Passage	
All phones showed a significant bias in the range of  -1.31 to 1.95 Hz for mean F0 from the passage data. 
The bias was positive for the Samsung phones and negative for the iPhones (cf also Figure 2). All 
phones showed similar critical differences in the range of  2.86 to 4.57 Hz (2%-3.2%). The iPhone 7 
showed the smallest error (which is interesting as this phone showed the largest error with the vowel 
data, even after outlier removal), and the SJ3 the largest, but all phones were well below the 10% 
criterion for this parameter. BA plots show less influence of outliers compared to the vowel data, but 
variation seems to be somewhat larger in the female data.  
Add figure 3 about here 
 (a) 
 
(b) 
Figure 3: Bland-Altman plot for comparison of F0 measurements obtained from each smartphone 
device and the reference microphone. The plots on the left (a) are for the vowel speech task. The plots 
on the right (b) are for the passages. 
 
Insert table 2 here 
Table 2: Mean difference and 95% limits of agreement between the reference microphone and each 
smartphone device for mean fundamental frequency (F0). 
 
Mean 
difference 
(bias) 
95% Limits of Agreement (random error) 
Lower 
limit 
Upper 
limit 
Critical 
difference Range % 
Samsung Galaxy S8+ vowel -0.17* -0.89 0.55 0.72 0.50 
iPhone 6s vowel 0.67 -7.20 8.54 7.87	 5.40	
iPhone 7 vowel 1.35 -7.19 9.89 8.54	 5.90	
Samsung J3 vowel 0.75 -7.06 8.56 7.81	 5.40	
Samsung Galaxy S8+ passage 1.47* -2.39 5.33 3.86	 2.70	
 4.2.2 Smoothed	Cepstral	Peak	Prominence	(CPPS)	
Table 3 summarises bias and random error data for smoothed cepstral peak prominence (CPPS) and 
Figure 4 shows corresponding BA plots. 
4.2.2.1 Vowels	
All phones showed a significant negative bias for the CPPS vowel data between -0.84 and -0.4 dB, 
suggesting that CPPS measures from phone recordings were overall somewhat lower than those from the 
reference microphone (see also boxplots in Figure 2). There was a clear tendency for the absolute 
amount of bias to be higher in the iPhones than in the two Samsung models, by about a factor of two.   
The critical difference lay between 0.74 and 0.91 dB, constituting between 8.3% and 10.3% of the 
reference range. The differences between phones were small, but the Samsung J3 showed the highest 
critical difference. Comparison of gender groups suggests that the male data showed somewhat higher 
random error variation for the vowel data of this parameter. 
4.2.2.2 Passage	
All phones showed a significant negative bias between -0.98 and -0.45 dB for the CPPS passage data, 
thus approximately the same order of magnitude as with the vowel data. The trend for a lower absolute 
bias for Samsung phones was confirmed, again by about the factor two. Critical differences lay between 
0.44 and 0.72dB, constituting 9 to 12.6% of the reference range. Again, the Samsung J3 performed a bit 
iPhone 6s passage -1.01* -4.57 2.54 3.56	 2.50	
iPhone 7 passage -1.31* -4.17 1.55 2.86	 2.00	
Samsung J3 passage 1.95* -2.62 6.52 4.57	 3.20	
* indicates significance based on the 95% confidence interval of the mean difference. 	
worse on this measure. Comparison between genders does not suggest large differences for this sample, 
however there is a tendency for higher means to show more negative bias values (compare especially the 
sj3 data in Figure 4b).  This could be a gender or a value size effect as female values show both more 
negative differences as well as higher mean values in this instance. 
 
(a) 
 
(b) 
Figure 4: Bland-Altman plot for comparison of CPPS measurements obtained from each smartphone 
device and the reference microphone. The plots on the left (a) are for the vowel speech task. The plots 
on the right (b) are for the passages. 
 
Insert figure 4 here 
Insert Table 3 here 
Table 3: Mean difference and 95% limits of agreement between the reference microphone and each 
smartphone device for smoothed cepstral peak prominence (CPPS). 
4.2.3 Shimmer	%	
Table 4 summarises bias and random error data for Shimmer % and Figure 5 shows corresponding BA 
plots. 
4.2.3.1 Vowel	
None of the phones showed a significant bias for shimmer measurements for the vowel data. Critical 
differences were between 1.84 and 3.3%, constituting 30.3 to 54.2% of the reference range. The 
Samsung J3 showed the worst performance in this context, but overall all phones showed errors that 
were well beyond the 10% criterion. BA plots reveal that both types of errors are influenced by four 
outliers from the male data (Figure 5a) and maybe one female data outlier for the sj3. 
4.2.3.2 Passage	
All phones showed a significant positive bias between 0.65% and 0.85%, suggesting that shimmer 
measures derived from phone recordings were somewhat higher than from studio microphone recordings, 
 
Mean 
difference 
(bias) 
95% Limits of Agreement (random error) 
Lower 
limit 
Upper 
limit 
Critical 
difference Range % 
Samsung Galaxy S8+ vowel -0.46* -1.20 0.28 0.74 8.30 
iPhone 6s vowel -0.84* -1.63 -0.05 0.79	 8.90	
iPhone 7 vowel -0.84* -1.64 -0.04 0.80	 9.10	
Samsung J3 vowel -0.40* -1.31 0.51 0.91	 10.30	
Samsung Galaxy S8+ passage -0.45* -1.00 0.11 0.55	 9.70	
iPhone 6s passage -0.98* -1.49 -0.47 0.51	 9.00	
iPhone 7 passage -0.97* -1.42 -0.53 0.44	 7.80	
Samsung J3 passage -0.42* -1.13 0.30 0.72	 12.60	
* indicates significance based on the 95% confidence interval of the mean difference.  
	
although this trend could only be seen in the passage data. Critical difference values lay between 0.74 
and 0.95%, comprising 14% to 18.2 % of the range. The larger critical difference for the Samsung J3 in 
the vowel data was not confirmed by the passage data. The male sample showed higher shimmer mean 
values for the passage data, without a major effect on random error. Both iPhones seem to show a small 
effect of decreasing difference values with higher mean values. As with CPPS above, this could be a 
gender or a value size effect as male values show both lower differences as well as higher mean values. 
 
 
(a) 
 
(b) 
Figure 5: Bland-Altman plot for comparison of Shimmer % measurements obtained from each 
smartphone device and the reference microphone. The plots on the left (a) are for the vowel speech 
task. The plots on the right (b) are for the passages. 
 
Insert figure 5 here 
Insert table 4 here 
 
  
Table 4: Mean difference and 95% limits of agreement between the reference microphone and each 
smartphone device for Shimmer local (Shimmer%). 
 
Mean 
difference 
(bias) 
95% Limits of Agreement (random error) 
Lower 
limit 
Upper 
limit 
Critical 
difference Range % 
Samsung Galaxy S8+ vowel 0.14 -1.71 1.98 1.84 30.30 
iPhone 6s vowel -0.15 -2.36 2.06 2.21	 36.30	
iPhone 7 vowel -0.37 -2.49 1.75 2.12	 34.90	
Samsung J3 vowel 0.37 -2.93 3.67 3.30	 54.20	
Samsung Galaxy S8+ passage 0.76* 0.01 1.51 0.75	 14.40	
iPhone 6s passage 0.66* -0.23 1.55 0.89	 17.00	
iPhone 7 passage 0.65* -0.30 1.61 0.95	 18.20	
Samsung J3 passage 0.85* 0.11 1.59 0.74	 14.00	
* indicates significance based on the 95% confidence interval of the mean difference.  
	
 4.2.4 Jitter	(RAP)	
Table 5 summarises bias and random error data for jitter (RAP) and Figure 6 shows corresponding BA 
plots. 
4.2.4.1 Vowel	
None of the phones showed a significant bias for jitter (RAP) for the vowel data. The critical difference 
lay between 0.28% and 0.36%, constituting 27.6% to 35.9% of the range1.  BA plots indicate that the 
critical difference is influenced by an outlier in the male data. If this outlier is removed, errors change to 
0.09, 22.7% (gs8), 0.12, 31.3% (i6s), 0.12,  31.3% (sp7), 0.17 43.5% (sj3)2. 
4.2.4.2 Passage	
The Samsung phones showed a significant negative bias for the jitter passage data, with a higher 
absolute amount for the sj3 than for the gs8. The critical difference was similar for the gs8 and the two 
iPhones (0.16-0.18%, comprising 15.4% to 17.7% of the range), while the error of the sj3 was higher by 
about a factor of two (0.32%, 31.7% of the reference range). There is no clear effect of gender 
identifiable in the BA plots, but as with some other parameters there is a tendency of decreasing  
difference values with increasing mean values, most visible in the sj3 data. 
                                                
1 The similarity between critical difference and percentage of reference range stems from the fact that 
the jitter (RAP) values in our sample ranged from 0.12 to 1.12% in the vowel data. 
2 Note that removal of this outlier also has an influence on the range of the parameter, so absolute error 
changes more than relative error. 
Insert figure 6 here. 
Insert Table 5 here 
 
(a) 
 
(b) 
Figure 6: Bland-Altman plot for comparison of Jitter (RAP) measurements obtained from each 
smartphone device and the reference microphone. The plots on the left (a) are for the vowel speech 
task. The plots on the right (b) are for the passages. 
 
Table 5: Mean difference and 95% limits of agreement between the reference microphone and each 
smartphone device for relative average perturbation Jitter (RAP). 
 
Mean 
difference 
(bias) 
95% Limits of Agreement (random error) 
Lower 
limit 
Upper 
limit 
Critical 
difference Range % 
Samsung Galaxy S8+ vowel -0.04 -0.31 0.24 0.28 27.60 
iPhone 6s vowel -0.02 -0.35 0.32 0.34	 33.80	
iPhone 7 vowel -0.01 -0.34 0.31 0.33	 32.90	
 5 DISCUSSION	
The present study investigated whether acoustic parameter values extracted from smartphone recordings 
deviate from those extracted from studio microphone recordings.  
Overall, our study suggests that acoustic parameters can be measured with smartphones with varying 
reliability. When random error size is related to the total range of a parameter, F0 and CPPS show 
relatively small random errors, which Jitter (RAP) and Shimmer % show relatively large random errors. 
This finding is only in parts comparable to other studies investigating the clinical feasibility of 
smartphone devices in voice analysis. This is partly due to the fact that other studies have used statistical 
approaches that focus on systematic error and ignore the role of random error, which in our view leads 
to rather optimistic assessment of measurement reliability. Most of the previous studies have either not 
used Bland-Altman analysis, or only included visual interpretation of the Bland-Altman plots without 
further quantification. This makes direct comparison between the results presented here and the results 
of previous studies difficult. 
This study is the first to report the bias and random error for each smartphone compared with a reference 
studio microphone using four acoustic parameters. In medical studies, Bland-Altman analysis ideally 
Samsung J3 vowel -0.05 -0.40 0.31 0.36	 35.90	
Samsung Galaxy S8+ passage -0.07* -0.25 0.11 0.18	 17.70	
iPhone 6s passage -0.02 -0.17 0.14 0.16	 15.60	
iPhone 7 passage -0.01 -0.17 0.14 0.16	 15.40	
Samsung J3 passage -0.13* -0.45 0.20 0.32	 31.70	
* indicates significance based on the 95% confidence interval of the mean difference.  
	
uses random error ranges that are defined on the basis of knowledge about the parameter being measured 
and the normative ranges of the population being assessed. In the area of voice science, acoustic 
parameters are often described in terms of a threshold between normal and disordered voice quality, as 
compared with perceptual measures.  
It is worth considering all four parameters here in turn and assessing the relevance (including clinical 
relevance) of their random error. 
For F0 we observed a very small bias for on phone (GS8) for the vowel data, and small biases for the 
passage data for all phones. Interestingly, the Samsung phones produced F0 measurements that were 
slightly too high, while those from the Apple phones were slightly too low, but as the systematic errors 
never exceeded 2 Hertz, their practical relevance is probably limited. The biases should be irrelevant if 
recordings are compared for one and the same device across different time points. The random error is in 
the region of ±7-9Hz for the vowel data, apart for the gs8, which shows a much smaller random error. 
Random errors for the other phones are probably inflated by outliers but even without removal of 
outliers the random errors seem acceptable. ±7-9Hz is definitely above the human difference limens for 
pitch perception (Moore 1973) but not dramatically so. Users of mobile phone recordings should 
consider that F0 changes from recording to recording that do not exceed these error ranges might be 
artefacts. The random errors for connected speech are generally lower than those for vowels, never 
exceeding ±5Hz. Again this is above human difference limens thresholds but might not matter for many 
purposes.  
For CPPS all phones showed a small but significant bias, with phone measures somewhat lower than 
reference measures. The bias tended to be smaller for the Samsung phones (around -0.5 dB) compared to 
the Apple phones (-0.8 to -1 dB), and biases were similar across speech tasks. For comparisons across 
devices, these bias values could provide guidance for calibration. Random error was in the region of 
±0.7-0.9 dB for sustained vowels and ±0.4-0.7 dB for passage reading. There is a tendency for the sj3 – 
the cheapest phone in our sample – to perform somewhat worse than the other three phones. Errors 
below 1 dB give the impression of a small error, but it needs to be taken into account that the overall 
range of CPPS measures was not extremely high in our data so that this small error value corresponds to 
around 10% of the total range of values we measured. However the relevant range of CPPS values might 
be in fact much wider. Maryn et al (2015) report a range of CPPS values between 2.65 and 17.68 dB. 
Their sample includes pathological voices which explains the much wider range. If we assume that the 
range of CPPS measures that are relevant for clinical assessment is around 15 dB then an error of  ±0.5 
to ±1 dB is probably acceptable. Normative thresholds for CPPS are difficult to find, and published 
CPPS values can vary widely, even if we only consider CPPS measured with Praat. For example, Sauder 
et al (2017) report CPPS ranges between 16.47 to 22.99 dB for healthy voices and 14.71 to 20.31 dB for 
disordered voices. They suggest a cut-off value for 19.10 dB for pathology for CPPS measured with 
Praat, which neither fits our nor Maryn et al’s (2015) values. This issue will require further investigation. 
For phone measures of CPPS researchers should be aware that changes below ±1 dB might be artefacts, 
even if measured with the same devices.  
Shimmer % does not show bias for vowel measures but for passage measures, with phone measures 
exceeding studio microphone measures by 0.7 to 0.9 pp. Random errors are in the region of ±2 to ±3 pp 
for sustained vowels and ±0.8 to ±1 pp for the passage. If we compare this range to the total range of 
measures then we find that the error is between 30% and 50% of the range in the vowel data. The Praat 
manual provides 3.81% as threshold for pathology for Shimmer %. Our lowest measured value with 
studio equipment for vowels was 1.21%. The difference between our lowest value and the pathological 
threshold is thus 2.6%. An error of ±2% seems unacceptably high in this context and we therefore would 
not recommend using smartphone recordings for shimmer measurements. 
Jitter (RAP) measurements do not show significant bias for sustained vowels. The two Samsung phones 
show significant bias for the passage data. Random errors are in the region of ±03 to ±0.4 pp for the 
vowel data. For all phones this constitutes around 30% of the measured range of values. The Praat 
manual provides a threshold of 0.68% for Jitter (RAP). Our lowest RAP value was 0.122%. The 
difference between our lowest value and the pathological threshold is thus 0.56pp. An error of 0.3pp 
seems unacceptably high in this context. 
While the random error values allow decisions to be made about the reliability of smartphones as 
compared with a reference microphone, the bias value allows the readings for the smartphone to be 
adjusted, especially when comparing across different devices. If the bias values are significantly 
different from zero they are considered a fixed bias and therefore can be used to adjust the values from 
the smartphone accordingly. Given the results of the present study we suggest that a calibration 
approach could be beneficial, at least if comparisons between mobile phone recordings and studio 
microphone recordings are important for a certain application. Most calibration methods that relate a 
new, cheaper or field method to a standard use inverse regression to estimate the “true” reference value 
from the non-reference measurement (see e.g. Burke 2001). We aim at addressing this topic in a separate 
publication but would, for the moment, suggest that calibration with the Bland-Altman derived biases 
published here could be beneficial for some parameters, especially CPPS.  
The use of smartphones in voice research is particularly useful due to the freedom for speakers to record 
their voice where it is convenient for them to do so. However, the effect of room acoustics and ambient 
noise becomes a significant issue that the current study did not address.  
Maryn et al. (2017) investigated the combined effect of environmental noise and a variety of mobile 
recording devices on 10 acoustic parameters including all those used in this study. They found that only 
F0 was robust against both environmental noise and recording system. However, they also found that the 
majority of acoustic markers differed significantly from the reference microphone values even under 
optimal ambient noise (20.5 dBA). This is possibly due to the statistical methods used in this study – 
largely tests of mean differences. As the authors point out, however, acoustic parameters measured 
between commercially available recording systems that are considered standard clinical tools show 
considerable variability as well (Maryn et al. 2017).  
Lebacq et al. (2017) utilised the same synthetic voice as in Manfredi et al. (2017) and added external 
noise to the recordings. They found that for jitter measures and NHR, good reliability remains up to 
ambient noise levels of 50 dBA. Other acoustic parameters, however, may be more sensitive to noise 
than these measures. CPPS, for example, has consistently shown correlation – perceptual and acoustic – 
with noise, and therefore may be more sensitive to changes in noise level despite being consistently 
reliable in this study under studio conditions. Future work by the authors will be to conduct similar 
reliability tests under different ambient noise level conditions. 
In our view a clear distinction of random and systematic error is paramount for future studies. Accurate 
description of various systematic errors including those caused by device type or background noise can 
form the basis for future calibration solutions and in this way increase reliability of acoustic voice 
parameters extracted from smartphone recordings. This in turn will allow more reliable judgment of 
voice condition from smartphone recordings. 
 
6 CONCLUSIONS	
Overall, this study adds to the emerging evidence that smartphones can be used for acoustic analysis if 
certain constraints are considered. If noise and microphone position can be controlled, F0 and CPPS 
measures can be derived with smartphones with acceptable random error compared to a high-quality 
studio reference microphone, meaning that the devices used in this study can be used interchangeably 
for these measures. For CPPS, calibration is recommended as smartphone based CPPS measures were 
significantly lower than those derived from the reference microphone.  
Other parameters should be treated with caution. Based on our current samples, the random error seems 
too high for shimmer and jitter to be of any practical use, even for within-device comparisons. Further 
work is required for the development of reliable reference ranges for acoustic parameters, even under 
studio conditions.  
There were no striking differences in performance between the smartphones. The most affordable phone 
in our range, the Samsung SJ3, performed somewhat less well for some parameters and prompt types, 
but results were by and large comparable. Given the highly dynamic smartphone market it might be 
useful to develop a set of reference recordings that can be used to calibrate mobile phones for clinical 
use. 
Results suggest that acoustic monitoring of voice with smartphones could become a central component 
of a voice care strategy that engages users and supports self-management, if acoustic parameters used 
for acoustic assessment are selected and interpreted with care. 
We would also discourage the exclusive use of statistical tests like t-tests for reliability assessments of 
parameter measurements and interpreting non-significance as an indicator of good reliability. 
Significance tests of mean differences across devices will only provide evidence for systematic errors, 
which are rather a matter of validity than reliability. Reliability assessments need to focus on the random 
error and large random errors are a serious problem for any measurement, even if there is no change of 
device between recordings. 
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