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1. Introduction
In this paper, we consider the problemof existence,multiplicity, and nonexistence of nontrivial solutions to the following
discrete nonlinear fourth-order boundary value problem (BVP){
∆4u(t − 2)+ η∆2u(t − 1)− ξu(t) = λf (t, u(t)), t ∈ Z[a+ 1, b+ 1],
u(a) = ∆2u(a− 1) = 0, u(b+ 2) = ∆2u(b+ 1) = 0, (1.1)
where∆ denotes the forward difference operator defined by∆u(t) = u(t+1)−u(t),∆nu(t) = ∆(∆n−1u(t)), Z[a+1, b+1]
is the discrete interval given by {a + 1, a + 2, . . . , b + 1} with a and b(a < b) integers, f : Z[a + 1, b + 1] × R → R is
continuous, η, ξ, λ are real parameters and satisfy
η < 8 sin2
pi
2(b− a+ 2) , η
2 + 4ξ ≥ 0, ξ + 4η sin2 pi
2(b− a+ 2) < 16 sin
4 pi
2(b− a+ 2) , λ > 0.
The theory of nonlinear difference equations has been widely used to study discrete models in many fields such as
computer science, economics, neural network, ecology, cybernetics, etc. In recent years, a great deal of work has been done
in the study of the existence and multiplicity of solutions for discrete boundary value problem. For the background and
recent results, we refer the reader to the monographs [1–9] and the references therein.
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Wemay think of BVP (1.1) as being a discrete analogue of the fourth-order boundary value problem{
u(4)(t)+ ηu′′(t)− ξu(t) = λf (t, u(t)), 0 < t < 1,
u(0) = u(1) = u′′(0) = u′′(1) = 0. (1.2)
The existence and multiplicity of solutions for BVP (1.2) have been studied by many authors using various approaches;
see for example [10–15].
However, it seems that no similar results in the literature on the existence, multiplicity, and nonexistence of nontrivial
solutions for BVP (1.1) have been obtained. Motivated by [12,13], our purpose in this work is to apply some basic theorems
in critical point theory and the stronglymonotone operator principle to establish some conditions for the nonlinear function
f which are able to guarantee the existence, multiplicity, and nonexistence of nontrivial solutions for the above problem.
The organization of this paper is as follows. In Section 2, we present the expression and properties of Green’s function
associated with BVP (1.1), and then establish the variational functional of BVP (1.1). In Section 3, we present some
preliminary knowledge about the critical point theory and monotone operator theory. In Section 4, we obtain the existence
and multiplicity of nontrivial solutions for BVP (1.1) in terms of different values of λ. Section 5 gives nonexistence of
nontrivial solution and uniqueness of solution for BVP (1.1).
2. Green’s function and variational framework for BVP (1.1)
In this section, we are going to construct Green’s function associatedwith BVP (1.1), and then establish the corresponding
variational framework for BVP (1.1). We define the b− a+ 1-dimensional Hilbert space
E = {u = {u(t)}b+1a+1 : u(t) ∈ R},
equipped with the inner product (·, ·) and norm ‖·‖ as follows:
(u, v) =
b+1∑
t=a+1
u(t)v(t), ‖u‖ =
(
b+1∑
t=a+1
|u(t)|2
) 1
2
, u, v ∈ E.
Let r1, r2 be roots of the polynomial P(r) = r2 + ηr − ξ , namely,
r1 = −η +
√
η2 + 4ξ
2
, r2 = −η −
√
η2 + 4ξ
2
.
Then we have that
∆4u(t − 2)+ η∆2u(t − 1)− ξu(t) = (−∆2L+ r1)(−∆2L+ r2)u(t) = (−∆2L+ r2)(−∆2L+ r1)u(t), (2.1)
where u = {u(t)}b+3a−1, Lu(t) = u(t − 1), t ∈ Z[a + 1, b + 1]. And by the basic assumption on η, ξ , it is easy to see that
r1 ≥ r2 > −4 sin2 pi2(b−a+2) .
Lemma 2.1. Let v ∈ E and i ∈ {1, 2} be fixed. Then the problem{−∆2u(t − 1)+ riu(t) = v(t), t ∈ Z[a+ 1, b+ 1],
u(a) = 0, u(b+ 2) = 0
has a unique solution
u(t) =
b+1∑
k=a+1
Gi(t, k)v(k), t ∈ Z[a, b+ 2],
where Gi(t, k) is given by
Gi(t, k) = 1
ρ(1, 0)ρ(b+ 2, a)
{
ρ(t, a)ρ(b+ 2, k), a ≤ t ≤ k ≤ b+ 1,
ρ(k, a)ρ(b+ 2, t), a+ 1 ≤ k ≤ t ≤ b+ 2,
with
(i) ρ(t, k) = sinϕ(t − k), ϕ := arctan
√−ri(ri+4)
2+ri , when−4 sin2 pi2(b−a+2) < ri < 0;
(ii) ρ(t, k) = t − k, when ri = 0;
(iii) ρ(t, k) = γ t−k − γ k−t , γ := ri+2+
√
ri(ri+4)
2 , when ri > 0.
Proof. (i) Taking into account that ri ∈ (−4 sin2 pi2(b−a+2) , 0), an easy computation ensures that ϕ := arctan
√−ri(ri+4)
2+ri ∈(
0, pib−a+2
)
. Hence, ρ(1, 0)ρ(b+ 2, a) = sinϕ sinϕ(b− a+ 2) > 0.
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Let u(t) =∑b+1k=a+1 Gi(t, k)v(k), t ∈ Z[a, b+ 2], and σ = 1ρ(1,0)ρ(b+2,a) . Then
u(t) = σρ(b+ 2, t)
t−1∑
k=a+1
ρ(k, a)v(k)+ σρ(t, a)
b+1∑
k=t
ρ(b+ 2, k)v(k),
where, and in what follows, we consider
∑l
k=s x(k) = 0 when l < s. Using the difference formula ∆x(t)y(t) = x(t +
1)∆y(t)+ y(t)∆x(t), we have
∆u(t) = σ
t∑
k=a+1
ρ(k, a)v(k) ·∆ρ(b+ 2, t)+ σ
b+1∑
k=t+1
ρ(b+ 2, k)v(k) ·∆ρ(t, a).
Then,
−∆2u(t − 1)+ riu(t) = σ [−∆2ρ(b+ 2, t − 1)+ riρ(b+ 2, t)]
t−1∑
k=a+1
ρ(k, a)v(k)
+ σ [−∆2ρ(t − 1, a)+ riρ(t, a)]
b+1∑
k=t
ρ(b+ 2, k)v(k)
+ σ [ρ(b+ 2, t)∆ρ(t, a)− ρ(t, a)∆ρ(b+ 2, t)]v(t).
By the definitions of ϕ and ρ, we have
−∆2ρ(b+ 2, t − 1)+ riρ(b+ 2, t) = 0, −∆2ρ(t − 1, a)+ riρ(t, a) = 0.
A simple computation shows
ρ(b+ 2, t)∆ρ(t, a)− ρ(t, a)∆ρ(b+ 2, t) = σ−1.
Thus,
−∆2u(t − 1)+ riu(t) = v(k), t ∈ Z[a+ 1, b+ 1].
From the definitions of u and Gi, it is easy to see that u(a) = 0 and u(b + 2) = 0. This completes the proof for (i). The
proof for (ii) and (iii) is similar and thus omitted. 
Lemma 2.2. Let w ∈ E be fixed. Then the linear discrete fourth-order boundary value problem{
∆4u(t − 2)+ η∆2u(t − 1)− ξu(t) = w(t), t ∈ Z[a+ 1, b+ 1],
u(a) = ∆2u(a− 1) = 0, u(b+ 2) = ∆2u(b+ 1) = 0 (2.2)
has a unique solution u = {u(t)}b+3t=a−1 with
u(t) =
b+1∑
k=a+1
(
b+1∑
s=a+1
G1(t, s)G2(s, k)
)
w(k)
=
b+1∑
k=a+1
(
b+1∑
s=a+1
G2(t, s)G1(s, k)
)
w(k), t ∈ Z[a+ 1, b+ 1], (2.3)
and
u(a− 1) = −u(a+ 1), u(a) = 0, u(b+ 2) = 0, u(b+ 3) = −u(b+ 1).
Proof. By Lemma 2.1, we know that the problem{−∆2v(t − 1)+ r2v(t) = w(t), t ∈ Z[a+ 1, b+ 1],
v(a) = 0, v(b+ 2) = 0
has solution
v(t) =
b+1∑
s=a+1
G2(t, s)w(s), t ∈ Z[a, b+ 2].
Bearing in mind that∆2u(a− 1) = 0 = ∆2u(b+ 1), using again Lemma 2.1, we get that the problem{−∆2u(t − 1)+ r1u(t) = v(t), t ∈ Z[a, b+ 2],
u(a) = 0, u(b+ 2) = 0
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has solution
u(t) =
b+1∑
s=a+1
G1(t, s)v(s), t ∈ Z[a, b+ 2].
Then, by (2.1), we obtain that the problem (2.2) has solution u = {u(t)}b+3t=a−1 with
u(t) =
b+1∑
s=a+1
b+1∑
k=a+1
G1(t, s)G2(s, k)w(k) =
b+1∑
k=a+1
(
b+1∑
s=a+1
G1(t, s)G2(s, k)
)
w(k), t ∈ Z[a+ 1, b+ 1],
and
u(a− 1) = −u(a+ 1), u(a) = 0, u(b+ 2) = 0, u(b+ 3) = −u(b+ 1).
Similarly, we also know that
u(t) =
b+1∑
k=a+1
(
b+1∑
s=a+1
G2(t, s)G1(s, k)
)
w(k), t ∈ Z[a+ 1, b+ 1].
This completes the proof. 
From the expression of Gi, we see that Gi(t, k) > 0 and Gi(t, k) = Gi(k, t) for all t, k ∈ Z[a+ 1, b+ 1], i = 1, 2. It follows
from (2.3) that
b+1∑
s=a+1
G1(t, s)G2(s, k) =
b+1∑
s=a+1
G2(t, s)G1(s, k), t, k ∈ Z[a+ 1, b+ 1]. (2.4)
Let
G(t, k) =
b+1∑
s=a+1
G1(t, s)G2(s, k), t, k ∈ Z[a+ 1, b+ 1].
Then G(t, k) > 0 for all t, k ∈ Z[a + 1, b + 1]. It follows from (2.4) and the symmetric property of G1, G2 that
G(t, k) = G(k, t) for all t, k ∈ Z[a+ 1, b+ 1].
Define operators K , f, Aλ : E → E, respectively, by
Ku(t) =
b+1∑
k=a+1
G(t, k)u(k), u ∈ E, t ∈ Z[a+ 1, b+ 1]; (2.5)
fu(t) = f (t, u(t)), u ∈ E, t ∈ Z[a+ 1, b+ 1]; (2.6)
Aλ = λK f. (2.7)
The continuity of f together with the fact that E is finite dimensional implies that Aλ : E → E is completely continuous.
Remark 2.1. By Lemma 2.2, it is easy to see that u = {u(t)}b+1t=a+1 ∈ E is a fixed point of the operator Aλ if and only if
u = {u(t)}b+3t=a−1 is a solution of BVP (1.1), where u(a− 1) = −u(a+ 1), u(a) = 0, u(b+ 2) = 0 and u(b+ 3) = −u(b+ 1).
The operator K defined in (2.5) is an important operator in our later discussion. We present some properties of K as
follows.
Lemma 2.3. K : E → E is a linear continuous operator; furthermore K is symmetric, i.e., (Ku, v) = (u, Kv) for all u, v ∈ E.
Proof. For any u ∈ E, we have
|Ku(t)| =
∣∣∣∣∣ b+1∑
k=a+1
G(t, k)u(k)
∣∣∣∣∣ ≤
(
b+1∑
k=a+1
|G(t, k)|2
) 1
2
(
b+1∑
k=a+1
|u(k)|2
) 1
2
≤ C√b− a+ 1 ‖u‖ , t ∈ Z[a+ 1, b+ 1],
where C = maxt,k∈Z[a+1,b+1] G(t, k) > 0. Then
‖Ku‖ =
(
b+1∑
t=a+1
|Ku(t)|2
) 1
2
≤ C(b− a+ 1) ‖u‖ .
This implies that K is a bounded operator. It is obvious that K is linear. So K is continuous.
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For any u, v ∈ E, it follows from G(t, k) = G(k, t) for all t, k ∈ Z[a+ 1, b+ 1] that
(Ku, v) =
b+1∑
t=a+1
(
b+1∑
k=a+1
G(t, k)u(k)
)
v(t) =
b+1∑
t=a+1
b+1∑
k=a+1
G(t, k)u(k)v(t)
=
b+1∑
k=a+1
u(k)
(
b+1∑
t=a+1
G(k, t)v(t)
)
= (u, Kv).
The proof is complete. 
Here, and in what follows, we denote
εk = 2 cos 2kpib− a+ 2 + (2η − 8) cos
kpi
b− a+ 2 + 6− 2η − ξ, k = 1, 2, . . . , b− a+ 1. (2.8)
From η < 8 sin2 pi2(b−a+2) , a simple computation shows ε1 < ε2 < · · · < εb−a+1. From ξ + 4η sin2 pi2(b−a+2) <
16 sin4 pi2(b−a+2) , we obtain that
ε1 = 2 cos 2pib− a+ 2 + (2η − 8) cos
pi
b− a+ 2 + 6− 2η − ξ
= 16 sin4 pi
2(b− a+ 2) − 4η sin
2 pi
2(b− a+ 2) − ξ > 0.
Hence, 0 < ε1 < ε2 < · · · < εb−a+1.
Lemma 2.4. The eigenvalues of K are
1
ε1
,
1
ε2
, . . . ,
1
εb−a+1
,
which have the corresponding normal orthonormal eigenfunctions
e1, e2, . . . , eb−a+1,
where ek = {ek(t)}b+1t=a+1, ek(t) =
√
2
b−a+2 sin
t−a
b−a+2kpi , t ∈ Z[a+ 1, b+ 1], k = 1, 2, . . . , b− a+ 1. In addition, the algebraic
multiplicity of each eigenvalue 1
εk
of the linear operator K is equal to 1.
Proof. Let
ek = {ek(t)}b+3t=a−1, ek(t) =
√
2
b− a+ 2 sin
t − a
b− a+ 2kpi, t ∈ Z[a− 1, b+ 3], k = 1, 2, . . . , b− a+ 1.
Then ‖ek‖ = 1. Obviously, ek(a) = 0 = ek(b+ 2),∆2ek(a− 1) = 0 = ∆2ek(b+ 1). By simple calculation, we obtain that
for t ∈ Z[a+ 1, b+ 1],
∆4ek(t − 2)+ η∆2ek(t − 1)− ξek(t) = ek(t + 2)+ (η − 4)ek(t + 1)+ (6− 2η − ξ)ek(t)
+(η − 4)ek(t − 1)+ ek(t − 2) =
[
2 cos
2kpi
b+ 2− a + (2η − 8) cos
kpi
b+ 2− a + 6− 2η − ξ
]
ek(t) = εkek(t).
Then for any k ∈ Z[1, b− a+ 1], ε = εk is an eigenvalue of the following linear BVP:{
∆4u(t − 2)+ η∆2u(t − 1)− ξu(t) = εu(t), t ∈ Z[a+ 1, b+ 1],
u(a) = ∆2u(a− 1) = 0, u(b+ 2) = ∆2u(b+ 1) = 0, (2.9)
the corresponding eigenfunction is ek = {ek(t)}b+3t=a−1. It follows from the definition of K to see that
Ku(t) = 1
ε
u(t), t ∈ Z[a+ 1, b+ 1], u ∈ E
is equivalent to (2.9). Hence, for any k ∈ Z[1, b − a + 1], 1
ε
= 1
εk
is an eigenvalue of the linear operator K with the
corresponding eigenfunction ek = {ek(t)}b+1t=a+1. Since the linear operator K is identified with a linear transformation from
Rb−a+1 to Rb−a+1, the set of eigenvalues of the linear operator K consists of the finite sequence of 1
εk
, k = 1, 2, . . . , b−a+1.
Obviously, the algebraic multiplicity of each eigenvalue 1
εk
of K is equal to 1. This completes the proof. 
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Since K is linear continuous and symmetric finite positive operator by Lemmas 2.3 and 2.4, the following formulas with
K hold:
u =
b−a+1∑
k=1
(u, ek)ek, u ∈ E;
Ku =
b−a+1∑
k=1
1
εk
(u, ek)ek, u ∈ E.
Then, K
1
2 : E → E, the positive square root of K , exists and is unique, and is given by
K
1
2 u =
b−a+1∑
k=1
1√
εk
(u, ek)ek, u ∈ E. (2.10)
It is clear that K
1
2 : E → E is also a bounded linear symmetric finite positive operator. Taking into account that the
vectors e1, e2, . . . , eb−a+1 in E are linearly independent, it follows from (2.10) that K
1
2 u 6= 0 for all u ∈ E with u 6= 0.
Therefore, K
1
2 u1 6= K 12 u2 for all u1, u2 ∈ E with u1 6= u2.
Similarly, K−1 : E → E, the inverse mapping of K , exists and is unique, and is given by
K−1u =
b−a+1∑
k=1
εk(u, ek)ek, u ∈ E. (2.11)
Obviously, K−1 : E → E is also a bounded linear symmetric finite positive operator, and all the eigenvalues of K−1 are
{εk}b−a+1k=1 .
Now we consider the functional J : E → R denoted by
J(u) = 1
2
(K−1u, u)− λ
b+1∑
t=a+1
F(t, u(t)), ∀u = {u(t)}b+1t=a+1 ∈ E, (2.12)
where F(t, x) = ∫ x0 f (t, s)ds. One can easily find that the Fréchet derivative of J is
J ′(u) = K−1u− λfu, ∀u = {u(t)}b+1t=a+1 ∈ E, (2.13)
where f is given by (2.6).
Remark 2.2. Since the operator equation u = Aλu is equivalent to the operator equation K−1u = λfu, by Remark 2.1 we
reduce the problem of finding solutions of (1.1) to that of seeking critical points of the functional J defined on E.
3. Some useful lemmas
Aswe havementioned, wewill use the critical point theory and themonotone operator theory to prove ourmain results.
Let us collect some definitions and lemmas that will be used below. One can refer to [16–22] for more details.
Definition 3.1. Let E be a real Banach space, D an open subset of E. Suppose that a functional ϕ : D → R is Fréchet
differentiable on D. If u0 ∈ D and the Fréchet derivative satisfies ϕ′(u0) = 0, then we say that u0 is a critical point of
the functional ϕ and ϕ(u0) is a critical value of ϕ.
Let C1(E,R) denote the set of functionals that are Fréchet differentiable and their Fréchet derivatives are continuous on E.
Definition 3.2. Let E be a real Banach space and ϕ ∈ C1(E,R). We say that ϕ satisfies the Palais–Smale condition ((PS)
condition for short) if for every sequence {um} ⊂ E such that ϕ(um) is bounded and ϕ′(um)→ 0 asm→∞, there exists a
subsequence of {um}which is convergent in E.
Lemma 3.1 (Mountain Pass Lemma; See [16–18]). Let E be a real Banach space and ϕ ∈ C1(E,R) with ϕ(0) = 0 satisfying the
(PS) condition. Suppose that
(I1) There exist constants ρ > 0 and α > 0 such that ϕ(u) ≥ α for all u ∈ ∂Bρ , where Bρ = {u ∈ E : ‖u‖ < ρ}, ∂Bρ denotes
the boundary of Bρ ;
(I2) There exists u0 6∈ Bρ such that ϕ(u0) ≤ 0.
Then ϕ possesses a critical value c ≥ α and
c = inf
h∈Γ maxs∈[0,1]
ϕ(h(s)),
where Γ = {h ∈ C([0, 1], E) : h(0) = 0, h(1) = u0}.
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Lemma 3.2 ([19]). Let E be a real Banach space with a direct sum decomposition E = X⊕Y . Suppose that ϕ ∈ C1(E,R) satisfies
the (PS) condition and is bounded below, ϕ(0) = 0, infE ϕ < 0. Assume also that ϕ has a local linking at 0, that is, for some δ > 0,
ϕ(u) ≤ 0, u ∈ X, ‖u‖ ≤ δ,
ϕ(u) ≥ 0, u ∈ Y , ‖u‖ ≤ δ.
Then ϕ has at least two nontrivial critical points.
Lemma 3.3 ([18,20]). Let E be a real Banach space, ϕ ∈ C1(E,R) with ϕ even, bounded from below, and satisfying the (PS)
condition. Suppose that ϕ(0) = 0. There is a set Ω ⊂ E such that Ω is homeomorphic to a unit sphere Sm−1 in Rm by an odd
map, and supΩ ϕ < 0. Then ϕ has at least m distinct pairs of nontrivial critical points.
Lemma 3.4 ([21]). Let E be a separable and reflexive real Banach space; Φ : E → R a continuously Gâteaux differentiable and
sequentially weakly lower semicontinuous functional whose Gâteaux derivative admits a continuous inverse on E∗; Ψ : E → R
a continuously Gâteaux differentiable functional whose Gâteaux derivative is compact. Assume that
lim‖u‖→+∞
(Φ(x)+ λΨ (x)) = +∞
for all λ ∈ [0,+∞), and that there exists a continuous concave function h : [0,+∞)→ R such that
sup
λ≥0
inf
u∈E(Φ(u)+ λΨ (u)+ h(λ)) < infu∈E infλ≥0(Φ(u)+ λΨ (u)+ h(λ)).
Then, there exist an open intervalΛ ⊆ (0,+∞) and a positive real number τ such that, for each λ ∈ Λ, the equation
Φ ′(u)+ λΨ ′(u) = 0
has at least three solutions in E whose norms are less than τ .
Proposition 3.1 ([22]). Let E be a nonempty set andΦ , ϕ two real functions on E. Assume that there exist r > 0 and u0, u1 ∈ E
such that
Φ(u0) = ϕ(u0) = 0, Φ(u1) > r, supu∈Φ−1((−∞,r]) ϕ(u) < r
ϕ(u1)
Φ(u1)
.
Then, for each ρ satisfying
supu∈Φ−1((−∞,r]) ϕ(u) < ρ < r
ϕ(u1)
Φ(u1)
,
one has
supλ≥0 infu∈E(Φ(u)+ λ(ρ − ϕ(u))) < infu∈E infλ≥0(Φ(u)+ λ(ρ − ϕ(u))).
Lemma 3.5 (Strongly Monotone Operator Principle; See [16]). Let E be a real reflexive Banach space, and E∗ be the dual space of
E. Suppose that T : E → E∗ is a continuous operator and there exists c > 0 such that
(Tu− Tv, u− v) ≥ c ‖u− v‖2 , u, v ∈ E. (3.1)
Then T : E → E∗ is a homeomorphism between E and E∗.
Definition 3.3. If the operator T : E → E∗ satisfies (3.1) for some constant c > 0, then T is called a strongly monotone
operator.
4. Existence and multiplicity of nontrivial solutions
In this section, we will use the critical point theory to deal with the existence and multiplicity of nontrivial solutions for
BVP (1.1).
Theorem 4.1. Suppose that
µ0 := max
t∈Z[a+1,b+1]
lim sup
x→0
∣∣∣∣ f (t, x)x
∣∣∣∣ ∈ [0,+∞),
µ∞ := min
t∈Z[a+1,b+1]
lim inf
x→∞
f (t, x)
x
∈ (0,+∞].
Setting λ∗ := ε1
µ0
and λ∗ := εb−a+1µ∞ (with the conventions 10 := +∞, 1+∞ := 0), where ε1, εb−a+1 are given by (2.8), and
assume that λ∗ < λ∗. Then for each λ ∈ (λ∗, λ∗), BVP (1.1) has at least one nontrivial solution.
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Proof. In view of Remarks 2.1 and 2.2, we need only to find one nonzero critical point of the functional J in E. Now we will
verify that the functional J satisfies all the conditions of Lemma 3.1 (Mountain pass lemma). First, we prove that J satisfies
the (PS) condition. Let {un} be a (PS) sequence for J , that is, J(un) is bounded and J ′(un)→ 0 as n→∞. Recall that E is finite
dimensional. Consequently, in order to get a convergent subsequence of {un}, we only need to prove that {un} is bounded.
Fix λ ∈ (λ∗, λ∗). Then by the definition of µ∞, there exist R > 0, C1 > 0 with C1 > εb−a+1 such that
f (t, x) ≥ 1
λ
C1x, ∀x > R, t ∈ Z[a+ 1, b+ 1]
and
f (t, x) ≤ 1
λ
C1x, ∀x < −R, t ∈ Z[a+ 1, b+ 1].
Since f (t, x)− 1
λ
C1x is continuous on Z[a+ 1, b+ 1] × [−R, R], there exists C2 > 0 such that
f (t, x) ≥ 1
λ
C1x− C2, ∀x ∈ [0,+∞), t ∈ Z[a+ 1, b+ 1]
and
f (t, x) ≤ 1
λ
C1x+ C2, ∀x ∈ (−∞, 0], t ∈ Z[a+ 1, b+ 1].
Hence, we have
F(t, x) =
∫ x
0
f (t, s)ds ≥ 1
2λ
C1x2 − C2 |x| , ∀x ∈ R, t ∈ Z[a+ 1, b+ 1]. (4.1)
Then
J(un) = 12 (K
−1un, un)− λ
b+1∑
t=a+1
F(t, un(t)) ≤ 12εb−a+1 ‖un‖
2 − 1
2
C1 ‖un‖2 + λC2
b+1∑
t=a+1
|un(t)|
≤ 1
2
(εb−a+1 − C1) ‖un‖2 + λC2
√
b− a+ 1 ‖un‖ .
Since C1 > εb−a+1 and J(un) is bounded, then {un} is bounded. Hence, the (PS) condition is verified. Obviously, J(0) = 0.
Next, we will check the conditions (I1) and (I2) of Lemma 3.1. Since λ ∈ (λ∗, λ∗), there exist τ ∈ (0, 1) and ρ > 0 such
that
|f (t, x)| ≤ 1
λ
ε1(1− τ) |x| , ∀ |x| ≤ ρ, t ∈ Z[a+ 1, b+ 1].
So it follows that
F(t, x) =
∫ x
0
f (t, s)ds ≤ 1
2λ
ε1(1− τ)x2, ∀ |x| ≤ ρ, t ∈ Z[a+ 1, b+ 1].
Let α = 12ε1τρ2. For u ∈ ∂Bρ , where ∂Bρ = {u ∈ E : ‖u‖ = ρ}, we have
J(u) = 1
2
(K−1u, u)− λ
b+1∑
t=a+1
F(t, u(t)) ≥ 1
2
ε1 ‖u‖2 − 12ε1(1− τ) ‖u‖
2 = α.
This implies that the condition (I1) of Lemma 3.1 is satisfied.
On the other hand, by (4.1), we have
J(se1) = 12 (K
−1(se1), se1)− λ
b+1∑
t=a+1
F(t, se1(t)) ≤ 12ε1s
2 ‖e1‖2 − 12C1s
2 ‖e1‖2 + λC2s
b+1∑
t=a+1
|e1(t)|
≤ 1
2
(ε1 − C1)s2 + λC2s
√
b− a+ 1,
where e1 is given in Lemma 2.4. Since C1 > εb−a+1 > ε1, we have that J(se1)→ −∞ and ‖se1‖ = s→ +∞ as s→ +∞.
And then there exists a sufficiently large s0 > ρ such that u0 = s0e1 6∈ Bρ and J(u0) < 0. The condition (I2) of Lemma 3.1 is
satisfied.
Thus, according to Mountain pass lemma, J has a critical value c∗ > 0, that is, there exists u∗ ∈ E such that J(u∗) = c∗
and J ′(u∗) = 0. It is obviously that u∗ 6= 0 since J(0) = 0. This completes the proof. 
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Example 4.1. We consider BVP (1.1) with η = −5, ξ = −4, a = 0, b = 4 and
f (t, x) = h(t) x
2
1+ x4 −
(
41
2
+ 9√3
)
x
1+ x2 + (21+ 9
√
3)x,
where h(t) : Z[a + 1, b + 1] → R. Then µ0 = 12 , µ∞ = 21 + 9
√
3, ε1 = 21 − 9
√
3, ε5 = 21 + 9
√
3. According to
Theorem 4.1, we see that, for each λ ∈ (1, 42− 18√3), BVP (1.1) has at least one nontrivial solution.
Theorem 4.2. Suppose that
(H1) There exists a constant f0 > 0 such that limx→0 f (t,x)x = f0 uniformly for t ∈ Z[a+ 1, b+ 1];
(H2) There exists a constant G > 0 such that for t ∈ Z[a+ 1, b+ 1] and |x| ≥ G, f (t, x)x ≤ 0.
Then for each λ ∈
(
εn0
f0
,
εn0+1
f0
)
, where n0 ∈ Z[1, b− a], BVP (1.1) has at least two nontrivial solutions.
Proof. In view of Remarks 2.1 and 2.2, we need only to prove that the functional J has at least two nonzero critical points.
We will use Lemma 3.2 to obtain this conclusion. First, we prove that J satisfies the (PS) condition and is bounded below.
Suppose that {un} is a sequence in E such that J(un) is bounded and J ′(un)→ 0 as n→∞. By (H2), we have
F(t, u(t)) =
∫ u(t)
0
f (t, s)ds ≤ max
{∫ G
0
|f (t, s)| ds,
∫ G
0
|f (t,−s)| ds
}
, ∀u ∈ E.
Set c0 =∑b+1t=a+1max {∫ G0 |f (t, s)| ds, ∫ G0 |f (t,−s)| ds}. Then
J(un) = 12 (K
−1un, un)− λ
b+1∑
t=a+1
F(t, un(t)) ≥ ε12 ‖un‖
2 − λc0.
This and the fact that J(un) is bounded yield that {un} is bounded. Hence, the (PS) condition is verified. Furthermore, the
above inequality implies that J is bounded below. Obviously, J(0) = 0.
Next, we claim that J has a local linking at 0. Let X = span{e1, e2, . . . , en0}, Y = X⊥. It follows from λ ∈
(
εn0
f0
,
εn0+1
f0
)
that there exists a constant δ > 0 such that
εn0 |x| ≤ |λf (t, x)| ≤ εn0+1 |x| , ∀ |x| < δ, t ∈ Z[a+ 1, b+ 1].
Then
1
2
εn0x
2 ≤ λF(t, x) ≤ 1
2
εn0+1x
2, ∀ |x| < δ, t ∈ Z[a+ 1, b+ 1],
which implies that
J(u) = 1
2
(K−1u, u)− λ
b+1∑
t=a+1
F(t, u(t)) ≤ 1
2
εn0 ‖u‖2 −
b+1∑
t=a+1
1
2
εn0 |u(t)|2 = 0
for any u ∈ X with ‖u‖ < δ.
Similarly, we have
J(u) = 1
2
(K−1u, u)− λ
b+1∑
t=a+1
F(t, u(t)) ≥ 1
2
εn0+1 ‖u‖2 −
b+1∑
t=a+1
1
2
εn0+1 |u(t)|2 = 0
for any u ∈ Y with ‖u‖ < δ.
Then J has a local linking at 0. Furthermore, we get that infu∈E J(u) ≤ 0. If infu∈E J(u) < 0, our results follows from
Lemma 3.2. If infu∈E J(u) = 0, then J(u) = infu∈X J(u) = 0 for all u ∈ X with ‖u‖ < δ, which implies that all u ∈ X with
‖u‖ < δ are minimum points of J . So all u with u ∈ X and ‖u‖ < δ are solutions of BVP (1.1), and BVP (1.1) possesses
infinitely many nontrivial solutions. The proof is completed. 
Theorem 4.3. Suppose that the condition (H1) holds. Assume that
(H3) There exist α > 0 and β : Z[a+ 1, b+ 1] → R such that
F(t, x) ≤ α
2
|x|2 + β(t), ∀x ∈ R, t ∈ Z[a+ 1, b+ 1].
Then for each λ ∈ (0, ε1
α
) ∩ ( εn0f0 , εn0+1f0 ), where n0 ∈ Z[1, b− a], BVP (1.1) has at least two nontrivial solutions.
The proof is similar to that of Theorem 4.2, so we omit it here.
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Example 4.2. We consider BVP (1.1) with η = 112 , ξ = 0, a = 2, b = 9 and f (t, x) = 12x + h(t)x2 − 2x3, where
h(t) : Z[a + 1, b + 1] → R. It is easy to verity that all conditions of Theorem 4.2 are satisfied. So Theorem 4.2 ensures
that, for each λ ∈ (2εn0 , 2εn0+1), where n0 ∈ Z[1, 7], BVP (1.1) has at least two nontrivial solutions.
Theorem 4.4. Suppose that conditions (H1) and (H2) hold. Assume that
(H4) f (t, x)is odd in x, namely, f (t,−x) = −f (t, x) for every (t, x) ∈ Z[a+ 1, b+ 1] × R.
Then
(i) For each λ ∈
(
εn0
f0
,
εn0+1
f0
]
, where n0 ∈ Z[1, b− a], BVP (1.1) has at least n0 distinct pairs of nontrivial solutions.
(ii) For each λ ∈
(
εb−a+1
f0
,+∞
)
, BVP (1.1) has at least b− a+ 1 distinct pairs of nontrivial solutions.
Proof. We only need to prove conclusion (i).The proof of conclusion (ii) is similar and will be omitted here. Let Ωn0(r) ={
u =∑n0k=1 pkek ∈ E :∑n0k=1 p2k = r2}, where r is a positive number, and e1, . . . , en0 are given in Lemma 2.4. Define the
mapping T : Ωn0(r)→ Sn0−1 by
T (u) =
(
−p1
r
,−p2
r
, . . . ,−pn0
r
)
,
where Sn0−1 is the unit sphere in Rn0 . It is easy to see that T is odd, and a homeomorphism betweenΩn0(r) and S
n0−1.
Fix λ ∈
(
εn0
f0
,
εn0+1
f0
]
. Then we can choose τ > 0 such that τ < f0 − εn0λ . In view of (H1), there exists δ > 0 such that
F(t, x) =
∫ x
0
f (t, s)ds ≥ 1
2
(f0 − τ)x2, ∀ |x| < δ, t ∈ Z[a+ 1, b+ 1].
Now we take r ∈ (0, δ). For u ∈ Ωn0(r), we have
J(u) = 1
2
(K−1u, u)− λ
b+1∑
t=a+1
F(t, u(t)) ≤ 1
2
εn0 ‖u‖2 −
1
2
λ(f0 − τ)
b+1∑
t=a+1
|u(t)|2
= 1
2
(εn0 − λ(f0 − τ))r2 < 0.
SinceΩn0(r) is a compact subset of E, the above inequality implies that supΩn0 (r) J < 0. It follows from (H4) that J is even.
Obviously, J(0) = 0. In the proof of Theorem 4.2 we have proved that J satisfies the (PS) condition and is bounded below.
The application of Lemma 3.3 concludes the proof. 
Theorem 4.5. Suppose that conditions (H1), (H3) and (H4) hold. Then
(i) For each λ ∈ (0, ε1
α
) ∩ ( εn0f0 , εn0+1f0 ], where n0 ∈ Z[1, b− a], BVP (1.1) has at least n0 distinct pairs of nontrivial solutions.
(ii) For each λ ∈ (0, ε1
α
) ∩ ( εb−a+1f0 ,+∞), BVP (1.1) has at least b− a+ 1 distinct pairs of nontrivial solutions.
The proof is similar to that of Theorem 4.4, so we omit it here.
Example 4.3. We consider BVP (1.1) with η = 10−1, ξ = −2.5× 10−3, a = 0, b = 8 and
f (t, x) = 10−2ε1x+ (ε9 − 10−2ε1) sin x.
It is easy to verity that all conditions of Theorem 4.5 are satisfied with α = 10−2ε1, f0 = ε9. Hence by Theorem 4.5, when
λ ∈ (1, 100), BVP (1.1) has at least nine distinct pairs of nontrivial solutions.
Theorem 4.6. Suppose that conditions (H2) and (H4) hold. Assume that
(H5) There exists δ > 0 such that f (t, x) > 0 for 0 < x < δ, t ∈ Z[a+ 1, b+ 1].
Then for any positive integer k ∈ Z[1, b− a+ 1], there exists λk > 0 such that for each λ ∈ [λk,+∞), BVP (1.1) has at least
k distinct pairs of nontrivial solutions.
Proof. LetΩk(r) =
{
u =∑ki=1 piei ∈ E :∑ki=1 p2i = r2}, where r is a positive number and k ∈ Z[1, b− a+ 1]. It is obvious
thatΩk(r) is homeomorphic to a unit sphere Sk−1 in Rk by an odd map. By (H5) and (H4), we have
F(t, x) =
∫ x
0
f (t, s)ds > 0 for 0 < |x| < δ, t ∈ Z[a+ 1, b+ 1].
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Nowwe take r ∈ (0, δ). For u ∈ Ωk(r), we have∑b+1t=a+1 F(t, u(t)) > 0. Set τk = infu∈Ωk(r)∑b+1t=a+1 F(t, u(t)). SinceΩk(r)
is a compact subset of E, we get τk > 0. Let λk = εb−a+1r2τk . Then λk > 0. For u ∈ Ωk(r) and λ ∈ [λk,+∞), we have
J(u) = 1
2
(K−1u, u)− λ
b+1∑
t=a+1
F(t, u(t)) ≤ 1
2
εb−a+1 ‖u‖2 − λτk
≤ 1
2
εb−a+1r2 − λkτk = −12εb−a+1r
2 < 0.
The rest of the proof is similar to that of Theorem 4.4 and is omitted. 
Theorem 4.7. Suppose that there exist four positive constants c, d, µ, s with s < 2 and c < (b− a+ 1) 12 d such that
(H6) (b− a+ 1)2max(t,x)∈Z[a+1,b+1]×[−c,c] F(t, x) < ε1c2εb−a+1d2
∑b+1
t=a+1 F(t, d);
(H7) F(t, x) ≤ µ(1+ |x|s) for each t ∈ Z[a+ 1, b+ 1] and x ∈ R.
Then there exist an open intervalΛ ⊆ (0,+∞) and a positive real number τ such that, for each λ ∈ Λ, BVP (1.1) admits at
least three solutions in E whose norms in E are less than τ .
Proof. Our aim is to apply Lemma 3.4. For each u ∈ E, we define
Φ(u) = 1
2
(K−1u, u), Ψ (u) = −
b+1∑
t=a+1
F(t, u(t)).
It is easy to see thatΦ is a continuously Gâteaux differentiable and sequentially weakly lower semicontinuous functional
whose Gâteaux derivative admits a continuous inverse on E∗, and Ψ is a continuously Gâteaux differentiable functional
whose Gâteaux derivative is compact. Obviously,Φ(0) = Ψ (0) = 0.
By (H7), for every u ∈ E and λ ≥ 0, one has
Φ(u)+ λΨ (u) = 1
2
(K−1u, u)− λ
b+1∑
t=a+1
F(t, u(t)) ≥ 1
2
ε1 ‖u‖2 − λ
b+1∑
t=a+1
µ(1+ |u(t)|s)
≥ 1
2
ε1 ‖u‖2 − λµ(b− a+ 1)
(
max
t∈Z[a+1,b+1]
|u(t)|
)s
− λµ(b− a+ 1)
≥ 1
2
ε1 ‖u‖2 − λµ(b− a+ 1) ‖u‖s − λµ(b− a+ 1).
This and s < 2 imply that for all λ ≥ 0, lim‖u‖→+∞(Φ(u)+ λΨ (u)) = +∞.
Let
u1 = {u1(t)}b+1a+1 = {d}b+1a+1, r =
1
2
ε1c2.
In view of c < (b− a+ 1) 12 d, we get
Φ(u1) = 12 (K
−1u1, u1) ≥ 12ε1 ‖u1‖
2 = 1
2
ε1(b− a+ 1)d2 > r.
Taking into account that
maxt∈Z[a+1,b+1] |u(t)| ≤ ‖u‖ ≤
√
(K−1u, u)
ε1
, ∀u ∈ E,
we have
Φ−1((−∞, r]) ⊆ {u ∈ E : |u(t)| ≤ c, t ∈ Z[a+ 1, b+ 1]} .
Therefore, it follows from (H6) that
supu∈Φ−1((−∞,r])(−Ψ (u)) = supu∈Φ−1((−∞,r])
b+1∑
t=a+1
F(t, u(t)) ≤ (b− a+ 1) max
(t,x)∈Z[a+1,b+1]×[−c,c]
F(t, x)
<
ε1c2
εb−a+1(b− a+ 1)d2
b+1∑
t=a+1
F(t, d) ≤ r−Ψ (u1)
Φ(u1)
.
Then there exists ρ > 0 such that
supu∈Φ−1((−∞,r])(−Ψ (u)) < ρ < r
−Ψ (u1)
Φ(u1)
.
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From Proposition 3.1, by choosing h(λ) = ρλ, we obtain
supλ≥0 infu∈E(Φ(u)+ λΨ (u)+ h(λ)) < infu∈E infλ≥0(Φ(u)+ λΨ (u)+ h(λ)).
Hence, the assumptions of Lemma 3.4 are satisfied and our conclusion follows. 
Let g ∈ C(R,R) and h : Z[a+ 1, b+ 1] → R be two nonnegative functions. Put G(x) = ∫ x0 g(s)ds. A simple consequence
of the previous result is the following
Corollary 4.1. Assume that there exist four positive constants c, d, σ , s with s < 2 and c < (b− a+ 1) 12 d such that
(H8) (b− a+ 1)2G(c)maxt∈Z[a+1,b+1] h(t) < ε1c2εb−a+1d2 G(d)
∑b+1
t=a+1 h(t);
(H9) G(x) ≤ σ(1+ |x|s) for each x ∈ R.
Then there exist an open intervalΛ ⊆ (0,+∞) and a positive real number τ such that, for each λ ∈ Λ, the problem{
∆4u(t − 2)+ η∆2u(t − 1)− ξu(t) = λh(t)g(u(t)), t ∈ Z[a+ 1, b+ 1],
u(a) = ∆2u(a− 1) = 0, u(b+ 2) = ∆2u(b+ 1) = 0
admits at least three solutions in E whose norms in E are less than τ .
Proof. Let f (t, x) = h(t)g(x) for each (t, x) ∈ Z[a+ 1, b+ 1] × R. Then
max
(t,x)∈Z[a+1,b+1]×[−c,c]
F(t, x) = G(c) max
t∈Z[a+1,b+1]
h(t).
Taking µ = σ maxt∈Z[a+1,b+1] h(t), it is easy to see that all the assumptions of Theorem 4.7 are satisfied. So the proof is
finished. 
Example 4.4. We consider BVP (1.1) with η = ξ = 0 = a, b = 23 and f (t, x) = tg(x), where
g(x) =
{
ex, x ≤ 25;
e25, x > 25.
Then ε1 = 16 sin4 pi50 , ε24 = 16 sin4 24pi50 ,
∑24
t=1 t = 300 and
G(x) =
{
ex − 1, x ≤ 25;
(x− 24)e25 − 1, x > 25.
It can be easily shown that by choosing, for instance, c = 1, d = 25, σ = e25, s = 1, all the assumptions of Corollary 4.1
are satisfied. Therefore, there exist an open intervalΛ ⊆ (0,+∞) and a positive real number τ such that, for each λ ∈ Λ,
BVP (1.1) admits at least three solutions in E whose norms in E are less than τ .
5. Nonexistence of nontrivial solution and uniqueness of solution
In this section, we deal with the nonexistence of nontrivial solution and uniqueness of solution for BVP (1.1). Wewill use
formula (2.13), the strongly monotone operator principle and the monotone iteration technique, respectively.
Theorem 5.1. Let
f0(t) := limx→0 f (t, x)x , f∞(t) := limx→∞
f (t, x)
x
.
(i) If −∞ ≤ f0(t) < +∞ and−∞ ≤ f∞(t) < +∞ for any t ∈ Z[a+ 1, b+ 1], then there exists λ0 > 0 such that BVP (1.1)
has no nontrivial solutions for λ ∈ (0, λ0).
(ii) If 0 < f0(t) ≤ +∞, 0 < f∞(t) ≤ +∞ for any t ∈ Z[a + 1, b + 1], and f (t, x)x > 0 for x 6= 0, then there exists λ1 > 0
such that BVP (1.1) has no nontrivial solutions for λ ∈ (λ1,+∞).
Proof. (i) Since−∞ ≤ f0(t) < +∞ and−∞ ≤ f∞(t) < +∞ for any t ∈ Z[a+ 1, b+ 1], there exist positive constants ρ1,
r and Rwith r < R such that
f (t, x)x ≤ ρ1x2, t ∈ Z[a+ 1, b+ 1], |x| < r or |x| > R.
By the continuity of f (t, x)with respect to x, we have
ρ2 := maxr≤|x|≤R,t∈Z[a+1,b+1]
∣∣∣∣ f (t, x)x
∣∣∣∣ < +∞.
Then
f (t, x)x ≤ ρ3x2, t ∈ Z[a+ 1, b+ 1], x ∈ R.
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where ρ3 = max{ρ1, ρ2} > 0. Set λ0 = ε1/ρ3. By (2.13), we have, for λ ∈ (0, λ0) and u ∈ E with u 6= 0,
(J ′(u), u) = (K−1u, u)− λ
b+1∑
t=a+1
f (t, u(t))u(t) ≥ ε1 ‖u‖2 − λρ3
b+1∑
t=a+1
|u(t)|2 = (ε1 − λρ3) ‖u‖2 > 0,
which implies that J ′(u) 6= 0 for u ∈ E with u 6= 0. Consequently, BVP (1.1) has no nontrivial solutions for λ ∈ (0, λ0).
The proof of (ii) is similar and omitted. 
Remark 5.1. It is easy to see that if f (t, x)x ≤ 0 for x ∈ R and t ∈ Z[a+ 1, b+ 1], then BVP (1.1) has no nontrivial solutions
for λ ∈ (0,+∞).
Theorem 5.2. Suppose that for each t ∈ Z[a + 1, b + 1], f (t, x) is a non-increasing function in the second variable x, namely,
f (t, x1) ≥ f (t, x2) for all x1, x2 ∈ R with x1 < x2. Then for each λ ∈ (0,+∞), BVP (1.1) has a unique solution.
In order to prove Theorem 5.2, we need to prove the following lemma.
Lemma 5.1. (i) The operator equation u = λK fu has a solution in E if and only if the operator equation v = (λK) 12 f(λK) 12 v
has a solution in E, where K , K
1
2 and f are given in Section 2, and λ > 0.
(ii) The uniqueness of the solution for u = λK fu and v = (λK) 12 f(λK) 12 v is also equivalent.
Proof. (i) Let u ∈ E be any solution of the equation u = λK fu. Then
(λK)
1
2 fu = (λK) 12 fλK fu = (λK) 12 f(λK) 12 (λK) 12 fu = (λK) 12 f(λK) 12 ((λK) 12 fu),
so v = (λK) 12 fu ∈ E is a solution of v = (λK) 12 f(λK) 12 v. On the other hand, let v ∈ E be a solution of the equation
v = (λK) 12 f(λK) 12 v.Then (λK) 12 v = (λK) 12 (λK) 12 f(λK) 12 v = λK f(λK) 12 v, so u = (λK) 12 v ∈ E is a solution of the
equation u = λK fu.
(ii) Assume that the equation u = λK fu has a unique solution u ∈ E and v1, v2 ∈ E are both solutions of v = (λK) 12 f(λK) 12 v.
From (i), we know that (λK)
1
2 v1 and (λK)
1
2 v2 are both solution of u = λK fu. It follows from the assumption that
(λK)
1
2 v1 = (λK) 12 v2 = u. Taking into account that K 12 : E → E is invertible, we have v1 = v2. On the other hand,
let v ∈ E be a unique solution of the equation v = (λK) 12 f(λK) 12 v, and u1, u2 ∈ E be both solutions of the equation
u = λK fu. From (i), we know that (λK) 12 fu1 and (λK) 12 fu2 are both solution of the equation v = (λK) 12 f(λK) 12 v. It
follows from the assumption that (λK)
1
2 fu1 = (λK) 12 fu2 = v, so u1 = λK fu1 = (λK) 12 (λK) 12 fu1 = (λK) 12 (λK) 12 fu2 =
λK fu2 = u2. 
Proof of Theorem 5.2. Our aim is to apply Lemma 3.5. Fix λ ∈ (0,+∞). According to Remark 2.1 and Lemma 5.1, it suffices
to prove that Sv = 0 has a unique solution in E, where S = I − (λK) 12 f(λK) 12 . It follows from the continuity of f (t, x)with
respect to x that S : E → E is a continuous operator. Taking into account that f (t, x) is a non-increasing function in x for
each t ∈ Z[a+ 1, b+ 1], we have
(f(λK)
1
2 u− f(λK) 12 v, (λK) 12 u− (λK) 12 v) =
b+1∑
t=a+1
[f (t, (λK) 12 u(t))− f (t, (λK) 12 v(t))][(λK) 12 u(t)− (λK) 12 v(t)] ≤ 0.
By the fact that K
1
2 : E → E is symmetric, we have, for any u, v ∈ E,
(Su− Sv, u− v) = (u− v, u− v)− ((λK) 12 f(λK) 12 u− (λK) 12 f(λK) 12 v, u− v)
= ‖u− v‖2 − (f(λK) 12 u− f(λK) 12 v, (λK) 12 u− (λK) 12 v) ≥ ‖u− v‖2 .
Thus T is a strong monotone operator. Noticing that E∗ = E, according to Lemma 3.5, we can obtain that Tu = 0 has a
unique solution v∗ in E. The proof is complete. 
Theorem 5.3. Suppose that there exists C > 0 such that (f (t, x1)− f (t, x2))(x1− x2) ≤ C |x1 − x2|2 for all t ∈ Z[a+1, b+1],
x1, x2 ∈ R, then for each λ ∈
(
0, ε1C
)
, BVP (1.1) has a unique solution.
The proof is similar to that of Theorem 5.2, we omit it here.
Theorem 5.4. Suppose that f (t, x) is Lipschitzian in the second variable x, namely, there exists a constant L > 0 such that for
any t ∈ Z[a+ 1, b+ 1], x1, x2 ∈ R,
|f (t, x1)− f (t, x2)| ≤ L |x1 − x2| .
Then for each λ ∈ (0, ε1L ), 0 is the unique solution of BVP (1.1).
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Proof. In applying Lemma 3.5, define the operator T : E → E by
Tu = u− λK f(u), ∀u ∈ E.
Then T : E → E is a continuous operator. For any u, v ∈ E, we have
‖K(fu− fv)‖ ≤ ‖K‖ · ‖fu− fv‖ ≤ L ‖K‖ · ‖u− v‖ ,
where ‖K‖ := sup‖u‖=1 ‖Ku‖. By matrix theory, ‖K‖ = 1ε1 . Hence
(Tu− Tv, u− v) = (u− v, u− v)− λ(K(fu− fv), u− v) ≥ ‖u− v‖2 − λ ‖K(fu− fv)‖ · ‖u− v‖2
≥
(
1− λL
ε1
)
‖u− v‖2 .
This together with λ ∈ (0, ε1L ) implies that T is a strong monotone operator. It follows from f (t, 0) = 0 for each
t ∈ Z[a + 1, b + 1] that T0 = 0. Noticing that E∗ = E, according to Lemma 3.5, we can obtain that 0 is the unique
solution of Tu = 0. By Remark 2.1, we know that for each λ ∈ (0, ε1L ), 0 is also the unique solution of BVP (1.1). The proof is
complete. 
Theorem 5.5. Suppose that f (t, x) = g(t)h(x), where g : Z[a + 1, b + 1] → [0,+∞) with ∑b+1t=a+1 g(t) > 0, h :
R → (0,+∞) is continuous and nondecreasing, and there exists θ ∈ (0, 1) such that h(µx) ≥ µθh(x) for µ ∈ (0, 1) and
x ∈ [0,+∞).Then for any λ ∈ (0,+∞), BVP (1.1) has a unique nontrivial solution uλ. Furthermore, such a solution uλ satisfies
the following properties:
(i) uλ ∈ E is nondecreasing in λ. That is, λ2 > λ1 > 0 implies uλ2(t) ≥ uλ1(t) for any t ∈ Z[a+ 1, b+ 1];
(ii) limλ→0+ ‖uλ‖ = 0 and limλ→+∞ ‖uλ‖ = +∞;
(iii) uλ is continuous in λ. That is, λ→ λ0 > 0 implies
∥∥uλ − uλ0∥∥→ 0.
Proof. We use a similar approach to that in [23, Theorem 2.2]. We first show that, for any fixed λ ∈ (0,+∞), the operator
equation Aλu = u has a nontrivial solution in E, where Aλ is given by (2.7). Since h is nondecreasing and G(t, k) > 0 for
t, k ∈ Z[a+ 1, b+ 1], we know that Aλ is nondecreasing; that is, if u, v ∈ E with u(t) ≥ v(t) ≥ 0 for all t ∈ Z[a+ 1, b+ 1],
then Aλu(t) ≥ Aλv(t) ≥ 0 for all t ∈ Z[a+ 1, b+ 1]. Thus, from h(µx) ≥ µθh(x) forµ ∈ (0, 1) and x ∈ [0,+∞), we obtain
Aλ(µu)(t) = λ
b+1∑
k=a+1
G(t, k)g(k)h(µu(k)) ≥ µθλ
b+1∑
k=a+1
G(t, k)g(k)h(u(k)) = µθAλu(t), (5.1)
where u ∈ E with u(t) ≥ 0 for all t ∈ Z[a+ 1, b+ 1]. Let τλ = λ∑b+1t=a+1 g(t) > 0 and define u ∈ E with u(t) = τλ for all
t ∈ Z[a+ 1, b+ 1]. Then,
τλh(0)Gmin ≤ Aλu(t) ≤ τλh(τλ)Gmax, t ∈ Z[a+ 1, b+ 1],
where Gmin = mint,k∈Z[a+1,b+1] G(t, k) > 0 and Gmax = maxt,k∈Z[a+1,b+1] G(t, k) > 0. Let c1 and d1 be defined by
c1 = sup{x : τλx ≤ Aλu(t), t ∈ Z[a+ 1, b+ 1]} and d1 = inf{x : τλx ≥ Aλu(t), t ∈ Z[a+ 1, b+ 1]}.
Clearly, c1 ≥ h(0)Gmin and d1 ≤ h(τλ)Gmax. Choose c and d such that
0 < c < min{1, c
1
1−θ
1 } and max{1, d
1
1−θ
1 } < d < +∞.
Define two sequences {uk(t)}∞k=1 and {vk(t)}∞k=1 by
u1(t) = cτλ, uk+1(t) = Aλuk(t), t ∈ Z[a+ 1, b+ 1], k = 1, 2, . . .
and
v1(t) = dτλ, vk+1(t) = Aλvk(t), t ∈ Z[a+ 1, b+ 1], k = 1, 2, . . . .
From the monotonicity of Aλ and (5.1), we obtain that
cτλ = u1(t) ≤ u2(t) ≤ · · · ≤ uk(t) ≤ · · · ≤ vk(t) ≤ · · · ≤ v2(t) ≤ v1(t) = dτλ, t ∈ Z[a+ 1, b+ 1]. (5.2)
Let r = c/d. Then r ∈ (0, 1). We now claim that
uk(t) ≥ rθk−1vk(t), t ∈ Z[a+ 1, b+ 1]. (5.3)
In fact, it is obvious that u1(t) = rv1(t) for t ∈ Z[a+ 1, b+ 1]. Assume (5.3) holds for k = n, i.e., un(t) ≥ rθn−1vn(t) for
t ∈ Z[a+ 1, b+ 1]. Then, using again the monotonicity of Aλ and (5.1), we see that
un+1(t) = Aλun(t) ≥ Aλ(rθn−1vn)(t) ≥ (rθn−1)θAλvn(t) = rθnvn+1(t), t ∈ Z[a+ 1, b+ 1].
2520 T. He, Y. Su / Journal of Computational and Applied Mathematics 233 (2010) 2506–2520
It follows from mathematical induction that (5.3) holds. From (5.2) and (5.3), we have
0 ≤ uk+m(t)− uk(t) ≤ vk(t)− uk(t) ≤ (1− rθk−1)v1(t) = (1− rθk−1)dτλ, t ∈ Z[a+ 1, b+ 1],
wherem is a nonnegative integer. Hence,
‖uk+m − uk‖ ≤ ‖vk − uk‖ ≤ (1− rθk−1)dτλ
√
b− a+ 1,
which means that there existsw ∈ E withw 6= 0 such that
limk→∞ uk(t) = limk→∞ vk(t) = w(t), t ∈ Z[a+ 1, b+ 1].
Then it follows from the continuity of Aλ that Aλw = w. If there exist two nontrivial solutionsw1 andw1 of the operator
equation Aλu = u, then Aλw1(t) = w1(t) and Aλw2(t) = w2(t) for all t ∈ Z[a+ 1, b+ 1]. We note that there exists α > 0
such that w1(t) ≥ αw2(t) for all t ∈ Z[a + 1, b + 1]. Put α0 = sup{α : w1(t) ≥ αw2(t), t ∈ Z[a + 1, b + 1]}. Then
0 < α0 < +∞ and w1(t) ≥ α0w2(t) for all t ∈ Z[a + 1, b + 1]. We now show that α0 ≥ 1. In fact, if α0 < 1, then, from
the assumption of this theorem, h(α0w2(t)) > α0h(w2(t)) on Z[a + 1, b + 1]. This, together with the monotonicity of Aλ,
means that
w1(t) = Aλw1(t) ≥ Aλ(α0w2)(t) > α0Aλw2(t) = α0w2(t), t ∈ Z[a+ 1, b+ 1].
Thus, we can find β > 0 such that w1(t) ≥ (α0 + β)w2(t) on Z[a + 1, b + 1], which contradicts the definition of α0.
Hence w1(t) ≥ w2(t) for all t ∈ Z[a + 1, b + 1]. Similarly, we can show that w2(t) ≥ w1(t) for all t ∈ Z[a + 1, b + 1].
Therefore, the operator equation Aλu = u has a unique nontrivial solution. According to Remark 2.1, BVP (1.1) has a unique
nontrivial solution.
Using exactly the same argument as in the second part of the proof of [24, Theorem 6], we can show that (i), (ii), and (iii)
hold. The details are omitted here. This completes the proof of the theorem. 
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