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THE EIGENVALUE POINT PROCESS FOR SYMMETRIC GROUP
PERMUTATION REPRESENTATIONS ON k-TUPLES
BENJAMIN TSOU
Abstract. Equip the symmetric group Sn with the Ewens distribution. We study the eigen-
value point process of the permutation representation of Sn on k-tuples of distinct integers
chosen from the set {1, 2, ..., n}. Taking n → ∞, we find the limiting point process in the
microscopic regime, i.e. when the eigenvalue point process is viewed at the scale of the mean
eigenvalue spacing. A formula for the limiting eigenvalue gap probability in an interval is also
given. In certain cases, a power series representation exists and a combinatorial procedure is
given for computing the coefficients.
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1. Introduction
Historically, much of the attention in random matrix theory has focused on the spectrum of
continuous matrix ensembles such as random Hermitian matrices or compact Lie groups (e.g.
O(n) or U(n)) equipped with Haar measure. Although less studied, there has been increasing
interest in the asymptotic eigenvalue behavior of discrete matrix groups and in particular dis-
crete (finite) subgroups of U(n). Perhaps the most natural family of such subgroups to consider
are the n × n permutation matrices, which can be thought of as a (faithful) representation of
the symmetric group Sn in U(n). In [7], Diaconis and Shahshahani note that the spectrum of
uniformly distributed permutation matrices (thought of as a random probability measure) con-
verges weakly to a point mass at the Haar measure on the unit circle. Wieand [31] has shown
that eigenvalue fluctuations of uniformly distributed permutation matrices satisfy an asymptot-
ically Gaussian law. These results have been generalized via wreath products to more general
families of finite groups. In [32], Wieand extends her limiting normality results to representations
corresponding to the natural action of (ZK1 × ... × ZKM ) ≀Sn and TM ≀Sn on TM × {1, ..., n}.
Evans [9] studied the eigenvalue distribution of the natural permutation representation of the
n-fold wreath product G ≀G... ≀G of a permutation group G acting transitively on a set.
Rather than looking at representations arising from the natural permutation action of more
complicated permutation groups, one can take a somewhat different perspective and instead
consider higher dimensional representations of the symmetric group itself. In particular, let ρn,k
denote the permutation representation of Sn on k-tuples of distinct integers chosen from the
set [n] := {1, ..., n} induced from the usual action of Sn on [n]. In [29], the author studied
the fluctuation of eigenvalue statistics of ρn,k (as well as a few related representations) in a
given arc of the unit circle as n→∞ when Sn is equipped with the Ewens measure and showed
convergence to a compactly supported limiting distribution. This corresponds to the macroscopic
regime in which the arc being considered stays fixed and does not shrink as n → ∞. In this
paper, we instead investigate the microscopic regime and characterize the limiting behavior of
the eigenvalue point process of ρn,k when viewed at the scale of the average eigenvalue spacing.
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To begin, we define the representation ρn,k precisely. Let Qn,k be the set of ordered k-tuples
(t1, ..., tk) of distinct integers chosen from the set [n]. The symmetric group Sn acts naturally on
this set by σ(t1, ..., tk) = (σ(t1), ..., σ(tk)). We can form the
n!
(n−k)! -dimensional C-vector space
Vn,k with basis elements e(t1,...,tk). Then the action of Sn on Qn,k induces the permutation
representation ρn,k : Sn → O(Vn,k) where O(Vn,k) is the orthogonal group on Vn,k.
For θ > 0, recall that the Ewens measure with parameter θ is given by
νn,θ(σ) =
θK(σ)
θ(θ + 1)...(θ + n− 1) (1.1)
where K(σ) denotes the number of cycles of σ. A random permutation chosen from this distri-
bution is called θ-biased. Note that the uniform distribution corresponds to the case θ = 1. See
[10] for historical motivation of this measure from population genetics.
Endowing Sn with the Ewens measure induces the corresponding eigenvalue point process
of ρn,k. When k = 1, the eigenvalues of ρn,1(σ) have a simple characterization. Since all the
eigenvalues are of the form e2πiφ, it will be convenient to refer to each eigenvalue e2πiφ by its
eigenangle φ ∈ [0, 1). For each σ ∈ Sn, let C(n)j (σ) denote the number of cycles of σ of length
j. For ρn,1, the set of eigenangles corresponding to a j-cycle of a permutation is
{
0, 1j , ...,
j−1
j
}
.
Thus, the point process of eigenangles is given by
Λn =
n∑
j=1
C
(n)
j
j−1∑
i=0
δi/j (1.2)
It is not hard to see (as noted in [7]) that the empirical spectral measure Λn/n converges
weakly to the point mass at the Haar measure on the unit circle. To obtain a scaled point
process limit, we renormalize by a factor of n and extend the process to the entire real line by
noting that the angles are periodic with period 1. Then we are led to consider the convergence
of the point process
E
0
n :=
n∑
j=1
C
(n)
j
∑
i∈Z
δni/j (1.3)
as n→∞. To clarify the sense of convergence that will be used, we briefly review some notions
from the theory of point processes. Daley and Vere-Jones [6, Chapt. 11] discuss various modes
of convergence for point processes. Here, we just need a few basic facts.
Definition 1.1. Let N be the space of locally finite counting measures on R and let N be the
smallest σ-algebra on N with respect to which the mappings N 7→ N(A) are measurable for each
A ∈ B(R). Then a point process ξ on R is a measurable map ξ : Ω→ N from a probability space
(Ω,F ,P) to the measurable space (N,N ). Every point process can be represented as ξ =
N∑
i=1
δXi
where δ denotes Dirac measure, N is an integer-valued random variable, and Xi are real-valued
random variables. The point process ξ is called simple if the Xi are a.s. distinct.
The space of measures N can be made into a completely separable metric space [5, pp. 402-
406]. Under the induced metric topology, N is the Borel σ-algebra B(N). Then weak convergence
of point processes can be defined in the usual way: If µn and µ are probability measures on the
measurable space (N,B(N)) then µn → µ weakly iff
∫
fdµn →
∫
fdµ for all continuous and
bounded functions f on N.
Definition 1.2. Given a point process ξ, a Borel set A is a stochastic continuity set for the
process if P{ξ(δA) = 0} = 1. The sequence of point processes ξn converges in the sense of
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convergence of fidi distributions if for every finite family {A1, ..., Ak} of bounded continuity sets
Ai ∈ B(R), the joint distributions of {ξn(A1), ..., ξn(Ak)} converge weakly in B(Rk) to the joint
distribution of ξ(A1), ..., ξ(Ak).
It is often easier to check the following conditions for weak convergence:
Proposition 1.1 (c.f. [6, p. 137]). Weak convergence of point processes is equivalent to conver-
gence of the fidi distributions.
Proposition 1.2 (c.f. [6, p. 138]). Let ξn and ξ be point processes. Then ξn → ξ weakly
iff we have the weak convergence of random variables
∫
R
fdξn →
∫
R
fdξ for all continuous and
compactly supported f : R→ R.
The Poisson-Dirichlet distribution PD(θ) plays a central role in the limit of E0n and in general
the (appropriately scaled) eigenvalue point process for ρn,k as n→∞. Perhaps the most intuitive
way to describe the PD(θ) distribution is in terms of the GEM(θ) distribution. Let U1, U2, ...
be i.i.d. random variables with density θ(1− x)θ−1 on [0, 1]. Define Vj = Uj
j−1∏
i=1
(1− Ui). By the
Borel-Cantelli Lemma,
∑
j Vj = 1 with probability 1. The distribution of (V1, V2, ...) is called the
GEM(θ) distribution and there is a visually pleasing interpretation of this as a stick-breaking
process. Then the decreasing order statistics of GEM(θ) have the PD(θ) distribution. For more
information, see e.g. [4, pp. 38-49], [2, Sect. 5.7], [22], or [11].
Kingman [15] proved the following:
Proposition 1.3 (Kingman). Let the random variable L
(n)
i denote the length of the i
th longest
cycle in a θ-biased random permutation of size n. Then
n−1(L
(n)
1 , L
(n)
2 , ...)
d→ (L1, L2, ...)
as n→∞ where the limiting random vector is distributed PD(θ).
Now define
E
0
∞ :=
∞∑
i=1
∑
q∈Z
δq/Li (1.4)
where (L1, L2, ...) is a random vector following the PD(θ) distribution.
Remark 1.1. We could replace the PD(θ)-distributed process (L1, L2, ...) with a GEM(θ)-
distributed process (V1, V2, ...) in the definition of E
0
∞ since this just corresponds to reordering
the terms in the sum.
Note that E0∞ isn’t quite a point process since it has an infinite Dirac mass at 0. However, using
Proposition 1.3 it is easy to see that E0n → E0∞ weakly in the following sense:
∫
fdE0n →
∫
fdE0∞
weakly for all continuous, compactly supported f such that f(0) = 0. Note that if f(0) > 0,
the distribution of
∫
fdE0n converges weakly to the zero measure (i.e. mass escapes to ∞)
and
∫
fdE0∞ = ∞ almost surely. Najnudel and Nikeghbali [18, Prop. 4.1] in fact show a.s.
convergence when all the symmetric groups are put on the same probability space through a
construction known as virtual permutations.
The point process E0n can be thought of as the process Λn “zoomed in” at 0 by a factor of
n. “Zooming in” on different “windows” of the point process Λn can give very different limiting
behaviors. To be more precise, define for any real number α the shifted point process
E
α
n :=
n∑
j=1
C
(n)
j
∑
i∈Z
δn(i/j−α) (1.5)
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which corresponds to Λn zoomed in at α. The number-theoretic properties of α play a very
important role in determining the limiting process. Recall that the irrationality measure µ(r) of
a real number r is given by
µ(r) = inf
{
λ :
∣∣∣∣r − pq
∣∣∣∣ < 1qλ has only finitely many integer solutions in p and q
}
(1.6)
Then we can state the following convergence result, which we prove in Section 3.
Theorem 1.1. Let U1, U2, ... be i.i.d. random variables distributed uniformly on the interval
[0, 1] and independent of the PD(θ) process (L1, L2, ...). Then define the point process
E
∗
∞ :=
∞∑
i=1
∑
q∈Z
δ(Ui+q)/Li (1.7)
If α ∈ (0, 1) is an irrational number with finite irrationality measure, then Eαn → E∗∞ weakly.
Remark 1.2. Najnudel and Nikeghbali [18] have studied the limiting eigenvalue distributions of
“randomized” permutation matrices in which the 1’s are replaced by i.i.d. random variables
taking values in C∗. In the latter half of the paper, they study the eigenvalue point processes
for these ensembles in the microscopic regime. Among other results, they show that if the 1’s
are replaced by uniformly distributed entries on the complex unit circle, the limiting eigenangle
process is also E∗∞. Bahier [3] has recently proved asymptotic normality results on the number of
points of the limiting point processes E0∞ and E
∗
∞ lying in an interval of size tending to infinity.
It is easy to see that E∗∞ is a stationary simple point process with intensity 1, i.e. E[E
∗
∞] is
Lebesgue measure on R.
In Theorem 4.1, we show that at rational angles α = s/t where s and t are relatively prime, Eαn
converges weakly to some limit Et∞. The point process E
t
∞ is defined essentially like E
∗
∞ except
that the Ui are discrete random variables uniform over the t fractions 1/t, 2/t, ..., 1 instead of the
interval [0, 1].
Now let us consider the eigenvalue point process for general k. For σ ∈ Sn, let σk be the
permutation corresponding to ρn,k(σ) and C
(n)
j,k (σ) be the number of σk-cycles of length j. Note
that C
(n)
j,k (σ) > 0 iff there exist i1, ..., ik (not necessarily distinct) such that
∏k
l=1 C
(n)
il
(σ) > 0
and lcm(C
(n)
i1
(σ), ..., C
(n)
ik
(σ)) = j. Then the eigenangle point process of ρn,k is
Λn,k =
∑
j
C
(n)
j,k
j−1∑
i=0
δi/j (1.8)
As for the k = 1 case, it is easy to see that Λn,k/n
k converges weakly to the point mass at Haar
measure on the unit circle. To obtain a scaled point process limit, we renormalize by a factor of
nk and extend the process to the real line by periodicity. Then we have the point process
E
0
n,k :=
∑
j
C
(n)
j,k
∑
i∈Z
δnki/j (1.9)
As n → ∞, it is not hard to see that the number-theoretic properties of the largest cycle
lengths of σ ∈ Sn play a dominant role in the behavior of E0n,k. Thus, we introduce the following
infinite array Xmi of random variables giving the limiting prime factor distribution for a random
integer in [N ] as N →∞.
Definition 1.3. Let pm be the m
th prime. For positive integers m and i, (by Kolmogorov’s
extension theorem) define Xmi to be independent geometrically distributed random variables
with parameter 1− 1/pm, i.e.
P{Xmi = a} = (1− 1/pm)(1/pm)a (1.10)
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Let Xi1,...,ikl denote the l × k matrix consisting of entries Xm,ij for 1 ≤ m ≤ l and 1 ≤ j ≤ k as
defined in (1.10). We allow l to be infinite.
We will also need:
Definition 1.4. For k > 0, let e be an ∞× k matrix whose entries emi for 1 ≤ m < ∞ and
1 ≤ i ≤ k are non-negative integers. Then define the function
gk(e) :=
∞∏
m=1
pem1+...+emkm
p
max(em1,...,emk)
m
(1.11)
We allow gk to take finite matrix arguments by filling in the remaining entries with 0’s.
By the Borel-Cantelli lemma,
∞∏
m=1
p
min(Xm,i,Xm,j)
m is a.s. finite. Then gk(X
i1,...,ik
∞ ) is finite for
all k and sequences (i1, ..., ik) almost surely.
Let the PD(θ) process L1, L2, ... be independent from all the Xmi defined in (1.10). Then we
can define
E
0
∞,k := k!
∑
i1<...<ik
gk(X
i1,...,ik
∞ )
∑
q∈Z
δ
gk(X
i1,...,ik
∞ )q/(Li1 ...Lik)
(1.12)
The weak convergence E0n,k → E0∞,k will follow as a special case of Theorem 9.1.
As for the k = 1 case, we define for each real number α the shifted point process
E
α
n,k :=
∑
j
C
(n)
j,k
∑
i∈Z
δnk(i/j−α) (1.13)
and consider Eαn,k for rational and irrational α separately. Theorem 1.2 below is the main result
of the paper. Section 5 discusses factorization classes and multi-dimensional discrepancy and
well-distribution, which are used in the proof. In Section 6, we prove the theorem assuming the
result in Theorem 7.1. Sections 7 and 8 are devoted to the proof of Theorem 7.1, which addresses
the primary technical difficulty: showing that only the largest cycles in σ make non-negligible
contributions to the point process in the limit n→∞.
Theorem 1.2. Let Ui1,...,ik for i1 < ... < ik be i.i.d. random variables distributed uniformly on
[0, 1] and independent of the PD(θ) process (L1, L2, ...). Let the variables Xmi from (1.10) be
independent of both Ui1,...,ik and (L1, L2, ...). Then define the point process
E
∗
∞,k := k!
∑
i1<...<ik
gk(X
i1,...,ik
∞ )
∑
q∈Z
δ
(q+Ui1,...,ik )gk(X
i1,...,ik
∞ )/(Li1 ...Lik)
(1.14)
If α ∈ (0, 1) is an irrational number with finite irrationality measure, then Eαn,k → E∗∞,k weakly.
The analog of Theorem 1.2 for rational α is stated in Theorem 9.1.
Remark 1.3. As before, the PD(θ)-distributed vector (L1, L2, ...) could be replaced by aGEM(θ)-
distributed vector (V1, V2, ...) without changing the distribution of E
∗
∞,k. The point process E
∗
∞,k
is clearly stationary. If θ = 1, the mean measure is
E[E∗∞,k] = k!
∑
i1<...<ik
E[Li1 ...Lik ]λ =
1
k!
λ (1.15)
by equation (3.17) where λ denotes Lebesgue measure on R. Note that for k > 1 the mean
intensity is less than 1, which reflects the fact that mass escapes to infinity as Eαn,k → E∗∞,k.
Remark 1.4. Numbers that have infinite irrationality measure are called Liouville numbers and
are known to have Hausdorff dimension 0. It seems unlikely that any nice limiting behavior exists
for α an arbitrary Liouville number.
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In contrast to the ρn,k representations, recall that the U(n) eigenvalue point processes are
translation invariant and the limiting process when zooming in at any point on the unit circle is
a determinantal point process characterized by the Dyson sine kernel.
Finally, we use Theorem 1.2 to compute the limiting eigenvalue gap probability for Eαn,k as
n→∞.
Definition 1.5. Let α be irrational with finite irrationality measure. If σ ∈ Sn is a randomly
chosen permutation from the Ewens measure with parameter θ, then let P θk (y1, y2) denote the
limit as n → ∞ of the gap probability that there are no eigenangles of ρn,k(σ) in the interval(
α+
y1
nk
, α+
y2
nk
)
.
By Proposition 1.1, the limiting eigenvalue gap probability is the gap probability of the limiting
process E∗∞,k. Since the Ui1,...,ik are i.i.d. random variables distributed uniformly on [0, 1], it is
easy to see that conditional on the PD(θ) process (L1, L2, ...) and independent variables Xmi,
the gap probability is
lim
r→∞
∏
1≤i1<...<ik≤r
(
1−min
((y2 − y1)∏ku=1 Liu
gk(X
i1,...,ik
∞ )
, 1
))
The limit clearly exists since this is a decreasing sequence in r. Taking the expectation, we get
Corollary 1.1 (Formula for eigenvalue gap probability). Let the random variables Xmi be inde-
pendent from the PD(θ) process (L1, L2, ...). Then the eigenvalue gap probability is given by
P θk (y1, y2) = E
[ ∏
i1<...<ik
(
1−min
( (y2 − y1)∏ku=1 Liu
gk(X
i1,...,ik
∞ )
, 1
))]
(1.16)
Note that
k∏
u=1
Liu <
1
kk
almost surely. Therefore, if y2 − y1 ≤ kk, we can remove the min and
get
P θk (y1, y2) = E
[ ∏
i1<...<ik
(
1 +
(y1 − y2)
∏k
u=1 Liu
gk(X
i1,...,ik
∞ )
)]
(1.17)
Expanding out the product, P θk (y1, y2) has a power series representation in y1− y2. For θ = 1,
nicer formulas can be obtained and we will provide a combinatorial procedure for computing the
series coefficients in Section 10.
In the next section we begin by discussing joint cycle length statistics, which play an important
role in understanding the eigenvalue point processes. In essence, we want to sum over the events
(C
(n)
1 , ..., C
(n)
n ) = (c1, ..., cn) such that
∑n
i=1 ici = n and determine when the σk-cycle of length
lcm(Ci1 , ..., Cik) contains an eigenangle in a given interval. Thus, the proofs of Theorems 1.1 and
1.2 involve combining asymptotic point probability estimates of cycle length distributions with
probabilistic number theory and Diophantine approximation methods.
2. Joint Cycle Length Statistics
We borrow much of the notation in this section from Arratia, Barbour, and Tavare’s book [2].
This monograph contains essentially all the material we need about joint cycle length distributions
of permutations drawn from the Ewens distribution.
The Conditioning Relation [2, (4.1)] states that the distribution of cycle lengths C
(n)
j behaves
the same as independent Poisson random variables conditioned on the necessary restriction that
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the size of the permutation is n. This relation in fact holds for a broad class of classical com-
binatorial structures such as mappings, partitions, and trees. See [2] for details. To state the
Conditioning Relation formally, we define the following random variables.
Definition 2.1. Let Zj be independent Poisson variables with mean θ/j. Then we define
Tbn :=
n∑
j=b+1
jZj (2.1)
For any subset B ⊂ [n], we define
TB :=
∑
j∈B
jZj (2.2)
Proposition 2.1 (Conditioning Relation). For any vector c = (c1, ..., cn) ∈ Zn+, we have
P{C(n)1 = c1, ..., C(n)n = cn} = P{Z1 = c1, ..., Zn = cn | T0n = n} (2.3)
Using the Conditioning Relation, one can compute
Proposition 2.2 (Ewens Sampling Formula). Under the Ewens measure with parameter θ,
P{(C(n)1 , ..., C(n)n ) = (b1, ..., bn)} =
n!
θ(θ + 1)...(θ + n− 1)
n∏
j=1
(
θ
j
)bj 1
bj !
1
( n∑
i=1
ibi = n
)
(2.4)
By [2, Thm. 4.6], n−1T0n
d→ Xθ with Laplace transform given by
E[e−sXθ ] = exp
(
−
∫ 1
0
(1− e−sx) θ
x
dx
)
(2.5)
and E[Xθ] = θ.
Equation (2.5) can be used to find the continuous density function pθ of Xθ for x > 0 (see [2,
Lemma 4.7]). We won’t need the exact form in the sequel. However, for 0 ≤ x ≤ 1, we have the
simple expression (see [2, Cor. 4.8])
pθ(x) =
e−γθxθ−1
Γ(θ)
(2.6)
Now we can state the Poisson-Dirichlet density (c.f. [2, (5.40)]). Here, Γ(z) is the Gamma
function and γ is the Euler-Mascheroni constant.
Proposition 2.3. Let (L1, L2, ...) follow the Poisson-Dirichlet distribution PD(θ). Then the
density of the finite-dimensional distributions (L1, ..., Lr) are given by
f
(r)
θ (x1, ..., xr) =
eγθθrΓ(θ)xθ−1r
x1...xr
pθ
(
1− x1 − ...− xr
xr
)
(2.7)
and supported in the region given by 0 < xr < ... < x1 < 1 and x1 + ...+ xr < 1.
The following uniform local limit theorem for the large cycle distributions will play a funda-
mental role in our proofs. We follow the proof in the local limit theorem [2, Thm. 5.10]. There,
pointwise convergence for each choice of xi is established. For our purposes, this needs to be
strengthened to uniform convergence.
Lemma 2.1. Let 0 < λ < 1 and r ≥ 1. For 1 ≤ i ≤ r, let ∆ be the set of integer tuples
(m1, ...,mr) such that λn < mr < mr−1 < ... < m1 ≤ n and 0 < m = m1 + ...+mr < (1 − λ)n.
Set xi =
mi
n
. Then for each ε > 0 and for sufficiently large n,∣∣∣nrP{L(n)i = mi, 1 ≤ i ≤ r} − f (r)θ (x1, ..., xr)∣∣∣ < ε
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for all (m1, ...,mr) ∈ ∆.
Proof. Let An(C
(n)) = An(C
(n);m1, ...,mr) denote the event such that C
(n)
mj = 1 for 1 ≤ j ≤ r−1
and C
(n)
i = 0 for all other mr + 1 ≤ i ≤ n. Then
P{L(n)i = mi, 1 ≤ i ≤ r} = P{An(C(n)), C(n)mr = 1}+
∑
l≥2
P{An(C(n)), C(n)mr = l} (2.8)
As shown in [2, Thm. 5.10], the second term is o(m−rr ) = o(n
−r). By the Conditioning Relation
(2.3), the first term is
P{An(Z), Zmr = 1 | T0n = n} = P{An(Z)}P{Zmr = 1}
P{T0,mr−1 = n−m}
P{T0n = n} (2.9)
which reduces to
θre−θ(h(n+1)−h(mr))
m1...mr
P{T0,mr−1 = n−m}
P{T0n = n} (2.10)
where h(n) = 1 +
1
2
+ ...+
1
n− 1.
The size biasing equation [2, (4.8)] states that for any B ⊂ [n], we have
mP{TB = m} = θ
∑
l∈B
P{TB = m− l} (2.11)
Then by (2.11),
(n−m)P{T0,mr−1 = n−m} = θP
{
n−m
mr
− 1 ≤ T0,mr−1
mr
<
n−m
mr
}
(2.12)
and we see that the local point probabilities can be expressed in terms of interval probabilities.
If distribution functions Fn converge weakly to a continuous distribution F , then the conver-
gence is in fact uniform on the real line. This applies to the convergence
T0n
n
d→ Xθ. By [2,
(4.23)], xpθ(x) = θ
∫ x
x−1
pθ(u)du. Thus, for any ε > 0 and for sufficiently large n,∣∣∣∣∣ mrn−mθP
{
n−m
mr
− 1 ≤ T0,mr−1
mr
<
n−m
mr
}
− pθ
(
1− x1 − ...− xr
xr
)∣∣∣∣∣ < ε
The uniform bound follows from the fact that lim
n→∞
nP{T0n = n} = pθ(1) = e
−γθ
Γ(θ)
.

3. Eigenvalue process for random permutation matrices at angles of finite
irrationality measure
In this section, we prove Theorem 1.1. First, we introduce some notation for the discrepancy
of a sequence.
Definition 3.1. Let J be the set of d-dimensional boxes of the form
d∏
i=1
[ai, bi] where 0 ≤ ai <
bi ≤ 1 and let Pn be a multiset or sequence of n elements of the d-dimensional torus Td. The
multidimensional discrepancy is given by
D(Pn) := sup
B∈J
∣∣∣∣A(B;n)n −
d∏
i=1
(bi − ai)
∣∣∣∣
where A(B;n) counts the number of elements of Pn in the box B.
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Definition 3.2. If ω is an infinite sequence, let Di,n(ω) be the discrepancy of the (i + 1)
st
through (i+ n)th terms of the sequence.
We will need the following discrepancy bound:
Proposition 3.1 (c.f. [16, Thm. 2.3.2]). Let α have irrationality measure µ and let xn = nα+β.
Then for every ε > 0,
Di,n(x) = O(n
− 1µ−1+ε) (3.1)
Definition 3.3. For any real number α, let ψα(j) be the minimum positive element of the set
{q − jα : q ∈ Z}.
The following lemma shows that in the limit, the eigenangles associated to the largest cycles
are randomly situated in the window centered at α.
Lemma 3.1. Let α ∈ R be irrational and (L1, L2, ...) be a PD(θ) process. Then for any positive
integer r and i.i.d. random variables Ui chosen independently from the vector (L1, L2, ...) and
distributed uniformly on [0, 1], we have the distributional convergence
(L
(n)
1 /n, ..., L
(n)
r /n, ψα(L
(n)
1 ), ..., ψα(L
(n)
r ))
d→ (L1, ..., Lr, U1, ..., Ur)
Proof. Define the intervals
Im,b = ((m− 1)n/b,mn/b]∩ Z (3.2)
This defines a partition [n] =
b⋃
m=1
Im,b. For each λ > 0, f
(r)
θ (x1, ..., xr) is uniformly continuous
on the set of tuples
{(x1, ..., xr) : (λ < xr ≤ ... ≤ x1 < 1) ∧ (x1 + ...+ xr < 1− λ)}.
Then by Lemma 2.1, for λb ≤ kr ≤ ... ≤ k1 and k1 + ...+ kr ≤ (1− λ)b and mi ∈ Iki,b distinct,
we have the bound ∣∣∣∣f (r)θ
(
k1
b
, ...,
kr
b
)
− nrP{L(n)i = mi, 1 ≤ i ≤ r}
∣∣∣∣ < ε(n, b) (3.3)
for some error function ε(n, b) → 0 as n, b → ∞. Let ε∗(n) = P
( r⋃
i=1
{C(n)
L
(n)
i
> 1}
)
, i.e. the
probability that there is a duplicate cycle length among the r largest cycles. Clearly, ε∗(n)→ 0
as n→∞.
Since f
(r)
θ (x1, ..., xr) integrates to 1, for every λ > 0 we have
lim sup
n→∞
P{L(n)r < λn}+ P{L(n)1 + ...+ L(n)r > (1− λ)n} < ε(λ)
for some error function ε(λ) tending to 0 as λ→ 0. Finally, note that ψα(j) ≤ x iff {jα} ≥ 1−x.
Then for ci, di ∈ [0, 1],
P
( r⋂
i=1
{L(n)i /n < ci} ∩ {ψα(L(n)i ) < di}
)
≤
∑
1≤mr<...<m1≤n
mi/n<ci
P
( r⋂
i=1
{L(n)i = mi} ∩ {ψα(mi) < di}
)
+ ε∗(n)
≤
∑
λb≤kr≤...≤k1≤b
k1+...+kr≤(1−λ)b
(ki−1)/b<ci
(
f
(r)
θ
(
k1
b
, ...,
kr
b
)
+ ε(n, b)
)
1
br
r∏
i=1
(
di +D (ki−1)n
b ,
n
b
({jα})
)
+ P{L(n)r < λn}+ P{L(n)1 + ...+ L(n)r > (1 − λ)n}+ ε∗(n)
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Taking b = o(n) so that n/b→∞,
lim sup
n→∞
P
( r⋂
i=1
{L(n)i /n < ci} ∩ {ψα(L(n)i ) < di}
)
≤
∫
λ<xr<...<x1<1
x1+...+xr<1−λ
xi<ci
f
(r)
θ (x1, .., xr)dxi
r∏
i=1
di + ε(λ)
Similarly,
lim inf
n→∞
P
( r⋂
i=1
{L(n)i /n < ci} ∩ {ψα(L(n)i ) < di}
)
≥
∫
λ<xr<...<x1<1
x1+...+xr<1−λ
xi<ci
f
(r)
θ (x1, .., xr)dxi
r∏
i=1
di
Taking λ→ 0 completes the proof. 
Now we are ready to prove the eigenvalue point process convergence for the k = 1 case of
random permutation matrices at irrational α with finite irrationality measure.
Proof of Theorem 1.1. Let r > 1 be a positive integer. To isolate the contribution from the r
largest cycles, we define
ξrn =
r∑
i=1
∑
q∈Z
δ
n(q/L
(n)
i −α)
(3.4)
and we let ηrn = E
α
n − ξrn denote the remaining measure. Similarly, define
ξr∞ =
r∑
i=1
∑
q∈Z
δ(Ui+q)/Li (3.5)
and set ηr∞ = E
∗
∞ − ξr∞.
Let f be a continuous function with support contained in some interval (−T, T ). Then∫
fdξrn =
r∑
i=1
∑
q∈Z
f
(
q − L(n)i α
L
(n)
i /n
)
=
r∑
i=1
∑
q∈[−T+1,T+1]
f
(
q + ψα(L
(n)
i )
L
(n)
i /n
)
and ∫
fdξr∞ =
r∑
i=1
∑
q∈[−T+1,T+1]
f
(
Ui + q
Li
)
By Lemma 3.1 and the continuous mapping theorem,∫
fdξrn
d→
∫
fdξr∞
Now we turn to the remainder measures ηrn and η
r
∞. Since E[
∑
i Li] = E[1] = 1, by the Borel-
Cantelli lemma
∫
fdηr∞
a.s.→ 0. Note that this just verifies that E∗∞ is in fact a point process.
For ηrn, we need to show that
lim
r→∞
lim sup
n→∞
P
{∫
|f |dηrn > 0
}
= 0 (3.6)
Note that L
(n)
i < n/r for i > r with probability 1. Thus, we have the inequality of measures
ηrn <
⌈n/r⌉∑
j=1
C
(n)
j
∑
i∈Z
δn(i/j−α)
Define the set
J(n) = {j ∈ [n] : (∃q ∈ Z)[α− T/n < q/j < α+ T/n]} (3.7)
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Specializing Watterson’s factorial moment formula [30] gives
E[C
(n)
j ] =
θ
j
j−1∏
i=1
n− i
θ + n− i− 1 ≤
θ
j
n
n− j + θ (3.8)
Then
P
{∫
|f |dηrn > 0
}
≤ P
( ⋃
j∈J∩[⌈n/r⌉]
{C(n)j > 0}
)
≤
∑
j∈J∩[⌈n/r⌉]
E(C
(n)
j ) ≤
∑
j∈J∩[⌈n/r⌉]
2θ
j
Looking at each interval Im,b (defined in (3.2)) separately,
|J ∩ Im,b| ≤ n
b
(
min
(
2mT
b
, 1
)
+D (m−1)n
b ,
n
b
({jα})
)
(3.9)
Recall α has some finite irrationality measure µ(α). Now set b = n1−1/(µ(α)+1). Then the
first interval I1,b contains the integers 0 < j ≤ n1/(µ(α)+1). Setting ε = 1/2 (say), we have∣∣∣∣α− pj
∣∣∣∣ > Cn1−1/(2µ(α)+2) for some absolute constant C and all j ∈ I1,b. Since the length of the
interval (α − T/n, α+ T/n) is O(1/n), the intersection J ∩ I1,b is empty for sufficiently large n.
Then ∑
j∈J∩[⌈n/r⌉]
1
j
≤
⌈b/r⌉∑
m=2
b
(m− 1)n
n
b
(
min
(
2mT
b
, 1
)
+D (m−1)n
b ,
n
b
({jα}) ) (3.10)
By Proposition 3.1, if 1/r < 1/(2T ) we have
lim sup
n→∞
∑
j∈J∩[⌈n/r⌉]
1
j
≤ 4T/r (3.11)
and (3.6) follows. Recall we want to show∫
fdEαn
d→
∫
fdE∗∞.
For ease of notation, set Xn =
∫
fdEαn, X∞ =
∫
fdE∗∞, and X
r
n =
∫
fdξrn, X
r
∞ =
∫
fdξr∞.
Finally, let εrn =
∫
fdηrn. Then it is sufficient to show that lim
n→∞
E[g(Xn)] = E[g(X∞)] for all
continuous and compactly supported g.
Since Xrn
d→ Xr∞ and Xr∞ d→ X∞, we already have E[g(Xrn)]→ E[g(Xr∞)] and E[g(Xr∞)] →
E[g(X∞)] and therefore lim
n,r→∞
E[g(Xrn)] = E[g(X∞)].
By (3.6),
lim
n→∞
E[g(Xn)] = lim
n,r→∞
E[g(Xrn)] = E[g(X∞)] (3.12)

For q ≥ 3, the q-point correlation function of the limiting point process E∗∞ is not absolutely
continuous with respect to Lebesgue measure since E∗∞ almost surely has 3 points x, y, z ∈ R
such that z − y = y − x. However, the 2-point correlation function is absolutely continuous.
Najnudel and Nikeghbali [18, Prop. 5.6] show that
Proposition 3.2. The 2-point correlation function for the point process E∗∞ is given by ρ2(x, y) =
φθ(x− y) where
φθ(x) =
θ
θ + 1
+
θ
x2
∑
a∈N,a≤|x|
a
(
1− a|x|
)θ−1
(3.13)
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They also give a characterization of the eigenvalue gap P θ1 (0, x) in the case k = 1 as the
solution to an integral equation [18, Prop. 5.9].
Proposition 3.3. For all x ∈ R, set
H(x) := 1(x > 0)xθ−1P θ1 (0, x)
Then H is integrable and satisfies
xH(x) = θ
∫ 1
0
(1− y)H(x− y)dy. (3.14)
If y2 − y1 ≤ 1, we can use (1.17) to obtain a simple power series expression for P θ1 (y1, y2) in
the special case θ = 1. We have
P 11 (y1, y2) = E
[ ∞∏
i=1
(
1 + (y1 − y2)Li
)]
=
∞∑
m=0
(y1 − y2)m
∑
i1<...<im
E[Li1 ...Lim ]
Griffiths [12] computed the mixed moments of the random variables Li:
E[Lj11 ...L
jr
r ] =
θrΓ(θ)
Γ(θ + j)
∫
y1>...>yr>0
yj1−11 ...y
jr−1
r exp
(
−
r∑
l=1
yl − θE1(yr)
)
dy1...dyr (3.15)
where j = j1 + ...+ jr and E1(s) =
∫ ∞
1
e−sx
x
dx. Taking θ = 1 in (3.15) and using symmetry in
the domain,
E[Li1 ...Lim ] =
1
m!
∫ ∞
0
∫ ∞
xm
...
∫ ∞
x2
E1(x1)
i1−1
(i1 − 1)!
(E1(x2)− E1(x1))i2−i1−1
(i2 − i1 − 1)! ...
...
(E1(xm)− E1(xm−1))im−im−1−1
(im − im−1 − 1)! e
−x1...e−xme−E1(xm)dx1dx2...dxm
We have
∞∑
l1,...,lm=0
E1(x1)
l1
l1!
(E1(x2)− E1(x1))l2
l2!
...
(E1(xm)− E1(xm−1))lm
lm!
= eE1(x1)eE1(x2)−E1(x1)...eE1(xm)−E1(xm−1) = eE1(xm)
(3.16)
Thus, ∑
i1<...<im
E[Li1 ...Lim ] =
1
m!
∫ ∞
0
∫ ∞
xm
...
∫ ∞
x2
e−x1 ...e−xmdx1...dxm =
1
(m!)2
(3.17)
and therefore
P 11 (y1, y2) =
∞∑
m=0
(y1 − y2)m
(m!)2
(3.18)
for y2 − y1 ≤ 1.
Remark 3.1. For y2 − y1 ≤ 1, the gap probability P 11 (y1, y2) = J0(2
√
y2 − y1) where for real β,
Jβ(x) =
∞∑
m=0
(−1)m
m!Γ(m+ β + 1)
(
x
2
)2m+β
are the Bessel functions of the first kind.
Remark 3.2. One can check that
∞∑
m=0
(−x)m
(m!)2
does indeed satisfy the integral equation (3.14) for
0 < x < 1.
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4. Eigenvalue process for random permutation matrices at rational angles
Equation (1.4) states the limiting process E0∞ when zooming in at the origin. In general, it
is not difficult to obtain the limiting process lim
n→∞
E
α
n at any rational angle α = s/t. As when
zooming in at 0, lim
n→∞
E
α
n will have an infinite dirac mass at 0 since there will be an eigenangle
at α corresponding to every j-cycle with j ∈ tZ and the number of such cycles is approximately
(logn)/t for large n. This follows from the following result by Arratia, Barbour, Tavare [1] (for
a method involving generating functions see [25]).
Proposition 4.1 (Arratia,Barbour,Tavare). Let Zi be independent Poisson distributed random
variables with parameter θ/i. Then as n→∞ and for b = o(n),
(C
(n)
1 , ..., C
(n)
b )
TV→ (Z1, ..., Zb)
where the convergence is in total variation.
Let f be continuous with support contained in the interval (−T, T ) and let J(n) be defined
as in (3.7). Then we have the set equality
J ∩ [n/(tT )] = tZ ∩ [n/(tT )]. (4.1)
Also, if j ∈ tZ and j < n/(tT ), then the interval (α − T/n, α + T/n) contains exactly one
eigenangle corresponding to the j-cycle (namely α). To isolate the mass at 0, we define ξtTn and
ηtTn as in (3.4). Then ∫
fdξtTn =
∑
1≤i≤tT
∑
q∈Z
f(n(q/L
(n)
i − α)) (4.2)
and if f(0) ≥ 0, since L(n)r < n/(tT ) for r > tT , we have
f(0)
( ∑
1≤j≤n/(tT )
t|j
C
(n)
j − tT
)
≤
∫
fdηtTn ≤ f(0)
∑
1≤j≤n/(tT )
t|j
C
(n)
j (4.3)
Let U1, U2, ... be i.i.d. random variables distributed uniformly on the set {1/t, 2/t, ..., (t−1)/t, 1}
and define the process
E
t
∞ =
∞∑
i=1
∑
q∈Z
δ(Ui+q)/Li (4.4)
Define ξtT∞ and η
tT
∞ as in equation (3.5) with E
t
∞ in place of E
∗
∞ and with our new definition of
the variables Ui. Then ∫
fdξtT∞ =
∑
1≤i≤tT
∑
q∈Z
f((Ui + q)/Li) (4.5)
and since Lr < 1/(tT ) for r > tT , we have∫
fdηtT∞ = f(0)
∑
i>tT
1(Ui = 1) (4.6)
which is infinite almost surely if f(0) > 0.
Let R = R ∪ {±∞} denote the set of extended real numbers. Then if f(0) > 0, ∫ fdEαn
converges weakly to the R-valued random variable
∫
fdEt∞, which is infinite almost surely.
Now we can assume f(0) = 0. By partitioning [n] into intervals of size t, it is easy to see that
Lemma 3.1 holds for α = s/t and Ui as defined in this section instead of uniform on [0, 1]. This
proves
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Theorem 4.1. Let α =
s
t
be a rational number in reduced form. Then Eαn → Et∞ weakly in the
sense that we have the weak convergence
∫
fdEαn
d→
∫
fdEt∞ of R-valued random variables for
all continuous, compactly supported functions f .
5. Factorization classes and Well-distribution
To set the stage for the multidimensional case, we now define factorization classes and establish
well-distribution for polynomial sequences of a given factorization class in the torus. The notation∣∣∣∣ is shorthand for “exactly divides,” i.e. a prime power pe ∣∣∣∣ a iff pe ∣∣ a and pe+1 ∤ a.
Definition 5.1. Let p1 < ... < pl be the first l primes and let (e1, ..., el) be an l-tuple
of non-negative integers. The factorization class Pe1,...,el is defined to be the set
{m ∈ N : pejj
∣∣∣∣ m, 1 ≤ j ≤ l}. For a matrix A = [a1, ..., ar] ∈ Nl×r, let PA = r∏
i=1
Pai . Then
PA will also be called a factorization class.
The following simple lemma gives the asymptotic density of each factorization class.
Lemma 5.1. Let In be an interval of n consecutive positive integers and let (e1, ..., el) be a vector
of non-negative integers. Then as n → ∞, the fraction of integers a ∈ In in the factorization
class Pe1,...,el approaches
l∏
m=1
(1− 1/pm)(1/pm)em .
Proof. Let N =
l∏
m=1
pem+1m and apply the Chinese Remainder theorem to Z/NZ. Then consider
multiples aN as a→∞. 
We will need the following notion of equidistribution and well-distribution for multi-indexed
multidimensional sequences.
Definition 5.2. Let (sj1,...,jr) for (j1, ..., jr) ∈ Nr be a multi-indexed sequence of elements in
the d-dimensional torus Td. Let Pt1,...,trN = {sj1,...,jr : ti ≤ ji ≤ ti +N} as a multiset. Then we
say that (sj1,...,jr) is equidistributed if lim
N→∞
D(P0,...,0N ) = 0. The sequence (sj1,...,jr) is well-
distributed if lim
N→∞
D(Pt1,...,trN ) = 0 uniformly over the tuples (t1, ..., tr) ∈ Nr.
Before stating the main result Lemma 5.2 of this section, we define the following sets.
Definition 5.3. Let the intervals Im,b be as in (3.2), let A ∈ Nl×r be a matrix of non-negative
integers, and let α = (αi1,...,ik)1≤i1<...<ik≤r be a vector of irrational numbers. Define the multiset
PPA,α(ki),b =
{
(mi1 ...mikαi1,...,ik)1≤i1<...<ik≤r : (m1, ...,mr) ∈ PA ∩
r∏
i=1
Iki,b
}
(5.1)
of tuples in T(
r
k).
Lemma 5.2. The discrepancies D
(PPA,α(ki),b )→ 0 as n/b → ∞ uniformly over the tuples
(k1, ..., kr).
To prove this, we use a result about well-distribution in the torus stated in Lemma 5.4 below.
We briefly review the essential ingredients needed, which are given as exercises in Tao [27, pp.
12-13]. To simplify notation involving exponential sums, we set e(x) := e2πix.
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Proposition 5.1 (Multi-dimensional Weyl Criterion for well-distribution). The sequence
(sj1,...,jm) is well-distributed in T
d if and only if for each non-zero h ∈ Zd,
lim
N→∞
1
Nm
∑
(j1,...,jm)∈B
e(h · sj1,...,jm) = 0
uniformly over all cubes B of side length N with vertices in Nm.
To apply the Weyl Criterion, we need a uniform version of the multidimensional van der
Corput Lemma.
Lemma 5.3 (Multidimensional van der Corput Lemma). Fix k ∈ Zd. Let x: Nm 7→ Td be such
that for every h outside of a hyperplane of Rm, the difference sequence ∂hx : n 7→ x(n+h)−x(n)
satisfies
1
Nm
∣∣∣ ∑
n∈B
e(k · ∂hx(n))
∣∣∣→ 0 uniformly over all cubes B of side length N with vertices
lying in Nm. Then
1
Nm
∣∣∣ ∑
n∈B
e(k · x(n))
∣∣∣→ 0 uniformly over all B as well.
Proof. This is given as exercise 1.1.12 (without the condition on uniformity) in [27]. The argu-
ment remains unaffected by adding this condition in both the hypothesis and conclusion. 
Using Lemma 5.3, we get
Lemma 5.4. Let
P(n1, ..., nm) =
∑
s1,...,sm≥0
s1+...+sm≤s
αs1,...,smn
s1
1 ...n
sm
m
be a polynomial map from Nm to Td of degree s, where αs1,...,sm ∈ Td are coefficients. Suppose
there does not exist a non-zero k ∈ Zd such that k · αs1,...,sm = 0 for all (s1, ..., sm) 6= 0. Then
P is well-distributed in the torus.
Proof. This is given as exercise 1.1.13 in [27], but in terms of equidistribution rather than well-
distribution. The idea of the proof is to use Weyl’s criterion for well distribution and proceed by
induction on the degree of the polynomial. The inductive step uses Lemma 5.3. The reason that
we can upgrade from equidistribution to well-distribution is that in the base case, the sequence
{nα} is not only equidistributed, but well-distributed (because of the summation formula for
geometric series). 
Proof of Lemma 5.2. For 1 ≤ i ≤ r, set Ni =
l∏
m=1
pAmi+1m and let si be an element of Pai ∩ [Ni].
Define the sequences si(t) = si + tNi where t runs over the non-negative integers. Note that
si(t) ∈ Pai for all t. Thus, we can partition each factorization class Pai into congruence classes
modulo Ni. Then it suffices to show that the multidimensional polynomial sequence
P(t1, ..., tr) :=
(
αi1,...,ik
k∏
j=1
sij (tij )
)
1≤i1<...<ik≤r
is well-distributed. This follows from Lemma 5.4 since the polynomials
k∏
j=1
sij (tij ) are linearly
independent. 
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6. Eigenvalue process for ρn,k at angles of finite irrationality measure
In this section, we prove Theorem 1.2 assuming the main technical result Theorem 7.1 we will
prove in the following sections.
Remark 6.1. Let Yn,k be the scaled eigenvalue fluctuation statistics of ρn,k studied in [29]. In
that case, the non-negligible contributions as n → ∞ come from σk-cycles containing tuples
(t1, ..., tk) such that t1, ..., tk are all in the same σ-cycle. For the eigenvalue point process on the
other hand, we will show that the non-negligible contributions to Eαn,k all come from σk-cycles
containing tuples (t1, ..., tk) such that t1, ..., tk are all in different σ-cycles.
Definition 6.1. Let pm be the m
th prime and r be a positive integer. For each positive integer
a, let em(a) satisfy p
em(a)
m
∣∣∣∣ a. Then let El(a1, ..., ar) denote the l × r matrix whose mith entry
is em(ai).
The following lemma shows that the lcm of k-subsets of the largest r cycle lengths can be
expressed in terms of the first l primes with a small error.
Lemma 6.1. With the notation defined above,
lim sup
n→∞
P
( ⋃
1≤i1<...<ik≤r
{ L(n)i1 ...L(n)ik
lcm(L
(n)
i1
, ..., L
(n)
ik
)
6= gk(El(L(n)i1 , ..., L
(n)
ik
))
})
≤
(
r
2
)
1
pl
Proof. Let Im,b be as in (3.2). Define ε(n, b), ε
∗(n) and ε(λ) as in Lemma 3.1. Set b = o(n). For
1 ≤ k1, k2 ≤ b, let δk1,k2(l, n) be the fraction of tuples (m1,m2) ∈ Ik1,b × Ik2,b such that p
∣∣ m1
and p
∣∣ m2 for some prime p > pl. Let δk1,...,kr(l, n) = ∑
1≤i<j≤r
δki,kj (l, n). Then
lim sup
n→∞
δk1,...,kr(l, n) ≤
(
r
2
)
lim sup
n→∞
n∑
m=l+1
1
p2m
+
3b
pmn
+
3b2
n2
≤
(
r
2
)
1
pl
.
Therefore,
P
( ⋃
1≤i1<...<ik≤r
{ L(n)i1 ...L(n)ik
lcm(L
(n)
i1
, ..., L
(n)
ik
)
6= gk(El(L(n)i1 , ..., L
(n)
ik
))
})
≤
∑
1≤mr<...<m1≤n
P
( r⋂
i=1
{L(n)i = mi}
⋂ ⋃
1≤i1<...<ik≤r
{
mi1 ...mik
lcm(mi1 , ...,mik)
6= gk(El(mi1 , ...,mik))
})
+ε∗(n)
≤
∑
λb≤kr≤...≤k1≤b
k1+...+kr≤(1−λ)b
(
f
(r)
θ
(
k1
b
, ...,
kr
b
)
+ ε(n, b)
)
1
br
δk1,...,kr(l, n)
+ P{L(n)r < λn} + P{L(n)1 + ... + L(n)r > (1 − λ)n} + ε∗(n)
The result follows on taking n→∞ and λ→ 0. 
We establish the following generalization of Lemma 3.1.
Lemma 6.2. Let α ∈ R be irrational and fix positive integers r and l with r ≥ k. For
1 ≤ i1 < ... < ik ≤ r, let Ui1,...,ik be i.i.d. random variables distributed uniformly on [0, 1] and
independent of the PD(θ) process (L1, L2, ...). For 1 ≤ m ≤ l and 1 ≤ i ≤ r, let the random
variables Xmi from (1.10) be independent of both Ui1,...,ik and (L1, L2, ...). Then we have the
distributional convergence
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(
El(L
(n)
1 , ..., L
(n)
r ), L
(n)
1 /n, ..., L
(n)
r /n,
(
ψα
( L(n)i1 ...L(n)ik
gk(El(L
(n)
i1
, ..., L
(n)
ik
))
))
1≤i1<...<ik≤r
)
d→
(
X
1,...,r
l , L1, ..., Lr, (Ui1,...,ik)1≤i1<...<ik≤r
)
Proof. Let the intervals Im,b be as in (3.2). Define ε(n, b), ε
∗(n) and ε(λ) as in the proof of
Lemma 3.1. Recall ψα(j) ≤ x iff {jα} ≥ 1− x.
For 1 ≤ i1 < ... < ik ≤ r and 1 ≤ i ≤ r, let ci, di1,...,ik ∈ [0, 1] be real numbers. Let A =
[a1, ..., ar] ∈ Nl×r. Then El(m1, ...,mr) = A iff (m1, ...,mr) ∈ PA. Define the fraction
γPA(ki),b :=
r∏
i=1
|Iki,b ∩Pai |
|Iki,b|
(6.1)
Finally, let α =
( α
gk(ai1 , ..., aik)
)
1≤i1<...<ik≤r
. Then
P
( r⋂
i=1
{L(n)i /n < ci} ∩
{
El(L
(n)
1 , ..., L
(n)
r ) = A
}
∩
⋂
1≤i1<...<ik≤r
{
ψα
( L(n)i1 ...L(n)ik
gk(El(L
(n)
i1
, ..., L
(n)
ik
))
)
< di1,...,ik
}) (6.2)
≤
∑
1≤mr<...<m1≤n
mi/n<ci
P
( r⋂
i=1
{L(n)i = mi} ∩
{
El(m1, ...,mr) = A
}∩
⋂
1≤i1<...<ik≤r
{
ψα
( mi1 ...mik
gk(ai1 , ..., aik)
)
< di1,...,ik
})
+ ε∗(n)
≤
∑
λb≤kr≤...≤k1≤b
k1+...+kr≤(1−λ)b
(ki−1)/b<ci
(
f
(r)
θ
(
k1
b
, ...,
kr
b
)
+ ε(n, b)
)
1
br
γPA(ki),b
( ∏
1≤i1<...<ik≤r
di1,...,ik +D
(PPA,α(ki),b )
)
+P{L(n)r < λn}+ P{L(n)1 + ...+ L(n)r > (1− λ)n} + ε∗(n)
Then by Lemma 5.1, γPA(ki),b →
r∏
i=1
l∏
m=1
(1− 1/pm)(1/pm)Ami uniformly as n/b → ∞ and by
Lemma 5.2, D
(PPA,α(ki),b )→ 0 uniformly as n/b → ∞. Taking b = o(n) so that n/b → ∞, we
can bound (6.2) in the limit by
∫
λ<xr<...<x1<1
x1+...+xr<1−λ
xi<ci
f
(r)
θ (x1, ..., xr)dxi
r∏
i=1
l∏
m=1
(1− 1/pm)(1/pm)Ami
∏
1≤i1<...<ik≤r
di1,...,ik + ε(λ)
We obtain the analogous expression (without the ε(λ) term) for the lower bound.
Taking λ→ 0, the limiting probability is
P{Li < ci, 1 ≤ i ≤ r}P{X1,...,rl = A}
∏
1≤i1<...<ik≤r
P{Ui1,...,ik < di1,...,ik}

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Corollary 6.1. Recall the notation from Lemma 6.2 and as usual, allow the multi-dimensional
indices (i1, ..., ik) to run over the range 1 ≤ i1 < ... < ik ≤ r. Then we have the distributional
convergence
((
L
(n)
i1
...L
(n)
ik
lcm(L
(n)
i1
, ..., L
(n)
ik
)
)
, (L
(n)
i1
...L
(n)
ik
/nk), (ψα(lcm(L
(n)
i1
, ..., L
(n)
ik
)))
)
d→
(
(gk(X
i1,...,ik
∞ )), (Li1 ...Lik), (Ui1,...,ik)
)
Proof. By Lemma 6.2 and the continuous mapping theorem,
(
(gk(El(L
(n)
i1
, ..., L
(n)
ik
))), (L
(n)
i1
...L
(n)
ik
/nk), ψα
( L(n)i1 ...L(n)ik
gk(El(L
(n)
i1
, ..., L
(n)
ik
))
))
d→
(
(gk(X
i1,...,ik
l )), (Li1 ...Lik), (Ui1 ...Uik)
)
By Lemma 6.1, there exists an error function ε(l)→ 0 as l→∞ such that
lim sup
n→∞
P
{(
L
(n)
i1
...L
(n)
ik
lcm(L
(n)
i1
, ..., L
(n)
ik
)
)
6= (gk(El(L(n)i1 , ..., L
(n)
ik
)))
}
< ε(l)
and
P{(gk(Xi1,...,ikl )) 6= (gk(Xi1,...,ik∞ ))} < ε(l).
Taking l →∞, we obtain the desired convergence. 
Proof of Theorem 1.2. Let r be a positive integer. To isolate the contribution from the r largest
cycles, define
ξrn,k = k!
∑
1≤i1<...<ik≤r
L
(n)
i1
...L
(n)
ik
lcm(L
(n)
i1
, ..., L
(n)
ik
)
∑
q∈Z
δ
nk(q/ lcm(L
(n)
i1
,...,L
(n)
ik
)−α)
(6.3)
and let ηrn,k = E
α
n,k − ξrn,k denote the remaining measure. Similarly, define
ξr∞,k = k!
∑
1≤i1<...<ik≤r
gk(X
i1,...,ik
∞ )
∑
q∈Z
δ
(q+Ui1,...,ik )gk(X
i1,...,ik
∞ )/(Li1 ...Lik)
(6.4)
and set ηr∞,k = E
∗
∞,k − ξr∞,k.
Let f be a continuous function with support contained in some interval (−T, T ). Then∫
fdξrn,k = k!
∑
1≤i1<...<ik≤r
L
(n)
i1
...L
(n)
ik
lcm(L
(n)
i1
, ..., L
(n)
ik
)
∑
q∈Z
f
(
q − lcm(L(n)i1 , ..., L
(n)
ik
)α
lcm(L
(n)
i1
, ..., L
(n)
ik
)/nk
)
= k!
∑
1≤i1<...<ik≤r
L
(n)
i1
...L
(n)
ik
lcm(L
(n)
i1
, ..., L
(n)
ik
)
∑
q∈[−T+1,T+1]
f
(
q + ψα(lcm(L
(n)
i1
, ..., L
(n)
ik
))
lcm(L
(n)
i1
, ..., L
(n)
ik
)/nk
)
and ∫
fdξr∞,k = k!
∑
1≤i1<...<ik≤r
gk(X
i1,...,ik
∞ )
∑
q∈[−T+1,T+1]
f
(
(q + Ui1,...,ik)
gk(X
i1,...,ik
∞ )
Li1 ...Lik
)
By Corollary 6.1 and the continuous mapping theorem,∫
fdξrn,k
d→
∫
fdξr∞,k (6.5)
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Now we turn to the remainder measures ηrn,k and η
r
∞,k. Since E[(
∑
i Li)
k] = E[1k] = 1, by the
Borel-Cantelli lemma
∫
fdηr∞,k
a.s.→ 0 as r →∞. Note that this just verifies that E∗∞,k is in fact
a point process.
Showing that lim
r→∞
lim sup
n→∞
P
{∫
|f |dηrn,k > 0
}
= 0 is considerably more involved than in the
k = 1 case. We split the point process ηrn,k into two parts:
(1) points coming from σk-cycles containing tuples (t1, ..., tk) such that t1, ..., tk are all in
different σ-cycles, not all of which are chosen from the r largest cycles.
(2) points coming from σk-cycles containing tuples (t1, ..., tk) such that for some i 6= j, ti
and tj are in the same σ-cycle.
More formally, we make the following:
Definition 6.2. For 0 ≤ c ≤ s ≤ k and each σ ∈ Sn, define Hr,cn,s(σ) to be the set of all integers
lcm(L
(n)
i1
(σ), ..., L
(n)
is
(σ)) such that L
(n)
iu
(σ) are all distinct where 1 ≤ i1 < ... < ic ≤ r < ic+1 <
... < is.
Define the corresponding point process
νr,cn,s =
∑
j∈Hr,cn,s
∑
q∈Z
δnk(q/j−α) (6.6)
It is easy to check that
ηr,⋆n,k =
( k−1∑
c=0
νr,cn,k +
k−1∑
s=1
s∑
c=0
νr,cn,s
)⋆
(6.7)
where ξ⋆ denotes the corresponding simple point process of a point process ξ. Then
P
{∫
|f |dηr,⋆n,k > 0
}
≤
k−1∑
c=0
P
{∫
|f |dνr,c,⋆n,k > 0
}
+
k−1∑
s=1
s∑
c=0
P
{∫
|f |dνr,c,⋆n,s > 0
}
(6.8)
If c = s, then Hr,sn,s ⊂ {lcm(L(n)i1 , ..., L
(n)
is
) : 1 ≤ i1 < ... < is ≤ r}. Note that νr,s,⋆n,s is the simple
point process ξr,⋆n,s dilated by a factor of n
k−s. In other words,∫
|f(x)|dνr,s,⋆n,s (x) ≤
∫
|f(xnk−s)|dξr,⋆n,s(x) (6.9)
The support of f(xnk−s) is contained in (−T/nk−s, T/nk−s). Let gε be a continuous function
with support contained in a small interval (ε, ε). The mean intensity of E∗∞,s is some finite
constant λs. We have
lim sup
n→∞
P
{∫
|gε|dξr,⋆n,s > 0
}
< 2ελs
Thus, for s < k and for each r, lim
n→∞
P
{∫
|f |dνr,s,⋆n,s > 0
}
= 0 by (6.9).
Define the set
Jk(n) := {j ∈ [nk] : (∃q ∈ Z)[α − T/nk < q/j < α+ T/nk]} (6.10)
Then by Theorem 7.1 below, for 1 ≤ s ≤ k and 0 ≤ c < s,
lim
r→∞
lim sup
n→∞
P
{∫
|f |dνr,c,⋆n,s > 0
}
≤ lim
r→∞
lim sup
n→∞
P
{
Hr,cn,s ∩ Jk(n) 6= ∅
}
= 0 (6.11)
By (6.8),
lim
r→∞
lim sup
n→∞
P
{∫
|f |dηr,⋆n,k > 0
}
= 0.
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Clearly, P{∫ |f |dηrn,k > 0} = P{∫ |f |dηr,⋆n,k > 0}. The rest of the proof follows the proof of
Theorem 1.1 identically. 
Remark 6.2. For α of finite irrationality measure, let subEαn,k and
irrep
E
α
n,k be the corresponding
versions of the scaled eigenvalue point processes Eαn,k for the k-subset permutation representations
and S(n−k,1
k) irreducible representations of the symmetric group Sn (see [29] for details). Then
it is easy to see that with ξrn,k and η
r
n,k as defined above,
sub
E
α
n,k = ξ
r
n,k/k! +
sub ηrn,k
and
irrep
E
α
n,k = ξ
r
n,k/k! +
irrep ηrn,k
where the supports of subηrn,k and
irrepηrn,k are both contained in the support of η
r
n,k almost surely.
Thus, both subEαn,k and
irrep
E
α
n,k converge weakly to
1
k!E
∗
∞,k.
7. Bound on small cycle contribution
We devote this section to the task of establishing the technical result Theorem 7.1 used in
(6.11) for the proof of Theorem 1.2. We will use a key discrepancy bound proved in Theorem 8.1
of the next section.
Theorem 7.1. For 1 ≤ s ≤ k and 0 ≤ c < s,
lim
r→∞
lim sup
n→∞
P
{
Hr,cn,s ∩ Jk(n) 6= ∅
}
= 0 (7.1)
In the sequel, we fix some choice of c,s, and k (according to the restrictions of the theorem) for
the sake of concreteness. Recall the definition of factorization classes from Definition 5.1. The
following notation will be useful:
Definition 7.1. For n > 10, let l = ⌊(logn)2s⌋. Define the set of l-tuples
Qn = {(e1, ..., el) ∈ Nl : (0 ≤ ej < 2s log logn) ∧
(|{j : ej > 0}| < (log log n)2)} (7.2)
We also define the (disjoint) union
Yn =
⋃
(e1,...,el)∈Qn
Pe1,...,el (7.3)
Remark 7.1. The choice l = ⌊(logn)2s⌋ is motivated by Lemma 7.7 below. All three parameters
⌊(logn)2s⌋, 2s log logn, and (log logn)2 are chosen so that we can obtain the discrepancy bound
in Theorem 8.1.
The first major task is to bound the probability P
{
Hr,cn,s ∩ Jk(n) 6= ∅
}
by a sum involving
factorization classes in Yn and to replace the lcm in the definition ofH
r,c
n,s with a product involving
the functions gs from (1.11), which will be constant over each factorization class. This is essential
so that we can apply the equidistribution theory of polynomials.
To help streamline the presentation of inequalities, we will use the following conventions:
Definition 7.2. For two non-negative functions f(n) and g(n), we say that
f ≪ g
if f ≤ Cg for some absolute constant C that does not depend on n. We say that
f . g
if f ≤ Cg + h for some absolute constant C and function h(n) such that lim
n→∞
h(n) = 0.
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In the following, we allow the indices of jv to run over c+ 1 ≤ v ≤ s instead of 1 ≤ v ≤ s− c
for notational convenience. For i ≥ 1, let Zi be independent Poisson random variables with mean
θ/i. We will let 1(E) denote the indicator function of the event E, i.e. it takes the value 1 if E
holds and 0 otherwise. To state the next theorem, we introduce the functions
f
n,uc+A+1,...,us
jc+A+1,...,js
(x1, ..., xr) :=
eγθθrΓ(θ)xθ−1r
x1...xr
pθ
((
1−
r∑
i=1
xi −
s∑
v=c+A+1
uv
jv
n
)/
xr
)
(7.4)
for positive integers uv and jv with domain
D :=
{
(x1, ..., xr) : (0 < xr < .... < x1 < 1) ∧
(
x1 + ...+ xr < 1−
s∑
v=c+A+1
uv
jv
n
)}
This definition is motivated by the form of the density f
(r)
θ (x1, ..., xr) in (2.7). By scaling linearly,
one can check that ∫
D
fn,uvjv (x1, ..., xr)dx1...dxr =
(
1−
s∑
v=c+A+1
uvjv/n
)θ−1
(7.5)
Theorem 7.2. Let Qn be as defined in (7.2). Fix 0 < λ < 1 and 0 < ε < 1. Then as n→∞,
P
{
Hr,cn,s ∩ Jk(n) 6= ∅
}
.
∑
e1,...,es∈Qn
0≤A≤s−c
1≤i1<...<ic≤r
∑
1≤jc+1<...<js≤⌈n/r⌉
jc+A≤n
ε<jc+A+1
jv∈Pev
∑
λn<mr<...<m1≤n∑
mi+
4
ε
∑
jv<(1−λ)n
miu∈Peu
1
nr
s∏
v=c+1
1
jv
1
(∏
v jv
∏
umiu
gs(e1, ..., es)
∈ Jk
) ∑
1≤uv≤
4
ε
f
n,uc+A+1,...,us
jc+A+1,...,js
(m1
n
, ...,
mr
n
)
+ ε(λ)
(7.6)
where the error term ε(λ)→ 0 as λ→ 0 and the implied absolute constant does not depend on r.
Lemmas 7.1 through 7.7 below establish the bounds needed to prove Theorem 7.2.
Lemma 7.1. Fix 0 < λ < 1 and a positive integer m. For 1 ≤ j1 < ... < jm ≤ n, let cjv be
non-negative integers such that
m∑
v=1
jvcjv < (1− λ)n. Then
P
( m⋂
v=1
{C(n)jv = cjv}
)
≪ P
( m⋂
v=1
{Zjv = cjv}
)
(7.7)
where the absolute constant does not depend on jv or cjv .
Proof. Let B = [n] \ {j1, ..., jm}. Recall from Definition 2.1 that TB :=
∑
j∈B
jZj .
By the size biasing equation (2.11), we have the pair of equations
iP{TB = i} = θ
∑
l∈B
P{TB = i− l} (7.8)
iP{T0n = i} = θ
i∑
l=1
P{T0n = i− l} (7.9)
Since
P{TB = 0} ≤
n∏
i=m+1
1
eθ/i
≤ (3m)θP{T0n = 0},
we get
P{TB = l} ≤ (3m)θP{T0n = l} (7.10)
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for all l ≥ 0 by comparing (7.8) and (7.9) inductively. By using (7.9), we have (see e.g. [2,
(4.10)])
P{T0n = l} = exp(−θh(n+ 1))θ(θ + 1)...(θ + l − 1)
l!
(7.11)
for 0 < l ≤ n where h(n+ 1) as before is the nth harmonic number. Then
nP{T0n = l} → e
−γθxθ−1
Γ(θ)
(7.12)
uniformly over λn < l ≤ n and l/n→ x ∈ [λ, 1]. Hence, by the Conditioning Relation (2.3),
P
( m⋂
v=1
{C(n)jv = cjv}
)
= P
( m⋂
v=1
{Zjv = cjv}
∣∣∣∣ T0n = n
)
= P
( m⋂
v=1
{Zjv = cjv}
)
P{TB = n−
∑
jvcjv}
P{T0n = n} ≤ (3m)
θP
( m⋂
v=1
{Zjv = cjv}
)
P{T0n = n−
∑
jvcjv}
P{T0n = n}
≪ P
( m⋂
v=1
{Zjv = cjv}
)

Lemma 7.2. Fix ε > 0. Then ∑
j>nε
P{C(n)j > ⌈2/ε⌉} ≪
1
n
(7.13)
Proof. By using the Conditioning Relation along with (7.10) and (7.11), we see that
P{C(n)j = l} ≪ nmax(1−θ,0)(θ/j)l (7.14)
uniformly over j and l. Let a be a positive integer. Then
P{C(n)j > a} =
∞∑
l=a+1
P{C(n)j = l} ≪
nmax(1−θ,0)
ja+1
(7.15)
Setting a = ⌈2/ε⌉ completes the proof. 
Lemma 7.3. Fix real numbers 0 < λ < 1 and 0 < ε < 1 and positive integers uc+A+1, ..., us where
A is an integer such that 0 ≤ A ≤ s− c. Let jc+1, ..., js be integers such that 1 ≤ jc+1 < ... <
jc+A ≤ nε < jc+A+1 < ... < js ≤ ⌈n/r⌉. Let ∆uc+A+1,...,usjc+A+1,...,js be the set of tuples (m1, ...,mr) such
that m = m1 + ... +mr < (1 − λ)n −
s∑
v=c+A+1
uvjv and max(js, λn) < mr < ... < m1 ≤ n. Set
xi = mi/n. Then for all (m1, ...,mr) ∈ ∆uc+A+1,...,usjc+A+1,...,js ,
nrP
( c+A⋂
v=c+1
{C(n)jv > 0} ∩
s⋂
v=c+A+1
{C(n)jv = uv} ∩
r⋂
i=1
{L(n)i = mi}
)
≪ P
( s⋂
v=c+1
{Zjv > 0}
)
f
n,uc+A+1,...,us
jc+A+1,...,js
(x1, ..., xr) + n
(
θ
λ
)r
θn
(1−ε)/2
⌈n(1−ε)/2⌉!
where the absolute constant does not depend on r or the choice of integers jv or mi.
Proof. Following analogous calculations to the steps in (2.8), (2.9) and (2.10), we see that
P
( c+A⋂
v=c+1
{C(n)jv > 0} ∩
s⋂
v=c+A+1
{C(n)jv = uv} ∩
r⋂
i=1
{L(n)i = mi}
)
=
θre−θ(h(n+1)−h(mr))
m1...mr
∆n
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where
∆n =
P
(
{T0,mr−1 = n−m} ∩
c+A⋂
v=c+1
{Zjv > 0} ∩
s⋂
v=c+A+1
{Zjv = uv}
)
P{T0n = n} (7.16)
Let B = [mr − 1] \ {jc+1, ..., js}. If Zjv is less than n(1−ε)/2 for c + 1 ≤ v ≤ c + A, then for
sufficiently large n, T0,mr−1 = n−m implies that TB = n−m−
s∑
v=c+A+1
uvjv−o(n) ≥ λn/2 (say).
The proof of Lemma 2.1 shows that the point probabilities nP{T0,mr−1 = l} and nP{T0,n = l}
converge uniformly for l ≥ λn/2. Then since P{TB = l} ≤ (3m)θP{T0,mr−1 = l} by (7.10),
∆n ≪ P
( s⋂
v=c+1
{Zjv > 0}
)
pθ
((
1−
r∑
i=1
xi−
s∑
v=c+A+1
uv
jv
n
)/
xr
)
+nP
( c+A⋃
v=c+1
{Zjv > n(1−ε)/2}
)
The result follows since P{Zi > nδ} ≪ θ
nδ
⌈nδ⌉! for any δ > 0.

We define the following two sets:
B1 = {q ∈ N : (∃m, e ∈ N)[(m ≤ (logn)2s) ∧ (e > 2s log logn) ∧ (pem
∣∣ q)]} (7.17)
B2 = {q ∈ N :
∣∣∣{j : ej(q) > 0}1≤j≤(logn)2s∣∣∣ > (log logn)2} (7.18)
where recall ej(q) is the exponent of the p
th
j prime in the prime factorization of q. Then N\Yn =
B1 ∪ B2. The next two lemmas show that as n → ∞, the contribution to the probability for
jv /∈ Yn is negligible.
Lemma 7.4. Let B1 be as defined in (7.17). Then for 0 < λ < 1,
lim
n→∞
∑
1≤jc+1,...,js≤n
jc+1 6=... 6=js
js∈B1
P
( s⋂
v=c+1
{C(n)jv > 0} ∩
{ s∑
v=c+1
jvC
(n)
jv
< (1− λ)n
})
= 0
where jc+1 6= ... 6= js is shorthand for jc+1, ..., js all distinct.
Proof. By Lemma 7.1,
∑
1≤jc+1,...,js≤n
jc+1 6=... 6=js
js∈B1
P
( s⋂
v=c+1
{C(n)jv > 0} ∩
{ s∑
v=c+1
jvC
(n)
jv
< (1 − λ)n
})
≤
(logn)2s∑
m=1
∑
1≤jc+1,...,js≤n
jc+1 6=... 6=js
p⌈2s log logn⌉m
∣∣js
P
( s⋂
v=c+1
{C(n)jv > 0} ∩
{ s∑
v=c+1
jvC
(n)
jv
< (1− λ)n
})
≪
(log n)2s∑
m=1
∑
1≤jc+1,...,js−1≤n
1
jc+1...js−1
n
p
2s log logn
m∑
i=1
1
ip2s log lognm
≪ (log n)s
(logn)2s∑
m=1
1
p2s log lognm
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≪ (log n)s 1
22s log logn−1
→ 0
as n→∞.

Now we turn to the second set B2. In words, B2 is the set of integers with more than
(log logn)2 distinct prime factors among the first (logn)2s primes. Let ω(m) denote the number
of distinct prime factors of an integer m. The Erdo˝s-Kac theorem (see e.g. [8] or [28]) tells
us that if x is a randomly chosen integer from [n], then
ω(x)− log log x√
log log x
d→ N (0, 1) as n → ∞.
Thus, the number of prime factors of m is concentrated about log logm and one would expect
ω(m) > (log logm)2 to be a rare event. We need a large deviation inequality to bound this
probability.
Let Pa,b be the uniform distribution on the integers in (a, b] and let µm = E[ω(x)] where the
expectation is taken under the measure P0,m. Let δp(m) = 1 if m is divisible by p and = 0
otherwise. Then (see e.g. [13, Chapt. 22])
µm = E[ω(x)] = E
[ ∑
p≤m
δp(x)
]
=
∑
p≤m
⌊m/p⌋
m
= log logm+O(1) (7.19)
Srinivasan [26] has derived an explicit exponential Chernoff-type bound for large deviations of
ω(m):
Proposition 7.1 (Srinivasan). For m ≥ 2 and any δ > 0,
P0,m{ω(x) ≥ µm(1 + δ)} ≤
(
eδ
(1 + δ)1+δ
)µ′m
(7.20)
where µ′m =
∑
p≤m
1
p
= log logm+O(1).
Note that this is a bound for each m rather than an asymptotic bound. For more information
on Erdo˝s-Kac large deviation results, see for instance [17, 24, 14, 23].
Definition 7.3. The nth primorial pn# is the product of the first n primes, i.e.
pn# :=
n∏
m=1
pm
Remark 7.2. By the Prime Number Theorem, we have the well-known asymptotic
pn# = exp((1 + o(1))n logn) (7.21)
Lemma 7.5. Let B2 be as defined in (7.18). Then for 0 < λ < 1,
lim
n→∞
∑
1≤jc+1,...,js≤n
jc+1 6=... 6=js
js∈B2
P
( s⋂
v=c+1
{C(n)jv > 0} ∩
{ s∑
v=c+1
jvC
(n)
jv
< (1− λ)n
})
= 0
Proof. By (7.21),
cn :=
(log log n)2∏
m=1
pm = exp((1 + o(1))2(log logn)
2 log log logn)
For each positive integer m, define the interval Im = (2
m−1cn, 2
mcn]. Let IM be the interval
that contains the integer n. Then M ≤ 2 logn.
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We set δ = log logn in Proposition 7.1. For cn < m ≤ n and sufficiently large n,
P0,m
{
ω(x) ≥ (log logn)2} ≤ 1
(log logn)(log logn)(log log logn)
and therefore for m ≤M ,
PIm
{
ω(x) ≥ (log logn)2} ≤ 2
(log logn)(log logn)(log log logn)
≤ 1
(logn)2s
for sufficiently large n.
Then
∑
1≤j≤n
ω(j)>(log logn)2
1
j
=
∑
cn≤j≤n
ω(j)>(log log n)2
1
j
≤
M∑
m=1
∑
j∈Im
ω(j)>(log logn)2
1
j
≤ 2 logn 1
(logn)2s
.
The result then follows from Lemma 7.1.

The following is immediate.
Corollary 7.1. If c > 0, let 1 ≤ i1 < ... < ic ≤ r. Then
lim
n→∞
P
( ⋃
1≤u≤c
{L(n)iu /∈ Yn}
)
= 0.
Definition 7.4. Let l = ⌊(logn)2s⌋. For each t ∈ N, we define the set of tuples
X
t
n =
{
(m1, ...,mt) ∈ Nt : gcd(mi,mj) = g2(El(mi,mj)) for 1 ≤ i < j ≤ t
}
(7.22)
Lemmas 7.4 and 7.5 and Corollary 7.1 provided bounds on the probability of avoiding the
“good set” Yn. The next two lemmas deal with the “good sets” X
t
n from (7.22). In words, X
t
n
consists of the tuples (m1, ...,mt) of integers that are pairwise relatively prime with respect to
primes pm such that m > (log n)
2s.
Lemma 7.6. If c > 0, let 1 ≤ i1 < ... < ic ≤ r. Then
lim
n→∞
P{(L(n)i1 , ..., L
(n)
ic
) /∈ X cn } = 0.
Proof. This follows from Lemma 6.1. 
Lemma 7.7. If c > 0, let 1 ≤ i1 < ... < ic ≤ r. If s > 1, let l = ⌊(logn)2s⌋. Define the sets
(where appropriate)
A1 =
⋃
1≤u≤c
c+1≤v≤s
{gcd(L(n)iu , jv) 6= g2(El(L
(n)
iu
, jv))}
A2 =
⋃
c+1≤u<v≤s
{gcd(ju, jv) 6= g2(El(ju, jv))}
Then for 0 < λ < 1,
lim
n→∞
∑
1≤jc+1,...,js≤n
jc+1 6=... 6=js
P
( s⋂
v=c+1
{C(n)jv > 0} ∩
r⋂
i=1
{C(n)
L
(n)
i
= 1}
∩
{ r∑
i=1
L
(n)
i +
s∑
v=c+1
jvC
(n)
jv
< (1− λ)n
}
∩ (A1 ∪A2)
)
= 0
(7.23)
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Proof. First, consider the set A1. By Lemma 7.1, the expression in (7.23) with A1 ∪A2 replaced
by A1 can be bounded by
≪
∑
1≤jc+1,...,js−1≤n
jc+1 6=... 6=js−1
m>(logn)2s
∑
pm|js
pm|js+1
P
( s⋂
v=c+1
{C(n)jv > 0} ∩ {C
(n)
js+1
= 1} ∩
{ s+1∑
v=c+1
jvC
(n)
jv
< (1 − λ)n
})
≪
∑
1≤jc+1,...,js−1≤n
jc+1 6=... 6=js−1
1
jc+1...js−1
∑
m>(logn)2s
n/pm∑
i=1
n/pm∑
j=1
1
pmi
1
pmj
≪ (log n)s+1
∑
m>(logn)2s
1
p2m
≪ (log n)s+1 1
(log n)2s
→ 0
as n→∞. The bound for A2 is immediate. 
Now we are ready to put the ingredients together to obtain the bound in (7.6).
Proof of Theorem 7.2. Let l = ⌊(logn)2s⌋. If c = 0, the appropriate summations and events in
the expressions below are ignored. By Corollary 7.1 and Lemma 7.6,
P
{
Hr,cn,s ∩ Jk(n) 6= ∅
}
< P
( ⋃
i1<...<ic≤r
r<ic+1<...<is
{lcm(L(n)i1 , ..., L
(n)
is
) ∈ Jk} ∩
⋂
1≤u<v≤s
{L(n)iu 6= L
(n)
iv
}
∩ {L(n)r > λn} ∩ {L(n)1 + ...+ L(n)4(r+s)/ε < (1− λ)n}
)
+ ε(λ)
.
∑
e1,...,ec∈Qn
P
( ⋃
i1<...<ic≤r
r<ic+1<...<is
{lcm(L(n)i1 , ..., L
(n)
is
) ∈ Jk} ∩
c⋂
u=1
{L(n)iu ∈ Peu} ∩
⋂
1≤u<v≤s
{L(n)iu 6= L
(n)
iv
}
∩ {(L(n)i1 , ..., L
(n)
ic
) ∈ X cn } ∩ {L(n)r > λn} ∩ {L(n)1 + ...+ L(n)4(r+s)/ε < (1− λ)n}
)
+ ε(λ)
where ε(λ)→ 0 as λ→ 0. Applying Lemma 7.2, this is bounded by
.
∑
1≤i1<...<ic≤r
e1,...,ec∈Qn
0≤A≤s−c
∑
1≤jc+1<...<js≤⌈n/r⌉
jc+A≤n
ε<jc+A+1
P
( s⋂
v=c+1
{C(n)jv > 0} ∩
s⋂
v=c+A+1
{C(n)jv < 4/ε} ∩
r⋂
i=1
{C(n)
L
(n)
i
= 1}
∩
c⋂
u=1
{L(n)iu ∈ Peu} ∩ {(L
(n)
i1
, ..., L
(n)
ic
) ∈ X cn } ∩ {lcm(L(n)i1 , ..., L
(n)
ic
, jc+1, ..., js) ∈ Jk}
∩ {L(n)r > max(js, λn)} ∩
{ r∑
i=1
L
(n)
i +
4
ε
s∑
v=c+1
jv < (1− λ)n
})
+ ε(λ)
Then applying Lemmas 7.4, 7.5 and 7.7, this expression is bounded by
.
∑
1≤i1<...<ic≤r
e1,...,es∈Qn
0≤A≤s−c
∑
1≤jc+1<...<js≤⌈n/r⌉
jc+A≤n
ε<jc+A+1
jv∈Pev
P
( s⋂
v=c+1
{C(n)jv > 0} ∩
s⋂
v=c+A+1
{C(n)jv < 4/ε} ∩
c⋂
u=1
{L(n)iu ∈ Peu}
∩
{∏
v jv
∏
u L
(n)
iu
gs(e1, ..., es)
∈ Jk
}
∩ {L(n)r > max(js, λn)} ∩
{ r∑
i=1
L
(n)
i +
4
ε
s∑
v=c+1
jv < (1− λ)n
})
+ ε(λ)
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Finally, applying Lemma 7.3 completes the proof.

Recall that in the proof of the one-dimensional k = 1 case, the contribution from the remainder
measure ηrn was bounded by a sum of the form
n/r∑
j=1
1
j 1(j ∈ J1). This sum was in turn dealt with
in (3.10) by partitioning the range of summation into intervals Im,b defined in (3.2) and using
equidistribution to estimate the number of j in |J1∩Im,b|. To bound the sum in (7.6), we similarly
proceed by partitioning the range of summation into boxes and estimate for each tuple (e1, ..., es)
of vectors in Qn the count of the number of points (jv,miu) in each box such that jv ∈ Pev and
miu ∈ Peu and
∏
v jv
∏
umiu
gs(e1,...,es)
∈ Jk. The definition of the intervals used in this multidimensional
partition are somewhat more involved than in the k = 1 case. For the mi indices, we will use the
intervals Im,b where we set b = logn (any choice of b such that b, n/b→∞ will suffice). For the
jv indices, we define new intervals Tm as follows:
Definition 7.5. Let µ = µ(α) be the irrationality measure of α. Set ε = 1/(100k2µ3) and
δ = 10εkµ2. Let M ′ be the smallest integer that satisfies the inequality 2M
′
nε > n/r and let
M ′′ = ⌊M ′ − log logn⌋. Then for 1 ≤ m ≤ M ′′, define Tm = [2m−1nε, 2mnε]. For m > M ′′,
define Tm to be consecutive intervals of integers all of length 2
M ′′nε starting with TM ′′+1 =
[2M
′′
nε, 2M
′′+1nε]. Define M to be the smallest integer that satisfies the inequality 2Mnε > nδ
and define M∗ to be the integer such that TM∗ contains ⌈n/r⌉. For 1 ≤ m ≤ M∗, write
Tm = (Fm, Fm+1] where Fm ∈ Z.
Remark 7.3. The seemingly arbitrary definition of the parameters ε and δ and the intervals Tm
is motivated by the need for them to satisfy several properties. Most crucially, they need to be
defined so that a satisfactory discrepancy bound can be obtained uniformly over all the boxes
in the partition (proved in the next section). The parameters ε and δ are chosen so that the
multi-dimensional Weyl inequality in Lemma 8.4 can be applied to obtain a non-trivial bound.
For this, we need δ > 2εkµ while being small enough so that the interval 1 ≤ j ≤ nkδ does not
contain any j ∈ Jk for sufficiently large n. Also, we need that |Tm| ≥ nδ for m > M . We see
that these two properties are indeed satisfied. The first follows from the definition of irrationality
measure of α and the second is a result of the geometric progression in the interval lengths up
to M ′′. We taper the interval lengths for m > M ′′ so that all the Tm have cardinality at most
2M
′′
nε ≤ n/
√
logn = o(n) so that (7.24) below is satisfied.
Proof of Theorem 7.1. By Theorem 7.2, P
{
Hr,cn,s ∩ Jk(n) 6= ∅
}
is bounded by a sum
∑
0≤A≤s−c
SA
where each SA is a sum over “small” indices jv for c+1 ≤ v ≤ c+A which are all bounded by nε.
Splitting further, we can write this as a sum
∑
A,B,C≥0
s−c=A+B+C
SA,B,C where each term SA,B,C is a sum
over the following ranges: for c+1 ≤ v ≤ c+A we have 1 ≤ jv ≤ nε; for c+A+1 ≤ v ≤ c+A+B
we have jv ∈ Tlv where 1 ≤ lv < M ; for c+A+B + 1 ≤ v ≤ s we have jv ∈ Tlv where lv ≥M .
Note that the ranges of the variables A,B,C, and uc+A+1, ..., us depend only on the dimension
k and irrationality measure µ. Therefore, it suffices to consider a fixed choice of these parameters.
If C + c = 0, then
∏
v jv
∏
umiu
gs(e1,...,es)
≤ nkδ and hence
∏
v jv
∏
umiu
gs(e1,...,es)
/∈ Jk for sufficiently large n. Thus,
we may assume that C + c ≥ 1.
Let ∆
uc+A+1,...,us
jc+A+1,...,js
be as defined in Lemma 7.3. Since |Tlv | = o(n), the collection of functions
f
n,uc+A+1,...,us
jc+A+1,...,js
(x1, ..., xr) satisfy∣∣∣∣fn,uc+A+1,...,usFlc+A+1 ,...,Fls
(k1
b
, ...,
kr
b
)
− fn,uc+A+1,...,usjc+A+1,...,js
(m1
n
, ...,
mr
n
)∣∣∣∣ < ε(n) (7.24)
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for jv ∈ Tlv , (m1, ...,mr) ∈ ∆uc+A+1,...,usjc+A+1,...,js and mi ∈ Iki,b, and for some error function ε(n) → 0
as n→∞.
Fix a choice of 1 ≤ i1 < ... < ic ≤ r. We have (where the condition jv ∈ Tlv is over the range
c+A+ 1 ≤ v ≤ s and the condition jv ∈ Pev is over the range c+ 1 ≤ v ≤ s)∑
e1,...,es∈Qn
∑
1≤jc+1<...<js≤⌈n/r⌉
jc+A≤n
ε<jc+A+1
jv∈Pev
∑
λn<mr<...<m1≤n∑
mi+
4
ε
∑
jv<(1−λ)n
miu∈Peu
1
nr
s∏
v=c+1
1
jv
1
(∏
v jv
∏
umiu
gs(e1, ..., es)
∈ Jk
)
f
n,uc+A+1,...,us
jc+A+1,...,js
(m1
n
, ...,
mr
n
) (7.25)
≪
∑
e1,...,es∈Qn
1≤lc+A+1≤...≤lc+A+B<
M≤lc+A+B+1≤...≤ls≤M
∗
∑
1≤jc+1<...<js≤⌈n/r⌉
jc+1,...,jc+A≤n
ε
jv∈Tlv
jv∈Pev
∑
λb≤kr≤...≤k1≤b∑ ki
b +
4
ε
∑ jv
n <1−λ
∑
mi∈Iki,b
miu∈Peu
1
nr
s∏
v=c+1
1
jv
1
(∏
v jv
∏
umiu
gs(e1, ..., es)
∈ Jk
)
f
n,uc+A+1,...,us
jc+A+1,...,js
(m1
n
, ...,
mr
n
) (7.26)
Now for each choice of lc+A+1, ..., ls and k1, ..., kr, define the fraction
γ
Pe1,...,es
(ki),(lv),b
:=
s∏
v=c+A+1
|Tlv ∩Pev |
|Tlv |
c∏
u=1
|Ikiu ,b ∩Peu |
|Ikiu ,b|
(7.27)
and the multiset
PPe1,...,es(ki),(lv),(jw) :=
{ c∏
u=1
miu
s∏
v=c+A+1
jv
∏c+A
w=c+1 jw
gs(e1, ...., es)
α ∈ T :
c∧
u=1
{miu ∈ (Ikiu ,b ∩Peu)} ∧
s∧
v=c+A+1
{jv ∈ (Tlv ∩Pev )}
} (7.28)
Recall that j ∈ Jk if and only if {jα} ∈ [0, jT/nk) ∪ (1− jT/nk, 1] and therefore we are interested
in the fraction of points {jα} in PPe1,...,es(ki),(lv),(jw) that satisfy that property. By definition, this
fraction is bounded by
2T
nk−s
c∏
u=1
kiu
b
c+A∏
w=c+1
jw
n
s∏
v=c+A+1
Flv+1
n
(7.29)
up to the discrepancy D
(PPe1,...,es(ki),(lv),(jw)). Then the expression (7.26) is bounded by
≪
∑
e1,...,es∈Qn
1≤lc+A+1≤...≤lc+A+B<
M≤lc+A+B+1≤...≤ls≤M
∗
∑
1≤jc+1,...,jc+A≤n
ε
jw∈Pew
∑
λb≤kr≤...≤k1≤b
∑ ki
b +
4
ε
∑ Flv
n <1−λ
γ
Pe1,...,es
(ki),(lv),b
s∏
v=c+A+1
|Tlv |
(
2T
nk−s
c∏
u=1
kiu
b
c+A∏
w=c+1
jw
n
s∏
v=c+A+1
Flv+1
n
+D
(PPe1,...,es(ki),(lv),(jw))
)
1
br
c+A∏
w=c+1
1
jw
s∏
v=c+A+1
1
Flv
(
f
n,uc+A+1,...,us
Flc+A+1 ,...,Fls
(k1
b
, ...,
kr
b
)
+ ε(n)
)
(7.30)
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We split (7.30) into two terms:
A1 :=
∑
e1,...,es∈Qn
1≤lc+A+1≤...≤lc+A+B<
M≤lc+A+B+1≤...≤ls≤M
∗
∑
1≤jc+1,...,jc+A≤n
ε
jw∈Pew
∑
λb≤kr≤...≤k1≤b
∑ ki
b +
4
ε
∑ Flv
n <1−λ
γ
Pe1,...,es
(ki),(lv),b
s∏
v=c+A+1
|Tlv |
(
2T
nk−s
c∏
u=1
kiu
b
c+A∏
w=c+1
jw
n
s∏
v=c+A+1
Flv+1
n
)
1
br
c+A∏
w=c+1
1
jw
s∏
v=c+A+1
1
Flv
(
f
n,uc+A+1,...,us
Flc+A+1 ,...,Fls
(k1
b
, ...,
kr
b
)
+ ε(n)
)
(7.31)
and
A2 :=
∑
e1,...,es∈Qn
1≤lc+A+1≤...≤lc+A+B<
M≤lc+A+B+1≤...≤ls≤M
∗
∑
1≤jc+1,...,jc+A≤n
ε
jw∈Pew
∑
λb≤kr≤...≤k1≤b
∑ ki
b +
4
ε
∑ Flv
n <1−λ
γ
Pe1,...,es
(ki),(lv),b
( s∏
v=c+A+1
|Tlv |
)
D
(PPe1,...,es(ki),(lv),(jw))
1
br
c+A∏
w=c+1
1
jw
s∏
v=c+A+1
1
Flv
(
f
n,uc+A+1,...,us
Flc+A+1 ,...,Fls
(k1
b
, ...,
kr
b
)
+ ε(n)
)
(7.32)
For the first term A1, note that
Flv+1
Flv
≤ 2 and that
c∏
u=1
kiu
b ≤ 1i1...ic . Then summing over ei, ki,
jw and lv, we see that
A1 ≪ 1
nk−s
1
i1...ic
1
rs−c
(7.33)
where of course the implicit constant does not depend on r. (Here, if c = 0 then the 1i1...ic term
is omitted.)
For the second term A2, note that each index lv has a maximum range going from 1 to
M∗ ≪ logn. Then using the bound on D(PPe1,...,es(ki),(lv),(jw)) proved in Theorem 8.1 below, we have
A2 ≪
(100s log log logn
log logn
)log logn
(logn)s → 0 (7.34)
Putting this all together, the RHS of (7.6) is bounded by
≪
∑
1≤i1<...<ic≤r
1
i1...ic
1
rs−c
+ ε(λ)≪ (log r)
c
rs−c
+ ε(λ) (7.35)
Taking λ→ 0 completes the proof. 
8. Bound for Discrepancy
It remains to obtain a bound for the discrepancy D
(PPe1,...,es(ki),(lv),(jw)) of the set defined in (7.28).
The following bound is not intended to be tight.
Theorem 8.1. For all choices of A,B, and C (such that C + c ≥ 1), the discrepancy satisfies
the asymptotic bound given by
D
(PPe1,...,es(ki),(lv),(jw))≪
(100s log log logn
log logn
)log logn
(8.1)
uniformly over all jw ∈ Pew and factorization classes Pe1,...,es and boxes given by the subscripts
ki and lv.
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Recall that in the one-dimensional case, the discrepancy asymptotic from Proposition 3.1
played an important role in bounding the sum in (3.10). One can prove Proposition 3.1 by ana-
lyzing the corresponding exponential sums and using the Erdo˝s-Turan inequality, a quantitative
version of Weyl’s Criterion. We will also use this inequality to prove Theorem 8.1.
Proposition 8.1 (Erdo˝s-Turan inequality). Let ω = ω1, ω2, ... be a sequence of real numbers.
Then for arbitrary natural numbers m and n,
Di,n(ω) ≤ C
(
1
m
+
1
n
m∑
h=1
1
h
∣∣∣ i+n∑
j=i+1
e(hωj)
∣∣∣) (8.2)
for some absolute constant C.
Set t =
∏c+A
w=c+1 jw
gs(e1, ...., es)
. To apply the Erdo˝s-Turan inequality, we wish to obtain bounds on the
(normalized) exponential sum
1∣∣PPe1,...,es(ki),(lv),(jw)∣∣
∑
miu∈Ikiu ,b
∩Peu
jv∈Tlv∩Pev
e
(
ht
c∏
u=1
miu
s∏
v=c+A+1
jvα
)
(8.3)
for each h ∈ N.
Remark 8.1. Throughout this section, we will use ε′ to denote an arbitrary positive number in
an asymptotic or bound. For example, writing f(n) = o(nε
′
) means that f(n) = o(nε
′
) for all
ε′ > 0.
For each 1 ≤ j ≤ s, write ej = (e1j , ..., elj). Let qj =
l∏
i=1
p
eij
i . Then from the definition of Qn
in Definition 7.1,
qj ≪ (4s(logn)2s(log logn))2s(log logn)3 = o(nε′) (8.4)
First, we establish a lower bound on the cardinality of the multiset
∣∣PPe1,...,es(ki),(lv),(jw)∣∣.
Lemma 8.1. ∣∣PPe1,...,es(ki),(lv),(jw)∣∣≫ 1nε′
s∏
v=c+A+1
|Tlv |
c∏
u=1
|Ikiu ,b| (8.5)
Proof. By definition,
∣∣PPe1,...,es(ki),(lv),(jw)∣∣ =
s∏
v=c+A+1
|Tlv ∩Pev |
c∏
u=1
|Ikiu ,b ∩Peu | (8.6)
Note that |Tlv ∩ Pev | is the number of integers in the interval Flvqv ≤ xv ≤
Flv+1
qv
that are not
divisible by the primorial
⌊(log n)2s⌋∏
m=1
pm. Counting the number of such integers corresponds to
“sieving out” by primes pm with m < (logn)
2s. By the “fundamental lemma of sieve theory”
(c.f. [28, p. 60]), if w = y1/u then the fraction of integers in [x, x + y] that are not divisible by
any prime less than w is ∼ ∏
p<w
(
1− 1p
)
(1+O(u−u)). As u→∞, we get the expected asymptotic
which by Mertens’s 3rd theorem (c.f. [28, p. 17]) is
e−γ + o(1)
logw
where w = (log n)2s. For our
purposes, any finite u suffices and we see that
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|Tlv ∩Pev |
|Tlv |/qv
≫ 1
log logn
(8.7)
By the same reasoning,
|Ikiu ,b ∩Peu |
|Ikiu ,b|/qu
≫ 1
log logn
(8.8)
The bound then follows from (8.4).

Set Gm = (m − 1)n/ logn. Then Im,b = (Gm, Gm+1]. Let
∑u
j
formally denote summation
over the range ∑
m1<...<mj<(logn)2s
∑
Gkiu
qu
≤xu≤
Gkiu
+1
qu
pm1 ...pmj |xu
(8.9)
and let
∑v
j
formally denote summation over the range
∑
m1<...<mj<(logn)2s
∑
Flv
qv
≤xv≤
Flv+1
qv
pm1 ...pmj |xv
(8.10)
By the inclusion-exclusion principle, (8.3) can be rewritten as an alternating sum over rectangular
lattices:
1∣∣PPe1,...,es(ki),(lv),(jw)∣∣
c∏
u=1
( (logn)2s∑
j=0
(−1)j
∑u
j
) s∏
v=c+A+1
( (logn)2s∑
j=0
(−1)j
∑v
j
)
e
(
ht
c∏
u=1
xuqu
s∏
v=c+A+1
xvqvα
) (8.11)
where here the symbols
c∏
u=1
and
s∏
v=c+A+1
jv are to be interpreted as a formal product of the
summation operators. By Bonferroni’s inequalities, we can truncate the alternating sums over
j at some even index q to obtain upper bounds on the absolute value of (8.11). To be precise,
for each even index q there exist multisets Aqu for 1 ≤ u ≤ c such that we have the equality of
summation ranges
q∑
j=0
(−1)j
∑u
j
=
q−1∑
j=0
(−1)j
∑u
j
+
∑
xu∈A
q
u
(8.12)
where ∑
xu∈A
q
u
1 ≤
∑u
q
1 ≤
∑
1≤m1<...<mq<(logn)2s
( |Ikiu ,b|/qu
pm1 ...pmq
+O(1)
)
(8.13)
Similarly, there exist multisets Aqv for c+A+1 ≤ v ≤ s with the analogous properties. For all q
and r, we have the inequality
∑
1≤m1<...<mq≤r
1
pm1 ...pmq
≤
(e
q
)q( r∑
i=1
1
pmi
)q
(8.14)
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For q = 2⌊log logn⌋ and r = (logn)2s, this gives a bound of ≪
(
10s log log logn
log logn
)log logn
. Thus,
truncating at the index q = 2⌊log log n⌋, we can bound (8.11) by
≪ 1∣∣PPe1,...,es(ki),(lv),(jw)∣∣
c∏
u=1
( 2⌊log logn⌋−1∑
j=0
(−1)j
∑u
j
) s∏
v=c+A+1
( 2⌊log logn⌋−1∑
j=0
(−1)j
∑v
j
)
e
(
ht
c∏
u=1
xuqu
s∏
v=c+A+1
xvqvα
)
+ E
(8.15)
where
E =
(10s log log logn
log logn
)log log n(∑
v
|Tlv |
qv|Tlv ∩Pev |
+
∑
u
|Ikiu ,b|
qu|Ikiu ,b ∩Peu |
)
(8.16)
By (8.7) and (8.8),
E ≪ log logn
(10s log log logn
log logn
)log logn
≪
(20s log log logn
log logn
)log log n
(8.17)
Expanding out the alternating inclusion-exclusion sum, we see that the exponential sum in
(8.15) can be written as the sum of
≪
( 2⌊log log n⌋−1∑
j=0
(⌊(logn)2s⌋
j
))s
≪ (2 log log n)s(logn)4s2(log logn) = o(nε′) (8.18)
terms where each term is an exponential sum of the form
SD =
∑
(xv,xu)∈D
e
(
hzα
c∏
u=1
xu
s∏
v=c+A+1
xv
)
(8.19)
where the domain of summation is given by
D :=
s∏
v=c+A+1
[
Flv
rv
,
Flv+1
rv
] c∏
u=1
[
Gkiu
ru
,
Gkiu+1
ru
]
(8.20)
and z = t
c∏
u=1
qu
s∏
v=c+A+1
qv is an integer. Here, by (8.4) we see that ru = o(n
ε′) and rv = o(n
ε′ )
for 1 ≤ u ≤ c and c + A + 1 ≤ v ≤ s. Also, z = o(nεA+ε′) since t = O(nεA). The domain of
summation has cardinality satisfying
1
nε′
s∏
v=c+A+1
|Tlv |
c∏
u=1
|Ikiu ,b| ≪ |D| ≤
s∏
v=c+A+1
|Tlv |
c∏
u=1
|Ikiu ,b| (8.21)
Note that compared to (8.3), the sum in (8.19) is much simpler since the domain of summation
is just a box of integer lattice points. We will use a multivariate version of Weyl’s inequality stated
in Lemma 8.4 to bound this sum. In [20, Lemma 2.1], Parsell gives a bound for the exponential
sum when the range of summation is a box with equal side lengths. The proof goes through
unchanged to give the inequality in Lemma 8.2 below for boxes with varying side lengths. The
basic idea is to apply coordinate-wise Weyl differencing (Cauchy’s inequality) to the polynomial
until we are left with a linear polynomial which can be summed directly as a geometric series.
Note that the advantage of Weyl’s method is its simplicity. It only gives a savings in the exponent
that is exponentially small (but which is sufficient for our purposes). Much stronger bounds on
multidimensional exponential sums with polynomial savings in the exponent can be attained by
following Vinogradov’s mean value method (cf. [19]). Most recently, adapting Wooley’s method
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of efficient congruencing in the 1-D case (see [33]), near-optimal bounds have been obtained (see
[21]).
Let N :=
d∏
i=1
[1, Ni] be a d-dimensional box of integer lattice points and let j1, ..., jd be non-
negative integers such that j1 + ...+ jd = j. Let
P (n1, ..., nd) = αj1,...,jdn
j1
1 ...n
jd
d +
∑
l1,...,ld≥0
l1+...+ld≤j−1
αl1,...,ldn
l1
1 ...n
ld
d (8.22)
be a multivariable polynomial of degree j. (The assumption of a unique highest degree term is
simply for convenience.)
Lemma 8.2 (Parsell). Let 1 ≤ m ≤ j − 1 and i1, ..., id be non-negative integers such that
i1 + ...+ id = m. Then∣∣∣ ∑
n∈N
e(P (n))
∣∣∣2m ≪ ( d∏
l=1
Nl
)2m−1( d∏
l=1
N ill
)−1 ∑
hi∈(−Ni,Ni)
1≤i≤m
∣∣∣ ∑
n∈Bh(N)
e
(
h1...hmPi1,...,id(n,h)
)∣∣∣
where Bh(N) is a box contained in N for each h = (h1, ..., hm) and Pi1,...,id(n,h) is a polynomial
with leading term
αj1,...,jd
j1! · · · jd!
(j1 − i1)! · · · (jd − id)!n
j1−i1
1 · · · njd−idd
To apply Lemma 8.2, we will choose i1, ..., id so that Pi1,...,id(n,h) is a linear polynomial in n.
Then we can evaluate the inner sum over n ∈ Bh(N) via the geometric series estimate
N∑
n=1
e(λn)≪ min(N, ||λ||−1) (8.23)
for any non-integer λ where || · || denotes distance to the nearest integer. Since our goal is to
obtain bounds that are uniform over polynomials with leading coefficient hzα, we will need the
following result to address the outer sum over h.
Lemma 8.3. Let p, q be integers such that |α− p/q| ≤ q−2 where (p, q) = 1 and q > 0. For any
positive integers M , N , and m, we have
M∑
i=1
min{N, ||imα||−1} ≪
(
M
q
+ 1
)
(mN + q log q) (8.24)
Proof. We divide the sum over M terms into O(M/q + 1) blocks of size q (plus one possibly
partial block) where each block has the form
q−1∑
i=0
min(N, ||(i0 + i)mα||−1) (8.25)
and i0 is the first number in the block. Since |α − p/q| ≤ q−2, we have (i0 + i)mα = i0mα +
imp/q + u where |u| ≤ m/q. As i runs over the set [q], imp runs over the residues r gcd(m, q)
mod q for 1 ≤ r ≤ q/ gcd(m, q) with multiplicity gcd(m, q). Let b be the nearest integer to
qi0mα. Then ||(i0 + i)mα|| = ||(b + r gcd(m, q))/q + u|| where |u| ≤ 3m/q. Note that there are
O(m) integers i such that ||(i0 + i)mα|| ≤ ||m/q||. Therefore, (8.25) is bounded by
≪ mN +
q∑
r=1
q
r
≪ mN + q log q (8.26)
which proves the lemma.
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
Lemma 8.4. Let p, q be integers such that |α − p/q| ≤ q−2 where (p, q) = 1 and q > 0. Let
P (n) = mα(n1 − a1)...(nd − ad) for some integers m and a1, ..., ad where m ≥ 1 and d ≥ 2.
Assume that N1 ≥ ... ≥ Nd. Then
∣∣∣ ∑
n∈N
e(P (n))
∣∣∣≪ ( d∏
l=1
Nl
)1+ε′(m
q
+
1
Nd
+
m∏d−1
l=1 Nl
+
q∏d
l=1Nl
)21−d
where the absolute constant does not depend on a1, ..., ad.
Proof. Let il = 1 for 1 ≤ l ≤ d− 1 and id = 0. Then by Lemma 8.2,
∣∣∣ ∑
n∈N
e(P (n))
∣∣∣2d−1 ≪ ( d∏
l=1
Nl
)2d−1−1( d−1∏
l=1
Nl
)−1 ∑
hi∈(−Ni,Ni)
1≤i≤d−1
∣∣∣ ∑
n∈Bh(N)
e(h1...hd−1mαnd)
∣∣∣
Since the divisor function τ(n) satisfies τ(n) ≪ nε′ , the number of ways to write an integer
1 ≤ n ≤
d−1∏
i=1
Ni as a product h1...hd−1 is ≪ Nε′1 . Using this fact and (8.23) and separating out
the terms where some hi = 0, we have
∣∣∣ ∑
n∈N
e(P (n))
∣∣∣2d−1 ≪ ( d∏
l=1
Nl
)2d−1
(Nd−1)
−1 +
( d∏
l=1
Nl
)2d−1−1+ε′ ∑
1≤i≤
d−1∏
l=1
Nl
min(Nd, ||imα||−1)
Finally, by Lemma 8.3 this is
≪
( d∏
l=1
Nl
)2d−1+ε′( 1
Nd−1
+
m
q
+
1
Nd
+
m∏d−1
l=1 Nl
+
q∏d
l=1Nl
)
(8.27)
Raising to the power 21−d completes the proof. 
We are now ready to obtain an estimate for SD from (8.19) and apply the Erdo˝s-Turan
inequality to prove the discrepancy bound.
Proof of Theorem 8.1. Let d = s − A = B + C + c be the degree of the polynomial in SD with
leading coefficient hzα. First assume d > 1. The successive continued fraction convergents of α
satisfy
1
2qiqi+1
≤
∣∣∣α− pi
qi
∣∣∣ ≤ 1
qiqi+1
(8.28)
By the definition of irrationality measure,
∣∣∣α− p
q
∣∣∣ > 1
qµ+ǫ′
for all integers p and q sufficiently
large. Therefore qi+1 ≤ qµ−1+ǫ
′
i for i sufficiently large.
Assume that 1 ≤ h ≤ nε. Then hz = o(nε(A+2)). Recall that C + c ≥ 1, and therefore
s∏
v=c+A+1
|Tlv |
c∏
u=1
|Ikiu ,b| ≥ nδ. Choose q to be a convergent such that nε(A+3) ≤ q ≤ nµε(A+3).
By Lemma 8.4,
SD ≪
s∏
v=c+A+1
|Tlv |
c∏
u=1
|Ikiu ,b|nε
′
(
nε(A+2)
nε(A+3)
+
nε
′
nε
+
nε(A+2)+ε
′
nδ
+
nµε(A+3)+ε
′
nδ
)21−d
(8.29)
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Then using (8.21), we can bound (8.15) by
nε
′
(
nε(A+2)
nε(A+3)
+
nε
′
nε
+
nε(A+2)+ε
′
nδ
+
nµε(A+3)+ε
′
nδ
)21−d
+
(20s log log logn
log logn
)log log n
(8.30)
Choosing m = nε in the Erdo˝s-Turan inequality (Proposition 8.1), we obtain the bound
D
(PPe1,...,es(ki),(lv),(jw))≪ 1nε + logn
(20s log log logn
log logn
)log logn
(8.31)
for d > 1. If the degree d = 1, either c = 1 or C = 1 since C + c ≥ 1. By (8.23), we have
SD ≪ ||hzα||−1 where z = o(nεA+ε′ ). Then
nε
′ |SD|∣∣PPe1,...,es(ki),(lv),(jw)∣∣ ≪
nε
′
nδ
1
||hzα|| (8.32)
By [16, Lemma 2.3.3], for any integer m
m∑
h=1
1
hz||hzα|| ≤
mz∑
h=1
1
h||hα|| ≪ (mz)
µ−2+ε′ (8.33)
Then choosing m = nε in the Erdo˝s-Turan inequality as before completes the proof.

9. Eigenvalue process at rational angles
To obtain the limiting eigenvalue point process lim
n→∞
E
α
n,k at a rational angle α = s/t, we need
the following distributional convergence analogous to Lemma 6.2 for irrational α.
Lemma 9.1. Let α = s/t be a rational number in reduced form where t =
M∏
m=1
p
em(t)
m . Fix
positive integers r and l such that r ≥ k and l ≥ M . For 1 ≤ i1 < ... < ik ≤ r, define Z/tZ-
valued exchangeable random variables
V li1,...,ik =
∏M
m=1 p
Xmi1+...+Xmik
m
gk(X
i1,...,ik
l )
Ui1 ...Uik (9.1)
where U1, U2, ... are i.i.d. random variables distributed uniformly on the group of units (Z/tZ)
×.
Let U li1,...,ik = V
l
i1,...,ik
/t ∈ Q where we identify Z/tZ with [t] ⊂ Z.
Then we have the distributional convergence(
El(L
(n)
1 , ..., L
(n)
r ), L
(n)
1 /n, ..., L
(n)
r /n,
(
ψα
( L(n)i1 ...L(n)ik
gk(El(L
(n)
i1
, ..., L
(n)
ik
))
)))
d→
(
X
1,...,r
l , L1, ..., Lr, (U
l
i1,...,ik
)
)
Proof. Following the proof of Lemma 6.2, fix some matrix A ∈ Nl×r and corresponding factor-
ization class PA. The analog of computing the discrepancy D(PPA,α(ki),b ) in Lemma 5.2 is finding
the distribution of
(
ψα
( mi1 ...mik
gk(El(mi1 , ...,mik))
))
such that (m1, ...,mr) are chosen uniformly from
the set
{(m1, ...,mr) : (El(m1, ...,mr) = A) ∧
r∧
i=1
(mi ∈ Iki,b)} (9.2)
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It is sufficient to find the distribution of
(
mi1 ...mik
gk(El(mi1 , ...,mik))
)
mod t and then apply the
function ψα .
For 1 ≤ i ≤ r, let Ni =
l∏
m=1
p
Ami+1+em(t)
m and let si be an element of Pai ∩ [Ni]. Define the
sequences si(q) = si + qNi where q runs over the non-negative integers. Note that s
i(q) ∈ Pai
for all q. Thus, we can partition each factorization class Pai into congruence classes modulo
Ni. Also, for 1 ≤ i1 < ... < ik ≤ r, all elements in
{
si1(qi1)...s
ik(qik )
gk(ai1 , ..., aik)
: qij ∈ N
}
lie in the same
congruence class mod t. Thus, it is sufficient to restrict our attention to (m1, ...,mr) ∈ [N1] ×
...× [Nr] and compute the distribution of the multiset
V A :=
{(
mi1 ...mik
gk(ai1 , ..., aik)
)
∈ (Z/tZ)(rk) : mij ∈ Z/NijZ ∩Paij
}
(9.3)
Here, V A is well-defined since there is a natural projection map Z/NijZ→ Z/tZ. By the Chinese
remainder theorem,
Z/NiZ ∼=
l∏
m=1
Z/pAmi+1+em(t)m Z
Then a little modular arithmetic shows that the V A can be written as
V Ai1,...,ik =
∏M
m=1 p
Ami1+...+Amik
m
gk(ai1 , ..., aik)
Ui1 ...Uik (9.4)
where U1, ..., Ur are i.i.d. random variables distributed uniformly on (Z/tZ)
×. Here, we use the
fact that p
Alij
l are invertible in Z/tZ for l > M and hence can be absorbed into the random
variable Uij by translation invariance. The rest of the proof follows as for Lemma 6.2. 
Corollary 9.1. Recall the notation from Lemma 9.1 and as usual, allow the multi-dimensional
indices (i1, ..., ik) to run over the range 1 ≤ i1 < ... < ik ≤ r. Define Z/tZ-valued exchangeable
random variables
Vi1,...,ik =
∏M
m=1 p
Xmi1+...+Xmik
m
gk(X
i1,...,ik
∞ )
Ui1 ...Uik
where U1, U2, ... are i.i.d. random variables distributed uniformly on (Z/tZ)
×. Let Ui1,...,ik =
Vi1,...,ik/t ∈ Q where we identify Z/tZ with [t] ⊂ Z. Then we have the distributional convergence((
L
(n)
i1
...L
(n)
ik
lcm(L
(n)
i1
, ..., L
(n)
ik
)
)
, (L
(n)
i1
...L
(n)
ik
/nk), (ψα(lcm(L
(n)
i1
, ..., L
(n)
ik
)))
)
d→
(
(gk(X
i1,...,ik
∞ )), (Li1 ...Lik), (Ui1,...,ik)
)
Proof. This follows from the continuous mapping theorem and Lemma 6.1. 
Theorem 9.1. Let α = s/t be a rational number in reduced form where t =
M∏
m=1
p
em(t)
m . For
i1 < ... < ik, let Ui1,...,ik be as defined in Corollary 9.1. Define the process
E
t
∞,k = k!
∑
i1<...<ik
gk(X
i1,...,ik
∞ )
∑
q∈Z
δ
(q+Ui1,...,ik )gk(X
i1,...,ik
∞ )/(Li1 ...Lik)
Then Eαn,k → Et∞,k weakly in the sense that we have the weak convergence of R-valued random
variables
∫
fdEαn,k
d→
∫
fdEt∞,k for all continuous, compactly supported functions f .
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Proof. Let f have support contained in the interval (−T, T ) and define Jk(n) as in (6.10). Just
as in equation (4.1), we have the set equality
Jk ∩ [nk/(tT )] = tZ ∩ [nk/(tT )]. (9.5)
If j ∈ tZ ∩ [nk/(tT )], the interval (α − T/nk, α + T/nk) contains exactly one eigenangle corre-
sponding to the σk-cycle of length j (namely α).
Write Eαn,k = ξ
tT
n,k + η
tT
n,k where ξ
tT
n,k and η
tT
n,k are as defined in (6.3). Then∫
fdξtTn,k = k!
∑
1≤i1<...<ik≤tT
L
(n)
i1
...L
(n)
ik
lcm(L
(n)
i1
, ..., L
(n)
ik
)
∑
q∈Z
f(nk(q/ lcm(L
(n)
i1
, ..., L
(n)
ik
)− α)) (9.6)
If r > tT , then L
(n)
r < n/(tT ) and therefore lcm(L
(n)
r , L
(n)
i1
, ..., L
(n)
ik−1
) < nk/(tT ). Then if
f(0) ≥ 0,
f(0)
( ∑
1≤j≤nk/(tT )
t|j
C
(n)
j,k −
(⌈tT ⌉
k
))
≤
∫
fdηtTn,k ≤ f(0)
∑
1≤j≤nk/(tT )
t|j
C
(n)
j,k (9.7)
Let Et∞,k = ξ
tT
∞,k + η
tT
∞,k where ξ
tT
∞,k and η
tT
∞,k are defined as in (6.4) with E
t
∞,k in place of E
∗
∞,k
and with the new definition of the variables Ui1,...,ik . Then∫
fdξtT∞,k = k!
∑
1≤i1<...<ik≤tT
gk(X
i1,...,ik
∞ )
∑
q∈Z
f((Ui1,...,ik + q)gk(X
i1,...,ik
∞ )/(Li1 ...Lik)) (9.8)
and since Lr < 1/(tT ) for r > tT , we have∫
fdηtT∞,k = k!f(0)
∑
1≤i1<...<ik
ik>tT
gk(X
i1,...,ik
∞ )1(Ui1,...,ik = 1) (9.9)
If f(0) > 0, then
∫
fdEαn,k converges weakly to the R-valued random variable
∫
fdEt∞,k, which
is infinite almost surely by the Borel-Cantelli lemma.
Now we can assume f(0) = 0. By Corollary 9.1 and the continuous mapping theorem,∫
fdξtTn,k
d→
∫
fdξtT∞,k
which proves the theorem. 
Remark 9.1. At rational α = s/t, the corresponding eigenvalue point processes for the k-subset
and S(n−k,1
k) representations both converge weakly to 1k!E
t
∞,k by the reasoning in Remark 6.2.
10. Power series representation for gap probability
Corollary 1.1 gives a formula for the limiting eigenvalue gap probability P θk (y1, y2) for irra-
tional α with finite irrationality measure. In this section, we give a procedure to compute the
expectation explicitly when y2−y1 ≤ kk and θ = 1. To simplify the resulting combinatorics, it is
convenient to borrow some terminology from graph theory. The following definitions introduce
basic notions about hypergraphs.
Definition 10.1. A hypergraph is a generalization of a graph in which an edge can connect any
number of vertices. Formally, a hypergraphG is a pair G = (V,E) where V is a set of vertices and
E is a multiset of non-empty subsets of V . A subset of V of size j is called a j-edge. Since E is a
multiset, multi-edges or multiple edges on the same set of vertices in hypergraphs are allowed. A
hypergraph isomorphism between (V1, E1) and (V2, E2) is a bijection between vertex sets V1 and
V2 that respects the edge multisets E1 and E2. Given a vertex subset W = {v1, ..., v|W |} ⊆ V ,
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we define the induced subhypergraph GW = (W, {e ∩W : e ∈ E(G), e ∩W 6= ∅}). Given two
hypergraphs G1 = (V1, E1) and G2 = (V2, E2), the union is given by G1∪G2 = (V1∪V2, E1∪E2).
(Note that V1 ∪ V2 is a union of sets while E1 ∪ E2 is a union of multisets).
Definition 10.2. A labeled hypergraph is a hypergraph whose vertices have been assigned
distinct labels in N. We define (nonstandard terminology) a label isomorphism, φ : G1 → G2,
between labeled hypergraphs G1 and G2 to be a hypergraph isomorphism that respects ordering
of the vertices. In other words, if we have two vertices a, b ∈ V (G1) such that a < b, then
φ(a) < φ(b). This is denoted by G1 ∼=l G2.
Definition 10.3. The j-degree of a vertex of a hypergraph is the total number of j-edges
incident to the vertex. The unlabeled j-degree sequence is the non-decreasing sequence of its
vertex j-degrees. The labeled j-degree sequence is the list of vertex j-degrees by labelling.
Definition 10.4. Let Bmj be the set of labelled hypergraphs whose edge set consists of m
distinct j-edges and which do not have isolated vertices, i.e. every vertex lies in some edge e.
Let A mj ⊂ Bmj be the finite subset of labelled hypergraphs whose vertex label set is of the form
{1, 2, ..., r} for some r.
We can think of the random variables L1, L2, ... as vertices of a labeled hypergraph G and each
product
k∏
u=1
Liu as a k-edge containing the vertices Li1 , ..., Lik . Then each term in the product
expansion of (1.17) corresponds to a unique labelled hypergraph G ∈ Bmk for some m.
For G ∈ Bmk , let
ψ(G) = E
[ ∏
(i1,...,ik)∈E(G)
1
gk(X
i1,...,ik
∞ )
]
(10.1)
Note that if H ∈ Bmk is isomorphic to G, then ψ(H) = ψ(G) since ψ(H) only depends on the
isomorphism class of H (doesn’t care about the labelling of the vertices).
For a hypergraph H = (V,E) ∈ Bmk with labeled k-degree sequence (d1, ..., d|V |), define
LH := Ld11 L
d2
2 ...L
d|V |
|V | (10.2)
With this notation, it is easy to see the following:
Lemma 10.1. Let y2 − y1 ≤ kk. Write P θk (y1, y2) = f(y1 − y2) where f(x) =
∞∑
m=0
cmx
m. The
coefficient for the mth term of the power series representation is given by
cm =
∑
H∈Bmk
ψ(H)E[LH ] =
∑
G∈Amk
ψ(G)
∑
H∼=lG
E[LH ] (10.3)
Let us first compute
∑
H∼=lG
E[LH ] for each G ∈ A mk . We’ve essentially already seen how to
calculate this sum in Section 3. Let i1, ..., iv be the vertices of H with k-degrees d1, ..., dv. Set
d = d1 + ...+ dv. If θ = 1, then from the moments formula (3.15) we have
E[Ld1i1 L
d2
i2
...Ldviv ] =
1
d!
∫ ∞
0
∫ ∞
xv
...
∫ ∞
x2
E(x1)
i1−1
(i1 − 1)!
(E(x2)− E(x1))i2−i1−1
(i2 − i1 − 1)! ...
...
(E(xv)− E(xv−1))iv−iv−1−1
(iv − iv−1 − 1)! x
d1−1
1 e
−x1 ...xdv−1v e
−xve−E1(xv)dx1dx2...dxv
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By (3.16), ∑
H∼=lG
E[LH ] =
∑
i1<...<iv
E[Ld1i1 L
d2
i2
...Ldviv ]
=
1
d!
∫ ∞
0
∫ ∞
xv
...
∫ ∞
x2
xd1−11 e
−x1 ...xdv−1v e
−xvdx1...dxv
(10.4)
This is an elementary integral and evaluates to a rational number for any choice of d1, ..., dv.
One can compute the integrals successively by making use of the identity
Γ(s, x) = (s− 1)!e−x
s−1∑
j=0
xj
j!
(10.5)
for positive integers s where Γ(s, x) =
∫∞
x
ts−1e−tdt is the incomplete Gamma function.
We now give a procedure to compute ψ(G) for each G ∈ A mk . First, for an arbitrary hyper-
graph G with vertex set V = {v1, ..., v|V |}, define
SpG =
∑
ev1 ,...,ev|V |∈N
|V |∏
i=1
1
pevi
∏
(vi1 ,...,vij )∈E(G)
p
max(evi1
,...,evij
)
p
evi1
+...+evij
(10.6)
Then for G ∈ A mk , summing over A ∈ Nl×|V |, we have
ψ(G) =E
[ ∏
(i1,...,ik)∈E(G)
1
gk(X
i1,...,ik
∞ )
]
= lim
l→∞
∑
A
( l∏
m=1
(
1− 1
pm
)|V | |V |∏
i=1
1
pAmim
) ∏
(i1,...,ik)∈E(G)
1
gk(ai1 , ..., aik )
=
∏
p
(
1− 1
p
)|V | ∑
e1,...,e|V |∈N
|V |∏
i=1
1
pei
∏
(i1,...,ik)∈E(G)
pmax(ei1 ,...,eik )
pei1+...+eik
=
∏
p
(
1− 1
p
)|V |
SpG (10.7)
For any hypergraph G, we have the following recursive formula for computing SpG:
Lemma 10.2. Let G = (V,E) be a hypergraph and U ⊂ V be a vertex subset. Then
SpG =
(
1− 1
p|V |+
∑
(j−1)|EVj |
)−1 ∑
U(V
1
p|U |+
∑
(j−1)|EUj |
Sp
GU
(10.8)
where EUj is the j-edge set of the subhypergraph G
U induced by the vertex subset U ⊂ V (counting
multiedges). The base case is S∅ = 1.
Proof. Partition the domain of summation (ev1 , ..., ev|V |) ∈ N|V | of SpG into blocks Bc such that
min(ev1 , ..., ev|V |) = c. In each block Bc, we “factor out” p
c from each vertex, meaning we take
out a total factor of
1
p|V |c
∏
(vi1 ,...,vij )∈E(G)
pc
pjc
(10.9)
from ∑
(ev1 ,...,ev|V | )∈Bc
|V |∏
i=1
1
pevi
∏
(vi1 ,...,vij )∈E(G)
p
max(evi1
,...,evij
)
p
evi1
+...+evij
(10.10)
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Summing over all c ∈ N yields the
(
1− 1
p|V |+
∑
(j−1)|EVj |
)−1
term. After this factoring, at least
one vertex will be left with an exponent evi = 0. Thus, we are reduced to summing over all
subhypergraphs GU with U = (u1, ..., u|U|) ( V and exponents (eu1 , ..., eu|U|) such that eui > 0.
In each subhypergraph GU , we have room to factor out at least one factor of p from each vertex.
Putting this all together yields the formula. 
With Lemma 10.2, we now have a procedure to compute ψ(G) =
∏
p
(
1 − 1p
)|V |
SpG for all
G ∈ A mk .
The following examples tabulate SpG for a few small hypergraphs G. For ease of notation, we
leave off the superscript p and set q = 1/p. Note that if the hypergraph G is not connected, then
this recursive formula should be applied on each component since if G = G1 ∪G2 where G1 and
G2 are disjoint, then SG = SG1SG2 and ψ(G) = ψ(G1)ψ(G2).
Example 10.1 (Complete (nonhyper) graphs).
SKn =
(
1− 1
pn+(
n
2)
)−1 ∑
W(V
1
p|W |+|EW |
SGW =
(
1− 1
pn+(
n
2)
)−1(
1 +
n−1∑
i=1
(
n
i
)
p−
i(i+1)
2 SKi
)
SK1 =
1
1− q
SK2 =
1 + q
(1− q)(1 − q3)
SK3 =
1 + 2q + 2q3 + q4
(1− q)(1 − q3)(1 − q6)
SK4 =
1 + 3q + 5q3 + 3q4 + 3q6 + 5q7 + 3q9 + q10
(1 − q)(1− q3)(1− q6)(1 − q10)
Example 10.2 (Hypergraphs Gk ∈ B1k ).
SGk =
(
1− 1
p2k−1
)−1(
1 +
k−1∑
i=1
(
k
i
)
1
p2i−1
SGi
)
SG1 =
1
1− q
SG2 =
1 + q
(1− q)(1− q3)
SG3 =
1 + 2q + 2q3 + q4
(1− q)(1− q3)(1− q5)
SG4 =
1 + 3q + 5q3 + 3q4 + 3q5 + 5q6 + 3q8 + q9
(1− q)(1 − q3)(1 − q5)(1− q7)
Example 10.3 (H1 ∪ H2 where H1 ∈ B1h1 and H2 ∈ B1h2). Any such hypergraph G = H1 ∪
H2 is characterized by three numbers: h1, h2, and h3 := |V (H1) ∩ V (H2)|. We denote the
corresponding sum SG by Sh1,h2,h3 . Note that if the vertex sets V (H1) and V (H2) are disjoint,
Sh1,h2,0 = SH1SH2 .
S1,1,0 = (SG1)
2 =
1
(1 − q)2
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S2,1,0 = (SG2)(SG1) =
1 + q
(1− q)2(1− q3)
S2,1,1 = SG2 =
1 + q
(1− q)(1 − q3)
S2,2,0 = (SG2)
2 =
(1 + q)2
(1 − q)2(1 − q3)2
S2,2,1 =
1
1− q5 (1 + 3qSG1 + 2q
3SG2 + q
2(SG1)
2)
=
1
1− q5
(
1 + 3
q
1− q + 2q
3 1 + q
(1− q)(1 − q3) +
q2
(1− q)2
)
S2,2,2 =
1
1− q4 (1 + 2qSG1) =
1− q2
(1− q)2(1− q4)
This process can be continued as far as desired.
Out of curiosity, we record the first few terms of the power series P 12 (y1, y2) when k = 2.
Corollary 10.1. For y2 − y1 ≤ 22 = 4, we have
P 12 (y1, y2) ≈ 1− 0.18269(y2 − y1) + 0.01448(y2 − y1)2 +O((y2 − y1)3) (10.11)
Proof. Applying Lemma 10.1, we first compute ψ(G) for G ∈ A 12 and G ∈ A 22 . For the linear
term of the power series, there is only one graph G2 ∈ A 12 and
ψ(G2) =
∏
p
(1− q)2 1 + q
(1− q)(1 − q)3 =
∏
p
1− q2
1− q3 =
ζ(3)
ζ(2)
For the quadratic term, there are 2 nonisomorphic graphs H1 and H2 (ignoring labelling) in
A 22 . These give
ψ(H1) =
∏
p
(1− q)3S2,2,1 =
∏
p
(1− q)3 1
1− q5
(
1 + 3
q
1− q + 2q
3 1 + q
(1− q)(1 − q3) +
q2
(1− q)2
)
=
∏
p
(1− q)2(1 + 2q + q2 + 2q3 + q4)
(1− q3)(1− q5) ≈ 0.561356
ψ(H2) = (ψ(G2))
2 =
(
ζ(3)
ζ(2)
)2
≈ 0.534015
Now let us compute
∑
H∼=lG
E[LH ] for G in A 12 or A
2
2 using (10.4).
For the linear term, ∑
H∼=lG2
E[LH ] =
∑
i1<i2
E[Li1Li2 ] =
(
1
2!
)2
For the quadratic term, ∑
i1<i2<i3
E[L2i1Li2Li3 ] =
11
864∑
i1<i2<i3
E[Li1L
2
i2Li3 ] =
5
864
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∑
i1<i2<i3
E[Li1Li2L
2
i3 ] =
1
432
∑
i1<i2<i3<i4
E[Li1Li2Li3Li4 ] =
(
1
4!
)2
Putting this together, the coefficient in front of the (y1 − y2) term is ζ(3)
4ζ(2)
≈ 0.18269.
The coefficient in front of the (y1 − y2)2 term is∑
G∈A 22
ψ(G)
∑
H∼=lG
E[LH ] = ψ(H1)
(
11
864
+
5
864
+
1
432
)
+ 3ψ(H2)
(
1
4!
)2
≈ 0.561356
(
11
864
+
5
864
+
1
432
)
+ 3 · 0.534015 1
576
≈ 0.01448

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