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ABSTRACT
A source separation method using a full-rank spatial covariance
model has been proposed by Duong et al. [“Under-determined
Reverberant Audio Source Separation Using a Full-rank Spatial Co-
variance Model,” IEEE Trans. ASLP, vol. 18, no. 7, pp. 1830–1840,
Sep. 2010], which is referred to as full-rank spatial covariance
analysis (FCA) in this paper. Here we propose a fast algorithm for
estimating the model parameters of the FCA, which is named Fast-
FCA, and applicable to the two-source case. Though quite effective
in source separation, the conventional FCA has a major drawback of
expensive computation. Indeed, the conventional algorithm for esti-
mating the model parameters of the FCA requires frame-wise matrix
inversion and matrix multiplication. Therefore, the conventional
FCA may be infeasible in applications with restricted computational
resources. In contrast, the proposed FastFCA bypasses matrix inver-
sion and matrix multiplication owing to joint diagonalization based
on the generalized eigenvalue problem. Furthermore, the FastFCA
is strictly equivalent to the conventional algorithm. An experiment
has shown that the FastFCA was over 250 times faster than the
conventional algorithm with virtually the same source separation
performance.
Index Terms— Microphone arrays, source separation, joint di-
agonalization, generalized eigenvalue problem.
1. INTRODUCTION
Many audio source separation methods take a probabilistic approach,
in which a probabilistic model of observed mixtures is designed and
some model parameters pertinent to the sources are estimated. In
such an approach, source separation performance is largely dictated
by precision of the probabilistic model. In many conventional mod-
els, such as that in the well-known independent component analy-
sis (ICA) [1–4], the acoustic transfer characteristics of each source
signal are modeled by a time-invariant steering vector. In contrast,
Duong et al. [5] have proposed modeling the acoustic transfer char-
acteristics of each source signal by a full-rank matrix called a spatial
covariance matrix. The latter model can properly take account of re-
verberation, fluctuation of source locations, deviation from the ideal
point-source model, etc., whereby realizing effective source separa-
tion in the real world. We call this method full-rank spatial covari-
ance analysis (FCA).
A major limitation of the conventional FCA is expensive compu-
tation. Indeed, the conventional algorithm for estimating the model
parameters of the FCA computes matrix inverses and matrix prod-
ucts frame-wise. Therefore, the conventional FCA may be infeasible
in applications with restricted computational resources. Such appli-
cations may include hearing aids, distributed microphone arrays, and
online speech enhancement.
To overcome this limitation, here we propose a fast algorithm
for estimating the model parameters of the FCA, which is named
FastFCA, and applicable to the two-source case. The FastFCA does
not require frame-wise computation of matrix inverses and matrix
products, and is therefore much faster than the conventional algo-
rithm. These frame-wise matrix operations are eliminated based on
joint diagonalization of the spatial covariance matrices of the source
signals. This is because the joint diagonalization reduces these ma-
trix operations to mere scalar operations of diagonal entries. The
joint diagonalization is realized by solving a generalized eigenvalue
problem of the spatial covariance matrices of the two source signals.
In the two-source case, the exact joint diagonalization is possible,
and consequently the FastFCA is equivalent to the conventional al-
gorithm, whereby causing no degradation in source separation per-
formance compared to the FCA. Currently, the number of sources is
limited to two in the FastFCA, and the extension to more than two
sources is regarded as future work.
We follow the following conventions throughout the rest of this
paper. Signals are represented in the short-time Fourier transform
(STFT) domain with the time and the frequency indices being n and
f respectively. N denotes the number of frames, F the number of
frequency bins up to the Nyquist frequency, N (m,R) the complex
Gaussian distribution with meanm and covariance matrixR, E ex-
pectation, δkl the Kronecker delta, 0 the column zero vector of an
appropriate dimension, I the identity matrix of an appropriate order,
diag(α1, α2, . . . , αD) the diagonal matrix of orderD with αk being
its (k, k) entry (k = 1, 2, . . . , D), (·)T transposition, (·)H Hermitian
transposition, tr(·) the trace, and det(·) the determinant.
2. FULL-RANK SPATIAL COVARIANCE MATRIX
ANALYSIS (FCA)
This section briefly describes the FCA [5].
Let y(n, f) ∈ CI be the mixtures observed by I micro-
phones with the ith entry corresponding to the ith microphone. Let
xj(n, f) ∈ C
I be the jth source image, where j ∈ {1, 2, . . . , J}
denotes the source index and J the number of sources. In this
paper, we focus on the two-source case (J = 2). The ob-
served mixtures are modeled as the sum of the source images as
y(n, f) = x1(n, f) + x2(n, f). We deal with the problem of
estimating x1(n, f) and x2(n, f) from y(n, f).
In the FCA, the source signal xj(n, f) is probabilistically
modeled as xj(n, f) ∼ N (0,Rj(n, f)), where Rj(n, f) de-
notes the covariance matrix of xj(n, f). In the FCA, Rj(n, f) is
parametrized as
Rj(n, f) = vj(n, f)Sj(f). (1)
Here, Sj(f) is a time-invariant Hermitian positive-definite (and thus
full-rank) matrix called a spatial covariance matrix, which models
the acoustic transfer characteristics of the jth source signal. vj(n, f)
is a time-variant positive scalar, which models the power spectrum
of the jth source signal.
The model parameters of the FCA, namely vj(n, f) and Sj(f),
are estimated based on the maximization of the following likelihood:
N∏
n=1
F∏
f=1
p(y(n, f)) =
N∏
n=1
F∏
f=1
(
1
piI det(R1(n, f) +R2(n, f))
× exp(−y(n, f)H(R1(n, f) +R2(n, f))
−1
y(n, f))
)
. (2)
The likelihood (2) can bemonotonically increased by an expectation-
maximization (EM) algorithm [6]. The expectation step (E step)
updates the conditional expectations
µj(n, f) , E(xj(n, f) | y(n, f)), (3)
Φj(n, f) , E(xj(n, f)xj(n, f)
H | y(n, f)), (4)
using the current parameter estimates v
(l)
j (n, f) and S
(l)
j (f) by
µ
(l+1)
j (n, f) = v
(l)
j (n, f)S
(l)
j (f)
×
(
2∑
k=1
v
(l)
k (n, f)S
(l)
k (f)
)
−1
y(n, f), (5)
Φ
(l+1)
j (n, f) = µ
(l+1)
j (n, f)µ
(l+1)
j (n, f)
H + v
(l)
1 (n, f)S
(l)
1 (f)
×
(
2∑
k=1
v
(l)
k (n, f)S
(l)
k (f)
)
−1
(v
(l)
2 (n, f)S
(l)
2 (f)).
(6)
Here, the superscript (·)(l) indicates that this variable is computed in
the lth iteration, and , means definition. The maximization step (M
step) updates the parameter estimates usingΦ
(l+1)
j (n, f) by
v
(l+1)
j (n, f) =
1
I
tr(S
(l)
j (f)
−1
Φ
(l+1)
j (n, f)), (7)
S
(l+1)
j (f) =
1
N
N∑
n=1
1
v
(l+1)
j (n, f)
Φ
(l+1)
j (n, f). (8)
Once the model parameters have been estimated, the source im-
ages can be estimated in various ways. For example, the minimum
mean square error (MMSE) estimator of xj(n, f) is given by (5).
A major drawback of the conventional FCA is expensive com-
putation. Indeed, the above EM algorithm computes matrix inverses
and matrix products frame-wise in (5) and (6).
3. FASTFCA
This section describes the proposed FastFCA based on joint diago-
nalization of the spatial covariance matrices S1(f) and S2(f). The
joint diagonalization eliminates the frame-wise computation of ma-
trix inverses and matrix products, because they reduce to mere scalar
operations of diagonal entries for diagonal matrices. The joint diago-
nalization is realized based on the generalized eigenvalue problem of
the matrix pair
(
S1(f),S2(f)
)
. See Appendix A for mathematical
foundations of the generalized eigenvalue problem.
Let λ
(l)
1 (f), λ
(l)
2 (f), . . . , λ
(l)
I (f) be the generalized eigenvalues
of
(
S
(l)
1 (f),S
(l)
2 (f)
)
, and p
(l)
1 (f),p
(l)
2 (f), . . . ,p
(l)
I (f) be general-
ized eigenvectors of
(
S
(l)
1 (f),S
(l)
2 (f)
)
that satisfy
{
S
(l)
1 (f)p
(l)
i (f) = λ
(l)
i (f)S
(l)
2 (f)p
(l)
i (f),
p
(l)
i (f)
HS
(l)
2 (f)p
(l)
k (f) = δik.
(9)
See Appendix A for the existence of such λ
(l)
1 (f), λ
(l)
2 (f), . . . , λ
(l)
I (f)
and p
(l)
1 (f),p
(l)
2 (f), . . . ,p
(l)
I (f). (9) can be rewritten in the fol-
lowing matrix forms:
{
S
(l)
1 (f)P
(l)(f) = S
(l)
2 (f)P
(l)(f)Λ(l)(f),
P(l)(f)HS
(l)
2 (f)P
(l)(f) = I,
(10)
where P(l)(f) and Λ(l)(f) are defined by
P
(l)(f) ,
(
p
(l)
1 (f) p
(l)
2 (f) · · · p
(l)
I (f)
)
, (11)
Λ
(l)(f) , diag
(
λ
(l)
1 (f), λ
(l)
2 (f), · · · , λ
(l)
I (f)
)
. (12)
From (10), we have
P
(l)(f)HS
(l)
1 (f)P
(l)(f) = Λ(l)(f). (13)
We see that joint diagonalization of S
(l)
1 (f) and S
(l)
2 (f) is realized
by the transformation P(l)(f)H(·)P(l)(f), where P(l)(f) is ob-
tained based on the generalized eigenvalue problem of
(
S
(l)
1 (f),S
(l)
2 (f)
)
.
Now define the following variables that have been basis-
transformed by P(l)(f):
y˜
(l)(n, f) , P(l)(f)Hy(n, f), (14)
µ˜
(l+1)
j (n, f) , P
(l)(f)Hµ
(l+1)
j (n, f), (15)
Φ˜
(l+1)
j (n, f) , P
(l)(f)HΦ
(l+1)
j (n, f)P
(l)(f), (16)
T˜
(l)
j (f) , P
(l)(f)HS
(l)
j (f)P
(l)(f), (17)
=
{
Λ(l)(f), j = 1,
I, j = 2,
(18)
S˜
(l+1)
j (f) , P
(l)(f)HS
(l+1)
j (f)P
(l)(f). (19)
Here, the tilde indicates the basis transformation. Please be careful
about the difference between (·)(l) and (·)(l+1).
The update rules (5)–(8) are rewritten in terms of these new vari-
ables as in the following, where the indices n and f are omitted for
brevity.
µ˜
(l+1)
j
= v
(l)
j (P
(l))HS
(l)
j
(
2∑
k=1
v
(l)
k S
(l)
k
)
−1
y (∵ (5), (15)) (20)
= v
(l)
j (P
(l))HS
(l)
j P
(l)(P(l))−1︸ ︷︷ ︸
I
(
2∑
k=1
v
(l)
k S
(l)
k
)
−1
× ((P(l))H)−1(P(l))H︸ ︷︷ ︸
I
y (21)
= v
(l)
j T˜
(l)
j
(
2∑
k=1
v
(l)
k T˜
(l)
k
)
−1
y˜
(l) (∵ (14), (17)) (22)
=
{
v
(l)
1 Λ
(l)(v
(l)
1 Λ
(l) + v
(l)
2 I)
−1y˜(l), j = 1
v
(l)
2 (v
(l)
1 Λ
(l) + v
(l)
2 I)
−1y˜(l), j = 2
(∵ (17), (18)).
(23)
Φ˜
(l+1)
j
= (P(l))Hµ
(l+1)
j (µ
(l+1)
j )
H
P
(l) + v
(l)
1 (P
(l))HS
(l)
1
×
(
2∑
k=1
v
(l)
k S
(l)
k
)
−1
(v
(l)
2 S
(l)
2 )P
(l) (∵ (6), (16)) (24)
= (P(l))Hµ
(l+1)
j (µ
(l+1)
j )
H
P
(l) + v
(l)
1 (P
(l))HS
(l)
1 P
(l)(P(l))−1︸ ︷︷ ︸
I
×
(
2∑
k=1
v
(l)
k S
(l)
k
)
−1
((P(l))H)−1(P(l))H︸ ︷︷ ︸
I
(v
(l)
2 S
(l)
2 )P
(l)
(25)
= µ˜
(l+1)
j (µ˜
(l+1)
j )
H + v
(l)
1 v
(l)
2 Λ
(l)(v
(l)
1 Λ
(l) + v
(l)
2 I)
−1
(26)
(∵ (15), (18)).
v
(l+1)
j
=
1
I
tr
(
(S
(l)
j )
−1 ((P(l))H)−1(P(l))H︸ ︷︷ ︸
I
Φ
(l+1)
j P
(l)(P(l))−1︸ ︷︷ ︸
I
)
(∵ (7)) (27)
=
1
I
tr((T˜
(l)
j )
−1
Φ˜
(l+1)
j ) (∵ (16), (17)) (28)
=


1
I
tr((Λ(l))−1Φ˜
(l+1)
1 ), j = 1
1
I
tr(Φ˜
(l+1)
2 ), j = 2
(∵ (17), (18)). (29)
S˜
(l+1)
j =
1
N
N∑
n=1
1
v
(l+1)
j
Φ˜
(l+1)
j (∵ (8), (16), (19)). (30)
The generalized eigenvectors P(l+1)(f) and the generalized
eigenvalues Λ(l+1)(f) of (S
(l+1)
1 (f),S
(l+1)
2 (f)) have also to be
computed to be used in the next iteration. Note that P(l+1)(f)
is needed to compute y˜(l+1)(n, f). One way of doing this is to
transform S˜
(l+1)
j (f) back to S
(l+1)
j (f) by
S
(l+1)
j (f) = (P
(l)(f)H)−1S˜
(l+1)
j (f)P
(l)(f)−1 (∵ (19)), (31)
and to solve the generalized eigenvalue problem of (S
(l+1)
1 (f),S
(l+1)
2 (f)).
It is possible to compute P(l+1)(f) and Λ(l+1)(f) more effi-
ciently without transforming S˜
(l+1)
j (f) back to S
(l+1)
j (f). Indeed,
P(l+1)(f) and Λ(l+1)(f) can be computed as follows:
P
(l+1)(f) = P(l)(f)Q(l+1)(f), (32)
Λ
(l+1)(f) = Σ(l+1)(f), (33)
where Q(l+1)(f) and Σ(l+1)(f) are the generalized eigenvectors
and the generalized eigenvalues of (S˜
(l+1)
1 (f), S˜
(l+1)
2 (f)):
Q
(l+1)(f) ,
(
q
(l+1)
1 (f) q
(l+1)
2 (f) · · · q
(l+1)
I (f)
)
, (34)
Σ
(l+1)(f) , diag
(
σ
(l+1)
1 (f), σ
(l+1)
2 (f), · · · , σ
(l+1)
I (f)
)
. (35)
Here, σ
(l+1)
1 (f), σ
(l+1)
2 (f), . . . , σ
(l+1)
I (f) denote the generalized
eigenvalues of
(
S˜
(l+1)
1 (f), S˜
(l+1)
2 (f)
)
, and q
(l+1)
1 (f),q
(l+1)
2 (f), . . . ,
q
(l+1)
I (f) denote generalized eigenvectors of
(
S˜
(l+1)
1 (f), S˜
(l+1)
2 (f)
)
that satisfy{
S˜
(l+1)
1 (f)q
(l+1)
i (f) = σ
(l+1)
i (f)S˜
(l+1)
2 (f)q
(l+1)
i (f),
q
(l+1)
i (f)
HS˜
(l+1)
2 (f)q
(l+1)
k (f) = δik.
(36)
Note that (36) can also be rewritten in matrix form as follows:{
S˜
(l+1)
1 (f)Q
(l+1)(f) = S˜
(l+1)
2 (f)Q
(l+1)(f)Σ(l+1)(f),
Q(l+1)(f)HS˜
(l+1)
2 (f)Q
(l+1)(f) = I.
(37)
To show (32) and (33), it is sufficient to show

S
(l+1)
1 (f)(P
(l)(f)Q(l+1)(f))
= S
(l+1)
2 (f)(P
(l)(f)Q(l+1)(f))Σ(l+1)(f),
(P(l)(f)Q(l+1)(f))HS
(l+1)
2 (f)(P
(l)(f)Q(l+1)(f)) = I.
(38)
This can be shown as follows:
S
(l+1)
1 (f)P
(l)(f)Q(l+1)(f)
= (P(l)(f)H)−1P(l)(f)H︸ ︷︷ ︸
I
S
(l+1)
1 (f)P
(l)(f)Q(l+1)(f) (39)
= (P(l)(f)H)−1S˜
(l+1)
1 (f)Q
(l+1)(f) (∵ (19)) (40)
= (P(l)(f)H)−1S˜
(l+1)
2 (f)Q
(l+1)(f)Σ(l+1)(f) (∵ (37)) (41)
= S
(l+1)
2 (f)P
(l)(f)Q(l+1)(f)Σ(l+1)(f) (∵ (19)), (42)
(P(l)(f)Q(l+1)(f))HS
(l+1)
2 (f)(P
(l)(f)Q(l+1)(f))
= Q(l+1)(f)HS˜
(l+1)
2 (f)Q
(l+1)(f) (∵ (19)) (43)
= I (∵ (37)). (44)
As seen in (23) and (26), the proposed FastFCA does not require
frame-wise matrix inversion or matrix multiplication, owing to the
joint diagonalization. The additional generalized eigenvalue prob-
lem and matrix multiplication in (32) are only required once in each
frequency bin per iteration instead of at all time-frequency points,
and the FastFCA leads to significantly reduced computation overall.
The algorithm is summarized as follows with L being the num-
ber of iterations:
Algorithm 1. FastFCA.
1: Set initial values v
(0)
j (n, f), P
(0)(f), and Λ(0)(f).
Fig. 1. Experimental setting.
Table 1. Experimental conditions.
sampling frequency 16 kHz
frame length 1024 (64ms)
frame shift 512 (32ms)
window square root of Hann
number of EM iterations 10
2: for l = 0 to L− 1 do
3: Compute y˜(l)(n, f) by (14).
4: Compute µ˜
(l+1)
j (n, f) by (23).
5: Compute Φ˜
(l+1)
j (n, f) by (26).
6: Compute v
(l+1)
j (n, f) by (29).
7: Compute S˜
(l+1)
j (f) by (30).
8: Compute Q(l+1)(f) and Λ(l+1)(f) by solving the general-
ized eigenvalue problem of
(
S˜
(l+1)
1 (f), S˜
(l+1)
2 (f)
)
.
9: Compute P(l+1)(f) by (32).
10: end for
11: Compute µ
(L)
j (n, f) = (P
(L−1)(f)H)−1µ˜
(L)
j (n, f), and out-
put it as the estimate of the source image xj(n, f).
4. SOURCE SEPARATION EXPERIMENT
We conducted a source separation experiment to compare the pro-
posed FastFCA with the conventional FCA [5] (see Section 2). Both
algorithms were implemented in MATLAB (R2013a) running on an
Intel i7-2600 3.4-GHz octal-core CPU. Observed mixtures were gen-
erated by convolving 8 s-long English speech signals with room im-
pulse responses measured in a room shown in Fig. 1. The reverber-
ation time RT60 was 130, 200, 250, 300, 370, or 440ms. Ten trials
with different speaker combinations were conducted for each rever-
beration time. The initial values were computed based on estimat-
ing the spatial covariance matrices using the time-frequency masks
by Sawada’s method [7]. The source images were estimated in the
MMSE sense in both algorithms. Other conditions are shown in Ta-
ble 1.
Figure 2 shows the real time factor (RTF) of the EM algorithm
for both methods with averaging over all trials and all reverberation
times. Figure 3 shows the signal-to-distortion ratio (SDR) [8] aver-
aged over the two sources and all trials. The input SDR was 0 dB.
The FastFCA was over 250 times faster than the FCA with virtually
the same SDR.
Fig. 2. Real time factor (RTF).
Fig. 3. Signal-to-distortion ratio (SDR).
5. CONCLUSIONS
In this paper, we proposed the FastFCA, a fast algorithm for esti-
mating the FCA parameters in the two-source case with virtually
the same SDR as the conventional algorithm [5]. The future work
includes application to denoising tasks, such as CHiME-3 [9] and
extension to more than two source signals.
A. MATHEMATICAL FOUNDATIONS OF THE
GENERALIZED EIGENVALUE PROBLEM
This appendix summarizes mathematical foundations of the gener-
alized eigenvalue problem. Throughout this appendix, D denotes a
positive integer, Φ and Ψ complex square matrices of order D, and
λ a complex number.
λ is said to be a generalized eigenvalue of the pair (Φ,Ψ), when
there exists p ∈ CD − {0} such that Φp = λΨp. When λ is
a generalized eigenvalue of (Φ,Ψ) and p ∈ CD − {0} satisfies
Φp = λΨp, p is said to be a generalized eigenvector of (Φ,Ψ)
corresponding to λ.
The polynomial of λ, det(Φ − λΨ), is called the characteris-
tic polynomial of (Φ,Ψ). It can be shown that λ is a generalized
eigenvalue of (Φ,Ψ) if and only if λ is a root of the characteristic
polynomial det(Φ−λΨ). Indeed, there exists p ∈ CD−{0} such
that (Φ − λΨ)p = 0 if and only if the columns of Φ − λΨ are
linearly dependent, i.e., det(Φ− λΨ) = 0.
IfΨ is nonsingular, the fundamental theorem of algebra implies
that the characteristic polynomial det(Φ−λΨ) = detΨ det(Ψ−1Φ−
λI) has exactlyD roots. In this sense, (Φ,Ψ) has exactly D gener-
alized eigenvalues.
Theorem 1. Suppose Φ is Hermitian, Ψ Hermitian positive def-
inite, and λ1, λ2, . . . , λD the generalized eigenvalues of (Φ,Ψ).
There exist p1,p2, . . . ,pD ∈ C
D such that each pk is a generalized
eigenvector of (Φ,Ψ) corresponding to λk and p
H
kΨpl = δkl.
Proof. Since Ψ is Hermitian positive definite, there exists a uni-
tary matrix U and a diagonal matrix Σ with all diagonal en-
tries being positive such that Ψ = UΣUH. Define a Hermitian
matrix Φ˜ by Φ˜ = Σ−
1
2UHΦUΣ−
1
2 . Since det(Φ˜ − µI) =
det(Σ−
1
2UH(Φ−µUΣUH)UΣ−
1
2 ) = det(Ψ−1) det(Φ−µΨ),
λ1, λ2, . . . , λD are the eigenvalues of Φ˜. Let q1,q2, . . . ,qD ∈ C
D
be vectors such that each qk is an eigenvector of Φ˜ corresponding
to λk and q
H
kql = δkl. Define pk by pk = UΣ
−
1
2qk. It follows
that Φpk = ΦUΣ
−
1
2qk = (Σ
−
1
2UH)−1Σ−
1
2UHΦUΣ−
1
2qk =
UΣ
1
2 Φ˜qk = λkUΣ
1
2 qk = λkΨpk. Furthermore, p
H
kΨpl =
qHkql = δkl.
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