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We report a microscopic electronic mechanism for nanoscale skyrmion formation and topological
metalicity. The mechanism, which relies on combining the classic double-exchange (DE) physics with
the Rashba spin orbit coupling (SOC), not only provides an accurate understanding of existence
of skyrmions but also explains key features in small angle neutron scattering (SANS) and Lorentz
transmission electron microscopy (LTEM) data on thin films of a variety of magnetic metals. The
skyrmion states are characterized as disordered topological metals via explicit calculations of Bott
index and Hall conductivity. Local density of states (LDOS) display characteristic oscillations that
are shown to be arising from a combination of confinement effect and gauge-field induced Landau
level physics. The presence of oscillations in LDOS, without external magnetic flux, is a direct
consequence of the Rashba-Zener (RZ) mechanism. The results are based on hybrid simulations on
a model that explicitly retains itinerant electronic degrees of freedom. A simple physical picture is
provided via an effective short-range spin model with coupling constants that depend on electronic
kinetic energy. The mechanism reported here not only opens up a new approach to understand
skyrmion formation in metals, but also provides a guiding principle for discovering exotic topological
metal states.
INTRODUCTION
Magnetic skyrmions are being envisioned as building
blocks of next-generation data storage and processing de-
vices [1–6]. This possibility has led to a surge in research
activity geared towards identifying candidate materials
[7–19]. Such textures in metals are particularly impor-
tant since they can be manipulated by ultra-low electrical
currents [10, 11, 20, 21]. Appearance of sparse as well as
packed skyrmions has been reported in thin films of a
variety of chiral metallic magnets [12–15, 22–27]. How-
ever, the current understanding of skyrmion formation
in magnets is via spin Hamiltonians that either include
Dzyaloshinskii-Moriya (DM) interactions or geometrical
frustration [28–32]. This approach is inconsistent for
metals as the aforementioned spin Hamiltonians usually
originate from a Mott insulating state. Therefore, the im-
portance of electronic Hamiltonian based understanding
of skyrmion formation in metals has been recognized and
a mechanism based on RKKY interactions has recently
been put forward [33, 34].
Experimentally, skyrmions are typically stabilized in
thin film magnets upon application of external field per-
pendicular to the surface. Many experimental studies
show two peculiar features at magnetic field values lower
than those required for skyrmion formation – a diffuse
ring pattern in small angle neutron scattering (SANS)
experiments and filamentary domain walls in Lorentz
transmission electron microscopy (LTEM) experiments
[8–18, 26, 27]. These features seem to be clear precur-
sors for skyrmion formation, and the corresponding phase
may be viewed as the parent state of skyrmions. At
present, a microscopic explanation of these experimen-
tal features does not exist. Most DM interaction based
theories indicate that a spin spiral state with ordering
wave vector (Q,Q) is the parent of the skyrmion state.
Introduction of DE mechanism by Zener represents a
milestone in our understanding of ferromagnetic metals
[35–37]. The mechanism has played a key role in the de-
scription of magnetic and magneto-transport phenomena
across families of materials, such as, perovskite mangan-
ites, dilute magnetic semiconductors and Heusler metals
[38–41]. Surprisingly, the role of DE physics in skyrmion
formation has largely remained unexplored.
In this work, we show that the DE mechanism com-
bined with the Rashba SOC provides an accurate micro-
scopic understanding of existence of skyrmions in mag-
netic metals with large local moments. We explicitly
demonstrate, via the state-of-the-art hybrid Monte Carlo
(HMC) simulations, the appearance of skyrmions in the
Rashba DE (RDE) model. An effective spin Hamilto-
nian is studied via large scale Monte Carlo simulations
for a comprehensive understanding of the origin of these
spin textures. We find magnetic states hosting sparse
skyrmions (sSk) as well as packed skyrmions (pSk) of
Neel type, in addition to an ordered skyrmion crystal
phase. A filamentary domain wall (fDW) phase is iden-
tified as the parent of sSk, and a single-Q (SQ) spiral
state leads to pSk. These findings are consistent with
SANS and LTEM data on thin films of Co-Zn-Mn alloys,
FeGe and MnSi, and transition metal multilayers [10–
13, 18, 26, 27]. Furthermore, we find that the skyrmion
phases are natural realizations of topological metals as
characterized by explicit calculations of the Bott index
and the topological Hall conductivity. We identify fea-
tures in LDOS that are unique to the proposed mecha-
nism, hence providing clear testable predictions for the
presence of RZ mechanism in real systems.
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2RESULTS
Skyrmions in Rashba double-exchange model
Starting with the ferromagnetic Kondo lattice model
(FKLM) in the presence of Rashba SOC on a square lat-
tice and taking the double-exchange limit, we obtain the
RDE Hamiltonian [42],
HRDE =
∑
〈ij〉,γ
[gγijd
†
idj + H.c.]− hz
∑
i
Szi , (1)
where, di(d
†
i ) annihilates (creates) an electron at site i
with spin parallel to the localized spin. The second term
represents the Zeeman coupling of local moments to ex-
ternal magnetic field of strength hz. Site j = i + γ is
the nn of site i along spatial direction γ = x, y. The pro-
jected hopping gγij depend on the orientations of the local
moments Si and Sj . The tight-binding, t
γ
ij and Rashba,
λγij , contributions to g
γ
ij = t
γ
ij + λ
γ
ij are given by [42],
tγij = −t
[
cos(
θi
2
) cos(
θj
2
) + sin(
θi
2
) sin(
θj
2
)e−i(φi−φj)
]
,
λxij = λ
[
sin(
θi
2
) cos(
θj
2
)e−iφi − cos(θi
2
) sin(
θj
2
)eiφj
]
,
λyij = iλ
[
sin(
θi
2
) cos(
θj
2
)e−iφi + cos(
θi
2
) sin(
θj
2
)eiφj
]
, (2)
where θi (φi) is the polar (azimuthal) angle for localized
moment Si. The strengths of hopping t, and Rashba SOC
λ are parametrized by α as t = (1 − α)t0 and λ = αt0,
where t0 = 1 sets the reference energy scale.
We study the RDE Hamiltonian using the state-of-the-
art hybrid Monte Carlo (HMC) simulations (see ”Meth-
ods”). Since our main focus is to search for skyrmions in
HRDE , we present results at low temperatures with in-
creasing Zeeman field using zero field cooled (ZFC) proto-
col. Presence of skyrmions is inferred via local skyrmion
density [29],
χi =
1
8pi
[Si · (Si+x × Si+y) + Si · (Si−x × Si−y)], (3)
which is the discretized version of the continuum defini-
tion, S·(∂xS×∂yS)/4pi. Total skyrmion density is defined
as, χ =
∑
i χi. We also compute the spin structure factor
(SSF),
Sf (q) =
1
N2
∑
ij
Si · Sj e−iq·(ri−rj), (4)
and the relevant component of vector chirality η as,
η =
1
N
∑
i
(Si × Si+x) · yˆ − (Si × Si+y) · xˆ. (5)
Averaging of all quantities over MC steps is implicitly
assumed, unless stated otherwise.
FIG. 1. Skyrmions in the Rashba double-exchange
Hamiltonian. Magnetization Mz (triangles), total skyrmion
density χ (circles) and vector chirality η (squares) as a func-
tion of applied Zeeman field for, (a) α = 0.25, and (d)
α = 0.45. Snapshots of spin configurations, (b), (e), and
the local skyrmion density, (c), (f), at T = 0.01 for represen-
tative values of α and hz: (b)-(c) α = 0.25, hz = 0.03; (e)-(f)
α = 0.45, hz = 0.09. The color bar for spin configurations
represents the Sz value.
Results obtained via HMC simulations for two repre-
sentative values of α are shown in Fig. 1. Magnetiza-
tion, Mz =
1
N
∑
i S
z
i , increases upon increasing hz, as
expected. η starts out with a finite positive value at
hz = 0, decreases monotonically upon increasing hz, and
finally vanishes in the saturated ferromagnet (sFM) state.
The magnitude of χ initially increases with applied field,
and then decreases on approach to the sFM state (see
circles in Fig. 1(a), (d)). The qualitative behaviour ap-
pears to be similar between α = 0.25 and α = 0.45. The
negative sign of χ reveals that the polarity of skyrmions
is opposite to the orientation of the background magne-
tization.
The existence of skyrmion states in the electronic
model Eq. (1) is explicitly demonstrated via the spin
configurations as well as skyrmion density maps. We
find that small values of α lead to sparse skyrmions (see
Fig. 1(b)), and the packing (size) of skyrmions increases
(decreases) with increasing α (see Fig. 1(e)). The nega-
tive polarity is consistent with the fact that the central
spin in the skyrmion texture is oriented opposite to the
3magnetization direction (see Fig. 1(c), (f)). We also note
that the skyrmions obtained here are of Neel type with
negative effective magnetic monopole charge.
Having demonstrated via state of the art computa-
tions that the RDE Hamiltonian hosts sparse and packed
skyrmions, we now focus on understanding the origin of
these textures. While HMC is a very powerful method for
explicit simulations of electronic Hamiltonians, by itself
it does not provide a simple understanding of the results.
Therefore, we study an effective spin model derived from
the RDE Hamiltonian and identify distinct conditions for
the formation of sparse and packed skyrmions.
Sparse and packed skyrmions in the effective
microscopic spin Hamiltonian
Including the Zeeman coupling term in the recently
derived effective spin model for HRDE [42, 43], we obtain,
Heff = −
∑
〈ij〉,γ
Dγijf
γ
ij − hz
∑
i
Szi ,
√
2fγij =
[
t2(1 + Si · Sj) + 2tλγˆ′ · (Si × Sj)
+λ2(1− Si · Sj + 2(γˆ′ · Si)(γˆ′ · Sj))
]1/2
,
Dγij = 〈[eih
γ
ijd†idj + H.c.]〉gs. (6)
In the above, γˆ′ = zˆ × γˆ, fγij (hγij) is the modulus (ar-
gument) of complex number gγij and 〈Oˆ〉gs denotes ex-
pectation values of operator Oˆ in the ground state. It
has been shown that using a constant value of Dγij cap-
tures the essential physics of the Hamiltonian Eq. (6),
therefore we set Dγij ≡ D0 = 1 in our simulations [42].
A direct test for the validity of the effective spin model
is to check if Heff also supports skyrmion formation with
increasing Zeeman field. We simulate Heff using the stan-
dard classical MC scheme (see ”Methods”). We find that
the field-dependence of magnetization, η and χ for Heff
is similar to that obtained via HMC (compare Fig. 1
(a), (d) and Fig. 2). For small values of α, magnetiza-
tion increases linearly for small hz, followed by a slower
than linear rise. This change to non-linear behaviour
is accompanied by a sharp increase in the magnitude of
χ (see Fig. 2(a), (b)). A simple understanding is that
the emergence of skyrmions arrests the ease with which
spins align along the direction of external magnetic field.
A finite value of η in the absence of magnetic field orig-
inates from the DM-like terms present in our effective
Hamiltonian. Variation of η is anticorrelated with that
of magnetization and the former shows a sharp decrease
accompanying the increase in magnitude of χ (see Fig.
2(a), (b)). Finally, for still larger values of applied field,
system approaches sFM state, with both χ and η van-
ishing. For α = 0.5, the change in χ near hz = 0.25 is
sharper, and is accompanied by a weak discontinuity in
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FIG. 2. Bulk characterization via effective spin Hamil-
tonian. (a) - (d) Magnetization (triangles), total skyrmion
density (circles) and vector chirality (squares) as a function
of applied Zeeman field for different values of α. Left y-axis
scale is for χ.
both magnetization and η (see Fig. 2(c)). This qual-
itatively different behaviour is an indicator of the pSk
state, as will be illustrated below with the help of real
space spin configurations. For α = 0.6, χ is finite even
at hz = 0. This is consistent with our results reported
for Rashba FKLM [42]. Interestingly, the magnitude of χ
reduces with increasing hz, and then again increases be-
fore finally vanishing on approach to the sFM state (see
Fig. 2(d)). The re-entrant behaviour of χ suggests that
the SkX state reported here cannot simply be viewed as
an ordered arrangement of pre-formed skyrmions.
We show in Fig. 3 the evolution of magnetic textures
with change in α and hz within Heff . We find fDW states
in the absence of external field for small α (see Fig. 3(a))
[42]. We observe that the junctions of these domains turn
out to be natural nucleation centers for skyrmions when
magnetic field is applied (see Supplementary Informa-
tion). For small values of α, the skyrmions are sparse
(see Fig. 3(b)), and χ increases with α leading to pSk
phase (see Supplementary Information). For a given α,
increasing hz leads, initially, to a reduction of the size by
polarizing the spins in the peripheral region of skyrmions
(compare Fig. 3 (c) and (d)) and then to a reduction
of the number (compare Fig. 3 (d) and (e)). A per-
fectly ordered crystal of smallest possible skyrmions on a
square lattice is obtained in the absence of external field
at α = 0.6 (see Fig. 3(f)). We have also confirmed that
the skyrmion formation in the model is not an artifact of
the ZFC protocol, by verifying their existence using the
field cooled protocol (see Supplementary Information).
4FIG. 3. Sparse and packed skyrmions. Low temperature
snapshots of spin configurations for values of α and hz rep-
resentative of different phases: (a) fDW state at α = 0.16,
hz = 0; (b) sparse skyrmions at α = 0.16, hz = 0.036; (c)
pSk at α = 0.32, hz = 0.13 ; (d) pSk at α = 0.32, hz = 0.21;
(e) sSk at α = 0.32, hz = 0.25; (f) square SkX at α = 0.6,
hz = 0.3. For clarity, only 16×16 section of the 60×60 lattice
is displayed in (f).
We now summarize the results discussed above in the
form of a phase diagram in Fig. 4(a). We identify the fol-
lowing qualitatively distinct regimes, in addition to the
trivial sFM state: (i) a fDW state, (ii) a state with sSk,
(iii) a SQ spiral with peaks in the spin structure fac-
tor at (0, Q) or (Q, 0), (iv) a pSk state, and (v) a SkX
with square geometry. The boundaries separating these
regimes are inferred from variations in χ, η and magne-
tization, as described in Fig. 2. The SSF for fDW, pSk
and SkX states are displayed in Fig. 4(b)-(d), in that or-
der. Circular diffuse pattern for small α (see Fig. 4(b)-
(c)) matches well with SANS experiments and Fourier
transform of LTEM images on MnSi and Co-Zn-Mn al-
loys [11, 15, 18]. We also characterize the pSk state by
plotting the number of skyrmions, nSk, obtained by ex-
plicitly counting skyrmion centers, as a function of ap-
plied field (see inset in Fig. 4(a)). The constancy of nSk
is an indicator of the pSk state.
FIG. 4. Phase diagram. (a) Ground state phase diagram
in the α-hz plane. SSF for, (b) fDW at α = 0.22, hz = 0 (c)
pSk at α = 0.4, hz = 0.16, and (d) SkX at α = 0.6, hz = 0.3.
Inset in (a) shows an explicit count of skyrmion centers, nSk,
as a function of hz along the vertical dashed line at α = 0.5.
Plateau in nSk coincides with the pSk phase.
Topological metalicity and confined states
Finally, we discuss some unique topological features of
the skyrmion states obtained via RZ mechanism. While
insulating topological states in translationally invariant
systems have been theoretically very well studied, the
possibility of finding topological metallic or insulating
phases in disordered systems has been proposed only re-
cently [44, 45]. The proposed models, however, are not
easy to realize as they involve an unusual dependence
of hopping amplitudes on the relative orientation of lat-
tice vectors. We find that the skyrmion phases of the
RDE model are direct realizations of topological metallic
states. We show this by explicitly providing a topological
characterization of the sparse and packed skyrmion states
by computing the Bott index B (see ”Methods”). We also
compute Hall conductivity σxy using the standard Kubo-
Greenwood formula (see ”Methods”). Both sSk and pSk
states support finite values of σxy as well as B (see Fig.
5(a), (d)). Moreover, a clear correlation between σxy and
B confirms that the Hall effect present in the skyrmion
phases is of purely topological origin. Indeed, it should
be noted that the external magnetic field, coupled to lo-
calized spins via Zeeman term, is important only for sta-
bilizing the skyrmion states and does not contribute to
Hall effect in our calculations. While the normal and
topological Hall contributions are typically mixed in ex-
periments, they can be separated by observing the field
and temperature dependence of the Hall response [46].
We take the analogy with Hall systems one step further
5FIG. 5. Topological Hall effect and local density of states. (a) Bott index, B, and Hall conductivity, σxy, in units of
e2/h across the band, (b) low temperature magnetic configuration obtained via simulations with open boundary conditions,
(c) local density of states in skyrmion cores with (red lines) and without (blue lines) local gauge fields, and (d) real space map
of LDOS at ω = −3.38 in absence of local gauge fields (hγij ≡ 0). Panels (a)-(d) display results for α = 0.15. (e)-(h) Same
quantities as shown in (a)-(d), in that order, for α = 0.30. LDOS in panel (h) is shown for ω = −2.87.
by investigating the effect of boundary conditions on the
skyrmion states. Using open boundary conditions in sim-
ulations, we find that skyrmions in the bulk remain intact
while the textures on the boundary are drastically mod-
ified (see Fig. 5(b), (f)). The lattice boundary seems
to display incomplete skyrmion textures, reminiscent of
incomplete cyclotron orbits along the edges of quantum
Hall systems.
We underline the importance of the RZ mechanism
for skyrmion formation in metals by presenting effects
that are completely beyond the mechanisms that ignore
electron itinerancy. We calculate local density of states,
ρi(ω) = 1/N
∑
k |ψki |2δ(ω − Ek), where ψki is the ampli-
tude on site i of the single particle eigenfunction corre-
sponding to eigenvalue Ek of the RDE Hamiltonian Eq.
(1). Lorentzian with broadening parameter 0.01 is used
to approximate the Dirac delta function. We find that
the skyrmion textures in magnetization have strong im-
plications for the electronic wavefunctions in this unusual
metallic phase.
We focus on the LDOS for sites located in skyrmion
cores. In the sparse skyrmion case, there is a weak en-
hancement in LDOS near the band edge (see Fig. 5(c)).
The effect becomes much pronounced for the packed
skyrmion state. Furthermore, periodic modulations as
a function of energy become clear (see Fig. 5(g)). Inset
in Fig. 5(g) show the energy difference of two consecutive
peaks, ∆En, as a function of peak index. There are two
possible interpretations of the spikes in LDOS. They can
appear either due to the confinement effect, similar to
those reported in metallic nanoislands and carbon nan-
otubes with defect [47, 48], or due to effective magnetic
flux hidden in the gauge fields. We find a clear approach
to disentangle these two effects. Ignoring the phases in
the complex hopping parameters gγij in the RDE Hamilto-
nian sets the gauge fields to zero and the resulting model
with real hopping parameters contains pure confinement
effects. The results of LDOS calculation using hγij ≡ 0
in Eq. (1)(blue lines in Fig. 5(c), (g)) show that the
periodic modulations vanish and only a single peak near
the band edge survives. We plot lattice maps of LDOS
for the energy fixed at peak location. The resulting maps
display inhomogeneities, and a clear localization of elec-
tronic wavefunctions at skyrmion cores for the pSk state
(see Fig. 5(h)).
The above analysis proves that, although the confine-
ment effects are present due to change in the magnitude
of gγij , the oscillations can only be explained by Landau
level physics arising from effective magnetic flux hidden
in complex gγij . In order to confirm this, we set up a cal-
culation where we reduce the disorder effects by design-
ing ideal skyrmion lattice configurations. The elemen-
tary skyrmion unit is constructed by defining azimuthal
and polar angles for localized spins as [49], φi = pi +
tan−1(yi/xi) and θi = 2 tan−1(rs/ri)eβ(rs−ri) Θ(2rs−ri),
respectively. In the above, xi(yi) denote the x (y) coordi-
nate of the site i located at distance ri from the skyrmion
core site, 2rs is the skyrmion radius and Θ denotes the
Heaviside step function. We fix β = 0.04 to ensure sim-
ilarity of ideal skyrmions with those obtained in HMC
and effective Hamiltonian simulations.
We show LDOS calculations for the ideal skyrmion
crystals with rs = 1.5 (Fig. 6(a)) and rs = 2.5 (Fig.
6(d)). We obtain a very clear Landau level distribution
for smaller skyrmions (Fig. 6(b)), whereas the Landau
6FIG. 6. Local gauge fields, Landau levels and boundary modes. (a) Perfect skyrmion crystal configurations with, (a)
rs = 1.5 and (d) rs = 2.5. (b) and (e) display LDOS in skyrmion cores, with (red lines) and without (blue lines) gauge fields,
for configurations shown in (a) and (d), respectively. (c) and (f) display the LDOS maps for location of Fermi levels marked
by green dotted lines, at ω = −2.95,−2.75 in panel (b). One edge mode per filled Landau level is easily identified in panels (c)
and (f). LDOS calculations are performed on lattice sizes 112× 112 (for rs = 1.5) and N = 110× 110 (for rs = 2.5). We use
α = 0.2 for all calculations shown in this figure.
levels are not well separated for larger skyrmions. There-
fore, smaller skyrmions generate stronger effective mag-
netic fields. Presence of disorder can further effect the
separation of Landau levels, leading to an oscillatory be-
haviour only near the band edges as obtained for sim-
ulated skyrmion textures (see Fig. 5(g)). In Fig. 6(c)
and (f) we show the LDOS maps calculated for the two
locations of Fermi energies, corresponding to completely
filled first and second Landau levels, marked by the ver-
tical dotted lines in Fig. 6(b). LDOS calculations explic-
itly show the presence of one (Fig. 6(c)) and two (Fig.
6(f)) edge modes in the two cases. Inset in Fig. 6(b)
show the energy difference of two consecutive Landau
levels as a function of Landau level index. Note that in
continuum ∆En is independent of n, however in a tight
binding model the energy dependence of the density of
states leads to an n-dependence in ∆En. The dashed line
shows ∆En for a two dimensional tight-binding model
with applied magnetic flux of strength 1/40 flux quanta
per square plaquette. This explicitly confirms that the
gauge fields due to skyrmions play the same role as the
external magnetic flux. Since the features discussed in
this section are unique to the RZ mechanism proposed in
this work, they serve as testable predictions for the pres-
ence of the mechanism in thin films of magnetic metals.
CONCLUSION
Double exchange mechanism provides a basis for un-
derstanding ferromagnetism in a variety of metallic mag-
nets. We have uncovered a new aspect associated with
this classic text-book mechanism by including the effect
of Rashba SOC in the DE model. We have presented
an explicit demonstration of the existence of nanoscale
skyrmions in a microscopic electronic model. The sparse
and packed skyrmion states are shown to emerge from
qualitatively distinct parent states. The circular patterns
in the SSF are remarkably similar to those reported in
the SANS experiments on Co-Zn-Mn alloys and MnSi
[15, 18]. The corresponding real-space images, repre-
sentative of fDW states, are also in agreement with the
LTEM images on FeGe, Co-Zn-Mn and transition metal
multilayers [8–10, 12, 13, 15, 27]. Interestingly, domain
walls junctions in the fDW state lead to local noncoplanar
regions that emerge as nucleation centers for skyrmions
in the presence of Zeeman field. For larger values of α,
the SQ spirals give way to pSk upon increasing hz. The
origin of these states lies in the anisotropy terms that be-
come apparent in the effective Hamiltonian derived from
the RDE model. Existing DM based theories of skyrmion
states promote the (Q,Q) spiral at hz = 0 as the parent
7of skyrmion states. These theories were not able to ex-
plain the aforementioned experimental findings on a va-
riety of metallic materials hosting skyrmions. We have
also shown, via Hall conductivity and Bott index cal-
culations, that the skyrmion states induced by the RZ
mechanism are examples of disordered topological met-
als. The local density of states bring out novel features of
the skyrmion states in metals that are completely beyond
the DM based pure spin models. We predict character-
istic oscillations as a function of bias voltage in dI/dV
spectra, as experimental evidence for the RZ mechanism.
We believe that our discovery provides a conceptually
consistent understanding of skyrmion formation in corre-
lated magnetic metals. The possible tuning of skyrmion
size down to nanoscale within the RZ mechanism will
allow for an unprecedented data storage and processing
capabilities.
METHODS
Classical Monte Carlo Simulations
We simulate the spin Hamiltonian Eq. (6) via the con-
ventional Classical Monte Carlo technique. In the zero
field cooled protocol, the simulations begin in the para-
magnetic phase with hz = 0 and temperature is then
lowered in discrete steps. To calculate the field depen-
dence at low temperatures, which is the main focus of the
study, the external field hz is increased in discrete steps.
For a given value of T and hz, single spin updates are
performed by proposing a new spin orientation, S′i, from
a set of uniformly distributed points on the surface of a
unit sphere. The new configuration is accepted based on
the standard Metropolis algorithm. We use ∼ 5 × 105
Monte Carlo steps each for equilibration and averaging.
For detailed exploration of parameter space we used lat-
tice size 60×60, and the stability of results is ensured by
simulating sizes up to 200×200 for some selected param-
eter values. In the field cooled protocol, the temperature
is lowered in the presence of a finite external field.
Hybrid Monte Carlo Simulations
The Hamiltonian Eq. (1) belongs to a class of mod-
els with classical degrees of freedom coupled to electrons.
Hybrid Monte Carlo simulations provide numerically ex-
act approach for the study of such Hamiltonians. In
this approach, the classical spin variables are updated ac-
cording to Metropolis algorithm, however, the electronic
Hamiltonian is diagonalized at each Monte Carlo step in
order to compute the energy associated with a given spin
configuration. The method is computationally expan-
sive, and hence simulations are limited to lattices ∼ 100
sites. For simulations on larger lattices, without com-
promising on the accuracy, we make use of the traveling
cluster approximation (TCA) [50, 51]. In this method
the exact diagonalization of the fermionic Hamiltonian is
performed on a smaller cluster centered around the up-
date site, and the cluster moves along with the update
site. The TCA simulations are performed on 24 × 24
lattice with periodic boundary conditions using an 8× 8
cluster with open boundary conditions. The ‘CHEEVX’
subroutine of the LAPACK library is used for diagonal-
ization of the Hamiltonian. We use ∼ 103 MC steps each
for equilibration and averaging at each value of temper-
ature and Zeeman field. Other details are same as in the
classical Monte Carlo simulation method.
Hall Conductivity Calculation
The Hall conductivity is computed by implementing
the Kubo-Greenwood formula,
σxy(E) =
ie2~
N
∑
m
∑
n 6=m
(f(Em)− f(En)) 〈m|vx|n〉〈n|vy|m〉
(Em − En)2 + Γ2 ,
where, Em is the eigenvalue corresponding to the eigen-
state |m〉 and f(Em) is the Fermi distribution function.
The Lorentzian broadening parameter Γ is taken to be
0.01. The expression for the velocity operator along γ
direction, derived via the commutator with Hamiltonian
of the position operator, is given by, vγ =
i
~ [HRDE, rγ ] =
− i~
∑
〈ij〉[g
γ
ijd
†
idj−H.c.]. The calculations are carried out
at T = 0.01.
Bott Index Calculation
We compute the Bott index by following the standard
algorithm described in literature [44, 52]. We find the
details provided by Huang and Liu particularly useful
for the stability of the numerical algorithm [53, 54]. We
use the idea of adding complementary projector and per-
forming a singular value decomposition (SVD) as dis-
cussed by Huang and Liu. Diagonalization of complex
non-symmetric matrices is performed using the ‘CGEES’
subroutine, and the SVD using the ‘CGESVD’ subrou-
tine from the LAPACK package.
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