One shows that the dendritic morphogenesis is induced by one-dimensional cnoidal thermal oscillation modes of the solid-liquid interface. Particularly, the one-dimensional l-thermal antisoliton -one-dimensional l-thermal soliton modes imposes laws characterizing dendritic branches growth. One deduces a relation between the dendritic growth speed and the dendritic tip radius that depends on the supercooling degree. Particularly one obtains the Oldsfield's relation. The variation of the fractal dimension with the supercooling degree specifies that the dendritic growth are two-dimensional projections of a higher-dimensional fractal.
Introduction
A rigorous analysis of energy flow during dendritic growth was given by Ivantsov. 1) He considered the region near the dendrite tip to be an isothermal, smooth, paraboloidal front growing in a shape-preserving manner at constant axial velocity. The dendrite itself was of an infinite extent, growing into a uniformly supercooled pure melt. The temperature field that is established at steady state in the melt surrounding the paraboloidal crystal is governed by a Fourier's heat conduction equation.
Nash and Glicksman 2) developed a nonlinear theory of capillary-corrected dendritic growth, which sought a selfconsistent correction to the paraboloidal shape to account for the required non-isothermal interfacial temperature condition. They reformulated the dendrite problem as a selfconsistent boundary problem in the form of a non-linear integrodifferential equation.
Oldfield 3) applied a time-dependent dynamical approach to dendritic growth. He performed computer simulations and demonstrated that such a dynamically balanced dendrite tip would grow steadily, yet generate a periodic train of oscillatory side branches.
The connection between dendritic crystal growth and the dynamical theory of morphological stability was established by Langer and Müler-Krümbhaar. 4, 5) These authors showed that interfacial instability could simultaneously account for both the steady-state and the time-dependent features of dendrites.
The entire theoretical framework of dendritic crystallization was reexamined in the early 1980s in an attempt to place the 'dendrite problem' in a more general context of nonlinear self-organizing pattern formation phenomena. The socalled local models of dendritic growth were studied in a effort to simplify the mathematical structure of the theoretical descriptions of moving crystallization fronts. 6, 7) Local models were considered 'successfully' insofar as they expressed certain important geometrical properties of the dendrite and permitted numerical simulation of the two-dimensional (2D) 'dendritic' patterns.
More recently, the dendritic growth problem is investigated by Glicksman and Marsh. 8) In the present paper one shows that dendritic morphogenesis is generated by means of a higher dimensional fractal.
Mathematical Model
Since the dendrite is a quasi-autonomous structure (see Refs. 6, 7, 9) , its thermal field (T) is time conserving, i.e.
Using the non-dimensional parameters,
the eq. (1a) becomes
where (! 0 ; k 0 ; T 0 ) are parameters characterizing the thermal field (for details see Refs. 9, 10)). This means that the time dependence of the thermal field, @ is imposed both by nonlinearity term, cðÞ@ , and by the dispersive one, @ . Choosing cðÞ ¼ 6 (for details see Refs. 11, 12)) and substitutions
the eq. (3), by double integration, becomes
with g, h two integration constants. If FðwÞ has real roots, they are of the form 
and KðkÞ, EðkÞ the complete elliptic integrals. 13) Then, the solution of eq. (5) has the expression
where cn is the elliptic function of Jacobi, of k modulus. 13) Note that the modulus k measures the relative importance of nonlinearity to dispersion. As a result, the one-dimensional (1D) oscillation modes of the thermal field are dark cnoidal (for details see Refs. 9, 14)) and have the normalized wave length,
¼ 2kKðkÞ= ð9Þ
and the normalized phase velocity
The solution ð; 0Þ given as 
Here 0 and are free parameters, governing the width and depth of the potential 'well'. If we set ¼ tanhðÞ, so (12) becomes:
Now with substitutions
ð14a,bÞ eq. (13) takes the form
The bound solutions, which are zero at ¼ AE1 ( ¼ AE1), require that l ¼ 1, 2, . . ., n, and are the associated Legendre polynomials where C nl is a normalization constant, satisfying
The number of the 1D thermal anti-solitons is given by
with the eigenvalues " l ¼ l Á . This is the number of bound solutions in the potential well (depending on 0 and ). The velocities of the corresponding to the 1D l-thermal antisolitons are given by u ¼ 4" 2 and (14a), i.e.
With the restriction (14b), (19) , it results the pure 1D lthermal anti-soliton solutions:
The 1D thermal l-anti-solitonic field is unstable relatively to vacuum fluctuations imposed by the structure, but it becomes stable by 'interacting' with a 1D thermal l-solitonic field (for details see Ref. 15) ). More explicitly, using the inverse scattering method (see Ref. 15)) one finds the numerical solutions plotted in Figs. 1(a) -(e). The followings results: i) The 'interaction' of the 1D thermal anti-solitons (or 1D thermal solitons) from the same packet presents some particularities. Thus, since the 1D thermal anti-soliton (or 1D thermal soliton) speeds are proportional to the amplitudes, they order according the rate of the increasing amplitude: the first will be the 1D thermal anti-soliton (or 1D thermal soliton) of the highest amplitude, and the last the one of the lowest amplitude. Moreover, by virtue of the same dependence of the speed on amplitude, as well as the proportionality of the distances covered by the 1D thermal anti-solitons (or 1D thermal solitons) with their amplitudes, the peaks of the 1D thermal anti-solitons (or 1D thermal solitons) will be arranged almost along a straight line. ii) The 'interaction' 1D thermal anti-soliton -1D thermal solitons generates, through coherence (the amplitudes and the phases of discussed objects are correlated -for details see Refs. 9, 12)), the 1D thermal pairs.
In our model the dendritic morphogenesis is achieved by 1D cnoidal thermal oscillation modes of the solid-liquid interface (besides, such a conception is not singularly 3) ). Then: i) the parameter from eq. (9) corresponds through % R 4, 5) to the normalized dendritic tip radius, and u from eq. (10) to the normalized dendritic growth speed. Moreover, by eliminating the parameter from relations (9) and (10) , that implies where the quantity AðkÞ is numerically evaluated. For k ¼ 0 À 0:6AðkÞ % const., and the eq. (23) takes the usual form (Oldfield's relation),
ii) Through the dispersion coefficient (see the eq. (2e)), the parameter k becomes a measure of the interface supercooling degree (for details see Ref. 16)). Thus, for an increased supercooling degree, i.e. k ( 1, the normalized dendritic growth speed (u) is high and the normalized dendritic tip iii) The 1D thermal anti-soliton-1D thermal soliton mode imposes laws characterizing the dendritic branches growth. For example, the experimental fact that the primary and the secondary dendritic branches tips are localized on a straight line 8) is a consequence of the relation (19); iv) The fractal dimension 17) dependence (D) versus , i.e. D ¼ DðÞ, induced by the numerical solution -see Figs. 1(b)-(e) is depicted in Fig. 3 . It results the increasing of the fractal dimension to D % 1:2 (see Ref. 17) . Moreover, the observations stable crystallization germ -stable crystallization germ and crystalline grain -crystalline grain correlations can be associated with a (limited) fractal with dimension of D % 1:2 (see Ref. 17) . This fractal dimension represents a manifestation of the fact that the observed fractal should have emerged from two-dimensional (2D) sheet like objects (for example 2D crystallization germ 16) ). One can explain also the anisotropy in dendritic crystallization by means of the growth speed field anisotropy -see Fig. 4 .
The Dendritic Fractal
Since the 1D dark cnoidal oscillations modes (8) of the thermal field are equivalent with a 1D Toda lattice, 14) the previous observations impose the lattice extension to the 2D case. It results that the argument u of the elliptic function cn 2 should be expressed as Dendritic Morphogenesis by Means of a Fractal
with K, K 0 the complete elliptic integrals of first kind of k modulus 13) and a, b the structure constants of the 2D Toda lattice 14) (the entities of the thermal field are assimilated to vortex type objects -for details see Refs. 9, 12)). Through the thermal function, h i ¼ e ðFðzÞ=DÞ ¼ cn 2 ½ðK=aÞz; k, one defines the complex potential: 
Vortex pair
Individual vortices vortex streets vortex street Furthermore, the time evolution of the dendritic growth process given by a iterated map of the cn elliptic function shows that this is generated by means of a higher dimensional fractal 19 ) -see Fig. 7 (its fractal dimension (or HausdorffBesicovitch dimension 17) ) D % 2:005 is greater than the topological one, 17) D % 2). In such a context, the structures described by Figs. 5(a)-(k), i.e. the dendritic growth sequences are 2D projections of the same higher-dimensional fractal.
Conclusions
The main conclusions of the present paper are as follows: i) Since the dendrite is a quasi-autonomous structure, its morphogenesis is achieved by 1D cniodal thermal oscillation modes of the solid-liquid interface. In such a context, one deduces a relation between the dendritic growth speed and the dendritic tip radius that depends on the supercooling degree. Particularly, the independence of this relation on the supercooling degree leads the to the Oldfield's relation; 3) ii) The 1D l-thermal anti-solitons -1D l-thermal solitons modes govern the dendritic branche grows laws. For example, the fact that the primary and the secondary dendritic branches tips are localized on a straight line is a consequence of the relation (19) ;
iii) The fractal dimension dependence versus the time, imposed by the numerical solutions, indicates an increasing of the fractal dimension to D % 1:2. The followings result: iii1) the dendritic branches growth is simultaneously with the fractal dimension increasing; iii2) the fractal dimension D % 1:2 represents a manifestation of the fact that the observed fractal should have emerged from a 2D sheet like objects; iii3) the speed field anisotropy is responsible for the anisotropy in dendritic crystallization;
iv) The fractal dimension dependence on the supercooling degree specifies that dendritic morphology is generated by a higher-dimensional fractal. Then, the dendritic growth sequences are 2D projections of this fractal; v) In the context of a similitude with the 2D Toda lattice dynamic, a 'critical length' 8) in the dendritic growth process resulted through the existence of a critical frequency in the lattice phononic spectrum. Furthermore, this spectrum Dendritic fractal Fig. 7 The higher-dimensional dendritic fractal. Dendritic Morphogenesis by Means of a Fractalanisotropy is also responsible for the dendritic growth anisotropy.
