In this paper we study existence of positive solutions to singular elliptic boundary value problems involving divergence terms in general domains. By constructing suitable upper and lower solutions and making comparison, we obtain su cient conditions for existence and nonexistence of solutions. We also study a concrete example to show that the conditions imposed on parameters appearing in the structure conditions of nonlinear terms are optimal and our results can be used to get boundary regularity of solutions.
Introduction
The purpose of this paper is to investigate the existence of solutions to the problem 8 < : Lu + f(x; u; Du) = 0; u > 0; in ; u = '; on @ ; (1.1) where is a bounded smooth domain in R n , L is a second order elliptic partial di erential operator on , ' is a nonnegative function de ned on @ , and f(x; u; ) is a continuous function de ned on (0; 1) R n . We are interested in the case where f(x; u; ) has singularities on @ ( (0; 1) R n ), i.e., (1.1) is a singular boundary value problem. This kind of problem arises in many applicational elds (c.f. 1{18]).
A typical example of the above problem is as follows:
4u + a(x)u p = 0; u > 0; in ; u = 0; on @ ; (1.2) 1 where a(x) is locally H older continuous and positive in and p < 0. This problem was rst studied by Crandall et al in 1977 in the case where = B = fx 2 R n : jxj < 1g under the assumption that a(x) 2 C 1 (B) and min x2 a(x) > 0. They obtained a unique existence theorem ( 1] ). Later in 1979 Taliaferro considered the case n = 1 and = (0; 1), permitting a(x) to be singular at x = 0 and x = 1. He proved that a necessary and su cient condition for the existence of a solution was Z 1 0 x(1 ? x)a(x)dx < 1 ( 2] ):
Taliaferro's this result was extended by Usami in 1989 to the case n 2 and = B ( 3] ). In fact he considered a more general problem of the form if inaddition f (t; u) is convex with respect to u and sup t2 0;1); u>0 f (t; u) f (t; u) < 1;
then the condition (1.5) is also necessary. For other related results on the problem (1.4) and the more general problem (1.1) we refer the reader to see 4{9, 11,12,14{22] . In this paper, which is a continuation of our previous work ( 19, 20, 23] ), we study the general problem (1.1) in general domains. Our focus attention is paid on how the divergence term Du a ects existence of solutions. We prove some existence and nonexistence theorems. These results can be best illustrated by their applications to the following model problem: with C 2 C 1 > 0 and 2 (?1; 1). Here and hereafter we use the notation d(x; @ ) to denote the distance of x 2 to the boundary of . By our results we have the following conclusions: (i) From these conclusions we see that in order to get a solution the condition (1.5) can be weakened if f(x; u; ) decreases to zero as j j ! 1, but should be strengthened if f(x; u; ) increases to in nitive as j j ! 1. Besides, these conclusions show that the conditions imposed in our existence and nonexistence theorems on parameters appearing in the structure conditions of f(x; u; ) are optimal in certain sense. The existence theorems established in this paper are re nement and generalizations of those obtained in our previous work ( 19, 20] ). The nonexistence theorem is thoroughly fresh; it is derived from the comparison theorem proved in our another piece of work 23] where uniqueness of solutions to the problem (1.1) is discussed.
To bene t the reader who wants to get an understanding to the problem (1.2) with a(x) singular on @ and p > 1, we mention the work of Senba et al 13] . They proved that for = B, if 1 < p < (N + 2)=(N ? 2) and > max(?2; ?p ? 1) then (1.2) has a solution.
We also mention that in the case p = 2 the problem (1.2) is greatly interested by statists (c.f. 10] and the references cited therein). For general problem (1.1) where f(x; u; ) is only singular with respect to x on @ and tends to 1 as u ! 1 at the rate u p with p > 1, to the best of our knowledge, no results are obtained up to now except in the case n = 1.
The plan of the following sections are as follows. In Section 2 we enumerate our main results. The other sections are devoted to the proofs of these results.
The Main Results
Hereafter we always assume that L has form
where a ij (x); b i (x) 2 C ( ) for some 2 (0; 1), a ij (x) = a ji (x), and there exists a constant 0 > 0 such that n X i;j=1 a ij (x) i j 0 j j 2 ; 8x 2 ; 8 2 R n :
We always assume that @ is of C 1+ -class for some 2 (0; 1) unless otherwise assumption is specially made. We denote by 1 the smallest eigenvalue of the operator ?L : H 1 0 ( ) ! H ?1 ( ), and by (x) the corresponding eigenfunction satisfying max x2 (x) = 1. It is well-known that (x) 2 C 2+ ( ) \ C 1 ( ) and satis es (x) > 0; for x 2 ; (x) = 0; @ @n (x) < 0; for x 2 @ :
Here n represents the outward-pointwising unit normal vector on @ . From (2.1) we see that there exist constants C 1 > 0 and C 2 > 0 such that
In existence theorems to be stated below, a basic assumption is that the function f(x; u; ) satis es the following two conditions: In the above C 1 ; C 2 and C represent positive constants (C 1 and C 2 are di erent from those appearing in (1.7)). The next result is concerned with regularity of solutions to (1.6) obtained by Theorem 5. It is arranged to show that the kinds of estimates like (2.12){(2.15) can be employed to study boundary regularity of solutions.
Theorem 6 Suppose that the boundary of is su ciently smooth. Suppose that a(x) is locally H older continuous in and satis es the condition (1.7). Suppose furthermore that n 2; p < 1; q < 1 and either q < 1 ? p; > q ? 2 In the last theorem we have used the notation C ( ) to denote the set of functions on which are uniformly H older continuous in of order , i.e., u(x) 2 C ( ) if and only if u(x) can be extended to such that the extension is H older continuous on of order . The notation C 1+ ( ); C 2+ ( ) has similar meaning.
Remark. We note that if q ? 2 < < ?p ? 1 then by (2.12) we have jDuj ! 1 as x ! @ . Therefore, u(x) 6 2 C 1 ( ) in this case. We also note that if ?p ? 1 < < ?p then u 2 C 1 ( ) by the conclusion (ii) and a(x)u p ! 1 as x ! @ by (2.13) and (2.15), which implies that 4u ! ?1 as x ! @ . Therefore, u 6 2 C 2 ( ) in this case. 3 The Proofs of Theorem 1, 2 and 3
To prove these theorems we rst establish three lemmas.
Lemma 1 Suppose that the function f(x; u; ) satis es the condition (D 3 ). Then for any max(1; =(1 ? k)) there exists a corresponding " > 0 such that for every " 2 (0; " ]; u(x) = " (x) is a lower solution of the problem (1.1) with ' = 0.
Proof. First we note that
Now let " > 0 be so small that both it and " max x2 jD (x)j are not greater than the number M appearing in (2.4). Then we have Lu + f(x; u; Du) ?" 1 
It is obvious that M 0 > 0; M 1 > 0 and M 2 < 1. Therefore, since all the exponents of (x) in the big brackets are nonnegative, we have
By the hypothesis, all the exponents of E in the last pair of brackets are negative. Hence, for su ciently large E we have Lu + f(x; u; Du) 0; in ; namely, u(x) = E (x) is an upper solution for su ciently large E. Q. E. D.
Lemma 3 Suppose that the function f satis es the conditions (D 1 ) and (D 2 ). Suppose furthermore that the problem (1.1) has a pair of upper and lower solutions u(x) and u(x) satisfying the conditions
Then this problem has a solution u(x) belonging to C 2+ ( ) \ C( ) and satisfying u(x) u(x) u(x); 8x 2 :
This lemma is due to Li Jian-zhang. It can be proved by utilizing the domain approximation method ( 3, 19, 20, 24] ). Since it has been actually proved in 20], we omit its proof here. Thus by a similar argument as we have made above shows that there exist B i > 0 (i = 1; 2; ; m) such that when B i B i (i = 1; 2; ; m), v(x) = (x) is an upper solution of the problem (3.2), where is as above. Besides, from the proof of the second conclusion of Theorem 1 we see that there exists 2 (0; 1) such that v(x) = " (x) is a lower solution of the problem (3.2). Therefore, by repeating the argument we have made in the proof of the second conclusion of Theorem 1 we get the second conclusion of Theorem 3. Q. E. D.
The Proof of Theorem 4
The proof of Theorem 4 is based on comparison between upper and lower solutions of the following problem: where 0 and 1 are as in the previous section. It is evident that N 0 < 1; N 1 > 0 and N 2 < 1. We now make the discussion according to the four di erent cases p 0; q 0; p 0; q < 0; p < 0; q 0 and p < 0; q < 0 separately. Consequently, the problem (1.1) can not have a classical solution.
Next we assume that p, q and satisfy the condition (ii), namely, p < 1, q 1 ? p and < ?p ? 1. From < ?p ? 1 we see that + 2 < 1 ? p. Thus a number q 1 can be chosen such that + 2 q 1 < 1 ? p. We denote h(x; u; ) = A 0 (x) u p (1 + j j) q1 : 
The Proofs of Theorem and 6
The nonexistence conclusion of Theorem 5 is a corollary of Theorem 4. The existence conclusions are corollaries of Theorem 1 and 3. The uniqueness conclusion is a corollary of Lemma 4. Besides, from the proofs of Theorem 1 and 3 one sees directly that (2.13), (2.15) and the rst inequality in (2.14) are valid. Thus to complete the proof of Theorem 5 the remaining thing is to prove (2.12) and the second inequality in (2.14).
Proof of (2.12). Let = (2 + ? q)=(1 ? p ? q); which is guaranteed by (1.7) and (2.2). With ; " and E taken in this way, we assert that u(x) = " (x) and u(x) = E (x) are a pair of lower and upper solutions of the problem (1.6). In fact, by (5. Hence u(x) = " (x) is a lower solution of the problem (1.6). In a similar way we can prove that u(x) = E (x) is an upper solution of the problem (1.6). This proves our assertion. Consequently, by comparison (Lemma 4) we get (2.12). Q. E. D.
The second inequality in (2.14) can be proved similarly. Namely, we can prove that for su ciently large E, the function u(x) = E (x) is an upper solution of the problem (1.6). Since the proof is simple, we omit it here.
In order to prove Theorem 6, we need the following two prelimilary lemmas:
Lemma 5 where C is a constant independent of u. This lemma is a corollary of the well-known Agman-Douglis-Nirenberg Theorem (c.f. 26] for instance).
We now establish two lemmas which give us more information about the boundary regularity of solutions of (1.6) than Theorem 6. In fact, Theorem 6 is actually a corollary of the second lemma. In the following we always brie y write d Moreover, r 0 > n if > ?p ? 1. Proof. Again we only give the proof under the assumption q < 1 ? p. We make discussion according to di erent cases of the range of p; q and di erently. Therefore, the integral on the right hand side of the above inequality is nite. This proves (5.10).
Case 2: 0 < q < 1; q ?2 < ?p?1. In this case we denote r 0 = n(1?p?q)=f2(1? p?q)?(2+ ?q)(1?q)g. It is evident that n=2 < r 0 n. Again by (1.6), (1.7) and (2. (5.14) Since + p > 0, by making application of (2.13), (2.14), (2.15) and (2.16) we see that for r > n su ciently near to n, Therefore,d(x) u(x) p 2 C ( ) for some 2 (0; 1). Thus from (5.14) we see that f(x) 2 C ( ) for some 2 (0; 1). The conclusion (iii) then follows from the well-known H older's regularity theorem for elliptic boundary value problems (c.f. 26] for instance). Q. E. D.
