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Abstract: 
The development of athletes or players depends on two aspects: nature and nurture. 
The former is the talent and qualification of the players themselves, while the latter is 
the training that consumes human, material and financial resources. Take professional 
baseball players as an example. Matching the talents of players and referring to the 
relevant starting rules of the professional baseball league, when the up-and-coming 
players are first discovered, focused training are used on them. By doing so, the value 
of the players would be effectively enhanced and the players are helped to seek a better 
way out. This can form a virtuous circle: the pellets get quality players, and the players 
get better results. That is to say, strengthening the training for the shortcomings of the 
players with the potential of the starting players can avoid unnecessary training and 
huge training expenses behind them, and greatly reduce the risk of career, so that the 
players have higher security in their short career, and get a win-win-win situation. This 
study is aimed at the schedule information of the American Baseball League teams. 
Through feature selection of data mining, this study analyzes the main relationships 
and key differences between starting player and bench player of second baseman and 
shortstop in League of Nations teams. It is found that the on base percentage and speed 
of the infielders is an important ability indicator for the starting position; whereas, the 
second baseman emphasizes on the attack and the shortstop focuses on fielding. This 
feature is verified by comparing the opinions of experts and commentators. 
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1. Introduction 
 
1.1 Research Motivation and Purpose 
The US Major League Baseball (MLB) is the most advanced baseball league in North 
America. The league was formed in 1902 by the merger of the National League and the 
American League. Thanks to the well-organized and successful operation of the 
business model, and the excellent salary which has attracted talents, the league has 
become the highest hall for baseball players around the world. 
 Different defend positions require players with different abilities, including foot 
long and slugging percentage, and even batting ability. Each pellet must carefully 
consider the players’ personal traits for arranging and scheduling. For example, the 
fielders near the two sides (first-base man, third-base man, left-fielder, and right -
fielder) value the power of batting, while the middle fielder (second baseman, 
shortstop, and center-fielder) pays attention to the fielding and speed. These offensive 
and defensive balances are a must for scheduling line up. 
 All players are working hard to become a fixed starter. The pitcher wants to be 
the main starting pitcher, and the fielder is one of the starting nine players whom the 
team heavily relies on. The starting position not only proves the ability to affirm the 
player, but also has the effect of stabilizing the player's performance and strengthening 
his ability. For pitchers, the difference in the number of starting pitchers and bench 
players is less meaningful, because the starting pitcher must obey the prescribed 
number of days off, and the bench player might have to go to the field in response to 
the situation. In contrast, the role of starting fielder is quite different from the role of the 
bench fielder. Initially, the starting players are the main players. As the game goes on, 
these starting players are adjusted according to the situation, and the bench players 
might have chance to join the game. Players' replacement considerations are mostly 
based on the essential difference between the starting players and the bench players, as 
well as the actual needs of the game. Therefore, the game played is directly related to 
the ability of the player. 
 This study analyzes the competition results of the second baseman and shortstop 
of the US Major League Baseball. Feature selection is used as a tool to explore the 
differences between the requirements of the ability of the bench fielder and the starting 
fielder. This study also clarifies the teams' ability to determine the starting position. The 
result is finally provided to be the numerical reference for the training of players, which 
is expected to achieve better performance to meet the needs of the starting. This 
research result could not only provide players with a clear and practical development 
and training direction, reduce the risk of the players' career, but also reduce the risk of 
misplaced training for the pellets, resulting in well-targeted and more powerful players. 
Finally, by comparing the opinion of experts and commentators, a reliability assessment 
of whether the starting feature is accurately depicted could be applied. 
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1.2. Research Scope and Limitations 
The research sample is taken from the 2015 US Major League Baseball season and the 
player, Chin-Lung Hu, is used as a case study. Therefore, the ability and prediction 
model constructed is only applicable to the position of the US Major League Baseball as 
a shortstop or second baseman. The same model does not apply to all defend positions. 
Because of the different capabilities required for different garrison locations, it must be 
constructed according to the appropriate defensive position of the predicted object to 
augment the applicable object. 
 The data is taken from May 8th, and the subsequent data is used as the 
identification of accuracy. Since the topic of discussion is the relationship between two 
factors: the starting player and his ability, this study sets the two factors as independent 
variables and dependent variables. Described as follows: 
a) Independent variables refer to the capabilities that must be possessed by the 
fielder, for example: fielding percentage (FPCT), runs batted in (RBI), hits (H), 
second baseman (2B), third baseman (3B), home runs (HR), runs (R), total bases 
(TB), bases on balls (BB), strike outs (SO), stolen bases (SB), caught stealing (CS), 
on base percentage (OBP), slugging percentage (SLG), batting average (AVG). 
b) The dependent variables are the starting percentage, bench percentage and other 
attack and defensive performance. The starting percentage is defined as games 
started (GS) of the starting player divided by the number of times the team 
played. If the starting percentage is greater than 0.5, it is regarded as starting; if 
the team does not have any players' starting percentage greater than 0.5, then the 
one with the highest percentage is the starting. 
 According to the intensity of the game, the statistical records of the US Major 
League Baseball would be calculated separately from the results of the season and 
playoffs. Whether it is included in the playoffs as the basis for analysis depends on 
whether the number of documents reaches more than 30, and the analysis results are 
objectively representative. In addition, the starting of the pitcher, the backup and the 
fielder is fundamentally different, and the independent variables of abilities are distinct. 
Therefore, this study is not suitable for the analysis of pitchers. 
 
2. Literature Review 
 
2.1. Baseball Related Prediction Literature 
Baseball-related prediction studies in the literature could be divided into two 
categories. The first category is to predict or analyze the win rate from the perspective 
of the team, which was mainly analyzed through statistical methods in the early days. 
For example, Rubin used statistical methods to predict the scores of each game in 1958 
(Rubin, 1958); scholar Barry proposed the Choice Models to predict the division 
champion of the US Major League Baseball (Barry & Hartigan, 1993); in 1995, some 
scholars predicted the long term performance of the MLB team (Kaigh, 1995); James et 
al. used statistical methods to answer questions related to baseball games (James, 
Albert, & Stern, 2004); the scholars, Yang and Swartz, use a two-stage Bayesian model 
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to predict the outcome of a major league team (Yang & Swartz, 2004). Based on the 
popularity of computers and the speed of computing, some scholars have begun to use 
different methods to predict baseball games: Donaker uses machine learning to predict 
and analyze MLB teams (Donaker, 2005); domestic scholars Lai and Chang use Bayes 
approach to predict the winner of the US Major League Baseball (Lai & Chang, 2008); 
Stekler et al. conduct a full-scale discussion of sports prediction (Stekler, Sendor, & 
Verlander, 2010); even until recently, researches on predicting the wins and losses of 
MLB teams has continued (Miller, 2011). 
 The second category of research focuses on the players themselves, such as the 
skills or positioning. Domestic scholars Chin-Cheng Chen and others published a series 
of articles on this topic, including: analysis of technical differences between Chinese 
professional league winning and losing investment (Chen & Chen, 2009), multi-scale 
approach to pitching technology targeting for starter pitchers (Chen & Chen, 2009), 
analysis of the difference between the team and the championship team by 
benchmarking management (Chen, 2012). 
 In summary, there is still a lack of research on the prediction of starting and 
bench ability of specific defensive positions. Both the pellet and the player urgently 
need reliable training objectives to improve the quality of players. For the player, the 
importance of starting is even higher than winning or not. Exploring the main 
difference between the bench and the starting opens up a new topic of sports prediction 
- first feature selection. 
 
2.2. Feature Selection 
The rise of feature selection is due to the rapid increase in the amount of data. In the 
face of a large number of high-dimensional data for data mining or computing, it is 
often prone to poor performance. In order to reduce or remove the data dimension and 
noise, it has begun to pay attention to it. The crux of the problem is to find 
representative and highly explanatory attribute variables (features) from the selected 
data set (several data and each data contains multiple attribute variables). Most 
classification problems belong to supervised learning, that is, the classification problem 
itself contains category attributes. When selecting features for classification problems of 
such supervised learning, it is necessary to measure not only the correlation between 
feature sets and categories, but also the correlation between features and features. Based 
on these two correlation measurements, the feature selection method is roughly divided 
into two different modes: Filter and Wrapper (Kohavi & John, 1997). The following is a 
description of Filter and Wrapper (Hung & Chang, 2009). 
 Most of the Filter feature selection methods measure the importance of a single 
feature, and regard the more important features as having sufficient information and 
could be classified and identified. This method could only filter features and combine 
them into feature sets, but cannot obtain the classification correct rate of the feature set. 
However, as a pre-processing technique before classification, it is necessary to combine 
the appropriate classification method with the evaluation method to obtain the 
classification correct rate. The features and categories selected by the Filter feature 
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selection method are related, but the correlation between features and features is 
completely ignored. 
 The Wrapper feature selection method is to optimize the feature set by 
continuously adding or deleting features, and using the target function in the learning 
algorithm to evaluate the feature set, and then using the search strategy to obtain the 
optimized feature set. This optimized search method may not be of high importance for 
a single feature dimension, but for the entire feature set, not only the feature set and the 
category are related, but also the features and features are related to each other. In 
general, if the classification problem has n features, a combination of 2n feature sets will 
be generated, and the best feature set must try all possible situations, thus requiring a 
lot of computation time (Kohavi & John, 1997). This study uses the Wrapper type 
feature selection method. 
 
2.3. Classifier 
The following two mainstream classifiers are introduced: Support Vector Machine 
(SVM) and Artificial Neural Network (ANN). 
 The SVM was brought up in 1995 by AT&T Bell Labs laboratory staff Vapnik and 
Cortes, and was developed from statistical learning theory based on the structural risk 
minimization principle (Cortes & Vapnik, 1995). The basic concept is a linear binary 
classifier that uses a linear separable hyper-plane as a classifier, which Vapnik defines 
as two sets of pre-labeled categorical values (1 or -1). The data, input linear function 
(linear function) for continuous training, and finally train to the best decision function 
of the two sets of data, thus forming the largest maximum margin between the two sets 
of data in the hyperplane classification, so that it divides the two groups of data to the 
most open, thus producing better promotion performance and higher classification 
accuracy. When the problem is linearly indivisible, the SVM could map the samples in 
the original space into the high-dimensional feature space, so that the original linear 
indivisible problem is transformed into a linearly separable problem (Hung & Chang, 
2009). 
 ANN is a multi-layer perceptron (MLP) that mimics the principles of axons, 
dendrites, and synapse composed of nerve cells, which are then received by outside 
information. A computing network that stores, learns, and reacts, with a weighted 
function as a starting point for the forward-facing network; it can be divided into a 
supervised network such as MLP, an unsupervised network such as SOM, or a 
reinforced network such as a genetic algorithm (Li & Ku, 2010). 
 
3. Research Methods 
 
3.1. Research Process 
Data collection is performed according to the appropriate defend position of the 
observation object, and then analyzed by linear regression. The key capabilities are 
selected according to the analysis results, and the key factors are selected to establish 
and predict the model, including various attack ability indicators and defensive 
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indicators as independent variables, and starting and bench ratio as dependent 
variables. Finally, collect suggestions of experts and commentators and conduct a 
difference analysis based on the results of the research. It can be explored whether the 
actual situation is consistent, and the pellets or players could be used as the basis for 
reinforcement based on the main features of starting. 
 The feature selection in the above process has been mentioned in the “Literature 
Discussion”. The machine learning-based feature selection method in data exploration 
has been proved to be better than the traditional statistical method (Lin & Chen, 2008). 
It could be unrestricted from samples and dimensions, such as high-dimensional or 
low-sample factors, while traditional statistical methods are the opposite (Li & Yao, 
2006). Meanwhile, data exploration and machine learning are good at dealing with 
nonlinear mathematical problems, so they could provide higher accuracy for complex 
data (Li & Ku, 2010). The steps for feature selection are as follows: 
a) M * N Prepare the data set: When the data set contains M data and each data has 
N attribute variables, the data set matrix is expressed as M * N; 
b) This data set is input to a specific feature selection algorithm for analysis, such as 
gene algorithm; this study uses WEKA software for algorithm analysis (Witten, 
et al., 1999), and parameter settings are directly use built-in default WEKA; 
c) Feature selection algorithm outputs representative attribute variables; 
d) The required training data is generated using three well-known feature selection 
methods, including gene algorithm, decision tree, and linear regression. 
 
3.2. The Training and Testing of Predictive Model  
The following is a comparison of the representative variables and the prediction 
performance outputted by the three feature selection algorithms. The representative 
variable explanatory ability selected by the algorithm is the prediction performance. 
The steps are as follows: 
a) Prepare the data set 
a. Three same amount of data with different data sets, represented by 
Dataset-GA (Genetic Algorithm), Dataset-DT (Decision Tree), and 
Dataset-LR (Linear Regression), are representative variables selected by 
the feature selection algorithm. 
b. For each data set, classify each of its data as a starting or non-starting 
player (represented as category 1 and 2) 
c. Each data set is input into two different classification prediction 
algorithms (classifiers): SVM supports vector machine and ANN neural 
network, both of which are trained and tested by 5-fold cross validation 
for predictive model (Kohavi, 1995). 
b) Each predictive model outputs an average prediction accuracy rate, that is, each 
data set has a prediction accuracy rate of SVM, DT, and ANN. 
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4. Conclusion and Discussion 
 
4.1. Experimental Data Distribution 
The information is obtained from the US Major League Baseball website 
(http://mlb.mlb.com/home) of 2015, and the training data is the general season results of 
the second baseman and shortstop of the League of Nations. The aforementioned 
“research scope” has already explained the principle of distinction between starting and 
bench, that is, if the actual number of starting of a certain player is 40 and games of the 
affiliated team played is 100 (the starting rate is 0.4), this experiment would consider 
such player is a bench player; those with a starting percentage greater than 0.5 are 
marked as starting players; if the starting percentage is lower than 0.5, but the player on 
defend position, who is the one with the highest starting percentage of the year, is also 
considered to be the starting player. Actual examine status of data distribution, 80~90% 
of the starting players' starting percentage is mostly exceeds 0.65, except for a few due 
to the fact that the season data is too little to be judged; and compared to the sports 
news of the season one by one, it could be confirmed that by the defined threshold 0.5 
has reasonableness and credibility. 
 The nature of the shortstop and the second baseman is similar. The fielding 
positions of these two could be exchanged during the dispatch. Therefore, the general 
season data of all MLB shortstops and second basemen in 2009 would be combined into 
bench as test data. Table 1 lists the numerical value of starting and bench data in the 
general season of 2014 and 2015. It could be seen that there is not much difference 
between the number of starting and bench data. Such data distribution could enhance 
the fairness of the experiment and reduce the bias of the forecast, and it could also 
avoid predicting only one category and getting better classification results. 
 
Table 1: Data distribution of second baseman and shortstop during 2015 and 2014 seasons 
General season 
Second baseman Shortstop 
Starting Bench Starting Bench 
2014 (training) 20 30 15 20 
2015 (testing) 32 32 30 32 
 
4.2. Feature Selection and Representative Ability Test 
Table 2 is the selection result of three different feature selection methods. The focus of 
the fielding positions is the second baseman and the shortstop, which shows that there 
are key features of the second baseman of the League of Nations: on base capacity (H, 
3B, HR, BB, 2B, OBP), speed (SB) and ball selection ability (SO, BB). Among them, 
except the good condition of on base and speed, the second baseman could not have too 
many strikes. For the League of Nations team's shortstops, comparing with second 
baseman, fielding percentage (FPCT) is an obvious and key starting factor. Different 
from the general public experience, the results of this experiment show that: the second 
baseman of the League of Nations is biased towards attacking characteristics, while the 
shortstop is focused on defensive ability. 
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Table 2: Feature selection results of various feature selection methods 
Methods Second baseman Shortstop 
Gene algorithm: Dataset-GA H, 3B, SO, SB H, BB, FPCT 
Decision tree: Dataset-DT HR, R, SLG H, 2B, SB 
Linear regression: Dataset-LR R, H, HR, SO, SB, CS H, HR, BB, SB, OBP, FPCT 
 
The key features selected in Table 2 are further trained by the classifier, and the 
representative ability of the feature is determined by the superiority and inferiority of 
the classification ability. According to the above five cross-validation methods, the 
results are summarized in Table 3, and the following are the disclosed messages: (1) In 
general, the features selected by the gene algorithm are more representative; (2) The 
classifier SVM provides better training methods and prediction models, and the 
classification results are better than those of the ANN; (3) Comparison Table 2 and the 
gene algorithm in Table 3, the same conclusion could be made: the second baseman is 
attack-oriented, and the shortstop is more defensive. 
 
Table 3: Classification results of various feature selection methods 
Data set Classification Second baseman (5-fold) Shortstop (5-fold) 
Gene algorithm: Dataset-GA SVM 88% 94% 
ANN 83% 73% 
Decision tree: Dataset-DT SVM 84% 89% 
ANN 77% 80% 
Linear regression: Dataset-LR SVM 86% 94% 
ANN 73% 80% 
 
Finally, the interpretation of the applicability of the feature ability and the difference 
between the infielders is used. The data of the second baseman and the shortstop in 
2009 is applied to the prediction model of Table 3, and the results in Table 4 are 
displayed as follows: The features extracted by this method have the ability to be 
inferred to other years, but there are significant differences between the use of the 
second baseman to predict the shortstop or the use of the shortstop to predict the 
second baseman. 
 
Table 4: Predictive accuracy 
Data set Classification 
2014 Second baseman  
(Training materials) 
2014 Shortstop  
(Training materials) 
2015 Second 
baseman 
2009 
Shortstop 
2015 
Shortstop 
2009 Second 
baseman 
Gene algorithm: 
Dataset-GA 
 H, 3B, SO, SB H, BB, FPCT 
SVM 91% 83% 87% 91% 
Decision tree: 
Dataset-DT 
 R, HR, SLG H, 2B, SB 
SVM 91% 87% 93% 91% 
Linear regression: 
dataset-LR 
 R, H, HR, SO, SB, CS H, HR, BB, SB, OBP, FPCT 
SVM 91% 83% 87% 91% 
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5. Conclusion 
 
This paper is combined with feature selection methods and data exploration techniques, 
exploring the differences between the US Major League Baseball starting and bench 
players. The screening data obtained by the model could not only show high prediction 
accuracy, but also extend to the general season data of other years. The number of 
samples could be used regardless of the number of samples. In the difference between 
the ability of starting and the bench's field ability, the data exploration provides more 
objective information, and at the same time achieves 80~90% representation, and the 
key features are compared with the case data to prove the reliability of the study. 
 Finally, it is emphasized that the model established is generally effective for the 
general season, but for players who have not yet been promoted to the major league 
level, it is impossible to obtain information to predict the player. For the players who 
are about to be promoted, they would be recruited to the major leagues for spring 
training, but during the general season after the spring training, these players do not 
necessarily have the opportunity to be assigned as starting players. If we could use the 
spring training or the small league's data, we could predict the ability to be selected as a 
key indicator of the major league players, so as to play a predictive benefit and verify 
the correlation between the data. 
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