Abstract. We generalize Regev's result on a virtual character of S n . Suppose that λ and µ are integer partitions of n. For the associated irreducible character χ λ of S n , when χ λ (µ) 0 we find another partition τ related to λ such that χ τ (µ) 0 by the virtual character. Applying this result, we obtain a class of nonzero Kronecker coefficients by Pak et al.'s character criterion. Moreover, we discuss the effectiveness of Pak et al.'s character criterion by a concrete example.
Introduction
The Kronecker product problem is a problem of computing multiplicities in the internal tensor product of two irreducible symmetric group representations. The multiplicity can be characterized by the corresponding characters:
It is often referred as 'classic' and 'one of the last major open problems' in algebraic combinatorics [15] . There are several related problems such as give an combinatoric explanation of g(λ, µ, ν) and determine when g(λ, µ, ν) > 0. The study of Kronecker coefficients have connection with other research fields such as quantum information theory [3, 4, 10] and geometric complexity theory [2] . In [9] , Heide, Saxl, Tiep and Zalesski proved that with a few known exceptions, every irreducible character of a simple group of Lie type is a constituent of the tensor square of the Steinberg character. In 2012, J. Saxl made the following conjecture [15] :
Conjecture. Denote by ρ k = (k, k − 1, ..., 2, 1) ⊢ n, where n = k+1 2 . Then for every k ≥ 1, the tensor square χ ρ k ⊗ χ ρ k contains every irreducible character of S n as a constituent.
Motivated by Saxl's conjecture, recently many results have been obtained [1, 5, 12, 15] . In [15] Pak et al. showed that if µ = µ ′ is self-conjugate and χ λ (μ) 0, then g(λ, µ, µ) > 0. This criterion provides a connection between nonzero Kronecker coefficients and character values of the symmetric group. Recently, Bessenrodt provided a very different approach and showed that results on the spin characters of a double coverS n of the symmetric group S n can be fruitfully applied towards Saxl's conjecture [1] . All these results illustrate that character theory is a powerful tool for understanding Kronecker coefficients.
Inspired by Pak et al.'s character criterion, we want to extend their discussions on nonzero irreducible character value and ask if χ λ (µ) 0 implies another τ in some neighborhood (see Defination 3.8) of λ such that χ τ (µ) 0. So if such τ exists we will get more nonzero Kronecker coefficients by the Main Lemma of [15] . A recursion formula to calculate the character of S n is the well-known Murnaghan-Nakayama rule. It can be rephrased by the so called 'wrap operator' [7, Thm. 21.7 ]. An integer-combination of irreducible characters is called a virtual character. In [16] , Regev discussed a virtual character which is actually constructed by the 'wrap operator' under some constraints. The construction there was called the 'going around process'. Regev gave an explicit expression of the virtual character's value. Recently, Morotti estimated the the number of non-zero character values in generalized blocks of symmetric groups [13] . The proof there relied on a virtual character constructed by the 'wrap operator'. In Theorem 3.1, we generalize Regev's result on the virtual character constructed by the 'going around process'. Through this and Morotti's method, we show that if χ λ (µ) 0 then in the neighborhood constructed by the 'going around process' there exists a class of different partitions whose character values on µ are nonzero. Implied by this and the properties of β-set [14] , we find partitions in the neighborhood of ρ k and obtain a class of nonzero Kronecker coefficients by Pak et al.'s criterion.
By the Frobenius's characteristic map [18] , there is a bijection between irreducible characters and Schur functions. Kronecker coefficients can also be given by the expression
where the Kronecker product of two Schur functions is decomposed through the combination of Schur basis [17] . In Section 8 of [15] , the authors discussed the effectiveness of their character criterion, that is, how many nonzero Kronecker coefficients can be detected by their main lemma. In the second part of this paper, we continue their discussion for another self-conjugate partition. By a formula of Littlewood [11] , we find the nonzero coefficients in the decomposition of s γ * s γ where γ = (k + 1, 2, 1 k−1 ) (k ∈ N). Through this example we can see that the character criterion is less effectiveness for s γ * s γ . It also provides a new example of Kronecker coefficients in the condition of Durfee size 2.
The organization of the paper is as follows. In Section 2, we summarize basic definitions and results needed in this paper. We generalize Regev's result on a virtual character in Section 3. We show that if χ λ (µ) 0 then there exists a class of τ in the 'neighborhood' of λ such that χ τ (µ) 0. Implied by this result, we discuss how to find τ when λ is of staircase shape and obtain a class of new nonzero Kronecker coefficients by Pak et al.'s criterion. In Section 4, we discuss the effectiveness of Pak et al.'s character criterion by an example.
Preliminaries
We let S n denote the symmetric group on n letters. We assume the readers are familiar with the basic notations and results of representation theory of symmetric groups and related combinatorics. They can be found in [7, 8, 18, 19] .
If A is a set, the cardinality of A is denoted by |A|. A partition λ of n, denoted λ ⊢ n, is defined to be a weakly decreasing sequence λ = (λ 1 , λ 2 , . . . , λ k ) of non-negative integers such that the sum λ 1 + λ 2 + · · · + λ k = n. The set of all partitions of n is denoted by P(n). We do not distinguish between a partition λ and its Young diagram. The Young diagram of a partition λ is thought of as a collection of boxes arranged using matrix coordinates. Denote by λ ′ the conjugate partition of λ. Partition λ is called self-
is the largest square contained in its Young diagram. For P(n), the subset of partitions with Durfee size k is denoted by DS (k, n) = {λ ∈ P(n)|d(λ) = k}. For a box with position (i, j) in the Young diagram of λ, denote the corresponding hook by h i, j and the hooklength by |h i, j |. For λ ⊢ n with d(λ) = s, the principal hook partition of λ is defined byλ = (|h 1,1 |, ..., |h s,s |) where h 1,1 , ..., h s,s are the principal hooks in λ. Observe thatλ ⊢ n.
The hooklength diagram of λ is obtained by putting each box with the corresponding hooklength and denoted by H(λ). For example, the hooklength diagram of λ = (4, 3, 2, 1) is: 7 5 3 1
For partitions λ, µ with |λ| = |µ| = n, let χ λ be the associated irreducible character of S n and χ λ µ or χ λ (µ) the value χ λ takes on the associated conjugacy class. For each h ∈ H(λ), there corresponds a rim hook on the the boundary of λ by projecting it along diagonals. We let λ \ h be the partition obtained by removing the rim hook corresponding to h. Denote the leg length of h by ℓ(h). Suppose λ, µ ∈ P(n) with µ = (µ 1 , µ 2 , . . . , µ k ). By the bijection between rim hooks and regular hooks, the Murnaghan-Nakayama rule (or 'the M-N rule') [18, Thm. 4.10.2] says that
where the sum runs over all h ∈ H(λ) with length µ 1 . If
3. The neighborhood of nonzero character value and Kronecker coefficient Let n ≥ r, ρ ⊢ n − r and µ ⊢ n. Assume ρ ⊆ µ and S is a rim hook of µ with µ \ S = ρ, then we write µ = ρ * S . Let ℓ(S ) denote the leg length of S . For each ρ ⊢ n − r, in the following we let
where B(ρ, r) ⊆ P(n) is defined by B(ρ, r) = {ρ * S | S are all possible rim hooks of length r such that ρ * S ∈ P(n)}.
So ψ ρ,n is a virtual character of S n . Properties of ψ ρ,n have been studied in [16, Thm. 3.1] and [7, Thm. 21.7] . In [7] , for µ ∈ P(n) James provided the condition when ψ ρ,n (µ) = 0. However, the proof there is implicit. In [16] , Regev discussed the relation between ψ ρ,n and χ ρ under the condition n ≥ 2(n − r) + 2. In this section, we generalize Regev's method and discuss the relation between ψ ρ,n and χ ρ for general n and r (see Theorem 3.1 below). We will determine when χ λ (µ) 0 implies another in the neighborhood (see Definition 3.8) of λ. Combining with Pak's character criterion in [15] we will find more nonzero Kronecker coefficients.
In order to illustrate Theorem 3.1, the following notations for partitions will be used as convenient. Suppose that µ = (µ 1 , µ 2 , . . . , µ l ) ∈ P(n). Recall that there is a one-to-one correspondence between partitions in P(n) and conjugacy classes of S n , for example [18] . So we can rewritten µ as µ = c 1 c 2 · · · c l where c i (i = 1, 2, . . . , l) are cycles with length µ i . In the following, for some cycle c i we denote µ = c iμi whereμ i ∈ P(n − µ i ) is the partition corresponding to c 1 · · · c i−1 c i+1 · · · c l . The multiplicity of r-cycles in µ is the total number of cycles with length r in {c 1 , c 2 , · · · , c l } and denoted by m r,µ . The cycle type of
Without of confusion, we don't distinguish between µ and the corresponding conjugacy class.
Based on these notations, we have the following main theorem of this section which generalizes Theorem 3.1 in [16] . It also gives a complement of Theorem 21.7 in [7] , which tells us the nonzero value of the generalized character there. The proof is given below. In the following we assume |P(n − r)| = d. Then after putting an order on P(n − r) we denote P(n − r) = {ρ 1 , ρ 2 , . . . , ρ d }. Proof. By the M-N rule we have, χ
So if we take sum for all λ ∈ P(n) over both side of equations above, we get the desired result.
Lemma 3.4. (The second orthogonality relation
where λ, µ, ν ∈ P(n) and Z S n (µ) is the centralizer of µ in S n .
For the number of Z S n (µ), we have:
Corollary 3.6. Suppose that a conjugacy class in S n can be written as cν where c is a cycle of length r. Then ν ∈ P(n − r) and we have
where µ ∈ P(n).
Proof. If µ = cν for a cycle c of length r with cycle type (1
Hence, the proof is completed by Lemma 3.4 and 3.5. 
Next, we give the proof of Theorem 3.1.
Proof. It is well known that
Hence, we get the second part of the theorem.
In the following, we let
Then by (3.2) we have
where
, which completes the first part of the theorem.
In the following, we will use Theorem 3.1 to find more nonzero irreducible character values in the neighborhood (see Definition 3.8) of a partition. Then by Pak's character criterion we will find more nonzero Kronecker coefficients.
Lemma 3.7. [13] Assume that γ 1 , γ 2 , δ 1 and δ 2 are partitions such that γ i can be obtained from δ j by removing a hook of leg length l i, j for 1 ≤ i, j ≤ 2. Further assume that γ 1 γ 2 , δ 1 δ 2 and δ 1 and δ 2 cannot be obtained one from the other by removing a hook. Then
Definition 3.8. Suppose µ ∈ P(n) and h ∈ H(µ) with |h| = r. Letμ h = µ\h. Define the |h|-neighborhood of µ by N(µ, |h|) = {μ h * S | S are all possible rim hooks of length |h| = r such thatμ h * S ∈ P(n)}. Proof. Suppose that |h| = r. Define a virtual character of S n by
Apparently, ψ µ,r is just the virtual character discussed in Theorem 3.1. By assumption λ contains no cycles of length r, so we have ψ µ,r (λ) = 0. By definition we know that µ ∈ N(µ, |h|). Assume that µ =μ h * S µ , so there exists another τ ∈ N(µ, |h|) such that χ τ (λ) 0 and τ µ. Let τ =μ h * S τ for some rim hook S τ . Then we know that
Without loss of generality, we assume that i = 1, j = 2. Conversely, suppose that 
So three signs of the leg lengths are same except the other one. Suppose the sign of (−1)
is different with others, especially with (−1)
have the same sign which contradicts with previous discussion. If χ µ (λ), χ τ (λ) 0 have the same sign, similar discussion can be used to get the contradiction.
In [15] Pak et al gave a method to determine the positivity of Kronecker coefficients by characters. In the following, we use Theorem 3.9 to find more nonzero Kronecker coefficients. Combining Theorem 3.9 and Lemma 1.3 in [15] we have the following corollary. 
μ) be the number of boxes in the Young diagram of µ with no hooklengths in {μ
Proof.
(1) For (n) ∈ P(n), we have χ (n) (μ) = 1 and the Young diagram of (n) consists of boxes with hooklengths {1, 2, . . . , n} exactly once. Hence, there are n − k boxes in the Young diagram of (n) with hooklengths r {μ 1 ,μ 2 , . . . ,μ k }. By Theorem 3.9, besides (n) there exists n − k distinct partitions whose character onμ are nonzero. For each h ∈ H((n)), by definition we know that the Durfee size of partitions in N((n), |h|) is not greater than 2.
(2) The proof is similar to (1), if we use χ µ (μ) = (−1) n−d(µ)/2 to estimate |B|.
In Corollary 3.11, we can see that if k ≥ 4, then elements in A and B are different. For λ, τ ∈ P(n), ifτ =μ we have χ τ (μ) = 1 or −1. So in [15] , the authors gave an estimation of nozero characters on the shape of staircase and caret [15, Prop. 4.14] . However, there are only one partitions with the same principal hook partition as the chopped square. So we can use Corollary 3.11 to obtain a better lower bound for the chopped square partition. The following is the hooklength diagram of η 5 = (5,
By the notation in Corollary 3.11, we have that
for k ≥ 4. The number h(η k ,η k ) can be obtained by firstly counting the boxes besides the last column and row of H(η k ) and then others. Then the result is followed by
if k is even
Application: a class of nonzero Kronecker coefficients related to staircase shape. Corollary 3.10 just implies the existence of nonzero irreducible characters. By the properties of β-set, in the following we will find them by an example: partitions with staircase shape. And then we will obtain a class of nonzero Kronecker coefficients that can be detected by Pak In the following lemma, we use notions in Chapter 1 of [14] . A β-set for λ is usually taken by the first column hooklength of λ. That is, if X λ = {x 1 , x 2 , . . . , x t } is a β-set for λ = (λ 1 , λ 2 , . . . , λ t ) , then x i = λ i + t − i for i = 1, 2, . . . , t. For each β-set X = {x 1 , x 2 , . . . , x t }, it corresponds to a unique partition µ which is defined by
Let H i (λ) denote the set of hooklengths in row i of λ.
We can see that a box is removable if and only if the corresponding hooklength is 1. For h ∈ H(λ), if |h| = 1, N(λ, |h|) is the set of all partitions (include λ) formed by moving out a removable box of λ and then putting an addable box on the resulting partition. In this case, we denote N(λ, |h|) by N(λ, 1).
Proof. Suppose that the Durfee size of ρ is d. Letρ = (ρ 1 ,ρ 2 , . . . ,ρ d ) be the principal hook partition of ρ. Firstly, we consider the partition ρ (i,1) ∈ N(ρ, 1) which is formed by putting the removable box in row i (i ≥ 2) of ρ to the addable box (1, ρ 1 + 1) in the first row. Let X ρ = {h 1 , h 2 , . . . , h k } be the β-set of ρ which is formed by the first column hooklengths. Then we have
Let X (i,1) be the β-set of ρ (i,1) . Then we have
By definition we know that h 1 =ρ 1 andρ 1 > h 2 . By Lemma 3.13, ifρ 1 appear in the hooklength diagram of ρ (i,1) , we should have h k > 1. Moreover, there exists at most one hook with lengthρ 1 in the hooklength diagram of ρ (i,1) and it must appear in the first row. If there is one hook with lengthρ 1 denoted by h(ρ 1 ), then by [14, Prop. 1.8] the resulting β-set after removing the hook is
The partition corresponding to X (i,1) is
1 (ρ\ρ 1 ). The partition that is formed by removing the first principal hook of ρ is
can be viewed as the partition which is obtained by putting the removable box in row i − 1 of ρ\ρ 1 to the end (the kth row). By taking transpose, we can see that ρ Secondly, suppose that τ ∈ N(ρ, 1) is formed by putting the removable box in row i of ρ to the addable box ( j, ρ j + 1) in row j. By taking transpose and removing the hooklengtĥ ρ 1 ,ρ 2 , . . . ,ρ d decreasingly, the discussion can be attributed to the conditions above. Proof. By Proposition 3.14, we have that χ τ (ρ m ) = 0 or ±1 for each τ ∈ N(ρ m , 1). Firstly, we consider the partition ρ (i,1) ∈ N(ρ m , 1) which is formed by putting the removable box in row i (i ≥ 2) of ρ m to the addable box (1, m + 1) in the first row. Then the β-set of ρ (i,1) is Suppose λ = (λ 1 , λ 2 , . . . , λ l ) ⊢ n and µ = (µ 1 , µ 2 , . . . , µ m ) ⊢ n are partitions of n. Then λ dominates µ, written µ λ, if
The dominate relation ' ' defines a partial order on P(n) which is called the 'dominance order'. For λ, µ∈ P(n), we say that λ is covered by µ (or µ covers λ), if λ µ and there is no τ ∈ P(n) with λ τ µ.
Combining with [8, Thm. 1.4.10] and Proposition 3.14, we have that for all τ covers ρ m , χ τ (ρ m ) = 0 besides when m = 2k and move the removable box in row k + 1 to the addable box in row k, and vice versa. So we can see that even two partitions are 'closer' enough under the dominance order, one corresponding nonzero character value doesn't imply another.
In [5] , Ikenmeyer showed that all those irreducibles which correspond to partitions that comparable to ρ m in the dominance order satisfy Saxl's conjecture. By Corollary 3.15 we have that there exist partitions τ that are comparable to ρ m but χ τ (ρ m ) = 0. In the following discussion, we assume that m = 2k (k ∈ N). Just like Corollary 3.17, we will see that the uniqueness of |h|-neighborhood also holds on the first row and column of ρ m .
Before proving next lemma, we introduce a process (called 'going around' in [16] ) which forms N(ρ m , |h 1, j |) . By definition, we can see that elements in N(ρ m , |h 1, j |) are formed by rim hooks of length 2(m − j) + 1 which go around the boundary of ρ 1, j = ρ m \h 1, j step by step. Taking j = 2 for example, − 3), 2k − 3, . . . , 2, 1, 1, 1) ⊢ k(2k + 1) . This is the partition formed by putting all 4k − 3 boxes on the first row of ρ 1,2 . In the second step, these added 4k − 3 boxes begin to walk along the boundary of ρ 1,2 down and left with least moving boxes such that the result is a partition. Denote this partition by ρ (2) 1,2 . If these connected boxes continue to walk along the boundary of ρ 1,2 down and left such that a partition is formed by moving the least number of boxes, then we can get a series of partitions ρ (i) 1,2 in each step i = 1, 2, . . .. By definition, we know that N(ρ m , |h 1,2 |) is formed by the 4k − 3 boxes that walk from the first row to the end of the first column of ρ 1,2 step by step.
Generally, for any partition λ ⊢ n and hook h ∈ H(λ), N(λ, |h|) can be obtained by the process described above. We can order elements in N(λ, |h|) by the number of steps. In previous paragraph, ρ Proof. For each τ ∈ N(ρ m , |h 1, j |), it is not hard to see that the hooks with length 4k − 1 must appear in the first row or column. Just as the 'going around process' described in Figure 2 we choose the initial partition as ρ m . Then N(ρ m , |h 1, j |) is formed by the rim hook corresponding to h 1, j moves up to the first row and down to the end of ρ 1, j . We have that if τ ∈ N(ρ m , |h 1, j |) belongs to the moving up (down, respectively) process then 4k − 1 ∈ H(τ) if and only if 4k − 1 appear in the first row (column, respectively), that is, H 1 (τ). If τ ∈ N(ρ m , |h 1, j |) belongs to the moving up process, then we can use Lemma 3.13 to determine whether 4k − 1 appear or not. In fact, let X τ = {x τ 1 , x τ 2 , . . . , x τ l } denote the β-set formed by the first column hooklength. We have that if τ ρ m then x τ 1 − (4k − 1) ∈ X τ , and so by Lemma 3.13 we have 4k − 1 H 1 (τ). The moving down process turns out to move up if we take transpose. Since taking transpose does not change the hooklength for each box, the discussion of τ ∈ N(ρ m , |h 1, j |) that belongs to the moving down process can be attributed to the condition of moving up. In this case, we will find that x τ 1 − (4k − 1) X τ only if τ = τ 1, j , that is, the partition obtained by moving the hook h 1, j down till the end of the first column. Hence we have 4k − 1 ∈ H(τ 1, j ) .
More precisely, we can deduce x τ 1 − (4k − 1) as follows: choosing the initial partition as ρ m , we can order partitions in N(ρ m , |h 1, j |) by the number of step. Denote ρ 
1 , where k = 2. So if we check the partitions in Figure 2 by the β-set, we have that besides ρ 4 there is a unique τ 1,2 ∈ N(ρ 4 , |h 1,2 |) such that 7 ∈ H(τ 1,2 ), where
We can see that τ 1,2 is the leftmost partition obtained by moving all the |h 1,2 | = 5 boxes on the end of the first column of ρ 1,2 = (2, 1 3 ).
Since ρ m is self-conjugate, similar result holds for hooks on the first column. In the following theorem, τ 1, j are the partitions obtained in Lemma 3.18. We will provide a class of nonzero Kronecker coefficients corresponding to Saxl's conjecture by Pak et al.'s main lemma. If m = 2k − 1 (k ∈ N), by similar discussions as Theorem 3.20 we can also find a unique neighborhood for each h ∈ H(ρ m ) with |h| {4k − 3, 4k − 7, . . . , 5, 1} on the first row and column of ρ m . Suppose that h ∈ H(ρ m ) with hooklength |h| does't belong to principal hooklengths of ρ m and h does't lie on the boundary of ρ m , such as the boxes with green color in Figure  1 . For smaller n, by direct calculation we have that the result of Theorem 3.20 still holds. That is, there exists only one τ ∈ N(ρ m , |h|) such that τ ρ m , χ τ (ρ m ) 0 and therefore χ τ (ρ m ) = ±1. Generally, we have the following problem.
Problem 3.22. Suppose that λ ∈ P(n). For each h ∈ H(λ) with hooklength doesn't belong to the principal hooklengths of λ, does there exist a unique partition ν ∈ N(λ, |h|) such that ν λ and χ ν (λ) 0? In next section, we will discuss the effectiveness of the character criterion for another self-conjugate partition.
Effectiveness of the character criterion by an example
Let γ = (k + 1, 2, 1 k−1 ) be self-conjugate where k ∈ N. Then the Durfee size of γ is two. In this section, we will find the nonzero Kronecker coefficients of χ γ ⊗ χ γ explicitly. Then we have that the character criterion is less effective for large k. Due to the Frobenius correspondence between character and Schur function, in this section we discuss Kronecker coefficients under the expression of Schur functions.
In [11] , Littlewood provided the following theorem about the mixed product of ordinary and Kronecker product of Schur functions. Littlewood stated that 'repeated application of this theorem will evaluate any inner product (Kronecker product) of S-functions'. Generally, the evaluation is complicated. But in some special cases this formula is practicable, for example [20] . In this section we will provide another example.
For a partition γ, let γ ⊖ 1 (respectively, γ ⊕ 1 ) denote the set of partitions obtained by removing a removable box of γ (respectively, putting an addable box of γ). By LittlewoodRichardson rule [18] we know that if c γ η,1 is nozero, then c γ η,1 = 1 and η ∈ γ ⊖ 1. In Theorem 4.1, if we let β = 1 we have
The following theorem is a special case of the Littlewood-Richardson rule which is called the Pieri rule.
where ν/µ is a horizontal strip of size n.
In Theorem 4.3, if we let n = 1 we have
The Kronecker product also satisfies the useful identities
Let γ = (k + 1, 2, 1 k−1 ) ⊢ 2k + 2 be self-conjugate. We will discuss the decomposition of s γ * s γ . In the following discussion, the notation of the following partitions are fixed:
). In the following proposition, by (4.1) we get an expression of s γ * s γ in a relative 'simpler' forms under the mixed product of hook partitions and s 1 . We will use it to evaluate s γ * s γ . Proposition 4.4. For γ, τ, α, η,α and α − defined above, we have 
Hence, we have Combining (4.5), (4.6) and (4.7), we get (4.4).
Remark 4.5. Generally, the method in the proof of Proposition 4.4 can be used to evaluate s λ * s µ with principal hook partitionλ =μ = (k, 1).
For each λ ∈ P(2k + 2), denote the multiplicity of s λ in (s α − * s α − )s 1 s 1 , (s α −′ * s α − )s 1 s 1 , (s α * s α )s 1 and (sα * s α )s 1 by g (2) (α − , α − , λ), g (2) (α −′ , α − , λ), g (1) (α, α, λ) and g (1) (α, α, λ), respectively. Then we have g (1) (α, α, λ) = σ∈λ⊖1 g(α, α, σ) and g (2) (α − , α − , λ) = σ∈λ⊖1 ν∈σ⊖1
g(α − , α − , ν).
Similar results hold for g (2) (α −′ , α − , λ) and g (1) (α, α, λ). Then by (4.4) we have g(γ, γ, λ) =2g (2) (α − , α − , λ) + 2g (2) (α −′ , α − , λ) − 3g (1) (α, α, λ) − 4g (1) In [17] , Rosas discussed the decomposition of Kronecker product of Schur functions indexed by hook shapes. By Theorem 3 of [17] for τ = (k + 2, 1 k ), α = (k + 1, 1 k ), α = (k + 2, 1 k−1 ) we have the following Table 1 . 2  2  2  2  Others  0  0  0  0  Table 1 . Kronecker coefficients for some hook partitions Remark 4.6. Since |τ| = 2k + 2 and |α| = |α| = 2k + 1, in first column of Table 1 we just describe the shape of λ. So we have λ ∈ P(2k + 2) in column 2 and 3, in column 4 and 5 we have λ ∈ P(2k + 1). In column 2 and 3, if we replace k by k − 1, then τ and τ ′ become α − = (k + 1, 1 k−1 ) and α −′ = (k, 1 k ), and the results still hold. Proof. If b = 0, it is well-known that g(γ, γ, λ) = 1. By Table 1 and (4.8), g(γ, γ, λ) can be directly evaluated for b = 1, 2, . . .. Take b = 1 for example. If b = 1, then λ = (2k + 1, 1) and λ ⊖ 1 = {(2k + 1), (2k, 1)}. Denote σ 1 = (2k + 1) and σ 2 = (2k, 1). Then σ 1 ⊖ 1 = {(2k)} and σ 2 ⊖ 1 = {(2k − 1, 1), (2k)}.
By Table 1 , we have the following: g(α − , α − , (2k)) = 1, g(α −′ , α − , (2k)) = 0; g(α − , α − , (2k− 1, 1)) = g(α −′ , α − , (2k − 1, 1)) = 1; g(α, α, σ 1 ) = 1, g(α, α, σ 1 ) = 0; g(α, α, σ 2 ) = 1, g(α, α, σ 2 ) = 1; g(τ, τ, λ) = 1, g(τ ′ , τ, λ) = 1.
