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PURITY OF THE EMBEDDINGS OF OPERATOR SYSTEMS INTO THEIR
C∗- AND INJECTIVE ENVELOPES
DOUGLAS FARENICK AND RYAN TESSIER
ABSTRACT. We study the issue of issue of purity (as a completely positive linear
map) for identity maps on operators systems and for their completely isometric
embeddings into their C∗-envelopes and injective envelopes. Our most general
result states that the canonical embedding of an operator systemR into its injective
envelope I(R) is pure if and only if the C∗-envelope C∗e(R) of R is a prime C
∗-
algebra. To prove this, we also show that the identity map on any AW∗-factor is a
pure completely positive linear map.
For embeddings of operator systems R into their C∗-envelopes, the issue of
purity is seemingly harder to describe in full generality, and so we focus here on
operator systems arising from the generators of discrete groups. Two such opera-
tor systems of interest are denoted by Sn and NC(n). The former corresponds to
the generators of the free group Fn, while the latter corresponds to the generators
of the group Z2 ∗· · ·∗Z2 , the free product ofn copies of Z2. The operator systems
Sn and NC(n) are of interest in operator theory for their connections to the weak
expectation property and C∗-nuclearity, and for their universal properties. Specif-
ically, Sn is the universal operator system for arbitrary n-tuples of contractions
acting on a Hilbert space and NC(n) is the universal operator system for n self-
adjoint contractions. We show that the embedding of Sn into C
∗
e (S) is pure for all
n > 2 and the embedding of NC(n) into C∗e (NC(n)) is pure for everyn > 3.
The question of purity of the identity is quite subtle for operator system that
are not C∗-algebras, and we have results only for the operator systems Sn and
NC(n).
Lastly, a previously unrecorded feature of pure completely positive linearmaps
is presented: every pure completely positive linear map on an operator system R
into an injective von Neumann algebra M has a pure completely positive exten-
sion to any operator system T that contains R as an operator subsystem, thereby
generalising a result of Arveson for the injective type I factor B(H).
1. INTRODUCTION
A face F in a proper convex cone C is a half-line face [20, p. 182] if there exists
an element φ ∈ C such that
F = {tφ | t ∈ R, t > 0} .
Half-line faces of convex cones are the analogues, for cones, of the notion of ex-
treme points of convex sets. Under topological conditions such as closedness, con-
vex combinations of elements taken from various half-line faces of a convex cone
C completely determine the cone C [20, Theorem 18.5]. In particular, any generator
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φ of a half-line face of a convex cone C is an extreme point of any convex subset
E ⊆ C that contains φ.
The purpose of this paper is to study such faces in the case where the cone C is
the cone CP(R,T) of completely positive linear maps from an operator system R
into an operator system T. The generators φ of such half-line faces of CP(R,T) are
said to be pure completely positive linear maps. Expressed differently, a completely
positive linear map φ : R → T between operator systems R and T is pure in
the cone CP(R,T) if, for any completely positive linear maps ϑ,ω : R → T such
that ϑ + ω = φ, there necessarily exists a scalar s ∈ [0, 1] such that ϑ = sφ and
ω = (1− s)φ.
Henceforth, CP(R,T) will be denoted by CP(R) when the domain R and co-
domain T are equal (as operator systems).
If R is a unital C∗-algebra A and if T = B(H), the von Neumann algebra of
bounded linear operators on aHilbert spaceH, then there is a very satisfactory and
readily applicable criterion discovered by Arveson: namely, φ is a pure element of
CP (A,B(H)) if and only if, for anyminimal Stinespring decomposition φ = w∗πw
of φ, the representation π is irreducible [1, Corollary 1.4.3]. Replacing the C∗-
algebra A by an operator system R is somewhat more problematic, but there is,
nevertheless, a geometric criterion for a unital completely positive (ucp) linear
map φ : R → Mn(C), where Mn(C) is the C
∗-algebra of n × n complex matrices,
to be a pure element of CP (R,Mn(C)): namely,φ is pure if and only ifφ is a matrix
extreme point in the compact free convex set S(R) of all matrix-valued ucp maps
on R [7]. Consequently, the results of [1] and [7] indicate that arbitrary elements
of CP (A,B(H)) and CP (R,Mn(C)) can be viewed as operator (or matrix) convex
combinations of pure completely positive linear maps. In this sense, then, pure
completely positive linear maps determine all completely positive linear maps.
Themost general case occurswhen bothR and T are arbitrary operator systems;
however, in such cases the absence of any structure theory (such as a Stinespring
decomposition) makes the determination of pure elements of CP(R,T) very diffi-
cult.
Arveson’s criterion demonstrates that the identity map ι : B(H) → B(H) is
a pure element of CP (B(H)). It is, therefore, natural to ask: for which operator
systems R is the identity map ι : R → R a pure element of the cone CP (R)? A
closely related question involves embeddings: if R ⊂ T is an inclusion of operator
systems, then is the canonical inclusion map ι˜ : R→ T a pure element of CP (R,T)?
In particular, for this second question, is the inclusion of an operator systemR into
its C∗-envelope C∗e (R) pure in the cone CP (R, C
∗
e(R))?
Thus, in this paper we are concerned with the following two questions.
(Q1) For which operators systems R is the identity map ι : R → R pure in the
cone CP (R)?
(Q2) For which operators systems R is the embedding ιe : R → C
∗
e (R) pure in
the cone CP (R, C∗e (R))?
An operator system I is injective if, for every operator systemR and every oper-
ator system T containingR as an operator subsystem, each completely positive lin-
ear map φ : R→ I has an extension to a completely positive linear mapΦ : T → I.
Arveson’s Hahn-Banach Extension Theorem [1, Theorem 1.2.3] states that B(H)
is an injective operator system for every Hilbert space H. Hamana [12] provided
crucial additional information about inclusions of operator systems into injective
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operator systems, showing that every operator system R is an operator subsystem
of some minimal injective operator system I(R), which is called the injective enve-
lope of R. If we denote the canonical inclusion of R into I(R) by ιie, then this map
is a unital completely positive order embedding of the operator system R into the
operator system I(R). The final question addressed in this paper is:
(Q3) For which operator systems R is the embedding ιie : R → I(R) pure in the
cone CP (R, I(R))?
In this paper we provide a complete answer to question (Q3); we also answer
question (Q2) for operator systems that arise from generators of discrete groups.
Question (Q1), however, is difficult to answer in a generic manner. Therefore, we
only address question (Q1) for two classes of finite-dimensional operator systems,
denoted by Sn and NC(n). These two classes of operator systems are relevant for
their universal properties, for their encoding of quantum correlations, and for their
role in operator-algebraic questions concerning theweak expectation property and
C∗-nuclearity [8, 9, 10, 11, 15].
2. OPERATOR SYSTEMS AND PURE COMPLETELY POSITIVE LINEAR MAPS
Our general reference for operator system theory are the books of Paulsen [19]
and Effros and Ruan [6].
2.1. Operator systems and their C∗- and injective envelopes. If R is a complex
∗-vector space, then the space Mn(R) of n × n matrices over R is also a complex
∗-vector space in which the adjoint of an n × n matrix [xij]
n
i,j=1 of elements xij ∈
R is defined by ([xij]
n
i,j=1)
∗ = [x∗ji]
n
i,j=1. A matrix ordering of a complex ∗-vector
space R is a family {Cn}n∈N of subsets Cn of the real vector spaces (Mn(R))sa of
selfadjoint matrices over R such that, for all n,m ∈ N, (i) Cn is a convex cone, (ii)
Cn∩(−Cn) = {0}, and (iii) α
∗xα ∈ Cm for all x ∈ Cn and all complex n×mmatrices
α.
An element eR ∈ C1 is an Archimedean order unit for a matrix ordering {Cn}n∈N
of a complex ∗-vector space R if, for every n ∈ N, the condition e
[n]
R + εQ ∈ Cn
holds for every real ε > 0 only for Q ∈ Cn. Here, e
[n]
R = eR ⊕ · · · ⊕ eR, the n-fold
direct sum of eR. Note that if there exists an Archimedean order unit for a matrix
ordering of R, then there are infinitely many choices for this order unit.
Formally, an operator system is a triple
(
R, {Cn}n∈N , eR
)
consisting of a complex
∗-vector space R, a matrix ordering {Cn}n∈N of R, and a distinguished element eR
that serves as an Archimedean order unit for the matrix ordering {Cn}n∈N of R.
Unless it is necessary to make explicit reference to the matrix ordering {Cn}n∈N
and/or the order unit eR, the triple
(
R, {Cn}n∈N , eR
)
will be denoted simply by R.
The matrix cones Cn of an operator system R are generally denoted byMn(R)+.
Every unital C∗-algebra A is an operator system, where the matrix cones are
given by Cn = Mn(A)+, the cone positive elements of the C
∗-algebra Mn(A)
and the Archimedean order unit is the multiplicative identity 1 of A, which is
the canonical choice of Archimedean order unit for this matrix ordering of A.
If R and T are operator systems, then a linear map φ : R → T is completely
positive if φ(n) : Mn(R) → Mn(T) maps Mn(R)+ into Mn(T)+, for every n ∈ N,
where φ(n) is defined by φ(n)
(
[xij]
n
i,j=1
)
= [φ(xij)]
n
i,j=1. If, in addition, φ(eR) =
eT , then φ is said to be a unital completely positive linear map, or a ucp map. A
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linear isomorphism φ : R→ T in which both φ and φ−1 are completely positive is
called a complete order isomorphism. An one-to-one completely positive linear map
φ : R → T in which φ(R) is an operator subsystem of T is called a complete order
embedding of R into T if φ is a complete order isomorphism when considered as a
map of the operator system R onto the operator system φ(R).
The notation R ≃ T indicates the existence of a unital complete order isomor-
phism φ : R → T, although we shall also have need of complete order isomor-
phisms that are not unital.
The Choi–Effros Embedding Theorem [4] states that every operator system R is
unitally completely order isomorphic to an operator subsystem of B(H) for some
Hilbert space H. Therefore, every operator system R is capable of generating a
C∗-algebra. Of all such possibilities, our interest is with the minimal one, which is
called the C∗-envelope of R and whose existence was first established by Hamana
[12].
Definition 2.1. A C∗-envelope of an operator system R is a pair (A, ιe) consisting of
(1) a unital C∗-algebra A, and
(2) a unital complete order embedding ιe : R → A such that ιe(R) generates the
C∗-algebra A
such that, for every unital complete order embedding κ : R → B of R into a unital C∗-
algebra B for which κ(R) generates B, there exists a unital ∗-homomorphism π : B → A
with π ◦ κ = ιe.
Theorem 2.2. (Hamana, [12]) Every operator system R admits a C∗-envelope (A, ιe).
Furthermore, if (A˜, ι˜) is any other C∗-envelope ofR, then there exists a unital ∗-isomorphism
ρ : A˜→ A such that ρ ◦ ι˜ = ιe.
Because, by Theorem 2.2, the C∗-envelope of an operator system is unique up
to isomorphism, we shall use the notation C∗e (R) to denote a (the) C
∗-envelope of
R and ιe to denote a (the) unital complete order embedding of R into C
∗
e (R).
Recall that an operator system I is injective if, for every operator system R and
every operator system T that contains R as an operator subsystem, every com-
pletely positive linear maps φ : R → I has an extension Φ : T → I such that Φ is
completely positive.
Definition 2.3. An injective envelope of an operator system R is a pair (I, ιie) consist-
ing of
(1) an injective operator system I, and
(2) a unital complete order embedding ιie : R→ I
such that, for every inclusion ιie(R) ⊆ Q ⊆ I as operator subsystems in which Q is
injective, then necessarily Q = I.
Theorem 2.4. (Hamana, [12]) Every operator system R admits an injective (I, ιie). Fur-
thermore, if (I˜, ι˜) is any other injective envelope of R, then there exists a unital complete
order isomorphism φ : I˜→ I such that φ ◦ ι˜ = ιie.
In light of the uniqueness of the injective envelope up to complete order iso-
morphism, an injective envelope of R is denoted by I(R).
By the Choi-Effros Embedding Theorem [4], every operator system R is com-
pletely order isomorphic to an operator subsystem ofB(H), for someHilbert space
H. Thus, every operator system is an operator subsystem of an injective operator
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system. However, Hamana [12] proved that ifR is an operator subsystem ofB(H),
then there exists a unital completely positive idempotent map E : B(H) → B(H)
such that the range of E is an (the) injective of R. This operator system I(R) is uni-
tally completely order isomorphic to an injective C∗-algebra B via the Choi-Effros
product: specifically, B is given by the operator system I(R) whereby the product
x ◦ y of x,y ∈ I(R) is defined to be x ◦ y = E(xy), with xy denoting the product of
x and y in B(H). Within B, the unital C∗-algebra generated by R is isomorphic to
the C∗-envelope C∗e (R) of R. These results are summarised in the theorem below,
along with a crucial property known as rigidity.
Theorem 2.5. (Hamana, [12]) For every operator system R, the injective envelope I(R)
of R has the following properties:
(1) (C∗-envelope) there is an injective C∗-algebra B and a unital complete order iso-
morphism φ : I(R)→ B such that, ifA denotes the C∗-subalgebra ofB generated
by φ (ιie(R)), then (A,φ ◦ ιie) is a C
∗-envelope of R;
(2) (Rigidity) if ω : I(R) → I(R) is a completely positive linear map for which
ω ◦ ιie = ιie, thenω is the identity map on I(R).
Theorem 2.5 indicates that the injective envelope of R, when viewed as a uni-
tal injective C∗-algebra, contains a copy of the C∗-envelope of R as a unital C∗-
subalgebra.
2.2. Dual operator systems, minimal tensor products, and entanglement. As ev-
ery operator system is a normed vector space [4, p. 179], the dual space Rd of an
operator system R is a Banach space. A matrix ordering of Rd occurs when we
declare an n × n matrix G = [γij]
n
i,j=1 of linear functionals on R to be positive if
the linear function Gˆ : R→Mn(C) defined by
Gˆ(x) = [γij(x)]
n
i,j=1 , for x ∈ R,
is completely positive [4, Lemma 4.2]. While it is not true that this matrix or-
dering admits an Archimedean order unit for every operator system, the duals
of finite-dimensional operator systems do possess an Archimedean order unit for
this matrix ordering [4, Corollary 4.5]. Indeed, every faithful state δ on R is an
Archimedean order unit [15, Lemma 2.5] for the matrix ordering of Rd. Thus, the
choice of Archimedean order unit δ for the dual Rd of a finite-dimensional opera-
tor system R is not canonical.
With regards to questions of purity, the use of an operator system dual can be
useful in light of the following straightforward result.
Proposition 2.6. Suppose that R and T are finite-dimensional operator systems and that
φ : R→ T is a completely positive linear map. Then:
(1) the linear adjoint φd : Td → Rd is completely positive, and
(2) φ is pure in CP(R,T) if and only if φd is pure in CP(Td,Rd).
The algebraic tensor product R ⊗ T of operator systems R and T is a complex
∗-vector space, and there are many possible matrix orderings that are induced by
the matrix orderings of R and T that give R⊗T the structure of an operator system
[16]. In the case where R = Mk(C) and T = Mm(C), there is a unique operator
system tensor product structure on R⊗T and it is the one induced by considering
Mn(Mk(C)⊗Mm(C) as a unital C
∗-algebra.
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Definition 2.7. ([16, §4]) The minimal operator system tensor product R ⊗min T of
operator systems R and T is the operator system whose matrix ordering is defined so that
a matrix X = [xij]
n
i,j=1 ∈Mn(R⊗ T) is positive if
[(φ ⊗ψ)(xij)]
n
i,j=1 ∈ (Mn(Mk(C)⊗Mm(C)))+ ,
for all unital completely positive linear maps φ : R → Mk(C) and ψ : T → Mm(C) and
for all k,m ∈ N, and whose canonical Archimedean order unit is given by eR ⊗ eT .
The minimal operator system tensor product R ⊗min T of operator systems R
and T may be realised by representing R and T as operator subsystems of B(H)
and B(K), respectively, and then endowing the vector space R ⊗ T of operators
on the Hilbert space H ⊗ K with the operator system structure induced by the
operator system structure of B(H ⊗K) [16, Theorem 4.4].
If V is a finite-dimensional vector space, then the tensor product V ⊗ Vd of V
with its dual Vd is linearly isomorphic to L(V), the vector space of linear transfor-
mations on V. If we apply this linear isomorphism to a finite-dimensional operator
system R and its operator system dual Rd, then the cone CP(R) in L(R) of com-
pletely positive linear maps on R determines a cone in R⊗Rd. This cone is in fact
the positive cone of R ⊗min R
d, where ⊗min denotes the minimal operator system
tensor product [16, §4], [17, Lemma 8.5].
The canonical linear isomorphism between R ⊗ Rd and L(R) is the one that
maps elementary tensors x ⊗ ψ ∈ R ⊗ Rd to rank-1 linear transformations r 7→
ψ(r)x, for r ∈ R. Let Γ : L(R) → R ⊗ Rd be the inverse of this canonical linear
isomorphism. Thus,
Γ (CP(R)) =
(
R⊗min R
d
)
+
,
the cone of positive elements of the operator system R ⊗min R
d. Thus, it is clear
that φ ∈ CP(R) is pure if and only if Γ(φ) is pure (i.e., only if Γ(φ) generates a
half-line face of the cone
(
R⊗min R
d
)
+
).
Definition 2.8. ([14]) If R is a finite-dimensional operator system, then an element ξ ∈
R ⊗ Rd is maximally entangled if there exist bases {x0, . . . , xm} and {δ0, . . . , δm} of R
and Rd, respectively, such that
(1) {x0, . . . , xm} and {δ0, . . . , δm} are dual bases (i.e., δi(xi) = 1 and δi(xj) = 0 if
j 6= i, for all i and j),
(2) x0 = eR and δ0 = eRd , and
(3) ξ =
m∑
j=0
xj ⊗ δj.
Proposition 2.9. Let ι : R → R be the identity map of a finite-dimensional operator
system R. Then Γ(ι) is the unique maximally entangled element of R⊗ Rd.
Proof. Set x0 = eR and let δ0 be a faithful state on R; thus, δ0 is a positive lin-
ear functional, δ0(x0) = 1, and δ0 serves as an Archimedean order unit eRd for
Rd. Select a basis {x1, . . . , xm} of ker δ0 and a dual basis {δ1, . . . , δm} for the vector
space ker δ0; this dual basis can be realised by linear functionals on R such that
{x0, x1, . . . , xm} and {δ0, δ1, . . . , δm} are dual bases for R and R
d. Set ξ =
m∑
j=0
xj ⊗ δj,
which by definition is maximally entangled. Under the canonical isomorphism
R ⊗ Rd → L(R), each xi ⊗ δi maps to an operator on R that annihilates every xj
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with j 6= i and fixes xi. That is, Γ
−1(ξ) = ι, making Γ(ι) = ξ. The uniqueness
of ξ as a maximally entangled element is a consequence of the fact that if ξ ′ were
any other maximally entangled element, then Γ−1(ξ ′) must be ι, implying that
ξ ′ = ξ. 
Corollary 2.10. The identity map ι : R→ R of a finite-dimensional operator system R is
pure if and only if the maximally entangled element Γ(ι) ∈
(
R⊗min R
d
)
+
is pure.
2.3. Boundary representations. Boundary representations of the C∗-algebra gen-
erated by an operator system have an important role in the proving our results on
the purity of identity mappings.
Definition 2.11. If A is a unital C∗-algebra generated by an operator system R, then a
representation π : A → B(K) of A on some Hilbert space K is a boundary representa-
tion forR if (i) π is irreducible and (ii) π is the unique ucp extension toA of the completely
positive linear map π|R : R→ B(K).
The first tool we shall use is the following one.
Proposition 2.12. IfA is a unital C∗-algebra generated by an operator systemR, and if π :
A→ B(K) is a boundary representation ofR, then π|R is a pure element of CP(R,B(K)).
Proof. Let φ = π|R, where π : A → B(K) is a boundary representation of R.
Suppose that ϑ,ω : R → B(K) are completely positive linear maps such that ϑ +
ω = φ. By the Arveson Hahn-Banach Extension Theorem [1, Theorem 1.2.3], there
are completely positive linear extensions Θ and Ω of ϑ and ω from R to A. Thus,
Θ + Ω is a completely positive extension of φ; hence, π = Θ + Ω. Because π is
irreducible, the Radon-Nikody´m Theorem for completely positive linear maps [1,
Theorem 1.4.2] implies that Θ = sπ and Ω = tπ, for some s, t ∈ [0, 1]. Hence,
ϑ = sφ and ω = tφ, proving that φ is pure. 
The crucial link between boundary representations and C∗-envelopes, given by
the following Choquet-type theorem, is the second tool from the theory of bound-
ary representations that is required to prove our purity results.
Theorem 2.13. (Arverson-Davidson-Kennedy [2, 5]) Suppose that R is an operator
subsystem of a unital C∗-algebra A and that A = C∗(R). LetS denote the ideal of C∗(R)
given by
S = {a ∈ C∗(R) |π(a) = 0 for every boundary representation π of R},
and let q : C∗(R) → C∗(R) → C∗(R)/S denote the canonical quotient homomorphism.
Then
(
C∗(R)/S,q|R
)
is a C∗-envelope ofR. That is,C∗e (R) = C
∗(R)/S and the ucp map
ιe = q|R is a complete order embedding ofR into its C
∗-envelope C∗(R)/S. Furthermore,
for any matrix X ∈Mn(R), the norm of X is given by
‖X‖ = max
{
‖π(n)(X)‖ |π is a boundary representation of R
}
,
where π(n) denotes the unital ∗-homomorphism on Mn (C
∗(R)) that maps every matrix
[aij]
n
i,j=1 of elements of C
∗(R) to [π(aij)]
n
i,j=1.
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2.4. Noncommutativity and the purity of ucpmaps. The following simple obser-
vation will be useful in cases where the codomain of a unital completely positive
linear map is an algebra.
Proposition 2.14. If a unital C∗-algebra A has nontrivial centre and if φ : R → A a
unital completely positive linear map, the φ is not a pure element of the cone CP(R,A).
Proof. By the hypothesis that the centre Z(A) of A is nontrivial, there exists a non-
scalar positive element a ∈ Z(A) of norm ‖a‖ = 1. If φ : R → A is a unital
completely positive linear map, then define ϑ,ω : R → A by ϑ(x) = a1/2φ(x)a1/2
andω(x) = (1− a)1/2φ(x)(1 − a)1/2, for x ∈ R. Observe that, for every x ∈ R,
ϑ(x) +ω(x) = a1/2xa1/2 + (1− a)1/2φ(x)(1 − a)1/2 = φ(x) (a+ (1− a)) = φ(x).
However, as a is nonscalar, a = ϑ(eR) 6= λφ(eR) for every λ > 0. Hence, φ is not
pure. 
2.5. Extension of pure completely positive linear maps. In addition to proving
that the von Neumann algebra B(H) is injective in his seminal paper [1], Arveson
proved that if R is an operator subsystem of an operator system T, then a pure
completely positive linear map φ : R → B(H) extends to a pure completely pos-
itive linear map Φ : T → B(H). The following result shows that pure extensions
occur for pure maps into arbitrary injective von Neumann.
Proposition 2.15 (Pure Extensions). If R ⊆ T is an inclusion of operator systems, and
if φ : R → M is a pure completely positive linear map into an injective factor M, then
then φ extends to a pure completely positive linear mapΦ : T →M.
Proof. Let δ = ‖φ‖ and consider the set CPδ(R,B(H)) of all completely posi-
tive linear maps ψ : R → M of norm ‖ψ‖ 6 δ. In the point-ultraweak topol-
ogy, CPδ(R,M) is a compact space [19, Theorem 7.4]. Consider the subset C of
CPδ(T,M) consisting of all completely positive linear maps Φ : T → M such that
Φ|R = φ. By the injectivity of M, the set C is nonempty. It is also plainly convex.
We now show that C is compact in CPδ(T,M).
Let {φ}α be a net in C. Because the norm of any completely positive map on an
operator system is achieved at the order unit of the operator system, we have that
‖Φ‖ = δ, for every Φ ∈ C; hence, C ⊂ CPδ(T,M) and {φ}α is a net in CPδ(T,M).
By the compactness of CPδ(T,M), there exists a subnet {φαi }i of {φ}α and a φ ∈
CPδ(T,M) such thatφ(x) is the limit, in the ultraweak topology ofB(H), of the net
{φαi(x)}i of operators φαi(x) ∈M. BecauseM is closed in the ultraweak topology
of M, the operator φ(x) must belong to M for every x. Hence, the limiting map φ
is an element of C. Thus, because every net in C admits a convergent subnet, C is
compact in the subspace topology of CPδ(T,M).
The point-ultraweak topology is a weak*-topology, and so the Krein-Milman
Theorem applies to the compact convex set C, which yields an extreme point Φ of
C. Suppose that Φ = Θ + Ω, for some nonzero completely positive linear maps
Ψ,Ω : T →M. Thus, if ϑ = Θ|R andω = Ω|R, then φ = ϑ+ω; hence, by the purity
of φ, there are nonzero s, t ∈ [0, 1] such that ϑ = sφ and ω = tφ. Therefore, the
completely positive linear maps 1
s
Θ and 1
t
Ω are completely positive extensions
of φ, making them elements of C, and these maps satisfy s( 1
s
Θ) + t( 1
t
Ω) = Φ.
Furthermore, as φ(x) = sφ(x) + tφ(x) = (s+ t)φ(x) for every x ∈ R, we have that
s+ t = 1. Hence,Φ is a convex combination of 1
s
Θ and 1
t
Ω. Since Φ is an extreme
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point of C, we obtain Φ = 1
s
Θ = 1
t
Ω, which proves that the extension Φ of φ is
pure. 
A consequence of the proof of Proposition 2.15 is the following result.
Proposition 2.16. IfR ⊆ T is an inclusion of operator systems and if φ : R→ I is a pure
completely positive linear map of R into an injective operator system I, then every extreme
point Φ of the convex set of extensions of φ to T is a pure completely positive linear map
Φ : T → I.
2.6. Operator systems from discrete groups. Suppose that u is a generating set for
a discrete group G. Considered as a subset of the (full) group C∗-algebra, C∗(G),
each element of u is unitary. Define S(u) ⊂ C∗(G) by
S(u) = Span {1,u,u∗ |u ∈ u} ,
where 1 denotes the multiplicative identity of the C∗-algebra C∗(G). Thus, S(u) is
an operator system in C∗(G).
Definition 2.17. Let u1,u2,u3, . . . denote generators of the free group F∞. For each
n ∈ N, let
Sn = Span{1,uk,u
∗
k | k = 1, . . . ,n} ⊂ C
∗(Fn),
where Fn is the free group generated by u1, . . . ,un. The operator system Sn is called the
operator system of the free group Fn.
Up to unital complete order isomorphism, the definition of Sn is independent
of the choice of generators of Fn. Moreover, it is clear that C
∗(Sn) = C
∗(Fn), for
every n ∈ N.
Definition 2.18. For each n ∈ N with n > 2, let v1, . . . , vn be generators of the group
∗n1 Z2, the free product of n copies of Z2, and define
NC(n) = Span{1, v1, . . . , vn} ⊂ C
∗(∗n1 Z2).
(Note that in C∗(∗n1 Z2) each vj is a selfadjoint unitary (i.e., v
2
j = 1).) The operator system
NC(n) is called the operator system of the noncommutative n-cube.
The condition n > 2 in Definition 2.18 is present only to justify the use of the
term “noncommutative cube”. One can also define NC(1) in the obvious manner.
As with free groups, up to unital complete order isomorphism the definition
of NC(n) is independent of the choice of generators of ∗n1 Z2, and C
∗(NC(n)) =
C∗(∗n1 Z2).
The following result describes the C∗-envelope of operator systems arising from
discrete groups.
Theorem 2.19. ([8, Proposition 3.2]) If u is a generating set for a discrete groupG, then
(C∗(G), ι˜) is a C∗-envelope for S(u), where ι˜ : S(u)→ C∗(G) is the canonical inclusion.
Corollary 2.20. C∗e (Sn) = C
∗(Fn) and C
∗
e (NC(n)) = C
∗(∗n1 Z2).
It is somewhat remarkable that the operator systems Sn and NC(n) are oper-
ator system quotients of operator systems of matrices [8, 10]. As a consequence,
the dual operator systems Sdn and NC(n)
d can be realised by operator systems of
matrices, which is crucial for our analysis of the purity of identity maps on the
operator systems Sn and NC(n).
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Theorem 2.21. For every choice of order unit for each of the operator system duals Sdn
andNC(n)d,
(1) ([10, Theorem 4.5]) the operator system dual Sdn of Sn is completely order iso-
morphic to the operator system Xn of 2n× 2n matrices defined by
Xn =
{
n⊕
k=1
[
α βk
γk α
]
|α,βk,γk ∈ C, k = 1, . . . ,n
}
,
and
(2) ([8, Proposition 6.1]) the operator system dual NC(n)d of NC(n) is completely
order isomorphic to the operator system Yn of 2n× 2n matrices defined by
Yn =
{
n⊕
k=1
[
α βk
βk α
]
|α,βk ∈ C, k = 1, . . . ,n
}
.
To conclude, we make explicit note of the earlier-mentioned universal proper-
ties of Sn and NC(n).
Theorem 2.22. Let y1, . . . ,yn ∈ B(H) be arbitrary contractions, for n ∈ N, and let
h1, . . . ,hm ∈ B(H) be arbitrary selfadjoint contractions, form ∈ N withm > 2. There
exist unital completely positive linear maps φ : Sn → B(H) and ψ : NC(m) → B(H)
such that
φ(uj) = yj, for every j, and ψ(vk) = hk, for every k.
Theorem 2.22 is proved in [17, Proposition 9.7] and [8, Proposition 6.5].
3. EMBEDDING OPERATOR SYSTEMS INTO THEIR INJECTIVE ENVELOPES
The main result of this section, Theorem 3.2, is a determination of the purity
of the embedding of an arbitrary operator system R into its injective envelope by
way of the C∗-envelope of R, thereby answering question (Q3).
If B is an injective C∗-algebra, then B is a monotone complete C∗-algebra and,
hence, an AW∗-algebra [21]. By the seminal work of Hamana [13, 21], every unital
C∗-algebra A has a regular monotone completion A such that A is a unital C∗-
subalgebra of its injective envelope I(A) (when I(A) is considered in its guise as an
injective C∗-algebra). Moreover, for any operator system R, the following system
of unital complete order embeddings holds:
(1) R ⊆ C∗e (R) ⊆ C
∗
e (R) ⊆ I(R).
Lemma 3.1. If B is an AW∗-factor, then the identity map ι : B→ B is a pure element of
CP(B).
Proof. Every AW∗-factor is a primitive C∗-algebra [22]; hence, without loss of gen-
erality we may assume that B is an irreducible C∗-algebra of operators acting on
some Hilbert space H. The identity map ι : B → B is, therefore, an irreducible
representation of B on H; thus, by Arveson’s criterion [1, Corollary 1.4.3], ι is a
pure element of CP (B,B(H)).
Suppose now that ϑ,ω ∈ CP(B) are such that ϑ + ω = ι. Considering ϑ and
ω as elements of CP (B,B(H)), the purity of ι in CP (B,B(H)) and the equation
ϑ +ω = ι imply that ϑ = sι and ω = (1 − s)ι for some s ∈ [0, 1]. Hence, it is also
true that ι : B→ B is a pure element of CP(B). 
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Theorem 3.2. The following statements are equivalent for the canonical unital complete
order embedding ιie : R→ I(R):
(1) ιie is pure in the cone CP (R, I(R));
(2) the C∗-algebra C∗e (R) is prime.
Proof. To prove that (1) implies (2), we shall prove that ιie is not pure if C
∗
e (R) is
not prime. To this end, let A = C∗e (R), which we assume to be nonprime. The
regular monotone completion of any nonprime C∗-algebra has nontrivial centre
[13, Theorem 7.1]. Thus, the ucp map ιie : R→ A is not pure in the cone CP(R,A),
by Proposition 2.14. Hence, via the system of inclusions (1) above, ιie is not pure
in the cone CP (R, I(R)).
Conversely, to prove that (2) implies (1), assume that C∗e (R) is a prime C
∗-
algebra. Thus, I (C∗e (R)) is (unitally completely order isomorphic to) an injective
AW∗-factor [13, Theorem 7.1]. Suppose that ϑ,ω : R → I(R) are completely pos-
itive linear maps such that ϑ + ω = ιie. By the injectivity of I(R), there exists
completely positive extensions Θ and Ω of ϑ and ω, respectively, from R to I(R).
Thus, Θ +Ω is a ucp map on I(R) for which (Θ +Ω)[x] = x, for every x ∈ R. By
the rigidity property of the injective envelope [12, Lemma 3.6], it is necessarily the
case that (Θ+Ω)[z] = z, for every z ∈ I(R). However, as I(R) is an AW∗-factor, the
identity map on I(R) is pure, by Lemma 3.1; thus, Θ andΩ are scalar multiples of
the identity map on I(R), implying that ϑ andω are scalar multiples of ιie. Hence,
ιie is pure in the cone CP (R, I(R)). 
Corollary 3.3. The embedding of Sn into its injective envelope is pure for every n > 2.
Proof. The C∗-envelope of Sn is C
∗(Fn), which is primitive (and, hence prime) for
every n > 2 [3]. Thus, Theorem 3.2 yields the purity of the embedding ιie. 
4. EMBEDDING DISCRETE-GROUP OPERATOR SYSTEMS INTO THEIR
C∗-ENVELOPES
This section answers question (Q2) for operator systems from discrete groups.
Lemma 4.1. Suppose that R is an operator subsystem of a unital C∗-algebra A for which
A = C∗(R), and that R contains a set u of unitary elements of A that generate A as a C∗-
algebra. Suppose that B is a unital C∗-subalgebra of B(H), for some Hilbert space H. If
φ : R→ B is a ucp map for which φ(u) is unitary, for every u ∈ u, and if the commutant
of {φ(u) |u ∈ u} in B(H) is 1-dimensional, then φ is a pure element of CP(R,B).
Proof. The hypothesis that φ(u) is unitary, for every u ∈ u, implies that φ ad-
mits a unique ucp extension π : C∗(R) → B and that the extension π is a ho-
momorphism [17, Lemma 9.3]. Because the commutant of {φ(u) |u ∈ u} in B(H)
is 1-dimensional, the C∗-algebra π (C∗(R)) is irreducible; in other words, π is an
irreducible representation of C∗(R).
Suppose that ϑ and ω are completely positive linear maps R → B such that
φ = ϑ + ω. In considering ϑ and ω as elements of CP (R,B(H)), Arveson’s Ex-
tension Theorem yields completely positive extensions Θ and Ω of ϑ and ω that
map C∗(R) into B(H). Hence, Θ + Ω is one completely positive extension of φ,
considering φ as an element of CP (R,B(H)). However, because φ(u) is unitary in
B(H) for every u ∈ u, φ has unique ucp extension from R to C∗(R) into B(H) [15,
Lemma 5.5]. Furthermore, because the extension is a homomorphism, the exten-
sion is necessarily π and the range of the extension is an irreducible C∗-subalgebra
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of B. Hence, π = Θ + Ω. Because π is irreducible, the Radon-Nikody´m Theo-
rem for completely positive linear maps [1, Theorem 1.4.2] states that Θ = sπ and
Ω = (1−s)π, for some s ∈ [0, 1]. Hence, θ = sφ andω = (1−s)φ, thereby proving
that φ is pure in CP(R,B). 
The following result applies in cases where u need not necessarily be a finite set.
Theorem 4.2. If a discrete group G is generated by a set u, and if C∗(G) is a primitive
C∗-algebra, then the embedding ιe : S(u)→ C
∗(G) is pure.
Proof. By assumption of the primitivity of C∗(G), there exists a faithful irreducible
representation of C∗(G) on a separable Hilbert space H. Thus, without loss of
generality, we assume that C∗(G) is a unital C∗-subalgebra of B(H), that S(u) is
an operator subsystem of C∗(G), and that ιe is the inclusion map ιe(x) = x, for
x ∈ S(u). Clearly ιe maps the unitary elements of S(u) to unitary elements of
C∗(G); hence, by Lemma 4.1, ιe is a pure element of CP (S(u), C
∗(G)). 
A necessary condition for a full group C∗-algebra C∗(G) to be primitive is that
G be an infinite conjugacy class (i.c.c.) group. Therefore, the next theorem, which
applies only to finitely-generated groups, requires somewhat less of the group C∗-
algebra C∗(G) and answers question (Q2) for the operator systems Sn and NC(n).
Theorem 4.3. Suppose thatG is a finitely-generated discrete group and u is any finite set
of generators of G. Then the following statements are equivalent:
(1) the canonical embedding ιe : S(u)→ C
∗(G) is pure;
(2) G is an infinite conjugacy class (i.c.c.) group.
Proof. To prove that (1) implies (2), we show that if G is not an i.c.c. group, then
the embedding ιe : S(u) → C
∗(G) is not pure. Because full group algebras have
trivial centre only for i.c.c. groups (see, for example, [18, Proposition 2.1]), the ucp
map ιe : S(u)→ C
∗(G) can never by pure if G is not an i.c.c. group, by Proposition
2.14.
To prove that (2) implies (1), suppose that u is given by u = {u1, . . . ,un}, for
some unitaries uj ∈ C
∗(G). Note that the hypothesis that G is an i.c.c group im-
plies that the reduced group C∗-algebra C∗r (G) is prime [18, Proposition 2.3]. Be-
cause separable prime C∗-algebras are primitive, there exists a faithful irreducible
representation π : C∗r (G) → B(H), for some Hilbert space H. Let B = π (C
∗
r (G)),
an irreducible C∗-subalgebra of B(H). If ρ denotes the left regular representation
of the group G (thereby implementing a homomorphism C∗(G) → C∗r (G)), then
define a unital completely positive linear map ψ : S(u)→ B(H) by
ψ

α1+ n∑
j=1
αjuj

 = απ (ρ(1)) + n∑
j=1
αjπ (ρ(uj)) .
Because ψ(u) is unitary for every u ∈ u and the commutant of {ψ(u) |u ∈ u} in
B(H) is 1-dimensional, ψ is a pure element of CP (R,B), by Lemma 4.1.
If there exists completely positive linear maps ϑ,ω : S(u) → C∗(G) such that
ϑ+ω = ιe, then
(π ◦ ρ) ◦ ϑ + (π ◦ ρ) ◦ω = (π ◦ ρ) ◦ ιe = ψ.
Hence, the purity of ψ in CP(S(u),B) yields (π ◦ ρ) ◦ ϑ = sψ = (π ◦ ρ) ◦ (sιe), for
some s ∈ [0, 1]. Because ψ is a linear map that sends a space of dimension (n + 1)
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onto a space of the same dimension, ψ is injective; hence, (π ◦ ρ) ◦ ϑ(x) = (π ◦ ρ) ◦
(sιe)(x), for x ∈ S(u), only if ϑ(x) = sιe(x). That is, ϑ = sιe and ω = (1 − s)ιe,
proving that ιe is pure. 
Corollary 4.4. The embedding ιe : Sn → C
∗(Fn) is pure for every n > 2.
Proof. For every n > 2, Fn is an i.c.c. group. 
Corollary 4.5. The embedding ιe : NC(n)→ C
∗(∗n1 Z2) is pure for every n > 3.
Proof. If n > 3, then ∗n1 Z2 contains F2 as a subgroup (see, for example, [11, Lemma
D.2]). Hence, ∗n1 Z2 is an i.c.c. group. 
With respect to S1 and NC(2), because C
∗(Z) is abelian and C∗(Z2 ∗ Z2) has
nontrivial centre, Proposition 2.14 shows that the embeddings of S1 and NC(2)
into their C∗-envelopes are not pure.
5. IDENTITY MAPS ON SOME UNIVERSAL OPERATOR SYSTEMS
In this section we answer question (Q1) for the universal operator systems Sn
and NC(n), making crucial use of boundary representations and the fact that the
operator system duals of theses operator systems can be represented as operator
systems of matrices (Theorem 2.21).
Theorem 5.1. The identity map ιn : Sn → Sn is pure for every n > 1.
Proof. By Theorem 2.6, it is enough to prove that the dualmap ιdn : S
d
n → S
d
n (which
is again an identity map) is pure. By Theorem 2.21, therefore, it is enough to verify
that the identity map in : Xn → Xn is pure in the cone CP(Xn,Xn), where
(2) Xn =
{
n⊕
k=1
[
α βk
γk α
]
|α,βk,γk ∈ C, k = 1, . . . ,n
}
.
The C∗-algebra generated byXn is C
∗(Xn) =
n⊕
1
M2(C). Themapπk : C
∗(Xn)→
M2(C) that projects x ∈ Xn onto its k-th direct summand is an irreducible repre-
sentation of C∗(Xn), for each k = 1, . . . ,n. We prove below that each irreducible
representation πk of C
∗(Xn) is a boundary representation of Xn.
First note that, up to unitary equivalence, π1, . . . ,πn are all of the irreducible
representations of C∗(Xn); thus, the boundary representations for Xn are among
these elements. By Theorem 2.13, the norm of each x ∈ Xn is given by
(3) ‖x‖ = max {‖π(x)‖ |π is a boundary representation of Xn} .
For each k = 1, . . . ,n let xk ∈ Xn be the matrix whose k-th direct summand is[
0 1
0 0
]
and whose other direct summands are the 2 × 2 zero matrix. Because
πk(xk) =
[
0 1
0 0
]
for each k and φj(xk) = 0 when j 6= k, the only way that
equation (3) can hold for every k is if πk is a boundary representation of Xn for
every k.
Now let φk = πk|Xn ; thus, φk is a pure element of CP(Xn,M2(C)). Denote the
canonical orthonormal basis vectors of C2 by e1, e2 and the canonical orthonormal
basis vectors of C2n by fℓ, for ℓ = 1, . . . 4n. Denote by vk : C
2 → C2n the isometry
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that maps e1 to f2k−1 and e2 to f2k, for k = 1, . . . ,n. Thus, the ucp maps φk are
given by v∗kinvk.
Suppose now that ϑ,ω : Xn → Xn are completely positive linear maps for
which in = ϑ+ω. Then
φk = v
∗
kinvk = v
∗
kϑvk + v
∗
kωvk,
where v∗kϑvk, v
∗
kωvk ∈ CP(Xn,M2(C)). Observe that the projections pk = vkv
∗
k ∈
M2(C), for k = 1, . . . ,n, are mutually orthogonal, sum to the identity, and com-
mute with every element of Xn. Thus,
(4) ϑ =
n∑
k=1
pkϑpk andω =
n∑
k=1
pkϑpk,
and
(5) in =
n∑
k=1
pkinpk =
n∑
k=1
pkϑpk +
n∑
k=1
pkωpk = ϑ+ω.
Furthermore, because each φk is a pure element of CP(Xn,M2(C)), there are sk ∈
[0, 1] such that v∗kϑvk = skφk and v
∗
kωkvk = (1− sk)φk for k = 1, . . . ,n. Thus,
pkϑpk = vk(skφk)v
∗
k = skpkinpk
and
pkωpk = vk((1− sk)φk)v
∗
k = (1− sk)pkinpk
for every k. Therefore, equations (4) become
ϑ =
n∑
k=1
sk(pkinpk) and ω =
n∑
k=1
(1− sk)pkinpk.
Evaluation of the expression above for ϑ at the identity 1 ∈M2(C) yields
ϑ(1) =
n∑
k=1
sk(pkin(1)pk) =
n⊕
1
[
sk 0
0 sk
]
.
Because ϑ(1) ∈ Xn, the diagonal of ϑ(1) is constant; hence, s1 = · · · = sn = s for
some s ∈ [0, 1]. That is, ϑ = sin andω = (1− s)in. 
Theorem 5.2. The identity map ιn : NC(n)→ NC(n) is pure for every n > 2.
Proof. By Theorem 2.6, it is sufficient to confirm that the dual map ιdn : NC(n)
d →
NC(n)d (which is again an identity map) is pure. By Theorem 2.21, therefore, it is
enough to verify that the identity map jn : Yn → Yn is pure in the cone CP(Yn,Yn),
where
(6) Yn =
{
n⊕
k=1
[
α βk
βk α
]
|α,βk ∈ C, k = 1, . . . ,n
}
.
Note that an element y =
n⊕
k=1
[
α βk
βk α
]
is positive if and only βk ∈ R and α > |βk|,
for every k = 1, . . . ,n.
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The C∗-algebra Yn generates is abelian. Hence, the matrices in Yn are commut-
ing normal matrices and, therefore, admit a common spectral decomposition. That
is, there is a unitary u ∈M2n(C) such that
u∗
(
n⊕
k=1
[
α βk
βk α
])
u =


α+ β1
α− β1
. . .
α+ βn
α− βn

 .
Hence, Yn is unitarily equivalent to the operator subsystem Zn of the unital abelian
C∗-algebra ℓ∞(2n) given by
Zn = {(α + β1,α− β1, . . . ,α+ βn,α− βn) |α,βk ∈ C, k = 1, . . . ,n} .
Observe that ℓ∞(2n) is the unital C∗-algebra generated by Zn. Let zn : Zn → Zn
denote the identity map on Zn. We aim to prove that zn is pure.
For each k ∈ {1, . . . , 2n} let πk : ℓ
∞(2n) → C denote the projection map onto
the k-th coordinate. Thus, each πk is an irreducible representation of ℓ
∞(2n) on C,
and R = {π1, . . . ,π2n} is the set of all irreducible representations of ℓ
∞(2n). If, for
a fixed k, the map πk can be shown to be a boundary representation for Zn, then
it will follow that ϕk = πk|Zn , the projection of Zn onto the k-th coordinate, is a
pure state on Zn.
To this end, let Φk : ℓ
∞(2n) → C be any state extending ϕk. Because the states
on ℓ∞(2n) are convex combinations of extremal states—which in this case are the
irreducible representations π1, . . . ,π2n—we deduce that
(7) Φk =
2n∑
j=1
λjπj,
for some λ1, . . . , λ2n ∈ [0, 1] for which
2n∑
j=1
λj = 1. The representation in equation
(7) above depends on the choice of k (that is, the convex coefficients λj depend on
the choice of k).
For notational simplicity, we consider the case of k = 1 first. Thus, we aim to
show in equation (7)—assuming k = 1—that λ1 = 1 and λj = 0 for all j 6= 1. To
this end, consider the element x ∈ Zn that is given by
x = (1, 0, 1, 0, . . . , 1, 0).
(We achieve x by selecting α = βj =
1
2 for every j = 1, . . . ,n.) Thus, equation (7)
yields
1 = ϕ1(x) = Φ1(x) =
2n∑
j=1
λjπj(x) =
n∑
ℓ=1
λ2ℓ−1.
Thus, from 1 =
2n∑
j=1
λj =
n∑
ℓ=1
λ2ℓ−1 we deduce that λ2ℓ = 0 for every ℓ = 1, . . . ,n.
Now using
y = (1, 0, 0, 1, 0, 1, . . . , 0, 1) ∈ Zn,
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which is achieved by using α = β1 =
1
2 and βj =
−1
2 for j = 2, . . . ,n, we obtain
1 = ϕ1(y) = Φ1(y) =
2n∑
j=1
λjπj(y) = λ1 +
n∑
ℓ=1
λ2ℓ = λ1 + 0 = λ1.
Hence, λj = 0 for all j 6= 1 and Φ1 = π1. The arguments for every other Φk
are handled similarly, juxtaposed according to whether k is even or odd. Thus,
for each k = 1, . . . , 2n, πk|Zn has the unique extension property, and so πk is a
boundary representation for Zn. Hence, ϕk = πk|Zn is a pure state on Zn.
Now suppose that there are completely positive linear maps ϑ,ω : Zn → Zn for
which zn = ϑ + ω. For each k, let ϕk = πk ◦ zn, ϑk = πk ◦ ϑ, and ωk = πk ◦ ω,
which project onto the k-th coordinates of x, ϑ(x), andω(x), respectively, for every
x ∈ Zn. The state ϕk was shown in the previous paragraph to be pure, and so
ϕk = ϑk + ωk implies that there ϑk and ωk are nonnegative scalar multiples of
ϕk.
Select
x = (α+ β1,α− β1, . . . ,α+ βn,α− βn) ∈ Zn.
By the previous paragraph, each ϑk is nonnegative scalar multiple of ϕk. Hence,
there are nonnegative s1, . . . , sn, t1, . . . , tn ∈ R such that
ϑ(x) = (s1(α+ β1), t1(α − β1), . . . , sn(α+ βn), tn(α − βn)) .
However, since ϑ(x) ∈ Zn, there exist λ,µ1 . . . ,µn ∈ C such that
ϑ(x) = (λ+ µ1, λ− µ1, . . . , λ+ µn, λ− µn) .
Hence, we have the following system of 2n equations:
s1(α+ β1) = λ+ µ1
t1(α− β1) = λ− µ1
s2(α+ β2) = λ+ µ2
t2(α− β2) = λ− µ2
...
...
...
sn(α+ βn) = λ+ µn
tn(α− βn) = λ− µn .
Viewing the equations above as n pairs of equations, adding the first two equa-
tions in each pair leads to:
(8) (sk + tk)α+ (sk − tk)βk = 2λ, for every k = 1, . . . ,n.
That is,
(sk + tk)α+ (sk − tk)βk = (sj + tj)α+ (sj − tj)βj, for every k, j = 1, . . . ,n.
These equations above hold regardless of the choice of α,β1, . . . ,βn, and so it must
be that sk = tk for each k. Therefore, the n equations given in (8) simplify to
(9) 2skα = 2λ, for every k = 1, . . . ,n.
Hence, s1 = · · · = sn. If s ∈ R denotes this nonnegative real number, then ϑ(x) =
sx, for every x ∈ Zn. Thus, ϑ = szn andω = (1− s)zn.
Hence, zn is pure, implying that jn and ι
d
n are pure. 
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We now give another example among many known examples showing that the
restriction of a pure map to an operator subsystem need not be pure. What makes
the example here of interest is that the restriction is made to an operator subsystem
of just 1 dimension lower.
Proposition 5.3. There exist operator systems R, T, and Q, and a unital completely posi-
tive linear mapΦ : T → Q such that
(1) R is an operator subsystem of T,
(2) the linear dimension of the vector space T/R is 1,
(3) the mapΦ is pure in CP(T,Q), and
(4) the restriction of Φ to R is not pure in CP(R,Q).
Proof. Let T = Q = X1; that is,
T = Q =
{[
α β1
β2 α
]
|α,β1,β2 ∈ C
}
.
Let
R =
{[
α β
β α
]
|α,β ∈ C
}
,
which is an operator subsystem of T of co-dimension 1.
Let Φ : T → Q be the identity map. By (the proof of) Theorem 5.1, Φ is a pure
element of CP(T,Q). The completely positive linear maps ϑ,ω : T → Q given by
ϑ
([
α β1
β2 α
])
=
[
α
2 +
β1+β2
4
α
2 +
β1+β2
4
α
2 +
β1+β2
4
α
2 +
β1+β2
4
]
and
ω
([
α β1
β2 α
])
=

 α2 −
(
β1+β2
4
)
−α
2 +
β1+β2
4
−α
2 +
β1+β2
4
α
2 −
(
β1+β2
4
)


satisfy, when β1 = β2 = β,
ϑ
([
α β
β α
])
+ω
([
α β
β α
])
=
[
α β
β α
]
.
That is, ϑ(x)+ω(x) = Φ|R(x), for every x ∈ R. Hence, as neither ϑ norω is a scalar
multiple of φ|R, the restriction of Φ to R is not pure in the cone CP(R,Q). 
IfR is any operator system, thenR⊗minXn is canonically an operator subsystem
ofR⊗minMn(C) = Mn(R); thus, wemay describeR⊗minXn as the operator system
R⊗min Xn =
{
n⊕
k=1
[
r ak
bk r
]
| r,ak,bk ∈ R
}
.
Likewise,
R⊗min Yn =
{
n⊕
k=1
[
r ck
ck r
]
| r, ck ∈ R
}
.
As a final consequence of Theorems 5.1 and 5.2 and Corollary 2.10, we have the
following application.
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Proposition 5.4. If {u1, . . . ,un} is the generating set of unitaries for C
∗(Fn), for n > 1,
and if {v1, . . . , vm} is the generating set of selfadjoint unitaries for C
∗(∗m1 Z2), wherem >
2, then
ξ =
n⊕
k=1
[
1 uk
u∗k 1
]
is a pure element of the cone (Sn ⊗min Xn)+, and
ξ ′ =
m⊕
j=1
[
1 vj
vj 1
]
is a pure element of the cone (NC(m)⊗min Ym)+.
Proof. With respect to the canonical basis {1,u1,u
∗
1 , . . . ,un,u
∗
n} of Sn and the canon-
ical basis {1, v1, v2, . . . , vm} of NC(m), the matrix representation (see [8, Proposition
6.1],[10, Theorem 4.5]) of the dual basis elements of Sdn and NC(m)
d, where n > 1
andm > 2, are given by
{1, e
[k]
12 , e
[k]
21 | k = 1, . . . ,n} and {1, e
[j]
12 + e
[j]
21 | j = 2, . . . ,m},
where e
[ℓ]
ij denotes the matrix formed by a direct sum of 2 × 2 matrices in which
the ℓ-th summand is the 2 × 2 matrix unit eij and every other direct summand
is 0. Thus, ξ and ξ ′ represent the maximally entangled elements of Sn ⊗ S
d
n and
NC(m) ⊗NC(m)d, respectively. By Corollary 2.10, the purity of ξ and ξ ′ follows
from the purity of the identity maps on Sn, for n > 1, and NC(m), form > 2. 
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