ABSTRACT An object tracking method based on a minimum-spanning-tree one-class classifier is proposed where the background is regarded as a collection of all other classes except the target. First, two kinds of different target class examples and outlier examples are collected in the recent few frames. Meanwhile, the candidates are sampled by a particle filter in the current frame. Second, using the sparsity-based local discriminant analysis, all examples and candidates are projected into a local discriminative subspace to improve the discriminative ability of one-class classifier. Then, a graph is built on all the target examples by adopting one-to-all sparse reconstruction coefficients rather than pair-wise Euclidean distance and a minimum-spanning-tree one-class classifier is trained on the graph. Finally, the similarity scores of the candidates are evaluated by the trained classifier. The one with the highest score is determined as the tracking result and used to update the training set. The experimental results demonstrate the superior performance of our method in robustness and accuracy to the state-of-the-art methods.
I. INTRODUCTION
The multi-class classification algorithms require a large number of instances from two (or more) classes to train the classifiers. Most of them assume more or less equally balanced data classes and do not perform well when any class is severely under-sampled or is completely absent [1] . In oneclass classification, one of the classes (referred to as the positive or target class) is well characterized by the instances in the training data, while other non-target classes (the outlier) have either no instances or very few of them, or they do not form a statistically-representative sample of the negative concept [2] , [3] . The one-class classification aims to construct the model of the target class, such that it accepts as much of the target objects as possible, while it minimizes the chance of accepting outlier objects.
Currently, most of the discriminative tracking algorithms [4] - [8] take object tracking as a two-class (target/ background) classification problem. Among them, the methods based on convolutional neural network (CNN) have
The associate editor coordinating the review of this manuscript and approving it for publication was Shenghong Li. achieved great success in object tracking [7] , [8] . However, there is a hidden assumption in them that outlier examples representing background should share the same distribution, and this identical distribution assumption does not hold for most occasions. Moreover, there are many limitations for CNN based methods such as high requirements for both quantity and quality of the data samples, long learning time which makes them difficult to timely response to short-term deformation, etc. Fortunately, the method we will present in the following sections can achieve satisfactory tracking performance with simpler model and lower complexity.
Indeed, background is a dynamic set of different nontarget classes rather than a single class because: (1) background often involves various objects belonging to different classes. As shown in Fig.1 , three outlier examples sampled randomly round the target (a toy tiger) come from three different classes -the book, wall and leaf. You can clearly see their differences in the color histogram. (2) Background around the target often changes frame-by-frame. Based on the continuity of the background, most methods try to model the background in current frame with the region neighboring the target in previous one frame. But the fast movement of the target invalidates the continuity. Facing the complex and dynamic background, the generative methods [9] - [16] focus on object appearance without considering its discriminative power with respect to the background appearance. Most generative methods assume that the target examples lie on an underlying linear manifold [12] . However, this assumption is often violated because of complex extrinsic/intrinsic changes.
Actually, object tracking is a typical one-class classification. In object tracking, the target (or the positive class) is well characterized by instances in the training data set while background (or the negative class) does not form a statisticallyrepresentative sample set of the negative concept because background is dynamic and complicated as mentioned before. Let us consider car tracking, so long as the tracked car is modeled suitably by its unique feature (e.g. a vehicle license plate), we can always track the target correctly even though we have no any information about background. So, we can model the object to be tracked as the target class and all other objects as outlier. Correspondingly, object tracking is considered as a one-class classification problem, namely, the problem of the distinction between the target class and outlier. Unlike the generative methods, one-class classification methods do not rely on the linear manifold of the target examples.
As shown in [17] , a non-parametric one-class classifier called Minimum-Spanning-Tree Class Descriptor (MSTCD) is proposed. MSTCD is good at describing the irregular complex data distribution in a parameter-free manner and performs especially well in case of small sample size problems and in high-dimensional spaces. However, MSTCD has the following drawbacks: (1) sensitive to noise. MSTCD is based on pair-wise Euclidean distance which is very sensitive to noise and may make the tree structure unstable [18] ; (2) fail to notice the outlier examples. MSTCD only employs the target class examples. However, in some cases, the training set may contain many outlier examples, but these examples from many different classes cannot be described by a unified class model. Locality Sensitive Discriminant Analysis (LSDA) is skilled in selecting discriminative features. It finds a projection which maximizes the margin between data points from different classes at each local neighborhood. However, LSDA constructs graph based on the pair-wise traditional Euclidean distance, which is very sensitive to noise. Compared with Euclidean distance, sparse representation is datum-adaptive and robust to the data noises. It has been shown effective in image classification and object tracking [13] - [16] .
In this paper, we propose an object tracking method using sparsity-based discriminant minimum-spanning-tree (MST). Different with the past tracking algorithms, the proposed method regards background as a set of all objects except the target. We embed one-class classifier based on MST into Bayesian inference framework to form a robust tracking algorithm. Moreover, with the help of local discriminant analysis and sparse representation, we improve the accuracy of the one-class classifier based on MST. Our contributions can be summarized as follows: (1) provide a novel construction method of the training example set which contains two kinds of target class training examples to code both the short-term and long-term information about the target into the MST; (2) present a sparsity-based local discriminant analysis, which maps the feature space into a local discriminative subspace, and makes it possible for a one-class classifier to take into account not only the target class examples but also the outlier examples; (3) propose sparse reconstruction coefficient as similarity measure to construct the MST classifier instead of the pair-wise Euclidean distance which make the classifier more stable and accuracy.
II. RELATED WORK
be a training set drawn from the target distribution. Define a graph G = (V , E) on the set X with the vertex set V = {x i } m i=1 and the edge set E = e ij = x i, x j m i,j=1
. Each edge e ij is associated with a weight w ij = exp − x i − x j 2 reflecting their similarity degree.
x i , x j ∈ X are two examples from the target class. If these two examples describe two similar objects, they should be neighbors in the representation space. When they are very close in the feature space, they can be approximated by linear transformations:
where λ ij is a parameter. To satisfy the assumption about continuity in the target class, m − 1 linear transformations between the training examples should be selected. MSTCD finds a sub-graph g with minimal total weight for the edges and no loops to connect all the vertices, which is equivalent to construct the minimum-spanning-tree g on the graph G. This tree includes the most probable set of transformations.
It is logical to assume that not only the edges of the tree g belong to the target class but also their neighborhoods. The distance of a new object x to the target class defined by X is computed as the minimum distance to the set of m − 1 edges of the MST g on X .
The distance d x|e ij between x and the edge e ij is computed as the Euclidean distance between x and its projection P x, e ij onto the edge e ij as follows:
where the projection of x onto the edge e ij is
The decision whether x belongs to the target class is based on a threshold θ . If d (x|X ) ≤ θ , x is judged to the target class.
B. FEATURE SELECTION THROUGH LSDA
The original feature space is rich yet redundant, and appropriate feature selection can help us to improve the efficiency and accuracy of object tracking. LSDA is a supervised featureselection method proposed by Cai et al. [19] , which finds a projection that maximizes the margin between data points from different classes at each local neighborhood. The basic principle is shown as follows and more detail can be found in [19] :
From the given m data points 
Suppose a is a projection vector, y T = a T X, where
T . LDSA tries to optimize the following two objective functions.
Let D w be a diagonal matrix with D w,ii = j w w,ij , the objective function (9) can be reduced to:
Similarly, the objective function (10) can be reduced to:
where
When the following constraint is imposed,
the objective function (9) can be reduced to:
or equally,
And the objective function (10) can be rewritten as follows:
Finally, the optimization problem reduces to finding:
where γ is a regulative parameter with 0 ≤ γ ≤ 1. The projection vector a that maximize (17) is given by the maximum eigenvalue solution to the generalized eigenvalue problem: 
III. PROPOSED OBJECT TRACKING ALGORITHM
The flowchart of our algorithm is shown in Fig.2 , which includes two stages: (a) initialization stage; (b) tracking stage. In the initialization stage, a simple method is employed to track the target in first few frames. These tracking results are used to initialize a training example set. In the tracking stage, firstly, the proposed method collects the long-term and shortterm target class examples and outlier examples in previous frames. Meanwhile, candidates are drawn in current frame with a particle filter. Secondly, the feature space is mapped into a local discriminative subspace by sparsity-based local discriminant analysis. In this manner, the classifier based on MST can make use of the information of outlier examples fully. Then, sparse representation coefficient of each target class example is computed with respect to a dictionary, which is formed by all other target class examples as the similarity measure, to construct a one-class classifier based on MST. Finally, each candidate is evaluated by the trained classifier, and the one with the highest score is determined as the target location.
A. MOTION MODEL
Object tracking is carried out within the Bayesian inference framework. Let s t denote the state variable describing the affine motion parameters of the target at the frame t. Given the observations of the target Z 1:t = {z 1 , · · · , z t } up to the frame t, the posterior probability is formulated by Bayes' theorem as: (19) where p (s t |s t−1 ) is the state transition probability density function that describes the temporal correlation of the states in consecutive frames, and p (z t |s t ) denotes the observation likelihood which is formulated by one-class classifier based on MST in our tracker, p (s t−1 |Z 1:t−1 ) is the posterior distribution given all the observations up to the frame t − 1. The current state s t can be calculated based on a set of N particle samples
by the maximum a posterior estimation:
B. TRAINING SAMPLE SET CONSTRUCTION
In most object tracking methods, when the newest tracking result is determined, it is added to the training set as a new positive example and the oldest one is dropped. However, when the target appearance changes temporarily due to short-term occlusion, deformation or out-of-plane rotation, the tracker may face the problem of ''concept drift'' because the short-term examples preserve only the newest information about the target. To hold the relatively stable information about the target, we append another kind of positive examples to the training set, named long-term example. Two kinds of positive examples are different in the selection and update. Assume thatŝ t1 is the state of the target at the t −1th frame. The corresponding patchÎ t−1 is selected as the tracking result and the single target class example I .
C. SPARSITY-BASED LOCAL DISCRIMINANT ANALYSIS
As Fig.1 shows, background often includes many different objects which come from distinct classes. So outlier examples representing background do not cluster like object examples because they may belong to any class. However, intuitively, nearby examples in feature space should have similar labels. So if we divide the whole feature space into many very small local neighborhoods, it is reasonable to assume those outlier examples in each local neighborhood mostly come from the same class. Therefore, as shown in 
is achieved by solving the optimization problem:
, where c L ij reveals the similarity degree between I L i and I L j . The within class similarity matrix W in = w in,ij i,j=l and betweenclass similarity matrix W ex = w ex,ij i,j=l can be defined respectively as:
FIGURE 3. One-class classification with local discriminant analysis. Under the assumptions that nearby examples have the similar class label, one-class classification can be converted to two-class classification in many small local neighborhoods. For example, outlier examples N 1 , · · · , N 6 are divided into different small local neighborhoods. N 1 , N 2 are in local neighborhood #3 where they are distinct from the target class examples P 1 , P 3 . N 4 , N 5 are in local neighborhood #1 and distinct from the examples P 2 , P 3 . Using local discriminant analysis, the examples are mapped into an optimal local discriminative subspace which helps to improve the discriminative capability of one-class classifier.
Compared with LSDA, sparsity-based local discriminant analysis (SLDA) has three advantages: (1) While the size of the neighborhood needs to be manually determined in LSDA, it is selected adaptively in SLDA; (2) While Euclidean distance based LSDA is sensitive to noise, sparse coefficient based SLDA is robust. (3) LSDA is based on pair distance calculation, but SLDA is based on global calculation.
Let
T . Two near examples in the target class should stay closer while two close examples which belong to different classes should stay more distant. A reasonable criterion for a good projection vector a is to optimize the two objective functions:
By simple algebra formulation, two above objective formulations can be reduced to:
D. OBJECT TRACKING USING 1-BASED MINIMUM SPANNING TREE ONE CLASSIFIER
The core idea of MSTCD is to find a set of most probable linear transformations over the whole training set to model the target class. Sparse coefficient is more suitable for MSTCD than the pair-wise Euclidean distance because:
(1) The sparseness nature of sparse coefficient makes the graph on the training example set much clearer and conveys most valuable information about these linear transformations because only those most similar examples can be connected.
(2) Euclidean distance is more sensitive to noise than sparse representation. So we use sparse coefficient as similarity measure instead of the pair-wise Euclidean distance. For any given example in the target class training set
, we can decompose it as a sparse linear combination of all other examples in the set. Let α
denote its coefficients of the sparse decomposition.α + i can be obtained as follows: miñ
, and the affinity matrix is defined as C
. Let G = (V , E, W ) be a fully connected undirected graph defined on the target class example set I + where V is the vertex set V = I
and E is the set of the edge e ij which connects the examples I + i and I + j . Each edge e ij is associated with a weight w ij = 1 − c + ij . Small weight value indicates a higher degree of similarity between two examples and high probability transformation in MST, and high value the opposite. So we still find the MST g on the graph G over the target class example set I + to model the target class. When a new frame arrives, N candidates I
are drawn around the target location in the previous frame with a particle filter. For each candidate I u i , its distance d I u i |g to the MST g is evaluated according to equation (2) as its similarity score. The candidate with the minimum distance d * t or the highest score is selected as the tracking result:
E. UPDATE SCHEME To prevent the wrong result to pollute the target class example set, we define an confidence threshold θ :
If the current minimum distance d * i is above θ , we believe there is an incredibly large appearance change in adjacent frames and the classifier should not be updated currently. Otherwise, the newest tracking result is added to the shortterm example set in place of the oldest one.
For the long-term examples which come from the example pool, a significance indicator ρ i is attached to each example in the pool. Once the new result is determined, we update the significance indicators as following: all examples in the pool are sorted by their own differences with the new result in the increasing order; the significance indicators of the top one-third examples increase 1 and that of the last one-third examples decrease 1. Aside from the newest m examples, the k examples with the highest significance indicators are selected as long-term examples.
IV. SIMULATION EXPERIMENTS
To evaluate the performance of the proposed algorithm, we select 15 different sequences which cover most challenging situations: occlusion, pose variation, rotation, illumination change and complex background. More detail can be seen in [20] . Taking into account the random caused by the particle filter, the algorithm runs 5 times on these sequences independently. The final result is the mean of the remaining three results after the removal of the best and worst results among five experimental results.
In our experiments, nearest neighbor method is chosen as the simple tracking method in the initialization stage to initialize the training example set. The parameters are fixed for all sequences and presented as follows. The numbers of shortterm examples, long-term examples and outlier examples are 10, 10 and 20 respectively. The inner radius r and outer radius β for sampling outlier examples are 1 and 4 respectively. The particle number in the particle filter is set to 600. The variable γ in equation (26) is fixed to be 0.1. The size of the example pool is 100. The update interval of long-term examples is 20. All of the video frames are in gray scale and we use two metrics to evaluate the proposed algorithm, i.e. center location error and overlapping rate.
A. COMPARISON WITH TWO-CLASS CLASSIFIER
In order to verify the effectiveness of one-class classifier in object tracking, we use a uniform tracking framework including the same particle filter parameters, the same feature space, the same number of the positive and negative samples, and the same update mechanism. The only difference is the classifier of respectively SVM, one-class SVM (OCSVM) and MST in the tracking framework. The results are shown in Table 1 , where the optimal result is in red and bold, and the suboptimal result is in blue and underlined. We can see from the table that two kinds of one-class classifiers-MST and OCSVM perform better than the two-class classifier-SVM.
B. COMPARISON AMONG MST BASED CLASSIFIERS
In order to verify the effectiveness of the proposed method, we compare three different kinds of object tracking algorithms based on MST, namely, the tracker based on the original MSTCD (OMST), the 1-based MST (LMST), and the 1-based MST with SLDA (SDMST). All the experimental results are shown in Table 2 . The optimal result is in red and bold, and the suboptimal result is in blue and underlined. As you can see, the LMST tracker performs somewhat better than the OMST because sparse coefficient makes the tree structure more robust to noise and accurate. With the help of SLDA which exploits fully the discriminative information conveyed by outlier examples, the SDMST tracker performs much better than the other two methods.
C. COMPARISON WITH OTHER TRACKING ALGORITHMS
For comparison, we run six state-of-the-art algorithms with the same parameter including the ALSA [9] , WMIL [6] , TIP [5] , CT [21] , CSK [4] , L2RLS [11] trackers. The results are shown in Fig.4 , from which we can see that the proposed algorithm-SDMST performs better in most sequences than most trackers.
As for the time complexity, table 3 gives the running time of the algorithm. The experiments run in dual core 2.5GHz, 2GB memory platform, operating environment for Matlab7.11. It can be seen from table 3 that the proposed method-SDMST can satisfy the real-time need. 
V. DISCUSSION
MSTCD constructs a MST on the target class example set to model the target class. According to the formula (2), each edge of the tree or each node (i.e. each training example) has an important impact on the classification results, because any mislabeled example may bring a wrong classification result. As shown in Fig. 5, in a) , the point 1 comes from the target class and the point 2, 3 belong to outlier. But in b), when the point 2 is mistaken for a target class example to construct the MST, the point 3 will be falsely judged belong to the target class.
Therefore, we need to discuss the influence of the parameter on the algorithm performance. There are three important parameters: the number of short-term examples, long-term examples and outlier examples. Generally, the number of long-term examples is equivalent to that of shortterm ones, and the number of outlier examples is the sum of two above examples. So in the remainder of this section, we only take into account the number of short-term examples. All sequences are tested with m = (5, 10, 15, 20, 25, 30, 35, and 40). Experimental results are shown in Fig. 6 .
As can you see, for most of the sequences, the algorithm performance is not affected by the changes in the number of the examples. But in some sequences like tiger1, football, boy, david, a larger number of the examples will deteriorate tracking performance owing to more mislabeled examples in the training set. In addition, for the couple sequence, when the size of the examples is too large or too small, the tracking results become worse because the MST is difficult to reflect the manifold structure of the target class properly when the example number is too small. Overall, it is relatively good that the example number is set between 5 and 15.
VI. CONCLUSION
We have proposed a tracking method using sparse-based discriminant minimum spanning tree. Different with the discriminative tracking algorithms, background is regarded as the set of all objects except the target in our tracker, and object tracking is considered as a one-class classification problem. Compared with other methods, our method does not rely on the linear manifold assumption. In addition, through sparsitybased local discriminant analysis, one class classifier based on MST can exploit the discriminative information conveyed by the non-target class training examples, which improves the classifier recognition ability further. Using the sparse coefficient instead of Euclid distance as similarity measure, the algorithm becomes more robust in that the minimum spanning tree model is more stable and accurate. Experiments demonstrate that our tracker outperforms most of current methods.
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