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Notations
N ensemble des nombres naturels
N∗ ensemble des nombres naturels strictement positifs
R ensemble des nombres réels
R+ ensemble des nombres réels non négatifs
Rn ensemble des vecteurs de dimension n de composantes réelles
Rm×n ensemble des matrices réelles de dimension m×n
In (0n resp.) matrice identité (resp. nulle) de dimension n×n
0m×n matrice nulle de dimension m×n
x(`) `-ème composante du vecteur x
A(`) `-ème ligne de la matrice A
P′ matrice transposée de P
P⊥ base du noyau associé à la matrice P
‖x‖ norme euclidienne du vecteur x ∈ Rn
‖A‖ norme 2 de la matrice A ∈ Rn×n
M > 0n (resp. M < 0n) matrice définie positive (resp. négative) de dimension n×n
He(M) matrice Hermitienne M + M′
diag(A;B) matrice diagonale par blocs avec A et B sur la diagonale principale[
A ?
B C
]
matrice par blocs dont ? désigne B′
IN ensemble des nombres naturels {1; · · · ;N}
D ensemble des matrices diagonales dansRp×p, p∈N où chaque élément
de la diagonale appartient à l’intervalle unité.
LV (γ) ligne de niveau définie par {x ∈ Rn;V (x;ϕ(Cx))≤ γ}
E (M,γ) éllipsoïde définie par {x ∈ Rn; x′Mx≤ γ}
E (M) éllipsoïde définie tel que E (M) = E (M,1)
1
Notations
λ (M) valeurs propres de la matrice carrée M
GUAS abréviation pour Globalement Uniformément Asymptotiquement Stable,
voir définition 1.5, page 18
GUBT abréviation pour Globalement Uniformément Borné sur T , voir défini-
tion 1.6, page 18
LMI abréviation anglaise pour Inégalité Matricielle linéaire
UIB abréviation pour Uniformément Incrémentalement Borné, voir défini-
tion 1.4, page 18
SDD abréviation pour Sampled-Data Design, conception à données échan-
tillonnées
CTD abréviation pour Continuous-Time Design, conception à temps continu
DTD abréviation pour Discrete-Time Design, conception à temps discret
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Introduction Générale
Les systèmes physiques à piloter sont désormais de plus en plus complexes ; notamment
à cause de plusieurs caractéristiques comme les grandes dimensions, les interconnexions, les
différentes échelles de temps, les dynamiques hétérogènes (hybrides) ou encore les dynamiques
non-linéaires. Cette thèse s’attache à considérer une de ces complexités : les dynamiques non-
linéaires. Les systèmes non-linéaires génériques ont déjà généré une littérature importante pro-
posant une large gamme de résultats généraux. Cependant, afin d’obtenir des résultats exploi-
tables numériquement, une classe particulière de systèmes non-linéaires est considérée. Il s’agit
des systèmes de Lur’e, qui consistent en l’interconnexion d’un système linéaire et d’une non-
linéarité vérifiant une condition de secteur globale conique. Ces systèmes ont déjà été étudiés
de manière approfondie par la communauté des automaticiens que ce soit en temps continu ou
en temps discret. La motivation de cette étude étant renforcée par le large champ d’applications
de ces systèmes, mais aussi par l’apparition de nouvelles contributions originales sur le sujet,
en temps discret.
De plus, une tendance forte, en pratique et dans l’industrie, est de piloter de manière nu-
mérique les systèmes physiques ; à cause de la flexibilité et du faible coût de ces contrôleurs
numériques. Les systèmes de Lur’e faisant cohabiter temps continu et temps discret sous forme
de systèmes échantillonnés ou à données échantillonnées sont peu abordés dans la littérature et
constituent l’objet d’étude de cette thèse.
Objectifs
L’objectif de cette thèse est double. Le premier est d’étendre le champ d’application de la
fonction de Lyapunov adaptée au système de Lur’e à temps discret qui contient un terme croisé
entre l’état et la non-linéarité. En effet, cette fonction de Lyapunov a la propriété remarquable
de fournir des lignes de niveau potentiellement non connexes et non convexes. Cette caracté-
ristique compréhensible dans le cas discret, où les trajectoires sont discontinues par nature, est
incompatible avec une étude en temps continu. Par conséquent, si le système à temps discret
provient de la discrétisation d’un système à temps continu, il n’est pas possible de conclure
directement sur la stabilité du système à temps continu d’origine avec cet outil. Nous verrons
comment construire, à partir des lignes de niveau non connexes obtenues à partir du modèle dis-
crétisé, une suite décroissante au sens de l’inclusion d’ensembles au moins connexes et bornés,
qui converge vers le singleton origine et qui permettra de conclure sur la stabilité du système
à temps continu d’origine. Des conditions suffisantes d’existence de ces nouveaux ensembles
seront proposées sous la forme d’inégalités matricielles linéaires (LMI) pour la stabilisation
globale des systèmes de Lur’e à temps continu.
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Le second objectif est d’utiliser les connaissances développées sur l’analyse de stabilité
des systèmes de Lur’e à temps continu par leur discrétisé d’Euler pour construire une mé-
thode de synthèse de contrôleur pour les systèmes à données échantillonnées de type Lur’e
avec un échantillonnage non-uniforme. Cette méthode proposera une reformulation du pro-
blème, lorsqu’un nombre fini de périodes d’échantillonnage est considéré, comme un problème
de stabilisation d’un système commuté de type Lur’e avec des paramètres incertains bornés en
normes. La détermination d’une stratégie d’échantillonnage non-uniforme sera alors formulée
comme un problème de synthèse d’une loi de commutation stabilisant un système commuté
de type Lur’e avec incertitudes. L’approche que nous proposons permet d’envisager la prise en
compte de coûts associés aux différentes périodes d’échantillonnage admissibles. L’extension
de la notion de consistance aux systèmes commutés de type Lur’e permet de montrer l’intérêt
et l’avantage de notre approche.
Organisation du mémoire
Ce mémoire est structuré en quatre chapitres principaux. Une conclusion générale résumera
l’ensemble des contributions présentées au cours de ces chapitres.
Chapitre 1
Dans le premier chapitre, nous présentons le problème de Lur’e et les différentes solutions
apportées par la littérature pour traiter ce problème et ses évolutions en temps discret et en
temps continu. Des exemples de systèmes pouvant être modélisés par un système de Lur’e sont
présentés. Ensuite, nous définissons le problème de Lur’e à temps discret en rappelant les outils
récemment développés en vue de l’analyse de stabilité et de la synthèse de commande pour ce
type de systèmes. Plus particulièrement, nous rappelons une fonction de Lyapunov adaptée au
système de Lur’e à temps discret. Nous soulignons ses avantages et ses propriétés qui mèneront
aux problématiques constituant le fil conducteur de cette thèse. Le lien entre temps continu et
temps discret pour les systèmes de Lur’e pourra être formalisé soit par les systèmes de Lur’e
échantillonnées (à l’aide de différentes discrétisations : exacte, approchée d’Euler explicite) soit
par les systèmes de Lur’e à données échantillonnées. Notons que ces derniers sont encore très
peu abordés dans la littérature. Nous rappelons alors la définition des systèmes non-linéaires à
données échantillonnées ainsi que les principaux résultats sur leur analyse de stabilité.
Chapitre 2
Le deuxième chapitre a pour but d’étendre l’utilisation de la fonction de Lyapunov adaptée
au système de Lur’e à temps discret dans le cas où le modèle est issu de la discrétisation d’un
système de Lur’e à temps continu. L’idée est de justifier de la validité des lignes de niveau non
connexes et non convexes, obtenues avec la fonction de Lyapunov appliquée au modèle discret,
sur les trajectoires à temps continu du système d’origine avec les outils utilisés pour les systèmes
non-linéaires à données échantillonnées. Nous montrerons, alors, comment construire une suite
décroissante d’ensembles au moins connexes et bornés, convergente au sens de l’inclusion vers
4
le singleton origine et contenant la partie future de la trajectoire à temps continu. Cette construc-
tion s’effectuera à partir des lignes de niveau non connexes. Nous en déduirons une méthode
d’analyse fondée sur des ensembles contractants garantissant la stabilité du modèle discrétisé
ainsi que celle du système continu. Une discussion sur le choix de la période d’échantillonnage
sera faite permettant d’interpréter l’existence des lignes de niveau non connexes. Des exemples
viendront illustrer la construction de cette suite d’ensembles connexes.
Chapitre 3
Le troisième chapitre est dédié à la stabilisation des systèmes de Lur’e à données échan-
tillonnées avec un échantillonnage non-uniforme. Nous considérerons pour cela un ensemble
fini de périodes d’échantillonnage. Sous cette hypothèse, nous proposons une méthode origi-
nale de stabilisation des systèmes de Lur’e à données échantillonnées en reformulant le pro-
blème comme celui de la stabilisation d’un système de Lur’e commuté en temps discret avec
des paramètres incertains bornés en norme. Nous introduirons également un critère de perfor-
mance sous la forme d’une fonction coût quadratique qui permettra de prendre en compte le
fait que l’on peut associer à chaque période d’échantillonnage un coût spécifique. Un exemple
numérique sera présenté pour illustrer les spécificités de la méthode.
Chapitre 4
Le quatrième chapitre approfondit les propriétés de la stratégie de commande introduite au
chapitre 3, notamment en termes de performance. Cette étude se fera en particulier par rapport
aux performances obtenues avec un échantillonnage uniforme. Pour cela, nous rappellerons la
notion de consistance d’une loi de commutation dans le cadre des systèmes commutés linéaires.
Ce concept permet de qualifier une loi de commutation qui améliore la performance considérée
par rapport aux performances obtenues en étudiant les modes indépendamment les uns des
autres. Nous étendrons cette notion au cas des systèmes de Lur’e commutés à temps discret
et nous mettrons en évidence les différences entre les cas linéaire et non-linéaire. Pour finir,
nous prouverons l’intérêt de l’utilisation de la méthode de synthèse des systèmes de Lur’e à
données échantillonnées avec un échantillonnage non-uniforme en comparaison avec l’emploi
d’un échantillonnage uniforme. Des exemples numériques seront présentés à chaque étape du
raisonnement pour illustrer nos résultats.
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Chapitre 1
Notions introductives.
Ce chapitre a pour objectif de fournir les prérequis nécessaires à la compréhension des
problèmes et des résultats présentés dans cette thèse. Nous nous focaliserons principalement
sur la classe des systèmes non-linéaires à données échantillonnées de type Lur’e.
Nous présenterons, dans un premier temps, le problème de Lur’e dans son aspect origi-
nel ainsi que certaines évolutions théoriques développées autour de cette problématique. Nous
introduirons un certain nombre d’exemples de systèmes pouvant être modélisés comme des sys-
tèmes de type Lur’e. Cette présentation du problème de Lur’e aboutira alors sur des résultats
récents construits à partir d’une fonction de Lyapunov adaptée au problème de Lur’e à temps
discret dépendante de la non-linéarité du système. Nous insisterons alors sur ses propriétés
remarquables comme la potentielle non-convexité et non-connexité des lignes de niveau asso-
ciées. Cette propriété de non-connexité n’étant pas compatible avec une étude à temps continu,
elle nous mènera à la problématique du chapitre 2. Nous nous interrogerons, alors, sur la validité
de ce type d’outil lorsque le système à temps discret est issu de la discrétisation d’un système
à temps continu en vue de l’analyse de stabilité de ce dernier. Pour cela, nous nous aiderons
d’outils développés pour l’analyse des systèmes non-linéaires à données échantillonnées.
Nous commencerons par définir les systèmes non-linéaires à données échantillonnées de
façon générique. Nous évoquerons les différentes méthodologies existantes dans la littérature
pour la stabilisation de ces systèmes. Le but sera de présenter les différentes familles de solu-
tions rencontrées pour stabiliser un système à temps continu piloté par un contrôleur numérique.
Nous rappellerons, ensuite, des conditions suffisantes de stabilité pour ce type de système non-
linéaire à données échantillonnées et nous indiquerons les problèmes liés à une formulation
générique du problème pour obtenir des méthodes de résolution systématique qui puissent être
facilement manipulable de manière numérique avec des outils classiques de l’automatique.
Les références détaillant chacun des théorèmes et des lemmes présentés dans ce chapitre
seront indiquées et seules certaines démonstrations, essentielles pour la suite du document,
seront proposées pour plus de clarté.
1.1 Le problème de Lur’e
La stabilité des systèmes composés par un système linéaire en boucle fermée avec une non-
linéarité, dépendante de la sortie et vérifiant une condition de secteur borné de type cone, en
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contre-réaction a été largement étudiée depuis les premiers travaux, à temps continu, introdui-
sant les fonctions de Lyapunov de type Lur’e [LP44] ainsi que les premières adaptations à temps
discret [JL64, PG64, Sze63].
Ainsi toute une gamme d’outils a été développée pour étudier la stabilité des systèmes
de type Lur’e. Nous pouvons citer l’approche fréquentielle proposée par Popov [Pop61], Ya-
kubovich [Yak62] et Kalman [Kal63], qui mène, avec une formulation LMI, au lemme de
Kalman–Yakubovich–Popov. Ce lemme est intimement lié à la propriété de positivité réelle
stricte d’une fonction de transfert auxiliaire caractéristique du système de type Lur’e [Kha02].
Le critère du cercle utilise ce lemme dans le cas d’une fonction de Lyapunov quadratique et
est adapté aux non-linéarités dépendantes du temps. Le critère de Popov [Kha02] en temps
continu, quant à lui, considère une fonction de Lyapunov de type Lur’e possédant une inté-
grale de la non-linéarité. Il suppose alors que la non-linéarité est invariante par rapport au
temps. Le critère de Tsypkin [Tsy62, PJ94] est une extension au cas du temps discret du cri-
tère de Popov. D’autres techniques classiques existent pour traiter l’analyse de stabilité des
systèmes de Lur’e. Notons par exemple l’approche par passivité, ou par contrainte intégrale
quadratique [MR97, FLR08, TKP09].
Récemment, une nouvelle classe de fonctions de Lyapunov a été introduite [GJDC11], per-
mettant de relaxer certaines des hypothèses sur la non-linéarité pour les systèmes à temps dis-
cret. Cette fonction est constituée d’un terme quadratique en l’état et d’un terme croisé entre
l’état et la non-linéarité. Des conditions suffisantes sous forme de contraintes LMI ont été pro-
posées [GJD12b, Gon12] pour l’étude de la stabilité asymptotique globale et locale de ce type
de système.
Le chapitre 2 a été motivé par les observations obtenues lors du tracé de ces lignes de
niveau. Dans ce chapitre, nous rappelons donc les résultats nécessaires à la compréhension de
la problématique du chapitre 2 et de sa résolution.
Pour ce faire, nous définissons le système de Lur’e à temps discret tel que :
Sd
{
x[k + 1] = Ax[k]+ Bϕ(y[k]), k ∈ N+,
y[k] = Cx[k], (1.1)
où x[k] ∈ Rn, y[k] ∈ Rp sont l’état et la sortie du système (1.1). La non-linéarité ϕ(·) ∈ Rp est
une fonction dépendante de la sortie, sans mémoire et décentralisée, c’est-à-dire,
ϕ(`)(y[k]) = ϕ˜(y(`)[k]), ∀`= {1, . . . , p}, ∀y(·) ∈ Rp (1.2)
avec ϕ˜(·) une non-linéarité scalaire. De plus, cette non-linéarité vérifie une condition de secteur
conique explicitée dans la définition 1.1.
Définition 1.1 [Kha02] La non-linéarité ϕ(·) vérifie la condition de secteur global si et seule-
ment si la relation suivante est satisfaite :
ϕ ′(y[k])S (ϕ(y[k])−Ωy[k])≤ 0, ∀y[k] ∈ Rp, (1.3)
où S et Ω ∈ Rp×p sont des matrices diagonales définies positives. Cette propriété est abusive-
ment notée ϕ(·) ∈ [0p;Ω].
Avant de nous intéresser plus spécifiquement aux résultats concernant la fonction de Lya-
punov adaptée, nous rappelons dans la sous-section 1.1.1 des exemples de systèmes pouvant
être modélisés par un système de Lur’e. Cette sous-section est présentée pour illustrer la large
variété de systèmes concernés.
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1.1.1 Exemples de processus modélisable sous une forme de Lur’e
À l’origine, le problème de Lur’e a été introduit pour analyser la stabilité des systèmes
faisant intervenir une saturation dans la boucle de retour [LP44]. Depuis les premières contri-
butions, d’autres réponses ont été apportées pour traiter le problème de stabilité des systèmes
de Lur’e notamment avec une condition de secteur locale [TPdS06, CTQ08] ou des techniques
permettant l’évaluation de la non-linéarité à l’aide de programmes quadratiques [Pri01] ont per-
mis des progrès sur l’analyse de stabilité de ce type de système, notamment dans le cadre des
non-linéarités de type saturation et zone morte [LHL07, LHL08]. Cependant, l’hypothèse de
condition de secteur global (1.1) permet aux systèmes de Lur’e de modéliser une plus large
classe de systèmes non-linéaires. Nous présenterons dans la suite de cette sous-section une liste
d’exemples de systèmes modélisables par une structure de type Lur’e. Nous commencerons
par la présentation d’un oscillateur mécanique simple. Puis, nous continuerons avec deux sys-
tèmes couramment étudiés par la communauté des systèmes chaotiques : le système de Duffing
et le circuit de Chua. L’identification des paramètres de ces systèmes a également été étudiée
dans [PR06]. Nous finirons par une interprétation des systèmes de Lur’e pour la modélisation
des systèmes incertains.
Oscillateur mécanique autonome Nous choisissons ici de détailler un exemple de mo-
délisation d’un oscillateur mécanique composé d’une masse m glissant sur un rail avec un co-
efficient de viscosité a. La masse est reliée à un ressort, de raideur k et de longueur à vide `0,
lui-même relié en liaison pivot à un point fixe. La coordonnée horizontale z(t) représente le dé-
placement de la masse autour de la position z = 0, où le ressort est à la verticale. Cet exemple,
décrit par la figure 1.1, a été déjà bien étudié dans la littérature en physique dans des versions
plus ou moins complexes [Str94, page 73 et 84].
h
k, `0
m
z
FIGURE 1.1 – Masse sur un rail horizontal.
L’équation du mouvement de la masse est donnée par les lois de Newton :
z¨(t) =−α
m
z˙(t)− k
m
z(t)+
k
m
`0√
z2(t)+ h2
z(t). (1.4)
En posant le vecteur d’état x(t) =
(
z˙(t) z(t)
)′, le système peut se mettre sous la forme d’un
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système de Lur’e à temps continu{
x˙(t) = Acx(t)+ Bcϕ(y(t)), t ∈ R+,
y(t) = Ccx(t),
(1.5)
avec
Ac =
[−αm − km
1 0
]
, Bc =
[ k
m
0
]
, Cc =
[
0 1
]
, (1.6)
et
ϕ(y(t)) =
`0√
z2(t)+ h2
y(t). (1.7)
La non-linéarité vérifie bien la condition de secteur global (1.3) tel que Ω= `0h .
Système de Duffing Le système mécanique dit de Duffing est caractérisé par l’équation
différentielle
mξ¨ + γξ˙ +αξ +βξ 3 = F cos(wt) (1.8)
où ξ correspond au déplacement, m à la masse du système, γ au le coefficient d’amortissement,
α à la raideur, β à la force de rappel, F à l’amplitude de force d’entrainement et w à la pulsation
de la force d’entrainement. Ce système est notamment utilisé pour modéliser des oscillateurs
forcés. Un exemple applicatif d’une poutre élastique et magnétique est détaillé dans [GH90,
page 83]. Le système de Duffing est représenté par un système de Lur’e commandé de la forme
x˙(t) =
[
0 1
−α
m
γ
m
]
x(t)−
[
0
1
m
]
ϕ(y(t))+
[
0
1
m
]
u(t), t ∈ R+,
y(t) =
[
1 0
]
x(t),
u(t) = F cos(wt),
(1.9)
avec x(t) =
(
ξ˙ (t) ξ (t)
)′
et ϕ(y(t)) = βy3. Dans ce cas particulier, la non-linéarité vérifie la
condition de secteur global (1.3) tel que Ω= +∞.
Circuits de Chua [MCK85] Il s’agit d’un circuit électronique autonome composé de deux
capacités notées C1 et C2, d’une bobine L, d’une résistance G et d’une résistance non-linéaire
R. Ce circuit est présenté à la figure 1.2.
L C2 C1
G
R
iR
iL
vRvL
FIGURE 1.2 – Circuits de Chua.
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En posant x(t) =
(
vR vL iL
)′, le circuit de Chua est modélisé par le système de Lur’e
suivant : 
x˙(t) =
− GC1 GC1 0− GC2 GC2 1C2
0 1L 0
x(t)+
−1C10
0
ϕ(y(t)), t ∈ R+,
y(t) =
[
1 0 0
]
x(t),
(1.10)
où la non-linéarité du système caractérise la relation entre le courant qui traverse la résistance
R et la tension à ses bornes (voir la figure 1.3). Elle est donnée par l’équation
ϕ(y(t)) = m0y(t)+
m1−m0
2
(|y(t)+ b|− |y(t)−b|) , (1.11)
où les paramètres m0, m1 et b sont des scalaires définis sur la figure 1.3. Ce système est un
exemple simple de systèmes chaotiques.
iR = ϕ(vR)
vR
−b
b
m0
m0
m1
FIGURE 1.3 – Relation courant/tension aux bornes de la résistance R.
Incertitudes non structurées D’un tout autre point de vue par rapport aux autres exemples,
la non-linéarité dans le modèle de Lur’e peut représenter des incertitudes non structurées (voir
la figure 1.4). Le systèmeSd étant défini à l’équation (1.1), la non-linéarité est alors définie tel
que ϕ(y[k]) = ∆y[k], où la matrice ∆ représente les incertitudes non structurées dans une matrice
diagonale.
Sd
∆
FIGURE 1.4 – Système avec des incertitudes non structurées vu comme un système de Lur’e.
Ce formalisme permet de faire le lien entre les systèmes de Lur’e et les études de robustesse
des systèmes [DF99, ACA+99, EPA14].
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Au terme de cette sous-section, nous avons rappelé un certain nombre d’exemples variés
de systèmes modélisables par un système de Lur’e. Cette liste n’est pas exhaustive, de nom-
breux exemples sont disponibles dans la littérature tel que le bras flexible d’un robot étudié
dans [BFA10]. Dans la sous-section suivante, nous rappelons le problème d’analyse de stabi-
lité de cette classe de systèmes que nous traiterons à l’aide de la fonction de Lyapunov avan-
cée [GJD12b].
1.1.2 Analyse de stabilité des systèmes de Lur’e à temps discret
Le problème d’analyse de stabilité des systèmes de Lur’e à temps discret se formule comme
suit :
Problème 1.1 Déterminer des conditions suffisantes pour que l’origine du système (1.1) soit
globalement asymptotiquement stable pour toutes les non-linéarités vérifiant la condition de
secteur borné de type cone (1.3).
Pour traiter ce problème, nous rappelons la fonction de Lyapunov avancée introduite dans
[GJD12b], qui présente l’avantage de s’affranchir de l’hypothèse sur la dérivée de la fonction de
Lyapunov de type Lur’e originalement introduite [Sze63]. Cette hypothèse, provient de l’adap-
tation, aux systèmes à temps discret, de la fonction de Lyapunov Lur’e classiquement utilisée
pour l’analyse de stabilité des systèmes de Lur’e à temps continu. Cette fonction est compo-
sée d’une intégrale de la non-linéarité qui est, à temps discret, approchée avec la méthode des
trapèzes faisant apparaître la dérivée de la non-linéarité. Il est alors nécessaire de borner cette
dérivée pour conclure sur la stabilité des systèmes de Lur’e à temps discret. En pratique, cette
adaptation, de la fonction de Lyapunov Lur’e classique, au temps discret ne permet pas l’étude
de non-linéarité à tangente infinie. De plus, elle ne permet pas l’étude de systèmes variants
dans le temps tels que les systèmes de Lur’e à commutation. La fonction composée d’un terme
quadratique en l’état et d’un terme croisé entre l’état et la non-linéarité :
V :
{
Rn×Rp −→ R,
(x[k];ϕ(Cx[k])) 7−→ x′Px + 2ϕ ′(Cx[k])∆ΩCx[k], (1.12)
où P ∈ Rn×n est une matrice symétrique définie positive et ∆ ∈ Rp×p est une matrice diagonale
semi-définie positive, permet de s’affranchir de ces deux contraintes [Gon12]. Nous précisons
que la fonction de Lyapunov quadratique est un cas particulier de la fonction (1.12), obtenue
avec ∆ = 0p. Cependant, les manipulations nécessaires à l’obtention des conditions suffisantes
de stabilité sont différentes pour ces deux fonctions de Lyapunov. En pratique, les conditions
suffisantes de stabilité obtenu pour la fonction de Lyapunov quadratique et pour la fonction de
Lyapunov (1.12) ne sont pas comparables.
Le théorème 1.1 rappelle les conditions suffisantes de stabilité du système de Lur’e (1.1)
utilisant la fonction de Lyapunov (1.12). Nous rappelons également sa preuve, car ce résultat
sera utilisé comme tel dans le chapitre 2.
Théorème 1.1 ( [GJD12b]) Soit la classe des systèmes définis par (1.1), s’il existe une matrice
G1 ∈ Rn×n, une matrice symétrique définie positive P ∈ Rn×n, une matrice diagonale semi-
définie positive ∆ ∈ Rp×p et des matrices diagonales définies positives S1 et S2 ∈ Rp×p, telles
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que la LMI suivante
M =

P−G′1−G1 G′1A G′1B 0n×p
? −P Π1 A′Π2
? ? −2S1 B′Π2
? ? ? −2S2
< 02n+2p, (1.13)
est vérifiée, où
Π1 = C′Ω [S1−∆] ; Π2 = C′Ω [S2 +∆] , (1.14)
alors, la fonction (1.12) est une fonction de Lyapunov et l’origine du système (1.1) est globale-
ment asymptotiquement stable.
Dans le but d’interpréter le théorème 1.1, nous définissons la ligne de niveau associée à la
fonction de Lyapunov (1.12) à l’aide du scalaire γ > 0 tel que
LV (γ) = {x ∈ Rn;V (x;ϕ(Cx))≤ γ} , (1.15)
Il est possible de réécrire la relation (1.3) sous la forme
ϕ(l)(y[k])2 ≤ ϕ(l)(y) [Ωy[k]](l) . (1.16)
De plus, selon la condition de secteur, ϕ(l)(y[k]) et y(l)[k] ont le même signe. Cela implique
l’inégalité suivante :
y(l)[k] (ϕ(y[k])−Ωy[k])(l) ≤ 0, ∀y[k] ∈ Rp, ∀l ∈ {1; · · · ; p}. (1.17)
Grâce à ces deux dernières inégalités, la fonction V (·; ·) vérifie l’encadrement suivant :
0≤ x′Px≤V (x,ϕ(Cx))≤ x′(P + 2C′Ω∆ΩC)x. (1.18)
L’encadrement (1.18) permet de considérer la fonction V (·; ·) comme une candidate adaptée
au problème de Lur’e à temps discret pour être une fonction de Lyapunov. Effectivement, les
propriétés suivantes sont vérifiées [Gon12] :
— V (x;ϕ(Cx))> 0 pour tout x ∈ Rn, x 6= 0,
— V (x;ϕ(Cx)) = 0 uniquement pour x = 0,
— La fonction x 7→V (x;ϕ(Cx)) est radialement non bornée.
D’après l’encadrement (1.18) sur la fonction V (·; ·), la ligne de niveau LV (γ), définie à
l’équation (1.15), vérifie les inclusions suivantes :
E (P + 2C′Ω∆ΩC,γ)⊆ LV (γ)⊆ E (P,γ), (1.19)
où E (·, ·) est une ellipsoïde définie tel que E (M,γ) = {x ∈ Rn; x′Mx≤ γ}. Nous noterons par
convention E (M) = E (M,γ).
Notons en particulier que la fonction x 7→ V (x;ϕ(Cx)) étant radialement non bornée, la
seconde inclusion de la relation (1.19) montre que la ligne de niveau LV (γ) est toujours contenue
dans un support compact et borné comme l’illustre les figures 1.5 et 1.6 obtenues pour les
valeurs de la fonction de Lyapunov
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P = diag
(
1
4
;
1
2
)
∆= 1; C = [ 1 1 ];Ω= 0.7; ϕ(y) =Ω
1
2
y(1 + cos(10y)).
−2 −1.5 −1 −0.5 0 0.5 1 1.5 2
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
x(1)
x (
2)
FIGURE 1.5 – Ligne de niveau LV (1) de la fonction de Lyapunov V (x;ϕ(Cx)) (ligne pleine
rouge), encadrée par l’ellipse intérieure E (P + 2C′Ω∆ΩC) (ligne "· −") et l’ellipse extérieure
E (P) (ligne "− −").
−2 −1.5 −1 −0.5 0 0.5 1 1.5 2
0
2
4
6
8
10
12
14
16
18
x(1) = x(2)
V(
⋅
;⋅)
FIGURE 1.6 – Évolution de la fonction de Lyapunov en fonction de la droite d’équation
x(1) = x(2)(ligne pleine rouge), majorer par la fonction x 7→ x′(P + 22C′Ω∆ΩC)x (ligne "· −")
et minorer par la fonction x 7→ x′Px(ligne "− −").
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Les lignes de niveau d’une telle fonction de Lyapunov peuvent être non convexes et non
connexes comme l’illustre la figure 1.5. Cette propriété est rarement rencontrée, en pratique,
dans la littérature. Son application aux systèmes de Lur’e à temps continu sera au cœur de
l’étude du chapitre 2.
Au terme de cette section, nous avons rappelé des résultats concernant la stabilité des sys-
tèmes de Lur’e à temps discret à l’aide d’une fonction de Lyapunov avancée. Il existe égale-
ment un certain nombre de résultats concernant le problème de synthèse de commande de ce
type de système à l’aide d’une fonction de Lyapunov quadratique [JCTD11] ou de la fonc-
tion de Lyapunov avancée [GJD13]. Or les exemples introduits dans la sous-section 1.1.1 sont
des systèmes à temps continu. Le choix d’un dimensionnement de loi de contrôle à temps
discret pour améliorer les performances de processus à temps continu est de nos jours une
solution classiquement employée dans l’industrie et connue sous le nom de système à don-
nées échantillonnées. Bien que les systèmes de Lur’e aient été étudiés avec beaucoup d’atten-
tion dans leurs versions continue et discrète, peu de résultats concernant la version à données
échantillonnées existent. À notre connaissance, seul le problème de synchronisation de sys-
tème chaotique pouvant être modélisé par un système de Lur’e à données échantillonnées a
été exploré [LH08, ZHW09, CWL12, TB14]. Le chapitre 3 s’intéressera à la problématique
des systèmes de Lur’e à données échantillonnées avec un échantillonnage non-uniforme. Par
conséquent, dans la section 1.2, nous nous intéresserons aux résultats existant dans la littérature
traitant des systèmes non-linéaires à données échantillonnées. Nous nous attacherons notam-
ment à rappeler les différentes approches existantes pour mieux situer nos travaux par rapport à
la littérature.
1.2 Système non-linéaire à données échantillonnées
Soit le système non-linéaire à temps continu
Sc :
{
x˙(t) = f (t,x(t), u˜(t)) , t ∈ R+,
y(t) = h(x(t)) , (1.20)
où x ∈ Rn, y ∈ Rp et u˜ ∈ Rm représentent respectivement l’état, la sortie et l’entrée du système.
Nous supposerons dans la suite les fonctions f et h continues tel que h(0) = 0. Nous souhaitons
commander ce système à l’aide d’un correcteur numérique, pour cela nous introduisons une
période d’échantillonnage T telle que la trajectoire à l’instant t soit définie par :
x(t) = x[k]+
∫ t
tk
f (τ,x(τ), u˜(τ)) dτ. (1.21)
En supposant le problème bien posé, nous définissons le système discret suivant
x[k + 1] = x[k]+
∫ tk+T
tk
f (τ,x(τ), u˜(τ)) dτ (1.22)
:= FeT (x[k]) , ∀k ∈ N. (1.23)
Le passage du temps continu au temps discret est réalisé via l’échantillonneur
E : x[k] = x(t = tk), k ≥ 0. (1.24)
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Avec ces éléments nous introduisons le correcteur numérique
Cd : u[k] = g(k,x[k],T ) , (1.25)
fonction de la période d’échantillonnage et de l’état. La liaison entre cette commande et le
système à temps continu (1.20) est réalisée par une fonction injective de l’ensemble des com-
mandes discrètes u[k] avec k ∈ N à l’ensemble des entrées continues u˜(t), avec t ∈ R+ via le
bloqueur d’ordre zéro défini par
H : u˜(t) = u[k], t ∈ [tk; tk+1[ . (1.26)
Le système composé de l’interconnexion entre le système continu Sc et le correcteur nu-
mérique Cd est connu sous le nom de système à données échantillonnées. Le problème relatif à
ce genre de systèmes à données échantillonnées est le suivant :
Problème 1.2 Déterminer une loi de commande numérique (1.25)−(1.26), tel que le système
(1.20)−(1.24)−(1.25)−(1.26) soit stable.
La conception d’une commande numérique, solution du problème 1.2, a motivé une large
recherche pour les systèmes linéaires et non-linéaires. La principale difficulté est liée à l’ana-
lyse de stabilité du système à temps continu (1.20) sous l’action d’une entrée constante par
morceau (1.26). Il est possible de classer les méthodes proposées dans la littérature en trois
grandes familles.
La première, et la plus ancienne, consiste à implémenter une version discrétisée du correc-
teur à temps continu [HS87, MNC85]. Le contrôleur est alors dimensionné sans tenir compte
de la période d’échantillonnage [KKK], puis il est implémenté par une méthode de discréti-
sation [CF95]. Ces méthodes sont connues sous le nom de continuous-time design (CTD) et
supposent que la période d’échantillonnage soit suffisamment faible pour que le comportement
du correcteur soit suffisamment proche de celui du contrôleur à temps continu et ainsi conclure
sur la stabilité du système à données échantillonnées. Cependant, les méthodes de discrétisation
classiquement privilégiée dans la littérature (Euler, Tustin, placement de pôle et zéro) pour leur
simplicité peuvent nécessiter des périodes d’échantillonnage excessivement faibles dont l’im-
plémentation est impossible même dans le cas linéaire [Kat81,And93]. Des méthodologies plus
complexes, fondées sur des modèles à temps continu modifié ou des procédures de dimension-
nement du contrôleur compensant les effets de l’échantillonnage et celui de l’interface entre le
contrôleur et le système ont été explorées dans [KA92,HA95]. Elles ont mené à la construction
de méthodologies performantes composées généralement de deux étapes. La première appelée
émulation [LNT02], qui n’est autre que le dimensionnement de type CTD décrit ci-dessus, est
complété par une phase dite de redimensionnement (redesign [NG05]) permettant d’adapter le
contrôleur aux contraintes de ce type de système. De plus, une méthode donnant une estimée
non conservative du majorant de la plus grande valeur de période d’échantillonnage admissible,
pour l’émulation, a été récemment exhibée [NTC09]. Ces techniques améliorent en pratique les
performances et font de cette famille de correcteurs l’une des plus répandues à l’heure actuelle.
La seconde famille, connue sous l’appellation discrete-time design (DTD), se propose de di-
mensionner le correcteur à temps discret en utilisant la discrétisation exacte du modèle à temps
continu. Les premiers résultats dans ce domaine supposent que le modèle exact du système est
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connu avec une structure de rétroaction pour l’implémentation du contrôleur [KB94,DNMS98].
Or cette hypothèse est principalement valable dans le cas linéaire où il est possible d’obtenir
une discrétisation exacte du système à temps continu [SCSS11]. Dans le cadre des systèmes
non-linéaires, cette hypothèse nécessite, en pratique, la résolution d’une équation différentielle
non-linéaire sur une période d’échantillonnage ce qui n’est généralement pas faisable [GML82,
DB84, NT04]. Le dimensionnement du correcteur est alors effectué à partir d’un modèle dis-
crétisé approché. Généralement, la discrétisation d’Euler est utilisée [CDGMNC97, BMNC96,
NTK99a, NTK99b] pour des raisons de simplicité. La difficulté est alors de dimensionner un
contrôleur sur le modèle approché stabilisant le discrétisé exact [GE04, GE07]. Des conditions
nécessaires et suffisantes ont été proposées en ce sens dans [Grü08, Gyu09]. Des comparai-
sons existent dans la littérature entre les méthodes de type CTD et DTD [MNC01, NT06], où il
s’avère que les méthodes de type DTD sont parfois bien plus performantes que les méthodes de
type CTD et tolèrent des périodes d’échantillonnage plus grandes. Cependant, ces observations
ne sont pas généralisables et dépendent des méthodes choisies. Ainsi des méthodes de redesign
plus complexes peuvent être considérées au prix d’études plus difficiles [NG05, PAABLL08].
De plus, les méthodologies de type DTD ne garantissent pas automatiquement la stabilité du
système à données échantillonnées vu que le comportement entre deux instants d’échantillon-
nage n’est pas pris en compte et peut être néfaste.
La troisième famille de méthodologies consiste à dimensionner un correcteur assurant la
stabilité du système à données échantillonnées ainsi que les performances souhaitées. Elle est
connue sous le nom de sampled-data design (SDD) [NTK99b,MNC01,LNA05]. Le contrôleur
numérique est calculé en prenant en compte le comportement entre les instants d’échantillon-
nage. En effet, les deux familles de méthodes précédentes ignorent l’échantillonnage à l’étape
du dimensionnement du correcteur, elles peuvent produire des effets indésirables sur le com-
portement du système entre deux instants d’échantillonnages. Si cette famille de correcteurs
semble la plus adaptée, elle est aussi la plus difficile à étudier. La première contribution ma-
jeure sur ce sujet donne des conditions suffisantes en boucle fermée sur la stabilité des systèmes
à données échantillonnées [NTS99]. Ces conditions caractérisent le comportement entre les ins-
tants d’échantillonnage de la solution en fonction du comportement du système discrétisé exact.
Cependant, elle ne permet en pratique qu’une approche locale de la stabilité des systèmes à
données échantillonnées. Cette difficulté a récemment été levée dans [KK09], en s’inspirant des
résultats sur les systèmes linéaires [FSR04, Fri10] suggérant de modéliser le bloqueur d’ordre
zéro par un retard dans le système à données échantillonnées. D’autres solutions sont envisa-
gées en modélisant le système à données échantillonnées comme une sous classe de systèmes
hybrides [GST12].
Nous mentionnons également les liens étroits entre ce domaine de recherche et celui des
systèmes contrôlés en réseau [HTvN10] avec les méthodes d’event-triggered et de self-triggered
[AT10]. Une discussion sur ce sujet, au chapitre 3, soulignera les différences existant avec les
travaux qui sont développés dans cette thèse.
L’étude de la stabilité de ce type de système n’est pas une tâche aisée dans un cadre gé-
nérique. Toutefois, une méthode basée sur des conditions suffisantes de stabilité [NTS99] en
boucle fermée concernant uniquement les trajectoires permet de donner une ligne directrice
pour étudier ce type de système. Avant d’énoncer ces conditions, nous introduisons les défini-
tions nécessaires à leurs compréhensions.
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Définition 1.2 Soit a ∈ R∗+ et α : [0,a] 7→ R+ une fonction continue, α est dite de classe K ,
si elle est strictement croissante et α(0) = 0. De plus, α est dite classe K∞, si elle est définie
pour tout r ≥ 0 et α(r) −→
r→+∞ +∞.
Définition 1.3 Une fonction continue β (r,s) est dite de classe K L , si pour tout s0 > 0 fixé
β (r,s0) ∈K et si pour tout r0 fixé β (r0,s) est décroissante avec β (r0,s) −→s→+∞ 0.
Définition 1.4 Soit une fonction β (r,s) de classeK L , elle est dite uniformément incrémenta-
lement bornée (UIB), s’il existe un nombre P> 0 tel que
β (r,s)≤ Pβ (r,s + 1). (1.27)
Définition 1.5 Le system (1.20) est dit globalement uniformément asymptotiquement stable
(GUAS) s’il existe une fonction β de classe K L , tel que pour tout tinit > 0, l’inégalité sui-
vante est vérifiée,
‖x(t)‖ ≤ β (‖x(tinit)‖, t− tinit) , ∀t ≥ tinit . (1.28)
Définition 1.6 Soit T > 0 une période d’échantillonnage donnée, les solutions du systèmes (1.20)
sont dites globalement uniformément bornées sur T (GUBT), s’il existe une fonction κ de classe
K∞ tel que pour tout t0 > 0, les solutions du système (1.20) existent sur l’intervalle [tinit ; tinit +T ]
et vérifient
‖x(t)‖ ≤ κ(‖x(tinit)‖), ∀t ∈ [tinit ; tinit + T ] . (1.29)
Proposition 1.1 ( [NTS99]) Soit le système à données échantillonnées (1.20) et la période
d’échantillonnage T . Si
— le modèle temps discret (1.22) est GUAS, il existe une fonction β ∈K L tel que
‖x[k]‖ ≤ β (‖x[k0]‖,k− k0) , ∀k ≥ k0 ≥ 0, (1.30)
— les solutions sont GUBT, il existe une fonction κ ∈K∞ vérifiant ∀t ∈ [tinit ; tinit + T ]
‖x(t)‖ ≤ κ (‖x(tinit)‖) , (1.31)
alors le système à données échantillonnées (1.20) est GUAS tel que
‖x(t)‖ ≤ β (‖x(tinit)‖, t− tinit) , ∀t ≥ tinit ≥ 0, (1.32)
où β ∈K L peut être choisi, dans le cas général, tel que :
β (s,τ) = max
{
κ(s)
eτ−T
;4 max
η∈[0;τ]
(
2−η βˆ
(
s,
τ−η
T
))}
. (1.33)
La proposition 1.1 est ici choisie comme la ligne directrice du raisonnement qui sera utilisé
pour résoudre les problèmes d’analyse et de synthèse des systèmes de Lur’e à temps continu
par leurs modèles discrétisés proposés aux chapitres (2) et (3).
18
1.3. Conclusion
1.3 Conclusion
Dans ce chapitre, nous avons rappelé la définition des systèmes de Lur’e. Nous avons motivé
ce choix de modèle non-linéaire et nous nous sommes attachés à présenter les derniers résultats
de la littérature sur le problème de Lur’e à temps discret. Nous avons rappelé les conditions
suffisantes sous forme de contraintes LMI et nous avons mis en lumière le peu de résultats
portant sur la stabilité des systèmes de Lur’e à données échantillonnées.
Cela nous a mené à présenter les systèmes à données échantillonnées sous une forme géné-
rique. Nous avons récapitulé un certain nombre d’approches existantes dans la littérature pour
dimensionner le contrôleur numérique commandant un processus à temps continu. Les prin-
cipaux résultats existants proposent des méthodologies génériques et donnent des conditions
parfois difficilement exploitables numériquement. Des conditions suffisantes de stabilité ont
été rappelées pour expliquer la philosophie de l’analyse de stabilité des systèmes à données
échantillonnées. Elles supposent l’existence d’un certain nombre de fonctions ayant des carac-
téristiques particulières dont nous avons rappelé les définitions. Ces conditions nous serviront
dans la suite de la thèse.
Dans le chapitre 2, nous reprendrons le problème de stabilité des systèmes de Lur’e à temps
continu par l’utilisation d’un modèle discrétisé. Le but sera de mettre en évidence les problèmes
liés à l’utilisation de la fonction de Lyapunov adaptée au système de Lur’e à temps discret pour
une étude à temps continu. En nous fondant sur un résultat d’analyse de stabilité des systèmes à
données échantillonnées, nous proposerons une approche permettant de conclure sur la stabilité
du système à temps continu.
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Chapitre 2
Utilisation d’une fonction de Lyapunov à
lignes de niveau non connexes.
Le chapitre 1 a été l’occasion de présenter un des résultats existants sur l’analyse de la sta-
bilité des systèmes de Lur’e en temps discret. Il est basé sur l’introduction d’une fonction de
Lyapunov adaptée [GJDC11]. Cette fonction est constituée d’un terme quadratique en l’état et
d’un terme croisé entre l’état et la non-linéarité. Des conditions suffisantes sous forme d’inéga-
lités matricielles linéaires (LMI) ont été proposées [GJD12b,Gon12] pour l’étude de la stabilité
asymptotique globale et locale de ce type de système. Cette fonction de Lyapunov autorise des
non-linéarités dont les tangentes peuvent avoir un coefficient directeur infini et elle est com-
patible avec les études des systèmes commutés de type Lur’e [GJD12a], contrairement aux
fonctions de Lyapunov de type Lur’e à temps discret présentes dans la littérature [JL64]. De
plus, cette famille de fonctions de Lyapunov fait apparaître des lignes de niveau, qui peuvent
être, non connexes et non convexes. Quand les conditions suffisantes sont réunies, ces lignes de
niveau sont décroissantes au sens de l’inclusion, bornées et convergent vers le singleton origine.
Due à la nature discontinue des trajectoires des systèmes à temps discret, une ligne de niveau
non connexe contient bien la partie ultérieure de la trajectoire en temps discret. Cette propriété
de non-connexité et non-convexité concorde donc avec la nature des trajectoires des systèmes à
temps discret.
Il s’agit d’une rupture vis-à-vis de la littérature. Effectivement, la fonction de Lyapunov
la plus répandue, la fonction quadratique, présente des lignes de niveau ellipsoïdales, donc
convexes et connexes. D’autres fonctions de Lyapunov sont couramment utilisées. Citons, par
exemple, les fonctions polyédrales [BM03, ABLH06, BM08] dont les lignes de niveau sont
des polygones, mais aussi les fonctions composites [HL03, FJ14] qui sont le minimum ou
le maximum d’un ensemble de fonctions de Lyapunov classiques. Ces fonctions composites
mènent à des lignes de niveau qui sont exprimées comme des unions ou des intersections d’en-
sembles classiques (polygones ou ellipses). L’union d’ensembles ne conserve pas la propriété
de convexité, mais celle de connexité. Dans l’état de nos recherches, la fonction de Lyapunov
Lur’e, introduite dans [GJD12b,GJD13], est l’une des très rares contributions ne présentant pas
nécessairement de connexité pour ses lignes de niveau.
Cette propriété de non-connexité des lignes de niveau de la fonction de Lyapunov Lur’e se
comprend bien pour un système de Lur’e générique à temps discret. Elle soulève néanmoins des
questions pour des systèmes particuliers de Lur’e à temps discret. Si le système de Lur’e à temps
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discret est le discrétisé d’Euler d’un système de Lur’e à temps continu, comment pouvons-nous
utiliser cet outil ? Quelles sont les conséquences de la non-connexité des lignes de niveau sur le
système de Lur’e à temps continu ? En effet, l’étude de stabilité des systèmes à temps continu
appelle des lignes de niveau connexes. Dans le cadre de la discrétisation, il nous faut donc
construire des outils permettant de relier ces nouveaux résultats à temps discret aux contraintes
liées au système à temps continu.
Ce chapitre apporte des éléments de réponse à ces questions. En particulier, dans le cadre de
la discrétisation (par la méthode d’Euler) d’un système non-linéaire, nous montrerons comment
construire une suite d’ensembles au moins connexes, bornés, qui soit décroissante au sens de
l’inclusion et qui converge vers le singleton origine et qui contienne le futur de la trajectoire
en temps continu. Cette construction s’effectuera à partir des lignes de niveau non connexes.
Comme application de cette technique, nous montrerons qu’elle peut être vue comme une al-
ternative aux conditions classiques assurant la stabilité asymptotique globale d’un système de
Lur’e échantillonné, déjà largement traitée dans la littérature [ÅW97, GGS00, LNA05]. No-
tamment, nous reprendrons le raisonnement utilisé lors de l’analyse de stabilité des systèmes
échantillonnées non-linaires génériques [NTK99b,NT04,LNA05] sans pour autant utiliser le ca-
ractère Lipschitzien de la fonction de Lyapunov, qui est une hypothèse bloquante pour l’étude
de la stabilité globale des systèmes non-linéaires à données échantillonnées avec les fonctions
de Lyapunov classiques type fonctions de Lyapunov quadratiques.
Le chapitre est organisé de la manière suivante. Dans la section 2.1, nous présentons le
système de Lur’e à temps continu. Nous rappelons la définition et certaines propriétés de la
fonction de Lyapunov présentée au chapitre 1, notamment nous illustrerons les lignes de niveau
non connexes et non convexes qu’elle peut induire. Cela débouchera sur la problématique de ce
chapitre. Dans la section 2.2, la construction, à partir des lignes de niveau du système discret,
d’une suite d’ensembles connexes est proposée pour étendre le résultat de stabilité du modèle
discrétisé au système à temps continu d’origine. Une interprétation sur la stabilité asymptotique
globale du système est présentée. Un exemple illustre le principal résultat, avant de conclure.
Les résultats présentés ici s’appuient sur les publications [Lou13, LJD13a, LJD13b].
2.1 Positionnement du problème
Nous considérons la classe des systèmes non-linéaires à temps continu suivante :
Pc :
{
x˙(t) = Ax(t)+ Bϕ(y(t)), t ∈ R+,
y(t) = Cx(t), (2.1)
où x(t) ∈ Rn est le vecteur d’état et y(t) ∈ Rp est le vecteur de sortie du système. Les matrices
A, B et C sont réelles et de dimensions appropriées.
Nous supposons que la non-linéarité ϕ :Rp→Rp est sans mémoire, décentralisée et vérifie
une condition de secteur borné par une conique, voir définition 1.1. Pour rappel, ϕ(0) = 0 et
ϕ(·) ∈ [0p,Ω], où Ω ∈ Rp×p est une matrice diagonale définie positive. Ainsi, la condition de
secteur généralisée (1.3) est également valide en temps continu, tel que
ϕ ′(y(t))W (ϕ(y(t))−Ωy(t))≤ 0, ∀y(·) ∈ Rp, (2.2)
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avec W ∈ Rp×p diagonale et définie positive. De plus, nous supposons que ϕ(·) est Lipschit-
zienne pour garantir l’existence et l’unicité de la solution du système (2.1) pour une condition
initiale donnée (dans la suite seule l’hypothèse de continuité sur le vecteur x(·) sera utilisée).
Depuis la première contribution sur l’analyse de stabilité des systèmes de type Lur’e [LP44],
la littérature s’est fortement enrichie et offre différentes solutions que ce soit à temps continu ou
discret, en utilisant les fonctions de Lyapunov quadratique et de type Lur’e [Kha02,Sze63,JL64,
PG64]. Récemment, une nouvelle classe de fonctions a été proposée pour l’analyse globale et
locale de la stabilité asymptotique des systèmes à temps discret de type Lur’e [GJD12b,DTS13]
dont les avantages ont été rappelés au chapitre 1.
Comme nous l’avons précisé dans l’introduction, cette fonction de Lyapunov possède des
propriétés particulières directement liées à sa structure. En effet, elle est composée d’un terme
quadratique en l’état et d’un terme croisé entre l’état et la non-linéarité :
V :
{
Rn×Rp −→ R,
(x;ϕ(Cx)) 7−→ x′Px + 2ϕ ′(Cx)∆ΩCx, (2.3)
où P ∈ Rn×n est une matrice symétrique définie positive et ∆ ∈ Rp×p est une matrice diagonale
semi-définie positive. Il s’agit d’un outil adapté au système de Lur’e à temps discret (voir la
discussion section 1.1).
Cependant, la fonction de Lyapunov (2.3) dépend de la non-linéarité ϕ(·) ce qui permet de
faire apparaître des lignes de niveau potentiellement non convexes et non connexes mais cela
rend la fonction incompatible de prime abord avec une étude d’un système de Lur’e à temps
continu (2.1). Prenons l’exemple suivant et montrons que la ligne de niveau unitaire n’est ni
convexe ni connexe.
P =
1
4
I2; ∆= 2; C = [ 1 0 ];Ω=
1
2
; ϕ(y) =Ω
1
2
y(1 + cos(10y)).
La ligne de niveau LV (1) est représentée sur la figure 2.2, elle est issue de la coupe horizon-
tale d’équation V (·; ·) = 1 illustrée sur la figure 2.1.
Considérons maintenant les points sur la droite verticale d’équation x(1) = 1,3 (aussi repré-
sentée sur la figure 2.2. C’est-à-dire les points x =
(
1,3
x(2)
)
. Alors
V (x;ϕ(Cx)) = V (
(
x(1)
x(2)
)
;ϕ(x(1))) =
1
4
x2(1) + 2ϕ(x(1))x(1) +
1
4
x2(2), (2.4)
= 2,0343 +
1
4
x2(2) > 1, ∀x2 ∈ R. (2.5)
Cela implique qu’aucun point de la droite verticale d’équation x(1) = 1,3 n’appartient à la
ligne de niveau LV (1). Néanmoins
V
((
1
0
)
, ϕ(1)
)
= 0,33< 1, V
((
1,5
0
)
, ϕ(1,7)
)
= 0,83< 1.
Les points
(
1
0
)
et
(
1,5
0
)
appartiennent bien à la ligne de niveau LV (1), mais aucun
chemin inclus dans LV (1) ne permet de les relier. L’ensemble LV (1) est donc non connexe et
non convexe.
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FIGURE 2.1 – Évolution de la fonction de Lyapunov en fonction de x(1), pour x(2) = 0 (ligne
pleine rouge), et droite horizontale d’équation V (·; ·) = 1 (ligne "− −").
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FIGURE 2.2 – Ligne de niveau non connexe LV (V (x;ϕ(Cx))) (ligne pleine rouge) et droite
verticale d’équation x(1) = 1,3 (ligne "·−’).
Cette propriété de possible non-connexité s’explique par le fait que la trajectoire est une
suite discrète d’états. Les lignes de niveau contiennent bien l’ensemble des échantillons futurs
de la trajectoire. La contraction de ces lignes de niveau vers le singleton {0} illustre la stabilité
asymptotique du système à temps discret. En temps continu, les lignes de niveau doivent égale-
ment contenir la partie ultérieure de la trajectoire. Les sauts entre les différentes régions sont par
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conséquent interdits. Il est donc nécessaire d’adapter cette méthode d’analyse pour le cas des
systèmes à temps continu, notamment en vue de son application sur les systèmes de Lur’e à don-
nées échantillonnées où l’on souhaite garantir sur le système à temps continu des performances
obtenues pour son discrétisé. De plus, il faut expliciter la transformation des ensembles non
connexes. Nous choisissons dans ce chapitre de proposer des conditions suffisantes permettant
la construction d’une suite d’ensembles bornés et connexes dépendant du temps qui converge
vers le singleton origine et qui contient la partie ultérieure de la trajectoire à temps continu.
Ces ensembles connexes sont construits à partir des lignes de niveau associées à la fonction de
Lyapunov adaptée au problème à temps discret et de conditions assurant la proximité du modèle
approché avec celui à temps continu.
La discrétisation exacte du système (2.1) et donnée par le modèle :
x[k + 1] = x[k]+
∫ (k+1)T
kT
(Ax(τ)+ Bϕ (Cx(τ))) dτ, (2.6)
:= FeT (x[k]), (2.7)
avec T la période d’échantillonnage, x[k] ∈ Rn le vecteur d’état du système discrétisé exact à
l’instant kT , k ∈ N. La présence de la non-linéarité ϕ(·) rend difficile, voir impossible, l’ex-
pression d’une solution analytique pour FeT (·). Pour utiliser les outils du temps discret, il est
nécessaire de définir un modèle analytique approché FaT (·), sous la contrainte que cette ap-
proximation soit suffisamment bonne, dans le sens d’une distance précisée par la suite. Nous
choisissons ici d’utiliser la discrétisation d’Euler explicite :
x[k + 1] = Adx[k]+ Bdϕd(Cdx[k]), (2.8)
:= FaT (x[k]), (2.9)
avec Ad = In +TA, Bd = T B, Cd = C et ϕd(·) = ϕ(·), où ϕd(·) vérifie les même hypothèses que
ϕ(·), avec ϕd(·) ∈ [0p,Ωd] et Ωd =Ω.
Remarque 2.1 Les paramètres du modèle discrétisé d’Euler (2.8) ont été choisis de manière à
conserver la même condition de secteur que celle du système à temps continu (2.1). D’autres
choix sont possibles comme Bd = B et ϕd(·) = Tϕ(·), voir [LJD13b] pour l’étude avec ce choix
de paramètres.
Remarque 2.2 Dans les équations (2.6) et (2.8), x[k] est la condition initiale pour évaluer
FeT (x[k]) et F
a
T (x[k]). Dans le cadre de l’étude de la stabilité globale du système (2.1), il n’est
pas nécessaire de définir différents x[k] pour la trajectoire exacte et approchée.
Remarque 2.3 Par définition de la discrétisation d’Euler explicite, le système (2.8) est un sys-
tème de Lur’e à temps discret. Il s’agit d’une propriété fondamentale dans notre étude qui
n’est pas toujours vérifiée pour d’autres méthodes de discrétisation (Runge-Kutta, ...). Ici nous
choisissons cette discrétisation dans l’ensemble de la thèse pour cette raison. Cela rejoint la
problématique plus générique de la simulation numérique des systèmes non-linéaires que nous
n’aborderons pas dans cette thèse.
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Dans ce chapitre, le problème suivant est traité.
Problème 2.1 Soit le système à temps continu (2.1) et le discrétisé d’Euler associé (2.8). Si les
conditions du théorème 1.1 sont vérifiées pour le système (2.8), alors il existe une suite décrois-
sante d’ensembles bornés, qui peuvent être non connexes et non convexes, convergeant vers le
singleton origine et contenant tous les échantillons suivants de la trajectoire du système discré-
tisé (2.8). Comment construire une suite d’ensembles connexes possédant ces mêmes propriétés
pour la trajectoire à temps continu du système (2.1), à partir de celle à temps discret ?
2.2 Construction d’une suite d’ensembles connexes
La séquence d’ensembles connexes décroissante au sens de l’inclusion et convergente vers le
singleton origine, qui est le cœur du problème 2.1, est intimement liée à la stabilité asymptotique
globale des systèmes non-linéaires discrétisés. La stabilité asymptotique des systèmes non-
linéaires discrétisés est généralement traitée à l’aide de la méthodologie explicitée dans [LNA05]
et que nous rappelons dans la Proposition 2.1. Elle est une version abrégée de la proposition 1.1
rappelée au chapitre précédent qui ne considère pas la problématique où la condition initiale
peut exister entre deux instants d’échantillonnage. Cette méthodologie est fondée sur deux
conditions : la stabilité des états échantillonnés et la non explosion de la trajectoire à temps
continu entre deux échantillons consécutifs. Ceci est illustré sur la figure 2.3.
x(t)
T0 2T 3T 4T
κ(‖x[0]‖)
κ(‖x[1]‖)
κ(‖x[2]‖)
κ(‖x[3]‖)
κ(‖x[4]‖)
x[0]
x[1]
x[2]
x[3] x[4]
t
FIGURE 2.3 – Convergence du système continu, suivant les conditions de la Proposition 2.1.
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Proposition 2.1 Soit le système (2.1) et son modèle discrétisé exact (2.6), la période d’échan-
tillonnage T > 0, et x[k] = x(kT ) ∈ Rn, k ∈ N.
— S’il existe β˜ ∈KL tel que les trajectoires du système discrétisé exact (2.6) vérifient :
‖x[k]‖ ≤ β˜ (‖x0‖,kT ), ∀k ∈ N, x0 = x[k = 0], (2.10)
— S’il existe κ ∈K∞ tel que la solution du système en temps continu (2.1) vérifie :
‖x(t)− x[k]‖ ≤ κ(‖x[k]‖), ∀t ∈ [kT ;(k + 1)T ], (2.11)
Alors il existe β ∈KL tel que les trajectoires du système à temps continu vérifient :
‖x(t)‖ ≤ β (‖x0‖, t), ∀t ≥ 0. (2.12)
Remarque 2.4 Dans la version originale [LNA05], la condition (2.11) est formulée tel que
‖x(t)‖ ≤ κa(‖x[k]‖), ∀t ∈ [kT ;(k+1)T ], avec κa ∈K∞. S’il existe une fonction κ(·)∈K∞ véri-
fiant l’inégalité (2.11) alors, la fonction κa(·) ∈K∞ vérifiant la contrainte originale présentée
dans [LNA05] existe. Il suffit de poser κa(r) = κ(r)+r, ∀r ∈R, avec κ(·) une fonction de classe
K∞ vérifiant l’inégalité (2.11). La fonction κa(·) est alors strictement croissante sur R+ tel que
κa(0) = 0 et lim
r→+∞κa(r) = r. Donc κa(·) est une fonction de classeK∞ et l’inégalité
‖x(t)‖ ≤ ‖x(t)− x[k]‖+‖x[k]‖ ≤ κ(‖x[k]‖)+‖x[k]‖= κa(‖x[k]‖), (2.13)
est satisfaite.
Pour répondre au Problème 2.1, nous allons utiliser la méthodologie de la Proposition 2.1 :
la fonction de Lyapunov V (·; ·), à lignes de niveau non nécessairement connexes sera utilisée
pour démontrer la stabilité des échantillons (approchés et/ou exacts), et le fait que la trajectoire
reste bornée entre deux échantillons consécutifs nous permettra de construire, sur ces lignes
de niveau, de nouveaux ensembles connexes. La suite d’ensembles connexes en résultant devra
être bornée, décroissante au sens de l’inclusion, converger vers le singleton origine et contenir
le futur de la trajectoire à temps continu.
De plus, comme nous l’avons vu précédemment, nous ne pouvons pas travailler sur le mo-
dèle discrétisé exact. L’analyse de la stabilité s’effectue dans un premier temps sur le système
discrétisé approché (2.8) à l’aide du résultat [GJD12b, Theorem 2]. Dans un second temps, des
contraintes sur la proximité des modèles discrétisés exacts et approchés doivent être utilisées.
Pour plus de clarté, nous choisissons de séparer en deux parties la réponse au problème 2.1.
La première consiste à introduire les outils nécessaires pour vérifier les hypothèses de la Pro-
position 2.1 : évaluation de κ(·) et de la distance entre FeT (·) et FaT (·). La seconde partie a
pour objectif de formaliser une solution sous forme LMI au problème de stabilité asymptotique
globale des systèmes continu et discret, afin de construire les ensembles connexes solution du
problème 2.1.
2.2.1 Propriétés du système de Lur’e
Nous allons dans un premier temps démontrer que la condition (2.11) est toujours valide
pour le système de Lur’e (2.1). La trajectoire de ce système entre deux instants d’échantillon-
nage est
x(t) = x[k]+
∫ t
kT
(Ax(τ)+ Bϕ (Cx(τ))) dτ, ∀k ∈ N, ∀t ∈ [kT ;(k + 1)T ]. (2.14)
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Soit le problème d’optimisation
min
µ∈R
µ, (2.15)
sous la contrainte [
µIn ?
A + BΓiΩC In
]
> 0, ∀i ∈ {1; · · · ;2p}, (2.16)
où Γi sont les sommets de D qui désigne l’ensemble des matrices diagonales dans Rp×p où
chaque élément de la diagonale appartient à l’intervalle unité.
Le théorème 2.1 explicite la fonction κ(·) de la proposition 2.1.
Théorème 2.1 ∀k ∈ N, ∀t ∈ [kT ;(k + 1)T ], il existe une fonction de classeK∞ paramétrée en
‖x[k]‖ bornant l’évolution de x(t) :
‖x(t)− x[k]‖ ≤ (eMT −1)‖x[k]‖, (2.17)
où M =
√µ avec µ solution du problème d’optimisation (2.15).
Preuve du théorème 2.1. La preuve est organisée en deux étapes. La première a pour objectif
d’évaluer la constante M et la seconde de justifier l’existence d’une fonction de classe K∞ de
l’équation (2.11).
Partie 1 :
‖Ax(τ)+ Bϕ(Cx(τ))‖ ≤ sup
Γ∈D
‖A + BΓΩC‖‖x(τ))‖= M‖x(τ)‖, (2.18)
avec D qui désigne l’ensemble des matrices diagonales dans Rp×p où chaque élément de la
diagonale appartient à l’intervalle unité. Nous avons alors M =
√µ avec µ la solution du
problème d’optimisation suivant :
min
µ∈R
µ, (2.19)
sous la contrainte,
(A + BΓΩC)′(A + BΓΩC)< µIn, ∀Γ ∈D . (2.20)
En utilisant un complément de Schur [BGFB94], l’inégalité (2.20) peut se mettre sous la
forme d’une LMI en la matrice Γ. En notant que
A + BΓΩC =
2p
∑
i=1
λiNi, avec

λi ≥ 0,
∑2
p
i=1λi = 1,
Ni = A + BΓiΩC,
(2.21)
où Γi = diag(γ ij) avec γ
i
j = 1 ou 0, j ∈ {1; · · · ; p}. L’inégalité (2.20) peut-être remplacée par
l’inégalité (2.16).
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Partie 2 : En utilisant successivement, l’équation (2.14), l’inégalité triangulaire et l’équa-
tion (2.18) :
‖x(t)− x[k]‖=
∥∥∥∥∫ tkT Ax(τ)+ Bϕ(Cx(τ))dτ
∥∥∥∥ ,
≤
∫ t
kT
‖Ax(τ)+ Bϕ(Cx(τ))‖dτ,
≤
∫ t
kT
M‖x(τ)‖dτ,≤M
∫ t
kT
‖x(τ)− x[k]+ x[k]‖dτ,
≤M
(∫ t
kT
‖x(τ)− x[k]‖dτ +(t− kT )‖x[k]‖
)
.
En remarquant que le terme ‖x(·)− x[k]‖ est présent dans les deux parties de l’inégalité
et que x(t) est continu en t sur l’intervalle [kT ;(k + 1)T ] donc ‖x(t)− x[k]‖ et (t− kT )‖x[k]‖
sont positifs et continus sur cet intervalle. Nous pouvons utiliser le lemme de Gronwall [Chi06]
comme suit :
‖x(t)− x[k]‖ ≤M(t− kT )‖x[k]‖+
∫ t
kT
M2(τ− kT )‖x[k]‖e
∫ t
τ M ds dτ,
≤M(t− kT )‖x[k]‖+
∫ t
kT
M2(τ− kT )‖x[k]‖eM(t−s) dτ,
≤M(t− kT )‖x[k]‖+
[
−M‖x[k]‖(τ− kT )eM(t−τ)
]t
kT
+
∫ t
kT
M‖x[k]‖eM(t−τ) dτ,
≤ (eM(t−kT )−1)‖x[k]‖ ≤ (eMT −1)‖x[k]‖= α(‖x[k]‖),
où α(·) est une fonction de classeK∞. L’équation (2.17) est vérifiée ∀k∈N, ∀t ∈ [kT ;(k + 1)T ].

Le théorème 2.1 nous permet d’affirmer que les trajectoires (2.14) du système de Lur’e (2.1)
n’explosent pas en temps fini, tel que la condition (2.11) soit vérifiée.
Pour vérifier la seconde condition de la proposition 2.1, qui consiste à analyser la stabilité
du système discrétisé exact, nous utiliserons comme précisé précédemment une discrétisation
approchée d’Euler (2.8) qui permet l’obtention d’un modèle analytique de type Lur’e à temps
discret exploitable avec les outils de la littérature [GJD12b]. Or pour garantir la stabilité du
système discrétisé exact via celle du système discrétisé d’Euler, il est nécessaire de quantifier la
distance séparant ces deux modèles. Le théorème 2.2 détermine un majorant à cette fin.
Théorème 2.2 Soit le système de Lur’e (2.1), son discrétisé exact FeT (x[k]) reste proche du
discrétisé approché d’Euler FaT (x[k]) tel que :
‖FeT (x[k])−FaT (x[k])‖ ≤ ρ(T )‖x[k]‖, ∀x[k] ∈ Rn, (2.22)
avec ρ(T ) =
(
‖A‖
(
eMT−1
M −T
)
+‖B‖‖ΩC‖
((
eMT−1
M
)
+ T
))
une fonction de classeK∞.
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Preuve du théorème 2.2. En utilisant l’inégalité triangulaire suivie du théorème 2.17, nous
majorons l’écart entre le modèle discrétisé exact et approché :
‖FeT (x[k])−FaT (x[k])‖ ≤
∫ (k+1)T
kT
‖A‖‖x(τ)− x[k]‖dτ +
∫ (k+1)T
kT
‖B‖‖ϕ(Cx(τ))−ϕ(Cx[k])‖dτ,
≤
∫ (k+1)T
kT
‖A‖
(
eM(τ−kT )−1
)
‖x[k]‖dτ
+
∫ (k+1)T
kT
‖B‖‖ΩC‖(‖x(τ)‖+‖x[k]‖) dτ,
≤ ‖A‖
(
eMT −1
M
−T
)
‖x[k]‖,
+
∫ (k+1)T
kT
‖B‖‖ΩC‖
(
eM(τ−kT ) + 1
)
‖x[k]‖dτ,
≤
(
‖A‖
(
eMT −1
M
−T
)
+‖B‖‖ΩC‖
((
eMT −1
M
)
+ T
))
‖x[k]‖,
= ρ(T )‖x[k]‖, ∀k ∈ N,
où ρ(T ) est une fonction de classeK∞.

Connaissant la majoration entre nos deux modèles, nous pouvons désormais nous atteler au
problème d’analyse de stabilité, à proprement parler, du modèle discrétisé approché dans le but
de garantir la condition (2.10) de la proposition 2.1 sachant que la condition (2.10) est toujours
vérifiée d’après le théorème 2.1.
2.2.2 Analyse de stabilité
L’objectif de cette sous section est d’établir les conditions pour la stabilité du système dis-
crétisé exact (2.6), sous l’hypothèse que le modèle discrétisé approché est GUAS, afin de dé-
terminer la fonction de Lyapunov définissant les lignes de niveau potentiellement non connexes
et non convexes. Il sera ensuite possible de conclure sur la stabilité asymptotique globale du
système à temps continu et d’élaborer la suite d’ensembles illustrant cette stabilité.
La condition de stabilité du système discrétisé approché est donnée par :
V (FaT (x[k]) ;ϕd (CdF
a
T (x[k])))−V (x[k];ϕd (Cdx[k]))< 0, ∀x[k] 6= 0, (2.23)
où V (·; ·) est la fonction de Lyapunov (2.3). L’objectif est de prouver la stabilité du système
discrétisé exact :
V (FeT (x[k]) ;ϕd (CdF
e
T (x[k])))−V (x[k];ϕd (Cdx[k]))< 0, ∀x[k] 6= 0. (2.24)
Même si les modèles approché et exact sont suffisamment proches, la valeur de la fonction
V (FeT (·) ;ϕd (CdFeT (·))) peut-être supérieure ou inférieure à celle de V (FaT (·) ;ϕd (CdFaT (·))).
Pour évaluer la distance entre ces deux fonctions, nous introduisons la fonction fα(·), telle que
fα(0) = 0 et
V (FeT (x[k]) ;ϕd (CdF
e
T (x[k])))−V (FaT (x[k]) ;ϕd (CdFaT (x[k])))≤ fα(x[k]). (2.25)
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Cette hypothèse raisonnable implique que pour garantir la stabilité du système discrétisé
exact, la condition de l’équation (2.23) est insuffisante. Il est nécessaire de supposer que la
fonction de Lyapunov du modèle discrétisé approché décroît suffisamment rapidement pour
compenser l’écart fα(·) :
V (FaT (x[k]) ;ϕd (CdF
a
T (x[k])))−V (x[k];ϕd (Cdx[k]))≤− fε(x[k]), (2.26)
où fε : Rn 7→ R+ tel que fε(x[k])> 0, ∀x[k]> 0 et fε(0) = 0.
Théorème 2.3 Si les fonctions fε :Rn 7→R+ et fα :Rn 7→R tel que fε(0n×1) = 0 et fα(0n×1) =
0 vérifient les équations (2.25) et (2.26) tel que :
fα(x[k])< fε(x[k]), ∀x[k] 6= 0, (2.27)
Alors le système discrétisé exact (2.6) est globalement asymptotiquement stable.
Preuve du théorème 2.3. La preuve vient directement de l’inégalité suivante.
V (FeT (x[k]) ;ϕd (CdF
e
T (x[k])))−V (x[k];ϕd (Cdx[k]))
= V (FeT (x[k]) ;ϕd (CdF
e
T (x[k])))−V (FaT (x[k]) ;ϕd (CdFaT (x[k])))
+V (FaT (x[k]) ;ϕd (CdF
a
T (x[k])))−V (x[k];ϕd (Cdx[k])) ,
≤ fα(x[k])− fε(x[k])< 0, ∀x[k] 6= 0.

Dans le but de simplifier la recherche des fonctions fα(·) et fε(·), nous les restreignons à une
classe particulière de fonctions qui peut se mettre aisément sous forme LMI. Nous supposons
donc que fα(x[k]) = w′[k]Qαw[k] et fε(x[k]) = w′[k]Qεw[k], où Qα et Qε ∈R(n+2p)×(n+2p) sont
des matrices symétriques définies positives avec le vecteur augmenté w[k] défini par
w′[k] =
(
x′[k] ϕ ′d(Cx[k]) ϕ
′
d(CF
a
T (x[k]))
)′ ∈ Rn+2p. (2.28)
En tenant compte de ce choix particulier pour les fonctions fα(·) et fε(·), le théorème 2.4
propose des conditions suffisantes de stabilité, sous la forme de contraintes LMI, pour le sys-
tème (2.6), nous permettant de conclure directement sur celle du système (2.1) avec la proposi-
tion 2.1.
Théorème 2.4 Soit le système (2.1) et son discrétisé d’Euler (2.8), s’il existe les matrices sy-
métriques définies positives P ∈ Rn×n, Qα et Qε ∈ R(n+2p)×(n+2p) , une matrice diagonale
semi-définie positive ∆ ∈ Rp×p, des matrices diagonales définies positives W1, W2, W3, S1 et
S2 ∈ Rp×p, des matrices G1 et G2 ∈ Rn×n, et deux scalaires positifs τ1 et τ2 tel que :
M + diag(0n;Qε)< 0, (2.29)
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avecM défini à l’équation (1.13)
P−G′2−G2 ? ? ? ? ?
G2 Σ1 ? ? ? ?
0 Σ2 Σ4 ? ? ?
0 Σ3Ad Σ3Bd −2W2 ? ?
0 Σ5 0 0 −2W3 ?
G2 −τ2(In−Ad) τ2Bd 0 Σ′5 −(τ1 + τ2)In
< diag(0n;Q
α ;0p+n) ,
(2.30)
avec Σ1 =−A′dPAd +τ1 (Mγ(T ))2 In +τ2
(
ρ2In− (In−Ad)′(In−Ad)
)
, Σ2 =−B′dPAd +W1ΩdCd
+ τ2B′d(In−Ad), Σ3 = (W2−∆)ΩdCd , Σ4 =−2W1−B′dPBd− t2B′dBd , Σ5 = (W3 +∆)ΩdCd et
Qε > Qα , (2.31)
alors l’origine du système (2.1) et de son discrétisé d’Euler (2.8) est globalement asymptoti-
quement stable.
Preuve du théorème 2.4. En pré-multipliant l’inégalité (2.29) par w′[k] qui est défini à l’équa-
tion (2.28) et en post-multipliant par sa transposée, nous déduisons l’inégalité (2.26), en suivant
la preuve du théorème 1.1 disponible dans [GJD12b, théorème 2], avec fε(x[k]) = w′[k]Qεw[k].
Si l’inégalité (2.30) est vérifiée, alors P−G′2−G2 < 0 et P> 0. Donc, la matrice G2 est de
rang plein et l’inégalité suivante est vérifiée −G′2P−1G2 ≤ P−G′2−G2 < 0 (voir [DB01]), ce
qui mène à l’inégalité suivante
−G′2P−1G2 ? ? ? ? ?
G2 Σ1 ? ? ? ?
0 Σ2 Σ4 ? ? ?
0 Σ3Ad Σ3Bd −2W2 ? ?
0 Σ5 0 0 −2W3 ?
G2 −τ2(In−Ad) τ2Bd 0 Σ′5 −(τ1 + τ2)In
< diag(0n;Q
α ;0p+n) .
(2.32)
En effectuant le changement de base diag
(
G−12 ; I2n+3p
)
suivi d’un complément de Schur [HJ94]
par rapport au premier bloc. Nous aboutissons à l’inégalité suivante : In03p×n
In
P
 In03p×n
In
′+Θ< diag(0n;Qα ;0p+n) , (2.33)
avec
Θ=

Σ1 ? ? ? ?
Σ2 Σ4 ? ? ?
Σ3Ad Σ3Bd −2W2 ? ?
Σ5 0 0 −2W3 ?
−τ2(In−Ad) τ2Bd 0 Σ′5 −(τ1 + τ2)In
 (2.34)
En pré-multipliant l’inégalité (2.33) par z′[k], défini comme suit
z′[k] =
(
w′[k] ϕ ′d(CdF
e
T (x[k])) d
′[k]
)′ ∈ R2n+3p, (2.35)
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avec d[k] = FeT (x[k])− x[k] et wk défini à l’équation (2.28), et en post-multipliant par sa trans-
posée, nous en déduisons l’inégalité
V (FeT (x[k]) ;ϕd (CdF
e
T (x[k])))−V (FaT (x[k]) ;ϕd (CdFaT (x[k]))) (2.36)
≤ w′[k]Qαw[k]+ 2ϕ ′d(Cdx[k])W1(ϕd(Cdx[k])−ΩdCdx[k]) (2.37)
+ 2ϕ ′d(CdF
e
T (x[k]))W3(ϕd(CdF
e
T (x[k]))−ΩdCdFeT (x[k])) (2.38)
+ 2ϕ ′d(CdF
a
T (x[k]))W2(ϕd(CdF
a
T (x[k]))−ΩdCdFaT (x[k])) (2.39)
+ τ2
(
(FeT (x[k])−FaT (x[k]))′ (FeT (x[k])−FaT (x[k]))−ρ2x′[k]x[k]
)
(2.40)
+ τ1
(
d′[k]d[k]− (Mγ(T ))2 x′[k]x[k]
)
, ∀x[k] ∈ Rn. (2.41)
En tenant compte du fait que la non-linéarité évaluée en FeT (x[k]), F
a
T (x[k]) et en xk vérifie la
condition de secteur (2.2), ainsi qu’en utilisant la S-procédure [Sch97, IMF00] sur les inégali-
tés (2.17) et (2.22), l’inégalité (2.36) implique l’inégalité (2.25) avec fα(x[k]) = w′[k]Qαw[k].
Pour conclure, si la contrainte LMI (2.31) est vérifiée, alors en appliquant le théorème 2.3,
nous déduisons que le système discrétisé exact (2.6) est globalement asymptotiquement stable.
Avec la proposition 2.1 et le théorème 2.1, la stabilité du modèle discrétisé exact (2.6) nous
permet de déduire que le système de Lur’e (2.1) est globalement asymptotiquement stable.

Remarque 2.5 Le théorème 2.4 ne suppose pas que la non-linéarité soit Lipschitzienne, même
si cette hypothèse est nécessaire pour garantir l’existence et l’unicité de la solution. Une condi-
tion de continuité est toutefois nécessaire pour utiliser le lemme de Gronwall [Chi06] pour
obtenir que le théorème 2.1 soit vérifié. L’hypothèse que la non-linéarité vérifie une condition
de secteur conique est suffisante dans le reste de la démonstration.
A ce stade, nous avons mis en évidence via le théorème 2.4 des conditions suffisantes de
stabilité. Si ces conditions sont vérifiées, elles nous permettront de construire directement la
suite d’ensembles connexes répondant au problème 2.1. Pour clarifier le lien entre ces ensembles
connexes et le théorème 2.4, nous définissons deux domaines :
Définition 2.1 Le domaine où vit la trajectoire en temps continu entre deux échantillons x[k] et
x[k + 1] est défini par :
B(x[k]) = {x˜ ∈ Rn,‖x˜− x[k]‖ ≤ κ(‖x[k]‖)} . (2.42)
Définition 2.2 Le domaine où vivent toutes les trajectoires à temps continu dont la condition
initiale x[k] appartient à une ligne de niveau LV (·) est défini par :
A (γ) =
⋃
z∈LV (γ)
B(z). (2.43)
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Proposition 2.2 Soit la période d’échantillonnage T > 0 et LV (V (x[k];ϕd (Cdx[k]))) la ligne
de niveau déterminée avec le théorème 2.4. Le domaine A (V (x[k];ϕd (Cdx[k]))) vérifie les
propriétés suivantes :
LV (V (x[k];ϕd (Cdx[k])))⊂A (V (x[k];ϕd (Cdx[k]))), (2.44)
A (·) est bornée, car κ(·) est radialement non bornée, (2.45)
x(t) ∈A (V (x[k];ϕd (Cdx[k]))), ∀t ≥ kT, (2.46)
A (V (x[k + 1];ϕd (Cdx[k + 1])))⊂A (V (x[k];ϕd (Cdx[k]))), (2.47)
lim
k→∞
A (V (x[k];ϕd (Cdx[k]))) = {0}. (2.48)
Ainsi la séquence {A (V (x[k];ϕd (Cdx[k])))}k∈N est une solution du Problème 2.1.
Les différents points de la proposition 2.2 sont aisément démontrables. Une illustration de
certains points est proposée figure 2.4.
xk
LV (V (xk;ϕd(Cdxk)))
A (V (xk;ϕd(Cdxk)))
xk+1
xk+2
B(xk)
B(x˜k)
x˜k
xk+3
FIGURE 2.4 – Exemple de trajectoire, où l’échantillon x[k] appartient à la ligne de niveau
LV (V (x[k];ϕd (Cdx[k]))) (ligne pleine et fine). La trajectoire en temps continu (ligne en point et
tiret) est contenue dans le domaine A (V (x[k];ϕd (Cdx[k]))) (ligne pleine et épaisse) construite
par la réunion desB(x[k]) (ligne en tiret).
Le domaineA (·) est l’union des boules dont les centres sont l’ensemble des points de LV (·),
nous en déduisons aisément l’équation (2.44). LV (·) étant borné et les boules de rayon κ(·)
formant A (·) le sont également, nous en déduisons (2.45). Une des propriétés de la fonction
de Lyapunov impose l’inclusion LV (V (x[k + 1];ϕd (Cdx[k + 1]))) ⊂ LV (V (x[k];ϕd (Cdx[k]))).
Or κ(·) est de classe K∞, nous en déduisons directement l’équation (2.47) qui explicite la
contraction des ensembles A (·). Sur l’intervalle [kT ;(k + 1)T ], avec T la période d’échan-
tillonnage, la trajectoire à temps continu x(t) appartient à la boule B(x[k]). Par définition
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A (·) est la réunion de ces boules, donc x(t) appartient au domaine A (V (x[k];ϕd (Cdx[k]))).
Avec l’équation (2.47), nous prouvons l’équation (2.46), c’est-à-dire que le domaine A (·)
contient toute la partie future de la trajectoire à temps continu. Ces ensembles se contractent,
et comme lim
k→∞
LV (V (x[k];ϕd (Cdx[k]))) = {0} ce qui traduit la stabilité du système discret et
lim
x[k]→0
B(x[k]) = {0}, il vient que le système en temps continu est stable : la suite d’ensembles
A (·) tend vers le singleton {0}, voir l’équation (2.48). Le théorème 2.4 devra nécessairement
faire apparaître des domaines A (·) connexes suffisamment grands pour joindre les différentes
parties des lignes de niveau LV (·). Pour cela la valeur de T doit être prise en compte. Plus
exactement, cette méthode a une incidence sur le choix de la période d’échantillonnage T . Pour
que les contraintes de type LMI soient faisables, il faut au moins que les modèles approchés
et exacts soient proches, ce qui implique que T ne soit pas trop grand, à cause de la crois-
sance de la fonction ρ(·). D’un autre côté, l’apparition de sous-ensembles non connexes n’est
possible que si T n’est pas trop petit, à cause de la croissance de la fonction κ(·). Pour plus
de détails sur ce dernier point, voir les cas particuliers représentés sur les figures 2.5 et 2.6 :
l’échantillon calculé par la méthode d’Euler "saute" dans la direction imposée par le modèle
(x[k + 1] = f (x[k]) = Adx[k] + Bdϕd (Cdx[k])), la longueur du "saut" dépend de T , si T est trop
petit, il est impossible de passer d’un sous-ensemble à l’autre pour la trajectoire à temps continu.
Ainsi la valeur de T appartient qualitativement à un intervalle borné.
xk
FaT (x[k])
LV (V (xk;ϕd(Cdxk)))
A (V (xk;ϕd(Cdxk)))
T (Axk + Bϕ(Cxk))
écart
FIGURE 2.5 – T trop petit pour permettre
l’apparition des ensembles non connexes.
xk
FaT (x[k])
T (Axk + Bϕ(Cxk))
FIGURE 2.6 – T suffisamment important
pour permettre le passage entre deux en-
sembles de la ligne de niveau non connexe.
Dans la pratique, le choix de T pour faire apparaître ces ensembles est délicat, le théo-
rème 2.4 donnant des résultats où le terme croisé de la fonction de Lyapunov (2.3) est trop
faible pour que l’écart entre les deux ellipses bornant la ligne de niveau soit suffisamment im-
portant pour faire apparaître des ensembles lignes de niveau à temps discret non connexes.
Cette difficulté sera levée dans l’exemple 2.1 améliorant la borne ρ(T ) calculée au théo-
rème 2.2. En effet, dû au conservatisme de l’inégalité triangulaire et vu que nous travaillons
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sur tout le domaine d’état Rn et pour toute non-linéarité respectant la condition de secteur, la
borne ρ(T )‖x[k]‖ dans l’inégalité (2.22) est relativement grande pour permettre l’apparition des
lignes de niveau non connexes. Une amélioration de la borne ρ(T ) peut-être évaluée par simu-
lation dans un voisinage limité N , de l’origine, considérant toutes les trajectoires possibles :
ρ(T ;N ). FeT (·) peut-être évalué par une méthode de sur-échantillonnage de l’approximation
d’Euler. L’exemple 2.2 présentera un système dont l’analyse de stabilité mène à une solution
fonction de Lyapunov dont les lignes de niveau sont connexes.
Exemple 2.1
Cet exemple numérique est présenté pour illustrer la construction de ces suites d’ensembles
connexes. Nous considérons le système (2.1) où
A =
[−3 −7
2 −5
]
, B =
[−0,96
−1,92
]
, ϕ(y(t)) =
Ωy(t)
2
(
1 + cos
(
1,6y(t)−0,155y2(t))) ,
Ω= 1,3, x0 =
(
5,8 6
)′
, C =
[−0,75 −1,425] , T = 0,07.
La distance maximale entre FeT (·) et FeT (·) est obtenue par simulation sur la grille définie
par N = {−19; · · · ;19}2 avec un pas de 0.5 : ρ(T,N ) = 0.23. Avec le théorème 2.4, nous
définissons la fonction de Lyapunov avec les valeurs de paramètre suivant :
P =
[
7,7193 0,6458
0,6458 9,1032
]
, ∆= 0,2214. (2.49)
La figure 2.7 illustre, en simulation, une trajectoire avec la condition initiale x0, la ligne de
niveau LV (V (x0;ϕd (Cdx0))) (ligne pleine et fine) et le nouveau domaine A (V (x0;ϕd (Cdx0)))
(ligne pleine et épaisse). La trajectoire x(t) est contenue dans l’ensemble A (V (x0;ϕd (Cdx0)))
et elle peut sortir de la ligne de niveau LV (V (x0;ϕd (Cdx0))) entre deux échantillons comme
l’illustre la figure 2.7. Cependant, tous les échantillons sont contenus dans la ligne de niveau
LV (V (x0;ϕd (Cdx0))).
La figure 2.8 illustre la contraction des différents ensembles LV (·) et A (·). LV (·) est une
région bornée qui peut être connexe ou non. En comparaison, A (·) est toujours un ensemble
borné et connexe mais pas nécessairement convexe. La contraction de A (·) vers l’origine ga-
rantie la stabilité du système à temps continu. L’ensemble des propriétés de la proposition 2.2
est donc illustré dans cet exemple.
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−15 −10 −5 0 5 10 15
−15
−10
−5
0
5
10
15
x(1)
x (
2)
FIGURE 2.7 – Ligne de niveau non connexe LV (V (x0;ϕd (Cdx0))) obtenue avec le théorème 2.4
(ligne pleine et fine) et la région où vivent les trajectoires du système à temps continu entre deux
échantillons (ligne pleine et épaisse). Un exemple de trajectoire à temps continu (tirets), où les
cercles représentent les échantillons de la trajectoire discrétisée exacte.
−15 −10 −5 0 5 10 15
−15
−10
−5
0
5
10
15
x(1)
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2)
FIGURE 2.8 – Contraction des différents ensembles A (V (x[k];ϕd (Cdx[k]))) (ligne pleine et
épaisse) et LV (V (x[k];ϕd (Cdx[k]))) (ligne pleine et fine) vers le singleton {0}. Les échantillons
de la trajectoire (cercle) sont également dessinés.
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Exemple 2.2
La nature non connexe des lignes de niveau n’est pas toujours vérifiée et dépend des non-
linéarités étudiées, ainsi que de la période d’échantillonnage considérée. C’est ainsi le cas pour
l’exemple suivant :
A =
[−3 −6
8 −5
]
, B =
[−0,4
−0,8
]
, ϕ(y) =
Ωy
2
(
1 + cos
(
6y + 0,01y2
))
,
Ω= 1,3, x0 =
(
3,95 2
)′
, C =
[−1,8 −1,2] , T = 0,01.
La distance maximale entre FeT (·) et FeT (·) est obtenue par simulation sur la grille définie
par N = {−7; · · · ;7}2 avec un pas de 0.2 : ρ(T,N ) = 0,016. Avec le théorème 2.4, nous
définissons la fonction de Lyapunov avec les valeurs de paramètre suivant :
P =
[
124,7208 −2,3024
−2,3024 101,0029
]
, ∆= 0,1350. (2.50)
L’ensemble des propriétés de la proposition 2.2 reste valide dans cet exemple, seule la vi-
sualisation des lignes de niveau non connexes et non convexes n’apparaît pas sur les figure 2.9
et 2.10. Cela est lié à la prépondérance du terme quadratique sur le terme croisé dans la fonction
de Lyapunov (2.3) pour les paramètres obtenus.
−5 0 5
−8
−6
−4
−2
0
2
4
6
8
x(1)
x (
2)
FIGURE 2.9 – Ligne de niveau non connexe LV (V (x0;ϕd (Cdx0))) obtenue avec le théorème 2.4
(ligne pleine et fine) et la région où vivent les trajectoires du système à temps continu entre deux
échantillons (ligne pleine et épaisse). Un exemple de trajectoire à temps continu (tirets), où les
cercles représentent les échantillons de la trajectoire discrétisée exacte.
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FIGURE 2.10 – Contraction des différents ensembles A (V (x[k];ϕd (Cdx[k]))) (ligne pleine et
épaisse) et LV (V (x[k];ϕd (Cdx[k]))) (ligne pleine et fine) vers le singleton {0}. Les échantillons
de la trajectoire (cercle) sont également dessinés.
2.3 Conclusion
Dans ce chapitre, nous avons étudié la stabilité des systèmes de Lur’e à temps continu via
leur discrétisation d’Euler. Il est dans ce cas possible d’utiliser des méthodes à temps discret.
Pour cela, nous avons utilisé une fonction de Lyapunov adaptée à l’étude de la stabilité des
systèmes de Lur’e à temps discret [Gon12]. Cette fonction a pour particularité d’exhiber des
lignes de niveau potentiellement non connexes et non convexes. Nous avons expliqué en quoi
cet outil est incompatible a priori avec une étude sur un système à temps continu. Par consé-
quent, il n’est pas possible, à partir de l’analyse de stabilité du modèle discrétisé, de remon-
ter directement à la conclusion sur celle du temps continu. Pour résoudre ce problème, nous
avons construit une suite d’ensembles connexes et bornés, décroissante au sens de l’inclusion
qui converge vers le singleton origine et qui contient le futur de la trajectoire à temps continu.
Cette suite d’ensembles est construite à partir des lignes de niveau de la fonction de Lyapunov
adaptée. Les paramètres définissant la fonction de Lyapunov sont déterminés avec un problème
sous contrainte LMI considérant la stabilité du modèle discrétisé d’Euler et de la discrétisation
exacte du système de Lur’e à temps continu. Un exemple numérique illustre la construction de
ces ensembles.
Ce chapitre nous a, entre autres, permis de mettre en évidence des caractéristiques liées à
l’analyse de stabilité des systèmes de Lur’e à temps continu par une étude construite sur son
modèle discrétisé d’Euler. Ces éléments vont nous aider, dans le chapitre 3, à construire une
méthode de synthèse jointe, entre un échantillonnage non-uniforme et des correcteurs adaptés,
dont le but sera de stabiliser un système de Lur’e en temps continu via un contrôleur numérique.
39
Chapitre 2. Utilisation d’une fonction de Lyapunov à lignes de niveau non connexes.
Une extension de l’étude menée dans ce chapitre en considérant une non-linéarité véri-
fiant une condition de secteur local, dans le système de Lur’e, est une perspective intéressante
pour notamment aborder le problème de la saturation et/ou sa forme duale : la zone morte. Ce
problème ouvert reste difficile à aborder. En effet, la fonction de Lyapunov, dépendant de la
non-linéarité, ne sera définie que localement. De plus, il faudra garantir que la trajectoire du
système à temps continu reste dans la zone de validité de la condition de secteur locale, sans
quoi les théorèmes proposés dans ce chapitre ne seront plus valides.
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Chapitre 3
Stabilisation des systèmes de Lur’e à
données échantillonnées avec un
échantillonnage non-uniforme.
La synthèse de commande avec un échantillonnage non-uniforme pour les systèmes à don-
nées échantillonnées est motivée par des applications pratiques telles que les systèmes contrôlés
en réseau. Plusieurs études proposent des contributions pertinentes, où l’échantillonnage non-
uniforme est mis en avant notamment dans le cadre linéaire [Suh08,Seu12,HKR12,HZWW14,
MR14]. Pour ce type de système l’accès au modèle discrétisé exact est la pierre angulaire pour
le développement de solution qui justifie en partie la recherche sur la discrétisation de type
Padé [SCSS11, RCS11]. La situation est plus compliquée pour les systèmes non-linéaires où
le passage par la discrétisation approchée est une quasi obligation. L’approche préconisée dans
l’article [NT04], consiste à dimensionner la commande à l’aide du modèle discrétisé approché
tout en garantissant la stabilité du système à données échantillonnées en boucle fermée. Cette
approche est présentée dans le cadre des systèmes non-linéaires génériques, et est compatible
avec un échantillonnage uniforme et non-uniforme. Cependant les conditions génériques exhi-
bées ne sont pas toujours exploitables numériquement. En conséquence, dans ce chapitre, nous
faisons le choix d’explorer une classe particulière de systèmes non-linéaires. Nous spécifie-
rons également une classe de correcteurs et une méthode de discrétisation pour aboutir à une
procédure systématique pour la synthèse de cette classe de systèmes non-linéaires à données
échantillonnées.
Plus précisément, ce chapitre concerne la stabilisation des systèmes de Lur’e à données
échantillonnées avec un échantillonnage non-uniforme. Les contributions concernant les sys-
tèmes de Lur’e à données échantillonnées sont majoritairement orientées vers le problème de
synchronisation des systèmes chaotiques modélisés sous la forme de système de Lur’e à don-
nées échantillonnées [LH08, TB14]. L’approche de synthèse que nous présentons ici est com-
plètement différente de la méthode suggérée dans [LJD15c] dont la réalisation nécessite deux
étapes dans la résolution du problème d’optimisation proposé. Il est à noter que ces approches
ne considèrent qu’une stratégie d’échantillonnage uniforme.
Dans ce manuscrit, nous nous restreignons au cas d’un échantillonnage non-uniforme, pour
lequel la période d’échantillonnage courante appartient à un ensemble fini de valeurs données.
Dans ce cadre, ce chapitre propose une approche originale pour traiter de la stabilisation
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des systèmes de Lur’e à données échantillonnées avec un échantillonnage non-uniforme. Cette
approche s’articule autour de deux étapes cruciales. Premièrement le système non-linéaire à
données échantillonnées avec un échantillonnage non-uniforme dont la période d’échantillon-
nage courante appartient à un ensemble de valeurs prédéfinies est reformulé comme un système
non-linéaire commuté à temps discret. Les modes sont alors les discrétisés exacts pour chaque
période d’échantillonnage admissible. Deuxièmement, ces modes non-linéaires étant délicats à
exploiter sous leur forme naturelle, ils sont reformulés comme des systèmes de Lur’e à temps
discret (Euler approché), avec la même non-linéarité et à l’aide d’incertitudes bornées en norme
sur le modèle. Ainsi le problème de la stabilisation d’un système de Lur’e à données échan-
tillonnées avec un échantillonnage non-uniforme sera posé et traité comme un problème de
stabilisation d’un système de Lur’e commuté à temps discret comprenant des incertitudes bor-
nées en norme. De plus, de manière à pouvoir envisager un choix sur les lois de commandes
admissibles, nous introduisons un critère quadratique. Il permettra d’expliciter qu’une période
d’échantillonnage a un coût différent des autres. La solution proposée prend en considération
le comportement de la trajectoire entre les échantillons pour garantir la stabilité du système de
Lur’e à données échantillonnées. Le résultat se fonde sur une extension des conditions de stabi-
lité proposées dans [NTS99] pour une famille finie de période d’échantillonnage ainsi que sur
une adaptation non triviale des systèmes commutés proposée dans [SDGD14] au cas Lur’e.
Le chapitre s’organise de la manière suivante : à la section 3.1 nous proposons l’extension de
la proposition 1.1 au cas d’un échantillonnage non-uniforme. À la section 3.2 nous reformulons
le problème de stabilisation des systèmes de Lur’e à données échantillonnées en celui de la
stabilisation d’un système commuté à temps discret. La section 3.3 propose des conditions
suffisantes pour résoudre le problème de stabilisation de ce système commuté qui nous permet
de conclure sur la stabilité en boucle de fermée du système de Lur’e à données échantillonnées.
Dans ce chapitre, nous présenterons les travaux de recherche développés dans [LJD15b].
3.1 Analyse de stabilité des systèmes non-linéaires à données
échantillonnées avec un échantillonnage non-uniforme.
La technique d’analyse de stabilité des systèmes de Lur’e à temps continu basée sur son
modèle discrétisé d’Euler que nous avons employée au chapitre 2, repose sur la proposition 1.1.
Celle-ci ne permet, en l’état, que l’utilisation d’un échantillonnage uniforme. Dans l’optique de
conserver un raisonnement analogue à celui déjà étudié précédemment, cette section est dédiée
à l’extension de ce résultat d’analyse de stabilité au cadre d’un échantillonnage non-uniforme.
Nous considérons le système à données échantillonnées défini par l’interconnexion entre le
système non-linéaire
Sc :
{
x˙(t) = f (t,x(t), u˜(t)) , t ∈ R+,
y(t) = h(x(t)) , (3.1)
et un contrôleur à temps discret avec un échantillonnage non uniforme. Le système (3.1) est
caractérisé par les vecteurs x∈Rn, y∈Rp et u˜∈Rm représentant respectivement l’état, la sortie
et l’entrée du système. Nous supposerons comme au chapitre 1 les fonctions f et h continues
tel que h(0) = 0.
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Nous introduisons une famille finie de périodes d’échantillonnage {Ti}i∈IN , telle que la
suite des instants d’échantillonnage {tk}k∈N soit définie par
tk+1− tk ∈ {Ti}i∈IN , (3.2)
avec t0 = 0, sans perte de généralité. Le correcteur à temps discret est alors défini par
Cd : u[k] = g(k,x[k],Ti) . (3.3)
Contrairement au correcteur (1.25), ici le paramètre Ti est variable dans le temps. L’intercon-
nexion, entre les processus en temps continu et en temps discret, s’effectue comme au chapitre 1
via l’échantillonneur (1.24) et le bloqueur d’ordre zéro (1.26). Ce dernier élément précisant la
liaison entre la suite u[·] et la fonction continue u˜(·).
En nous appuyant sur l’équation (1.21) qui lie les deux domaines de temps considérés, nous
définissons le modèle discrétisé exact de ce système à données échantillonnées par
x[k + 1] = x[k]+
∫ tk+Ti
tk
f (τ,x(τ), u˜(τ)) dτ (3.4)
:= FeTi (x[k]) , ∀k ∈ N, (3.5)
où le temps séparant deux instants d’échantillonnage est tk+1− tk = Ti.
La proposition 3.1 présente des conditions suffisantes de stabilité du système à données
échantillonnées (3.1)–(3.3) avec un échantillonnage non-uniforme.
Proposition 3.1 Soit le système à données échantillonnées (3.1)–(3.4) et une famille de pé-
riodes d’échantillonnage {Ti}i∈IN , si
— le modèle en temps discret est GUAS, il existe une fonction β ∈KL tel que
‖x[k]‖ ≤ β (‖x[k0]‖,k− k0) , ∀k ≥ k0 ≥ 0, (3.6)
— les solutions sont GUBT, il existe N fonctions κi ∈K∞, i ∈IN vérifiant
‖x(t)‖ ≤ κi (‖x(tinit)‖) , ∀i ∈IN , ∀t ∈ [tinit ; tinit + Ti] , (3.7)
alors le système à données échantillonnées (3.1) est GUAS tel que
‖x(t)‖ ≤ β (‖x(tinit)‖, t− tinit) , ∀t ≥ tinit ≥ 0, (3.8)
où β ∈KL peut-être choisi, dans le cas général, tel que
β (s,τ) = max
{
κmax(s)
eτ−Tmax
;4 max
η∈[0;τ]
(
2−η βˆ
(
s,
τ−η
Tmax
))}
, (3.9)
avec Tmax = max
i∈IN
(Ti), κmax(s) = max
i∈IN
(κi(s)) et βˆ (s,τ) = κmax (β (κmax (s) ,τ)).
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Preuve de la proposition 3.1. Soit tinit ∈ [tq; tq+1[, q ∈ N, tq ≥ 0, tel que Ti est la période
d’échantillonnage utilisée, i ∈ IN . Puisque eTi−τ ≥ 1, ∀Ti ≥ τ , avec l’inégalité (3.7), nous
pouvons écrire, ∀i ∈IN ,
‖x(t)‖ ≤ κi (‖x(tinit)‖) , (3.10)
≤ max
j∈IN
(
κ j (‖x(tinit)‖)
)
, (3.11)
≤ κmax (‖x(tinit)‖)eTi−(t−tinit), (3.12)
≤ κmax (‖x(tinit)‖)eTmax−(t−tinit), (3.13)
:= β1(‖x(tinit)‖, t− tinit), ∀t ∈ [tinit ; tq+1], (3.14)
où
κmax (s) = max
j∈IN
(
κ j (s)
)
. (3.15)
D’un autre côté, ∀t ∈ [tk+q+1; tk+q+2], (k,q) ∈ N2, nous supposons que la période d’échan-
tillonnage Tj est utilisée, j ∈IN . En utilisant successivement les inégalités (3.6) et (3.7), nous
déduisons
‖xsd(t)‖ ≤ κ j (‖x[q + 1 + k]‖) , (3.16)
≤ κmax (‖x[q + 1 + k]‖) , (3.17)
≤ κmax (β (‖x[q + 1]‖,k)) , (3.18)
≤ κmax
(
β
(‖x(tq+1)‖,k)) , (3.19)
≤ κmax (β (κi (‖x(tinit)‖) ,k)) , (3.20)
≤ κmax (β (κmax (‖x(tinit)‖) ,k)) , (3.21)
:= βˆ (‖x(tinit)‖,k). (3.22)
Si βˆ n’est pas UIB, nous pouvons toujours la majorer [NTS99, Lemma 1] avec une fonction
β˜ UIB et de classeKL :
β˜ (s,τ) = max
η∈[0;τ]
(
2−η βˆ (s,τ−η)
)
. (3.23)
Il suffit de continuer les calculs suivant en utilisant β˜ au lieu de βˆ .
Sinon, si βˆ est une fonction UIB de classe-KL (voir [NTS99, Corollary 1] avec P = 2),
nous pouvons écrire ∀t ∈ [tk+q+1; tk+q+2],
‖x(t)‖ ≤ βˆ (‖x(tinit)‖,k), (3.24)
≤ 22βˆ (‖x(tinit)‖,k + 2). (3.25)
Par définition de tinit et t, nous avons t− tinit ≤ tq+2+k− tq ≤ (2 + k)Tmax, alors
‖x(t)‖ ≤ 22βˆ (‖x(tinit)‖,2 + k), (3.26)
≤ 22βˆ (‖x(tinit)‖, t− tinitTmax ), (3.27)
:= β2(‖x(tinit)‖, t− tinit),∀t ≥ tq+1. (3.28)
44
3.2. Systèmes de Lur’e à données échantillonnées
En introduisant la fonction de classe-KL
β (s,τ) = max{β1 (s,τ) ;β2 (s,τ)} , (3.29)
nous obtenons la relation
‖x(t)‖ ≤ β (‖x(tinit)‖, t− tinit) , ∀t ≥ tinit ≥ 0, (3.30)
ce qui achève la preuve.

La proposition 3.1 donne des conditions suffisantes de stabilité sur les trajectoires du sys-
tème (3.1) en boucle fermée. Or les fonctions vérifiant ces contraintes peuvent être délicates
à exhiber sans hypothèse supplémentaire sur le système et sa commande. A cet égard, nous
considèrerons le problème de stabilisation du système de Lur’e à données échantillonnées via
un échantillonnage non-uniforme dans la section 3.2, afin de rendre possible l’obtention de
telles fonctions caractéristiques.
3.2 Systèmes de Lur’e à données échantillonnées
Nous focalisons notre attention sur le système de Lur’e à données échantillonnées suivant
Sc :
{
x˙(t) = f (t,x(t), u˜(t)) = Ax(t)+ Bϕ(y(t))+ Fu˜(t), t ∈ R+,
y(t) = h(x(t)) = Cx(t), (3.31)
où x(t) ∈ Rn est le vecteur d’état, y(t) ∈ Rp le vecteur de sortie et u˜(t) ∈ Rm l’entrée de com-
mande. La non-linéarité ϕ : Rp → Rp est supposée décentralisée et satisfaisant la condition
de secteur généralisée (1.3). Nous supposons également la non-linéarité ϕ(·) Lipschitz pour
garantir l’existence et l’unicité de la solution du système (3.31) pour toutes conditions initiales.
Le correcteur préconisé dans la littérature [CTQ08, JCTD11] est le retour d’état et celui de
la non-linéarité. Le correcteur numérique (3.3) est alors défini tel que
Cd : u[k] = g(k,x[k],Ti) = Kix[k]+Γiϕ(y[k]), (3.32)
où Ki ∈ Rm×n et Γi ∈ Rm×p, i ∈ IN sont respectivement le gain du retour d’état et celui du
retour de non-linéarité.
Le système de Lur’e à données échantillonnées étant entièrement défini, nous souhaitons
construire, en nous fondant sur la proposition 3.1, une méthode systématique qui résout le pro-
blème suivant :
Problème 3.1 Déterminer des conditions suffisantes garantissant que le contrôleur numéri-
que (3.32) stabilise globalement, uniformément et asymptotiquement le système de Lur’e (3.31)
en utilisant un échantillonnage non-uniforme.
Selon la proposition 3.1, deux conditions sur les trajectoires du système de Lur’e à données
échantillonnées doivent être vérifiées pour résoudre le problème 3.1 : la première permettant de
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garantir que le système (3.31) ne diverge pas en temps fini et la seconde concernant le problème
de stabilité du modèle discrétisé exact (3.4).
Comme vu au chapitre 2, les trajectoires du système de Lur’e autonome sont bornées entre
deux périodes d’échantillonnage. Dans la même optique, le théorème 3.1 caractérise le compor-
tement entre les instants d’échantillonnage du système (3.31) sous l’action du contrôleur (3.32).
Le résultat est formulé dans un premier temps en séparant l’état de la commande pour aboutir
à des équations plus aisément manipulables en vue de la synthèse des paramètres définissant
le correcteur (3.32). Dans un second temps, le résultat est reformulé pour correspondre aux
conditions de stabilité formulées à la proposition 3.1.
Théorème 3.1 Le système de Lur’e (3.31), avec le contrôleur (3.32) vérifie ∀k ∈ N, ∀t ∈
[tk; tk+1],
‖x(t)− x(tk)‖ ≤ γ(t− tk)(M‖x(tk)‖+‖Fu(tk)‖) . (3.33)
De plus, ∀k ∈ N, ∀t ∈ [tk; tk+1]
‖x(t)− x(tk)‖ ≤ κ ′i (‖x(tk)‖), (3.34)
où κ ′i (·) sont des fonctions de classe-K∞, i ∈IN . Nous pouvons choisir
κ ′i (r) = γ(Ti)(M + M
u
i )r, (3.35)
avec γ(Ti) = 1M
(
eMTi−1) et où M et Mui sont des scalaires positifs dépendant des paramètres
A, B, C, Ω, F, Ki et Γi, i ∈IN . Plus précisément, nous avons
M = sup
ϒ∈D
‖A + BϒΩC‖ (3.36)
et
Mui = sup
ϒ∈D
‖FKi + FΓiϒΩC‖ (3.37)
où D est l’ensemble des matrices diagonales de Rp×p dont chaque élément de la diagonale est
l’intervalle unité.
Preuve du théorème 3.1. [LJD15c] Le coefficient M est déterminé par le problème d’optimi-
sation (2.15) présenté au chapitre 2. En suivant la même procédure, il est possible de définir les
scalaires Mui , avec i ∈IN , par
‖Fu[k]‖= ‖FKix[k]+ FΓiϕ(Cx[k])‖ ≤ sup
ϒ∈D
‖FKi + FΓiϒΩC‖‖x[k]‖= Mui ‖x[k]‖. (3.38)
Nous définissons,
η(t, tk) = x(t)− x[k]− (t− tk)u[k], (3.39)
=
∫ t
tk
[Ax(τ)+ Bϕ(Cx(τ))]dτ. (3.40)
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En appliquant successivement, l’inégalité triangulaire et l’équation (3.36) nous obtenons
‖η(t, tk)‖ ≤
∫ t
tk
‖Ax(τ)+ Bϕ(Cx(τ))‖dτ, (3.41)
≤
∫ t
tk
M‖x(τ)‖dτ, (3.42)
≤M
∫ t
tk
‖η(τ, tk)− x[k]− (τ− tk)u[k]‖dτ, (3.43)
≤M
(∫ t
tk
‖η(τ, tk)‖dτ + a(t, tk)
)
, (3.44)
avec
a(t, tk) = (t− tk)‖x[k]‖+ 12(t− tk)
2‖Fu[k]‖. (3.45)
L’inégalité dépend de ‖η(t, tk)‖ dans les deux parties. L’intégrale de la trajectoire exacte
est inconnue. Puisque x(t) est une fonction continue en le paramètre t ∈ [tk; tk+1] alors ‖η(t, tk)‖
et (t− tk)(M‖x[k]‖+‖Fu[k]‖) sont des fonctions positives et continues sur cet intervalle, nous
pouvons appliquer le lemme de Gronwall [Chi06]. Nous utilisons successivement le lemme de
Gronwall et deux fois une intégration par partie comme suit :
‖η(t, tk)‖ ≤M
(
a(t, tk)+
∫ t
tk
Ma(τ, tk)e
∫ t
τ M ds dτ
)
(3.46)
≤M
(
a(t, tk)+
∫ t
tk
Ma(τ, tk)eM(t−τ) dτ
)
(3.47)
≤M
(
a(t, tk)+
[
−a(t, tk)eM(t−τ)
]t
tk
+
∫ t
tk
da
dτ
(τ, tk)eM(t−τ) dτ
)
(3.48)
≤
[
−da
dτ
(τ, tk)eM(t−τ)
]t
tk
+
∫ t
tk
d2a
dτ2
(τ, tk)eM(t−τ) dτ, (3.49)
≤ γ(t− tk)M‖x[k]‖+(γ(t− tk)− (t− tk))‖Fu[k]‖, (3.50)
avec la fonction γ(·) définie au théorème 3.1. Nous déduisons de l’équation (3.38),
‖η(tk, tk+1)‖ ≤ γ(Ti)M‖x[k]‖+(γ(Ti)−Ti)‖Fu[k]‖ (3.51)
≤
(
γ(Ti)(M + Muσ(k))−TiMui
)
‖x[k]‖. (3.52)
Pour terminer la preuve, nous utilisons l’inégalité triangulaire sur ‖η(t, tk)‖, x[k] = x(tk),
et u[k] = u(tk),
‖x(t)− x(tk)‖ ≤ ‖η(t, tk)‖+(t− tk)‖Fu(tk)‖ (3.53)
≤ γ(t− tk)(M‖x[k]‖+‖Fu(tk)‖) (3.54)
≤ γ(Ti)(M + Mui )‖x(tk)‖ (3.55)
:= κi(‖x(tk)‖),∀i ∈IN , (3.56)
où κi(·) ∈K∞. Les équations (3.33) et (3.34) sont vérifiées ∀k ∈ N et ∀t ∈ [tk; tk+1].

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Remarque 3.1 L’application de l’inégalité triangulaire sur l’inégalité (3.34) permet de véri-
fier la contrainte (3.7) avec κi(r) = κ ′i (r) + r, ∀i ∈ IN . Par conséquent le système de Lur’e
à données échantillonnées considéré est toujours GUBT, c’est-à-dire que l’inégalité (3.7) est
satisfaite. En d’autres termes le système de Lur’e, dont la non-linéarité est une fonction conti-
nue vérifiant une condition de secteur conique globale, a ses trajectoires qui ne peuvent pas
exploser en temps fini.
La condition (3.7) est toujours garantie par le théorème 3.1. Par conséquent les conditions de
stabilité de la proposition 3.1, appliquées au système de Lur’e à données échantillonnées (3.31),
se réduisent au problème de stabilité du modèle discrétisé exact (3.5). Dans le cas des systèmes
de Lur’e, le vecteur FeTi(x[k]) s’exprime sous la forme :
FeTi(x[k]) = x[k]+
∫ tk+Ti
tk
(Ax(τ)+ Bϕ(Cx(τ))+ Fu[k]) dτ. (3.57)
Le problème 3.1 peut être reformulé comme suit :
Problème 3.2 Déterminer des conditions suffisantes assurant la stabilité du système commuté
x[k + 1] = FeTσ(k)(x[k]), (3.58)
où la loi de commutation σ : N → IN représente la suite des périodes d’échantillonnage
{Ti}i∈IN utilisées.
Un correcteur peut être dimensionné avec d’autres objectifs que la stabilisation du système
dans le but d’améliorer une performance donnée. Dans ce chapitre, en plus du problème de
stabilisation, nous introduisons le critère de performance suivant :
J (x0) =
+∞
∑
k=0
(
x′[k]Qσ(k)x[k]+ u′[k]Rσ(k)u[k]
)
, (3.59)
avec x0 = x[k = 0] = x(t = 0) la condition initiale de la trajectoire. Les matrices définies positives
Qi ∈ Rn×n et Ri ∈ Rm×m caractérisent le coût associé à chaque période d’échantillonnage Ti,
avec i ∈IN . L’introduction de ce critère a deux objectifs, d’une part, il permet de pondérer les
périodes d’échantillonnage pour privilégier l’utilisation d’une période par rapport à une autre.
D’autre part, le critère est un outil qui nous permettra de comparer différentes stratégies de
commande. La section 3.3 est consacrée à la synthèse conjointe de la loi de commande (3.32)
et de la loi de commutation σ(·) pour répondre au problème 3.2.
3.3 Stabilisation conjointe du système de Lur’e
La présence de la non-linéarité ϕ(·) dans le modèle discrétisé exact (3.57) est un obstacle à
l’obtention d’une expression analytique du système commuté (3.58), dans le cas général. Nous
introduisons par conséquent, le modèle discrétisé d’Euler défini par
x[k + 1] = Adσ(k)x[k]+ B
d
σ(k)ϕ(Cx[k])+ F
d
σ(k)u[k], (3.60)
:= FaTσ(k)(x[k]), (3.61)
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avec Adσ(k) = In + Tσ(k)A, B
d
σ(k) = Tσ(k)B et F
d
σ(k) = Tσ(k)F . Tout comme le système en temps
continu (3.31), sa discrétisation d’Euler est un système de Lur’e à temps discret avec la même
non-linéarité ϕ(·).
Pour déduire des résultats sur le système discrétisé exact (3.58), à partir d’une étude sur le
modèle approché (3.60), il est nécessaire de connaître l’écart existant entre ces deux modèles.
Un majorant de cet écart est donné au théorème 3.2. Tout comme au théorème 3.1, le résultat
est donné en veillant à séparer l’entrée de commande, de l’état pour faciliter la procédure de
synthèse.
Théorème 3.2 Soit le système de Lur’e (3.31) avec une entrée de commande constante par
morceau (1.26), son modèle discrétisé exact (3.58) et son modèle discrétisé approché d’Eu-
ler (3.60) vérifient l’inégalité suivante :
‖FeTσ(k)(x[k])−FaTσ(k)(x[k])‖ ≤ r1(Tσ(k))‖Fu[k]‖+ r2(Tσ(k))‖x[k]‖, (3.62)
avec r1
(
Tσ(k)
)
et r2
(
Tσ(k)
)
des fonctions de classeK∞ définies par
r1
(
Tσ(k)
)
=
γ
(
Tσ(k)
)−Tσ(k)
M
(‖A‖+‖B‖‖ΩC‖) , (3.63)
où M est défini par l’équation (3.36), et par
r2(Tσ(k)) =
(
γ
(
Tσ(k)
)−Tσ(k))‖A‖+ (γ (Tσ(k))+ Tσ(k))‖B‖‖ΩC‖. (3.64)
Preuve du théorème 3.2. [LJD15c] En appliquant successivement l’inégalité triangulaire et
le théorème 3.1, la distance séparant les modèles discrétisés exact et approché d’Euler est
bornée tel que
‖FeTσ(k)(x[k])−FaTσ(k)(x[k])‖ (3.65)
≤
∫ tk+1
tk
‖A‖‖x(τ)− x[k]‖‖B‖(‖ϕ(Cx(τ))‖+‖ϕ(Cx[k])‖) dτ, (3.66)
≤
∫ tk+1
tk
‖A‖γ(τ− tk)b[k]+‖B‖‖ΩC‖
(
(eM(τ−tk) + 1)‖x[k]‖+ γ(τ− tk)‖Fu[k]‖
)
dτ, (3.67)
≤ r1(Tσ(k))‖Fu[k]‖+ r2(Tσ(k))‖x[k]‖, (3.68)
avec
b[k] = M‖x[k]‖+‖Fu[k]‖, (3.69)
r1
(
Tσ(k)
)
=
γ
(
Tσ(k)
)−Tσ(k)
M
(‖A‖+‖B‖‖ΩC‖) , (3.70)
et
r2(Tσ(k)) =
(
γ
(
Tσ(k)
)−Tσ(k))‖A‖+ (γ (Tσ(k))+ Tσ(k))‖B‖‖ΩC‖. (3.71)

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La méthode d’analyse, présentée dans le chapitre 2, a été développée dans le but de justi-
fier l’utilisation des lignes de niveau non connexes et non convexes dans le cadre des systèmes
à données échantillonnées. Une possible extension de cette méthode pour la synthèse de com-
mande, en deux temps, a été développée [LJD15c] dans le cadre d’un échantillonnage uniforme.
Ici nous nous focalisons sur une méthode de synthèse conjointe, de la loi de commutation σ(·)
et des paramètres de l’entrée de commande (3.32), dans le but de stabiliser le système (3.58)
tout en considérant la performance (3.59).
Pour résoudre ce problème, nous privilégions une méthode alternative en tirant avantage de
la forme de Lur’e issue de la discrétisation d’Euler. L’idée est de modéliser le système discré-
tisé exact (3.58) par un système de Lur’e issu de la discrétisation d’Euler dont les paramètres
sont incertains. Cette technique permet également de s’affranchir de l’hypothèse d’une fonc-
tion de Lyapunov Lipschitzienne proposée dans le cadre de systèmes non-linéaires plus géné-
raux [NTK99b] et ainsi de pouvoir considérer le problème de stabilité globale de la boucle
fermée.
Le théorème 3.3 nous permet de réécrire le système discrétisé exact (3.58) comme son dis-
crétisé d’Euler (3.60) avec des incertitudes additives bornées en norme. Avant d’énoncer le
théorème 3.3, nous introduisons la proposition 3.2 qui est un résultat préliminaire justifiant que
la construction d’un modèle incertain selon certaines hypothèses est toujours possible.
Proposition 3.2 Soit les vecteurs x, y et z ∈ Rn tel que ‖y‖ ≤ a1‖x‖+ a2‖z‖, avec a1 ≥ 0 et
a2 ≥ 0 des scalaires. Alors des matrices ∆1 et ∆2 ∈ Rn×n existent tel que
y = ∆1x +∆2z, (3.72)
avec ∆′i∆i ≤ a2i In, i ∈ {1;2}.
Preuve de la proposition 3.2. Nous supposons x 6= 0, z 6= 0 et y 6= 0 pour construire les vec-
teurs unitaires associés x1 = x‖x‖ , z1 =
z
‖z‖ and y1 =
y
‖y‖ . A l’aide de l’algorithme de Gram-
Schmidt, il est toujours possible de construire les bases orthonormales Y , X et Z deRn associées
à ces vecteurs. Il existe alors deux matrices de changement de base tel que Y = PYX X et Y = P
Y
Z Z
avec PYX
′PYX = PYZ
′PYZ = In. La valeur maximale autorisée pour ‖y‖ est r0 = a1‖x‖+ a2‖z‖. En
posant α = a1‖x‖r0 , nous obtenons
y1 = αy1 +(1−α)y1, (3.73)
= αPYX x1 +(1−α)PYZ z1. (3.74)
Pour conclure, nous pouvons toujours construire les matrices ∆1 = α
‖y‖
‖x‖P
Y
X et ∆2 = (1−
α)‖y‖‖z‖P
Y
Z vérifiant
y = ∆1x +∆2z, (3.75)
tel que ∆′1∆1 ≤ a21In et ∆′2∆2 ≤ a22In.
Dans le cas où z = 0 et x 6= 0 (resp. x = 0 et z 6= 0), alors en utilisant la matrice de change-
ment de base PYX (resp. P
Y
Z ) et α = 1 (resp. α = 0), les matrices ∆1 =
‖y‖
‖x‖P
Y
X et ∆2 = a2In (resp.
∆1 = a1In et ∆2 =
‖y‖
‖z‖P
Y
Z ) sont solutions. Les cas x = z = 0 et y = 0 sont triviaux, ce qui conclut
la preuve pour tout x, y et z ∈ Rn.

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Théorème 3.3 Le système discrétisé exact (3.58) peut se réécrire sous la forme d’un système
incertain construit à partir de son modèle discrétisé d’Euler, tel que
x[k + 1] = FeTσ(k)(x[k]) = F
a
Tσ(k)(x[k])+∆2,σ(k)x[k]+∆1,σ(k)Fdu([k]), (3.76)
où ∆1,i et ∆2,i ∈ Rn×n, i ∈ IN sont des matrices d’incertitudes vérifiant ∆′1,i∆1,i ≤ r21,iIn et
∆′2,i∆2,i ≤ r22,iIn. Les scalaires r j,i = r j(Ti), j ∈ {1;2} sont définis dans le théorème 3.2.
Preuve du théorème 3.3. En appliquant la proposition 3.2 sur l’inégalité (3.62) nous prou-
vons l’existence des matrices ∆1,i et ∆2,i ∈ Rn×n, i ∈IN tel que
FeTσ(k)(x[k])−FaTσ(k)(x[k]) = ∆2,σ(k)x[k]+∆1,σ(k)Fdu([k]), (3.77)
avec ∆′1,i∆1,i ≤ r21,iIn et ∆′2,i∆2,i ≤ r22,iIn. r1,i et r2,i sont définis au théorème 3.2 pour différentes
valeurs de {Ti}i∈IN , tel que r j,i = r j(Ti), j ∈ {1;2}.
En réécrivant le modèle discrétisé exact comme suit,
x[k + 1] = FeTσ(k)(x[k]) = F
a
Tσ(k)(x[k])+ F
e
Tσ(k)(x[k])−FaTσ(k)(x[k]), (3.78)
nous déduisons le modèle de Lur’e incertain (3.76).

La modélisation sous la forme d’un système de Lur’e commuté dont les paramètres sont
incertains, nous permet de reformuler le problème 3.2 de la manière suivante :
Problème 3.3 Déterminer des conditions suffisantes assurant la stabilité du système commuté,
dont les paramètres sont incertains,
x[k + 1] = FeTσ(k)(x[k]) =
(
Adσ(k) +∆2,σ(k)
)
x[k]+ Bdσ(k)ϕ(Cx[k])+
(
In +∆1,σ(k)
)
Fdσ(k)u[k],
(3.79)
où σ : N→IN représente la loi de commutation.
Trouver une fonction de Lyapunov garantissant la stabilité du système commuté (3.79) im-
plique l’existence d’une fonction β vérifiant la condition (3.6), qui est l’unique condition man-
quante pour conclure sur la stabilité du système de Lur’e à données échantillonnées (3.31). Pour
rappel, l’autre condition de stabilité (3.7) est garantie par le théorème 3.1.
La stratégie de type min-switching est naturellement privilégiée [GDD11] pour caractériser
la loi de commutation σ(·) dans le but de trouver le plus petit majorant du critère (3.59) tout en
garantissant la stabilité en boucle fermée du système (3.79). Cette méthode est implémentée en
utilisant la classe de fonction de Lyapunov suivante :
Vmin :
{
Rn → R,
xk 7→ min
i∈IN
Vi(xk), (3.80)
avec ∀i ∈IN , Vi(xk) = x′kPixk où Pi ∈ Rn×n sont des matrices symétriques définies positives.
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Théorème 3.4 Pour la classe des systèmes définis par (3.79), pour la fonction coût (3.59), s’il
existe des matrices Y1,i ∈ Rn×m, Y2,i ∈ Rp×m, Ji et Ui ∈ Rn×n, des matrices symétriques définies
positives Ti j, Gi ∈ Rn×n, des matrices diagonales définies positives Wi ∈ Rp×p, des scalaires
ε1,i > 0, ε2,i > 0 et les coefficients pii j de la matrice de Metzler Π ∈M avec j et i ∈IN , tel que
le problème d’optimisation
min
Gi,Ji,Ui,Wi,Y1,i,Y2,i,ε1,i,ε2,i,Π,Ti j
(
min
i∈IN
−trace(Gi)
)
, (3.81)
sous les contraintes
Ci j =
ϒi j ? ?N1,i −ε1,iIn ?
N2,i 0 −ε2,iIn
< 0m+5n+p, (3.82)
[
Ti j ?
Ji G j
]
> 02n, (3.83)
avec ϒi j =Θi j + ε1,iM1,iM′1,i + ε2,iM2,iM
′
2,i,
Θi j =

−R−1i ? ? ? ?
0 −Q−1i ? ? ?
0 0 −Vi ? ?
Y ′1,i U
′
i (Ξai )
′ Gi−U ′i −Ui ?
Y ′2,i 0 (Ξ
b
i )
′ ΩCUi −2Wi
 , (3.84)
M1,i=

0
0
r1,iIn
0
0
, M2,i=

0
0
r2,iIn
0
0
, N′1,i=

0
0
0(
Fdi Y1,i
)′(
Fdi Y2,i
)′
, (3.85)
N2,i =
[
0 0 0 Ui 0
]
, Vi = J′i + Ji−
N
∑
j=1
pi jiTi j, (3.86)
Ξai = A
d
i Ui + F
d
i Y1,i, Ξ
b
i = B
d
i Wi + F
d
i Y2,i admet une solution, ∀(i, j) ∈ I 2N . Alors l’entrée de
commande (3.32) est définie par les gains Ki =Y1,iU−1i et Γi =Y2,iW
−1
i , et la loi de commutation
par
σ(k) = arg min
i∈IN
x′[k]Pix[k], (3.87)
où Pi = G−1i . Le système (3.31) est globalement uniformément asymptotiquement stable (GUAS)
en boucle fermée avec cette commande conjointe. De plus,
J (x0) = Vmin(x0) = min
i∈IN
(
x′0Pix0
)
(3.88)
est un majorant de la fonction coût (3.59).
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Preuve du théorème 3.4. En appliquant deux fois le lemme de Petersen’s [Pet87], l’inéga-
lité (3.82) est équivalente à
Θi, j + He(M1,i∇1,iN1,i)+ He(M2,i∇2,iN2,i)< 0, (3.89)
avec ∇′ξ ,i∇ξ ,i < 1, ξ = {1,2}. Nous notons ∆ξ ,i = rξ ,i∇ξ ,i. Sachant que
Vi ≤ J′i + Ji− J′i
N
∑
j=1
pi jiG−1j Ji ≤
(
N
∑
j=1
pi jiG−1j
)−1
= (P)−1p,i , (3.90)
l’inégalité (3.89) est reformulée tel que
−R−1i ? ? ? ?
0 −Q−1i ? ? ?
0 0 −(P)−1p,i ? ?
Y ′1,i U
′
i ϒai Gi−U ′i −Ui ?
Y ′2,i 0 ϒ
b
i ΩCUi −2Wi
< 0, (3.91)
avec ϒai =
((
Adi +∆2,i
)
Ui +(In +∆1,i)Fdi Y1,i
)′ et ϒbi = (Bdi Wi +(In +∆1,i)Fdi Y2,i)′.
En effectuant un changement de base diag
(
I2n+m;U−1i ;W
−1
i
)
et trois compléments de Schur
consécutifs, nous déduisons[
Λai
Λbi
]
(P)p,i
[
Λai
Λbi
]′
+
[
K′i
Γ′i
]
Ri
[
K′i
Γ′i
]′
+
[
In
0p×n
]
Qi
[
In
0p×n
]′
+
[ −Pi ?
W−1i ΩC −2W−1i
]
< 0n+p, (3.92)
avec Λai =
(
Adi +∆2,i +(In +∆1,i)F
d
i Ki
)′, Λbi = (Bdi +(In +∆1,i)Fdi Γi)′, et où Ki = Y1,iU−1i et
Γi = Y2,iW−1i . En post-multipliant l’inégalité (3.92) par (x
′[k] ϕ ′(y[k]))′ 6= 0 et en la pré-multi-
pliant par sa transposée, nous obtenons
x′[k + 1](P)p,ix[k + 1]− x′[k]Pix[k]< SC(y[k];ϕ;W−1i )− x′[k]Qix[k]−u′[k]Riu[k]. (3.93)
Le mode i est choisi tel que i = argmin
j∈IN
x′[k]Pjx[k]. Il en découle que
Vmin(x[k + 1])−Vmin(x[k])<−x′[k]Qix[k]−u′[k]Riu[k]. (3.94)
Les matrices Qi et Ri, i ∈ IN étant définies positives, nous en déduisons que l’inéga-
lité (3.94) assure que le modèle incertain (3.79) est GUAS. Par définition, le modèle discrétisé
exact (3.4) est GUAS. En utilisant les résultats du théorème 3.1 et de la proposition 3.1, nous
concluons que le système de Lur’e à données échantillonnées (3.31) est GUAS en boucle fermée
avec la loi de commande conjointe (3.32).
De plus, nous savons que lim
k→+∞
Vmin(x[k]) = 0, en sommant l’inégalité (3.94) sur l’horizon
k = 0 à k = +∞, nous obtenons
J (x0) = Vmin(x0)≥
+∞
∑
k=0
(
x′[k]Qσ(k)x[k]+ u′[k]Rσ(k)u[k]
)
=J (x0), (3.95)
ce qui conclut la preuve.

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Remarque 3.2 Toute une classe de systèmes de Lur’e à temps discret, fonction des incerti-
tudes, est stabilisée sous réserve de la faisabilité du problème d’optimisation introduit au théo-
rème 3.4. Le système discrétisé d’Euler (3.60) correspond au nominal et appartient donc à cette
classe. Le théorème 3.4 garantit donc que le système discrétisé d’Euler (3.60) est GUAS.
En s’inspirant de la littérature [GDD11,DSG13,DFG13], nous considérons une sous-classe
des matrices de Metzler telle que
M so =
{
Π ∈ RN×N ,∀(i, `) ∈I 2N , piii = γi ∈ [0,1[ ,
∀i 6= `, pi`i ≥ 0, ∑
`∈IN\{i}
pi`i = 1− γi
}
. (3.96)
Même si cette approche est sous-optimale, elle permet d’obtenir des contraintes de type
LMI (aisément manipulables numériquement) explicitées dans la proposition 3.3 et dépendant
uniquement de N scalaires à choisir. Une procédure de recherche en ligne sur les scalaires γi est
utilisée pour trouver la meilleure solution sur l’ensembleM so.
Proposition 3.3 Pour tous les scalaires 0≤ γi < 1, i ∈IN , le problème d’optimisation (3.81),
présenté au théorème 3.4, reste valide avec le choix de matrice de Metzler Πi j ∈M so tel que
pi ji = 1− γi, avec j 6= i. Par abus de notation, ∀i 6= j, T j = Ti j, ∀(i, j) ∈I 2N , et Vi = J′i + Ji−
Di(Πi j) avec Di(Πi j) = γiTi + (1− γi)T j. Par conséquent la contrainte (3.83) est remplacée
par [
T j ?
Ji G j
]
< 02n, ∀i 6= j. (3.97)
Preuve de la proposition 3.3. Les scalaires γi = piii sont les paramètres caractérisant les ma-
trices de Metzler Πi j ∈M so. En multipliant l’équation (3.82) par pi ji et en sommant sur l’en-
semble des j ∈IN , tel que j 6= i, seulement le terme Vi est modifié tel que
∑
j∈IN\{i}
pi jiVi = ∑
j∈IN\{i}
pi ji
(
J′i + Ji−
N
∑
j=1
pi jiTi j
)
, (3.98)
= (1− γi)
(
J′i + Ji− γiTi− ∑
j∈IN\{i}
pi jiT j
)
, (3.99)
= (1− γi)
(
J′i + Ji−Di(Πi j)
)
, (3.100)
avec Di(Πi j) = piiiTi +∑ j∈IN\{i}pi jiT j = γiTi + (1− γi)T j. Par conséquent, l’équation (3.82)
se met sous la forme
(1− γi)Ci j < 0, (3.101)
où Ci j est défini à l’équation (3.82). Il suffit de multiplier par (1−γi)−1 cette dernière inégalité,
avec γi 6= 1, pour aboutir à une solution particulière de l’inégalité (3.82).

Nous proposons d’illustrer par la suite la validité de la méthode de synthèse conjointe pour
stabiliser le système de Lur’e à données échantillonnées (3.31) avec un échantillonnage non-
uniforme.
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Exemple 3.1
Soit le système (3.31) décrit par les paramètres suivant
A =
[
1 3.8
−2,8 −0,1
]
, B =
[−1,25
−1,25
]
, C =
[
0,5 0,5
]
,
F =
[
1
1
]
, ϕ(y) =
Ωy
2
(1 + cos(2y)), Ω=
√
2
2
.
Les périodes d’échantillonnage considérées sont T1 = 0.01 et T2 = 0.1. La fonction coût (3.59)
est définie par les paramètres R1 = R2 = 0.1, Q1 = 10I2 et Q2 = I2. Ainsi utiliser la plus petite
période d’échantillonnage, c’est-à-dire T1, coûte plus dans le critère que d’appliquer T2. Nous
noterons avec l’exposant co, les variables relatifs à la stratégie de commutation pour les diffé-
rentier des stratégies dont l’échantillonnage est uniforme. La proposition 3.3 mène à la solution
Pco1 =
[
960,0989 −376,8987
−376,8987 291,9338
]
, Kco1 =
[−50,5924 7,4189] , Γco1 = 0,5065,
Pco2 =
[
1351,2 −468,9
−468,9 307,7
]
, Kco2 =
[−22,2016 1,1514] , Γco2 = 1,2500,
en utilisant la matrice de MetlzerM so avec les coefficients γ1 = 0,4 et γ2 = 0.
La trajectoire du système à données échantillonnées (3.31) partant de x′0 =
(
0,5 −10)′ est
tracée dans le plan de phase en figure 3.1. Cette illustration montre les zones d’activation des
modes 1 et 2, ainsi que la distance entre les deux modèles exact et approché d’Euler pour les
trois premiers échantillons. La borne définie à l’équation (3.62) qui caractérise cette distance
est une fonction exponentielle de la période d’échantillonnage, voir le théorème 3.1. Un zoom
permettant de mieux visualiser la borne sur les deux premiers échantillons pour T1 est proposé
figure 3.1.
La synthèse de correcteur avec un échantillonnage uniforme est un cas particuler du théo-
rème 3.4 en considérant le nombre de modes N égal à un. En ne tenant compte que de la
période T1, nous obtenons : K1 =
[−39,8284 10,5522], Γ1 = 0,3277. En revanche pour T2
le problème d’optimisation du théorème 3.4 n’est pas faisable, nous considérerons par abus de
notation le majorant de la fonction coût J2(x0) = +∞. L’impact de ces lois de commande est
représenté sur les figures 3.2 et 3.3.
Nous désignons par la suite la stratégie de min-switching par σs. La proposition 3.3 nous
donne les valeurs de majorant de la fonction coût suivant : Jσs(x0) = 33202 et J1(x0) =
54264. l’amélioration de cette borne, avec la stratégie de min-switching est de 38,9% en compa-
raison avec le meilleur résultat obtenu à l’aide d’une des stratégies d’échantillonnage uniforme
considérées. Cette observation numérique sera étudiée et justifiée au chapitre 4.
Pour confirmer la validité et la véracité des estimées de la fonction coût (3.59), nous avons
estimé par simulation le coût exact de la trajectoire considérée pour les différentes stratégies
d’échantillonnage, nous obtenons J˜σs(x0) = 5538.9 et J˜1(x0) = 24417. Ces coûts sont obte-
nus avec le protocole suivant
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γ1=0.4 et γ2=0
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FIGURE 3.1 – La partie blanche (resp. verte) représente la zone d’activation du mode 1 (resp.
du mode 2). La ligne rouge représente la trajectoire obtenue par la stratégie de commutation, où
les étoiles sont les échantillons. Les croix noires sont les trois premiers échantillons du système
d’Euler à l’intant k + 1 pour la condition initiale x[k]. Elles sont reliées par des tirets noirs. les
cercles noirs représentent la distance maximale entre le discrétisé d’Euler et le modèle exact à
l’instant k + 1 pour une condition initiale x[k].
Protocole 3.1 Le coût estimé par simulation est un minorant du coût exact de la trajectoire
considérée pour une stratégie de commutation et il est défini par
J˜ (x0;k f ) =
k f
∑
k=0
(
x′[k]Qσ(k)x[k]+ u′[k]Rσ(k)u[k]
)
(3.102)
L’horizon fini k f est déterminé pour fixer l’erreur relative, entre le coût estimé sur l’horizon fini
et le coût sur l’horizon infini, à moins de ε%. Nous ne nous intéressons pas directement à esti-
mer la valeur de k f , par conséquent, dans la suite nous noterons J˜ (x0) la fonction J˜ (x0;k f ).
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Par définition, nous avons
J (x0) = J˜ (x0)+
+∞
∑
k=k f +1
(
x′[k]Qσ(k)x[k]+ u′[k]Rσ(k)u[k]
)
. (3.103)
et l’erreur relative εr définie tel que
εr =
|J (x0)−J˜ (x0) |
J (x0)
(3.104)
Or d’après le théorème 3.4,
J (x0)≤ J˜ (x0)+J (xk f +1), (3.105)
nous en déduisons
0≤ εr ≤
J (xk f +1)
J (x0)
≤ Vmin(xk f +1)
J˜ (x0)
≤ ε. (3.106)
La condition d’arrêt, définie par Vmin(xk f +1)≤ J˜ (x0)ε , permet d’assurer que l’erreur re-
lative εr est inférieure à la valeur ε souhaitée.
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FIGURE 3.2 – Stratégie d’échantillonnage non-uniforme. Première fenêtre : la ligne bleue (resp.
noire) représente la première (resp. seconde) composante du vecteur d’état en fonction du
temps. Deuxième fenêtre : la ligne rouge décrit l’entrée de commande. Les croix bleues, les
cercles noirs et les ’plus’ rouges symbolisent les échantillons.
Pour les simulations présentées dans ce chapitre, ε = 1%. Les estimées du coût exact sont
donc suffisamment proches du coût réel (3.59) pour être assimilées à celui-ci. Dans ce contexte,
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FIGURE 3.3 – Stratégie d’échantillonnage uniforme avec T1 = 0.01. Première fenêtre : la ligne
bleue (resp. noire) représente la première (resp. seconde) composante du vecteur d’état en fonc-
tion du temps. Deuxième fenêtre : la ligne rouge décrit l’entrée de commande. Les croix bleues,
les cercles noirs et les plus rouges symbolisent les échantillons.
la stratégie de min-switching améliore de 77% le coût comparé à l’utilisation de la période
d’échantillonnage T1.
Pour la condition initiale x0, nous remarquons un écart entre le majorant de la fonction coût
donné par la proposition 3.3 et le coût exact estimé associé à la trajectoire. Comme le majorant
de la fonction coût est valide pour toutes les conditions initiales, toutes les non-linéarités véri-
fiant la condition de secteur (1.3) et que la méthode de synthèse prend en compte un majorant
de l’écart entre le modèle discrétisé exact et le modèle discrétisé approché, cette observation est
justifiée. Sur le mode 1, un ratio d’environ 2 sépare J˜1(x0) deJ1(x0).
En plus de l’amélioration du majorant de la fonction coût (3.59), la stratégie de min-switching
permet, dans cet exemple, d’utiliser une période d’échantillonnage qui, lors d’un échantillon-
nage uniforme, ne nous permet pas de stabiliser le système via notre méthode. Nous définissons
alors l’échantillonnage moyen Tav qui est la valeur moyenne des périodes d’échantillonnage
utilisées sur la trajectoire tracée figure 3.2. Dans cet exemple, Tav = 0.0418, soit une période
d’échantillonnage quatre fois supérieure à la valeur T1. Cependant, l’augmentation de la période
moyenne est une conséquence liée à cet exemple. En effet, la technique de synthèse dévelop-
pée dans ce chapitre est également avantageuse quand tous les modes sont stables, c’est-à-dire
lorsque la période d’échantillonnage la plus grande peut-être utilisée seule. Nous étudierons
cela dans le chapitre 4. Signalons enfin que la philosophie derrière cette approche rejoint celle
utilisée dans les méthodes dites de self-triggered [VFM03, WL10, HJT12].
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3.4 Conclusion et perspectives
Dans ce chapitre, nous avons proposé une méthode de synthèse d’entrée de commande
adaptée au système de Lur’e à données échantillonnées, en utilisant un échantillonnage non-
uniforme. Cette solution permet d’associer à chaque période d’échantillonnage un coût différent
fixé par l’utilisateur selon les contraintes du problème.
Cette technique propose une méthodologie axée sur les systèmes commutées de Lur’e avec
des paramètres incertains bornés en norme pour résoudre le problème de stabilisation des sys-
tèmes de Lur’e à données échantillonnées avec un échantillonnage non-uniforme. Le chan-
gement de représentation a été justifié dans le cadre d’une discrétisation de type Euler. Les
conditions suffisantes pour stabiliser le système considéré sont formulées à l’aide d’un pro-
blème d’optimisation sous contraintes qui permettent de garantir que le système de Lur’e à
données échantillonnées, avec un échantillonnage non-uniforme, est globalement uniformément
asymptotiquement stable. L’évaluation d’un majorant de la performance décrite par la fonction
coût (3.59) est également fourni par ce problème d’optimisation.
Dans le chapitre 4, nous approfondirons notre étude de la performance obtenue par une
stratégie d’échantillonnage non-uniforme. Nous nous attacherons notamment à la garantie de
performance apportée par cette méthode en comparaison aux stratégies d’échantillonnage uni-
forme. Cette étude se basera sur la notion de consistance [GDD11] introduite pour les systèmes
linéaires.
Une extension de l’étude menée dans ce chapitre en considérant une non-linéarité dans le
système de Lur’e de type local, est une perspective intéressante pour notamment aborder le
problème de la saturation et/ou de la zone morte. Cette question mène à considérer pour un état
donné, la validité de l’aspect local des modèles discrétisés approché et exact. Ce problème se
transpose également sur l’état du système à temps continu. De même l’extension via la fonction
de Lyapunov avancée, utilisée au chapitre 2, permettrait une amélioration des performances,
la difficulté résidant dans les garanties d’amélioration [Gon12]. Ces deux extensions sont des
problèmes ouverts.
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Chapitre 4
Consistance des systèmes de Lur’e
commutés : application à la synthèse de
commande numérique avec un
échantillonnage non-uniforme.
Le chapitre précédent traitait d’un système de Lur’e à données échantillonnées avec un
échantillonnage non-uniforme et plus particulièrement de la synthèse conjointe (commande
exogène et choix des périodes d’échantillonnage) de ce type de systèmes. L’approche choi-
sie consistait à reformuler ce problème comme la synthèse conjointe d’un système de Lur’e
commuté avec des incertitudes additives bornées en norme. Des conditions suffisantes répon-
dant à cette question ont été proposées au chapitre 3 à l’aide de la stratégie de min-switching.
Cette stratégie permettant la stabilisation est associée à une performance, sous la forme d’un
coût quadratique, à optimiser.
Ce chapitre approfondit les spécificités de la stratégie min-switching en termes de perfor-
mance. Effectivement, dans le cadre des systèmes commutés linéaires, la stratégie de min-
switching est dite consistante. La notion de consistance, introduite dans [GDD11], correspond
au fait que le coût associé à une loi de commutation donnée (dite consistante) est meilleur que le
coût associé à chaque mode utilisé indépendamment des autres. Il s’agit d’un argument supplé-
mentaire en faveur de l’utilisation de la stratégie de min-switching, même dans le cas où tous les
modes sont stables. La consistance pour les systèmes linéaires a été étudiée en temps continu et
en temps discret pour différents types de critères de performance, par exemple les normesH∞ et
H2 [DGD11,GDD13]. En revanche, la consistance dans le cas des systèmes non-linéaires reste
une question largement ouverte. La contribution de ce chapitre est de proposer une extension
adaptée de la consistance pour les systèmes de Lur’e à temps discret et de voir les conséquences
sur le problème 3.1 traité au chapitre 3.
Ce chapitre est organisé en trois parties. Une première section rappellera la notion de consis-
tance dans le cadre linéaire. La partie 4.2 mettra en évidence les différences introduites dans le
cas non-linéaire en considérant des systèmes de type Lur’e et proposera une relecture de la
consistance pour l’étendre au cas non-linéaire. Enfin, la partie 4.3 reprendra le problème 3.1
traité au chapitre 3 sous l’angle de la notion de consistance.
Les résultats présentés ici s’appuient sur les articles [LJD15d, LJD15a].
61
Chapitre 4. Consistance des systèmes de Lur’e commutés
4.1 Rappels sur la notion de consistance
Cette section est dédiée aux rappels des résultats de consistance pour les systèmes linéaires
à temps discret développés dans [GDD11, DGD11, DFG13]. Nous avons opté pour l’option
qui consiste à présenter ces résultats sous une forme unifiée pour les comparer dans la section
suivante avec les résultats que nous proposons dans le cadre des systèmes de type Lur’e.
Nous choisissons d’illustrer la notion de consistance dans le cadre linéaire avec la classe
suivante de systèmes linéaires commutés à temps discret :{
x[k + 1] = Aσ(k)x[k]+ Hσ(k)w[k],
z[k] = Eσ(k)x[k]+ Gσ(k)w[k],
(4.1)
évoluant à partir de la condition initiale x[0] = x0, où x[k]∈Rn est le vecteur d’état, z[k]∈Rp est
le vecteur de sortie du système et w[k]∈Rr est une entrée exogène (perturbation ou commande).
La loi de commutation σ : N→IN est sélectionnée à chaque instant de temps k ∈ N parmi les
N sous systèmes considérés.
Un critère quadratique est associé à ce système (4.1) sous la forme :
Jσ (x0;{w[k]}k∈N) = ∑
k∈N
(
x[k]
w[k]
)′
Qσ(k)
(
x[k]
w[k]
)
, (4.2)
avec Qi des matrices symétriques définies positives de dimensions appropriées. Il faut noter
que la structure générique de ce coûtJσ (·; ·) permet d’englober l’étude de différents critères.
Effectivement, nous pouvons considérer :
— le gain "H2", en posant :
Jσ (x0;0) = ∑
k∈N
‖z[k]‖2, (4.3)
avec ∀i ∈IN ,
Qi =
[
E ′i Ei ?
G′iEi G′iGi
]
. (4.4)
— le coût induitL2, en posant :
Jσ (0;{w[k]}k∈N) = ∑
k∈N
‖z[k]‖2−ρ‖w[k]‖2, (4.5)
soit ∀i ∈IN ,
Qi =
[
E ′i Ei ?
G′iEi G′iGi−ρIr
]
, (4.6)
et où le gain induitL2, noté γ , est défini tel que
γ2 = sup
w∈L2\{0}
‖z‖2
‖w‖2 , (4.7)
qui est alors majoré par :
γ ≤√ρ. (4.8)
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Avant d’introduire la notion de consistance, nous définissons pour plus de clarté l’ensemble
S contenant toutes les lois de commutations, prenant la forme d’un retour d’état c’est-à-
dire dont σ(k) est une fonction de x[k], qui assurent la stabilité asymptotique globale du sys-
tème (4.1). Nous définissons également l’ensemble C contenant les N lois de commutation
telles que ∀k ∈ N, σ(k) = i ∈IN . Le concept de consistance est défini comme suit :
Définition 4.1 [GDD11] Considérons la classe des systèmes commutés linéaires à temps dis-
cret (4.1), une stratégie de commutation particulière σs(·) est dite consistante par rapport au
critèreJσ (·; ·) (4.2), si elle appartient à l’ensembleS et si elle garantit ∀σ ∈ C , et ∀x0 ∈ Rn
que
Jσs (x0;{w[k]}k∈N)≤Jσ (x0;{w[k]}k∈N) . (4.9)
Si l’inégalité est stricte, la stratégie de commutation est dite strictement consistante.
Une stratégie de commutation est dite consistante, si la performance associée est inférieure
ou égale à la meilleure performance obtenue par un des sous systèmes étudiés indépendam-
ment des autres. Une stratégie de commutation type min-switching (3.80) semble naturellement
candidate pour garantir une telle propriété. Cependant la construction d’une telle loi de com-
mutation dépend de la performance étudiée.
Le problème qui nous intéresse est alors décrit de la manière suivante :
Problème 4.1 Construire une loi de commutation σs tel que la propriété de consistance de la
définition 4.1 soit satisfaite dans le cadre de la fonction coût (4.3) (respectivement (4.5)).
La stratégie de type min-switching se construit en considérant les outils suivants :
— la fonction de Lyapunov,
Vmin :
{
Rn → R+,
x[k] 7→ min
i∈IN
Vi(x[k]), (4.10)
avec ∀i ∈IN , Vi(xk) = x′kPixk où Pi ∈Rn×n sont des matrices symétriques définies posi-
tives.
— l’ensemble des matrices de Metzler,
M =
{
Π ∈ RN×N ,∀(i, `) ∈I 2N , pi`i ∈ [0,1] , pi`i ≥ 0, ∑
`∈IN
pi`i = 1
}
. (4.11)
— la combinaison linéaire des matrices définissant la fonction de Lyapunov (4.10) fonction
des paramètres de la matrice de Metzler (4.11).
(P)p,i = ∑
i∈IN
pi jiPj. (4.12)
Le théorème suivant résout le problème 4.1 dans le cadre de la performance (4.3).
Théorème 4.1 Soit le système (4.1) tel que l’entrée de perturbation est nulle. S’il existe des
matrices symétriques définies positives Pi, ∀i ∈IN , et une matrice de Metzler Π ∈M solution
du problème d’optimisation
min
Pi,Π
(
min
i∈IN
trace(Pi)
)
, (4.13)
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sous les contraintes  Pi ? ?(P)p,iAi (P)p,i ?
Ei 0 Ip
> 0, ∀i ∈IN , (4.14)
alors la loi de commutation définie par σs(x[k]) = arg min
i∈IN
x′[k]Pix[k] stabilise globalement,
uniformément et asymptotiquement le système 4.1, et Jσs (x0;{w[k]}k∈N) ≤ Vmin(x0). De plus
cette loi de commutation est consistante.
Preuve du théorème 4.1. D’après [GCB08, théorème 1], si les contraintes (4.14) sont véri-
fiées, alors le système (4.1) est globalement, uniformément et asymptotiquement stable et que
Jσs (x0;{w[k]}k∈N) ≤ Vmin(x0). La stratégie de min-switching est consistante selon [DFG13,
théorème 1].

Le théorème 4.2 résout le problème 4.1 dans le cadre de la performance (4.5).
Théorème 4.2 Soit le système (4.1) tel que l’entrée de perturbation est bornée en norme
(∑k∈Nw′[k]w[k]<+∞) et la condition initiale x0 = 0. S’il existe des matrices symétriques défi-
nies positives Pi, ∀i ∈IN , et une matrice de Metzler Π ∈M et un scalaire ρ ∈ R+ solution du
problème d’optimisation
min
Pi,Π
ρ, (4.15)
sous les contraintes 
Pi ? ? ?
0 ρIr ? ?
(P)p,iAi (P)p,iHi (P)p,i ?
Ei Gi 0 Ip
> 0, ∀i ∈IN , (4.16)
alors la loi de commutation définie par σs(x[k]) = arg min
i∈IN
x′[k]Pix[k] stabilise globalement, uni-
formément et asymptotiquement le système 4.1, et le gain L2, associé à la fonction coût (4.5),
est γ ≤√ρ qui maximise le rejet de perturbation. De plus cette loi de commutation est consis-
tante.
Preuve du théorème 4.2. D’après [DGD11, théorème 1] que si les contraintes (4.16) sont vé-
rifiées, alors le système (4.1) est globalement, uniformément et asymptotiquement stable et que
l’inégalité (4.8) est vérifiée. L’objectif du problème d’optimisation (4.15) permet de sélection-
ner la meilleure solution parmi toutes les matrices de Metzler. La stratégie de min-switching
est alors consistante selon [DFG13, théorème 2].

Comme au chapitre 3, l’introduction de la matrice (P)p,i dans le problème d’optimisation
mène à des contraintes bilinéaires. La solution préconisée dans la littérature [DGD11] et em-
ployée au chapitre 3 est d’utiliser la sous classe de matrices de Metlzer (3.96). Le problème
d’optimisation est alors sous forme LMI, en effectuant une recherche en ligne sur les para-
mètres γi composant la matrice de Metzler (3.96).
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Proposition 4.1 Pour tous les scalaires 0 ≤ γi < 1, i ∈ IN , les théorèmes 4.1 et 4.2, restent
valides avec le choix de la matrice de Metzler Πi j ∈M so définie à l’équation (3.96), tel que
pi ji = 1− γi, avec j 6= i. La matrice (P)p,i prend alors la forme particulière (P)p,i = γiPi + (1−
γi)Pj.
La démonstration de la proposition 4.1 est disponible dans [DGD11, corolaire 2] dans le
cadre du gain induitL2 et dans [GCB08, corolaire 1] dans celui de la performance (4.3).
Dans la section 4.2, l’étude se focalisera sur la performance (4.3). Dans un but comparatif,
nous introduisons l’exemple 4.1 qui illustre numériquement que la stratégie de min-switching
est bien consistante vis-à-vis de la performance (4.3).
Exemple 4.1
Soit le système commuté linéaire (4.1) défini par les paramètres
A1 =
[
0 1
−0.2 0.6
]
, A2 =
[−0.2 −0.8
0.2 0.8
]
, E ′1 =
[
1
0
]
, E ′2 =
[
0
1
]
x0 =
(−5
3
)
,
et ∀i ∈IN , Hi = 0n×r et Gi = 0p×r.
Nous nous intéressons à la performance (4.3) dans le but d’illustrer le théorème 4.1. Le
problème d’optimisation a pour solution γ1 = 0,5, γ2 = 0,6,
P1 =
[
1.0824 0.1988
0.1988 1.0376
]
, P2 =
[
0.0900 0.2842
0.2842 3.0800
]
. (4.17)
En d’autres termes, le majorant de la fonction coût pour la stratégie de min-switching est
Vmin(x0) = 21,44. Le coût exact de cette trajectoire, représentée sur les figures 4.1 et 4.2, est
Jσs = 13,22. Les stratégies modales, quant à elles, mènent aux coûts J1 = 34.72, pour le
mode 1 etJ2 = 35.44, pour le mode 2.
La stratégie de min-switching est donc consistante et vérifie l’inégalité
Jσ (x0)≤Vmin(x0)≤J1(x0)≤J2(x0). (4.18)
Nous pouvons alors garantir avec le théorème 4.1 un gain de performance de J1(x0)−Vmin(x0)J1(x0) =
38% en comparaison avec la meilleure stratégie modale, le mode 1. Sur la trajectoire considérée
dans cet exemple, le gain de performance est de J1(x0)−Jσ (x0)J1(x0) = 62%. Nous en concluons que
la stratégie de min-switching apporte une amélioration de performance sur le système considéré.
Avec cet exemple, nous constatons que la stratégie de min-switching a un potentiel d’amé-
lioration de la performance qui se vérifie dans la littérature, pour les diverses performances étu-
diées. Cette amélioration est garantie par la non dégradation de la performance via la concept
de consistance.
Après avoir rappelé les informations nécessaires à la compréhension de la notion de consis-
tance sur les systèmes linéaires, nous allons étendre cette notion dans la section suivante aux
systèmes de Lur’e à temps discret.
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FIGURE 4.1 – Sur le premier graphique, les étoiles bleues représentent la première composante
du vecteur d’état et les croix rouges la seconde. Le second graphique illustre l’évolution de la
loi de commutation obtenue par le théorème 4.1 avec γ1 = 0,5, γ2 = 0,6.
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FIGURE 4.2 – Les zones blanches et vertes représentent les zones d’activation des modes 1 et 2.
Elles sont obtenues par le théorème 4.1 avec γ1 = 0,5, γ2 = 0,6. La ligne noire représente la
trajectoire commutée, où les pentagones bleus sont les échantillons dans la zone d’activation 2
et les cercles rouges ceux de la zone d’activation 1.
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4.2 La consistance dans le cadre des systèmes de Lur’e
Considérons la classe suivante de systèmes non linéaires à temps discret :{
x[k + 1] = Aσ(k)x[k]+ Bσ(k)ϕσ(k)(y[k]),
y[k] = Cσ(k)x[k],
(4.19)
où x[k] ∈ Rn est le vecteur d’état et y[k] ∈ Rp est le vecteur de sortie du système. La loi de
commutation est notée σ : N→ IN où N est le nombre de modes. Chaque mode est défini
par des matrices réelles Ai, Bi et Ci de dimensions appropriées, ∀i ∈ IN . Les non-linéarités
ϕi : Rp → Rp sont supposées être décentralisées et vérifient la condition de secteur générali-
sée [Kha02], ∀i∈IN . Nous introduisons les matrices diagonales définies positives quelconques
Si ∈ Rp×p vérifiant la condition de secteur (1.3), ∀i ∈IN , c’est-à-dire :
ϕ ′i (y[k])Si (ϕi(y[k])−Ωiy[k])≤ 0. (4.20)
Remarque 4.1 Le système de Lur’e (4.19) est un système autonome qui conserve une structure
proche de celle du système (4.1), où ∀i ∈IN les matrices Ei et Hi sont respectivement rempla-
cées par les matrices Ci et Bi, les matrices Gi sont nulles, et la perturbation w[·] est remplacée
par un bouclage non-linéaire avec le vecteur de sortie y[·], noté ϕi(·) et vérifiant la condition
de secteur généralisée (4.20).
Généralement, la loi de commutation σ(·) est recherchée de manière à assurer uniquement
la stabilité asymptotique globale ou locale pour le système (4.19) (voir par exemple [Gon12,
GJD12a]). Ici nous introduisons une contrainte supplémentaire en attribuant un poids quadra-
tique à chaque mode, de manière à ce que la loi de commutation garantisse d’une part la stabilité
asymptotique globale du système (4.19), mais aussi minimise la fonction coût
Jσ (x0) =
+∞
∑
k=0
x′[k]Qσ(k)x[k], (4.21)
où les matrices Qi sont connues, symétriques et définies positives, ∀i ∈ IN et x0 ∈ Rn est la
condition initiale considérée. Ces pondérations sont fixées et définies en fonction de l’appli-
cation étudiée. Nous pouvons remarquer que la fonction coût (4.21) est l’adaptation du cri-
tère (3.59) dans le cadre des systèmes autonomes.
Le choix entre les différents critères de performance dépend de l’objectif de l’étude. Dans le
cadre linéaire, les choix de la performance L2 et quadratique (pour le problème LQ commuté)
ont été faits pour rappeler ce qui existe dans la littérature. Les résultats présentés dans cette
section se limitent à celui du critère quadratique (4.21) pour correspondre au critère de perfor-
mance utilisé au chapitre 3, mais ils peuvent être étendus à la performance L2 en utilisant une
démarche analogue à celle développée à la section 4.1.
Comme il a été souligné dans l’introduction, à cause de la présence des non-linéarités dans le
modèle de Lur’e à temps discret, les méthodes fondées sur les fonctions de Lyapunov ne peuvent
pas mener à la valeur exacte de la performance pour une trajectoire donnée, mais uniquement
à un majorant de celle-ci. Nous définissons ainsi dans la proposition suivante la classe des
majorants que nous allons considérer.
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Proposition 4.2 Pour la classe des systèmes définis par (4.19) et une loi de commutation
constante σ = `, s’il existe une matrice symétrique définie positive P` ∈ Rn×n et une matrice
diagonale définie positive S` ∈ Rp×p qui soient solution du problème d’optimisation
min
P` ,S`
trace(P` ), (4.22)
sous les contraintes [
A′`P` A`− P` + Q` ?
B′`P` A`+ S`Ω`C` B
′
`P` B`−2S`
]
< 0. (4.23)
alors l’origine du mode ` est globalement asymptotiquement stable et un majorant (le plus petit
dans cette classe) de la fonction coût (4.21) est donné parJ` = x′0P` x0, où x0 est la condition
initiale.
Preuve de la proposition 4.2. En post-multipliant l’inégalité (4.23) par
(
x′[k] ϕ ′`(C`x`)
)′ et
en la pré-multipliant par sa transposée, nous obtenons
V`(x[k + 1])−V`(x[k])<−x′[k]Q`x[k]+ 2ϕ ′`(y[k])S` (ϕ`(y[k])−Ω`y[k]) , (4.24)
avec V`(x[k]) = x′[k]P` x[k] une fonction de Lyapunov quadratique. Comme Q` est une matrice
symétrique définie positive et à cause de la condition de secteur (4.20), l’inégalité (4.24) im-
plique que le mode ` est globalement asymptotiquement stable et que lim
k→+∞
V`(x[k]) = 0. Nous
en déduisons, à partir de l’inégalité (4.24) le majorant de la fonction coût (4.21) :
J`(x0) = V`(x0)>
+∞
∑
k=0
x′[k]Q`x[k] =J`(x0). (4.25)

Dans la suite, si la contrainte (4.23) du problème d’optimisation (4.22) n’est pas faisable,
nous poserons par abus de notationJ` = +∞.
La présence de la non-linéarité dans les modèles de Lur’e à temps discret conduit à considé-
rer des majorants définis dans la proposition 4.2. Les systèmes linéaires sont un cas particulier
où les majorants obtenus sont égaux aux valeurs des performances. Ainsi, sans pouvoir déter-
miner exactement la valeur du coût dans le cadre des systèmes non-linéaires, la définition 4.1
ne peut pas être directement utilisée. Il est donc nécessaire de préciser la notion de consis-
tance dans un cadre plus générique par rapport aux outils dont nous disposons. Cette version
englobe le cas linéaire et n’est pas à strictement parler une nouvelle définition. Dans le cadre
non-linéaire, la notion de consistance ne se réfère pas uniquement à une stratégie générant une
loi de commutation, mais bien au couple stratégie de commutation et classe de majorants.
Avant d’énoncer la définition de consistance telle que nous la considérerons dans le cadre
non-linéaire, nous introduisons deux sous ensembles de C : C contenant les lois figées solutions
du problème d’optimisation (4.2) et C = C \C (en d’autres termes ces modes sont associés à
des majorants infinisJ ` = +∞).
La consistance d’une loi de commutation se définit de la manière suivante dans notre cadre
non-linéaire.
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Définition 4.2 Considérons le système commuté (4.19). Une stratégie de commutation particu-
lière σs(·), associée à un majorant du critère (4.21) Mco(x0) fonction de la condition initiale,
est consistante si elle appartient à l’ensembleS et garantit ∀σ ∈ C et ∀x0 ∈ Rn que
Mco(x0)≤J σ (x0), (4.26)
oùJ σ (x0) sont définis par la proposition 4.2.
Remarque 4.2 La définition 4.2 pour la consistance s’applique aux cas linéaires et non-linéaires
en se démarquant des spécificités et particularités du cas linéaire.
Le problème qui nous intéresse est alors décrit de la manière suivante :
Problème 4.2 Construire une loi de commutation σs et un majorant quadratique J σs(x0) de
la fonction coût (4.21), aussi petit que possible, tel que la propriété de consistance de la défini-
tion 4.2 soit satisfaite.
Le théorème suivant propose une solution à ce problème.
Théorème 4.3 Pour la classe des systèmes définis par (4.19) et une fonction coût (4.21), s’il
existe une matrice de Metzler Π ∈M , des matrices symétriques définies positives Pi ∈ Rn×n et
des matrices diagonales définies positives Si ∈ Rp×p, telles que ∀i ∈IN
min
Pi,Si,Π
(
min
i∈IN
trace(Pi)
)
, (4.27)
sous les contraintes [
A′i(P)p,iAi−Pi + Qi ?
B′i(P)p,iAi + SiΩiCi B′i(P)p,iBi−2Si
]
< 0, (4.28)
alors la stratégie de min-switching
σs(k) = arg min
i∈IN
x′[k]Pix[k], (4.29)
garantit que l’origine du système (4.19) est globalement asymptotiquement stable. De plus, un
majorant de la fonction coût (4.21) est donné par Vmin(x0), où x0 est la condition initiale et
Vmin(x0) = min
i∈IN
x′0Pix0, (4.30)
est une fonction de Lyapunov composite. La stratégie de min-switching (4.29) est consistante
au sens de la définition 4.2.
Pour prouver que la loi de commutation (4.29) est consistante, il est nécessaire de comparer
le majorant induit par le problème d’optimisation (4.27) avec le majorant donné par l’étude de
chaque mode indépendamment les uns des autres (voir la proposition 4.2).
69
Chapitre 4. Consistance des systèmes de Lur’e commutés
Preuve du théorème 4.3. Cette preuve est décomposée en deux parties. La première partie
donne un majorant de la fonction coût considéré en association de la stratégie de min-switching.
La seconde partie justifie que le majorant donné par (4.29) est consistant.
Étape 1 : en introduisant z[k] = (x′[k] ϕ ′i (Cix[k]))
′, la fonction de Lyapunov (4.10) vérifie l’éga-
lité
Vmin(x[k + 1]) = min
j∈IN
x′[k + 1]Pjx′[k + 1], (4.31)
= min
∑ j∈IN λ j=1
λ j∈R+;
∑
j∈IN
λ jz′[k]
[
A′iPjAi ?
B′iPjAi B′iPjBi
]
z[k]. (4.32)
Par définition, chaque colonne de la matrice de MetzlerΠ∈M appartient au simplex unité.
Nous en déduisons
Vmin(x[k + 1]) = min
∑ j∈IN λ j=1
pi ji∈R+;
∑
j∈IN
pi jiz′[k]
[
A′iPjAi ?
B′iPjAi B′iPjBi
]
z[k], (4.33)
≤ z′[k]
[
A′i(P)p,iAi ?
B′i(P)p,iAiΩiCi B′i(P)p,iBi
]
z[k]. (4.34)
En post-multipliant l’inégalité (4.28) par z′[k] et en la pré-multipliant par sa transposée,
nous déduisons alors
Vmin(x[k + 1])− x′[k]Pix[k]≤ 2ϕ ′i (Cix[k])Si (ϕi(Cix[k])−ΩiCix[k])− x′[k]Qix[k]. (4.35)
Or à l’instant k, le mode i = argmin
j∈IN
x′[k]Pjx[k] est supposé actif, c’est-à-dire Vmin(x[k]) =
x′[k]Pix[k]. La condition de secteur (4.20), étant vérifiée, nous pouvons réécrire l’inégalité (4.35)
tel que
Vmin(x[k + 1])−Vmin(x[k])≤−x′[k]Qix[k]< 0, ∀x[k] 6= 0. (4.36)
Grâce au fait que Qi est symétrique et définie positive, l’inégalité (4.36) implique que le
système (4.19) soit globalement asymptotiquement stable. Cela signifie que lim
k→+∞
Vmin(x[k]) = 0
et que la loi de commutation de type min-switching (4.29), notée σs appartient à l’ensembleS .
En sommant l’inégalité (4.36) sur l’horizon de temps k = 0 à k = +∞, nous obtenons
lim
k→+∞
Vmin(x[k])−Vmin(x0)≤−Jσs(x0), (4.37)
c’est-à-dire, le majorant de la fonction coût (4.21) est donné par
Vmin(x0)>Jσs(x0). (4.38)
Étape 2 : pour prouver que la stratégie de type min-switching σs est consistante dans le sens
donné par la définition 4.2, nous supposons qu’au moins un des modes, noté ` appartient à C .
En d’autres termes, le sous-système caractérisé par {A`;B`;C`;Ω`} est solution du problème
d’optimisation (4.22). Cette hypothèse est nécessaire pour avoir l’ensemble C non vide.
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Sélectionnons Π` ∈M avec des composantes nulles, à l’exception de ∀ j ∈IN , pi` j = 1, tel
que (P)p, j = P` . Les contraintes d’optimisation (4.28) deviennent alors[
A′iP` Ai−Pi + Qi ?
B′iP` Ai + SiΩiCi B′iP` Bi−2Si
]
< 0, ∀i ∈IN \{`}, (4.39)
et l’inégalité (4.23) pour i = `. ∀i ∈IN \{`}. Comme la loi de commutation constante ` appar-
tient à l’ensemble C , il existe toujours des matrices P` et S` vérifiant la contrainte (4.23). Il est
alors toujours possible de choisir des matrices Pi et Si, ∀i ∈IN \{`} aussi grande que néces-
saire vérifiant (4.39), tel que Pi > P` , ∀i ∈IN \{`}. Avec ce choix de paramètres, le critère du
problème d’optimisation (4.27) est égal à celui présenté dans le cadre de l’étude modale (4.22).
Nous déduisons donc que le majorant obtenu avec le théorème 4.3, en considérant la matrice de
Metzler Π`, est égal à celui déterminé avec la proposition 4.2, c’est-à-dire que le majorant est
J`(x0) = x′0P` x0. Le théorème 4.3 recherche la meilleure solution sur l’ensemble des matrices
de Metzler Π ∈M . La matrice Π` étant une solution particulière, nous déduisons que
Vmin(x0)≤J`(x0), ∀` ∈ C . (4.40)
Finalement, comme les autres lois de commutation constantes appartenant à C sont asso-
ciées à des majorants infinis, l’inégalité (4.40) est vérifiée ∀` ∈ C . Cela termine la preuve.

Comme au chapitre 3, nous choisissons l’implémentation du théorème précédent à l’aide
d’une approche sous-optimale en considérant la sous-classe des matrices de MetzlerM so (3.96).
Cette méthode permet l’obtention de contraintes type LMI pour la proposition 4.3 dépendant
uniquement de N scalaires à choisir. Pour trouver la meilleure solution parmi la sous-classe de
MetzlerM so, une procédure de recherche en ligne sur les paramètres γi est utilisée.
Proposition 4.3 Pour la classe des systèmes définis par (4.19), pour la fonction coût (4.21) et
pour des scalaires fixés 0 ≤ γi < 1, s’il existe des matrices symétriques définies positives Pi et
des matrices diagonales définies positives Si, avec i ∈IN , tel que
min
Pi,Si,γi
(
min
i∈IN
trace(Pi)
)
, (4.41)
sous les contraintes ∀(i, j) ∈I 2N , i 6= j,[
A′iDi jAi−Pi + Qi ?
B′iDi jAi + SiΩiCi B′iDi jBi−2Si
]
< 0, (4.42)
avec Di j = γiPi + (1− γi)Pj, alors la stratégie (4.29) garantit que l’origine est globalement
asymptotiquement stable. Un majorant de la fonction coût (4.21) est donné par Vmin(x0), avec
Vmin(·) défini par l’équation (4.10). La stratégie min-switching considérée est consistante au
sens de la définition 4.2.
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Preuve de la proposition 4.3. Les scalaires γi = piii sont choisis tels que Π ∈M so. Ainsi, en
multipliant l’équation (4.42) par pi ji et en sommant sur l’ensemble j ∈IN , tel que j 6= i, nous
obtenons, avec Di = piiiPi + ∑
j∈IN , j 6=i
pi jiPj
(1− γi)
[
A′iDiAi−Pi + Qi ?
B′iDiAi + SiΩiCi B′DiB−2Si
]
< 0. (4.43)
En multipliant cette dernière inégalité par (1− γi)−1, ∀i ∈ IN , nous obtenons une solu-
tion particulière de l’inégalité (4.28). En prenant les cas particuliers γi = 0 ou γi = 1, nous
retrouvons les cas particuliers mentionnés dans la preuve 4.2. En suivant la preuve 4.2, nous
établissons que la stratégie de min-switching donnée par la proposition 4.3 est consistante.

Exemple 4.2
Cet exemple illustre numériquement la propriété de consistance. Nous considérons le sys-
tème (4.19) avec :
A1 =
[
0,9 0
0,4 −0,7
]
, A2 =
[−0,6 0
−0.8 −0,8
]
, x0 =
(−4
5
)
, B1 =−
[
0,5
0,2
]
, B2 =
[
0,4
1,1
]
,
C1 =
[
0,6 0,2
]
, C2 =
[
0,2 5
]
,ϕ1(y[k]) =
Ω1y[k]
2 (1 + cos(2y[k])),
ϕ2(y[k]) =
Ω2y[k]
2 (1− sin(5,5y[k])), Ω1 =
√
2
2 , Ω2 =
√
2.
Le tableau 4.1 illustre l’évolution des majorants des fonctions coûts pour la condition initiale
x0 pour différentes valeurs qi, tel que Qi = qiIn et i ∈ IN . Ji(x0) (resp. Vmin(x0)) désignent
le majorant de la fonction coût donné pour le mode i (resp. par la loi de commutation min-
switching (4.29), voir proposition 4.3). Une recherche en ligne est effectuée sur γi, tel que 0 ≤
γi ≤ 1 avec un pas de 0,1. Un minorant approchant la valeur réelle du coût de la trajectoire à
une erreur de 1% est obtenue pour chaque stratégie via le protocole 3.1. Ces minorants sont
désignés par J˜ j(x0), où x0 est la condition initiale et j désigne la stratégie de commutation :
j = σs pour la loi de min-switching et j = 1 ou 2 pour les stratégies modales.
q1 q2 J˜σs(x0) Vmin(x0) J1(x0) J2(x0) J˜1(x0) J˜2(x0)
1 1 55 88 159 309 111 60
4 1 69 180 637 309 445 60
1 4 111 159 159 1237 111 242
TABLE 4.1 – Évolution des fonctions coûts et de leurs estimées.
Pour des valeurs de paramètres q1 = q2 = 1, les trajectoires, sur lesquelles sont évaluées les
performances J˜ j(x0), j ∈ {1,2,σs}, sont tracées sur les figures 4.3, 4.4 et 4.5 pour respective-
ment la stratégie de min-switching, celle du mode 1 et celle du mode 2.
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x(1)
x (
2)
−4 −3 −2 −1 0 1 2 3
−5
−4
−3
−2
−1
0
1
2
3
4
5
FIGURE 4.3 – Les zones blanches et vertes représentent les zones d’activation des modes 1 et 2.
Elles sont obtenues par la proposition 4.3 avec γ1 = 0, γ2 = 0 et q1 = q2 = 1. La ligne noire
représente la trajectoire commutée, où les pentagones bleus sont les échantillons dans la zone
d’activation 2 et les cercles rouges ceux de la zone d’activation 1.
−4 −3 −2 −1 0 1 2 3
−5
−4
−3
−2
−1
0
1
2
3
4
5
x(1)
x (
2)
FIGURE 4.4 – La ligne bleue représente la trajectoire obtenue en appliquant le mode 1, les croix
bleues étant les échantillons.
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x (
2)
FIGURE 4.5 – La ligne rouge représente la trajectoire obtenue en appliquant le mode 2, les
étoiles rouges étant les échantillons.
Nous notons que le majorant Vmin(x0) donné par la proposition 4.3 est toujours plus petit
ou égal que le majorant du coût obtenu par chaque mode séparémentJi(x0), ∀i ∈I2, avec un
gain sur ce majorant pour les valeurs de q1 = q2 = 1 de
Ji(x0)−Vmin(x0)
Ji(x0)
= 44% par rapport au
meilleur majorant modal. Cette amélioration se réduit à 0% dans le cas où q1 = 1 et q2 = 2. La
stratégie de min-switching est alors la stratégie modale 1. Nous avons donc la relation suivante :
Vmin(x0)≤Ji(x0), ∀i ∈I2, (4.44)
c’est-à-dire, que la stratégie de min-switching, associée au majorant Vmin(x0), est consistante
selon la définition 4.2. Cependant, contrairement au cas linéaire, nous ne pouvons pas étendre
ce résultat au coût exact, ainsi pour les paramètres (q1,q2) = (4,1), nous obtenons J˜2(x0) <
J˜σs(x0).
Comme nous l’avons déjà mentionné, cela est directement lié à notre incapacité à évaluer
la valeur de la fonction coût dans le cas d’une stratégie modale. Dans le cadre non-linéaire,
Ji ≤Ji, ∀i ∈I2. De plus, l’écart entre les coûts J˜i et son majorantJi peut être important.
Il faut néanmoins rappeler que notre approche reste valable pour toute condition initiale et non
uniquement pour cette valeur de x0, ainsi que pour toute non-linéarité vérifiant la condition
de secteur (4.20). Par exemple, si nous prenons deux cas particuliers de non-linéarité pour le
mode 1,
— si ϕ1(y[k]) = 0, alors le système de Lur’e (4.19) est un système linéaire dont nous pou-
vons obtenir le coût exact via le théorème 4.1 et le coût associé estJ a1 (x0) = 152.
— si ϕ1(y[k]) = Ω1y[k], alors le système de Lur’e (4.19) est un système linéaire dont nous
pouvons obtenir le coût exact via le théorème 4.1 et le coût associé estJ b1 (x0) = 98.
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Nous obtenons bien les relations J a1 (x0) ≤J1(x0) et J b1 (x0) ≤J1(x0), ce qui illustre
l’écart obtenu entre la borne et la valeur du coût selon la forme de la non-linéarité.
Nous venons de prouver que la stratégie de min-switching (4.29) garantit un meilleur majo-
rant quadratique de la fonction coût (4.21) qu’en considérant un mode isolé. La section suivante
reprend la méthode de stabilisation des systèmes de Lur’e à données échantillonnées, dévelop-
pée au chapitre 3. L’objectif est alors de préciser la notion de consistance et son apport dans
le cadre de la synthèse conjointe proposée au théorème 3.4 utilisant un échantillonnage non-
uniforme comparée à la stratégie n’utilisant qu’une seule période d’échantillonnage.
4.3 Échantillonnage non-uniforme consistant
Nous reprenons dans cette section les résultats développés au chapitre 3, et plus précisément
la proposition 3.3 et le théorème 3.4 concernant la synthèse de l’entrée de commande stabilisant
le système de Lur’e à données échantillonnées (3.31). L’objectif de cette section est de garantir
la performance obtenue via un échantillonnage non-uniforme. Comme nous l’avons vu à la
section 4.2, nous ne pouvons pas utiliser la définition existante de la consistance concernant les
systèmes linéaires. En effet la présence de la non-linéarité dans le système (3.31) ne permet pas
l’accès à une commande optimale et nous oblige à considérer la définition 4.2.
Le théorème 4.4 justifie l’intérêt de l’utilisation d’une stratégie d’échantillonnage non-
uniforme comparée à celle n’utilisant qu’une seule période d’échantillonnage.
Théorème 4.4 La stratégie de min-switching donnée par le théorème 3.4 (resp. la proposi-
tion 3.3), associée au majorant quadratique (3.88) du critère (3.59), est consistante selon la
définition 4.2.
Preuve du théorème 4.4. Nous supposons qu’il existe au moins un mode, noté ` dans l’en-
semble C , c’est-à-dire que le sous système {A`;B`;C`;Ω`; F` ;r1,`;r2,`;T`} vérifie le problème
d’optimisation (3.81). Cette hypothèse est nécessaire pour que l’ensemble C ne soit pas vide.
Nous définissons la matrice de Metzler Π` ∈M tel que ∀ j ∈ IN , pi` j = 1 et tous les autres
éléments soient nuls. Nous déduisons alors que Vi = J′i + Ji−Ti` avec[
Ti` ?
Ji G`
]
< 02n. (4.45)
Les autres contraintes définies par l’inégalité (3.83) sont transparentes pour le problème
d’optimisation, vu que leurs paramètres n’affectent pas la valeur de Vi.
En utilisant la même transformation qu’à l’équation (3.90), nous avons Vi ≤ G`. Nous dé-
duisons, de l’inégalité (3.91), ∀i ∈IN ,
−R−1i ? ? ? ?
0 −Q−1i ? ? ?
0 0 −G` ? ?
Y ′1,i U
′
i
((
Adi +∆2,i
)
Ui +(In +∆1,i)Fdi Y1,i
)′ Gi−U ′i −Ui ?
Y ′2,i 0
(
Bd,iWi +(In +∆1,i)Fdi Y2,i
)′ ΩCUi −2Wi
< 0m+3n+p.
(4.46)
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∀i ∈IN \{`}, les matrices Gi, Wi, Ui, Y1,i et Y2,i sont arbitrairement fixées tel que Gi < G`.
Par hypothèse G` vérifie la contrainte (4.46) pour i = `, il est donc toujours possible de trouver
des matrices Gi, Wi, Ui, Y1,i et Y2,i vérifiant (4.46) pour i 6= ` et (i, `) ∈I 2N . Par conséquent, les
paramètres particuliers de la matrice de Metzler Π` mènent à réduire l’inégalité (4.46) à
−R−1` ? ? ? ?
0 −Q−1` ? ? ?
0 0 −G` ? ?
Y ′1,` U
′
`
((
Ad` +∆2,`
)
U`+
(
In +∆1,`
)
Fd`Y1,`
)′ G`−U ′`−U` ?
Y ′2,` 0
(
Bd,`W`+
(
In +∆1,`
)
Fd`Y2,`
)′ ΩCU` −2W`
< 0m+3n+p.
(4.47)
En appliquant deux compléments de Schur et le lemme de Petersen dans le sens inverse
de celle utilisée dans la preuve du théorème 3.4, les contraintes (4.47) sont équivalentes aux
contraintes (3.82).
Par conséquent, nous avons prouvé que les contraintes (3.82) et (3.83) sont réduites aux
contraintes (4.47) et (4.45) avec un choix de matrice de Metzler spécifique Π`.
En choisissant G` > Gi, ∀i 6= `, nous avons −trace(G`)<−trace(Gi), ∀i 6= `. L’objectif du
problème d’optimisation (3.81) est donc min(−trace(G`)).
Considérer la matrice de Metzler Π` est donc équivalent à la synthèse de l’entrée de com-
mande (3.32) avec un échantillonnage uniforme à T`. Les conclusions du théorème 3.4 s’ap-
pliquent, etJ`(x0) = x′0P` x0, ` ∈ C , est un majorant de la fonction coût (3.59).
Le théorème 3.4 recherche la meilleure solution parmi l’ensemble des matrices de Metzler
M , tout en prenant en compte, avec le même objectif et les mêmes contraintes, le cas de l’échan-
tillonnage uniforme, nous concluons que
Vmin(x0)≤J`(x0), ∀` ∈ C . (4.48)
Pour conclure, nous remarquons que les autres lois de commutation constantes sont dans
l’ensemble C , dont les majorants sont supposés infinies. Donc l’inégalité (4.48) est vérifiée
∀` ∈ C , ce qui conclut la preuve pour le théorème 3.4. Ce résultat est également vrai pour la
proposition 3.3 en remarquant que Π` ∈M sub. Par conséquent, la même preuve est applicable
pour la proposition 3.3.

Le théorème 4.4 garantit la consistance de l’échantillonnage non-uniforme via une stratégie
de type min-switching. Cette notion a été démontrée dans le cadre de la fonction coût (4.21)
en considérant le modèle discrétisé exact (3.58). La stratégie d’échantillonnage non-uniforme
introduite au chapitre 3, donnera donc toujours un majorant du coût plus petit ou égal à celui
généré par un échantillonnage uniforme, en considérant notre méthode. Nous notons également,
que comme à la section précédente, la notion de consistance ne peut pas être étendue sur le
coût exact des trajectoires considérées comme c’est le cas pour les systèmes linéaires (voir
section 4.1).
Remarque 4.3 La propriété de consistance est valable pour la stratégie de commutation obte-
nue via la proposition 3.3. La preuve du théorème 4.4 reste valable pour la proposition 3.3 en
remarquant que la matrice de Metzler Π`, définie telle que ∀ j ∈IN , pi` j = 1 et tous les autres
éléments soient nuls, appartient au sous-ensembleM so.
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Nous nous proposons d’illustrer cela avec le prochain exemple.
Exemple 4.3
Soit le système (3.31) décrit par les paramètres suivants
A =
[
0 1,6
−0,8 −0,1
]
, B =
[
0,25
0,25
]
, C =
[
0,1 −0,15] ,
F =
[
0
0,2
]
, ϕ(y) =
Ωy
2
(1 + cos(6y + 0,1y2)), Ω=
√
2
2
.
Les périodes d’échantillonnage considérées sont T1 = 0,1 et T2 = 0,3. La fonction coût (3.59)
est définie par les paramètres R1 = 3, R2 = 1, Q1 = 3I2 et Q2 = I2. Nous considérons donc qu’uti-
liser la période d’échantillonnage la plus petite T1 a un coût plus important que d’appliquer T2
et que ce coût est réparti à parts égales sur l’état du système et sa commande. La proposition 3.3
mène à la solution
Pco1 =
[
358,4263 280,4982
280,4982 671,2604
]
, Kco1 =
[−1,4628 −4,0444] , Γco1 =−0,1409,
Pco2 =
[
383,9176 260,6704
260,6704 548,8238
]
, Kco2 =
[−4,5099 −18,5721] , Γco2 =−1,7408,
en utilisant la matrice de MetlzerM so avec les coefficients γ1 = 0,3 et γ2 = 0.
La trajectoire du système à données échantillonnées (3.31) d’origine x′0 =
(−14 0) est
tracée dans le plan de phase en figure 4.6. Cette illustration montre les zones d’activation des
modes 1 et 2, ainsi que la trajectoire utilisant la stratégie d’échantillonnage non-uniforme utili-
sant les périodes d’échantillonnage T1 et T2.
La synthèse de correcteur avec un échantillonnage non-uniforme est un cas particuler du
théorème 3.4 en considérant le nombre de mode N égal à un. En tenant compte uniquement de
la période T1, nous obtenons :
P1 =
[
538,3927 216,3261
216,3261 964,6829
]
, K1 =
[−0,8587 −5,9946] , Γ1 =−0,2864,
et pour T2 :
P2 =
[
416,6371 347,4038
347,4038 644,5325
]
, K2 =
[−7,6981 −21,3498] , Γ2 =−2,0886.
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x(1)
x (
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FIGURE 4.6 – Les zones blanches et vertes représentent les zones d’activation des modes 1 et 2.
Elles sont obtenues par la proposition 3.3 avec γ1 = 0,3, γ2 = 0, R1 = 3, R2 = 1, Q1 = 3I2 et
Q2 = I2. La ligne noire représente la trajectoire dont l’échantillonnage est non-uniforme, où les
pentagones bleus sont les échantillons dans la zone d’activation 2 (période T2) et les cercles
rouges ceux de la zone d’activation 1 (période T1).
Les figures 4.7 et 4.8 représentent les trajectoires lors de l’utilisation d’un échantillonnage
uniforme pour les périodes d’échantillonnage T1 et T2 avec les paramètres calculés ci-dessus.
−16 −14 −12 −10 −8 −6 −4 −2 0 2
−1
0
1
2
3
4
5
6
x(1)
x (
2)
FIGURE 4.7 – La ligne bleue représente la trajectoire obtenue avec un échantillonnage uniforme
T1 = 0,1, les croix bleues étant les échantillons.
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−15 −10 −5 0
0
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x(1)
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FIGURE 4.8 – La ligne rouge représente la trajectoire obtenue avec un échantillonnage uniforme
T2 = 0,3, les étoiles rouges étant les échantillons.
L’influence de ces lois de commande est représentée sur les figures 4.9, 4.10 et 4.11 en
fonction du temps.
0 0.5 1 1.5 2 2.5 3 3.5 4
−15
−10
−5
0
5
0 0.5 1 1.5 2 2.5 3 3.5 4
−80
−60
−40
−20
0
20
FIGURE 4.9 – Stratégie d’échantillonnage non-uniforme. Première fenêtre : la ligne bleue (resp.
noire) représente la première (resp. seconde) composante du vecteur d’état en fonction du
temps. Deuxième fenêtre : la ligne rouge décrit l’entrée de commande. Les croix bleues, les
cercles noires et les plus rouges symbolisent les échantillons.
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0 1 2 3 4 5
−15
−10
−5
0
5
0 1 2 3 4 5
−20
0
20
FIGURE 4.10 – Stratégie d’échantillonnage uniforme avec T1 = 0,1. Première fenêtre : la ligne
bleue (resp. noire) représente la première (resp. seconde) composante du vecteur d’état en fonc-
tion du temps. Deuxième fenêtre : la ligne rouge décrit l’entrée de commande. Les croix bleues,
les cercles noires et les plus rouges symbolisent les échantillons.
0 0.5 1 1.5 2 2.5 3 3.5
−10
0
10
0 0.5 1 1.5 2 2.5 3 3.5
−50
0
50
100
FIGURE 4.11 – Stratégie d’échantillonnage uniforme avec T2 = 0,3. Première fenêtre : la ligne
bleue (resp. noire) représente la première (resp. seconde) composante du vecteur d’état en fonc-
tion du temps. Deuxième fenêtre : la ligne rouge décrit l’entrée de commande. Les croix bleues,
les cercles noires et les plus rouges symbolisent les échantillons.
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Nous désignons par la suite la stratégie de min-switching par σs. La proposition 3.3 nous
donne les valeurs de majorant de la fonction coût et nous ré-utilisons le protocole 3.1, avec une
erreur fixée à ε = 1%, pour l’obtention des fonctions coûts simulées J˜ (x0) pour les différentes
stratégies. Dans le but d’illustrer la consistance, nous choisissons de réécrire le critère sous la
forme R1 = r1, R2 = r2, Q1 = q1I2 et Q2 = q2I2, et de faire varier les scalaires q1, q2, r1 et r2.
Les résultats sont présentés dans le tableau 4.2.
q1 q2 r1 r2 J˜σs(x0) Vmin(x0) J1(x0) J2(x0) J˜1(x0) J˜2(x0)
3 1 3 1 19143 70252 105520 81661 40829 29435
3 1 0 0 1174 1818 8785 2388 5164 1117
1 1 0 0 718 1240 2376 2225 1426 1305
0 0 1 1 10044 30791 30799 78809 10048 21814
TABLE 4.2 – Évolution des fonctions coût et de leurs estimées.
Nous observons alors des résultats similaires au cas des systèmes de Lur’e présentés à la sec-
tion 4.2. Le majorant obtenu avec un échantillonnage non-uniforme Vmin(x0) est toujours plus
petit ou égal que ceux donnés par une stratégie d’échantillonnage uniforme Ji(x0), i ∈ I2.
La stratégie de min-switching (3.87), associée au majorant (3.88), est consistante selon la dé-
finition 4.2. De plus, la non-linéarité dans le modèle de Lur’e implique que nous ne pouvons
pas étendre ce résultat au coût des trajectoires (voir la discussion dans l’exemple 4.2) comme
l’illustre la ligne 2 du tableau 4.2 où J˜2(x0) ≤ J˜σs(x0). Cet effet est même accentué par la
présence des incertitudes dans le modèle (3.79). Le gain sur le majorant de la performance
obtenu avec la stratégie de min-switching est de J2(x0)−Vmin(x0)
J2(x0)
= 13% pour les paramètres
de la ligne 1 du tableau 4.2, de J2(x0)−Vmin(x0)
J2(x0)
= 21% pour les paramètres de la ligne 2 et de
J2(x0)−Vmin(x0)
J2(x0)
= 44% pour les paramètres de la ligne 3. En conclusion, le gain sur le majorant de
la performance utilisant une stratégie d’échantillonnage non-uniforme est conséquent comparé
au majorant de la fonction coût obtenu avec une stratégie d’échantillonnage uniforme, sélec-
tionnée parmi les périodes d’échantillonnage considérées dans le problème. De plus, l’échan-
tillonnage non-uniforme ne mènera jamais à un majorant supérieur.
Nous nous intéressons dans le tableau 4.3 aux performances obtenues lors de l’utilisation
de la valeur moyenne de la période d’échantillonnage Tav, résultant de la moyenne des périodes
d’échantillonnage appliquées sur la trajectoire utilisant la stratégie de min-switching. Le critère
associé est une moyenne pondérée linéaire des paramètres associés aux périodes T1 et T2. Cela
signifie, que nous considérons que le coût associé aux périodes d’échantillonnage est linéaire.
Ceci dépend de l’application, d’autres formes (type exponentielle) sont tout à fait compatibles
et dépendent de la volonté de pénaliser ou non la période d’échantillonnage moyenne. Dans
notre exemple, nous pouvons observer dans le tableau 4.3 que la stratégie de min-switching est
toujours plus performante, sur le majorant de la performance comme sur l’estimée par simu-
lation. Toutefois cela n’a pas été démontré, c’est pour cela que nous présentons l’exemple 4.3
pour illustrer sur un exemple que cette conclusion n’est pas généralisable. De plus, il est à noter
que ce résultat varie grandement en fonction de la pondération choisie définissant le critère pour
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la période moyenne (Qav et Rav).
q1 q2 r1 r2 Tav J˜av(x0) Jav(x0)
3 1 3 1 0.16 27651 89824
3 1 0 0 0.28 1438 2659
1 1 0 0 0.27 1698 2204
0 0 1 1 0.1 10252 30799
TABLE 4.3 – Évolution du critère de performance en fonction de la période d’échantillonnage
moyenne.
Exemple 4.4
Soit le système (3.31) décrit par les paramètres suivants
A =
[
0 3
−4 −2
]
, B =
[
1
1
]
, C =
[
0,5 −0,5] ,
F =
[
1
1
]
, ϕ(y) =
Ωy
2
(1 + cos(6y + 0,1y2)), Ω=
√
2
2
.
Seules les trajectoires du système à données échantillonnées (3.31) d’origine x′0 =
(−5 −10)
sont étudiées dans cet exemple pour les différentes stratégies de commutation (min-switching et
modales).
Le tableau 4.4 présente la variation des performances en fonction des paramètres q1, q2, r1
et r2, tel que la fonction coût (4.21) soit définie par R1 = r1, R2 = r2, Q1 = q1I2 et Q2 = q2I2.
Dans ce second exemple, la consistance de la stratégie d’échantillonnage non-uniforme est véri-
fiée (voir les valeurs des majorants dans le tableau 4.4). Comme dans l’exemple précédent, nous
considérons les performances obtenues en appliquant la période d’échantillonnage moyenne Tav
avec un critère associé qui est une moyenne pondérée linéaire des paramètres associés aux pé-
riodes T1 = 0,1 et T2 = 0,03. Dans cet exemple, le majorant de la fonction coût (3.59) obtenu
en utilisant un échantillonnage uniforme Tav est meilleur que celui obtenu en utilisant l’échan-
tillonnage non-uniforme entre les périodes T1 et T2 dans les lignes 1 et 2 des tableaux 4.4 et 4.5.
Cependant, dans la ligne 1 des tableaux 4.4 et 4.5, l’estimée de la fonction coût par simula-
tion est meilleure dans le cadre de la stratégie d’échantillonnage non-uniforme. Nous rappelons
que ces observations sont très sensibles par rapport à la pondération choisie du critère pour la
période moyenne (Qav et Rav).
q1 q2 r1 r2 J˜σs(x0) Vmin(x0) J1(x0) J2(x0) J˜1(x0) J˜2(x0)
5 1 0 0 171 678 1554 678 1163 158
2 1 0 0 277 367 621 678 464 157
1 1 0 0 158 226 312 678 233 157
TABLE 4.4 – Évolution des fonctions coûts et de leurs estimées.
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q1 q2 r1 r2 Tav J˜av(x0) Jav(x0)
5 1 0 0 0,09 251 585
2 1 0 0 0,08 202 340
1 1 0 0 0,036 206 262
TABLE 4.5 – Évolution du critère de performance en fonction de la période d’échantillonnage
moyenne.
4.4 Conclusion
Au terme de ce chapitre, nous avons justifié l’intérêt d’utiliser une stratégie d’échantillon-
nage non-uniforme pour les systèmes de Lur’e à données échantillonnées en comparaison avec
la technique d’échantillonnage uniforme. Pour cela, nous avons étendu la notion de consistance
utilisée dans le cadre des systèmes commutés linéaires. Cette extension nécessite d’adapter la
définition de la consistance qui porte sur les majorants des fonctions coûts dans notre cadre
non-linéaire contrairement au cadre linéaire où la consistance est valable sur le coût de la tra-
jectoire. Cette différence provient directement de la non-linéarité et plus particulièrement de la
condition de secteur considérée qui entraine l’incapacité du calcul de la valeur du coût a priori.
Nous avons pu mettre en évidence les limites de l’utilisation d’un tel outil dans le cadre des
systèmes de Lur’e à temps discret pour aboutir à une définition compatible avec nos outils de
synthèse pour cette classe de systèmes non-linéaires de Lur’e.
Nous avons appliqué cette notion de consistance adaptée à notre problème d’échantillon-
nage non-uniforme. En conclusion de cette étude, il est possible de garantir mathématiquement
l’amélioration d’une stratégie d’échantillonnage non-uniforme qui dans le pire des cas donnera
le résultat obtenu par une stratégie tenant compte d’une seule période d’échantillonnage. Les li-
mites de cette technique sont que nous ne pouvons rien garantir sur la performance exacte d’une
trajectoire considérée. De plus, la méthode ne garantit pas une amélioration, ni pour le majo-
rant ni pour le coût exact, par rapport à l’utilisation d’une période d’échantillonnage moyenne.
Cependant, dans les exemples discutés nous nous apercevons que le coût exact évalué sur une
trajectoire est majoritairement meilleur avec la stratégie d’échantillonnage non-uniforme.
Une extension intéressante serait d’améliorer les performances obtenues par la méthode
introduite au chapitre 3, tout en conservant la propriété de consistance développée dans le cha-
pitre 4. Pour mieux prendre en compte les particularités du système de Lur’e, il serait alors
intéressant d’utiliser la fonction de Lyapunov avancée du chapitre 2. Cependant plusieurs dif-
ficultés doivent être levées. Il est tout d’abord nécessaire d’adapter les études portant sur la
fonction de Lyapunov avancée développées dans [GJD13] pour prendre en compte la perfor-
mance (4.21) et de comparer les résultats sur le majorant ainsi obtenu avec ceux déterminés
dans ce chapitre. En effet, si la fonction de Lyapunov quadratique est un cas particulier de la
fonction de Lyapunov avancée, les changements de variables opérés pour formuler le problème
à l’aide de contrainte LMI sont différents. Notamment, la méthode de synthèse utilisant la fonc-
tion de Lyapunov avancée, développée dans [Gon12], fait intervenir une linéarisation, via le
lemme de Finsler [Poz10], qui introduit un certain conservatisme. Une fois cette comparaison
faite, il faut adapter les résultats des chapitres 3 et 4 à la nouvelle fonction de Lyapunov et
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évaluer le gain de performance obtenu.
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Chapitre 5
Conclusion Générale
Les travaux de cette thèse sont dédiés à l’étude des systèmes de Lur’e par leur discrétisation
d’Euler. L’objectif étant la stabilisation des systèmes de Lur’e en temps continu à partir d’une
étude de leurs modèles discrétisés. Le problème de Lur’e consiste en l’analyse de la stabilité
d’une interconnexion entre un système linéaire et une non-linéarité vérifiant une condition de
secteur globale. Il a été abondamment traité dans la littérature notamment en temps continu
et en temps discret. L’introduction d’une fonction de Lyapunov adaptée au système de Lur’e
à temps discret [GJD12b] a récemment permis de s’affranchir des contraintes introduites par
la fonction de Lyapunov de type Lur’e à temps discret [JL64]. Cette fonction a la propriété
d’exhiber des lignes de niveau potentiellement non connexes et non convexes. Cette propriété
de non-connexité soulève de larges questions notamment dans le cas où le système discret est
obtenu par discrétisation d’un système à temps continu. En effet, les lignes de niveau doivent
contenir la partie ultérieure de la trajectoire, la stabilité du système à temps continu d’origine
appelle donc des lignes de niveau connexes. Il est par conséquent nécessaire de développer
des outils permettant d’utiliser la fonction de Lyapunov adaptée au système de Lur’e à temps
continu. Notons de manière plus générique que la littérature sur les systèmes de Lur’e mêlant
les deux temps continu et discret (systèmes de Lur’e échantillonnés, à données échantillonnées
...) est assez réduite.
La première partie de la thèse a donc proposé une approche méthodologique permettant
d’utiliser cette fonction de Lyapunov adaptée au temps discret à l’étude des systèmes à temps
continu à l’aide de leur discrétisé. Elle repose sur des théorèmes d’analyse de stabilité des
systèmes non linéaires échantillonnés permettant la construction d’une suite décroissante au
sens de l’inclusion, d’ensembles connexes et bornés, qui converge vers le singleton origine et
qui contient la partie ultérieure de la trajectoire en temps continu.
La seconde partie de la thèse s’est intéressée, quant à elle, aux systèmes de Lur’e à données
échantillonnées. Bien que la littérature propose de multiples approches pour traiter les systèmes
non linéaires génériques à données échantillonnées, il n’existe presque aucun résultat concer-
nant les systèmes de Lur’e à données échantillonnées. Nous avons donc étudié le cas spécifique
de la synthèse de contrôleur stabilisant cette classe de système avec un échantillonnage non uni-
forme. De manière à sélectionner une loi d’échantillonnage parmi celles qui sont admissibles
(ici, la durée entre deux échantillons appartient à un ensemble fini de périodes données), nous
avons introduit un critère de performance quadratique. Les résultats ont été formalisés sous la
forme d’un problème d’optimisation sous contrainte LMI donnant le majorant le plus petit pos-
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sible de la fonction coût. Une étude approfondie, utilisant la notion de consistance d’une loi de
commande, permet de garantir le gain de performance de cette méthode comparé à une stratégie
utilisant un échantillonnage uniforme.
Les principales contributions de cette thèse sont détaillées dans les trois points suivants :
• La première contribution de cette thèse concerne l’extension de l’utilisation des lignes
de niveau non connexes et non convexes valide pour les systèmes discrets, aux sys-
tèmes continus. L’objectif étant de pouvoir conclure sur la stabilité du système en temps
continu, lorsque l’étude est effectuée sur son discrétisé. Pour conserver une structure
de type Lur’e dans les deux domaines de temps, le système discret est obtenu par une
discrétisation d’Euler du modèle de Lur’e à temps continu d’origine. L’idée est alors de
construire deux suites décroissantes d’ensembles, convergeant vers le singleton origine
et contenant pour l’un les échantillons suivants de la trajectoire et pour l’autre la partie
ultérieure de la trajectoire continue. La première suite correspond aux lignes de niveau,
possiblement non connexes et non convexes, de la fonction de Lyapunov avancée valide
à temps discret. La seconde suite est composée d’ensembles connexes qui permettent de
regrouper les différentes parties de chaque ligne de niveau à temps discret et de justi-
fier du passage de la trajectoire continue entre ces parties. Les propriétés de cette suite
d’ensembles connexes ont été explicitées et illustrées, ainsi que sa construction, avec
un exemple numérique. Une discussion sur la valeur de la période d’échantillonnage a
également été proposée en vue d’interpréter l’apparition des lignes de niveau potentiel-
lement non connexes.
• La seconde contribution propose une méthodologie pour résoudre le problème de sta-
bilisation des systèmes Lur’e à données échantillonnées avec un échantillonnage non-
uniforme. Dans ce cadre, un premier apport consiste à étendre le résultat développé
dans [NTK99b] pour obtenir des conditions suffisantes de stabilité des systèmes non-
linéaires à données échantillonnées utilisant un échantillonnage non-uniforme. Une mé-
thode de synthèse a été développée pour les systèmes de Lur’e à données échantillon-
nées. Elle est fondée sur des conditions suffisantes, formulées à l’aide de contrainte LMI,
permettant de dimensionner la loi de contrôle et de sélectionner la période d’échantillon-
nage active parmi une famille finie de périodes d’échantillonnage. Ces conditions ont été
obtenues en résolvant le problème de stabilisation du modèle discrétisé d’Euler dont les
paramètres sont incertains. Cette modélisation simule le comportement du système dis-
crétisé exact du système de Lur’e à données échantillonnées. Ces conditions suffisantes
garantissent que le système de Lur’e à données échantillonnées d’origine est asymptoti-
quement globalement uniformément stable.
• La dernière contribution de cette thèse a justifié l’intérêt de l’usage d’un échantillonnage
non-uniforme en comparaison avec une stratégie d’échantillonnage uniforme. Pour cela,
la notion de consistance a été discutée pour une classe de systèmes non linéaires de type
Lur’e en considérant un majorant quadratique de la fonction coût. Une loi de commu-
tation consistante a été construite par rapport à cette classe de majorants. Ce résultat
a été formulé comme un problème d’optimisation sous contraintes BMI. Une solution
sous optimale faisant intervenir une recherche en ligne utilisant des LMI a été propo-
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sée. Des exemples académiques illustrent cette contribution et soulignent les principales
différences avec le cas linéaire. Une application intéressante de ce résultat a été étu-
diée : l’implémentation d’une commande par données échantillonnées avec la méthode
de synthèse utilisant un échantillonnage non-uniforme. Des exemples numériques ont
mis en avant les améliorations possibles, tant pour la fonction coût que pour la période
d’échantillonnage moyenne.
En étudiant les systèmes de Lur’e à données échantillonnées, cette thèse a permis de mettre
en évidence une méthodologie propre aux systèmes de Lur’e utilisant un échantillonnage non-
uniforme. Bien que les résultats en termes de gain de performance soient intéressants et que
la méthode garantisse une amélioration de performance en comparaison avec une stratégie
d’échantillonnage uniforme, de multiples questions ouvertes se posent. Nous référençons, ici,
quelques pistes de perspectives à cette thèse :
• Tout au long de cette thèse, nous avons considéré que les non-linéarités intervenant
dans les fonctions de Lyapunov Lur’e vérifient des conditions de secteur globales. Une
étude supposant que la non-linéarité vérifie une condition de secteur locale permettrait,
en adaptant les résultats de cette thèse, de considérer des non-linéarités telles que la
saturation et/ou sa forme duale : la zone morte. Le cadre des fonctions de Lyapunov
contenant des non-linéarités vérifiant une condition de secteur locale reste à étudier dans
un premier temps pour le cas des systèmes discrets puis avec les contraintes du chapitre 2
reliant le modèle discrétisé au système à temps continu d’origine. Dans ce dernier cas,
l’une des difficultés sera de garantir que les trajectoires du système à temps continu et de
son discrétisé d’Euler restent dans la zone de validité de la condition de secteur locale.
Il faudra alors prendre en compte cette nouvelle contrainte pour étendre les théorèmes
proposés. Cela reste encore un problème ouvert.
• La méthode de synthèse du contrôleur pour le système de Lur’e à données échantillon-
nées fournit un majorant quadratique, du critère de performance. Une extension possible,
ayant pour but d’améliorer cette valeur, est de considérer une autre classe de majorant.
Celle définie à partir de la fonction de Lyapunov Lur’e adaptée au temps discret est un
choix judicieux qui permet de prendre en compte les spécificités de la non-linéarité du
système de Lur’e à données échantillonnées dans la valeur du majorant. Néanmoins,
cette extension n’est pas triviale. Elle nécessite de résoudre plusieurs problèmes diffi-
ciles, encore non résolus. Il est tout d’abord nécessaire d’adapter les études portant sur
la fonction de Lyapunov avancée développée dans [GJD13] pour prendre en compte la
performance et de comparer les résultats sur le majorant ainsi obtenu avec ceux détermi-
nés avec la fonction de Lyapunov quadratique. En effet, si cette dernière est un cas par-
ticulier de la fonction de Lyapunov avancée, les changements de variables opérés pour
formuler le problème à l’aide de contraintes LMI sont différents. Notamment, la mé-
thode de synthèse, utilisant la fonction de Lyapunov avancée développée dans [Gon12],
fait intervenir une linéarisation, par le lemme de Finsler [Poz10], qui introduit un cer-
tain conservatisme. De plus, il n’existe pas actuellement de méthode de synthèse entre
le correcteur à temps discret et la loi de min-switching construite sur cette fonction de
Lyapunov avancée pour la stabilisation des systèmes de Lur’e à temps discret. Une fois
cette comparaison faite, il faut adapter la méthode de synthèse de contrôleur, pour les
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systèmes de Lur’e à données échantillonnées avec un échantillonnage non-uniforme,
développée dans cette thèse en utilisant la fonction de Lyapunov Lur’e adaptée.
• Une extension intéressante est d’étudier la consistance de la loi de min-switching avec
l’utilisation d’une classe de majorants non quadratiques, calculés à partir de la fonction
de Lyapunov avancée. Les mêmes difficultés qu’au point précédent doivent être préala-
blement levées pour cela. L’étude menée au chapitre 4 montre que la notion de consis-
tance appliquée aux systèmes de Lur’e est liée à la classe de majorants choisie pour les
fonctions coût ou performances. Dans cette thèse, nous avons considéré la classe des
majorants comme les fonctions quadratiques en l’état initial. L’utilisation de la fonction
de Lyapunov avancée permettra de considérer une classe de majorant fonction de la non-
linéarité du système. La valeur du majorant prendra ainsi en compte les spécificités du
système de manière plus adaptée encore.
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Résumé : De récents résultats sur l’étude des systèmes de Lur’e (commutés) à temps dis-
cret mettent en avant une fonction de Lyapunov de type Lur’e avancée, dont les lignes de ni-
veau peuvent être non convexes et non connexes. Celles-ci soulèvent de larges questions pour
les systèmes de Lur’e à temps discret obtenus par la discrétisation d’un système continu. Les
contributions de cette thèse sont d’apporter des éléments de réponse à ces questions.
Tout d’abord, le verrou des lignes de niveau non-connexes est levé en construisant à partir de
celles-ci une suite décroissante d’ensembles connexes et bornés qui converge vers l’origine et
qui contient le futur de la trajectoire à temps continu. Dans un second temps, le problème de la
stabilisation conjointe d’un système de Lur’e à données échantillonnées avec un échantillonnage
non-uniforme est traité. Quand la période d’échantillonnage est à choisir parmi un nombre
fini de valeurs, il est montré que ce problème se traduit comme la stabilisation conjointe d’un
système commuté de Lur’e avec des incertitudes bornées en norme. En associant de plus à
chaque mode un critère quadratique, une stratégie de type min-switching permet de résoudre
cette question à l’aide d’un problème d’optimisation sous contraintes LMI. Enfin, les propriétés
de la stratégie de min-switching pour les systèmes de Lur’e commutés à temps discret sont
étudiées. Une extension de la notion de consistance permet de prouver que cette stratégie est
consistante vis-à-vis de majorants quadratiques modaux du critère de performance et ainsi de
garantir l’intérêt de la stratégie d’échantillonnage non-uniforme développée.
Mots-clés : système de Lur’e, système de Lur’e à données échantillonnées, échantillonnage
non-uniforme, discrétisation d’Euler, consistance pour un système de Lur’e commuté.
Abstract: Recent studies dealing with discrete-time (switched) Lur’e systems involve an
adapted Lur’e type function exhibiting possibly non-convex and disconnected level sets. These
properties raise fundamental issues in the case of discrete-time Lur’e system obtained by the
sampling of a continuous time one. This PhD thesis aims at answering these questions.
The first contribution is to avoid the discrete-time disconnected level sets by a decreasing
sequence of bounded and connected sets that converges to the origin and that contain the future
of the continuous-time trajectory. The second contribution deals with the joint stabilization of a
sampled-data Lur’e system with non-uniform sampling. When the sampling period belongs to a
finite set of values, this problem is reformulated as the joint stabilization of a discrete-time Lur’e
switched system with norm-bounded uncertain parameters. Futhermore, if a quadratic criterion
is associated with each mode, a min-switching strategy combined with LMI constraints allow to
provide a solution to this problem. Finally the property of consistency for discrete-time switched
Lur’e systems is investigated. It is shown that the min-switching strategy is consistent with
respect to quadratic upper bounds of the performances. This result is applied on the stabilization
of Lur’e systems with non-uniform sampling.
Keywords: Lur’e system, sampled-data Lur’e system, non-uniform sampling, Euler discretiza-
tion, consistency for a switched Lur’e system.

