The problem of estimating a probability density function f on the d − 1-dimensional unit sphere S d−1 from directional data using the needlet frame is considered. It is shown that the decay of needlet coefficients supported near a point x ∈ S d−1 of a function f : S d−1 → R depends only on local Hölder continuity properties of f at x. This is then used to show that the thresholded needlet estimator introduced in Baldi, Kerkyacharian, Marinucci and Picard [2] adapts to the local regularity properties of f . Moreover an adaptive confidence interval for f based on the thresholded needlet estimator is proposed, which is asymptotically honest over suitable classes of locally Hölderian densities.
Introduction
Let S d−1 denote the surface of the unit sphere in R d and let X = {X 1 , X 2 , . . . , X n } be an independent and identically distributed sample of n values from some probability density function f : S d−1 → R. Our goal is to estimate f from the sample. A classical method for doing this is by kernel density estimation, see [8, 12] . In the past few years functions known as needlets have been constructed, which have given us a powerful new tool to tackle this problem. Needlets are effectively built on the spherical harmonics to form a tight frame for the space L 2 (S d−1 ) of square-integrable functions on S d−1 , in such a way that they have a localised projection kernel (see [15, 16] ). Baldi, Kerkyacharian, Marinucci and Picard [2] have shown how to use the needlet frame combined with the standard thresholding techniques to construct an estimator that achieves the minimax convergence rates (up to log terms) over the usual Besov spaces in the L p norms, 1 ≤ p ≤ ∞. These Besov spaces contain functions which can be approximated * Statistical Laboratory, Department of Pure Mathematics and Mathematical Statistics, University of Cambridge. Wilberforce Road CB3 0WB, Cambridge, UK. This forms part of the author's PHD thesis written under the supervision of Richard Nickl, whose expertise, understanding, and patience helped shape this paper. I also have much gratitude to the referees who wrote such extensive reports helping me to improve this paper. All mistakes remain mine.
well by spherical polynomials globally on S d−1 in the L p norms, and thus model homogeneous smoothness properties of functions on S d−1 .
However these results do not address spatially inhomogeneous smoothness properties of f , for which there are currently no results in the literature for functions on S d−1 (although results for functions on the real line exist as in [10, 13] ). For example, the density f could be t-differentiable except for a single point y where it behaves locally like d(x, y) t ′ for some noninteger t ′ < t, d being the geodesic distance on S d−1 , which means that the function cannot be t-differentiable globally. We thus define f : S d−1 → R to be locally t-Hölder-continuous at x ∈ S d−1 if it can be approximated locally by a ⌊t⌋-th degree polynomial with suitable error bounds, as suggested by Jaffard [10] . We show that the local needlet coefficients and the approximation errors from the corresponding local needlet projections of such functions obey decay properties that reflect only the pointwise Hölderian regularity properties -a result that does not follow from the global needlet characterisation of Besov spaces on S d−1 obtained in [15] . This is the analogue of the results for wavelets by Andersson [1] . This can be used to prove explicitly that the thresholded needlet estimator from [2] is locally minimax-optimal within logarithmic factors. This is the subject of our first result, Theorem 2. We note here that these logarithmic factors are probably necessary for they also appear (and are necessary) in estimations of densities on the real line [13] [3].
A next challenge is to construct a confidence interval for the unknown function f at x ∈ S d−1 . One can use Bernstein's inequality to find a confidence interval for each unknown needlet coefficient, centered at the corresponding empirical needlet coefficient. To create a confidence interval for f centered at the thresholded needlet estimator we create a confidence interval around each non-thresholded coefficient and sum the result. This procedure is shown to give confidence intervals of adaptive expected length. Proving coverage will thus require some assumptions -it is well known from Low [14] that adaptive and honest confidence intervals cannot exist over the usual smoothness classes. The method indicated by [7, 9, 17] is to assume that the underlying function satisfies a further lower bound condition on the local decay of the needlet coefficients. Indeed we show in Theorem 3 that the proposed confidence interval is asymptotically honest over functions satisfying this condition. However, in contrast with these results, our confidence intervals are spatially adaptive. The practical implementation of this estimator is beyond the scope of this paper; it is hoped that a further paper will be published on this.
The format of the paper is as follows: We first summarise the construction of needlets in Section 2.1. Then, we define the local regularity spaces C t M,δ (x) and show that the needlet coefficients of such functions obey appropriate decay properties. We also find a lower bound for the minimax error of pointwise estimators for densities in these spaces. Following that, we introduce the hard thresholded estimator and use these properties to show it is locally near-minimax-optimal and create asymptotic confidence intervals around it. Finally all proofs will be given at the end.
Needlets and Local Regularity Properties of Functions

The Needlet Frame
We first start with a review of spherical harmonics; more details can be found in Stein and Weiss [18] or in Faraut [4] . Let L 2 (S d−1 ) be the space of square integrable functions on S d−1 with the natural inner product
where dx is normalised such that S d−1 dx equals the Lebesgue measure
) be the space of spherical harmonics of degree k. Then:
with convergence in L 2 (S d−1 ). If we denote the projector kernels onto the spaces {H k } k≥0 to be {Z k (·, ·)} k≥0 , we thus have:
. It is well known that
where
is the corresponding ultraspherical (or Gegenbauer) polynomial and (·, ·) is the Euclidean inner product in R d . Since for fixed x, the kernels Z k (x, ·) are themselves spherical harmonics of degree k, we have:
The rest of this section follows Narcowich, Petrushev and Ward [15, 16] who first showed how to construct a needlet frame from the spherical harmonics. We start with a Littlewood-Paley decomposition. Let a be a decreasing C ∞ function on R + , compactly supported on [0, 1] such that a(x) = 1 when x ∈ 0, 1 2 . We also define b = a( x 2 ) − a(x) which is compactly supported on 1 2 , 2 . We define:
It is obvious that A j (f ) converges to f in the L 2 (S d−1 ) norm. More importantly, the kernel A j can be shown to be localised, see [15] , Eqn 1.2: for all m > 0 there exists c m > 0 such that for all x, y, j, d:
where d(x, y) is the geodesic distance between x, y ∈ S d−1 . This localisation implies that the error |A j (f )(x)−f (x)| decays exponentially in j for certain classes of functions, see Proposition 1 later on. Now, if we define:
Then, by repeated usage of equation 1, we can split B j :
Finally, we notice that for fixed x and y, u → C j (x, u)C j (u, y) is a polynomial of degree 2 j+2 . By the quadrature formulae in Section 4.2 in [16] and Theorem 2.8 in [15] , there exists c > 0, such that for all j, there is a set of points
−j for x i = x j and a set of positive values indexed by the set {λ η } η∈Hj such that for all polynomials f of degree 2 j+2 :
Hence, we obtain the following expression for B j (f ):
This motivates the definition of needlets ψ jη = λ η C j (., η) and if β iη =< f, ψ iη >, then:
From Corollary 5.3 on [16] we know that the ψ iη (x)'s are also localised; for all m > 0 there exists c m > 0 such that for all η, y, i, d:
We will need the following lemma, which follows from the previous equation:
Lemma 1 There exists a constant C 1 such that for all i,
Regularity spaces of functions
We will use the standard definition of Hölder continuity for t ∈ [0, 1]:
We say f is t-Hölder-continuous at x with parameters M, δ if:
However, the standard way for defining Hölder continuity for t > 1 is to use differentiability and charts. This has proved awkward to work with and so we have gone with an alternative. We first note that functions which are smooth can be approximated by polynomials with quantitative error bounds. If we have a function g : R → R which is t-Hölder-continuous in a δ ball around 0, then by the mean value theorem (or Taylor's theorem), for all x ∈ B(0, δ) there exists c ∈ [0, x] such that:
This suggests to define a Hölder norm locally in a δ-neighborhood of 0 as:
We can thus write g(x) = P (x) + R(x), where P (x) is a polynomial of degree ⌊t⌋ bounded by ||g|| C t (B(0,δ)) ⌊t⌋ i=0 |x| i i! ≤ ||g|| C t (B(0,δ)) e |x| and the remainder R is bounded on B(0, δ) by x t ||g|| C t (B(0,δ)) . This definition can easily be generalised to d dimensions, and thus motivates the definition for functions f : S d−1 → R to be locally t-Hölder-continuous:
We say f is t-Hölder-continuous at x with parameters M, δ if there exists a spherical polynomial P f := P f,x of degree ⌊t⌋ such that:
For further justification of the above definition, we consider a function f which satisfies the traditional definition:
We can show that f satisfies Definition 2 for some M . Without loss of generality, let x = (1, 0, . . . , 0) and let T x be the tangent space attached to x; in this example, this is the plane such that x 1 = 1. We then have a local chart from the eastern hemisphere (
is locally t-Hölder-continuous at B(x, δ) with δ and M depending on f . Now if we extendf to g on B(
, g too is locally t-Hölder-continuous at B(x, δ) with δ and M depending on f , so using Taylor's theorem, g can be estimated in this ball by a polynomial P of degree ⌊t⌋ such that |g(y) − P (y)| ≤ M d(x, y)
t . Now we use the fact that all polynomials restricted to S d−1 can be written as a sum of spherical harmonics, see [18] , and this yields a P f , which is bounded because it is a continuous function on a compact set. This implies that Definition 2 is sensible.
In contrast to spherical harmonics, the needlet frame allows us to describe local regularity properties of functions f : S d−1 → R by the decay of the 'local' needlet series representation of f . We give three instances of this fact, all of which shall be useful in what follows. We emphasise that these facts, although not difficult to prove, do not follow from the characterisation of Besov spaces in [15] .
Then there exists C 2 , C 3 only dependent on M, ψ, δ, d, t, ||f || ∞ such that for all i, j:
Also, let K > 0 be fixed. Then there exists C 4 only dependent on M, ψ, δ, d, t, ||f || ∞ , K such that for all i and η ∈ H i that satisfies d(x, η) ≤ K2 −i , we have:
We also state the minimax optimal rate for density estimation for the spaces we have defined:
be a probability density. Further, let X = {X 1 , X 2 , . . . , X n } be an independent and identically distributed sample of n values from f and F n = {f :
Localised Density Estimation by Needlets
We first show that the linear needlet estimatorf
is minimax-optimal over the regularity space of functions C t M,δ (x) if we are allowed to pick J as a function of the regularity t. We will need the following proposition to show that the estimated coefficients are not too far from the true values.
. . , X n } be an independent and identically distributed sample of n values from some probability density function f , andf L j as defined in Equation 4 . Then there exists a constant C 5 such that for all i, j:
. Then:
Using this result together with Proposition 1 it is easy to see that 2 J ≃ n 1 2t+d−1 balances the bias and variance terms, and that the resulting local error of estimation satisfies
This corresponds to the local minimax rate of estimation at x ∈ S d−1 . This needlet estimator, although minimax optimal, requires the knowledge of t, which is typically not available. Circumventing this knowledge is the subject of this paper.
Following Baldi et. al in [2] , we define the hard thresholded needlet estimator aŝ
A first main result is to show that the thresholded needlet estimator is locally minimax optimal within log-factors. Note that the only unknown quantity required for the construction of the thresholded estimator is ||f || ∞ , which can be replaced by ||f J || ∞ in practice, see for instance [6] .
Theorem 2 Let n ≥ 2 and X = {X 1 , X 2 , . . . , X n } be an independent and identically distributed sample of n values from some probability density function f :
We now aim to utilise the local adaptation property of the thresholded needlet estimator to construct confidence intervals. This means that given the sample X 1 , X 2 , . . . , X n we want to choose a data-drivenσ J,α (x) such that:
The expected size of the confidence interval shrinks at the right rate in n, up to log n terms.
However, this will be a fruitless task, as the results of Low in [14] indicate that no honest confidence interval C(x) can adapt to the local smoothness of f . This is due to pathological functions which masquerade as having a higher Hölder exponent than they actually do. With this in mind, the method indicated in [7, 9, 17] is to choose subsetsC
to cut out these pathologies so that the smoothness parameter t becomes identified. In the case as treated by Kerkyacharian, Nickl and Picard in [11] , we know that if f ∈ C t (S d−1 ) were globally t-Hölder, then
−jt , hence it is natural to formC t ⊂ C t by admitting only functions f ∈ C t (S d−1 ) which satisfy
and there it was shown that 'typical' Hölder functions in C t (S d−1 ) on the sphere satisfy this condition. There are more compelling results in wavelet theory -Giné and Nickl in [7] showed that quasi-every function in C t (R) satisfies this lower bound condition, whilst cutting out masquerading pathologies. However, this condition is a global property and is thus not suitable for our purposes. We need to find a local analogue of this self-similarity property.
First, recall that at each level i, the needlets have a maximum height of order 2 (d−1)/2 . Since we are only interested in the neighbourhood of a point x, we only consider needlets which have this maximum height. We thus conclude that the centers η of these needlets must be close to x by Equation 3:
hence d(x, η) < A2 −i for some A > 0. Now, by Proposition 1 above
holds for those η ∈ H i . The following lower bound condition thus becomes natural:
. There exists A, B > 0 and a sequence 0 < ρ n < 1 such that:
where 2 i(2t+d−1) ≃ nρ n .
We note that from Lemma 6 below, 1 ψiη(x)≥A2 i(d−1)/2 = 1 for some A if d(x, η) < C 8 2 −i , hence, if the quadrature were dense enough, then there are η which satisfy this condition. This sequence ρ n is the needlet-analogue of the condition used in [17] , and it measures the loss of adaptation. We should note that for example, each component of the sum
is orthogonal to all but one of the needlet levels; hence the a j can be chosen such that Condition 1 holds for any sequence ρ n .
Proposition 1 suggests to takeβ iη ± κ (v) log n √ n as a confidence interval for each non-thresholded needlet coefficient β iη . Our second main result is now the following theorem.
Theorem 3 Let n ≥ 2, and let X = {X 1 , X 2 , . . . , X n } be an independent and identically distributed sample from some probability density function f : S d−1 → R and let: −1) ) diverges and ρ n log n converges to 0, then there exists C dependent on M, ψ, δ, d, t, ||f || ∞ , α such that:
Remark 2 For simplicity, we have chosen w to accommodate all O(n) needlet coefficients. In practice, we suggest that w be chosen such that n −w = α # where # is the number of nonthresholded coefficients, which will decrease the size of the interval without affecting the theoretical results.
Remark 3 To ensure that the 'large' needlet in Condition 1 is not truncated, we require that
√ nρn be larger than 2κ 1 log n n . Hence, log nρ n has to converge to 0. This is the loss of adaptation in hard thresholding. Nonetheless, if we assume the function is exactly self-similar, we can pick ρ n = (log n) −2 , say, and allows us to pick γ n = log n gives us a confidence interval whose expected size is minimax-optimal up to log n terms.
Remark 4 For practical implementation, the only unknown quantity we require is ||f || ∞ This may be replaced by ||f J || ∞ in practice, see for instance the proof of Theorem 2 in [6] . However it must be stressed that although the constants given here are sufficient for the theoretical results, however practical implementation may require better constants, and this is beyond the scope of this paper.
Proofs
Our main focuses here are Theorems 2 and 3 so we will start by proving these. We will assume Lemma 1, Propositions 1 and 2 in these sections. We will then prove these three statements. Finally, we will give proofs of the lower bounds for ψ and the size of the confidence intervals.
Proof of Theorem 2
Proof of Theorem 2. Let 2 J1 ≃ n log n 1 2t+d−1 in such a way that J ≥ J 1 . We have that:
By Propositions 1 and 2, we have:
Now we bound the second term using Lemma 1:
. Now, we deal with the other term. We have:
First, we use Proposition 1.
We then obtain the bound for the second term using Propositions 1 and 2:
Using the Cauchy-Schwarz inequality and Lemma 1 we deduce:
So by combining these inequalities, we have the result.
Proof of Theorem 3
Proof of Theorem 3. We start off by showing thatσ J,α is of the right size. We first note that w is bounded above by 1 + log 2 α, and hence κ w is also bounded above, so we will omit it from what follows. We will also drop the γ n which appears on both sides. We split sum into three bits using the triangle inequality:
where 2 J1 = n log n 1 2t+d−1 . We call the terms D + E + F .
We bound the first term using Lemma 1:
We bound E using Proposition 2 and Lemma 1:
We bound F using Proposition 1:
Summing these inequalities, we have the result. Now we show asymptotic coverage. We aim to show that for all f ∈ C t δ,M (x) satisfying Condition 1:
Define the event E n as follows:
We also split f into two terms f 1 + f 2 :
Then the following are true:
1. There exists N such that for all n > N ,
4. Under E n , there exists constants N and C ′ dependent on ||f || ∞ and A, B, ρ n from Con-
Proof of part 1. By Proposition 2, we know that
, and thus we have:
Taking log N = C yields the result.
Proof of part 2. We can rewrite |f 1 −f HT J,2κ1 (x)| as
On E n , we have:
We bound the first term by Lemma 1:
We bound the second term using Proposition 1 by:
Finally, by Proposition 1, the last term is bounded by
Summing the inequalities gives us the result.
Proof of part 4. Let i and η be the arguments in Condition 1, that is:
Now, from the definition of i, |β iη | ≥ B(nρ n ) −1/2 . Since ρ n log n converges to 0, there exists N ′ depending only on B, ρ n , ||f || ∞ such that for all n > N ′ , B(nρ
n/ log n (recalling that κ w is bounded above by a fixed constant). Thus:
≥ Aκ w γ n (ρ n log n)
which together with κ w ≥ 1 gives us the result.
We can choose N large enough such that under E n , 0.01σ J,α (x) ≥ |f 2 |. Thus, by the triangle inequality, under E n , 0.01σ J,α (x) ≥ |f 1 −f HT J,2κ1 (x)|, and using the triangle inequality again with part 2 gives asymptotic coverage.
Upper bounds on the L
2 and L ∞ norms of ψ iη
We will need the following bounds on the L 2 and L ∞ norms of ψ iη to prove the propositions and lemma.
Lemma 2 For all η ∈ H i , ||ψ iη || 2 ≤ 1 and ||ψ iη || ∞ ≤ 2ω
2 is a polynomial of degree 2 i+2 , by quadrature,
However, recalling equation 1:
d−1 at η, we have:
Now, by a telescoping sum:
Thus ||ψ iη || ∞ ≤ 2ω
Proofs of Lemma 1 and Proposition 2
Before we prove Lemma 1, we need Lemma 6 from Baldi et al. [2] :
Lemma 3 There exists C 6 such that for all y and i, η∈Hi
Proof of Lemma 1. We use Lemma 3 together with the bound for |ψ iη (x)| in equation 3:
which gives the result.
This leads us on to proving the first two parts of Proposition 2:
Proof of the first two parts of Proposition 2. Since ||ψ iη || 2 ≤ 1:
So in fact, C 1 and C 5 are the same constant.
To prove the third part, we need to invoke the well known Bernstein's inequality:
. . , Y n are mean zero independent and identically distributed random variables taking values in [−c, c] for some constant 0 < c < ∞, then
Proof of the third part of Proposition 2. Now if
We have E(Y 2 k ) ≤ ||f || ∞ , and thus we just need to find the following bounds:
Hence, by Bernstein's inequality:
Proof of Proposition 1
We will need the following integral bounds:
Lemma 5 There exists a constant C such that for all t > 0:
Proof. We have an integration formula for zonal functions on S d−1 , see, e.g., Proposition 9. 
By this integration formula we have:
using the substitution u = 2 j θ. Similarly:
completing the lemma.
Proof of the first part of Proposition 1. We first note that since A j (x, y) is bounded in equation 2, we will only need to consider those j such that 2 j ≥ ⌊t⌋ and ignore the finite number of j which do not fulfill this property. We have a polynomial P f of degree ⌊t⌋ such that
t in B(x, δ). Hence, recalling that A j reproduces polynomials of degree ≤ 2 j we have:
because (f − P f )(x) = 0 and since j is large enough such that A j (P f ) = P f . We then split this integral into two parts, that over B(x, δ) and that of its complement, and deal with each part separately. On B(x, δ), we have a bound on the size of (f − P f )(y); together with the lemma 5, we obtain:
Similarly:
Proof of the second part of Proposition 1. We first note that since ψ iη (y) is bounded in equation 3, we will only need to consider those i such that 2 i−1 ≥ ⌊t⌋ and ignore the finite number of j which do not fulfill this property. we have S d−1 ψ iη (y)P f (y) dy = 0 so β iη = S d−1 ψ iη (y)(f − P f )(y) dy. We split the integral into two parts, that of around B(x, δ) and that of its complement, and deal with each part separately. On B(x, δ), we have a bound on the size of (f − P f )(y):
using the fact that (1 + |x|)(1 + |y|) ≥ 1 + |x| + |y|, 1 + 2 i d(x, η) ≤ K and Lemmas 3 and 5. Similarly,
Proof of the third part of Proposition 1.
We first note that since ψ iη (y) is bounded in equation 3, we will only need to consider those i such that 2 i−1 ≥ ⌊t⌋ and ignore the finite number of j which do not fulfill this property. we have
We split the integral into two parts, that of around B(x, δ) and that of its complement, and deal with each part separately. On B(x, δ), we have a bound on the size of (f − P f )(y); together with the bound for ψ iη (y) in equation 3, we have:
Summing the inequalities us gives the result.
For the lower bounds in this paper, we will require the following results:
4.6 Lower bounds on the size of ψ iη near η Lemma 6 Let the needlets be constructed such that |a(7/4)| ≥ c a > 0 and |λ η | ≥ c λ 2
for η ∈ H i . Then, there exists C 7 , C 8 depending on c a , c λ , d such that for all x such that d(x, η) < C 8 2 −i and for all i, η ∈ H i :
Proof. We first show that this is true for x = η. Recall from the proof of Lemma 2 that:
Hence:
using the fact that:
Now, we will show that
. We have:
Therefore, to complete the proof, it suffices to show that we can pick C 8 such that for all
a+1 k−1 (x) which is another Gegenbauer polynomial, and these have a maximum at 1, and so: We end this paper with a demonstration of the lower bound for the problem of density estimation.
Lower Bound on the Testing Problems
A standard way of finding the lower bound for the problem of density estimation via the following testing problem: ψ(x) 2 dx ≤ 1. Further, let X = {X 1 , X 2 , . . . , X n } be an independent and identically distributed sample of n values from f under the following hypotheses: 
But using the fact that 1 0 ψ(x) dx = 0 and 1 0 ψ(x) 2 dx ≤ 1.
Putting these two estimates together yields the result.
We relate the testing problem to that of density estimation in the following way:
Proof of Theorem 1. For notational convenience, we only prove this for 0 < t ≤ 1. We will use the definitions of global Besov spaces from [15] . Recall that H k (S d−1 ) is the space of spherical harmonics of degree k and let Π n = n k=0 H k (S d−1 ). Then we define the approximation error of a function f by polynomials in this class to be: E f n t 2t+d−1 (f (X 1 , X 2 , . . . , X n ) − f (η))
Now we construct a test Ψ n = 1(f (X 1 , X 2 , . . . , X n ) > 1 + ψ(η)
