ABSTRACT An improved faster region-based convolutional neural network (R-CNN) [same object retrieval (SOR) faster R-CNN] is proposed to retrieve the same object in different scenes with few training samples. By concatenating the feature maps of shallow and deep convolutional layers, the ability of Regions of Interest (RoI) pooling to extract more detailed features is improved. In the training process, a pretrained CNN model is fine-tuned using a query image data set, so that the confidence score can identify an object proposal to the object level rather than the classification level. In the query process, we first select the ten images for which the object proposals have the closest confidence scores to the query object proposal. Then, the image for which the detected object proposal has the minimum cosine distance to the query object proposal is considered as the query result. The proposed SOR faster R-CNN is applied to our Coke cans data set and three public image data sets, i.e., Oxford Buildings 5k, Paris Buildings 6k, and INS 13. The experimental results confirm that SOR faster R-CNN has better identification performance than fine-tuned faster R-CNN. Moreover, SOR faster R-CNN achieves much higher accuracy for detecting low-resolution images than the fine-tuned faster R-CNN on the Coke cans (0.094 mAP higher), Oxford Buildings (0.043 mAP higher), Paris Buildings (0.078 mAP higher), and INS 13 (0.013 mAP higher) data sets.
I. INTRODUCTION
Computer vision is being commonly applied in an increasing number of areas due to the development of machine learning methods [1] - [5] . Object retrieval is an important application in computer vision and it is attracting more and more researchers' attention [6] , [7] .
Object retrieval methods usually include two steps, i.e., searching for images containing the query object and locating the object in the image with a bounding box. The former step is essential to the image classification, and many high performance results are achieved by using convolutional neural network (CNN) [8] - [11] . This kind of technique allows to learn features from raw image datasets in a task-oriented process. In contrast to conventional approaches, the general purpose descriptors of CNN can be used in different tasks. However, the general CNN can only be used in image classification and cannot realize object localization. The region-based convolutional neural network (R-CNN) [12] can synchronously identify and locate an object in an image. First, R-CNN extracts approximately 2000 region proposals using selective search (SS) [13] or Edge Boxes [14] . Second, it works out the features for all proposals using a CNN, such as ConvNet [2] . Finally, it classifies each region via SVM [15] . Due to the synchronous object detection and localization, R-CNN is an endto-end detection method that is applicable to object retrieval. However, R-CNN consumes substantial time to process every object proposal without sharing computation. In addition, it takes a large amount of hard disk space to store the features. It takes 47s to detect one image with VGG-16 on a GPU.
To overcome the time-consuming issue of R-CNN, Fast R-CNN [16] shares features among object proposals. A Region of Interest (RoI) pooling layer is designed to obtain faster detection speed. As a resut, features are extracted only once per image. In addition, the SVM procedure is removed, and all the features are temporarily stored in memory without extra disk space. With the help of the above enhancements, we can run the system process end-to-end in the training phase. On the same hardware platform, Fast R-CNN requires only 0.3s to detect an image.
Both R-CNN and Fast R-CNN have the common defect that they extract proposals outside the training phase and depend on external region proposal methods. Therefore, they are not fully end-to-end object detection systems. To address this issue, Ren et al. [6] proposed a fully convolutional network called region proposal network (RPN), which is connected to the last convolutional layer of Fast R-CNN to detect object boxes and the confidence scores. This new combined network is called Faster R-CNN. RPN is a fully Convolutional Networks (FCN), whose function is to generate high quality region proposals, and each has a confidence score. It simultaneously predicts object bounds and objectness scores at each position. To generate region proposals, a small network slides over the convolutional feature map output by the top conv layer. By using different anchor scales, Faster R-CNN is more robust to deformed images than Fast R-CNN. Because it shares the full-image convolution features with CNN, it can greatly decrease the computation time. With the deep VGG-16 model, detecting all region proposals in an image requires only 0.2s. Therefore, it is a real state-of-the-art end-to-end network from training to detecting.
Normally, the VGG-16 model or Zeiler and Fergus model (ZF) [17] of Faster R-CNN are pretrained with specific image datasets and corresponding annotations, such as the Microsoft COCO dataset [18] and Pascal VOC [19] . Therefore, Faster R-CNN is not applicable to perform object retrieval for other image datasets directly. Furthermore, it is difficult for Faster R-CNN to identify objects from lowresolution images due to its weak capacity to identify local texture. In addition, the confidence score of Faster R-CNN is not suitable for the same object retrieval directly. We will indicate these in Section III-A. In the proposed approach, we take a series of strategies such as fine-tuning, layer concatenation and re-ranking by cosine distance, achieving a remarkable performance.
The main research content and contributions of this study are as follows:
• A novel same object retrieval (SOR) Faster R-CNN is designed and exploited. To the best of authors' knowledge, among all the faster R-CNN methods application to the same object retrieval, the proposed SOR Faster R-CNN has the highest mean average precision (mAP).
• Different from the traditional Faster R-CNN, the proposed SOR Faster R-CNN applies the strategy of layer concatenation, of which the detector can identify more object proposals in low-resolution images. Experimental results shows that, compared with fine-tuned original Faster R-CNN (FO Faster R-CNN), the mean average precision (mAP) of fine-tuned Faster R-CNN with concat layer (FC Faster R-CNN) is 0.063, 0.047, 0.077 and 0.037 higher for the Oxford Buildings dataset, Paris Buildings dataset, INS 13 dataset and Coke cans dataset, respectively.
• The pretrained Faster R-CNN is fine-tuned by using a specific image dataset so that the confidence score can identify an object proposal to the object level rather than the classification level. Through fine-tuning, the confidence score can be used directly as the same object score reflecting the degree of belonging to the same object.
• By using the cosine distance Ranking strategy, the proposed SOR Faster R-CNN can further improve the mAP of the same object retrieval. Especially for the lowresolution test images, the mAP of the proposed SOR Faster R-CNN is higher 0.043, 0.078, 0.013 and 0.094 in the Oxford Buildings dataset, Paris Buildings dataset, INS 13 dataset and Coke cans dataset than the finetuned (FC) Faster R-CNN respectively. The rest of this study is organized as follows. Section II presents an overview of related works. SOR Faster R-CNN is introduced in Section III. Section IV presents the experiments and results, followed by concluding remarks in Section V.
II. RELATED WORK
In the early stages, CNN was mainly used for image classification. Krizhevsky et al. [2] successfully classified the largescale image dataset ImageNet, which contains 1.2 million high-resolution imgages, into 1,000 classes with a trained CNN. They achieved the lowest error rates of 17 % at that time. Razavian et al. [8] used a CNN called OverFeat that was pre-trained with different image datasets to investigative different tasks, such as image classification, image recognition, scene recognition, fine-grained recognition, attribute detection and image retrieval. Although the training image dataset was irrelevant to the classification task, they achieved remarkable performance. The experiments showed that the features extracted from CNN models (e.g. trained with ImageNet) had strongly universal adaptability to diverse image datasets. Using a trained CNN, Zha et al. [20] investigated diverse approaches to video event detection. In their study, they used temporal pooling, feature normalization, layer choice and classification choice strategies and increased the mAP on MED'14 by 3.79%, achieving state-of-the-art results at that time.
Recently, several studies have begun to research object retrieval using CNN. Fischer et al. [21] introduced that deep features from different layers of CNNs consistently overtake SIFT [22] and SURF [23] which are state-of-the-art approach of feature extraction before CNN appeared. The indicated that SIFT and SURF are not the advised descriptors for matching tasks anymore. Wan et al. [24] indicated that the neuron activations of CNNs can be served as generic features for image retrieval. These trained CNN models are inappropriate to object retrieval because they are trained for image classification. Crowley et al. [25] applied the CNN features learned from natural images with various augmentation to painting retrieval and got an approving performance. Gong et al. [26] used vector locally aggregated descriptors (VLAD) to aggregate CNN activations from higher conv layers. The CNN activations are extracted by a sliding window with multiple scales. Though the experimental results are promising, how to choose the scale and layer is unclear. Babenko et al. [27] used neural codes in object retrieval. Their experiments showed that neural codes achieved outstanding performance, even when the CNN was trained for an irrelevant detection task. In addition, they found that the CNN had good performance when it was retrained with training images that were similar to the testing images. In [28] , the author fine-tuned a CNN on ground truth bounding boxes. The fine-tuned model was applied to classify region proposals generated by SS or Edge boxes, yielding excellent results. In [29] , the author proposed a CNN that can detect a suit of rectangular boxes containing scores according to their likelihood of including any object of interest. By using only a few top-detected regions, they achieved effective results on VOC2007 and ILSVRC2012. Erhan et al. [29] proposed a deep neural network (DNN)-based regression method for learning features. The DNN detected objects regressively using a multi-scale object bounding box mask. Their approach could rapidly detect high-resolution objects. Eitel [30] used CNN to detect four-channel images. The authors investigated a CNN including two processing streams that extracted features from input modalities and fused the information simultaneously. Tolias et al. [11] presented an aggregation approach that decomposes the CFMs into multiscale regions and then aggregates them with sum-pooling. Experimental results shows that it's performance surpasses Babenko et al. [27] .
Socher et al. [31] presented a strategy that combined CNN and a recursive neural network (RNN) to detect four-channel images. The RNN was designed to integrate the outputs of the CNN and pool them into an efficient and hierarchical operation. In their approach, the CNN was used to extract low-level translation-invariant features that were given as input to the RNN. Then, the RNN extracted higher-order features. R-CNN, Fast R-CNN and Faster R-CNN are a series of well-known methods for object retrieval based on region proposals (See details in Section I).
Faster R-CNN is the state-of-the-art technology of image recognition and localization. In our study, we exploit its principles and employ a series strategies, such as fine-tuning, layer concatenation and re-ranking, to improve the performance. The experiment proves that the proposed system has better object retrieval accuracy than the original Faster R-CNN.
III. OUR PROPOSED APPROACH A. FASTER R-CNN FOR OBJECT RETRIEVAL
Faster R-CNN is the state-of-the-art approach in object detection, with the best performance on pattern analysis, statistical modelling and computational learning visual object classes (e.g., PASCAL VOC). However, the recognition ability of Faster R-CNN does not meet the requirements of ''same object retrieval'' for two reasons as following: • First, the RoI pooling layer of Faster R-CNN only uses feature maps of the top (such as the 5th in ZF) convolution layer, which may lead to the failure of feature extraction in low resolution conditions. As reported in [32] , as the layers get deeper, the reception fields become larger. Therefore, deeper layers have largerscale values while shallower layers have smaller-scale values. For instance, given that the overall stride of the conv5 layer in ZF is 16, once the object size is less than 16 pixels, Faster R-CNN can not longer project the RoI pooling region proposal. From the viewpoint of the feature visualization, as the author pointed out in [17] , conv5 layer captures entire features of object. Therefore, faster R-CNN cannot capture more local texture of object due to the RoI pooling mechanism, and it is difficult for the Faster R-CNN to extract local texture features from low-resolution images. Evidently, the recognition ability of Faster R-CNN does not meet the requirements of ''same object retrieval'' under low resolution conditions.
• Second, the same confidence score of Faster R-CNN only represents one kind of objects but not the same object. In order to retrieval the same object, the cosine distance ranking strategy is used to further improve the mAP of the same object retrieval. As shown in Fig. 1 , the left and the right Coke cans have the same confidence score of 0.98 in our experiment, but they are not the same. The left one has a depression on the top, and the VOLUME 5, 2017 right one has a depression on the bottom. The cause of this problem is that the depression sizes of the two Coke cans are the same. For the first problem, inspired from [17] , we concatenate conv3 layer and conv5 layer to enable the RoI to pool both local and global features. In Section IV-C, experimental results shows that the layer concatenation strategy can enhance the ability to detect lower-resolution images. For the second problem, to further strengthen the local texture comparison, under the premise of the score, we select images with an object proposal that has the minimum cosine distance to the query proposal as the result.
B. SOR FASTER R-CNN
In this paper, using the strategies of fine-tuning, layer concatenation and re-ranking, we design SOR Faster R-CNN to better identify the same objects. The framework is shown in Fig. 2 . In SOR Faster R-CNN, ZF is a CNN model, having 5 convolution layers and 3 full connected layers. In ZF, conv5 layer is the top convolution layer, of which is a 3*3 kernel function with a stride of 1. It outputs 256 feature maps with the size of 13 * 13 which is given as an input for RPN to generate object proposals. The detailed architecture of ZF in Fig. 2 is shown as Fig. 3 . We first concatenate the conv3 layer and conv5 layer of the ZF model. Then, we normalize the output of the conv3 layer and conv5 layer of the ZF model and input the normalized result into the RoI pooling layer. SOR Faster R-CNN is fine-tuned so that the confidence score can identify one object proposal to the ''object'' level rather than the ''class'' level. Specifically, images containing object proposals are first collected into a ''coarse set'' if their confidence scores are similar to the query object proposal. The image with the object proposal that has the minimum cosine distance to the query proposal is then chosen as the query object. Therefore, as shown in Fig. 2 , the proposed SOR Faster R-CNN can be summarized as follows:
1) A query image and a candidate image are given as input to the ZF model. 2) The conv3 and conv5 of the ZF model are L2 normalized and concatenated.
3) The normalized result is given as input to RPN. 4) RPN produces the RPN region proposal. 5) The RPN proposal is given as input to the concatenated layer. 6) The features of the RPN proposal are given as input to the RoI pooling layer. 7) The result of the RoI pooling layer is given as input to the FC layers. 8) A classification name and a bounding box with a confidence score are generated via regression. 9) Coarse set selection: the top 10 images that contain object proposals with the closest confidence scores to the query object proposal are selected as the coarse set. 10) Ranking by cosine distance: the image that has the nearest cosine distance to the query image is selected as the query object. These steps are discussed in detail in the following sections.
C. FINE-TUNING
In Faster R-CNN, the confidence score of one object proposal represents the degree of belonging to one class of the training dataset. The class, such as ''person'' or ''bottle'', is very abstract when it comes to identifying the individual. Obviously, having the same class score and class name does not indicate that the objects are the same individual. It may be that one ''bottle'' is a ''pill bottle'' and the other ''bottle'' is a ''water bottle''. For this problem, we fine-tune Faster R-CNN using our image dataset to enable it to identify the ''object'' rather than the ''class''. Fine-tuning can help us to obtain a better feature representation for same object retrieval. In our study, we fine-tune Faster R-CNN using an image dataset containing query objects. In this way, the confidence score can be used directly as the same object score reflecting the degree of belonging to the same object.
Theoretically, fine-tuning all convolutional layers will result in the best performance of same object retrieval. To balance time consumption and efficiency, we fine-tune the weights of all the layers, except the first two convolutional layers. During fine-tuning, we take the approximate joint training scheme in [6] to train the RPN and detector simultaneously using multi-task loss. By using these strategies, our approach can adjust the weights of the convolutional features and RPN proposals to adapt the same object retrieval. The experiment results show that fine-tuning can extract more features from low-resolution region proposals.
D. L2 NORMALIZATION
L2 Normalization is the two norm normalization process, which is used to combine the feature vectors of Conv3 and Conv5 with different scales and norms. This is because simply concatenating features would lead to poor performance as the ''larger'' features dominate the ''smaller'' ones [33] . In CNN, deeper layers have smaller-scaled values while shallower layers have larger-scaled values. Due to the large-scale difference, it is difficult for the following layers to adjust and tune the weights. If we directly concatenate the tensors of the conv3 and conv5 layers of the ZF model, the ''big'' features in the conv5 layer will override the ''small'' features in the conv3 layer. As a result, the output is likely to express ''big'' features and ignore ''small'' features.
According to [33] , these two tensors require normalization. In the process of Faster R-CNN training, the system can automatically learn the scaling factor of each layer. Therefore, the normalization operation can maintain the stability and precision of the system [33] . In our study, L2 normalization is applied to the tensors in the conv3 and conv5 layers. We normalize all pixels within the pooled feature maps of the conv3 and conv5 layers. Through normalization, each scale of the tensors can be expressed as:
where O is the original pixel vector,Ô is the normalized O and c represents the number of channels in each RoI pooling tensor. We apply the scaling factor ϒ i to all channels of each RoI pooling tensor:
ϒ i and O are updated with back-propagation and chain rule in training process: ∂l
where
E. SIMILARITY OF REGION PROPOSALS
Using the model that is fine-tuned using the image dataset, including the query objects, we take the confidence score as VOLUME 5, 2017
the degree of one belonging to a specific query object. Due to the single dimension of the score, two region proposals with the same or similar scores are not necessarily the same object. Strictly speaking, they only belong to the same semanteme, that is, the same class. Having the same or similar confidence score also means that the two object proposals have similar global feature representations and spatial features. Under the premise of the same classification name, the more similar the local textures are, the more likely the two proposals are from the same object. Therefore, we need to further compare their local texture features.
Since the feature maps of shallower convolutional layers reflect more local texture features, we can continue to compare the cosine distance between features in the conv3 layer of the two object proposals. As calculating the cosine distances between high-dimensional features is an expensive operation, we first select the object proposal pairs that have similar confidence scores. The images containing proposals whose confidence scores are similar to the query proposal are added to the coarse set. Then, we compute and rank the cosine distances between the query object proposal and the candidate proposals in the coarse set.
The recommended same object retrieval approach includes two steps: selection using the confidence score and ranking using the cosine distance.
1) SELECTION USING THE CONFIDENCE SCORE
After fine-tuning, we can use the confidence score as a benchmark to judge the similarity of two object proposals. In our approach, we consider an object proposal as a potential object if the confidence score is greater than 0.8. Under this premise, we select the top 10 images that contain object proposals with the closest confidence scores to the query object proposal as the coarse set. As described in Section III-A, it is important to note that we select the confidence scores that are closest to that of the query object proposal rather than the highest confidence score. After selecting with confidence score, the 10 images in the coarse set are ranked.
2) RANKING USING THE COSINE DISTANCE
We compare and rank the distance between the features of the query object proposal and the 10 candidate object proposals in the coarse set. The candidate object proposal with the nearest distance is chosen, localized and shown with a surrounding box in its corresponding image as the result.
IV. EXPERIMENTS A. DATASET
We evaluate SOR Faster R-CNN using one our own datasets and three public image datasets as follows:
• Coke cans We record a video of Coke can A (with a concavity at the bottom) and B (with a concavity at the top) in a room, and then capture 1500 snapshots as training data. There are 500 images including only A, 500 images including only B and 500 images including A and B. In addition, we take 50 photos including both A and B as test data.
• Oxford Buildings [34] This dataset contains 5,063 images and 55 query images (11 buildings with 5 images per building). Each query image includes a bounding box surrounding the target object.
• Paris Buildings [35] This dataset contains 6,412 still images of Paris landmarks. As in the Oxford Buildings dataset, there are 55 query images (11 buildings with 5 images per building). Each query image is associated with a bounding box annotation.
• INS 13 [36] This dataset contains 23,614 key-frames from the TRECVid Instance Search (INS) dataset. There are 30 classes of query objects, with 8 images per class. Each key-frame contains at least one query object.
B. EXPERIMENTAL SETUP
Without specification, we implement our experiments based on Python code 1 in Ubuntu 14.04. The hardware configuration is as follows: NVIDIA Quadro K2200 graphics card, 16GB GPU memory, E5-1630 v3 @ 3.70GHz × 4 processor. In our work, the weights of original Faster R-CNN are initialized using the imageNet pretrained model. We finetune the initialized Faster R-CNN using the PASCAL VOC dataset. Using the ZF model, the original Faster R-CNN is fine-tuned again using the Oxford Buildings dataset, Paris Buildings dataset and INS 13 dataset. Maintaining the same ratio of width and height, we re-size all the training samples to the same width of 600 pixels. We apply 10 10-fold crossvalidations and present the average computed outcome for each image and each object proposal; that is to say, the training and validation samples are completely different. According to tasks, we modify neural network parameters to achieve fine tuning. Specifically, the parameters of the last layer, i.e., ''fc8'' is modified. Since the last layer needs to be retrained, the learning rates ''lr_mult'' of the weight and bias are changed from 1 and 2 to 10 and 20 to speed up the learning process. In addition, the learning rate ''base_lr'', iteration number ''max_iter'' are changed from 0.0001 and 100000 to 0.001 and 10000 respectively.
To fine-tune the Oxford and Paris Building datasets, the output layer ''cls_score'' of the ZF is modified to 12 classes, including 11 classes of the dataset and 1 class of the background. In addition, the corresponding bounding box coordinates ''bbox_pred'' are modified to 48 (12 × 4). Ten images and their bounding box locations for each building are used as the training set. To increase the number of training samples, we apply a horizontal flip strategy. In this way, we obtain 220 (11 × 10 × 2) training samples. For INS 2013, which contains 30 classes of objects with 8 images per class, by using the horizontal flip strategy, the number of training samples is increased to 480 (30 × 8 × 2). For the Oxford and Paris Building datasets, the ''cls_score'' is modified to 31, including 30 classes of the dataset and 1 class of background. The ''bbox_pred'' is modified to 124 (31 × 4). For our Coke cans dataset, the ''cls_score'' is modified to 3, including 2 classes of the dataset and 1 class of background. The ''bbox_pred'' is modified to 12 (3 × 4). In our experiments, the weights of Faster R-CNN reported in [6] are fine-tuned. As mentioned in Section III, we take the approximate joint training scheme and simultaneously train the RPN and detector with multi-task loss. In ''loss'' layer, the parament ''type'' is set to ''softmaxWithLoss''.
In this way, we train four separate networks with the above datasets using the fine-tuning modality described in Section III-C. In our experiments, fine-tuning takes approximately 130, 150, 210, and 120 minutes for the Oxford Building dataset, Paris Building dataset, INS 13 dataset and Coke cans dataset, respectively. In addition, as shown in Fig. 2 , in the source codes of the Faster R-CNN, we create a concatenation layer that concatenates the tensors of the conv3 and conv5 layers of the ZF model. Then, their L2 normalization is given as input to the RPN. 
FIGURE 5.
Cases of the top 10 ranking objects and locations generated by low-resolution images: Rows 1, 3, 5, and 7 are generated by fine-tuned Faster R-CNN using the Oxford dataset, and rows 2, 4, 6, and 8 are generated by SOR Faster R-CNN. The query images are surrounded in blue. The images surrounded in green are correct results, and the images surrounded in red are wrong results.
of FC Faster R-CNN is 0.063, 0.047, 0.077 and 0.037 higher for the Oxford Buildings dataset, Paris Buildings dataset, INS 13 dataset and Coke cans dataset, respectively. Obviously, the layer concatenation strategy enhances the ability to retrieve the same objects in these four image datasets.
As shown in Table 1 , due to the low-resolution key-frames, same object retrieval is a challenging task for INS 13, which produces the lowest mAPs of 0.253 and 0.330 for FO Faster R-CNN and FC Faster R-CNN, respectively. However, compared to the other image datasets, INS 13 benefits the most from the layer concatenation strategy, with an mAP of 0.077.
As discussed in Section III-A, the layer concatenation strategy can enhance the ability to detect lower-resolution images. Therefore, INS 13, which is composed of low-resolution keyframes, benefits the most.
From Fig. 4 , we find that the FO Faster R-CNN may prodce obvious mistakes when the object is ambiguous. However, FIGURE 7. The comparison of the performance for low-resolution images in Coke cans dataset: The four images are the same image. The top row is generated by fine-tuned Faster R-CNN using the Coke cans dataset, and the bottom row is generated by SOR Faster R-CNN.
FC Faster R-CNN can overcome this deficiency. Overall, the performance of FC Faster R-CNN is better than that of FO Faster R-CNN.
D. PERFORMANCE OF SOR FASTER R-CNN
In Section IV-C, we showed that FC Faster R-CNN performs better than FO Faster R-CNN for object retrieval. In this section, we further evaluate the efficiency of SOR Faster R-CNN. As stated previously, the concatenation of the shallower convolutional layer and the deeper convolutional layer can improve the ability to identify object proposals in low-resolution images. To effectively verify this finding, the test images are divided into two groups: the original test images and low-resolution images. The resolution of the lowresolution images is 10% of the resolution of the original test images. Using the same datasets, parameters and experimental procedure, the performance of FC Faster R-CNN and SOR Faster R-CNN is shown in Table 1 . As can be seen in Table 1, TABLE 2 . Performance comparison with state-of-the-art methods for object retrieval with original images. As shown in Fig. 5 , the resolution of query images is 10% of the resolution of the original images. For the query images (ashmolean_000002, christ_church_000063, cornmarket_000019 and hertford_000035 in OXford dataset), SOR Faster R-CNN produces 2, 2, 1 and 1 more correct results than the FC Faster R-CNN. Especially for cornmarket_000019, SOR Faster R-CNN produces 1 correct results, but all the results of FC Faster R-CNN are wrong. For the Coke cans dataset, as in Fig. 6 , the four images are the same image. Although both the fine-tuned Faster R-CNN and SOR Faster R-CNN correctly identify ''A'' and ''B'', the confidence score of ''A'' generated by SOR Faster R-CNN is higher than that of fine-tuned Faster R-CNN. As shown in Fig. 7 , the four images are also the same images. ''A'' is low-resolution due to the instability of the camera. In this case, the fine-tuned Faster R-CNN can not identify ''A''. In addition, the confidence score of ''B'' generated by SOR Faster R-CNN is higher than that of the fine-tuned Faster R-CNN. Obviously, SOR Faster R-CNN have better performance, especially for low-resolution images.
E. COMPARISON WITH STATE-OF-THE-ART METHODS
Using the original test images and low-resolution test images, we compare our results with several state-of-theart methods [8] , [9] , [11] in the literature. Table 2 and  Table 3 show the results of the comparison. As shown in Table 2 , for the original test images, the results obtained by SOR Faster R-CNN are very competitive to those obtained by the state-of-the-art methods. In the case of the Oxford Buildings dataset, compared to FO Faster R-CNN and [8] , [9] , [11] , the mAP of SOR Faster R-CNN increases by 0.072, 0.053, 0.013 and 0.11. For the low-resolution test images, as shown in Table 3 , SOR Faster R-CNN has more obvious mAP increases of 0.12, 0.19, 0.13 and 0.13. Regardless of time consumption, SOR Faster R-CNN is an effective object retrieval system.
V. CONCLUSION
This paper presented different strategies to use CNN features for object retrieval. Through fine-tuning Faster R-CNN for query images that include the same objects for retrieval, SOR Faster R-CNN produces better feature representations for object retrieval. By concatenating and normalizing a shallower convolutional layer and a deeper convolutional layer for RPN, SOR Faster R-CNN can better identify low-resolution images. Without considering time consumption, we have shown that it is possible to greatly improve the performance of an off-the-shelf system. As the next step, we are exploring how to shorten the time required for fine-tuning during in training and how to further improve the efficiency of SOR Faster R-CNN during testing.
