With their analysis of the peaking phenomenon, This paper analyzes the stabilizability properties of nonlinear cascades in which a nonminimum phase linear system is interconnected through its output to a stable nonlinear system. It is shown that the instability of the zeros of the linear system can be traded with the stability of the nonlinear system up to a limit fixed by the growth properties of the cascade interconnection term. Below this limit, global stabilization is achieved by smooth static state feedback. Beyond this limit, various examples illustrate that controllability of the cascade may be lost, making it impossible to achieve large regions of attractions.
Introduction
The study of partially linear cascades i = f(z) + *(Z> E , Y)Y axis.
C = A E f B u
= cE + Du, ' E ns, E I R n 7 Y E R p , U E E n has been helpful to identify structural obstacles to large regions of attraction (see e.g. [9, 4, 2, 1, 5, 111 ).
The general scenario in these references is that the nonlinear subsystem i = f ( z ) has a globally asymptotically stable equilibrium z = 0 ~ so that the local stabilization problem is linear ~ but that the perturbation *(z,[,y)y may cause finite escape time for the solution z ( t ) if the output y(t) of the linear subsystem (A, B , C, 0 ) is not properly controlled.
Beyond invertibility conditions for the linear system, successive contributions in the literature have revealed the prominent role played by the zeros of the linear system in the global stabilizability of the cascade (1). ' Institut Montefiore, B28, Universite de Lihge, B-4000 'Dept. of Electrical, Computer, and Systems Engineering, 3Department of Electrical and Computer Engineering, UniLiBge Sart-Tilman, Belgium.
Rensselaer Polytechnic Institute, Troy, NY 12180-3590. versity of California, Santa Barbara, CA 93106-9560. showed that unstable zeros may constitute an obstacle to semiglobal stabilization if they are "too far" to the right. Indeed, their stabilization requires a finite output energy [3] which is sufficient to cause finite escape time for z ( t ) . In the same paper, the authors showed on an example (using discontinuous feedback) that global stabilization might be possible when the zeros are closer to the imaginary axis.
The present paper (see [7] for a preliminary version) pursues the analysis of nonlinear cascades in the presence of unstable zeros under the following assumptions:
( H l ) The linear system H = ( A , B , C, D) is square (rn = p ) and has a uniform relative degree { r , . . . , r } so that (1) is feedback equivalent to the normal form 
Under the three assumptions above, the results of this paper determine a sharp stabilizability boundary in terms of structural parameters of the cascade. The stabilieability condition is expressed as an inequality between two ratios: a stability ratio between the local stability of the z-subsystem i = f (2) (parameter a ) and the instability of the finite zeros (parameter v), and a growth ratio between the growth of the interconnection term @ ( z , 5, y) in the variable z (parameter q ) and in the variables (E, y) (parameter p ) . The stabilizability limit of the cascade is attained when the stability ratio becomes equal to the growth ratio: v q
Below this limit, the stability of the finite zeros associated with the z-subsystem can be traded with the instability of the finite zeros associated with the Esubsystem and we design a smooth feedback control that achieves global stabilization of the origin. Beyond this limit, various examples illustrate the possible loss of global controllability.
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Section 2 describes our main result in the relative degree zero case, that is when y = U . Section 3 provides three examples of loss of global controllability when the stabilizability boundary is attained. Extension to higher relative degrees is discussed in Section 4.
Main result
For the sake of clarity, we formulate our with the simplifying assumptions r = 0 F z , which will be removed in Section 4. 
and the equilibrium ( z , < ) = 0 of (4) -< -.
Q P (5) Proof: We let
where the matrix Q = QT > 0 will be specified and P = PT > 0 is arbitrary, and design a control law which enforces for U ( z ) the exponential decay (8) and limits the exponential growth of V ( ( ) to for constants 6 < a , t > v , and @ to be designed. Inequalities (7) and (8) imply that the positive semidefinite function
V(E(t)) 5 .V(E(o))eZCt
satisfies the estimate
W z ( t ) , l ( t ) ) 5 c w z ( 0 ) , t ( O ) ) e -" t 1
(10) o = @ p / 2 and K := 6 q -t p .
where To ensure that W ( z , < )
converges to zero exponentially, we select 6 < a and t > v sufficiently close to a and v, respectively, so that K > 0 because of ( 5 ) .
Global asymptotic stabilization of (4) will then be achieved if the design is such that, when W is sufficiently small, the control law becomes a linear feedback U = K J which stabilizes the (-subsystem.
A first lemma puts conditions on the control law to guarantee the exponential decay of U ( z ) : Proof of Lemma 1: Let a' E (a,ct), and let Q = QT > 0 in (6) be such that
(13)
From (4), (3) and (13) U ( z ) satisfies
If U satisfies (la), then there exists a constant e1 > 0 such that
thus (7) 
t T P [ as in (6 Having selected €1 and using the matrix PI constructed according to Lemma 2, (8) 
and construct U , V , and W as in the proof of Theorem 1.
Augmenting the control law (17) with the additional term 2 BTPE ,
+ l(W)
U 0 = -we will construct the function 1(.) in such a way that all solutions converge in finite time to an invariant region where the proof of Theorem 1 can be applied. Our first requirement on 1(.) will be that so that the conclusion of Lemma 1 applies. 
BBTP)[+B(u-uo). With A replaced by A-BBTP
and v replaced by V , the design of U -uo is pursued 0 as in the proof in Theorem 1 because E < : .
Obstacles to controllability
In this section we show that relaxing any of the conditions of Theorem 1 and Theorem 2 leads to situations in which the cascade (4) is no longer globally asymptotically controllable to the origin. Our first example, adapted from 111, illustrates a situation of uncontrollability when the inequality (5) is reversed:
Example 1 [l] Consider the cascade (37) cannot be controlled to the origin.
Example 2 Consider the cascade z = -az + zq+l(;U2 First, observe that (H2) and (H3) need not hold globally, as it is assumed in Section 2, but only locally. The extension of the results to this situation is straightforward because the proof of the theorems only relies on local properties of the z-subsystem. As a consequence, it is sufficient to multiply the constructed control laws by a gain function z 11) which is zero for (1 z 1 1 2 6-and which is equal to one for 1) z 1 1 5 b, where 6-and S are sufficiently small positive constants.
Next, relaxing the relative degree zero assumption to 4 0 )
an arbitrary relative degree r is standard using Lyapunov backstepping of the relative degree zero control law through m chains of integrators [4] . Strictly speaking, standard backstepping requires the knowledge of a Lyapunov function for the relative degree zero subsystem, and such a construction is not provided in the present paper. Nevertheless, it is not difficult to show that the backstepping procedure can be accommodated with the positive (semidefinite) functions U , V , and W , that were used to construct the 
