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Abstract 
We present a method for the numerical inversion of two-sided Laplace transform of a probability density function. 
The method assumes the knowledge of the first M derivatives at the origin of the function to be antitransformed. The 
approximate analytical form is obtained by resorting to maximum entropy principle. Both entropy and Lt-norm convergence 
are proved. Some numerical examples are illustrated. (~) 1998 Elsevier Science B.V. All rights reserved. 
AMS classification: 41A27; 44A10; 46N30; 94A17 
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1. Introduction 
The method of inverting two-sided Laplace transform is usually considered a valuable tool to 
deal with problems concerning integral or integro-differential equations in the stochastic processes 
framework. In practice, there are many problems for which numerically inverting the two-sided 
Laplace transform either equires a special method or can be greatly facilitated by a special method. 
In other words, for many problems an all-purpose method may be inappropriate. Examples include 
problems for which the solution is known to be of particular form. 
In this paper, we tackle the problem of inverting two-sided Laplace transform when it is a priori 
known that the given function represents a probability density function. Then the analytical form of 
the approximant must be chosen positive, independently of the parameters values characterizing the 
approximant. 
The main problem using two-sided Laplace transform is the reconstruction of the function f(t) 
knowing its transform 
F(s) = fn e-Sir(t) dt, (1.1 ) 
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where R = ( -oc ,  +(x~). Much literature for the reconstruction of f(t) exists, based on the inversion 
formula 
l [c+ioc 
e'tF(s) ds. (1.2) f(t) = ~ ~,c-ioc 
Here F(s) is an analytic function in a vertical strip of the complex plane and c is a real number 
belonging to strip convergence. 
Considerations about the solubility of inverse two-sided Laplace transform are similar to ones 
concerning one sided-Laplace transform. Essah and Delves [2] conclude that no method is suitable 
for all classes of functions. Davies and Martin [1] reach the same conclusions: the numerical inversion 
of the Laplace transform may be easier if a priori information is taken into account by the numerical 
method. 
In this paper we consider the problem where the data are the values of the first M derivatives 
of F(s) at the origin, related to the moments /tj, j=O,...,M, of the function f(t) through the 
relationship 
( -1 ) J~ ,=0=/ t j ,  j>~0, /t0 =1.  (1.3) 
Then the problem of recovering f(t) is equivalent o Hamburger moment problem. As is well 
known, the first M moments do not give a unique probability density, so a widely used criterion is 
to choose the one which maximizes the entropy (the so-called maximum entropy principle in [4]). 
The maximum entropy (ME) method, based on the information theory, chooses among all the ad- 
missible approximants, the least biased compatible one with the partial information represented by 
the few known moments. For many years it has been recognized that entropy acts a kind of measure 
in the space of probability distributions, in such a way that these distributions with high entropy are 
in some sense favoured among others. 
The analytical form of the approximant is obtained by maximizing the information Shannon- 
entropy functional under the constraints provided by the M + 1 moments /to,...,/tM: 
M 
S(f)=--fRf(t)lnf(t)dt--(2o--1)(fRf(t)dt--/to)--j~._,=12j(/RtSf(t)dt--/tj). (1.4) 
Then the analytical form of the approximant fM(t) is given [5] by 
fM(t) = exp - j=0 
where the Lagrange multipliers atisfy the constraints 
fRt"exp --~--~21tJ dt, n=0 . . . . .  M (1.6) / t ,=  
j=0 / 
(obviously M must be even). Successive moments can be found [3] by the recursive relationship 
M 
(n+ 1)/tn--5-~j,)~j/tn+j=O, n) l .  (1.7) 
j=l 
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The necessary and sufficient conditions for existence of fM(t) are already known in literature [4]. 
Then entropy H[fM] of fM(t) is given by 
M t l  
H[fM] = --/o fM(t)In fM(t)dt = ~_, 2j j. (1 o8 ~ 
J/¢ 
j=O 
We prove that the fg(t) approximant converges in entropy to f(t), in the sense that 
lim H[fM]=H[f] ,  (1.9) 
M---~ ~ 
where H[f]  represents the f ( t )  entropy, by assuming an infinite sequence of moments exists. 
The entropy-convergence (1.9) implies Ll-norm convergence [6], indeed 
g[ fM] -  H[f]>l-~ [f(t)-- fM(t)ldt . (1.10) 
Thus, (1.9) and (1.10) justify the choice of fM as approximant. 
From (1.6) (setting n =0), 20 can be obtained as function of 2t,...,2M: 
20=ln{ l fRexp( -~2 j t J )  dt } . : ,  ] (1.11) 
20 is a convex function of 21,...,2M [5] and 
fRt k exp(- E~I  2jt]) dt 
#k=~° fRexp(-Ej~ 2jtJ)dt ' k= 1 ..... M. (1.12) 
Consequently, taking into account (1.11 ), we have 
H[fM]=poln --~ exp- -~2 j t  j dt +~--~2jpj, (1.13) 
j= l  j= l  
which is a convex function of 2~ .... ,2M. Then, for practical purposes, Lagrange's multipliers are 
obtained by calculating the minimum of H[ fM] as setting (a/0Ak)H[fM] = 0, k = 1,..., M, we obtain 
again (1.12). 
2. Background 
By taking into account (1.3), (1.5) and (1.6) the problem of recovering f(t), whose first M + 1 
moments are known, is led to the problem of recovering its approximant fM(t) having the same first 
M + 1 moments 
"J dJF(s)s:0 fR fR ( -1)  ~ =/zj= t J f ( t)dt= tJfM(t)dt, j=O,.. . ,M. (2.1) 
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Eq. (2.1) represents a finite Hamburger moment problem. Then, we recall some results concerning 
existence and determinacy of f ( t )  in the Hamburger moment problem and existence conditions 
of fM(t) in ME approach. 
Given a set of moments ]Aj, j = 0, 1,..., the Hankel's determinants are defined as 
AI  = l-t0 ]A1 An = Ao =]Ao, 
]A2 ' " ' ' '  #1 
/ to  " " " ]An 
]An " " " ]A2n 
(2.2) 
2.1. Existence conditions of  f ( t )  [8] 
Theorem 2.1. In order that there exists a f ( t )  solution not reducible to a finite set of  points it is 
necessary and sufficient hat 
An>0, n=0,1 , . . . .  (2.3) 
In order that there exists a f ( t )  solution consisting of precisely (k + 1 ) points, it is necessary and 
sufficient hat 
Ao>0, . . . ,Ak>0,  A~+l=Ak+2 . . . . .  0. (2.4) 
For convergence purposes if an infinite sequence of moments is considered, then the moment problem 
determinacy must be taken into account. 
2.2. Moment problem determinacy 
Moment problem determinacy concerns one-to-one correspondence b tween f ( t )  and its infinite 
sequence of moments. We restrict o quote a necessary and sufficient condition which guarantees the 
moment problem determinacy. To a sequence of moments ]A j, j = 0, 1,..., we associate the following 
sequence [8]: 
An 
p~(0)= , n=l ,2 , . . .  (2.5) 
] /2  " " " ]An+ 1 
]A"+t " • " ]A2n 
and similarly we associate p~n2)(0) to the sequence {]A2,]A3,.. "). The following theorem [8] holds. 
Theorem 2.2. A necessary and sufficient condition for the Hamburger moment problem to be 
determined is that at least one of  the quantities 
p(O) = l i ra  p.(O), p(2)(O) = l i rn p¢.2)(0) (2.6) 
is equal to zero. 
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2.3. Geometrical meanin9 of the determinacy condition 
Once/21,..., #u are assigned with M = 2n, let /2o,, be the Po value so that A, = 0. From 
An -~ /20 
[A2 " " " /2 ,+1 
/2,+1 " • " /22, 
+ C, (2.7) 
where C = C( /21 , . . .  , ]A2n)  and 
0 ~- - /20 . ,  
/22 " " ' /2n+t  
/2 ,+1 " " " /22n 
+ C, (2.8) 
we have 
p,(0) = 
A, 
/22 " ' "  /2n+l  
/2,+1 ""  /22, 
=/20-/2~,,  n=l ,2 , . . . ,  (2.9) 
which represents the distance between Po and its lower bound /2~,,. A similar relation for p(2)(0) 
with M = 2n + 2 holds. Then we have the relation 
p.(o) =/20 =/22 -/27,.. (2.10) 
2.4. fM(t) existence 
From Theorem 2.1, considering the f ( t )  existence conditions, the fM(t) existence conditions are 
drawn as follows. 
(a) f ( t )  symmetric, then /22j+1 =0,  j>~0. If M=2 or M>~8 then fM(t) existence conditions 
are identical to f ( t )  [3]. If M=4 or M = 6, the upper bounds for the moments /24,/26 arise as 
follows [3]: M=4 then /24~<3/222; M=6 whenever #4~<3/2 2, then /26<1/ / ( /22 , /24)  holds, where the 
function ~9(/22,/24) is analytically expressed by Weber's functions. 
(b) f ( t )  is nonsymmetric, fu(t)  existence conditions are identical to f ( t )  [3]. The results con- 
cerning fM(t) existence will be used in the numerical results. 
3. Entropy convergence 
The entropy convergence requires determinacy of the moment problem or equivalently the fulfill- 
ment of (2.6). Now we prove the entropy convergence• 
Theorem 3.1. I f  p(0) = lim,_.~ p,(0) = 0 then l imu_.~ H[fu] = H[f]  holds. 
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Proof. Let /21,...,/2M be assigned and let /20 vary continuously. Then from (1.6) the Lagrange 
multipliers 2j are functions of/20. By differentiating (1.6) with respect to /20 we have the linear 
differential system 
dAo/d#o ~ 
/20 "'" /2M dAl/d/2o (3.1) 
/2 /22M d),M)d#0 
(where unknown moments/2M+I,-..,/22M are obtained from (1.7)). From (1.8), by taking into account 
the first equation of (3.1), we have 
d M d).j 
d--~Y[fM]=2o + ~--~/22~--~ = 2o - 1, (3.2) 
j=O 
and by (2.5), 
d 2 d2o _ 1 <0. (3.3) 
d/22H[fM] = d#0 pM(O~ 
Thus, H[fM] is a differentiable concave function of #0. 
Let us suppose that 
lim H[fM] =Hlim >H[ f ] .  (3.4) 
M--* oo 
When, for given /20, M--~ c~ then from a geometrical meaning of determinacy conditions we have 
limM~oo/20,,----P0, whereas, with M fixed, by varying Po, we have 
lim Y[fM]=--oo (3.5) 
Po-'-*P~, 
as fM(t) degenerates into a set of n masses. 
Let us consider the following sequences of ME solutions. 
1. fM(t) with moments #0 ... .  ,/2M. 
2. f~(t) with moments /2o- e, /21,.-.,/2M with eE ~+ and #0-  e>/20,M SO that f~(t) exists and 
H[f~]<,H[f] holds. As M---~c~ then from (2.9) e---*0 so that the moment /20 of fM(t) and 
f~(t) differ in an arbitrarily small quantity, while their entropies differ in a finite quantity greater 
than Hlim -- H[f]. 
Taking into account (3.4) a contradiction on the continuity of H[fM] as a function of /2o is 
reached. Then Hl im--H[f ]  holds; therefore, we have 
lim Y[fM]=H[f] .  (3.6) 
M---* oo 
Theorem 3.2. I f  p(O) = c > O, and p~2)(0) = lim,_.~ p(n2)(0) = 0 then limM_.~ H[fM] = H[f]  holds. 
Proof. Let /20,/21,/23,.-.,/2M be assigned and /22 vary continuously. Then from (1.6) the Lagrange 
multipliers 2j are functions of/2z. By differentiating (1.6) with respect to [A 2 we have the linear 
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differential system 
#o • #M I 
#M • • • #2M 
d2o/d#2 
d2M/dp2 
0 
0 
1 
=--  0 
0 
(3.7) 
(where unknown moments #M+l,.-., ~2M are obtained from (1.7)). From (1.8), by taking into account 
the first equation of (3.7), we have 
d_dg M d2j 
2H[fM] =22 + E pj~-~p 2 =22, (3.8) 
j=O 
then  
d 2 d,~.2 AM,2 (3.9) 
dg 2H[fM] - dp~ - AM 
holds. Here AM,2 is obtained from AM by deleting the third row and the third column. 
The determinant AM,2 is positive, [AM,2] being the principal minor of order M of the matrix 
P~,2[AM]PM,2. Here P~,2 is the permutation matrix which, starting from the third row, interchanged 
each row with the next one. Thus, H[fM] is a differentiable concave function of #2. By resorting to 
the geometrical meaning of p(2)(0) the same conclusions as in the previous case can be drawn. 
The obtained result in Theorems 3.1 and 3.2 can be formulated by means of 
Theorem 3.3. In Hamburger moment problem whenever the sequence of assigned moments deter- 
mines uniquely a density function then ME approximants fM(t) converge in entropy to f(t). 
Define the directed ivergence 
D(f II fM)-- fR f ( t ) ln  
f ( t )  dt (3.10) 
as fM(t) and f ( t )  have the same moments/~0,... #M, then the following inequality [6] holds: 
D(fIIfM)=H[fM]--H[f]>>.-~ [f(t)-- fM(t)[dt . (3.11) 
Thus, entropy convergence implies Ll-norm convergence. 
4. Stability analysis 
Let us study the stability of computed parameters 2j. We prove that, as the number M = 2n of 
moments increases, the 2j computation becomes unstable whenever Hamburger moment problem is 
determined. The procedure consists of generalizing (2.9) to higher moments. 
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From f ( t )  existence we have the following results. 
Let us consider the function f ( t )  with moments {#0,~1 .... }. Then we consider the sequence of 
functions 
f ( t ,2k)=t2kf ( t ) ,  k=1,2 , . . .  (4.1) 
with moments {P2k,#2k+~ .-.}. The Hankel's determinant positivity provides 
P(~/k)(0) = #zk - #~,,, (4.2) 
~2k. " ." " #n+2k. 
I #~+zk "'" I~zn+zk 
where 
p~2k)(O) = , (4.3) 
~2k+2 " ' "  ~n+2k+l 
~n+2k+l " ' '  ~2n+2k 
and/,t~,, represents the lower bound of/~2k. Analogously, we consider the sequence 
f * ( t ,2 (k -1 ) )=( l  +t+t2)tz(k-1)f(t) ,  k=l ,2 , . . . .  
The Hankel's determinant positivity provides, by taking into account (4.2) and (4.3), 
(4.4) 
p(2k- l ) (0 )=~ 22k-1 - -  ~f~- l ,n '  k= 1,2,... (4.5) 
and #~-1,, represents the lower bound of #2k-1- Thus, given a sequence of moments {#0,/1~,...}, 
there exists the lower bound/~, ,  of every /tk. Such a lower bound /~,, depends on n and on the 
sequence itself. 
In the same way, by resorting to the functions 
and 
9(t, 2 (k - -1 ) )=(1- - t+t2) t2 (k - l ) f ( t ) ,  k=l ,2 , . . .  (4.6) 
(4.7) 9*( t ,2 (k -  1))=(1 - t 2 + t4)t2(k-t)f(t), k= 1,2,... , 
the Hankel's determinant positivity provides an upper bound ]~f2k--l,n+ and ]~2k-l,n,- (respectively Pzk-i ), 
depending on n and the sequence itself, when the remaining moments are fixed. Thus, every moment 
Pk has an interval of admissible values 
[#k,n, P~,n]. (4.8) 
Remark. The moments /~0 and #M admit only lower bounds /~ff, n and #~,n, respectively, given by 
A,(#0) =0,  A,(#u) = 0. 
From moment problem determinacy we have the following results. 
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Determinacy conditions imply, in the moment space, the relationships 
lim #o,, = #0 or lim #2,, = #2. (4.9) 
tl---~ OO n-"~ OO 
If the moment sequence {#0, #1,...} determines a unique function f ( t ) ,  fixed an integer k, also the 
family of functions f ( t ,2 (k  - 1) )=t2(k-1) f ( t ) ,  and f * ( t ,2 (k  - 1))=(1 + t + t2)tz(k-1)f(t)  given, 
respectively, by (4.1) and (4.4), generate a sequence of moments to which a determined Hamburger 
moment problem corresponds. Thus, analogous to (2.10) considering (4.2) we get 
l im p(k)(O) = O, (4.10) 
or equivalently 
l im Pk,, = #k, (4.1 1 ) 
SO that the interval defined by (4.8) closes from the left on #k- 
We now show that the interval (4.8) closes from the right on #~, by resorting to auxiliary functions 
(4.6) and (4.7) whose moments are given by 
q(2~-1) (4.12) j = #2(k--1)+j - -  #2(k - l )+ j+ l  ÷ #2(k -1 )+ j+2 
and 
~;(2k -  1) __-- #2(k-1  )+j - -  #2(k-1  )+j+2 -]- #2(k-1  )+j+4, (4.13 ) 
respectively. 
If the moment sequence {#0, #1, . . .} determines a unique function f ( t ) ,  fixes an integer k, also 
the sequences (4.6) and (4.7) generate a sequence of moments to which a determined Hamburger 
moment problem corresponds. By taking into account (4.1 1)-(4.13), for increasing n, the moment 
#k satisfies the relation 
lim #~+, = #k, (4.14) 
where k is a fixed integer. As a consequence, from moment problem determinacy, the interval defined 
by (4.8) closes from the left and right on #k. 
We have proved that each moment #k varies within the interval [#~,,, p~,,], and that, for a fixed k, 
the length of interval of its admissible values goes to zero when n increases. A consequence of the 
decreasing range of #k admissible values is the unstability of 2j computation. Indeed, when all the 
moments are fixed, except #k, and by varying #k continuously, we obtain by a procedure similar 
to (3.1): 
d2k =(_l)M_k+ I AM, k k= 1 . . . . .  M - 1 (4.15) 
d#k AM ' 
(the moments #M+I, #U+2,..., #2U are computed by (1.7)). Here AM, k is obtained from AM by deleting 
the (k + 1)th row and column. 
The determinant Au, k is positive, as [AM, k] is the principal minor of order M of the matrix P~,k[AM] 
PM, k. Here pT is the permutation matrix which interchanges every row with the next one, start- M,k 
ing from the (k + 1 )th row. Hence, 2j are monotonic functions of #k in the interval [#k,,, + # j .  
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As M increases, the size of the interval [#~,,,#~,,] tends to zero. As 2j, j = 0,... ,M-  1, can assume 
all the values in ( -ec ,+oc)  (2M can assume all the values in (0,+c~)) when p~ varies in the 
interval - + [Pk,,,#k,,], 2j, j=0  . . . . .  M, must have a higher gradient. 
5. Numerical results 
The numerical inversion of two-sided Laplace transform is carried out essentially in two steps. 
(a) Computation of the quantities pj in (1.3) is related to dJF(O)/dsL When the derivatives at 
the origin of the complex plane cannot be obtained through an analytical procedure, then we can 
resort to the Lyness algorithm [7]. This efficient algorithm computes dJF(O)/ds j when F(s) is given 
analytically or is numerically known on a closed path containing the origin. The Lyness method, 
based on the Cauchy theorem, reduces the computation of the integral along a closed path in the 
complex plane to the computation of a real integral over [-rt, rt] by the trapezoidal rule. 
(b) Computation of 2j, j = 0,... ,M, by solving (1.13), through a minimization algorithm. 
We illustrate through a few examples the accuracy of the approximate sequence fM(t) as the 
number M of assigned moments increases. For each example we report 
1. H[fM] -- H[ f ] ;  
2. Il fM - f [I,; 
3. fM(t) and f ( t )  graphical comparison. 
Example 1. We consider two-sided Laplace transform: 
e s + e -s 
F(s) = 2[1 + (2s/rt)2] ' (5.1) 
where f ( t )  is given by 
{ ~rt cos(2t ) - l~<t~<l,  
f ( t )  = Itl > 1 
(5.2) 
with H[ f ]  ~_ 0.5484172. The results are reported in Fig. 1 and Table 1. 
Example 2. We consider two-sided Laplace transform 
K,(1) 
F(s)- 2Ko(1)' (5.3) 
where K(.)(1) represents the modified Bessel function. The moments are numerically computed by 
Lyness algorithm. For comparison purpose, the function f ( t )  is given by 
1 
f ( t )  = - -  exp(-cosh t), (5.4) 
2Ko(1) 
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0.8 
f(t} 
0.7 
0.6 
0.5 
0.4 
0.3 
0.2 
0.1 
01- 
-2 
M:4,8,12,16 
-1.5 -1 -0.5 0 0.5 1 1.5 t 2 
Fig. 1. Comparison of the exact (- - -) and approximant function. 
Table 1 
Comparison between fM(t) and f(t) :  entropy, Ll-norm 
M H[fMI -- H[ f ]  ilfM - fll~ 
2 0.3865E-1 0.1658E - 0 
4 0.7564E - 2 0.6261E - 1 
6 0.2439E - 2 0.3183E - 1 
8 0.1017E-2 0.1881E-1 
10 0.4979E - 3 0.1226E - 1 
12 0.3949E- 3 0.1014E- 1 
14 0.3177E- 3 0.6847E- 2 
16 0.1707E - 3 0.4840E- 2 
18 0.1323E- 3 0.3805E- 2 
with H[ f ]  ~_ 1.25770818. The approx imant  fM( t ) ,  when M = 6, does not exist. When M = 8, because 
o f  instabi l i ty in 2j computat ion  H[  f s] >H[  f4] holds. Then graphical  compar ison is bounded to M ~< 4 
values.  The results are reported in Fig. 2 and Table 2. 
Example  3. Let  
F (s )= 1 + ~-~ (5.5) 
168 A. Tagliani/Journal of Computational nd Applied Mathematics 90 (1998) 157-170 
0.5 
r(t) 
0.45 
0.4 
0.35 
0.3 
0.25 
0.2 
0.15 
0.1 
0.05 
0 
-3 
I I I I I 
-2 -1 0 1 2 t 3 
Fig. 2. Comparison of the exact (- - -) and approximant function. 
Table 2 
Comparison between fM(t) and f(t): entropy, Li-norm 
M H[fM] -- H[f]  Hf~t - fill 
2 0.4628E - 2 0.6126E - 1 
4 0.1725E - 4 0.3204E - 2 
8 0.6348E - 4 0.1030E - 1 
where f ( t )  is given by 
f ( t )  -- 2~W/-~t2e-~t2, (5.6) 
with H[ f ]  ~- 0.64958. The approximant fM(t) ,  when M -- 6, does not exist. The results are reported 
in Fig. 3 and Table 3. 
6. Conc lus ions  
We have studied the two-sided Laplace transform numerical inversion, corresponding to positive 
function (typically a probability density function). The approximant analytical form has been resorted 
to maximum entropy principle, guaranteeing the approximant positivity. The exact and approximate 
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f(tl 
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0.6 
0.5 
0.4 
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I I 
I I 
I I 
-2 -1 0 1 2 t 
Fig. 3. Comparison of the exact (- - -) and approximant function. 
Table 3 
Comparison between fu(t)  and f ( t ) :  entropy, Ll-norm 
M H[fM] -- H[ f ]  IIfg - f i l l  
2 0.2789E - 0 0.6017E - 0 
4 0 .1110E-0  0 .3254E-0  
8 0 .4551E-1  0.1876E-  0 
functions are characterized by the same moments. The approximant converges in both entropy and 
Ll-norm. For practical purposes, the method requires just the first moments of the unknown function: 
such moments can be obtained by Laplace transform successive differentiation. 
The present work is devoted to the study of a particular method which takes into account he 
a priori information about the unknown function f(t). 
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