Generating and Testing Pseudo Random
Numbers on the IBM Type 701
1. Introduction.
With the increased use of large-scale digital computing machines many problems too complicated to solve analytically, or even numerically, have been solved by the so-called Monte Carlo method. The Monte Carlo technique employs repeated sampling to evaluate integrals or to simulate physical problems directly and requires a large supply of random numbers distributed in a manner resembling the true distribution of the physical quantities which they represent.
A set of random numbers of any specified distribution can be, and usually is, obtained from a set of random numbers uniformly distributed on the interval 0 to 1. If we are given the density function f(x) of the desired distribution and can integrate this density function in closed form, the most direct way to get the desired set of random numbers {Ni) from a set of uniformly distributed random numbers, {«¿}, is to solve for A,-in the equation XNi f(x) dx.
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However, the number of cases where the integral can be evaluated and the resulting equation solved explicitly for A, is small, especially when such solution must be simple enough to be repeated the large number of times required for an extensive table. In some cases the density function f(x) may be approximated by some simpler function, a polynomial say, to afford an approximation of (1) which can easily be solved for Ni.
In some other cases there are special properties of the distribution of A7,-by which one is able to get the new set of numbers quite directly from the original set. One example is the normal distribution, or error function, a common distribution of random quantities encountered in physical problems. From the central limit theorem of probability we know that sums of uniformly distributed random variables will approach the normal distribution as the number of random variables 9 being summed becomes large. In practice, adding the uniformly distributed random numbers in relatively small blocks, on the order of 10, produces a satisfactory set of normally distributed random numbers for many physical applications. In other cases, especially where the extreme values of the distribution are important, such an approximation would not be satisfactory. When special methods are not available we can always fall back on a sampling method proposed by von Neumann [9] . This method is quite general and can be applied to any distribution for which the density function is known, although it is inefficient in some extreme cases.
2. Generating uniformly distributed random numbers. The problem here then is to find a suitable method for generating uniformly distributed random numbers, which we shall refer to simply as random numbers throughout the remainder of this paper. There are tables of random digits available, notably those of Tippett [8] , Kendall and Smith [3] , and the RAND Corporation's digits and normal deviates [11] . The loading and storage of such tables within a high speed computer is inefficient. Much to be preferred is a scheme for automatically generating a sequence of random numbers within the machine and to generate them as they are used rather than storing a large table of such numbers. This limits the possibilities to a numerical method, and several schemes have been proposed. Many of these are described by Votaw and Rafferty [10] , and Taussky and Todd [7] .
One of these methods is the mid-square method, wherein an n digit number is squared to produce a 2w digit number from which some middle n digits are taken for the next number and the process is repeated. The main drawback to this method is that undetected short cycles can occur. Forsythe [1] , exhibits several of these degenerate cases and indicates the probability with which each occurs.
In any practical scheme for generating random numbers it is impossible to avoid cycling. However, cycles as such are not necessarily undesirable;
for a sequence of 10 digit numbers that cycled with a period of 108, say, would provide an adequate supply of random digits before any number was repeated.
3. The method of congruences. The method of congruences, first proposed by Lehmer [5] , provides just this sort of sequence in which no undetected cycles can occur. Lehmer suggested generating a sequence {xn} from the recursion relation (2) x" = kxn-i mod m.
When k = 23 and m = 108 + 1, one can obtain 5,882,352 eight digit numbers before the sequence begins to repeat. It follows at once from elementary number theory that as long as k is chosen relatively prime to m, the first number in the sequence to be repeated must be the starting number Xo. Thus, cycling is easy to detect in a machine calculation of such a sequence.
Since the IBM 701 operates in the binary number system and carries numbers of 35 bits, we choose for our recursion relation ,,, xn = 23x"_i mod (235 + 1)
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The reduction modulo 235 + 1 can be accomplished by dropping all bits above the 35th in the product and subtracting this dropped portion from the remaining 35 bits. This can be done in a very few operations and the calculation of random numbers proceeds at high speed. A total of 172,900 of the 35 bit numbers were calculated and stored on tape in blocks of 100 in less than 20 minutes. Each number was checked for random machine errors by performing the calculation twice and was compared with Xo to check for cycling. A subsequent calculation verified that the cycle had a period of 1,034,040, the maximum possible for the modulus 236 + 1.
Juncosa [2] used a congruence method to generate random numbers but chose moduli of the form 2". Lehmer [6] points out that the low order digits are subject to short periods and suggested moduli of the form 2ß ± 1. However, Juncosa's choice of a large value of k is superior to the choice k = 23 as he thus avoids several successive small numbers when some x is very small or several successive large numbers when x is very large.
4. Analysis of random numbers. To test the randomness of a table of decimal digits Kendall and Smith [4] used four tests which they called the frequency test, serial test, poker test, and gap test. Because our numbers were generated as binary numbers and were to be used as binary numbers, we preferred to make the tests on the binary digits. The three tests actually performed on the binary digits are analogous to the first three tests proposed by Kendall and Smith. The gap test was not made because it could not be programmed to run on the machine at the same time that the other three were run.
The problem for which the random numbers were generated required 10 bit random numbers; so the analysis was carried out entirely on the 10 bit pieces of the 35 bit numbers, two successive 35 bit numbers making seven 10 bit numbers. Only the first 112,000 35 bit numbers were tested. The numbers were analyzed in blocks of 14,000 ten bit numbers using the following three tests.
Test I was merely a count of the number of times each of the 1024 different 10 bit numbers appeared in a block of 14,000. In block 19, which we have taken as a typical block, the minimum occurrence of any number was 5, and the maximum was 26. Test II was simply a count of ones ; and in block 19 there were 69,829 ones out of 140,000 digits.
Test III was the so-called poker test. A count was made of each of the eleven different combinations of zeros and ones in a 10 bit number. The theoretically expected distribution was the binomial distribution. In all the above tests the fit of the actual distribution to the theoretically expected was determined by calculating x2-The results of the tests for block 19 are shown in Table 1 . Table 2 summarizes the results of the three tests on each of the 28 blocks of 14,000 ten bit numbers. Certain blocks failed to pass one or more of the tests, notably block 13 which failed on both tests II and III. It should be noted here, however, that these tests are not independent ; for a set of numbers which contain more ones than zeros would tend to be biased in favor of the combinations containing more ones on the poker test.
Because one or two of the blocks of 14,000 numbers fail on certain tests does not mean that the entire set of 28 blocks must be rejected. In fact, out of 28 values of P we should expect some extreme values, and might even view the entire set with some suspicion if none appeared. To test whether or not the number of extreme values of P is more than could be expected in a set of 28 such values, a x2 test was made on each of the three distributions of P. The results are shown in Table 2 and appear satisfactory for all three tests.
In Table 3 is tabulated the total count of ones and the distribution of poker hands for the entire set of 392,000 ten bit numbers. The latter test yields P = .956 showing that the fit of the actual to the expected distribution of poker hands is almost too good to be truly random. 5. Conclusions. One conclusion we can draw from the results presented here is that the numbers as a whole are probably quite satisfactory for most purposes.
However, if a small quantity of random numbers, say 10,000, are to be used, we should avoid selecting them from a biased set such as block 13 in the above analysis.
If anything, the results of the tests are too close to the theoretically expected. Of the 28 blocks we find four values of P above the 95% level and three values below the 5% level on test II. This is more than twice as many as should occur in these regions. However, the number of blocks under consideration is small and the result of test II for the total of all 28 blocks is satisfactory. On the other hand, the distribution of the poker hands for the total of 28 blocks is sufficiently close generating and testing pseudo random numbers to the theoretical distribution to be considered borderline as far as randomness is concerned.
We should also remark here that there are more tests that could be made on these numbers. Some test analogous to the gap test proposed by Kendall and Smith should be made. Many other types of tests could also be made on these numbers. The reader is referred to Taussky and Todd [7] for a description of other tests that could be made as well as to the bibliography of that paper for further information on testing. Though the testing of the random numbers described here is by no means exhaustive, the numbers have been used successfully on Monte Carlo type solutions of problems on both digital and analog computing equipment.
