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RÉSUMÉ
Dans ce travail nous nous intéressons à l’estimation de la phase
polynomiale d’un signal affecté par un bruit multiplicatif et un bruit
additif. Nous montrons que si la moyenne du bruit multiplicatif
est non nulle, l’estimation de la phase est possible en utilisant
la transformée de phase polynomiale (TPP). En revanche cette
transformée se révèle inefficace dans le cas où la moyenne est nulle.
Pour palier à cette difficulté nous introduisons une extension de la
transformée polynomiale. Nous proposons une borne inférieure du
nombre d’échantillons à utiliser pour assurer une bonne estimation
de la phase. Nous calculons le biais et la variance de l’estimateur du
coefficient du plus haut degré de la phase et de ceux de l’estimateur
de la moyenne du bruit multiplicatif.
ABSTRACT
In this paper, we study the problem of phase estimation of a
polynomial phase signal affected by a multiplicative and an additive
noise. We show that in the case of a non-zero mean multiplicative
noise, the estimation of the phase is possible using the polynomial
phase transform. However this transform is not able to estimate the
phase in the case of a zero mean noise. To solve this problem,
we introduce an extension of the polynomial phase transform. We
propose a lower bound of the number of samples to be treated in order
to ensure an accurate estimation of the phase. We derive the bias and
the variance of both the estimator of the highest-order coefficient of
the phase and the estimator of the mean of the multiplicative noise.
1 Introduction
Diverses applications en traitement du signal font interve-
nir des signaux non-stationnaires et les méthodes classiques
d’analyse spectrale se révèlent inadaptées pour l’analyse de
tels signaux. C’est pourquoi des distributions non-linéaires,
fondées sur les statistiques d’ordre élevé, ont été introduites.
Les signaux non-stationnaires se rencontrent, par exemple,
dans le cas des radars à compression d’impulsions ou dans
le cas de signaux en provenance d’une source mobile. L’étude
d’un signal entaché d’effet doppler, sans hypothèses simpli-
ficatrices, se ramène à la détermination de la phase .t/ qui
apparaît dans l’expression du signal reçu. Dans le cas où .t/
est une phase polynomiale, plusieurs méthodes ont été déve-
loppées [1] [2] [4] [8]. Par ailleurs, dans certaines applications
(sonar, radar) le modèle du bruit additif est insuffisant car les
signaux sont parfois sujets à des perturbations d’amplitude [3]
[5] [6] [10]. Dans [6] les cumulants d’ordre quatre ont été uti-
lisés pour analyser des signaux sinusoïdaux modulés en ampli-
tude par un bruit gaussien, réel et stationnaire. Dans [3] l’ap-
proche paramétrique a été utilisée pour estimer la fréquence
d’une sinusoïde en présence de bruit multiplicatif. Une dis-
tribution dénommée le trispectre a été utilisée dans [5] pour
analyser des signaux modulés linéairement en fréquence et af-
fectés par des bruits multiplicatif et additif. L’approche cyclo-
stationnaire a été utilisée dans [10] pour l’analyse des signaux
à phase polynomiale (SPP) ayant des amplitudes aléatoires.
Dans ce papier, nous considérons que le modèle du signal
observé est :
y.n/ D b.n/e j.n/ Cw.n/; n D 1; :::; Ne (1)
où b.n/ est un bruit multiplicatif, w.n/ un bruit additif et
.n/ une phase polynomiale. Nous supposons que w.n/ est
blanc, circulaire, complexe, gaussien, centré, de variance  2w
et indépendant de b.n/ et l’on pose :
.n/ D
NX
iD0
ai.n1/
i (2)
où 1 est la période d’échantillonnage et N le degré de .
Le problème considéré dans ce papier peut être décrit
comme suit. Connaissant les observations fy.n/gNenD1, comment
peut on estimer les coefficients de la phase dans les deux
situations suivantes :
A1 b.n/ est un bruit blanc, réel et de moyenne mb non nulle.
A2 b.n/ est un bruit blanc, réel et centré.
Sous l’hypothèse A1, nous montrons que la transformée
de phase polynomiale (TPP), introduite dans [8] [2], peut
être directement utilisée pour estimer les coefficients de la
phase. Nous donnons une condition sur le nombre minimal
d’échantillons à traiter pour assurer une bonne estimation
du coefficient du plus haut degré de la phase. En outre,
nous déterminons le biais et la variance de l’estimateur du
coefficient aN et ceux de l’estimateur de la moyenne mb.
En revanche sous l’hypothèse A2, nous montrons que la
TPP ne peut pas être utilisée telle quelle pour estimer la
phase. Afin de palier à cette difficulté, nous proposons une
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solution qui consiste en une modification du noyau de la TPP.
Nous appelons le résultat de cette opération la transformée
de phase polynomiale modifiée (TPPM). Nous donnons une
borne inférieur sur le nombre d’échantillons à utiliser et nous
calculons le biais et la variance de l’estimateur du coefficient
aN D a2 dans le cas d’un chirp.
2 Bruit multiplicatif non centré
La TPP d’ordre N d’un signal complexe z.n/ est définie par
[8] [2] :
PN .z; ;  /,
NeÄ.NÄ1/X
nD1
NÄ1Y
kD0
Ikfz.n C .N Ä 1Ä k/ /gck eÄ jn1
(3)
où Ik[:] est l’opérateur identité si k est pair et l’opérateur
complexe conjugué sinon et ck ,
ÄNÄ1
k

. Dans toute la suite
nous prendrons pour le paramètre de retard  la valeur  D
Ne=N . Pour un SPP, d’amplitude unité, z.n/ D e j.n/, nous
avons [8] :
jPN .e j.n/; ;  /j D
 sin[0:5.Ne=N/.0 Ä /1]sin[0:5.0 Ä /1]
 : (4)
où 0 D N!aN .1/NÄ1. Comme conséquence immédiate
de (4), nous avons la propriété importante suivante :
arg max

jPN .e j.n/; ;  /j D N!aN .1/NÄ1: (5)
2.1 Analyse statistique de la TPP
Sous l’hypothèse A1, nous pouvons montrer que [7] :
E

PN .y; ;  /
 D  NÄ1Y
kD0
mck
!
PN .e
j.n/; ;  / (6)
où : m p D E[b p.n/].
Le moment d’ordre 1 de la TPP dépend uniquement des
moments du bruit multiplicatif b.n/, c’est à dire, en l’absence
du bruit additif w.n/, le résultat (6) reste toujours valable.
Comme conséquence immédiate de ce dernier résulat, nous
obtenons :
arg max

jE PN .y; ;  / j D N!aN .1/NÄ1: (7)
Ce résultat montre que le coefficient du plus haut degré aN
peut être déterminé à partir de l’abscisse de la raie spectrale
apparaissant dans jE PN .y; ;  / j. Les N autres coefficients
peuvent ensuite être déterminés de la manière suivante :
arg max

E Pk.yk.n/; ;  / D k!ak.1/kÄ1
arg

E

y0.n/
 D a0:
où yk.n/ D y.n/eÄ j
PN
iDkC1 ai .n1/
i
.
L’algorithme suivant résume le processus itératif décrit par
l’ensemble des équations précédentes sur la base d’une seule
réalisation de fy.n/gNenD1.
1) Initialisation m D N et y.m/.n/ D y.n/.
2) Choisir m D Ne=m et calculer Oam;P par :
Oam;P D
1
m!.m1/
mÄ1 arg max
Pm.y.m/.n/; ; m/ :
3) Faire y.mÄ1/.n/Dy.m/.n/eÄ j Oam;P .n1/m pour n D1; :::; Ne.
4) Faire m D m Ä 1. Si m > 1 aller en 2).
5) L’estimateur Oa0;P est donné par :
Oa0;P D arg
(
NeX
nD1
y.0/.n/
)
: (8)
Remarquons que cet algorithme est similaire à celui utilisé
pour l’estimation d’un SPP à amplitude constante. La valeur
estimée de a0 est donnée comme dans le cas de l’estimateur
du maximum de vraisemblance. Quant à la moyenne mb du
bruit multiplicatif b.n/, elle peut être estimée de la manière
suivante :
Omb D
1
Ne

NeX
nD1
y.0/.n/
 : (9)
Sous l’hypothèse A1 et avec le choix particulier de  , la
variance de la TPP est donnée par [7] :
var

PN .y; ;  /
 D Ne
N
 
NÄ1Y
kD0
m2ck
!
G. 2w; ck/ (10)
où :
G. 2w; ck/D
NÄ1Y
kD0
"
ckX
iD0

ck
i
2 m2ckÄ2i
m2ck
i ! 2iw
#
Ä 1: (11)
La variance de la TPP ne dépend pas des coefficients de la
phase, elle dépend du degré N , du nombre Ne d’échantillons,
des moments du bruit multiplicatif b.n/ et de la variance  2w
du bruit additif w.n/. La présence de b.n/ et w.n/ limitera
les performances de l’estimation du coefficient du plus haut
degré. Dans la pratique on se place souvent dans les conditions
suivantes [8] : 
NÄ1Y
kD0
m2ck
!
jPN .e j.n/; N!aN .1/NÄ1;  /j2
> 25 var

PN .y; ;  /

: (12)
Un simple calcul conduit à la condition suivante :
Ne > 25 N G. 2w; ck/ (13)
qui donne le nombre minimal d’échantillons à utiliser, pour
assurer une bonne estimation de aN , pour des valeurs données
du degré N , de la variance  2w et des moments de b.n/.
2.2 Analyse statistique de OaN;P
Le but de cette partie est de trouver la moyenne et la
variance de l’estimateur :
OaN;P D
1
N!.1/NÄ1
arg max

jPN .y; ;  /j
en fonction des moments du bruit b.n/, de la variance  2w
du bruit w.n/ et du nombre Ne d’échantillons. La méthode
utilise l’analyse en perturation au premier ordre exposée
dans [9], valable lorsque Ne tend vers l’infini. Ainsi nous
pouvons montrer [7] que E[ OaN;P ]  aN et que la variance
de l’estimateur est donnée par :
E[. OaN;P Ä aN /2]
6N2NC1
.N!/2 N2NC1e 1
2N H.
2
w; ck/ (14)
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où : H. 2w; ck/ D
1
m2
N
b
(
NÄ1Y
kD0
"
ckX
iD0

ck
i
2
m2ckÄ2i i !
2i
w
#
Ä
NÄ1Y
kD0
m2ck
)
: (15)
2.3 Analyse statistique de Omb
Lorsque le bruit b.n/ est gaussien, l’estimateur de la
moyenne mb est asymptotiquement efficace, c’est à dire qu’il
atteint la borne de Cramer et Rao, calculée dans les mêmes
conditions. En effet, nous avons :
Ombe j Oa0 D
1
Ne
NeX
nD1
y.0/.n/: (16)
En admettant qu’asymptotiquement
PN
mD1. Oam;PÄ
am/.n1/
m  1 nous pouvons écrire [7] :
log[ Omb]C j Oa0  log[mb]C ja0 C
1
mb Ne
NeX
nD1
.n/
C 1
mb Ne
NeX
nD1
eÄ j.n/w.n/Ä j 1
Ne
NeX
nD1
NX
mD1
am.n1/
m (17)
où : .n/ D b.n/Ä mb et am D Oam;P Ä am .
Ainsi nous obtenons :
Omb Ä mb 
1
Ne
NeX
nD1
.n/C 1
Ne
<
(
NeX
nD1
eÄ j.n/w.n/
)
: (18)
De ce résultat, en utilisant les propriétés statistiques de b.n/
et de w.n/, nous pouvons montrer [7] que E[ Omb]  mb et que
la variance de l’estimateur est donnée par :
E[. Omb Ä mb/2] 
 2w C 2 2b
2Ne
, CRBf Ombg: (19)
3 Bruit multiplicatif centré
Nous nous proposons maintenant de traiter le cas d’un bruit
multiplicatif centré. Sous cette hypothèse, nous avons [7] :
E

PN .y; ;  /
 D 0: (20)
Ce résultat montre que la TPP ne peut pas être utilisée telle
quelle pour l’estimation de la phase.
3.1 La TPP modifiée
Afin de résoudre le problème exposé précédemment, nous
proposons dans ce papier d’élever au carré le noyau de la TPP.
Une telle opération a pour objectif de laisser les puissances
paires et de faire disparaître les puissances impaires, respec-
tivement synonymes de moments pairs et impairs. Nous ob-
tenons une transformée appelée la TPP-modifiée (TPPM) et
notée MN .z; ;  /, soit :
MN .z; ;  /,
Ne=NX
nD1
NÄ1Y
kD0
Ikfz.n C .N Ä 1Ä k/ /g2ck eÄ jn1:
(21)
L’évaluation de la TPPM d’un signal z.n/ revient à l’éva-
luation de la TPP du carré du même signal. Les exemples sui-
vants illustrent la définition de la TPPM :
M1.z; ;  / D
NeX
nD1
z2.n/eÄ jn1 (22)
M2.z; ;  / D
Ne=2X
nD1
z2.n C  / Äz.n/2 eÄ jn1: (23)
M1.z; ;  / est la transformée de Fourier discrète du carré
du signal z.n/. M2.z; ;  / est la fonction ambiguïté du carré
du signal z.n/. En étendant les propriétés de la TPP à la TPPM,
nous pouvons établir :
arg max

jMN .b0e j.n/; ;  /j D 2N!aN .1/NÄ1: (24)
3.2 Analyse statistique de la TPPM
Sous l’hypothèse A2, nous pouvons montrer que [7] :
E

MN .y; ;  /
 D  NÄ1Y
kD0
m2ck
!
MN .e
j.n/; ;  /: (25)
Contrairement au résultat (20), qui met en évidence l’im-
possibilité d’utiliser la TPP, sous l’hypothèse A2, le résultat
(25) montre que le moment d’ordre 1 de la TPPM dépend uni-
quement des moments pairs du bruit multiplicatif b.n/, c’est
à dire en l’absence du bruit additif w.n/, le résultat (25) reste
toujours valable. La propriété suivante est une conséquence
immédiate de (25) :
arg max

jE MN .y; ;  / j D 2N!aN .1/NÄ1: (26)
Le coefficient aN peut être trouvé à partir de l’abscisse
de la raie spectrale apparaissant dans jE MN .y; ;  / j. Les
N autres coefficients peuvent être déterminés en utilisant les
mêmes principes développés précédemment dans le cas de la
TPP. L’algorithme suivant résume la méthode d’estimation des
coefficients de la phase en utilisant la TPPM.
1) Initialisation m D N et y.m/.n/ D y.n/.
2) Choisir m D Ne=m et calculer Oam;M par :
Oam;M D
1
2m!.m1/
mÄ1 arg max
Mm.y.m/.n/; ; m/ :
3) Faire y.mÄ1/.n/Dy.m/.n/eÄ j Oam;M.n1/m pour n D1; :::; Ne.
4) Faire m D m Ä 1. Si m > 1 aller en 2).
5) L’estimateur Oa0;M est donné par :
Oa0;M D
1
2
arg
(
NeX
nD1
[y.0/.n/]2
)
: (27)
Sous l’hypothèse A2 et avec le choix particulier de  , la
variance de la TPPM est donnée par [7] :
var

MN .y; ;  /
 D Ne
N
 
NÄ1Y
kD0
m22ck
!
G. 2w; 2ck/: (28)
De la même manière que la TPP, nous aboutissons à la
condition suivante :
Ne > 25 N G. 2w; 2ck/ (29)
1442
qui donne le nombre minimal d’échantillons à traiter pour
assurer une bonne estimation de aN , pour des valeurs données
du degré N , de la variance  2w et des moments pairs de b.n/.
Dans le cas d’un SPP à amplitude constante les conditions
(13) et (29) montrent que le nombre d’échantillons nécessaire
pour la TPPM est supérieur à celui intervenant dans la TPP
[7]. Cependant rappelons que la TPP est inefficace sous
l’hypothèse A2.
3.3 Analyse statistique de Oa2;M pour un chirp
Le but de cette partie est de trouver la moyenne et la
variance de l’estimateur :
Oa2;M D
1
41
arg max

jM2.y; ;  /j
en fonction des moments du bruit b.n/, de la variance  2w
du bruit w.n/ et du nombre Ne d’échantillons. De la même
manière que précédemment, nous pouvons montrer que [7]
E[ Oa2;M ]  a2 et que la variance de l’estimateur est donnnée
par :
E[. Oa2;M Ä a2/2] 
96
N5e1
4

m4
 4b
C 2
2
w
 2b
C 
4
w
 4b

 2w
 2b
C 1
2
 4w
 4b

: (30)
4 Conclusion
Dans ce papier, nous nous sommes intéressés au problème
de l’estimation de la phase d’un SPP affecté par un bruit
multiplicatif et un bruit additif. Nous avons montré, dans le cas
d’un bruit multiplicatif non centré, qu’il est possible d’utiliser
directement la TPP pour estimer la phase. Nous avons trouvé
le nombre minimal d’échantillons à traiter pour assurer une
bonne estimation de la phase et calculé le biais et la variance
de l’estimateur du coefficient aN . Nous avons aussi montré
que l’estimateur de la moyenne est asymptotiquement efficace.
Dans le cas où le bruit multiplicatif est centré, l’utilisation
de la TPP dans sa forme initiale ne permet pas d’estimer la
phase. Pour résoudre ce problème, nous avons proposé une
modification du noyau de la TPP. Cela nous a conduit à une
transformée modifiée qui permet l’estimation de la phase.
Nous avons ensuite établi une borne inférieur du nombre
d’échantillons à traiter pour assurer une bonne estimation de
la phase ainsi que le biais et la variance de l’estimateur de a2
dans le cas d’un chirp. Enfin, tous les résultats obtenus pour
la TPP, sont valables pour la fonction ambiguïté généralisée
introduite dans [1] [2].
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