Focusing attention on one speaker on the background of other irrelevant speech can be a challenging feat. A longstanding question in attention research is whether and how frequently individuals shift their attention towards task-irrelevant speech, arguably leading to occasional detection of words in a so-called unattended message. However, this has been difficult to gauge empirically, particularly when participants attend to continuous natural speech, due to the lack of appropriate metrics for detecting shifts in internal attention. Here we introduce a new experimental platform for studying the dynamic deployment of attention among concurrent speakers, utilizing a unique combination of Virtual Reality and Eye-Tracking technology. We created a Virtual Café in which participants sit across from and attend to the narrative of a target speaker. We manipulate the number and location of distractor speakers, manifest as additional patrons throughout the Virtual Café. By monitoring participant' eye-gaze dynamics, we studied the patterns of overt shifts of attention among the concurrent speakers as well as the consequences of these shifts on speech comprehension.
, Limited-Resources models hold that there are inherent bottlenecks for 17 linguistic processing of concurrent speech due to limited resources (Broadbent, 1958; Lachter 18 et al., 2004; Lavie et al., 2004; Raveh and Lavie, 2015) . The latter perspective reconciles 19 indications for occasional processing of distractor speech as stemming from rapid shifts of 20 attention toward distractor speech (Conway et al., 2001; Escera et al., 2003; Lachter et al., 21 2004 ). Yet, despite the parsimonious appeal of this explanation, to date there is little empirical 22 evidence supporting and characterizing the psychological reality of attention switches among 23 concurrent speakers. 24
Establishing whether and when rapid shifts of attention towards distractor stimuli occur is 25 operationally challenging since it refers to individuals' internal state that researchers do not 26 have direct access to. Existing metrics for detecting shifts of attention among concurrent speech 27 primarily rely on indirect measures such as prolongation of reaction times on an attended task 28 (Beaman et al., 2007) or subjective reports (Wood and Cowan, 1995) . Given these limitations, Figure 1 ). Each condition consisted of five 84 trials (~4 minutes per condition), and their order was randomized. The identity and voice of 85 the main speaker was kept constant throughout the experiment, with different narratives in each 86 trial, while the avatars and narratives serving as distractors varied from trial to trial. The 87 allocation of each narrative to condition was counter-balanced across participants, to avoid 88 material-specific biases. A training session was performed at the beginning of the experiment 89 to familiarize participants with the environment and the type of comprehension questions 90 asked. 91
Analysis of Eye-Gaze Dynamics: 92
Analysis of eye-gaze data was performed in Matlab, (Mathworks, Natick, MA) using functions 93 from the fieldtrip toolbox (fieldtriptoolbox.org) as well as custom-written scripts. The position 94 of eye-gaze position in virtual space coordinates (x,y,z) was monitored continuously 95 throughout the experiment. Periods surrounding eye-blinks were removed from the data 96 (250ms around each blink). Clean data from each trial was analyzed as follows: 97
First, we mapped gaze-positions onto specific avatars/locations in the 3D virtual scene. For 98 data reduction, we used a spatial clustering algorithm (k-means) to combine gaze data-points 99 associated with similar locations in space. Next, each spatial cluster was associated with the 100 closest avatar, by calculating the Euclidean distance between the center of the cluster and the 101 center of each avatar presented in that condition. If two or more clusters were associated with 102 looking at the same avatar, they were combined. Similarly, clusters associated with the 103 members of the distractor avatar-pairs (left or right distractors) were combined. If a cluster did 104 not fall within a particular distance-threshold from any of the avatars, it was associated with 105 looking at "the Environment". This resulted in a maximum of four clusters capturing the pertaining to gazing at / away-from the target speaker. One-way ANOVAs with repeated 117 measures were performed to test whether the Percent Gaze Time towards the target speaker or 118 the number of Gaze-shifts away from the target speaker were modulated by the type of 119 distraction (NoD, LD, RD, RLD). In addition, in order to assess the effect of eye-gaze location 120 on speech comprehension we calculated the Pearson correlation between performance on the 121 comprehension questions and the percent time spent looking at the target speaker, across 122 participants. 123
Analysis of Speech Acoustics relative to Gaze-Shifts 124
A key question is what prompts overt gaze-shifts away from the target speakers, and 125 specifically whether they are driven by changes in the acoustic input or if they should be 126 considered more internally-driven. Two acoustic factors that have been suggested as inviting To this end, we first calculated the temporal envelope of the speech presented in each trial 135 using a windowed RMS (30 ms smoothing). The envelopes were segmented relative to the 136 times where gaze-shifts away from the target speaker occurred in that particular trial (-400 to 137 + 200 ms around each shift). Since the number of gaze-shifts varied substantially across 138 participants, we averaged the gaze-shift-locked envelope-segments across all trials and 139 participants, within condition. The resulting average acoustic-loudness waveform in each 140 condition was compared to a distribution of non-gaze-locked loudness levels, generated 141 through a permutation procedure as follows: The same acoustic envelopes were segmented 142 randomly into an equal number of segments as the number of gaze-shifts in each condition 143 (sampled across participants with the same proportion as the real data). These were averaged, 144 producing a non-gaze-locked average waveform. This procedure was repeated 1,000 times and 145 the real gaze-shift locked waveform was compared to the distribution of non-gaze-locked 146 waveforms. We identified time-points where the loudness level fell above or below the particularly quiet or loud relative (relative to the rest of the presented speech stimuli). 149 good (mean accuracy 82%±3 across all conditions). Accuracy rates did not differ significantly 154 across conditions [F(3,75) =2.206, p=0.119; Figure 2 ]. 155
Eye-Gaze Patterns 156
No effect of audio-visual distraction on gaze patterns 157 
Individual Differences in Gaze Patterns and Link to Behavior 168
Despite the lack of differences in gaze-shift frequency across distraction conditions at the 169 group-level, there was substantial variability between participants in the number of gaze-shift 170 Figure 5C&D ). This 183 pattern suggests that individuals have characteristic tendencies to either stay focused or gaze-184 distractor speech (bottom row), gaze-shifts seem to have been preceded by a brief period of 201 silence (within the lower 5% tile ; red shading) between 200-300ms prior to the shift. This is in 202 line with an acoustic release-from-masking account, suggesting that gaze-shifts are prompted 203 by momentary gaps in the speech, and particularly when gaps in concurrent speech coincide-204 temporally (as seen here in the Single and Two Distractor conditions). Conversely, the 205 suggestion that attention-shifts are a product of exogenous capture by salient events in 206 Figure 6 : Correlation between the time spent gazing away from target speaker, averaged across all conditions, vs. performance accuracy on the comprehension task distracting speech does not seem to be supported by the current data, since the acoustics of the 207 distractor speech that participants shifted their gaze towards did not seem to contain periods 208 with consistently loud acoustics. We did however find increases in loudness of the target 209 speech acoustics near gaze-shift onset (within the top 5% tile ; red shading between -100 to 210 +50ms). 211
Discussion 212
The current study is a first and novel attempt to characterize how individuals deploy 213 overt attention in naturalistic audiovisual settings, laden with rich and competing stimuli. By 214 monitoring eye-gaze dynamics in our Virtual Café, we studied the patterns of gaze-shifts and 215 its consequences for speech comprehension. Interestingly, we found that the presence and 216 number of competing speakers in the environment did not, on average, affect the frequency of 217 gaze-shifts away from the target speaker, nor did it impair comprehension of the target speaker. 218
Rather, our results suggest that gaze-control under these conditions is highly individualized. 219
Participants displayed characteristic patterns of either staying focused on a target speaker or 220 sampling other locations in the environment overtly, regardless of the severity of the so-called 221 sensory distraction. Critically, the amount of time that individuals spent looking around the 222 environment and away from the target speaker was negatively correlated with speech 223 comprehension, directly linking overt attention to speech comprehension. We also found that 224 gaze-shifts away from the target speaker occurred primarily during gaps in the acoustic input, 225 
Is Attention Stationary? 231
An underlying assumption of many experimental studies is that participants allocate 232 attention solely to task-relevant stimuli, and that attention remains stationary over time. in the current study contributes to this endeavor. 242
We find that roughly 30% of participants spent over 10% of each trial looking at places in 243 the environment other than the to-be-attended speaker, across all conditions. Interestingly, this 244
proportion is similar to that reported in previous studies for the prevalence of detecting ones' 245 own name in a so-called unattended message (Cherry, 1953; Wood & Cowan, 1995) , an effect 246 attributed by some to rapid attention shifts (Beaman et al., 2007; Lachter et al., 2004; Lin and 247 Yeh, 2014) . Although in the current study we did not test whether these participants also 248 gleaned more information from distractors' speech, we did find that comprehension of the 249 target speaker was reduced in these participants. These results highlight the importance of 250 studying individual differences in attentional control and suggest that this may hold a key for 251 understanding some of the intriguing behavioral effects for partial processing of unattended 252 speech. 
Is eye-gaze a good measure for attention-shifts among concurrent speech? 265
One may ask, to what extent do the current results fully capture the prevalence of 266 attention-shifts, since it is known that these can also occur covertly (Petersen and Posner, 2012; 267 Posner, 1980) ? This is a valid concern and indeed the current results should be taken as 268 representing a lower-bound for the frequency of attention-shifts and we should assume that 269 attention-shifts are probably more prevalent than observed here. This motivates the future 270 development of complementary methods for quantifying covert shifts of attention among 271 concurrent speech, given the current absence of a reliable metrics. 272
Another concern that may be raised with regard to the current results is that individuals 273 may maintain attention to the target speaker even while looking elsewhere, and hence the gaze- for the locus of visuospatial attention (Gredebäck et al., 2009; Linse et al., 2017) . In multi-280 speaker contexts it has been shown that participants tend to move their eyes towards the 281 location of attended speech sounds (Gopher, 1973; Gopher and Kahneman, 1971) . Similarly, 
Listening between the Gaps -what prompts attention shifts among concurrent speech? 300
Besides characterizing the prevalence and behavioral consequences of attention-shifts 301 in audio-visual multi-talker contexts, it is also critical to understand what prompts these shifts. 302
Here we tested whether there are aspects of the scene acoustics that can be associated with 303 attention-shifts away from the target speaker. We specifically tested two hypotheses: (1) that 304 attention is captured exogenously by highly salient sensory events in distracting speech (Itti 305 Regarding the first hypothesis, the current data suggest that distractor saliency is not a 309 primary factor in prompting gaze-shifts. Since gaze-shifts were just as prevalent in the NoD 310 condition as in conditions that contained distractors and since no consistent increase in 311 distractor loudness was observed near gaze-shifts, we conclude that the gaze-shifts performed 312 by participants do not necessarily reflect exogenous attentional capture by distractor saliency. 313 This is in line with previous studies suggesting that sensory saliency is less effective in drawing 314 exogenous attention in dynamic scenarios relative to the stationary contexts typically used in 315 laboratory experiments (Smith et al., 2013) . 316
Rather, our current results seem to support the latter hypothesis that attention-shift are 317 prompted by momentary acoustic release-from-masking. We find that gaze-shifts occurred 318 more consistently ~200-250 ms after instances of low acoustic intensity in both target and distractor sounds, which is on-par with the initiation time for saccades (Gilchrist, 2011). This 320 pattern fits with accounts for comprehension of speech-in-noise, suggesting that listeners 321 utilize brief periods of unmasking or low SNR to glean and piece together information for acoustic-glimpsing framework is often used to describe how listeners maintain intelligibility 325 of target-speech in noise, it has not been extensively applied to studying shifts of attention 326 among concurrent speech. The current results suggest that brief gaps in the audio or periods of 327 low SNR may serve as triggers for momentary attention shifts, which can manifest overtly (as 328 demonstrate here), and perhaps also covertly. Interestingly, a previous study found that eye-329 blinks also tend to occur more often around pauses when viewing and listening to audio-visual 330 speech (Nakano and Kitazawa, 2010), pointing to a possible link between acoustic glimpsing 331 and a reset in the oculomotor system, creating optimal conditions for momentary attention-332
shifts. 333

Conclusions 334
There is growing understanding that in order to really understand the human cognitive 335 system, it needs to be studied in contexts relevant for real-life behavior, and that tightly 336 
