Streamflow in the Shiyang River basin is numerically investigated based on the soil and water assessment tool (SWAT). The interpolation precipitation datasets of GSI, multisource satellite and reanalysis precipitation datasets including TRMM, CMDF, CFSR, CHIRPS and PGF are specially applied as the inputs for SWAT model, and the sensitivities of model parameters, as well as streamflow prediction uncertainties, are discussed via the sequential uncertainty fitting procedure (SUFI-2). Results indicate that streamflow simulation can be effectively improved by downscaling the precipitation datasets. The sensitivities of model parameters vary significantly with respect to different precipitation datasets and sub-basins. CN2 (initial SCS runoff curve number for moisture condition II) and SMTMP (base temperature of snow melt) are found to be the most sensitive parameters, which implies that the generations of surface runoff and snowmelt are extremely crucial for streamflow in this basin. Moreover, the uncertainty analysis of streamflow prediction indicates that the performance of simulation can be further improved by parameter optimization. It also demonstrates that the precipitation data from satellite and reanalysis datasets can be applied to streamflow simulation as effective inputs, and the dependences of parameter sensitivities on basin and precipitation dataset are responsible for the variation of simulation performance.
INTRODUCTION
Precipitation is well accepted as one of the most important input datasets for streamflow simulation using hydrological models (Liang et al. ) . Generally, precipitation data can be obtained by ground stations, ground-based radars and remote sensing information. The precipitation data obtained by ground rainfall stations is accurate, but it is of heterogeneous spatial and temporal distributions due to the strong dependence on topography, wind direction, hill aspect and other regional factors (Price et al. ) . Meanwhile, the precipitation data used in the soil and water assessment tool (SWAT) is typically adopted from the precipitation stations that are nearest to the centroid of the sub-basin without considering spatial heterogeneity (Neitsch et al. ) , thus the spatial resolution of precipitation data is important for hydrological modelling. However, the sparse and heterogeneous spatial distribution of precipitation is difficult to evaluate accurately (Moine et al. ) .
To improve the precision of precipitation data, spatial interpolation methods such as simple algorithmic averaging, meteorological observations with respect to the nonlinear relationships between precipitation and topographical factors, e.g. elevation, longitude and latitude (Teegavarapu & Chandramouli ) . In recent years, due to the advantages of large spatial coverage, high spatial and temporal resolutions, and weak dependence on topographical conditions, meteorological data obtained from different sources, such as satellite and reanalysis, is extensively applied in the investigations on climate change, providing a new and feasible method to make up the disadvantages of observation data (Michaelides et al. ) . The satellite and reanalysis precipi- data is less than the error generated during the transition from precipitation to streamflow (Wyss et al. ) . Nevertheless, except for the serious system errors possessed by the precipitation data, the accuracy of the retrieved precipitation is relatively low due to the limitations of the physical theories and algorithms for obtaining the satellite retrieved precipitation (Wang et al. ) , and the uncertainty of precipitation input data will lead to the transfer and accumulation of uncertainty within different modules in hydrological models. For hydrological simulation at small scales, downscaling and deviation correction processing are usually applied to homogenize the spatial resolution of precipitation inputs (Wang et al. ) .
Moreover, parameter optimization is the most important procedure during hydrological simulation because a large number of parameters are involved as the establishment of the hydrological model (Beck ) , and every parameter is extremely crucial for the simulation results. Generally, model parameters are the comprehensive descriptions of the historical hydrological process and underlying surface properties (Beven & Binley ) , and these parameters are obtained directly or indirectly from the basin properties, hydrological data and parameter optimization. However, the spatial heterogeneity of parameters, the errors induced during the acquisition process of hydrological data, and the errors caused by the selections of optimization method or objective function will reduce the accuracy of hydrological simulation and introduce serious uncertainties to the parameter initial values (Beven ) . Meanwhile, the values of model parameters are highly related with each other and the phenomenon called 'parameters equifinality' occurs as a few groups of parameters correspond to the same fitting functions, which will increase the uncertainty of parameter values further. Therefore, the sensitivity analysis of model parameters is necessary to understand the effect of each parameter on simulation results during hydrological simulation (Jiang et al. ) . Parameters can be reasonably selected according to the parameter sensitivity obtained by sensitivity analysis, which will reduce the number of parameters required in the calibration process and improve the simulation efficiency. More importantly, the parameter uncertainty and the output uncertainty can be effectively decreased.
The Shiyang River basin is a typical arid area with sparse rainfall stations, so precipitation data with high quality is required to obtain satisfactory simulation results of streamflow based on the SWAT model in this basin.
In this study, the geographical spatial interpolation data of observed precipitation (GSI) and multisource precipitation datasets obtained by remote sensing and reanalysis, including TRMM, China Meteorological Forcing dataset (CMDF), CFSR, CHIRPS and PGF are specially considered as the input data for SWAT. Meanwhile, the multisource precipitation datasets are downscaled based on the GSI dataset, and the downscaled datasets are then applied to streamflow simulation to discuss whether it can be provided as the feasible precipitation input data or not.
The sensitivities and uncertainties of model parameters using the downscaled precipitation inputs are discussed with respect to their effects on the results of streamflow simulation, so the prediction uncertainty of streamflow is also encountered to obtain the influences of parameters on the simulation performance under multisource precipitation datasets.
DATA AND METHODOLOGY

Study area
As illustrated in Figure 1 , the Shiyang River basin is a typical arid inland basin that is located in Gansu Province (China) and covers an area of 41,400 km 2 . The study area consists of Table 1 .
Interpolation of observed precipitation
In this study, none of the rainfall stations is located at elevations higher than 3,000 m in the study area. 
where PCP is the annual precipitation (mm), N lon is the longitude of the rainfall stations, N lat is the latitude, and N ele denotes the elevation of the station (m).
Multisource datasets and downscaling
Satellite and reanalysis precipitation datasets including TRMM, CMDF, CFSR, CHIRPS and PGF were used in this study, and the detailed information of each dataset is summarized in edu/data/chirps/. Actually, the CHIRPS data includes the monthly precipitation climatology (CHPclim) data, the cold cloud duration (CCD) information, the TRMM 3B42 data (version 7), the atmospheric rainfall model (version 2) and the rain station data (Funk et al. ) . The PGF dataset, available at http://hydrology.princeton.edu/data.pgf.php, can be constructed using four datasets, including the NCEP reanalysis data, Climatic Research Unit (CRU) monthly precipitation data, Global Precipitation Climatology Project (GPCP) daily precipitation data and TRMM 3-hour real-time data (Sheffield et al. ).
As shown in Table 2 , these datasets are different in the spatial resolution that ranges from 0.01 to 0.3 , which may impact on the accuracy of streamflow simulation to different extents (Li et al. ) . Hence, the downscaling or deviation correction processing is performed to improve the accuracy of precipitation data (Cecinati et al. ) . For the downscaling process, the spatial interpolation data of precipitation (GSI) obtained via the method of geographical spatial interpolation is used as the base data. Then, the satellite and reanalysis precipitation datasets can be corrected at the spatial resolution of 0.01 by the offset adjustment factor as follows:
where R ij,radar is the precipitation on the jth day in month i recorded at the radar data location (mm), R ij,day is the precipitation on the jth day in month i recorded at the gauge station (mm), R i,radar is the average precipitation in month i obtained from the radar datasets, and R i,gauge represents the average precipitation in month i obtained from the gauge data.
Method of SUFI-2
The parameters considered in the Bayesian statistical theory are taken as a group of fuzzy variables which are related to the joint posterior probability density (He et al. ) .
Thus, the parameter uncertainty can be quantified by the posterior probabilities of model parameters, the prior information contained by model parameters and the information contained by input data (Misirli et al. ) .
Among the method of sensitivity and uncertainty analyses of parameters, SUFI-2 (sequential uncertainty fitting procedure, version 2) is an efficient global search algorithm for calibration, parameter optimization and uncertainty analysis with a low computational cost (between 500 and 1,500 model runs) (Abbaspour ) , and all of these can be achieved based on the SWAT-Calibration Uncertainty Programs (CUP) tool package. In SUFI-2, the parameter optimization is applied to a parameter set and the parameter uncertainties are (3) obtain the multiple combinations of parameters based on LH sampling, and the 95% prediction interval of each parameter is determined; (4) calculate the 95% prediction uncertainty (95PPU). During these processes, the sensitivity matrix is determined by:
where i is the group number of LH, j is the parameter number, C n 2 is the number of rows in the sensitivity matrix, Δb j is the jth parameter that needs to be calibrated, Δg i is the sensitivity of parameter. The Hessian matrix is calculated by:
The covariance matrix C is determined by:
where s 2 g is the variance of objective function after n simulations. Thus, the standard deviation and 95% confidence interval of parameter b j can be further determined by:
where b Ã j is the optimal solution of parameter b, and v is the degree of freedom (nÀm).
The sensitivity and significance of each parameter are evaluated by the t-value and P-value, respectively. The t-value describes the behaviour of a sample that is composed of a certain number of observations. The P-value tests the null hypothesis. If the P-value is <0.05, the null hypothesis is rejected, while the parameter impacts on the results with a 95% probability if the P-value equals 0.05. Moreover, a parameter with a large t-value and small P-value is suggested to be sensitive to streamflow (Abbaspour ) .
In this study, 25 parameters from five process categories, including groundwater, runoff, evaporation, channel and snow, are selected for the sensitivity and uncertainty analyses in SWAT, as listed in Table 3 , where the prefix 'v_'
indicates that the parameter value is replaced by a given value or an absolute change, and 'r_' indicates that the parameter value is either multiplied by 1 þ a given values or denotes a relative change. The initial parameter ranges are set according to the SWAT manual, as well as previous investigations in the literature (Arnold et al. ) .
Uncertainty of streamflow simulation
Generally, the uncertainties of the streamflow prediction introduced by driving variables (e.g. rainfall), model structure and model parameters data can be taken into account by the SUFI-2 algorithm. The prediction uncertainties are quantified by the prediction uncertainty bands, and it is evaluated by two factors, i.e. the P-factor and R-factor, among which the P-factor denotes the percentage of measured data covered by the 95% confidence interval (95% prediction uncertainty, 95PPU). The band width of 95PPU is given by:
where x is the simulation value of streamflow, k is the number of streamflow simulation, x l is the lower limit of 95PPU that corresponds to the 2.5% probability at the cumulative probability curve, and x u is the upper limit of 95PPU that corresponds to the 97.5% probability at the cumulative probability curve. It can be easily found that P-factor approaches to 1 if the observation data all locates within the 95PPU and thus d x approaches to 0. The R-factor, representing the thickness of the 95PPU envelope or the ratio of the average width of the 95PPU band to the standard deviation of the measured variable, is determined by:
where σ x is the standard deviation of streamflow observation data x. The value of R-factor shows the distribution property of simulated streamflow, i.e. the simulated streamflow distributes loosely with respect to the streamflow observations as the R-factor is large, in contrast, it distributes closely as the R-factor is small. In particular, the simulation results are totally consistent with observation data as P-factor equals 1 and R-factor equals 0, and for streamflow simulation, P-factor >0.7 and R-factor <1.5 are considered to be acceptable for prediction uncertainty (Abbaspour ).
SWAT model setup
SWAT is a hydrological model that has been proven to be able to obtain the detailed hydrological information in a basin (Silva et al. ) . In this study, streamflow is simulated by SWAT with an ESRI QGIS interface (Dile et al. ).
The modified Soil Conservation Service (SCS) curve number method is used to calculate the surface streamflow.
Snowmelt is estimated by the energy balance equation. In addition to the NS, the coefficient of determination (R 2 ) 
RESULTS AND DISCUSSION
Streamflow simulation and evaluation
Streamflow simulations of six sub-basins in the Shiyang
River basin based on SWAT model are performed using the GSI, original and downscaled satellite and reanalysis precipitation datasets. and 2(l), the performances of these models can be significantly improved after downscaling, which can also be observed from the NS values of these models shown in As can be found in Figure 4 , the sensitivities of most parameters vary significantly with respect to different subbasins and precipitation datasets. Thus it is impossible to obtain a general answer of parameter sensitivity ranking for all precipitation datasets, even in the same sub-basin.
However, among all the sensitivity parameters, due to the similarities in hydrological behaviour associated with similar geographic and climatic environments of different sub-basins, CN2 and SMTMP show the highest relative sensitivity for most of the sub-basins when using multisource precipitation datasets, which suggests that the surface runoff and snowmelt are of significant importance for the streamflow production in the Xida River, Dongda River, Xiying River, Jinta River, Zamu River and Huangyang River.
Uncertainty analysis of parameters
Furthermore, the uncertainty analysis of parameters obtained by the SUFI-2 procedure is also performed. The In the calibration period, it indicates that M TRMM has the smallest P-factor (i.e. 0.57) among all datasets, which means that only 57% of simulated streamflow is covered by the 95% streamflow prediction uncertainty band. The values of R-factor with respect to most dataset models are less than 1, which means that the streamflow simulation distributes closely with respect to the streamflow observations as the Rfactor is smaller than 1.5, except for the models using M GSI and M CFSR and it may be caused by the large uncertainty in simulating the streamflow peaks. Thus the prediction uncertainties using M CMDF , M CHIRPS and M PGF are acceptable.
While in the validation period, except for the model using CMDF where the P-factor is less than 0.7, the P-factor and R-factor values of other precipitation datasets are acceptable, indicating that the prediction uncertainties using M GSI , M CFSR , M CHIRPS and M PGF are acceptable.
Moreover, for both the calibration and validation periods, it is obvious that M CHIRPS and M PGF are able to achieve a good balance between the P-factor and R-factor, which shows acceptable and satisfactory uncertainties of streamflow predictions. However, in the validation period, some streamflow peak values in the 95PPU band are much lower than the observation data, except for M CHIRPS , which indicates that the prediction uncertainty near streamflow peaks in this basin is significant, which may be caused by the uncertainties of precipitation inputs that propagate to the uncertainties of streamflow prediction (Neitsch et al. ) . suggests that the surface runoff and snowmelt are of significant importance for the streamflow production in Shiyang River basin. Moreover, M CHIRPS and M PGF are able to achieve acceptable uncertainties of streamflow predictions after parameter optimization, but the prediction uncertainty at streamflow peaks are not found to be negligible.
CONCLUSIONS
