Abstract. In prior work, the author has characterized the real numbers a, b, c and 1 ≤ p, q, r < ∞ such that the weighted Sobolev space W It is also shown that the embeddings are always accounted for by multiplicative rather than just additive norm inequalities. These inequalities are natural extensions of the Caffarelli-Kohn-Nirenberg inequalities which, in their known form, are restricted to functions of C ∞ 0 (R N ) and do not incorporate supremum norms.
It is also shown that the embeddings are always accounted for by multiplicative rather than just additive norm inequalities. These inequalities are natural extensions of the Caffarelli-Kohn-Nirenberg inequalities which, in their known form, are restricted to functions of C ∞ 0 (R N ) and do not incorporate supremum norms.
Introduction
Throughout this paper, R N * := R N \{0}. Given d ∈ R, the measure |x| d dx on R N * can be extended to a measure on R N provided that the |x| d dx-measure of {0} is defined to be 0 (this must be specified if d ≤ −N ). If so, the space L s (R N ; |x| d dx), 0 < s < ∞, coincides with the space of Lebesgue measurable functions u on R N such that |x| Recently, the author has characterized all the real numbers a, b, c and 1 ≤ p, q, r < ∞ (1 ≤ p < ∞ and 0 < q, r < ∞ if N = 1) such that W 1,(q,p) {a,b} (R N * ) ֒→ L r (R N ; |x| c dx) where, as usual, "֒→" refers to continuous embedding, and shown that, with a single exception, this embedding is accounted for by a multiplicative inequality ( [10] ). This generalizes both the Sobolev embedding theorem in the unweighted case a = b = c = 0 and the Caffarelli-Kohn-Nirenberg (CKN) inequalities [2] The goal of the present paper is to show that, in a suitable form, the results of [10] can be extended when p and r are still finite but, roughly speaking, q = ∞, although the problem is trivial if this statement is taken literally. Indeed, since
is independent of a, the constant function u = 1 gives an example when u ∈ L ∞ (R N ; |x| a dx) and ∇u ∈ (L p (R N ; |x| b dx)) N irrespective of a, b, p, yet u does not belong to L r (R N ; |x| c dx) for any c ∈ R and 0 < r < ∞. Thus, no embedding is true when q = ∞ in (1.1).
The fact that the substitution q = ∞ in (1.1) produces a space independent of a suggests that this is not how W 1,(q,p) {a,b} (R N * ) should be defined when q = ∞. As we shall see, the "correct" definition is given by
equipped with the natural norm
As in the case of (1.1) when q < ∞, the space W
2). Once again, both spaces coincide when N ≥ 2 and b ≤ 0; see Remark 8.1.
Unlike
is not of the type u ∈ L s (µ) for some measure µ on R N or R N * and some 0 < s ≤ ∞. On the other hand, the space obtained by setting q = ∞ in (1.1) is recovered if and only if a = 0 in (1.2). Accordingly, a = 0 is necessary for any embedding. In particular, the results of this paper do not generalize a property already familiar in classical, unweighted, Sobolev spaces. They are special to weighted spaces with nontrivial (power) weights, although b = 0 is not ruled out.
Some notation must be introduced for the statement of the embedding Theorem 1.1 below, whose proof is the single purpose of this paper. As is customary, if 1 ≤ p < ∞, then 
In particular, θ c 0 = 0 and θ c 1 = 1 and, by (1.4), (1.5) and (1.6), 
where θ c is given by (1.4) and (1.5) .
The value r = ∞ is not included in Theorem 1.1. This case requires a different treatment and will be discussed elsewhere in a more general framework ( [11] ). It is plain that the restriction θ c ≤ p * r in (i) and (ii) is only relevant when p < N and r > p * .
To avoid misunderstandings, it should be stressed that if u is a distribution on R N whose restriction to R N * is in W 
that the integrability of |x| c |u| r is independent of whether u is viewed as a distribution on R N or R N * . The necessity of the conditions given in Theorem 1.1 is proved in the next section, where it is also shown that the inequality (1.8) in part (v) holds if the sufficiency of a = 0 together with (i), (ii) or (iii) is assumed (Corollary 2.2).
Since the norm (1.3) incorporates a supremum norm, a classical two-step approach to the sufficiency, first for some subclass of functions with bounded supports, followed by a denseness argument, is clearly hopeless in general 2) and p < r ≤ p * (Section 6, Theorem 6.3). All three proofs also rely upon various special cases of the main embedding theorem in [10] . Lastly, when 1 ≤ p < N and r > p * , the embedding is deduced from the case r = p * through a nonlinear "change of variable". The (necessary) restriction θ c ≤ p * r is crucial to the success of this procedure (Section 7, Theorem 7.3). The multiplicative inequalities (1.9) and (1.10) are proved in Theorems 4.2, 6.3 and 7.3.
When 1 ≤ r ≤ p (Sections 4 and 5), the embedding theorem is actually stronger than Theorem 1.1 since it proves the embedding into L r (R N ; |x| c dx) of the larger space
with the weaker norm
where, in (1.11) and (1.12), ∂ ρ u = ∇u · x |x| denotes the radial derivative of u (well defined for every distribution on R N * ). Thus, the embedding requires no integrability assumption about the first derivatives, except for the radial one. This is no longer true when r > p, when the embedding is only proved for the space W 1,(∞,p) {a,b} (R N * ). The multiplicative inequalities (1.8), (1.9) and (1.10) are extensions of the CKN inequalities [2] since, in addition to requiring u ∈ C ∞ 0 (R N ), the latter do not incorporate supremum norms. The same thing can be said of related inequalities of Maz'ya [6, Theorem 9] , [7, p.127 ] (see also the expanded text [8] ), more general but less explicit than the CKN inequalities.
1 It also fails when q < ∞, though for less obvious reasons; see [10] . 2 We shall not need a notation for the norm of W
As a more concrete example, the real numbers a, b and 1 ≤ p, r < ∞ such that W Even though the examples of Section 8 show that there is no doubt that the inequalities of this paper must be known for some values of the parameters, no systematic investigation seems to be on record, even for
and/or N = 1. On the other hand, for functions of C ∞ 0 (R N * ), the multiplicative inequalities, including those of [10] , hold for a wider range of parameters than stipulated in Theorem 1.1. No proof of this claim will be given here, but when p = q = r = 2 and c = a+b 2 − 1, a result of this type was recently obtained by Catrina and Costa [3] .
The last section of [10] explains, in broad terms, how the embedding theorem of that paper can be used to prove more general ones when the weights have powerlike singularities at a finite number of points and at infinity. The interested reader should have no difficulty to see how Theorem 1.1 above fits into that discussion.
Remark 1.1. Up to and including Section 4, the following will be used repeatedly:
In practice, this will be helpful to shorten proofs when two sets of assumptions about a and b are exchanged into one another by Kelvin transform.
Everywhere in the paper, C > 0 denotes a constant whose value may not be the same in different places. Also, ζ ∈ C ∞ 0 (R N ) is chosen once and for all such that 0 ≤ ζ ≤ 1, ζ(x) = 1 if |x| ≤ 
Necessity
In this section, we prove that the hypotheses of Theorem 1.1 are necessary in the more general case when r > 0 and N is arbitrary; recall r ≥ 1 is assumed in Theorem 1.1 when N > 1.
(ii) c does not belong to the closed interval with endpoints c 0 and c 1 . 
(v) c = c 1 and r < p.
Proof. 
(R N * ) since a > 0, ζ has compact support and ∇ζ has compact support and vanishes on a neighborhood of 0.
(v) The argument is different when ap − N = b − p and when
By Kelvin transform and part (i), it suffices to consider the case when a < 0. By
. Thus, ||u|| c 1 ,r ≤ C||∇u|| b,p by letting λ tend to 0 or ∞. In particular, this holds when u(x) = f (|x|) with f ∈ W 1,p
(R N * ) irrespective of a < 0, b ∈ R and p ≥ 1) and so ||f || c 1 +N −1,r ≤ C||f ′ || b+N −1,p for every such f. That it is not so when 0 < r < p is shown in the proof of [10, Theorem 2.
and a direct rescaling as above is inoperative. By
By choosing g = 0 and replacing g(s) by g(λs) with λ > 0, it follows that λ
, where I 1 , ..., I 4 > 0 are independent of λ > 0. This requires 1 r ≤ 1 p and so r ≥ p. In other words, the embedding cannot be continuous if r < p.
As a corollary, we find that when ap − N = b − p, the embedding is characterized by a multiplicative, rather than just additive, norm inequality: 
where θ c is given by (1.4) and (1.5) . The same property is true upon replacing W
and (2.1) by
Proof. In both cases, the sufficiency follows from the generalized arithmetic-geometric inequality. We prove the necessity for W 
in the closed interval with (distinct) endpoints c 0 and c
. In this inequality, replace u(x) by u(λx) with λ > 0 to get
2) holds, by letting λ tend to 0 or to ∞. Otherwise, (2.2) follows by minimizing the right-hand side of (2.3) for λ > 0. This changes C, which however remains independent of u even though the minimizer is of course u-dependent. In that regard, observe that if θ c > 0, it follows from (2.3) that u = 0 if ∂ ρ u = 0, once again by letting λ tend to 0 or to ∞. Thus, it is not restrictive to assume || |x| a u|| ∞ > 0 and ||∂ ρ u|| b,p > 0 in the minimization step.
The next corollary gives an additional necessary condition for the continuity of the embedding when r > p * . It is a simple matter to check that, together, Theorem 2.1 and Corollaries 2.2 and 2.3 imply that the hypotheses of Theorem 1.1 are necessary.
Background
In this section, we collect a few preliminary results needed at various stages of the proof of Theorem 1.1. The material in the first subsection is mostly taken from [10, Section 3] . A proof is given only for Lemma 3.2, not used in that reference.
where ω N is the volume of the unit ball of R 
loc irrespective of a, b and p. (i) By (3.1), t a f |u| is bounded on (0, ∞). Thus, lim t→∞ f |u| (t) = 0 if a > 0 and lim t→0 + f |u| (t) = 0 if a < 0.
(ii) Since u ∈ W 1,1 loc , then ∂ ρ |u| = (sgn u)∂ ρ u (as mentioned earlier). With this, the proof is trivial.
( 
,p is more delicate, but identical to the proof given in [10, Lemma 5.1] when, with the notation of that paper, r = p ≤ q < ∞ and u ∈ W 1,(q,p) {a,b} .
3.2.
A Hardy-type inequality. If α < −1 and 1 ≤ p < ∞, the inequality
holds for some constant C > 0 and every measurable function g ≥ 0 on (0, ∞). This is a special case of an inequality of Muckenhoupt [9] for general (compatible) weights. If α = −p with p > 1, Hardy's inequality is recovered.
The embedding theorem when r = p
Let d, b ∈ R and 1 ≤ p < ∞. In analogy with (1.11), we define the space 
{c,b} ) if one of the following conditions holds: (i) d and b − p are on the same side of −N (including −N ), d = b − p and c is in the semi-open interval with endpoints d (included) and b − p (not included). (ii) d and b − p are strictly on opposite sides of −N and c is in the semi-open interval with endpoints d (included) and −N (not included).
The conditions (i) and (ii) of the lemma are not necessary: There is a third option with no relevance to the issue of interest here. Case 
(ii) By Kelvin transform, it suffices to discuss the case when b−p < −N < ap−N. Let c ∈ (−N, ap − N ) be given. As in Case (i-2) above, it is plain that 
6.
The embedding theorem when p < r ≤ p * When r < p, the proof of Theorem 5.2 shows that W
This feature is no longer true when r > p, even when W
is replaced by the smaller space
. Accordingly, the strategy of proof will be different. We shall need two other special cases of the embedding theorem in [10] . For clarity, they are given in two separate statements. Lemma 6.1 is a rephrasing of parts (i) and (ii) of [10, Theorem 7.1] when "p < r = q ≤ p * " and the inequality in Lemma 6.2 below is proved in [10, Theorem 10.2]. 
, where (as in (1.4) ), c 1 =
{b−p,b} (R N * ). The conditions given in Lemmas 6.1 and 6.2 are not necessary, but they will suffice for our purposes. By part (i) of Theorem 4.2 with c replaced by
and so W and || |x|
Thus, everything is a routine verification if it is shown that ∇ |u| 
e., such that c = 0 is admissible in Theorem 1.1. We merely give the result and leave the routine (though somewhat tedious) verification to the reader. This verification is easier by using Theorems 4. ) is assumed, the integrability of |u| r near the origin (at infinity) is obvious. What is not obvious is that integrability at infinity (near the origin) is also true when the complementary condition about b holds. In (ii-3) and (iii-3), a = N r alone does not suffice for |u| r to be integrable near the origin or at infinity, so that both properties also depend upon the complementary condition b = pN
Below, we give more direct proofs of the sufficiency part of Theorem 8.1 in three simpler special cases. In these proofs, the role played by the integrability properties of ∇u (i.e., by the complementary condition referred to above) becomes more apparent and connections with (semi) classical results are revealed. On the other hand, the arguments depend upon the problem at hand and do not suggest a general procedure to prove Theorem 8.1, let alone Theorem 1.1, in any generality. Example 1. Let N = 1 and a = b = 1, p = r = 1. Clearly, the embedding properties are the same when R * is replaced by (0, ∞).
Since this assumption is unaffected by changing u into |u|, it is not restrictive to assume u ≥ 0. Then, u is locally absolutely continuous on (0, ∞) and the formula
′ for every 0 < α < β < ∞ shows that, indeed, u ∈ L 1 (0, ∞) since the right-hand side is bounded irrespective of α and β.
Example 2. More generally, still with N = 1, assume r ≥ p and
for some a > 0 and
Since a > 0, it follows from part (i) of Lemma 3.2 and from Lemma
On the other hand,
p by an inequality of Bradley [1] , [7, p. 40] generalizing the Hardy-type inequality (3.4), which gives again u ∈ L r (0, ∞). Suppose first that p < N and let u ∈ W 1,(∞,p) {a,0} (R N ) be given. By Sobolev's inequality, there is a constant C > 0 independent of u such that ||u − c|| p * ≤ C||∇u|| p for some c ∈ R. In addition, |x| a u ∈ L ∞ (R N ) with a > 0 implies that u tends (essentially) uniformly to 0 at infinity. Thus, c = 0, so that u ∈ L p * (R N ) and ||u|| p * ≤ C||∇u|| p . Not only this shows that (ii) suffices, but it also corroborates the inequality (1.8) (or (1.9)) of Theorem 1.1 when a = It only remains to prove the sufficiency of (i) when p ≥ N and 1 ≤ r < ∞. As before, a > N r implies that |u| r is integrable at infinity. Once again, let B denote the unit ball of R N and H j a finite collection of open hyperplanes such that ∪H j = R N * . The condition ∇u ∈ L p (R N ) implies ∇u ∈ L p (B ∩ H j ). Therefore, u ∈ W 1,p (B ∩ H j ) and so u ∈ L r (B ∩ H j ) by the Sobolev embedding theorem. As a result, u ∈ L r (B\{0}) = L r (B) and the proof is complete.
