The Fisher information J(X) of a random variable X under a translation parameter appears in information theory in the classical proof of the Entropy-Power Inequality (EPI). It enters the proof of the EPI via the De-Bruijn identity, where it measures the variation of the di erential entropy under a Gaussian perturbation, and via the convolution inequality J(X + Y ) ?1 J(X) ?1 +J(Y ) ?1 (for independent X and Y ), known as the Fisher Information Inequality (FII). The FII is proved in the literature directly, in a rather involved way. We give an alternative derivation of the FII, as a simple consequence of a \data-processing inequality" for the CramerRao lower bound on parameter estimation.
I. Introduction
The data processing inequality (or the data processing theorem) is used in information theory for proving the converse channel-coding theorem 4, sec. 5.3,5.4], 6, sec. 2. 8, 8.9] . This inequality asserts that if the random variables W ?X ?Y form a Markov chain in this order, then the mutual informations between them satisfy I(W; Y ) I(W; X): (1) In the special case where Y is given by a deterministic function of X, (1) becomes I(W; (X)) I(W; X); (2) with equality if W ? (X)?X form a Markov chain, e.g., if ( ) is an invertible function. The proof of (1) follows straightforwardly from the chain rule and the positivity of the mutual information 6].
The name \data processing inequality" apparently came from the analogy to the problem of optimal ltering. Suppose that W; X; Y are real variables. In analogy with (1) and (2) , it is clear and easy to verify that the conditional variance, i.e., the mean squared error of the conditional mean estimator of W, satis es the data processing inequalities VAR(W jY ) VAR(W jX) and VAR(W j (X)) VAR(W jX) (3) where VAR(W jX) = E W ? E(WjX)] 2 .
When the estimated quantity is a parameter (i.e., not a random variable), it is impossible to use the conditional variance as a measure for the goodness of the optimal estimator. Instead, it is common to use the Fisher Information matrix (FI) of the measurement X relative to the parameter vector , de ned as 10, 4, 6] J(X; ) = COV n @ @ ln f (X) 
where throughout the paper an inequality between (nonnegative de nite) matrices means that the di erence matrix is nonnegative de nite. As it turns out (see Lemma 3 below), the notion of data processing extends easily to the FI; if ? X ? Y satisfy a chain relation of the form f(x; yj ) = f (x)f(yjx) (i.e., the conditional distribution of Y given X is independent of ), then we have the data processing inequality J(Y; ) J(X; );
whose deterministic version (in analogy with (2)) is J( (X); ) J(X; ):
Equality in (7) holds if (X) is a su cient statistic relative to the family ff (x)g, i.e., ? (X)?X form a chain 6, sec. 2.10] 1 .
In the context of information theoretic inequalities, e.g., in the derivation of the Entropy Power Inequality (EPI), there appears a special form of the FI matrix, namely the FI of a random vector with respect to a translation parameter
where f(n) is the density function of the vector N (which is independent of ), and J(N) is a square matrix whose dimension equals that of N; see 3, 8, 4, 6] . Unlike the general case (4), this form of the FI is a function of the density of the random vector alone, and not of its parameterization 2 .
The FI under translation (8) exhibits some well known properties 1, 7] , e.g., J(AN) = A ?t J(N)A ?1 (9) for any non-singular square matrix A, and J(N) COV(N) ?1 (10) with equality i N is Gaussian. Another property which is of particular interest for us is a con- 
with equality i N 1 and N 2 are Gaussian. Vector, matrix and \convex" versions of (11) exist in the literature 8, 7] , some of which will be mentioned in the sequel. The FII (11) Existing proofs of the FII (11) 3, 4] involve a direct calculation of the convolution of the densities of N 1 and N 2 and application of the Cauchy-Schwartz inequality, and they are rather technical.
In this paper we show that the FII follows from the Fisher information data processing inequality given in (7) . We derive the FII by applying the data processing inequality to a suitable linear model 2 In some references the FI of N is de ned as K(N) = tracefJ(N)g. In our proof we consider a generalized form of the FII (11), namely, the matrix form of the FII, which was presented originally in 16, 15] . The new derivation of the FII (11) 
II. Derivation of Results
In this section we prove a matrix form of the FII using the Fisher information data processing inequality (7). For completeness we give also a proof for ineq. (7), for which we could not nd a reference in the literature. We then show that the matrix form of the FII implies the form in (11).
The derivation follows a sequence of lemmas. Below we assume that ff (x; y)g is a family : (13) Note that the argument of the rst expectation in (13), J(Y ; jX = x), is the FI of Y relative to , calculated with respect to the conditional density of Y given a speci c value X = x. is given by the sum in the right hand side of (12), plus a cross term which is twice
where the right hand side follows by iterating the expectation. This cross term is zero since the inner expectation in the right hand side of (14) 
with equality if (X) is a su cient statistic relative to the family ff (x)g, e.g., if ( ) is an invertible function.
Proof: By Lemma 2 we have J( (X); ) J( (X); X; ) = J(X; ), where the second equality follows from the chain rule (12) since (X) is deterministic given X thus J( (X); jX) = 0. The inequality becomes equality if J(X; j (X)) = 0, i.e., if (X) is a su cient statistic. We thus proved that the FII follows from the Fisher information data processing inequality.
Furthermore, the FII corresponds to the loss in CRB due to \ ltering" in a certain linear additivenoise model for parameter estimation. This loss is due to the non-Gaussianity of the noise and vanishes if the noise is Gaussian. A certain drawback in this alternative derivation of the FII is that the necessity of the equality condition does not follow easily, and requires some additional e ort.
See Proposition 3 in the next Section.
III. Additional Results Regarding the Matrix Form of the FII
For completeness, we review below additional results regarding the matrix form of the FII, some of which appeared elsewhere. We start with a convex-matrix form of the FII (11) Under these quite natural assumptions, one may wonder how does the quality of the estimation vary with n and with the noise properties, and how much do we loose (do we?) for applying the projection operation P prior to estimation.
In order to isolate the e ect of the SNR on the performance, we introduce a noise gain parameter One simple implication of (29) is that without pre ltering the total FI increases linearly with the number of the measurements. The same is true even after projection by P if the measurement noise is Gaussian. However, for non-Gaussian noise projection causes a loss of FI whenever m y < n.
Thus, from the FI / CRB point of view, the optimal estimator cannot be decomposed into projection followed by non-linear processing.
This phenomena can be explained by the tendency towards Gaussianity of the sum of independent random variables. Projection, which is a non invertible linear transformation, makes the residual noise more Gaussian and thus less favorable for estimation. A similar phenomena causes increase of entropy after non invertible ltering 9, 16].
In 14] we suggested another way to interpret (29), namely, as an accuracy-quantity tradeo relation. Notice that 1= 2 represents the accuracy (or the resolution) of the measurements. Thus without pre ltering, keeping the quantity / accuracy product n= 2 xed keeps the FI constant.
The same is true for a Gaussian noise even after (appropriate) pre ltering, but not true when the noise is not Gaussian. Thus, if pre ltering (projection) is used prior to estimation in the presence of a non-Gaussian noise, it is better to take few accurate measurements than many noisy ones.
