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Chapter 1: Theoretical description of Bose-Einstein condensates
In this chapter, we discuss the fundamental theoretical description of non-
interacting Bose-Einstein condensates (BEC) and interacting Bose-Einstein conden-
sates.
The non-interacting BEC section (Sec. 1.1) starts from the difference in the
description of particles between classical mechanics and quantum mechanics. In-
distinguishability and the exclusion principle of identical quantum particles lead to
dramatically different statistical properties from classical particles. Next, I briefly
discuss the exchange symmetry along with the reason why it is related to particles’
spin. After the discussion of exchange symmetry, I derive Bose-Einstein statistics
and discuss how it leads to non-interacting BECs.
In the many-body BEC section (Sec. 1.2), I first introduce the second quanti-
zation description of many-body systems. Next, by making the mean-field approxi-




1.1.1 Classical description of particles
Classical mechanics originate from Newtonian mechanics and have different
but equivalent formulations. It assumes the position and velocity of an object can
be measured and kept track of at any time. The dynamics of an object or a system of
objects can be sufficiently described by their positions and velocities. For example,
in one of the equivalent formulations, Hamiltonian mechanics [1], a classical system
is described by a set of canonical coordinates ~r = (~p, ~q). Here ~p = (p1, p2, · · · , pN)
and ~q = (q1, q2, · · · , qN), they are indexed by the N-dimensional frame of reference
of the system. Hamiltonian H = H(~p, ~q, t) is a function of canonical coordinates and












Both ~p and ~q evolve with equation 1.1 deterministically and for a system of classical
particles, each particle’s trajectory can be traced during evolution, making them
distinguishable from each other.
In classical statistical mechanics, the Maxwell-Boltzmann statistics describes
the distribution of non-interacting particles in thermal equilibrium over energy






Here, gi is the degeneracy of energy state εi, µ is the chemical potential which can be
obtained from the conservation of particle number. kB is the Boltzmann’s constant
and T is temperature.
1.1.2 Quantum description of particles
Quantum mechanics, formed by six postulates, is very powerful in explaining
modern experiments in atomic, molecular, optical, and condensed matter physics
and so on. It also introduces counter-intuitive concepts such as photons, matter-
wave, and Pauli’s exclusion principle. These concepts can not be well explained
without a good understanding of the postulates.
As the first postulate states, a particle is described by its quantum state |Ψ(t)〉.
|Ψ(t)〉 contains all the information about the particle and can be represented by pro-
jecting it in any complete basis. For example, Ψ(r, t) = 〈r|Ψ(t)〉 is defined as the
spatial wave function of the particle. Since spatial states {|r〉} form a complete
basis, wave function Ψ(r, t) is sufficient to represent state |Ψ(t)〉. Similarly, project-
ing Ψ(t) in the basis of {|p〉}, we can define wave functions in momentum space
Ψ(p, t) = 〈p|Ψ(t)〉. As postulate four states, for a particle in state |Ψ(t)〉, without
measurements, the information associated with the classical variables r and p are the
probability of the particle being in position r and momentum p. It is not possible to
know the position and momentum of the particle without measurements. Moreover,
as postulate five states, immediately after the measurement of an observable, the
state collapse to an eigenstate of the observable, meaning after a measurement, the
3
particle’s state may be changed.
1.1.3 Distinguishability
For a group of identical quantum particles, their spatial states can overlap at
any time. And when they do, the lack of information about their positions and
the inability to do measurements without changing their states make it in principle
impossible to track the particles. And thus, in quantum mechanics, identical parti-
cles are indistinguishable. This indistinguishability has a fundamental effect on the
statistics of quantum particles.
1.1.4 Exchange symmetry of identical particles
For a group of identical particles, the many-body state describing the system
should not have any measurable difference exchanging any two particles of them.
In quantum mechanics, a state is determined up to a phase factor. For a state
|Ψ(t)〉, eiθ |Ψ(t)〉 does not have any measurable difference for any θ ∈ R. So for
a two-particle state |ψ1ψ2〉, exchange the two particles, in the most general case,
the two-particle state should become eiθ |ψ2ψ1〉. People may argue that exchanging
particles twice the state should return, ei2θ = 1, but it is not rigorous. It was
introduced as symmetry postulate that eiθ can only take the value of +1 or −1,
meaning the two-particle state can only be symmetric or anti-symmetric. It has
deep consequences in particle statistics and is in good agreement with experimental
facts. However, its theoretical justification remains unclear. In 1977, J.M.Leinass
4
and J.Myrheim introduced in their paper [2] a quantization formalism, in which the
restriction on wave function to be either symmetric or antisymmetric appears in a
natural way, without having to add any additional constraints. However, this is true
only when space is at least three-dimensional. In one or two dimensions, eiθ can
take other values. Frank Wilczek invented the term ”anyon” to describe this kind
of particle and they are important in understanding the fractional quantum Hall
effect.
1.1.5 Bosons, Fermions and spin statistics
In three dimensional space, particles’ wave function can only be symmetric
or anti-symmetric. The symmetry of the wave function is determined by the par-
ticles’ spin. A particle is called Boson if it has an integer spin and Fermion if it
has a half-integer spin. In consequence, the wave functions of Bosons and Fermions
are symmetric and anti-symmetric, respectively. The spin statistics theorem is first
formulated in 1939 by Markus Fierz [3] and rederived in a more systematic way in
1940 by Wolfgang Pauli [4]. A more conceptual argument was provided in 1950 by
Julian Schwinger. It is fascinating and very non-intuitive how particles’ spin de-
termines their exchange symmetry. As Feynman commented in his book Feynman
Lectures on Physics [5]: An explanation has been worked out by Pauli from compli-
cated arguments of QFT and relativity. But we have not found a way of reproducing
his arguments on an elementary level. This probably means that we do not have a
complete understanding of the fundamental principle involved.
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1.1.6 Bose-Einstein statistics and non-interacting BEC
Quantum statistics differ from classical statistics in two aspects, indistin-
guishability and exchange symmetry.
For a two-particle wave function ψ(r1, r2), if the two particles are Fermions,
they can not occupy the same state. ψ(r1, r2) = −ψ(r2, r1), if ψ(r1, r2) = ψ(r2, r1),
ψ(r1, r2) = 0. For Bosons, this is not the case. Any number of Bosons can occupy
the same state and the system has the lowest energy when all the Bosons are in the
ground state.
The Bose-Einstein distribution can be derived from the principle of maximum
entropy. A Boson system with N particles are distributed to states {|εi〉}, each state





(ni + gi − 1)!
ni!(gi − 1)!
. (1.3)
Maximizing Ω({ni}) under the constraints
∑
i ni = N and
∑




exp{−α− βεi} − 1
, (1.4)
α and β are the Lagrange multipliers. From constraints
∑
i ni = N and
∑
i niεi = U ,
it can be determined α is chemical potential µ over kBT and β is −1/kBT where kB
is Boltzmann constant and T is temperature.
To find out how does this distribution lead to Bose-Einstein condensates, we
need to revisit the constraints. For a system of particles in a box of volume V. The
6








Replacing the sum in
∑









exp{(ε− µ)/kBT} − 1
dε = N (1.6)






exp{(ε− µ)/kBT} − 1
dε (1.7)
For Eq. (1.6) to hold, I(µ) should be a constant, and µ should be a function of T .
As T decreases, µ should increase to keep I(µ) constant. But µ can not go positive
because in that case, for states εi − µ < 0, ni will be negative. So as T decreases to
some critical temperature Tc, µ increases to 0 to keep I(µ) constant. As T continue









exp{(ε− µ)/kBT} − 1
dε < N (1.8)
Where are the missing particles? The answer is they are condensed in the ground
state with zero energy. If we look at the density of state g(ε), it is zero for the
ground state. When T is high, the number of particles that are in the ground state
is negligible, so the integral counts all the particles and equals N . When T < Tc, µ
is zero, a significant amount of particles start to occupy the ground state, and the
missed particles will cause the loss of atoms counts.









where η(x) is Riemann zeta function. And it can be shown the fraction of particles








1.2 Manybody BEC system
1.2.1 Second quantization
An interacting system can be described by the second quantization Hamilto-
nian. In the second quantization framework, particles in a system are described by
creation and annihilation operators on the basis of many-body Fock states. Creation
operators â†k creates a particle in the Fock state |n1, . . . , nk, . . .〉 while annihilation
operators âk annihilates a particle in the Fock state |n1, . . . , nk, . . .〉.
â†k |n1, . . . , nk, . . .〉 =
√
nk + 1 |n1, . . . , nk + 1, . . .〉
âk |n1, . . . , nk, . . .〉 =
√
nk |n1, . . . , nk − 1, . . .〉
(1.11)


































ψ̂†(~r) and ψ̂(~r) creates and annihilates a particle at spatial coordinate ~r. Operator
N̂k = â
†
kâk counts the number of particles in the momentum state |k〉. The two-
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where Vij is the interaction between particles in states |i〉 and |j〉. From the orthogo-
nality of Fock states and Pauli’s exclusion principle, we can derive the commutators










where [A,B] = AB −BA is the commutator of operators A and B. For Fermions,
{âi, â†j} = δij




where {A,B} = AB +BA is the anti-commutator of operators A and B. With the
change of basis, we can also obtain the commutation and anti-commutation relations
of field operators ψ̂(~r) and ψ̂†(~r). For Bosons,
[ψ̂(~r ′), ψ̂†(~r ′′)] = δ3(~r ′ − ~r ′′)
[ψ̂(~r ′), ψ̂(~r ′′)] = [ψ̂†(~r ′), ψ̂†(~r ′′)] = 0.
(1.16)
For Fermions,
{ψ̂(~r ′), ψ̂†(~r ′′)} = δ3(~r ′ − ~r ′′)
{ψ̂(~r ′), ψ̂(~r ′′)} = {ψ̂†(~r ′), ψ̂†(~r ′′)} = 0.
(1.17)








jVij âj âi, (1.18)
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which is valid for both Bosons and Fermions.






+ V̂ (r̂i) + V̂int (1.19)















dr′dr′′dr′′′dr′′′′Ψ̂†(r′)Ψ̂†(r′′) 〈r′r′′|V̂int|r′′′r′′′′〉 Ψ̂(r′′′)Ψ̂(r′′′′) (1.21)
1.2.2 GPE of scalar BEC
For dilute and cold gases, it is proper to approximate the interactions between
atoms with two-body collisions. At low energy, the two-body collision interactions
can be represented by the s-wave pseudopotential which is characterized by s-wave
scattering length.
V̂int = gδ(r
′ − r′′), (1.22)




































∇2 + V̂ (r) + gΨ̂†(r, t)Ψ̂(r, t)
]
Ψ̂(r, t)
Bogoliubov formulated the mean-field approach [6] to solving the cold dilute
gases system by expanding the field operators to the first order,
Ψ̂(r, t) = Ψ(r, t) + δΨ̂(r, t) (1.26)
Ψ(r, t) is the mean-field, the expectation value of field operator Ψ̂(r, t), Ψ(r, t) =〈
Ψ̂(r, t)
〉
. And δΨ̂(r, t) is the excitation term which describes the variation of the
field operator around its expectation value. Ψ(r, t) is a classical field and is often
called the wave function of the condensate. When excitation is small and can be









∇2 + V (r) + g|Ψ(r, t)|2
]
Ψ(r, t) (1.27)
This equation is known as the Gross-Pitaevskii equation (GPE) which is de-
rived by Gross [7] and Pitaevskii [8] independently.
To obtain the ground state of the condensate, we can write the function Ψ(r, t)






∇2 + V (r) + g|ψ(r)|2
]
ψ(r) (1.28)
µ is chemical potential and is subject to the conservation of particle numbers
∫
dr|ψ(r)|2 = N (1.29)
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At low temperature, T  Tc, the chemical potential of the system is dominated
by the interaction energy which is much larger than the kinetic energy, since the
majority of atoms are in their ground states |k = 0〉. By making the Thomas-Fermi







This is the Thomas-Fermi wave function and given external potential V (r), chemical
potential µ can be calculated under the constraint of atom-number conservation.
1.2.3 GPE of spinor BEC
When we add the spin degree of freedom, we need to consider the spin-
dependent potentials and the spin-spin interactions in the two-particle scattering
processes. The two-body interaction takes the form
V̂int(r1, r2) = (c0 + c2 ~F1 · ~F2)δ(r1 − r2) (1.31)
The total angular momentum is conserved in the processes of two spinor collisions.
And for two spin-1 particles, their total angular momentum F can be 0 or 2, cor-
responding to scattering channel 0 and channel 2. The sign of the coefficient c2
determines whether the system is ferromagnetic (FM) or anti-ferromagnetic (AFM).
The s-wave pseudo-potential for both channels is
V Fint(r, r








and F ∈ {0, 2}, aF is the scattering length. To calculate the coefficients c0 and c2,
we need to project the two spin states to the total spin states.




































|F,mF 〉〈F,mF | (1.36)
projects the two-body angular momentum states onto the total angular momentum
basis.




































Ψ̂m2(r) + V̂int. (1.39)
Ûm1,m2(r) can be any spin dependent potential. For example, Raman coupling is
widely used in a BEC system as one way to realize the spin-orbit coupling. Intu-
itively, in a two-photon process, a particle in the spin state |mF 〉 absorbs a photon
13
with momentum kR and emits a photon with momentum −kR. The spin state
jumps to |mF + 1〉 and acquires momentum 2kR. In the reverse process, it jumps
from |mF + 1〉 to |mF 〉 and acquires momentum −2kR. States |k + 2kR,mF + 1〉
and |k − 2kR,mF 〉 are coupled.
























ÛmF ,−1ψmF + c0nψ−1 + c2(n−1 + n0 − n1)ψ−1 + c2ψ∗1ψ0ψ0
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Chapter 2: Laser cooling and trapping of neutral atoms
Laser cooling techniques eventually lead to the observation of BECs in 1995.
The first BEC was created by Eric Cornell, Carl Wieman, and co-workers at JILA
on 5 June 1995 [10]. They cooled a dilute vapor of approximately two thousand
87Rb atoms to below 170 nK using laser cooling and magnetic evaporative cooling.
About four months later, an independent effort led by Wolfgang Ketterle at MIT
condensed 23Na [11]. The achievements of laser cooling and trapping won laser
cooling pioneers Steven Chu, Claude Cohen-Tannoudji, and William D. Phillips the
1997 Nobel Prize in Physics. And Cornell, Wieman, and Ketterle won the 2001
Nobel Prize in Physics for their observations of BECs.
After more than twenty years, the research field of cold atoms is prosperous.
The development of laser cooling techniques has made it possible to make stable and
reliable BECs. The highly controllable optical and magnetic potentials, the tunable
interaction between particles, and precision measurement techniques have made the
BEC system a great platform for quantum simulation and quantum computation.
The Nobel Lecture of W. D. Phillips, Laser cooling and trapping of neutral
atoms [12] tells a great story of the development of laser cooling techniques since
the late 1970s. It is recommended for readers who not only want to learn the
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laser cooling techniques but also take a close view of how researchers approach new
physics and technology. It is aspiring to learn the mature technology that cold atom
researcher uses on a daily basis nowadays results from the intelligence, efforts, and
persistent pursuit of the early generations of physicists.
In this chapter, we use 87Rb as an example. Start from its energy levels, its
interaction with the light and the magnetic field, and then discuss the laser cooling
techniques that are essential to make BECs.
2.1 Hyperfine Structures
2.1.1 Energy Level Splitting
The energy splitting of 87Rb ground state and the first excited state can be
found in Fig. (2.1) from [13], it is a great source of 87Rb D lines data.
For the ground state of 87Rb, the quantum number of orbital angular momen-
tum L is 0 and the first excited state L = 1. When we consider the spin of the single
electron in the outer shell of the atom, S = 1/2, and the interaction between spin
and orbital angular momentum L · S, the excited state splits into a fine-structure
doublet. The eigenvalue of total electron angular momentum
J = L + S (2.1)
becomes a good quantum number. For the ground state, L = 0, S = 1/2, and
J = 1/2. The ground state is labeled as 52S1/2 where the atomic states are described
16
by term symbols of the form
2S+1LJ . (2.2)
The interaction between the spin and the orbital angular momentum splits the
excited state into doublet 52P1/2 and 5
2P3/2. The transition between the ground
state and the excited state is split into two lines, D1 line(52S1/2 → 52P1/2) and D2
line (52S1/2 → 52P3/2).
Accounting for nuclear angular momentum I, the states further split into hy-
perfine states and are represented on the basis of the total angular momentum
F = J + I. (2.3)
The quantum number of the nuclear spin of 87Rb is 3/2, as shown in Fig. (2.1),
the 87Rb ground state 52S1/2 splits into hyperfine states |F = 1〉 and |F = 2〉. The
excited state 52P1/2 splits into hyperfine states |F = 1〉 and |F = 2〉. And the excited
state 52P3/2 splits into hyperfine states |F = 0〉 , |F = 1〉 , |F = 2〉 and |F = 3〉. The
Hamiltonian that leads to the hyperfine split consists of magnetic dipole interaction
and electric quadrupole interaction,
Ĥhfs = AhfsI · J +Bhfs
3(I · J)2 + 3/2I · J− I(I + 1)J(J + 1)
2I(2I − 1)2J(2J − 1)
. (2.4)
Here Ahfs is the magnetic dipole constant and Bhfs is the electric quadrupole con-





3/2K(K + 1)− 2I(I + 1)J(J + 1)
2I(2I − 1)2J(2J − 1)
(2.5)
where
K = F (F + 1)− I(I + 1)− J(J + 1). (2.6)
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The numerical results of hyperfine states energy can be found in Fig. (2.1), they are
calculated given the experimental measurement of Ahfs and Bhfs [14–16].
780.24 nm
384.23 THz





















Figure 2.1: Energy splitting of the 87Rb ground state and the first excited state.
2.1.2 Zeeman splitting of 87Rb hyperfine ground states
The angular momentum of 87Rb interacts with the external magnetic field
and the hyperfine states split into sub-states. Here we use perturbation theory to
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calculate the energy of each sub-states of 87Rb ground state.
For the 87Rb ground state, J = 1/2 and I = 3/2. It has hyperfine states
|F = 1〉 and |F = 2〉. The Hamiltonian with external magnetic field is
Ĥ = Ĥhfs + (µBgJ ~J + µNgI~I) ~B. (2.7)
Here µB = 9.27 × 10−24 J · T−1 is Bohr magneton, the natural unit for expressing
the magnetic moment of an electron caused by either its orbital or spin angular
momentum. µN = 5.05× 10−27 J ·T−1 is the nuclear magneton. gJ and gI are landé
g-factors. For 87Rb ground state, gJ ≈ 2.00233 and gI ≈ −0.00099.
Define the direction of magnetic field z, the Zeeman Hamiltonian can be rep-
resented by the z-component of angular momentum
Ĥ = Ĥhfs + µB(gJ Ĵz + gI Îz)Bz, (2.8)
Ĵz and Îz are the z-component of the angular momentum J and I, respectively.
And the eigenvalues of Ĵz and Îz are mJ and mI , the magnetic quantum numbers.
Ĥhfs is diagonal in the basis of {|F,mF 〉}, and we can proceed by representing states
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In the {|F,mF 〉} basis,
Ĥhfs |F,mF 〉 = EF |F,mF 〉 . (2.10)
Treat the interaction with the external magnetic field as a perturbation, the first-
order perturbed energy for state |F,mF 〉 is
∆E1 = 〈F,mF |(gJ ~Jz + gI~Iz)|F,mF 〉µBB, (2.11)




| 〈F,mF |(gJ ~Jz + gI~Iz)|F ′,m′F 〉 |2
EF − EF ′
(µBB)
2. (2.12)
The energy of |F,mF 〉 states are listed here, in the units of MHz, MHz/G and
MHz/G2. The numbers are useful for quick estimation of the magnetic field in the
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lab.
|2, 2〉 = 2.75× 103h MHz + 1.405h MHz/G×B + 0h MHz/G2 ×B2 (2.13)
|2, 1〉 = 2.75× 103h MHz + 0.7026h MHz/G×B + 2.879× 10−4h MHz/G2 ×B2
|2, 0〉 = 2.75× 103h MHz + 0h MHz/G×B + 3.839× 10−4h MHz/G2 ×B2
|2,−1〉 = 2.75× 103h MHz− 0.7026h MHz/G×B + 2.879× 10−4h MHz/G2 ×B2
|2,−2〉 = 2.75× 103h MHz− 1.405h MHz/G×B + 0h MHz/G2 ×B2
|1, 1〉 = −4.2896× 103h MHz− 0.7052h MHz/G×B − 2.879× 10−4h MHz/G2 ×B2
|1, 0〉 = −4.2896× 103h MHz + 0h MHz/G×B − 2.879× 10−4h MHz/G2 ×B2
|1,−1〉 = −4.2896× 103h MHz + 0.7052h MHz/G×B − 2.879× 10−4h MHz/G2 ×B2
The second-order perturbation leads to the quadratic Zeeman shift which has a
sizable effect when the magnetic field on the order of 10G. In some our experiments,
the quadratic Zeeman shift makes the energy difference between |1, 0〉 and |1,−1〉
large enough than the difference between |1, 0〉 and |1, 1〉. So we can effectively treat
the F = 1 manifold as a two-level system by decoupling |1,−1〉.
For larger magnetic field, larger than 103G, the perturbation theory breaks
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1 +mFxx2,mF 6= 2,−2 (2.14)
EF=2,mF =±2 = −
Ahfs
4




The energy of states |F,mF 〉 is shown in Fig. (2.2) for the magnetic field up to 15000
G.
0 5000 10000 15000
Figure 2.2: Zeeman splitting of 87Rb ground states |F,mF 〉.
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2.2 Laser cooling techniques
2.2.1 A two level system interacting with the reservoir
Figure 2.3: A two level system with energy difference ω in a light field with frequency
ν. δ = ν − ω is the detuning.
A two-level system shown in Fig. (2.3) interacts with the light field via electric
dipole interaction.
Ĥ = −~d · ~E (2.15)
is the electric dipole interaction Hamiltonian where ~d = e~r is the dipole operator.
The matrix element of dipole operator 〈L′,m′L|~d|L,mL〉 is nonzero only when ∆L =
±1 and ∆mL = 0. The dipole operator doesn’t interact with spin and nuclear
angular momentum, so in the total angular momentum basis, the selection rule is
∆F = ±1. (2.16)
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The Electric field
E = Exex + Eyey + Ezez (2.17)
can be expressed in the basis of {e±, ez},






The dipole interaction Hamiltonian is separated into the radial part and the angular
part in the new basis,





here q = 1 for e+, q = −1 for e− and q = 0 for ez. Y1,q(θ, φ) is the spherical
harmonic function.
A two level system with energy difference ω interacts with electromagnetic
field




Ĥ = ~ω |2〉〈2| − (~µ |1〉〈2|+ ~µ∗ |2〉〈1|) · ~E(~r, t). (2.22)
By transforming into a rotating frame,
∣∣2̃〉 = eiω0t |2〉 , (2.23)
and neglecting the fast oscillating term e±2iω0t, the Hamiltonian is transformed to
Ĥ = ~δ







The frame transformation and the removal of the oscillating term are named after
rotating wave approximation (RWA). It is widely used in atomic physics when atoms
interact with a near resonance optical field, and satisfying the condition δ  ω0, ω.
The Hamiltonian above describes a closed system, where the two-level atom
only interacts with the one single optical mode, and the evolution of atomic states
and photon states is coherent. In reality, the atom interacts not only with the
optical field but also with the vacuum modes in the environment. The vacuum
modes are contiguous in free space and discrete in a cavity, the coupling between
the atomic states to the vacuum modes leads to spontaneous emission of the excited
state and causes decoherence. The Wigner-Weisskopf theory [18] represents the
vacuum modes with quantized field operators and calculates spontaneous emission
with Fermi’s golden rule. The Hamiltonian of the atomic system and vacuum modes
is









(~gj |2〉〈1| âj + ~g∗j |1〉〈2| â
†
j), (2.26)
and gj is the coupling strength between the states |2, 0〉 and |1, 1k〉. |1, 1k〉 is the




|gj|2δ(ωj − ω) (2.27)






which is also known as the Einstein A coefficient.
One way to describe both coherent and incoherent evolution is by using the




pα |φα〉〈φα| . (2.29)
Here, |φα〉 a quantum state and pα is the probability that the state is in |φα〉. The
states |φα〉 are not necessarily orthogonal to each other, but to make the density
operator representation valid, it has to satisfy the following condition,
Tr[ρ̂] = 1. (2.30)
For any orthonormal basis {|n〉},
∑
n




for the conservation of probability.
In the density operator representation, the expectation value of a dynamic





In the orthonormal basis {|n〉}, the matrix element of the density operator is
ρn,n′ = 〈n|ρ̂|n′〉 . (2.33)
The diagonal elements ρn,n represents the the probability that the state is in |n〉 and
the off-diagonal elements ρn,n′ represents the expectation value of coherence between
states |n〉 and |n′〉. If there exists a state |φ〉 such that
ρ̂ = |φ〉〈φ| , (2.34)
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the state represented by ρ̂ is a pure state, otherwise, it is a mixed state. In quantum
mechanics, the probability amplitude of the states bears the full information, prob-
ability, and coherence. The density operator representation loses the information of
the coherence of some states.
For an open system, the physical system we are interested in interacts with
the environment or sometimes called a reservoir. The reservoir can contain a large
number of degrees of freedom, for example, vacuum modes and other electromagnetic
fields modes. The large number of degrees of freedom of the reservoir makes it hard
to study its dynamics, however, in many cases, we are not actually interested in
learning about the evolution of the reservoir. In these cases, it is useful to ignore
the dynamics of the reservoir and only keep the effect the reservoir has on the system.
By making this assumption, the coherent evolution of the system and the reservoir
is lost and there exists decoherence in the dynamics of the system, so the density
operator is widely used to describe the open system.
The full Hamiltonian is
Ĥ = ĤS + ĤR + ĤSR (2.35)










Assume the interaction operator takes the form
ĤSR = ŜR̂
† + Ŝ†R̂. (2.37)
To ignore the dynamics of the reservoir and only keep the effects it has on the
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system, we need to make two assumptions. First, factorize the reservoir operator
R̂ ≈ f(t) ˆ̃R. (2.38)
The function f(t) characterizes the time evolution of the reservoir, and it is often
assumed that the reservoir is stationary in the stochastic process language. The
auto-correlation function of f(t) is defined as
ACFf (t− t′) = 〈(f(t)− 〈f(t)〉)(f(t′)− 〈f(t′)〉)〉 . (2.39)
The correlation time tc of the function f(t) is defined as the width of the peak of
ACFf (t − t′). The first assumption of the reservoir is that tc  1, which means
the reservoir has Markovian property, it quickly forgets about its previous state and
does not keep the memory of interacting with the system.
The second assumption is that the reservoir is large enough that the system
can hardly affect its state. Again, this means that the reservoir is stationary. Under
these assumptions, the dynamics of the system is derived and expressed in terms of
the reduced density operator
ρ̂S = TrR[ρ̂], (2.40)
which takes the average of the reservoir state by tracing out the reservoir degrees of
freedom.
For a two level system
ĤS = ~δ |2〉〈2|+ ~(Ω |1〉〈2|+ Ω∗ |2〉〈1|), (2.41)
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the density operator evolves under equation
ρ̇22 = −γ(n+ 1)ρ22 + γnρ11 + iΩ∗ρ21 − iΩρ12 (2.42)








(2n+ 1)ρ21 + iδρ21 + iΩ(ρ22 − ρ11)
This is known as the Optical Bloch equations, and also called Master equation
[19]. The first two equations describe the evolution of the probability of occupying
the states |2〉 and |1〉. The third and fourth equations describe the evolution of
expected coherence between states |1〉 and |2〉. The term γ(n + 1)ρ22 combines
spontaneous emission (γρ22) and stimulated emission (γnρ22).
2.2.2 Optical force
An atomic system interacts with optical fields, which leads to stimulated emis-
sion and Rabi oscillation when the frequency of the field is near resonance. When
the field is far-detuned, the atoms see a spin-independent spatial potential, the force
of which drives the atoms’ center-of-mass motion. Also, the atoms interact with
the vacuum modes that lead to spontaneous emission. The emitted photons have
nonzero momentum, so the atoms acquire the recoil momentum when the sponta-
neous emission happens. From the classical physics point of view, the atoms should
experience a ”force” in the optical fields and the definition of the ”force” can be
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The same as classical physics, the force operator is defined as the rate of momentum
change and it can be calculated for a two-level atomic system with Hamiltonian
Ĥ = ~δ |2〉〈2|+ ~(Ω(~r) |1〉〈2|+ Ω∗(~r) |2〉〈1|). (2.44)
Ω(~r) is a function of ~r for the inhomogeneous field amplitude.
~F = −[∇, ~H(~r)] = ~∇Ω(~r) |2〉〈1|+ ~∇Ω∗(~r) |1〉〈2| (2.45)
The state of the system is represented by density operator ρ̂ and the expectation




= Tr[ρ̂F̂ ] (2.46)









Here, φ is the phase of the field,
Ω = |Ω|eiφ. (2.47)
The first term is interpreted as the dissipative force and the second term the reactive
force. This can be more intuitively understood when we look at the form of the force
in two extreme cases.
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here, γ21 is the decay rate of coherence and R is the optical pumping rate, the rate
the atoms are pumped from the ground state to the excited state. When the field
is weak,
|Ω|  γ (2.49)
the time atoms spend in the excited state is close to zero, ρ22 ≈ 0. The coherence














Intuitively, it means every time the atom is pumped from the ground state to the
excited state, it acquires momentum ~~k. When spontaneous emission happens, the
photon is emitted in any direction with equal probability, on the average, the atom
does not acquire momentum in spontaneous emission.
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In the other case, when δ is large,
δ  |Ω|, δ  γ21 (2.53)













Effectively, the atoms see a potential




The potential is spin-independent, its strength is proportional to the intensity of the
field |Ω(~r)|2 and the sign of δ determines if the potential is repulsive or attractive.
When δ > 0, the field is red detuned, and the potential is lower for stronger intensity,
so the potential is attractive. When the field is blue detuned, it is repulsive.
This potential is known as the dipole potential, it originates from the AC stark
shift. Due to the large detuning, it does not drive the transition of internal states
but changes the energy of the ground state so it is effectively a spin-independent
potential. Dipole potential is widely used in atomic physics experiments. It can be
used as an attractive trap, called a dipole trap, to trap atoms, to do evaporative
cooling, and to make an optical lattice. The repulsive potential is also very useful,
it can be used to make a 1D trap when the laser is in Laguerre-Gaussian mode [20]










we can see the dissipative force not necessarily cools the atoms, it only injects mo-
mentum ~~k at the optical pumping rate. To cool atoms down in one direction,
there needs to be a pair of counter-propagating optical fields, and the total dissi-
pative force needs to slow down high-speed atoms at a higher rate than to speedup
low-speed atoms.
Figure 2.4: 1D Doppler Cooling.
When we account for the motion of atoms, the Doppler effect shifts the reso-
nance and detuning. With adjusted detuning, the dissipative force takes the form
Fdis = 2~|Ω|2~k
γ21
γ221 + (δ − ~k · ~v)2
. (2.58)
When the speed of atoms is small, ~k ·~v  δ, γ, we expand the force to the first order













The total force of A pair of counter-propagating beams cancels the first term and






The direction of the force depends on the sign of δ, when δ < 0, the force is in
the opposite direction of v and acts as a cooling force. When δ > 0, the force heats
the atoms up in a positive feedback mechanism. Intuitively, the cooling mechanism
can be understood from the dependence of the optical pumping rate on the Doppler
shift. When the light is red detuned, the atoms are closer to resonance with the light
beam propagating in the opposite direction from the atoms’ velocity. The optical
pumping rate of this beam is thus higher than the other, so on average, the atoms
absorb more photons from this beam and acquires a negative momentum.
The dissipative force applies to one-dimensional cooling, and to the first order
of ~k · ~v, the force is decoupled in different spatial directions. To cool down atoms
in all three spatial directions, three pairs of counter-propagating red-detuned light
are needed. This is the simplified version of optical molasses [21–23]. Fig. (13)
in [21] is the sketch of one of the first experiments of Optical Molasses conducted in
NIST, Gaithersburg. The result of the experiment demonstrated the cooling limit
of Optical Molasses is well below the limit of Doppler cooling. The explanation
requires a multi-level system and circular polarized cooling light which is discussed
in the Doppler cooling limit and sub-Doppler cooling section.
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2.2.4 Doppler Cooling Limit
The viscous force from a pair of counter-propagating light beams has a negative






It cools down the temperature of the atoms low enough that the spontaneous emis-
sion effect becomes significant. When spontaneous emission happens, the photon is
emitted in any direction equally likely and the recoil effect heats the atoms. When
cooling and spontaneous emission are balanced, the system reaches equilibrium and
the temperature of the system is the lower bound of Doppler cooling.
The spontaneous emission can be treated as random kicks the atoms which
are in a viscous force, this system resembles the classical Brownian motion which
is studied in the early 1900s. William Sutherland in 1904 [24], Albert Einstein
in 1905 [25], and Marian Smoluchowski in 1906 [26] studied the Brownian motion
and the relation between equilibrium temperature, friction coefficient, and diffusion
constant. The relation is named the Einstein relation (also known as Wright-Sullivan
relation)
D = mηkBT (2.62)
Here η is the friction coefficient in the Langevin equation
d
dt
p = −ηp+ f(t) (2.63)
and D is the diffusion constant that characterizes the random force f(t),
〈(f(t)− 〈f(t)〉 (f(t′)− 〈f(t′)〉)〉 = 2Dδ(t− t′). (2.64)
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The delta function is an approximation of the autocorrelation function of f(t) when
the random collision is fast and memoryless.
The Quantum version of the Langevin equation is the Heisenberg-Langevin






















when δ = γ/2. This was believed to be the limit of Doppler cooling, it is equal to
125 K for Cs, 140 K for Rb and 240 K for Na.
2.2.5 Sub-Doppler Cooling
The limit of Doppler cooling is intuitive, it was believed to be the limit of laser
cooling until in 1989, the scientists in NIST Gaithersburg reported the measured
temperature of Na atoms in an optical molasses to be ten times cooler [27]. The
observation of temperature drastically lower than the theoretical prediction of the
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Doppler cooling limit surprised scientists and was theoretically explained by Cohen-
Tannoudji and collaborators in 1989 [28]. The temperature in optical molasses
is sensitive to laser detuning and polarization, different polarization of light fields
drives transition between different |F,mF 〉 states. To theoretically explain, a two-
level system is insufficient and |F,mF 〉 hyperfine states in atoms’ ground state, and
the first excited state must be considered.
Figure 2.5: Energy levels of Na atoms ground state and the first excited state. The
Clebsch-Gordon coefficients are labelled for each transition.
Fig. (2.5) shows the energy levels of Na atoms ground state and the first excited
state. σ+ polarized fields couple |mJ〉 states and |mJ + 1〉 states, σ− polarized fields
couples |mJ〉 states and |mJ − 1〉 states. The Clebsch-Gordon coefficients are labeled
for each transition. In the optical molasses experiment that observed sub-Doppler
limit temperature, the temperature in optical molasses was found to be sensitive to
the polarization of light. And in the experiment, three pairs of counter-propagating,
crossed linearly polarized laser beams are used.
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The optical field in the lin ⊥ lin scheme is [19]
~E = ~E0x̂ cosωt− kz + ~E0ŷ cosωt+ kz (2.69)
= ~E0(x̂+ ŷ) cosωt cos kz + ~E0(x̂− ŷ) sinωt sin kz (2.70)
(2.71)
At z = 0 and z = λ/4, the atoms are in the linearly polarized field
~E = ~E0(x̂± ŷ) cosωt (2.72)
















At z = 3λ/8, the atoms are in σ+ polarized field. The polarization as a function of
z is shown in Fig. (2.6).
The polarization is periodic in space in the lin ⊥ lin scheme, as atoms move,
the coupling of |mJ〉 states changes. When the polarization is σ+,
∣∣mJ = −12〉 is
optically pumped and spontaneously emitted to state
∣∣mJ = 12〉. And when detuning
is large, |Ω|  γ, the state is in the dressed state of
∣∣mJ = 12〉. As atoms move, the
polarization changes from σ+ to σ−, and the states transfers from the dressed state
of
∣∣mJ = 12〉 to the dressed state of ∣∣mJ = −12〉.
























Figure 2.6: The polarization as a function of z in lin ⊥ lin scheme.
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The energy is sketched in Fig. (2.6) and the difference of denominator originates
from the difference in Clebsch-Gordon coefficients between states |mJ〉 , |mJ + 1〉
and |mJ〉 , |mJ − 1〉.
When the atoms move from σ− polarization to σ+, it starts from state |mJ = −1/2〉
and climbs uphill in potential energy. Along the way, polarization changes gradually,
and as it reaches σ+ polarization, the state transfers to |mJ = 1/2〉 which has lower
potential energy. Then, the climbing process goes on in the periodically polarized
field. When the atoms climb uphill it converts kinetic energy to potential energy
and slows down. As polarization flips, the energy loss in the state transfer goes to
the optical field because the state absorbs lower energy photons and emits higher
energy photons in the spontaneous emission process. The technique is also named
”Sisyphus cooling”, in the Greek mythology, Sisyphus was doomed to roll a stone
up a mountain only to have it roll down again.
The limit of Sisyphus cooling was found to be associated with the photon
recoil momentum ~k and in the early experiments, the temperature of atoms in
Optical molasses was measured to be an order of magnitude smaller than the limit
of Doppler cooling.
2.2.6 MOT
While the dissipative force slows atoms down, it does not provide spatial con-
finement. In cold atom experiments, to achieve quantum degeneracy, the phase
space density needs to be high enough which requires a high spatial density. In [29],
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scientists proposed to combine optical molasses with a magnetic field gradient, it
cools and traps atoms at the same time.
Fig. (2.7)(a) shows the sketch of a MOT. It combines 3D optical molasses with
a pair of the anti-Helmholtz coil. The magnetic field generated by the anti-Helmholtz
coil is in the form
~B(~r) = b(xex + yey − 2zez) (2.75)
The energy levels of |J = 0〉 and |J = 1〉 states are drawn in Fig. (2.7)(b) as a
function of position due to the Zeeman shift. The detuning of σ+ and σ− are thus
a function of position [19].
δ±(~v, ~r) = δ0 ∓ ~k · ~v ± µ′ · ~B(~r)/~ (2.76)
Here µ′ = (gJ ′mJ ′ − gJmJ)µB.
Intuitively, as atoms move to the left of the trap center, the σ+ beam is closer to
resonance with the transition between |mJ = 0〉 and |mJ = 1〉. The optical pumping
effect from the σ+ beam is stronger and the overall force points to the right. As
atoms move to the right, it is the other way around, the σ− beam is closer to
resonance and has a stronger optical pumping effect. Thus, MOT provides a spatial
restoring force. Together with the dissipative force, the total force is
~F = −β~v − κ~r. (2.77)
κ = µ′βb/~k.
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Figure 2.7: MOT. (a) A sketch of MOT, three pairs of counter propagating laser
beams are combined with a pair of anti-Helmholtz coil. (b)Energy levels of |J = 0〉
and |J = 1〉, coupled by σ+ and σ− polarized beams.
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2.2.7 Dipole Trap and evaporative cooling
The limit of Sisyphus Laser Cooling was not sufficient to cool atoms below the
critical temperature. It was later achieved using evaporative cooling [30, 31], and
has since been widely used as the last step to make BECs. Evaporative cooling can
be done in an optical dipole trap in which the trap depth can be easily controlled.
The optical dipole potential for two-level atoms in the limit of large detuning
is the AC Stark shift,
















and µ is the dipole matrix element between the two states.
µ = 〈e|e~r|g〉 (2.81)
In the application of the dipole trap to Alkali atoms, for example, Rb as shown
in Fig. (2.1), the fine structure and hyperfine structure of the ground and excited
states need to be considered. Define γ with the dipole matrix element µ between
the ground state and the excited state
µ = 〈L = 0|e~r|L = 1〉 . (2.82)
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j denotes the states |F,mF 〉 is coupled to, depending on the polarization of the
dipole laser. cj is the dipole matrix element
|µj| = | 〈F,mF |e~r|j〉 | = cj|µ| (2.84)













P denotes the polarization and P is 0 for π polarized beams, ±1 for σ± polarized
beams. δ1,2 is the detuning from D1 and D2 transitions. It is valid for large detuning
|δ2,F |, |δ1,F |  ∆FS.
Fig. (2.8)(a) shows a sketch of a crossed dipole trap which is widely used in
cold atoms labs. A single Gaussian beam has a Gaussian intensity profile in its cross-
sectional plane. Longitudinally, the width of the trapping potential is the Rayleigh
length which is typically much larger than the beam width. So the confinement in
the longitudinal direction is much weaker than it is in the cross-sectional directions.
The crossed dipole trap solves this problem by adding the second dipole beam which
provides confinement in the longitudinal direction of the first dipole beam.
Fig. (2.8)(b) shows the process of dipole evaporative cooling by continuously
lowering the dipole trapping potential and allowing the high energy atoms to escape




Figure 2.8: Dipole evaporation. (a) A sketch of crossed dipole trap formed by two
red detuned laser beams. (b)Dipole evaporative cooling process.
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In the escaping and rethermalizing process, the remaining atoms have much lower
average energy and they tend to occupy a smaller volume at the center of the trap,
thus increase the phase space density (1.5).
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Chapter 3: Spin-Orbit coupling and Anderson localization in a cold-
atoms system
In contrast to a condensed-matter system where we have little control over
the material structure and the internal environment of particles, in a cold-atoms
system, the external potential, the internal atomic states, and the interaction be-
tween particles can all be artificially engineered in the lab. Using the interaction
between atoms and the electromagnetic fields, the Hamiltonian of the atoms can
be engineered to simulate the essential properties present in condensed-matter sys-
tems. The parameters in the Hamiltonian can be tuned by changing the intensity of
the light, frequency of the light, the strength of the electromagnetic fields, and etc.
The high level of control over a cold-atoms system and the methods to simulate the
Hamiltonian of a condensed-matter system make it an ideal platform to study fun-
damental condensed-matter physics that is otherwise hard to study in experiments.
Spin-orbit coupling and Anderson localization have been realized and studied
in cold atoms over the last decade. In this chapter, we briefly review the progress of
spin-orbit coupling and Anderson localization in cold atoms on which our research
of spin-orbit coupling enhanced transport in a random field is based.
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3.1 Spin-orbit coupling
3.1.1 The Origin of SOC in a solid-state system
Spin-orbit coupling (SOC) [35, 36] is ubiquitous in physical systems. It alters
the electronic band structure in a solid-state system and it is crucial for the spin-
Hall effect [37, 38], topological insulators [39–41] and some proposals for realizing
the Majorana Fermions [42,43].
SOC originates from a relativistic effect. Spin is a fundamental component of
electrons described by the Dirac equation. In the non-relativistic limit, the Dirac
equation reduces to Schrödinger equation with an additional term that couples the
particle’s spin to its momentum when external fields are present. A particle with
spin moves with momentum ~~k = ~(kx, ky, kz) in an electric field ~E = E0ẑ, in its
stationary frame of reference, the particle experiences a magnetic field in the frame
co-moving with the electron. The Hamiltonian of the Zeeman interaction is
Ĥ = −~µ · ~BSO ∝ σxky − σykx, (3.1)
where ~µ is the magnetic moment parallel to the spin ~σ and
~BSO = E0(~/mc2)(−ky, kx, 0). (3.2)
But this effect is extremely small and does not explain the prefactor of Rashba
spin-orbit coupling which is determined quantitatively in [44].
In a condensed-matter system, there are two well-known forms of linear SOC in
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2D depending on the symmetry of the fields in the materials. The Rashba SOC [44],
− ~µ · ~B ∝ σxky − σykx. (3.3)
And the Dresselhaus SOC [45],
− ~µ · ~B ∝ −σxky − σykx. (3.4)
The Rashba SOC originates from a lack of mirror symmetry in two-dimensional
systems and the Dresselhaus SOC from a lack of inversion symmetry in bulk crystals
[36, 44,45]. In systems like GaAs, SOC can be engineered slightly, for example, the
Rashba SOC can be tuned by changing the geometry of a heterostructure.
3.1.2 SOC in cold atoms
The methods of generating SOC in cold atoms are initially proposed in [46,
47]. It was first demonstrated in the observation of 1D SOC in a Bose-Einstein
condensate [35]. Later, SOC was also realized in an atomic Fermi gas [48,49]. Since
then, a wide range of researches has been conducted or proposed in the field [50–65]
In the first experimental realization of SOC in cold atoms [35], the SOC Hamil-
tonian of neutral atoms was engineered to be equivalent to an electronic system with
equal contributions of the Rashba and the Dresselhaus couplings.
ĤSOC ∝ kxσy. (3.5)
In this neutral-atoms system, two internal hyperfine states |F,mF 〉 were se-
lected to represent the pseudo-spin |↑〉 and |↓〉. And for a neutral atom, the internal
electrons’ spin is intrinsically coupled to the electrons’ motion but the atomic spin
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is not coupled to the center-of-mass motion of the neutral atom. Here using lasers
and magnetic fields, the researchers created coupling between the internal hyperfine
states |↑〉 and |↓〉, and the momentum states of the neutral atoms.
Fig. 3.1 and Fig. 3.2 show the scheme for creating SOC by using Raman
coupling. In Fig. 3.1(b), the 87Rb ground states |F = 1,mF = 0,±1〉 are coupled
by a pair of Raman lasers with two-photon detuning δ relative to the Zeeman shift
of states |F = 1,mF = 0,±1〉. Fig. 3.2(a) is the dispersion relation of spin-orbit
coupled atoms, energy vs quasi-momentum q which is a good quantum number in the
SOC system. Detailed discussions of the SOC Hamiltonian and quasi-momentum
states are in Sec. (3.1.3). Also, SOC alters the mean-field interaction between quasi-
momentum states in both energy bands, leading to two additional phases of a two-
component BEC, the phase-mixed and the phase-separated. The phase transition
was predicted and observed in [35, 66]. Later the stripe phase was studied in more
detail using the Bragg scattering signal [65].
3.1.3 Raman coupling Hamiltonian
Here we derive Raman coupling Hamiltonian and discuss how Raman coupling
leads to SOC. Intuitively, SOC generated by Raman coupling can be understood
from the momentum transfer in the two-photon process. For example, state transfer
from |F = 1,mF = −1〉 to |F = 1,mF = 0〉 is accompanied by stimulated absorption
of a photon from light field ~E1 and stimulated emission of a photon to light field ~E2.
In this process, the state |F = 1,mF = −1〉 acquires momentum 2kL from the recoil
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Figure 3.1: Raman coupling. (a). Two laser beams perpendicular to each other
are detuned by ∆ωL, they intersect at the atoms. (b). Hyperfine states coupled by
Raman lasers.









Similarly, state |F = 1,mF = 0〉 transfer to |F = 1,mF = −1〉 and acquires momen-
tum −2kL. The state transfer is always accompanied by a momentum transfer of
±2kL, so the internal states of the atoms are coupled to the momentum states of
the atoms.
Formally, we derive the Raman Hamiltonian in the |F = 1〉 manifold. The
electric field of the two Raman lasers is
~E = ~E1e
i(kx sin θR/2+ky cos θR/2−ωt) + ~E2e
i[−kx sin θR/2+ky cos θR/2−(ω+∆ωL)t] + c.c (3.7)
Electric dipole interaction Hamiltonian is
ĤDip = Ee |e〉〈e|+Eg |−1〉〈−1|−Eg |1〉〈1|+ ~E ·~µ (|e〉〈−1|+ |e〉〈0|+ |e〉〈1|)+c.c (3.8)
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Expand the wave function in the four-state basis,
ψ(t) = ae(t) |e〉+ a−1(t) |−1〉+ a0(t) |0〉+ a1(t) |1〉 , (3.9)
First, transform the frame of reference into a rotating frame,
ãe = aee
iωLt, ã−1 = a−1e
i∆ωLt, ã1 = a1e
−i∆ωLt (3.10)
and make rotating wave approximation. Next, due to the large single-photon detun-
ing ∆ = Ee − ~ωL, the excited state |ẽ〉 can be adiabatically eliminated (dãedt ≈ 0).



























The last term is the AC stack shift for all the substates. δ = Eg − ∆ωL is the
two-photon detuning. When the quadratic Zeeman shift discussed in Sec. (2.1.2)
is considered, state |mF = 1〉 is far-detuned from the other two states and can be































and a global rotation
σ̂x → σ̂z, σ̂z → σ̂y, σ̂y → σ̂x. (3.15)














which has equal contribution of the Rashba and the Dresselhaus SOC.
k̂ does not commute with Ĥeff , the Hamiltonian can be diagonalized in the
basis of quasimomentum q which is a good quantum number. The eigenstates of
the Hamiltonian are
|q,±〉 ∝ a±(q) |q − kR,mF = 0〉+ b±(q) |q + kR,mF = −1〉 .
Here, the ± sign indicates the upper branch and lower branch of the SOC band

















Fig. 3.2 shows the band structures of a two-level system with different SOC
strengths and zero detuning. Fig. 3.2(a) is the band structure with ΩR ranging from
0 to 6ER. SOC opens up a gap at the two-spin degeneracy q = 0 and the width of






as shown in Fig. 3.2(b). When ΩR >= 4ER, the two minimas start to merge and
there is only one minima in the lower branch when ΩR > 4ER.
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Figure 3.2: The band structure of a two-level system with SOC, detuning δ = 0.
(a). The band structures with ΩR ranging from 0 to 6ER. (b). The locations of the
minima of the lower branch for different ΩR.
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3.2 Anderson Localization
Anderson Localization (AL), introduced in 1958 [67], describes the localiza-
tion of quantum waves in disordered media. Anderson studied the evolution of a
wave packet undergoing multiple scattering processes from a random potential and
proved that the scattered waves can constructively interfere under certain conditions,
leading to localization. This general starting point makes AL applicable to many
quantum systems including: optical waves in disordered media [68–70], electrons in
imperfect crystals [67], and matter waves in disordered optical potentials [71–75].
After AL was observed in multiple systems, in recent years, the analog to the
AL phase transition in many-body systems (many-body localization) has attracted
more attentions [76–80]. When the disorder strength is above a critical value, the
many-body system undergoes a phase transition from thermalizing ergodic phase to
a nonergodic phase. And in the nonergodic phase, the initial ordering of the many-
body system persists, which leads to potential application in quantum information
[78,79].
In this section, we first introduce a simple model from [67] that catches the
basic idea of single-particle AL. Next, we review the progress of AL in cold atoms.
3.2.1 Introduction to Anderson Localization
In the paper that introduced AL [67], the author studied the motion of some
mobile entities in certain random lattices. It can be spins in a random field or
electrons in a disordered crystal. The entities move by jumping from site to site.
55
Starting from the most general case, the wave function of an entity can be expanded
















j âk + c.c) (3.20)
Here Ej is the potential energy at site j, it is a random variable and has probability
density distribution Ej ∼ P(E)dE which is characterized by a width W . Vjk is the
coupling of states on site j and site k, it can be random or non-random.
Under the following two conditions, it was proved in [67] the wave function will
be localized in a small region without diffusion. Here localization means at t = 0,
starting at site j, aj(0) = 1, and aj(∞) remains finite.
• Low density of sites. The average coupling strength between states at different
lattice sites 〈Vjk〉 < Vc, Vc is of the magnitude of W .
• V (r) falls off faster than 1
r3
as r →∞.
Intuitively, the probability of diffusion from the initial site j depends on the
number of energy matching sites k and the coupling strength between site j and
sites k. Starting from the original state at site j, consider the sites k within the
sphere of radius r originated from the site j. As r increases, the probability of
finding more energy matching sites k within the sphere of radius r increases as r3
in a 3-dimensional space. But if the coupling strength V (r) decreases even faster,
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as r → ∞, the probability the initial state diffuses to other sites remains small.
So under the two conditions above, no diffusion happens and the initial state is
localized.
The following discussion in [67] shows in theory how diffusion happens. Laplace













sfj(s) = aj(0) (3.23)





































f0(s) + · · ·
The infinite series describe the high-order scattering processes, diffusion happens if
the initial state goes through different scattering paths that constructively interfere











+ · · · (3.25)
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describes the strength of diffusion through infinite orders of scattering. By con-
sidering only the direct connections between the initial site and the neighbors, the
second-order approximation is made.
f0(s) =
i














and E(2) is the second-order energy perturbation. When τ is finite, meaning there
are some energy matching sites coupled to the initial site, the amplitude a0(t) decays
at e−t/τ , and the diffusion happens. Otherwise, when no energy matching states are
coupled to the initial site, the amplitude does not decay, instead, it spreads by the
ratio 1/(1+K). No real transport happens in this case, the initial state is localized.
3.2.2 AL in cold atoms
AL was originally introduced in a condensed-matter system, for example, elec-
trons in a disordered crystal and spins in a disordered field. But there are a number
of difficulties for observing AL in a condensed-matter system. The interaction be-
tween electrons is hard to change, there are no good methods to directly measure
the spatial probability density of electrons in a solid. In contrast, cold atoms is an
ideal platform to study AL. The interaction between neutral atoms can be tuned
negligible, the density profile of the atoms can be directly measured by absorption
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imaging and the optical dipole potential has been used to generate optical lattices.
1D AL was first observed in cold atoms in 2008 [72]. In the same year, the
metal-insulator transition described by the Anbry-André model [81,82] was studied
in experiment [73]. In both the experiments, the disordered potential was realized
using optical dipole potentials. In [72], optical speckle potential from far-blue-
detuned light was used. The statistical properties of the optical speckle were well
studied in the 1970s [83]. In [73], one-dimensional optical lattice perturbed by a
second, weak incommensurate lattice yields localization effect. And the dependence
of localization on the strength of the disorder was studied. Later in 2011, 3D AL
was realized [74]. The researchers observed three-dimensional AL of noninteracting
ultracold atoms by allowing a spin-polarized atomic Fermi gas to expand into a
disordered potential. In this experiment, the mobility edge was extracted. In lower
dimensions, the actual mobility edge does not exist but the quasi-mobility edge as a
function of the correlation length of the disordered potential has significant effects
on the spread of the wave function [71,72].
In the experiments of [72], a BEC is made in a hybrid trap consisting of a
dipole trap and a magnetic trap providing longitudinal confinement. 1d optical
speckle potential along the dipole trap was added. At t=0, the magnetic trap was
turned off and the BEC started expanding due to the repulsive interaction of atoms.
Without the optical speckle, the width of the atoms grows linearly in time, and as
they expand, the density drops and the interaction becomes negligible. In this
process, the interaction is converted into kinetic energy and the mean-field energy
determines kmax in the momentum distribution after expansion. It is predicted
59
in theory [71], for a speckle potential with intensity correlation length σR, when
kmaxσR < 1, the localized wave function has a tail that exponentially decays. This
is a feature of AL. When kmaxσR > 1, the density profiles should have algebraic
wings. σR determines the quasi-mobility edge in 1D.
In [73], 1D metal-insulator transition was observed in a one-dimensional quasi-




(|wm〉〈wm+1|+ |wm〉〈wm+1|) + ∆
∑
m
cos 2πβm+ φ |wm〉〈wm| . (3.28)
|wm〉 is the Wannier function at lattice site m, J is the tunneling energy and ∆
is the strength of the disorder potential. The researcher makes the noninteracting
BEC expand along the 1D lattice, and measure the spatial density of the atoms as a
function of time and the disorder strength. As the ratio of the disorder strength and
the tunneling strength, ∆/J goes above a critical value, they observed a crossover
between the ballistic expansion of the BEC and no expansion. They demonstrated
that the system has the feature as that in the case of purely-random disorder in
higher dimensions.
These research works paved the way for more sophisticated AL studies in cold
atoms and enables the interplay between AL and other well-studied topics in cold
atoms, for example, the spin-orbit coupling.
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Chapter 4: Optical speckle, a Gaussian beam model
An optical speckle is a powerful tool for creating disordered potentials for
atomic systems [72, 74]. It was studied in the 1970s [83], the strength of the resul-
tant potential is under direct experimental control: the spatial correlation length is
tunable and the correlation function is well known.
Optical speckle can be understood as the self-interfering wave field of a laser af-
ter acquiring a random phase by reflection off rough surfaces or transmission through
disordered media, called a diffuser [83]. We will focus on the transmission case and
assume that the spatial scale of the disorder σ is small in comparison to the laser
beam size and that the diffuser transmits light uniformly. The transmitted field
can be intuitively thought of as of many waves scattered from microscopic elements
comprising the diffuser. So randomness arises. As a disordered field, optical speckle
is characterized by its intensity distribution, spatial intensity correlation function,
and power spectral density (PSD).
As shown in Fig. 4.1 shows, ray optics in the paraxial limit provides a simple
and useful approach to estimating the on-axis beam properties of a speckle beam
a distance z beyond a diffuser. As a collimated laser beam of wavelength λ travels
through a diffuser of diameter Dd, it acquires a local divergence angle θd ' λ/(2σ).
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Fig. 4.1(a) depicts the simplest case consisting of an isolated diffuser, for
which there are two qualitatively different regimes: A near-field regime with z <
Dd/(2θd), where the typical length scale of optical speckle is σ, and a far-field
regime where the numerical aperture (NA) of the diffuser increases the speckle scale
to (λ/2)×(2z/Dd). This simple approach is insufficient because we are interested in
micrometer scale speckle, which is far smaller than the 10 to 100 micrometer scale
of σ for commercial diffusers.
In Fig. 4.1(b) we add a lens with diameter DL and focal length f just after the
diffuser. In the focal plane of the lens, the speckle scale is set by the lens NA, giving
a speckle length scale λf/DL, independent of σ. In contrast, the beam width at the
focal plane w(f) ' 2fθd is set by the speckle scale σ and not the lens diameter.
In this chapter, we will derive the origin of these design guidelines from the
paraxial wave equation.
4.1 Gaussian beam equations with speckle
We focus on monochromatic optical electric fields E(x, t) with angular fre-
quency ω traveling predominantly along ez. Such waves can be decomposed as
E(x, t) = E⊥(r; z) exp[i(k0z − ωt)], where E⊥(r; z) describes the transverse struc-
ture of the electric field with the high spatial frequencies associated with the nominal
propagation along ez factored out. For spatial scales in excess of the optical wave-
length the transverse field obeys the paraxial wave equation
− 2ik0∂zE⊥(r; z) =
[





(b) Diffuser and lens
(c) Correlation length
Figure 4.1: Optical speckle schematic. (a) A collimated beam is transmitted through
a rough medium and its intensity is measured in plane z. (b) The diverged beam
after the rough medium is imaged by a lens at plane z = zL and f is the focal point
of the lens. (c) Field-field correlation length for a Gaussian speckle beam initially
with σ = 100 µm and w = 25 mm as a function of propagation distance. The
red curves plot cE(z) computed with (solid) and without (dashed) a lens with focal
length f = 100 mm at zL = 25 mm.
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traveling in a material with relative susceptibility χ(r; z). We will suppress the ⊥
subscript in the remainder of our discussion.
Upon traversing through a thin but disordered material with susceptibility
χ(r) and thickness δz, an initially Gaussian wave field E−(r, 0) = E0 exp{−r2/w2}
acquires a position dependent complex phase φ(r) = χ(r)k0δz/2. The resultant field
E+(r, 0) = E−(r, 0) exp[−iφ(r)] (4.2)
carries the imprint of the disordered medium. The field a distance z beyond the







the formal solution to the paraxial wave equation Eq. (4.1). We model typical diffu-
sion plates, for which: (1) the correlation function of the susceptibility 〈χ(r1)χ(r2)〉
depends only on relative distance |r1− r2|, where 〈...〉 denotes the ensemble average
over disorder realizations. (2) the variation of the imprinted phase φ(r) is much
larger than 2π with
〈exp [−iφ(r1)]〉 = 0, (4.4)
i.e., φ(r) is uniformly distributed over the interval [−π, π].
We turn to the field-field correlation function
CE(r1, r2; z) = 〈E(r1; z)E∗(r2; z)〉−〈E(r1; z)〉〈E∗(r2; z)〉 (4.5)
to characterize the statistical properties of the disordered electric field. Eq. (4.4)
implies that the second term is zero. At z = 0, the uniform phase distribution
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〈exp {−i [φ(r1)− φ(r2)]}〉.
Under the assumptions of the typical diffusion plates, we model the phase-phase
correlation function







with a Gaussian decay of width σ that is amenable to the following analytic treat-
ments. The relation
〈exp {−i [φ(r1) + φ(r2)]}〉 = 0, (4.7)
that follows from Eq. (4.4), in conjunction with the assumption that the correlation
function depends only on relative distance, will be useful as well.
We first consider the case illustrated by Fig. 4.1(a) where a Gaussian beam
goes through a large disordered medium. The field-field correlation function at all































reminiscent of that of Gaussian beams.
This correlation function is characterized in terms of three z-dependent func-
tions: the beam waist w(z), the radius of curvature R(z), and the correlation length
σ(z). Each of these is simply related to a reduced Rayleigh range z∗R = zR/M , with
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conventional Rayleigh range zR = k0w


























take the same form as a usual Gaussian beam focused at z0. Lastly, as in Fig. 4.1(b),



















(zL − z0) +
z∗2R
zL − z0 − f
]−1
where the first expression defines the magnification and the second is analogous
to the usual lens makers equation [84]. While this leavesM2 unchanged, the Rayleigh
range is altered owing to the change in w. All together these relations fully define
field-field correlation function CE throughout an ideal imaging system.
In most quantum-gas experiments, optical potentials are created using laser







not the electric field directly. The ensemble-averaged intensity
〈I(r; z)〉 = cε0
2
CE(r, r; z), (4.13)
simply related to the field-field correlation function in Eq. (4.8), contains no infor-
mation about the optical speckle except for the changed M2.
As discussed in the next section, the power spectral density (PSD) of the
intensity











computed using Eq. (4.8), describes the momentum-change imparted by the speckle
potential to a moving atomic wavepacket.
4.2 Correlation length











obtained from Eq. (4.8), sets the scale over which the electric field retains its spatial
coherence. The field-field correlation length is minimized at z = z0, and is always
larger than σ. Generally, speckle beams operate in the regime w  σ, where there
are many speckle grains within a large beam, giving the final approximate relation.
As was already noted in our ray-optics discussion, this has important impli-
cations for experiment design. For cold atom experiments such as ours, the large
67
momentum-change imparted by short-length scale speckle is essential, where a cor-
relation length at or below the micron scale is desirable. Since the correlation length
available for typical commercial diffusers ranges from 10 µm to 100 µm, an additional
focusing stage is required.
A focusing lens can easily take the 10 µm to 100 µm correlation length available
for typical commercial diffusers and create a beam with sub-micrometer correlation
length at its focus. Fig. 4.1(c) compares the correlation length of a beam with (red
solid) and without (red dashed) a focusing lens for the specific case of an initial
laser beam of wavelength λ = 532 nm with Gaussian beam parameters: focal point
z0 = 0, beam waist w = 25 mm and correlation length σ = 100 µm. This beam is
focused by a lens of focal length f = 100 mm, the correlation length at the focus
is cE = 0.96 µm. The remaining derived beam parameters are M
2 ≈ 1.25 × 105,
zR ≈ 3.7 km, and z∗R ≈ 10.4 m.
In [85], the spacetime evolution of three-dimensional (3D) optical speckle is
studied using the ABCD ray-matrix techniques. The optical speckle they studied
results from a diffuse object that is illuminated by a Gaussian-shaped laser beam.
The field-field correlation length obtained from this approach agrees with our results.
In addition, the intensity-intensity correlation length in z direction is calculated
in [85]. In the case the optical speckle is focused by a lens with focal length f , the
on-axis intensity-intensity correlation length in z direction Lz is of the order of the
depth of focus 4f 2/kw2. Using the parameters in Fig. 4.1(c), in the focal plane,
Lz ≈ 5.4 µm. In the free propagation case, Lz grows as 4z2/kw2, and Lz  cE(z)
in the far field where z  w.
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4.3 Impact of apertures
In the case of focusing optical speckle as shown in Fig. 4.1(b), a lens of focal
length f and diameter DL  w is placed at z = zL ≤ k0σ2. The field in the
plane z = zL before the lens, E
−(r; zL) is essentially unchanged from field E+(r; 0).
The field E−(r; zL) passes through the lens aperture, where it acquires a position
dependent phase and is truncated outside the lens. The emerging field E+(r; zL)











When σ  DL  w, the field-field correlation function at the focal plane is























2/8f 2 is the peak correlation amplitude; ∆r = |r1 − r2| is the





is a cutoff above which the PSD of the intensity



















is strictly zero. Eq. (4.20) is valid near the optical axis where |r1|, |r2|  w(z).
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4.4 Field and intensity probability distribution
In the previous sections, we focused on the average properties of speckle fields.
Here we extend this discussion to predict the probability distribution of electric field
strength P (E) and intensity P (I). Our approach focuses first on P (E), and consists
of two steps: (1) we find the regime when the central limit theorem applies, thereby
assuring a Gaussian probability distribution; (2) we identify 〈E〉 and 〈E2〉 as the
lowest moments of the distribution, fully defining the Gaussian distribution.








of Eq. (4.3) as a random variable constructed from a sum over incoherent complex
phasors. The cross correlation function (CCF) 〈E(r1; z)E(r2; 0)〉 specifies the range
over which the initial random field contributes to the final field. The closed form
expression for this CCF is similar to the field-field correlation function in Eq. (4.8);
the length scale for the decay of correlations σCCF(z) again obeys Eq. (4.9), but
with M2CCF = (1 + w
2/σ2)2. When w  σ, i.e., the initial waist is much larger
than the speckle size, the resulting Rayleigh range reduces to zR,CCF = k0σ
2/2: as if
each random source was an individual Gaussian beam with extent σ. The criterion
that a field E(r; z) have contributions from many incoherence sources is therefore
σCCF(z)/σ  1, i.e., z  zR,CCF.
This identifies the central limit theorem’s regime of applicability, and we now
consider E(r; z) as a complex valued Gaussian random variable. The probability
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distribution for electric field is therefore a function of two independent degrees of
freedom, here we select the quadrature variables E and E∗, giving P (E,E∗). Most
moments of this quantity are easy to identify using Eqs. (4.3), (4.4), (4.6) and (4.7):
〈E〉 = 〈E2〉 = 0, and similarly for E∗. Then Eqs. (4.5) and the following discussion
assure us that 〈EE∗〉 = 〈|E|2〉 takes on a non-zero value. Together these fully define





















follows directly. The intensity of a speckle field obeys an exponential distribution
and the mean of speckle intensity 〈I〉 should be equal to its standard deviation√
〈I2〉.
4.5 Simulated speckle and the comparison to experiment
Having now fully set the stage for understanding and creating speckle laser
beams, we turn to laboratory confirmation of key prediction of these models relevant
to cold atom experiment: the field-field correlation length CE and the distribution
of intensities P (I).
In our lab, we directed a collimated laser beam (waist w ≈ 25 mm) through a
diffuser (divergence angle θd = 0.5
◦, and aperture D = 20 mm) focused immediately
by a lens (focal length f = 30mm) as depicted in Fig. (4.1) and quantified the
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Figure 4.2: Simulated and measured optical speckle. The columns in the figure
correspond to: simulated speckle with uniform laser beam, simulated speckle from a
Gaussian laser beam and measured speckle. In each column, the first row shows the
intensity of the optical speckle field. The second row shows the PSD of the intensity
shown in the first row (symbols). The red curve shows a fit of Eq. (4.20) to the
data, along with the resulting kc. The third row histograms the intensity from the
first row.
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optical speckle formed at the focal plane. We then imaged the optical speckle onto
a charge coupled device (CCD) camera with Keplerian telescope with magnification
M = 46. The CCD’s 1024 × 1280 array of 4.8 µm pixels gave a 100 µm × 130 µm
magnified field of view with 0.1 µm pixels.
Our analytic results for CE are valid in the Gaussian beam limit ( w  D)
or uniform illumination limit (w  D). Because our experiment has w ≈ D, we
numerically simulated the optical speckle to compare with our measurements and
both models.
For the numerical simulation, the desired optical speckle field Ei,j is repre-
sented by a 1024 × 1280 array at the focal point of the lens. We use the optical
Fourier transform property of lenses to compute this efficiently, whereby the field a
focal distance beyond the lens is related to the Fourier transform of the field a focal
distance prior to the lens (which we will term the Fourier plane). An important
aspect of this method is that the 0.1 µm grid spacing in the focal plane transforms
to a 1.5 mm grid spacing in the Fourier plane.
Our simulation progresses as follows. (1) We first initialize Ei,j(z = 0) to the
field of either a uniform field or a Gaussian beam. (2) We then imprint random
phases on each point 1. (3) We set the field outside our physical aperture to zero.
(4) Then we back-propagate the field to the Fourier plane and take the Fourier
transform to obtain the field at the focal plane.
Fig. (4.2) compares our measured speckle with numerics and our analytic
1The grid size is much larger than the correlation length of the diffuser, so the imprinted phase
at each grid point is uncorrelated with all other points.
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model; the three columns depict: the case of a uniformly illuminated aperture,
Gaussian illumination, and experiment. The top row shows that intensity at the
focal plane is qualitatively similar for all three cases. In the middle row, the PSD
(computed from the intensity in the top row, and plotted by blue symbols), high-
lights the differences. In each case, we fit Eq. (4.20) the PSD and extract kc from
the fits (red curves). Because Eq. (4.20) was derived for a uniformly illuminated
aperture it provides a good fit to the uniform illumination case but deviates at large
k for Gaussian illumination and experiment. In contrast, the numerics for Gaussian
illumination and the experiment are indistinguishable. In the bottom row, we his-
togram the intensity distribution and verify that in all three cases we recover the
expected exponential fall-off.
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Chapter 5: Enhanced transport of spin-orbit-coupled Bose gases in
disordered potentials
In materials, microscopic electron scattering processes partly govern the macro-
scopic conductivity and AL predicts a metal-insulator transition. Increasing a sys-
tem’s conductivity therefore requires some change in these scattering processes. The
most straightforward mechanism is to reduce the disorder strength. Here we describe
an alternative approach in which spin-orbit coupling (SOC) greatly suppresses the
backscattering and thereby increases the conductivity. We then propose a realization
of this effect using a cold-atom Bose-Einstein condensate (BEC) with laser-induced
SOC [35] and disorder from optical speckle.
SOC is a ubiquitous phenomenon in physical systems that describes the in-
teraction between a particle’s spin and its momentum. When SOC is combined
with a transverse magnetic field (in the sense of Zeeman shifts, not Lorentz forces),
gaps in the dispersion relation can open at spin-degeneracy points. The opening of
these gaps modifies the electrons’ scattering processes and affects transport. AL was
first realized for ultracold-cold atomic systems [72, 73] in 2008, and the experimen-
tal techniques are now well established. Shortly thereafter, techniques for creating
SOC in the cold atom lab were demonstrated [35]. Together, this makes cold-atom
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systems an ideal platform to study the interplay between AL and SOC.
An optical speckle is a powerful tool for creating disordered potentials for
atomic systems [86]. The strength of the resultant potential is under direct experi-
mental control: the spatial correlation length is tunable and the correlation function
is well known. Here we analytically and numerically study backscattering in speckle
potentials of quasi-1d spin-orbit coupled BECs (SOBECs) and compare to the case
without SOC. We show that SOC can reduce the scattering processes for specific
momentum states. In the broader context, our results suggest that in thin nano-
wires, SOC might significantly decrease resistance and improve energy efficiency in
electronic devices.
In Sec. 5.1, we analytically calculate the probability of an initial momentum
state being scattered by the speckle potential to any final momentum state and show
that SOC can reduce backscattering. In Sec. 5.2, we describe numerical simulations
of quasi-1d BECs starting in different momentum states subject to a speckle po-
tential with and without SOC. We show that even with the higher-order scattering
processes and interaction between particles present in the numerical simulations,
SOC can reduce the localization effects of disorder and enhance transport.
5.1 Scattering of an SOBEC from a speckle potential
We now focus on the motion of spin-orbit coupled bosons in a speckle-induced
disorder potential. In this section, we develop a Fermi’s golden rule (FGR) approach
for scattering from a disorder potential, both with and without SOC, schematically
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Figure 5.1: Fermi’s Golden Rule. Momentum are expressed in units of the single-
photon recoil momentum kR used to create SOC in (c). (a) Representative PSD
for optical speckle with kc = 6kR. (b) Free particle dispersion relation. The dashed
arrow marks the boundary above which the FGR rate vanishes, while the solid arrow
provide an example with non-zero rate. (c) SOC dispersion relations computed for
δ = 0 add ΩR = 1ER colored according to the expectation value 〈σz(q)〉, with arrows
marked as in (b). Note the transition through the gap in the dispersion relation at
E ≈ ER where the FGR rate is nearly zero.
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depicted in Fig. 5.1. The first order scattering processes captured by the FGR
are possible when a matrix element (here from the disorder potential) can couple
energetically degenerate initial and final states (here momentum or quasi-momentum
states). We will see that the strength of this coupling is proportional to the PSD
of the speckle potential, an example of which is shown in Fig. 5.1(a). As depicted
in Fig. 5.1(b), this implies an absence of scattering for momenta differences larger
than the speckle-cutoff kc. Adding SOC, as in Fig. 5.1(c), can suppress scattering for
additional wavevectors. Because a spin-independent speckle potential has no spin-
changing matrix element, the energetically allowed transition at an energy E/ER ≈ 1
between states of opposite spin is strongly suppressed. The following discussion
quantifies these observations.
5.1.1 Spinless atoms
For spinless free particles, the unperturbed Hamiltonian H = ~2k2/2m implies
that we study scattering between initial and final momentum states, labeled by |k0〉
and |kf〉 respectively. Figure 5.1(b) depicts examples by open circles, with arrows
connecting initial states to final states.
The time evolution of the initial state |ψ(0)〉 = |k0〉 subject to the speckle





−iωkt |k〉 , (5.1)
with Ck,k0(0) = δk,k0 and ~ωk = ~2k2/2m. The coefficients Ck,k0(t) are governed by
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the time-dependent Schrödinger equation giving the exact expression










ωk,l = ωk − ωl, and V̂ =
∑
x
V (x) |x〉 〈x| . (5.3)
An order-by-order perturbation theory is typically obtained by recursively inserting
the integral expression for Ckf ,k0(t) back into the integrand; unfortunately, the gen-
eral problem is intractable and we truncate the perturbation series at first order.
This term is effectivly obtained by replacing Ckf ,k0(τ) with Ckf ,k0(0) = δkf ,k0 , and
find





dτ 〈kf | V̂ |k0〉 eiωkf ,k0τ . (5.4)
Unfortunately, we do not know V (x) for any specific realization of the speckle po-
tential.
In Chpt. 4 we characterized optical speckle in terms of second-order statistical
metrics such as the PSD, here equal to ρ(kf − k0) = 〈〈kf | V̂ |k0〉 〈k0| V̂ |kf〉〉, where














is a sharply peaked function centered at ωf,0 = 0 with width 2π/t, showing that a
narrow range of energy matching states can be populated. For long times, ωf,0t 1
the quantity in square brackets converges to a scaled Dirac delta function t×δ(ωf,0).
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Figure 5.1(a) displays the normalized PSD for a speckle potential computed
with kc = 6kR, reminding us that ρ(k) = 0 for k ≥ kc. Our FGR expression allows
two types of scattering processes for the free particle dispersion shown in Fig. 5.1(b).
In the first process, depicted by the black arrow, the atom’s initial momentum is
reversed, changed by ∆k = 2k0; as indicated by the dashed line, this process is
second-order forbidden for k0 ≥ kc/2. In the second process (not pictured), the
atom’s momentum is only infinitesimally changed: spreading the wave-packet, but
leaving the average momentum unchanged. This picture shows that backscattering
is essential for momentum-relaxation.
5.1.2 Spin-orbit coupled atoms
Our 1D SOC [35] is created by illuminating a two-level atom with a pair of
counter-propagating lasers with wavelength λR tuned to drive stimulated Raman
transitions between states {|q + kR, ↑〉 , |q − kR, ↓〉}. Here ~kR = 2π~/λR and ER =
~2k2R/2m are the single-photon Raman recoil momentum and energy respectively.























1̂, σ̂x, σ̂y, σ̂z
}
are the identity and Pauli operators, respectively. Here q is the
quasi-momentum, ΩR is Raman coupling strength, and δ is the detuning from the
two-photon Raman resonance condition. The resulting dispersion relations, plotted
in Fig. 5.1(c) for δ = 0 and ΩR = ER, have energies E
±(q) labeled by q along with
± to indicate if they are in the upper or lower band.
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These new energies and their associated amplitudes
|q,±〉 ∝ a±(q) |q − kR, ↓〉+ b±(q) |q + kR, ↑〉


















fully define these superposition states.
Following the same FGR argument presented above for initial states |q0,−〉 in














expressed in terms of the quasimomentum and energy differences ~∆q = ~qf − ~q0
and ~ω±f,0 = E±(qf ) − E−(q0). For most initial states |q0,−〉, such as two higher-
energy states marked in Fig. 5.1(c), the scattering is essentially unchanged from our
spinless example, with scattering occurring between energy-matched states with the
same initial and final spin. In contrast, for initial states residing in the SOC energy
gap there is no energy-matched state of the same spin available for backscattering;
as indicated by the dashed line scattering is greatly suppressed. We note that
that backscattering is not completely blocked, because the energy matching states
|±q0,−〉 are not spin-eigenstates and do have some spin-overlap.
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5.1.3 Computed scattering rates
We now use these FGR expressions to compute the scattering rates for both
forward scattering and backscattering processes. Because we are interested in trans-
port properties, we define forward scattering processes as those that leave the sign
of the group velocity unchanged and backscattering processes as those that do re-
verse the direction of motion. We therefore consider initial states |q0,−〉 in the
lower band with positive group velocity. Because the lower energy SOC dispersion
plotted in Fig. 5.2 can have a pair of minima located at ±qmin, we always select
q0 > qmin to assure positive group velocity. We numerically evaluated the FGR for
87Rb atoms illuminated with λR = 790 nm Raman lasers, giving ER = h× 3.7 kHz,
and for speckle with kc = 6kR. The t = 13.4 ms interaction time was selected to be
experimentally relevant.
The right panels of Fig. 5.2 show the normalized scattering rate computed for
four different values of ΩR, with the backscattering rate plotted in back and forward
scattering plotted in red. These rates combine the contributions from the ± bands
in Eq. (5.8).
Fig. 5.2(a), computed for ΩR = 0 (equivalent to the case with no SOC), shows
two key effects. First, the diverging forward- and back-scattering rates at low energy
follow from the diverging density of states (DoS) in 1D. Second, as expected, the
rate of backscattering (black) falls to zero when δq > kc, while forward scattering
(red) simply falls with the DoS.













































































0.0 0.1 0.2 0.3
Normalized scattering rate
Figure 5.2: Fermis golden rule scattering rate for ΩR/ER = 0, 0.5, 2.5 and 4.0.
Left column shows SOC dispersion relations computed for each ΩR, colored as in
Fig. (5.1). Right column shows normalized scattering rate as a function of initial
energy for the initial state |q0,−〉 with q0 ≥ qmin, i.e., in the bottom dispersion and
to the right of the higher momentum local energy minimum. The backscattering
rate is plotted in black and the forward scattering plotted in red.
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As expected, backscattering is nearly completely suppressed for initial energies in
the energy gap, while forward scattering is hardly changed. In addition, a pair of
singular features border of the energy gap, resulting from the diverging DoS and the
local extrema of the dispersions. Fig. 5.2(d) shows the same phenomena, but just
as the two minima at ±qmin have merged into a single minimum at qmin = 0.
We, therefore, conclude, for non-interacting particles backscattering and mo-
mentum relaxation is nearly completely suppressed for atoms starting in the SOC
energy gap.
5.2 Numerical simulation of GPE
Our single particle FGR results only describe short-time scattering from a
disorder potential, they cannot describe the full approach to equilibrium. To bridge
the gap between the FGR and the physical system, we need to account for both
higher order scattering processes and interparticle interactions. In our proposed
SOBEC realization all aspects of SOC Hamiltonian and the speckle potential are
tunable, making SOBECs an ideal system for exploring enhanced transport in 1D
quantum wires.
5.2.1 Gross-Pitaevskii equations
Here we numerically study the deceleration of a SOBEC initially moving in a








∇2 + V (r) + g3D|Ψ(r, t)|2
]
Ψ(r, t) (5.9)
is a non-perturbative dynamical description [87] of a large number of interacting
identical bosons occupying the same spatial mode Ψ(r, t), normalized to the total
atom number, N =
∫
d3r|Ψ(r, t)|2. The interaction strength g3D = 4π~2as/m can
be expressed in terms of the s-wave scattering length as. This GPE provides a
good description of low-temperature spin-polarized BECs, with negligible thermal
excitations [88].
Since our focus is on 1D transport, we must first obtain a 1D description of our
3D system [89]. Here we, we assume that the potential V (r) = V (x) + V⊥(y, z) can
be separated into a weak longitudinal potential V‖(x) along with a strongly confining
transverse potential V⊥(y, z). When the single-particle energy spacing from V⊥(y, z)
greatly exceeds all other energy scales, the 3D wavefunction can be factorized into
Ψ(r, t) = ψ(x, t)φ(y, z), (5.10)
containing a longitudinal term of interest giving the 1D density n(x) = |ψ(x, t)|2,
and a transverse term φ(y, z), normalized to unity, assumed to be the ground state
of the transverse potential. Inserting this ansatz into the GPE and integrating out






∂2x + V (x) + g|ψ|2
]
ψ, (5.11)






For compactness of notation, here and below, we shall omit the functional depen-
dence of ψ on x and t.
The two-component 1D spinor GPE describing SOBECs extends Eq. (5.6) to
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including the interaction strengths g↑↑, g↑↓, and g↓↓. Here we focus on the specific
case of 87Rb atoms [9] in the F = 1 ground state manifold and have selected |↑〉 =
|mF = 0〉 and |↓〉 = |mF = −1〉. The interactions can be parameterized in terms of
an s-wave pseudo-potential (g0,3D + g2,3D ~Fα · ~Fβ)δ(ri − rj) now dependent on spin.
In 87Rb’s F = 1 manifold g0,3D = 100.86 × 4π~2aB/m is vastly larger than g2,3D ≈
−4.7×10−3×g0,3D, where aB is the Bohr radius [90,91]. The interaction coefficients
reduce to effective 1D interaction strengths just as in the single component case, and
are related to the generic coefficients [92, 93] via g↑↑ = g0 and g↓↓ = g↑↓ = g0 + g2.
Table 5.1 summarizes the parameters used in our simulations.
Our simulation results are divided into two sections: Sec. 5.2.2 hones our un-
derstanding by considering a single-component BEC evolving in a speckle potential,
and then in Sec. 5.2.3 we contrast to the case with SOC. In both sections, we simulate
initially trapped BECs accelerated to an initial momentum k0 or quasi-momentum
q0 and we study their deceleration. All the results are averaged over 20 speckle
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realizations, as in Fig. 4.2(b). The average speckle potential h × 200 Hz ≈ 0.05ER
was selected to be weak enough to cause no trapping effect yet strong enough to
produce significant deceleration within 16ms.
5.2.2 Single component systems
The simulations are performed in three steps to as accurately as possible model
a realistic experimental sequence. First, we initialize a ground state BEC in a
harmonic trap using imaginary time evolution [94], giving the density distribution
plotted as the filled red curve in Fig. 5.3(b)], and follow with real-time evolution.
Second, because the BEC’s narrow momentum distribution is centered at k = 0,
we briefly apply a linear potential αx with time-evolution approximately described
by the phase factor exp(ik0x), a momentum translation operator that transforms
|k = 0〉 to |k0〉. Third, having prepared our |k0〉initial state, we replace the harmonic
potential with a speckle potential (with kc/kR = 6) and follow the time evolution
for 16 ms. Fig. 5.3(a) shows a representative disorder potential that we use in the
simulations. Fig. 5.3(b) captures the main result of this section: when k0 > kc/2 the
time-evolution is almost unchanged by the speckle potential, while slowly moving
initial states are both decelerated and exhibit considerable interference.
Figure 5.3(c) plots the ensemble-averaged momentum 〈k(t)〉 as a function time
for a range of initial states with k0 from near-zero to k0/kR = 3.3, and Fig. 5.3(d)
plots the final momentum kf as a function of k0. At t = 0, the average momentum
is 〈k(t)〉 = k0; for k0 & kc/2 the BEC evolves ballistically, leaving 〈k(t)〉 unchanged,
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Description Symbol Value
87Rb atomic mass m 1.42× 10−25 kg
Raman laser wavelength λR 790 nm
Recoil energy ER h× 3.678 kHz
Dipole trap frequency ω/2π 10 Hz
Angle of Raman beams θR 180
◦
Speckle potential cut off kc 6kR
Average speckle potential V (x) 0.05ER
Grid spacing δx 66 nm
Grids points (single-component) Nx 2
14 + 1
Grids points (SOC) Nx 2
13 + 1
Atom number N 2× 105
Chemical potential µ h× 300 Hz
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Figure 5.3: Single-component GPE simulation with kc/kR = 6. (a). Representative
disorder potential used in our simulations. The inset shows an expanded view with
visible structure. (b) Density distributions. The filled red curve depicts the initial
density distribution, while the black and red curves show the final-state density
distributions for initial momenta |k0 = 0.2kR〉 and |k0 = 3.1kR〉,above and below
kc/2, respectively. (c) Mean momentum. 〈k(t)〉 averaged over 20 speckle realizations
is plotted for a range of initial momentum in the range of 0 to 3.3kR, the t = 0 point
of each curve marks the initial k0. (d) Deceleration. The colored symbols plot
kf = 〈k(t = 16 ms)〉 as a function of k0 along with their standard deviations, and
the black line marks kf = k0 corresponding to ballistic motion.
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while 〈k(t)〉 = k0 falls rapidly for smaller k0. Both of these observations are con-
sistent with our FGR analysis which showed a complete absence of momentum-
changing backscattering for k0 ≥ kc/2, and with rapidly increasing backscattering
as k falls to zero.
5.2.3 SOBECs
As in the single-component case, simulations with SOC begin with three steps
aligned with the experiment, however, the process of preparing the initial quasimo-
mentum state |q0,−〉 is considerably more elaborate than preparing a momentum
state |k0〉 in a single component system. (1) As before, we initialize a ground state
BEC in a harmonic trap using imaginary time evolution, spin polarized in state
|k0 = 0, ↓〉. (2) We then use a combination of adiabatic and unitary evolution (de-
scribed below) to transform this state into |q0,−〉 for δ = 0 and ΩR ranging from
0.5ER to 8ER. (3) Lastly, we again remove the harmonic potential and again follow
the time evolution with a speckle potential (kc/kR = 6) for 16 ms.
Our procedure (2) begins with the observation that in a frame moving with
velocity ~δk/m, the detuning δ present SOC Hamiltonian in Eq. (5.6) is Dopper-
shifted [95, 96] to δ + 2~2δkkR/m. Our first task is to adiabatically transform the
initial state |k0 = 0 ↓〉 into |qmin,−〉, a ground state SOBEC with quasi-momentum
centered at q = qmin. |qmin,−〉 is the global minima of the SOC dispersion, but
with δ = 2~2(q0 − qmin)kR/m. Fig. 5.4(a) shows the SOC dispersion for ΩR = ER,
δ = 2~2(q0 − qmin)kR/m and q0 = 2.0kR. Fig. 5.4(b) shows the SOC dispersion for
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Figure 5.4: Make SOC eigenstates |q0,−〉. (a). The SOC dispersion relation with
δ = 2~2(q0 − qmin)kR/m, ΩR = ER. The dashed line indicates the detuning ∆(qmin)
between |qmin,−〉 and |qmin,+〉. (b). The SOC dispersion relation with δ = 0,
ΩR = ER. The dashed line indicates the detuning ∆(q0) between |q0,−〉 and |q0,+〉,
with q0 = 2.0kR as an example. δ in (a) is tuned such that ∆(qmin) is equal to
∆(q0 = 2.0kR) in (b).
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ΩR = ER, δ = 0. In both Fig. 5.4(a) and Fig. 5.4(b), the dashed lines indicate the
detuning ∆(q). δ in Fig. 5.4(a) is determined such that ∆(qmin) in Fig. 5.4(a) and
∆(q0 = 2.0kR) in Fig. 5.4(b) are equal. We transfer to state |qmin,−〉 by ramping
up the Raman coupling strength from zero to ΩR on a time scale slow compared
to ~/∆(q0). In the slow ramp-up process, the harmonic trap provides the restoring
force required to keep the state at local minima of the dispersion [35], i.e., with
zero group velocity. Lastly, we diabatically set δ = 0 and apply momentum kick
exp[i(q0 − qmin)x], giving the desired state |q0,−〉.
Figures 5.5(a) and (b) show representative density distributions n(x) = |ψ↑(x, t)|2+
|ψ↓(x, t)|2 before and after a 16 ms time evolution with ΩR = 2ER, both (a) with
no interactions and (b) with interactions. In both cases, the pink shaded curve
depicts the initial density distribution, while the final density distributions for ini-
tial quasimomemta of q0 = 1.2kR and 2.0kR are shown by the black and red curves
respectively. In both cases the momentum exchange for backscattering is below kc,
however, as with the FGR results, this direct simulation shows that the initial state
prepared with energy within the SOC energy gap experiences a negligible change in
velocity, independent of the presence of interactions.
While the free particle group velocity is simply related to wave-vector by v =
~k/m, atoms evolving according to the SOC dispersions, as in Fig. 5.2, have group

















for atoms in state |q,±〉, expressed in units of the recoil velocity vR = ~kR/m.
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Figure 5.5: Motion in the presence of speckle and SOC. The left column was com-
puted without interactions and the right column added interactions. (a) and (b)
Density distributions colored by their magnetization according to the color bar in
Fig. 5.1. The shaded curve depicts the initial density distribution, while the remain-
ing red and and black curves were computed for q0 = 2.0kR (in the SOC gap) and
q0 = 1.2kR (below the SOC gap), respectively. (c) and (d) Ensemble averaged final
group velocity plotted as a function of initial group velocity for coupling strengths
from 0.5ER to 7.5ER, spaced by 1.0ER. The results in (c) and (d) were averaged
over 20 random speckle realizations.
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Because we are interested in transport phenomena, it is this group velocity, not the
quasimomentum, that is the quantity of primary interest.
Fig. 5.5(c) and Fig. 5.5(d) plot the final group velocity vf as a function of initial
group velocity v0 after a 16 ms period of free evolution, both (c) with no interactions
and (d) with interactions, and with ΩR from 0.5ER to 7.5ER. As compared to
the simulations without SOC in Fig. 5.3(d), these curves show a near-complete
suppression of relaxation for velocities near v0 ≈ vR, in the SOC energy gap, and
with an increasing window of suppression with increasing ΩR.
Lastly, we see that interaction effects do play a role, leading to more rapid de-
celeration. The origin of this effect can be understood by comparing the red curves
in Figs. 5.5(a) and 5.5(b): adding interactions leads to a mean-field driven expansion
of the BEC, increasing the range of velocities present. As a result, when the SOC
energy gap is small (small ΩR), a significant fraction of the BEC’s velocity distri-
bution falls outside the SOC energy gap, thereby sampling points in the dispersion
where first-order backscattering is allowed. At larger ΩR, motion is near-ballistic
near the center of the SOC gap, but the transition from ballistic to decelerated is
smoothed as compared to the case with no interactions.
5.3 Conclusion
Our analytical and numerical studies of the transport of SOBECs in disorder
potentials clearly show dramatically enhanced transport for initial states in the SOC
energy gap. The enhanced transport described here results from the same physics
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giving rise to a spin transistor in Ref. [97], which also relied on a combination of
kinematic and matrix-element effects to yield non-reciprocal appearing transport
behavior. In Sec. 6.1, we describe an explicit experimental proposal using laser
speckle derived from 532 nm green laser and an off-the-shelf optical diffuser. In this
proposal, SOC is generated from a pair of 790 nm laser beams intersecting at the
atoms, and initial states would be prepared as described above. The protection from
backscattering is independent of quantum statistics: non-interacting Fermions would
experience a conductivity increased by the factor predicted by the FGR when the
Fermi energy resides in the SOC gap. As with the interacting SOBEC we analyzed,
we expect that Fermionic systems with moderate interactions would show gains in
conductivity, however, the details of this latter case would necessitate future study.
Reference [98] showed that in lattices, the type of 1D SOC in Eq. (5.6) has
the same dispersion as the edge modes of 2D Z2 topological insulators [99]. To-
gether with our finding, this indicates that 1D nanowires with SOC either of the
Rashba [100] or linear-Dresselhaus [45] type should provide the same protection to
backscattering from spin-independent disorder as would be observed at the edge of
a topological insulator.
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Chapter 6: The evolution of BECs in disordered potentials
In this chapter, we report the experimental study of the evolution of BECs
in disordered potentials. In Sec. (6.1), we present the optical design diagrams of
both the speckle beam and the Raman beams which are used to generate spin-
orbit coupling as discussed in Sec. (5.2.3). And we discuss the reasons behind these
designs. In Sec. (6.2), we show the experimental results of the evolution of BECs
under the pulses of speckle potentials, both in the short term and in the long term.
Based on our analytical study and numerical simulations, we show the results of
characterizing the PSD of the speckle potentials by using the short-term speckle
pulses data and measuring the average speckle potential by using the long-term
speckle pulses data. In Sec. (6.3), we measure the deceleration of spinless BECs in
the speckle potentials and compare them with our simulation results shown in Ch.
(5).
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(a) Lens optical layout (b) Anisotropic speckle
Figure 6.1: Optical design. (a). The design of optics viewed in two directions. OF
denotes optical fiber. Lenses C1 and C2 are cylindrical lenses: C1 focuses the beam
in the vertical direction; and C2 focuses the beam in the horizontal direction. L1
is a spherical lens that collimates the beam. D is the optical diffuser that imprints
random phase on the beam. L2 is an aspherical lens that focuses the beam to the




6.1.1 Speckle beam design
In practice, the speckle beam must satisfy two requirements. The first is
anisotropic field-field correlation length: small along ex and large along ey and ez
so that high-momentum scattering occurs predominantly along ex. The second is
that the beam width along ex should uniformly illuminate the elongated atomic
ensemble (with an expected diameter of about 50 µm). To observe the effect of
SOC-suppressed transport, the speckle potential must couple energy matched states
across the SOC gap, shown by the dashed line in Fig. 5.1(c). This implies PSD of
speckle potential along ex satisfies kc & 4kR, informing the selection of beam-size
and lenses. The requirement that the correlation length along ey be large implies
that at the diffuser plate, the beam is much smaller along ey than along ex.
To satisfy these joint requirements, we created the speckle beam shown in
Fig. 6.1(a), which begins with a 532nm laser beam emanating from an optical fiber.
The beam out of an optical fiber travels through the cylindrical lens C1 (focusing
along ey) before encountering a cylindrical lens C2 (focusing along ex) as shown
in Fig. 6.1(a), given more rapid divergence along ex than ey. The beam is then
collimated by L1, a f = 250 mm spherical lens, giving beam width of around 25 mm
along ex and less than 500 µm along ey (on the same scale the diffuser plate’s
correlation length).
The beam then traverses the diffuser plate (Edmund Optics part number #47-
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680, with divergence angle θd = 0.5
◦) and is focused by L2, a f = 30 mm lens.
Figure 6.1(b) shows a test image of the speckle beam at the focal plane, its intensity
correlation length is less than 0.5 µm along ex and about 10 µm along ey. The beam
widths along both directions are about 250 µm.
6.1.2 Raman beams design
We generate Raman coupling with lasers of wavelength λ ≈ 790 nm. The k





When two Raman beams intersect at an angle θR as shown in Fig. (6.2), the two-
photon recoil vector is defined as









δ here is the detuning between two spin states and ∆(q) increases with kR. As
described in Sec. (5.2.3), one of the steps in the process we prepare the SOC quasi-
momentum state |q0,−〉 is adiabatic evolution. We achieve this by ramping up the
Raman coupling strength from zero to ΩR on a time scale slow compared to ~/∆(q0).
In our experiments, we are limited by the lifetime of BECs, so we prefer to ramp up
Raman coupling fast, but still slow compared to ~/∆(q0). For this reason, we want
to make kR as large as possible. In this design, it means a large enough intersection
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angle of θR. On the other hand, we also want kR to be small enough so that kc/kR
is large enough and the speckle potentials can couple more energy matching states
shown as the circles in Fig. (5.1). Here kc is the cut off in the PSD of the speckle
potentials. In our experiment, the two Raman beams and the speckle beam are
focused on the atoms by the same lens L1. At the largest θR, kc/kR ≈ 3.
For the above two reasons, it is a trade-off between small and large θR and
we need to find a good spot by doing tests experimentally. So for the optical
design, we need to be flexible in changing the angle. As shown in Fig. (6.2), we
use a triangular prism to combine the two Raman beams and align them to be
parallel. The triangular prism is put on a transnational stage which can move in the
perpendicular direction of the two incident Raman beams. By moving the prism,
the distance between the two Raman beams can be changed and the distance is
mapped to the distance at the lens L1 which determines the angle θR.
6.2 Evolution of spinless BEC under speckle pulsing
In Ch. (4), we derived a Gaussian beam model of the speckle beam and calcu-
lated the field-field correlation function, the PSD, and the intensity distribution. In
the experiments, the engineered speckle beam is focused at the atoms and it is hard
to directly measure the average intensity of the speckle beam at the atoms. Direct
measurements of the PSD and kc is even harder. In some experiments carried out
previously that involved a speckle beam [72,74], the researchers set up an identical











Figure 6.2: Raman beams design. The optical diagram of Raman beams. We use a
triangular prism to align two Raman beams, the distance between two Raman beams
at the prism is mapped to the distance at the lens L1 by two relay imaging systems.
The prism is put on a transnational stage which can move in the perpendicular
direction of the two incident Raman beams. By moving the prism, the distance






Figure 6.3: Absorption images of atoms after the evolution under speckle potentials
and TOF. The BECs are released from the dipole trap, the pulses of the speckle
potentials are turned on immediately for a various amount of time, followed by TOF.
The absorption images are stacked up horizontally according to the speckle pulse
duration.
speckle beam. The power and the PSD of the speckle beam in the experiments are
assumed to be the same as those of the test beam, but no direct measurements were
done to the best of our knowledge. Inspired by [101], we designed and carried out
an experiment that allowed us to measure the average intensity and the PSD of the
speckle beam by using the evolution of spinless BECs under the speckle potentials.
In [101], the diffraction of a Bose-Einstein condensate from a one-dimensional
optical lattice is studied. In very short time,







the atoms are mainly scattered to the |±2kL〉 momentum states. Since in the
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Raman-Nath approximation, the atoms move by a very small distance, the kinetic
energy term in the Hamiltonian is neglected. The atomic momentum changes from
|k = 0〉 to |±2kL〉, which corresponds to the nonzero components in the PSD of the
lattice potential. This inspires us to measure the PSD of the speckle potential and
the cutoff kc by using the short-term speckle beam pulses.
As the pulse duration increases beyond tRN , the apparent edge of the momen-
tum distribution is bounded by a maximum momentum kmax. The observed value





Once the edge of the distribution reaches kmax, the distribution partially collapses to
|k = 0〉 at Tho/2. The process approximately repeats itself every Tho/2. The collapse
and revival phenomena can be qualitatively explained in a classical picture. The
atoms released from different positions in a harmonic trap become stationary every
half of the period. The collapse and revival are not complete in [101], at Tho/2 there
are always some higher momentum orders remain. The reason is that the lattice
potential is not perfectly harmonic.
In contrast to the lattice pulsing, in the speckle beam pulsing, the speckle
potential contains a continuous spectrum of spatial frequency. It is completely an-
harmonic and no collapse and revival should be expected. For long speckle pulsing
time, the momentum states should reach a stationary distribution. In analogy to
the law of equipartition, the kinetic energy of the atoms under this stationary distri-
bution should be half of the average speckle potential. This inspired us to measure
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the average speckle potential by using the width of the momentum distribution for
a long speckle pulsing time.
6.2.1 Short term speckle pulsing
To measure the PSD and the cutoff kc of the speckle potentials with short
term speckle pulsing, we derive the evolution of the momentum states under two
approximations. The first is the Raman-Nath approximation, atoms do not move
far during the pulse. The second is that the evolution time is short compared to




+ V (x). (6.6)











Define Ec as the energy associated with kc, τ =
∆t
~ Ec, k̂ =
k
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We assume the initial state is |k = 0〉, so the third term does not contribute. And
we measure the distribution in k space, so we can ignore the first term. The second
term governs the short time evolution. To the lowest order,
Û(t) |k = 0〉 = |k = 0〉 − iτS(x) |k = 0〉 (6.10)
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S̃(k − k′) |k〉〈k′| (6.11)
So




The probability distribution of momentum states at time τ is
P (k, τ) = τ 2|S̃(k)|2 + δk,0. (6.13)
It is proportional to the PSD of the speckle potential |S̃(k)|2 ignoring the central
peak at k = 0.
In the experiments, we put an iris right before the diffuser D in 6.1. By opening
and closing the iris, we can control the size of the beam which determines kc of the
speckle potential PSD in the focal plane. As the model we derived in Ch. (4) shows,
the speckle beam size at the focal plane does not change with the beam size at the
diffuser. The beam size at the focal plane is determined by the field-field correlation
length at the diffuser. So the average speckle potential depth is proportional to the
power of the beam which we can control when we change the size of the iris.
We did the experiments for two iris sizes, 6.5 mm and 15 mm, which correspond
to kc = 0.65kr and kc = 1.30kr, respectively. Here kr is defined with the largest
recoil k vector of atoms scattered by a 532 nm light beam focused by a one inch








θR ≈ 45◦ is shown in Fig. (6.2). The average speckle potentials are made equal in
both cases by controlling the power of the beam after the iris.
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We prepare BECs in a cross dipole trap, at t = 0, we turn off the dipole trap
and release the atoms for time-of-flight (TOF). Immediately after the dipole trap
is turned off, we turn on the speckle beam and pulse for a short period of time,
ranging from 20 µs to 250 µs. After 18 ms TOF, we take absorption images of the
atoms.
To compare with the experimental data, we simulate the process numerically.
In the numerical simulation, we prepare the ground state of BECs in a dipole trap.
At t = 0, turn off the dipole trap and release the atoms. Immediately after, the
speckle potential is turned on for a duration of 50 µs or 100 µs, followed by free
evolution for up to 20 ms. We keep track of the momentum distribution of the
atoms during the evolution.
As Fig. (6.4) shows, the simulation is done under two kinds of speckle poten-
tials with different kc to compare with the experimental data. The left panel of
Fig. (6.4) is for the speckle potential with kc = 1.48kr and the right panel for the
speckle potential with kc = 0.80kr. Fig. 6.4(c) and Fig. 6.4(d) show the momentum
distribution of atoms immediately after a 50 µs speckle pulsing, the results are av-
eraged over 20 speckle realizations. The red curves are proportional to the PSD of
the two kinds of speckle potentials, respectively. From Fig. 6.4(c) and Fig. 6.4(d)
we can see the tail of the momentum distribution of atoms after short-term speckle
pulsing matches with the PSD of the speckle potentials. The results agree with the
analytical calculation of the momentum distribution in Eq. (6.13), which predicts
the momentum distribution to be a central δ function plus a tail that is proportional
to the PSD of the speckle potentials.
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Figure 6.4: Simulation of short-term speckle pulsing. The left panel is for speckle
potential with kc = 1.48kr, and the right panel for kc = 0.8kr. (a) and (b) verify
the kc of both speckle potentials by plotting their PSD. (c) and (d) are the mo-
mentum distribution of atoms after released from the dipole trap and evolve under
speckle pulses for 50 µs. The red curves are proportional to the corresponding PSD
of the speckle potential. The momentum distribution is an average of 20 speckle
realizations. (e) and (f) are the momentum distribution of atoms after released from
the dipole trap and evolve under speckle pulses for 50 µs followed by a 20 ms free
expansion. The results are averaged over 20 speckle realizations.
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Figure 6.5: A sample of absorption images of atoms and analysis. The red square
is a selected region of interest and the red arrow indicates the direction we take
average. The masked and averaged spatial distribution of atoms (black curve) and
a fitted Gaussian curve (blue dashed) are plotted below.
Fig. 6.4(e) and Fig. 6.4(f) show the momentum distribution of atoms after a
50 µs speckle pulse and a 20 ms time-of-flight (TOF). During the TOF, the mean-
field expansion of the atoms broadens the momentum distribution. Both the central
peak and the tail of the momentum distribution become broader after the TOF.
In Fig. 6.4(f), for the speckle potential of smaller kc, the tail of the momentum
distribution is broadened more significantly. The broadened momentum distribution
after TOF makes it harder to distinguish the speckle potentials with the tail of the
momentum distribution.
Fig. 6.5 and Fig. 6.6 show the analysis results of the absorption images after
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Figure 6.6: Momentum distribution after short-term speckle pulses and 18 mm TOF.
(a). A few samples of momentum distribution of atoms without mask, along with
fitted Gaussian curves to the masked momentum distribution. (b). The tails of the
momentum distribution after short-term pulses of speckle potential with different
PSD. The PSD of the speckle potentials are controlled by the iris sizes and the
results are averaged for speckle pulsing time ranging from 80 µs to 150 µs.
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TOF for two kinds of speckle potentials generated with different iris sizes. During
TOF, the momentum distribution of atoms is mapped to their spatial distribution.
From the absorption images, we can compute the momentum distribution from the
spatial profile of the atoms. In the analysis, from the absorption images of atoms
after TOF shown in Fig. 6.5, we select a region of interest around the center of the
atoms indicated by the red square. And compute the average spatial distribution of
atoms along the horizontal direction (red arrow). The central peak of this average
spatial distribution is masked to show the detail of the tails. Fig. 6.5 shows an
example of the masked averaged spatial distribution along x direction (black curve)
and a Gaussian fit (blue dashed curve). The resultant tails of the spatial distribution
are averaged over short-term speckle pulsing duration ranging from 80 µs to 150 µs.
The tails of the spatial distribution are then converted to that of the momentum
distribution in a unit of kr.
Fig. 6.6(a) shows a few samples of the averaged momentum distribution along x
direction without a mask for short-term speckle pulsing, along with fitted Gaussian
curves to the masked momentum distribution. From Fig. 6.6(a) we can see it is
necessary to mask the central peak of the momentum distribution in order to analyze
the width of the tails. Fig. 6.6(b) is the momentum distribution of atoms after short-
term pulses of speckle potentials with different PSD, averaged over pulsing duration
ranging from 80 µs to 150 µs. From Fig. 6.6(b), it is hard to tell the difference
between the two curves for two reasons. First, in the absorption images, the signal-
noise-ratio at the tails of the density profile is low. Just by taking the average, it
is hard to reduce the noise and see the clear tails as in the numerical simulation
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in Fig. 6.4. Second, as the simulation results show in Fig. 6.4(e) and Fig. 6.4(f),
during TOF, the mean-field expansion broadens the momentum distribution more
significantly for speckle pulsing with smaller kc. So the width of the tails of the
momentum distribution for the pulsing of two kinds of speckle potentials is closer
to each other after TOF than before. For the two reasons, we conclude we can
not quantitatively measure the kc of the speckle potential by using the absorption
images after short-term speckle pulsing and TOF.
6.2.2 Long term speckle pulsing
In the experiments, it is important to know the average speckle potential
at the atoms. But unfortunately, it is hard to measure the power of the speckle
beam directly at the atoms and infer the average speckle potential. Because in
the experiments, we can not put a power meter anywhere we want to measure the
power of the beam. And besides, it is the intensity that matters, and we don’t have
perfect knowledge of the beam size at the atoms. After the closest point to the
vacuum glass cell where we can use a power meter to measure the power, the beam
goes through lenses, reflected by mirrors, glass cell, or even dichroic mirrors. The
power of the beam decreases at each of the optical elements. To the best of our
knowledge, for the previous experiments using speckle beams, the average speckle
potential was not measured directly. It could be inferred by calculating the power
given the power loss at each optical element. Or the power could be measured for
an identical speckle beam set up on the test bench and it is assumed the power at
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the atoms is the same as the power of the test speckle beam in the focal plane.
Inspired by [101], we obtained the mean potential depth by making the atoms
evolve under the speckle beam pulses. Compared with [101], for t tRN , we do not
expect to see the collapse and revive phenomenon due to the anharmonicity of the
speckle potential. Instead, at long speckle pulsing time, the momentum distribution
should reach equilibrium and in analogy to the law of equipartition, the average
stationary kinetic energy is half of the average total energy which is the initial
average speckle potential.
To confirm our understanding, we did numerical simulations of the long-term
speckle pulsing. Fig. 6.7 shows the simulation and experimental results of the speckle
pulsing for the pulsing duration up to 2 ms. In the simulation, we release the BECs
from the dipole trap and immediately turn on the speckle potential. The atoms
evolve under the speckle potential and we keep track of the width of the momentum
distribution. We did the simulation for different average speckle potential depth
ranging from 0 Hz to 1600 Hz, with a 200 Hz spacing. The results are shown as the
nine curves, each one is averaged over 20 speckle realizations. When the average
speckle potential is zero, the width of the momentum distribution increases driven
by the mean-field expansion. From the simulation results shown in Fig. 6.7(a), the
width of the momentum distribution increases rapidly after the speckle potential
is turned on and becomes stationary after around 0.25 µs. The stationary width
increases with the average speckle potential depth.
Fig. 6.7(b) shows the experimental results. In the experiment, we release the
atoms from the dipole trap, pulse the speckle potential for up to 2 mm followed
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by TOF. The total time for the speckle pulsing and the TOF is 18 ms, a constant
for different pulsing duration. We take the absorption images after TOF and fit a
Gaussian function to the density profile of the atoms. Fig. 6.7(b) shows the width
of the fitted Gaussian function vs the duration of the speckle pulses. The Gaussian
width increases with the pulsing duration in short term and becomes stationary
after around 0.25 ms, which is consistent with the simulation results.
To infer the average speckle potential from the width of the momentum distri-
bution after long-term speckle pulsing, we compute the average kinetic energy using








Here τ is the time for TOF. The average speckle potential is equal to the average
total energy, which is twice the average kinetic energy. In Fig. 6.8(b), the computed
total energy is plotted against a photodiode (PD) reading. In our experiments, we
use a pick-off mirror to reflect a fixed percentage of the power of the speckle beam
to a PD and the reading of the PD in Volt is proportional to the power of the beam
at the atoms. We fit a line crossing the origin to the data, by reading the PD we
have an estimate of the average speckle potential at the atoms.
To compare with the experimental results, we also did numerical simulations.
In the simulations, we release the atoms from the dipole trap at t = 0 and pulse the
speckle potential for 1 ms followed by a 20 ms free evolution. The simulations are
done with two kinds of speckle potentials, kc = 0.80kr and kc = 1.48kr, respectively.
For each kind of the speckle potential, the average potential depth ranges from 0 Hz
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Figure 6.7: The simulation and the experiments of the speckle beam pulsing. (a).
The width of the momentum distribution of atoms evolving under the speckle po-
tentials of different potential depth ranging from 0 to 1600 Hz. (b). The Gaussian
width of atoms in the absorption images after TOF for different speckle pulsing
duration.
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to 1600 Hz with a 200 Hz spacing. We compute the momentum distribution and the
average kinetic energy at the end of the free evolution. The average total energy is
twice the average kinetic energy deducted by the mean-field energy computed from
the average kinetic energy in the no-pulsing case. And the resultant average total
energy is plotted against the known average potential depth. In agreement with
our prediction, the curves are close to the diagonal line (dashed) for both kinds of
speckle potentials.
6.3 Transport of spinless BECs in speckle potentials
In Ch. (5), we study the transport of spinless BECs under speckle potentials.
As Fig. (5.3) shows, a BEC with a chemical potential ∼ 300 Hz travels through
speckle potentials with average potential depth ∼ 200 Hz, could be scattered by the
speckle potential and decelerate. The deceleration of a BEC depends on its initial
velocity, the speckle potential depth, and the cutoff kc in the speckle potential PSD.
As Fig. 5.3(d) shows, after evolving under the speckle potentials for 16 mm, the
BECs with small initial velocity has more significant deceleration. For BECs with
large initial velocity, k0 > kc/2, the deceleration is minimal during the 16 mm.
In the experiments, we study how BECs with different velocities decelerate.
As discussed in Ch. (4), we can make speckle potentials that have the same PSD
as the ones we use in our numerical simulations. And as discussed in Sec. (6.2),
the average speckle potential depth can be inferred from a PD reading. So an
ideal experimental sequence is to have the BEC travel with constant velocity under
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Figure 6.8: Calibration of the average speckle potential depth. (a). In the numerical
simulation, the average total energy inferred from the momentum distribution after
20 ms free evolution is plotted against the known average speckle potential depth.
The red curve and the blue curve are for the speckle potentials with kc = 0.80kr
and kc = 1.48kr, respectively. The dashed line is diagonal. (b). In the experiment,
the average total energy computed from long-term speckle pulsing data is plotted
against the PD reading.
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well-calibrated speckle potential, and the final velocity would be measured by using
insitu or TOF absorption images. To that end, the first challenge we are faced
with is that how to make a BEC travel with a constant velocity for an extensive
amount of time (16 mm in the simulation). We make BECs by doing evaporative
cooling in a cross dipole trap as discussed in Sec. (2.2.7), so our first choice is to
make BECs travel in the cross dipole trap. As Eq. (2.85) suggests, dipole potential
is proportional to the intensity of the dipole beam.
In our case, as discussed in 6.1.1, we image atoms in z direction and measure
the motion of atoms in x direction. The dipole potential in x direction is a combi-
nation of the dipole potential from z dipole beam and x dipole beam. The width of
the dipole potential from x dipole beam is the Rayleigh range, which in our case is
∼ 1.3 mm. Based on our design, the velocity of atoms corresponds to the recoil k
vector kr is 3.3 µm/ms. We expect the atoms to move less than 50 µm during the
experiment, so the dipole potential from x dipole beam can be ignored.
In x direction, the dipole potential from the z dipole beam is







where w is the width of the beam at the atoms. Expand the potential at x = 0 to
second order,




has a quadratic form. Around the center of the trap, the dipole potential can be





In the ideal case, the atoms would move at a constant velocity in the dipole
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is zero and the z dipole beam is completely turned
off. More realistically, if the velocity of the atoms change by less than 5% at the
center of the trap in 15 ms, the period of the harmonic oscillation needs to be more
than 300 ms. So the trapping frequency is around 3 Hz.
The x dipole beam and the z dipole beam in our experiments are the first
order and zeroth-order beams from an AOM, the total power of the two beams are
conserved. We optimized the ratio of the power of the two beams to maximize the
phase space density of the BECs after the dipole evaporation stage. In the optimized
case, the measured trapping frequency in x direction is 21 Hz. In order to decrease
the x trapping frequency, we need to allocate more power in the x dipole beam and
less in the z dipole beam. But in the process of decreasing the x trapping frequency,
a few problems occurred.
Fig. 6.9 shows the BEC with x trapping frequency of 21 Hz compared with the
BEC with x trapping frequency of 5.8 Hz. Compared with the BEC in Fig. 6.9(a),
the BEC in Fig. 6.9(b) is stretched in the x direction due to small trapping frequency.
The signal is much weaker and the large length in x direction makes it hard to
accurately detect the center of the atoms and the center-of-mass motion.
Alternatively, we can keep the current dipole trap configuration and decrease
the time that BECs travel under speckle potentials. We hope to find the duration of
the speckle potential pulses that is as short as possible, but its deceleration effect on

















Figure 6.9: insitu absorption images of BECs with different dipole parameters. (a)
A BEC with x trapping frequency of 21 Hz. (b) A BEC with x trapping frequency
of 5.8 Hz
In Fig. 6.10, the blue dots show the oscillation of a BEC in x direction in a
dipole trap with x trapping frequency 21 Hz. The center of the atoms is measured
from insitu images of atoms. At the center of the dipole trap, the atoms are at the
maximum velocity v0, mv0/~ = 1.8kr. The first time the atoms reach maximum
velocity is at 21 ms. We make the atoms do the same dipole oscillation as the blue
dots show, at 21 ms, we turn on the speckle potential and hold for 1 ms. After 1 ms,
the speckle potential is turned off and we track the center-of-mass motion of the
atoms in x direction in the dipole trap. The center-of-mass motion of atoms after
the speckle pulse is shown as the orange dots in Fig. 6.10.
The amplitude of the oscillation shown by the orange dots is smaller than the
amplitude shown by the blue dots. We fit a sinusoidal function to both and infer
the velocities of the atoms at t = 21 ms. Without the pulse of speckle potential
at t = 21 ms, the velocity of the atoms is v0, mv0/~ = 1.8kr. With the pulse, the
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160 no speckle pulse
with speckle pulse
Figure 6.10: Center-of-mass motion in x direction of atoms during dipole oscillation.
The blue dots show a full cycle of dipole oscillation without pulses of the speckle
potentials. The orange dots show the dipole oscillation of atoms with the same
initial velocity as the blue dots show, but with a 1 ms speckle pulse at 21 ms. The
average speckle potential depth is ≈ 640 Hz.
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velocity of the atoms is vf , mvf/~ = 0.7kr. This measurement demonstrated that
a speckle potential pulse with an average potential depth of ≈ 640 Hz, can have a
significant deceleration effect on atoms within 1 ms. This allows us to measure the
deceleration of atoms evolving in speckle potentials in our optimized dipole trap,
without having to reduce the x trapping frequency.
Using this method, we measured the deceleration of atoms at different veloc-
ities v0 after pulses of speckle potential for 1 ms with an average potential depth
of ≈ 500 Hz. Fig. 6.11 shows the experimental measurements compared with the
numerical simulation results. The red circles in Fig. 6.11 show the experimental
results. In the numerical simulations, we make atoms with different initial velocities
evolve under speckle potentials with different potential depth for 1 ms and measure




. The blue curve
and the yellow curve in Fig. 6.11 correspond to speckle potential depth of 500 Hz
and 800 Hz, respectively. In the experiments, the average speckle potential depth
is inferred from Fig. 6.8. As discussed in Sec. 6.2.2, we use the stationary width of
the momentum distribution after long-term speckle pulses to measure the average
speckle potential. Here the deceleration measurement is done with a PD reading of
1.0 V, which corresponds to an average speckle potential of ≈ 500 Hz. For initial
velocities v0, the measured final velocities vf =
~kr
m
are lower than the final veloc-
ities in the simulation with average speckle potential of 500 Hz, and are close to
those in the simulation with average speckle potential of 800 Hz. There are a few
potential causes that can lead to the gap. First, in the measurements of the sta-
tionary width of momentum distribution after long-term pulses of speckle potential
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shown in Fig. 6.8, the stationary width is noisy which leads to uncertainty in the
calculation of average speckle potential depth. Second, as discussed in Sec. 6.2.1, it
is hard to measure the kc of the optical speckle potentials used in the experiments
accurately. The difference in kc of speckle potentials used in the simulations and
the experiments can also lead to this gap.
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Figure 6.11: Deceleration of atoms after a 1 ms pulse of the speckle potentials. The
red circles are the results of measurements in the experiments. The average speckle
potential depth inferred from the photo diode reading is ≈ 500 Hz. The blue curve
and the yellow curve are the results of numerical simulations. The blue curve is
the final velocities vs the initial velocities after evolving under speckle potentials
with average potential depth of 800 Hz, and the yellow curve is for speckle potential
with average potential depth of 500 Hz. Both the blue curve and the yellow curve
are averaged over 20 speckle realizations and the error bars show the standard
deviations. The purple line is diagonal.
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Appendix A: Calculation results of field-field correlation function
































1/R(z) = 1/z − k20w2/8Az3
1/σ2(z) = k20w
2/8z2 − k40w4/64Az4 − k20/16Az2
1/w2(z) = k20/8Az
2














































































Appendix B: Derivation of the moments of random phase factors
In Sec. 4.4, we derive the joint probability density of random electric fields
and the probability density of the intensity 4.22 by calculating the moments of the
random electric fields. One way to derive the probability density is to separate the
phase factor of the electric fields exp{iφ(r)} into real and imaginary parts cosφ(r),
sinφ(r) and calculate their joint probability density. Here we derive the variance
and covariance of cosφ(r) and sinφ(r) that are used to derive their joint probability
density.
Under assumptions:








φ(r) ∼ Uniform(0, 2π). (B.2)
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〈exp {−i [φ(r1)− φ(r2)]}〉 = 〈cos [φ(r1)− φ(r2)]− i sin [φ(r1)− φ(r2)]〉 (B.3)
= 〈cos [φ(r1)− φ(r2)]〉 − i〈sin [φ(r1)− φ(r2)]〉
By symmetry,
〈sin [φ(r1)− φ(r2)]〉 = 〈sin [φ(r2)− φ(r1)]〉 = 0, (B.4)
therefore,







〈cos [φ(r1) + φ(r2)]〉 = 〈cos [φ(r1)− φ(r2) + 2φ(r2)]〉 (B.6)
= 〈cos [φ(r1)− φ(r2)] cos [2φ(r2)]〉
− 〈sin [φ(r1)− φ(r2)] sin [2φ(r2)]〉
φ(r1)− φ(r2) is independent of φ(r2), so
〈cos [φ(r1) + φ(r2)]〉 = 0 (B.7)
Similarly,
〈sin [φ(r1) + φ(r2)]〉 = 0 (B.8)
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〈cos [φ(r1)] cos [φ(r2)]〉 =
1
2










〈sin [φ(r1)] sin [φ(r2)]〉 =
1
2










〈sin [φ(r1)] cos [φ(r2)]〉 =
1
2
〈sin [φ(r1) + φ(r2)]− sin [φ(r1)− φ(r2)]〉 (B.11)
= 0
〈cos [φ(r1)] sin [φ(r2)]〉 =
1
2
〈sin [φ(r1) + φ(r2)]− sin [φ(r2)− φ(r1)]〉 (B.12)
= 0
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Appendix C: Squared coupling strength between momentum states
In Sec. 5.1.1, we stated this formula
ρ(kf − k0) = 〈〈kf | V̂ |k0〉 〈k0| V̂ |kf〉〉 (C.1)
and applied it in the Fermi’s golden rule calculation. Here we derive it.
In the basis of momentum states {|k〉}, the matrix element of speckle potential
V̂ (x) is
g(k1, k2) = 〈k1|V̂ (x)|k2〉 . (C.2)
The ensemble averaged, squared matrix element is













〈V (x1)V (x2)〉 exp{−i∆k(x1 − x2)}dx1dx2
= ρV (∆k)
Here ρV (∆k) is the PSD of the speckle potential and ∆k = k2 − k1. Since
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speckle potential is proportional to the intensity of optical speckle,
ρV (∆k) ∝ ρI(∆k) (C.4)
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Appendix D: Speckle beam width in the focal plane from a ray optics
model
The speckle beam width in the focal plane of a lens can be calculated from a
ray optics model, in the limit of large focal length f and small diverging angle ∆θ.
Figure D.1: A ray optics model to calculate the speckle beam width in the focal
plane of a lens.
As shown in Fig. D.1, an optical ray hit the edge of a lens is focused to the
focal point and form an angle θ0 with x-axis. After the phase plate, the speckle
beam diverges at an angle ∆θ, and the diverged beams form angles θ1 and θ2 with
131
the x-axis.
θ1 ≈ θ0 −∆θ (D.1)






tan θ2 − tan θ1








sin θ0 cos θ0
In the limit of large f , sin θ0 ≈ DL2f , cos θ0 ≈ 1.
w(f) ≈ 2f∆θ. (D.3)
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Second Chern number of a
quantum-simulated non-Abelian
Yang monopole
Seiji Sugawa*†, Francisco Salces-Carcoba, Abigail R. Perry‡, Yuchen Yue, I. B. Spielman†
Topological order is often quantified in terms of Chern numbers, each of which classifies
a topological singularity. Here, inspired by concepts from high-energy physics, we use
quantum simulation based on the spin degrees of freedom of atomic Bose-Einstein
condensates to characterize a singularity present in five-dimensional non-Abelian gauge
theories—a Yang monopole. We quantify the monopole in terms of Chern numbers
measured on enclosing manifolds: Whereas the well-known first Chern number vanishes,
the second Chern number does not. By displacing the manifold, we induce and observe
a topological transition, where the topology of the manifold changes to a trivial state.
T
he Yang-Mills theory is a non-Abelian gauge
field theory that includes a higher gauge
symmetry than quantum electrodynamics
and now forms a cornerstone of the stan-
dardmodel of particle physics (1, 2). In the
Yang-Mills theory, soliton solutions that include
monopoles and instantons play a key role, the-
oretically describing phenomena in high-energy
physics (3). The monopole solutions are sources
of non-Abelian gauge fields and give rise to a
nontrivial topology.
The physical importance of magnetic mono-
poles was captured in the seminal work by
P. A. M. Dirac (4). Dirac considered a phase,
now known as the Aharonov-Bohm phase, ac-
quired by an electron with charge qe moving
around a magnetic monopole and showed that
themonopole chargemust be qm = nh/qe, where
n is an integer and h is Planck’s constant. Fol-
lowing from this quantization condition, Gauss’s
law for the magnetic field B must take a quan-
tized valuenh=qe ¼ ∫S2B  dS, which essentially
counts the number ofmagnetic charges inside the
manifold S2 [here S2 is a closed two-dimensional
(2D) surface and dS = n dS (n is a unit vector nor-
mal to the surface)]. The integral is topologically
robust against deformation of the enclosing man-
ifold as long as the number of monopoles enclosed
is unchanged. The field from Dirac monopoles
has been observed in a range of physical sys-
tems, and the associated topological charge—
the first Chern number, often referred to as “the
Chern number”—has been measured (5–7). The
first Chern number and Abelian monopole field
were measured in the parameter space of a spin-
1/2 artificial atom (6, 7), and the Dirac monopole
analog was synthesized inside a spinor conden-
sate where the associated spin texture was observed
(5). In quantummechanical systems, gauge fields
such as the electromagnetic vector potentialA
take central stage (in classical electromagnetism
B ¼ ∇A) and are required to understand na-
ture at themost fundamental level (8). The Yang-
Mills theory is a non-Abelian extension of Dirac’s
magneticmonopole (9) and requires higher-order
Chern numbers (higher-order than the first) for
its topological characterization.
Here we report on the quantum simulation of
a Yang monopole in a 5D parameter space built
from an atomic quantum gases’ internal states
and themeasurement of its topological charges
by characterizing the associated non-Abelian
gauge fields (often called curvatures). To extract
the second and higher Chern numbers that re-
sult from non-Abelian gauge fields, we devel-
oped a method to evaluate the local non-Abelian
Berry curvatures through nonadiabatic responses
of the system.
Monopole fields and Chern numbers
An N dimensional vector gauge field AðqÞ ¼
ðA1;A2;…;AN Þ, where q ¼ ðq1; q2;…; qN Þ is the
position, is said to be non-Abelian when the
vector components Am(q) fail to commute, i.e.,
[Am, An] ≠ 0 (m; n∈f1;…;Ng), where m and n label
the different vector components. The resulting






where i is an imaginary unit; in three spatial
dimensions, the components of the magnetic
field Bm ¼ Dmnl Fnl=2, where l is an integer, can
be determined from the elements of the Fnl
matrices (Dmnl is the rank-3 Levi-Civita symbol,
and we used Einstein’s implied summation con-
vention for repeated indices). In analogy to the
Gauss’s law with electric charges (monopoles), the
first Chern number is equivalently the integral




of the magnetic field B or the Abelian field
strength Fnl over a closed 2Dmanifold S2, where
∧ is the wedge product. The general nth Chern
number of a non-Abelian gauge field is the
n-wedge product of the non-Abelian curvature
anCn ¼ ∫S2n tr½F ∧ F ∧ F ∧ … ∧ F  d2nS ð3Þ
where an (a1 = 4p, a2 = 32p
2,…) is a normaliza-
tion factor and S2n is a closed 2n-dimensional
manifold (10).
Chern numbers provide a topological classi-
fication of monopoles in gauge field theories.
The monopoles are generally associated with
RESEARCH
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Fig. 1. Non-Abelian monopole and the appearance of nontrivial topology. (A) The 5D parameter
space.The system has a topological defect at the origin, a Yang monopole, providing a source of non-Abelian
gauge field. The topological invariant associated with the monopole is the second Chern number,
defined on an enclosing 4D manifold. (B) Quantum states can be mapped onto generalized Bloch
spheres. An additional Bloch sphere, which defines the wave function within each DS, is required to fully
define our systems eigenstates. The 5D generalized magnetization vector G remains parallel with q at












a divergence in the field strength and can con-
tribute a unit of flux through any enclosing
manifold. This generalized flux is quantized and
is given by the Chern numbers. In particular, for
Yang monopoles, the first Chern number is zero,
but the second Chern number is either +1 or −1
(Fig. 1).
Many quantum systems can be described by a
HamiltonianĤ(q) that depends on position q in
parameter space. At each position, the system is
characterized by energies Ek(q) and eigenstates
jkðqÞi, where k∈f1;…;Kg is an index that iden-
tifies the eigenstate in ourK -dimensionalHilbert
space. A gauge potential called the non-Abelian
Berry connection Abgm ðqÞ ¼ ihbðqÞj@=@qmjgðqÞi ,
where b; g∈f1;…;Kg , is encoded in the wave
functions; thus, for any position q, each vector
component Am is represented by amatrix. Chern
numbers and curvatures can be then defined by
Eqs. 1 to 3 for each well-separated energy level.
Because of these gauge fields, an initial quantum
state can acquire a geometric phase as the loca-
tion in parameter space is adiabatically changed.
For nondegenerate quantum systems, the result-
ing geometric phase is called the Berry phase
(11). A quantum state evolving within a degen-
erate subspace can acquire a Wilczek-Zee geo-
metric phase, a matrix-valued generalization of
the Berry phase obtained as the path-ordered
line integral of a non-Abelian gauge potential
(12–14).
Experimental Hamiltonian
We realized a non-Abelian gauge field by cyclical-
ly coupling four levelswithin the hyperfine ground
states of rubidium-87 using radio-frequency and
microwave fields (Fig. 2, A and B), essentially
forming a square plaquette. The four couplings
were parameterized by two Rabi frequencies
WA andWB and two phases fA and fB arranged so
that the sum of the phases around the plaquette
was p. This configuration of control fields, along
with a detuning d ¼ jgFjmDB=ħ, where gF is the
Landé g factor, m is the Bohrmagneton, DB is the
shift in the magnetic field from resonant cou-
pling condition, and ħ = h/2p, gave us an experi-
mentally controllable 5D parameter space labeled
by the Cartesian coordinates q = (−WB cos fB,
−WA cos fA, −WA sin fA, d, −WB sin fB). In much
the sameway that a two-level atom in amagnetic
field can be understood in terms of three Pauli
matrices, our four-level system is governed by the
Hamiltonian
Ĥ ¼  ħ
2
q  Ĝ ¼  ħ
2
ðq1Ĝ1 þ q2Ĝ2þ
q3Ĝ3 þ q4Ĝ4 þ q5Ĝ5Þ ð4Þ
where qi and Ĝ i (i = 1, 2, …, 5) are the ith com-
ponents of q and Ĝ and Ĝ i is represented as the
four-by-four Dirac matrices with the hyperfine
ground states shown in Fig. 2A taken as the ba-
sis. Furthermore, because each of theDiracmatri-
ces commuteswith the time-reversal operator, the
system has time-reversal symmetry (15); Kramers
theorem then implies that the system has two
pairs of degenerate energy states, here with en-
ergies ET ¼ Tħjqj=2. Thus, each energy, labeled by
+ or −, has two independent eigenstates j↑TðqÞi
and j↓TðqÞi; each of these pairs define a degen-
erate subspace (DS). As shown in Fig. 2B, these
DSs are characterized by a generalized magneti-
zation vector hGi ¼ ðhĜ1i; hĜ2i; hĜ3i; hĜ4i; hĜ5iÞ
on a unit 4-sphere in our 5D space. Different
configurations within each DS share the same
magnetization vector, which can be pictured in
terms of an additional 3D Bloch sphere (green
sphere in Figs. 1 and 2B). An eigenstate is fully
depicted by assigning the two such “Bloch” vec-
tors. The Yang monopole (16, 17) resides at the
Hamiltonian’s degeneracy point atq=0, a singular
point where the non-Abelian Berry’s connection
diverges. The non-Abelian Berry’s curvatures from
our experimental Hamiltonian (Eq. 4) quantum
simulates the fields of a Yang monopole.
Quantum control and measurement
We begin by demonstrating the control andmea-
surement capabilities of our system. We first
prepared the system in its ground state at the po-





space, where the generalized magnetization is
hGi ¼ ð1;1; 0;0; 0Þ= ffiffiffi2p . Then, by ramping fA,
we slowly moved the control vector around the
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Fig. 2. Schematics of the
experiment. (A) Schematic
of our implemented coupling
using four hyperfine ground
states of rubidium-87. The four
states were cyclically coupled
with radio-frequency (rf) and
microwave fields. The right
panel shows the resulting
plaquette and the associated
coupling parameters. (B) At
any point in the 5D parameter
space, the energy spectrum
forms a pair of twofold
degenerate manifolds with
the energy gap equal to ħjqj,
where q is the control field.
Each degenerate subspace
can be represented by a
Bloch sphere.












circleqðtÞ ¼ q0½1;cosð2pt=T Þ;  sinð2pt=TÞ;
0; 0= ffiffiffi2p shown in Fig. 3A, where T is the full
ramp time, and q0 ¼ jq0j ¼ 2p 2kHz.











p j1ið1þ iÞj2iþ i ffiffiffi2p j3iþ
ð1 iÞj4i

=ð2 ffiffiffi2p Þ in the ground DS by rotating
the control field (15) from the north pole qN =
q0(0, 0, 0, 1, 0), we measured the state for differ-
ent evolution times in this nearly adiabatic ramp
(Fig. 3B), and identified the orientation within the
DS by performing quantum state tomography,
giving the expectation values of the Pauli operators
ŝi ði ¼ x; y; zÞ in the ground DS at qN. As seen in
Fig. 3B, after the control field completed one cycle,
the orientation of the state vector within the DS
differed from its initial value. After one cycle, the
Berry’s phase from an Abelian gauge field
would contribute only an overall phase, leav-
ing the state vector otherwise unchanged. In
agreement with our numerical simulation
obtained by solving (15) the time-dependent
Schrödinger equation (TDSE) for the Hamiltonian
in Eq. 4 (curves in Fig. 3B), this shows that the
observed evolution resulted instead from the
Wilczek-Zee phase derived from a non-Abelian
gauge field.
We thenmeasured hĜ4iduring this ramp and
noted a small deflection of the magnetization of
the state vector owing to remnant nonadiabatic
effects (Fig. 3C). In linear response theory, devia-
tions from adiabaticity can be described in terms
of the response of the state vector to a general-
ized force M̂m ¼ ð@Ĥ=@qmÞ=ħ acting on the
state (Fig. 1B). For a conventional Abelian sys-
tem, the local force at a fixed time (18, 19)
hM̂mi ¼ vnFmn þ constant ð5Þ
resulting from parameters qn changing with ve-
locity vn is analogous to the Lorentz force. This
relation gives the driving force behind the topo-
logical and geometrical charge pumps recently
realized in ultracold atoms (20–22). In both crys-
talline and optical lattices, the same relation
underlies the anomalous quantum Hall effect
(23–25).
Owing to the phase symmetry of the system for
fA, the generalized geometric force from Eq. 5 is
constant for our trajectory, inconsistent with the
sign change present in the observed deflection
(Fig. 3C). To account for this discrepancy, Eq. 5
can be extended to accommodate non-Abelian
gauge fields, giving the generalized geometric
force (15, 26)
hM̂mi ¼ vnhF̂ mni þ constant ð6Þ
acting on the state, where the expectation value
on the right-hand side is taken for a pure state
at adiabaticity and F̂ mn is the Berry curvature of
the associated degenerate subspace (26). In con-
trast to the Abelian case, where the generalized
geometric force is simply the product of the local
Berry curvature and the velocity, the force in
Eq. 6 also depends on the quantum state within
the DS. As we saw, even for adiabatic motion,
Wilczek-Zee phases can lead to considerable evo-
lution within the DS, making Eq. 6 essential for
describing generalized geometric forces.
The sign change in Fig. 3C is now explained
by the dependence of the geometric force on the
state as it evolved within the DS. If the gauge
field is Abelian, independent of the state within
the DS, the force components should be constant
in the spherical coordinate along the path for
constant ramp velocity. The sign change reveals
that the quantum state acquired a Wilczek-Zee
phase from a non-Abelian gauge potential, con-
tributing to the geometric force. Indeed, the solid
curves depict the prediction of our TDSE simu-
lations (15) and confirm that the geometric force
in our experiment cannot be derived from an
Abelian gauge potential.
In general, we can observe the full magnetiza-
tion of the state vector by carefully measuring
the expectation values (15) of all five operators Ĝ i.
To demonstrate this capability, we moved along
the circle qðtÞ ¼ q0½cosð2pt=TÞ;cosð2pt=T Þ;
sinð2pt=T Þ;0; sinð2pt=T Þ= ffiffiffi2p shown in Fig. 4A,
starting from j↑ðq0Þi [¼ ð
ffiffiffi
2
p j1i  j2i þ j4iÞ=2]
at t = 0, and obtained hGðtÞi. Figure 4B shows
that hGðtÞinearly followed the adiabatic trajec-
tory (red curves), almost oriented parallel to q,
but slightly deflected owing to the nonadiabatic-
ity [TDSE simulation (15) shown by black curves
in Fig. 4B].
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Fig. 3. State evolution under a non-Abelian
gauge field. (A) Schematic of the control field
trajectory. The two phases (fA, fB) were ramped
for T = 2 ms with the laboratory parameters
WA/2p = WB/2p = 1.41 kHz and d = 0. (B) Nearly-
adiabatic response of pseudospin magnetiza-
tion within the ground DS Bloch sphere, showing
the nontrivial acquisition of a Wilczek-Zee phase
after a 2p-rotation. The solid lines simulate the
experiment by numerically solving the TDSE (15).
(C) Deflection during the phase ramp. The
state was slightly deflected along hĜ4i, resulting
from our finite ramp time (black circles),
changing from positive to negative. The black
curve shows the theoretically expected linear
response based on Eq. 6 (15).
Fig. 4. Generalized magnetization. (A) Sche-
matic of the control field trajectory. The two
phases (fA, fB) are ramped for T = 4 ms with
the laboratory parameters WA/2p = WB/2p =
1.41 kHz and d = 0. (B) Quantum states were
measured by evaluating the expectation values
of the five Dirac matrices. The red curves plot
the trajectories expected for adiabatic motion,
whereas the black curves are numerical simulations,
including our finite ramp time (15).












Non-Abelian Berry curvatures and
Chern numbers
With the ultimate goal of evaluating Chern num-
bers in mind, we characterized the non-Abelian
Berry curvatures on spherical manifolds in pa-
rameter space. Accordingly, we adopt spherical
coordinates described by a radius q and four
angles q1 ∈ [0, p], q2 ∈ [0, p/2], f1, and f2 that are
related to our experimental control parameter
space viaWA = q sin q1 cos q2,WB = q sin q1 sin q2,
d = q cos q1, f1 = (fA + fB)/2, and f2 = (fA − fB)/2.
After preparing the system in its ground state
at q0, wemeasured the deflection along the q1 di-
rection, while rotating the control field along
qTðtÞ ¼ q0½cosð2pt=T Þ;cosð2pt=T Þ;∓sinð2pt=
T Þ;0;∓sinð2pt=T Þ= ffiffiffi2p by ramping f1 from 0 to
±p (half-circles in Fig. 5A). The geometric force
Mq1 is directly obtained from the deflection of
hĜ4i . Figure 5B plots the deflection during this
ramp for four different initial states (marked by
jAi, jBi, jCi, and jDi in Fig. 5D) within the DS,
manifesting the state dependence of the geo-
metric force in the non-Abelian gauge field in
contrast to Abelian cases. The net deflection
during any given ramp gives the integrated geo-
metric force.
To confirm that our drive was in the linear re-
sponse regime, we measured the geometric force
as a function of ramp time T (Fig. 5C). From both
the data and TDSE simulations (dashed curves),
the geometric force (solid curves) is almost linear
with respect to velocity for T ≥ 12p/q.
The components of the Berry curvatures can
be reconstructed from the integrated geometric
force. Owing to the symmetry of our experimen-
talHamiltonian, the geometric force components
must be almost constant in spherical coordinates
during the ramp in the linear response regime.
By measuring the geometric force experienced
by four independent initial states all within the
DS, we determined the four independent pa-
rameters present in the 2-by-2 matrices describ-
ing each element (labeled by b and g) of the
representation of the non-Abelian Berry curva-
ture F bgml . Following this procedure for T ≥ 12p/q,
we obtained 2q20F̂q1f1 ¼ 0:01ð3ÞÎ 0 þ ½0:06ð5Þ;
0:08ð5Þ; 0:98ð3Þ  ^s, in agreement with the the-
oretical value, 2q20F̂q1f1 ¼ ŝz (here, Î0 is the iden-
tity operator).
We thoroughly investigated the state depen-
dence of the geometric force by studying the
evolution of 225 initial states covering the Bloch
sphere of the initial DS (Fig. 5D). For each initial
state, we recorded the deflection after a 250-ms
ramp to obtain the Berry curvature component
hF̂q1f1 i. Figure 5D shows the initial-state Bloch
sphere colored according to the curvature; the
theoretically computed result (top) is in good
agreement with experimental result (bottom).
By changing the path and the direction along
which we measure the deflection, other compo-
nents of the curvatures can be measured. For
example, by rotating the control field along
qTðtÞ ¼ q0½cosð2pt=T Þ;cosð2pt=TÞ;∓sinð2pt=
T Þ;0; Tsinð2pt=T Þ= ffiffiffi2p by ramping f2 and evalu-
ating the deflection along the q2 direction at q0,
we obtained 2q20 F̂q2f2 ¼0:08ð3ÞÎ 0þ ½0:12ð5Þ;
0:07ð5Þ; 1:00ð3Þ  ^s, also in good agreement
with the theoretical value, 2q20 F̂f2q2 ¼ ŝz.
Just as in classical electromagnetism, where
the fields from electric or magnetic sources fall
off as 1/q2, the non-Abelian gauge field strength
also follows a 1/q2 scaling law, as required by the
generalized Gauss’s law (see Eq. 2) that defines
the second Chern number. By repeating the same
Berry curvature measurement (F̂f2q2 ) for differ-
ent q0, while keeping 2p/qT = 0.25 constant to
remain in the linear response regime, the Berry
curvature componentshF̂f2q2 i indeed had the 1/q
2
scaling of a monopole source (Fig. 5E); this also
suggests that hF̂f2q2 i diverges at q→0.
Taken together, these fields provide sufficient
information to extract the second Chern num-
ber of a 4-sphere with radius q0.We evaluate the





∫S4 tr½Ff1q1Fq2f2 d4S ð7Þ
where S4 defines the 4-sphere andd
4S= sin3 q1 sin
2q2dq1dq2df1df2. Equation 7 relies on the rota-
tional symmetry of Ĥ(q), which gives the nu-
merically confirmed (15) relationstr½Ff1q1Ff2q2 ¼
tr ½Ff1q2Fq1f2  ¼ tr ½Ff1f2Fq2q1  . From the non-
Abelian Berry curvature measurements in the
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Fig. 5. Deflection of states within the ground-state manifold owing to non-Abelian Berry
curvatures. (A) Schematic of the control field trajectory. (B) Deflections along q1 were measured
during the T = 6 ms ramp. hĜ4iwas measured for four independent initial states (jAi, jBi, jCi, andjDi)








j3i  j4iÞ=2 are the basis








. (C) Geometric force as a function of
1/Tmeasured for the four initial states (jAi, jBi, jCi, and jDi) at q0.The dashed lines assume linearity,
and the solid curves are the outcomes of our TDSE simulations (15). (D) Expectation values of the
non-Abelian Berry curvature hF̂q1f1 i in the ground state manifold at q0 are mapped onto Bloch spheres
associated with the state within the DS at q0. The four initial states used in (A) to (C) are also shown
in the theoretical (top sphere) and the experimental (bottom sphere) plots. (E) 1/q2 scaling in the
strength of the curvature.The matrix components of the curvature hF̂f2q2 i are evaluated for various q0.
The data show excellent agreement with the theory that exhibits 1/q2 dependence (solid lines).












previous section, we directly obtained C2 ¼
2q40tr½Fq1f1 ðq0ÞFf2q2 ðq0Þ ¼ 0:97ð6Þ for the ground
state, consistent with the theoretical value C2 = 1.
We repeated the measurements for the excited
state and foundC2 ¼ 2q40tr½Ff1q2 ðq0ÞFf2q1 ðq0Þ ¼0:93ð6Þ, also in agreement with the theoret-
ical value C2 = –1. These nonzero Chern num-
bers inform us that themanifold is topologically
nontrivial.
Because the system is time-reversal symmet-
ric, the first Chern form is zero, and therefore
Eq. 3 for the first Chern number should be zero
for both degenerate manifolds. Indeed, all the
measured non-Abelian Berry curvatures were
traceless (q20tr½F̂f2q2 ¼ 0:08ð3Þandq20tr½F̂q1f1 ¼
0:01ð3Þ for the ground state, and q20tr½F̂q1f2  ¼0:02ð3Þ and q20tr½F̂f1q2  ¼ 0:00ð3Þ for the ex-
cited state), so that the first Chern number,
which is the surface integral of the trace of the
individual curvatures, was also zero. Thus, the
nontrivial topology of the monopole field is not
expressed by a first Chern number.
Topological transition
We concluded our measurements by inducing
a topologically nontrivial-to-trivial transition
of the manifold by displacing the 4-sphere in
parameter space from the origin by an amount
qoffset = qoffset(q0/q0) (Fig. 6A). The topological
transition occurs at the critical displacement
qcrit = q0 when the Yang monopole departs the
manifold. Figure 6B shows our observed tran-
sition of the second Chern number from ±1, for
the ground and excited states, to zero as the off-
set coupling qoffset was increased. This transition
is associated with the topology of the manifold
changing from topologically nontrivial to trivial.
The smoothness of the observed transition was
caused by the breakdown of the linear response
near the transition point. Our theory [continuous
curves in Fig. 6B, and see (15)] shows that slower
ramps enlarge the region in which linear re-
sponse is valid andmake the transition sharper
(Fig. 6B). Topological transitions have been ob-
served in a range of experiments (6, 7, 25); how-
ever, in all of these cases, the observed topological
phaseswere only identified by aDiracmonopoles’
first Chern number and enclosing 2D manifolds.
By contrast, in our system, the first Chernnumber
is zero everywhere and the second Chern number
characterizes the topological phase, arising from
aYangmonopole at the origin of parameter space.
The opposite topological charges observed in the
ground or excitedmanifolds result fromamono-
pole in one manifold acting as an antimonopole
in the other.With these Chern numbermeasure-
ments,we confirmed that the engineered topolog-
ical singularity in our system indeed simulated a
Yang monopole.
Discussion and outlook
Our work can be extended to other quantum sys-
tems, including ions, thermal atoms, and supercon-
ducting qubits. The Chern number characterizes
a source of gauge field with high symmetry, a
symmetry that naturally arises in particle physics
in contexts such as quantum chromodynamics.
The monopole field and the second Chern
number have been discussed theoretically in the
context of 4DquantumHall effect (4DQH) (27, 28),
spin-Hall effect (29), exotic charge pumping (30),
and fermionic pairing (31) in condensed matter
systems. Themodel we explored experimentally
is equivalent to the (4 + 1)-D lattice Dirac Hamil-
tonian relevant to 4DQH. The 4DQH is a gener-
alized quantumHall effect and is the root state of
a family of topological insulators, which are ob-
tained by a dimensional reduction procedure
(32). The observed transition in Fig. 6B can be
regarded as the type of phase transition present
in the band topology of 4DQH systems. A con-
formal mapping from a 4D spherical manifold
in parameter space to a 4D crystal momentum
space, 4-torus, directly recasts our Hamiltonian
as the Dirac Hamiltonian.
Our observation lays the groundwork for sim-
ulating objects in high-energy physicswith atomic
quantum systems. Lattice extensions of our work,
where lattice sites or bands play the role of spin
states,may allowquantumsimulation of emergent
many-body dynamics with non-Abelian gauge
fieldswith highly controllable ultracold quantum
gases systems (33–36).
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Abstract
We trap individual 1DBose gases and obtain the associated equation of state by combining calibrated
confining potentials with in situ density profiles. Our observations agreewell with the exact Yang–
Yang 1D thermodynamic solutions under the local density approximation.We find that our final 1D
systemundergoes inefficient evaporative cooling that decreases the absolute temperature, but
monotonically reduces a degeneracy parameter.
1. Introduction
Strongly interacting systems are ubiquitous inmodern physics, from astrophysical objects such as neutron stars
to themyriad of correlated electron systems in condensedmatter. Experimental developments in ultracold
atomic physics enablemultiple avenues to explore interacting quantummatter, for examplewith optical lattices
[1], Feshbach resonances [2] ormediated long-range interactions [3]. Furthermore, tailored potentials can
reduce the effective dimensionality of cold atomic gases; for example, a 2Doptical lattice can partition a 3D
system into an array of 1D gases [4–6]. Remarkably, the theory of a 1DBose gas (1DBG)with contact repulsive
interactions is exactly solvable at all temperatures [7, 8], making it an ideal system to benchmark experiment
against theory.
In cold atomic gases, the≈5 nm range [2] of the interatomic potential is vastly smaller than the100 nm
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forN interacting bosons ofmassmwhich in the absence of a potential, i.e.V(z)=0, becomes the Lieb–Liniger
[7]Hamiltonian.
Lieb and Liniger showed that eigenstates of thisHamiltonian are parametrized by the dimensionless
interaction parameter mg n2g = , where n is the density. Here the relevance of interactions increases with
decreasing density. For γ=1mean-field theory accurately describes the system,while for γ?1 the atoms
strongly avoid one another and behavemuch likeweakly interacting fermions. Yang andYang extended this
solution to non-zero temperature [8] and cold atom experiments have validated the accuracy of the ‘Yang–Yang’
thermodynamics [9–11].
Here we study the physics of individual 1DBGs using 87Rb atoms in an optical ‘tube trap’ (figure 1(a)) and
benchmark the thermodynamic equation of state (EoS) against Yang–Yang thermodynamics. Our individual-
system realization bridges an existing gap in experiments, on the one hand avoiding the issue of ensemble
averaging present in realizations using optical lattices [4–6, 10] and on the other hand enabling the future study










Original content from this
workmay be used under
the terms of the Creative
CommonsAttribution 3.0
licence.
Any further distribution of
this workmustmaintain
attribution to the
author(s) and the title of
thework, journal citation
andDOI.
© 2018TheAuthor(s). Published by IOPPublishing Ltd on behalf ofDeutsche PhysikalischeGesellschaft
143
Figure 1. (a) Schematic of the trap formed by a tightly focused blue-detuned laser beam in the LG01mode propagating along ez and a
red-detunedGaussian laser beampropagating along ex. (b) In situ absorption image of the trapped 1DBG. (c) Linear densities from a
single 1DBG (white circles), the average of 100 realizations (green circles), and thefit of the Yang–Yangmodel to the average (black
solid curve) givingT=152 nK andμ0/ÿ=2π×1.92 kHz, alongwith the residuals (gray squares).
Figure 2.Three regimes can be identified in the γ,T/Td parameter spacewhich correspond to the strongly interacting degenerate
(red), weakly interacting degenerate (blue) and non-degenerate (green) regimes. The different qualitative regimes are approximately
delineated by the black lines, but these are simply crossovers. Specific experimental realizations of inhomogeneous systems cover a
given range of these parameters (white circles).
2
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The physics of 1DBGs can be divided into three qualitative regimes [14] shown infigure 2. For sufficiently
high temperatures (green region) the EoS is dominated by thermal effects and approaches that of a non-
interacting classical gas. Below the degeneracy temperatureT n mk2d 2 2 B= , where kB is Boltzmann’s constant,
and forweak interactions (γ= 1), the reduced thermal fluctuations allowBose statistics toweigh in [15],
creating a phase fluctuating degenerate gas. For lower temperatures whereT/Td<2γ (blue region), the thermal
energy falls below the chemical potential and the system iswell described by theGross–Pitaevskii equation
(GPE). In contrast, for systemswith large interactions (γ? 1) the EoS resembles that of an ideal Fermi gas [10],
with the formation of a Fermi surface forT<Td (red region). Yang–Yang thermodynamics provides EoS’s
encompassing all of these regimes, relating quantities like the particle, entropy and pressure densities to the
chemical potentialμ and temperatureT, e.g. n(μ,T).
In trapped systems, the confining potentialV(z)0 can often be treated as an inhomogeneous chemical
potentialμ(z)=μ0−V(z)which allows formultiple regimes to be present in a single 1DBG.Wedefineμ0 as
the local chemical potential atV(z)=0. This can be quantitatively understood [16]within the local density
approximation (LDA) allowing the density profile n(z,T) to be interpreted as an EoS n(μ(z),T). As a
consequence, the EoS can be experimentally determined fromawell-calibrated trapping potentialV(z) and the
observed density profiles.
We extract this n(μ(z),T)EoS from in situ absorption images [17–19] of individual systems (figure 1(b)),
eliminating ensemble averaging. Becausewe obtain the 1Ddensity directly, we do not apply the inverse Abel
transform [18] thereby avoiding added noise.We benchmark ourmeasurement against the Yang–Yang EoS
(figure 1(c)), fromwhich other thermodynamic quantities become readily available (e.g. free energy, entropy
and pressure).
Thismanuscript is organized as follows: in section 2, we describe our experimental setup and data
acquisition protocol; in section 3, we address the different calibration aspects of our analysis; in section 4, we
discuss the results; and in section 5, we conclude.
2. Experiment
Weprepare cold atoms beginningwith amagneto-optical trap followed by verticalmagnetic transport [20] into
amagnetic quadrupole trap, ultimately loading a 1064 nmcrossed optical dipole trap [21, 22]. This gives
N≈2×105 atomBose–Einstein condensates (BECs) of87Rb in the F m5 S 1, 0F1 2 = = ñ∣ hyperfine ground
state with≈70Hzmean trapping frequencies. The atoms are then transferred into the composite high aspect-
ratio trap shown infigure 1(a). This trap includes a red-detuned (λG=1064 nm)Gaussian beam along exwith
waist w 203 2 mG m= ( ) providing reduced longitudinal confinement owing to its larger waist as compared to
the 70 mm» crossed dipole beamwaist. A transverse ‘tube trap’ along ez is provided by a blue-detuned
(λLG=532 nm) Laguerre–Gauss (LG01) beam, tightly focused to awaist of w 5.6 5 mLG m= ( ) . In our standard
configuration these beams have powers PG=0.8(1)WandPLG=1.0(1)W, giving a peak transverse trapping
frequency 2 2 17 2 kHzx y 1 2w p w w p= =^ ( ) ( ) .
The transverse zero-point energy fromω⊥ produces an anti-confining potential along ez due to the
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where 20w p(̂ ) denotes the peak transverse trapping frequency; za is the center of the anti-trap; zR is the Rayleigh
range of the LGbeam; andV0 is an energetic offset chosen such that theminimumof the potential is zero. The
black shaded curve infigure 3 shows the combined anharmonic potential of the longitudinal trap (red curve) and
the anti-confining potential. Small amplitude longitudinal dipole oscillations in the combined potential have
frequencyωz/2π=12.1(2)Hz.
Figure 4 depicts our four step loading scheme. (i)Wefirst ramp up the intensity of the LGbeam from zero in
250 ms until the tube trap can suspend atoms against gravity. Because the 3D system is always larger than 30 mm ,
the 5 mm» LGbeamonly captures a small fraction of the initial 3D ensemble. (ii)We then lower the intensity of
the crossed dipole trap in 250 ms, allowing the atoms outside the tube trap to fall away. (iii)We then rampup the
final 1064 nm longitudinal trap in 250 ms. (iv) In thefinal 250 mswe simultaneously increase the intensity of the
LGbeam to itsfinal value while removing the crossed dipole trap.
These 250 ms rampswere chosen to be adiabatic with respect to all the confining potentials.Monopole and
dipolemodes of the 1DBG can be induced by both beammisalignment and excessive ramp rates in this scheme.
Our ramp timeswere chosen tomitigate these residual excitations.
3
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Wecontrol the temperature of the 1DBGby varying the temperatureT3D of the initial 3DBose gas.We tuneT3D
by adjusting thedepthof the crosseddipole trap, covering the range fromT 343D = –320nK,with anobservedBEC
transition atT 160 nK3D
c » .WedetermineT3Dwith time-of-flightmeasurements.Thenumber of atoms in the
1DBG increaseswithdecreasingT3Ddue to the increasing 3Ddensity asT3D falls.Gravitational sag is a complicating
factor: as the crosseddipole trapdecreases, the 3Densemble lowers due to gravity, but the vertical alignmentof the
tube trapdoesnot.Wemitigate this effect by increasing the crosseddipole power after thefinal evaporation such that
the crosseddipolepotential is in afixed vertical positionprior to loading the tube trap.
3. Imaging
Wederive the density n(z) from in situ absorption images. Our imaging systemhas a resolution of1.85 5 mm( )
andmagnification thatmaps one 5.6 mm sensor pixel to 0.84 1 mm( ) in the object plane. In preparation for
imaging, we apply a 20 sm repump pulse to transfer the 5 S1/2 F m1, 0F= = ñ∣ atoms into the 5 S1/2 F 2= ñ∣
hyperfinemanifold.We then image [23]with a circularly polarizedλp=780 nmprobe beam resonant with
the 5 S1/2 F 2= ñ∣ to 5 P3/ 2 F 3= ñ∣ transition for 20 sm at an average intensity of I=2.5Isat, where Isat =
1.67 mW cm 2- is the saturation intensity of the resonant atomic transition. An image of the probe beam
following absorption Ia, the probewithout atoms present Ip, and a dark framewith no probe present Id, are each
recorded on a charge-coupled device camera. From these images we obtain the absorbed fraction
Figure 3.Trapping potential along ezwith both contributions from the anti-trap (solid green curve) and red-detuned beam (solid red
curve). The shaded regionmarking the total trapping potential illustrates the uncertainty from the parameters entering into
equation (2). This includes the covariancematrix for the parameters ofV(z) fromour global Yang–Yangfit discussed in section 4.
Figure 4.Adiabatic loading procedure. Each curve shows the intensity of a laser beam. The dashed–dotted blue curve depicts the
crossed dipole trap; the solid green curve denotes the LG tube trap; the dashed red curvemarks the longitudinal trapping laser.
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f I I I Ip a p d= - -( ) ( ). For each set of experimental parameters we repeat the experiment for≈100
realizations.
Our image analysis is amultiple step process.Wefirst preprocess the raw images to correct for background
artifacts and improve the signal-to-noise ratio by a factor of≈10.We then extract the linear densities using an
absorptionmodel that includes amodest Lamb–Dicke suppression. As compared to a naïvemodel, n(z)
increases by asmuch as 30%. This process leaves our qualitative results unchanged.
We reconstruct an optimal Ip
opt for each Ia as a linear sumof Ip from all realizations byminimizing the sum
squared difference between Ip
opt and Ia away from the atoms [24, 25]. This reconstruction reduces fringing due to
vibrationalmotion that occurred between acquiring Ia and Ip, alongwith shot noise present on each Ip.We use
similar techniques to remove a systematic difference in dark counts between Ia and Ip, as well as to account for
structured read-out noise.We then computemean absorbed fractions f̄ over each set of experimental
parameters, and use uncentered principal component analysis (PCA) to further suppress shot noise. From f̄ and
a detector calibrated [17, 26, 27] in units of Isat, we compute ‘naïve’ optical depths using the standard solution to
the Beer–Lambert (BL) law [27], whichwe sumalong columns to produce ‘naïve’ linear densities.
We take into account the fact that the transverse extent of our atom cloud (for a tube trap the radial
confinement gives an extent of m 110 nm w »^ ) is below the resolution of both our imaging system and
the optical scattering length 3 2 300 nmp
2 2l p » .We further incorporate the transverse diffusivemotion that
atoms undergo during the imaging pulse. Each of these effects violates the assumptions underlying the BL law. In
comparisonwith the naïve BL law, ourmodel for the density agrees at low density but deviates up to 30%at
higher densities. This process is described in greater detail in the supplementarymaterial.
4. Results
The results of our image processing are 1Ddensity profiles n zj ( )( ) confined in the same trapping potential but
with one of 24 different initial conditions labeled by j. In the LDAwe expect that these density profiles can result
fromYang–Yang thermodynamics. For each j, both the temperatureT j( ) and the overall chemical potential j0m
( )
are in principle unknownbecause of the lack of suitable reservoirs. As a result we obtain these quantities fromfits
to the Yang–Yang EoS and assess their validity in terms of the reduced chi-squared.
For each j, the Yang–Yang EoS predicts the complete density profile as shown in figure 1(c)with just two free
parametersT j( ) and j0m
( ).We constrain thefit to the trapping region between the localmaxima ofV(z). The
potential is parametrized by the common set of parameters shown in table 1.We include some of these as
additional parameters in ourfit shared between all j. In table 1we show the calibrations by othermeasurements
alongwith their uncertainties; these are provided as initial guesses and bounds to the Yang–Yangfit. An
additional uncalibrated parameter zd accounts for a tiny displacement of the 1DBG relative to the center ofV(z)
for times following the loading protocol. The inclusion of zd leaves themain results unchanged and its value lies
within the relative alignment uncertainty of the trap centers. Different combinations offixed parameters have no
qualitative effect on the results. The third column in table 1 shows the potential parameters derived from the
Yang–Yangfit.We evaluate the goodness-of-fit with the reduced chi-squared 1.52c »n . Lastly, the residuals of
thefit show systematic variations in Ia, which are reflected by the gray pixels infigure 1(c).
Figure 5(a) shows the reduced density versus reduced chemical potential for two initial conditions, each
plotting different cuts in the EoS n(μ,T). The continuous curves infigure 5(a) represent the Yang–Yangmodel
with theT andμ0 fromour fits. For small chemical potential these density profiles are well described by the EoS
of a non-interacting Bose gas while forμ>0 they approach the predictions ofGPEmean-field theory [14]. The
Yang–Yang EoS accurately predicts both regimes. A sharp eye observes an apparent hysteresis loop visible in the
trace labeled byA, this results from the spatial dependence of g that followsω⊥. As shown infigure 3,ω⊥ is
slightly off-centered, ultimately resulting in the observed behavior. The scatteredwhite dots onfigure 2
Table 1.Table summarizing the different parameters ofV(z). The calibrated values and their
uncertainties were used as the central values and bounds for thefit.
Parameter Calibrated value Value fromfit Calibrationmethod
2w p^ 17 4 kHz( ) 17 (2) kHz Transverse expansion in TOF
za 0 10 mm( ) 7.670 8 mm- ( ) Alignment precision
zR 185 29 mm( ) 185 5 mm( ) Intensity profile of LG beam
V kt B 1.17 25 Km- ( ) 1.37 6 Km- ( ) Intensity profile of Gaussian beam
wG 203 2 mm( ) Intensity profile of Gaussian beam
2zw p V(z) 12.13 (20) Hz Small amplitude dipole oscillations
zd 8.19 (30) μm
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represent these two traces in the γ,T/Td plane. These data are shown to be either in the interacting regime or
belowdegeneracy, but not in both.
Figure 5(b) summarizes the outcome of all our Yang–Yangfits inwhichwe variedT3D, the initial 3D
temperature (left panels); or the hold time t in the 1D trap for our lowestT3D (right panels) cloud. In the top left
panel, we observe that as a function of decreasingT3D, the 1D temperatureT first remains constant and then
counterintuitively increases. In contrast, as shown in the bottom left panel, the degeneracy parameter defined as
T Td
0( ), is amonotonically increasing function ofT3D showing how themore degenerate 3D clouds result in
more degenerate 1DBGs.
For the lowest achievableT3D and as a function of hold time, we see that both the total atomnumberN and
the 1D temperatureT drop (top right panel in figures 5(b) and (c), respectively), yet the 1DBGdoes not become
more degenerate (bottom right panel infigure 5(b)). The simultaneous drop inT andN is consistent with
evaporative cooling along the longitudinal axis of the tube trap, which has depth of≈700 nK. The inability of
such evaporative cooling to increase or evenmaintain degeneracy results from the slower relative decrease inT
with respect toTd as driven by the atomnumber loss.
We explore the character of this loss bymodeling the atomnumber decaywith amodel including one-body
loss and three-body loss fromphoton scattering, background gas collisions and inelastic three-body
collisions [5].
Figure 5(c) shows themeasured atomnumberN (blue diamonds).Wefit thedecaymodel to the observed
number (dark blue curve), giving a one-body loss coefficient K 0.108 2 s1
1D 1= -( ) aswell as a three-body loss
coefficient K 4.36 7 10 cm s3
1D 29 6 1= ´ - -( ) . The value of K11D is consistentwith the combined vacuum-limited
lifetime and estimatedoff-resonant scattering rate from the static dipole potentials. In contrast, the three-body loss
coefficient fromourfit is in excess of the intrinsic 3D three-body loss coefficient K 5.8 3 10 cm s3
3D 30 6 1= ´ - -( )
[28]by a factor of≈7.5.We attribute this enhancement to thedifference in the three-body correlation function g(3)
[5, 14] fromapurely coherent sample. The observed cooling is consistentwith initial rapid evaporation as atoms
with sufficient kinetic energy [29]overcome the longitudinal barrier ofV(z).
Figure 5.Results fromYang–Yangfit. (a)EoS for two different realizations (filled colored circles) alongwith Yang–Yang EoS (solid
color curves) andmean-field prediction (solid gray curve). (b)Output parameters describing the state of the differentT3D realizations
(left side panels) and the subsequent time evolution of the lowestT3D realization (right side panels). The upper panels display the 1D
absolute temperatureTwhile the bottompanels display the same temperature in units of the peak degeneracy temperature Td
0( ).
(c)Total number of atoms as a function of time (blue diamonds) alongwith the fit to the one and three-body lossmodel (solid dark
blue curve).
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5. Conclusions
We realized individually trapped 1DBGs in a crossed dipole trap formed by a blue-detuned LG01 beam and a red-
detunedGaussian beam.We benchmarked the EoS computed fromYang–Yang thermodynamics against the
measured density profiles.We found that evaporative cooling along the edges of the tube trap took place
although this did notmaintain or increase the system’s degeneracy. Our approach enables future exploration of
spinor 1DBGs associatedwithmulti-component physics [30, 31], including spin–orbit coupling [32]. This
therefore presents a promising venue to study the limits of strongly interacting 1D systems in and out of
equilibrium.
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AppendixA. Image preprocessing and extraction ofmodeled linear densities
Weperformpreprocessing of our raw images in order to improve signal to noise and correct for known
systematic error, before extracting linear densities from each set of experimental parameters using an absorption
model. The analysis pipeline from raw absorption, flatfield and dark field images to linear densities is as follows.
In the below descriptions of our analysis pipeline we alternately use bold symbols such as u whenwe are treating
an image array as a vector for the purposes of linear algebra, and ordinary symbols with spatial dependence
u(x, y)whenwe are treating images as functions of space.
A.1. Probe image reconstruction
For each shot we reconstruct an optimal probe image Ip
opt as a linear sumof probe images from all shots:
I cF , A.1p
opt = ( )
where Ip
opt is Ip
opt unwrapped into a column vector, F is amatrix containing all probe images as columns and c is
a vector of coefficients. The optimal coefficients are determined byweighted linear regression:
c IF WF F W , A.2aT T=( ) ( )
whereW is a diagonalmatrix of weights equal to zero in a region of interest (ROI) about the atoms and one
otherwise, and Ia is the image (as a column vector) from the shot in question of the probewith atoms present.
The vector of coefficients c is determined by numerically solving the linear system, leading to an Ip
opt that
minimizes the sum squared errorwith Ia in the region outside theROI. This probe reconstruction both reduces
fringing due to vibrationalmotion that occurs between exposures within a shot, and reduces shot noise present
on each reconstructed probe image on account of the dimensionality reduction entailed by linear
regression [24, 25].
A.2.Darkfield reconstruction
Wecorrect for a small spatially inhomogeneous systematic difference in counts (≈1.2max,≈ 0.2 typical)
between absorption and probe images, whichwe attribute to variation in ambient brightness over the 60 Hz
mains power cycle (this is systematic rather than random, as each shot is synchronized to begin at the same point
in the 60 Hz cycle).Wefit a candidate two-dimensional function to themeasured average difference between
absorption and probe images, whichwe include as a reference image Id
sys in the above linear regression in order
to extract a coefficient csys for each absorption image for howmuch of this offset was present (we obtain csys≈1
in all cases indicating little shot-to-shot variation in the offset).
We then compute themean dark frame Id over all shots, and performPCAon the set of all dark frames, with
two PCA eigenvectors revealing a source of correlated dark noise in the formof spatially sinusoidally varying
dark countswith a different phase offset for each shot, whichwe also observed to be present in the PCA
eigenvectors of the probe images (as eigenvectors four and five).We project each absorption image onto these
eigenvectors Ip
pca4 and Ip
pca5 of the probe images in order to determine coefficients cpca4 and cpca5. A
reconstructed dark field image Id
recon is then computed for each shot as
I I I I Ic c c . A.3d d d p p
recon sys sys pca4 pca4 pca5 pca5= + + + ( )
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A.2.1. Absorbed fraction and saturation parameter. Absorbed fraction f and saturation parameter S images are



















opt recon= -( ) ( )
where Isat is the saturation intensity in camera count units. The ‘naïve’ optical depth for a single shot can then be
computed as:
f SfOD log 1 , A.6ına¨ve a= - - +( ) ( )
where I I0 eff sat eff sata s sº = is the empirically determined ratio between the ideal two-level and effective
scattering cross sections due to imperfect polarization andmagnetic field orientation. The average naïve optical
depth over all repeated shots for each set of experimental parameters is computed as:
f SAOD log 1 , A.7naı̈ve a» - - +( ) ( )
where themean product of absorbed fraction and f and saturation parameter S are taken over only the repeated
shots for one set of experiment parameters, andwherewe compute themean absorbed fractionwithin the log
rather than themean of the entire log term in order to avoid the systematic error that results from taking the
mean of a nonlinear function of noisy data. This naïve optical depth is not accurate across our entire dataset due
to our 1D systembeing narrower transversely than both the optical scattering length 3 2p
2 2l p and our imaging
resolution, both of which are violations of the assumptions of the BL law.We continue to compute further
reconstructions of this naïve optical depth only for comparisonwithmodeled linear densities which include a
correction to the BL law to account for this, presented further below.
A.3.Dimensionality reduction of absorbed fraction
Wedimensionally reduce themeanabsorbed fractions f of each set of experiment parameters in order to reduce the
effect of shot noise on column sumsof thedata. Since thepoint spread function resulting fromdiffraction inour
imaging system isfixed fromshot to shot, this has the effect of projecting themeasured absorbed fractions onto the
empirically observedpoint spread function and itsmost commonvariations, suppressing spurious apparent
absorptiondue to shot noise in regionswhere thepoint spread function results in little absorption.
The dimensionality reduction proceeds as follows. First we crop eachmean absorption image f x y,( ) to the
75-pixel highROI that entirely contains our imaging system’s point spread function to form f x y,ROI ( ). Then, for
each xposition xi in the image,we extract the vertical lines of f x y,ROI ( ) fromall sets of experiment parameters, at
that xpixel and thenearest four xpixels. Treating each vertical line as a vector4 f x f x y,i iROI ROI=( ) ( ), weobtain
the set of vectors f x j, 2 2i jROI  -+{ ( ) }andperformuncenteredPCA [33], keeping only thefirst four
normalized eigenvectors v x n, 1, 4n i Î{ ˆ ( ) [ ]}.We thenproject the (also cropped to theROI) vertical lines f xiROI ( )
of the absorbed fractions for each individual shot at the original xposition onto the subspace spannedby these
vectors:
f v f vf x y x x x x, . A.8i i
n





( ) ( ) [ ˆ ( ) · ( )] ˆ ( ) ( )
Thuswedimensionally reduce each vertical slice (within theROI)of each shot’s absorbed fractiononto abasis of four
basis functions chosenbyuncenteredPCAof the vertical slices of allmean absorbed fractions at thatxpixel and the
nearest four other xpixels.We then computemean, dimensionally reduced absorbed fractions f x y,red ( ) for each set
of experiment parameterswithin theROI (Hereafter any imagesmentioned shouldbe assumed tobe cropped to
theROI).
We observe that towithin numerical rounding error, itmakes no difference whether themean absorbed
fractions are dimensionally reduced into this space, or the individual absorbed fractions are, before being
averaged together again.We do the latter in order to provide a statistical uncertainty estimate in themean







redsD =( ) [{ ( )}] ( )
4
Themixed vector versus function-of-space notation here is because we are treating the vertical slices of the images as vectors, performing
dimensionality reduction on a slice-by-slice basis, whereas the x coordinate ismerely a label selectingwhich vector we are referring to.
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whereσ is the standard deviation over all repeated shots for one set of experiment parameters, {fred(x, y)} is the
set of all dimensionally reduced absorbed fractions for those shots, andN is the number of repeated shots for that
set of experiment parameters.
A.3.1. Saturation parameter at the position of the atoms. Due to the point spread function of our imaging system
being larger than the vertical extent of our atomic cloud, the saturation parameter at the location of apparent
absorption (after diffraction) does not correspond to the saturation parameter at the actual location of the
atoms, which is where saturation effects are relevant.We estimate a saturation parameter S x0( ) for each set of
experiment parameters at the estimated y position of the atoms by interpolating themean saturation parameter
for that set of experiment parameters to the y positionwhere there ismaximumapparent absorption over all
shots. The y position ofmaximumapparent absorption at each x position is taken to be a quadratic fit
y x ax bx c0
2= + +( ) with parameters determined bymaximizing the total absorption over all shots:
a b c S x y ax bx c, , argmax interp , , A.10











⎟⎟[ ] [ ( )]( ) ( )
where interp
y
is a one-dimensional spline interpolation function interpolating in the y direction only. The
estimated saturation parameter at each x position for each set of experiment parameters is then
S x S x y y xinterp , . A.11
y
0 0=( ) [ ( )]( ( )) ( )
A.4. Naïve linear density
Wecannow compute an improved naïve optical depth for each set of experiment parameters using the
dimensionally reduced absorbed fractions and interpolated saturation parameter as:
x y f x y S x f x yOD , log 1 , , , A.12naı̈ve red red 0 reda» - - +( ) ( ( )) ( ) ( ) ( )









D( ) ( ) ( )
whereΔy is the pixel size.
A.5.Modeled linear density
We face three related problems in computing the columndensity ncol(x, y) given ameasured absorbed fraction
f (x, y) and saturation parameter S(x, y) via the solution to the BL law [27]:
n x y f x y S x y f x y, log 1 , , , . A.140 cols a= - - +( ) ( ( )) ( ) ( ) ( )
Thefirst problem is that we do notmeasure f (x, y) directly—wemeasure it only after it has diffracted in the y
direction, a difference which is not negligible given the size of our atom cloud in that direction. The second
problem is that atoms do not only absorb light at their exact location in space, rather they absorb it from a
surrounding region of spacewith cross sectional area given by the absorption cross sectionσ0 [34]. Thefinal
problem is that our cloud is so small in the y direction that diffusion of atoms during imagingmay not be
negligible. These latter two problemsmean that we cannot infer ncol(x, y) from the usual solution to the BL law,
we can only determine the convolution of ncol(x, y)with some absorption profile g(y) that takes into account
both thefinite absorption region and the diffusion of atoms from their initial positions in the y direction, the
direction inwhich g(y) is not small compared to our atom cloud.With this inmind, the solution to the BL law
can bemodified to read
n g x y t f x y t S x y f x y t, , log 1 , , , , , , A.150 cols a* = - - +( )( ) ( ( )) ( ) ( ) ( )
where the convolution is only along the ydirection. Atomic diffusion and diffraction imply that the only quantity
we have experimental access to is
f x t y f x y t f x y y
1




redò ò åt= = D
t( ) ( ) ( ) ( )
that is, we only observe a time average of absorption over the imaging pulse time τ, andwe only observe the
integral of the undiffracted absorbed fraction, since diffraction preserves this integral.
If the second termof the solution to the BL law dominates, then the naïve linear density is accurate, since all
three of diffraction, diffusion and convolution preserve integrals of the absorbed fraction. It is only the log term
that causes a problem, since its integral is not conserved under diffraction.
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Given amodel for n g x y t, ,col *( )( )with a single parameter n(x) for the linear density at each x position and
ameasurement fmeas(x) for each x position, we can invert (A.16) and (A.15) to obtain the linear density, under the
assumptions of themodel.
Ourmodel is the following: The absorption profile g(y) is approximated by aGaussianwith unit integral and
standard deviationσy(t) equal at t=0 to the optical scattering length 3 2p0
2 2s p l p= and increasing due
to atomic diffusion as time elapses. Since the atom cloud is narrower than this absorption profile, we
approximate the convolution n g x y t, ,*( )( ) as:
























( ) ( )
( )
where x t,y
2s ( ) is increasing due tomomentumdiffusion:
x t x t t,
1
3
, , A.18y v





s= +( ) ( ) ( )
where themean squared y velocity v
2
y
s is given by the scattering rateRscat and recoil velocity vrec:








s p= -( ) ( ) ( ) ( )
which is approximating isotropic scattering such that the per-scattering-event expected squared change in
velocity is v 3rec








( ) ( )( ) ( )















( ) ( )( ) ( )
Over the duration of our imaging pulse, the diffusion described by the second term results in an increase in the
absorption profile’s standard deviation by≈30% compared to the effect of the non-zero optical scattering length
alone.
Using our absorptionmodel (A.17)with an absorption profile with y variance given by (A.21), and saturation
parameter S(x, y) given by our estimate S0(x), ourmodified BL law solution (A.15) becomes:
n x
x t
f x y t S x f x y t
exp
2 ,






















( ( )) ( ) ( ) ( )( )
which, if numerically inverted, defines a function that takes only n(x) as input and returns f x y t, ,( ) at any given
time.Numerically integrating the result in t and y as per (A.16) extends this function into onewhich takes only n
(x) and returns the expected fmeas(x) for that linear density. Numerically inverting this function then yields our
final aim, of a function that takes as input fmeas(x) fromour data and outputs a value of n(x) for the linear density
implied by themeasured data and themodel.
We perform the above computationally non-trivial calculation to extractmodeled linear densities fromour
dimensionally-reducedmean absorbed fractions and interpolated saturation parameters for each set of
experiment parameters.
The naïve andmodeled linear densities agree at low densities but disagree by up to 20 percent at higher
densities, with the naïvemethod underestimating linear densities compared to those obtained using the
absorptionmodel.
Appendix B. Yang–Yang thermodynamics
Weuse the Yang–Yangmodel [8] to describe our data. The exact diagonalization of the underlyingHamiltonian
is carried outwith the use of the thermodynamic Bethe ansatz (TBA) (T>0Bethe ansatz). From the TBA the













B  òm p= - - + - +-¥
¥





f q q2 1 e 1
2
d , B.2k k T
2 2
B òp + = + + --¥
¥( )( ) ( ) ( ) ( )
( )
10
New J. Phys. 20 (2018) 113032 F Salces-Carcoba et al
152
n f q qd , B.3ò= -¥
¥ ( ) ( )
wherem is themass, kB is the Boltzmann constant,T is the temperature,μ the chemical potential, and
c=mg/ÿ2 is the interactionwavenumber.We use g a Ca l2 13D 3Dw= -^ ^( ), where a3D is the three-
dimensional s-wave scattering length,C is a constant of order unity [35], and l m w=^ ^ is the oscillator
length. Both k and q labelmomenta. The above equations can be solved recursively to compute n, the linear
density, given the values forμ andT, the chemical potential and temperature.
We implement a numerical solver for the YY equationswithin the LDA that takes the parametersμ,T as its
primary input and computes c and g by using the appropriate values of l⊥, a3D andm.We recursively solve for
ò(k) and f (k) fromwhichwe ultimately compute the density n.We transform all themomentum and energy
quantities
k k mk T2 , B.4B 2=˜ ( )
E E k T , B.5B=˜ ( )






ln 1 e d , B.6q
2
2 2
 òm p= - - + - +-¥
¥









 òp p+ = + + --¥
¥( ˜)( ) ˜˜ ( ˜ ˜) ( ˜) ˜ ( )
˜ ( ˜)
Wedenote the Lieb–Liniger kernel (a normalized Lorentzian) as L(c, q). Our numerical solver performs a k-
space convolution using thescipy.signal.fftconvolvemethod to evaluate the integrals. For this we
use aNk=1024 points grid that covers the range k k k10 , 10th th= -[ ], where k mk T2th B 2= is the
thermal wavenumber.We have explicitly verified that for the parameters in our experiment using different grids
give no changes to the predicted EoS.We initialize ò0(k)=k
2−μ and iterate over the following recursive
relation
k k L c q, ln 1 e , B.8j q1 0 0 j   = - ++ -( ) ( ) ( ) ( ) ( )( )
where#denotes theFourier convolutionoperator.Once the convergence condition Ni i j i j k, 1 ,
2
tol  å - <+( ) is
satisfied,we solve for f (k)withan initial guess f k 2 1 e k0
1p= + -( ) [ ( )]( ) and the recursive relation
f k f k L c q f q, , B.9j j1 0 0 = ++ ( ) ( ) ( ) ( ) ( )
fromwhichwe get to evaluate (B.3). After watching all the unit conversionswe get the linear density in particles
permeter.
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Spin-orbit-coupled Bose-Einstein condensates (SOBECs) exhibit two new phases of matter, now known
as the stripe and plane-wave phases. When two interacting spin components of a SOBEC spatially overlap,
density modulations with periodicity given by the spin-orbit coupling strength appear. In equilibrium, these
components fully overlap in the miscible stripe phase and overlap only in a domain wall in the immiscible
plane-wave phase. Here we probe the density modulation present in any overlapping region with optical
Bragg scattering and observe the sudden drop of Bragg scattering as the overlapping region shrinks. Using
an atomic analog of the Talbot effect, we demonstrate the existence of long-range coherence between the
different spin components in the stripe phase and surprisingly even in the phase-separated plane-wave
phase.
DOI: 10.1103/PhysRevLett.124.053605
Systems with coexisting order parameters, such as
ferromagnetic superconductors [1], supersolids [2], or
topological Kondo insulators [3], exhibit rich phases with
novel phenomena. Spin-orbit-coupled Bose-Einstein con-
densates (SOBECs) have a complex phase diagram includ-
ing both “stripe” and “plane-wave” phases. The stripe
phase is expected to have coexisting order parameters [4–6]
with supersolidlike properties [7] marked by long-range
phase coherence and periodic density modulations (con-
firmed by optical Bragg scattering [8]) simultaneously
present. In contrast, the plane-wave phase behaves like a
ferromagnetic spinor Bose-Einstein condensate (BEC),
where its true many-body ground state is predicted to be
massively entangled with application to precision magne-
tometry [9,10]. In both the stripe and plane-wave phases,
we readout a matter wave Talbot interferometer with optical
Bragg scattering to detect coexisting periodic density
modulations (long-range diagonal order) and system-wide
phase coherence (long-range off-diagonal order).
Unexpectedly, both phases exhibit both types of order.
Figure 1(a) schematically depicts the stripe and plane-
wave phases of SOBECs, showing two salient features
[5,6,11]: (1) system-wide periodic density modulations are
associated with fully coexisting spin components in the
stripe phase, and (2) highly localized density modulations
are present at a domain-wall delineating phase-separated
spin components in the plane-wave phase. Initial experi-
ments with Raman coupled 87Rb Bose-Einstein conden-
sates (BECs) identified these phases in terms of the degree
of spatial overlap of the two spin components [5], but not
the microscopic density modulations. Direct observation of
these modulations in 87Rb BECs is challenging both
because the ≈400 nm modulation period is below the
resolution of even the best quantum gas microscope [12]
and the modulation contrast is small. Here we probe these
modulations in long-lived equilibrium systems in both the
stripe and plane-wave phases.
Our Letter is organized as follows: (i) we introduce the
physics of SOBECs, (ii) we describe our experimental
setup, (iii) we cross-check our Bragg measurements with
established techniques, (iv) we demonstrate the coexistence
of diagonal and off-diagonal order in the same system, and
(v) we discuss the implications of these measurements on
the issues of supersolidity in stripe-phase SOBECs.
SOBECS with Raman coupling.—We realized SOBECs











for particles of mass m. Here, δ and Ω describe Zeeman
shifts from longitudinal and transverse fields, respectively,
and the spin-orbit coupling (SOC) strength kR defines the
relevant energy scale ER ¼ ℏ2k2R=2m. ℏqx is the quasi-
momentum along ex, ℏk⊥ is the linear momentum in the
ey − ez plane, and σ̂x;y;z are Pauli operators. The insets to
Fig. 1(a) show the characteristic double-well dispersion
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associated with SOC, with minima separated by approx-
imately 2kR, and energy gap equal toΩ. In our experiments,
we use two-photon Raman transitions to introduce the SOC
term: the Raman laser wavelength determines the SOC
strength kR ¼ 2π=λR; the Raman laser intensities determine
Ω; and the laser frequency differences imbue detuning δ to
the SOC system [5,6].
We describe the two spin-components of our system by
the spinor wave function ðψ↑;ψ↓ÞT , where the mean-field
















Here c0 and c2 describe the inter- and intraspin interaction
parameters, respectively, and n̄ is the mean density. For
dilute Bose gases (with chemical potential μ ≪ ER), the
impact of interactions can be parametrized in terms of a
scaled recoil energy E0R ¼ ER þ μ=4; in this case, the spin
mixed, stable ground-state stripe phase, exists in a very
narrow range of parameters [5]: with δ between 0 and


























The phase ϕ describing the stripe’s location [6,13] results
from the preexisting phase difference between the two spin
components along with the relative phase between the
Raman laser beams. On the contrary, for the plane-wave
phase (jΩj > Ωc) shown in Fig. 1(a) (right), density
modulations are expected only within the domain wall
separating the now polarized spin components.
Experimental setup.—We produced N ¼ 2.2ð3Þ × 105
condensed 87Rb atoms in a harmonic trap with frequencies
ðfx; fy; fzÞ ¼ ½ð105; 67; 40Þ Hz and chemical potential
μ ¼ ½h × 1.46ð20Þ kHz. Two Raman lasers, counterpro-
pagating along ex, coupled the j↓i≡ jf ¼ 1; mF ¼ −1i
and j↑i≡ jf ¼ 1; mF ¼ 0i hyperfine levels of 87Rb 5S1=2
electronic ground states. We used the tune-out wave-
length [14] λR ¼ 790.034ð7Þ nm for our Raman lasers
which defined the single-photon recoil energy ER ¼
h × 3.678 kHz and the scaled recoil energy E0R=ER ¼
1.10ð2Þ governing the stripe-phase physics.
We used optical Bragg scattering [15–17] to detect
periodic density modulations. The Bragg probe laser, with
wavelength λB ¼ 780.24 nm, was ≈6.3 GHz red detuned
from the f ¼ 1 → f0 ¼ 0, 1, 2 transition within the D2 line
[18]. This put the Bragg probe beam in the far-detuned limit
with respect to the ≈6 MHz transition linewidth, the
≈10 MHz Zeeman shifts, and the ≈300 MHz excited state
hyperfine structure. In this limit, the atomic susceptibility is
almost entirely real and state independent. Figure 1(a)
shows our experimental setup, with atoms located at the
focus of a Keplerian imaging system aligned along ex.
The Raman lasers propagated along ex and the Bragg
probe had an incident angle θB with respect to the optical
axes. A shiftable mirror in the back focal plane tuned θB
from 80 to 280 mrad, allowing the detection of Bragg
scattering from structures with period from about
391 to 405 nm; we used θB ≈ 0.15 rad in these experiments
[19]. In 87Rb, the interaction constants [24] are ðc0; c2Þ ¼
ð779;−3.61Þ × 10−14 Hz cm3, so the stable ground-
state stripe phase was present for Ω≲ 0.21ER and−3.3 Hz < δ=h < 0 Hz.
FIG. 1. Experimental concept and setup. (a) Schematic de-
scription of small-δ phase diagram with equal spin populations
showing the stripe and plane-wave phases. The spatial distribu-
tion of the two spin-orbit-coupled spin states is marked in red and
blue for j↑i and j↓i, respectively, while the total density is in
black. The insets depict the dispersion of these states. (b) Laser
configuration for realizing SOC system with two-photon Raman
transition and detecting scattered Bragg signal from the stripe
phase. We choose a bias magnetic field B0 ≈ 20 G. The inset
shows an example of diffracted Bragg signal as imaged by an
EMCCD camera.
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The Bragg diffracted signal, as shown in the inset of
Fig. 1(b), was detected with an electron-multiplying
charge-coupled device (EMCCD) camera. As described
in Ref. [19], we first calibrated our Bragg signal using an
optical lattice and found that the signal-to-noise ratio of one
occurred for a fractional density modulation of η ¼ 0.06,
providing practical detection threshold.
We prepared our SOBECs from an initial BEC with
equal superposition of spin j↑i and j↓i at a desired
detuning δ and linearly increased Ω from 0 to Ωh in
50 ms. We then allowed the system to equilibrate for a hold
time th. At the transition from stripe to plane-wave phase at
Ωc ≈ 0.21ER, the expected density modulation contrast is
just η ¼ 0.045, just below our detection threshold. Inspired
by Ref. [25], we rapidly ramped Ω to ≈7ER in 200 μs just
prior to our Bragg measurement, increasing η to ≈0.85 (see
Ref. [19]). This rapid ramp was slow compared to the≈4ER
energy spacing between the two branches of the SOC
dispersion, but fast compared to the much slower many-
body dynamics. In this system, the shortest many-body
timescale is the ≳2.5 ms quarter period of our harmonic
trap, followed by the ≈50 ms timescale for any significant
evolution of spin structure [5,19]. As a result, this process
simply magnified the amplitude of the SOC driven stripes
wherever they were present in the system. We then turned
the Raman lasers off and pulsed the Bragg laser with
duration tB ranging from 20 to 100 μs.
Validation of method.—We began by demonstrating our
ability to maintain balanced spin mixtures very near δ ¼ 0
in the process of cross-checking our Bragg measurements
against earlier time-of-flight experiments [5]. We charac-
terized the transition from the stripe to plane-wave
phase as a function of Raman coupling Ωh and detun-
ing δ. Figure 2(a) shows the number of photoelectrons NB
in our detection region as a function of δ at different values
of Ωh for a fixed hold time th ¼ 1 s. We observe Bragg
scattering in a narrow detuning window that decreases in
width and amplitude as Ωh increases.
Figure 2(b) quantifies the amplitude in terms of the peak
height Apeak obtained from Gaussian fits to NBðδÞ. We
might expect the Bragg scattering amplitude to be constant
in the stripe phase Ωh < Ωc where the spin components
mix and then to vanish in the plane-wave phase when the
gas becomes locally polarized. However, even when differ-
ent plane-wave regions phase separate, density modulations
are present in the domain wall separating the different





in terms of the
conventional healing length ξ ¼ ℏ= ffiffiffiffiffiffiffiffiffi2mμp . ξs sets the
domain wall size [5] and diverges at Ωc. Figure 2(b) shows
ApeakðΩhÞ rapidly falling with increasing coupling strength,
consistent with the expected trend. The solid curve is a fit to
our scattering model (derived from the above reasoning and
developed in Ref. [19]) with the overall Bragg signal as the
only free parameter. This model shows only qualitative
agreement with data, a point we will return to shortly.
Figure 2(c) plots the Gaussian width wδ. Even for
Ωh < Ωc, a small detuning δ ≠ 0 that breaks the degen-
eracy of the two spin states can cause the initially spatially
mixed states to relax into a polarized gas in the lower
energy spin state: a plane-wave phase with no Bragg
scattering. When Ωh ¼ 0, there are no spin-changing
processes, and the spatially mixed state is stable indefi-
nitely, independent of δ. The width is thus large for
small Ωh (slower spin relaxation) and decreases as Ωh
increases (faster spin relaxation). The width has no marked
feature at Ωc and is well fit by a power law [5], here
aðΩh=ERÞ−4 þ w∞. This indicates that the process by
which the spin population polarizes in the presence of
detuning is dependent on the Raman coupling strength, but
not the initial zero-detuning phase.
In all cases, the detuning window is far wider than the
3.3 Hz range of detuning where the stripe phase is
thermodynamically stable. This is as expected: the time-
scale for the spin populations to reach the expected
equilibrium population can be in excess of several seconds
FIG. 2. Bragg-scattering as a function of Ωh and δ. (a) NBðδÞ from a tB ¼ 100 μs pulse for various coupling strengths Ωh; each data
point is an average of more than four realizations. The solid curves depict Gaussian fits to the data from which the peak amplitude Apeak
and width wδ in (b) and (c) are derived. The increased background level as compared to Fig. 1 is from an increased overall atom number.
In (b) and (c), the vertical dotted line marks the critical coupling strength at Ωc ¼ 0.21ER, showing that the Bragg amplitude lacks a
sharp feature at Ωc, while the width drops rapidly leading up to Ωc.
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for small detunings (see Refs. [5,19] for a discussion of the
equilibration timescale). In what follows, we focus on near-
zero detunings that lie within this metastable region and
where the physics is governed by Ωh alone.
Spatial coherence.—Finally, we present our main obser-
vation demonstrating the spatial coherence of the SOBECs.
Here we altered our measurement procedure to include a
free evolution time trev following the turn-off of the Raman
lasers but prior to the Bragg pulse. During this time, the
different spin and momentum components that comprised
the Raman dressed states underwent free evolution creating
a matter-wave Talbot interferometer [17,26,27]. A coherent
matter wave with wave vector kR exhibits a coherence
revival after a time period of Trev ¼ h=8ER ¼ 34.0 μs,
during which time momentum components traveling with
velocity 2ℏkR=m separated by a distance λR. Figure 3(a)
schematically depicts this behavior: the left panel shows
modulations in total density (black) and in each spin
component (red and blue) at t ¼ 0; the center panel shows
that after Trev=2 the modulation pattern in each spin
component moved 1=4 of the overall modulation period,
yielding a flat density profile. The right panel shows the
long-time behavior in which the spin components moved a
distance comparable to the overall system size.
The periodic revivals in Fig. 3(b) occurred very near the
34 μs free-particle Talbot time, only about one-third of our
earlier 100 μs Bragg pulse time. This indicates that all of
our previous measurements inadvertently integrated over
about three periods of collapse and revival. To resolve the
Talbot signal, we largely mitigated this effect by reducing
the pulse time to tB ¼ 20 μs and averaging over at least
four experimental realizations to account for the reduced
signal present in each measurement.
Figure 3(c) shows NB as a function of trev for a range of
Ωh, each constituting a single horizontal cut through
Fig. 3(b). In Fig. 3(c), we observe damped oscillatory
behavior that provides a lower bound to the coherence
length of the system (other physical effects [17] may also
cause the decay of NBðtrevÞ). Our observations are com-
plicated by the 20 μs Bragg pulse which is not short
compared to the revival time. We modeled the integrated
Bragg signal as a sinusiod with Gaussian decay [28]












e−ðt0=tdÞ2 þ c; ð3Þ
as displayed by the solid curves in Fig. 3(c). Here tB ¼
20 μs is the Bragg pulse duration and the fitting parameters
are revival amplitude Arev, revival period Trev, decay time
td, and constant c.
Figures 3(d) and 3(e) show the revival amplitude Arev and
period Trev as a function of coupling strength Ωh. The
amplitude Arev gradually decreases above Ωh > 0.21ER,
which we attribute to the onset of phase separation and
subsequent increasing separation between the two plane-
wave components. The solid curve depicts the fit to the
scattering model described in Ref. [19] with the overall
scattering strength as the only free parameter, showing near
perfect agreement with experiment. Allowing Ωc to vary in
the scattering model produces a valueΩc ¼ 0.20ð1Þ, also in
agreement with our expectations. Figure 3(e) shows revival
periods close to Trev ¼ 33 μs, just below the naive single-
particle prediction. Our model in Eq. (2) predicts an
increase in Trev for larger Ωh as the stripe wave vector
kðΩÞ falls. This increasing trend is plotted by the blue
dashed curve; both this model and the null hypothesis are
FIG. 3. Periodic revival of Bragg signal at δ ¼ 0 Hz. (a) Sche-
matic representation of evolution of stripes during free evolution.
The black, red, and blue curves depict total density, spin-up
density, and spin-down density, respectively. (b) Observed Bragg
counts NB from a tB ¼ 20 μs pulse as functions of ðΩh; tÞ.
(c) NBðtÞ for various coupling strength Ωh, showing revivals
characteristic of an atomic Talbot effect. The solid curves are joint
fits of the model described in the text with shared parameters:
decay time td ¼ 250 μs and background level c ¼ 3487 counts.
The vertical blue line depicts the separation equal to the
calculated Thomas-Fermi radius. (d), (e) depict the amplitude
Arev and period Trev obtained from fits to the data in (b). The
vertical dotted lines show the predicted transition strength at Ωc.
The dashed blue curve indicates prediction for TrevðΩÞ shifted
down by 1.1 μs.
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consistent with the data. In addition, the energy scale E0R in
Eq. (2) was derived from a variational study of the stripe
phase [13]; a similar energy scale—potentially different
from E0R—will be required within the domain wall and a
proper variational study would be required to identify its
exact value.
Last, the decay time td ¼ 250 μs was independent ofΩh,
indicating that the transition from the stripe phase to the
plane-wave phase was not associated with any decrease in
spatial coherence. During this 250 μs, the interfering
momentum are states separated by 5.8 μm, comparable
to the RTF ¼ 5.5 μm Thomas-Fermi radius [shown by the
vertical line in Fig. 3(c)]. We conclude that the system
was fully coherent even in the phase-separated plane-
wave phase.
Implications for supersolidity.—As has now been
observed with dipolar atoms [29], a traditional supersolid
is a phase of matter with two broken symmetries [30]: the
broken gauge symmetry of a BEC (giving a superfluid
phonon mode) and the broken translation symmetry of a
lattice (giving a separate lattice-phonon mode). On one
hand, we confirmed that diagonal order is present [8] and
demonstrated that this coexists with off-diagonal order: a
supersolid? On the other hand, a BEC in a shallow optical
lattice has off-diagonal order, with density modulations
(diagonal order) simply imprinted by the lattice potential
[31]: not a supersolid.
With the Raman lasers off, our system is a two-
component spinor BEC with two broken symmetries
giving an overall phase (giving a superfluid phonon mode)
and a relative phase between the spin components (giving
a spin-wave mode); translational symmetry is unbroken:
not a supersolid. Adding Raman coupling continuously
connects this spinor phase to the stripe phase. For
infinitesimal coupling, the modulation period [from
Eq. (2)] is externally imposed by the Raman lasers, with
a small shift that grows quadratically with Raman cou-
pling. The spatial phase is set both by the relative phase
between the Raman lasers and the preexisting relative
phase between spin components. Similar to the lattice
case, no new symmetries are broken and no new collective
modes are created: not a supersolid? Although no new
symmetries are broken, the spin-wave mode acquires an
inertial contribution from the periodic density modulations
inducing a gap at the edge of the associated Brillouin
zone, as would be expected of a supersolid’s lattice-
phonon mode [7]. We conclude that this system shares
some properties with conventional supersolids, but is best
given its own name: the superstripe phase, as suggested in
Ref. [7]. This is similar to the supersmectics proposed in
Ref. [32] in which the mode structure of an optical cavity
provides the substrate on which smectic correlations
develop. The lattice-phonon mode remains undetected,
and its observation would be a true smoking gun for
observation of superstripes.
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Spielman. Synthetic 3d spin-orbit coupling. Physical review letters,
108(23):235301, 2012.
[62] Matthew C Beeler, Ross A Williams, Karina Jimenez-Garcia, Lindsay J
LeBlanc, Abigail R Perry, and Ian B Spielman. The spin hall effect in a
quantum gas. Nature, 498(7453):201–204, 2013.
[63] BK Stuhl, H-I Lu, LM Aycock, D Genkina, and IB Spielman. Visualizing
edge states with an atomic bose gas in the quantum hall regime. Science,
349(6255):1514–1518, 2015.
[64] Seiji Sugawa, Francisco Salces-Carcoba, Abigail R Perry, Yuchen Yue, and
IB Spielman. Second chern number of a quantum-simulated non-abelian yang
monopole. Science, 360(6396):1429–1434, 2018.
166
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