ABSTRACT Target localization is one of the essential tasks in the applications of wireless sensor networks (WSNs). The traditional target localization based on received signal strength may fail to obtain satisfactory localization performance, especially when the number of the RSS measurements is limited. Compressed sensing (CS) has been shown to be an effective technique for target localization due to the intrinsic sparse nature of target localization in WSNs. The CS-based target localization can be formulated to a sparse recovery problem based on l 0 -norm or l 1 -norm minimization. Compared to l 0 -norm and l 1 -norm, l p -norm (0 < p < 1) can provide the most effective sparsity measurement of a vector. Some traditional sparse recovery algorithms for l p -norm minimization, however, usually obtain suboptimal sparse solutions when the initial point is not in the convergence domain of the globally optimal sparse solution. In this paper, we propose a novel affine scaling steepest descent (ASSD) algorithm to find a satisfying sparse solution of l p -norm minimization. By setting an optimal stepsize at each iteration, our ASSD algorithm can avoid the iterative solutions concentrating on the attraction basin of the suboptimal sparse solution and move to the attraction basin of a sparser solution, so it has high opportunity to obtain the globally optimal sparse solution, and then accurately determine the locations of targets. The experimental results show that our ASSD algorithm performs much better than the traditional BP, OMP, GMP, ASM, IRL1, and ITM algorithms, especially when the number of measurements is insufficient.
I. INTRODUCTION
The wide deployment of Wireless Sensor Networks (WSNs) provides many significant applications, including equipment monitoring, target tracking, event source detection and smart home [1] - [3] . The accurate and timely target localization plays a prime role in these fields. The traditional target localization methods need the support of the Global-PositioningSystem (GPS) technique, which leads to high operation cost for sensors. Meanwhile, the GPS does not perform well in urban and indoor scenarios since the GPS signals are often blocked especially in these scenarios. Hence the non-GPS target localization in WSNs has been developed and became a hot research topic in recent years [4] .
Target localization based on Received Signal Strength (RSS) is one popular non-GPS localization technique, because the RSS can be easily measured by sensors.
Much work has been done in developing RSS-based target localization algorithms [5] . Early localization system uses a theoretical radio propagation model to formulate the RSS-location relationship [6] . However, this model is unreliable for the dynamic property of radio propagation. Therefore, another method known as fingerprinting is proposed. The k-nearest neighbor algorithm [7] is a typical fingerprinting algorithm, which estimates a target location by comparing its online RSS measurement with the offline observation. Such localization system requires, however, a large number of the RSS measurements. In fact, the number of the RSS measurements is limited in realistic environment, which results in the unsatisfactory performance of localization.
To solve this problem, a new sensing paradigm called Compressive Sensing (CS) [8] is proposed to improve the performance of target localization by recovering a sparse signal with far fewer measurements than that needed by the traditional Nyquist sampling theorem. The intrinsic sparse nature of the target localization problem makes the CS-based localization technique achieve accurate localization with a small number of measurements [9] .
To apply the CS technique, the monitored area of a WSN is discretized into n grids. The locations of K targets in n grids are then represented by an n-dimensional vector x of which an entry is nonzero when its corresponding grid is occupied by a target. Since few targets are needed to be localized in general, this n-dimensional vector x is K -sparse. When a Base Station (BS) receives the compressive measurements from m(m < n) sensor nodes, it performs target localization by solving an underdetermined linear system under the sparsity constraint.
By this way, target localization is transformed into a sparse recovery problem, which can be formulated to l 1 -norm minimization [10] , [11] . Then the locations of targets are determined by the Basis Pursuit (BP) algorithm [12] with high computational complexity. To reduce the computation cost, an Orthogonal Matching Pursuit (OMP) algorithm [13] in a greedy manner is applied to recover a sparse vector based on l 0 -norm minimization, but the localization accuracy still needs to be improved. Another Greedy Matching Pursuit (GMP) algorithm [14] tries to select an optimal 1-sparse vector at each iteration (i.e., the location of a target), which inevitably leads to higher time consumption.
To achieve high localization accuracy, these greedy algorithms need the more number of measurements to obtain the necessary information of targets, so the sensing burden and energy consumption of sensors are greatly increased. It is necessary to propose more effective algorithms to recover a sparse solution from a small number of measurements.
In CS framework, we note that the sparsity of a vector can be measured by various norms (e.g., l 0 -norm, l 1 -norm, l p -norm (0 < p < 1)). Since l p -norm is the most effective measure of the sparsity of a vector [15] , the corresponding l p -norm minimization can converge to a sparse solution with the less number of measurements than that of l 0 -norm and l 1 -norm minimization. Thus, l p -norm minimization is a feasible strategy to estimate the locations of targets. Most current research work for target localization focuses on l 0 -norm or l 1 -norm minimization, very little work involves CS-based target localization by l p -norm minimization.
Since l p -norm minimization has many locally optimal sparse solutions, some existing algorithms (e.g., the Focal Underdetermined System Solver (FOCUSS) [16] , the Affine Scaling Methodology (ASM) [17] , the Iteratively Reweighted l 1 minimization (IRL1) [18] and the Iteratively Thresholding Method (ITM) [19] ), easily converge to the suboptimal sparse solutions, whose number of nonzero entries is no less than K .
Different from the existing work solving target localization by l 0 -norm or l 1 -norm minimization, a novel Affine Scaling Steepest Descent (ASSD) algorithm is proposed to determine the locations of targets by l p -norm minimization in this paper. When solving l p -norm minimization, the traditional ASM uses the fixed stepsize at each iteration, but our ASSD algorithm selects an optimal stepsize at each affine scaling steepest descent direction, which makes the iterative solutions move out of the attraction basin of the suboptimal sparse solution and finds a sparser solution in another attraction basin. The convergence analyses guarantee that our ASSD algorithm fast converges to a satisfying sparse solution. Moreover, our theoretical analyses reveal that the ASSD algorithm has higher opportunity to obtain the globally optimal sparse solution. Under various scenarios, the experimental results further validate that l p -norm minimization via ASSD greatly improves the localization performance compared to the existing recovery algorithms.
The main constructions of our work are as follows.
(1) Different from some traditional CS-based target localization by l 0 -norm or l 1 -norm minimization, we determine the locations of targets by l p -norm minimization, which can provide more accurate localization.
(2) When solving l p -norm minimization, the sequence of iterative solutions of ASM easily converges to a suboptimal sparse solution for using the fixed stepsize at each iteration. To solve this problem, we design the optimal stepsize that moves the iterative solutions out of the attraction basin of the suboptimal sparse solution and finds a sparser solution in a wide feasible region. Some false targets are then deleted due to the sparser solution.
(3) Note that l p -norm minimization is a piecewise convex optimization problem. Our ASSD algorithm provides a simply and effective strategy to solve the piecewise convex optimization by minimizing the objective function at each iteration.
(4) Some target localization algorithms need to foreknow the number of targets, but this is unfeasible in practice. We present the ASSD algorithm to address sparse recovery without any prior knowledge of the sparsity of a solution, i.e., addressing target localization without any prior knowledge of the number of targets.
The above advantages reveal that our ASSD algorithm can apply to not only target localization but also more application scenarios (e.g., image processing, compressive sensing, spectrum sensing), which involve the sparse recovery of l p -norm minimization.
The remainder of the paper is organized as follows. Section II briefly introduces the related work of target localization. Section III reviews the basic concepts on the compressive sensing theory. In Section IV, we formulate the system model of the CS-based target localization and derive an affine scaling steepest descent algorithm to solve l p -norm minimization. Section V validates the performance of our ASSD algorithm by the extensive experiments. Finally, conclusion is presented in Section VI.
II. RELATED WORK
There is much work for addressing RSS-based target localization. In general, the RSS-based localization methods can be classified into two categories: the distance predictionbased and fingerprinting-based methods [20] . Due to the complicated environment, a theoretical radio propagation model to characterize the distance between target and sensor node leads to large localization error. However, the fingerprinting-based method can achieve acceptable localization results by creating a signature map to capture the variation of radio propagation. More precisely, the scheme composes two phase: an offline phase, which collects the RSS measurements at some known locations in the monitoring area and stores them in a signature map; an online phase, which compares the current RSS measurements with the stored measurements in the signature map in order to obtain the unknown locations [21] . To achieve the satisfying localization performance, the fingerprinting-based method needs to exchange a large number of data among sensor nodes. Therefore, developing an alternative target localization method is of great interest to reduce the data exchange and the time consumption for maintaining the signature map.
Recently, a novel framework for CS-based target localization is proposed to tackle the above problem by recasting target localization into a sparse recovery problem. Liu et al. [22] show that one of the significant advantages of CS-based target localization is that the locations of targets can be determined simultaneously while some traditional methods only take account of a single target. Wang et al. [23] describe the theoretical CS-based target localization framework in detail and provide a rigorous proof of the necessity of Restricted Isometry Property (RIP) for sparse recovery. The other conditions for stable sparse recovery are discussed in [24] - [26] . Nevertheless, the measurements of sensors are coherent in spatial domain (i.e., the row vectors of a measurement matrix are coherent). A pre-processing procedure of orthogonalization for the original measurements is provided to induce incoherent that is needed to satisfy RIP in the CS theory [27] , [28] . The dynamic and vulnerable nature of the radio signals causes the variation of the compressive measurements, which incurs the degradation of localization performance. To alleviate this problem, a dictionary refinement method is introduced to match the measurement matrix with the environmental change [29] . A variational expectationmaximization algorithm is then adopted to realize joint localization and dictionary refinement.
After establishing the CS-based localization scheme, recovering a sparse solution from a small number of linear measurements becomes an essential issue to realize target localization. Some existing recovery algorithms, such as BP, OMP and GMP, are applied to determine nonzero entries in a sparse solution, i.e., the locations of targets in grids. To provide high level of localization accuracy, an improved GMP algorithm continuously divides the selected grid until to find the most likely locations of targets [30] . Qian et al. [31] note that the transmitting powers of targets are different and unknown in real application, so they formulate the locations and transmitting powers of targets as a sparse vector. A basis pursuit algorithm called SPGL1 [32] estimates simultaneously the locations and powers of targets due to the recovered sparse solution.
The above greedy algorithms for target localization usually assume that the number of targets is known in advance. For a real localization system in WSNs, the number of targets is an unknown variable, which requires a recovery algorithm to determine the unknown target population [33] . In addition, the above recovery algorithms, limited by initial solutions, easily converge to suboptimal sparse solutions. As we know the accurate localization depends on the globally optimal sparse solution. In this paper, we study a novel recovery algorithm to find the globally optimal sparse solution with high opportunity and then perform high accurate localization.
III. COMPRESSIVE SENSING
Compressive sensing has attracted much attention in different fields such as image processing [34] , machine learning [35] and computer vision [36] . The core idea of compressive sensing is to find a sparse solution with the fewest nonzero entries from an underdetermined linear system.
Let A ∈ R m×n be an overcomplete measurement matrix and y ∈ R m be a measurement vector. To find a sparse solution x ∈ R n by l 0 -norm minimization, we have
where x has K (K < m) nonzero entries. Some greedy algorithms (e.g., OMP and Compressive Sampling Matching Pursuit (CoSaMP) [37] ) can obtain the sparse solutions of problem (1). In [38] , the Bayesian-based recovery method provides an approximation to the l 0 -norm sparsity measurement. The other norms, e.g., l 1 -norm, l p -norm (0 < p < 1), can also measure the sparsity of a solution, where l p -norm provides the most effective measurement of the sparsity of a vector. Therefore, some researchers are interested in the following l p -norm minimization
Wen et al. [39] provide the theoretical guarantee of stable sparse recovery for problem (2) . In [16] , a weighted least square method known as FOCUSS is proposed to solve problem (2). In certain instance, the convergence of FOCUSS demands restrictive conditions than necessary. ASM in [17] provides effective convergence analyses and obtains a sparser solution than that of FOCUSS. In [19] , ITM tackles l p -norm minimization by using threshold function technique. The experimental results show that the success rates of recovering sparse solution via ITM are all lower than that of ASM with respect to the different number of measurements. Problem (2) is a nonconvex optimization problem, so it has many locally optimal sparse solutions. If an initial solution is not close to the globally optimal sparse solution, some traditional recovery algorithms easily converge to suboptimal sparse solutions, which usually have the more number of nonzero entries than that of the globally optimal sparse solution. The similar result appears when the number of measurements is insufficient. VOLUME 6, 2018
IV. PRELIMINARY PREPARATION AND SYSTEM MODEL A. PRELIMINARY PREPARATION
We consider a WSN composed of a BS and m sensor nodes. The sensors are randomly distributed in the monitoring area and they constantly sense the surrounding. Assume that the monitored region is divided into n grids, and there are K targets to be located in this region. Following the setting in most current work [28] , [30] , [31] , we suppose that the targets are located in the center of grids. According to the path loss model in [40] , the sensor i measures the RSS from the target in the grid j, which follows
where p ij is the received signal power from a target in the j-th grid, d 0 is a reference distance with the received power p 0 , d ij is the Euclidean distance between sensor node and target, η is the path loss coefficient with typically values between 2 and 4. The total RSS measured by m sensor nodes is then given by
where y ∈ R m is a measurement vector,P ∈ R m×n is a measurement matrix, and x ∈ R n is an unknown K -sparse vector. We note that the measurement matrix P has the different expression when involving indoor localization [11] . These two kinds of measurement matrix, however, have the similar characteristic, i.e., the row vectors of measurement matrix are coherent. This results in the similar recovery performance.
In this paper, we discuss target localization due to (3). Definition 1: Given m sensors in a monitoring area divided into n grids, the target localization problem is transformed into the K -sparse signal recovery problem which is defined as follows
To solve problem (5), we propose a novel recovery algorithm based on ASM.
B. ALGORITHM DESIGN
In this section, an ASSD algorithm is proposed for target localization. l p -norm minimization is an effective option to recover a sparse solution from the underdetermined linear system (4). For convenience, problem (5) is rewritten as
Starting from an initial point x 0 = P + y, ASM is proposed to solve problem (6) , where P + is a Moore-Penrose inverse matrix. For the (k + 1) th iteration, a symmetric scaling matrix W k+1 = diag(|x k (i)| 1−p/2 ) and a scaled variable q = (W k+1 ) −1 x are defined to transform problem (6) in x to the problem in q
where P k+1 is a rescaled matrix defined by P k+1 = PW k+1 .
The gradient with respect to q provides a feasible descent direction as follows
Evaluating the gradient at x k and projecting it into the null space of P k+1 result in a search direction l k = p(I − A + k+1 A k+1 )q k , where I is an identity matrix. Then, we get a new solution
where µ k is a stepsize and q k = (W k+1 ) −1 x k . Using a fixed stepsize µ k = 1/p, ASM is summarized as follows
It is observed that a fixed stepsize is lack of flexibility, which has impact on the convergence performance of ASM. To obtain more appropriate stepsize, we substitute x k+1 into the objective function in (6) yielding a function with respect to µ
where
It is clear to see that the above function F(µ) is non-smooth with respect to µ. For a given µ, certain component may become zero (i.e., x k (i) − µT k (i) = 0), then the derivative of F(µ) does not exist. When µ is chosen for the existence of derivative, the first and second derivative of the function F(µ) can be calculated as
From (14)(15), we see that F(µ) is a piecewise convex function. Fig. 1 gives an example to show that F(µ) has nonunique minimum points corresponding to the zero entries of x k+1 due to the characteristic of l p -norm. We now compute these extreme points. Without loss of generality, let every component of x k+1 equal to zero, i.e., x k (i) − µ k,i T k (i) = 0. Every alternative stepsize µ k,i is then computed as
An optimal stepsize is chosen to find the minimal objective function value
and the new solution is
47578 VOLUME 6, 2018 FIGURE 1. Function curve of F (µ) with respect to µ. Stepsizes of ASM and ASSD are marked as '+' and ' * ', respectively.
FIGURE 2.
Stepsizes of ASM and ASSD are marked as '+' and ' * ' in three-dimensional space, respectively. New solution x k+1 of ASSD traverses the coordinate surface π 2 to the boundary of the first octant while the new solution x k+1 of ASM still stays in the second octant.
The minimum point (µ k,min , E (p) (x k+1 )), marked as ' * ' in Fig. 1 , is determined by comparing three extreme values. However, ASM cannot obtain a minimum point and the corresponding point (1/p, E (p) (x k+1 )) is marked as '+'. It is clear to see that using the optimal stepsize is beneficial to accelerate convergence at each iteration. Meanwhile, Equation (18) shows that at least one entry of x k+1 is set to zero at each iteration, which will be proved in the following lemma. This means that x k+1 moves from one octant to the boundary of another octant, i.e., it moves out of the current attraction basin. Corresponding to Fig. 1, Fig. 2 displays that the direction vector T k traverses three coordinate surfaces π 1 , π 2 , π 3 , and we get three alternative stepsizes µ k,1 , µ k,2 , µ k,3 due to (16) . Solving problem (17) to find the optimal stepsize µ k,min in π 3 makes the new solution of ASSD have opportunity to move out of the second octant where x k locates. Using the fixed stepsize, however, makes the iterative solution of ASM still stay in the second octant. Therefore, ASSD is able to find the optimal iterative solution at each iteration, which provides high opportunity to obtain the globally optimal sparse solution.
C. CONVERGENCE ANALYSIS
We first present the convergence behavior analysis of the ASSD algorithm, and then compare it with that of ASM to show the advantage of ASSD.
Lemma 1 [41] : Assume that a matrix P has full rank decomposition P = BC, where B ∈ R m×r , C ∈ R r×n . If B, C and BC have rank r, then the Moore-Penrose inverse matrix of P is
where B * , C * are the conjugate transpose matrixes of B, C, respectively. Theorem 1: For an initial point x 0 of problem (6), ASM generates a sequence {x k } ∞ k=0 linearly converging to a sparse solution x * .
Proof: We consider the relationship between x k and x k+1 . Given a singular value decomposition P = U V = U ( 1 0)V , the rescaled matrix P k+1 is
where 1 is a m×m diagonal matrix, and ( 1 0)VW k+1 is full row rank. According to Lemma 1, the Moore-Penrose inverse matrix of P k+1 is
Then, we get
The iteration of x k+1 in (12) is computed due to (24)
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Equation (25) 
Defining D = W k+1 V * Q −1 11 0 0 0 VW k+1 , we find that D is an asymmetric idempotent matrix, i.e.,
The eigenvalue of D is 1 or 0, so it can be diagonalized with an orthonormal matrix = (φ ij ) n×n
The transformation (28) is substituted into (26)
After the coordinate transformation, Equation (29) shows that ASM sets n − m components to be zero. For q k = (W k+1 ) −1 x k , we investigate the property of Equation (29) in detail
so the expectation of Equation (30) is
and the approximate expression of Equation (32) is
Combining (29) with (33), we obtain the relationship between x k and x k+1 in the iteration process
Equation (34) reveals that x k is linearly compressed to x k+1 with the compressive factor 1 − m/n. Hence a sequence {x k } ∞ k=0 generated by ASM linearly converges to a sparse solution x * .
Theorem 1 reveals that ASM has to slowly converge in a local region related to the initial point x 0 . This result motivates us to improve the convergence performance of ASM. We hope that ASSD finds a satisfying sparse solution in wider region and accelerates convergence by quickly determining all zero entries. Now, we investigate the convergence property of our ASSD algorithm.
Lemma 2: If x k with s zero entries is an iterative solution of ASSD, then these zero entries will not change in the remaining iterations.
Proof: For simplicity, let the front s entries of x k be zero, i.e.,
). Partitioning P = P 11 P 12 P 21 P 22 , we compute P + k+1 P k+1 as follows
and the iteration x k+1 in (18) is rewritten as
where I 1 , I 2 are identity matrices. Equation (37) shows that the front s entries of x k+1 are still zero, and the reverse cannot occur in the remaining iterations. Furthermore, using the optimal stepsize µ k,min , ASSD makes at least one of the latter n − sentries of x k+1 become zero, which is beneficial to accelerate convergence of our ASSD algorithm.
Based on Lemma 2, we give the reason that ASM easily converges to a suboptimal sparse solution in order to show the advantage of our ASSD algorithm. Let Z k+1 = (P 12 P 22 ) T , we get
Using µ k = 1/p, ASM computes x k+1 due to (37)
As m < n − s, Z + k+1 Z k+1 is a real symmetric semidefinite matrix. Therefore, there exists an invertible matrix G such that
where (40) into (39), we obtain
and then = 0 for all i ∈ {1, · · · , n − s}. We consider the 2-norm of G −1 x 2 k+1 due to (42)
For 0 < c ≤ 1, the inequality (44) reveals that the iterative solutions of ASM concentrate in a local region leading to the local convergence. On the other hand, as m ≥ n−s, Z + k+1 Z k+1 is an identity matrix so that the iterative process stops. Fig. 3 gives an example to show the convergence processes of ASM and ASSD, where Fig. 4 displays the corresponding iterative processes of ASM and ASSD on the contour map. We see that ASM is local convergence in Fig. 4(a) while the second solved by ASSD converges to the globally optimal sparse solution x * g . and enter the attraction basin of x * g in Fig. 4(b) . Thus, ASSD can find a sparser solution than ASM, in which the optimal stepsize plays an important role.
From the above theoretical discussion, it is easy to see one advantage of our ASSD algorithm. ASSD is an effective method to avoid local convergence, because it makes the iterative solution move from a local convergence domain to another one, and then it has high opportunity to achieve the globally optimal sparse solution. Next, the convergence theorem of ASSD is showed as follows.
Lemma 3: ASSD can determine at least one zero entry at each iteration.
Proof: Due to the solving method of an optimal stepsize in (17) , there are two cases that ASSD determines zero entry at each iteration. The first case is that one entry of x k in (18) is set to zero, if x k moves from one octant to the coordinate surface of another distant octant. In the second case, more than one entry of x k become zero when the new iterative solution x k+1 exactly locates on the coordinate axis of another distant octant. Therefore, ASSD can determine at least one zero entry at each iteration.
Theorem 2: Let x * ∈ R n with K nonzero entries be the globally optimal sparse solution of problem (5) . If ASSD can find x * , the number of iterations is no more than n − K .
Proof: If the globally optimal sparse solution x * has K nonzero entries, then the locations of n − K zero entries need to be determined. Due to Lemma 3, ASSD obtains at least one zero entry at each iteration, and these zero entries do not change in the remaining iterations based on Lemma 2. If ASSD can find x * , the number of iterations of ASSD is no more than n − K .
In fact, ASSD usually obtains multiple zero entries at each iteration, because the iterative solutions usually locate in the different coordinate surfaces or coordinate axes of the solution space. It is easy to see another advantage of our ASSD algorithm. ASSD can find a satisfying sparse solution within a finite number of iterations while ASM requires an infinite number of iterations due to Theorem 1. In theory, the number of iterations of ASSD is greatly less than that of ASM.
On the other hand, the computation complexity of ASM is O(n 3 ). The ASSD algorithm computes an optimal stepsize at each iteration due to (16) , which corresponds to n divisions. It can be seen that the additional computation cost for selecting an optimal stepsize is far less than O(n 3 ). Therefore, ASSD additionally spend very little computation time to improve the performance of sparse recovery. In fact, obtaining a precise sparse solution is more important to various kinds of applications.
D. TARGET LOCALIZATION VIA ASSD ALGORITHM
Once we attain a satisfying sparse solution of problem (5), the locations of targets in grids are determined by
and then the center of a grid is the estimated location of a target. Target localization via ASSD algorithm is thus summarized as follow.
Algorithm 1 Target Localization via Affine Scaling Steepest Descent Algorithm
Input: A measurement matrix P, a measurement vector y, a threshold value ε. Output: A sparse solution x * = x k+1 , The grid locations of targets id = {i|x * (i) = 0, i = 1, · · · , n}. 1Initialize: An initial point x 0 = P + y, an iteration index k = 0. 2 while Stopping criterion not met do 3 Step 1 Compute g k and l k by 4
Step 2 Choose an optimal stepsize by 8 µ k,min = arg min
Step 3 Compute a new solution
Step 4 Increase iteration index k. 11 end while |E (p) (
V. EXPERIMENTAL RESULTS
The feasibility and effectiveness of our ASSD algorithm are studied and analyzed by experiments.
A. NUMERICAL EXAMPLE
We first give a numerical example to validate the feasibility of ASSD and compare the convergence performance with ASM.
where P = Table 1 shows that a sequence of iterative solutions of ASM, without moving out of the attraction basin of x * s , converges to a suboptimal sparse solution. In Table 2 , a sequence of iterative solutions of ASSD converges to x * g by five iterations. This validates that ASSD can obtain a sparser solution than ASM. On the other hand, Table 1 shows that some components of the iterative solutions of ASM cannot directly become zero. After the 10-th iteration, a large number of iterations are needed to make these components converge to zero. However, the 5-th iterative solution of ASSD in Table 2 directly attains two zero components in accordance with Lemma 3, which makes ASSD more easily converge to a sparse solution. Second, we test the sparse recovery performance of ASSD by solving the following l p -norm minimization
where the locations and amplitudes of nonzero entries in the globally optimal solution x * g are randomly chosen, P ∈ R m×n (n = 300) is a Gaussian random matrix, and the measurement vector is obtained by y = Px * g . To evaluate the sparse recovery performance, the mean recovery error based on 50 Monte Carlo experiments is defined as follows
k is the recovered solution of the t-th experiment. Setting K = ||x * g || 0 = 10 and the threshold value ε = 0.005, Fig. 5(a) shows that the mean recovery errors of ASM and ASSD greatly decrease when the number of measurements m increases. However, the mean recovery errors of ASM are larger than that of ASSD, especially when the number of measurements is insufficient (i.e., m ∈ [20, 35] ). The reason is that ASM cannot find sparser solutions. If we provide the more number of measurements m = 40, there is 92% experiments that ASSD obtains the globally optimal sparse solution as p = 0.8 while the rate for finding the global minimizer via ASM is 86%. This means that ASSD can find the globally optimal solution with higher opportunity than ASM. On the other hand, the parameter p affects the recovery performance of ASM and ASSD. In Fig. 5(b) , the mean recovery errors of ASM and ASSD all greatly descend with the increasing of the value of p. Note that the sparse recovery performance can be improved if p is chosen from [0.5, 0.9]. For m = 4K and p = 0.9, the mean recovery errors of ASM and ASSD reduce 74.43% and 92.29% compared to p = 0.1 . Hence we prefer to choose p from [0.5, 0.9] in order to enhance the accuracy of sparse recovery. In our simulations, an 256m 2 area is divided into 16×16 grids. There are 5 targets randomly located in the center of grids, whose locations are unknown. The measurements from these 5 targets are collected by randomly deployed 30 sensor nodes. Following the experimental conditions in [40] , we also set the system parameters as follows: the path loss coefficient η = 2 and the reference distance d 0 = 1 with the received power p 0 = −40dBm. Averaging the Euclidean distance between the estimated locations and the actual locations of K targets denotes a localization error
where (u i , v i ) and (û i ,v i ) are the actual and estimated locations of the i-th target.
To perform the sparse recovery of ASM and ASSD, we set p = 0.5 and ε = 0.005 in the following experiments. The result in Fig. 6 shows that the target localization via ASM and ASSD are accurate while the target localization via BP, OMP and GMP has high localization errors. This is because l p -norm minimization can achieve a sparser solution than l 0 -norm and l 1 -norm minimization, especially when the number of measurements is insufficient. Meanwhile, the corresponding localization time of BP, OMP, GMP, ASM and ASSD are 0.2584s, 0.0087s, 0.6174s, 0.0308s and 0.1099s, respectively. The time consumption of ASM and ASSD are acceptable compared to that of BP, OMP and GMP. It is clear that increasing the number of measurements can improve the sparse recovery performance of BP, OMP and GMP. The number of targets is fixed at K = 5 and we vary the number of sensors from 20 to 80 to compare the localization performance of five sparse recovery algorithms. The mean localization error is used to evaluate the localization precision, where 50 Monte Carlo experiments are performed. In Fig. 7(a) , the mean localization errors for five sparse recovery algorithms all greatly decrease with the increasing of the number of sensor nodes, i.e., the number of measurements. As can be seen, the target localization via ASSD achieves the best performance, because 5 targets can be accurately located using 40 measurements, i.e., m = 8K . To achieve accurate recovered solutions, the needed number of measurements of BP, OMP and GMP is more than 60, i.e., m ≥ 12K , which is similar to the experimental results in [30] and [31] . The above results reveal that the sensing consumption of sensors VOLUME 6, 2018 is greatly reduced using ASSD. However, the needed number of measurements of ASM and ASSD in Fig. 7(a) is larger than that in Fig. 5(a) . This is because the row vectors of measurement matrix in target localization have higher correlation than that of Gaussian random matrix in problem (47). Therefore, the more number of measurements is needed to achieve the sufficient information of the sparse vector x. Fig. 7(b) shows that the corresponding mean localization time of five recovery algorithms increase when the number of measurements increases. The time consumption of ASSD is less than that of BP and GMP. The number of iterations of ASSD is less than that of ASM, but it costs more localization time than ASM. This is because ASSD spends time to determine the optimal stepsize at each iteration. Compared to the existing algorithms, ASSD can obtain the best localization result by spending a little more computation time. In many real applications, finding the most accurate locations of targets is more important than reducing localization time, so a little increasing of computation time for solving problem (6) can be tolerated.
Note that some targets may move into or move out the monitoring area in the sensing time, so we investigate the relationship between the number of targets and the localization accuracy when the number of sensors is fixed at m = 60. When the number of targets varies from 4 to 12, Fig. 8(a) displays that the mean localization errors of BP, OMP, GMP and ASM increase about 10-fold, 8-fold, 35-fold and 1.1-fold, but the mean localization error of ASSD increase below 1-fold. It can be seen that the insufficient measurements results in the decline of localization performance. Nevertheless, this problem can be relieved by using ASSD to reconstruct a sparser solution. In fact, the change of the number of targets in the monitoring area is actually the change of the sparsity of a solution. Fig. 8(b) shows that this change has little impact on the localization time of BP, OMP, ASM and ASSD.
In Fig. 9(a) , we set different number of targets and correspondingly give sufficient measurements for ASM and ASSD (i.e., m = 8K ). Two algorithms achieve accurate localization, but BP, OMP and GMP need to enhance the localization precision by acquiring more measurements. On the other hand, the mean localization time of GMP is still higher than that of other four recovery algorithms as shown in Fig. 9 (b) . The time consumption of ASSD increases at most 0.0575s compared to ASM.
The complex and volatile environment leads to the measurement noise, which is set as Gaussian white noise in our experiments. Recovering sparse solution from the noisy measurements may affect the localization accuracy, so we test the robustness of ASSD under different measurement noise levels quantified by Signal-to-Noise-Ratio (SNR). We arrange 5 targets and 60 sensors in the monitoring area to examine the localization accuracy with respect to different noise levels. When the noise levels vary from −5dB to 25dB, Fig. 10(a) shows that ASM and ASSD can tolerate some certain degrees of measurement noise while the high measurement noise has great impact on the recovered solutions of BP, OMP and GMP. Thus, the robustness of ASM and ASSD is better than BP, OMP and GMP. Under low SNR, ASSD can achieve a sparser solution than ASM, so the localization precision of ASSD outperforms that of ASM by 20% ∼ 100%. Meanwhile, the mean localization time of ASSD decreases at most 35% compared to ASM in Fig. 10(b) . These results reveal that ASSD has the best performance of noise reduction.
From the above experiments, we see that the target localization by l p -norm minimization can more accurately determine the locations of targets than l 0 -norm and l 1 -norm minimization. Furthermore, l p -norm minimization can also be solved by IRL1 and ITM. The following experiments test the localization performance of ASM, ASSD, IRL1 and ITM, where 80 sensor nodes are supposed to monitor 10 targets. Fig. 11(a) shows that the mean localization errors of ASM, ASSD, IRL1 and ITM quickly decrease when SNR increases from −15dB to 20dB. Compared to ASM, IRL1 and ITM, the mean localization errors of ASSD reduce from 4.77% to 99.99%, so the robustness of ASSD is better than ASM, IRL1 and ITM. With the decreasing of measurement noise, four algorithms can find more satisfying sparse solutions and then achieve more precise localization. For high SNR (e.g., 15dB and 20dB), four algorithms all attain the globally optimal solution so that 10 targets are accurately located. Fig. 11(b) displays the mean localization time of ASM, ASSD, IRL1 and ITM. We see that IRL1 spends the most computation time while the computation time of ITM is least. Similar as the experimental results in Fig. 10(b) , the mean localization time of ASSD lower than ASM under low SNR. For example, the computation time of ASSD decreases 9.38%, 10.31% and 17.05% when SNR is −15dB, −5dB and 5dB, respectively. As discussed, when solving the target localization problem by l p -norm minimization, ASSD has better localization performance than some typical recovery algorithms.
VI. CONCLUSION
Target localization in WSNs plays an important role in many personal and commercial applications. To reduce a larger number of the RSS measurements, the CS theory is applied to transform target localization into a sparse recovery problem. In this paper, we propose a novel affine scaling steepest descent algorithm for l p -norm optimization to find a sparse solution out of the convergence domain of an initial feasible solution. Based on ASM, our ASSD algorithm calculates an optimal stepsize at the steepest descent direction, which not only makes the iterative solutions have high opportunity to enter the attraction basin of the globally optimal sparse solution but also accelerates convergence under low SNR. The experimental results demonstrate that target localization via ASSD can provide most accurate location estimation compared to the other existing algorithms, especially when the number of measurements is insufficient. In future work, we will try to reduce the computation time of ASSD by computing the optimal stepsize in subspace.
