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Abstract: Dam break and tsunami bore propagation and inundation are commonly simulated using 
large-scale depth-averaged models, e.g. based on non-linear shallow water (NLSW) equations. In such 
models, the quadratic friction law with a selected Manning’s coefficient is generally applied to 
account for the effect of the bottom surface roughness in each computational cell. Macro-roughness 
elements (MRE) such as buildings and tree vegetation generally represent a part of coastal areas. 
Using purely empirical Manning’s coefficients to account for such large objects is not physically 
sound and might result in large uncertainties. To better understand the effects of relevant parameters 
such as shape, size and arrangement of the MREs on tsunami bore propagation and inundation, an 
extensive parameter study is performed, using a systematically validated three-dimensional CFD 
model (OpenFOAM®). The tsunami bore-like flow conditions are obtained using an initial 
impoundment dam break. The results are analysed with regard to different flow regimes of tsunami 
inundation: (i) an unsteady phase during the arrival of the bore and (ii) a quasi-steady phase, when the 
maximum flow depth occurs. The impact of each of five varied MRE parameters is determined. The 
analysis reveals that the volume flux is predominantly reduced at the first MRE row. During the 
unsteady phase, the relative spacing SG/DB has the greatest impact on the volume flux, while the 
relative height hB/hmax dominates during the quasi-steady phase. Inside the MRE zone, the effect of 
the arrangement on the reduction of the volume flux dominates during both unsteady and quasi-steady 
phases of the bore propagation. Multi-regression analysis of the numerically generated data resulted in 
the formulation of the source terms SMRE (for drag and inertia) as a function of the most relevant MRE 
parameters and flow characteristics. The new source terms are implemented in the NLSW model 
COMCOT (Wang & Liu, 2011). The model performance with and without the implemented new 
source term are then comparatively applied to reproduce the inundation experiments in the laboratory 
(Park et al. 2013). 
Keywords: tsunami hydrodynamics, coastal flooding, macro-roughness elements, numerical coastal 
modelling, CFD OpenFOAM, NLSW code COMCOT 
1 Introduction 
Tsunami propagation and inundation are commonly simulated using large-scale depth-averaged 
models. In such models, the quadratic friction law with a selected Manning’s coefficient is generally 
applied to account for the effect of bottom surface roughness in each computational element. 
Buildings and tree vegetation in coastal areas are usually smaller than the computational element size. 
Using empirical Manning’s coefficients to account for such large objects is not physically sound and, 
particularly in tsunami inundation modelling, this may result in large uncertainties. Therefore, an 
improved understanding of the processes associated with the hydraulic resistance of the so-called 
macro-roughness elements (MRE) is required. Relevant parameters such as shape, height and 
arrangement of the MRE are investigated through numerical tests using a validated three-dimensional 
CFD model. Given the correlation of such parameters to the MRE-induced hydraulic resistance, 
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empirical formulae are developed and directly implemented as sink terms in depth-averaged numerical 
solvers such as non-linear shallow-water (NLSW) models. 
In the last decades, various efforts have been deployed to improve the understanding of the effects 
of MRE on flow and inundation processes such as Arnason (2004), Goseberg (2013), Husrin (2013), 
Bonakdar (2014), Yeh et al. (2014), Maza et al. (2015); Younis et al. (2016), Sridhar (2019). 
Approaches for considering MRE in urban flooding have been developed for example by Soares-
Frazao & Zech (2008), Gayer et al. (2010), Muhari et al. (2011), Cassan et al. (2017). 
In this paper, the methodology to determine the source terms due to MRE is described in section 2. 
The source term is developed in section 3 and is compared with laboratory experiments of Park et al., 
(2013) in section 4. 
2 Methodology 
An OpenFOAM® based 3D two-phase Reynolds-averaged Navier-Stokes (RANS) model including 
the volume of fluid (VOF) method is validated against data sets from five different laboratory 
experiments (Leschka et al., 2014). The performance of the 3D-CFD models are evaluated by means 
of non-dimensional statistical criteria for time series comparisons. A numerical test program with 
more than 20 simulations is developed, including the variation of the shape, arrangement, density and 
relative height of the MRE. The propagation of the bore is analyzed mainly based on the water content 
of a computational cell and flow velocity u. They are spatially and temporally integrated over the 
cross-section of each of the three segments along the MRE zone in Figure 1 to obtain volume flux p(x) 
and flow depth h, which represent flow parameters typical in NLSW equations. Figure 2 illustrates the 
procedure to derive the source terms. 
 
 
Fig. 1. Selected cross sections in the edge zone and the inner zone of the area of macro-roughness elements (MRE): a) 
Overview of numerical domain, b) area of MRE. Segments 1 (dashed) and 2 (dash-dotted) form the edge zone 
and the segment 3 (dotted) is the inner zone of MRE. The vertical black bars indicate the selected cross-sections 
& the squares indicate the MRE. 
The data obtained from the validated CFD model is used to calculate the source term for (i) the 
reference case without MRE, where only friction losses can be observed, and (ii) the cases with MRE 
(respectively Steps 1 and 2 in Fig. 2). The difference between the results of the reference case (Sfx) 
and the results of the cases with MRE (Stotal) represents the sink term SMRE associated with the MRE-
induced energy losses due to form drag, inertia and increased turbulence (Step 3 in Fig. 2). It can be 
calculated using 𝜕𝜕𝜕𝜕(𝑥𝑥)𝜕𝜕𝜕𝜕 + 𝜕𝜕𝜕𝜕𝑥𝑥 �𝜕𝜕(𝑥𝑥)2ℎ + 𝑔𝑔ℎ2 − ℎ𝜌𝜌 𝜏𝜏𝑥𝑥𝑥𝑥� = 𝑔𝑔ℎ𝑆𝑆𝑓𝑓𝑥𝑥 + 𝑆𝑆𝑀𝑀𝑀𝑀𝑀𝑀 = 𝑆𝑆𝜕𝜕𝑡𝑡𝜕𝜕𝑡𝑡𝑡𝑡 (1) 
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where p(x) is the volume flux in the direction of x, t is the time, h is the flow depth, g is the 
acceleration due to gravity, ρ is the density of the fluid and τxx is the turbulent shear stress. Sfx 
describes the friction losses due to bottom surface roughness, SMRE represents the source term, which 
is related to the modifications of the arrangement angle Ψ, the shape (by means of drag coefficient 
CD), the height hB and the width DB of the MRE. The flow and MRE parameters are defined in Fig. 3. 
 
 
Fig. 2. Flow chart of the analysis procedure to derive the source term SMRE describing the energy losses due to macro-
roughness elements (MRE) from the data obtained from CFD modelling, which are summarized in the included 
tables. 
All parameters represent averaged values and are valid for the entire unit area dxdy, where dx and dy 
are the unit length and unit width, respectively. SG is the spacing between the MRE, DB is the width of 
the MRE and hB is the height of the MRE. Only the part of the MRE is taken into account, which is 
subject to the flow and referred to as effective height of the MRE ℎ𝐵𝐵,𝑒𝑒𝑓𝑓𝑓𝑓 = 𝑚𝑚𝑚𝑚𝑚𝑚�ℎ𝑒𝑒𝑓𝑓𝑓𝑓,ℎ𝐵𝐵� (2) 
with the effective flow depth ℎ𝑒𝑒𝑓𝑓𝑓𝑓 = 𝑓𝑓𝑒𝑒𝑓𝑓𝑓𝑓ℎ (3) 
which is larger than flow depth h. This is expressed by a factor feff=2 (determined during the 
parameter study, not shown here), because it can be expected that, for instance, due to the run-up of 
the bore on a front face of a MRE, also MRE parts located above the (spatially averaged) water 
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surface may contribute to the energy losses. In equation (3), h is determined as the average of the flow 
depth at the upstream and the downstream cross-section i-1 and i ℎ𝐵𝐵,𝑒𝑒𝑓𝑓𝑓𝑓∗ = ℎ𝐵𝐵,𝑒𝑒𝑒𝑒𝑒𝑒ℎ = 𝑚𝑚𝑚𝑚𝑚𝑚�ℎ𝑒𝑒𝑒𝑒𝑒𝑒,ℎ𝐵𝐵�ℎ  (4) 
The width of the MRE DB in Fig. 3 is normalized by the sum of MRE width and spacing  (DB+SG). 
The normalized width, which might represent a blockage ratio of the flow, reads 𝐷𝐷𝐵𝐵∗ = 𝐷𝐷𝐵𝐵𝐷𝐷𝐵𝐵+𝑆𝑆𝐺𝐺 (5) 
 
 
Fig. 3. Definition of flow and macro-roughness parameters for both emergent and submerged MRE. 
The arrangement angle Ψ in Figure 3 is defined as the angle between the mean flow direction and the 
orientation of the group of MRE. 
By subtracting the solution of the reference case without MRE Stotal(1) from the solution of the MRE 
cases Stotal(2), the solution of the source term SMRE is obtained (Step 4 in Fig. 2). 
Dimensional analyses are performed to determine correlations of the sink term with the Reynolds 
number, Froude number and Euler number (Step 5 in Fig. 2). 
By means of these quantities, multi-regression analyses are performed, and “empirical” 
relationships are obtained (Step 6 in Fig. 2), which describe the effect of the MRE arrangement, their 
height, the distance between them and their shape on the sink term SMRE. 
3 New formulae for the source terms 
Based on the dimensional analysis, the source terms SMRE obtained during the steady and the unsteady 
phase of bore propagation at the upstream edge and inner zone of MRE (see Fig. 1) are related to the 
Reynolds number Re, Froude number Fr and Euler number Eu. 
Froude number Fr (flow inertia to gravity ratio) can be used to assess the unsteady phase of bore 
propagation. Inertia is interpreted as a variation of the flow velocity over time. 
Reynolds number Re (drag force to viscous force ratio) is associated with drag and can be used to 
describe the steady phase of bore propagation. 
Euler number Eu (ratio of pressure gradient to variation of flow velocity over space) is related to 
dynamic pressure differences, which occur between the upstream faces of the MRE, where the flow is 
slowed down, and beside the MRE near the lateral faces, where high flow velocities occur. 
Figure 4 shows the velocity fields around cubic, cylindrical and diamond-shaped MREs. High 
velocity gradients are mainly observed in the edge zone of the MRE. Such velocity gradients can be 
expected during steady and unsteady flow conditions. It is noted that they occur inside the unit areas 
dxdy on sub-grid scale and are not captured by the cross-sections in which the flow parameters are 
calculated. Therefore, it is difficult to use Eu in the source term SMRE. However, here, drag consists 
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predominantly of form drag, which dominates over friction drag in high Re flow (which is here the 
case). Form drag results from the pressure distribution over the MRE. Therefore, the pressure force 
can be set equal to the drag force 𝐹𝐹𝑑𝑑𝑑𝑑𝑡𝑡𝑑𝑑 = 12𝜌𝜌𝐶𝐶𝐷𝐷𝐴𝐴𝐵𝐵 �𝜕𝜕(𝑥𝑥)ℎ �2 = 𝐸𝐸𝐸𝐸 ∙ 𝐸𝐸2𝑙𝑙02𝜌𝜌 = 𝐹𝐹𝜕𝜕𝑑𝑑𝑒𝑒𝑝𝑝𝑝𝑝𝑝𝑝𝑑𝑑𝑒𝑒 (6) 
If further the characteristic length l0 is expressed as 𝑙𝑙0 = �𝐴𝐴𝐵𝐵 = �𝐷𝐷𝐵𝐵.𝑚𝑚𝑚𝑚𝑚𝑚(ℎ, ℎ𝐵𝐵) (7) 
with the front face area AB as a product of the MRE width DB and the submerged part of the MRE 
height hB, then it can be shown that Eu=1/2CD. So, as long as CD is part of the solution, Eu is 
implicitly accounted for and does not need to be explicitly considered in the further analysis. 
 
 
Fig. 4. Normalized maximum flow velocities umax
*=u(case1.x,max)/u(0.0,max) in mean flow direction z= 0.05 m above the 
bottom through a) cubic , b) cylindrical and c) diamond-shaped macro-roughness elements with a relative 
distance of SG/DB = 2.0. The black contour lines indicate the boundaries at which maximum flow velocities are 
by 25 % higher or lower compared to the reference case for the same inflow conditions without any macro-
roughness elements. The dotted lines symbolize the segment i. 
3.1 Inertia during the unsteady phase of bore propagation in the inner MRE zone 
The dependency between SMRE and the Froude number Fr is shown in Figure 5. 
The data in Fig. 5 shows a clear dependency of the source term SMRE from the Froude number Fr and 
can be expressed as SMRE=f(Fr). 
The shape variations (expressed by drag coefficient CD) are not directly related to SMRE. For 
proportionality , Fr for the case with CD= 2.05 (case 1.0) should be smaller than for case 1.2 with CD= 
1.55 (case 1.2). For an explanation, it is to note that inside the MRE zone, the flow velocities vary 
largely over a cross-section (which is also indicated in Fig. 4) and that the MRE are located in slow 
flow regions. It is seen that even if the averaged flow velocities in the cross-sections are similar, the 
flow approaching the front face(s) of an individual MRE inside the cross-section vary considerably, is 
much smaller in case of cubic MRE than in case of diamond-shaped or cylindrical MRE (case 1.1). 
Therefore, the here used averaged flow velocity used in Froude number Fr cannot lead to a direct 
relation of CD with SMRE. Because the energy losses with SMRE<0.1 m²/s² are very small, which is 
approximately the range of uncertainty of 2∙STDEV= 0.07 m²/s² (not shown), the influence of the 
shape on SMRE is neglected here. 
Regarding the normalized height hB
*
 variations, it is noted that the submerged cases with a 
minimum hB
*
= 0.442 (case 5.4, see Fig. 5) lead to slightly higher energy losses than the fully emerged 
case 1.0, because additional flow disturbance can be induced downstream of the MRE, when the MRE 
is overflown. It is further noted, that the cases 5.1 and 5.2 appear to be emerged during the 
investigated conditions for the averaged flow depth h= 0.118 m and h= 0.112 m, respectively. 
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Therefore, one would expect similar energy losses as for the fully emerged case 1.0, but both cases 
show higher energy losses than case 1.0. This is because the MRE are overflown in cases 5.1 and 5.2. 
 
 
Fig. 5. Source terms SMRE vs. Froude number Fr during unsteady conditions in the inner zone for different unit lengths 
dx (For the definition of the MRE parameters see Fig. 3). The error bars indicate the standard deviations. 
Regarding the normalized width DB
*
 variations, the lowest value of DB
*
= 0.2 (case 4.4) is not 
associated with the lowest value of SMRE, and the largest value of DB
*
= 0.667 (case 4.1) is not 
associated with the largest value of SMRE, as would be expected. The reason for the observed 
inconsistencies lies mainly in the presence of the MRE near the cross-sections, because the MRE 
influence the local flow velocities and flow depths, which can may have a high significant effect on 
the averaged flow parameters at the cross-sections. 
The variation of the arrangement angle Ψ causes energy losses of SMRE> 0.3 m²/s², which are 
proportional to arrangement angle Ψ which is by far the most important parameter to describe the 
energy losses in the inner MRE zone during the unsteady phase of the bore propagation. 
3.2 Drag during the steady phase of bore propagation in the edge MRE zone 
The dependency between the source term during steady phase of bore propagation in the edge MRE 
zone SMRE and the Re(l0) is depicted in Figure 6. 
By visual inspection of Fig. 6, clear dependencies of the energy losses SMRE from Re(l0) can be 
identified. It seems that for the variations of relative height hB
*
 and arrangement angle Ψ, the 
dependency of SMRE from Re can be expressed as SMRE (hB
*,Ψ)~f(Re), while for the variation of the 
normalized width DB
*
, the dependency is rather SMRE (DB
*
 )~f(1⁄Rex). When investigating individual 
parameter variations further, the following observations are made. 
The normalized width DB
*
 clearly appears to have the greatest influence on the energy losses SMRE. 
Regarding the arrangement angle Ψ, it is noted that increasing Ψ leads to a reduction of SMRE, 
which is the opposite from the behavior observed in the inner MRE zone. It becomes clear that the 
most upstream MRE row in the edge zone becomes more permeable if Ψ>0, which leads to smaller 
energy losses compared to the arrangement, in which Ψ= 0°. 
Regarding the shape variations (expressed by drag coefficient CD), no clear dependency is seen 
between energy losses SMRE and Reynolds number Re. On one hand, case 1.0 using CD= 2.05 (cubic 
shape) leads to the greatest SMRE. Case 1.1 with CD=1.17 (cylindrical shape) leads to greater SMRE than 
case 1.2 with CD=1.55 (diamond-shaped), so that SMRE is not proportional to CD. On the other hand, 
Re is considerably higher in case 1.1 than in case 1.2, for which Re is slightly higher than in case 1.0, 
so that Re~CD. This is in agreement with the observation Fig. 4, where it is noted that in case 1.2 the 
flow is more deflected by the front faces of the diamond than blocked, allowing for higher (averaged) 
flow velocities between the MRE, but also considerably smaller flow velocities at the front faces of 
the diamond-shaped MRE, resulting in smaller SMRE. This explains why the energy losses in the cases 
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1.2 (CD=1.55) SMRE= -0.123 m²/s² can be slightly smaller than in the case 1.2 (CD=1.17) SMRE=-0.136 
m²/s². However, it needs to be mentioned that the standard deviations (STDEV) due to local flow 
effects in case 1.2 (CD= 1.55) and case 1.1 (CD= 1.17) take high values of STDEV= 0.117 m²/s² and 
STDEV= 0.076 m²/s², respectively, compared to the difference between the calculated energy losses 
between both cases 1.1 and 1. 2, ∆SMRE=|SMRE,case1.1-SMRE,case1.2|= 0.013 m²/s, which imposes high 
uncertainty on any quantitative conclusion. 
 
 
Fig. 6. Source terms SMRE vs. Reynolds number Re during steady conditions in the upstream edge MRE zone for 
different dx (For the definition of the MRE parameters see Fig. 3). The error bars indicate the standard 
deviations. 
Regarding the relative height hB
*





= 0.333, respectively, an inconsistency is seen as the energy SMRE losses seem to 
increase with increasing Re, which (i) is opposite to what one would expect and (ii) is also opposite to 
the tendency noted for the cases 5.1 and 5.4, where SMRE decreases with increasing Re. This 
observation might be due to local flow effects as discussed in section 3.1, because the absolute 
difference between the mean energy losses in cases 5.2 and 5.3, ∆SMRE=|SMRE,case5.2-SMRE,case5.3|= 0.01 
m²/s² is smaller than the standard deviation STDEV= 0.033 m²/s² (see Fig. 6). The energy losses for 
the cases with hB
*
<0.5 take values of SMRE< 0.1 m²/s², only. 
3.3 Deriving simple formulae for the source terms due to drag and inertia  
The source term is developed in analogy to the Morison equation (Morison, et al., 1950) 𝑆𝑆𝑀𝑀𝑀𝑀𝑀𝑀,𝑓𝑓𝑚𝑚𝜕𝜕 = 𝑆𝑆𝑀𝑀𝑀𝑀𝑀𝑀,𝑓𝑓𝑚𝑚𝜕𝜕,𝑚𝑚𝑚𝑚𝑒𝑒𝑑𝑑𝜕𝜕𝑚𝑚𝑡𝑡 + 𝑆𝑆𝑀𝑀𝑀𝑀𝑀𝑀,𝑓𝑓𝑚𝑚𝜕𝜕,𝑑𝑑𝑑𝑑𝑡𝑡𝑑𝑑 (9.a) 
SMRE,fit,inertia and SMRE,fit,drag are developed independently from each other, each by sequential fitting of 
the CFD data obtained from each parameter variation. SMRE,fit,drag is only applied in the edge MRE 
zone due to the factor ∂DB*/∂x, which is zero in the inner MRE zone. Therefore, SMRE,fit,inertia is 
developed first in the inner MRE zone during the unsteady phase of bore propagation. The edge MRE 
zone is then considered to estimate the drag contribution SMRE,fit,drag, to the total term SMRE,fit. 
The source term due to inertia and the source term due to drag in the upstream edge MRE zone read 𝑆𝑆𝑀𝑀𝑀𝑀𝑀𝑀,𝑓𝑓𝑚𝑚𝜕𝜕,𝑚𝑚𝑚𝑚𝑒𝑒𝑑𝑑𝜕𝜕𝑚𝑚𝑡𝑡 = 𝜕𝜕𝜕𝜕(𝑥𝑥)𝜕𝜕𝜕𝜕 �𝑑𝑑ℎ𝑝𝑝(𝑥𝑥)ℎ [1.3 − 𝑐𝑐𝑐𝑐𝑐𝑐(4Ψ)]0.33 (9.b) 𝑆𝑆𝑀𝑀𝑀𝑀𝑀𝑀,𝑓𝑓𝑚𝑚𝜕𝜕,𝑑𝑑𝑑𝑑𝑡𝑡𝑑𝑑 = −0.4 𝜕𝜕𝐷𝐷𝐵𝐵∗𝜕𝜕𝑥𝑥 𝜕𝜕(𝑥𝑥)2ℎ ℎ𝐵𝐵,𝑒𝑒𝑓𝑓𝑓𝑓∗ 𝐶𝐶𝐷𝐷[0.7 + 0.3𝑐𝑐𝑐𝑐𝑐𝑐(4Ψ)]0.1 (9.c) 
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in which the relative effective height is defined as hB,eff
*
=min(2h,hB)/h, taking into account that, due to 
flow depth variations in a unit area and due to runup on the front faces of the MRE, higher parts of the 
MRE of up to twice the flow depth may contribute to the energy losses. 
Scatter analyses (not shown here) indicate that energy losses in the inner MRE zone depend on the 
arrangement angle Ψ, while all other parameters lead to very small energy losses (see also Fig. 5). In 
the upstream edge MRE zone, the energy losses depend on all four MRE parameters. They are 
underestimated by up to -20 % due to the variation of Ψ. When applying the source terms to steady 
flow conditions in the upstream edge MRE zone, the fit tends to underestimate energy losses derived 
from the CFD parameter tests by up to -45%, mainly due to the application of the drag coefficient CD, 
which is used as constant value for all flow conditions. 
4 Application of the new formulae in COMCOT 
The derived formulae (Eqs 9a & 9b) are implemented into the NLSW model COMCOT (Wang & Liu, 
2011). The code is then applied to the laboratory experiments on tsunami inundation through the 
urban area of the town of Seaside, Oregon, which were performed in a scale of 1:50 (Rueben et al., 
2011). For details on the experiments see the latter reference. 
For reasons of simplification, it is not distinguished between the blocking of the flow in x or in y 
direction. Instead, unidirectionality of DB
*
 is assumed so that it can easily be obtained from high 
resolution geodata in real scale applications, which allows for deriving the fraction of areas occupied 
by buildings AB
*
. Then, 𝐷𝐷𝐵𝐵∗ = �𝐴𝐴𝐵𝐵∗  with 𝐴𝐴𝐵𝐵∗ = 𝑚𝑚𝑚𝑚𝑚𝑚 � 𝐴𝐴𝐵𝐵𝑑𝑑𝑥𝑥𝑑𝑑𝑑𝑑 , 1� (10) 
Compared to traditional approaches using Manning’s coefficient n, here, four additional layers are to 
be prepared. An example for such layers in the onshore section for a grid resolution dx=10m (0.2m in 




Fig. 7. Input layers for MRE model: a) arrangement angle Ψ, b) MRE height hB, c) MRE coverage AB*, d) MRE shape 
(Drag coefficient CD), e) Onshore area of the physical experiments (modified from Rueben, et al., 2011). 
Due to spatial limitations of the experiments, the maximum inundation area could not be obtained. 
Therefore, the moment of arrival of the tsunami bore at wave gauge A8 is used as reference 
inundation. Figure 8 presents the inundation areas of various roughness approaches. The results are 




Fig. 8. Inundated areas after t=28.85s (arrival at wave gauge A8): a) no roughness consideration, b) constant 
Manning’s n=0.05s/m1/3, c) MRE formulae (eqs 9a & 9b). 







Area of agreement 
between experiment 





Deviation of model 
from experiment 
PR=(AU+AO)/AC [-] 
No roughness 0.80 67.92 18.64 0.286 
Constant n 7.20 58.80 2.12 0.205 
MRE formulae 9.92 61.52 1.68 0.144 
 
It can be noted that the model without any roughness consideration, the inundated area is considerably 
overestimated, while in case of the constant Manning’s value n and the MRE formula, the 
overestimated areas are about an order of magnitude smaller. In turn, the no roughness model 
underestimate very slightly regions which are inundated during the physical experiments. The 
underestimation in both other models is moderate. A measure for the agreement of the modelled with 
physical inundation is defined as the performance ratio 𝑃𝑃𝑃𝑃 = 𝐴𝐴𝑈𝑈+𝐴𝐴𝑂𝑂𝐴𝐴𝐴𝐴  (11) 
between the sum of the underestimated area AU and overestimated area AO and the inundated area in 
which the model agrees with the physical experiment AA. Smaller values indicate higher agreement 
with the physical experiments. The MRE formula leads to the highest agreement among the tested 
methods. 
5 Summary und concluding remarks 
Source terms SMRE for the drag and inertia contributions to energy losses due to macro-roughness 
elements (MRE) are developed which can be introduced in non-linear shallow water models or in any 
other depth-averaged large-scale model. The MRE are parametrized by their arrangement angle, 
height, width, spacing and shape (expressed by drag coefficient CD).  
From the results of a systematic parameter study using a well-validated CFD model, clear 
dependencies of the source terms SMRE from the Froude number Fr in the inner MRE zone during the 
unsteady phase of bore propagation are observed, but only the variation of the arrangement angle Ψ 
leads to considerably large energy losses. Furthermore, clear dependencies from the Reynolds number 
Re are observed in the upstream edge MRE zone during the steady phase of bore propagation for the 
normalized MRE width DB
*
, the relative height hB
*
 and Ψ, while the drag coefficient CD (describing 
the shape of the MRE) cannot be related to SMRE. CD does not account for effects such as deflection of 
flow towards the downstream-located MRE. In case of diamond-shaped MRE, deflection results in 
hindering flow velocities between the MRE and in very low flow velocities upstream of the MRE, 
leading to relatively small energy losses, so that no clear correlation is observed between SMRE and 
CD. 
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The fitted source term 𝑆𝑆𝑀𝑀𝑀𝑀𝑀𝑀,𝑓𝑓𝑚𝑚𝜕𝜕 indicates a very good agreement during the unsteady phase of bore 
propagation at the bore front, while the energy losses during the quasi-steady current during the later 
phases of bore propagation are underestimated. 
The results suggest that using a constant drag coefficient cannot represent the energy losses equally 
well during both steady and unsteady flow phases. Further research is required to assess the impact of 
flow deflection towards neighbouring MRE to consider the variation of flow velocities within a cross-
section as induced by upstream MRE. This might result in the development of an alternative form 
factor, which accounts for deflection and is therefore more appropriate to describe the shape effect of 
MRE in a group. 
Local flow effects due to the presence of the MRE “pollute” the results when determining the 
spatial derivatives between the cross-sections inside the MRE zone. Instead of analyzing and 
averaging the variables flow depth h(x) and volume flux p(x) at the cross-sections only, it might be 
more appropriate to average the flow conditions throughout the water column over in the entire unit 
area dxdy. 
The developed formulae for the source term SMRE are implemented in the NLSW code COMCOT 
(Wang & Liu, 2011). First comparisons with laboratory experiments show a relatedly good ability of 
these formulae to reproduce the inundated area. Further applications, including benchmark tests in real 
scale (e.g. Jakeman, et al., 2010), should be performed for a more detailed evaluation. 
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