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INVERSE SCATTERING THEORY FOR ONE-DIMENSIONAL
SCHRO¨DINGER OPERATORS WITH STEPLIKE FINITE-GAP
POTENTIALS
ANNE BOUTET DE MONVEL, IRYNA EGOROVA, AND GERALD TESCHL
Abstract. We develop direct and inverse scattering theory for one-dimensional
Schro¨dinger operators with steplike potentials which are asymptotically close
to different finite-gap potentials on different half-axes. We give a complete
characterization of the scattering data, which allow unique solvability of the
inverse scattering problem in the class of perturbations with finite second mo-
ment.
1. Introduction
In this paper we consider direct and inverse scattering theory for one-dimensional
Schro¨dinger operators with steplike finite-gap background, using the approach by
Marchenko [26].
To set the stage, let
(1.1) H± = − d
2
dx2
+ p±(x), x ∈ R,
be two (in general different) one-dimensional Schro¨dinger operators with real finite-
gap potentials p±(x). Furthermore, let
(1.2) H = − d
2
dx2
+ q(x), x ∈ R,
be the “perturbed” operator with real potential q(x) ∈ L1loc such that
(1.3) ±
∫ ±∞
0
|q(x)− p±(x)|(1 + x2)dx <∞.
That is, the potential q(x) has different asymptotic behavior on different half-axes,
and we will call it a steplike potential by analogy with the case of two different
constant backgrounds.
The scattering problem for the operators (1.2)–(1.3) is classical and arises in
various physical applications, for example, when studying properties of the alloy
of two different semi-infinite one dimensional crystals. We refer to the recent work
[18] for a more detailed discussion of the history of such problems together with
further references to the literature. In addition, this scattering problem is of course
important for the solution of the Korteweg–de Vries (KdV) equation with initial
data in these classes.
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For a constant steplike background, that is, p±(x) = c± (c+ 6= c− some con-
stants), this problem was completely solved in [2, 6, 7], including applications to
the initial value problem for the KdV equation ([5, 20]), and the asymptotic behav-
ior of the solution for large time ([22]). The case, when the potential vanishes on
the right half axis (p+(x) = 0) and is asymptotically periodic finite band on the left
half axis, was considered in [11, 30, 31, 33]. The initial value problem for the KdV
equation was also solved in this case ([12]), and long time asymptotics can be found
in [12, 23, 24] (see also [3] for the Jacobi operator case). The case of one-periodic
background p−(x) = p+(x) was studied in [13, 14, 15] and [28, 29] (for the Jacobi
operators the same problem was considered in [8] with the extension to different
background operators in the same isospectral class given in [10]).
However, despite the fact that several special cases are well understood by now,
only very little was known about the general situation considered here. In fact,
the various mutual locations of the respective background spectra (cf. the example
on page 7 below) and background Dirichlet eigenvalues, produce a multitude of
different cases. To illustrate this, we mention that only a classification of all possible
singularities of the transmission coefficient at the boundary of the spectra would
require 16 case distinctions (this is for example the reason why we formulate its
properties in terms of the Wronskian of the Jost solutions in Lemma 3.3 II below).
Our goal here is to find a complete characterization of the scattering data for the
operator H , that will allow us to solve the inverse scattering problem and to prove
the uniqueness of the reconstructed potential in the class (1.3) with the second
moment finite. In particular, we will do this without any restrictions on the mutual
location of the respective spectra and without any restrictions on the location of
the Dirichlet eigenvalues. In this respect, note that for example in [13, 14, 15]
it is required that the Dirichlet eigenvalues do not coincide with the edges of the
continuous spectrum. In fact, it was demonstrated in [8] (for the case of Jacobi
operators) that these cases give rise to a different behaviour of the scattering data,
which does not occur in the constant background case. Furthermore, the inclusion
(and understanding) of this case is important for applications to the solution of the
initial value problem of KdV equation, since these cases are unavoidable under the
KdV flow. We refer to [9] for a detailed discussion (in case of the Toda lattice) and
we will give a brief outline for the KdV equation in Section 6.
On the other hand, we should also mention that there are two things which we
do not address here: First of all, one could relax our decay assumption and replace
the second moment in (1.3) by the first moment. Our approach is crafted in such a
way that this causes no principal problems. To keep our presentation more readable
we have decidedd not to include this case at this point. Secondly, one could allow
general periodic potentials, that is, an infinite number of gaps. Again there are no
serious impediments to treating this case.
Finally, let us give a brief outline of the present paper. We start with some
preliminary notations and list some standard facts of the spectral analysis for the
background Hill operators in Section 2. Then we study the properties of the scatter-
ing matrix for steplike operator, paying particular attention to analytical properties
of its entries at the edges of the continuous spectrum of operator H (Section 3). In
Section 4 we derive the Gel’fand–Levitan–Marchenko (GLM) equations and obtain
complementary estimates on their kernels (see also Appendix A). In this section we
also formulate our main result, that characterize the scattering data (Theorem 4.3).
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Then we discuss the unique solvability of the GLM equations, that allows us to
solve the inverse scattering problem. Section 5 is the most important section of the
present paper. Here we discuss the scheme of the solution of the inverse scattering
problem and prove the uniqueness of the reconstructed potential (Theorem 5.3).
Our approach is modeled after the generalized Marchenko approach, developed in
[26]. Our final Section 6 contains some applications to the KdV equation.
2. The Weyl solutions of the background operators
Let H± be two finite-gap one-dimensional Schro¨dinger operators associated with
the potentials p±(x)1. Let s±(z, x), c±(z, x) be sin- and cos-type solutions of the
equation
(2.1)
(
− d
2
dx2
+ p±(x)
)
y(x) = z y(x), z ∈ C,
associated with the initial conditions
(2.2) s±(z, 0) = c′±(z, 0) = 0, c±(z, 0) = s
′
±(z, 0) = 1,
where the prime denotes the derivative with respect to x.
It is well-known that finite-gap Schro¨dinger operators are associated with the
Riemann surface of a square root of the type
(2.3)
√√√√− 2r±∏
j=0
(z − E±j ), E±0 < E±1 < · · · < E±2r± ,
where r± ∈ N. Moreover, H± are uniquely determined by fixing a Dirichlet divisor∑r±
j=1(µ
±
j , σ
±
j ), where µ
±
j ∈ [E±2j−1, E±2j ] and σ±j ∈ {−1, 1}. We refer the interested
reader to [1, 17, 19, 25] for relevant background information. The reader not familiar
with this theory can always think of the special case of periodic finite gap operators.
The spectra of H± consist of r± + 1 bands
(2.4) σ± := [E±0 , E
±
1 ] ∪ · · · ∪ [E±2j−2, E±2j−1] ∪ · · · ∪ [E±2r± ,∞).
Note that in the special case where p± is periodic, we have merged all colliding
bands. Let
Mr± :=
{
µ±1 , . . . , µ
±
r±
}
be the set of Dirichlet eigenvalues and set
(2.5) g±(z) =
∏r±
j=1(z − µ±j )
2
√
−∏2r±j=0(z − E±j ) ,
where the branch of the square root is chosen such that we obtain a Herglotz–
Nevanlinna function,
(2.6) Im(g±(z)) > 0 for Im(z) > 0.
1Everywhere in this paper the sub or super index “+” (resp. “−”) refers to the background on
the right (resp. left) half-axis.
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Let us cut the complex plane along the spectrum σ± and denote the upper and
lower sides of the cuts by σu± and σ
l
±. The corresponding points on these cuts will
be denoted by λu and λl, respectively. In particular, this means
f(λu) := lim
ε↓0
f(λ+ iε), f(λl) := lim
ε↓0
f(λ− iε), λ ∈ σ±.
Condition (2.6) then implies
(2.7)
1
i
g±(λu) = Im(g±(λu)) > 0 for λ ∈ σ±.
Next consider the Weyl solutions ψ±(z, x) and ψ˘±(z, x) of (2.1) which are de-
termined up to a multiplication constant, depending on z, by the requirement
ψ±(z, · ) ∈ L2(R±),
resp. ψ˘±(z, · ) ∈ L2(R∓)
(2.8)
for z ∈ C\σ±. We will normalize them according to ψ±(z, 0) = ψ˘±(z, 0) = 1 such
that
ψ±(z, x) = c±(z, x) +m±(z)s±(z, x),
resp. ψ˘±(z, x) = c±(z, x) + m˘±(z)s±(z, x),
(2.9)
where
(2.10) m±(z) =
ψ′±(z, 0)
ψ±(z, 0)
, m˘±(z) =
ψ˘′±(z, 0)
ψ˘±(z, 0)
,
are the Weyl m-functions. In the case of periodic operators, ψ±(z, x) and ψ˘±(z, x)
are of course just the Floquet solutions. They are equal to the branches on the
upper/lower sheet of the Baker-Akhiezer function of H±.
It is well-known (see, for example, [25]), that m±(z) − m˘±(z) = ∓g±(z)−1.
Equations (2.2) and (2.10) then imply that the Wronskian of the Weyl solutions is
equal to
(2.11) W (ψ˘±(z), ψ±(z)) = ∓g±(z)−1.
where W (f, g)(x) = f(x)g′(x)− f ′(x)g(x) denotes the usual Wronski determinant.
The set of band edges is given by
(2.12) ∂σ± =
{
E±0 , E
±
1 , . . . , E
±
2r±
}
.
For every Dirichlet eigenvalue µ±j the Weyl functions might have poles. If µ
±
j is in
the interior of its gap, precisely one Weyl function m± or m˘± will have a simple
pole. Otherwise, if µ±j sits at an edge, both will have a square root singularity.
Hence we divide the set of poles accordingly:
M± = {µ±j | µ±j ∈ (E2j−1, E2j) and m± has a simple pole},
M˘± = {µ±j | µ±j ∈ (E2j−1, E2j) and m˘± has a simple pole},
Mˆ± = {µ±j | µ±j ∈ {E2j−1, E2j}}.
Clearly Mr± =M± ∪ M˘± ∪ Mˆ±. Then we have
m±(z) =
C±
z − µ (1 + o(1)) , m˘±(z) = O(1),
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for z → µ ∈M±,
m±(z) = O(1), m˘±(z) =
C˘±
z − µ (1 + o(1)) ,
for z → µ ∈ M˘±, and
m±(z) =
C±√
z − E (1 + o(1)) , m˘±(z) = −
C±√
z − E (1 + o(1)) ,
for z → E ∈ Mˆ±. Here C± ,C˘± denote some nonzero constants.
In particular, we obtain the following properties of the Weyl solutions (see, e.g.,
[17, 19, 25, 26, 34]):
Lemma 2.1. The Weyl solutions have the following properties:
(i) The function ψ±(z, x) (resp. ψ˘±(z, x)) is holomorphic as a function of z in
the domain C \ (σ± ∪M±) (resp. C \ (σ± ∪ M˘±)), takes real values on the
set R \ σ±, has simple poles at the points of the set M± (resp., M˘±). It is
continuous up to the boundary σu± ∪ σl± except at the points from Mˆ± and
(2.13) ψ±(λu) = ψ˘±(λl) = ψ±(λl), λ ∈ σ±.
For E ∈ Mˆ± the Weyl solutions satisfy
ψ±(z, x) = O
(
1√
z − E
)
, ψ˘±(z, x) = O
(
1√
z − E
)
, as z → E ∈ Mˆ±.
The same is true for ψ′±(z, x) and ψ˘
′
±(z, x).
(ii) At the edges of the spectrum these functions possess the properties
ψ±(z, x)− ψ˘±(z, x) = O
(√
z − E
)
near E ∈ ∂σ± \ Mˆ±,
and
ψ±(z, x) + ψ˘±(z, x) = O(1) near E ∈ Mˆ± .
(iii) When z →∞ the following asymptotic behavior holds2:
ψ±(z, x) = e±i
√
zx
(
1 +O(z−1/2)
)
and ψ˘±(z, x) = e∓i
√
zx
(
1 +O(z−1/2)
)
.
(iv) The functions ψ±(λ, x) form a complete orthogonal system on the spectrum
with respect to the weight
(2.14) dρ±(λ) =
1
2pii
g±(λ)dλ,
namely
(2.15)
∮
σ±
ψ±(λ, y)ψ±(λ, x)dρ±(λ) = δ(x− y),
where δ(x) is the Dirac delta distribution. Here we have used the notation
(2.16)
∮
σ±
f(λ)dρ±(λ) :=
∫
σu±
f(λ)dρ±(λ) −
∫
σl±
f(λ)dρ±(λ).
2Here Im(
√
z) > 0 as z ∈ C \ R+.
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3. The direct scattering problem
Consider the equation
(3.1)
(
− d
2
dx2
+ q(x)
)
y(x) = z y(x), z ∈ C,
with a potential q(x), satisfying condition (1.3). This equation has two solutions
φ±(z, x), the Jost solutions, that are asymptotically close as x → ±∞ to the
Weyl solutions of the background equations (2.1) and can be represented as (see
[13, 14, 15]):
(3.2) φ±(z, x) = ψ±(z, x)±
∫ ±∞
x
K±(x, y)ψ±(z, y) dy,
where K±(x, y) are real-valued, continuously differentiable with respect to both
parameters, and satisfy the estimate
(3.3) |K±(x, y)| ≤ ±C±(x)
∫ ±∞
x+y
2
|q(t)− p±(t)| dt.
Here C±(x) are continuous positive functions, monotonically decreasing (and, there-
fore, bounded) as x → ±∞ (see Appendix A). For λ ∈ σu± ∪ σl± a second pair of
solutions of (3.1) is given by
(3.4) φ±(λ, x) = ψ˘±(λ, x) ±
∫ ±∞
x
K±(x, y)ψ˘±(λ, y) dy, λ ∈ σu± ∪ σl±.
Note ψ˘±(λ, x) = ψ±(λ, x) for λ ∈ σ±.
We see that, by formulas (3.2), (3.3), (3.4), and (2.11),
(3.5) W
(
φ±(λ), φ±(λ)
)
= ±g±(λ)−1.
Unlike the Jost solutions, the solutions (3.4) exist only on the upper and lower cuts
of the spectrum of the corresponding background, and cannot be continued to the
complex plane.
The Jost solutions φ± are holomorphic in the domains C\(σ± ∪M±) and inherit
almost all the properties of their background counterparts, listed in Lemma 2.1, (i)–
(ii). In order to remove these singularities we introduce
δ±(z) :=
∏
µ±
j
∈M±
(z − µ±j ),
δˆ±(z) :=
∏
µ±
j
∈M±
(z − µ±j )
∏
µ±
j
∈Mˆ±
√
z − µ±j ,(3.6)
δ˘±(z) :=
∏
µ±
j
∈M˘±
(z − µ±j )
∏
µ±
j
∈Mˆ±
√
z − µ±j ,
where
∏
= 1 if there are no multipliers, and set
(3.7) φ˜±(z, x) = δ±(z)φ±(z, x), φˆ±(z, x) = δˆ±(z)φ±(z, x).
Lemma 3.1. The Jost solutions φ±(z, x) have the following properties.
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(i) For all x, the function φ±(z, x) considered as function of z, is holomorphic
in the domain C \ (σ± ∪M±), takes real values on the set R \ σ±, and has
simple poles at the points of the set M±. Moreover, φˆ± is continuous up to
the boundary σu± ∪ σl±.
(ii) φ±(λ, x) − φ±(λ, x) = O
(√
λ− E) for E ∈ ∂σ± \ Mˆ±, and
φ±(λ, x) + φ±(λ, x) = O(1) for E ∈ Mˆ±.
Proof. Proof of this Lemma follows directly from (3.2), (3.3), (3.4), Lemma 2.1. 
Now introduce the sets
(3.8) σ(2) := σ+ ∩ σ−, σ(1)± = clos(σ± \ σ(2)), σ := σ+ ∪ σ−,
where σ is the (absolutely) continuous spectrum of H and σ
(1)
+ ∪ σ(1)− , respectively
σ(2) are the parts which are of multiplicity one, respectively two. In addition to
the continuous part, H has a finite number of eigenvalues situated in the gaps,
σd ⊂ R \ σ (see, e.g., [32]). We will use the notation int(σ±) for the interior of the
spectrum, that is, int(σ±) := σ± \ ∂σ±.
The following example illustrates the various possible locations of the spectra
together with the Dirichlet eigenvalues.
Example 3.2. Let H+ be the two-band quasi-periodic operator with the spectrum
on the set σ+ = [E1, E2] ∪ [E4,+∞) and H− be the three band operator with the
spectrum σ− = [E1, E2] ∪ [E3, E4] ∪ [E5,+∞), where E1 < E2 < · · · < E5 (cf.
Figure 1). Then σ = [E1, E2] ∪ [E3,+∞), σ(1)+ = [E4, E5], σ(1)− = [E3, E4], and
σ(2) = [E1, E2]∪ [E5,+∞). Denote by µ−1 the Dirichlet eigenvalue for the operator
H−, that belongs to the closed gap [E2, E3] and let µ+1 be the Dirichlet eigenvalue
of H+ from the gap [E2, E4].
σ−
σ+
E1 E2
•
µ−1 E3 E4
•
µ+1 •
µ−2 E5
Figure 1. Typical mutual locations of σ− and σ+.
We may encounter various mutual locations of these eigenvalues. For example:
• µ+1 6= µ−1 and µ+1 , µ−1 ∈ (E2, E3) (i.e., µ±1 ∈M±),
• µ+1 = µ−1 ∈ (E2, E3),
• µ+1 = E2, µ−1 6= E2 (i.e. µ+1 ∈ Mˆ+),
• µ+1 ∈ [E3, E4] (the Dirichlet eigenvalue is situated on the spectrum of multiplicity
one) and µ−1 6= E3,
• etc.
All such mutual locations of the Dirichlet eigenvalues imply different properties of
the scattering data and have to be studied separately.
Let
(3.9) W (z) :=W (φ−(z, · ), φ+(z, · ))
be the Wronskian of two Jost solutions. This function is meromorphic in the domain
C \ σ with possible poles at the points M+ ∪M− ∪ (Mˆ+ ∩ Mˆ−) and with possible
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square root singularities at the points Mˆ+ ∪ Mˆ− \ (Mˆ+ ∩ Mˆ−). Set
(3.10) W˜ (z) =W (φ˜−(z), φ˜+(z)), Wˆ (z) =W (φˆ−(z), φˆ+(z)).
Then the function Wˆ (λ) is holomorphic in the domain C \ R and continuous up
to the boundary. But unlike the functions W (z) and W˜ (z), it may not take real
values on the set R \ σ and complex conjugated values on the different sides of the
spectrum. That is why it is more convenient to characterize the spectral properties
of the operator H by means of the function W˜ , which can have singularities at the
points of the set Mˆ+∪Mˆ−. We will study the precise character of these singularities
below.
Since the discrete spectrum of our operator H is finite, we can write it as
σd = {λ1, . . . , λp} ⊂ R \ σ.
For every eigenvalue we introduce the corresponding norming constants
(3.11)
(
γ±k
)−2
=
∫
R
φ˜2±(λk, x) dx.
Note that outside the spectrum W˜ (z) = 0 vanishes precisely at the eigenvalues.
However, it might also vanish inside the spectrum at points in ∂σ− ∪ ∂σ+ and we
will call such points virtual levels of the operator H
(3.12) σv := {E ∈ σ | Wˆ (E) = 0}.
We will show σv ⊆ ∂σ ∪ (∂σ(1)+ ∩ ∂σ(1)− ) in Lemma 3.3 below. All other points E of
the set ∂σ+ ∪ ∂σ− correspond to the generic case Wˆ (E) 6= 0.
Now we begin our study of the properties of the scattering matrix. Introduce
the scattering relations
(3.13) T∓(λ)φ±(λ, x) = φ∓(λ, x) +R∓(λ)φ∓(λ, x), λ ∈ σu,l∓ ,
where the transmission and reflection coefficients are defined as usual,
(3.14)
T±(λ) :=
W (φ±(λ), φ±(λ))
W (φ∓(λ), φ±(λ))
, R±(λ) := −W (φ∓(λ), φ±(λ))
W (φ∓(λ), φ±(λ))
, λ ∈ σu,l± .
Their characteristic properties will be given in the following lemma.
Lemma 3.3. For the entries of the scattering matrix the following properties are
valid:
I. (a) T±(λu) = T±(λl) and R±(λu) = R±(λl) for λ ∈ σ±.
(b)
T±(λ)
T±(λ)
= R±(λ) for λ ∈ σ(1)± .
(c) 1− |R±(λ)|2 = g±(λ)
g∓(λ)
|T±(λ)|2 for λ ∈ σ(2).
(d) T±(λ) = 1 +O(|λ|−1/2) and R±(λ) = O(|λ|−1/2) for λ→∞.
(e) R±(λ)T±(λ) +R∓(λ)T±(λ) = 0 for λ ∈ σ(2).
II. The functions T±(λ) can be extended analytically to the domain C\(σ∪M±∪
M˘±) and satisfy
(3.15)
−1
T+(z)g+(z)
=
−1
T−(z)g−(z)
=:W (z),
where W (z) possesses the following properties:
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(a) The function W˜ (z) = δ+(z)δ−(z)W (z) is holomorphic in the domain
C \ σ, with simple zeros at the points λk, where
(3.16)
(
dW˜
dz
(λk)
)2
= (γ+k γ
−
k )
−2.
Besides, it satisfies
(3.17) W˜ (λu) = W˜ (λl), λ ∈ σ and W˜ (λ) ∈ R for λ ∈ R \ σ.
(b) The function Wˆ (z) = δˆ+(z)δˆ−(z)W (z) is continuous on the set C \ σ up
to the boundary σu ∪σl. It can have zeros on the set ∂σ ∪ (∂σ(1)+ ∩∂σ(1)− )
and does not vanish at the other points of the set σ. If Wˆ (E) = 0 as
E ∈ ∂σ∪ (∂σ(1)+ ∩∂σ(1)− ), then Wˆ (z) =
√
z − E(C(E)+ o(1)), C(E) 6= 0.
III. (a) The reflection coefficient R±(λ), is a continuous function on the set
int(σu,l± ).
(b) If E ∈ ∂σ+∩∂σ− and E /∈ σv then the function R±(λ) is also continuous
at E. Moreover
(3.18) R±(E) =
{
−1 for E /∈ Mˆ±,
1 for E ∈ Mˆ±.
Proof. The proof is based on formulas (3.14), (3.5), (3.2), and Lemma 3.1.
I. The symmetry property (a) follows from formulas (3.14), (2.13), (3.2), and
(3.4). To verify (b) observe, that φ˜∓(λ, x) ∈ R as λ ∈ int(σ(1)± ). Together with
(3.14) and (3.7) this implies (b). Now let λ ∈ int(σ(2)). Then by (3.13)
|T±|2W (φ∓, φ∓) = (|R±|2 − 1)W (φ±, φ±)
and property (c) follows from (3.5) and (2.14). To prove (d) we use (3.5), (2.7)
and (3.2). Then property (iii) of Lemma 2.1 allows us to proceed as in the proof of
[26, Lemma 3.5.1]to obtain the necessary asymptotics. The consistency condition
(e) and the identity (3.15), considered on int(σ(2)), can be derived directly from
the definition (3.14).
II. (a). Except for (3.16) everything follows from the corresponding properties
of φ±(z, x) and it remains to show (3.16). If Wˆ (λ0) = 0 for some λ0 ∈ C \ σ, then
(3.19) φ˜±(λ0, x) = c±φ˜∓(λ0, x)
for some constants c± (depending on λ0) and satisfying c− c+ = 1. In particular,
each zero of W˜ (or Wˆ ) outside the continuous spectrum, is a point of the discrete
spectrum of H and vice versa.
Let γ± be the norming constants defined in (3.11) for some point of the discrete
spectrum λ0. Proceeding as in [26] one obtains
(3.20) W
(
φ˜±(λ0, 0),
d
dλ
φ˜±(λ0, 0)
)
=
∫ ±∞
0
φ˜2±(λ0, x) dx.
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Equalities (3.19) and (3.20) imply
γ−2± = ∓c2±
∫ ∓∞
0
φ˜2∓(λ0, x)dx±
∫ ±∞
0
φ˜2±(λ0, x)dx
= ∓ c2±W
(
φ˜∓(λ0, 0),
d
dλ
φ˜∓(λ0, 0)
)
±W
(
φ˜±(λ0, 0),
d
dλ
φ˜±(λ0, 0)
)
= c±
d
dλ
W (φ˜−(λ0), φ˜+(λ0))(3.21)
and, since c−c+ = 1, we obtain (3.16).
Item (b) will be shown in Lemma B.4.
III, (a) follows from the corresponding properties of φ±(z, x) and from II, (b).
To show III, (b) we use that by (3.14) the reflection coefficient has the represen-
tation
(3.22) R±(λ) = −W (φ±(λ), φ∓(λ))
W (φ±(λ), φ∓(λ))
= ±W (φ±(λ), φ∓(λ))
W (λ)
and is continuous on both sides of the set int(σ±) \ (M∓ ∪ Mˆ∓). Moreover,
|R±(λ)| =
∣∣∣∣∣W (φˆ±(λ), φˆ∓(λ))Wˆ (λ)
∣∣∣∣∣ ,
where the denominator does not vanish on the set σ± \ σv. Hence R±(λ) is contin-
uous on this set since both the numerator and denominator are.
Next, let E ∈ ∂σ± \ σv (in particular Wˆ (E) 6= 0). Then, if E /∈ Mˆ±, we use
(3.22) in the form
(3.23) R±(λ) = −1∓ δˆ±(λ)W (φ±(λ) − φ±(λ), φˆ∓(λ))
Wˆ (λ)
,
which shows R±(λ)→ −1 since φ±(λ)−φ±(λ)→ 0 by Lemma 3.1 (ii). This settles
the first case in (3.18). Similarly, if E ∈ Mˆ±, we use (3.22) in the form
(3.24) R±(λ) = 1± δˆ±(λ)W (φ±(λ) + φ±(λ), φˆ∓(λ))
Wˆ (λ)
,
which shows R±(λ)→ 1 since δˆ±(λ)→ 0 and φ±(λ)+φ±(λ) = O(1) by Lemma 3.1
(ii). This settles the second case in (3.18) as well. 
We note that the behavior of T±(z) near the boundary points of the spectra can
be read off from
(3.25) T±(z) =
−1
g±(z)W (z)
= − δˆ∓(z)
δ˘±(z)
2
√∏2r±
j=0(z − E±j )
Wˆ (z)
.
4. The Gel’fand-Levitan-Marchenko equation
The aim of this section is to derive the inverse scattering problem equation (the
Gel’fand-Levitan-Marchenko equation) and to discuss some additional properties
of the scattering data, that are consequences of this equation.
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Lemma 4.1. The inverse scattering problem (the GLM) equation has the form
(4.1) K±(x, y) + F±(x, y)±
∫ ±∞
x
K±(x, t)F±(t, y)dt = 0, ±y > ±x
where
F±(x, y) =
∮
σ±
R±(λ)ψ±(λ, x)ψ±(λ, y)dρ±(λ)+(4.2)
+
∫
σ
(1),u
∓
|T∓(λ)|2ψ±(λ, x)ψ±(λ, y)dρ∓(λ)
+
p∑
k=1
(γ±k )
2ψ˜±(λk, x)ψ˜±(λk, y).
Proof. Consider the function
G±(z, x, y) = T±(z)φ∓(z, x)ψ±(z, y)g±(z)− ψ˘±(z, x)ψ±(z, y)g±(z)(4.3)
:= G′±(z, x, y) +G
′′
±(z, x, y), ±y > ±x,
where x, y are considered as parameters. As a function of z it is meromorphic in
the domain C \ σ with simple poles at the points λk of the discrete spectrum. It
is continuous up to the boundary σu ∪ σl, except for the points of the edges of
background spectra, where
(4.4) G±(z, x, y) = O
(
(z − E)−1/2) as E ∈ ∂σ+ ∪ ∂σ−.
Since for z →∞ we have
φ∓(z, x) = e∓i
√
zx
(
1 +O(z−1/2)
)
, ψ˘∓(z, x) = e∓i
√
zx
(
1 +O(z−1/2)
)
,
ψ±(z, y) = e±i
√
zy
(
1 +O(z−1/2)
)
, T±(z) = 1 +O(z−1/2)
and g±(z) = −12i√z +O(z
−1) then
(4.5) G±(z, x, y) = e±i
√
z (y−x)O(z−1), ±y > ±x.
Consider a closed contour Γε consisting of a large circular arc together with some
parts wrapping around the spectrum σ inside this arc at a small distance from the
spectrum. By the Cauchy theorem
1
2pii
∮
Γε
G±(z, x, y)dz =
∑
λk∈σd
Resλk G±(z, x, y).
Estimate (4.5) allows us to apply Jordan’s lemma. Since by (4.4) the limit value of
G± as ε→ 0 is integrable on σ, and the function G′′± has no poles at the points of
the discrete spectrum, we arrive at
(4.6)
1
2pii
∮
σ
G±(λ, x, y)dλ =
∑
λk∈σd
Resλk G
′
±(λ, x, y), ±y > ±x.
Moreover, the function G′′± also does not contribute to the left part of (4.6) since
G′′±(λ
u, x, y) = G′′±(λ
l, x, y) for λ ∈ σ(1)∓ and, therefore,
∮
σ
(1)
∓
G′′±(λ, x, y)dλ = 0. In
addition,
∮
σ±
G′′±(λ, x, y)dλ = 0 for x 6= y by (2.15).
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Next we study the contribution of the function G′±. Properties I, (b) and (c)
of Lemma 3.3 imply that
(4.7) |R±(λ)| < 1 for λ ∈ int(σ(2)), |R±(λ)| = 1 for λ ∈ σ(1)± .
Now we consecutively use (3.15), (3.13), (3.14), (2.15), (3.2), (3.4) and again (2.15),
to obtain
1
2pii
∮
σ±
G′±(λ, x, y)dλ =
∮
σ±
T±(λ)φ∓(λ, x)ψ±(λ, y)dρ±(λ)
=
∮
σ±
(
R±(λ)φ±(λ, x) + φ±(λ, x)
)
ψ±(λ, y)dρ±(λ)
=
∮
σ±
R±(λ)ψ±(λ, x)ψ±(λ, y)dρ±(λ) +
∮
σ±
ψ˘±(λ, x)ψ±(λ, y)dρ±(λ)
±
∫ ±∞
x
dtK±(x, t)
(∮
σ±
R±(λ)ψ±(λ, t)ψ±(λ, y)dρ±(λ) + δ(t− y)
)
= Fr,±(x, y)±
∫ ±∞
x
K±(x, t)Fr,±(t, y)dt+K±(x, y),(4.8)
where
(4.9) Fr,±(x, y) =
∮
σ±
R±(λ)ψ±(λ, x)ψ±(λ, y)dρ±(λ).
On the set σ
(1)
∓ both the numerator and denominator of the function G
′
± have poles
(resp., square root singularities) at points of the set σ
(1)
∓ ∩ (M± ∪ (∂σ(1)+ ∩ ∂σ(1)− ))
(resp. σ
(1)
∓ ∩(M∓\(M∓∩M±))), but multiplying them, if necessary, by the functions
(3.6), we can avoid singularities. Hence, without loss of generality, we can suppose
σ
(1)
∓ ∩ (Mr+ ∪Mr−) = ∅. Then, since ψ±(λ, x) ∈ R as λ ∈ σ(1)∓ ,
(4.10)
1
2pii
∮
σ
(1)
∓
G′±(λ, x, y)dλ =
1
2pii
∫
σ
(1),u
∓
ψ±(λ, y)
(
φ∓(λ, x)
W (λ)
− φ∓(λ, x)
W (λ)
)
dλ.
Property I, (b) of Lemma 3.3 and (3.13) imply
φ∓(λ, x) = T∓(λ)φ±(λ, x) − T∓(λ)
T∓(λ)
φ∓(λ, x).
Therefore,
φ∓(λ, x)
W (λ)
− φ∓(λ, x)
W (λ)
= φ∓(λ, x)
(
1
W (λ)
+
T∓(λ)
T∓(λ)W (λ)
)
− T∓(λ)φ±(λ, x)
W (λ)
= φ∓(λ, x)
2Re
(
T−1∓ (λ)W (λ)
)
T∓(λ)
|W (λ)|2 −
T∓(λ)φ±(λ, x)
W (λ)
.(4.11)
But by (3.15)
T−1∓ (λ)W (λ) = |W (λ)|2g∓(λ) ∈ iR, for λ ∈ σ(1)∓ ,
thus, the first summand in (4.11) vanishes. And using W = (T∓g∓)−1 we arrive at
(4.12)
φ∓(λ, x)
W (λ)
− φ∓(λ, x)
W (λ)
= |T∓(λ)|2g∓(λ)φ±(λ, x).
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Combining (4.12), (2.14), (4.10), (3.2) and (4.8) we have
(4.13)
1
2pii
∮
σ
G±(λ, x, y)dλ = Fc,±(x, y) +K±(x, y)±
∫ ±∞
x
K±(x, t)Fc,±(t, y)dt,
where
Fc,±(x, y) := Fr,±(x, y) + Fh,±(x, y),(4.14)
Fh,±(x, y) :=
∫
σ
(1),u
∓
ψ±(λ, x)ψ±(λ, y)|T∓(λ)|2dρ∓(λ).(4.15)
To derive the part of the GLM equation kernel, that correspond to the discrete
spectrum (for function Fc,± index cmeans the part, corresponding to the continuous
spectrum), we apply (3.7), (3.10), (3.19), (3.21) and (3.2) to the right hand side of
(4.6). Then,∑
λk∈σd
Resλk G
′
±(λ, x, y) = −
∑
λk∈σd
Resλk
φ˜∓(λ, x)ψ˜±(λ, y)
W˜ (λ)
= −
∑
λk∈σd
φ˜±(λk, x)ψ˜±(λk, y)
W˜ ′(λk)c±,k
= −
∑
λk∈σd
(γ±k )
2φ˜±(λk, x)ψ˜±(λk, y)
= −Fd,±(x, y)∓
∫ ±∞
x
K±(x, t)Fd,±(t, y)dt,(4.16)
where
(4.17) Fd,±(x, y) :=
∑
λk∈σd
(γ±k )
2ψ˜±(λk, x)ψ˜±(λk, y).
Combining (4.6), (4.13), and (4.16) we finally obtain (4.2). 
As is shown in Appendix A, the kernel F±(x, y) of the GLM equation satisfies
Lemma 4.2. The kernel of the GLM equation possess the following properties:
IV. The function F±(x, y) is continuously differentiable with respect to both vari-
ables and there exists real-valued function q±(x), x ∈ R, with
±
∫ ±∞
a
(1 + x2)|q±(x)|dx <∞, for all a ∈ R,
such that
|F±(x, y)| ≤ C±(x)Q± (x+ y) ,(4.18) ∣∣∣∣ ∂∂xF±(x, y)
∣∣∣∣ ≤ C±(x)(∣∣∣∣q±(x+ y2
)∣∣∣∣+Q±(x+ y)) ,(4.19)
±
∫ ±∞
a
∣∣∣∣ ddxF±(x, x)
∣∣∣∣ (1 + x2) dx <∞,(4.20)
where
(4.21) Q±(x) := ±
∫ ±∞
x
2
|q±(t)| dt,
and C±(x) > 0 is a continuous function, which decreases monotonically as
x→ ±∞.
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In summary, we have obtained the following necessary conditions for the scat-
tering data:
Theorem 4.3 (necessary conditions for the scattering data). The scattering data
S =
{
R+(λ), T+(λ), λ ∈ σu,l+ ; R−(λ), T−(λ), λ ∈ σu,l− ;
λ1, . . . , λp ∈ R \ (σ+ ∪ σ−), γ±1 , . . . , γ±p ∈ R+
}
(4.22)
possess the properties I-III listed in Lemma 3.3. The functions F±(x, y), defined
in (4.2), possess property IV from Lemma 4.2.
In fact, the conditions on the scattering data, given in this theorem are both
necessary and sufficient for the solution of the scattering problem in the class
(1.1)–(1.3). The sufficiency of these conditions together with the algorithm for
the solution of the inverse problem will be discussed in the next section.
As a consequence of the GLM equation and its unique solvability (see Lemma 5.1)
and also formula (A.19) we note
Corollary 4.4. Suppose q(x) satisfies (1.3), then q(x) is uniquely determined by
one of the sets of its “partial” scattering data S+ or S−, where
S± =
{
R±(λ), λ ∈ σu±; |T∓(λ)|2, λ ∈ σ(1),u∓ ;
λ1, . . . , λp ∈ R \ (σ+ ∪ σ−), γ±1 , . . . , γ±p ∈ R+
}
.(4.23)
The question about the characterization of such sets (necessary and sufficient
conditions) for potentials from the class (1.3) is rather complicated and is still
open.
5. The inverse scattering problem
Let H± be two one-dimensional finite-gap Schro¨dinger operators associated with
potentials p±(x) as introduced in Section 2. Let S be given scattering data with cor-
responding kernels F±(x, y) satisfying the necessary conditions from Theorem 4.3.
We begin by showing that, given F±(x, y), the GLM equations (4.1) can be
solved for K±(x, y).
Lemma 5.1. Under condition IV, (4.18), the GLM equations (4.1) have unique
real-valued solutions K±(x, · ) ∈ L1(x,±∞) satisfying the estimates
(5.1) |K±(x, y)| ≤ C±(x)Q±(x+ y), ±y > ±x.
Here the functions Q±(x) are the same, as in (4.21), and C±(x) are functions of the
same type, as in Lemma 4.2 (i.e. positive, continuous and decreasing as x→ ±∞).
Moreover, under condition IV, (4.19), the functions K±(x, y) are differentiable
with respect to each variable and satisfy the estimate (A.22), where the functions
q±(x) are the same as in (4.19) and the functions C±(x) are of the same type as
in (5.1). Besides,
(5.2) ±
∫ ±∞
a
(1 + x2)
∣∣∣∣ ddx K±(x, x)
∣∣∣∣ dx <∞, ∀a ∈ R.
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Proof. The solvability of (4.1) under condition (4.18) together with the estimate
(5.1) follows from considerations completely analogous to those ones used in the
proof of Lemma A.3 (see Remark A.4). To prove uniqueness, first note that the
GLM equations are generated by compact operators. Thus it is sufficient to prove,
that the equation
(5.3) f(x)±
∫ ±∞
x
F±(x, y)f(y)dy = 0
has only the trivial solution in the space L1(x,±∞). The proof is similar for the
“+” and “−” cases, hence we give it only for the “+” case. Let f(y), y > x, be a
nontrivial solution of (5.3) and set f(y) = 0 for y ≤ x. Since F+(x, y) is real-valued,
we can assume f(y) is real-valued. Abbreviate by
(5.4) f̂(λ) =
∫
R
ψ+(λ, y)f(y)dy
the generalized Fourier transform, generated by the spectral decomposition (2.15)
(cf. [34]). Recall that f̂(λ) ∈ L1loc(σu+ ∪ σl+) and f̂(λ) = O(1) as λ→ +∞.
Multiplying (5.3) by f(x), integrating over R, and applying (5.4) and (4.2) we
have
2
∫
σu+
|f̂(λ)|2dρ+(λ) + 2Re
∫
σu+
R+(λ)f̂ (λ)
2dρ+(λ)
+
∫
σ
(1),u
−
f̂(λ)2|T−(λ)|2dρ−(λ) +
p∑
k=1
(γ+k )
2
(∫
R
ψ˜+(λk, y)f(y)dy
)2
= 0.(5.5)
The last two summands in (5.5) are nonnegative since f̂(λ) ∈ R for λ ∈ σ(1)− and
ψ˜+(λk, x) ∈ R. Ignoring the last one and proceeding as in [26, Lemma 3.5.3] we
obtain
(5.6) 2
∫
σ(2),u
(1− |R+(λ)|)|f̂ (λ)|2dρ+(λ) +
∫
σ
(1),u
−
f̂(λ)2|T−(λ)|2dρ−(λ) ≤ 0.
Here we used that ∫
σ
(1),u
+
(1− |R+(λ)|)|f̂ (λ)|2dρ+(λ) = 0
by condition I, (b). Now, since |R+(λ)| < 1, ρ+(λ) > 0 for λ ∈ int(σ(2)) and
ρ−(λ) > 0 for λ ∈ int(σ(1)− ), we conclude that
f̂(λ) = 0 for λ ∈ σ(2) ∪ σ(1)− = σ−.
The function f̂(z) can be defined by formula (5.4) as a meromorphic function on
C \ σ+. By our analysis it is even meromorphic on C \ σ(1)+ and vanishes on σ−,
thus f̂(z) is equal to zero and hence also f(x).
The estimate (5.2) follows by literally repeating the proof of Lemma A.3. 
Next, define two functions
(5.7) q˜±(x) = ∓ d
2
dx2
K±(x, x) + p±(x), x ∈ R
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and note that estimate (5.2) implies
(5.8) ±
∫ ±∞
a
|q˜±(x)− p±(x)|(1 + x2)dx <∞, a ∈ R.
Lemma 5.2. The functions φ±(z, x), defined by
(5.9) φ±(z, x) = ψ±(z, x)±
∫ ±∞
x
K±(x, y)ψ±(z, y) dy,
solve the equations
(5.10)
(
− d
2
dx2
+ q˜±(x)
)
φ±(z, x) = zφ±(z, x),
where q˜±(x) are defined by (5.7).
Proof. Consider the two operators3
H˜± = − d
2
dx2
+ q˜±(x), x ∈ R.
On the corresponding half-axes the potentials q˜±(x) are asymptotically close to our
background potentials p±(x). Define the integral operators
(K±f) (x) = ±
∫ ±∞
x
K±(x, y)f(y)dy.
Under the assumption, that the kernel F±(x, y) of the GLM equation is twice
continuously differentiable, we infer from (4.1) that the function K±(x, y) is also
twice differentiable (see the proof of Lemma A.3). Moreover one can prove, literally
following [14], that the identity
H˜±K± = K±H±,
is valid. This identity implies (5.10). To obtain equality (5.10) without assumption
of existence of the second derivatives, one can literally follow the proof of [26,
Theorem 3.3.1]. 
The remaining problem is to show q˜+(x) ≡ q˜−(x) under conditions II and III
on the scattering data S.
Theorem 5.3 (uniqueness of the reconstructed potential). Let the scattering data
S, defined as in (4.22), satisfy conditions I, (a)–(d), II, III, (a) and IV. Then
each of the GLM equations (4.1) has a unique solution K±(x, y), satisfying the
estimate (5.2). The functions q˜±(x), defined by (5.7), satisfy (5.8).
Under additional conditions III, (b) and I, (e), these two functions coincide,
q˜−(x) ≡ q˜+(x) =: q(x), and the data S are the scattering data for the Schro¨dinger
operator with potential q(x).
Proof. To prove the uniqueness of the reconstructed potential we follow the method
proposed in [26]. Recall that, according to [25, 34], we have the inversion formula for
3We don’t know H˜± is limit point at ∓∞ yet, but this will not be used.
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the generalized Fourier transform, generated by the spectral decomposition (2.15)
and applied to the function f(λ) ∈ L1loc(σu± ∪ σl±), f(λ) = O(1), λ→ +∞:
fˇ(y) =
∮
σ±
f(λ)ψ±(λ, y)dρ±(λ),
f(λ) =
∫
R
fˇ(y)ψ±(λ, y)dy.(5.11)
Split the kernel of the GLM equation (4.2) according to F±(x, y) = Fr,±(x, y) +
Fh,±(x, y) + Fd,±(x, y) (cf. (4.9), (4.15), (4.17)).
We begin by considering the following part of the GLM equation
(5.12) G±(x, y) := Fr,±(x, y)±
∫ ±∞
x
K±(x, t)Fr,±(t, y)dt,
where K±(x, y) are the solutions of GLM equations. By condition I, (b)–(c) we
have |R±(λ)| ≤ 1 and properties (iii) and (i) of Lemma 2.1 imply, that we can take
f(λ) = R±(λ)ψ±(λ, x) in (5.11). Using (4.9) we obtain
(5.13)
∫
R
Fr,±(x, y)ψ±(λ, y)dy = R±(λ)ψ±(λ, x).
and (3.2) consequently implies
(5.14)
∫
R
G±(x, y)ψ±(λ, y)dy = R±(λ)φ±(λ, x), λ ∈ σu,l± .
On the other hand, invoking the GLM equations we have for ±y > ±x,
G±(x, y) = −K±(x, y)− Fh,±(x, y)− Fd,±(x, y)
∓
∫
σ
(1),u
∓
dρ∓(λ)|T∓(λ)|2ψ±(λ, y)
∫ ±∞
x
K±(x, t)ψ±(λ, t)dt
∓
p∑
k=1
(γ±k )
2ψ˜±(λk, y)
∫ ±∞
x
K±(x, t)ψ˜±(λk, t)dt.
Again using (3.2) this gives
G±(x, y) = −K±(x, y)−
∫
σ
(1),u
∓
|T∓(λ)|2ψ±(λ, y)φ±(λ, x)dρ∓(λ)
−
p∑
k=1
(γ±k )
2ψ˜±(λk, y)φ˜±(λk, x).(5.15)
Now we use this formula to evaluate∫
R
G±(x, y)ψ˘±(λ, y)dy =∓
∫ ∓∞
x
G±(x, y)ψ˘±(λ, y)dy ∓
∫ ±∞
x
K±(x, y)ψ˘±(λ, y)dy
±
∫
σ
(1),u
∓
|T∓(ξ)|2φ±(ξ, x)W (ψ±(ξ, x), ψ˘±(λ, x))dρ∓(ξ)
ξ − λ
±
p∑
k=1
(γ±k )
2φ˜±(λk, x)
W (ψ˜±(λk, x), ψ˘±(λ, x))
λk − λ .
Here we have used
(ξ − λ)
∫ ±∞
x
ψ˘±(λ, y)ψ±(ξ, y)dy =W (ψ˘±(λ, x), ψ±(ξ, x)),
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which follows from Green’s formula and the fact, that ψ˜±(ξ, y) → 0, ψ˜′±(ξ, y) → 0
for ξ /∈ σ± as y → ±∞.
Combining this formula with (5.14) and using (3.4) we infer the relation
(5.16) R±(λ)φ±(λ, x) + φ±(λ, x) = T±(λ)θ∓(λ, x), λ ∈ σu,l± ,
where
θ∓(λ, x) :=
1
T±(λ)
(
ψ˘±(λ, x)∓
∫ ∓∞
x
G±(x, y)ψ˘±(λ, y)dy(5.17)
−
∫
σ
(1),u
∓
|T∓(ξ)|2φ±(ξ, x)W (ψ±(ξ, x), ψ˘±(λ, x))dρ∓(ξ)
ξ − λ
±
p∑
k=1
(γ±k )
2φ˜±(λk, x)
W (ψ˜±(λk, x), ψ˘±(λ, x))
λk − λ
)
.
It turns out that, in spite of the fact that θ∓(λ, x) is defined via the background
solutions corresponding to the opposite half-axis R±, it shares a series of properties
with φ∓(λ, x). Namely, we prove
Lemma 5.4. Let θ∓(z, x) be defined by formula (5.17) on the set σ
u,l
± .
(i) The function θ˜∓(z, x) = δ∓(z)θ∓(z, x) admits an analytical extension to the
domain C \ σ.
(ii) The function θ˜∓(z, x) is continuous up to the boundary σu,l except possibly at
the points ∂σ+ ∪ ∂σ−. Furthermore,
(5.18) θ∓(λu, x) =
{
θ∓(λl, x) ∈ R, for λ ∈ R \ σ∓,
θ∓(λl, x), for λ ∈ int(σ∓).
(iii) For large z the function θ∓(z, x) has the following asymptotic behavior
θ∓(z, x) = e∓i
√
z x
(
1 +O(z−1/2)
)
, z →∞.
(iv) W
(
θ∓(z, x), φ±(z, x)
)
= ±W (z), where W (z) is defined by formula (3.15).
Remark 5.5. Note that we did not establish the connection between the function
W (z) and the function W
(
φ+(z, x), φ−(z, x)
)
, which can depend on x, because
φ+ and φ− are the solutions of Schro¨dinger equations corresponding to possibly
different potentials q˜+ and q˜−.
Proof. To show (i) we will show that θ˜∓(z, x) has an analytic extension to C \ σ.
We will study each term in (5.17) separately.
For the first one,
(5.19) ζ∓(z, x) :=
ψ˘±(z, x)
T±(z)
,
it is immediate by (3.25) that ζ˜∓(z, x) = δ∓(z)ζ∓(z, x) has the required property.
This also covers the second term since G±(x, · ) ∈ L1(R) is real-valued.
Now we discuss the properties of the Cauchy-type integral in the representation
(5.17). Multiplying it by T−1± (z), we represent the third summand in (5.17) as
(5.20) H∓(z, x) := ∓ 1
2pii
∫
σ
(1),u
∓
h∓(z, ξ, x)
dξ
ξ − z ,
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where the integrand, due to (3.10), (2.14), and (3.15), has the representation
h∓(z, ξ, x) =
δ∓(ξ)2
g∓(ξ)|W˜ (ξ)|2
φ˜±(ξ, x)W (ψ˜±(ξ, x), ζ∓(z, x))
=
|δˆ∓(ξ)|2
g∓(ξ)|Wˆ (ξ)|2
|δˆ±(ξ)|2
δˆ±(ξ)2
φˆ±(ξ, x)W (ψˆ±(ξ, x), ζ∓(z, x)).(5.21)
By property II, (b) the function Wˆ (ξ) has no zeros in the interior of σ
(1),u
∓ . Thus,
for z /∈ σ(1)∓ , the function h∓(z, ., x) is bounded in the interior of σ(1)∓ and the only
possible singularities can arise at the boundary. We claim
(5.22) h∓(z, ξ, x) =
{
O(
√
ξ − E) for E /∈ σv,
O
(
1√
ξ−E
)
for E ∈ σv,
E ∈ ∂σ(1)∓ , z 6= E.
This follows from |δˆ∓(ξ)|
2
g∓(ξ)
= O(
√
ξ − E) together with Wˆ (ξ) = O(1) if E /∈ σv and
Wˆ (ξ) = C(E)(
√
ξ − E)(1 + o(1)), C(E) 6= 0 by II, (b) if E ∈ σv.
So h∓ is integrable and the third summand of (5.17) also inherits the properties
of ζ∓(z, x).
Finally, let us consider the last summand in (5.17). It again inherits everything
from ζ˜∓(z, x) except for possible additional poles at the points λk. However, these
are canceled by the fact that the function W˜ (z) vanishes for z = λk.
(ii). Next we look at the boundary values. The only nontrivial term is of course
the Cauchy-type integral (5.20) as z → λ ∈ int(σ(1)∓ ). First of all observe that by
(2.11) and (3.15) we have
W (ψ˜±(λ, x), ψ˘±(z, x))
T±(z)
→ ±(δ±W )(λ),
where the function δ±W is bounded and non zero for λ ∈ int(σ(1)∓ ) by II, (a).
Hence the Plemelj formula applied to (5.20) gives
H∓(λ, x) = ± φ˜±(λ, x)
2δ±(λ)g∓(λ)W (λ)
∓ −
∫
σ
(1),u
∓
h∓(λ, ξ, x)
ξ − λ dξ, λ ∈ int(σ
(1),u
∓ ),
where both terms are finite. Here −
∫
denotes the principal value integral.
Hence the boundary values away from ∂σ+ ∪ ∂σ− exist and we have
(5.23) θ∓(λu, x) = θ∓(λl, x), λ ∈ σ+ ∪ σ−.
Moreover, by property I, (b) we have
(5.24) θ∓ = T−1±
(
R±φ± + φ±
)
=
φ±
T±
+
φ±
T±
∈ R for λ ∈ σ(1)± ,
from which
(5.25) θ∓(λu, x) = θ∓(λl, x), λ ∈ σ(1)± ,
follows. Combining (5.23) and (5.25) we have (5.18).
(iii). For |z| → ∞ due to properties (iii) of Lemma 2.1 and I, (d) we have
(5.26) ζ∓(z, x) = e∓i
√
zx
(
1 +O(z−1/2)
)
.
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Since the last two terms in (5.17) are O(z−1) we obtain
θ∓(z, x) = e∓i
√
zx
(
1 +
∫ ∞
0
G±(x, x∓ t)ei
√
ztdt+O(z−1/2)
)
which implies (iii) since G±(x, y) is differentiable with respect to y.
(iv). From (5.16) (invoking (3.15)) we obtain
(5.27) W
(
θ∓(z, x), φ±(z, x)
)
= ±W (z)
for z ∈ σ±. Hence equality holds for all z ∈ C by analytical continuation. 
Corollary 5.6. The function θ˜∓(z, x) admits an analytical extension to the domain
C \ σ∓.
Proof. Property (i) holds for z ∈ C \ σ. Relation (5.18) implies that θ˜∓ has no
jump across z ∈ int(σ(1)± ). To finish the proof we need to show that the possible
remaining singularities at E ∈ ∂σ(1)± ∩ ∂σ are removable. This follows from (cf.
(3.25))
(5.28) ζˆ∓(z, x) =
Wˆ (z)
2
√∏2r±
j=0(z − E±j )
δ˘±(z)ψ˘±(z, x)
which shows ζ˜∓(z, x) = O((z − E)−1/2) and hence θ˜∓(z, x) = O((z − E)−1/2) for
E ∈ σ(1)± ∩ ∂σ.
However, let us emphasize at this point that the behavior of θ±(z, x) at the
remaining edges is a more subtle question to be discussed later. 
Eliminating φ± fromR±(λ)φ±(λ, x) + φ±(λ, x) = θ∓(λ, x) T±(λ)R±(λ)φ±(λ, x) + φ±(λ, x) = θ∓(λ, x)T±(λ)
we obtain
φ±(λ, x)
(
1− |R±(λ)|2
)
= θ∓(λ, x) T±(λ)−R±(λ) θ∓(λ, x)T±(λ).
Next, using I, (c), II and the consistency condition I, (e) then shows
T∓(λ)φ±(λ, x) = θ∓(λ, x) − R±(λ)T±(λ)
T±(λ)
θ∓(λ, x)
= θ∓(λ, x) +R∓(λ)θ∓(λ, x), λ ∈ σ(2).
This equation together with (5.16) gives us a system from which we can eliminate
the reflection coefficients R±. We obtain
(5.29)
T±(λ)(φ±(λ)φ∓(λ) − θ±(λ)θ∓(λ)) = φ±(λ)θ±(λ) − φ±(λ)θ±(λ), λ ∈ σ(2),u,l.
Now introduce the function
(5.30) G(z) := G(z, x) =
φ+(z, x)φ−(z, x)− θ+(z, x)θ−(z, x)
W (z)
which is well defined in the domain z ∈ C \ (σ ∪ σd ∪M+ ∪M−).
From (5.29) and (3.15) we see, that
(5.31) G(λ) = −
(
φ±(λ)θ±(λ)− φ±(λ)θ±(λ)
)
g±(λ), λ ∈ σ(2),u,l.
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So we need to study the properties of G(z, x) as a function of z (regarding x as a
fixed parameter). Our aim is to prove that G(z, x) = 0. This will follow from
Lemma 5.7. The function G(z, x) possess the following properties.
(i)
(5.32) G(λu, x) = G(λl, x) ∈ R for λ ∈ R \ (∂σ− ∪ ∂σ+ ∪ σd).
(ii) It has removable singularities at the points ∂σ− ∪ ∂σ+ ∪ σd, where σd :=
{λ1, . . . , λp}.
Proof. (i). We can rewrite G(z, x) as
(5.33) G(z, x) =
φ˜+(z, x)φ˜−(z, x)− θ˜+(z, x)θ˜−(z, x)
W˜ (z)
,
where θ˜±(z, x) = δ±(z)θ±(z, x) as usual. The numerator is bounded near the points
under consideration, and the denominator does not vanish there. Thus G(z, x) has
no singularities at the points (M+ ∪M−) \ σd.
Furthermore, by Lemma 5.4, II, (a), and Lemma 3.1, (i) we know that G(z, x)
has continuous limiting values on the sets σ− and σ+, except possibly at the edges,
satisfying
G(λu, x) = G(λl, x), λ ∈ σ+ ∪ σ−.
Hence, if we can show that these limits are real, they will be equal and G(z, x) will
extend to a meromorphic function on C, that is, (i) holds.
First of all observe that from (5.18), (5.31), (2.7), and Lemma 3.1 (i), it follows,
that
(5.34) G(λu, x) = G(λl, x) ∈ R, λ ∈ int(σ(2)).
Thus, it remains to prove
(5.35) G(λu, x) = G(λl, x) ∈ R for λ ∈ int(σ(1)− ) ∪ int(σ(1)+ ).
So let us show that there is no jump on the set int(σ
(1)
− ) ∪ int(σ(1)+ ). Abbreviate
(5.36) [G] := G(λ) −G(λ) =
[
φ+φ−
W
]
−
[
θ+θ−
W
]
, λ ∈ σ(1),u± ,
and let us drop some dependencies until the end of this lemma for notational sim-
plicity.
Let λ ∈ int(σ(1),u∓ ), then φ±, θ± ∈ R and T∓ = (W g∓)−1. Thus, by condition
(I), (b) and (5.16) for λ ∈ int(σ(1)∓ ) we obtain
(5.37)
[
φ+φ−
W
]
= φ±
[
φ∓
W
]
= −g∓φ±
(
φ∓T∓ + φ∓T∓
)
= −g∓θ±φ±|T∓|2.
Since g± ∈ R for λ ∈ int(σ(1),u∓ ), (3.15) implies[
θ∓
W
]
= −g± [θ∓T±] .
The only non-real summand in (5.17) is the Cauchy-type integral. The Plemelj
formula applied to this integral gives
[θ∓T±] = ±g∓φ±|T∓|2W (ψ±, ψ˘±) = g∓φ±|T∓|2 1
g±
.
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Thus by (5.37)
(5.38)
[
θ+θ−
W
]
=
[
φ+φ−
W
]
= −g∓φ±θ±|T∓|2, λ ∈ int(σ(1)∓ ).
Since W˜ 6= 0 and s∓ 6= 0 for λ ∈ int(σ(1)∓ ), the function
g∓φ±θ±|T∓|2 = −
δ2∓
g∓
φ˜±θ˜±
|W˜ |2
is bounded on the set under consideration. Finally, (5.38) and (5.36) imply (5.35).
(ii) Now we prove, that the function G(z, x) has removable singularities at the
points ∂σ− ∪ ∂σ+ ∪ σd. Divide this set in four subsets
(5.39) Ω±1 = ∂σ
(2) ∩ int(σ∓), Ω±2 = ∂σ(1)± ∩ ∂σ, Ω3 = ∂σ− ∩ ∂σ+, and Ω4 = σd.
In our example we have Ω+1 = ∅, Ω−1 = {E5}, Ω+2 = ∅, Ω−2 = {E3}, and Ω3 =
{E1, E2, E4}.
By condition II, (b) all singularities of G are at most isolated poles. Thus it is
sufficient to check that
(5.40) G(z) = o
(
(z − E)−1)
from some direction in the complex plane.
• Ω1: Consider E ∈ Ω+1 (the case E ∈ Ω−1 is completely analogous). We will
study limλ→E G(λ, x) as λ ∈ int(σ(2)) using identity (5.31). We have φ− = O(1),
g− = O(1), and Wˆ (E) 6= 0. Moreover, from Lemma 3.1 respectively II we deduce
φ+(λ) =
{
O(1), E /∈ Mˆ+,
O
(
1√
λ−E
)
, E ∈ Mˆ+,
1
T+(λ)
=
{
O
(
1√
λ−E
)
, E /∈ Mˆ+,
O(1), E ∈ Mˆ+,
which shows
θ−(λ) =
φ+(λ) +R+(λ)φ+(λ)
T+(λ)
= O
(
1√
λ− E
)
,
for λ ∈ σ(2). Inserting this into (5.31) shows G(λ, x) = O
(
1√
λ−E
)
and finishes the
case E ∈ Ω1.
• Ω2: Suppose now that E ∈ ∂σ(1)− ∩∂σ (the case E ∈ ∂σ(1)+ ∩∂σ can be treated in
the same manner). Now we cannot use (5.31), so we proceed directly from formula
(5.30) estimating the summands φ+φ−W and
θ+θ−
W separately. By Lemma 3.1 and II,
(b) we have
(5.41)
φ+φ−
W
=
φˆ+φˆ−
Wˆ
= O
(
1√
z − E
)
.
Hence the first term is under control and it remains to investigate the second one.
We investigate the limit of G from the set int(σ
(1)
− ). By (5.30)
(5.42)
θ+
W
= θ+T−g− = (φ−+φ−R−)g− =
{
O(1), E ∈ Mˆ−,
O
(
1√
λ−E
)
, E /∈ Mˆ−, λ ∈ int(σ−).
Next we will estimate θ− using (5.17). First, let E /∈ σv, that is Wˆ (E) 6= 0. Using
the same notation, see (5.20), as in the proof of Lemma 5.4 we can split θ−(λ)
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according to
(5.43) θ−(λ) = θ1(λ) + θ2(λ),
where
(5.44) θ2(λ) =
1
2pii
∫
σ
(1),u
−
h−(λ, ξ)
dξ
ξ − λ, θ1(λ) = θ−(λ)− θ2(λ).
We see that (cf. (5.28))
θ1 = O(ζ−) =
Wˆ
δˆ−
O(1) =
{
O
(
1√
λ−E
)
, E ∈ Mˆ−,
O(1), E /∈ Mˆ−,
since E 6∈ σ+. Next, we use (5.44), where (cf. (5.21))
h−(λ, ξ) =
√
ξ − E
|Wˆ (ξ)|2C(ξ)O(ζ−(λ))
with C(ξ) some bounded function near E. Hence θ2 = O(ζ−) as well, which implies
together with (5.42) that
θ+(λ)θ−(λ)
W (λ)
= O
(
1√
λ− E
)
.
This finishes the case E /∈ σv.
Now let E ∈ σv. As before we have
(5.45) θ1 = O(ζ−) =
{
O(1), E ∈ Mˆ−,
O
(√
λ− E) , E /∈ Mˆ−.
For the Cauchy-type integral we now have
h−(λ, ξ) =
C(ξ)√
ξ − EO(ζ−(λ))
and [27, Eq. (29.8)] implies
θ2(λ) =
{
o
(
1√
λ−E
)
, E ∈ Mˆ−,
o(1), E /∈ Mˆ−.
(5.46)
Combining (5.45), (5.46), and (5.42) finishes the second case.
• Ω3: The first step is similar as in the case of Ω2. In particular, (5.41) is valid
for E ∈ Ω3 and z ∈ C close to E. Estimate (5.42) is valid for λ ∈ int(σ−). The only
difference being that ζ− in estimate for θ− has an additional square root singularity
since E ∈ ∂σ+. That is, instead of (5.45) and (5.46) we now have
θ−(z) = ζ−(z)(C + o(1)) =
O
(
1
z−E
)
, E ∈ Mˆ−,
O
(
1√
z−E
)
, E /∈ Mˆ−,
z ∈ C.
However, this is not good enough unless we can show C = 0, in which case the big
O will turn into a small o and we are done. It is sufficient to show C = 0 from one
direction, say λ ∈ σ+, which can be done using the scattering relations for θ− as
follows.
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If E ∈ σv this follows directly from
θ−(λ) =
φ+ +R+(λ)φ+(λ)
T+(λ)
= O
(
Wˆ (λ)φˆ+(λ)
δˆ−(λ)
√
λ− E
)
=
o
(
1
λ−E
)
, E ∈ Mˆ−,
o
(
1√
λ−E
)
, E /∈ Mˆ−.
Otherwise, if E /∈ σv, then we have two representations
θ−(λ) =
1
T+(λ)
(
(φ+(λ)− φ+(λ)) + φ+(λ)(R+(λ) + 1)
)
, λ /∈ Mˆ+,(5.47)
θ−(λ) =
1
T+(λ)
(
(φ+(λ) + φ+(λ)) + φ+(λ)(R+(λ)− 1)
)
, λ ∈ Mˆ+.(5.48)
For (5.47) we use φ+(λ) − φ+(λ) = o(1) by Lemma 3.1 (ii) and R+(λ) + 1 = o(1)
by condition III. Now one checks∣∣∣∣ 1T+(λ)
∣∣∣∣+ ∣∣∣∣φ+(z)T+(z)
∣∣∣∣ =
O
(
1
z−E
)
, E ∈ Mˆ−,
O
(
1√
z−E
)
, E /∈ Mˆ−,
λ /∈ Mˆ+,
which showsG(z, x) = o( 1z−E ) for λ /∈ Mˆ+. For (5.48) we use φ+(λ)+φ+(λ) = O(1)
and R+(λ) − 1 = o(1) as λ ∈ Mˆ+. Since in this case 1T+(z) = O
(
1√
z−E
)
and
φ+(z)
T+(z)
=
O
(
1
z−E
)
, E ∈ Mˆ−,
O
(
1√
z−E
)
, E /∈ Mˆ−,
λ /∈ Mˆ+,
this implies G(z, x) = o( 1z−E ) for λ ∈ Mˆ+ as required. This finishes the case
E ∈ Ω3.
• Ω4: Finally we have to check, that the singularities at the points of the discrete
spectrum are also removable. Since W˜ (z) has simple zeros at points λk, it suffices
to check that
(5.49) θ˜+(λk, x)θ˜−(λk, x) = φ˜−(λk, x)φ˜+(λk, x).
Lemma 5.4 shows, that θ˜∓ := δ∓θ∓, defined by (5.17), are continuous at the points
M˘±. Since (δ∓T−1± )(λk) = 0 and (δ∓T
−1
± ψ˘±)(λk) = 0, then the only the last
summand in (5.17) is non-zero. Computing the limit of this summand at λk and
using (3.10), (3.14) we obtain
(5.50) θ˜∓(λk) =
dW˜ (λk)
dλ
(γ±)2φ˜±(λk),
which together with (3.16) implies (5.49). 
Lemma 5.7 implies, that G(z, x) is an entire function for fixed x. Since in ad-
dition G(z, x) → 0 as z → ∞, Liouville’s theorem implies G(z, x) ≡ 0 for every x.
Therefore we have the equalities
(5.51) φ+(z, x)φ−(z, x) = θ+(z, x)θ−(z, x)
and
(5.52) φ±(λ, x)θ±(λ, x) = φ±(λ, x)θ±(λ, x), λ ∈ σ(2).
It remains to show that θ±(z, x) = φ±(z, x). This is equivalent to showing that
p(z, x) :=
θ+(z, x)
φ+(z, x)
=
φ−(z, x)
θ−(z, x)
.
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is equal to one. This function is well defined as long as φˆ+(z, x) 6= 0. If φˆ+(z, x) = 0
this is still true as long as θˆ−(z, x) has no singularity (which is the case for z 6∈ ∂σ−
by Lemma 5.4) and does not vanish. But for z 6∈ ∂σ− the case φˆ+(z, x) = θˆ−(z, x) =
0 implies Wˆ (z) = 0, that is, z ∈ σd ∪ ∂σ+. Hence we will avoid such cases and
suppose x /∈ X , where
X :=
⋃
λ∈σd∪∂σ−∪∂σ+
{x | φˆ+(λ, x) = 0}.
Fix x ∈ R \X . Our aim is to show, that
(5.53) p(z, x) ≡ 1, z ∈ C, x /∈ X.
By Lemma 3.1 and Corollary 5.6 the functions φ˜±(z, x) and θ˜±(z, x) are holomor-
phic in C\σ± and hence p(z, x) is holomorphic on C\σ(2) with continuous limits up
to the boundary away from ∂σ(2). By (5.52) the limits from different sides match
up and so p(z, x) is even holomorphic on C\∂σ(2). Furthermore, arguing as before,
one sees
θ+(z, x)
φ+(z, x)
=
θˆ+(z, x)
φˆ+(z, x)
= O
(
1√
z − E
)
, E ∈ ∂σ+,
that is, the singularities near E ∈ ∂σ(2) are removable and so p(z, x) is entire with
respect to z for all x /∈ X . Finally, p(z, x)→ 1 as z →∞ by item (iii) of Lemma 2.1
respectively Lemma 5.4. In summary, (5.53) holds, that is,
(5.54) θ±(z, x) ≡ φ±(z, x)
for all x /∈ X . But since the set X is discrete, this even holds for all x ∈ R by
continuity with respect to x.
Finally, (5.16) shows that H˜±θ∓(z, x) = zθ∓(z, x), that is, q˜+(x) ≡ q−(x). More-
over, (5.16) and (5.54) imply, that
T∓(λ)φ±(λ, x) = φ∓(λ, x) +R∓(λ)φ∓(λ, x),
and from (5.50), (5.54), (3.16), and (3.21) we conclude that (3.11) is valid. Therefore
the data S are the scattering data for the Schro¨dinger operator with the potential
q(x) = q˜−(x) = q˜+(x). This finishes the proof of Theorem 5.3. 
Finally, observe that the second moment in condition IV from Lemma 4.2 can
be replaced by any higher moment. In fact, introduce
IV*. The function F±(x, y) is continuously differentiable with respect to both vari-
ables and there exists real-valued function q±(x), x ∈ R, with
±
∫ ±∞
a
(1 + |x|n)|q±(x)|dx <∞, for all a ∈ R,
such that
|F±(x, y)| ≤ C±(x)Q± (x+ y) ,∣∣∣∣ ∂∂xF±(x, y)
∣∣∣∣ ≤ C±(x)(∣∣∣∣q±(x+ y2
)∣∣∣∣+Q±(x+ y)) ,
±
∫ ±∞
a
∣∣∣∣ ddxF±(x, x)
∣∣∣∣ (1 + |x|n) dx <∞,
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where n = 2, 3, 4, . . . ,
Q±(x) := ±
∫ ±∞
x
2
|q±(t)| dt,
and C±(x) > 0 is a continuous function, which decreases monotonically as x →
±∞.
Then, proceeding literally as in Theorem 5.3, we obtain
Theorem 5.8. Let the scattering data S, defined as in (4.22), satisfy conditions
I–III, and IV*. Then each of the GLM equations (4.1) has a unique solution
K±(x, y). The functions q˜±(x) defined by (5.7), coincide:
q˜−(x) = q˜+(x) = q(x)
and satisfy
(5.55) ±
∫ ±∞
a
|q(x) − p±(x)|(1 + |x|n)dx <∞, a ∈ R.
6. The Korteweg–de Vries equation with steplike finite-gap initial
data
In this final section we will outline in what way the inverse scattering transform
method can be used to study the initial-value problem for the Korteweg–de Vries
equation with steplike finite-gap initial data. Note that the Cauchy problem for
steplike constant initial data is studied in [5, 20]. In the case of a constant back-
ground on the right half-axis and periodic finite-gap background on the left one,
this problem is partly considered in [12]. The existence of the solution of the KdV
equation with general finite-gap steplike potential as initial data seems to be an
open problem and is not a subject of the present paper. Here we only discuss a
possible approach.
Let q(x) be a smooth function, satisfying condition (5.55) for n = 5 together
with its derivatives:
(6.1) ±
∫ ±∞
a
|q(k)(x) − p(k)± (x)|(1 + |x|5)dx <∞, a ∈ R, k = 0, 1, . . . , 7.
Here p±(x) are some finite-gap potentials.
Consider the initial value problem
∂u
∂t
− 6u ∂u
∂x
+
∂3u
∂x3
= 0,(6.2)
u(x, 0) = q(x), x ∈ R.(6.3)
One can ask to find a unique smooth solution of this problem in the domain |t| < T ,
satisfying conditions
sup
|t|<T
±
∫ ±∞
0
(1 + |x|2)|u(x, t)− u±(x, t)|dx <∞,(6.4)
sup
|t|<T
±
∫ ±∞
0
(1 + |x|)
∣∣∣∣∂ku(x, t)∂xk − ∂ku±(x, t)∂xk
∣∣∣∣ dx <∞, k = 1, 2, 3,(6.5)
where the functions u±(x, t) are the finite-gap solutions of equation (6.2) with initial
data u±(x, 0) = p±(x). We will proceed by a standard scheme
u(x, 0)  S(0)  S(t)  u(x, t).
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The Lax pair, associated with the KdV equation has the form
P (t) = −4 ∂
3
∂x3
+ 6u(x, t)
∂
∂x
+ 3ux(x, t),(6.6)
H(t) = − ∂
2
∂x2
+ u(x, t).(6.7)
Equation (6.2) is then equivalent to equation ∂tH = [H,P ]. Let H±(t), P±(t) be
Lax pairs, corresponding to our backgrounds. Following the scheme proposed in
[9], we will obtain the time-dependent GLM equation:
Lemma 6.1. Let ψ±(z, x, t) be the Weyl solutions satisfying (see, e.g., [17])
(6.8) H±(t)ψ = zψ, P±(t)ψ =
∂
∂t
ψ, ψ±(z, 0, 0) = 1.
Then the inverse scattering problem (the GLM) equation has the form
(6.9) K±(x, y, t) + F±(x, y, t)±
∫ ±∞
x
K±(x, s, t)F±(s, y, t)ds = 0, ±y > ±x,
where
F±(x, y, t) =
∮
σ±
R±(λ, 0)ψ±(λ, x, t)ψ±(λ, y, t)dρ±(λ, 0)(6.10)
+
∫
σ
(1),u
∓
|T∓(λ, 0)|2ψ±(λ, x, t)ψ±(λ, y, t)dρ∓(λ, 0)
+
p∑
k=1
γ±k (0)
2ψ˜±(λk, x, t)ψ˜±(λk, y, t).
To prove that the problem (6.2)–(6.3) has a solution in the class (6.1)–(6.5)
one has to check, that time-dependent scattering data satisfy conditions of Theo-
rem 5.3. Conditions I, II, III (a) can be verified directly from the time evolution
for scattering data
R±(λ, t) = R±(λ, 0) exp
(
α±(λ, t) − α±(λ, t)
)
,
T±(λ, t) = T±(λ, 0) exp
(
α±(λ, t)− α∓(λ, t)
)
,
γ±k (t)
2 = γ±k (0)
2 exp(2α±(λk, t)),
where (cf. [12, 16])
α±(λ, t) =
∫ t
0
(
2(u±(0, s) + 2λ)m±(λ, s)− ∂u±(0, s)
∂x
)
ds
and m±(λ, t) are time-dependent Weyl functions, corresponding to background op-
erators H±(t). Note that condition III, (b) means, that when E /∈ σv and µ±j (t)
gets close to E, then R±(E, t) changes its sign. This effect was explained in [9].
To check condition IV one has to take into account the structure of the Weyl
solutions ψ±(λ, x, t). As is known (see e.g., [1]), they admit a representation
ψ±(λ, x, t) = exp(±ik±(λ)x)f±(λ, x, t), where k±(λ) are the quasi-momentummaps.
To estimate the parts Fd,±(x, y, t) and Fh,±(x, y, t) of the kernel F± (cf. (4.9),
(4.15), (4.17) it is sufficient to use the Herglotz property of the quasi-momentum
(Im(k±(λ)) > 0 as λ ∈ R \ σ±) and the fact, that the functions f±(λ, x, t) are
bounded as x ∈ R, |t| < T and λ /∈ M±(0) ∪ Mˆ±(0), λ > inf{E+0 , E−0 , λ1} − 1. To
estimate Fr,±(x, y, t) we integrate the first summand in (6.10) twice by parts with
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respect to the quasi-momentum variable k± and prove, that the boundary terms
vanish. This approach fails only in points of the set (∂σ
(1)
− ∪ ∂σ(1)+ ) ∩ ∂σ(2) (the
points of type E5 in our example). Here one has to use the approach, developed in
[20, Proposition 2.7]. This way one arrives at the estimates
|F±(x, y, t)| ≤ C(t)|x+ y|3 ,
∣∣∣∣∂F±(x, y, t)∂x
∣∣∣∣ ≤ C(t)|x+ y|4 , x, y → ±∞,
that justify condition (6.4).
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Appendix A. Properties of the transformation operators and
estimates for the GLM kernel
In this appendix we derive and thoroughly investigate the integral equations for
the kernelsK±(x, y) of the transformation operators. In addition, we will obtain the
necessary estimates for them and their derivatives. This will allow us to simplify the
necessary and sufficient conditions on the functions F±(x, y) (in comparison with
[14]) and to solve the scattering problem in the prescribed class of perturbations
(1.3).
Most of the results from this section are in essence known or follow as in the case
of a constant background (see, e.g., [13, 14], and in the discrete case [4, 8, 21]). We
included them here (with proofs) to make our presentation self-contained.
Let ψ±(z, x) be the background Weyl solution (2.9). Set
(A.1) J±(z, x, y) =
ψ±(z, y)ψ˘±(z, x)− ψ±(z, x)ψ˘±(z, y)
W (ψ±(z), ψ˘±(z))
and
(A.2) q±(x) = q(x)− p±(x).
Then the Jost solutions (3.2) satisfy the integral equation
(A.3) φ±(z, x) = ψ±(z, x)−
∫ ±∞
x
J±(z, x, y)q±(y)φ±(z, y)dy.
If we substitute formula (3.2) into this equation, multiply with ψ˘±(z, s)g±(z), and
integrate over the set σu,l± , using the inverse Fourier transform (5.11), and taking
into account that K±(x, y) = 0, ±x > ±y, we obtain
(A.4) K±(x, s) +
∫ ±∞
x
dy q±(y)
∮
σ±
J±(λ, x, y)ψ±(λ, y)ψ˘±(λ, s)dρ±(λ)
±
∫ ±∞
x
dy q±(y)
∫ ±∞
y
dtK±(y, t)
∮
σ±
J±(λ, x, y)ψ±(λ, t)ψ˘±(λ, s)dρ±(λ) = 0.
Set
(A.5) Γ±(x, y, t, s) = ∓
∮
σ±
ψ±(λ, x)ψ˘±(λ, y)ψ±(λ, t)ψ˘±(λ, s)g±(λ)dρ±(λ),
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where the integral has to be understood as a principal value.
Then substituting (2.14), (2.11), (A.1), and (A.5) into (A.4) we obtain
K±(x, s) +
∫ ±∞
x
(Γ±(x, y, y, s)− Γ±(y, x, y, s)) q±(y) dy(A.6)
±
∫ ±∞
x
dy q±(y)
∫ ±∞
y
K±(y, t) (Γ±(x, y, t, s)− Γ±(y, x, t, s)) dt = 0.
Consider now the function in (A.5). From (2.13) it follows that
(A.7) Γ±(x, y, t, s) = −Γ±(y, x, s, t).
Our plan is to evaluate the integral in (A.5) using the Jordan lemma. The only
poles of the integrand in (A.5) are at the band edges and hence we introduce
f±(E, x, y) = lim
z→E
( r±∏
j=1
(z − µ±j )
)
ψ±(z, x)ψ˘±(z, y)(A.8)
and
(A.9) D±(x, y, t, s) = ±1
4
∑
E∈∂σ±
f±(E, x, y)f±(E, t, s)
d
dzP±(E)
, P±(z) =
2r±∏
j=0
(z − E±j ).
Note that D±(x, y, t, s) is a continuous and bounded function with respect to all
variables.
Now suppose ±(x− y+ t− s) > 0 and take a closed contour consisting of a large
circular arc together with some parts wrapping around the spectrum σ± inside
this arc at a small distance from the spectrum. Due to (2.11), (2.7), and (iii) of
Lemma 2.1, it follows that
g±(z)2ψ±(z, x)ψ˘±(z, y)ψ±(z, t)ψ˘±(z, s) = O
(
1
z
)
e±i
√
z(x−y+t−s)
as z → ∞. In fact this holds on the entire circle since the neighborhood of the
positive real axis can be handled as above. Hence one can apply Jordan’s lemma to
conclude that the contribution of the circle vanishes as its radius tends to infinity.
Shrinking the loops the integral converges to
(A.10) Γ±(x, y, t, s) = D±(x, y, t, s), for ± (x− y + t− s) > 0.
Note that f±(E, x, y) are real, and f±(E, x, y) = f±(E, y, x). Thus, theD±(x, y, t, s)
is also real,
(A.11) D±(x, y, t, s) = D±(y, x, t, s).
Now let ±(x − y + t − s) < 0, that is, ±(y − x + s − t) > 0. Then (A.7), (A.10),
and (A.11) imply
Γ±(x, y, t, s) = −D±(x, y, t, s) = −D±(x, y, t, s), ±(x− y + t− s) < 0.
Therefore,
(A.12) Γ±(x, y, t, s) = D±(x, y, t, s) sign(±(x− y + t− s)).
Property (A.11) implies that the domain, where in the first integrand in (A.6) does
not vanish, is
(A.13) sign(±(x− s)) = − sign(±(2y − x− s)), ±s > ±x.
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In the second integral the domain of integration is
sign(±(x− y + t− s)) = − sign(±(y − x+ t− s)),(A.14)
with ± s > ±x, ±t > ±y > ±x.
Solving (A.13) and (A.14) we arrive at the following result.
Lemma A.1. The kernels K±(x, s) of the transformation operators satisfy the
integral equation
K±(x, s) = −2
∫ ±∞
x+s
2
q±(y)D±(x, y, y, s)dy
∓ 2
∫ ±∞
x
dy
∫ s±y∓x
s±x∓y
D±(x, y, t, s)K±(y, t)q±(y) dt, ±s > ±x,(A.15)
where D± are defined by (A.9).
Set s = x in (A.15). Then the second summand vanishes, because we have our
integration inside the domain ±t < ±y, where K±(y, t) = 0. Thus
(A.16) K±(x, x) = −2
∫ ±∞
x
q±(y)D±(x, y, y, x) dy.
But, as is well-known (see, e.g, [17, Eq. (1.84)] or [25, Chapter 8])
(A.17) ψ±(z, y)ψ˘±(z, y)
r±∏
j=1
(z − µ±j ) =
r±∏
j=1
(z − µ±j (y)),
where µ±j (y) are the Dirichlet eigenvalues corresponding to the base point x = y
(rather than x = 0). Combining (A.5) and (A.10) we obtain
D±(x, y, y, x) = D±(x, x, y, y)
= ±1
4
∑
E∈∂σ±
ResE
∏r±
j=1
(
z − µ±j (x)
) (
z − µ±j (y)
)
(z − E±0 )
∏r±
j=1
(
(z − E±2j−1)(z − E±2j)
) .(A.18)
The integrand in (A.18) is meromorphic in C, thus, by the Cauchy theorem, we can
compute the residue at infinity and obtain
D±(x, y, y, x) = − lim
z→∞
±1
4
z
z − E±0
r±∏
j=1
(
z − µ±j (y)
) (
z − µ±j (x)
)
(z − E±2j−1)(z − E±2j)
= ∓1
4
.
From (A.16) we conclude that
(A.19) K±(x, x) = ±1
2
∫ ±∞
x
(q(t)− p±(t))dt.
This formula justifies formula (5.7) under the condition, that the transformation
operators kernels are differentiable.
Lemma A.2. Let
(A.20) Q±(x) := ±
∫ ±∞
x
2
|q±(t)| dt, q±(x) = q(x) − p±(x).
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Then K±(x, y) has first order partial derivatives with respect to both variables.
Moreover, for ±y ≥ ±x the following estimates are valid
|K±(x, y)| ≤ C±(x)Q±(x+ y),(A.21) ∣∣∣∣∂K±(x, y)∂x
∣∣∣∣+ ∣∣∣∣∂K±(x, y)∂y
∣∣∣∣ ≤ C±(x) (∣∣∣∣q±(x+ y2
)∣∣∣∣+Q± (x+ y)) ,(A.22)
where C±(x) are positive continuous functions for x ∈ R which decrease as x→ ±∞
and depend on the corresponding background data and on the first moment of the
perturbation.
Proof. We restrict our considerations to the “+” case only and omit “+” in what
follows. We will follow the scheme of the proof of [26, Lemmas 3.1.1, 3.1.2]. Intro-
duce the following change of variables in (A.15):
(A.23) y + t =: 2α, t− y =: 2β, x+ s =: 2u, s− x =: 2v,
then from (A.15) we obtain (see [26, Lemma 3.1.1])
H(u, v) = −2
∫ ∞
u
q(s)D1(u, v, s) ds(A.24)
− 4
∫ ∞
u
dα
∫ v
0
q(α− β)D2(u, v, α, β)H(α, β) dβ,
where we put
H(u, v) = K+(u− v, u+ v), D1(u, v, s) = D+(u− v, s, s, u+ v),
D2(u, v, α, β) = D+(u− v, α− β, α + β, u+ v).(A.25)
Functions D1 and D2 are bounded uniformly with respect to all their variables.
Put C = 2max{maxu,v,s |D1|,maxu,v,α,β |D2|} and apply the method of successive
approximations (see [26, Lemma 3.1.1]). We arrive at the estimate
(A.26) |H(u, v)| ≤ C˜(u − v)
∫ ∞
u
|q˜(x)| dx,
with
(A.27) C˜(u) = C exp
(
C
∫ ∞
2u
Q(2t)dt
)
, C > 0,
from which (A.21) follows. To obtain (A.22), observe that the first partial deriva-
tives of D1 and D2 exist (see (A.8), (A.9) and (A.25)) and are bounded with respect
to all variables. Thus,
∂H(u, v)
∂u
− 2q(u)D1(u, v, u) =
= −4
∫ v
0
q(u− β)D2(u, v, u, β)H(u, β) dβ − 2
∫ ∞
u
q(s)
∂D1(u, v, s)
∂u
ds
− 4
∫ ∞
u
dα
∫ v
0
q(α− β)∂D2(u, v, α, β)
∂u
H(α, β) dβ,(A.28)
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∂H(u, v)
∂v
=
= −2
(∫ ∞
u
q(s)
∂D1(u, v, s)
∂v
ds− 2
∫ ∞
u
q(α− v)D2(u, v, α, v)H(α, v) dα
− 2
∫ ∞
u
dα
∫ v
0
q(α− β)∂D2(u, v, α, β)
∂v
H(α, β) dβ
)
.(A.29)
The function Q(u) =
∫∞
u
|q(x)| dx is positive, monotonically decreasing, and satis-
fies Q( · ) ∈ L1(a,∞), a ∈ R. Since |Di|, |∂Di∂u |, |∂Di∂v | ≤ C1, i = 1, 2, (A.26) applied
to (A.28) and (A.29) implies∣∣∣∣∂H(u, v)∂u − 2q(u)D1(u, v, u)
∣∣∣∣+ ∣∣∣∣∂H(u, v)∂v
∣∣∣∣ ≤ C˜(u− v)Q(2u),
where the function C˜(u) is of the same type as (A.27), with a different positive
constant C2 depending on the background data. From this, (A.23), and (A.25), the
estimate (A.22) follows. 
With the help of this lemma we can now derive several estimates for the GLM
equation.
Lemma A.3. The kernel F±(x, y) of the GLM equation (4.1) has first order deriva-
tives with respect to each variable. Furthermore, for ±y > ±x it satisfies
(A.30) |F±(x, y)| ≤ Cˆ±(x)Q±(x+ y),
(A.31)
∣∣∣∣∂F±(x, y)∂x
∣∣∣∣+ ∣∣∣∣∂F±(x, y)∂y
∣∣∣∣ ≤ Cˆ±(x) (∣∣∣∣q±(x+ y2
)∣∣∣∣+Q± (x+ y)) ,
where the functions q±(x) and Q±(x) are defined in (A.20). Here Cˆ±(x) are positive
continuous functions which decrease as x→ ±∞. Moreover,
(A.32) ±
∫ ±∞
a
(1 + x2)
∣∣∣∣dF±(x, x)dx
∣∣∣∣ <∞, ∀a ∈ R.
Proof. Again we restrict our considerations to the “+” case only and omit “+” in
what follows. Set Q1(u) =
∫∞
u Q(t)dt. Due to condition (1.3), the functions Q(x)
and Q1(x) satisfy
(A.33)
∫ ∞
a
Q1(t)dt <∞,
∫ ∞
a
Q(t)(1 + |t|)dt <∞.
Observe also, that the kernel F (x, y) of the GLM equation (4.1) is symmetric:
F (x, y) = F (y, x). From (4.1) and (A.21) we see, that
|F (x, y)| ≤ C˜(x)
(
Q(x+ y) +
∫ ∞
x
Q(x+ t)|F (t, y)|dt
)
.
Since Q1(x + t) > Q1(2x), and C˜(t) < C˜(x) as x < t, then Gronwall’s inequality
implies (A.30) with
Cˆ(x) = C1C˜(x) exp
(
C1C˜(x)Q1(2x)
)
, C1 > 0.
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Differentiating (4.1) with respect to x and y implies
|Fx(x, y)| ≤ |Kx(x, y)| + |K(x, x)F (x, y)| +
∫ ∞
x
|Kx(x, t)F (t, y)| dt,(A.34)
Fy(x, y) +Ky(x, y) +
∫ ∞
x
K(x, t)Fy(t, y)dt = 0.(A.35)
The functions Q(x), Q1(x), Cˆ(x), C˜(x) are monotonously decreasing and positive.
Furthermore,∫ ∞
x
(∣∣∣∣q±(x+ t2
)∣∣∣∣+Q(x+ t))Q(t+ y)dt ≤ (Q(2x) +Q1(2x))Q(x + y),
and hence the estimate (A.31) for Fx follows (with some other positive continuous
decreasing function Cˆ(x)) from (A.30), (A.21), (A.22) and (A.34). The same esti-
mate for Fy can be obtained from (A.35) and Lemma A.2 by using the method of
successive approximations.
It remains to prove (A.32). To this end consider (4.1) for y = x and differentiate
it with respect to x:
dF (x, x)
dx
+
dK(x, x)
dx
−K(x, x)F (x, x)+
∫ ∞
x
(Kx(x, t)F (t, x) +K(x, t)Fy(t, x)) dt = 0.
Formula (A.19) implies (5.2). Next, by (A.30) and (A.21), we have
|K(x, x)F (x, x)| ≤ C˜(a)Cˆ(a)Q2(2x) for x > a,
where
∫∞
a (1 + x
2)Q2(2x)dx <∞. Moreover, by (A.31) and (A.22),
|K ′x(x, t)F (t, x)|+
∣∣K(x, t)F ′y(t, x)∣∣ ≤ 4C˜(a)Cˆ(a){∣∣∣q(x+ t2 )∣∣∣Q(x+ t)+Q2(x+ t)},
and together with the estimates∫ ∞
a
dxx2
∫ ∞
x
Q2(x+ t)dt ≤
∫ ∞
a
|x|Q(2x)dx sup
x≥a
∫ ∞
x
|x+ t|Q(x+ t)dt <∞,∫ ∞
a
x2
∫ ∞
x
∣∣∣q(x+ t
2
)∣∣∣Q(x+ t)dt ≤
≤
∫ ∞
a
Q(2x)dx sup
x≥a
∫ ∞
x
∣∣∣q(x+ t
2
)∣∣∣(1 + (x+ t)2)dt <∞
we arrive at (A.32). 
Remark A.4. Note that the results of this lemma are in some sense invertible.
Namely, if we start with properties (4.18)–(4.21) of F±(x, y), then, using (4.1) and
the same considerations as in Lemma A.3, we obtain (5.1), (A.22), and (5.2).
Appendix B. Proof of Lemma B.4
We introduce the local parameter τ =
√
z − E in a small vicinity of each point
E ∈ ∂σ± and set y˙(z, x) = ∂∂τ y(z, x). Since dzdτ (E) = 0, for every solution y(z, x) of
the equation (2.1), its derivative y˙(E, x) is also a solution of (2.1). In particular,
the Wronskian W (y(E), y˙(E)) is independent of x.
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For each x ∈ R in a small neighborhood of a point E ∈ ∂σ± introduce the
function
(B.1) ψˆ±,E(z, x) =
{
ψ±(z, x), E ∈ ∂σ± \ Mˆ±,
τ ψ±(z, x), E ∈ Mˆ±.
Lemma B.1. Let the function ψˆ±,E(z, x) be defined by formula (B.1). Then
(B.2) W
(
ψˆ±,E(E),
∂
∂τ
ψˆ±,E(E)
)
= ± lim
z→E
α τα
2g±(z)
,
where α = −1 if E ∈ ∂σ± \ Mˆ± and α = 1 if E ∈ Mˆ±.
Proof. We begin by recalling (see, e.g., [17, Eq. (1.73)]) that the Weyl m-functions
can be written as
(B.3) m±(z) =
G±(z)±
√
P±(z)
F±(z)
,
where G±(z) = 12F
′
±(z, 0) and F±(z) = F±(z, 0) with
(B.4) P±(z) =
2r±∏
j=0
(z − E±j ), F±(z, x) =
r±∏
j=1
(z − µ±j (x)).
Furthermore, observe that ∓√P±(z) = τf±(z), where f±(z) is holomorphic near
z = E.
Then in the case E ∈ ∂σ±\Mˆ± (where ψˆ±,E(λ, x) = ψ±(λ, x)) we have F±(E) 6=
0. Then, from (2.9), we have ψ±(E, 0) = 1, ψ′±(E, 0) = m±(E), ψ˙±(E, 0) = 0,
ψ˙′±(E, 0) = m˙±(E) =
f±(E)
F±(E)
= ∓ lim
z→E
√
P±(z)
τF±(z)
,
and the first claim follows.
In the second case we have E ∈ Mˆ± (where ψˆ±,E(λ, x) = τψ±(λ, x)) we have
F±(E) = 0 and hence F±(z) = τ2F˜±(z), G±(z) = τ2G˜±(z), where F˜±(z) and
G˜±(z) are holomorphic near z = E with F˜±(E) 6= 0 and G˜±(E) 6= 0. Hence we
have
ψˆ±,E(E, 0) = 0, ψˆ′±,E(E, 0) =
f±(E)
F˜±(E)
,
∂
∂τ
ψˆ±,E(E, 0) = 1,
∂
∂τ
ψˆ′±,E(E, 0) =
G˜±(E)
F˜±(E)
and the second claim follows. 
From (2.5), (2.10) and (2.9) we observe the following property of the Floquet–
Weyl solutions
Remark B.2. Let E ∈ Mˆ± and x ∈ R. Then ψˆ±,E(E, x) = −ψˆ±,E(E, x) if E is a
left band edge from σ± and ψˆ±,E(E, x) = ψˆ±,E(E, x) if E is a right band edge.
It is straightforward to check that this property is also inherited by the Jost
solutions. Again we abbreviate
(B.5) φˆ±,E(λ, x) =
{
φ±(λ, x), E ∈ ∂σ± \ Mˆ±,
τ φ±(λ, x), E ∈ Mˆ±.
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Lemma B.3. We have φ±(E, x) = φ±(E, x) for E ∈ ∂σ± \ Mˆ±. If E ∈ Mˆ±, then
by (B.5) φˆ±,E(E, x) = −φˆ±,E(E, x) when E is a left edge of a band from σ± and
φˆ±,E(E, x) = φˆ±,E(E, x) when E is a right edge of a band.
Lemma B.4. The function Wˆ (z) is continuous on the set C\σ up to the boundary
σu ∪ σl. It can have zeros on the set ∂σ ∪ (∂σ(1)+ ∩ ∂σ(1)− ) and does not vanish
at the other points of the set σ. If Wˆ (E) = 0 as E ∈ ∂σ ∪ (∂σ(1)+ ∩ ∂σ(1)− ), then
Wˆ (z) =
√
z − E(C(E) + o(1)), C(E) 6= 0.
Proof. Continuity of Wˆ up to the boundary follows from the corresponding property
of φˆ±(z, x). We begin with the investigation of the possible zeros.
Let λ0 ∈ int(σ(2)) := σ(2) \ ∂σ(2) and suppose W (λ0) = 0. Then φ+(λ0, x) =
c φ−(λ0, x), φ+(λ0, x) = c¯ φ−(λ0, x), i.e. W (φ+, φ+) = |c|2W (φ−, φ−). But by
(2.11) and (2.14) we have sign g+(λ0) = − sign g−(λ0), contradicting (2.6).
Let λ0 ∈ int(σ(1)± ) and W˜ (λ0) = 0. The point λ0 can coincide with a pole
µ ∈ M∓. But φ±(λ0, x) and φ±(λ0, x) are linearly independent and bounded, and
φ˜∓(x, λ0) ∈ R (see (3.7)). If W (λ0) = 0, then φ˜∓ = c±1 φ± = c±2 φ±, that implies
W (φ±, φ±)(λ0) = 0, which is impossible.
In the general mutual location of the background spectra one can meet the
case when λ0 = E ∈ ∂σ(2) ∩ int(σ±) ⊂ int(σ) (that is a point like E5 in our
example). If Wˆ (E) = 0, then W (φ±, φˆ∓,E)(E) = 0, where φˆ∓,E is defined by
(B.5). But according to Lemma B.3, the values of φˆ∓,E(E, · ) are either pure real
or pure imaginary, therefore W (φ±, φˆ∓,E)(E) = 0, that is, φ±(E, x) and φ±(E, x)
are linearly dependent, which is impossible at inner points of the set σ
(1)
± .
In summary, Wˆ (λ) 6= 0 for λ ∈ int(σ) \ (∂σ(1)− ∩ ∂σ(1)+ ) which finishes the first
part and it remains to investigate the order of zeros.
Let E ∈ ∂σ ∪ (∂σ(1)+ ∩ ∂σ(1)− ) (these are the points of type E1, E3 and E4 from
our example). The function Wˆ (λ) is continuously differentiable with respect to the
local parameter τ . Since at E we have ddτ (δ+δ−)(E) = 0, the function W (φˆ+, φˆ−)
has the same order of zero at E as Wˆ (λ). But if δˆ(E) 6= 0, then ddτ δˆ±(E) = 0 and
if δˆ−(E) = δˆ+(E) = 0, then ddτ (τ
−2 δˆ+ δˆ−)(E) = 0. Therefore ddτ Wˆ (E) = 0 if and
only if ddτW (φˆ+,E , φˆ−,E) = 0.
To simplify notations, we will just write φˆ± := φˆ±,E until the end of this proof.
Again we have consider all possible cases for the mutual location of the Dirichlet
eigenvalues.
First let E ∈ ∂σ(2) ∩ ∂σ (a point of type E2 in our example) and let E /∈
(Mˆ+ ∪ Mˆ−). Then Wˆ (E) = 0 if and only if (see (3.9)) W (E) = W (φ+, φ−) = 0,
that is, φ±(E, · ) = c± φ∓(E, · ), c−c+ = 1, c−, c+ ∈ R. The derivative of the
Jost solution with respect to τ is again a solution of equation (3.1). Therefore, by
Lemma B.1,
W˙ (E) =W (φ˙+, φ−)−W (φ˙−, φ+) = c−W (φ˙+, φ+)− c+W (φ˙−, φ−)(B.6)
= c−W (ψ˙+, ψ+)− c+W (ψ˙−, ψ−) = −(c+ d− + c− d+),
where
d± = lim
λ→E
i
2g±(λ)
√
λ− E .
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We see from (2.6) that d± ∈ iR+ \ {0} if E is a left edge of σ and d± ∈ R+ \ {0}
if E is a right edge of σ. Since sign c− = sign c+, this finishes the case E ∈
∂σ(2) ∩ ∂σ \ (Mˆ+ ∪ Mˆ−).
The same arguments are valid for E ∈ ∂σ(2) ∩ ∂σ ∩ Mˆ+ ∩ Mˆ− and Wˆ (E) = 0.
Then φˆ±(E, · ) = c± φˆ∓(E, · ) and using Lemma B.3 we conclude that c−, c+ ∈ R,
sign c− = sign c+. By Lemma B.1
d
dτ
W (φˆ+, φˆ−)(E) = c+ lim
λ→E
√
λ− E
2g−(λ)
+ c− lim
λ→E
√
λ− E
2g+(λ)
6= 0.
The cases, when one of the Jost solutions is bounded in the edge of spectrum,
and the another one is unbounded, are more subtle. For example, let Wˆ (E) = 0 for
E ∈ (Mˆ+∩∂σ(2)∩∂σ)\(Mˆ−∩Mˆ+) and let E be a right band edge (like the point E2
of or example when µ+ = E2 and µ− 6= E2). Then by Lemma B.3 φˆ+(x,E) ∈ R and
φˆ−(x,E) = φ−(x,E) ∈ R. Also ddτ Wˆ (E) 6= 0 if and only if ddτW (φˆ+, φ−)(E) 6= 0.
Therefore we have φˆ+ = c+φ−, φ− = c−φˆ+ and sign c+ = sign c−. Thus, by
Lemma B.1 ddτW (φˆ+, φ−)(E) = c−d+ − c+ d−, where
d+ = lim
λ→E
i
√
λ− E
2ig+(λ)
∈ R− \ {0}, d− = lim
λ→E
−1
i
√
λ− E 2ig−(λ)
∈ R+ \ {0}.
The case, when E ∈ (Mˆ− ∩ ∂σ(2) ∩ ∂σ) \ (Mˆ+ ∩ Mˆ−) and E is a right band edge is
analogous.
Now, let E ∈ (Mˆ+ ∩ ∂σ(2) ∩ ∂σ) \ Mˆ− and let E be a left band edge. Then by
Lemma B.3 φˆ+ ∈ iR and c+, c− ∈ iR, c+ c− = 1, that is, sign(ic+) = − sign(ic−).
Furthermore, sign
√
λ− E > 0 since λ > E, and sign g+(λ) = sign g−(λ). There-
fore,
d
dτ
W (φˆ+, φ−)(E) = ic− lim
λ→E
√
λ− E
g+(λ)
− i c+ lim
λ→E
1√
λ− E g−(λ)
6= 0.
Unlike the case of one and the same background p+(x) = p−(x), where Wˆ (λ) 6= 0
for λ ∈ int(σ), we could have Wˆ (λ) = 0 for λ ∈ int(σ) in our steplike situation.
The points under consideration are points of the set ∂σ
(1)
− ∩ ∂σ(1)+ . This case can
be treated in the same way as the case E ∈ ∂σ(2) ∩∂σ. Namely, if E /∈ (Mˆ− ∪ Mˆ+)
then observe that one of the two summands in (B.6) is real and the other one
is imaginary. The same is valid for the case E ∈ (Mˆ− ∩ Mˆ+). Now let E ∈
∂σ
(1)
− ∩∂σ(1)+ ∩Mˆ+\(Mˆ+∩Mˆ−) and let E be a right band edge of σ(1)− (i.e. a left band
edge of σ
(1)
+ ). Then by Lemma B.3 φˆ+(x,E) ∈ iR and φˆ−(x,E) = φ−(x,E) ∈ R.
Moreover, Wˆ = 0 if and only if W (φˆ+, φˆ−) = 0 with the same order of zero.
Therefore, c+, c− ∈ iR and by (B.2) and (2.14)
d
dτ
W (φˆ+, φˆ−) = c−W (
ˆ˙
ψ+, ψˆ+)− c+W ( ˆ˙ψ−, ψˆ−)
=
1
2pi
(
ic− lim
λ→E
τ
g+
+ ic+ lim
λ→E
1
τg−
)
6= 0
because the first summand is imaginary and the second one is real. All other
combinations can be treated similarly.
Finally, consider the case E ∈ ∂σ(1)± ∩ ∂σ. Let, for example, E ∈ ∂σ(1)+ ∩ ∂σ
(the point E4 in our example). Since E ∈ R \ σ− in this case, we have δˆ−(E) 6= 0
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and one has to study zero of the Wronskian W (φˆ+, φ˜−). But by (2.8) and (3.2)
W
(
φ˜−, ddτ φ˜−
)
=W
(
ψ˜−, ddτ ψ˜−
)
= 0. Therefore,
d
dτ
W (φˆ+, φ˜−) = c−W
( d
dτ
φˆ+, φˆ+
)
6= 0
by Lemma B.1. 
References
[1] E. D. Belokolos, A. I. Bobenko, V. Z. Enolskii, A. R. Its, and V. B. Matveev, Algebro
Geometric Approach to Nonlinear Integrable Equations, Springer, Berlin, 1994.
[2] V.S. Buslaev and V.N. Fomin, An inverse scattering problem for the one-dimensional
Schro¨dinger equation on the entire axis, Vestnik Leningrad. Univ. 17, no. 1, 56–64 (1962).
[3] A. Boutet de Monvel and I. Egorova, The Toda lattice with step-like initial data. Soliton
asymptotics, Inverse Problems 16, no. 4, 955–977 (2000).
[4] A. Boutet de Monvel and I. Egorova, Transformation operator for Jacobi matrices with
asymptotically periodic coefficients, J. Difference Eqs. Appl. 10, 711-727 (2004).
[5] A. Cohen, Solutions of the Korteweg-de Vries equation with steplike initial profile, Comm.
Partial Differential Equations 9, no. 8, 751–806 (1984).
[6] A. Cohen and T. Kappeler, Scattering and inverse scattering for steplike potentials in the
Schro¨dinger equation, Indiana Univ. Math. J. 34, no. 1, 127–180 (1985).
[7] E.B. Davies and B. Simon, Scattering theory for systems with different spatial asymptotics
on the left and right, Comm. Math. Phys. 63, 277–301 (1978).
[8] I. Egorova, J. Michor, and G. Teschl, Scattering theory for Jacobi operators with quasi-
periodic background, Comm. Math. Phys. 264-3, 811–842 (2006).
[9] I. Egorova, J. Michor, and G. Teschl, Inverse scattering transform for the Toda hierarchy
with quasi-periodic background, Proc. Amer. Math. Soc. 135, 1817–1827 (2007).
[10] I. Egorova, J. Michor, and G. Teschl, Scattering theory for Jacobi operators with steplike
quasi-periodic background, Inverse Problems 23, 905–918 (2007).
[11] V.D. Ermakova, The inverse scattering problem on the whole axis for the Schro¨dinger equa-
tion with nondecreasing potential of special form, Vestnik Khar’kov. Univ. 230, 50–60 (1982).
[12] V.D. Ermakova, The asymptotics of the solution of the Cauchy problem for the Korteweg-de
Vries equation with nondecreasing initial data of special type, Dokl. Akad. Nauk Ukrain. SSR
Ser. A , 7, 3–6 (1982).
[13] N.E. Firsova, An inverse scattering problem for the perturbed Hill operator, Mat. Zametki
18, no. 6, 831–843 (1975).
[14] N.E. Firsova, A direct and inverse scattering problem for a one-dimensional perturbed Hill
operator Matem. Sborn. (N.S.) 130(172), no. 3, 349–385 (1986).
[15] N.E. Firsova, The Riemann surface of a quasimomentum, and scattering theory for a per-
turbed Hill operatorMathematical questions in the theory of wave propagation, 7. Zap. Naucˇn.
Sem. Leningrad. Otdel. Mat. Inst. Steklov (LOMI) 51, 183–196, (1975).
[16] N.E. Firsova, Solution of the Cauchy problem for the Korteweg-de Vries equation with initial
data that are the sum of a periodic and a rapidly decreasing function, Math. USSR-Sb. 63,
no. 1, 257–265 (1989).
[17] F. Gesztesy and H. Holden, Soliton Equations and Their Algebro-Geometric Solutions. Vol-
ume I: (1+1)-Dimensional Continuous Models., Cambridge Studies in Advanced Mathemat-
ics, Vol. 79, Cambridge University Press, Cambridge, 2003.
[18] F. Gesztesy, R. Nowell, and W. Po¨tz, One-dimensional scattering theory for quantum systems
with nontrivial spatial asymptotics, Differential Integral Equations 10, no. 3, 521–546 (1997).
[19] F. Gesztesy, R. Ratnaseelan, and G. Teschl, The KdV hierarchy and associated trace for-
mulas, in “Proceedings of the International Conference on Applications of Operator The-
ory”, (eds. I. Gohberg, P. Lancaster, and P. N. Shivakumar), Oper. Theory Adv. Appl., 87,
Birkha¨user, Basel, 125–163 (1996).
[20] T. Kappeler, Solution of the Korteveg-de Vries equation with steplike initial data J. of Dif-
ferential Equations 63, 306-331 (1986).
[21] Ag. Kh. Khanmamedov, Transformation operators for the perturbed Hill difference equation
and one of their applications Siberian Math.J. 44, no.4, 729-738 (2003).
38 A. BOUTET DE MONVEL, I. EGOROVA, AND G. TESCHL
[22] E.Ya. Khruslov, Asymptotics of the Cauchy problem solution to the KdV equation with step-
like initial data Matem.sborn. 99, 261–281 (1976).
[23] E.Ya. Khruslov and V.P. Kotlyarov, Soliton asymptotics of nondecreasing solutions of non-
linear completely integrable evolution equations, Advances in Soviet Mathematics 19, 129–181
(1994).
[24] E.Ya. Khruslov and H. Stephan, Splitting of some nonlocalized solutions of the Korteveg-de
Vries equation into solitons, Mat. Fiz. Anal. Geom. 5, no. 1-2, 49–67 (1998).
[25] B.M. Levitan, Inverse Sturm-Liouville Problems, Birkha¨user, Basel, 1987.
[26] V.A. Marchenko, Sturm-Liouville Operators and Applications, Birkha¨user, Basel, 1986.
[27] N.I. Muskhelishvili, Singular Integral Equations, P. Noordhoff Ltd., Groningen, 1953.
[28] R.G. Newton, Inverse scattering by a local impurity in a periodic potential in one dimension,
J. Math. Phys. 24, 2152–2162 (1983).
[29] R.G. Newton, Inverse scattering by a local impurity in a periodic potential in one dimension,
II, J. Math. Phys. 26, 311–316 (1985).
[30] T.M. Roberts, Scattering for step-periodic potential in one dimension, J. Math. Phys. 31,
2181–2191 (1990).
[31] T.M. Roberts, Inverse scattering for step-periodic potential in one dimension, Inverse Prob-
lems 6, 797–808 (1990).
[32] F.S. Rofe-Beketov, A finiteness test for the number of discrete levels which can be introduced
into the gaps of the continuous spectrum by perturbations of a periodic potential, Dokl. Akad.
Nauk SSSR 156, 515–518 (1964).
[33] H. Stephan, Inverse problems for non-decreasing potentials, Teor. Funk., Funk. An., Pril.,
45, 123 –132 (1986).
[34] E.C. Titchmarsh, Eigenfunction Expansions Associated with Second-Order Differential Equa-
tions, Vol. 2. Clarendon Press, Oxford, 1958.
Institut de Mathe´matiques de Jussieu, case 7012, Universite´ Paris 7, 2 place Jussieu,
75251 Paris, France
E-mail address: aboutet@math.jussieu.fr
B.Verkin Institute for Low Temperature Physics, 47 Lenin Avenue, 61103 Kharkiv,
Ukraine
E-mail address: egorova@ilt.kharkov.ua
Faculty of Mathematics, Nordbergstrasse 15, 1090 Wien, Austria, and International
Erwin Schro¨dinger Institute for Mathematical Physics, Boltzmanngasse 9, 1090 Wien,
Austria
E-mail address: Gerald.Teschl@univie.ac.at
URL: http://www.mat.univie.ac.at/~gerald/
