Abstract. Transport problems arise across diverse fields of science and engineering. SemiLagrangian (SL) discontinuous Galerkin (DG) methods are a class of high order deterministic transport solvers that enjoy advantages of both SL approach and DG spatial discretization. In this paper, we review existing SLDG methods to date, and compare numerical their performances.
Introduction
Semi-Lagrangian (SL) discontinuous Galerkin (DG) methods are a class of high order transport solvers that enjoy the computational advantages of both SL approach and DG spatial discretization. In this paper, we conduct a systematic comparison for several existing SLDG methods in the literature by considering aspects including accuracy, CPU efficiency, conservation properties, implementation difficulties, with the aim to provide a brief survey of the recent development along this line of research for simulating linear and nonlinear transport problems.
The DG methods belong to the family of finite element methods, which employ piecewise polynomials as approximation and test function spaces. Such methods have undergone rapid development for simulating partial differential equations (PDEs) over the last few decades. For the time-dependent transport simulations, the DG methods are often coupled with the method-of-lines Eulerian framework, by using appropriate time integrators for time evolution, e.g. the well-known TVD Runge-Kutta (RK) methods. It is well-known that the DG method, when coupled with an explicit time integrator suffers very stringent CF L time step restriction for stability, which may be much smaller than that is needed to resolve interesting time scales in physics. Implicit methods can be used to avoid the CF L time step restriction, yet the additional computational cost is required for solving the resulting linear or nonlinear system. The SL approach allows for large time step evolution by incorporating the characteristic tracing mechanism without implicit treatments. Meanwhile, the high order accuracy can be conveniently attained because of its meshed-based nature. Such a distinguished property makes the SL approach very competitive in transport simulations, and it is becoming more and more popular across diverse fields of science and engineering, such as fluid dynamics [52] , numerical weather prediction [33, 24] , plasma physics [11, 46, 13] , among many others. To alleviate the CF L time step restriction associated with the explicit Eulerian DG methods, the SLDG methods were developed in various settings [42, 44, 41, 24] . This kind of methods enjoy extraordinary computational advantages for transport simulations, such as high order accuracy, provable unconditional stability and convergence, local mass conservation, small numerical dissipation, superior ability to resolve complex solution structures. Note that the SL framework is highly flexible and hence able to accommodate virtually all the existing spatial discretization methods, see the review paper [36] .
In this paper, we are mainly concerned with the SLDG methods. For one-dimensional (1D) transport problems, there exist two types of SLDG methods: the characteristic Galerkin weak formulation and the flux difference formulation. When generalizing to the multi-dimensional case, similar to other SL methods, the available SLDG methods can be classified into two categories depending on whether the operator splitting strategy is used. The splitting based SL methods are popular in practice since one can directly make use of a preferred 1D SL formulation. A celebrated example is the Strang splitting SL method for the Vlasov-Poisson (VP) system proposed by Cheng and Knorr [11] . In particular, the nonlinearly coupled high-dimensional transport equation is decomposed into a set of lower dimensional sub-equations that are linear and hence much easier to evolve numerically in the SL setting. Following a similar idea, many splitting SL schemes based on various spatial discretization are designed, such as finite volume based [20] and finite difference based [37, 39, 40, 9] methods. More recently, several splitting SLDG methods are proposed in [41, 44] . On the other hand, the splitting methods suffer from the inherent splitting error. For instance, if the Strang splitting is used, then the second order splitting error in time is incurred. As mentioned in [12] , such a relatively low order error may become significant for long term transport simulations and hence greatly compromise the performance of the SL methods. In addition, for some nonlinear problems, it can be very difficult to track characteristics accurately for the split sub-equations, posing challenges for the development of high order splitting SL methods. This issue will be discussed in detail in Section 2.2. To completely avoid the splitting error, several nonsplitting SL methods are developed. Here, we mention the conservative SL multi-tracer transport methods (CSLAM) [30, 27] and the SL spectral element transport methods [17, 5] . The first nonsplitting SLDG scheme is proposed in [42] . Such a method is based on a flux difference form but subject to a CF L time step restriction, which degrades its computational efficiency to some extent.
Recently, a line of research has been carried out for the development of non-splitting SLDG methods [31, 6, 7, 8] . The proposed methods are unconditionally stable, leading to immense computational efficiency. Meanwhile, the implementation is much more involved than the splitting counterpart.
In this paper, we review the recent development of the state-of-the-art SLDG methods and systematically compare these methods in various settings. Our goal is to provide a practical reference guide and present extensive numerical results with an emphasis on the study of the accuracy and error versus CPU time. Based on our investigation, we observe that the splitting SLDG method may be preferred due to its simplicity of implementation, especially when small CF Ls are needed for accuracy. On the other hand, when large CF Ls are used and the splitting error becomes pronounced, the non-splitting SL DG methods are preferred for long time simulations. For example, for the nonlinear incompressible flow simulation, the non-splitting method is more efficient and effective, even though its implementation demands a large amount of human effort. Our simulation results demonstrate that the non-splitting method performs better.
The rest of the paper is organized as follows. In Section 2, we review the existing SLDG methods for solving linear and nonlinear problems. In Section 3, we compare performances of SLDG methods via extensive numerical experiments with an emphasis on efficiency comparison between the splitting and non-splitting formulations. The concluding remark is provided in Section 4.
A Zoo of Semi-Lagrangian discontinuous Galerkin methods
In this section, we review several SLDG formulations to date. We start with 1D formulations for transport. When extending to multi-dimensions, we discuss both splitting and non-splitting strategies. We will highlight the key differences in the scheme formulations together with implementations, and compare their performances in the numerical section.
One-dimensional SLDG methods
Consider the following 1D linear transport equation
with proper initial and boundary conditions. For simplicity, we consider periodic boundary conditions in this paper. Here a(x, t) is a velocity field, that could be space and time dependent. The domain is partitioned by non-overlapping intervals, i.e., Ω = ∪ j I j where
]. We
as the length of an element and denote h = max j ∆x j as the mesh size.
We further denote t n as the discrete n-th time level with ∆t n = t n+1 − t n being the n-th time stepping size. We define the finite dimensional DG approximation space, V k h = {v h : v h | I j ∈ P k (I j )}, where P k (I j ) denotes the set of polynomials of degree at most k over I j . Next we review several SLDG formulations proposed in the past two decades [42, 43, 24, 6 ].
SLDG method based on characteristic Galerkin weak formulation
Based on the characteristic Galerkin weak formulation [24] , we let the test function ψ(x, t) solve the adjoint problem satisfying the final value problem ψ(t = t n+1 ) = Ψ(x) with ∀Ψ ∈ P k (I j ),
2) is in the convective form, hence the solution stays constant along a characteristic trajectory. Such a strategy has been used in the ELLAM settings (see, e.g., [10, 28, 18, 48] ) with continuous finite elements. It can be shown that [24] 
where I j (t) is a dynamic interval bounded by characteristics emanating from cell boundaries of
3) leads to the following SLDG weak formulation. Given u n ∈ V k h , we seek
where
] with x j± 1 2 being the feet of trajectory emanating from (x j± 1 2 , t n+1 ) at the time level t n . To update the numerical solution u n+1 , we need to evaluate the integral on the right-hand side (RHS) of equation (2.4). Below we review the procedure proposed in [6] .
(1) Choose k + 1 interpolation points x j,q , q = 0, . . . , k, such as the Gauss-Lobatto points over the interval I j , and locate the feet x j,q by numerically solving the following trajectory equation: (2) Recall that the test function ψ solves the final-value problem (2.2) and hence stays constant along the characteristics, i.e., ψ(x j,q , t n ) = Ψ(x j,q ). Now we are able to determine the unique polynomial Ψ (x) of degree k which interpolates ψ(x, t n ) with (x j,q , Ψ(x j,q )) for q = 0, · · · , k. ].
Figure 2.1: Schematic illustration for the 1D SLDG scheme in [6] .
(4) Lastly, the RHS of (2.4) is approximated by
Note that the integrands in (2.6) are polynomials of degree 2k; thus the integration can be evaluated exactly. [24, 31] . In the case of having constant advection coefficient, the procedure in [24, 31] and the one reviewed above [6] are equivalent; they are also equivalent to the shift-projection strategy in the SLDG scheme as proposed in [44] . In the case of the variable coefficient, the procedure reviewed above as proposed in [6] can be better generalized to the two-dimensional case in Section 2.3.
SLDG methods based on a flux difference form
There exist two SLDG methods based on a flux difference form in the literature [42, 41] . Such methods are motivated by the standard DG method for solving hyperbolic conservation laws.
Multiplying (2.1) by a time-independent test function Ψ, integrating the resulting equation over I j and performing integration by parts yields
Instead of coupling a time integrator in the method-of-lines fashion, the SLDG methods make use of the characteristic tracing mechanism. In particular, we further integrate (2.7) over time interval [t n , t n+1 ] and define the SLDG method accordingly. Given data u n ∈ V k h , we seek 
,s denote the feet of the characteristic trajectories emanating from the points (x j+ 1 2 , t n,s ), s = 0, . . . , p, see the left panel in Figure 2 .2, and w n,s denote the associated quadrature weights. As pointed out in [41] , S t (u n ) may be a discontinuous function on [t n , t n+1 ] for large time step evolution, e.g, CF L ≥1, due to the discontinuous nature of u n . In such a case, a numerical quadrature rule in time may suffer from some stability issue, making the SLDG formulation only conditionally stable.
To remedy the drawback, an alternative SLDG method is developed in [41] , which makes use of the divergence theorem in order to convert the integrals in time into the integrals in space. We still consider the third integral on the RHS of (2.8) as an example. A direct application of the divergence theorem to the integral form of DG formulation (2.7) over domain Ω j+
Hence, numerical quadrature rules are applied to the integrals in space only and in the subintervalby-subinterval manner, see the right panel in Figure 2 .2, leading to an unconditionally stable SLDG method. Figure 2 .2: Schematic illustration for the 1D SLDG scheme in [42] (a) and the scheme in [40] (b).
Remark 2.2.
Since the SLDG method in [42] is only conditionally stable, the efficiency is limited to some extent. On the other hand, such a formulation can be directly generalized to the multidimensional case without operator splitting. For the SLDG method with the divergence theorem [40] , its direct generalization to a multi-dimensional problem is much more difficult and technically involved, thus dimensional splitting is often used as discussed in Section 2.2. 
Two-dimensional SLDG methods with operator splitting
Next we discuss the extension of the 1D SLDG formulations to the two-dimensional (2D) case via dimensional splitting. Consider the following 2D transport equation
with a proper initial condition u(x, y, 0) = u 0 (x, y). Here, (a(x, y, t), b(x, y, t)) is a prescribed velocity field depending on time and space. Boundary conditions are periodic for simplicity. The rectangular domain Ω is partitioned in terms of a Cartesian mesh with each computational cell
, y j+ 1 2 ]. In the dimensional splitting setting, we use the piecewise Q k tensor-product polynomial spaces. Hence, there are (k + 1) 2 degrees of freedom per computational cell.
Note that all the 1D SLDG formulations introduced in section 2.1 can be extended to the 2D case via operator splitting. Below, we present a general framework of splitting SLDG algorithms.
(1) Locate (k + 1) 2 tensor-product Gaussian nodes on cell A ij : (x i,p , y j,q ), p, q = 0, · · · , k. For example, see Figure 2 .3 (left) for the case of k = 2.
(2) Split the equation (2.9) into two 1D advection problems based on the quadrature nodes in both x-and y-directions: method is developed in [44] for solving the VP system.
Two-dimensional SLDG method without operator splitting
Recently, a class of high order non-splitting SLDG methods is under great development [6, 7, 8] and in [31] for unstructured meshes. They are unconditionally stable and mass conservative. Below we briefly describe the 2D SLDG algorithm proposed in [6] , which is a direct generalization of 1D algorithm in Section 2.1. We assume that the domain Ω is rectangular and is partitioned by a set of non-overlapping tensor-product rectangular elements A j , j = 1, . . . , J. We remark that, unlike the splitting formulation, such a non-splitting SLDG method is based on a truly multidimensional formulation and hence allows for an unstructured mesh [31] . We then define the finite dimensional DG approximation space, Similar to the 1D case, we need the weak formulation of characteristic Galerkin formulation [24, 6] . Specifically, let the test function ψ(x, y, t) satisfy the adjoint problem with Ψ ∈ P k (A j ),
Then, we have the identity
where ‹ A j (t) is the dynamic cell, moving from the Eulerian cell A j at t n+1 , i.e.,
backward in time by following the characteristics trajectories. We denote ‹ A j (t n ) as A j , i.e., the upstream cell bounded by the red curves in Figure 2 .4. The SLDG method is defined as follows.
As in the 1D case, the main difficulty lies in the evaluation of the RHS in (2.14). Below, we briefly discuss the procedure.
Denote c q , q = 1, · · · , 4 as the four vertices of A j with the coordinates (x j,q , y j,q ). We trace characteristics backward in time to t n for the four vertices by numerically solving the characteristics equations,
and obtain c q with the new coordinate (x j,q , y j,q ), q = 1, · · · , 4. For example, see c 4 and c 4 in Figure   2 .4. The upstream cell A j can be approximated by a quadrilateral determined by the four vertices c q . Note that u n is a piecewise polynomial based on the partition. Then the integral over A j has to be evaluated subregion-by-subregion. To this end, we denote A j,l as a non-empty overlapping region between the upstream cell A j and the background grid cell A l , i.e., A j,l = A j ∩ A l , A j,l = ∅, and define the index set ε j := {l|A j,l = ∅}, see Figure 2 .4 (b). The detailed procedure of detecting A j,l can be found in [6] . The integral over the upstream cell A j is broken up into the following integrals,
Furthermore, ψ(x, y, t n ) is not a polynomial in general, posing additional challenges for evaluating the integrals on the RHS of (2.16). On the other hand, if the velocity field (a, b) is smooth, then ψ(x, y, t n ) is smooth accordingly and can be well approximated by a polynomial. The following procedure is then proposed.
1. Least-squares approximation of test function ψ(x, y, t n ). We use a least-squares procedure to approximate the test function ψ(x, y, t n ) by a polynomial, based on the fact that ψ stays constant along characteristics. In particular, for k = 1, we reconstruct a P 1 polynomial Ψ (x, y) by least-squares with the interpolation constraints Ψ (x j,q , y j,q ) = Ψ(x j,q , y j,q ), q = 1, . . . , 4.
Then,
2. Line integral evaluation via Green's theorem. Note that the integrands on the RHS of (2 .17) are piecewise polynomials. To further simplify the implementation, we make use of Green's theorem. We first introduce two auxiliary polynomial functions P (x, y) and Q(x, y) such that
Then area integral A j,l u n Ψ (x, y)dxdy can be converted into line integrals via Green's theorem, i.e.,
see Figure 2 .4 (b). Note that the choices of P and Q are not unique, but the value of the line integrals is independent of the choices. For the implementation details, see [6] .
Remark 2.5. The quadrilateral approximation to upstream cells is second order accurate. To achieve third order accuracy, one can use the quadratic-curved quadrilateral approximation, see [6] for more details.
SLDG schemes for nonlinear models
In this subsection, we discuss the application of the SLDG methods in nonlinear modelings, e.g. the nonlinear VP system, the guiding center Vlasov equation, and the incompressible Euler equation.
1. Vlasov-Poisson system. We consider the 1D1V VP system,
Here x and v are the coordinates in the phase space (x, v) ∈ Ω x × R, f (x, v, t) is the probability distribution function describing the probability of finding a particle with velocity v at position x and at time t. Note that in the Vlasov equation (2.19) , f is accelerated by the electric field E which is determined by Poisson's equation (2.20) . φ is the self-consistent electrostatic potential, and ρ(x, t) = R f (x, v, t)dv − 1 denotes charge density. Here, we assume that infinitely massive ions are uniformly distributed in the background. We recall several conserved quantities in the VP system below, which should remain constant in time:
• L p norm, 1 ≤ p ≤ ∞:
21)
• Energy:
22)
• Entropy: 26) where the unknown variable ρ denotes the charge density of the plasma, and E, determined by E = −∇Φ, is the electric field. Despite their different application backgrounds, the above two models indeed have an equivalent mathematical formulation up to a sign difference in
Poisson's equation. For both models, the following physical quantities remain constant over time
• Enstrophy:
The splitting SLDG methods for linear transport can be directly applied to both nonlinear models. Below, we summarize the procedures. The notation is consistent with that used in Section 2.2.
(1) For the VP system (2.19), we follow the classic SL approach with Strang splitting [11, 44, 40, 41, 16] . Over one time step ∆t, we perform the following steps: When applying the 2D SLDG methods for the nonlinear Vlasov and incompressible Euler models, the main difficulty is to track nonlinear characteristics with high order temporal accuracy. We adopt the two-stage multi-derivative prediction-correction algorithms as proposed in [38] for the VP system and in [50] for the Euler equation and the guiding center model. We refer the reader to [7, 8] for details.
Numerical tests
In In our notation, we denote the splitting SLDG method using Q k approximation spaces as Q k SLDG-split, and denote the non-splitting SLDG method using P k approximation space as P k SLDG. For the non-splitting SLDG method, when the quadratic-curves quadrilateral approximation is used to approximate upstream cells, such a method is denoted as P k SLDG-QC. For the splitting method, we always employ the second order Strang splitting as discussed in Section 2.4. The time step is set as
where a and b are maximum transport speed in x-and y-directions, respectively. CF L number is specified for comparison with the RKDG formulation, whose CF L upper bound is 1/(2k + 1) with k being the degree of the polynomial. 
2D linear passive-transport problems
with periodic boundary conditions and the initial condition u(x, y, 0) = sin(x + y). The exact solution is u(x, y, t) = sin(x + y − 2t). Note that for this example, since the convection operators in x-and y-directions commute, there is no splitting error. Table 3 .1 summarizes the L 2 and L ∞ errors, the associated orders of convergence, and CPU cost for Q k SLDG-split and P k SLDG for k = 1, 2. We let the final time T = π, and consider CF L = 2.5 and CF L = 10.5. The expected k + 1-th order convergence is observed for all cases. It is also observed that the error magnitude by Q k SLDG-split is smaller than that by P k SLDG. This is because Q k has more degrees of freedom than P k and hence enjoys better approximation property, even though their approximation rates are the same. By comparing the CPU cost of Q k SLDG-split and P k SLDG with the same CF L, we observe that Q k SLDG-split is more efficient than P k SLDG, which is ascribed to the absence of splitting error as well as the simplicity of the 1D implementation procedure for Q k SLDG-split.
Example 3.2. (Rigid body rotation.) Consider
3) Table 3 .1: P k SLDG and Q k SLDG-split (k = 1, 2) for (3.2) with u(x, y, 0) = sin(x + y) at T = π. We first consider a circular symmetry initial condition u(x, y, 0) = exp(−x 2 − y 2 ) and run the simulations to T = 20π (10 periods of rotation) with CF L = 2.5 and CF L = 10.5. Table 3.2 summarizes the L 2 and L ∞ errors, the associated orders of convergence and CPU cost of both SLDG methods. It is observed that Q k SLDG-split produces results with smaller error magnitude and at the same time requires less CPU time compared with P k SLDG. Indeed, even with a large CF L = 10.5, the spatial error from Q k SLDG-split discretization still dominates the splitting error due to the symmetry of the solution. Then, we take another initial condition u(x, y, 0) = exp(−x 2 − 10y 2 ), for which the circular symmetry no longer holds. and L ∞ errors, the associated orders of convergence and CPU cost of both methods with CF L = 2.5
and CF L = 10.5 at T = 20π. We observe that, for CF L = 2.5, Q k SLDG-split performs better than P k SLDG in terms of CPU efficiency, due to the fact that the the spatial error still dominates the splitting error. While for a large CF L = 10.5, the splitting error in time becomes significant and hence dominates the total numerical error for Q 2 SLDG-split. In particular, second order convergence due to Strang splitting is observed, and the error magnitude of Q 2 SLDG-split is much larger than that of P k SLDG with the same configuration. To better understand the splitting error in time, we test the temporal accuracy of both schemes by varying CF L with a fixed mesh of 160 × 160 cells, see Table 3 .4. It is observed that Q 2 SLDG-split suffers a second order splitting error, and the approximation quality deteriorates quickly as CF L increases. On the other hand, P 2 SLDG with CF L as large as 25 can still provide an accurate approximation to the solution.
The error magnitude stays nearly the same as CF L increases, indicating the dominating spatial error and relatively small temporal error even with large CF Ls. Table 3 .2: P k SLDG and Q k SLDG-split (k = 1, 2) for (3.3) with u(x, y, 0) = exp(−x 2 − y 2 ) at T = 20π. in [32] is more challenging than the rigid body rotation due to the space-and time-dependent flow Table 3 .3: P k SLDG and Q k SLDG-split (k = 1, 2) for (3.3) with u(x, y, 0) = exp(−x 2 − 10y 2 ) at T = 20π. field. In particular, along the direction of the flow, the initial function becomes largely deformed at t = T /2, then goes back to its initial shape at t = T as the flow reverses. If this problem is solved up to T , we call such a procedure one full evolution. Note that unlike the previous two examples, the upstream cells are no longer rectangular, and hence the quadratic-curved quadrilateral approximation is expected to capture the geometry of the upstream cells more accurately than the quadrilateral approximation. However, regarding the efficiency, the quadrilateral approximation is already adequate for k = 1, since the DG appropriation is second accurate. The efficiency benefit of using more costly quadratic-curved quadrilateral approximation is more evident for k = 2.
We test order of accuracy for P k SLDG(-QC) and Q k SLDG-split for k = 1, 2 up to T /2, i.e., half of one full evolution, and summarize the results in Tables 3.5. Note that as the exact solution is not available, we pre-compute a reference solution by P 2 SLDG-QC with a refined mesh of 320 × 320 cells and CF L = 2.5. As expected, the (k + 1) th order convergence is observed for P k SLDG(-QC) and the second order convergence is observed due to the splitting error. More specifically, when comparing P 1 SLDG and Q 1 SLDG-split, error magnitude from the splitting one is relatively smaller, which again is ascribed to the fact that despite the same convergence rate, Q 1 delivers better approximation performance than P 1 . Further, when comparing P 2 SLDG-QC and Q 2 SLDG-split, the splitting method does not perform as well as the non-splitting one in terms of error magnitude, due to its splitting error.
We then perform the accuracy test in time with a fixed mesh of 160 × 160 cells and different CF Ls ranging from 5 to 25. The reference solution is computed by P 2 SLDG-QC with the same mesh but using a small CF L = 0.1. We report the results in Table 3 .6. The second order Strang splitting error is clearly observed in the Table. It is also observed that, P 2 SLDG-QC significantly outperforms Q 2 SLDG-split in terms of error magnitude. The two methods consume comparable CPU time with the same simulation configuration.
We also test the convergence for one full evolution and summarize the results in Table 3 .7 for P k SLDG(-QC) and Q k SLDG-split, k = 1, 2, with CF L = 2.5 and CF L = 10.5. It is observed that the errors after one full evolution are less than those at one half evolution. Such a super performance is ascribed to the special error cancellations (coming from some symmetry in the solution movement along the flow) as explained in [4] . In addition, the error cancellation also makes the splitting error less pronounced for Q k SLDG-split. This is an example, in which special cancellation of errors plays a role in comparing schemes' performances.
Vlasov-Poisson system
In this subsection, we compare the performances of the splitting and non-splitting SLDG methods for solving the 1D1V VP system (2.19). We focus on the strong Landau damping test. The observations for other benchmark tests including the two stream instability I [19] , two stream instability Table 3 .5: Swirling deformation flow. P k SLDG(-QC) and Q k SLDG-split (k = 1, 2) for (3.4) with the smooth cosine bells (3.5) at T /2 = 0.75. A reference solution is solved by P 2 SLDG-QC with CF L = 2.5 and a mesh of 320 × 320 cells. II [47] and bump-on-tail instability [1, 23] are similar, thus are omitted for brevity. For the nonsplitting SLDG method, we employ high order characteristics tracing schemes as proposed in [7] .
In particular, we couple P 1 SLDG with a second order characteristic tracing scheme and couple P 2 SLDG-QC with a third order characteristic tracing scheme, and denote the resulting methods as Table 3 .7: Swirling deformation flow. P k SLDG(-QC) and Q k SLDG-split (k = 1, 2) for (3.4) with the smooth cosine bells (3.5) at T = 1.5. P 1 SLDG-time2 and P 2 SLDG-QC-time3, respectively. We apply the positivity-preserving limiter [56] for all nonlinear test examples. 
where α = 0.5 and k 0 = 0.5. This problem has been numerically investigated by several authors, e.g. see [41, 14, 49, 57, 29] . First, we perform the comparison for Q k SLDG-split and P k SLDG-
The results are reported in Table 3 Figure 3 .6, respectively. The splitting scheme outperforms the non-splitting one, as the temporal splitting error is not dominating, and Q k provides better approximations than P k polynomials. 
2D incompressible Euler equations and the guiding center Vlasov model
In this subsection, we compare the performance of the SLDG methods for solving the 2D incompressible Euler equation in the vorticity-stream function formulation (2.24) and the guiding center Vlasov model (2.25). As with the VP system, we have to couple a high order characteristics tracing mechanism for the non-splitting SLDG method. For the notational convenience, below P k SLDG(-QC)-P r LDG-time(k + 1)-CFLs denotes the non-splitting SLDG scheme with P k polynomial space, using the P r LDG scheme for solving Poisson's equation, the (k + 1) th order scheme in characteristics tracing, and CF L = s. As mentioned in [8] , the choice of using the P k or P k+1 LDG solver,
i.e., r = k or k + 1, for Poisson's equation is a trade-off between accuracy (effectiveness in resolving solutions) and CPU cost. In the simulations, we let r = k + 1 for the accuracy test only and let r = k otherwise. See [8] for more detailed discussion. and periodic boundary conditions. The exact solution stays stationary as ω(x, y, t) = −2 sin(x) sin(y). Here we solve the problem up to T = 1 with CF L = 1. We test the accuracy and CPU cost for Q k SLDG-split-P k+1 LDG-CFL1 and P k SLDG(-QC)-P k+1 LDG-time(k + 1)-CFL1, k = 1, 2, and summarize results in Table 3 .9. Expected second and third order convergence is observed for P 1 SLDG-P 2 LDG-time2 and P 2 SLDG-QC-P 3 LDG-time3, respectively. Only first order of convergence is observed for the splitting scheme due to the first order error in tracing characteristics, even if the second order Strang splitting is used. It is evident that the non-splitting method is more efficient due to its genuine high order accuracy in both space and time. 
where δ = 0.05 and ρ = π/15. As time evolves, the shear layers quickly develop into roll-ups with thinner and thinner scales. Eventually, with a fixed mesh, the full resolution of the structures will be lost for any methods. This problem has been tested by the high order Eulerian finite difference ENO/WENO method in [15, 25] , the high order SL WENO scheme in [39, 12, 51, 50] , the DG method in [34, 56, 58] and the spectral element method in [21, 53] . We solve this problem up to T = 8 and present the surface plots of ω for both SLDG methods in Figure 3 .7. The solutions by the splitting scheme (left) and non-splitting scheme (middle) are compared against the reference solution (right) computed by the same methods with a doubly refined mesh. In Figure 3 .8, we
further compare the 1D cuts of the numerical solutions along x = π. It is observed that the nonsplitting SLDG method performs much better in correctly resolving solution structures than the splitting counterpart. We also plot the time history of the relative deviations of energy and entropy in Figure 3 .9, using a mesh of 100×100 cells and CF L = 1. Again, the non-splitting SLDG method does a better job of conserving the physical invariants than the splitting counterpart. and periodic boundary conditions on the domain [0, 4π] × [0, 2π]. We let k 0 = 0.5, and hence create a Kelvin-Helmholtz instability [45] . In the literature, this problem was well studied by many authors. In Figure 3 .10, we present the surface plots of charge density ρ at T = 40 by the two SLDG methods with a mesh of 100 × 100 elements. The reference solution with a doubly refined mesh is provided as well. We further compare the numerical solutions via their 1D cuts along the line y = π in Figure 3 .11. As with the previous example, we observe that the solutions by the non-splitting SLDG method match the reference solution more closely. Furthermore, the non-splitting method is able to better conserve energy and enstrophy of the system than the splitting counterpart, see 
Conclusion
In this paper, we review several SLDG methods and compare their performance for solving 2D linear transport problems, and nonlinear Vlasov and incompressible Euler equations. The performances of SLDG schemes in terms of error magnitude, order of accuracy, CPU cost, resolution of complicated solution structures, as well as their ability to conserve important physical invariants were benchmarked through extensive numerical experiments. In general, when the geometry is simple, and smaller CF L is needed for accuracy, the scheme based on dimensional splitting together with 1D SLDG formulation is preferred for its simplicity in implementation; when larger CF L is desired for efficiency without significantly sacrificing accuracy, the truly multi-dimensional SLDG scheme is preferred for its efficiency and efficacy in resolving solutions using a relatively coarse mesh and extra large time stepping sizes. 
