The three-dimensional Hilbert transform takes scalar data on the boundary of a domain Ω ⊆ R 3 and produces the boundary value of the vector part of a quaternionic monogenic (hyperholomorphic) function of three real variables, for which the scalar part coincides with the original data. This is analogous to the question of the boundary correspondence of harmonic conjugates. Generalizing a representation of the Hilbert transform H in R 3 given by T. Qian and Y. Yang (valid in R n ), we define the Hilbert transform H f associated to the main Vekua equation DW = (Df /f )W in bounded Lipschitz domains in R 3 . This leads to an investigation of the three-dimensional analogue of the Dirichlet-to-Neumann map for the conductivity equation.
Introduction
The aim of this paper is to show the existence of a natural "Hilbert transform" H f associated to the main Vekua equation (31) in a bounded Lipschitz domain Ω ⊆ R 3 , in the generality of solutions in the Sobolev space H 1/2 (∂Ω). This is a system of real equations in the dress of a quaternionic formula. The scalar part of a solution of the main Vekua equation satisfies a conductivity equation, while the vector part satisfies a double curl-type equation coupled with the condition of being divergence free (see (34) and (33) below). Our construction of H f is inspired by the Hilbert transform given by T. Qian and others for the monogenic case of the Vekua equation, defined in terms of the component operators of the principal value singular Cauchy integral operator and an inverse operator related to layer potentials [6, 43, 44] . In the literature the Hilbert transform has sometimes been mistakenly identified with the vector part of the boundary value of the Cauchy integral, since they happen to coincide for half spaces in R n [44, p. 758] and for the unit disk in the plane [6, Example 2.7(2)]. However, this does not hold for general domains, including higher dimensional balls [6, Example 2.7(3)].
The conductivity equation describes the behavior of an electric potential in a conductive medium. In 1980, A. P. Calderón [15] posed the question of whether it is possible to determine the electrical conductivity of a medium by making measurements at the boundary. Results obtained since then on the solvability, stability, uniqueness, and other properties of the Dirichlet problem associated to this kind of elliptic second order differential equation in R n for n ≥ 3 (e.g. Lemma 4.1 below and [32, 50] ) will be essential in the development of the present work. This inverse problem is the subject of Electrical Impedance Tomography; for more about medical applications of the conductivity equation see [29] . A series of articles of Brackx et al. [11, 12, 13] study the relationship between the Hilbert transforms and conjugate harmonic functions in the context of Clifford algebras on the unit sphere.
The outline of the paper is as follows. In Section 2 we present the notation with basic facts of quaternionic analysis. In Section 3 some operator properties related to boundedness and invertibility of the Hilbert transform H are given, as well as an explicit form for its adjoint. This is followed by the introduction of the scalar and vector Dirichlet-to-Neumann maps for the monogenic case. In Section 4 we construct the "Vekua-Hilbert transform" H f associated to the main Vekua equation in bounded Lipschitz domains of R 3 , and establish some basic facts related to the elements of its construction. In Section 5 we connect the Vekua-Hilbert transform with the scalar and vector Dirichlet-to-Neumann maps for the conductivity equation, and verify the continuous dependence on the boundary values of the conductivity f 2 for the Vekua-Hilbert transform H f and the quaternionic Dirichlet-to-Neumann map. In an Appendix we use the ingredients of the article to present an improved generalized solution of the div-curl system, removing the previous requirement of star-shapedness of the domain [20] .
Preliminaries
We follow almost entirely the notation in [27] regarding quaternions and the basic integral operators related to hyperholomorphic (or monogenic) functions. In particular e 0 = 1 denotes the multiplicative unit of the noncommutative algebra H of quaternions, while the nonscalar units are e 1 , e 2 , e 3 and satisfy e i e j = −e j e i for i = j. A quaternion is x = x 0 + 3 i=1 e i x i = Sc x + Vec x ∈ H (x i ∈ R, Sc x = x 0 ) and we freely identify the subspaces Sc H, Vec H with the real numbers R and Euclidean space R 3 respectively. For a domain Ω ⊆ R 3 ⊆ H we have function spaces such as C r (Ω, H) and in particular the Sobolev spaces 
is a surjective, bounded linear operator with a continuous right inverse. When p = 2, we will use the usual notation H 1/2 (∂Ω, H) = W 1−1/2,2 (∂Ω, H). Whenever ∂Ω is mentioned we specify the smoothness required for applying the basic facts about Sobolev spaces. For facility of notation, we will write tr + w( x) and tr − w( x) for the non-tangential limit of w( y) as y ∈ Ω ± tends to x ∈ ∂Ω, where Ω + = Ω and Ω − = R 3 \ Ω. The above applies to the Sobolev subspaces with R or R 3 in place of H. We gather in Theorem 2.1 below the facts we will need about certain integral operators on these spaces.
Quaternionic analysis
From now on x ∈ R 3 ⊆ H. The Moisil-Teodorescu (or Cauchy-Riemann or occasionally, Dirac) differential operator
applied on the left to w = w 0 + w gives
A function w ∈ C 1 (Ω, H) is called monogenic in Ω when Dw = 0 and we write w ∈ M(Ω). Thus w ∈ M(Ω) if and only if div w = 0, curl w = − grad w 0 .
From ∆w 0 = −D 2 w 0 , we have M(Ω) ⊆ Har(Ω, H). Write Sol(Ω, R 3 ) and Irr(Ω, R
3 ) for the fields with vanishing divergence (solenoidal) and vanishing curl (irrotational), respectively, and
for the solenoidal-irrotational vector fields (vectorial monogenic constants). The Cauchy kernel is the SI vector field
The Cauchy operator
is related to the Teodorescu transform
by the Borel-Pompeiu formula
The Teodorescu transform acts as the right inverse operator of D, DT Ω [w] = w, valid for quaternionic w with appropriate continuity suppositions. The three-dimensional singular Cauchy integral operator
satisfies S 2 ∂Ω = I and also the Plemelj-Sokhotski formulas
from this it is seen that S ∂Ω [ϕ] = ϕ is necessary and sufficient for ϕ to represent the boundary values of a monogenic function defined in Ω; i.e. ϕ = tr + F ∂Ω [ϕ]; the opposite condition S ∂Ω [ϕ] = −ϕ is necessary and sufficient for ϕ to have a monogenic continuation into the exterior domain Ω − vanishing at ∞.
The abovementioned operators are connected with the single-layer potential [16, 40] 
and with the boundary single-layer operator tr M obtained by evaluating the integral in (10) for x ∈ ∂Ω, thus extending M to all of R 3 . The integral operator (6) makes sense when w is integrable, as do the operators (5), (8) 
(b) The singular Cauchy integral operator [41, p. 421]
(c) The single-layer potential [17, p. 38 ] 
Components of the Cauchy and singular Cauchy integral operators
Following the notation of the decomposition used in [20] we write
where
In a similar way we give a decomposition of the Cauchy operator [26, Theorem 2.5.5]
Let η denote the unit normal vector to ∂Ω.
into the normal and tangential components
for x ∈ R 3 \ ∂Ω. Analogously to [20, Proposition 3.2] for T Ω , the components of F ∂Ω can be expressed in terms of the single-layer potential M of (10),
where 
Note that S ∂Ω is a right H-linear operator, and in particular for real-valued functions ϕ 0 , Sc
. We will frequently use the fact that since a scalar constant c 0 ∈ R is monogenic, S ∂Ω [c 0 ] = c 0 , so
The operators K 0 and
respectively have as adjoints
, respectively, where the duality pairing of Hvalued functions is Sc ∂Ω ϕ( y)ψ( y) ds y and 1/p + 1/q = 1.
Let A denote the boundary averaging operator
(with σ Ω chosen so that
The operator K 0 has been thoroughly studied due to its importance in solving the Dirichlet Problem, and has very good properties [18, 31] ; for example on a C 1,γ (γ > 0) domain b) ), respectively. We will always assume that the complement of Ω is connected. When Ω is a bounded Lipschitz domain, although Fredholm theory is not applicable, it is possible to verify the invertibility of I + K 0 . We summarize here the results on self mappings that we will need. Proposition 2.2. [18, 31] There is ǫ(Ω), depending only on the Lipschitz character of ∂Ω, such that
Proof. Part (a) was established in [52, Theorem 3.1] for p = 2, and then in [18, Theorem 4.17] it was extended for 2 − ǫ(Ω) < p < ∞.
To prove (b), let 1 < p < 2 + ǫ(Ω). In the proof of [52, Theorem 3.3] it is shown that 
Proof. Let w 0 ∈ W 1,2 (Ω, R), ϕ 0 = tr w 0 . Apply (7) to w 0 and take the trace, and then apply (9):
Now take the scalar and vector parts.
Hilbert transform for monogenic functions
Before entering on the investigation of the Vekua equation in domains in R 3 , we begin our study of the Hilbert transform in the much simpler case of monogenic functions of three variables. This refers to a linear operator which produces the boundary values of the vector part of a monogenic function, given the boundary values of the scalar part, thus generalizing the classical operator defined by D. Hilbert for the unit disk or upper half plane in C. This problem has been studied in the context of Clifford algebras for the unit sphere in R n in [44, 12] and for k-forms in Lipschitz domains in [6] .
Definition of H
From now on Ω will be a C 1,γ bounded Lipschitz domain with connected boundary, γ > 0 and 1 < p < ∞ or Ω will be a bounded Lipschitz domain 2−ǫ(Ω) < p < ∞ (unless another range of p be specified). Then the operators
We recall the construction which was given in [43, 44] for bounded Lipschitz domains and for the unit ball in R n . Specifically when n = 3, the Hilbert transform
is defined as
with K 0 , − → K given in (16) , and h 0 = 2(I +K 0 ) −1 ϕ 0 . By the Plemelj-Sokhotski formula (9), the non-tangential boundary limits of F ∂Ω [h 0 ] exist, and since h 0 is R-valued, for x ∈ ∂Ω we have
is the boundary value of the monogenic function F ∂Ω [h 0 ] in Ω, which justifies calling H a Hilbert transform. The image of the Hilbert transform H belongs to the space of boundary functions whose harmonic extension is divergence free because from (2) and the construction (19) , the vector part of the monogenic extension
From Proposition 2.3 observe that the identity 2
Properties of H and its adjoint and inverse
We derive some basic facts of the Hilbert transform H, as well as for the adjoint and a left inverse of H. At the end of this subsection we will see that H belongs to the class of semi-Fredholm operators. The Hilbert operator H is a bounded and non-compact operator in the L p norm. The boundedness was proved for the ball in [44, Theorem 6] and for Lipschitz domains in [43, Theorem 3.2] . If H were compact, then − → K would also be compact, since
14] on C 1 domains, S ∂Ω would then be compact by the decomposition (16) , and then S 2 ∂Ω = I would also be compact, which is absurd.
When we restrict the domain of the Hilbert transform H to Sobolev space, the property of boundedness is preserved. Recall the value ǫ(Ω) discussed in Proposition 2.2.
Theorem 3.1. Let Ω be a bounded Lipschitz domain. The restriction
of the Hilbert transform H is a bounded operator when 1 < p < 2 + ǫ(Ω), and also when 1 < p < ∞ and Ω is a C 1,γ Lipschitz domain, γ > 0.
Proof. We have noted that K is bounded, so the statement follows from (19) and Proposition 2.2, parts (b) and (c).
From this it is straightforward to obtain the explicit form of the adjoint of H. Write ǫ
is bounded on
We now discuss the invertibility of H. The identity S 2 ∂Ω = I combined with (16) , when applied to real-valued functions, produces the identities
and
The equation (23) will be particularly useful; the last three play a similar role to the commutative relations enjoyed by the Riesz transforms R i (i = 1, 2, 3) in a half space of R 3 [35, p. 91 ]. In [43, 44] reference is made to the inverses of I ± K 0 (see also [31] ). However, we observe the following. Proposition 3.3. Let Ω be Lipschitz and ǫ
Proof. Let c 0 ∈ R. Then (17) shows that c 0 ∈ Ker(I − K 0 ). We now verify that the only elements of Ker(I − K 0 ) are constants. Since the adjoint
it follows from the Banach Closed Range Theorem that the image is Im (I
where A is the boundary averaging operator (18) . Then by (17) ,
Note also that K 0 does not interfere with the averaging process: 
We have used the notational convention
which we will use whenever T = (19) and (23),
where the last equality uses AK 0 = A.
The proof of the non-compactness of H fails in the case of bounded Lipschitz domains because K 0 need not be compact [22] . However, the existence of its left inverse automatically guarantees the non-compactness. Other straightforward consequences are the following. 
(b) The left inverse G of the Hilbert transform is a bounded and noncompact operator.
From (24) and
We now look at the question of the images under G of the boundary values of SI vector fields. Write SI(∂Ω) for the space of boundary values of SI vector fields in Ω which extend to Ω, which we recall from (3) are the purely vectorial monogenic constants. Since SI vector fields are harmonic, the SI extension of ϕ ∈ SI(∂Ω) to the interior is unique. The elements of SI(∂Ω) are annihilated by G, more precisely Proof. It is enough to prove that when the domain of H is restricted to
. By Proposition 3.4, G * • H * = I, so H * is surjective. As a consequence of the Banach Closed Range theorem, H has closed range.
Since R = Ker H = Ker − → K and Im H = Im − → K , the vector operator − → K is also left semi-Fredholm.
Dirichlet-to-Neumann map
Intimately related to the Hilbert transform is the Dirichlet-to-Neumann (D-N) operator [7] , which plays a fundamental role in the study of elliptic partial differential equations. In the rest of this article we restrict to the case p = 2 and work in domains Ω with Lipschitz boundary.
The following Hilbert spaces associated with the operators div and curl appear in many electromagnetism problems. Following [19 
Observe that the conditions defining these spaces are weaker than requiring grad u to be in
, but for the opposite containment it is necessary to add certain boundary conditions; see Proposition 3.7 below for the required constraints. This result is sometimes enunciated as Friedrichs' inequality; references include [3, 37, 46] .
The normal and tangential trace operators [19] γ n ( u) = u| ∂Ω · η, γ t ( u) = u| ∂Ω × η.
are defined on W 2,div (Ω, R 3 ) and W 2,curl (Ω, R 3 ) respectively. They are weakly defined as
(Ω, R 3 ) and W
2,curl 0
(Ω, R 3 ) be the kernels of the trace operators γ n and γ t , respectively. 
, respectively, where C > 0 only depends on ∂Ω.
with the norm u 2
[3, Theorems 2.8, 2.9, 2.12], [53] . 
have finite dimension.
With these preliminaries we introduce the "quaternionic Dirichlet-toNeumann map"
where w 0 ∈ W 1,2 (Ω, R) is the unique harmonic extension of ϕ 0 ; note the quaternionic multiplication of vectors.
Since
, by the weak definitions of γ n and γ t (25), we have
where we write D r for the right-sided operator
The scalar and vector parts of the quaternionic product (Dw 0 | ∂Ω )η give (28). (In the two-dimensional context, such as in [5] , one has only a scalar D-N mapping, denoted commonly by "Λ".)
As usual W 2,2 (Ω, R) is the Sobolev space of scalar functions whose gradient belongs to W 1,2 (Ω, R) and H 3/2 (∂Ω, R) is the space of boundary values of functions in W 2,2 (Ω, R). Note that by (10), M is a scalar operator, so
We proved that the Hilbert transform H is a non-compact operator. However, when restricted to Ker Λ, by dimensional properties of SI t (Ω), then H becomes compact. Recall that we are always assuming that ∂Ω is connected. Proposition 3.11. Ker Λ 0 = R, dim Ker Λ < ∞, and Ker Λ = R.
Proof. Let ϕ 0 ∈ H 1/2 (∂Ω, R), and let w 0 be its harmonic extension. If ϕ 0 ∈ Ker Λ 0 , then w 0 satisfies a trivial Neumann condition and therefore is constant as claimed [18, Theorem 4.18] . Now suppose instead that ϕ 0 ∈ Ker Λ. Since ∇w 0 is a monogenic constant with vanishing tangential trace,
lies in the image of the finite-dimensional space SI t (Ω) (see Proposition 3.9). Thus dim H(Ker Λ) < ∞. Applying the left inverse G of H given in Proposition 3.4 we have the second claim. Finally, since ∂Ω is connected, SI t (Ω) = 0 because SI t (Ω) is isomorphic to the second real cohomology space [8] , so H(Ker Λ) = 0. Thus Ker Λ ⊆ Ker H = R. Clearly Λ annihilates constants, so the proof is finished.
Hilbert transform associated to the main Vekua equation
The general Vekua equation DW = aW + bW , whose theory was introduced in [10, 51] for functions in R 2 , plays an important role in the theory of pseudo-analytic functions, which has since been been extended to wider contexts, including quaternionic analysis [9, 39] . The definition of the Hilbert transform H for monogenic functions now permits us to define the analogous Hilbert transform H f associated to the main Vekua equation
Following the vocabulary used in [20] we will say that f 2 is a conductivity when f is a non-vanishing R-valued function in the domain under consideration. The conductivity will be called proper when ρ(f ) = sup(|f |, 1/|f |) is finite. Most of the time f ∈ W 1,∞ (Ω, R). Note that f and (1/f ) u are simple examples of solutions of (31), where u ∈ SI(Ω) is a vectorial monogenic constant. We now extend some of our previous results, which are applicable to f ≡ 1, to the more general equation (31).
Construction of the Vekua-Hilbert transform
Results in [34, Chapter 16] relate solutions of the main Vekua equation to solutions of other differential equations. Note that W = W 0 + W satisfies (31) if and only if the scalar part W 0 and the vector part W satisfy the following homogeneous div-curl system:
In particular, the vector part W must satisfy the double curl-type equation
while the scalar part W 0 is a solution of the conductivity equation
The following fact is derived from a basic estimate on elliptic boundary problems. 
on ∂Ω. Further,
where C Ω,ρ(f ) only depends on Ω and ρ(f ).
In Section 5 we will define a natural Neumann data for the conductivity equation (34) . We will also prove a version of Lemma 4.1 for the vector part W of solutions of the Vekua equation.
To define the Hilbert transform for (31), let ϕ 0 ∈ H 1/2 (∂Ω, R) be a scalar boundary value function, and apply Lemma 4.1 to obtain W 0 . The decomposition (11) of the Teodorescu operator applied to vector fields reduces to
and both components lie in W 1,2 (Ω).
Definition 4.2. The Vekua-Hilbert transform
associated to the main Vekua equation (31) is given by
where H is the Hilbert transform H defined in (19) , the associated Teodorescu traces are
and W 0 is the solution of the conductivity equation (34) satisfying the boundary condition (35) .
By the Trace Theorem we have α = α 0 + α ∈ H 1/2 (∂Ω, H), and in fact by [20, Proposition 3.2] , α ∈ Sol(∂Ω, R 3 ). Similarly to the Hilbert transform H for the monogenic case, H f can be expressed as
with the real-valued function
The term "Vekua-Hilbert transform" is justified by the following.
Theorem 4.3.
Let Ω be a bounded Lipschitz domain and let f ∈ W 1,∞ (Ω, R) be a proper conductivity. Suppose that ϕ 0 ∈ H 1/2 (∂Ω, R) . Then the quaternionic function
is the trace of a solution of the main Vekua equation (31).
we take the extension W 0 of f ϕ 0 given by Lemma 4.1, and define the vector part W by
with v = −f 2 ∇(W 0 /f ) and h f given by (40) ; recall also (11)- (14) . Since (31) is equivalent to div(f W ) = 0, curl(f W ) = v, i.e. a div-curl system (67) with g 0 = 0, g = v, it follows from Theorem A.1 that W = W 0 + W is a solution of (31) . Further, from (70) we have that
as required. indicates zero trace. Thus
with f W as in (42) and where the last equivalence follows from the result [27, Proposition 8.9] , which identifies orthogonality to all monogenic functions with the vanishing of the trace of the Teodorescu operator. By (43) we have the result.
We will say that the vector part W of W is normalized when it satisfies the boundary condition
Let W = W 0 + W be an arbitrary solution of the main Vekua equation (31), and write ϕ 0 = tr W 0 , ϕ = tr W . Consider
Then by (7), f W * has the form (42) and hence satisfies the normalization condition (44) , with W 0 + W * a solution of (31) . On the other hand, let W 1 and W 2 be two solutions of (31) with the same scalar part and with normalized vector parts. If
there is only one normalized vector part for a given scalar part of a solution of the main Vekua equation.
Some important facts about the solvability and regularity of the conductivity equation (34) permit us to prove the boundedness of H f : Theorem 4.7. Let Ω be a bounded Lipschitz domain and let f ∈ W 1,∞ (Ω, R) be a proper conductivity. Then the Vekua-Hilbert transform
is a bounded operator, as are also the associated Teodorescu traces ϕ 0 −→ α 0 and ϕ 0 −→ α from H 1/2 (∂Ω, R) to H 1/2 (∂Ω, R) and
are continuous, by (36) we have
From this follows the continuity of α 0 and α.
By the continuity of the Hilbert transform (Theorem 3.1),
Using the inequalities (45)- (46), we have that
Therefore H f is continuous.
Analogous to the estimates for the solutions to the conductivity equation (36), we have Proposition 4.8. Let Ω be a C 1,1 bounded Lipschitz domain and let f ∈ W 1,∞ (Ω, R) be a proper conductivity. Suppose that ϕ 0 ∈ H 1/2 (∂Ω, R). Then the vector extension given by (42) satisfies
where C * Ω,ρ(f ) depends only on Ω and ρ(f ).
Proof. Let W 0 ∈ W 1,2 (Ω, R) be the unique solution of (34)- (35) . Then as in (45) ,
By (15) together with the fact that curl u
for every u ∈ W 1,2 (Ω) and Theorem 2.1(c),
where the constant C 1 in the last inequality comes from the fact that both (I+
2.2(c) and Theorem 4.7)
. By (48) and (49) and by the fact that f W =
. By the first Friedrichs inequality provided in Proposition 3.7, using the div-curl system (32) and the boundedness of the Vekua-Hilbert transform H f , we have
where C * 2
5 Dirichlet-to-Neumann map for the conductivity equation
The Dirichlet-to-Neumann map for the conductivity equation is
Here η is again the unit outer normal vector to ∂Ω and W 0 ∈ W 1,2 (Ω, R) is the unique extension of f ϕ 0 as a solution of the conductivity equation (34) given in Lemma 4.1. For f 2 smooth, Λ 0,f 2 [ϕ 0 ] is well-defined pointwise, but for general proper conductivities, the D-N map is only weakly defined by the relation
where ∇ · f 2 ∇(W 0 /f ) = 0, tr W 0 = f ϕ 0 and v 0 ∈ W 1,2 (Ω, R). One reference for the scalar D-N map is [45] . This map is an essential part of the solution of the Calderón problem [15] , that is, to recover the pointwise conductivity 
By [19, Theorems 1, 2] , we have that γ n and γ t are bounded linear mappings from
by (55) we have
Proposition 5.3 justifies the claim made for the codomain of the D-N map for the monogenic case given in (28) .
In the context of R 2 , the classical D-N map coincides with the tangential derivative of the Hilbert transform [4, Proposition 4.1] . In R 3 the situation is intrinsically more complicated; some relations between the operators Λ 0,f 2 , Λ f 2 , and H f will be developed in subsection 5.2. Here we only note that Λ f 2 can be rewritten in various ways, as a consequence of tr
where W 0 + W is a solution of the main Vekua equation.
Norm properties of H f
Since the Vekua-Hilbert transform H f is a generalization of the Hilbert transform H, it is natural that H f preserves many of its properties; we will make use of the D-N mapping to investigate them. First we relate the VekuaHilbert transform H f to the scalar D-N map Λ 0,f 2 and the vectorial D-N map Λ f 2 through the operator compositions (61) and (62).
Proposition 5.4. Let Ω ⊆ R 3 be a bounded Lipschitz domain and let f 2 ∈ W 1,∞ (Ω, R) be a proper conductivity. Then H f can be written as
Proof. First suppose that in fact ϕ 0 ∈ H 3/2 (∂Ω, R).
, by the proof of Proposition 3.10 we have that
Proof. The first containment is straightforward from the uniqueness of the solutions of the conductivity equation. The proof of the second containment is a consequence of Proposition 4.6, equation (61) and the fact that tr M is an invertible operator from L 2 (∂Ω) to H 1/2 (∂Ω) [52, Theorem 3.3] . Finally, the third containment follows from Proposition 3.8(a).
At the end of this section we will show that Ker H f in fact consists only of constants. We do not know whether the second containment of Proposition 5.5 is an equality for nonconstant f .
In [ 
as operators on H 1/2 (∂Ω, R).
(Ω, R) be the respective extensions to solutions of the conductivity equations; that is,
By (36), these unique solutions satisfy
It is a well-known fact about elliptic equations [49, Proposition 3.3] that
. Now consider the traces
By (63), we have
By (64) and the boundedness of the operators tr and T Ω we have that
Analogously,
Since c n → 0, we obtain the limit of part (a). For part (b), by (57) and (64) we have
as required.
The stability question of the scalar D-N map asks whether two conductivities f 
for a bounded open set Ω ⊆ R n with smooth boundary,
functions with derivatives up to order s in L 2 ), s > n/2 and n ≥ 3. However, the stability of the vector part Λ f 2 remains an open question.
In Theorem 4.7 it was established that ϕ 0 −→ α 0 and ϕ 0 −→ α are continuous. We will prove that these mappings are in fact compact when restricted to Ker Λ 0,f 2 or Ker Λ f 2 .
Proposition 5.7. Let Ω be a bounded C 1,1 Lipschitz domain and let f ∈ W 1,∞ (Ω, R) be a proper conductivity. The restrictions of H f to Ker Λ 0,f 2 and to Ker Λ f 2 are compact mappings into H 1/2 (∂Ω, R 3 ).
, so the associated Teodorescu traces α 0 , α are constructed as
. By (36) , (55)- (56), the first mapping of (65) ϕ 0 → g is a bounded operator from
. Thus in fact all of the mappings shown are bounded. By Proposition 3.8, the inclusion mapping of W
is compact. Therefore ϕ 0 → α 0 , α are compact, and in consequence H f is also compact on Ker Λ 0,f 2 as claimed. The proof for Ker Λ f 2 is similar.
In the following result we describe the Vekua-Hilbert transform H f restricted to the kernel of the D-N operator Λ 0,f 2 .
Theorem 5.8. Let Ω be a C 1,1 bounded Lipschitz domain and let f ∈ W 1,∞ (Ω, R) be a proper conductivity. Then the Vekua-Hilbert transform H f restricted to Ker Λ 0,f 2 produces boundary values of monogenic constants in Ω − which vanish at ∞.
. Taking the trace of (60) we have 
is a monogenic constant in Ω − vanishing at ∞, and the assertion follows from (66).
By Theorem 5.8 and Proposition 3.9, we know that
By Proposition 5.5, we have dim Ker H f < ∞. Therefore, since ∂Ω − = ∂Ω is connected we have Ker H f = R. We possess little information about the nature of Ker Λ 0,f 2 . It would be interesting, for example, to know whether all boundary values of exterior monogenic constants vanishing at ∞ are as Theorem 5.8.
A Div-curl system and generalizations
A constructive solution for the div-curl system was presented in [20, Theorem 4.4] for star-shaped domains in Ω ⊆ R 3 . We continue to assume that R 3 \ Ω is connected. Let g 0 ∈ L p (Ω, R) and g ∈ L p (Ω, R 3 ). The div-curl system is div w = g 0 , curl w = g.
Note that g is required to be weakly solenoidal, 
are well-defined and α = α 0 + α = tr T Ω [ g] ∈ W 1−1/p,p (∂Ω, H). We now remove the restriction of starshapedness, presenting a solution of (67) for bounded Lipschitz domains with weaker topological constraints (for example, a solid torus will be admissible). This more general div-curl solution is expressed in terms of the operators conforming the Hilbert transform H (19), as well as the Teodorescu transform T Ω (12) and the Cauchy operator F ∂Ω (14) .
The hypothesis on ∂Ω is to guarantee that the operator I +K 0 is invertible in L p (∂Ω, R); it uses the value of ǫ(Ω) which depends only of the Lipschitz character of ∂Ω, as discussed in Proposition 2.2.
Theorem A.1. Let Ω be a bounded C 1,γ Lipschitz domain with γ > 0 and 1 < p < ∞, or a bounded Lipschitz domain for 2 − ǫ(Ω) < p < ∞. Then a weak solution w of the div-curl system (67) is given by
where α 0 and α were defined in (68). This solution is unique up to adding an arbitrary monogenic constant. Moreover, w ∈ W 1,p (Ω, R 3 ) when 1 < p < 2 + ǫ(Ω). 
which proves the second equality in the solution (69). The fact that w belongs to the Sobolev space W 1,p (Ω, R 3 ) is a direct consequence of Theorem 2.1 and (13).
The following result gives us an alternative way to complete a scalarvalued harmonic function to a monogenic function, similarly to the way the radial integration operator − → U Ω in [20, Proposition 2.3] did this for star-shaped domains. It can be considered an "interior" version of the construction of the Hilbert transform H, in other words, a method to construct harmonic conjugates in Lipschitz domains of R 3 . See also the classical generalization of harmonic conjugates using SI-vector fields in the upper half space of R n [47] . In this sense we can state the follows Then w 0 + w is monogenic in Ω.
Corollary A.3. Let Ω be as in Theorem A.1. The following is a right inverse of curl:
acting on all g in the class of divergence free vector fields. Proof. This is a direct consequence of (15) and the fact that
