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Astract. Using the concept of a rewrite (or substitution / production) system we introduce a 
computational path to the nilpotent Dirac equation, a  form outlined by Rowlands (elsewhere 
in these proceedings).  The system differs from traditional rewrite systems in that the rewrite 
rules allow new symbols to be added to the initial alphabet.  The system starts with just one 
symbol, representing “nothing”, and two fundamental rules, create a process which adds 
news symbols, and conserve a process that examines the effect of any new symbol on those 
that currently exist.  With each step a new sub-alphabet of an infinite univeral alphabet is 
created. The system may be implemented iteratively, such that a sequence of algebraic 
properties is required of the emerging sub-alphabets.  We outline one such path that proceeds 
from “nothing” through conjugation, complexification, and dimensionalisation to a steady 
state in which no fundamentally new symbol is needed.  At this stage the alphabet is 
congruent with the nilpotent Dirac equation in Rowlands’ formulation. We suggested that 
many ways of implementing the computational path exist and these do not need to be at all 
complicated. 
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1 Rewrite  Systems 
 
Rewrite systems are synonymous with computing in the sense that most 
software is written in a language that must be rewritten as characters for some 
hardware to interpret. Formal rewrite (substitution or production) systems are pieces 
of software that take an object usually represented as a string of characters and using a 
set of rewrite rules (which define the system) generate a new string representing an 
altered state of the object. If required, a second realisation system takes the string and 
produces a visualisation or manifestation of the objects being represented. 
Each state of such rewrite systems sees one or more character entities of the 
complex object, defined in terms of symbols drawn from a finite alphabet Σ, being 
mapped using rewrite rules of the form L→R, into other character entities.  Some 
stopping mechanism is defined to identify the end of one state and the start of the next 
(for example we can define that for each character entity or group of entities in a 
string, and working in a specific order, we will apply every rule that applies). It is 
usual in such systems to halt the execution of the entire system if some goal state is 
reached (e.g. all the character entities are in some normal form); if no changes are 
generated; if changes are cycling or after a specified number of iterations. The objects 
  1being rewritten and differing stopping mechanisms determine different families of 
rewrite system, and in each family, alternative rules and halting conditions may result 
in strings representing differing species of object. Allowing new rules to be added 
dynamically to the existing set and allowing rules to be invoked in a stochastic 
fashion are means whereby more complexity may be introduced. For examples of 
various types of rewrite system see: von-Koch (1905)
8, Chomsky (1956)
9, Naur et al 
(1960)
10, Mandelbrot (1982)
11, Wolfram (1985)
12, Prusinkiewicz & Lindenmayer 
(1990)
13, Dershowitz & Plaisted
23 (2001), Marti-Oliet & Meseguer
24 (2002), etc. 
In this paper we show how a universal alphabet that encompasses duality and 
nothingness can be developed using such a system. We examine two methods by 
which the elements of this alphabet may be discovered. One of these methods yields 
an infinite number of subset alphabets each of which has properties that can be 
exploited, for example using further rewrite systems based on the subset alphabet. 
 
2  Evolving alphabets and the functions create and conserve 
 
Although some rewrite systems assume an infinite alphabet e.g. of integers, it is 
more usual to consider the alphabet both static and finite.  To relax this constraint and 
provide evolving alphabets we must consider a rewrite rule Σ→Σ′ where Σ is the 
original rewrite alphabet extended by the symbols in Σ′.  Adding a rule of this form 
does not restrict the other rules that comprise the rewrite system nor does it restrict 
addition of rules that include symbols introduced in Σ′.  However, for this to be a 
valid rewrite system an initial state (that can be re-written) must exist as well as an 
alphabet containing at least one symbol. The rule Σ→Σ′ may be implemented in a 
number of ways but requires that Σ appears, or is inserted at some time, in the object 
being rewritten.  We do not consider further the full implications of this, requiring 
only that the process or processes that are invoked have the ability to determine the 
symbols inserted. 
Given an evolving alphabet of this form we may constrain the process to ensure 
that the alphabet remains balanced with respect to the previous state.  Thus for 
example, given ‘0’ as the symbol representing the character null, empty, or zero in the 
initial alphabet we use a function create to generate the symbol ‘a’ and the function 
conserve to generate a conjugate symbol ‘A’, where ‘a’ and ‘A’ together yield 0.  The 
functions create and conserve requires that a process such as conjugation exist that re-
balances the emerging alphabet.  However, although it is possible to construct 
algorithms for create and conserve (for example that select symbols from an infinite 
set) the specification of the balancing process is an arbitrary one and provides, 
potentially, an infinite number of balanced evolving alphabets.  By selecting the 
processes that have some natural progression we can either impose desirable 
properties as outlined below or further constrain the evolving alphabet.  
In the limit the alphabet generated will be universal in the sense that it provides 
all properties and every symbol. Furthermore, the rewrite system too may be 
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amenable to reformulation.  
 
3  A Universal Alphabet and Rewriting system 
 
A minimal evolving rewrite system must have an initial state (usually called the 
ω-state) that contains at least one symbol that we can use to identify that the universe 
is empty. However, any symbol we choose is immediately (and simultaneously) a 
symbol, a character of the final alphabet, a subset alphabet and full alphabet in its own 
right. It is perfectly reasonable to choose, arbitrarily, the single symbol 0 (zero) for Σ, 
and also to set it as the string representing the complex object in the ω-state {0}. We 
are obliged to make an arbitrary choice here because we cannot use create without the 
ω-state – the minimum rewrite system condition for a universal system. If we were to 
use conserve now it would simply return that 0 is unique, fixed, and consistent and no 
change from the ω-state would be generated. We now invoke create supplying the ω–
state as parameter, or source, string. 
If we presume that create is an algorithm with stopping criteria, it returns a 
result target string containing a new symbol. If the paradigm for the algorithm were 
recursive, the resulting symbol (we use E) would represent every character of the 
alphabet at the first step. To create any refining character, a specific ex, using the 
recursive paradigm would be impractical because of the implied infinity and storage 
requirement. We may not use an iterative paradigm at this stage because we would 
have to supply an upper limit and/or need to identify which of the infinite characters 
we are creating.  Both of these actions require a character not yet in the character set 
(alphabet) so far defined. 
The pair of symbols, the string {0, E} is our new object (alphabet) and is now 
submitted to conserve which examines all combinations of possible symbols: 
 
Table 1 
 
 0 E 
0  00 0E 
E  E0 EE 
 
We note that 00, the ‘transition’ from 0 to 0, conserves 0. The combination 0E is the 
transition from 0 to E and is balanced, for all E, by its conjugate partner E0 which is 
the transition back from E to 0, thereby conserving 0. The combination EE, the 
transition from every symbol E to every other, is anomalous and must be returned by 
conserve as unexplained or ‘inconsistent’ as it does not appear to conserve 0. 
However, at infinity all transitions represented by EE will have been examined, EE 
will be declared ‘nilpotent’ in that it delivers 0, and we will be left with three generic 
combinations: 
 
  3  (00, 0E, E0) 
 
However, it is impractical to use the recursive version of conserve to examine further 
the elements of E because of the implied infinite number of iterations. 
We return to the create process and accept that we must postulate symbols ∆a, 
∆b, … ∆n drawn from E such that they are in an arbitrary ordinal sequence. We note 
that there is an infinite number of such sequences because choice of ∆a is arbitrary. 
However, we may now use an iterative paradigm for create and because n is 
specified, an iterative (or recursive) conserve can be constructed. However, at the end 
of each invocation we are presented with a symmetrical table of transitions that 
represent the simplest set of properties for the current set of n symbols (Table 2). 
 
Table 2 
 
 0 ∆a  ∆b  ∆c  …  ∆n 
0  00 0∆a 0 ∆b 0 ∆c   0 ∆n 
∆a  ∆a0  ∆a∆a  ∆a∆b  ∆a∆c   ∆a∆n 
∆b  ∆b0  ∆b∆a  ∆b∆b  ∆b∆c   ∆b∆n 
∆c  ∆c0  ∆c∆a  ∆c∆b  ∆c∆c   ∆c∆n 
:               
∆n  ∆n0  ∆n∆a  ∆n∆b  ∆n∆c   ∆n∆n 
 
 
The ∆a row and ∆a column illustrate the conjugate pair structure observed earlier. The 
remaining cells of Table 2 identify explicitly each ∆ symbol to ∆ symbol transition 
observed generically in Table 1. Off diagonal there are symmetrical conjugate pairs, 
for example when n = b there are three such cancelling pairs and six when n = c. The 
diagonal cells of the table contain transitions from each symbol to itself and do not 
cancel out in this way. 
We now invoke the conserve process noting that it does not define the transition 
property but merely identifies those novel transition combinations that appear not to 
conserve 0. When n = a, the symbol ∆a is added to the alphabet and the transition 0∆a 
is introduced. We need ∆a0 (and the idea that this is a conjugate form) to conserve 0. 
However, this leaves the combination ∆a∆a unexplained (novel) and to conserve 0 we 
must conjecture that whatever it is, is balanced by whatever is to come – or both are 
“nilpotent” in the sense introduced above. To discover this we invoke create to add a 
new symbol to the alphabet which then defines (arbitrarily) the n = b row and 
column. At n = b (in conserve) we continue to require the conjugate explanation for 
all off diagonal elements in the table.  In addition, we have non-0 to non-0 symbol 
transitions, each of which has a cancelling conjugate, and which must ultimately yield 
a symbol already in the alphabet. However, when these transitions are explained we 
still have ∆b∆b   as novel, and require the method of explaining the novelty used 
earlier. We see that at every invocation of conserve we define the need for an 
additional symbol, delivered by create – it is inherent that both processes are 
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impart meaning to “transition” and also to each transition from ∆n to ∆n; however, in 
each case all of what is to come must balance the ∆n∆n in the diagonal position. 
‘Balance’ in this explanation assumes that the 00 transition yields 0, however, we 
could consider it to yield a conjugate of some form. Where this is the case we may 
consider each newly created diagonal element as ‘balancing’ that conjugate by 
delivering the unconjugated form. 
Finally, we note that the symbol 0, the existence of the ω-state, and the 
processes create and conserve are outside the rewrite system in that they must exist 
before the system can function. If we can allow these assumption, we may also 
presume the existence of some natural machine that will deliver, for a set of 
appropriate rewrite rules, a corresponding alphabet where the symbols themselves 
map to specific rules. 
 
4  Mathematically Properties Required 
 
The properties and symbols emerge from the application of the two rewrite rules 
and would have been equally valid for any of the infinite alternative selections. 
Significantly, since the ultimate aim is to recover the zero state through an infinite 
series of processes, the emergence should be seen as being of a supervenient nature, 
that is, without temporal connotation.  Furthermore, the symbol delivered at each step 
has all the properties of all the symbols previously delivered and in a hierarchical and 
orthogonal fashion.  
It has become a standard procedure to derive mathematical structures from the 
process of counting using the natural numbers, 1, 2, 3, …, and then progress by 
successively extending the set to incorporate negative, rational, algebraic, real, and 
complex numbers, before proceeding to higher algebraic structures involving, say, 
quaternions, vectors, Grassmann and Clifford algebras, Hilbert spaces, and even 
higher structures. However, to begin mathematics with the integers, though natural to 
our human perceptions, is to start from a position already beyond the beginning. The 
integers are loaded with a mass of assumptions about mathematics. They are not 
fundamentally simple but already contain packaged information about things beyond 
the integer series itself. This makes them a convenient codification of mathematics, 
but not a simple starting-point. The number 1 is not the most obvious initial step from 
0 because it contains, for example, the notion of discreteness, as well as ordinality. In 
addition, there is no obvious route of progression from natural numbers to reals. It 
would seem to be more logical, in terms of rewrite procedures, to begin with the real 
‘numbers’. 
However, when we first conceive of the real ‘numbers’, they are not numbers at 
all. They are not related to anything concerned with counting, because counting does 
not yet exist.  The set of reals (ℜ) is simply one of things unspecified. Our starting-
point must be non-specific, and could be anything. We don’t define it at all, not even 
as a set. In terms of the rewrite procedures we have adopted, such an assumption of 
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mathematical terms, becomes equivalent to supposing a ‘negative’ category or 
‘conjugate’ corresponding to the original assumption. At this point we have created 
ordinality, though not yet counting, as there is no discreteness or anything fixed 
involved in the procedure. 
It is the next application of the create procedure which leads to the number 
system as we know it, for now we have an undifferentiated ‘set’ of possible origins 
for the ‘negative’ ordinal category or conjugate. We describe these as complex forms 
(C   ), and each must have its own conjugate. In mathematical terms, the complex 
category remains completely undefined in respect to the real category, and has no 
ordinal relation to it. There are infinitely possible or indefinitely possible systems that 
are represented by the mathematical C   , even for a seemingly specified real category. 
It is only when we express this fact in the next creation stage that we are able to begin 
to extend ordinality towards enumeration, for this stage leads to what become 
mathematical ‘combinations’ of complex categories. We find here that to every 
conceivable  C   , e.g. C   ,  C   ′,  C   ′′, …, there are indefinitely possible (commutative) 
combinations leading to the original real category (e.g. C   C   ′′ × C   C   ′′ = ℜ), but very 
definite (anticommutative) ones leading to the conjugate (e.g. C   C   ′ × C   C   ′ = –ℜ). 
These alternative possibilities relate to the respective mathematical structures 
which we call Grassmann and Hamilton algebras. The Grassmann algebra leads to the 
infinite Hilbert vector spaces, while the Hamilton algebra is responsible for the cyclic 
system of quaternions.  It is the cyclicity of the latter which introduces discreteness or 
closure, and the concept of ‘unity’. We can choose the default position of taking the 
conjugate combination to create a regular ordinal sequence. We now find that only 
‘one’ independent C   -type concept (say C   ′) is associated with each conceivable C   , and 
we can sequence the terms ordinally by choosing indistinguishability between the C   s 
in every conceivable respect. So the sequence, although arbitrary, becomes a series of 
integral binary enumerations, which we can also apply to ordinality in the real 
categories. With the reals, integers, and complexity as fundamental aspects of the 
system, the remaining mathematical number categories (and higher algebras) can be 
defined by applying the ordinality condition in a variety of ways, as in conventional 
mathematics. No new principle is required. 
In effect, the hierarchical and orthogonal mathematical structure suggested by 
the rewrite mechanism is the following: 
 
  ℜ     undefined     
  ℜ, –ℜ     conjugation 
  ℜ, –ℜ, C   , –C        complexification 
  ℜ, –ℜ, C   , –C   , C   ′, –C   ′, C   C   ′, –C   C   ′   dimensionalization 
  ℜ, –ℜ, C   , –C   , C   ′, –C   ′, C   C   ′, –C   C   ′,   repetition 
  C   ′′, –C   ′′, C   C   ′′, –C   C   ′′, C   ′C   ′′, –C   ′C   ′′, 
  C   C   ′C   ′′, –C   C   ′C   ′′  
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generated by operating on themselves: 
 
 ( ℜ) × (ℜ) = (ℜ) 
 ( ℜ, –ℜ) × (ℜ, –ℜ) = (ℜ, –ℜ) 
 ( ℜ, –ℜ, C   , –C   ) × (ℜ, –ℜ, C   , –C   ) = (ℜ, –ℜ, C   , –C   ) 
 ( ℜ, –ℜ, C   , –C   , C   ′, –C   ′, C   C   ′, –C   C   ′) × (ℜ, –ℜ, C   , –C   , C   ′, –C   ′, C   C   ′, –C   C   ′) 
                        = (ℜ, –ℜ, C   , –C   , C   ′, –C   ′, C   C   ′, –C   C   ′), etc. 
 
From this structure, and from the general rule that a character set operating on 
itself or any set or symbol contained within it produces itself, we may obtain rules 
between the individual characters, ℜ, C   , etc., of the form: 
 
  ℜ × ℜ = –ℜ × –ℜ = ℜ 
  ℜ × –ℜ = –ℜ × ℜ = –ℜ   
  ℜ × C    = C    × ℜ = C      
  C    × C    = –C    × –C    = –ℜ  
  C    × –C    = –C    × C    = ℜ  
  C   ′ × C   ′ = –C   ′ × –C   ′ = –ℜ  
  C   C   ′ × C   C   ′ = –C   C   ′ × –C   C   ′ = –ℜ     closed (anticommutative) 
  C   C   ′′ × C   C   ′′ = –C   C   ′′ × –C   C   ′′ = ℜ     unlimited (commutative) 
 
The choice between the last two procedures is not determined by the algebra. Both are 
true infinitely and an infinite number of each would be contained within E. However, 
since we consider the generating mechanism to be supervenient, we can structure it to 
default at the first option, and so generate an infinite number of identically closed 
systems, from which we derive an infinite integral sequence. 
Here we establish for the first time the meaning of both the number 1 and the 
binary symbol 1 as it appears in classical Boolean logic. We identify the logical 1 as 
potentially a conjugation state of 0, that is, a subset alphabet defined within the 
system. 
 
5  Group Properties of Subset Alphabets 
 
We may restructure the subset alphabets as a series of finite groups, the order of 
which doubles at every stage, producing an ordinal binary enumeration. The 
succession, allowing for conjugation (±) within each group, becomes: 
 
  order 2  real scalar 
  order 4  complex scalar (pseudoscalar) 
 order  8 quaternions 
  order 16  complex quaternions or multivariate vectors 
  order 32  double quaternions 
  7  order 64  complex double quaternions or multivariate vector quaternions 
 
Defining closure in terms of enumeration further allows us to understand ℜ in terms 
of the set of real numbers (defined by the Cantor continuum), with + and × now 
understood as the processes of mathematical addition and multiplication. The 
dimensional or constructible ‘real’ numbers represented by terms such as C   C   ′′ (with 
countable units squaring to 1) would then be equivalent to those of Robinson’s non-
standard analysis or Skolem’s non-standard arithmetic. From this particular 
interpretation, it is possible to develop new types of mathematics by combining 
different aspects of the overall structure in novel ways, as has been the usual 
procedure in mathematics. 
There are, effectively, only three processes at work: conjugation, which 
produces the alternative + and – values; complexification, which introduces a new 
complex factor of the form C    = i; and dimensionalization, which introduces a 
complementary complex factor of the form C   ′ = j, converting the i into an element of 
a quaternion set. The sequence proceeds through an infinite series of quaternionic 
structures by repeated processes of complexification and dimensionalization. (It is 
significant that further applications of conjugation does not affect the structure of the 
elements in the groups.) 
In terms of ‘units’ (once we have established their existence), we could express 
the structures in the form: 
 
 order  2 ± 1 
 order  4 ± 1, ± i1 
 order  8 ± 1, ± i1, ± j1, ± i1j1 
 order  16  ± 1, ± i1, ± j1, ± i1j1, ± i2, ± i2i1, ± i2j1, ± i2i1j1 
 order  32  ± 1, ± i1, ± j1, ± i1j1, ± i2, ± i2i1, ± i2j1, ± i2i1j1, 
   ± j2, ± j2i1, ± j2j1, ± j2i1j1, ± j2i2, ± j2i2i1, ± j2i2j1, ± j2i2i1j1 
 order  64  ± 1, ± i1, ± j1, ± i1j1, ± i2i1, ± i2i1, ± i2j1, ± i2i1j1, 
   ± j2, ± j2i1, ± j2j1, ± j2i1j1, ± j2i2, ± j2i2i1, ± j2i2j1, ± j2i2i1j1 
   ± i3, ± i3i1, ± i3j1, ± i3i1j1, ± i3i2, ± i3i2i1, ± i3i2j1, ± i3i2i1j1, 
   ± i3j2, ± i3j2i1, ± i3j2j1, ± i3j2i1j1, ± i3j2i2, ± i3 j2i2i1, ± i3j2i2j1, ± i3j2i2i1j1 
 
Usually, of course, i1j1 would be written k1, but no new independent unit is 
created by this notation. An alternative expression could be in terms of multiplying 
factors: 
 
  order 2  (1, –1) 
  order 4  (1, –1) × (1, i1) 
  order 8  (1, –1) × (1, i1) × (1, j1) 
  order 16  (1, –1) × (1, i1) × (1, j1) × (1, i2) 
  order 32  (1, –1) × (1, i1) × (1, j1) × (1, i2) × (1, j2) 
  order 64  (1, –1) × (1, i1) × (1, j1) × (1, i2) × (1, j2) × (1, i3) , 
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with the series repeating for an endless succession of indistinguishable in and jn 
values. It is the potentially infinite sequence of in values, with commutativity between 
im and in or jn (m ≠ n), which creates the possibility of a Grassmann or infinite-
dimensional vector algebra, while the anticommutativity between in and jn ensures the 
finite- and, specifically, three-dimensionality of each of the quaternion systems. The 
commutativity of im and in is equivalent to defining (imin)
2 as 1, while the 
anticommutativity of in and jn defines (injn)
2 as the conjugate, or –1. It is notable from 
this that there is no such thing, in principle, as a pure complex number, only an 
incomplete representation of a quaternion set. 
The order 16 group is of special interest as creating what is effectively a ‘real’ 
dimensional structure of the kind observed in normal 3-dimensional vector space. The 
components,  ± 1, ±  i1,  ±  j1,  ±  i1j1,  ±  i2,  ±  i2i1,  ±  i2j1,  ±  i2i1j1, could be more 
conveniently rearranged and written in the form ± 1, ± i, ± i, ± j, ± k, ± ii, ± ij, ± ik, 
where ± 1, ± i, become the respective scalar and pseudoscalar, and i, j, k, and ii, ij, ik 
the respective vector and pseudovector terms of the multivariate algebra, explored by 
Hestenes and others,
14,15 and applied by them to the algebra of physical space and 
time, to generate electron spin as a natural consequence of spatial three-
dimensionality. This is the algebra of Pauli matrices, in which the ‘total’ product of 
two multivariate vectors a and b is of the form a.b + i a × b, and the ‘total’ products 
of the vector units is of the form ii = jj = kk = 1; and ij = –ji = ik; jk = –kj = ii; and 
ki = –ik = ij. 
The order 16 group also (if we are to retain the maximum indistinguishability by 
avoiding octonion-type nonassociativity) is the point at which the extension of the 
sequence becomes one of repetition, and so a complete specification of an interative 
procedure could be made by using the groups of order 2, 4, 8 and 16. Taken as 
independent entities, these may be combined in the group of order 64, using the 
symbols ± 1, ± i, ± i, ± j, ± k, ± i, ± j, ± k, to represent the respective units required by 
the scalar, pseudoscalar, quaternion and multivariate vector groups. This takes on 
physical significance when we realize that the algebra of this group is that of the 
gamma matrices used in the Dirac equation – the quantum equation determining the 
behaviour of the most fundamental components of matter – and that these matrices 
may be represented as the terms k, iii, iij, iik, ij, whose binomial combinations are 
sufficient to generate the entire group.
16,17  
It would appear that the minimal mathematical structure which most closely 
corresponds to the ‘unit’ required to generate the iterative procedure of our rewrite 
mechanism is significant to physics at the foundational level. Mathematical analysis 
also shows that the reduction of the group elements to a smaller number of composite 
generating units is only possible in a pentad or 5-fold form either identical or 
isomorphic to Dirac matrices in the Rowlands formulation. It is significant for physics 
that this creates a naturally broken symmetry. 
 
  96 Conclusion 
 
Each of the processes involved in the generation of the sequence of 
mathematical structures by the rewrite mechanism – conjugation, complexification, 
and dimensionalization – would appear to have a realization in physics, which 
seemingly contrives to use the minimum possible structure for returning to zero 
without privileging any of the component processes. A structure previously proposed 
as foundational to physics suggests that the only truly fundamental parameters are 
space, time, mass(-energy) and charge, which are respectively represented as 
multivariate vector, pseudoscalar, real scalar and quaternion.
4-7 The quaternion nature 
of charge is indicated by its existence in three types (electric, strong and weak), and 
the fact that interactions between identical charges are of opposite sign to those 
between identical charges. The parameters also have an internal group symmetry, 
which, for the purposes of this discussion, can be expressed in the following form: 
 
 space nonconjugated  real  dimensional 
 time nonconjugated  complex  nondimensional 
 mass conjugated  real  nondimensional 
 charge  conjugated complex  dimensional 
 
Conjugated here is equivalent to conserved, so a positive charge (or source of 
mass-energy) cannot be created without also creating a negative one. Significantly, 
only the (3-)dimensional quantities, space and charge, are countable, and, physically, 
one cannot imagine a mechanism for dividing the units in a single dimension. (This is 
why time is physically irreversible and mass-energy is physically unipolar; neither 
quantity allows a discontinuity or zero state.) In addition, the mathematical processes 
which allow for the continual recreation of new non-integral structures in 1-to-1 
correspondence with the integers would be inconceivable in a system without 
dimensionality. As in conventional mathematics, two versions of the ‘real’ numbers 
are required: the uncountable ones of the Cantor continuum and standard analysis (for 
mass), and the countable ones of the Löwenheim-Skolem arithmetic and Robinson’s 
non-standard analysis (for space). 
If the combination of these parameters, or of the real scalar, pseudoscalar, 
multivariate vector, and quaternion units by which they are realized, is to become 
itself a ‘unit’ of the rewrite procedure, we should expect to find some degree of 
‘closure’ or cyclicity, parallel to that which produces the pure quaternion system. 
Now, a fundamental aspect of the quaternion algebra, which, in our system, 
introduces discreteness, enumeration, or countability, is that it is anticommutative, 
and it is this very anticommutativity which causes the cyclicity which leads to 
discreteness. It is significant, in this context, that the presence of anticommutativity 
allows physics to create a more direct route to the zeroing or conjugation of an act of 
‘creation’, at the level of the 64-element Dirac algebra. In parameterizing the physical 
world using this algebra, we create a structure which zeros itself by being a nilpotent 
  10or square root of zero, so producing a cyclicity at a higher level which incorporates 
the whole range of procedures required for the rewrite mechanism. The next stage is 
then simply to make infinitely or indefinitely many applications of this closed system 
or ‘unit’ structure to construct the entire physical universe, in the same way as we 
iterate applications of the quaternion system to construct a system of mathematics. 
An interesting further observation is that the nilpotent algebra introduced here 
and used in the Dirac formalism provies a mathematics of uniqueness previously 
unexplored. The formalism is only possible because the terms E, p and m, like the 
original parameters time, space and mass, from which they were derived, have the full 
range of real number values. In principle, then, each individual nilpotent can be 
unique; and must be if, as we believe, the entire universe can be structured as a 
superposition of fermionic states, with any nonuniqueness in the components 
producing immediate zeroing (manifested physically as Pauli exclusion). The algebra 
which we have created by our rewrite mechanism that provides this can be extended 
to infinity, through the physical property of fermionic wavefunctions being nonlocally 
connected throughout the entire universe. In principle, it is the mathematical 
interconnectedness of the nilpotent operators that allows us to group its components 
as a ‘unit’ of an even higher algebra, which may be in the form of the conventional 
complex Hilbert space or the equivalent geometric algebra as demonstrated by 
Matzke (or even a complex version of the latter).
19 
We believe that much of mathematics can be shown to be constructible using 
this mechanism, with an order which is more coherent than one produced by starting 
with integers. By rejecting the ‘loaded information’ that the integers represent, and 
basing our mathematics on an immediate zero totality, we believe that we are able to 
produce a mathematical structure that has the potential of avoiding incompleteness in 
the Gödel sense. (Conventional approaches, based on the primacy of the number 
system, have necessarily led to the discovery that a more primitive structure cannot be 
recovered than the one initially assumed.)  
The structure may be found relevant also to many aspects of theoretical 
computation especially abstract machine specification where notation and the needs of 
rewriting (substitution) languages are explicitly required.
22 The universal rewrite 
system proposed may be mapped to a Turing machine, very close to Turing’s original 
assumptions where every operation ‘consists of some change in the physical system 
consisting of the computer and his tape’.
21 and every subset alphabet can be used in 
such an environment. For example at a simple level the subset alphabet with just 
conjugation when appropriately wrapped provides an exact mapping to a Boolean 
encoding.  Similarly, when a symbolism for the conjugate character is added the 
alphabet maps to a ternary encoding similar to Booth encoding of two’s complement 
numbers as used in floating point processors for speeding up multiplication
25. 
A physical universe composed of a potentially infinite series of unique (but 
changeable) nilpotents, originating in the supervenient dualistic processes needed to 
maintain the zero total state, has itself all the characteristics of a Turing machine. The 
description of physical systems in these terms allows a mapping of Turing systems to 
  11other physical processes and suggests a novel approach to investigating such systems. 
Here the algebraic and rewrite structure that underlies the mapping can be used to 
simulate and demonstrate such systems. 
We believe that this approach has possible practical application in parallel 
computation, this is especially the case when cast as parallel agents having 
autonomous actions mediated by message passing within a well defined spatial and 
temporal set of constraints. The required properties of this processing environment are 
captured by the concept of a subset alphabet, and process steps and communication 
mechanisms are represented as rewrite rules.  It is likely that this sort of parallel 
processing environment will provide a metaphor that has application to our 
understanding of the complexity of biological and biotechnological systems.  And, 
because such systems are easily implemented will allow direct simulation of complex 
natural and synthetic biological processes. 
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