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ABSTRACT
A common approach to blind source separation is to use in-
dependent component analysis. However when dealing with
realistic convolutive audio and speech mixtures, processing
in the frequency domain at each frequency bin is required.
As a result this introduces the permutation problem, inher-
ent in independent component analysis, across the frequency
bins. Independent vector analysis directly addresses this is-
sue by modeling the dependencies between frequency bins,
namely making use of a source prior. An alternative source
prior for real-time (online) natural gradient independent vec-
tor analysis is proposed. A Student’s t probability density
function is known to be more suited for speech sources, due
to its heavier tails, and is incorporated into a real-time ver-
sion of natural gradient independent vector analysis. In ad-
dition, the importance of the degrees of freedom parameter
within the Student’s t distribution is highlighted. The ﬁnal al-
gorithm is realized as a real-time embedded application on a
ﬂoating point Texas Instruments digital signal processor plat-
form, where simulated recordings from a reverberant room
are used for testing. Results are shown to be better than with
the original (super-Gaussian) source prior.
Index Terms— source separation, independent vector
analysis, embedded application, real-time, multivariate distri-
bution
1. INTRODUCTION
The cocktail party problem is a well-known problem within
the signal processing community; which was originally pro-
posed in [1]. This is a typical blind source separation (BSS)
problem (i.e. the mixing ﬁlters are unknown) and is often ad-
dressed with independent component analysis (ICA) [2, 3, 4].
Realistic audio signals measured at microphones are gen-
erally convolutive due to the reverberant nature of real world
environments; thus ICA algorithms which address the audio
BSS problem are commonly implemented in the frequency
domain [5]. A drawback of frequency domain ICA is that the
calculated unmixing ﬁlters may permute the sources at each
frequency bin (known as the permutation problem), due to
the permutation ambiguity inherent in ICA. Various methods
have been suggested to mitigate this effect, in [6] smoothing
over adjacent frequency bins is suggested as a way of address-
ing the issue. In addition [7] suggests limiting the length of
the ﬁlter in the time domain. Also in [8] video tracking of
sources is suggested as an approach to address the permuta-
tion problem.
However [9] introduces independent vector analysis
(IVA). This directly addresses the permutation problem by
maintaining the dependencies between the frequency bins in
the algorithmic formulation by using a dependent multivari-
ate super-Gaussian distribution as the source prior, instead of
a univariate distribution used in ICA style methods.
Previously an online (thus real-time) version for natural
gradient IVA (NG-IVA) was formulated in [10] and men-
tioned in [11], along with various implementations of real-
time (online) ICA [12, 13, 14] (which all have to address the
permutation problem by means of various post-processing
techniques). Furthermore, a batch version of Auxiliary IVA
is implemented on an embedded system in the form of a
smartphone application [15].
In this paper we build on previous work [16], by introduc-
ing a Student’s t source prior model and incorporating it into
the NG-IVA algorithm. Distributions with heavier tails are
more suited to speech, as they better model the higher am-
plitude data points in a frequency domain speech signal [17].
This differs from the original multivariate super-Gaussian dis-
tribution used in [9]. We implement this alternative source
prior within NG-IVA as an embedded application on a Texas
Instruments digital signal processing platform and show that
the new source prior performs well in terms of separation per-
formance when compared to the original NG-IVA algorithm.
The importance of choosing a suitable value for the degrees
of freedom is also discussed.
The mixing and unmixing process formulation is de-
scribed in Section 2.1; the real-time natural gradient IVA
algorithm is described in Section 2.2. In Section 2.3 the
alternative Student’s t pdf is introduced. We describe the
experimental setup and results from a realistic binaural en-
vironment in Sections 3 and 4. Finally, a discussion and
conclusion can be found in Section 5.
2. METHOD
2.1. Problem Formulation
The observation at each sensor of a microphone array can be
modeled in the general case in the frequency domain as a con-
volutive mixture from each source of the form:
x
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h
(k)
ij s
(k)
j + σ
(k)
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where sj is the speech signal generated by the j-th source,
hij is the ﬁlter that models the effect of the environment be-
tween the j-th source and the i-th sensor, k is the frequency
bin index, σi is additive zero mean noise uncorrelated with
the speech signals, xi is the detected signal at the i-th sensor,
and N is the number of sources. The noise, σ(k)i , can be con-
sidered as an extra source and for brevity is dropped for the
remainder of the paper.
The frequency domain unmixing model is considered as:
sˆ
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(k)x
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where n is the block index, sˆj is the estimated signal for the
j-th source and gji is the frequency domain unmixing ﬁlter to
ﬁnd the estimation of the j-th source from the i-th observa-
tion.
2.2. Real-Time Natural Gradient Independent Analysis
The cost function (C) of the IVA algorithm uses the Kullback-
Lieber divergence (denoted by KL(·)) between the joint pro-
bilities and the product of the marginal probabilities as a mea-
sure of independence:
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where E[·] denotes the mathematical expectation. To mini-
mize the cost function (C) we take a natural gradient approach
by taking the partial derivatives with respect to the separat-
ing ﬁlter co-efﬁcients (g(k)ij ), the gradients for the ﬁlter co-
efﬁcients are given by:
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where (·)∗ denotes the complex conjugate. Then by multiply-
ing by the scaling matrices [9], we obtain
Δg
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l=1
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)
g
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where Iil = 1 when i = l, and zero otherwise. The ex-
pectation in equation (5) is dropped to form the block wise
algorithm and thus yields:
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which is the major difference between the original (batch)
NG-IVA and the real-time version in this paper.
The non-linear score function (ϕ) which maintains the de-
pendencies between frequency bins is given by
ϕ(k)(sˆ
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A nonholomonic constraint is also implemented as in [10],
therefore (6), becomes:
Δg
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where Λ(k)ii = (k)ii , (k)il = ϕ(k)(sˆ(1)i . . . sˆ(K)i )sˆ(k)l and zero
otherwise. The block-wise update equation, which includes
a gradient normalization as in [10], for the separating ﬁlter
co-efﬁcients is given by:
g
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for which the normalization factor (ξ(k)) is deﬁned as:
ξ(k)[n] = βξ(k)[n− 1] + (1− β)
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x
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where β is the smoothing factor. The following section intro-
duces the alternative Student’s t source prior.
2.3. Alternative Student’s t Source Prior
The main contribution of this paper is suggesting an alterna-
tive source prior to the original super-Gaussian source prior.
A Student’s t multivariate pdf is proposed to model the high
amplitude data points in a frequency domain speech signal
more accurately than the original super-Gaussian source prior,
due to its heavier tails.
Derived from a multivariate super-Gaussian distribution
by setting the mean to zero and the covariance matrix to the
identity matrix, the non-linear score function derived from the
source prior in [9] is given as:
ϕ(k)(sˆ
(1)
i . . . sˆ
(K)
i ) =
sˆ
(k)
i√∑K
k=1 |sˆ(k)i |2
(11)
Previous work [16], introduces a new multivariate Student’s t
probability density function as the source prior as an alterna-
tive to the original super-Gaussian source prior. A multivari-
ate Student’s t distribution takes the form:
q(si) ∝
(
1 +
(si − μi)HΣ−1i (si − μi)
v
)(v+K/2)
(12)
The degrees of freedom parameter (v) controls the lep-
tokurtic nature of the pdf. As v decreases the tails become
heavier and as they increase the pdf becomes more Gaussian-
like.
By assuming zero mean (μi = 0) and setting the covari-
ance matrix (Σi) to the identity matrix, a new non-linear score
function is derived and replaces equation (11):
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The choice of the degrees of freedom (v) becomes important
in the real-time version of NG-IVA as shown in the results
section.
3. EXPERIMENTAL SETUP
3.1. Floating point TI TMS320C6713 platform
The real-time version of IVA is implemented on a Texas
Instruments TMS320C6713 ﬂoating point digital signal pro-
cessing platform (TI DSP) (Fig. 1) [18]. Features of the
board include a TI C6713 digital signal processor, an AIC23
codec, 16 MB of external memory, line-in/out socket and
headphone in/out socket. NG-IVA was implemented in C
using fast Fourier transform (FFT) code provided by TI. Not
including the FFT code, the approximate time to execute the
update equations (2), (6) and (8) - (10) for one time block
is 0.063 seconds (approx 14.4 million instructions cycles),
which is easily realized on the TI DSP.
Fig. 1: Texas Instruments TMS320C6713 ﬂoating point digi-
tal signal processing platform.
3.2. Methodology and Room Layout
NG-IVA was tested in a two-speaker, two-sensor scenario.
To recreate a realistic room environment, binaural room im-
pulse responses of 565ms as used in [19] were convolved
with speech ﬁles from fourteen randomly selected individ-
ual speakers from the TIMIT database [20]. The sampling
frequency for the system is 8kHz. Male and female speakers
were swapped between two positions which where both 40cm
away from the microphone array at 0◦ and 45◦ relative to the
center of the array. Utterances from each speaker across dif-
ferent accents were selected to form the clean speech sources,
the utterances were then concatenated to form longer speech
signals, up to 240s (i.e. each speaker was repeating what they
were saying with the full range of utterances available for that
speaker) . These speech mixtures were then played via a PC
sound card into the line in of the TI DSP for processing, the
separated sources were audible via headphones attached to
the headphone out jack of the TI DSP.
Unmixing matrices (G) were saved at every ﬁve seconds,
the results given are based on the unmixing matrices obtained
and simulated (unrepeated) speech mixtures.
Performance of the separated mixtures are based on two
measurements, the signal-to-interference ratio (SIR) and
signal-to-distortion ratio (SDR) [21] as the original speech
sources are available. SIR takes into account the interfering
sources affecting an estimated source, the SDR also considers
interfering sources and in addition takes into account ﬁltering
effects on an estimated source.
4. RESULTS
Results are given in SDR (Figure 2) and SIR (Figure 3) and
show good performance over a period of approximately 2.5
minutes. However convergence time is not as good as that
in [9] (where convergence is less than 20 seconds), there are
two reasons for this; realistic reverberant binaural room im-
pulse responses are used in our experimental setup, rather
than room impulse responses generated by the image method
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Fig. 2: Convergence of NG-IVA as averaged SDR over 17
mixtures. Note T60 = 565ms.
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Fig. 3: Convergence of NG-IVA as averaged SIR over 17 mix-
tures. Note T60 = 565ms.
[22]. Secondly, in an attempt to ensure that there are enough
frequency bins to cover the length of the time-domain room
impulse response, more frequency bins are used for the un-
mixing ﬁlters (2046, compared to 256), thus it takes longer
for all the unmixing ﬁlters to converge for all frequency bins.
Also included is a comparison between values for the de-
grees of freedom (v). Averaged SDR convergence plots for
different values of v are shown (Fig. 4), where μ was cho-
sen for relatively fast convergence for a range of mixtures and
values of v. μ was kept constant for all Student’s t plots (μ =
0.6, with a scaling factor of 1×106). For comparison a typi-
cal performance curve for the super-Gaussian source prior is
given.
5. CONCLUSION
A real-time (online) algorithm for NG-IVA has been pre-
sented with an alternative source prior, based on a multivari-
ate Student’s t distribution, this gives an improved model for
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Fig. 4: SDR convergence for different values of v. μ=0.6 ex-
cept for the super-Gaussian plot where it is 1.6. Plots have
been averaged over nine mixtures which include male and fe-
male speakers. The SIR plot shows similar performance and
for brevity is not included.
high amplitude data points in a frequency domain speech
signal due to the heavier tails of the Student’s t distribution.
Reverberant mixtures used are more realistic, thus more of
challenge to separate, than those used in some previous stud-
ies. In addition, the importance of the degrees of freedom
within the Student’s t distribution was highlighted.
Results show improved performance in terms of SDR and
SIR when compared to the original NG-IVA, which has a
source prior based on a multivariate super-Gaussian distribu-
tion. Real-time NG-IVA is easily implemented as an embed-
ded application on a TI TMS320C6713 DSP platform, a com-
mon ﬂoating-point DSP platform, due to its lower complexity
when compared to the batch version.
Future work will involve incorporated video signals and
developing real-time NG-IVA on a ﬁeld programmable gate
array (FPGA). Another angle for future research is incorpo-
rating video cues to aid the source separation and convergence
speed of real-time IVA.
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