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Evaluation of Error Probability of Classification
Based on the Analysis of the Bayes Code
Shota Saito and Toshiyasu Matsushima
Abstract
Suppose that we have two training sequences generated by parametrized distributions Pθ∗1 and Pθ
∗
2
, where θ∗1 and
θ
∗
2 are unknown. Given training sequences, we study the problem of classifying whether a test sequence was generated
according to Pθ∗1 or Pθ
∗
2
. This problem can be thought of as a hypothesis testing problem and the weighted sum of
type-I and type-II error probabilities is analyzed. To prove the result, we utilize the analysis of the codeword lengths
of the Bayes code. It is shown that the bound of the probability of error is characterized by the terms involving the
Chernoff information, the dimension of a parameter space, and the ratio of the length between the training sequences
and the test sequence. Further, we generalize our result to multiple hypotheses.
Index Terms
Bayes code, Chernoff information, classification, hypothesis testing, Re´nyi divergence
I. INTRODUCTION
A. Basic Setup and Related Work
This paper considers the following classification problem. Let y1 = y1,1, . . . , y1,N ∈ AN be a sequence called
the 1st training sequence and y2 = y2,1, . . . , y2,N ∈ AN be a sequence called the 2nd training sequence. For
simplicity, we assume that A is a finite set, but our result holds in the case where A is an infinite set (see the
discussion in Section IV). Suppose that y1,1, . . . , y1,N are drawn i.i.d. from a probability mass function P (·|θ∗1)
and y2,1, . . . , y2,N are drawn i.i.d. from a probability mass function P (·|θ∗2).1 We assume that parametric models
{P (·|θ1) : θ1 ∈ Θ ⊂ Rd} and {P (·|θ2) : θ2 ∈ Θ ⊂ Rd} are known, but the true parameters θ∗1 ∈ Θ and
θ∗2 ∈ Θ are not known, where Θ ⊂ Rd is a d-dimensional parameter space. We denote by D := {y1,y2} and
θ := (θ1, θ2) ∈ Θ×Θ. Let x = x1, . . . , xn ∈ An be a sequence called the test sequence. Regarding the length of
training sequences N and the length of a test sequence n, we assume that N = αn for some α > 0. Suppose that
x1, . . . , xn are drawn i.i.d. from either P (·|θ∗1) or P (·|θ∗2), but we do not know whether they are from P (·|θ∗1) or
P (·|θ∗2). Then, the problem is described as follows:
This work was supported in part by JSPS KAKENHI Grant Numbers JP17K00316, JP17K06446, JP18K11585, JP19K04914, and JP19K14989.
Shota Saito and Toshiyasu Matsushima are with the Department of Applied Mathematics, Waseda University, Tokyo 169-8555, Japan (e-mail:
shota@aoni.waseda.jp; toshimat@waseda.jp).
1In this paper, we sometimes use the notation Pθ(·) instead of P (·|θ).
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2Given a set of training data sequencesD = {y1,y2} and a test sequence x, we attempt to classify a test sequence
x whether it is generated according to P (·|θ∗1) or P (·|θ∗2).
As we shall show in Section II, this problem can be thought of as a hypothesis testing problem and several
previous studies have investigated the probability of error of the hypothesis testing (e.g., [4], [5], [7], [9], [10], [11],
[13]). Among these works, the most related study is the work by Merhav and Ziv [7] in which a Bayesian setting
was adopted; in [7], prior distributions of both hypotheses and a prior distribution w(θ1) (resp. w(θ2)) of θ1 (resp.
θ2) was assumed and the weighted sum of type-I and type-II error probabilities was investigated.
B. Contribution
In a different way from [7], this paper investigates the probability of error analyzed in [7]. Merhav and Ziv [7]
used the method of types to derive their results. On the other hand, we notice the close relationship between the
probability of error and the codeword lengths of the Bayes code (e.g., [1], [3], [6]), and utilize the analysis of its
codeword lengths to derive the result. It is shown that the bound of the probability of error is characterized by
the terms involving the Chernoff information, the dimension of a parameter space d, and the ratio α of the length
between the training sequences and the test sequence.
C. Organization
The rest of this paper is organized as follows. In Section II, we formulate the above problem as a hypothesis
testing problem and define a decision rule and the probability of error. In Section III, utilizing the analysis of
codeword lengths of the Bayes code, we analyze the probability of error. In Section IV, we discuss our result and
compare it with the previous result [7]. In Section V, we generalize our result to multiple hypotheses. Finally, in
Section VI, we conclude this paper.
II. FORMULATION OF HYPOTHESIS TESTING
The problem which we described in Section I can be thought of as a hypothesis testing problem with the following
two hypotheses:
• H1: the 1st training sequence y1 and the test sequence x are generated according to the same distribution.
• H2: the 2nd training sequence y2 and the test sequence x are generated according to the same distribution.
A decision rule of this hypothesis testing problem is defined as follows:
Definition 1: A decision rule Λ(D), derived from a set of training data sequences D = {y1,y2}, is a partition of
the space An of all possible test sequences into two disjoint regions Λ1(D) and Λ2(D) whose union equals An,
i.e., Λ1(D) ∩ Λ2(D) = ∅, Λ1(D) ∪ Λ2(D) = An. If x ∈ Λi(D), Hi is accepted.
As in [7], we define the conditional error probability PΛ(e|D) associated with a decision rule Λ = Λ(D) as
PΛ(e|D) :=
2∑
i=1
πi
∑
x∈Λi(D)
P (x|D,Hi), (1)
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3where πi is a prior probability of hypothesis Hi, Λi(D) is the complement set of Λi(D), and P (x|D,Hi) is a
conditional probability mass function of x given D and the fact that the hypothesis Hi is true. This conditional
probability mass function is calculated as2
P (x|D,Hi) =
∫
Θ P (x|θi)P (yi|θi)w(θi)dθi∫
Θ
P (yi|θi)w(θi)dθi (2)
=: P (x|yi, Hi) (3)
by using the Bayes theorem and imposing the following assumptions:
1) The parameters θ1 and θ2 are i.i.d., i.e., w(θ) =
∏2
j=1 w(θj).
2) P (D|θ, Hi) = P (D|θ) =
∏2
j=1 P (yj |θj) (i = 1, 2).
3) P (x|D, θ, Hi) = P (x|θi) (i = 1, 2).
By substituting (3) into (1),
PΛ(e|D) =
2∑
i=1
πi
∑
x∈Λi(D)
P (x|yi, Hi) (4)
and the decision rule Λ∗ = Λ∗(D) = {Λ∗1(D),Λ∗2(D)} which minimizes (4) is given by
Λ∗1(D) = {x ∈ An : π1P (x|y1, H1) ≥ π2P (x|y2, H2)},
Λ∗2(D) = {x ∈ An : π2P (x|y2, H2) ≥ π1P (x|y1, H1)},
where ties are broken arbitrarily. The conditional error probability associated with the decision rule Λ∗, i.e.,
PΛ∗(e|D) =
2∑
i=1
πi
∑
x∈Λ∗
i
(D)
P (x|yi, Hi) (5)
is the quantity which we shall investigate in Section III.
III. EVALUATION OF PΛ∗(e|D)
A. Preliminary: Bayes Code
Consider a source sequence sm = s1 . . . sm, where s1 . . . sm are drawn i.i.d. from a probability mass function
P (·|ξ∗). Suppose that a class of parametrized distribution of a source {P (·|ξ) : ξ ∈ Ξ ⊂ Rd} is known, but the
true parameter ξ∗ ∈ Ξ is unknown. For a lossless compression in this situation, the Bayes code is one of the major
universal codes (see, e.g., [1], [3], [6]). For a source sequence sm, the coding probability PC(s
m) of the Bayes
code is defined so that it minimizes the Bayes risk function defined as∫
Ξ
w(ξ)
∑
sm
P (sm|ξ) ln P (s
m|ξ)
PC(sm)
dξ, (6)
where w(ξ) is a prior probability density function of ξ. In other words, the Bayes code is the optimal code in the
sense that it minimizes the mean codeword length averaged with the prior probability density function w(ξ). The
coding probability PC(s
m) which minimizes (6) is given by
∫
Ξ
P (sm|ξ)w(ξ)dξ (see, e.g., [6]), and the codeword
length of the Bayes code ℓBayes(s
m) is ℓBayes(s
m) = − ln ∫Ξ P (sm|ξ)w(ξ)dξ.
2The detail of calculation is shown in Appendix A.
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4The mean codeword length of the Bayes code was analyzed up to constant terms (see, e.g., [1], [3]). Furthermore,
the codeword length of the Bayes code for an individual source sequence sm was evaluated (see, e.g., [1], [3]). In
view of [1], we have the following lemma.
Lemma 1 ([1]): We assume that the parametric model {P (·|ξ) : ξ ∈ Ξ ⊂ Rd} and the prior w(ξ) satisfy the
smoothness conditions (Conditions 1 and 2 in [1]) and the posterior consistency condition (Condition 3 in [1]) for
ξ∗ in the interior of Ξ. Then, under a stationary memoryless source, we have
ℓBayes(s
m) = ln
1
P (sm|ξˆ) +
d
2
ln
m
2π
+ ln
√
det I(θˆ)
w(θˆ)
+ o(1), (7)
where ξˆ = ξˆ(sm) is a maximum likelihood estimator and I(·) is the Fisher information matrix.
B. Preliminary: Chernoff Information
For two probability mass functions p(z), q(z) and λ ∈ (0, 1), the Re´nyi divergence of order λ [8] is defined as
Dλ(p||q) := 1
λ− 1 ln
∑
z
p(z)λq(z)1−λ,
and the quantity
C(p, q) := sup
λ∈(0,1)
(1− λ)Dλ(p||q)
is known as the Chernoff information.
C. Main Result: Bound of PΛ∗(e|D)
The next theorem shows a lower bound of (−1/n) lnPΛ∗(e|D).
Theorem 1: For i = 1, 2, we assume that the parametric models {P (·|θi) : θi ∈ Θ ⊂ Rd} and the priors w(θi)
satisfy the smoothness conditions (Conditions 1 and 2 in [1]) and the posterior consistency condition (Condition 3
in [1]) for θ∗i in the interior of Θ. Then, we have
− 1
n
lnPΛ∗(e|D) ≥ C(Pθ∗1 , Pθ∗2 ) +
d
2n
ln
(
1 +
1
α
)
+ o
(
1
n
)
(8)
almost surely.
Proof: From (5), we have
PΛ∗(e|D) =
∑
x∈An
min{π1P (x|y1, H1), π2P (x|y2, H2)}
(a)
≤
∑
x∈An
[π1P (x|y1, H1)]λ[π2P (x|y2, H2)]1−λ
(b)
≤
∑
x∈An
P (x|y1, H1)λP (x|y2, H2)1−λ, (9)
for all λ ∈ (0, 1), where (a) is due to min{α, β} ≤ αλβ1−λ for all α, β ∈ R+ and all λ ∈ (0, 1), and (b) follows
from π1 ≤ 1 and π2 ≤ 1.
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5Next, we evaluate P (x|yi, Hi) (i = 1, 2) in the right-hand side of (9). From Lemma 1, for i = 1, 2, we have
P (x|yi, Hi) =
n∏
j=1
P (xj |θ∗i )
(
1 + α
α
)− d2
eo(1) (10)
almost surely (see Appendix B for detail).
Now, substituting (10) into (9),
PΛ∗(e|D) ≤
∑
x∈An
n∏
j=1
P (xj |θ∗1)λP (xj |θ∗2)1−λ
(
1 + α
α
)−λd2 (1 + α
α
)− (1−λ)d2
eo(1)
(a)
=
(∑
x∈A
P (x|θ∗1)λP (x|θ∗2)1−λ
)n(
1 + α
α
)− d2
eo(1) (11)
almost surely, where (a) is due to the following equality:
∑
x∈An
n∏
j=1
P (xj |θ∗1)λP (xj |θ∗2)1−λ =
n∏
l=1
∑
xl∈A
P (xl|θ∗1)λP (xl|θ∗2)1−λ
=
(∑
x∈A
P (x|θ∗1)λP (x|θ∗2)1−λ
)n
.
Finally, by taking logarithm and multiplying −1/n of both sides of (11), noticing that λ ∈ (0, 1) is arbitrary,
and recalling the definition of the Chernoff information, we obtain (8) and complete the proof.
When we assume π1 = π2 = 1/2, we can prove an upper bound of (−1/n) lnPΛ∗(e|D) as shown in the next
theorem.
Theorem 2: For i = 1, 2, we assume that the parametric models {P (·|θi) : θi ∈ Θ ⊂ Rd} and the priors w(θi)
satisfy the smoothness conditions (Conditions 1 and 2 in [1]) and the posterior consistency condition (Condition 3
in [1]) for θ∗i in the interior of Θ. Moreover, we assume that π1 = π2 = 1/2. Then, we have
− 1
n
lnPΛ∗(e|D) ≤ C(Pθ∗1 , Pθ∗2 ) +
1
2n
ln
(
4n
c2
)
+
d
2n
ln
(
1 +
1
α
)
+ o
(
1
n
)
(12)
almost surely, where c > 0 is a positive constant.
Proof: From (5) and the assumption π1 = π2 = 1/2, we have
PΛ∗(e|D) = 1
2
∑
x∈An
min{P (x|y1, H1), P (x|y2, H2)}. (13)
Substituting (10) into (13),
PΛ∗(e|D) = 1
2

 ∑
x∈An
min


n∏
j=1
P (xj |θ∗1),
n∏
j=1
P (xj |θ∗2)



(1 + α
α
)−d2
eo(1) (14)
almost surely.
On the other hand, from Corollary 1 in [12], there exists a positive constant c > 0 such that
∑
x∈An
min


n∏
j=1
P (xj |θ∗1),
n∏
j=1
P (xj |θ∗2)

 ≥ c√n exp{−nC(Pθ∗1 , Pθ∗2 )}. (15)
Hence, combining (14) and (15), we obtain (12).
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6IV. DISCUSSION
As n→∞, the right-hand sides of (8) and (12) approach the Chernoff information C(Pθ∗1 , Pθ∗2 ), which is the best
asymptotic achievable exponent of the weighted sum of type-I and type-II error probabilities when two probability
distributions are known (see, e.g., [2]).
The previous result in [7] was asymptotic analysis in the sense that the exponent of the probability of error was
evaluated in the case of n→∞. On the other hand, our results (8) and (12) are non-asymptotic analysis. Further,
it should be noted that the assumption that a source alphabet A is a finite set is crucial in [7] because their analysis
relies on the method of types. On the other hand, our result holds for both a finite set A and an infinite set A
because (7) holds for a continuous random variable (see, e.g., [1]).
V. EXTENSION: MULTIPLE HYPOTHESES
A. Setup
Let yi = yi,1, . . . , yi,N ∈ AN be an i-th training sequence, where i = 1, 2, . . . ,M and M ≥ 3. Suppose
that yi,1, . . . , yi,N are drawn i.i.d. from a probability mass function P (·|θ∗i ). We assume that parametric models
{P (·|θi) : θi ∈ Θ ⊂ Rd} for i = 1, 2, . . . ,M are known, but the true parameters θ∗i ∈ Θ (i = 1, 2, . . . ,M )
are not known, where Θ ⊂ Rd is a d-dimensional parameter space. We denote by D := {y1,y2, . . . ,yM} and
θ := (θ1, θ2, . . . , θM ) ∈ ΘM . Let x = x1, . . . , xn ∈ An be a test sequence. Regarding the length of training
sequences N and the length of a test sequence n, we assume that N = αn for some α > 0. Suppose that
x1, . . . , xn are drawn i.i.d. from P (·|θ∗i ) (i = 1, 2, . . . ,M ), but we do not know whether they are generated from
which of these. Given a set of training data sequences D and a test sequence x, the classification problem is that
we identify the distribution of a test sequence x.
As in Section II, we formulate this problem as a hypothesis testing problem and consider the M hypotheses, i.e.,
for i = 1, 2, . . . ,M , we set Hi: the i-th training sequence yi and the test sequence x are generated according to the
same distribution. A decision rule Λ(D), derived from the training data set D, is a partition of the space An into M
disjoint regions Λ1(D),Λ2(D), . . . ,ΛM (D) whose union equals An, i.e.,
⋂M
i=1 Λi(D) = ∅,
⋃M
i=1 Λi(D) = An. If
x ∈ Λi(D), Hi is accepted. The conditional error probability PMΛ (e|D) associated with a decision rule Λ = Λ(D)
is defined as
PMΛ (e|D) :=
M∑
i=1
πi
∑
x∈Λi(D)
P (x|D,Hi), (16)
where πi(i = 1, 2, . . . ,M) is a prior probability of hypothesis Hi and P (x|D,Hi) is calculated as
P (x|D,Hi) =
∫
Θ P (x|θi)P (yi|θi)w(θi)dθi∫
Θ
P (yi|θi)w(θi)dθi (17)
=: P (x|yi, Hi) (18)
by using the Bayes theorem and imposing the following assumptions:
1) The parameters θi (i = 1, 2, . . . ,M ) are i.i.d., i.e., w(θ) =
∏M
j=1 w(θj).
2) P (D|θ, Hi) = P (D|θ) =
∏M
j=1 P (yj |θj) (i = 1, 2, . . . ,M).
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73) P (x|D, θ, Hi) = P (x|θi) (i = 1, 2, . . . ,M).
By substituting (18) into (16),
PMΛ (e|D) =
M∑
i=1
πi
∑
x∈Λi(D)
P (x|yi, Hi) (19)
and the decision rule Λ∗ = Λ∗(D) = {Λ∗i (D)}Mi=1 which minimizes (19) is given by
Λ∗i (D) = {x ∈ An : πiP (x|yi, Hi) ≥ πjP (x|yj , Hj) ∀j 6= i},
where ties are broken arbitrarily. We shall evaluate the conditional error probability associated with the decision
rule Λ∗, i.e.,
PMΛ∗ (e|D) =
M∑
i=1
πi
∑
x∈Λ∗
i
(D)
P (x|yi, Hi). (20)
B. Bound of PMΛ∗ (e|D)
The next theorem is the generalization of Theorem 1 to multiple hypotheses.
Theorem 3: For i = 1, . . . ,M , we assume that the parametric models {P (·|θi) : θi ∈ Θ ⊂ Rd} and the
priors w(θi) satisfy the smoothness conditions (Conditions 1 and 2 in [1]) and the posterior consistency condition
(Condition 3 in [1]) for θ∗i in the interior of Θ. Then, we have
− 1
n
lnPMΛ∗ (e|D)
≥ sup
λ∈(0,1)
min
i6=j
(1− λ)Dλ(Pθ∗
i
||Pθ∗
j
) +
d
2n
ln
(
1 +
1
α
)
− 1
n
ln (M(M − 1)) + o
(
1
n
)
(21)
almost surely.
Proof: We denote by Rji := {x ∈ An : πjP (x|yj, Hj) ≥ πiP (x|yi, Hi)}. Then, from (20), we have
PMΛ∗ (e|D) ≤M(M − 1)max
i6=j
∑
x∈Rji
πiP (x|yi, Hi)
(a)
= M(M − 1)max
i6=j
∑
x∈Rji
min{πiP (x|yi, Hi), πjP (x|yj , Hj)}
≤M(M − 1)max
i6=j
∑
x∈An
min{πiP (x|yi, Hi), πjP (x|yj , Hj)}
(b)
≤ M(M − 1)max
i6=j
∑
x∈An
P (x|yi, Hi)λP (x|yj , Hj)1−λ, (22)
for all λ ∈ (0, 1), where (a) is due to the definition of Rji and (b) follows from the same discussion as in (9).
Next, substituting (10) into (22) and calculating the same way as in (11), we obtain
− 1
n
lnPMΛ∗ (e|D)
≥ −max
i6=j
ln
(∑
x∈A
P (x|θ∗i )λP (x|θ∗j )1−λ
)
+
d
2n
ln
(
1 +
1
α
)
− 1
n
ln (M(M − 1)) + o
(
1
n
)
(23)
almost surely.
Finally, noticing that the first term in the right-hand side of (23) equalsmini6=j(1−λ)Dλ(Pθ∗
i
||Pθ∗
j
) and λ ∈ (0, 1)
is arbitrary, we obtain (21) and complete the proof.
December 18, 2019 DRAFT
8VI. CONCLUSION
We have evaluated the exponent of the conditional error probability PΛ∗(e|D) and shown that the bound of
PΛ∗(e|D) is characterized by the Chernoff information C(Pθ∗1 , Pθ∗2 ) and the terms involving d (the dimension of a
parameter space) and α (the ratio of the length between the training sequences and the test sequence). Moreover,
we have generalized our result to multiple hypotheses and proved a similar result.
APPENDIX A
PROOF OF (2)
We show (2) in the case i = 1 (we can show (2) in the case i = 2 in the same way). From the assumptions 1)
– 3) and the Bayes theorem, we have
P (x|D,H1) = P (x, D|H1)
P (D|H1) =
P (x, D|H1)
P (D)
=
∫
Θ
∫
Θ P (x, D|θ, H1)w(θ)dθ∫
Θ
∫
Θ P (D|θ)w(θ)dθ
=
∫
Θ
∫
Θ
P (x|D, θ, H1)P (D|θ, H1)w(θ)dθ∫
Θ
∫
Θ P (D|θ)w(θ)dθ
=
∫
Θ
∫
Θ P (x|θ1)P (y1|θ1)P (y2|θ2)w(θ1)w(θ2)dθ1dθ2∫
Θ
∫
Θ
P (y1|θ1)P (y2|θ2)w(θ1)w(θ2)dθ1dθ2
=
∫
Θ
P (x|θ1)P (y1|θ1)w(θ1)dθ1
∫
Θ
P (y2|θ2)w(θ2)dθ2∫
Θ P (y1|θ1)w(θ1)dθ1
∫
Θ P (y2|θ2)w(θ2)dθ2
=
∫
Θ
P (x|θ1)P (y1|θ1)w(θ1)dθ1∫
Θ
P (y1|θ1)w(θ1)dθ1 .
APPENDIX B
PROOF OF (10)
From Lemma 1, we have
∫
Θ
P (yi|θi)w(θi)dθi = P (yi|θˆi)
(
N
2π
)−d
2


√
det I(θˆi)
w(θˆi)


−1
eo(1), (24)
for i = 1, 2, where θˆi = θˆi(yi) is a maximum likelihood estimator.
Let x ◦ yi denote a concatenation of a sequence x and a sequence yi. Then, we have∫
Θ
P (x|θi)P (yi|θi)w(θi)dθi (a)=
∫
Θ
P (x ◦ yi|θi)w(θi)dθi
(b)
= P (x ◦ yi|θˆ′i)
(
n+N
2π
)− d2 
√
det I(θˆ′i)
w(θˆ′i)


−1
eo(1), (25)
for i = 1, 2, where (a) follows from the fact that x1, . . . , xn ∼ i.i.d. P (·|θi) and yi,1, . . . , yi,N ∼ i.i.d. P (·|θi),
and (b) is due to Lemma 1, where θˆ′i = θˆ
′
i(x ◦ yi) is a maximum likelihood estimator.
Substituting (24) and (25) into (2) and recalling that N = αn, we obtain
P (x|yi, Hi) = P (x ◦ yi|θˆ
′
i)
P (yi|θˆi)
(
1 + α
α
)− d2 w(θˆ′i)
w(θˆi)
√
det I(θˆi)√
det I(θˆ′i)
eo(1).
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9Noticing that θˆi → θ∗i and θˆ′i → θ∗i almost surely and the continuity of I(·) and w(·) due to the conditions in [1],
we have
P (x|yi, Hi) = P (x ◦ yi|θ
∗
i )
P (yi|θ∗i )
(
1 + α
α
)− d2
eo(1)
almost surely. Finally, since
P (x ◦ yi|θ∗i )
P (yi|θ∗i )
=
P (x|θ∗i )P (yi|θ∗i )
P (yi|θ∗i )
= P (x|θ∗i ) =
n∏
j=1
P (xj |θ∗i ),
we obtain (10).
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