Parameterschätzung in Regressionsmodellen mit räumlich korrelierten Störgrößen by Arnold, Matthias
Parameterscha¨tzung in
Regressionsmodellen mit ra¨umlich
korrelierten Sto¨rgro¨ßen
Dissertation
zur Erlangung des Grades
eines Doktors der Naturwissenschaften
der Technischen Universita¨t Dortmund
Der Fakulta¨t Statistik der Technischen Universita¨t Dortmund
vorgelegt von
Matthias Arnold
aus Dortmund
Dortmund, im Ma¨rz 2008
Inhaltsverzeichnis
1 Einleitung 1
2 Das lineare Regressionsmodell mit ra¨umlich korrelierten Sto¨r-
gro¨ßen 4
3 Parameterscha¨tzung nach generalisierter
Momentenmethode 12
3.1 Definition und Motivation . . . . . . . . . . . . . . . . . . . . 12
3.2 Ein alternativer Momentenmethodenscha¨tzer . . . . . . . . . . 16
3.3 Konsistenz des alternativen Momentenmethodenscha¨tzers . . . 20
4 Parameterscha¨tzung nach Maximum-Likelihood-Methode 34
5 Erweiterungen des Modells 37
5.1 Residuen aus verallgemeinerter Kleinst-Quadrate-Regression . 37
5.2 Nichtlineare Regression . . . . . . . . . . . . . . . . . . . . . . 41
5.3 Andere Sto¨rgro¨ßenstrukturen . . . . . . . . . . . . . . . . . . 43
6 Simulation 45
7 Anwendung auf Arbeitslosendaten 61
7.1 Die Daten . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
7.2 Das Modell . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
7.3 Ergebnisse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
8 Zusammenfassung und Fazit 82
Tabellenverzeichnis 85
Abbildungsverzeichnis 85
Literaturverzeichnis 86
i
1 Einleitung
In vielen Datensa¨tzen stehen die Merkmalstra¨ger in einer festen ra¨umlichen
Beziehung zueinander. Das ist beispielsweise in der O¨kologie, der Epidemiolo-
gie oder auch im Bergbau der Fall. Die Merkmalstra¨ger sind dann bestimmte
Gebiete, in denen etwa Schadstoffgehalte, die Ha¨ufigkeit von Erkrankungen
oder auch die Konzentration von Rohstoffen gemessen werden. Es liegt auf
der Hand, dass diese Messungen in benachbarten Gebieten nicht unabha¨ngig
voneinander sind. So ko¨nnen Luftschadstoffe in einem Gebiet durch denWind
leicht in benachbarte Gebiete gelangen und Krankheiten ko¨nnen sich durch
Ansteckung ausbreiten. Auch die Konzentrationen von Rohstoffen im Boden
benachbarter Gebiete sind nicht unabha¨ngig - sie ha¨ngen oft von den gleichen
geologischen Konstellationen ab.
Bei der Modellierung solcher Abha¨ngigkeiten ist ein wesentlicher Unter-
schied zu Zeitreihendaten zu beru¨cksichtigen. Wie schon Whittle (1954) fest-
stellt, ist bei Zeitreihen die Richtung der Abha¨ngigkeit klar: Werte aus der
Vergangenheit beeinflussen mo¨glicherweise zuku¨nftige Beobachtungen, aber
niemals umgekehrt. Im Gegensatz dazu bestehen bei ra¨umlich angeordneten
Daten potentielle Abha¨ngigkeiten in alle Richtungen.
Diese Arbeit betrachtet ein Modell ra¨umlich korrelierter Beobachtungen.
Dabei setzt sich eine Beobachtung aus einer Linearkombination der Beob-
achtungen in benachbarten Gebieten sowie einem gebietsspezifischen Term
zusammen. Ein ra¨umlicher Korrelationsparameter steuert die Sta¨rke der Ab-
ha¨ngigkeit zwischen den Gebieten.
Dieser Parameter kann nach der Maximum-Likelihood-Methode gescha¨tzt
werden, wobei meistens eine Normalverteilung der Beobachtungen angenom-
men wird. Da dieser Scha¨tzer keine geschlossene Darstellung besitzt, mu¨ssen
zur Berechnung numerische Optimierungsverfahren verwendet werden. Ins-
besondere bei großen Datensa¨tzen ko¨nnen diese jedoch instabil sein. Als Al-
ternative schlagen Kelejian und Prucha (1999) einen Scha¨tzer nach verallge-
meinerter Momentenmethode vor.
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In den allermeisten Anwendungen werden fu¨r die einzelnen Gebiete ver-
schiedene Erwartungswerte zugelassen, deren Abha¨ngigkeit von Kovariablen
in einem Regressionsmodell gescha¨tzt wird. Die ra¨umliche Korrelation u¨ber-
tra¨gt sich dann auf die Sto¨rterme einer solchen Regressionsbeziehung.
Der Scha¨tzer nach verallgemeinerter Momentenmethode verwendet theo-
retische Momente der Sto¨rgro¨ßen und setzt diese den empirischen Momenten
gleich. Da die Sto¨rgro¨ßen jedoch nicht beobachtbar sind, mu¨ssen dabei die
empirischen Momente der Regressionsresiduen verwendet werden. Obwohl
der Unterschied zwischen Sto¨rgro¨ßen und Residuen fu¨r wachsenden Stich-
probenumfang verschwindet, gibt es fu¨r jeden endlichen Stichprobenumfang
sehr wohl Unterschiede. Darum schla¨gt diese Arbeit eine Modifikation des
Scha¨tzers nach verallgemeinerter Momentenmethode vor. Da die empirischen
Momente nur fu¨r die Residuen vorliegen, werden die theoretischen Momente
auch fu¨r die Residuen berechnet.
Die Arbeit ist folgendermaßen strukturiert: Das na¨chste Kapitel stellt
das lineare Regressionsmodell mit den oben beschriebenen ra¨umlich korre-
lierten Sto¨rgro¨ßen vor. Das dritte Kapitel behandelt die Parameterscha¨tzung
nach verallgemeinerter Momentenmethode. Nach einer kurzen Darstellung
des Scha¨tzers aus Kelejian und Prucha (1999) pra¨sentiert dieses Kapitel den
modifizierten Scha¨tzer sowie den Beweis seiner Konsistenz. Das folgende Ka-
pitel 4 u¨bertra¨gt die Modifikation des Scha¨tzers nach verallgemeinerter Mo-
mentenmethode auf den Maximum-Likelihood-Scha¨tzer. Kapitel 5 diskutiert
einige Erweiterungen der Scha¨tzprozeduren, etwa auf nichtlineare Regres-
sionen sowie verallgemeinerte Kleinst-Quadrate-Scha¨tzung. Eine Simulati-
onsstudie in Kapitel 6 vergleicht die finiten Eigenschaften des modifizierten
Scha¨tzers mit denen des urspru¨nglichen Scha¨tzers fu¨r verschiedene Stichpro-
benumfa¨nge. Das siebte Kapitel wendet den modifizierten Scha¨tzer auf einen
Datensatz zur Arbeitslosigkeit in Deutschland an. Hier zeigt sich, dass die
Modellierung ra¨umlicher Korrelationen nicht auf die zu Beginn genannten
Bereiche wie O¨kologie oder Epidemiologie beschra¨nkt ist. Auch verschiede-
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ne demographische Gruppen, die aus Kriterien wie Alter, Geschlecht oder
Bildungsniveau gebildet werden, ko¨nnen als ra¨umlich korreliert aufgefasst
werden. Das letzte Kapitel schließlich fasst die Ergebnisse zusammen und
nennt einige Ansatzpunkte fu¨r weitere U¨berlegungen.
3
2 Das lineare Regressionsmodell mit ra¨umlich
korrelierten Sto¨rgro¨ßen
Im linearen Regressionsmodell
yi = x
T
i β + ui (i = 1, . . . , n)
wird die Beobachtung yi durch eine lineare Funktion der k im Vektor xi
zusammengefassten Auspra¨gungen der Kovariablen sowie den Sto¨rterm ui
erkla¨rt. In Matrixschreibweise lautet das Modell
y = Xβ + u.
Der Vektor y besteht aus den n Beobachtungen der abha¨ngigen Variablen,
die (n× k)-Matrix X entha¨lt die Auspra¨gungen der unabha¨ngigen Variablen
und die unbeobachtbaren Sto¨rgro¨ßen ui bilden den (n× 1)-Vektor u. Der un-
bekannte (k × 1)-Vektor β entha¨lt die zu scha¨tzenden Regressionsparameter.
Der u¨bliche Scha¨tzer fu¨r β ist der Kleinst-Quadrate-Scha¨tzer
βˆ = (XTX)−1XTy,
wobei die Matrix X von vollem Spaltenrang sein muss, damit die Inverse
definiert ist. Der Sto¨rgro¨ßenvektor u wird gescha¨tzt durch
uˆ = y − yˆ = y −Xβˆ =
[
I −X (XTX)−1XT] y =:My =Mu.
Unter u¨blichen Annahmen (vgl. Malinvaud (1970), S. 82ff) ist der KQ-Scha¨t-
zer in gewissem Sinne optimal. Er hat unter allen linear erwartungstreu-
en Scha¨tzern von β die kleinste Kovarianzmatrix bezu¨glich der Lo¨wner-
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Halbordnung. Falls u multivariat normalverteilt ist, gilt diese Optimalita¨tsei-
genschaft sogar innerhalb der gro¨ßeren Klasse aller erwartungstreuen Scha¨t-
zer.
Eine entscheidende Rolle spielt die Annahme, wonach die Sto¨rgro¨ßen un-
korreliert sind und alle die gleiche Varianz besitzen. Unter Normalverteilungs-
annahme ko¨nnen mit den Quantilen der t- bzw. F -Verteilung Hypothesen-
tests fu¨r den unbekannten Parametervektor β durchgefu¨hrt sowie entspre-
chende Konfidenzbereiche konstruiert werden.
Oft ist die Annahme einer skalaren Kovarianzmatrix fu¨r den Sto¨rgro¨ßen-
vektor jedoch fraglich. In solchen Fa¨llen ist der gewo¨hnliche KQ-Scha¨tzer
zwar immer noch erwartungstreu. Er verliert jedoch die oben angesprochene
Eigenschaft der Effizienz. Auch die auf Quantilen der t- bzw. F -Verteilung
basierenden Tests und Konfidenzbereiche verlieren ihre Gu¨ltigkeit.
Von diesen beiden Schwa¨chen ist die erstere weniger schlimm. Der zwei-
te Schwachpunkt hingegen ist gravierend, weil Tests und Konfidenzbereiche
das vorgegebene Signifikanzniveau mitunter stark verfehlen. Eine Modellie-
rung der Abha¨ngigkeiten in den Sto¨rgro¨ßen kann helfen, dieses Problem zu
beheben.
Eine Mo¨glichkeit dazu ist das Modell ra¨umlich korrelierter Sto¨rgro¨ßen,
das von Whittle (1954) sowie Cliff und Ord (1973) vorgeschlagen wurde.
Diese Art der Modellierung bietet sich an, wenn Beobachtungen yi in ver-
schiedenen, teilweise aneinandergrenzenden Gebieten erhoben wurden, etwa
in Landkreisen oder Bundesla¨ndern. Auch die in Kapitel 7 analysierten grup-
penspezifischen Arbeitslosenquoten ko¨nnen als ra¨umlich korreliert aufgefasst
werden - verschiedene demographische Gruppen u¨bernehmen dann die Rolle
der Gebiete.
Konkret sei im weiteren der Sto¨rgro¨ßenvektor u ra¨umlich korreliert gema¨ß
u = ρWu+ ε. (1)
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1 2
3
4
5
W =

0 1 1 0 0
1 0 1 1 0
1 1 0 1 0
0 1 1 0 1
0 0 0 1 0

Abbildung 1: Beispiel fu¨r Verwandtschaftsmatrix
Der skalare Parameter ρ ist unbekannt. Die (n× n)-Verwandtschaftsmatrix
W ist bekannt. Der Eintrag in Zeile i und Spalte j der Matrix W gibt das
Ausmaß der mo¨glichen Abha¨ngigkeit zwischen ui und uj an. Fu¨r die Wahl
der Eintra¨ge von W gibt es verschiedene Mo¨glichkeiten. So kann etwa der
Eintrag wij gleich Eins gesetzt werden, falls die Gebiete i und j eine gemein-
same Grenze haben. Abbildung 1 zeigt dazu ein kleines Beispiel. Das Gebiet
2 hat gemeinsame Grenzen zu den Gebieten 1, 3 und 4. Deshalb sind in der
zweiten Zeile von W die Eintra¨ge 1, 3 und 4 von Null verschieden. Die zweite
Zeile der Modellgleichung (1) lautet folglich
u2 = ρu1 + ρu3 + ρu4 + ε2.
Falls der Stichprobenumfang n einer Quadratzahl entspricht, bietet sich ei-
ne weitere Mo¨glichkeit, die Matrix W zu spezifizieren. Die einzelnen Zellen
ko¨nnen dann in einem Raster angeordnet werden; fu¨r n = 16 ergibt sich etwa
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1 2 3 4
5 6 7 8
9 10 11 12
13 14 15 16
und die von Null verschiedenen Eintra¨ge in W orientieren sich an den Rich-
tungen, in die Figuren auf einem Schachbrett ziehen ko¨nnen. Wa¨hrend der
Turm nur entlang der Zeilen und Spalten zieht, darf die Dame auch die Dia-
gonale benutzen. Im Gegensatz zu den Regeln beim Schach sind hier jedoch
nur diejenigen Zellen verwandt, die mit einer Schrittla¨nge von Eins erreicht
werden ko¨nnen. Fu¨r dieses Beispiel wa¨ren in der sechsten Zeile von W fol-
gende Eintra¨ge von Null verschieden:
• nach dem
”
Turmkriterium“ die Eintra¨ge 2, 5, 7 und 10
• nach dem
”
Damenkriterium“ die Eintra¨ge 1, 2, 3, 5, 7, 9, 10 und 11.
Allgemeiner ko¨nnen die Eintra¨ge von W auch als Kehrwert eines Distanz-
maßes, z. B. der ra¨umlichen Distanz zwischen den Zentren der Gebiete i
und j, gewa¨hlt werden. Wenn es sich bei den Untersuchungseinheiten um
demographische Gruppen handelt, ko¨nnen diejenigen Gruppen als verwandt
angesehen werden, bei denen bestimmte Merkmale u¨bereinstimmen. In je-
dem dieser Fa¨lle ko¨nnen die Zeilensummen der Matrix W anschließend noch
auf Eins standardisiert werden. Die Standardisierung erfolgt u¨ber die Zeilen
und nicht etwa die Spalten der Matrix W , weil dadurch die Modellgleichung
(1) fu¨r die i-te Komponente von u,
ui = ρ
n∑
j=1
wijuj + εi,
inhaltlich erhalten bleibt: Die Division der Eintra¨ge in der i-ten Zeile von W
durch die Zeilensumme wird durch den Parameter ρ aufgefangen, der dadurch
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zusa¨tzlich besser interpretiert werden kann: Wegen
∑n
j=1wij = 1 gibt ρ an,
wie stark der Einfluss der benachbarten uj auf ui ist.
Wird die resultierende Kovarianzstruktur der Sto¨rgro¨ßen nicht beru¨ck-
sichtigt und zur Scha¨tzung von β der gewo¨hnliche KQ-Scha¨tzer herangezo-
gen, so hat dies die bereits oben erwa¨hnten Konsequenzen: Der gewo¨hnliche
KQ-Scha¨tzer ist nicht effizient und Tests fu¨r den Parametervektor β verlieren
ihre Gu¨ltigkeit. Kra¨mer und Donninger (1987) vergleichen dazu die Scha¨tz-
eigenschaften des gewo¨hnlichen mit denen des (effizienten) verallgemeinerten
KQ-Scha¨tzers. Es stellt sich heraus, dass die relative Effizienz beider Verfah-
ren sehr stark von den Matrizen X und W abha¨ngt. Diese Abha¨ngigkeit von
X und W findet Kra¨mer (2003) auch fu¨r die Macht des F -Tests auf einen
Teilvektor von β. Fu¨r manche ρ kann die Macht beliebig klein werden. Bei
zeilenstandardisierter Verwandtschaftsmatrix W ist dies der Fall, wenn sich
ρ dem Wert Eins anna¨hert. Kra¨mer (2005) zeigt weiter, dass zu jeder Ver-
wandtschaftsmatrix W und jedem Stichprobenumfang n eine Modellmatrix
X existiert, so dass dieses Problem einer verschwindenden Macht auch bei
einem Test auf ρ selbst auftritt.
Formal seien fu¨r jeden Stichprobenumfang n die folgenden Annahmen
u¨ber W und ε erfu¨llt:
Annahme 1 a) Die Diagonalelemente von W sind gleich Null.
b) Sa¨mtliche Eintra¨ge von W sind nicht negativ, wij ≥ 0 ∀ i, j = 1, . . . , n.
c) Die Zeilensummen vonW sind gleich Eins,
∑n
j=1wij = 1 ∀ i = 1, . . . , n.
d) Die Spaltensummen von W sind beschra¨nkt,
∑n
i=1wij ≤ cw ∀ j =
1, . . . , n mit 0 < cw <∞.
e) |ρ| < 1.
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Annahme 2 a) Die Innovationen ε1, . . . , εn sind unabha¨ngig und iden-
tisch verteilt mit Erwartungswert Null und Varianz σ2, wobei die Vari-
anz durch eine Konstante b beschra¨nkt ist, 0 < σ2 < b mit b <∞.
b) E(ε4i ) <∞.
Unter diesen Annahmen ist die Matrix (I − ρW ) invertierbar:
Satz 2.1 Fu¨r die Verwandtschaftsmatrix W seien die Annahmen 1(b), 1(d)
und 1(e) erfu¨llt. Dann ist die Matrix I − ρW invertierbar.
Beweis: Es genu¨gt zu zeigen, dass die Eigenwerte von I − ρW positiv sind.
Sei also λ ein beliebiger Eigenwert von I − ρW . Dann gibt es einen n-
dimensionalen Vektor x 6= 0, so dass gilt:
(I − ρW )x = λx
⇒ (1− λ)x = ρWx
⇒ ‖(1− λ)x‖∞ = ‖ρWx‖∞
⇒ |1− λ| ‖x‖∞ = |ρ| ‖Wx‖∞ ≤ |ρ| ‖W‖∞ ‖x‖∞ < 1 · 1 · ‖x‖∞
⇒ |1− λ| < 1
⇒ λ > 0.
Dabei ist ‖x‖∞ = maxi
∑n
i=1 |xi| die Maximumnorm des Vektors x und
‖W‖∞ = maxi
∑n
j=1 |wij| die durch die Maximumnorm induzierte Zeilen-
summennorm der Matrix W . ¤
Damit lautet wegen
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u = ρWu+ ε
⇔ ε = (I − ρW )u
⇔ u = (I − ρW )−1ε
die Kovarianzmatrix des Sto¨rgro¨ßenvektors
Cov(u) = σ2(I − ρW )−1(I − ρW T )−1 =: σ2PP T . (2)
Die beiden folgenden technischen Annahmen werden fu¨r die Konsistenz der in
Kapitel 3 vorgeschlagenen Scha¨tzer fu¨r ρ und σ2 nach der verallgemeinerten
Momentenmethode beno¨tigt.
Annahme 3 Die Zeilen- und Spaltensummen der Betra¨ge der Eintra¨ge der
Matrix P = (I − ρW )−1 sind beschra¨nkt, ∑nj=1 |pij| ≤ cp ∀ i = 1, . . . , n,∑n
i=1 |pij| ≤ cp ∀ j = 1, . . . , n mit 0 < cp <∞.
Annahme 4 Fu¨r die Eintra¨ge des Sto¨rgro¨ßenvektors u sowie des Vektors
der Regressionsresiduen uˆ = Mu gilt folgendes: Es existieren Folgen von
Zufallsvektoren di und ∆ mit
1
n
∑n
i=1 ‖di‖2+δ = OP (1) fu¨r ein δ > 0 sowie√
n ‖∆‖ = Op(1), so dass |ui − uˆi| ≤ ‖di‖ ‖∆‖ fu¨r alle i = 1, . . . , n gilt.
Die Zufallsvektoren di und ∆ du¨rfen - wie auch die Verwandschaftsma-
trix W - vom Folgenindex n abha¨ngen. Auf eine zusa¨tzliche Indizierung der
Gro¨ßen wird jedoch verzichtet, um die Lesbarkeit zu verbessern. Annahme 4
ist beispielsweise erfu¨llt, falls die Matrix X nichtstochastisch ist, ihre Zeilen
keinen Trend aufweisen und die Matrix 1
n
XTX fu¨r n → ∞ gegen eine feste
Matrix Q konvergiert, denn dann erfu¨llt
ui − uˆi = xTi
(
βˆ − β
)
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die Bedingungen aus Annahme 4: In diesem Fall gilt 1
n
∑n
i=1 ‖xi‖2+δ = O(1)
fu¨r beliebiges δ > 0, so dass die xi die Rolle der di u¨bernehmen. Fu¨r den
Vektor βˆ − β ist
E
(√
n
(
βˆ − β
))
= 0
sowie
Cov
(√
n
(
βˆ − β
))
= σ2
(
1
n
XTX
)−1
n→∞−→ σ2Q.
Die k Komponenten von βˆ−β sind somit nach Multiplikation mit √n jeweils
OP (1). Diese Eigenschaft u¨bertra¨gt sich auf den Gesamtvektor ‖βˆ − β‖, so
dass er die Forderung an ∆ in der Annahme erfu¨llt.
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3 Parameterscha¨tzung nach generalisierter
Momentenmethode
3.1 Definition und Motivation
Zur Scha¨tzung von ρ und σ2 wird oft die Maximum-Likelihood-Methode ver-
wendet. Wie Kelejian und Prucha (1999) ausfu¨hren, kann die Berechnung des
ML-Scha¨tzers jedoch numerisch aufwa¨ndig sein. Der Grund liegt darin, dass
in jedem Iterationsschritt die Determinante der Matrix I − ρW berechnet
werden muss.
Als Alternative bietet sich ein Scha¨tzer nach der generalisierten Momen-
tenmethode an. Ein solcher Scha¨tzer wird von Kelejian und Prucha (1999)
vorgeschlagen, wobei die Momente
E
(
1
n
εT ε
)
= σ2, (3)
E
(
1
n
εTW TWε
)
=
σ2
n
tr(W TW ), (4)
E
(
1
n
εTW T ε
)
= 0 (5)
verwendet werden. Die Momente ergeben sich aus der fu¨r jede (n×n)-Matrix
A gu¨ltigen Beziehung
E
(
εTAε
)
= tr[A Cov(ε)] + E(ε)TA E(ε)
(vgl. Theorem 1.5 auf Seite 9 in Seber und Lee (2003)), denn nach Annahme
2 gilt hier E(ε) = 0 und Cov(ε) = σ2I. Weiter sind nach Annahme 1(a) die
Hauptdiagonalelemente und somit auch die Spur der Matrix W gleich Null.
Die aus Gleichung (1) gewonnene Darstellung fu¨r ε,
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ε = u− ρWu,
wird in die theoretischen Momente eingesetzt und diese mit den empirischen
gleichgesetzt. Dies fu¨hrt auf das Gleichungssystem
G
 ρρ2
σ2
− g =: v(ρ, σ2),
mit
G =

2
n
uˆTWuˆ − 1
n
uˆTW TWuˆ 1
2
n
uˆTW TWWuˆ − 1
n
uˆTW TW TWWuˆ 1
n
tr(W TW )
1
n
uˆT [W +W T ]Wuˆ − 1
n
uˆTW TWWuˆ 0
 (6)
und
g =
(
1
n
uˆT uˆ,
1
n
uˆTW TWuˆ,
1
n
uˆTWuˆ
)T
. (7)
Der Vektor v(ρ, σ2) ist die Differenz des Vektors g von dem Produkt aus
der (3 × 3)-Matrix G und dem Spaltenvektor (ρ, ρ2, σ2)T . Er gibt also in
Abha¨ngigkeit von ρ und σ2 an, wie groß der Differenzen der theoretischen
Momente von den empirischen Momenten sind. Folglich definieren Kelejian
und Prucha (1999) einen Scha¨tzer fu¨r ρ und σ2 durch
(ρ̂NLS, σ̂
2
NLS) = argmin{v(ρ, σ2)Tv(ρ, σ2) : ρ ∈ [−a, a], σ2 ∈ [0, b]}, (8)
wobei a ≥ 1 und b < ∞. In (6) und (7) ersetzen die beobachtbaren Re-
gressionsresiduen uˆ die unbeobachtbaren Sto¨rgro¨ßen u. Die Berechnung die-
ses Scha¨tzers nach generalisierter Momentenmethode ist wesentlich weniger
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aufwa¨ndig als die Berechnung des Maximum-Likelihood-Scha¨tzers, weil hier
lediglich die Norm eines Vektors der La¨nge drei, v(ρ, σ2), durch Wahl der
beiden Parameter ρ und σ2 minimiert wird. Die einmalige Bestimmung von
v(ρ, σ2) aus der Matrix G sowie dem Vektor g stellt ebenfalls kein Problem
dar, da die hierzu beno¨tigten Quadratformen mit deutlich geringerem Auf-
wand berechnet werden ko¨nnen als die beim Maximum-Likelihood-Scha¨tzer
in jedem Iterationsschritt beno¨tigte Determinante der Matrix I − ρW .
Dieser Scha¨tzer nach generalisierter Momentenmethode wurde in der Li-
teratur bereits auf verschiedene Datensa¨tze angewendet. So analysiert et-
wa Tingvall (2004) die Frage, ob der seit dem zweiten Weltkrieg fortschrei-
tende Abbau von Handelsschranken innerhalb der La¨nder der heutigen eu-
ropa¨ischen Union zu einer versta¨rkten Spezialisierung der Volkswirtschaf-
ten in den einzelnen Mitgliedsstaaten gefu¨hrt hat. Er findet heraus, dass
dies nur fu¨r kapitalintensive Industrien der Fall ist, wohingegen kein all-
gemeiner Trend zu einer versta¨rkten Spezialisierung vorliegt. Garrett und
Wheelock (2006) untersuchen die Vera¨nderung des Pro-Kopf-Einkommens
wa¨hrend der großen Wirtschaftskrise in den dreißiger Jahren des letzten
Jahrhunderts fu¨r die Bundesstaaten der USA. Sie stellen fest, dass die Un-
terschiede im Pro-Kopf-Einkommen zwischen den Bundesstaaten wa¨hrend
der Abschwungphase zunahmen, um in der folgenden Aufschwungphase wie-
der abzunehmen: In der Krise gingen die Pro-Kopf-Einkommen in Staaten
mit ohnehin geringerem Einkommen prozentual sta¨rker zuru¨ck als in Staaten
mit hohem Einkommen; dafu¨r profitierten die Staaten mit geringerem Ein-
kommen u¨berproportional von dem anschließenden Aufschwung. Bell und
Bockstael (2000) wenden den Scha¨tzer auf einen Mikrodatensatz zu Immobi-
lienpreisen in Maryland, USA, an. Sie vergleichen die Ergebnisse des Momen-
tenmethodenscha¨tzers mit denen des herko¨mmlichen Maximum-Likelihood-
Scha¨tzers und kommen zu dem Schluss, dass beide Verfahren im wesentlichen
die gleichen Resultate liefern. Aufgrund des deutlich reduzierten Rechen-
aufwands empfehlen sie die Anwendung des Momentenmethodenscha¨tzers
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insbesondere bei großen Datensa¨tzen. Schlenker et al. (2006) untersuchen
die Auswirkungen der globalen Klimaerwa¨rmung auf die US-amerikanische
Landwirtschaft und kommen zu dem Ergebnis, dass leichte Verbesserungen
in den no¨rdlich gelegenen Landesteilen durch sta¨rkere Verschlechterungen
im Su¨den u¨berkompensiert werden, so dass der Gesamteffekt einer Klima-
erwa¨rmung auf die Landwirtschaft in den USA negativ ist. Anselin et al.
(2004) wenden den Scha¨tzer ebenfalls auf einen landwirtschaftlichen Daten-
satz an. Es handelt sich dabei um Ertra¨ge der Maisproduktion auf verschie-
denen Anbaufla¨chen in Argentinien. Sie untersuchen die Fragestellung, ob es
sich lohnt, die Menge des auf die Felder gebrachten Stickstoffdu¨ngers fu¨r je-
de Anbaufla¨che separat festzulegen. Im Ergebnis ist dies tatsa¨chlich der Fall,
auch wenn der dadurch zu erwartende zusa¨tzliche Ertrag vergleichsweise ge-
ring ausfa¨llt. Ezcurra et al. (2006) untersuchen die verschiedenen Regionen
der europa¨ischen Union auf ihre Wohlfahrt (gemessen als Funktion von Pro-
Kopf-BIP, Bevo¨lkerungsentwicklung und Gleichheit der Einkommensvertei-
lung). Auch hier entsprechen die aus der generalisierten Momentenmethode
gewonnenen Ergebnisse im wesentlichen den Ergebnissen bei Verwendung
der Maximum-Likelihood-Methode. Druska und Horrace (2004) entwickeln
den Scha¨tzer weiter, um ihn auf Paneldaten zum Reisanbau in Indonesien
im Zeitraum von 1977 bis 1983 anwenden zu ko¨nnen. Kelejian und Prucha
(2004) verallgemeinern den von ihnen vorgeschlagenen Scha¨tzer auf simulta-
ne Gleichungssysteme.
Der verallgemeinerte Momentenmethodenscha¨tzer von Kelejian und Pru-
cha (1999) wird also vielfach verwendet. Außerdem existieren Weiterentwick-
lungen in verschiedene Richtungen wie Paneldaten oder simultane Gleichun-
gen. Das na¨chste Unterkapitel stellt eine Modifikation des Scha¨tzers vor, wel-
che den wesentlichen Vorteil (geringer Rechenaufwand) beibeha¨lt und die
Eigenschaften des Scha¨tzers verbessert.
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3.2 Ein alternativer Momentenmethodenscha¨tzer
Die Grundidee zur Verbesserung des verallgemeinerten Momentenmethoden-
scha¨tzers aus dem letzten Unterkapitel ist die folgende: Der Scha¨tzer setzt
die theoretischen Momente der Sto¨rgro¨ßen u mit empirischen Momenten der
Residuen uˆ gleich. Dabei mu¨ssen die empirischen Momente der Residuen ver-
wendet werden, weil die Sto¨rgro¨ßen nicht beobachtbar sind. Der Unterschied
zwischen Sto¨rgro¨ßen und Residuen ist zwar asymptotisch zu vernachla¨ssigen.
Fu¨r jeden festen Stichprobenumfang jedoch sind die Residuen nicht exakt
gleich den Sto¨rgro¨ßen. Wenn fu¨r die Konstruktion des Scha¨tzers nun die
Sto¨rgro¨ßen ohnehin durch die Residuen ersetzt werden mu¨ssen, dann sollte
man von vornherein die theoretischen Momente der Residuen berechnen und
nicht diejenigen der Sto¨rgro¨ßen. Dabei wird ausgenutzt, dass der Vektor uˆ
senkrecht auf den Spalten der Matrix X steht, denn es gilt die Beziehung
uˆ = Mu mit M = I − X(XTX)−1XT . Als orthogonaler Projektor ist M
idempotent und symmetrisch, so dass die theoretischen Momente der Resi-
duen folgendermaßen lauten:
E
(
1
n
(Mε)TMε
)
=
σ2
n
tr(M), (9)
E
(
1
n
(WMε)TWMε
)
=
σ2
n
tr(MW TW ), (10)
E
(
1
n
(WMε)TMε
)
=
σ2
n
tr(WM). (11)
Dabei wird ausgenutzt, dass sich die Spur eines Matrixproduktes bei zykli-
scher Vertauschung der Matrizen nicht a¨ndert, vgl. S. 61 in Schmidt und
Trenkler (2006). Multiplikation von (1) mit M bzw. WM liefert die Bezie-
hungen
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Mε = Mu− ρMWu, (12)
WMε = WMu− ρWMWu. (13)
Einsetzen der Gleichungen (12) und (13) in die Momentenbedingungen (9)-
(11) fu¨hrt zu
1
n
E(uTMu)− 2ρ
n
E(uTMWu)
+
ρ2
n
E(uTW TMWu) =
σ2
n
tr(M),
1
n
E(uTMW TWMu)− 2ρ
n
E(uTW TWMWMu)
+
ρ2
n
E(uTW TMW TWMWu) =
σ2
n
tr(MW TW ),
1
n
E(uTMW TMu)− ρ
n
E(uTM [W +W T ]MWu)
+
ρ2
n
E(uTW TMWMWu) =
σ2
n
tr(WM).
Es ergibt sich das theoretische Gleichungssystem
Γ
 ρρ2
σ2
− γ = 0. (14)
Dabei hat die (3× 3)-Matrix Γ die Eintra¨ge
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Γ(1,1) =
2
n
E
(
uTMWu
)
,
Γ(1,2) = − 1
n
E
(
uTW TMWu
)
,
Γ(1,3) =
1
n
tr(M),
Γ(2,1) =
2
n
E
(
uTW TWMWMu
)
,
Γ(2,2) = − 1
n
E
(
uTW TMW TWMWu
)
,
Γ(2,3) =
1
n
tr
(
MW TW
)
,
Γ(3,1) =
1
n
E
(
uTM
[
W +W T
]
MWu
)
,
Γ(3,2) = − 1
n
E
(
uTW TMWMWu
)
,
Γ(3,3) =
1
n
tr(WM)
und der (3× 1)-Vektor γ lautet
γ =
(
1
n
E
(
uTMu
)
,
1
n
E
(
uTMW TWMu
)
,
1
n
E
(
uTMW TMu
))T
.
Schließlich werden fu¨r jede (n × n)-Matrix A die theoretischen Momente
E(uTAu) durch die empirischen Momente uˆTAuˆ ersetzt. Mit Mu = uˆ und
tr(M) = n− k lautet das empirische Gegenstu¨ck zu (14)
H
 ρρ2
σ2
− h =: w(ρ, σ2),
wobei
18
H =

2
n
uˆTWuˆ − 1
n
uˆTW TMWuˆ n−k
n
2
n
uˆTW TWMWuˆ − 1
n
uˆTW TMW TWMWuˆ 1
n
tr(MW TW )
1
n
uˆT [W +W T ]MWuˆ − 1
n
uˆTW TMWMWuˆ 1
n
tr(WM)

(15)
und
h =
(
1
n
uˆT uˆ,
1
n
uˆTW TWuˆ,
1
n
uˆTWuˆ
)T
.
Der Vektor w(ρ, σ2) bildet das empirische Gegenstu¨ck zum Nullvektor in
(14) und die Scha¨tzer fu¨r ρ und σ2 sind diejenigen Werte, welche die eukli-
dische La¨nge des Vektors w(ρ, σ2) minimieren. Der modifizierte nichtlineare
KQ-Scha¨tzer fu¨r ρ und σ2 nach der generalisierten Momentenmethode lautet
somit formal
(ρ̂∗NLS, σ̂
2∗
NLS)
T = argmin{w(ρ, σ2)Tw(ρ, σ2) : ρ ∈ [−a, a], σ2 ∈ [0, b]}, (16)
wobei a ≥ 1 und b < ∞. Der zula¨ssige Bereich fu¨r σ2 ist das abgeschlosse-
ne Intervall [0, b], obwohl der Varianzparameter in der Praxis immer positiv
sein wird. Die Aufnahme des Wertes 0 sorgt dafu¨r, dass der Parameterraum
kompakt ist. Die Konstanten a und b begrenzen den Parameterraum von
ρ und σ2. In der Praxis ist bekannt, in welcher Gro¨ßenordnung die wahren
Werte von ρ und σ2 liegen. Die Konstanten a und b ko¨nnen dann hinreichend
groß gewa¨hlt werden, so dass der Parameterraum die wahren Werte mit Si-
cherheit entha¨lt. Die formale Einschra¨nkung des Parameterraums sowie seine
Kompaktheit sind fu¨r den Nachweis der Konsistenz im na¨chsten Unterkapitel
erforderlich.
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3.3 Konsistenz des alternativen Momentenmethoden-
scha¨tzers
Die folgenden beiden technischen Annahmen seien erfu¨llt:
Annahme 5 Fu¨r den kleinsten Eigenwert der Matrix ΓTΓ gilt λmin
(
ΓTΓ
) ≥
λ∗ > 0, wobei λ∗ von ρ und σ2 abha¨ngen darf.
Annahme 6 Die Zeilen- und Spaltensummen der Betra¨ge der Eintra¨ge der
Matrix M = I − X(XTX)−1XT sind beschra¨nkt, ∑nj=1 |mij| ≤ cm ∀ i =
1, . . . , n,
∑n
i=1 |mij| ≤ cm ∀ j = 1, . . . , n mit 0 < cm <∞.
Annahme 5 stellt die Identifizierbarkeit von ρ und σ2 aus den Momen-
tenbedingungen sicher: Mit dem kleinsten Eigenwert der Matrix ΓTΓ sind
auch die Eigenwerte der Matrix Γ selbst von Null verschieden, so dass die
theoretischen Momentenbedingungen (14) eine eindeutige Lo¨sung in ρ und σ2
besitzen. Annahme 6 ermo¨glicht die Konvergenz der empirischen Momente
der Residuen gegen die theoretischen. Theorem 3.1 stellt die Konsistenz des
GMM-Scha¨tzers dar. Der Beweis u¨bertra¨gt die Beweisideen aus Kelejian und
Prucha (1999) auf den modifizierten Scha¨tzer, wobei die einzelnen Schritte
hier ausfu¨hrlicher dargestellt werden.
Theorem 3.1 Sei (ρ̂∗NLS, σ̂
2∗
NLS) der in (16) definierte Scha¨tzer fu¨r (ρ, σ
2).
Unter den Annahmen 1-6 gilt fu¨r n→∞:
(ρ̂∗NLS, σ̂
2∗
NLS)
p−→ (ρ, σ2).
Fu¨r den Beweis des Theorems werden einige Lemmata beno¨tigt. Dazu seien
die folgenden Zufallsvariablen definiert:
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ϑ1 =
1
n
uˆTWu = 1
n
εTC1ε,
ϑ2 =
1
n
uTW TMWu = 1
n
εTC2ε,
ϑ3 =
1
n
uTW TWMWuˆ = 1
n
εTC3ε,
ϑ4 =
1
n
uTW TMW TWMWu = 1
n
εTC4ε,
ϑ5 =
1
n
uˆT [W +W T ]MWu = 1
n
εTC5ε,
ϑ6 =
1
n
uTW TMWMWu = 1
n
εTC6ε,
wobei
C1 = P
TMWP,
C2 = P
TW TMWP,
C3 = P
TW TWMWMP,
C4 = P
TW TMW TWMWP,
C5 = P
TM [W +W T ]MWP,
C6 = P
TW TMWMWP.
Die Erwartungswerte der ϑi bilden (bis auf konstante Vorfaktoren) die
ersten beiden Spalten der Matrix Γ. Die entsprechenden in der Matrix H
enthaltenen Zufallsvariablen, bei denen u jeweils durch uˆ ersetzt wird, lauten
ϑˆ1 bis ϑˆ6. Die in dem Vektor h enthaltenen Zufallsvariablen sind
ϑ7 =
1
n
uˆT uˆ = 1
n
εTC7ε, C7 = P
TMP,
ϑ8 =
1
n
uˆTW TWuˆ = 1
n
εTC8ε, C8 = P
TMW TWMP,
ϑ9 =
1
n
uˆTWuˆ = 1
n
εTC9ε, C9 = P
TMWMP.
Der Beweis von Theorem 3.1 baut darauf auf, dass die ϑh fu¨r h = 1, . . . , 9
in Wahrscheinlichkeit gegen ihre Erwartungswerte konvergieren. Ferner kon-
vergieren die Differenzen zwischen den ϑˆh und den ϑh fu¨r h = 1, . . . , 6 in
Wahrscheinlichkeit gegen Null und somit auch diese ϑˆh in Wahrscheinlich-
keit gegen die Erwartungswerte der ϑh, so dass - ebenfalls in Wahrscheinlich-
keit - H gegen Γ und h gegen γ konvergiert. Als letztes wird gezeigt, dass
die Parameter ρ und σ2 aus der Beziehung Γ(ρ, ρ2, σ2)T − γ = 0 eindeutig
identifizierbar sind.
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Lemma 3.2 Seien A und B zwei Matrizen mit beschra¨nkten Zeilen- und
Spaltensummen der Betra¨ge der Eintra¨ge,
∑n
j=1 |aij| ≤ ca ∀ i = 1, . . . , n,∑n
i=1 |aij| ≤ ca ∀ j = 1, . . . , n,
∑n
j=1 |bij| ≤ cb ∀ i = 1, . . . , n,
∑n
i=1 |bij| ≤
cb ∀ j = 1, . . . , n. Dann sind auch die Zeilen- und Spaltensummen der Betra¨ge
der Eintra¨ge der Matrizen D = A+B und E = AB beschra¨nkt.
Beweis: Wegen |dij| = |aij + bij| ≤ |aij| + |bij| sind die Zeilen- und Spal-
tensummen der Betra¨ge der Eintra¨ge von D jeweils durch ca+ cb beschra¨nkt.
Fu¨r das Matrixprodukt ergibt sich
n∑
j=1
|eij| =
n∑
j=1
∣∣∣∣∣
n∑
k=1
aikbkj
∣∣∣∣∣ ≤
n∑
j=1
n∑
k=1
|aik||bkj| =
n∑
k=1
|aik|
n∑
j=1
|bkj| ≤ cacb
und fu¨r die Spaltensummen gilt entsprechend auch
∑n
i=1 |eij| ≤ cacb. ¤
Lemma 3.3 Unter den Annahmen 1(c), 1(d), 3 und 6 haben die Eintra¨ge
der Matrizen Ch fu¨r h = 1, . . . , 9 die folgenden Eigenschaften:
a)
∑n
j=1 |ch,ij| ≤ c ∀ i = 1, . . . , n,
∑n
i=1 |ch,ij| ≤ c ∀ j = 1, . . . , n mit
0 < c <∞.
b) 1
n2
∑n
i=1
∑n
j=1(ch,ij + ch,ji)
2 = o(1).
Beweis: Die Aussage (a) folgt aus den Annahmen 1(c), 1(d), 3 und 6 so-
wie Lemma 3.2. Folglich sind die Zeilen- und Spaltensummen der Betra¨ge
der Eintra¨ge der Matrix Ch + C
T
h durch 2c beschra¨nkt und die Summe der
Betra¨ge der Hauptdiagonaleintra¨ge von (Ch+C
T
h )(Ch+C
T
h ) ist nicht gro¨ßer
als 4nc2. Da
∑n
j=1(ch,ij + ch,ji)
2 dem i-ten Hauptdiagonaleintrag der Matrix
(Ch + C
T
h )(Ch + C
T
h ) entspricht, ist
1
n2
n∑
i=1
n∑
j=1
(ch,ij + ch,ji)
2 =
1
n2
tr
[(
Ch + C
T
h
) (
Ch + C
T
h
)] ≤ 4c2
n
n→∞−→ 0,
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womit auch die zweite Aussage des Lemmas bewiesen ist. ¤
Lemma 3.4 Sei C eine reellwertige (n×n)-Matrix und ε ein n-dimensionaler
Zufallsvektor mit E(ε) = 0, Cov(ε) = σ2I und E(ε4i ) = µ4, i = 1, . . . , n.
Dann gilt
E(εTCε) = σ2
n∑
i=1
cii = σ
2tr(C),
Var(εTCε) = (µ4 − σ4)
n∑
i=1
c2ii + σ
4
n−1∑
i=1
n∑
j=i+1
(cij + cji)
2.
Beweis: Wegen εTCε = εT
[
1
2
(C + CT )
]
ε ko¨nnen aufgrund der Symmetrie
der Matrix 1
2
(C + CT ) die Formeln fu¨r die Momente quadratischer Formen
in einer symmetrischen Matrix aus Theorem 1.5 auf S. 9 und Theorem 1.6
auf S. 10 in Seber und Lee (2003) angewendet werden. Danach gilt
E(εTCε) = tr
[
1
2
(C + CT )Cov(ε)
]
=
σ2
2
[
tr(C) + tr(CT )
]
= σ2tr(C).
Da die Hauptdiagonaleintra¨ge der Matrizen C und 1
2
(C+CT ) u¨bereinstimmen,
ergibt sich fu¨r die Varianz
Var(εTCε) = (µ4 − 3σ4)
n∑
i=1
c2ii + 2σ
4tr
([
1
2
(C + CT )
]2)
= (µ4 − 3σ4)
n∑
i=1
c2ii
+
σ4
2
[
tr(CC) + tr(CCT ) + tr(CTC) + tr(CTCT )
]
= (µ4 − 3σ4)
n∑
i=1
c2ii + σ
4
[
tr(CC) + tr(CCT )
]
,
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wobei ausgenutzt wird, dass tr(CC) = tr[(CC)T ] = tr(CTCT ) sowie tr(CTC) =
tr(CCT ) gilt. Damit ergibt sich schließlich
Var(εTCε) = (µ4 − 3σ4)
n∑
i=1
c2ii + σ
4
[
n∑
i=1
n∑
j=1
(cijcji + c
2
ij)
]
= (µ4 − 3σ4)
n∑
i=1
c2ii
+2σ4
n∑
i=1
c2ii + σ
4
n−1∑
i=1
n∑
j=i+1
(cijcji + c
2
ij + cjicij + c
2
ji)
= (µ4 − σ4)
n∑
i=1
c2ii + σ
4
n−1∑
i=1
n∑
j=i+1
(cij + cji)
2.
¤
Lemma 3.5 Unter den Annahmen 1 - 4 sowie 6 haben die Zufallsvariablen
ϑh, h = 1, . . . , 9, die folgenden Eigenschaften:
a) E(ϑh) = O(1)
b) Var(ϑh) = o(1)
c) ϑh − E(ϑh) p−→ 0 fu¨r n→∞
d) ϑh = Op(1)
Beweis: Wegen Lemma 3.3(a) sind die Betra¨ge der Eintra¨ge der Matrizen
Ch allesamt beschra¨nkt, so dass mit Lemma 3.4 fu¨r die Erwartungswerte
E(ϑh) =
σ2
n
n∑
i=1
ch,ii = O(1)
gilt. Ebenfalls mit Lemma 3.4 ergibt sich fu¨r die Varianzen
Var(ϑh) =
1
n2
[
(µ4 − σ4)
n∑
i=1
c2h,ii + σ
4
n−1∑
i=1
n∑
j=i+1
(ch,ij + ch,ji)
2
]
,
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und da nach Lemma 3.3(b)
1
n2
n∑
i=1
n∑
j=1
(ch,ij + ch,ji)
2 = o(1)
gilt, ist Var(ϑh) = o(1). Teil (c) folgt mit den Aussagen (a) und (b) aus
der Chebychevschen Ungleichung. Da nach (a) der Erwartungswert der ϑh
beschra¨nkt ist und nach (b) die Varianz gegen Null konvergiert, ergibt sich
Aussage (d) aus Folgerung 5.1.1.2 auf Seite 220 in Fuller (1996). ¤
Lemma 3.6 Seien vi, wi, vˆi und wˆi Zufallsvariablen, fu¨r die
|vˆi − vi| ≤ Dv,iτv und |wˆi − wi| ≤ Dw,iτw
gilt. Dabei sind Dv,i, Dw,i, τv und τw nicht negative Zufallsvariablen mit
den Eigenschaften 1
n
∑n
i=1D
2
v,i = Op(1),
1
n
∑n
i=1D
2
w,i = Op(1), τv = op(1),
τw = op(1). Weiter gelte
1
n
∑n
i=1 v
2
i = Op(1) und
1
n
∑n
i=1w
2
i = Op(1). Dann
gilt fu¨r n→∞:
1
n
n∑
i=1
vˆiwˆi − 1
n
n∑
i=1
viwi
p−→ 0.
Beweis: Wegen
vˆiwˆi − viwi = vˆiwˆi − viwi + vˆiwi − vˆiwi + wˆivi − wˆivi + viwi − viwi
= vˆiwi − viwi + wˆivi − viwi + vˆiwˆi − vˆiwi − wˆivi + viwi
= (vˆi − vi)wi + (wˆi − wi)vi + (vˆi − vi)(wˆi − wi)
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gilt aufgrund der Dreiecksungleichung
∣∣∣∣∣ 1n
n∑
i=1
vˆiwˆi − 1
n
n∑
i=1
viwi
∣∣∣∣∣ ≤ 1n
n∑
i=1
|vˆi − vi||wi|+ 1
n
n∑
i=1
|wˆi − wi||vi|
+
1
n
n∑
i=1
|vˆi − vi||wˆi − wi|
≤ 1
n
n∑
i=1
Dv,i|wi|τv + 1
n
n∑
i=1
Dw,i|vi|τw
+
1
n
n∑
i=1
Dv,iτvDw,iτw
≤
(
1
n
n∑
i=1
D2v,i
) 1
2
(
1
n
n∑
i=1
w2i
) 1
2
τv
+
(
1
n
n∑
i=1
D2w,i
) 1
2
(
1
n
n∑
i=1
v2i
) 1
2
τw
+
(
1
n
n∑
i=1
D2v,i
) 1
2
(
1
n
n∑
i=1
D2w,i
) 1
2
τvτw.
Dabei folgt das zweite Ungleichheitszeichen aus den Voraussetzungen des
Lemmas und das dritte aus der Ho¨lderschen Ungleichung (vgl. Marshall und
Olkin (1979), Seite 457). Da nach Voraussetzung die Ausdru¨cke in den Klam-
mern allesamt in Wahrscheinlichkeit beschra¨nkt sind und τv = op(1) sowie
τw = op(1) gilt, ist die Aussage des Lemmas bewiesen. ¤
Lemma 3.7 Unter den Annahmen 1-4 und 6 gilt fu¨r h = 1, . . . , 6 und
n→∞
ϑˆh − ϑh p−→ 0.
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Beweis: Es wird gezeigt, dass die Eintra¨ge der Vektoren uˆ und u, uˆ(1) =
Wuˆ und u(1) = Wu, uˆ(2) = MWuˆ und u(2) = MWu sowie uˆ(3) = WMWuˆ
und u(3) = WMWu jeweils die Bedingungen fu¨r vˆi und vi aus Lemma 3.6
erfu¨llen. Nach Lemma 3.5(d) gilt
1
n
n∑
i=1
(
u
(2)
i
)2
= ϑ2 = Op(1)
sowie
1
n
n∑
i=1
(
u
(3)
i
)2
= ϑ4 = Op(1).
Mit der Argumentation aus dem Beweis von Lemma 3.5(a) folgt weiter
1
n
n∑
i=1
(
u
(1)
i
)2
= Op(1)
sowie
1
n
n∑
i=1
(ui)
2 = Op(1),
da die MatrixW TW sowie trivialerweise auch die Einheitsmatrix die in Lem-
ma 3.3 aufgefu¨hrten Eigenschaften der Matrizen Ch aufweisen. Nach Annah-
me 4 gilt außerdem |uˆi − ui| ≤ ‖di‖ ‖∆‖ mit 1n
∑n
i=1 ‖di‖2+δ = Op(1) fu¨r ein
δ > 0 und
√
n ‖∆‖ = Op(1). Da nach der Ungleichung von Ljapunow (vgl.
Marshall und Olkin (1979), Seite 459, hier angewendet mit a = 2 + δ, b = 2
und c = 0)
1
n
n∑
i=1
‖di‖2 ≤
(
1
n
n∑
i=1
‖di‖2+δ
) 2
2+δ
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gilt, sind die Voraussetzungen von Lemma 3.6 fu¨r uˆ und u mit Dv,i = ‖di‖
und τv = ‖∆‖ erfu¨llt.
Als na¨chstes wird gezeigt, dass Lemma 3.6 auch auf uˆ(1) und u(1) anwend-
bar ist. Betrachte dazu
n∑
i=1
|wij|p = cp−1w
n∑
i=1
|wij|
( |wij|
cw
)p−1
≤ cp−1w
n∑
i=1
|wij| ≤ cpw
sowie uˆ(1) − u(1) = W (uˆ− u), woraus
uˆ
(1)
i − u(1)i =
n∑
j=1
wij(uˆj − uj) (17)
folgt. Anwendung der Dreiecksungleichung in Verbindung mit Annahme 4
sowie der Ungleichung von Ho¨lder mit q = 2 + δ und 1
q
+ 1
p
= 1 liefert
∣∣∣uˆ(1)i − u(1)i ∣∣∣ ≤ n∑
j=1
|wij| ‖dj‖ ‖∆‖
≤
(
n∑
j=1
|wij|p
) 1
p
(
n∑
j=1
‖dj‖q
) 1
q
‖∆‖
≤ cw
(
1
n
n∑
j=1
‖dj‖q
) 1
q
n
1
q ‖∆‖
= D(1)τ (1)
mit
D(1) = cw
(
1
n
n∑
j=1
‖dj‖q
) 1
q
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und τ (1) = n
1
q ‖∆‖. Nach Annahme 4 ist
1
n
n∑
j=1
‖dj‖q = Op(1)
und
√
n ‖∆‖ = Op(1), so dass Lemma 3.6 wegen q = 2+ δ auch auf uˆ(1) und
u(1) anwendbar ist.
Weiter ist uˆ(2)− u(2) =M(uˆ(1)− u(1)) und uˆ(3)− u(3) = W (uˆ(2)− u(2)), so
dass sich wegen (17)
uˆ
(2)
i − u(2)i =
n∑
j=1
mij
n∑
s=1
wjs(uˆs − us),
uˆ
(3)
i − u(3)i =
n∑
j=1
wij
n∑
s=1
mjs
n∑
t=1
wst(uˆt − ut)
ergibt. Damit gilt aufgrund der Annahmen 1(c), 1(d), 4 und 6
∣∣∣uˆ(2)i − u(2)i ∣∣∣ ≤ n∑
j=1
|mij|
n∑
s=1
|wjs| ‖ds‖ ‖∆‖
≤ cm
(
n∑
s=1
|wjs|p
) 1
p
(
n∑
s=1
‖ds‖q
) 1
q
‖∆‖
≤ cmcw
(
1
n
n∑
s=1
‖ds‖q
) 1
q
n
1
q ‖∆‖
= D(2)τ (2)
sowie
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∣∣∣uˆ(3)i − u(3)i ∣∣∣ ≤ n∑
j=1
|wij|
n∑
s=1
|mjs|
n∑
t=1
|wst| ‖dt‖ ‖∆‖
≤ cwcm
(
n∑
t=1
|wst|p
) 1
p
(
n∑
t=1
‖dt‖q
) 1
q
‖∆‖
≤ c2wcm
(
1
n
n∑
t=1
‖dt‖q
) 1
q
n
1
q ‖∆‖
= D(3)τ (3).
Dabei erfu¨llen
D(2) = cmcw
(
1
n
n∑
s=1
‖ds‖q
) 1
q
,
D(3) = c2wcm
(
1
n
n∑
t=1
‖dt‖q
) 1
q
und τ (2) = τ (3) = n
1
q ‖∆‖ genau wie D(1) und τ (1) die Voraussetzungen von
Lemma 3.6, so dass das Lemma bewiesen ist. ¤
Beweis von Theorem 3.1. Die zu minimierende reellwertige Funktion
w(ρ, σ2)Tw(ρ, σ2)
ist fu¨r festes (ρ, σ2)T eine messbare Funktion von u und fu¨r festes u stetig
in ρ und σ2. Außerdem ist der Parameterraum [−a, a]× [0, b] kompakt. Dies
sind die beiden Voraussetzungen von Lemma 2 in Jennrich (1969), so dass
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das Lemma anwendbar und somit zuna¨chst einmal Existenz und Messbarkeit
von ρ̂∗NLS und σ̂
2∗
NLS gewa¨hrleistet sind.
Die Zielfunktion R(θ) des nichtlinearen KQ-Scha¨tzers (ρ̂∗NLS, σ̂
2∗
NLS)
T so-
wie das nichtstochastische Gegenstu¨ck R¯(θ) seien definiert als
R(θ) =
[
H(ρ, ρ2, σ2)T − h]T [H(ρ, ρ2, σ2)T − h] ,
R¯(θ) =
[
Γ(ρ, ρ2, σ2)T − γ]T [Γ(ρ, ρ2, σ2)T − γ] .
Dabei ist θ = (ρ, σ2)T . Zum Beweis des Theorems wird gezeigt, dass die
Voraussetzungen von Lemma 3.1 in Po¨tscher und Prucha (1991) erfu¨llt sind.
Diese sind:
a) Der wahre Parametervektor θ = (ρ, σ2) ist eindeutig identifizierbar,
d.h., der wahre Parametervektor θ minimiert die (nichtstochastische)
Zielfunktion R¯ bezu¨glich θ.
b) Der Scha¨tzer ist definiert als Minimum der (aus den Daten bestimmten)
Zielfunktion R(θ).
c) Der maximale Abstand zwischen der wahren Zielfunktion R¯ und der
aus den Daten gewonnenen Zielfunktion R konvergiert gegen Null.
Zum Nachweis von (a) wird zuna¨chst verwendet, dass aus Gleichung (14)
γ = Γ(ρ, ρ2, σ2)T
und somit R¯(θ) = 0 folgt, so dass
[
Γ
(
ρ, ρ2, σ2
)T − γ] = [Γ (ρ, ρ2, σ2)T − Γ (ρ, ρ2, σ2)T]
=
[
Γ
(
ρ− ρ, ρ2 − ρ2, σ2 − σ2)T]
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und somit
R¯(θ)− R¯(θ) =
[
Γ
(
ρ− ρ, ρ2 − ρ2, σ2 − σ2)T]T [Γ (ρ− ρ, ρ2 − ρ2, σ2 − σ2)T]
=
(
ρ− ρ, ρ2 − ρ2, σ2 − σ2)ΓTΓ (ρ− ρ, ρ2 − ρ2, σ2 − σ2)T
≥ λmin
(
ΓTΓ
) (
ρ− ρ, ρ2 − ρ2, σ2 − σ2) (ρ− ρ, ρ2 − ρ2, σ2 − σ2)T
≥ λ∗
(
ρ− ρ, σ2 − σ2) (ρ− ρ, σ2 − σ2)T
= λ∗‖θ − θ‖2
gilt. Dabei folgt das erste Ungleichheitszeichen daraus, dass eine quadratische
Form in einer symmetrischen Matrix immer mindestens so groß ist wie das
Skalarprodukt des Vektors mit sich selbst, multipliziert mit dem kleinsten
Eigenwert der Matrix. Annahme 5 gewa¨hrleistet das zweite Ungleichheitszei-
chen.
Damit ist die Differenz der Funktionswerte von R¯ an der Stelle des wahren
Parametervektors θ einerseits und einer beliebigen anderen Stelle θ anderer-
seits zumindest proportional zur quadrierten Norm ‖θ − θ‖. Fu¨r jedes ε > 0
gilt also
inf
{θ:‖θ−θ‖≥ε}
[
R¯(θ)− R¯(θ)] ≥ inf
{θ:‖θ−θ‖≥ε}
λ∗‖θ − θ‖2 = λ∗ε2 > 0,
so dass θ eindeutig identifizierbar und Voraussetzung (a) erfu¨llt ist. Voraus-
setzung (b) gilt aufgrund der Definition des Scha¨tzers in (16). Zu zeigen
bleibt (c), also dass die tatsa¨chlich verwendete Zielfunktion R(θ) auf dem ge-
samten Parameterraum gleichma¨ßig gegen die theoretische Zielfunktion R¯(θ)
konvergiert. Definiere dazu die partitionierten (4× 3)-Matrizen F = (H,−h)
sowie Φ = (Γ,−γ). Damit ist
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H(ρ, ρ2, σ2)T − h = F T (ρ, ρ2, σ2, 1)T ,
Γ(ρ, ρ2, σ2)T − γ = ΦT (ρ, ρ2, σ2, 1)T
und somit
R(θ)− R¯(θ) = (ρ, ρ2, σ2, 1)FF T (ρ, ρ2, σ2, 1)T
−(ρ, ρ2, σ2, 1)ΦΦT (ρ, ρ2, σ2, 1)T
= (ρ, ρ2, σ2, 1)(FF T − ΦΦT )(ρ, ρ2, σ2, 1)T ,
so dass fu¨r ρ ∈ [−a, a] und σ2 ∈ [0, b]
∣∣R(θ)− R¯(θ)∣∣ ≤ ‖(ρ, ρ2, σ2, 1)‖ ‖FF T − ΦΦT‖ ‖(ρ, ρ2, σ2, 1)T‖
= ‖FF T − ΦΦT‖ ‖(ρ, ρ2, σ2, 1)‖2
≤ ‖FF T − ΦΦT‖ (a2 + a4 + b2 + 1)
gilt. Nach Lemma 3.5(d) sind die Eintra¨ge der Matrix F OP (1); nach Teil (a)
dieses Lemmas sind die Eintra¨ge der Matrix Φ O(1). Gema¨ß Lemma 3.7 gilt
F−Φ p−→ 0. Da die Abbildung von F auf FF T stetig ist, folgt aus dem Theo-
rem von Slutsky (vgl. Satz 2.27 in White (1984)) auch ‖F TF −ΦTΦ‖ p−→ 0,
so dass R(θ) − R¯(θ) tatsa¨chlich fu¨r n → ∞ gleichma¨ßig gegen Null konver-
giert:
sup
ρ∈[−a,a],σ2∈[0,b]
∣∣R(θ)− R¯(θ)∣∣ ≤ ‖FF T − ΦΦT‖ (a2 + a4 + b2 + 1) p−→ 0.
Da die Voraussetzungen von Lemma 3.1 in Po¨tscher und Prucha (1991) so-
mit erfu¨llt sind, ist das Theorem bewiesen. ¤
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4 Parameterscha¨tzung nach Maximum-Like-
lihood-Methode
Gebra¨uchlicher als die im letzten Kapitel behandelte GMM-Scha¨tzung von
ρ und σ2 ist die Maximum-Likelihood-Scha¨tzung der Parameter. Nach Glei-
chung (2) ist
Cov(y) = Cov(u) = σ2(I − ρW )−1(I − ρW T )−1 = σ2PP T
sowie E(y) = Xβ. Bei unterstellter multivariater Normalverteilung des Sto¨r-
gro¨ßenvektors ist also die Likelihoodfunktion
L(ρ, σ2, β) = (2pi)−
n
2
[
det
(
σ2PP T
)]− 1
2
· exp
(
−1
2
(y −Xβ)T (σ2PP T )−1 (y −Xβ))
zu maximieren. Zur konkreten Berechnung der Maximum-Likelihood-Scha¨t-
zer fu¨r ρ, σ2 und β mu¨ssen numerische Optimierungsverfahren verwendet
werden. Wenn der Stichprobenumfang n groß ist oder der Parametervektor
β viele Komponenten hat, nimmt diese Berechnung viel Zeit in Anspruch und
kann numerisch instabil werden. In diesen Fa¨llen bietet sich eine zweistufige
Scha¨tzprozedur an. Dabei wird zuna¨chst β gescha¨tzt. Anschließend mu¨sste
zur Scha¨tzung von ρ und σ2 die Rumpflikelihoodfunktion
L(ρ, σ2) = (2pi)−
n
2
[
det
(
σ2PP T
)]− 1
2 exp
(
−1
2
uT (σ2PP T )−1u
)
(18)
maximiert werden. Da der Sto¨rgro¨ßenvektor u = y − Xβ jedoch nicht be-
obachtbar ist, wird er durch den Vektor der Regressionsresiduen uˆ = Mu
ersetzt. Wie bereits im letzten Kapitel diskutiert, verschwindet der Unter-
schied zwischen u und uˆ, wenn der Stichprobenumfang immer weiter wa¨chst.
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Nichtsdestotrotz unterscheiden sich die Verteilungen von u bzw. uˆ fu¨r end-
liche Stichprobenumfa¨nge: Wa¨hrend der Tra¨ger der Verteilung von u durch
Rn gegeben ist, wird der Vektor der Residuen so bestimmt, dass er senkrecht
zu allen Spalten der Matrix X ist. Dadurch folgt uˆ einer singula¨ren multi-
variaten Normalverteilung. Der Tra¨ger von uˆ ist ein (n − k)-dimensionaler
Unterraum des Rn. Dadurch la¨sst sich die Likelihoodfunktion unter Verwen-
dung der Residuen nicht ohne weiteres wie in (18) formulieren.
Dieses Problem kann jedoch behoben werden, indem man uˆ geeignet
transformiert. Dabei soll der (n − k)-dimensionale Unterraum des Rn der-
gestalt rotiert werden, dass k Komponenten des transformierten Zufalls-
vektors deterministisch und die anderen n − k Komponenten stochastisch
sind. Eine solche Transformation gelingt mit der Spektralzerlegung von M ,
M = UDU−1, wobei D eine Diagonalmatrix mit den Eigenwerten von M
auf der Hauptdiagonalen und U die Matrix der zugeho¨rigen normierten und
orthogonalen Eigenvektoren ist. Multipliziert man uˆ von links mit U−1, dann
erha¨lt man
E(U−1uˆ) = 0, Cov(U−1uˆ) = σ2DU−1PP TUD.
Da die Matrix M ein orthogonaler Projektor ist und X vollen Spaltenrang
hat, besitzt M die Eigenwerte 0 (mit Vielfachheit k) und 1 (mit Vielfachheit
n − k). Sortiert man die Eigenwerte von M auf der Hauptdiagonalen von
D der Gro¨ße nach, so sind folglich die ersten n − k Hauptdiagonaleintra¨ge
gleich Eins und die letzten k Eintra¨ge gleich Null. Dadurch nehmen die letz-
ten k Komponenten des Zufallsvektors U−1uˆ unabha¨ngig von der konkreten
Realisation von u stets den Wert Null an und enthalten somit keinerlei Infor-
mation u¨ber ρ und σ2. Die Parameter werden stattdessen aus dem (n − k)-
dimensionalen Zufallsvektor
u˜ := (U−1uˆ)(1,...,n−k),
35
gescha¨tzt, dessen (n− k)× (n− k)-dimensionale Kovarianzmatrix gleich
Cov(u˜) = σ2
(
DU−1PP TUD
)
(1,...,n−k;1,...,n−k) =: V˜
ist. Die zu maximierende Likelihoodfunktion lautet folglich
L˜(ρ, σ2) = (2pi)−
n−k
2
[
det
(
V˜
)]− 1
2
exp
(
−1
2
u˜T V˜ −1u˜
)
,
wobei ρ und σ2 in V˜ eingehen. Der resultierende Maximum-Likelihood-Scha¨tzer
schließlich ist definiert als
(ρ̂∗ML, σ̂
2∗
ML)
T = max
{ρ,σ2}
L˜(ρ, σ2). (19)
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5 Erweiterungen des Modells
Die Kapitel 3 und 4 behandeln Scha¨tzer fu¨r ρ und σ2, welche den Unter-
schied zwischen nicht beobachtbaren Sto¨rgro¨ßen und beobachtbaren Regres-
sionsresiduen beru¨cksichtigen. Die Sto¨rgro¨ßen sind ra¨umlich korreliert und
die Residuen stammen aus einer gewo¨hnlichen Kleinst-Quadrate-Regression.
Die zugrunde liegende Idee ist jedoch nicht nur in diesem speziellen Modell
anwendbar. Es existieren vielmehr natu¨rliche Erweiterungen in verschiedene
Richtungen, die in diesem Kapitel vorgestellt werden.
5.1 Residuen aus verallgemeinerter Kleinst-Quadrate-
Regression
Die verwendeten Residuen mu¨ssen nicht aus einer gewo¨hnlichen KQ-Re-
gression stammen, sondern ko¨nnen auch aus einer verallgemeinerten KQ-
Regression berechnet werden. Der gewo¨hnliche KQ-Scha¨tzer
βˆ = (XTX)−1XTy
wird dabei durch den verallgemeinerten KQ-Scha¨tzer
β˜ = (XTV −1X)−1XTV −1y
ersetzt. Dieser Scha¨tzer ist effizient, falls Cov(u) = σ2V gilt.
Auf den ersten Blick mag es seltsam erscheinen, den ra¨umlichen Korrelati-
onsparameter ρ aus den Residuen einer verallgemeinerten KQ-Regression zu
berechnen. Schließlich setzt die verallgemeinerte KQ-Regression die Kenntnis
der Sto¨rgro¨ßen-Kovarianzmatrix, Cov(u) = σ2V , voraus: Wenn ρ gescha¨tzt
werden muss, kann V nicht bekannt sein. Es gibt aber durchaus realistische
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Situationen, in denen diese Vorgehensweise sinnvoll sein kann, wie die fol-
genden zwei Beispiele zeigen.
Das erste Beispiel ist eine iterative Kleinst-Quadrate-Scha¨tzung. Dabei
wird im ersten Schritt eine gewo¨hnliche KQ-Regression berechnet, d.h., hier
ist V = I. Die Residuen dieser Regression liefern Scha¨tzungen fu¨r ρ und
σ2 und somit eine Scha¨tzung fu¨r die Kovarianzmatrix der Sto¨rgro¨ßen. Im
zweiten Schritt wird diese gescha¨tzte Kovarianzmatrix fu¨r V eingesetzt und
eine verallgemeinerte KQ-Regression durchgefu¨hrt. Die Residuen des zwei-
ten Schrittes liefern neue Scha¨tzungen fu¨r ρ, σ2 und V , die als Grundla-
ge fu¨r die verallgemeinerte KQ-Regression in Schritt 3 dienen. Dieses Pro-
zedur wird solange wiederholt, bis sich die Scha¨tzungen fu¨r β, ρ und σ2
von einem Iterationsschritt zum na¨chsten nicht mehr wesentlich a¨ndern. Das
Verfahren konvergiert, sofern die Voraussetzungen von Lemma 1 in Ober-
hofer und Kmenta (1974) erfu¨llt sind. Die Autoren verwenden das Lemma,
um die Konvergenz der oben beschriebenen iterativen Prozedur zur Bestim-
mung der Maximum-Likelihood-Scha¨tzungen in Regressionsmodellen mit be-
stimmten Sto¨rgro¨ßenstrukturen zu zeigen. Als Anwendungsbeispiel behan-
deln sie AR[1]-Sto¨rgro¨ßen. Das Lemma ist jedoch ebenso anwendbar auf die
Maximum-Likelihood-Scha¨tzung bei ra¨umlich korrelierten Sto¨rgro¨ßen und
auch auf die oben beschriebene Prozedur, bei der ρ und σ2 nach generalisier-
ter Momentenmethode gescha¨tzt werden. Sie kann na¨mlich als Maximierung
der Funktion
f(ρ, σ2, β) = f1(ρ, σ
2, β) + f2(ρ, σ
2, β)
aufgefasst werden. Dabei bezeichnet
f1(ρ, σ
2, β) = −
[
H
(
ρ, ρ2, σ2
)T − h]T [H (ρ, ρ2, σ2)T − h]
bei gegebenem β die Maximierungsaufgabe zur Scha¨tzung von ρ und σ2 nach
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generalisierter Momentenmethode (vgl. (16)). Die Maximierung von
f2(ρ, σ
2, β) = − [(XTV −1X)−1XTV −1y − β]T [(XTV −1X)−1XTV −1y − β]
entspricht der Berechnung des verallgemeinerten KQ-Scha¨tzers fu¨r β bei ge-
gebenen ρ und σ2. Dabei gehen ρ und σ2 in f2 u¨ber V ein. Der Einfluss
von β auf f1 erfolgt u¨ber den Vektor der Regressionsresiduen uˆ, aus dem die
Eintra¨ge von H und h bestimmt werden. Die Voraussetzungen von Lemma
1 aus Oberhofer und Kmenta (1974) sind somit erfu¨llt: Erstens existiert eine
reelle Zahl s, so dass die Menge
S =
{
(ρ, σ2, βT )T
∣∣f(ρ, σ2, βT ) ≥ s}
nichtleer und beschra¨nkt ist. Das ist etwa fu¨r s = f(ρ = 0, σ2 = 1, βT = 0T )
der Fall, weil f2 nicht nach unten beschra¨nkt ist. Zweitens ist f auf der
Menge S stetig. Drittens ist der Parameterraum fu¨r ρ ∈ [−a, a] und σ2 ∈ [0, b]
beschra¨nkt und fu¨r β ∈ Rk abgeschlossen, so dass S kompakt ist. Das Lemma
ist somit anwendbar und das Verfahren konvergiert.
Bei dieser Vorgehensweise wird ab dem zweiten Schritt eine bestimmte
Sto¨rgro¨ßenkovarianzmatrix unterstellt, die dann anschließend aus den Resi-
duen dieser Regression aktualisiert wird. Die gleiche Situation (VKQ-Regres-
sion mit unterstelltem ρ und anschließende Scha¨tzung von ρ aus den Residu-
en) tritt auch auf, wenn Vorabinformationen u¨ber die Parameter vorliegen,
etwa aus einer Voruntersuchung oder a¨lteren Studien.
Als zweites Beispiel ist eine Situation vorstellbar, in der zwar keine Vorab-
informationen u¨ber ρ vorliegen und deshalb - ausgehend von ρ = 0 - die Ein-
tra¨ge auf der Nebendiagonalen von V gleich Null gewa¨hlt werden. Trotzdem
kann eine verallgemeinerte KQ-Regression sinnvoll sein, wenn es Hinweise auf
heteroskedastische Sto¨rgro¨ßen gibt und die Art der Heteroskedastie bekannt
ist. Das ist etwa dann der Fall, wenn es sich bei den im Vektor y zusam-
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mengefassten Beobachtungen um Mittelwerte handelt, die aus verschieden
großen Gruppen gebildet worden sind. Ein konkretes typisches Beispiel sind
Arbeitslosenquoten in verschiedenen demographischen Gruppen, wobei die
verschiedenen Gruppen unterschiedlich stark besetzt sind.
Die in den Kapiteln 3 und 4 vorgestellten Scha¨tzer lassen sich leicht auf
den Fall einer verallgemeinerten KQ-Regression u¨bertragen. Die Regressions-
residuen sind
u˜ = y − y˜ =
[
I −X (XTV −1X)−1XTV −1] (Xβ + u)
=
[
I −X (XTV −1X)−1XTV −1]u =: M˜u,
so dass die Matrix M˜ die Rolle der Matrix M aus den Kapiteln 3 und 4
u¨bernimmt. Ansonsten kann die Vorgehensweise grundsa¨tzlich u¨bernommen
werden - es sei denn, die Motivation fu¨r die Anwendung des verallgemeiner-
ten KQ-Scha¨tzers liegt darin begru¨ndet, dass der Vektor der Innovationen ε
keine skalare Kovarianzmatrix besitzt. Ein typisches Beispiel dafu¨r sind hete-
roskedastische Innovationen, d.h., in dem Modell (1) ist Cov(ε) = σ2V mit V
als Diagonalmatrix mit mo¨glicherweise unterschiedlichen Eintra¨gen auf der
Hauptdiagonalen. In diesem Fall lauten die Momentenbedingungen (9)-(11)
fu¨r den GMM-Scha¨tzer
E
(
1
n
(Mε)TMε
)
=
σ2
n
tr(VM), (20)
E
(
1
n
(WMε)TWMε
)
=
σ2
n
tr(VMW TWM), (21)
E
(
1
n
(WMε)TMε
)
=
σ2
n
tr(VMW TM). (22)
Zur Berechnung der Momente wird ausgenutzt, dass der Zufallsvektor ε mit
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der Kovarianzmatrix σ2V darstellbar ist als V
1
2 ε˜, wobei V
1
2V
1
2 = V und
Cov(ε˜) = σ2I gilt.
Durch die vera¨nderten Momentenbedingungen a¨ndert sich die dritte Spal-
te der Matrix H aus Kapitel 3; sie lautet nunmehr(
1
n
tr(VM),
1
n
tr(VMW TWM),
1
n
tr(VMW TM)
)T
.
Die ersten beiden Spalten von H sowie der Vektor h a¨ndern sich nicht, sie
ko¨nnen aus Kapitel 3 u¨bernommen werden.
5.2 Nichtlineare Regression
Eine zweite Erweiterung des Modells ergibt sich, falls die Regressionsbezie-
hung zwischen y und den Spalten von X nichtlinear ist. In diesem Fall lautet
das nichtlineare Regressionsmodell
yi = f(xi, β) + ui.
Die Beobachtung yi wird erkla¨rt durch eine Funktion f , die von den Aus-
pra¨gungen der k Kovariablen (zusammengefasst im Vektor xi) sowie dem
k-dimensionalen Parametervektor β abha¨ngt; genau wie im linearen Fall
u¨berlagert der Sto¨rterm ui diesen Zusammenhang. In Kompaktschreibwei-
se lautet das Modell
y = F (X, β) + u.
Dabei entha¨lt y die n Beobachtungen der abha¨ngigen Variablen, die (n× k)-
Matrix X = (x1, . . . , xn)
T entha¨lt die Auspra¨gungen der unabha¨ngigen Va-
riablen und die unbeobachtbaren Sto¨rgro¨ßen ui sind in dem (n× 1)-Vektor
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u zusammengefasst. Die Funktion F bildet die Matrix X und den Parame-
tervektor β in den Rn ab, wobei die einzelnen Komponenten des Bildvektors
jeweils durch f(xi, β) gegeben sind.
Die Funktion F sei fu¨r alle β ∈ Rk stetig differenzierbar nach β und Xβ
sei die Funktionalmatrix von F in β:
Xβ =

∂f(x1,β)
∂β1
. . . ∂f(x1,β)
∂βk
...
...
∂f(xn,β)
∂β1
. . . ∂f(xn,β)
∂βk
 .
Die Matrix Xβ ha¨ngt von β ab. Das lineare Regressionsmodell ist in dieser
Modellklasse als Spezialfall mit F (X, β) = Xβ enthalten. Die Funktionalma-
trix Xβ ist dann gleich X und somit unabha¨ngig von β.
Die Definition des Kleinst-Quadrate-Scha¨tzers βˆNLS ist die gleiche wie
im linearen Regressionsmodell. Im linearen Fall wird der Abstand des Be-
obachtungsvektors y zum Spaltenraum der Matrix X minimiert, im nichtli-
nearen Fall der Abstand zwischen y und F (X, β). Die konkrete Berechnung
des Scha¨tzers ist komplizierter als im linearen Fall, weil der Bildraum der
Funktion F (X, β) kein k-dimensionaler Unterraum, sondern allgemeiner eine
k-dimensionale Mannigfaltigkeit im Rn ist. Dadurch besitzt βˆNLS im Ge-
gensatz zum linearen Fall keine geschlossene Darstellung und muss durch
numerische Optimierung gefunden werden.
Die U¨berlegungen aus den Kapiteln 3 und 4 u¨bertragen sich auf den Fall
einer nichtlinearen Regression, weil sich genau wie im linearen Fall eine wich-
tige Eigenschaft der Regressionsresiduen ausnutzen la¨sst: Der Vektor uˆ liegt
in einem (n − k)-dimensionalen Unterraum des Rn, und dieser Unterraum
ist bekannt. Im linearen Regressionsmodell handelt es sich um den Raum,
welcher senkrecht auf den Spalten der Matrix X steht. Im nichtlinearen Fall
steht uˆ senkrecht auf der Tangentialebene an den Bildraum von F (X, β) im
Punkt F (X, βˆNLS). Diese Tangentialebene entspricht dem Spaltenraum der
Matrix XβˆNLS . Der Unterraum, in dem uˆ liegt, ha¨ngt von βˆNLS ab und ist
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somit zufa¨llig. Nachdem βˆNLS berechnet wurde, ist dieser Raum jedoch ge-
nauso bekannt wie im linearen Fall der Raum senkrecht zum Spaltenraum
von X. Die Information u¨ber den Raum ist genauso wertvoll wie im linearen
Regressionsmodell. Die U¨bertragung der in den Kapiteln 3 und 4 vorgestell-
ten Idee auf den Fall einer nichtlinearen Regression liegt somit auf der Hand:
Die Matrix XβˆNLS ersetzt die Matrix X und
MβˆNLS = I −XβˆNLS
(
XT
βˆNLS
XβˆNLS
)−1
XT
βˆNLS
tritt an die Stelle vonM . Ansonsten entspricht die Vorgehensweise derjenigen
bei einer linearen Regression.
5.3 Andere Sto¨rgro¨ßenstrukturen
Eine dritte Erweiterung bezieht sich nur auf den ML-Scha¨tzer. In Kapitel 4
wurde dieser fu¨r ra¨umlich korrelierte Sto¨rgro¨ßen vorgestellt. Das Verfahren
ist jedoch auch auf beliebige andere Kovarianzstrukturen der Sto¨rgro¨ßen an-
wendbar. Dazu muss lediglich die Annahme getroffen werden, dass Cov(u) =
σ2V (ρ) gilt, d.h., dass die Kovarianzmatrix der Sto¨rgro¨ßen bis auf einen oder
auch mehrere zu scha¨tzende Parameter bekannt ist. Dann kann die in (18)
verwendete Kovarianzmatrix ra¨umlich korrelierter Sto¨rgro¨ßen, σ2PP T , durch
σ2V (ρ) ersetzt werden. Die Scha¨tzung der Parameter aus den Residuen er-
folgt genau wie bei den ra¨umlich korrelierten Sto¨rgro¨ßen. Damit u¨bertra¨gt
sich die in Kapitel 4 vorgestellte Prozedur auf beliebige Sto¨rgro¨ßenstruktu-
ren, etwa auf AR[1]-Residuen mit Kovarianzmatrix
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Cov(u) = σ2V = σ2

1 ρ ρ2 . . . ρn−1
ρ 1
. . . . . .
...
ρ2
. . . . . . . . . ρ2
...
. . . . . . 1 ρ
ρn−1 . . . ρ2 ρ 1

oder auf a¨quikorrelierte Residuen mit Kovarianzmatrix
Cov(u) = σ2V = σ2

1 ρ . . . . . . ρ
ρ 1
. . .
...
...
. . . . . . . . .
...
...
. . . 1 ρ
ρ . . . . . . ρ 1

.
Diese Erweiterung des Modells funktioniert fu¨r den ML-Scha¨tzer, nicht je-
doch fu¨r den GMM-Scha¨tzer aus Kapitel 3. Das liegt daran, dass die verwen-
deten verallgemeinerten Momente auf der Beziehung u = ρWu+ ε basieren.
Diese Beziehung gilt nur fu¨r ra¨umlich korrelierte Sto¨rgro¨ßen, nicht jedoch
fu¨r andere Sto¨rgro¨ßenstrukturen, so dass der in Kapitel 3 vorgestellte GMM-
Scha¨tzer bei anderen Sto¨rgro¨ßenstrukturen natu¨rlich nicht zur Scha¨tzung der
Parameter verwendet werden kann.
Ansonsten lassen sich die in diesem Kapitel diskutierten Erweiterun-
gen auch miteinander kombinieren. So wa¨re etwa eine ML-Scha¨tzung von
ρ und σ2 fu¨r AR[1]-Sto¨rgro¨ßen aus den Residuen einer nichtlinearen Regres-
sion denkbar, bei der die Heteroskedastie der Sto¨rgro¨ßen in der Regression
beru¨cksichtigt wird.
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6 Simulation
Die in Kapitel 3 vorgestellte Modifikation des verallgemeinerten Momenten-
methodenscha¨tzers von Kelejian und Prucha (1999) fu¨hrt auf einen Scha¨tzer,
der ebenso konsistent ist wie der urspru¨ngliche Scha¨tzer. Fu¨r gegen unend-
lich strebende Stichprobenumfa¨nge liefern also beide Scha¨tzer Scha¨tzwerte,
die den unbekannten Parametern beliebig nahe kommen. Insbesondere unter-
scheiden sich die Resultate der beiden Scha¨tzer dann nicht mehr wesentlich
voneinander. Dies sagt jedoch noch nichts konkretes u¨ber das Verhalten der
Scha¨tzer bei gegebener (endlicher) Stichprobe aus. Dieses Kapitel vergleicht
die finiten Eigenschaften der beiden Scha¨tzer anhand einer Simulation.
Die Eigenschaften der beiden Scha¨tzer fu¨r feste Stichprobenumfa¨nge ha¨n-
gen von der Wahl der VerwandtschaftsmatrixW sowie von dem unterstellten
linearen Modell, also der Modellmatrix X, ab. Da eine Simulation fu¨r alle
denkbaren Matrizen W und X nicht realisierbar ist, stellt die nachfolgend
beschriebene Simulation Ergebnisse fu¨r eine feste Verwandtschaftsmatrix W
und eine spezielle Modellmatrix X vor, bei der der ra¨umliche Autokorrelati-
onsparameter ρ verschiedene Werte durchla¨uft.
Konkret ist die Verwandtschaftsmatrix W so konstruiert, dass jede Kom-
ponente des Sto¨rgro¨ßenvektors mit den drei vorangehenden sowie den drei
darauffolgenden Komponenten direkt zusammenha¨ngt. Fu¨r die ersten sowie
die letzten drei Komponenten wird eine Zirkelstruktur unterstellt, so dass
z.B. u1 direkt zusammenha¨ngt mit u2, u3, u4, un−2, un−1 und un. Dadurch
sind in jeder Zeile von W genau 6 Eintra¨ge von Null verschieden. Um die
Zeilensummen auf Eins zu normieren, sind die Eintra¨ge fu¨r zwei direkt zu-
sammenha¨ngenden Komponenten gleich 1
6
und die Verwandtschaftsmatrix
hat die folgende Gestalt:
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W =

0 1
6
1
6
1
6
0 . . . 0 1
6
1
6
1
6
1
6
0 1
6
1
6
. . . . . . . . . 1
6
1
6
1
6
1
6
0 1
6
. . . . . . . . . . . . 1
6
1
6
1
6
1
6
0
. . . . . . . . . . . . 0
0
. . . . . . . . . . . . . . . . . . . . . . . .
...
...
. . . . . . . . . . . . . . . . . . . . . . . . 0
0
. . . . . . . . . . . . 0 1
6
1
6
1
6
1
6
. . . . . . . . . . . . 1
6
0 1
6
1
6
1
6
1
6
. . . . . . . . . 1
6
1
6
0 1
6
1
6
1
6
1
6
0 . . . 0 1
6
1
6
1
6
0

.
Die Modellmatrix X entspricht der Regression auf eine Konstante sowie
zwei bina¨re Faktoren:
X =

1 1 1
...
... 0
...
...
...
... 1
...
... 0
...
...
...
...
...
... 1
1 0 0

.
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Sofern fu¨r n Vielfache von 4 gewa¨hlt werden, entspricht die Matrix X
jeweils einem balancierten Versuchsplan. Die Struktur von X kann somit
beibehalten werden.
Fu¨r n = 20, 60, 100 und 400, σ2 = 1 sowie Werte fu¨r ρ zwischen −0, 8
und 0, 8 im Abstand 0,2 werden jeweils l = 10000 Realisationen des Sto¨r-
gro¨ßenvektors aus dem Modell (1) erzeugt, die wiederum Realisationen des
Momentenmethodenscha¨tzers (ρ̂NLS, σ̂
2
NLS) aus Kelejian und Prucha (1999)
sowie der Modifikation (ρ̂∗NLS, σ̂
2∗
NLS) aus Kapitel 3 liefern. Der Vergleich der
beiden Scha¨tzer anhand der simulierten Realisationen erfolgt in zweierlei Hin-
sicht: Einerseits hinsichtlich der Kenngro¨ßen
Bias:
1
l
l∑
i=1
ρˆi − ρ,
Varianz:
1
l
l∑
i=1
(
ρˆi − ¯ˆρ
)2
und MSE:
1
l
l∑
i=1
(ρˆi − ρ)2 .
Sie charakterisieren die Qualita¨t der Scha¨tzer (die Kenngro¨ßen fu¨r σ2 sind
entsprechend definiert). Bei einer quadratischen Verlustfunktion wa¨re etwa
der Scha¨tzer mit dem kleineren mittleren quadratischen Fehler vorzuziehen.
Andererseits interessieren die Scha¨tzungen fu¨r ρ und σ2 auch deshalb, weil
aus ihnen ein Scha¨tzer fu¨r die Kovarianzmatrix des KQ-Scha¨tzers βˆ gewon-
nen werden kann, indem man in der Formel
Cov(βˆ) = σ2(XTX)−1XT (I − ρW )−1(I − ρW T )−1X(XTX)−1 (23)
ρ und σ2 durch die gescha¨tzten Werte ersetzt. Damit ko¨nnen asymptotisch
gu¨ltige Tests und Konfidenzbereiche fu¨r den Parametervektor β oder einzelne
seiner Komponenten durchgefu¨hrt werden. Soll etwa getestet werden, ob βj,
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die j-te Komponente von β, signifikant von einem unterstellten Wert βj0 ver-
schieden ist, so ist die Nullhypothese βj = βj0 zu verwerfen, falls der Betrag
der Differenz βˆj − βj0, dividiert durch die Wurzel aus dem j-ten Hauptdia-
gonaleintrag von (23), gro¨ßer ist als das (1− α
2
)-Quantil der t-Verteilung mit
n− k Freiheitsgraden:
Lehne die Nullhypothese ab, falls
∣∣∣∣∣∣∣∣
βˆj − βj0√
Ĉov(βˆ)jj
∣∣∣∣∣∣∣∣ ≥ tn−k,1−α2 .
Fu¨hrt man diese Prozedur fu¨r jede der 10000 Wiederholungen aus, so ist
der Anteil der 10000 Wiederholungen, bei denen die Nullhypothese verwor-
fen wird, eine gute Na¨herung fu¨r das tatsa¨chliche Niveau der Testprozedur.
Dabei mu¨ssen keine verschiedenen Werte des Parametervektors β verwendet
werden, weil der Scha¨tzfehler nicht vom wahren Wert abha¨ngt:
βˆ − β = (XTX)−1XT (Xβ + u)− β = (XTX)−1XTu.
Die Simulation beno¨tigt keinen festen Wert fu¨r β und liefert dennoch Aus-
sagen, die gleichzeitig fu¨r alle Werte von β gu¨ltig sind. In Bezug auf den
Parameterraum fu¨r β gestaltet sich die Simulation somit komfortabler als in
Bezug auf die Verwandtschaftsmatrix W und die Modellmatrix X - fu¨r die
beiden letztgenannten mu¨ssen jeweils typische Vertreter ausgewa¨hlt werden.
Die Tabellen 1 bis 4 zeigen die Ergebnisse der Simulationen fu¨r die ver-
schiedenen Werte von ρ. Die obere der jeweils zwei Zeilen betrifft die von Ke-
lejian und Prucha (1999) vorgeschlagenen Scha¨tzer; die untere Zeile entha¨lt
die Simulationsergebnisse fu¨r die in Kapitel 3 beschriebene Modifikation. Der
Aufbau der vier Tabellen ist gleich: In den ersten drei Spalten stehen Bi-
as, Varianz und mittlerer quadratischen Fehler der Scha¨tzer fu¨r ρ, in den
na¨chsten drei Spalten die entsprechenden Kenngro¨ßen der Scha¨tzer fu¨r σ2.
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Tabelle 1: Kennzahlen der Scha¨tzer fu¨r n = 20
σ2 = 1, α = 0, 05 und jeweils 10000 Wiederholungen;
obere Zeilen: Werte fu¨r ρ̂NLS und σ̂2NLS ;
untere Zeilen: Werte fu¨r ρ̂∗NLS und σ̂
2∗
NLS
n = 20 Scha¨tzer fu¨r ρ Scha¨tzer fu¨r σ2 P
(
|Ti| > tn−k,1−α
2
)
ρ Bias Var MSE Bias Var MSE T1 T2 T3
−0.8 -0.503 0.610 0.863 -0.267 0.086 0.157 0.049 0.067 0.048
-0.113 0.520 0.533 -0.086 0.137 0.144 0.039 0.047 0.056
−0.6 -0.565 0.661 0.980 -0.267 0.084 0.155 0.047 0.079 0.044
-0.133 0.551 0.569 -0.082 0.133 0.140 0.037 0.052 0.056
−0.4 -0.627 0.693 1.087 -0.281 0.081 0.160 0.053 0.093 0.044
-0.158 0.588 0.613 -0.100 0.127 0.137 0.037 0.062 0.055
−0.2 -0.647 0.659 1.077 -0.273 0.080 0.154 0.065 0.119 0.042
-0.157 0.547 0.571 -0.094 0.123 0.131 0.043 0.071 0.055
0 -0.683 0.640 1.107 -0.273 0.079 0.154 0.084 0.144 0.042
-0.181 0.555 0.588 -0.100 0.119 0.129 0.053 0.084 0.054
0.2 -0.699 0.664 1.153 -0.259 0.082 0.149 0.107 0.179 0.042
-0.174 0.556 0.586 -0.092 0.119 0.127 0.065 0.097 0.054
0.4 -0.680 0.594 1.057 -0.241 0.084 0.142 0.158 0.223 0.041
-0.178 0.519 0.551 -0.082 0.120 0.127 0.092 0.117 0.053
0.6 -0.640 0.504 0.914 -0.214 0.089 0.135 0.246 0.264 0.039
-0.144 0.474 0.495 -0.066 0.122 0.127 0.132 0.136 0.049
0.8 -0.590 0.425 0.773 -0.144 0.112 0.133 0.391 0.319 0.037
-0.113 0.434 0.447 -0.005 0.146 0.146 0.215 0.147 0.048
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Tabelle 2: Kennzahlen der Scha¨tzer fu¨r n = 60
σ2 = 1, α = 0, 05 und jeweils 10000 Wiederholungen;
obere Zeilen: Werte fu¨r ρ̂NLS und σ̂2NLS ;
untere Zeilen: Werte fu¨r ρ̂∗NLS und σ̂
2∗
NLS
n = 60 Scha¨tzer fu¨r ρ Scha¨tzer fu¨r σ2 P
(
|Ti| > tn−k,1−α
2
)
ρ Bias Var MSE Bias Var MSE T1 T2 T3
−0.8 -0.159 0.098 0.123 -0.104 0.035 0.046 0.048 0.066 0.048
-0.048 0.096 0.099 -0.032 0.041 0.042 0.046 0.053 0.050
−0.6 -0.165 0.099 0.126 -0.101 0.034 0.044 0.051 0.078 0.051
-0.046 0.095 0.097 -0.033 0.038 0.040 0.046 0.062 0.053
−0.4 -0.173 0.093 0.123 -0.091 0.033 0.042 0.053 0.084 0.047
-0.052 0.088 0.091 -0.026 0.038 0.038 0.046 0.062 0.050
−0.2 -0.173 0.090 0.120 -0.090 0.032 0.040 0.058 0.096 0.048
-0.054 0.084 0.087 -0.029 0.036 0.037 0.048 0.069 0.050
0 -0.171 0.083 0.112 -0.082 0.032 0.038 0.074 0.106 0.045
-0.056 0.075 0.079 -0.027 0.035 0.036 0.058 0.075 0.047
0.2 -0.159 0.070 0.095 -0.074 0.032 0.037 0.081 0.105 0.048
-0.052 0.062 0.065 -0.025 0.035 0.036 0.059 0.075 0.050
0.4 -0.144 0.055 0.076 -0.066 0.032 0.036 0.100 0.123 0.048
-0.049 0.049 0.051 -0.023 0.035 0.035 0.071 0.081 0.048
0.6 -0.121 0.037 0.052 -0.047 0.033 0.036 0.123 0.126 0.050
-0.039 0.035 0.037 -0.011 0.037 0.037 0.077 0.086 0.051
0.8 -0.083 0.026 0.033 -0.012 0.039 0.040 0.156 0.156 0.047
-0.013 0.029 0.030 0.015 0.042 0.042 0.100 0.092 0.048
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Tabelle 3: Kennzahlen der Scha¨tzer fu¨r n = 100
σ2 = 1, α = 0, 05 und jeweils 10000 Wiederholungen;
obere Zeilen: Werte fu¨r ρ̂NLS und σ̂2NLS ;
untere Zeilen: Werte fu¨r ρ̂∗NLS und σ̂
2∗
NLS
n = 100 Scha¨tzer fu¨r ρ Scha¨tzer fu¨r σ2 P
(
|Ti| > tn−k,1−α
2
)
ρ Bias Var MSE Bias Var MSE T1 T2 T3
−0.8 -0.098 0.055 0.064 -0.064 0.022 0.026 0.050 0.069 0.048
-0.029 0.054 0.055 -0.019 0.024 0.024 0.049 0.056 0.051
−0.6 -0.096 0.054 0.063 -0.061 0.021 0.025 0.052 0.072 0.050
-0.025 0.053 0.054 -0.018 0.023 0.023 0.049 0.057 0.052
−0.4 -0.099 0.053 0.062 -0.058 0.020 0.024 0.052 0.071 0.049
-0.029 0.051 0.052 -0.019 0.022 0.022 0.046 0.054 0.050
−0.2 -0.102 0.048 0.058 -0.053 0.019 0.022 0.059 0.075 0.049
-0.033 0.046 0.047 -0.018 0.021 0.021 0.052 0.059 0.050
0 -0.095 0.040 0.049 -0.049 0.019 0.021 0.065 0.076 0.050
-0.030 0.037 0.038 -0.017 0.020 0.020 0.054 0.061 0.051
0.2 -0.088 0.033 0.041 -0.045 0.019 0.021 0.072 0.086 0.048
-0.029 0.031 0.032 -0.017 0.020 0.020 0.057 0.068 0.049
0.4 -0.079 0.025 0.031 -0.034 0.020 0.021 0.080 0.089 0.051
-0.028 0.023 0.023 -0.009 0.021 0.021 0.062 0.068 0.052
0.6 -0.064 0.016 0.020 -0.029 0.020 0.021 0.094 0.100 0.050
-0.022 0.015 0.016 -0.009 0.021 0.021 0.069 0.073 0.051
0.8 -0.038 0.010 0.012 -0.008 0.023 0.023 0.110 0.110 0.050
-0.003 0.014 0.014 0.008 0.025 0.025 0.079 0.076 0.050
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Tabelle 4: Kennzahlen der Scha¨tzer fu¨r n = 400
σ2 = 1, α = 0, 05 und jeweils 10000 Wiederholungen
obere Zeilen: Werte fu¨r ρ̂NLS und σ̂2NLS
untere Zeilen: Werte fu¨r ρ̂∗NLS und σ̂
2∗
NLS
n = 400 Scha¨tzer fu¨r ρ Scha¨tzer fu¨r σ2 P
(
|Ti| > tn−k,1−α
2
)
ρ Bias Var MSE Bias Var MSE T1 T2 T3
−0.8 -0.023 0.012 0.013 -0.017 0.006 0.006 0.049 0.054 0.048
-0.005 0.012 0.012 -0.005 0.006 0.006 0.048 0.050 0.048
−0.6 -0.024 0.012 0.013 -0.015 0.005 0.005 0.051 0.055 0.053
-0.006 0.012 0.012 -0.004 0.005 0.005 0.050 0.051 0.054
−0.4 -0.025 0.011 0.012 -0.015 0.005 0.005 0.051 0.054 0.052
-0.007 0.011 0.011 -0.005 0.005 0.005 0.049 0.050 0.052
−0.2 -0.024 0.010 0.010 -0.014 0.005 0.005 0.051 0.055 0.051
-0.007 0.010 0.010 -0.005 0.005 0.005 0.049 0.052 0.051
0 0.025 0.008 0.009 -0.012 0.005 0.005 0.057 0.055 0.048
-0.010 0.008 0.008 -0.005 0.005 0.005 0.054 0.050 0.048
0.2 -0.021 0.006 0.007 -0.010 0.005 0.005 0.056 0.063 0.054
-0.008 0.006 0.006 -0.003 0.005 0.005 0.052 0.058 0.054
0.4 -0.018 0.005 0.005 -0.009 0.005 0.005 0.053 0.064 0.048
-0.006 0.005 0.005 -0.003 0.005 0.005 0.049 0.059 0.048
0.6 -0.013 0.003 0.003 -0.007 0.005 0.005 0.062 0.060 0.053
-0.005 0.003 0.003 -0.002 0.005 0.005 0.056 0.055 0.053
0.8 -0.002 0.005 0.005 -0.004 0.005 0.005 0.067 0.065 0.051
0.004 0.005 0.005 -0.000 0.005 0.005 0.061 0.058 0.052
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In den letzten drei Spalten schließlich stehen die simulierten tatsa¨chlichen
Niveaus der oben beschriebenen t-Tests fu¨r die Regressionskoeffizienten β1,
β2 und β3 (die ausgewa¨hlte Modellmatrix X hat drei Spalten). Das dabei
vorgegebene Niveau ist α = 0, 05. Die jeweiligen Teststatistiken werden al-
so mit dem 0, 975-Quantil der tn−k-Verteilung verglichen. Die erste Spalte
von Tabelle 1 zeigt, dass beide Scha¨tzer den Parameter ρ bei einem geringen
Stichprobenumfang von n = 20 systematisch unterscha¨tzen. Fu¨r den modifi-
zierten Scha¨tzer ist die Verzerrung allerdings wesentlich weniger gravierend:
Sie betra¨gt nur etwa 20− 25% der Verzerrung von ρ̂NLS - der gro¨ßte Teil der
Verzerrung kann durch die Modifikation vermieden werden. Aus der zweiten
Spalte ist ersichtlich, dass auch die Varianz deutlich zuru¨ckgeht, wenn auch
nicht in einem so starken Ausmaße. Der mittlere quadratische Fehler verbes-
sert sich durch die Modifikation somit auf etwa 50− 60% des urspru¨nglichen
Wertes.
Bei den Scha¨tzern fu¨r σ2 reduziert die Modifikation die Verzerrung eben-
falls sehr stark auf etwa ein Drittel des urspru¨nglichen Wertes. Im Gegen-
satz zur Situation bei der Scha¨tzung von ρ steigt hier die Varianz an. Eine
mo¨gliche Erkla¨rung fu¨r die gestiegene Varianz liefern die Matrizen G in (6)
bzw. H in (15): Die jeweiligen dritten Spalten dieser Matrizen treffen bei
der Multiplikation mit dem Vektor (ρ, ρ2, σ2)T auf den Varianzparameter
σ2. Das letzte Element dieser Spalte ist bei der von Kelejian und Prucha
(1999) verwendeten Matrix G gleich 0; in H lautet der entsprechende Ein-
trag 1
n
tr(WM) und ist somit insbesondere von Null verschieden. Dadurch
taucht σ2 bei Verwendung von G in der zu minimierenden Funktion zweimal
auf, bei Verwendung von H dreimal. Dies ko¨nnte die Ursache fu¨r den Va-
rianzanstieg sein. Die gro¨ßere Varianz wird jedoch durch die Reduktion der
Verzerrung u¨berkompensiert, so dass der mittlere quadratische Fehler den-
noch geringer ausfa¨llt - auch wenn die Verbesserung weniger deutlich ist als
bei der Scha¨tzung von ρ.
Die letzten drei Spalten zeigen das (simulierte) tatsa¨chliche Niveau der
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Signifikanztests fu¨r die Regressionskoeffizienten β1, β2 bzw. β3 bei einem vor-
gegebenen Signifikanzniveau von α = 0, 05. Es fallen deutliche Unterschiede
zwischen den einzelnen Regressionskoeffizienten ins Auge: Wa¨hrend die Wer-
te bei β3 fu¨r alle ρ dem gewu¨nschten Wert von 0, 05 recht nahe kommen,
gibt es bei den Tests fu¨r β1 und β2 deutliche Abweichungen vom vorgege-
benen Niveau - es wird mitunter weit u¨berschritten. Dies ist vor allem fu¨r
stark positive Werte von ρ der Fall; fu¨r negative ρ gibt es nur bei β2 leichte
U¨berschreitungen, die mit wachsendem ρ zunehmen.
Positiv ist zu bemerken, dass die Niveauu¨berschreitungen durch die Mo-
difikation des Scha¨tzers entscheidend verringert werden: Der Anteil der Ver-
werfungen der Nullhypothese, welcher 5% u¨bersteigt, kann um die Ha¨lfte bis
zwei Drittel vermindert werden. Die Wahrscheinlichkeit eines Fehlers erster
Art liegt dadurch wesentlich na¨her am bewusst in Kauf genommenen Wert
von 5% als vorher. Da das neue Verfahren den mittleren quadratischen Feh-
ler bei der Scha¨tzung der Parameter verringert, stellt die Verbesserung bei
den Parametertests keine große U¨berraschung dar: Eine bessere Scha¨tzung
der Parameter fu¨hrt zu einer besseren Scha¨tzung der Kovarianzmatrix von
βˆ, so dass das tatsa¨chliche Niveau dichter am vorgegebenen Wert liegt. Das
Ausmaß der Verbesserung ist jedoch schon etwas u¨berraschend. Hier ko¨nnte
eine Rolle spielen, dass die Verringerung des mittleren quadratischen Fehlers
in erster Linie auf die wesentlich weniger verzerrte Scha¨tzung der Parameter
und erst in zweiter Linie auf eine Reduktion der Varianz zuru¨ckzufu¨hren ist,
weil dadurch auch der Scha¨tzer fu¨r die Kovarianzmatrix von βˆ eine geringere
Verzerrung aufweisen du¨rfte. Es erscheint zumindest plausibel, dass dadurch
das tatsa¨chliche Niveau eines Parametertests na¨her am vorgegebenen Wert
liegt als bei Verwendung einer Kovarianzmatrix, die aus stark verzerrten
Scha¨tzern fu¨r ρ und σ2 gebildet wurde.
Die Tabellen 2 bis 4 zeigen die Ergebnisse der Simulation fu¨r die Stich-
probenumfa¨nge 60, 100 sowie 400. Erwartungsgema¨ß gehen Verzerrung und
Varianz der Scha¨tzer mit steigendem Stichprobenumfang zuru¨ck. Im Ver-
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gleich der beiden Scha¨tzverfahren untereinander bleiben die oben fu¨r n = 20
beschriebenen Erkenntnisse auch fu¨r die gro¨ßeren Stichprobenumfa¨nge erhal-
ten: Durch die Modifikation der Scha¨tzer geht die Verzerrung der Scha¨tzer
sehr stark zuru¨ck, die Varianz des Scha¨tzers fu¨r ρ nimmt ebenfalls ab, wo-
hingegen die Varianz des Scha¨tzers fu¨r σ2 leicht ansteigt. Insgesamt kann
durch die Modifikation der mittlere quadratische Fehler reduziert werden.
Der positive Einfluss auf das tatsa¨chliche Niveau der Tests auf die Regres-
sionsparameter bleibt ebenfalls erhalten: Die Niveauu¨berschreitungen gehen
mit wachsendem Stichprobenumfang generell zuru¨ck; nichtsdestotrotz fu¨hrt
die Verwendung der modifizierten Scha¨tzer selbst fu¨r n = 400 noch zu ei-
ner spu¨rbaren Verbesserung der simulierten Niveaus. Eine Verwendung der
modifizierten Scha¨tzer lohnt sich demzufolge also nicht nur fu¨r moderate,
sondern auch fu¨r gro¨ßere Stichprobenumfa¨nge.
Die Simulation dient in erster Linie einem Vergleich der beiden Scha¨tz-
verfahren untereinander. Wie bereits oben kurz angedeutet, offenbaren die
Tabellen 1 bis 4 jedoch noch weitere interessante Zusammenha¨nge. Einer-
seits unterscheiden sich die Ergebnisse der Signifikanztests fu¨r β1, β2 und β3
deutlich voneinander. Andererseits ha¨ngen die Resultate auch stark davon
ab, wie groß ρ ist.
Die in den drei jeweils letzten Spalten der Tabellen 1 bis 4 aufgefu¨hrten
simulierten Wahrscheinlichkeiten fu¨r einen Fehler erster Art liegen fu¨r β3 in
etwa auf dem vorgegebenen Niveau von 5%; fu¨r die anderen beiden Regressi-
onskoeffizienten gibt es teilweise starke U¨berschreitungen dieser Grenze. Die
U¨berschreitungen sind bei β2 gravierender als bei β1. Dies du¨rfte mit der
hier gewa¨hlten Struktur von X und W zusammenha¨ngen: Die zweite Spalte
von X besteht in der ersten Ha¨lfte aus Einsen und in der zweiten Ha¨lfte aus
Nullen. In der dritten Spalte hingegen wechseln sich die Eintra¨ge Eins und
Null ab. Jede einzelne Komponente des Sto¨rvektors wird per Konstruktion
von den drei vorangehenden und den drei nachfolgenden Komponenten di-
rekt beeinflusst. Dadurch gibt es unter den zur gleichen Stufe eines Faktors
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geho¨renden Komponenten in der zweiten Spalte sta¨rkere Abha¨ngigkeiten als
in der dritten.
Sowohl die Qualita¨t der Scha¨tzung von ρ als auch die simulierten Ab-
lehnungswahrscheinlichkeiten ha¨ngen zusa¨tzlich davon ab, welchen Wert das
wahre ρ annimmt. Die durchgezogenen Linien in Abbildung 2 zeigen den mitt-
leren quadratischen Fehler der Scha¨tzer fu¨r ρ als Funktion von ρ exemplarisch
bei einem Stichprobenumfang von n = 60. Zuna¨chst einmal ist deutlich zu
erkennen, dass der mittlere quadratische Fehler des neuen Scha¨tzers (schwar-
ze Linie) wesentlich niedriger ist als der des alten Scha¨tzers (graue Linie).
Weiterhin fa¨llt auf, dass die mittleren quadratischen Fehler fu¨r positive Werte
von ρ weitaus geringer sind als bei negativen Werten von ρ. Fu¨r ρ = 0, 8 sind
die mittleren quadratischen Fehler bei beiden Scha¨tzern etwa um den Faktor
drei kleiner als fu¨r ρ = −0, 8. Interessanterweise fu¨hrt die bessere Scha¨tzung
des Parameters jedoch nicht dazu, dass das tatsa¨chliche Niveau der Para-
metertests fu¨r die βi dichter am vorgegebenen Wert von 0,05 liegt. Wie die
gestrichelten Linien in Abbildung 2 verdeutlichen, ist sogar das Gegenteil der
Fall. Hier sind die simulierten tatsa¨chlichen Niveaus fu¨r die Tests auf β2 abge-
tragen. Es ist deutlich zu erkennen, dass die Niveauu¨berschreitungen bei Ver-
wendung des alten Scha¨tzers (graue gestrichelte Linie) durch die Verwendung
des neuen Scha¨tzers (schwarz gestrichelt) entscheidend reduziert werden. Die
U¨berschreitungen des vorgegebenen Signifikanzniveaus sind daru¨ber hinaus
fu¨r positive Werte von ρ wesentlich gravierender als fu¨r negative. Obwohl po-
sitive ρ besser gescha¨tzt werden ko¨nnen als negative, wird das vorgegebene
Signifikanzniveau dennoch sta¨rker u¨berschritten.
Diese auf den ersten Blick widerspru¨chliche Beobachtung la¨sst sich un-
ter Verwendung von Matrixdifferentiation analytisch wie folgt erkla¨ren. Die
Eintra¨ge der Sto¨rgro¨ßenkovarianzmatrix (σ2 = 1)
Cov(u) = (I − ρW )−1(I − ρW T )−1
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Abbildung 2: Einfluss des ra¨umlichen Autokorrelationsparameters
bei einem Stichprobenumfang von n = 60 und einem vorgegebenen Niveau
von α = 0, 05 fu¨r den alten GMM-Scha¨tzer (graue Linien) sowie die
Modifikation (schwarze Linien)
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reagieren fu¨r positive ρ auf kleine A¨nderungen von ρ deutlich sta¨rker als fu¨r
negative ρ. Nach Theorem 3 auf S. 151 in Magnus und Neudecker (1988) gilt
na¨mlich
∂(I − ρW )−1
∂ρ
= −(I − ρW )−1∂(I − ρW )
∂W
(I − ρW )−1
= (I − ρW )−1W (I − ρW )−1
sowie
∂(I − ρW T )−1
∂ρ
= (I − ρW T )−1W T (I − ρW T )−1,
so dass die Ableitung von Cov(u) nach ρ durch
∂(I − ρW )−1(I − ρW T )−1
∂ρ
= (I − ρW )−1(I − ρW T )−1W T (I − ρW T )−1
+(I − ρW T )−1(I − ρW )−1W (I − ρW )−1
gegeben ist. Die Ableitung von
Cov(βˆ) = (XTX)−1XT (I − ρW )−1(I − ρW T )−1X(XTX)−1 (24)
nach ρ lautet somit
∂Cov(βˆ)
∂ρ
= (XTX)−1XT
[
(I − ρW )−1 (I − ρW T )−1W T (I − ρW T )−1
+
(
I − ρW T )−1 (I − ρW )−1W (I − ρW )−1]X(XTX)−1.
Die Eintra¨ge dieser Matrix unterscheiden sich stark danach, ob ρ positiv oder
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negativ ist. So lautet die Matrix etwa fu¨r ρ = −0, 8
∂Cov(βˆ)
∂ρ
∣∣∣∣∣
ρ=−0,8
=
 −0, 018 −0, 009 0, 056−0, 009 0, 018 0
0, 056 0 −0, 013
 ,
wa¨hrend sich fu¨r ρ = 0, 8
∂Cov(βˆ)
∂ρ
∣∣∣∣∣
ρ=0,8
=
 6, 67 −5, 02 0, 01−5, 02 10, 04 0
0, 01 0 −0, 02

ergibt. Die Varianz von βˆ2 reagiert an der Stelle ρ = 0, 8 um ein Vielfaches
sta¨rker auf kleine Vera¨nderungen von ρ als an der Stelle ρ = −0, 8. Diese
Vera¨nderungen unterscheiden sich nicht nur absolut, sondern auch relativ.
Die in (24) angegebene Kovarianzmatrix von βˆ ist fu¨r ρ = −0, 8 gleich
Cov(βˆ)
∣∣∣
ρ=−0,8
=
 0, 043 −0, 013 −0, 062−0, 013 0, 027 0
−0, 062 0 0, 113

und fu¨r ρ = 0, 8 gleich
Cov(βˆ)
∣∣∣
ρ=0,8
=
 0, 719 −0, 583 −0, 021−0, 583 1, 166 0
−0, 021 0 0, 042
 .
Damit bewirken minimale A¨nderungen von ρ an der Stelle ρ = −0, 8 eine
relative A¨nderung der Varianz von βˆ2 in Ho¨he von
0,018
0,027
= 2
3
; an der Stelle
ρ = 0, 8 betra¨gt dieser Wert 8, 61. Das erkla¨rt Abbildung 2: Obwohl positive
Werte von ρ besser gescha¨tzt werden ko¨nnen als negative, kann die Varianz
von βˆ2 schlechter gescha¨tzt werden, so dass sich die Teststatistik des Signifi-
kanztests fu¨r β2 ha¨ufiger im Ablehnungsbereich realisiert.
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Diese relativen A¨nderungen der Varianzen der Regressionskoeffizienten
bei minimalen A¨nderungen von ρ erkla¨ren auch nochmals die unterschied-
lichen Ablehnungswahrscheinlichkeiten der Tests auf β1 und β3: Fu¨r β1 be-
tragen sie −0, 42 an der Stelle ρ = −0, 8 und 9, 28 an der Stelle ρ = 0, 8;
dies fu¨hrt zu deutlichen Niveauu¨berschreitungen bei stark positiven Werten
von ρ, wa¨hrend fu¨r negative Werte von ρ das vorgegebene Niveau in etwa
eingehalten wird. Fu¨r β3 wird das vorgegebene Niveau fu¨r alle ρ in etwa
eingehalten. Passend dazu betragen die relativen A¨nderungen −0, 12 an der
Stelle ρ = −0, 8 und −0, 48 an der Stelle ρ = 0, 8.
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7 Anwendung auf Arbeitslosendaten
Seit vielen Jahren gilt die Arbeitslosigkeit als eines der gro¨ßten Probleme in
Deutschland. Dabei sind nicht alle Bevo¨lkerungsgruppen in gleicher Weise
betroffen. Stattdessen unterscheiden sich die Arbeitslosenquoten in Teilgrup-
pen der Bevo¨lkerung stark voneinander (vgl. Kapitel 9.1 in Franz (2003)).
Solche Unterschiede ko¨nnen zwischen Regionen (ho¨here Arbeitslosenquoten
im Osten Deutschlands), Bildungsgraden (ho¨here Arbeitslosenquoten fu¨r ge-
ring Qualifizierte), Altersklassen (ho¨here Arbeitslosenquoten fu¨r a¨ltere oder
ju¨ngere Personen) oder auch zwischen Ma¨nnern und Frauen beobachtet wer-
den. Saisonale Effekte (ho¨here Arbeitslosenquoten in den Wintermonaten)
sowie die allgemeine Konjunktur beeinflussen das Ausmaß der Arbeitslosig-
keit zusa¨tzlich. Zur Beka¨mpfung der Arbeitslosigkeit hat die Politik verschie-
dene Maßnahmen entwickelt. Diese Maßnahmen sollen mo¨glichst effizient
eingesetzt werden, indem sie etwa auf einzelne Bevo¨lkerungsgruppen zuge-
schnitten sind. Der gezielte Einsatz solcher Maßnahmen setzt zuna¨chst eine
genaue Kenntnis u¨ber die Struktur der Arbeitslosigkeit voraus. Dieses Kapi-
tel mo¨chte hierzu einen Beitrag leisten, indem der in Kapitel 3 vorgestellte
Scha¨tzer auf Daten zur Arbeitslosigkeit in Deutschland angewendet wird.
7.1 Die Daten
Der Datensatz stammt aus dem sozio-o¨konomischen Panel. Er entha¨lt insge-
samt 1.449.355 Beobachtungspunkte fu¨r die alten Bundesla¨nder sowie 433.373
Beobachtungspunkte fu¨r die neuen Bundesla¨nder. Jeder Datenpunkt gibt fu¨r
eine Person den Bescha¨ftigungsstatus in einem bestimmten Monat an. Da-
bei wird zwischen den drei mo¨glichen Auspra¨gungen
”
bescha¨ftigt“,
”
arbeits-
los“ sowie
”
nicht partizipierend“ unterschieden. Als
”
bescha¨ftigt“ gilt, wer
entweder voll- oder teilzeit bescha¨ftigt ist. Auch Teilnehmer an beruflichen
Fortbildungsmaßnahmen fallen in diese Kategorie. Die Kategorie
”
arbeits-
los“ umfasst die registrierten Arbeitslosen, die keiner Erwerbsarbeit nachge-
61
hen. Als
”
nicht partizipierend“ gilt jeder, der nicht in eine der beiden ande-
ren Kategorien eingeordnet werden kann. Es handelt sich beispielsweise um
Schu¨ler, Studenten, Wehr- oder Zivildienstleistende, Personen, die sich um
Kinder oder pflegebedu¨rftige Angeho¨rige ku¨mmern, oder auch Fru¨hrentner.
Zusa¨tzlich zum Bescha¨ftigungsstatus und der Angabe von Monat und Jahr
entha¨lt jeder Datenpunkt vier weitere Informationen u¨ber die jeweilige Per-
son: Das Geschlecht, das Alter, den ho¨chsten erreichten Bildungsabschluss
und das Gewicht des Datenpunktes im sozio-o¨konomischen Panel.
Das Alter ist in drei Klassen angegeben, 16-24, 25-49 sowie 50-64 Jah-
re. Der Bildungsabschluss wird ebenfalls in drei Kategorien gemessen. Als
”
hoch“ gilt dabei ein Hochschul- oder Fachhochschulabschluss, als
”
mittel“
das Abitur oder die mittlere Reife mit anschließender Berufsausbildung. Per-
sonen ohne solche Abschlu¨sse fallen in die Kategorie
”
niedrig“. Die unter-
schiedliche Gewichtung der Personen im sozio-o¨konomischen Panel ergibt
sich daraus, dass die Wahrscheinlichkeit, in diese Erhebung eingeschlossen
zu werden, nicht fu¨r alle Personen gleich ist. Das wiederum liegt daran, dass
das sozio-o¨konomische Panel verla¨ssliche Auswertungen auch fu¨r Teilgrup-
pen der Bevo¨lkerung ermo¨glichen soll; um in diesen Teilgruppen eine hinrei-
chende Stichprobengro¨ße zu erzielen, werden Angeho¨rige solcher Teilgruppe
u¨berproportional in die Erhebung aufgenommen. Das ist beispielsweise der
Fall fu¨r ausla¨ndische Mitbu¨rger. Der Datensatz entha¨lt fu¨r jeden Beobach-
tungspunkt zwei solcher Gewichte - eines fu¨r Querschnittsuntersuchungen
und eines fu¨r Paneluntersuchungen.
Tabelle 5 zeigt die (ungewichtete) Verteilung der Merkmale in den Da-
tensa¨tzen getrennt nach Ost- und Westdeutschland. Wa¨hrend das Geschlecht
sowie das Alter in beiden Teildatensa¨tzen vergleichbare relative Ha¨ufigkeiten
aufweisen, gibt es bei den Merkmalen Bescha¨ftigungsstatus und ho¨chster Bil-
dungsabschluss deutliche Unterschiede: Der Anteil der Arbeitslosen ist in
Ostdeutschland wesentlich gro¨ßer als in Westdeutschland; gleichzeitig nimmt
die Auspra¨gung
”
nicht partizipierend“ in Ostdeutschland einen geringeren
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Tabelle 5: U¨berblick u¨ber den Datensatz
(relative Ha¨ufigkeiten und Stichprobengro¨ße)
Merkmal West Ost
Frau 50,71 50,96
Mann 49,29 49,04
bescha¨ftigt 59,50 63,56
arbeitslos 2,82 10,58
nicht partizipierend 37,69 25,86
Alter 16-24 17,63 17,28
Alter 25-49 57,11 55,27
Alter 50-64 25,26 27,46
hoher Bildungsabschluss 11,43 23,69
mittlerer Bildungsabschluss 64,89 62,87
niedriger Bildungsabschluss 23,68 13,44
Datenpunkte 1.449.355 433.373
63
Anteil ein. Dies du¨rfte an der in Ostdeutschland traditionell ho¨heren Frau-
enerwerbsquote liegen.
Der Prozentsatz arbeitsloser Personen wirkt vergleichsweise niedrig; ins-
besondere fa¨llt er niedriger aus als die monatlich von der Bundesagentur
fu¨r Arbeit vero¨ffentlichen Arbeitslosenquoten. Dieser scheinbare Unterschied
ist auf mehrere Effekte zuru¨ckzufu¨hren: Zuna¨chst einmal gibt Tabelle 5 den
Anteil der Arbeitslosen an allen in der Stichprobe enthaltenen Personen an;
insbesondere tauchen bei der Anteilsberechnung im Nenner auch die nicht
partizipierenden Personen auf. Diese spielen in den von der Bundesagentur
vero¨ffentlichten Arbeitslosenquoten keine Rolle, weil hier der Anteil der Ar-
beitslosen an den Erwerbspersonen angegeben wird. Als zweites sind die in
Tabelle 5 angegebenen Werte nicht gewichtet, woraus eine zusa¨tzliche Ver-
zerrung resultiert. Und schließlich handelt es sich um zwei verschiedene Kon-
zepte zur Ermittlung der Arbeitslosenquote. Wa¨hrend fu¨r die Statistik der
Bundesagentur als arbeitslos gilt, wer sich bei der o¨rtlichen Arbeitsagentur
als arbeitsuchend gemeldet hat, handelt es sich bei dem sozio-o¨konomischen
Panel um eine Befragung der Personen. Dabei kann es durchaus vorkommen,
dass offiziell als arbeitsuchend registrierte Personen sich selbst gar nicht als
arbeitslos klassifizieren. Die Meldung bei der o¨rtlichen Arbeitsagentur ko¨nnte
vielmehr aus einem damit verbundenen Anspruch auf Transferzahlungen mo-
tiviert sein. Daru¨ber hinaus werden manche Personenkreise in den beiden Be-
rechnungskonzepten unterschiedlich behandelt, z.B. Teilzeitbescha¨ftigte, die
weniger als 15 Stunden pro Woche arbeiten und gleichzeitig eine Vollzeit-
bescha¨ftigung suchen: Fu¨r die Statistik der Bundesagentur gelten diese Per-
sonen als arbeitslos, das sozio-o¨konomische Panel za¨hlt sie als
”
bescha¨ftigt“.
Aus Tabelle 5 ist ersichtlich, dass alle Merkmalsauspra¨gungen im Daten-
satz hinreichend oft vertreten sind. Das gilt jedoch nicht fu¨r jede Kombination
zweier Merkmale. Tabelle 6 zeigt Kreuztabellen der Merkmale
”
Bildungsab-
schluss“ und
”
Alter“ getrennt fu¨r Westdeutschland (Teil (a) vor der Einheit,
Teil (b) nach der Einheit) und Ostdeutschland (Teil (c)). Obwohl die Ge-
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Tabelle 6: Verteilung der Stichprobe auf die demographischen Gruppen
Absolutzahlen sowie Prozentzahlen pro Zeile,
in der letzten Spalte Prozentzahlen pro Spalte
a) Bildungsabschluss und Alter in Westdeutschland vor der Einheit
(Januar 1982 bis Juni 1990)
Bildungsabschluss
Alter niedrig mittel hoch
∑
16-24 62375 (48%) 65520 (51%) 1118 (1%) 129013 (21%)
25-49 50656 (16%) 229872 (71%) 42719 (13%) 323247 (54%)
50-64 49714 (33%) 87782 (59%) 11724 (8%) 149220 (25%)∑
162745 (27%) 383174 (64%) 55561 (9%) 601480 (100%)
b) Bildungsabschluss und Alter in Westdeutschland nach der Einheit
(Juli 1990 bis Dezember 2003)
Bildungsabschluss
Alter niedrig mittel hoch
∑
16-24 63890 (50%) 61270 (48%) 1403 (1%) 126563 (15%)
25-49 65330 (13%) 356624 (71%) 82534 (16%) 504488 (60%)
50-64 51248 (24%) 139383 (64%) 26193 (12%) 216824 (26%)∑
180469 (21%) 557277 (66%) 110130 (13%) 847875 (100%)
c) Bildungsabschluss und Alter in Ostdeutschland
(Januar 1992 bis Dezember 2003)
Bildungsabschluss
Alter niedrig mittel hoch
∑
16-24 36480 (49%) 37033 (49%) 1358 (2%) 74871 (17%)
25-49 9559 (4%) 162832 (68%) 67127 (28%) 239518 (55%)
50-64 12215 (10%) 72603 (61%) 34166 (29%) 118984 (27%)∑
58254 (13%) 272468 (63%) 102651 (24%) 433373 (100%)
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samtzahl der Beobachtungspunkte sehr groß ist, kommt eine Merkmalskom-
bination vergleichsweise selten vor: Es gibt wenige junge Personen mit einem
hohen Bildungsabschluss. Das erscheint plausibel, da nur wenige Hochschu¨ler
ihren Abschluss vor dem 25. Lebensjahr erreichen. Neben den Absolutzahlen
zeigt Tabelle 6 auch die Verteilung der Bildungsabschlu¨sse in den einzel-
nen Altersklassen. Hier fa¨llt auf, dass der Anteil der Geringqualifizierten im
Westen von 27% vor der Einheit auf 21% nach der Einheit gesunken ist.
Gleichzeitig ist der Anteil der Hochqualifizierten von 9% auf 13% gestiegen.
In Ostdeutschland ist das formale Bildungsniveau nochmals ho¨her; der An-
teil der Hochqualifizierten betra¨gt 24%, der der Geringqualifizierten nur 13%.
In der mittleren Altersklasse ist der Anteil der Geringqualifizierten mit 4%
besonders niedrig.
7.2 Das Modell
Die gruppenspezifische Arbeitslosenquote im Monat m des Jahres t erkla¨rt
sich in Anlehnung an Kluve et al. (2006) durch das Modell
µigmt = (α + γ · 1Frau) +
∑
i 6=5
(βi + δi · 1Frau) +
∑
m6=6
λm1m
+bipt−1
18∑
g=1
θg · 1g + uigmt. (25)
Der Index i ∈ (1, . . . , 9) durchla¨uft die durch Alter und Bildungsabschluss
definierten demographischen Gruppen; der Index g ∈ (1, . . . , 18) steht fu¨r
die 18 zusa¨tzlich nach Geschlecht unterteilten demographischen Gruppen.
Die verschiedenen Kalendermonate werden durch den Index m ∈ (1, . . . , 12)
gekennzeichnet. Die Indikatorvariablen 1Frau, 1m und 1g nehmen den Wert
1 an, wenn die Arbeitslosenquote auf der linken Seite von (25) das entspre-
chende Merkmal aufweist, und sind ansonsten gleich 0. Die Summanden mit
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i = 5 undm = 6 tauchen in der Modellgleichung nicht auf. Hierbei handelt es
sich um die Referenzklassen, deren Effekte a priori auf Null gesetzt werden.
Fu¨r die demographischen Gruppen ist dies die Klasse mit mittlerem Alter
und mittlerem Bildungsabschluss; fu¨r die Kalendermonate ist es der Juni.
Dementsprechend ist α die erwartete Arbeitslosenquote im Monat Juni fu¨r
die ma¨nnliche Gruppe mit mittlerem Alter und mittlerem Bildungsabschluss.
Der Wert fu¨r die entsprechende weibliche Gruppe ist α+γ. Die Parameter βi
stehen fu¨r die Differenz in den Arbeitslosenquoten der ma¨nnlichen Gruppe
i zur ma¨nnlichen Referenzgruppe. Die erwartete Arbeitslosenquote fu¨r gut
ausgebildete alte Ma¨nner ist somit beispielsweise α+β9. Die Unterschiede in
den Differenzen der demographischen Gruppen zwischen Ma¨nnern und Frau-
en werden von den Parametern δi aufgefangen; die erwartete Arbeitslosen-
quote fu¨r junge, schlecht ausgebildete Frauen ist beispielsweise α+γ+β1+δ1.
Dies gilt jeweils fu¨r den Referenzmonat Juni, die Monatseffekte schlagen sich
in den Parametern λm nieder. Sie geben an, um wieviel die erwartete Ar-
beitslosenquote im Monat m ho¨her ist als im Juni. Die Parameter θg schließ-
lich fangen den Einfluss der Konjunktur auf die Arbeitslosigkeit auf, und
zwar separat fu¨r alle 18 demographischen Gruppen. Die Wachstumsrate des
Bruttoinlandsprodukts des Vorjahres, bipt−1, steht fu¨r die aktuelle Konjunk-
tur. Da sich konjunkturelle Einflu¨sse auf dem Arbeitsmarkt oftmals erst mit
einiger Verzo¨gerung niederschlagen, wird die Wachstumsrate des Vorjahres
verwendet. Die erwartete Arbeitslosenquote in der demographischen Gruppe
i bzw. g, Monat m und Jahr t setzt sich also fu¨r Ma¨nner zusammen aus der
fu¨r die ma¨nnliche Referenzgruppe erwarteten Quote, α, dem differentiellen
Effekt der demographischen Gruppe, βi, dem differentiellen Effekt des Kalen-
dermonats im Vergleich zum Juni, λm, sowie dem Konjunktureffekt fu¨r die
demographische Gruppe g, θg, multipliziert mit dem Wirtschaftswachstum
des Vorjahres, bipt−1. Fu¨r weibliche Gruppen kommen noch die differentiel-
len Effekte γ sowie δi hinzu.
Wie immer in Regressionsmodellen gilt dieser Zusammenhang nicht per-
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fekt. Stattdessen u¨berlagert der Sto¨rterm uigmt den linearen Zusammenhang.
Die in Regressionsmodellen oft unterstellten Annahmen paarweise unkorre-
lierter und homoskedastischer Sto¨rterme erscheinen hier unrealistisch.
Einerseits werden die Sto¨rterme nicht unkorreliert sein: Wenn die Effekte
u¨ber einen Zeitraum von mehreren Jahren gescha¨tzt werden, dann du¨rfte das
Arbeitslosigkeitsniveau im manchen Jahren systematisch u¨ber dem Durch-
schnitt und in anderen Jahren systematisch darunter liegen - und das gilt
dann fu¨r alle demographischen Gruppen gleichermaßen. Auch die in manchen
Monaten wirkenden Sondereinflu¨sse wie ein besonders milder oder harter
Winter oder die Fußball-Weltmeisterschaft 2006 beeinflussen die Sto¨rgro¨ßen
in den entsprechenden Monaten tendenziell in die gleiche Richtung. Dadurch
erscheint eine positive Korrelation von zeitlich dicht beieinander liegenden
Sto¨rtermen plausibel.
Andererseits werden die Sto¨rterme unterschiedliche Varianzen aufweisen:
Da die demographischen Gruppen unterschiedlich stark besetzt sind, berech-
nen sich die Arbeitslosenquoten µigmt aus unterschiedlich großen Gruppen
von Personen, die zudem im sozio-o¨konomischen Panel noch verschiedene
Gewichte aufweisen. Zu großen Gruppen korrespondierende Sto¨rterme wer-
den eine kleinere Varianz aufweisen als solche, die zu einer aus einer geringen
Anzahl von Personen berechneten Arbeitslosenquote geho¨ren.
Aus den soeben dargestellten U¨berlegungen heraus bietet es sich an, die
Sto¨rgro¨ßen wie in (1) als ra¨umlich korreliert zu modellieren:
u = ρWu+ ε.
Die in der Verwandtschaftsmatrix W zusammengefassten direkten Einflu¨sse
der gruppenspezifischen Arbeitslosenquoten haben folgende Struktur: Die Ar-
beitslosenquote einer demographischen Gruppe in einem bestimmten Monat
ist direkt verwandt mit allen anderen Gruppen im gleichen Monat (das er-
gibt maximal 17 Nachbarn) sowie mit den Arbeitslosenquoten der gleichen
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Tabelle 7: Anzahl direkter Nachbarn
17 18 19
Westdeutschland (1983-1990) 0 358 1258
Westdeutschland (1990-2003) 122 1229 1508
Ostdeutschland (1992-2003) 37 1487 979
Gruppe in den beiden Monaten direkt vor bzw. direkt nach dem Beobach-
tungsmonat (das ergibt maximal zwei weitere Nachbarn). Insgesamt ko¨nnen
in einer Zeile von W also maximal 19 Eintra¨ge von Null verschieden sein.
Tabelle 7 zeigt, dass diese Ho¨chstzahl nicht immer erreicht wird. Das liegt
einerseits daran, dass in manchen Monaten nicht fu¨r alle demographischen
Gruppen Arbeitslosenquoten vorliegen (hier ist vor allem an die Gruppe der
jungen Hochqualifizierten zu denken) und andererseits daran, dass fu¨r den
ersten bzw. letzten Monat des Beobachtungszeitraumes keine Daten im Mo-
nat zuvor bzw. danach vorliegen. Bei jeder einzelnen Beobachtung liegen aber
zumindest fu¨r 17 der 19 mo¨glichen Nachbarn Arbeitslosenquoten vor.
Die in diesem Modell u¨blicherweise getroffene Annahme Cov(ε) = σ2I ist
hier nicht realistisch: Da die verschiedenen Komponenten von u unterschied-
liche Varianzen besitzen, muss dies auch fu¨r die verschiedenen Komponenten
von ε gelten. Deshalb soll die Kovarianzmatrix von ε eine Diagonalmatrix
sein, bei der sich die Eintra¨ge auf der Hauptdiagonalen voneinander unter-
scheiden du¨rfen,
Cov(ε) = σ2V mit V = diag(v11, . . . , vnn).
Die Matrix V wird standardisiert, so dass tr(V ) = n gilt. Dadurch wird die
Scha¨tzung fu¨r σ2 eindeutig. Damit gilt
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Cov(u) = σ2(I − ρW )−1V (I − ρW T )−1 =: Σ
und die Scha¨tzung des Modells erfolgt mit einer iterativen Prozedur. Im er-
sten Schritt wird ausgehend von Startwerten fu¨r ρ und σ2 die Matrix Σ und
damit der verallgemeinerte Kleinst-Quadrate-Scha¨tzer
β˜ = (XTΣ−1X)−1XTΣ−1y
berechnet. Daraus ergeben sich die Regressionsresiduen
uˆ = y −X(XTΣ−1X)−1XTΣ−1y =: M˜y,
aus denen mit Hilfe des modifizierten GMM-Scha¨tzers Scha¨tzungen fu¨r ρ und
σ2 gewonnen werden.
Es bietet sich an, den GMM-Scha¨tzer anstelle des Maximum-Likelihood-
Scha¨tzers zu verwenden, weil der Maximum-Likelihood-Scha¨tzer bei den hier
vorliegenden großen Stichprobenumfa¨ngen numerisch instabil ist. Trotz der
großen Stichprobenumfa¨nge lohnt es sich daru¨ber hinaus, den modifizier-
ten GMM-Scha¨tzer zu verwenden: Einerseits erfordert er keinen zusa¨tzlichen
Rechenaufwand; andererseits zeigt die Simulation, dass er auch bei großen
Stichprobenumfa¨ngen akuratere Signifikanztests fu¨r die Regressionskoeffizi-
enten ermo¨glicht.
Aus den auf diese Weise gewonnenen Scha¨tzungen fu¨r ρ und σ2 wird
im zweiten Schritt die Matrix Σ und damit der verallgemeinerte Kleinst-
Quadrate-Scha¨tzer mit der neuen Matrix Σ erneut bestimmt. Aus den neuen
Regressionsresiduen ko¨nnen wiederum neue Scha¨tzungen fu¨r ρ und σ2 gewon-
nen werden, mit denen eine weitere Iteration gestartet wird. Das Verfahren
wird solange wiederholt, bis sich die Scha¨tzungen fu¨r β, ρ und σ2 nicht mehr
wesentlich vera¨ndern. Aus den auf diese Weise erhaltenen Scha¨tzungen fu¨r ρ
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und σ2 ergibt sich Σˆ als Scha¨tzung fu¨r Σ. Daraus erha¨lt man wiederum eine
Scha¨tzung fu¨r die Kovarianzmatrix von β˜ durch
Ĉov(β˜) = (XT Σ̂−1X)−1,
mit deren Hilfe asymptotisch gu¨ltige Parametertests sowie Konfidenzberei-
che fu¨r die Komponenten des Parametervektors β gewonnen werden ko¨nnen.
Diese sind nur asymptotisch gu¨ltig, weil sie auf den Scha¨tzern fu¨r ρ und σ2
beruhen. Die verwendeten GMM-Scha¨tzer sind nach Theorem 3.1 zwar kon-
sistent, stimmen aber fu¨r einen endlichen Stichprobenumfang nicht exakt mit
den wahren Werten u¨berein.
7.3 Ergebnisse
Dieses Unterkapitel pra¨sentiert die Ergebnisse der im vorangegangenen Un-
terkapitel vorgestellten Scha¨tzprozedur. Um diese anwenden zu ko¨nnen, muss
der Rohdatensatz aus dem sozio-o¨konomischen Panel zuna¨chst aufbereitet
werden. Die gruppenspezifische Arbeitslosenquote in einem bestimmten Mo-
nat errechnet sich fu¨r jede demographische Gruppe als Anzahl der im ent-
sprechenden Monat arbeitslosen Personen, dividiert durch die Summe der
arbeitslosen sowie der bescha¨ftigten Personen. Das Gewicht einer beobach-
teten Arbeitslosenquote ist die Summe der Querschnittsgewichte von denje-
nigen Personen, die im jeweiligen Monat zur betreffenden demographischen
Gruppe geho¨ren und entweder arbeitslos oder bescha¨ftigt sind. Da der Pa-
nelcharakter der Rohdaten nicht direkt in die Auswertung einfliesst, werden
die Querschnittsgewichte und nicht etwa die Panelgewichte verwendet.
Das Modell wird auf drei Teildatensa¨tzen gescha¨tzt: Erstens fu¨r Ost-
deutschland einschließlich Berlin (Januar 1992 - Dezember 2003), zweitens fu¨r
Westdeutschland (einschließlich West-Berlin) vor der Einheit (Januar 1983 -
Juni 1990) und drittens fu¨r Westdeutschland ohne Berlin nach der Einheit
(Juli 1990 - Dezember 2003). Fu¨r den Zeitpunkt der Einheit wird nicht das
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Abbildung 3: Reales ja¨hrliches Wachstum des Bruttoinlandsprodukts
in Deutschland getrennt nach Westdeutschland (1981-2006) sowie
Ostdeutschland (1992-2006)
Datum der politischen Einheit, sondern der Zeitpunkt der Wirtschafts- und
Wa¨hrungsunion zugrunde gelegt, die am 1.7.1990 in Kraft trat. Die Auftei-
lung des Gesamtdatensatzes ist erforderlich, weil die Annahme konstanter
Effekte u¨ber den gesamten Datensatz fragwu¨rdig erscheint. So existieren bei-
spielsweise deutliche Unterschiede im Niveau der Arbeitslosigkeit zwischen
Ost- und Westdeutschland. Auch innerhalb des westdeutschen Arbeitsmark-
tes du¨rften Unterschiede zwischen den Zeitra¨umen vor bzw. nach der deut-
schen Einheit bestehen.
Abbildung 3 stellt die ja¨hrlichen Wachstumsraten des Bruttoinlandspro-
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duktes in Deutschland getrennt fu¨r Ost- und Westdeutschland dar. Auffa¨llig
sind die hohen Wachstumsraten in Ostdeutschland (schwarze Balken) in den
ersten Jahren nach der Einheit. Die mit -2,2 sehr niedrige Rate fu¨r West-
deutschland (weiße Balken) im Jahr 1993 deutet darauf hin, dass in den
ersten Jahren nach der Wiedervereinigung ein Teil der wirtschaftlichen Ak-
tivita¨ten aus Westdeutschland nach Ostdeutschland verlagert wurde. Hohe
Wachstumsraten von u¨ber drei Prozent finden sich in Westdeutschland im
Zeitraum von 1988 bis 1991 sowie im Jahr 2000. In Ostdeutschland waren
die Wachstumsraten in den ersten Jahren nach der Einheit sehr hoch; ab
dem Jahr 1996 bleiben die ostdeutschen Wachstumsraten meist hinter den
westdeutschen zuru¨ck. Da fu¨r das Jahr 1991 in Ostdeutschland aufgrund der
fehlenden Ausgangsbasis im Jahr 1990 keine Wachstumsrate ermittelt werden
kann, lege ich hier den Wert fu¨r Westdeutschland zugrunde. Die in Abbildung
3 dargestellten Wachstumsraten dienen zur Scha¨tzung der Abha¨ngigkeit der
gruppenspezifischen Arbeitslosenquoten von der Konjunktur. Die Effekte θg
ergeben sich aus der Regression der gruppenspezifischen Arbeitslosenquoten
auf die Wachstumsraten des jeweiligen Vorjahres. Dazu wird die im letzten
Unterkapitel verwendete iterative Prozedur verwendet.
Tabelle 8 gibt einen ersten U¨berblick u¨ber die Regression auf den drei Teil-
datensa¨tzen. Neben der Anzahl der Beobachtungspunkte (Anzahl der Kom-
binationen aus Monat und demographischer Gruppe, fu¨r die eine Arbeitslo-
senquote ermittelt werden konnte) sind das korrigierte Bestimmtheitsmaß,
R¯2 = R2 − k − 1
n− k (1−R
2) mit R2 =
(yˆ − y¯)T Σ̂−1(yˆ − y¯)
(y − y¯)T Σ̂−1(y − y¯) ,
sowie die Scha¨tzungen fu¨r die Modellparameter ρ und σ2 aufgefu¨hrt. Die
Modellanpassung ist fu¨r Ostdeutschland mit einem korrigierten Bestimmt-
heitsmaß von u¨ber 90% besser als fu¨r die beiden westdeutschen Regressionen.
Die Scha¨tzungen fu¨r den ra¨umlich autoregressiven Parameter ρ liegen dicht
beieinander, sie betragen jeweils etwa 0,25. Bei der Standardabweichung der
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Tabelle 8: U¨bersicht u¨ber die Regressionen
n R¯2 ρˆ σˆ
Westdeutschland (1983-1990) 1616 0,753 0,279 0,031
Westdeutschland (1990-2003) 2859 0,785 0,244 0,042
Ostdeutschland (1992-2003) 2503 0,914 0,244 0,070
Innovationen hingegen gibt es deutliche Unterschiede: Wa¨hrend die Abwei-
chungen fu¨r Westdeutschland moderat sind (etwa 3 Prozentpunkte vor der
Einheit und 4 danach), ist die nicht durch das Modell erkla¨rte Streuung im
Osten mit 7 Prozentpunkten deutlich gro¨ßer. Das ist kein Widerspruch zu
dem ho¨heren Bestimmtheitsmaß, sondern eine Folge der generell ho¨heren Ar-
beitslosenquoten im Osten Deutschlands. Schließlich bedingen ho¨here Quo-
ten im allgemeinen gleichzeitig eine gro¨ßere Abweichung der gruppenspezi-
fischen Quoten in den einzelnen Monaten von ihrem Erwartungswert. Diese
U¨berlegung gilt zwar zuna¨chst einmal nur fu¨r die Sto¨rgro¨ßen, aber da die
Sto¨rgro¨ßen bei einem Wert fu¨r ρ in der Na¨he von 0,25 zu drei Vierteln aus
den Innovationen bestehen, u¨bertra¨gt sich die Argumentation auch auf diese.
Die Tabellen 9 bis 11 zeigen die Koeffizientenscha¨tzungen fu¨r die Regres-
sionen auf den drei Teildatensa¨tzen. In der Referenzgruppe (Ma¨nner von 25
bis 49 Jahren mit mittlerem Bildungsabschluss im Monat Juni) ist die erwar-
tete Arbeitslosenquote α˜ in Westdeutschland mit 3,07 vor bzw. 3,72 nach der
Einheit wesentlich niedriger als in Ostdeutschland mit 11,86. Bei den Frau-
en liegt der Wert in der gleichen demographischen Gruppe etwas ho¨her, in
Westdeutschland um 1,46 vor der Einheit und 0,22 nach der Einheit und in
Ostdeutschland um 7,68. Die Abweichungen fu¨r die anderen demographischen
Gruppen entsprechen im wesentlichen den Erwartungen. Fu¨r die Gruppe der
gering Qualifizierten ist die Arbeitslosenquote ho¨her als in der Referenzgrup-
pe, wa¨hrend Personen mit einem hohen Bildungsabschluss seltener erwerbslos
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sind. Die Parameter fu¨r die Gruppe der jungen Hochqualifizierten weisen fu¨r
die Zeitra¨ume vor bzw. nach der Wiedervereinigung unterschiedliche Vorzei-
chen auf (-1,82 vor der Einheit, 2,43 danach); beide Werte sind jedoch zum
u¨blichen Signifikanzniveau von 5% nicht signifikant. Die Aussagekraft dieser
Werte wird außerdem dadurch beeintra¨chtigt, dass die Gruppe sehr du¨nn be-
setzt ist (vgl. Unterkapitel 7.1). Auffa¨llig ist die im Zeitraum nach der Einheit
mit 13,34 (3, 72+ 9, 62) im Vergleich zum Zeitraum vor der Einheit mit 7,35
wesentlich ho¨here Arbeitslosenquote fu¨r die Gruppe der alten gering Quali-
fizierten. Hierbei ist allerdings zu beru¨cksichtigen, dass der Anteil der gering
Qualifizierten in dieser Altersgruppe von etwa einem Drittel vor der Einheit
auf weniger als ein Viertel nach der Einheit gesunken ist (vgl. Tabelle 6, (a)
und (b)). Allerdings sind die erwarteten Arbeitslosenquoten in der Gruppe
der 50-64ja¨hrigen auch bei ho¨heren Bildungsabschlu¨ssen nach der Einheit
wesentlich ho¨her als zuvor, wenn auch auf niedrigerem Niveau (7,23 statt
3,19 bei mittlerem Bildungsabschluss, 3,0 statt 1,18 bei hohem Bildungs-
abschluss). Eine mo¨gliche Erkla¨rung fu¨r die gestiegenen Arbeitslosenquoten
der a¨lteren Personen ko¨nnte in den vera¨nderten Rahmenbedingungen liegen
(la¨ngere Bezugsdauer fu¨r Arbeitslosengeld, Altersteilzeit, generell erleichter-
ter U¨bergang von der Arbeitslosigkeit in die Fru¨hrente).
Fu¨r westdeutsche Frauen ist der Einfluss der demographischen Gruppe
weniger stark ausgepra¨gt als bei westdeutschen Ma¨nnern; die Abweichungen
δ˜i von der Struktur der Ma¨nner β˜i weisen vielfach entgegengesetzte Vorzei-
chen auf und relativieren so die Abweichungen von der Referenzgruppe. Die
Vorzeichen der δ˜i bei niedrigem Bildungsabschluss sind beispielsweise nega-
tiv, so dass die Arbeitslosenquoten fu¨r gering qualifizierte Frauen im Vergleich
zur Referenzgruppe weniger stark steigen als bei Ma¨nnern.
Die gescha¨tzten Monatseffekte entsprechen den Erwartungen: Insbeson-
dere in den Wintermonaten sind die Arbeitslosenquoten ho¨her als im Refe-
renzmonat Juni. Diese Monatseffekte sind vor der Einheit sta¨rker ausgepra¨gt
als danach.
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Tabelle 9: Regressionsergebnisse fu¨r das alte Bundesgebiet vor der Einheit
(asymptotische t-Statistiken in Klammern)
Absolutglied 3,07 Abweichung 1,46
(27,87) fu¨r Frauen (12,88)
Abweichung in den demographischen Gruppen
gesamt Abweichung Frauen
Bildungsabschluss Bildungsabschluss
Alter niedrig mittel hoch niedrig mittel hoch
jung 5,41 4,76 -1,82 -1,89 -2,17 0,85
(16-24) (29,39) (31,74) (-1,20) (-1,82) (-9,58) (0,43)
mittel 7,46 —– -1,55 -6,65 —– 0,79
(25-49) (39,01) (-10,31) (-24,25) (2,78)
alt 4,28 0,12 -1,89 -1,29 1,09 2,92
(50-64) (16,43) (0,96) (-7,78) (-3,67) (4,41) (5,95)
Monatseffekte
Januar Februar Ma¨rz April Mai Juni
1,18 1,11 0,74 0,35 0,05 —
(10,40) (9,94) (6,58) (3,09) (0,48)
Juli August September Oktober November Dezember
0,15 0,21 0,17 0,16 0,37 0,69
(1,32) (1,85) (1,47) (1,34) (3,19) (5,95)
Konjunktureffekte
Ma¨nner Frauen
Bildungsabschluss Bildungsabschluss
Alter niedrig mittel hoch niedrig mittel hoch
jung -1,04 -1,35 0,42 -1,56 -0,99 0,51
(16-24) (-14,18) (-21,42) (0,60) (-19,23) (-15,23) (0,77)
mittel -0,38 -0,30 -0,20 -0,42 -0,49 -0,43
(25-49) (-4,75) (-8,96) (-3,35) (-5,52) (-11,27) (-4,63)
alt 0,20 0,12 0,10 -0,20 0,44 -1,23
(50-64) (1,89) (2,61) (1,02) (-2,15) (5,39) (-6,92)
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Tabelle 10: Regressionsergebnisse fu¨r das alte Bundesgebiet nach der Einheit
(asymptotische t-Statistiken in Klammern)
Absolutglied 3,72 Abweichung 0,22
(30,52) fu¨r Frauen (2,14)
Abweichung in den demographischen Gruppen
gesamt Abweichung Frauen
Bildungsabschluss Bildungsabschluss
Alter niedrig mittel hoch niedrig mittel hoch
jung 5,44 3,50 2,43 -0,15 -1,93 -4,54
(16-24) (24,82) (18,45) (1,93) (-4,54) (-7,11) (-2,79)
mittel 7,76 —– -1,64 -3,38 —– 1,67
(25-49) (42,62) (-13,02) (-12,79) (7,64)
alt 9,62 3,51 -0,72 -3,21 2,87 -1,26
(50-64) (34,05) (29,86) (-3,95) (-8,92) (14,48) (-3,09)
Monatseffekte
Januar Februar Ma¨rz April Mai Juni
0,36 0,39 0,22 0,03 -0,04 —
(2,41) (2,68) (1,50) (0,26) (-0,31)
Juli August September Oktober November Dezember
0,19 0,08 -0,10 0,14 0,23 0,15
(1,34) (0,54) (-0,70) (0,99) (1,62) (1,04)
Konjunktureffekte
Ma¨nner Frauen
Bildungsabschluss Bildungsabschluss
Alter niedrig mittel hoch niedrig mittel hoch
jung -0,86 -0,72 0,13 -0,31 -0,59 -0,20
(16-24) (-13,02) (-11,98) (0,22) (-4,36) (-9,78) (-0,51)
mittel -0,87 -0,36 -0,27 -0,62 -0,23 -0,17
(25-49) (-14,18) (-14,44) (-6,56) (-10,03) (-7,57) (-2,75)
alt -0,40 -0,46 -0,37 -0,61 -0,76 -0,06
(50-64) (-4,43) (-12,97) (-5,85) (-8,68) (-14,66) (-0,45)
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Tabelle 11: Regressionsergebnisse fu¨r das neue Bundesgebiet
(asymptotische t-Statistiken in Klammern)
Absolutglied 11,86 Abweichung 7,68
(49,35) fu¨r Frauen (34,30)
Abweichung in den demographischen Gruppen
gesamt Abweichung Frauen
Bildungsabschluss Bildungsabschluss
Alter niedrig mittel hoch niedrig mittel hoch
jung -5,61 5,32 18,26 -3,53 -11,61 -27,95
(16-24) (-11,56) (11,78) (4,32) (-4,52) (-18,59) (-6,20)
mittel 8,65 —– -9,52 2,48 —– -4,97
(25-49) (14,65) (-31,19) (2,85) (-12,05)
alt 19,63 10,47 5,94 0,63 0,24 -11,34
(50-64) (21,32) (34,37) (16,67) (0,54) (0,53) (-20,80)
Monatseffekte
Januar Februar Ma¨rz April Mai Juni
1,91 1,87 1,23 0,53 0,13 —
(7,10) (6,99) (4,60) (1,97) (0,48)
Juli August September Oktober November Dezember
0,61 0,62 0,50 0,48 0,49 1,02
(2,29) (2,30) (1,87) (1,80) (1,82) (3,78)
Konjunktureffekte
Ma¨nner Frauen
Bildungsabschluss Bildungsabschluss
Alter niedrig mittel hoch niedrig mittel hoch
jung 0,00 -0,85 -3,06 -0,06 0,28 -0,47
(16-24) (0,07) (-11,81) (-2,80) (-0,53) (4,07) (-1,74)
mittel 1,45 -0,59 0,23 2,16 0,15 -0,00
(25-49) (9,06) (-21,46) (4,83) (15,51) (4,92) (-0,06)
alt 1,36 -1,45 -1,01 2,30 -0,54 -0,80
(50-64) (6,48) (-29,57) (-16,79) (18,16) (-10,13) (-11,19)
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Die Konjunktureffekte schließlich geben an, wie sich die Arbeitslosenquo-
ten in den demographischen Gruppen a¨ndern, wenn das Wirtschaftswachs-
tum im Vorjahr um ein Prozent ho¨her liegt. Dementsprechend sind die Koef-
fizienten fu¨r die meisten Gruppen negativ - wenn die Wirtschaft im Vorjahr
sta¨rker gewachsen ist, sind die Arbeitslosenquoten niedriger. Der Effekt ist
bei den unter 25ja¨hrigen tendenziell sta¨rker ausgepra¨gt als bei den anderen
Altersklassen. Die mitunter sogar positiven Effekte fu¨r junge Hochqualifi-
zierte sind nicht signifikant und du¨rften auf die geringen Stichprobenumfa¨nge
dieser Gruppe zuru¨ckzufu¨hren sein. U¨berraschend sind hingegen die positiven
Effekte bei Ma¨nnern in der ho¨chsten Altersgruppe vor der Einheit.
Tabelle 11 zeigt die Ergebnisse fu¨r den ostdeutschen Datensatz. Hier ist
zuna¨chst einmal festzustellen, dass die Arbeitslosenquoten generell ho¨her sind
als im Westen. In der Referenzgruppe der Ma¨nner ergibt sich beispielsweise
ein Effekt von 11,86 und fu¨r die entsprechende Gruppe der Frauen betra¨gt der
Effekt sogar 19,54. Die Abweichungen der anderen demographischen Grup-
pen von der Referenzgruppe sind weniger systematisch als in Westdeutsch-
land. Auffa¨llig sind die niedrigen Werte fu¨r hoch Qualifizierte der mittleren
Altersgruppe (2,34 bei den Ma¨nnern und 5,05 bei den Frauen) sowie die ho-
hen Werte fu¨r gering Qualifizierte der ho¨chsten Altersgruppe (31,49 bei den
Ma¨nnern und 39,8 bei den Frauen). Die mit 30,12 extrem hohe Arbeitslo-
senquote fu¨r junge hoch qualifizierte Ma¨nner du¨rfte - genau wie im Westen
- auf die du¨nne Besetzung dieser Klasse zuru¨ckzufu¨hren sein; fu¨r Frauen der
gleichen Gruppe liegt der Wert bei 9,85. Die Monatseffekte zeigen tendenziell
die gleiche saisonale Struktur wie im Westen, sind allerdings etwas sta¨rker
ausgepra¨gt.
Die oben beschriebenen Resultate ergeben sich unter Einbeziehung der
ra¨umlichen Korrelationen der Sto¨rgro¨ßen. Im Hinblick auf den Datensatz
ist diese Modellierung plausibel, denn die ha¨ufig getroffene Annahme ei-
ner skalaren Kovarianzmatrix der Sto¨rgro¨ßen la¨sst sich aus sachlogischen
U¨berlegungen kaum rechtfertigen. Auf der anderen Seite bedeutet die feinere
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Tabelle 12: Einfache KQ-Regression fu¨r den Zeitraum vor der Einheit
Monatseffekte
Januar Februar Ma¨rz April Mai Juni
0,64 0,50 0,63 0,24 -0,00 —
(1,79) (1,39) (1,76) (0,67) (-0,01)
Juli August September Oktober November Dezember
0,80 0,43 -0,02 0,05 -0,09 0,16
(2,14) (1,17) (-0,06) (0,14) (-0,25) (0,42)
Modellierung im Vergleich mit der gewo¨hnlichen KQ-Methode einen erho¨hten
Aufwand. Dies fu¨hrt zu der Frage, ob sich der gro¨ßere Aufwand u¨berhaupt
lohnt: Unterscheiden sich die oben beschriebenen Ergebnisse stark von de-
nen einer gewo¨hnlichen KQ-Regression oder sind die Unterschiede gering, so
dass man sich den Aufwand ha¨tte sparen ko¨nnen? Die Antwort fa¨llt positiv
aus: Ja, der Aufwand lohnt sich. Bei einer gewo¨hnlichen KQ-Regression erge-
ben sich nicht nur wesentlich kleinere korrigierte Bestimmtheitsmaße (0,414
statt 0,753 fu¨r Westdeutschland vor der Einheit, 0,363 statt 0,785 fu¨r West-
deutschland nach der Einheit sowie 0,775 statt 0,914 fu¨r den Osten). Auch
die Parametertests fu¨r die einzelnen Komponenten von β kommen zu unter-
schiedlichen Entscheidungen. Wa¨hrend die Scha¨tzwerte selbst a¨hnlich sind,
unterscheiden sich deren gescha¨tzte Standardabweichungen stark voneinan-
der: Die gescha¨tzten Scha¨tzfehler sind bei der gewo¨hnlichen KQ-Regression
gro¨ßer als unter Beru¨cksichtigung der ra¨umlich korrelierten Struktur. Da-
durch sind zahlreiche Effekte nicht mehr signifikant. So sind etwa von den
18 t-Statistiken der Konjuktureffekte fu¨r den Zeitraum vor der Einheit 14
betragsma¨ßig gro¨ßer als 2 (vgl. Tabelle 9) und somit zum 5%-Niveau signi-
fikant; bei einer gewo¨hnlichen KQ-Regression ist das nur noch fu¨r 6 dieser
Effekte der Fall.
Starke Unterschiede gibt es auch bei den Monatseffekten: Tabelle 9 zeigt,
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dass bei Beru¨cksichtigung der ra¨umlichen Korrelationen die Arbeitslosenquo-
ten vor allem in den Wintermonaten signifikant ho¨her sind als im Referenz-
monat Juni. Zum Vergleich stellt Tabelle 12 die entsprechenden Ergebnisse
bei einer gewo¨hnlichen KQ-Regression dar. Hier ist nur der Julieffekt signifi-
kant (positiv); fu¨r die Effekte der Wintermonate ist die Null in den jeweiligen
95%-Konfidenzintervallen enthalten.
Insgesamt lohnt sich die Modellierung der Korrelationsstruktur, weil sich
vor allem die Ergebnisse der Signifikanztests von denen bei einer herko¨mmli-
chen KQ-Regression deutlich unterscheiden. Aber auch die Scha¨tzwerte selber
- wie zum Beispiel bei den Monatseffekten - stimmen eher mit substanzwis-
senschaftlichen U¨berlegungen u¨berein.
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8 Zusammenfassung und Fazit
In Regressionsmodellen wird ha¨ufig vereinfachend angenommen, dass die
Sto¨rgro¨ßen alle die gleiche Varianz besitzen und zudem untereinander un-
korreliert sind. Insbesondere die zweite dieser Annahmen ist bei vielen Da-
tensa¨tzen jedoch unrealistisch, da bestimmte Korrelationsstrukturen plausi-
bel erscheinen. Es gibt viele Mo¨glichkeiten, solche Strukturen zu modellieren.
Diese Arbeit bescha¨ftigt sich mit einer davon: mit dem Modell ra¨umlich kor-
relierter Sto¨rgro¨ßen.
Eine Scha¨tzung der Modellparameter nach Maximum-Likelihood-Methode
erweist sich insbesondere bei großen Datensa¨tzen als rechenaufwa¨ndig und
numerisch instabil. Als Alternative bietet sich ein in der Literatur ha¨ufig
verwendeter Scha¨tzer nach generalisierter Momentenmethode an. Dieser Mo-
mentenscha¨tzer setzt Erwartungswerte quadratischer Formen des Sto¨rgro¨-
ßenvektors mit den entsprechenden empirischen Momenten gleich. Da die
Sto¨rgro¨ßen selbst unbeobachtbar sind, dienen die beobachtbaren Regressi-
onsresiduen zur Berechnung der empirischen Momente. Asymptotisch sind
die Unterschiede zwischen Sto¨rgro¨ßen und Regressionsresiduen zu vernach-
la¨ssigen, aber fu¨r jeden endlichen Stichprobenumfang stimmen sie nicht ex-
akt u¨berein. Diese U¨berlegung fu¨hrt auf eine naheliegende Modifikation des
Scha¨tzers nach generalisierter Momentenmethode: Wenn die empirischen Mo-
mente aus den Regressionsresiduen berechnet werden mu¨ssen, dann sollten
auch fu¨r die theoretischen Momente die Regressionsresiduen an die Stelle
der Sto¨rgro¨ßen treten. Der aus der Modifikation resultierende Scha¨tzer ist
ebenfalls leicht zu berechnen und konsistent.
Die Modifikation beru¨cksichtigt den Unterschied zwischen Sto¨rgro¨ßen und
Regressionsresiduen. Die Anwendung dieser Idee ist nicht auf den Scha¨tzer
nach verallgemeinerter Momentenmethode beschra¨nkt: Sie la¨sst sich auf den
Maximum-Likelihood-Scha¨tzer u¨bertragen. Der Vorteil liegt hier im wesent-
lichen in einer Rechenerleichterung. Auch auf Residuen aus einer verallge-
meinerten KQ-Regression oder einer nichtlinearen Regression ist die Modifi-
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kation anwendbar.
Eine Simulationsstudie verdeutlicht, wie sich der Scha¨tzer nach verallge-
meinerter Momentenmethode durch die Modifikation verbessert: Der mittlere
quadratische Fehler bei einer Scha¨tzung der Modellparameter geht deutlich
zuru¨ck. Diese Verbesserung beruht zu großen Teilen auf einer um etwa drei
Viertel reduzierten Verzerrung der Scha¨tzer. Da die Scha¨tzer auch ein Be-
standteil der gescha¨tzten Kovarianzmatrix des KQ-Scha¨tzers fu¨r den Vek-
tor der Regressionskoeffizienten sind, bewirkt die Modifikation einen weite-
ren angenehmen Effekt: Die Signifikanztests fu¨r die Regressionskoeffizienten
u¨berschreiten die vorgegebene Wahrscheinlichkeit fu¨r einen Fehler erster Art
deutlich weniger als ohne die Modifikation. Dieser Effekt tritt auch noch bei
großen Stichprobenumfa¨ngen auf.
Gewissermaßen als Nebenprodukt offenbart die Simulation auch noch wei-
tere interessante Zusammenha¨nge. So unterscheiden sich die tatsa¨chlichen Ni-
veaus der Signifikanztests fu¨r verschiedene Regressionskoeffizienten deutlich
voneinander. Auch die Scha¨tzung der Modellparameter variiert in Abha¨n-
gigkeit von den wahren Werten. Diese in der Simulation entdeckten Zusam-
menha¨nge ko¨nnen mit Methoden der Matrixdifferentiation auch analytisch
begru¨ndet werden.
Klassische Anwendungsgebiete fu¨r ra¨umliche Korrelationen sind beispiels-
weise Bergbau, O¨kologie oder Epidemiologie. Schon die Bezeichnung
”
ra¨um-
liche“ Korrelationen deutet an, fu¨r welche Art von Daten das Modell ur-
spru¨nglich entwickelt wurde. Die Merkmalstra¨ger sind ha¨ufig verschiedene
Gebiete, die in einer bestimmten ra¨umlichen Beziehung zueinander stehen.
Die Einsatzmo¨glichkeiten des Modells sind jedoch nicht auf diese klassischen
Anwendungen beschra¨nkt. Auch verschiedene soziale Gruppen ko¨nnen als
ra¨umlich korreliert modelliert werden. Dazu wird festgelegt, welche Gruppen
in direkter Beziehung zueinander stehen. Die Anwendung in dieser Arbeit
analysiert aus dem sozio-o¨konomischen Panel berechnete Arbeitslosenquo-
ten in verschiedenen demographischen Gruppen der Bevo¨lkerung. Das un-
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terstellte Regressionsmodell beru¨cksichtigt nicht nur die ra¨umlichen Korrela-
tionen, sondern auch die unterschiedlichen Varianzen der einzelnen Arbeits-
losenquoten. Die Ergebnisse stimmen besser mit substanzwissenschaftlichen
U¨berlegungen u¨berein als die Ergebnisse einer einfachen KQ-Regression. Der
durch die genauere Abbildung der Kovarianzstruktur entstehende zusa¨tzliche
Aufwand ist somit gerechtfertigt.
Die in dieser Arbeit vorgeschlagene Modifikation eines generalisierten
Momentenmethodenscha¨tzers erreicht eine Verbesserung des urspru¨nglichen
Scha¨tzers, indem die Unterschiede zwischen unbeobachtbaren Sto¨rgro¨ßen und
beobachtbaren Regressionsresiduen beru¨cksichtigt werden. Daru¨ber hinaus
sind (zumindest) zwei weitere Ansatzpunkte zur Verbesserung des Scha¨tzers
denkbar.
Der erste Punkt bezieht sich auf die verwendeten Momente. Um drei ver-
schiedene theoretische Momente zu erhalten, wird der Vektor der Residuen
teilweise von links mit der Verwandtschaftsmatrix multipliziert. Das ist na-
heliegend, weil die Verwandtschaftsmatrix das passende Format besitzt. Es
ist aber durchaus mo¨glich, dass die Multiplikation mit einer anderen Matrix
passenden Formats bessere Resultate liefert. Interessant ist dann die Frage,
fu¨r welche Matrix die besten Resultate erreicht werden ko¨nnen.
Ein zweiter Ansatzpunkt fu¨r eine weitere Verbesserung ist die zu mini-
mierende Zielfunktion. Sie entha¨lt die ungewichteten quadrierten Absta¨nde
zwischen den drei theoretischen und den drei entsprechenden empirischen
Momenten. Die drei Momente scheinen auf den ersten Blick gleichberechtigt.
Nichtsdestotrotz ko¨nnte eine geeignete Gewichtung der Absta¨nde zu einer
weiteren Verbesserung des Scha¨tzers beitragen.
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