Abstract. In this paper, we intend to build a robust extreme learning machine (RELM) with the advantage of both Bayesian framework and Huber loss function. The new method inherits the basic idea of training ELM in a Bayesian framework and replacing the original quadratic loss function by Huber loss function when estimating output weights, in order to enhance the robustness of model. However, the introduction of Huber loss function also yields the prior distribution of model output no longer Gaussian, which makes it difficult to estimate model parameters by using Bayesian method directly. To solve this problem, the iteratively re-weighted least squares (IRWLS) is employed and the Huber cost function can be equivalently transformed into the form of quadratic loss function, which results in an efficient Bayesian method for parameter estimation and remains robust to outliers. We demonstrate with experimental results that the proposed method can effectively increase the robustness of model.
Introduction
Recently, a novel single-hidden layer feed-forward network (SLFN), which is known as extreme learning machine (ELM) [1] [2] [3] , has received much interest in wide applications [4] [5] [6] [7] . Different from the traditional feed-forward networks (FNNs), the input weights and hidden layer biases in ELM can be randomly assigned. Hence, determination of the readout weights is the only trainable part of ELM, which can be obtained by a simple linear regression algorithm. As shown in [1] , the ELM can provide competitive generation performance with BP and SVM at extremely fast learning speed.
Because of no gradient-based method is required in the model training, ELM is dramatically faster than many other traditional FNNs and easily implemented. But there are still some problems in ELM for feed-forward application. The ELM network usually has a large number of hidden nodes. However, a relatively large reservoir may easily lead to ill-posed problem and accompanies very large output weights, which will weaken the generalization performance of ELM [8] . To avoid this problem, regularization method for output weights leaning is needed, such as truncated singular value decomposition [9] and Tikhonov-type regularization [10] , which will keep the modeling performance from deteriorating.
Apart from regularization method, Bayesian method is also an alternative choice to improve the properties of ELM solutions. Compared with the regularization method, the Bayesian method can automatically estimate model parameters by using training data along and avoid the usage of computational expensive cross validation to estimate the regularization parameter [11 and 12] . Therefore, it seems that the Bayesian method is more suitable for ELM training. In [13] , a Bayesian ELM (BELM) is proposed, which has the advantage of both ELM and Bayesian models and performs well on several benchmark datasets. However, the BELM assumes the model errors as Gaussian noise, which is usually not robust to outliers [14] . Hence, the generalization capability of the BELM may be significantly influenced when outliers are included.
To solve the problem that mentioned above, this paper proposes a robust extreme learning machine (RELM) by combing the advantage of Bayesian framework and Huber loss function. The basic idea of RELM is to employ Bayesian method for model training. Then, in order to increase the robustness to outliers, the original quadratic loss function is replaced by Huber loss function when estimating output weights. Moreover, to facilitate the computation process, iteratively re-weighted least squares (IRWLS) is employed and the Huber loss function can be equivalently transformed into the form of quadratic loss function. Based on which, an efficient training method can be obtained following Bayesian framework and estimate model parameters in a fully automatic way. Comparisons with the BELM are included, and several examples demonstrate that the proposed method is more effective when outliers are included. This paper is organized as follows. In Sect. 2, the basics of the ELM and BELM are revisited. Section 3 will present the main results and shows the details of the proposed RELM estimator. In Sect. 4, we will give two illustration examples to show the performance of the RELM estimator. Section 5 presents the conclusions of this paper.
The Basics of Bayesian Extreme Learning Machine

Extreme Learning Machine (ELM)
The preliminary ELM is a large-scale feed-forward neural, which originates from the single-hidden layer feed-forward network with randomly generated hidden nodes and hidden layer biases. Consider N arbitrary distinct samples (x i , t i ). Then, the equations of the ELM with L hidden nodes can be written as follows
wherew j is the input weights connecting the jth hidden node and the input nodes, b j is the bias of jth hidden node, g(•) denotes the hidden layer activation function, e i is assumed to be zero-mean Gaussian noise with variance b. Rigorous proof has been shown thatw j and b j can be randomly assigned if g(•) is infinitely differentiable, piecewise continuous. Thus, output weights w j is the only trainable part in ELM.
Equation (1) can be written compactly as
where
. . It is clear that, determination of the output weights w is to minimize the following objective function:
and w can be obtained by the Moore-Penrose's generalized inverse.
Where U y is the pseudoinverse matrix of U.
ELM Based on Bayesian Method
A Bayesian extreme Learning machine (BELM) is proposed in [13] . It takes the advantage of both ELM and Bayesian models. Compared with the regularization method, the BELM can achieve competitive accuracy by reducing the probability of ill-posed problem and takes the additional advantage, namely, automatically estimate model parameters by using training data along and avoid the usage of computational expensive cross validation to estimate the regularization parameter. In the BELM, by assuming the model errors e as independent zero-mean Gaussian noise with the variance b, the likelihood function of the model output t can be written as:
Then, the prior distributions of the output weights w are commonly assumed as Gaussian prior with hyperparameter a:
As the likelihood function of t and the prior distribution of w are both following Gaussian prior, the posterior distribution p(w|a) over w is also Gaussian [15] , which allows us to write down the mean value l and the variance R of p(w|t) directly as:
where I is the identity matrix.
The hyperparameters a and b can be estimated by using Evidence Procedure [15] :
where Q denotes the number of parameters.
3 Robust Extreme Learning Machine (RELM)
Extreme Learning Machine Based on Huber Loss Function
In the BELM, the estimation of output weights w is achieved by using the results that provided by [15] . In fact, this is corresponds to the maximization of the logarithm of the posterior distribution p(w|t) with respect to w, which equivalent to the minimization of the quadratic loss function with the addition of l 2 -norm regularization term:
where k = a/b corresponding to the regularization coefficient. As shown in (14) , because of assuming the prior distribution of model output t as Gaussian prior, the corresponding error function in the lnp(w|t) is quadratic loss function, which is usually not robust to outliers. Hence, the generalization capability of the BELM may be significantly influenced when outliers are included.
Huber loss function is a commonly used robust loss function, which can be given by (15) :
where parameter s is called a tuning constant and selected by user, and e i is the model error at ith sample, i = 1,2,…N. Therefore, it seems that we can replace the quadratic loss function in (14) by the Huber loss function in order to enhance the robustness of model and (14) can be rewritten as:
Robust Extreme Learning Machine Based on IRWLS
Although the introduction of the Huber loss function in (17) may increase the robustness of model, it also yields the prior distribution of model output t no longer Gaussian, which makes it difficult to estimate model parameters by using Bayesian method directly. To solve this problem, iteratively re-weighted least squares (IRWLS) is employed. As we shall see that the Huber loss function can be equivalently transformed into the form of quadratic loss function, while remaining robust to outliers. Based on this operation, we can train the RELM by using Bayesian method and estimate model parameters in a fully automatic way. A detail discussion of the IRWLS for Huber loss function training is provided in [16] . Here, we extend it to the situation when a regularization term is added.
The gradient of the error function (16) takes the form as:
; . . .;
where u(e i ) is the derivative of with respect to e i .
Setting the gradient (17) to zero, we have:
By combing (21)-(24), the solution of the model output w can be obtained as following:
It is noted that, due to the model error e cannot be determined primarily, the iteratively re-weighted least squares (IRWLS) is employed. Set n is the iteration step, and initialize n = 1 and K (n) = I. Then, (28) at nth iteration can be written as:
Parameter of Robust Extreme Learning Machine
According to (27) and (28), we can see that K (n) is a diagonal matrix and each element of K (n) is non-negative. Hence, Eq. (26) can be rewritten as:
It is clear that, (29) is the solution of the following objective function:
Equation (33) shows that the Huber loss function in (16) can be equivalently transformed into the form of the quadratic loss function by introducing the weighted least squares. This allows us to assume the prior distribution of model output t as Gaussian and the Bayesian method can be used for parameter estimation. Moreover, compared with (14) , the error function in (33) is more robust when outliers are included. For a training sample contaminated by outlier, the Huber loss function is used and a small weight is added to U, which will reduce the influence of the contaminated sample to the model.
According to (33), the likelihood function of the model output t (n) can be assumed as Gaussian, which takes the form as:
The prior over the output weights w is still given as (11) . Similar to the BELM, as the likelihood function (34) and the prior distribution of (8) are both following Gaussian prior, the posterior distribution p(w|t (n) ) over w is also Gaussian, with the mean value m (n) and the variance R (n) as:
where I is the identity matrix. The hyperparameters a (n) and b (n) can be estimated by using Evidence Procedure:
Simulations
In this section, we will use examples to evaluate the performance of the RELM. The first example is the SinC function approximation problem, and the other is the identification of a nonlinear dynamic system. Before the datasets are used, all the input vectors are normalized into the range [− 1, 1], while the target outputs are normalized to [0, 1]. For each example, Totally 50 trials of simulations are conducted and the prediction performance is measured by the root-mean-squared error (RMSE), which reflects the absolute deviation between the predicted value and the observed value and takes the form as:
where t i is the target value,t i is the predicted value and N is the number of testing samples.
Example:
In this example, the performance of the proposed RELM is evaluated on the benchmark testing of SinC function, which takes the form as follows.
The training set {x i , y i } is created from y(x) with 200 data, where the input xi is uniformly distribution on the interval (−10, 10). Then, the uniform noise distributed in the range [−0.2, 0.2] has been added to all the training samples as shown in Fig. 1 . A testing set {x i , y i } is also created from y(x) with 200 noise free data, in which xi is equally spaced in (−10, 10).
(1) Approximating SinC function without outliers In order to illustrate the performance of the proposed RELM, the BELM is employed for comparison and the numbers of hidden nodes of both the methods are chosen as 100 by using cross validation. Figure 2 shows the true and the testing curve of SinC function with RELM and BELM. Because of no training samples are contaminated by outliers, both the methods can approximate the SinC function well. Totally 50 trials of simulations are conducted for RELM and BELM, and the average testing RMSE are 0.0301 and 0.0276. It indicated that the assumption of Gaussian prior is more suitable to the clean training samples without outliers and the proposed RELM can achieve a competitive performance with the BELM. Both the RELM and BELM are applied to the contaminated training samples and in order to explore the influence on the performance of RELM by different model structures, the number of hidden nodes is set to be 25, 50, 100, 150 and 200. Totally 50 trials of simulations are conducted for each method and the average training RMSE, average testing RMSE and the standard deviation of the RMSE are presented in Table 1 .
For the BELM, because of assuming the prior distribution of the model output t as Gaussian, it is not robust when outliers are included. As shown in the Table 1 , the testing errors of the BELM in each case of hidden nodes are significantly influenced by the outliers. In contrast, due to the introduction of Huber loss function when estimating output weighs, the RELM is not sensitive to the outliers and the testing errors are smaller than that of the BELM for each number of hidden nodes.
The testing curves of both the RELM and BELM are depicted in Fig. 4 and the numbers of hidden nodes for each method are chosen the same as 150. In the Fig. 4 , the solid line represents the true curve of the SinC function and the testing curves of the RELM and BELM methods are represented by '+' and dash line, respectively. It is clear that, although the outliers are added to the training samples, the RELM can still approximate the SinC function well, while the curve of BELM obviously deviates from the true one. Moreover, as discussed above, estimating the output weights w is equivalent to optimize an error loss function with regularization term in the Bayesian method. This can prevent a model from ill-posed problem, which may occur in the preliminary ELM when the number of hidden nodes is large. Therefore, as shown in the Table 1 , the testing errors are stable for each method during the number of hidden nodes varies from 25 to 200.
Conclusion
In this paper, a robust extreme learning machine (RELM) is proposed by combining the advantage of Bayesian framework and Huber loss function. The basic idea is to replace the quadratic loss function by Huber loss function, which makes it difficult to directly apply Bayesian method for parameter estimation. The iteration re-weighted least squares is applied to solve this problem and an effective training method is derived. The performance of the proposed RELM is evaluated by SinC function. Simulation results indicate that, RELM can enhance the robustness of model and performs well when outliers are included. Moreover, by employing the iteration re-weighted least squares, the Huber loss function is equivalently transformed to the form of quadratic loss function, which leads to a fully automatic method for model parameters estimation. 
