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We study the time evolution of a supercurrent imprinted on a one-dimensional ring of interacting
bosons in the presence of a defect created by a localized barrier. Depending on interaction strength
and temperature, we identify various dynamical regimes where the current oscillates, is self-trapped
or decays with time. We show that the dynamics are captured by a dual Josephson model and
involve phase slips of thermal or quantum nature.
Superfluidity is a fascinating phenomenon emerging
in interacting quantum systems and governing their low
temperature transport properties. Supercurrents, named
in analogy with superconductivity, are characterized,
among others, by frictionless flow and quantized vortices,
and are most easily evidenced in ring geometries. Ultra-
cold atoms confined in ring traps have proven to be a
great tool to study superfluid transport properties [1–3].
Due to their tunability and their high degree of control,
they are an ideal system for studying the effect of in-
teractions and dimensionality in the superfluid transport
dynamics. As superconducting SQUIDs have provided
a wealth of applications, the realization of their atomic
analogs – the AQUID [4] – is an important step in the
field of atomtronics [5–8].
From a fundamental point of view, an open question is
the stability of supercurrents. This is related, but com-
plementary to the study of setting the superfluid in rota-
tion, also related to vortex nucleation [9–11]. For a three-
dimensional (3D) ring geometry the stochastic decay of
the quantized current has been studied, evidencing the
role of the critical velocity [2, 12]. In the presence of a re-
pulsive barrier crossing the ring, resulting in a weak link,
hysteresis in the phase slips dynamics has been investi-
gated [13–17] and the role of thermal activation evidenced
[18]. A scenario for the phase slips dynamics induced by a
weak link based on the role of vortices can be used to ex-
plain qualitatively the experimental observations [19] but
fails to account quantitatively for the thermal activation
[20, 21]. Also in a 3D fermionic double-well Josephson
junction phase-slips play a role in the dynamics [22, 23].
In this context one question naturally arises: if the
phase slips dynamics are driven in 3D by vortices crossing
the weak link, what happens in lower dimensions? While
in two-dimensional (2D) systems vortices still play a cru-
cial role in the superfluid dynamics [4, 19], they cannot
exist in one-dimension (1D). Therefore the phase slips
phenomenon should be of a different nature in 1D.
Previous works have shown the role of phase-slips [24,
25] in the decay of 1D transport in the presence of pe-
riodic perturbation [26]. For a microscopic impurity the
decay rate has been estimated by computing the drag
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FIG. 1. (a) Sketch of the quench protocol: a 1D Bose gas on
a ring in presence of a localized barrier, e.g. a tightly focused
repulsive optical potential (red), creating a dip in the density
(blue) is quenched out of equilibrium by phase imprinting.
(b) Energy landscape of the homogeneous 1D Bose gas on a
ring: the states with integer values of the current per particle
correspond to local minima of the energy. The quench (black
arrow) transfers the system from the initial zero-current state
(light blue circle) to the state with one unit of current (light
red circle). Depending on the parameters, the barrier can
resonantly couple the +1 and -1 states (light gray arrow) or
induce an adiabatic transition between the +1 and 0 states
(dashed blue arrow).
force [27]. For sufficiently small obstacles stationary cir-
culating states may exist [28–30], while a forced flow
past a larger obstacle results in soliton emission [31–33].
Most of the previous studies were performed in a rotat-
ing frame, thus imposing a flow onto the ring, allowing
to estimate the nucleation rate of phase-slips [34]. For
intermediate to strong interactions and small barriers it
has been shown that the decay of persistent currents is
related to the low-energy excitations in the ring [35].
In this work, we investigate how a free current flows
in 1D: as illustrated in Fig. 1, starting from a system
initially prepared in a well-defined current state in a
ring trap with a barrier, we follow the current dynam-
ics with the aim of elucidating the dissipation mecha-
nisms. Our study concerns both zero- and finite temper-
ature gases, both at weak and strong interactions. We
show that the dynamical behavior can be interpreted as
a dual of the Josephson effect, occurring among angular
momentum states. Depending on the barrier strength
and the temperature regime we observe current oscilla-
tions, self-trapping or decay. In the weakly interacting
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2regime, we show that the observed dynamics correspond
to self-trapping among angular momentum states at zero
temperature, and that the decay of the currents at fi-
nite temperature involves dark solitons. For strong in-
teractions, we show that coherent quantum phase slips
dominate the current dynamics at zero temperature, and
incoherent ones take over at finite temperature.
Model We consider N bosons of mass m with repul-
sive contact interactions on a ring of circumference L
with periodic boundary conditions, i.e. the Lieb-Liniger
model, generalized to include the presence of an external
barrier potential V (x). The Hamiltonian reads:
Hˆ =
∫ L
0
dx Ψˆ†
(
− ~
2
2m
∂2
∂x2
+ V (x) +
g
2
Ψˆ†Ψˆ
)
Ψˆ, (1)
where Ψˆ is the bosonic field operator, n = N/L the
average density, with total number of particles N =∫ L
0
dx 〈Ψˆ†Ψˆ〉. This model describes e.g. ultra-cold atoms
confined in a tight ring trap. In this case g = 2~ω⊥as
is the 1D interaction strength, ω⊥ the radial confine-
ment frequency and as the 3D s-wave scattering length.
In the following we consider either a delta potential
V (x) = αδ(x), for which analytical results can be ob-
tained, or a Gaussian potential V (x) = V0 exp
(
− x22σ2
)
,
realistic from the experimental point of view. For ho-
mogeneous 1D gases the equilibrium properties at finite
temperature are captured by two dimensionless param-
eters [36]: γ = mg~2n quantifying the interaction regime
from weak (γ  1) to strong (γ  1), and the reduced
temperature τ = TTdγ2 , where Td = ~
2n2/2mkB is the
quantum degeneracy temperature.
Quench protocol Our goal is to study the dynamics
of the particle current in the presence of a barrier. We
first prepare the system in an equilibrium state Ψ0 in the
presence of the static barrier potential. This results in a
state with no current. Specific details on the implemen-
tation depend on the interaction regime and are given
later. We then quench the current by phase imprinting
a specific circulation onto the many-body wavefunction:
Ψ0(x1, ...xN )→ Ψ1(x1, ...xN ) = Ψ0× ei2pi`
∑
j xj/L. Note
that this process can be implemented in experiments us-
ing specific light potentials according to various available
schemes [2, 37]. We then monitor the current by com-
puting the average of the current operator per particle:
J(t) = −i ~
2m
1
N
∫ L
0
dx
L
〈
Ψˆ†∂xΨˆ−
(
∂xΨˆ
†
)
Ψˆ
〉
. (2)
The time evolution following the quench is described by
different approaches depending on the interaction and
temperature regimes: (i) at T = 0 and for a weakly in-
teracting gas (γ  1) we rely on the Gross-Pitaevskii
equation (GPE) numerical solution and on an analytical
two-mode model adapted from [38]; (ii) at T > 0 and
γ  1 we use the Projected Gross-Pitaevskii equation
(PGPE) formalism [39–41] and (iii) at γ  1 we use
an exact time-dependent Bose-Fermi mapping describing
the infinitely strong interaction Tonks-Girardeau (TG)
limit for the whole temperature range [42–44], focusing
on a quench with circulation ` = 1 [45].
In the weakly interacting limit we scale the Gaussian
barrier strength relative to the chemical potential, i.e.
we define λGP = V0/µ0 with µ0 = gn the chemical po-
tential of the homogeneous annular gas. Figure 2 illus-
trates our simulation results in the weakly interacting
regime as a function of λGP for a relatively narrow bar-
rier of width σ = L/50, yet larger than the healing length
ξ = ~/
√
2mgn ' σ/4. At zero temperature we observe
in Fig. 2(a) that the current remains very close to the
initial quenched circulating state for weak to moderate
barriers, up to λGP ∼ 1. Above this critical value, we
observe a fast decay of the current, followed by oscilla-
tions around the 0 value. This is very similar to what
has been obtained in 2D simulations [20]. The new fea-
ture of the 1D mean-field regime is the emergence of cur-
rent oscillations at large barriers. As we discuss here
below, this behavior can be interpreted as the transition
from self-trapping to Josephson oscillations of the cur-
rents, in analogy to the well known Josephson effect for
particle imbalance predicted in [38] and experimentally
observed using ultra-cold atoms confined in a double well
trap [46]. In essence [47], we derive a fully analytical two-
mode model for two current states and show that this ac-
curately captures the Gross-Pitaevskii dynamics at zero
temperature and very weak interactions (see Fig. 2(c)).
This model predicts a transition from self-trapping to
Josephson oscillations for a critical value λcGP that de-
pends on the interaction strength as in [38]. Interestingly,
a two-mode model based on current states in the linear
regime also accurately describes the dynamics of vortex
nucleation in stirred condensates [48]. Although the two-
mode model breaks down for large barrier or higher (but
still weak) interactions due to the spread of the mean-
field wavefunction onto many single particle orbitals, we
observe the same qualitative behavior in the simulations.
Indeed, surprisingly, the current always oscillates regu-
larly at large barriers (bottom curve of Fig. 2(a)), with
a non-sinusoidal (piecewise linear) shape and very small
damping rate. These oscillations can be understood by
casting the GPE into the superfluid hydrodynamic form:
transport of matter occurs via a density fluctuation cor-
responding to a shock wave [31], propagating at the speed
of sound on top of a moving fluid.
For temperature T = µ0/kB , corresponding to the
quasi-condensate regime [36], the dynamics of the cur-
rent are quite different from the zero-temperature case,
see Fig. 2(b). At low barriers, i.e. λGP ≤ 0.5, we ob-
serve an exponential decay of the current with a decay
rate increasing with the barrier strength. For larger bar-
riers we observe damped oscillations of the current. In
this regime thermal phase slips occur deterministically
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FIG. 2. (color online) Classical field simulations of the quench dynamics in the mean-field regime for g = 20× ~2/(mL) and
N = 1000 (corresponding to γ = 0.02). (a) Average current per particle (black solid lines, in units of Π = ~/(Nm)) as a
function of time (in units of τ = mL2/~), at T = 0. The horizontal black dotted (dashed) lines indicate the values J = 0 (±1).
From top to bottom: λGP = {0.8, 1, 1.05, 2}. (b) Current at T = µ0/kB , averaged over 100 realizations of the classical field,
for barrier strengths λGP = {0.6, 0.9, 1.5, 2}, black solid lines: simulations, red dashed curves: fits from the model function
J(t) = Ae−ΓAt + B cos [ωt+ φ]e−ΓBt. (c) Current for γ = 2 × 10−5 at T = 0, simulations (solid lines) and two-mode model
(dashed lines) for λGP = {0.05, 0.1, 0.15, 0.2} (blue, red, magenta, black, respectively). (d) Damping rate Γ (in units of 1/τ)
(extracted from the fit, maximum among ΓA and ΓB) as a function of λGP for T = {0.5, 1, 1.5, 1.75}×µ0/kB (solid blue, dashed
red, solid yellow, dashed violet, respectively). (e) Zoom on a single classical field trajectory, at T = µ0/kB and λGP = 0.6,
evidencing a phase slip: a jump in the current (top panel) corresponds to the reflection of a slow soliton at the barrier, visible
in the density deviation map [49] (middle panel) and to a singularity in the phase profile (bottom panel).
at the position of the barrier, where the density van-
ishes. The transition from exponential to damped oscil-
lation decay is observed for all our temperatures in the
range 0.5 ≤ kBT/µ0 ≤ 2.5. Fig. 2(d) displays the value
of the damping rate Γ given by the fit [50] for increas-
ing temperatures, in the range 0.5 ≤ kBT/µ0 ≤ 1.75.
The damping rate increases with temperature, displaying
a non-monotonous dependence on the barrier strength,
with a maximum at the crossover between the two decay
regimes. The crossover occurs at lower barrier strength
for larger temperatures, consistent with the thermal ac-
tivation of solitons, as we discuss below.
In order to elucidate the mechanisms for the current
decay, Fig. 2(e) shows a single classical field trajectory,
showing many spontaneous thermal gray solitons [51].
While most of the solitons present a small density dip,
hence are fast and are transmitted through the bar-
rier [52], we notice that the current undergoes discrete
jumps each time a soliton is reflected on the barrier: in
this case, when the soliton reaches zero velocity the den-
sity profile vanishes, allowing for a phase slip to occur.
This corresponds to the adiabatic process indicated by
the dashed blue line on Fig. 1(b). As the temperature
increases, the probability to find slow solitons increases
and the jumps occur more and more frequently, result-
ing in an increase of the decay rate, as seen in Fig. 2(d).
Finally, as the barrier couples the soliton dynamics to
the long wavelength sound excitations [52] we expect this
process to be intrinsically stochastic, thus resulting in an
exponential decay of the average current as observed.
The description of current dynamics as dual of the
Josephson effect persists at strong interactions. In this
regime, the classical picture does not apply, rather, we
show below that the dynamics correspond to quantum co-
herent oscillations among angular momentum states (see
[53] for the analog phenomenon in superconductors). We
describe the dynamics of the current in the strongly in-
teracting limit γ  1 using the exact Tonks-Girardeau
solution, which maps the interacting bosons onto a Fermi
gas. In the TG regime the relevant dimensionless bar-
rier strength is λTG = Vb/EF , with Vb = αn being the
barrier associated energy and EF = ~2n2pi2/2m being
the Fermi energy, corresponding to the zero-temperature
chemical potential for systems displaying fermionization
[47]. At zero temperature, Fig. 3(a), we note that for
weak barriers, λTG  1, in contrast to the weakly in-
teracting regime, there is no self-trapping, rather, the
current undergoes Rabi-like oscillations. These oscilla-
tions correspond to coherent quantum phase slips due
to backscattering induced by the barrier, which breaks
rotation symmetry thus coupling different angular mo-
mentum states [29, 54]. Microscopically, it corresponds
to dynamical processes involving the whole Fermi sphere,
i.e. multiple-particle hole excitations where each particle
coherently undergoes oscillations of angular momentum
from Lz = ~ to Lz = −~. At increasing barrier strength,
an envelope appears on top of the current oscillations,
degrading the Rabi oscillations. This envelope originates
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FIG. 3. (Color online) Exact solutions in the Tonks-Girardeau regime. (a) Average current per particle (in units of Π = ~/Nm)
vs. time (in units of τ = mL2/~) after the quench forN = 23, at T = 0, for barrier strength λTG = {0.1, 0.5, 1, 4}. The horizontal
black dotted (dashed) lines indicate the values J = 0 (±1). (b) Current at T = EF /kB (black solid) for λTG = {0.1, 0.5, 1, 4}
from top to bottom and fits (red-dashes, same fitting function as in Fig.2). (c) Frequency ω/N and (d) damping rate Γ/N
obtained from the fit vs. λTG, for N = 11 (solid blue) and N = 23 (dashed red). Other curves in (c): frequency for universal
Rabi oscillations ωR = pi
2NλTG (black solid) and first excitation frequency at the Fermi sphere (black dashed) [47]. (e)
Frequency of the excitations produced in the quench (relative amplitude in colormap) vs. λTG for N = 23 at T = 0.
from the population of higher-energy modes, each tran-
sition being characterized by a different frequency (see
Fig. 3(e) and [47]), leading to a mode-mode coupling
and dephasing, and correspondingly more complex cur-
rent oscillations.
At finite temperatures the quench dynamics of the
current involve high-energy excitations with amplitude
weighted by the Fermi distribution [47]. The resulting
dynamics correspond to an effective damping of the cur-
rent oscillations with a exponential decay, see Fig. 3(b),
corresponding to the effect of incoherent phase slips. The
revivals observed for large barrier at zero temperature
are highly suppressed due to the thermal excitations. In
Fig. 3(d) we show the decay rate Γ of the persistent
currents as a function of the barrier strength [50]. We
find that the decay of persistent currents grows mono-
tonically with the barrier strength, since more and more
excitations are involved in the dynamics as the barrier
strength increases. In Fig. 3(c) we show the oscillation
frequency as a function of λTG and observe that at in-
creasing barrier strength the frequency crosses over from
a Rabi-like regime with ω = pi2NλTG to a Josephson-
like regime with ω ∝ √λTG, in agreement with the pre-
dictions of the low-energy Luttinger liquid theory [35].
Quite generally, while our results have been derived for
infinite interaction strength, the predictions of the TG
model, including quantum fluctuations in an exact way,
are expected to closely describe a Bose gas at strong in-
teractions.
In conclusion, we have shown that the dynamical evo-
lution following a phase imprinting induces oscillations
of the current in a 1D ring, associated to a rich excita-
tion pattern, which can be described by a dual Josephson
dynamics. At weak interactions and finite temperature
we observe the formation of both sound waves and of
thermally activated dark solitons. We find that phase-
slippage occurs incoherently when the solitons are re-
flected by the barrier. In the strongly interacting regime
at zero temperature we find coherent Rabi oscillations
indicating quantum coherent phase slips, which are de-
graded by mode dephasing at large barrier strength or
by thermal fluctuations at finite temperature. In the
weakly-interacting limit we find self-trapping of current
states, while no self-trapping is found at infinitely strong
interactions, where quantum fluctuations dominate.
The dual Josephson picture is a new paradigm for dy-
namics of atomtronics circuits in which a current state
encodes quantum information. Our work evidences the
importance of the dynamics of the current in a 1D sys-
tem, which can be accurately measured using existing
experimental tools: an interferometric measurement ac-
cessing the local currents [55, 56] or long wavelength exci-
tations [57, 58]. The stochastic decay of the current in 1D
via phase slips is reminiscent of the stochastic decay due
to vortex/anti-vortex recombination in 2D or 3D systems
[19], where, however, oscillations are strongly damped by
vortex creation [20]. The main difference between 1D and
the higher-dimensional counterparts is that in the former
case the current dynamics are more robust: at weak in-
teractions, the solitons properties are gradually degraded
by the several interactions with the barrier, mainly by
sound wave radiation [52], and at strong interactions we
observe the coherent dynamics of all particles. In out-
look, it would be very interesting to investigate how the
self-trapping disappears for large but finite interactions
as well as to study the crossover to a quasi-1D geometry
5to explore the role of radial modes in the decay dynamics.
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I. METHODS
We provide in this section the details of the theoretical methods used in the main text.
a. Gross-Pitaevskii equation We describe weakly interacting bosons, ie for γ  1, at zero temperature by the
mean-field Gross-Pitaevskii equation:
i~
∂ψ
∂t
=
(
− ~
2
2m
∂2
∂x2
+ V (x) + g|ψ|2
)
ψ.
b. Two-mode model Within the mean-field approach at zero temperature, we model the dynamics of the system
after the quench by focusing on a subspace of the occupied spatial modes ϕj(x). In particular, for weak barrier
strengths, for which the Bose gas occupies mostly two modes, we use a two-mode approximation in which the wave-
function can be written as ψ(x, t) = φ1(t)ϕ1(x) + φ2(t)ϕ2(x) [1]. The amplitudes φi(t) of each of these two modes
correspond to the occupation of the corresponding angular momentum states, while ϕ1(2)(x), which are built as a
symmetric (antisymmetric) combination of the first and second excited states, produce states with ±` angular mo-
mentum. Note however that, at difference from Ref.[1], both modes ϕj(x) coexist in space and their orthogonality is
given by their relative phase and not by their physical spatial separation.
This simplified model allows us to describe the dynamics of the current in terms of the Josephson equations for
the dual variables with respect to the usual case: in place of relative number and phase among two macroscopic
phase-coherent objects, we obtain here the Josephson oscillations of the average current and its conjugate phase on a
ring. A detailed derivation of the Josephson equations is provided in Sec.II below.
c. Projected Gross-Pitaevskii equation To model the finite temperature weakly interacting regime γ  1 we use
the classical field methodology and more precisely the projected Gross-Pitaevskii equation (PGPE) [2, 3]:
i~
∂ψC
∂t
= PC
[(
− ~
2
2m
∂2
∂x2
+ PC
[
V (x) + g|ψC |2
])
ψC
]
,
where ψC is the classical field, obtained by restricting the system to the highly populated modes only (which can be
treated classically) and PC [...] is the projector onto this subspace. This projector is implemented in the single particle
momentum basis, by defining a cutoff on the wavevectors k. We follow the rule kcut ≤ 2kgrid/3 to avoid aliasing
and enforce momentum conservation (in the absence of the barrier), even in the presence of a non negligible thermal
fraction [4]. To prepare the initial state we sample an equilibrium thermal state using a stochastic PGPE [5, 6] while
fixing the average number of particles [7]. The simulation is run typically 100 times with different initial states and
measured quantities are averaged over this ensemble. The PGPE is particularly relevant to model 1D Bose gases at
finite temperature, in the quasi-condensate regime, allowing to perform quantitative comparison with experiments [3].
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2d. Tonks-Girardeau regime To describe the limit of strongly interacting bosons, γ  1, we focus on the Tonks-
Girardeau (TG) limit of infinitely strong repulsive interactions, and model the dynamics by using the exact TG
solution [8]. In particular, we make use of the time-dependent Bose-Fermi mapping [8–10], where the many-body
wavefunction ΨTG reads
ΨTG(x1, ..., xN ) = Π1≤j<`≤N sgn(xj − x`) det[ψk(xj , t)], (1)
where ψj(x, t) is the single-particle solution of the Schro¨dinger equation i~∂tψj =
[−~2∂2x/2m+ V (x, t)]ψj with initial
conditions ψj(x, 0) = ψ
0
j , with ψ
0
j being the eigenfunctions of the Schro¨dinger equation at initial time. This approach
allows to describe by an exact solution the full dynamics after the quantum quench provided by the phase imprinting.
In detail, we write the initial wavefunction as the groundstate of a ring potential in the presence of a barrier αδ(x),
constructed by the first N single-particle orbitals ψ0j (x), which we then multiply by a phase profile that is induced
by the phase imprinting, obtaining the initial wavefunction χj(x) = e
2pii`x/Lψ0j (x). The evolution is calculated by
projecting such state with the eigenbasis of the unperturbed system ψn(x, t) =
∑∞
j 〈ψ0j |χn〉ψ0j (x)e−ijt/~ and where
n is the nth single-particle eigenenergy [11, 12]. The current within the TG regime, as being a local quantity, can be
easily calculated using the occupations amplitudes of the single-particle eigenbasis, which in our case is found upon
the projection over the initial state, as :
j(x, t) =
~
m
Im
[ ∞∑
n
f(n)ψ
∗
n(x, t)∂xψn(x, t)
]
(2)
with f(n) being the Fermi-Dirac distribution. In this work we focus in particular on the average current flow along
the ring, given by J =
∫
dxj(x, t)/(LN).
e. Comparing different barriers We note that, in the thin-barrier limit, corresponding to σ  n−1 and σ  ξ,
where ξ =
√
~2/2mgn is the healing length, the Gaussian and the delta barriers have a comparable effect and the
strength of the delta barrier potential can be related to the parameters of Gaussian barrier through V (x) = αeffδ(x)
with αeff =
√
2piσV0. This is useful to compare for example the dynamics obtained with the analytical two-mode
model (with a delta barrier) to a full numerical simulation of the Gross-Pitaevskii equation (with a thin Gaussian
barrier).
II. TWO-MODE MODEL FOR THE JOSEPHSON OSCILLATIONS OF THE CURRENT
In this section we obtain the equation of motion for the current as obtained from a generalized version of the two-
mode model widely used in Bose-Josephson junctions [1]. This extension of the model also generalizes the two-mode
approach presented in [13], where all overlapping modes were real functions.
We start from an Ansatz for the condensate wavefunction:
Ψ(x, t) = φ1(t)ϕ1(x) + φ2(t)ϕ2(x),
where the mode orbitals ϕi, corresponding to states carrying one positive/negative unit of angular momentum, fulfill
the orthonormalization condition ∫ L
0
dxϕ∗iϕj = δi,j ,
and where ϕ1/2 are the x-coordinate representation of the wavefunctions built as a linear combinations of the first
and second excited eigenfunctions ψi of the non-interacting Hamiltonian (Eq.(1) of the main text with g = 0, effects
of interaction can also be included [14]) as follows:
ϕ1(x) =
(iψ1(x) + ψ2(x))√
2
, ϕ2(x) =
(iψ1(x)− ψ2(x))√
2
.
The functions φi(t) are the time-dependent amplitudes of populating the states ϕi.
By introducing the previous Ansatz into the GPE equation, integrating over the spatial coordinate and setting φi =√
Ji(t)e
iθi(t) we obtain two coupled equations for relative population z = (J1(t)− J2(t))/JT of the positive/negative
angular momentum states and their relative phase θ = θ2 − θ1:
z˙ = −2
√
(1− z2) Im [Keiθ]+ (1− z2) |U2211| sin (2θ − arg (U2211))
+
√
(1− z2) (1 + z) |U2111| sin (θ − arg (U2111)) +
√
(1− z2) (1− z) |U2221| sin (θ − arg (U2221)) (3)
3θ˙ =
[
E01 − E02 + (U1111 − U2222) /2 + z (U1111 + U2222) /2− 2z< [U1212]
]− z|U1122| cos (2θ + arg (U1122))
+2K cos (θ)
z√
(1− z2) +
√
(1− z2) [(|U1121| cos (θ + arg (U1121))− |U2122| cos (θ + arg (U2122)))]
+
z√
(1− z2) [(z − 1) |U1222| cos (θ + arg (U1222))− (z + 1) |U2111| cos (θ + arg (U2111))] . (4)
The parameters entering the two-mode model are obtained from the mode orbitals according to:
Ui,j,k,l = g1D
∫ L
0
dxϕ∗iϕ
∗
jϕkϕl,
K = −
∫ L
0
dx
[
~2
2m
ϕ∗1∂
2
xϕ2 + V (x)ϕ
∗
1ϕ2
]
,
E0i =
∫ L
0
dx
[
~2
2m
ϕ∗i ∂
2
xϕi + V (x)|ϕi|2
]
.
III. MULTIPLE PARTICLE-HOLE EXCITATIONS IN THE TONKS-GIRARDEAU REGIME
We detail here the calculation of the excitation frequencies and amplitudes in the strongly interacting Tonks-
Girardeau limit, shown in Fig. 3(c) of the main text. We start rewriting Eq. (2) for the current density following a
phase imprinting according to
J =
~
Nm
Im
[ ∞∑
k
∞∑
j
Aj,ke
−i(j−k)t/~
]
, (5)
where χn(x) = e
−2piilx/Lψn(x) with ψn being the eigenfunctions of the Schro¨dinger equation at initial time before the
phase imprinting, and the amplitude of the excitations is given by
Aj,k =
~
mL
Im
[ ∞∑
n
f(n)〈χn|ψk〉〈ψj |χn〉
∫ L
0
dxψ∗k(x)∂xψj(x)
]
, (6)
with frequency of oscillation given by ωj,k =
j−k
~ . Figure 3(c) of the main text shows ωj,k as a function of the barrier
strength, with a greyscale color given by |Aj,k|.
The phase imprinting procedure produces a highly excited state with respect to the system at rest, as all the
particles start moving along the ring, going from a state with zero current to a circulating one. We use the mapping
of strongly interacting bosons onto non-interacting fermions to provide a microscopic insight in the dynamics of the
current: Our analysis of the time dynamics of the mapped Fermi gas shows that each initial non-moving single-particle
state in the Fermi sphere after the quench is projected onto a superposition of doublet states with an energy splitting
proportional to the gap opened by the barrier, leading to time oscillations of the current. Notice that since for weak
barrier all the gaps are very close in magnitude, the oscillations are almost synchronous for each particle, leading to
coherent quantum phase slips, ie current oscillations with negligible damping.
This picture shows that the quench is not a small perturbation on the system as the one giving rise eg to the
dynamical structure factor; rather, multiple single-particle hole excitations occur and the whole Fermi sphere is
involved in the dynamics. Figure 3(c) clearly shows that several excitations are involved. One can also check what is
the nature of each excitation: as an example, the excitation with highest amplitude corresponds to the lowest energy
single particle-hole excitation that can be created in our system, which in our particular case with an odd number
of particles corresponds to a frequency of oscillation ωN+2,N+1. However, we observe that in fact, many excitations
with lower associated energy are also excited. The existence of those excitations is possible because of the form of the
state just after the quench, which consists in a superposition of excited states of the unperturbed system, and not of
a completely filled Fermi sphere.
The description of the dynamics is more complex for large barrier, since several excited states are also populated.
Hence, even the dynamics of each single particle state does not undergo to simple oscillations among two quantum
states, and, furthermore, the oscillation frequency of the main mode differ from one particle to another one in the
initial Fermi sphere. This provides a microscopic origin for the dephasing of the current oscillations observed in
Fig. 3(a) of the main text. Furthermore, at finite temperature the coherent processes of each individual particle,
4labeled by n in Eq. (6), are mixed by the Fermi distribution f(n), giving rise to, as is also known in previous works,
incoherent phase slips and effective damping in Fig. 3(b).
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