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Abstract
This thesis describes theoretical and numerical work which examines the inﬂuence
of vibrations on heat transport and electric current in realistic nanoscale systems.
The most important and time-consuming part of this work has been to design
and implement a practical scheme for calculating the vibrational properties for a
nanostructure coupled to macroscopic leads, e.g. the density of states. The scheme
involves ﬁnding the force constant matrix for a nanostructure and electrodes using
separate density-functional theory calculations based on consistent approximations.
Then the parameters from the diﬀerent calculations are collected and used to calculate
the density of states. Another part of the work involved combining the scheme for
ﬁnding vibrational properties with known methods that deal with electron-vibration
coupling.
The two systems that have mainly been studied using these methods, are mono-
atomic gold chains and edges in graphene ﬂakes. These very diﬀerent systems each
have their own advantage as test systems. Gold chains are among the simplest and
most well-studied nanoscale structures available while graphene and graphene-like
structures have the greatest potential for future applications.
v

Resume´
Denne afhandling beskriver teoretisk og numerisk arbejde, som undersøger indﬂy-
delsen af vibrationer p˚a varmetransport og strøm i realistiske nanoskala systemer.
Den vigtigste og mest tidskrævende del af dette arbejde har været at designe
og implementere en praktisk metode til at beregne vibrationelle egenskaber for en
nanostruktur koblet til makroskopiske elektroder, f. eks tilstandstætheden. Meto-
den indebærer at ﬁnde kraftkonstant-matricen for en nanostruktur og elektroder
ved at udføre separate tæthedsfunktionalteori beregninger baseret p˚a konsistente
tilnærmelser. Derefter bliver parametre fra de forskellige beregninger indsamlet og
anvendt til at beregne tilstandstætheden. En anden del af arbejdet indebærer at
kombinere metoden til at ﬁnde vibrationelle egenskaber med kendte metoder, der
beskæftiger sig med elektron-vibration-koblingen.
De to systemer der hovedsageligt er blevet undersøgt ved hjælp af disse metoder,
er mono-atomare guldkæder og kanter i grafenﬂager. Disse meget forskellige systemer
har hver deres egen fordel som testsystemer. Guldkæder er blandt de mest enkle og
bedst undersøgte nano-skala strukturer, mens grafen og grafen-lignende strukturer
er dem med de største muligheder for fremtidige anvendelser, f. eks i elektronik.
vii
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Chapter 1
Introduction
The work of this thesis is aimed at improving methods used for calculating the
transport properties of structures so small that the position of individual atoms
becomes important. The work focuses on dealing with nanoscale structures that
have a strong interaction with macroscopic leads and on ﬁnding a feasible way to
calculate the behavior of the atomic nuclei in the system. This chapter explains
why this particular focus was chosen and outlines the structure of the thesis.
1.1 Motivation
1.1.1 Nanoscale electronics
The primary motivation to study transport in nanoscale structures comes from the
ﬁeld of electronics and computers. Ever since the inception of the ﬁrst electronic
transistor, the amount of transistors humans are capable of ﬁtting into a given area
has risen approximately exponentially, with a doubling constant of 1.5-2 years, a
development known as Moore’s law[1]. This rapid increase in technological capability
has brought us to a point where quantum mechanical eﬀects start to play a crucial
role in the devices we base our society upon.
As quantum eﬀects start playing a larger role, the transport becomes dependent
on the exact size of the devices. Present designs of electronic circuits cannot simply
be scaled down, new designs are needed. The length scale where the exact size
becomes important can be estimated as the point where the Fermi wavelength, λF ,
is no longer negligible compared to the minimal device dimensions, which would be
on the order 10− 100λF ≈ 10− 100 nm for simple metals (data from[2](p. 147)).
A prominent technological shift that seems poised to occur is the shift from
silicon to carbon electronics - IBM has recently demonstrated a powerful graphene
transistor (see Fig. 1.1) that can be produced on wafer scale[3].
1.1.2 Vibrational measurement techniques and devices
In recent years, vibrational properties have increasingly come into focus. Partly
due to the increased sophistication measurement technoques, e.g. of Raman
spectroscopy[4–6] and the thermal probe method[7], and partly due to novel devices.
The most exciting of these devices, the saser (Sound Ampliﬁcation through Stimu-
lated Emission Radiation), was demonstrated earlier this year by two independent
1
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Figure 1.1: (reproduced from Ref. [3]) A graphene-based transistor. (A)
Wafer with graphene-based devices along with a schematic ﬁgure of the
transistor structure. (B) Drain current vs. gate voltage, (C) Drain current vs.
drain voltage for several gate voltages. (D) Current gain vs. signal frequency
for two devices variations.
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Figure 1.2: (reproduced from [9]) The principle (a) and physical implemen-
tation (b) of the saser by Grudinin et al.[9].
groups[8, 9] (see Fig. 1.2). The prospects for such a device should be considered in
light of the immense technological advances in optics after the invention of the laser.
1.1.3 Inelastic Tunneling Spectroscopy(IETS)
IETS is a well-established technique for characterizing and manipulating molecular
devices[10–13], where vibrations and electron-vibration coupling play a fundamental
role. The technique is to determine the current-bias (I-V) characteristic at low bias
(< 500 mV) and use this as a ‘ﬁngerprint’ of the device. The second derivative,
∂2I
∂V 2 , is primarily determined by vibrations because vibrational properties varies on
a smaller energy scale than electronic properties. IETS can be used to gain some
information about the chemical composition, because features in ∂
2I
∂V 2 can sometimes
be related to speciﬁc types of bonds (see Fig. 1.3)[12, 14–18]. It has even been
suggested that the sense of smell functions on this principle[19].
1.1.4 Current-induced failure/creation of devices
If we imagine a nanostructure as part of an electronic circuit, the ﬁrst thing people
would ask is of course ”What does it do?”, which can often, but certainly not
always, be answered without calculating vibrational properties. But for the second
thing people would ask: ”What kind of bias can we put across it before it breaks?”
vibrational properties are absolutely crucial. To ‘break’ in this context means
that atomic nuclei are moving apart compared to the equilibrium positions, which
is inherently a vibrational process. And there is also the third question: ”How
rapidly can the device be switched between diﬀerent states?” which would have
to be answered by using vibrational calculations if the device is operated near its
failure point. This would often be desired, since the device could have been smaller
if it could easily dissipate the heat.
Of course failure refers to the human perspective of what we do not want to
happen. In some cases we do want the current to cause the atoms to move and
thereby create a new structure. A current can remove unwanted defects or even
create massive changes in the structure e.g. in graphene edges[20].
4 1. Introduction
Figure 1.3: (reproduced from [15]) IETS of a C8 dithiol self-assembled
mono-layer between gold electrodes.
1.2 Outline of the thesis 5
1.1.5 Atomistic numerical ab initio calculations
Calculations that take every atom into account require enormous amounts of data and
are only tractable by approximate computer models. The memory and processing
power required scales exponentially with the number of atoms. Quantum computers
could in principle overcome this problem, but these devices are far from being of
practical use since a state-of-the-art device can only calculate the energy levels in
a hydrogen molecule[21]. The treatment of realistic size structures thus calls for
approximations to simplify the many-body problem.
A philosophy for ﬁnding suitable models and approximations is the ab initio
approach: That all parameters and approximations used in the model must be based
on the underlying fundamental model. An ab initio study, of e.g. magnetism, cannot
put into the model that iron is ferromagnetic, this fact must come out as a result
of the calculation. The beneﬁts of the ab initio approach can be highlighted by
comparing it to the empirical approach, where models are allowed to use parameters
which are chosen to make the predictions ﬁt observed data. One of the important
pitfalls in the empirical approach is that the empirical parameters used are ﬁtted to
a speciﬁc data set and it can be diﬃcult to gauge how widely applicable they are.
The forces between nearest neighbor atoms in a solid can e.g. be ﬁtted to elastic
bulk elastic constants[22], but forces calculated in this way are not applicable for
calculating surface vibrations. Ab initio models, in contrast, are applicable to any
structure as long as the fundamental assumption do not break down.
1.2 Outline of the thesis
The rest of the thesis is organized as follows.
In Chapter 2: The basic model I discuss the physical interactions that
are important in nanoscale structures and how they can be obtained by ab initio
methods.
In Chapter 3: Vibrations and boundary conditions I present a formalism
and a numerical scheme for working with nanoscale vibrations. The emphasis is on
the application of the proper boundary conditions when a structure is coupled to
macroscopic reservoirs.
In Chapter 4: Localized modes the scheme presented in chapter 4 is used to
analyze the vibrational properties of gold chains and graphene edges.
In Chapter 5: Vibrational heat transport I present a small extension of
the scheme in Chapter 3 that allows heat transport to be calculated. Then I analyze
the heat transport through gold chains with and without impurities. This entire
chapter represents unpublished work.
In Chapter 6: Coupling to electrons I present numerical schemes for cal-
culating coupling of vibrations to electrons and the consequences of this coupling.
This scheme is then used to investigate the current-induced heating of graphene
edge transitions. Section 6.3.1 of this chapter represents unpublished work.
In Chapter 7: Summary and outlook I evaluate the progress made in this
thesis work towards ab initio modeling of vibrations and electron-vibration coupling.
Further, I discuss some possible next steps to take in the future.
Throughout this thesis I will refer to two systems investigated in this work,
mono-atomic gold chains and graphene edge transitions. A coherent storiy about
each of these systems is told in the articles developed during this thesis, so to
6 1. Introduction
present a complementary story the thesis itself focuses on methods and general
phenomena. Here, the concrete systems are used as examples of how the methods can
be applied. Mono-atomic chains of metal atoms, one-atom thick chains of 1-10 atoms
suspended between bulk crystals, the subject of Paper II, are among the simplest
possible atomic-scale conductors and the vast experimental literature[11, 23–37] is a
compelling reason to investigate the chains theoretically, as many have previously
done[38–52]. Graphene, a single sheet of carbon atoms in a hexagonal lattice[53, 54],
the subject of Paper III, is primarily interesting to us due to its potential use as the
base of future electronic components[55, 56].
Now this is not the end. It is not even the beginning of the end. But it
is, perhaps, the end of the beginning.
Sir Winston Churchill
Chapter 2
The basic model
The full quantum behaviour of gases, liquids and solids is governed by equations
that are easily written down. Despite the simplicity of the basic equations, the task
of calculating the behaviour of realistic systems is the fundamental and formiddable
challenge of condensed-matter physics. Approximations on several levels are required.
First, a simpliﬁed model is needed, secondly, the parameters of the model have to
be approximated and ﬁnally, most model system can only be solved approximately.
In this chapter I will discuss the physical interactions in nanoscale structures
and how these interactions are modeled in the thesis. This discussion includes the
limits of the model and how the model parameters can be obtained. First the
fundamental Hamiltonian of condensed matter physics is introduced along with
the Born-Oppenheimer approximation and Density-Functional Theory(DFT). Then
the simpliﬁed model Hamiltonian used is explained and the relationship with the
Born-Oppenheimer(BO) approximation is discussed. The chapter ends with a brief
account of an alternative model, used in Paper I.
2.1 Dynamics of electrons and nuclei
In this section the fundamental problem in condensed-matter physics is introduced -
the problem of solving the Scho¨dinger equation with interacting electrons and nuclei.
Then the common framework for dealing with this problem, the BO approximation
and DFT is explained.
2.1.1 The many-body Hamiltonian
When the Hamiltonian, Hˆ , of a system does not depend on time it can be described
in position representation by the time-independent Scho¨dinger equation1[57, 58]
Hˆψi(r,R) = Eiψi(r,R) ,
where Ei is the energy of the eigenstate ψi(r,R), that depends on both all electronic
coordinates, r = {r1, . . . , rNe}, and all nuclear coordinates, R = {R1, . . . , RNn}.
1The Scho¨dinger equation is not completely general since it does not take relativistic eﬀects
and the creation/annihilation of particles into account.
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Ne, Nn is the number of electrons/nuclei, respectively. For electrons and nuclei
interacting through the Coulomb force, the Hamiltonian is
Hˆ = −
∑
i

2
2me
2i −
∑
A

2
2mA
2A
+
∑
i =j
e2
2|ri − rj | +
∑
A =B
ZAZBe
2
2|RA − RB |
−
∑
(i,A)
ZAe
2
2|ri − RA|
, (2.1)
where ri, me and −e is the position, mass and charge of the i’th electron. Similarly,
RA, mA and ZA is the position, mass and proton number of the A’th nucleus.
2.1.2 The Born-Oppenheimer(BO) approximation
The BO approximation[59], which can be used to simplify Eq. (2.1), assumes that
electronic and nuclear degrees of freedom decouple, since the nuclei move on a
much longer time-scale. The reasoning is that the average forces on electrons and
nuclei are of the same magnitude, which makes the average momentum of the same
magnitude. However, the nuclei are much heavier than electrons, 103 − 106 times,
making average velocities correspondingly slower. This makes the nuclear kinetic
energy and nuclear positions approximately constant on the timescale of electron
dynamics.
The eﬀective BO electronic Hamiltonian, HˆBO, is Hˆ except the nuclear kinetic
term. Without the nuclear kinetic term, the Scho¨dinger equation becomes
HˆeBO(R)ψi(r;R) = ei(R)ψi(r;R) , (2.2)
where ψi, the many-body wave-function, and ei, the energy of an electronic state,
only depends on R directly and not through the time-dependence of R. On the
other hand, if we deﬁne P (R) = e0(R)+
∑
A =B
ZAZBe
2
2|RA−RB | , where e0 is the electronic
ground-state energy, the Hamiltonian describing nuclear motion becomes
HˆnBO(R) = −
∑
A

2
2mA
2A + P (R) . (2.3)
This eﬀectively describes non-interacting particles moving in a potential due to
the averaged eﬀect of electrons over longer time-scales than the relaxation time for
electrons.
2.1.3 Density-Functional Theory(DFT)
In DFT[60, 61] an eﬀective one-particle mean-ﬁeld Hamiltonian, the Kohn-Sham(KS)
Hamiltonian[62], HˆKS , replaces the full Hamiltonian. The KS Hamiltonian for non-
interacting particles in an eﬀective potential, is constructed such that density in
the ground state reproduces the density of the true many-particle ground state.
This replacement is possible since the eﬀective potential can be shown to be a
functional of the ground-state density within the BO approximation. The BO
approximation is also invoked to treat the nuclei as ﬁxed on the time-scale of
electron dynamics (except in some recent developments, e.g. [63]). Most calculations
use DFT for the valence electrons and combine it with a diﬀerent method for the core
electrons (pseudopotential[64] or Projector-Augmented-Wave(PAW)[65] methods).
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The core electrons can be treated with a faster method that also allows for relativistic
corrections (needed for the heavy elements).
DFT is in principle exact but all the diﬃculties of solving the Scho¨dinger equation
have been transferred to the diﬃculty in determining and evaluating the functional
relating the density and the eﬀective potential. A plethora of diﬀerent types of
functionals exist; both based on ab initio and empirical models. In this work
the Generalized Gradient Approximation(GGA) functional[66] is used. The GGA
functional is not ﬁtted to work in a speciﬁc situation and represents an improvement
over the simple Local Density Approximation(LDA) functional[60] that neglects the
dependence of the gradient of the electron density. The SIESTA[67] implementation
of DFT, using Troullier-Martins pseudopotentials[68], is used throughout this work.
2.2 The model Hamiltonian
In this section I present the simpliﬁed Hamiltonian used in this thesis It is a minimal
model for describing electrons, vibrations and the interaction between them.
2.2.1 Eﬀective one-particle Hamiltonian
The non-interacting electronic Hamiltonian, Hˆe, is a good starting point for dis-
cussion because it is simple and provides a reasonable description of electronic
properties for many solid-state systems. We can write it in the interaction picture as
Hˆe =
∑
ij
Hij aˆ
†
i aˆj , (2.4)
where aˆ†i (aˆi) is the creation(annihilation) operator of the electronic state, |i〉. The
non-interacting Hamiltonian can in principle be uniquely chosen such that the
occupied energy levels in the non-interacting ground-state recreate the density in the
ground state of the interacting system. DFT does this in an approximate manner
and achieves a high accuracy for the occupied states in the system.
An eﬀective non-interacting Hamiltonian can only give the correct single particle
energies2 for a given distribution of charge, e.g. the ground state distribution. If
charge is then redistributed, for instance by the creation of an electron-hole pair, the
eﬀective Hamiltonian does not take the changed Coulomb interaction into account.
In order to take the Coulomb interaction between electrons and holes into account,
terms proportional to four electronic operators are needed in the Hamiltonian.
It is important to separate the limitations of using a non-interacting Hamilto-
nian from the limitations of using DFT to determine this Hamiltonian. In most
realizations DFT suﬀers from the so-called derivative-discontinuity problem where
unoccupied single particle levels suﬀer a large shift compared to the occupied levels.
And it is the derivative-discontinuity problem, not the use of a non-interacting
Hamiltonian, that makes normal DFT notoriously poor for predicting band gaps of
semi-conducting materials[69]. GW[70, 71], Time-Dependent DFT(TDDFT)[72, 73]
are ab initio methods that can calculate eﬀective non-interacting Hamiltonians for
semi-conducting structures, but they are computanionally heavy relative to DFT.
2Single particle energies are the adsorption and knockout energies of the system.
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Since the electronic current is extremely sensitive to the band gap, this thesis only
investigates conducting structures.
A non-interacting Hamiltonian is not always suﬃcient. Localized states cause
strong local ﬂuctuations and a large bias cause exited states far from the Fermi level
to be occupied, which means the averaged version of the electron-electron interaction
inherent in Eq. (2.4) is no longer suﬃcient. TDDFT is an ab initio methods that
aim to handle such situations.
2.2.2 Uncoupled vibrations
If we assume that the structure is in equilibrium and expand the electron potential
to second order in the nulear displacement we get the potential operator[74]
Hˆvibpot =
1
2
∑
ab
Kabuˆauˆb ,
where uˆa is the displacement operator for the a’th vibrational cartesian degree of
freedom and Kab, the dynamical matrix, is the second derivative of the total energy
with respect to the a’th and b’th cartesian degrees of freedom.
The kinetic energy operator is
Hˆvibkin =
1
2
∑
a
ma ˆ˙u
2
a , (2.5)
where the dot denotes time-derivative and ma is the mass associated with the a’
degree of freedom.
Using only these non-interacting terms is an important starting point for the
description of vibrations. The dynamics of this Hamiltonian is exactly solvable,
since it is quadratic which makes the dynamics reduce to classical dynamics, the
matrix version of Newton’s 2. law
mau¨b(t) =
∑
b
Kabub(t) , (2.6)
where u(t) is the time-dependent classical displacement vector. This equation is
easily solved in Fourier domain where it becomes an eigenvalue-equation. The
model is accurate in the low temperature limit, where the nuclei remain close
to the minima of the potential energy (zero-point motion) and the second-order
expansion is suﬃcient. This non-interacting Hamiltonian is also the starting point
of perturbative methods that include higher order interactions[75].
For convenience we transfer the information about the diﬀerent masses, ma,
in the system to the dynamical matrix by introducing, ˜ˆua =
√
mauˆa. Then the
mass-scaled dynamical matrix becomes
K˜ab =
1√
mamb
∂E
∂ua∂ub
, (2.7)
where E is the total energy of the system. In the rest of the thesis the symbols u, uˆ
and K denote the mass-scaled quantities.
Deﬁning the vibrational Hamiltonian in terms of displacement operators is
conceptually easier to work with than in terms of creation/annihilation operators
of the vibrational modes, the solutions of Eq. (2.6). Since electron-vibration and
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vibration-vibration interactions are expanded in terms of displacement this leads to
simple expressions (see e.g. [74]).
The dynamical matrix can be calculated with DFT by ﬁrst relaxing the structure
to a minimum of the total energy and then calculating the force at small ﬁnite
displacements. This scheme for ﬁnding the dynamical matrix requires 6N DFT
calculations, where N is the number of atoms. Thereby this scheme becomes
untractable at a smaller number of atoms than single DFT calculations. Density-
Functional-Perturbation Theory(DFPT)[76], in which the change in density due to
a pertubation (e.g. a displacement of a nucleus) is calculated in a self-consistent
fashion, is a method for calculating the dynamical matrix. DFPT is computationally
less demanding but not yet readily available.
The model Hamiltonian described in this section is the starting point of most
vibrational calculations, and is conceptually simple. However, creating the cor-
rect boundary condition based on this model can be a diﬃcult book-keeping task
depending on the geometry of the system.
2.2.3 Electron-vibration interactions
We now include the following term in the model Hamiltonian
Hˆel−vib =
∑
aij
Maij uˆaaˆ
†
i aˆj , (2.8)
which allows the electronic and vibrational degrees of freedom to exchange energy.
The term is 0’th order in nuclear velocity and ﬁrst order in nuclear displacement. Of
course it is possible to continue this expansion to higher order in both vibrational
and electronic operators and this expression for the interaction only holds suﬃciently
close to the potential minimum for the vibrations. We calculate the (mass-scaled)
prefactor Maij as
Maij = 〈i|
∂HˆKS
∂ua
|j〉|ua=0 . (2.9)
Equation (2.9) describe the ﬁrst order adiabatic change in the KS Hamiltonian
when the position is varied. Equation (2.9) can numerically be calculated by a ﬁnite
displacement DFT calculations along with the dynamical matrix. It takes no extra
eﬀort to calculate, but the memory-requirements for storing the electron-vibration
coupling quickly becomes large since it is a 3-dimensional array. Again, another
method for calculating Eq. (2.9) is through DFPT[77].
Equation (2.9) give accurate predictions[17, 63, 78, 79] but careful theoretical
examination reveals that it must be regarded as an uncontrolled model for linear
response to nuclear displacement[80]. An improved way describing the electron-
vibration coupling, although not readily available, is through Multi-Component-
DFT[63, 80], which treats both electrons and nuclei within a DFT framework.
2.2.4 Vibration-vibration ‘anharmonic’ interactions
The anharmonic interactions are the interactions that arise from the terms in the
potential set up by the electrons that go beyond the harmonic term,
Hˆan =
∑
abc
Vabcuˆauˆbuˆc +
∑
abcd
Vabcduˆauˆbuˆcuˆd + . . . . (2.10)
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Figure 2.1: Illustration of the potential energy curve for a 1D system with
more than one stable conﬁguration. The full black line is the potential
energy and the dashed one is the harmonic expansion of the potential. A
transition from one conﬁguration to another, illustrated by the red arrow,
must necessarily involve moving far away from the region that can be described
by an anharmonic potential.
I have not directly calculated anharmonic interactions, but this would be a natural
extension and understanding these interactions is crucial for understanding the
limitations of models without them. Mingo[74] has studied anharmonic eﬀects on
heat-conduction in a model atomic contact, and more recently Wang et al.[81] have
used ab initio calculations to assess the eﬀect of anhamonicity on heat-conduction
in carbon-based systems. Bulk ab initio transport including anharmonicity has also
been studied[82, 83].
There are some phenomena that we cannot describe without modeling anhar-
monicity. This e.g. the case when a system have multiple stable conﬁgurations
(illustrated in Fig. 2.1). This case is so inherently non-linear that it is even inac-
cessible by a perturbation series such as Eq. (2.10). And this is a very important
case since breakdown of devices, which I deﬁned as a primary motivation in the
introduction, is such a change of conﬁguration. To tackle device break-down seems
at present to be out of reach for purely quantum-mechanical models, but promising
work has been performed on including quantum corrections to classical Molecular
Dynamics(MD)[84, 123].
Including these terms in the modeling of the system is a demanding numerical
task. For each successive order (number of displacement operators) that is included
the calculation becomes more extensive. In a ﬁnite-diﬀerence scheme we would need
Nn−1 ab initio calculations to calculate the n’th order term. At order 3 we would
e.g. need to calculate the force on each atom due to the displacement of any two
other atoms[85]. Even though it should be possible to reduce this scaling for large
systems due to ﬁnite range, any calculation of the anharmonic parameters would be
far more costly than the harmonic parameters.
At high temperatures the ions have suﬃcient kinetic energy to overcome the
harmonic potential and stray into the anharmonic regions. As the temperature
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is raised the harmonic approximation gradually becomes a poorer and poorer
description of the system. At a given temperature we might have that some
vibrational modes are well-described in the harmonic approximation while others are
not. This is because the diﬀerent modes have very diﬀerent potentials and thereby
a diﬀerent balance between the harmonic and anharmonic part of the potential.
Model studies[74, 86] exist that describe this cross-over for a one-dimensional chain
coupled to surfaces.
Because of the gradual way the harmonic approximation breaks down it is
diﬃcult to delineate when a harmonic description is suﬃcient and when anharmonic
interactions become important. This situation is enhanced by adding an external
bias since this can drive speciﬁc modes to very large occupations. This will for a
speciﬁc mode create a unique occupation depending on the external bias and the
relative strength of the coupling to electrons and the hamonic/anharmonic part of
the potential[17, 87, 88]. The creation of vibrational quanta is roughly proportional
to eV − ωλ (see Sec. 6.2.1), while the damping mechanisms are not expected to
have a strong dependence of the bias. Therefore, as the bias is increased beyond
the vibration energy threshold, the mode occupation will rise and anharmonic
interactions become increasingly important even for low temperatures.
2.2.5 Summary of the model
To summarize the model, we have an exactly solvable Hamiltonian
Hˆ0 =
∑
ij
Hij aˆ
†
i aˆj +
1
2
∑
ab
Kabuˆauˆb +
1
2
∑
a
ˆ˙u2a , (2.11)
which describes an eﬀective system of non-interacting electrons and non-interacting
vibrations around an equilibrium position.
In order to describe the energy transfer between electrons and vibrations we add
the lowest-order term that couples the two
Hˆmodel =
∑
ij
Hij aˆ
†
i aˆj +
1
2
∑
ab
Kabuˆauˆb +
1
2
∑
a
ˆ˙u2a
+
∑
ijk
Maij uˆaaˆ
†
i aˆj . (2.12)
The ﬁnal three-operator term makes the Hamiltonian interacting which means it
must be solved by approximative methods. Such a treatment will only be accurate if
the amplitude of the vibrations remains low. The electronic excitations must also be
well described by the excitations of H, something which only holds for conducting
nanostructures if H is calculated by DFT.
2.3 A diﬀerent approach: Potential Energy Sur-
faces(PESs)
In this section we take a step back from the main approach in this thesis and
look at an alternative approach to dealing with the interactions described in this
chapter. The approach is severely limited in scope, but actually deals with both
electron-vibration, anharmonic and electron-electron interactions.
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2.3.1 The model
The motivation for the study comes from heterogeneous catalysis processes that
require very inert molecules like N2 or CO to be broken. This includes the most
important process of them all, the ammonia synthesis[89]. Normally catalytic pro-
cesses run at local equilibrium but a novel device, the Metal-Insulator-Metal(MIM)
device[90], can produce non-equilibrium ‘hot’ electrons at a metal surface. The
question is whether these ‘hot’ electrons can aid catalysis.
The systems we wanted to model were relatively inert molecules adsorbed on
surfaces, Newns-Anderson type systems[91, 92], at high temperatures. What we
wanted to answer was how much energy would be transferred to the vibrational
system by an excitation of the localized electronic state, and additionally, if the
energy transferred would be suﬃcient to make the molecule break apart or desorb
from the surface.
We considered a model where a localized electronic state, the molecular resonance,
is coupled with a few vibrational degrees of freedom. The force on the nuclei is
described by two diﬀerent classical PESs (see Fig. 2.2) - one for the electronic ground
state and one for the excited state. In this model the electron-vibration coupling is
captured in the diﬀerence between the ground and excited state PES. The model
has mostly been studied with model PESs (e.g. Gadzuk et al.[93]).
This is a simple model where the main diﬃculty lies in extracting the relevant pa-
rameters from calculations. We used the DFT based Δ Self-Consistent Field(ΔSCF)
approach[61, 94], which is the focus of Paper I. In our implementaion of ΔSCF a
linear combination of KS orbitals (eigenvalues of HKS), with the largest possible
overlap with molecular orbitals, is explicitly forced to be occupied. The constraint
put on the system excludes the ground state and a self-consistent excited state can
be found.
There are some clear drawbacks to this scheme. First of all, the exchange-
correlation functional for excited states is not necessary the same as for the ground
state, although it does exist[95]. This amounts to an ad hoc assumption that the
excited state exchange-correlation functional is similar to that of the ground state.
Secondly, we cannot be certain that our constraints allow the calculation to ﬁnd the
excited state we are looking for. Finally, the method requires a priori knowledge of
the solution which makes it not fully ab initio and limits its scope.
The method is ultimately justiﬁed by comparisons with the more accurate method,
TDDFT, and experiment (Paper I). Since it has no additional computational cost
than regular DFT3 it is possible map out the potential energy surfaces seen in
Fig. 2.2) and create a model that includes electron-vibration interaction, anharmonic
interactions and electron-electron interaction (through ΔSCF) with parameters
based on atomistic calculations.
2.3.2 Nitrogen on Ru(1000)
One use of this model is to obtain an upper bound on the energy that can be
transferred to the vibration of the molecule from a single excitation event. In the
optimal situation, illustrated in Fig. 2.2, the system moves as far as possible away
3Although it does not cost more to calculate the energy of an excited state with ΔSCF than a
ground state DFT calculation, it does cost more to map out the PES. This is because ΔSCF does
not provide the gradient of the PES in contrast to regular DFT.
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Figure 2.2: [Top] Illustration of a model 1D PES in the electronic ground
state (blue curve) and excited state (red curve). The black arrows represent
possible trajectories of the system starting with an electronic excitation.
There is an upper bound on the energy that can be gained by the vibrational
system. [Bottom] Potential energy surfaces for a nitrogen molecule on a
close-packed ruthenium surface in the ground state and the 2πy resonance
as a function of the distance from the surface to the center of mass of the
nitrogen molecule. The energies are in eV. The small dots represent the points
where the energy has been calculated in order to generate the surfaces. The
black arrow represents a possible trajectory of the system in the resonance
state.
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from the ground state equilibrium position before the excited electronic state decays.
This upper bound requires no estimation of the excited state decay rate.
As a speciﬁc case we have investigated whether single excitation events could
give a signiﬁcant contribution to the dissociation of nitrogen molecules on Ru(1000)-
surfaces. In my master thesis[96] I estimated the upper bound on the transferred
energy to 1.5 eV and concluded that this value was too small to overcome the
activation barrier of 2 eV[97] for breaking apart the molecules. Therefore I concluded
that the use of hot electrons to break apart the inert molecules seems unfeasible.
Desorption on the other hand, cannot be ruled out. The analysis of the desorption
rate, however, requires much more detailed knowledge on the rate of excitation and
decay. This analysis has later been carried out by Gavnholt, Olsen (ﬁrst author and
co-author on Paper I) et al.[98, 99] for several systems, including nitrogen molecules
on Ru(1000).
2.4 Summary
In this chapter the model Hamiltonian used in this thesis was introduced and
discussed. The model Hamiltonian can be divided into two parts, non-interacting
electrons and vibrations and a term that couples electrons and vibrations. Practically
the terms in the model are calculated by ﬁnite-diﬀerence density-functional theory
calculations.
A model that was used in my master thesis and in the later Paper I, can be
used as an example of an alternative approach for describing electron-vibration
interaction. This model has proved a valuable tool for analyzing inert molecules on
surfaces, including aspects of electron-vibration, anharmonic and electron-electron
interactions.
Chapter 3
Vibrations and boundary
conditions
Here a formalism and a numerical scheme for working with nanoscale vibrations is
presented. In this chapter we consider the model of uncoupled vibrations described
in Sec. 2.2.2. The emphasis lies on the application the proper boundary conditions
when a structure is coupled to macroscopic reservoirs. This scheme is then used to
calculate the vibrational DOS graphene edge transitions.
3.1 Formalism
The dynamics of a ﬁnite system can be found by solving the eigenvalue equation
Kuλ = ω2λu
λ , (3.1)
where λ labels a solution of the eigenvalue equation, ωλ is the angular frequency
of the solution and uλ is the normalized dimensionless displacement vector. For
inﬁnite or very large system it becomes impossible to solve this eigenvalue equation
and another approach is needed. It turns out to be convenient to deﬁne the retarded
vibrational Green’s Function(GF), a steady-state correlation function
iDrab(t1 − t2) =
1

θ(t1 − t2)〈[uˆa(t1), uˆb(t2)]〉 , (3.2)
which relates one nuclear degree of freedom at one time to another nuclear degree
of freedom at another time.
In Chap. 6 the Dr is related to the larger formal structure of Non-Equilibrium
Green’s Functions(NEGF), but for now the retarded function is all we need. The
retarded function is convenient for two reasons. First Dr(ω), the Fourier transform
of Dr(t1 − t2) in t1 − t2, is straight-forwardly related to the dynamical matrix
Dr(ω) =
1
(ω + iη)2I−K . (3.3)
where η = 0+. Secondly, Dr(ω) is directly related to the local Density Of
States(DOS), n(ω), deﬁned as
nab(ω) =
∑
λ
uλau
λ
b δ(ω − ωλ) , (3.4)
17
18 3. Vibrations and boundary conditions
where a and b are vibrational degrees of freedom. The relation between Dr and the
DOS is derived following Mingo et al.[74]
n(ω) = −2ω
π
ImDr(ω). (3.5)
Often, what we desire is the local DOS in some region of interest, some block of
the matrix, n(ω). A block of Dr(ω) is all we need, which is a good thing, because the
inversion of the inﬁnite matrix in Eq. (3.3) is impossible. If there is an underlying
periodicity, we can ﬁnd a block of an inverse without inverting the entire matrix.
3.2 Leads and boundary conditions
This section explains a method developed to deal with a ﬁnite cluster coupled to
one or two surfaces. The method represents an independent development of the
almost completely identical method by Zhang et al., who published a study[100]
when I had completed my implementation.
3.2.1 Self-energy: the boundary term
In this section we see how Dr can be calculated for a ﬁnite number of degrees of
freedom. We will call these degrees of freedom the Device(D) region. The rest of
the degrees of freedom we call the Environment(E).
We deﬁne XY Z as the block of the matrix X, where the indices run over the
degrees of freedom in regions Y, Z, respectively. In this notation we compute the
Green’s function projected on the device region, DrDD(ω), by considering this matrix
representation of Eq. (3.3)1
(
BDD BDE
BED BEE
)(
DrDD D
r
DE
DrED D
r
EE
)
=
(
IDD 0DE
0ED IEE
)
. (3.6)
where we write the inverse of the Green’s function by B = (ω+ iη)2I−K = (Dr)−1.
Using straightforward matrix manipulations one ﬁnds
DrDD = [BDD −BDE(BEE)−1BED]−1
= [BDD −Πr]−1 , (3.7)
where we deﬁne the retarded vibrational self-energy, Πr = BDE(BEE)
−1BED.
Since Πr is the only part of the expression for DrDD that contains information
about the macroscopic leads it can be viewed as a boundary term. Knowing Πr it
is possible to solve DrDD by only inverting a matrix the size of the device region
which, in some cases, can consist of only a few atoms.
To examine some of the properties of Πr we rewrite it as
Πr = KDEdEEKED , (3.8)
where dEE = ((ω + iη)
2IEE − KEE)−1 is the retarded Green’s function of the
environment in the absence of the device region. Two things become immediately
clear by writing the self-energy in this way. One, Πr falls oﬀ away from the boundary
1Formally, this equation is derived by inserting identity operators I ≡ |D〉〈D| + |E〉〈E| in
Eq. (3.3), and using the basis {|D〉, |E〉} for the matrix representation.
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Figure 3.1: [Left] A time-sequence of TEM images showing the formation
of a mono-atomic gold chain (reproduced from [35]). [Right] TEM images
of the connection between a mono-atomic gold chain and crystalline gold
for diﬀerent crystal directions. Right next to the images a model of the
connection is shown (reproduced from [101]).
between device and environment because of the ﬁnite range of K. Two, if the device
region is the only thing coupling two (or more) leads, e.g. a Left(L) and a Right(R),
then Πr is the sum of independent contributions from each lead, Πr = ΠrL +Π
r
R.
These contributions from each lead are independent of the structure in all other
leads and in the device region.
3.2.2 Mono-atomic gold chains
Mono-atomic gold chains are a concrete example of a system where a nano-structure
consisting of just a few atoms that are coupled to macroscopic leads. The gold
chains are used to illustrate how the boundary conditions are applied.
Experimental Transmission Electron Microscopy(TEM) studies (see Fig. 3.1)
have shown that atomic chains form in the 〈100〉 and 〈111〉 directions while the
〈110〉 direction gives rise to thicker rods[101]. We focus on chains between two
(100)-surfaces or (111)-surfaces and consider chain-lengths of 3-7 atoms. The TEM
micrographs also show that the chains are suspended between characteristic pyramids
in the [100] and [111] directions. To model these very large pyramids, the smallest
possible FCC-stacked pyramid (5 atoms for [100], 4 for [111]) coupled to an extended
surface is used. This model captures two aspects- the immediate surroundings are
correct and the leads eventually become macroscopic crystals. In Sec. 3.4 we vary
the nature of the gold leads and investigate how the DOS changes.
20 3. Vibrations and boundary conditions
3.2.3 Calculating the self-energy
Figure 3.2: Adding atoms to two surfaces. [Top] The forces between surface
atoms within next-nearest neighbor distance (4.08A˚) of the added atoms are
perturbed by the presence of the added atoms. [Bottom] The device region
is where the coupling between the atoms is diﬀerent from the values for the
two unperturbed surfaces. The coupling between the device region and the
leads is considered to be unperturbed.
Diﬀerent types of leads will give diﬀerent self-energies on the device region and
the key to calculating self-energies with little eﬀort lies in exploiting the regularity
of the lead. In the following, we will show how this can be done for a gold chain
between two surfaces. This method can straightforwardly be used in the case of any
number of leads.
First, let us start with two perfect surfaces. We then add the atoms that connect
these surfaces (the Added(A) region in Fig. 3.2). Within a certain range from the
added atoms the on-site and coupling elements of K will be diﬀerent from the values
for the perfect surface. Together, the added atoms and the perturbed atoms deﬁne
the device region D (Fig. 3.2, bottom). The coupling between the device region and
the rest of the surface (L,R for the left and right leads, respectively) is assumed to
be unperturbed.
Since the added atoms do not couple to the unperturbed surfaces, and the
perturbed region 1 couples only to the left unperturbed surface while the perturbed
region 2 only couples to the right unperturbed surface, the self-energy ΠrDD has the
matrix structure
ΠrDD =
⎛
⎝ B1L(BLL)
−1BL1 0 0
0 0 0
0 0 B2R(BRR)
−1BR2
⎞
⎠ . (3.9)
This object can be evaluated as follows. First, in the limit of large regions 1 and 2,
the coupling elements BL1 and BR2 must approach those of the unperturbed surface,
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BSL1 and B
S
R2, respectively. In what follows, we shall make the approximation that
the regions 1 and 2 are chosen so, that this condition is satisﬁed. Second, we note
that the matrix BEE is indistinguishable from the matrix B
S
EE , as long as the
involved atoms are outside the perturbed regions 1 or 2. Therefore, we can write
B1L(BLL)
−1BL1  BS1L(BSLL)−1BSL1 ≡ ΠS11
B2R(BRR)
−1BR2  BS2R(BSRR)−1BSR2 ≡ ΠS22,
(3.10)
where the accuracy increases with increasing size of regions 1 and 2. On the other
hand, using the deﬁnition of the self-energy, we can write
ΠS11 = B
S
11 − (DS11)−1
ΠS22 = B
S
22 − (DS22)−1, (3.11)
where DSii, i = 1, 2 is the projection of the unperturbed retarded Green’s functions
onto the atoms in regions 1, 2, respectively. This object is evaluated by exploiting
the periodicity in the ideal surface plane. The Fourier transform of BS in the parallel
directions has a tri-diagonal block structure and we can solve for its inverse very
eﬀectively using recursive techniques (see e.g. Sancho et al.[102]). Of course we still
have to evaluate the Fourier transform for a large number of k-points. The density
of k-points as well as the size of the inﬁnitesimal η are convergence parameters
which determine the accuracy and cost of the computation.
To sum up, the calculation is preformed in the following steps: (i) Start with
perfect leads and specify the device in between them. (ii) The atoms in the
leads where K is perturbed by the presence of the device are identiﬁed. (iii) The
unperturbed surface Green’s function DS is found via k-point sampling and then
used to construct the self-energy, Eqs. (3.9, 3.11). (iv) The perturbed Green’s
function is then found using this self-energy via Eq. (3.7).
3.3 Numerical considerations
At the present level of approximation K is the only input we need to determine,
but three separate steps are necessary. We need a calculation of the K for a bulk
crystal, one for the ﬁrst few layers of a periodic surface and for the device region
combined with a part of the surface. We also need to calculate self-energies. In
these steps, there are a lot of numerical parameters to adjust and some eﬀort should
be taken to ensure a consistent choice of precision across all calculations.
In order to ensure a consistent level of approximation we introduce three length-
scales in the calculations: L1,L2 and L3. We assume that when two atoms are
further apart than L1, the coupling elements between them vanishes. L2 is the
correlation length for properties that do not have an energy dependence, like forces,
equilibrium positions and total energies, while L3 is the assumed correlation length
for properties that do have an energy dependence, like the surface Green’s function,
vibrational DOS etc. L3 always needs to be larger than L2, L3 > L2, but the speciﬁc
size needed depends on the required energy resolution.
The above assumptions are used to determine numerical parameters in the
following way. L1 determines the size of the calculational periodic cell. The cell
needs to be large enough to ensure that within the distance L1 of any atom, only
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one periodic image exists of each atom. L2 determines the k-point sampling used in
the DFT-calculations and L3 the k-point sampling used in the calculation of the
surface Green’s function. In each case, the number of k-points used for one direction
in space is chosen to be the smallest integer, i, such that i > LLc , where Lc is the
size of the calculational cell in that direction.
In the calculation of the Green’s functions we also introduced a ﬁnite artiﬁcial
broadening. This broadening, η, was divided into a small broadening of the device
region, ηC , and a large broadening for the leads, ηL. The reasoning behind this is
that the DOS can be much more smooth in the bulk-like regions far away from the
device. A large ηL has the advantage that it reduces the need for k-point sampling
drastically. Without a small ηC we would not be able to discover very sharp peaks
in the DOS.
3.4 Diﬀerent types of gold leads
As seen in Fig. 3.1 the gold leads consist of very large pyramids in some experimental
situations. To investigate the sensitivity of the calculation respect to the exact
structure of the leads we calculate the DOS for six diﬀerent structures- three for the
[100] and three for the [111] crystallographic directions (see Fig. 3.3). The general
features of the DOS remain the same irrespective of the precise conﬁguration of
the lead. However, the variation is large enough to caution against making strong
conclusions based on the details of the DOS.
3.5 DOS for a graphene edge structure
In this section we take a look at the local vibrational DOS of a speciﬁc graphene
structure that mixes armchair and zigzag edges as a crude model of the edges in
disordered graphene ﬂakes (see Fig. 3.4).
The motivation to study graphene edges comes from the tremendous potential
[55, 56] graphene electronics. The practical realization of this potential requires
the ability to manufacture graphene nanostructures in a controlled and eﬃcient
manner. The topology of graphene edges plays a fundamental role in determining
the electronic and transport properties[103–105]. Thus, the control and stability of
edges is crucial for further development of graphene-based electronic devices. Recent
experiments[106, 107] show that simple armchair and especially zigzag edges are the
most commonly occurring edge structures. However, also intermediate reconstructed
edges exist [108, 109].
In an important recent experiment Jia et al.[20] demonstrated the formation
of smooth zigzag edges from disordered edges in graphene in the presence of an
electronic current (Fig. 3.4 shows an example of a sample before a current was
applied). The possibility of an in situ fabrication process, as suggested by this
experiment, is very attractive. However, at the same time the devices should remain
stable in the presence of electrical current for reliable operation, further underlining
the importance of understanding the microscopic edge reconstruction mechanisms.
The initial investigation of these mixed graphene edges, that eventually lead
to the analysis in Paper III, was to calculate the DOS of the structure presented
in Fig. 3.5, a Zigzag-Armchair-Zigzag-Zigzag-Zigzag(ZAZZZ) structure. The DOS
presented in Fig. 3.5 was calculated with the convergence parameters (see Sec. 3.3)
3.5 DOS for a graphene edge structure 23
Figure 3.3: The vibrational DOS of the apex atom for diﬀerent type
pyramids coupled to an FCC surface. [Top] DOS for diﬀerent size pyramids
coupled to a [111]-surface. [Bottom] DOS for diﬀerent size pyramids coupled
to a (100)-surface.
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Figure 3.4: [Left] TEM image of a system of over-layered disordered
graphene ﬂakes. The so-called zigzag and armchair edges are marked (repro-
duced from [20]) [Right] Model of the armchair and zigzag edges of graphene,
grey balls represent carbon atoms.
(L1,L2,L3)=(5 A˚, 30 A˚, 1000 A˚) and ηC , ηL = 0.1 meV/. L1 = 5 A˚ correspond to
neglecting force couplings of carbon atoms further apart than 5th-nearest neighbours.
The very long correlation length, L3 = 1000 A˚ was needed for some graphene
structures investigated in Paper III (not the one in Fig. 3.5).
In Fig. 3.5 the DOS of the ZAZZZ structure is compared to that of an inﬁnite
sheet of graphene. The most distinguished diﬀerence between the DOSs is the
sharp peaks at ∼ 240 meV. Later these peaks argued to be a generic property of
mixed edges (Sec. 4.2.2) and to be the likely cause of the reconstruction observed
by Jia et al. (see Sec. 6.2.2).
Figure 3.5: [Left] Local vibrational DOS pr. atom in a sheet of graphene
(dashed line) and the of the structure deﬁned in the right part of the ﬁgure
(full line). [Right, top] A protrusion on an otherwise perfect semi-inﬁnite
graphene sheet. [Right, bottom] The region the DOS was averaged over.
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3.6 Summary
In this chapter a scheme is presented for calculating vibrational properties of ﬁnite
clusters of atoms coupled to one or two semi-inﬁnite leads. The capability of
performing this calculation is the core of the programming code developed during
this PhD (see Chap. A). The mono-atomic gold chains are modeled as such as a
ﬁnite cluster (the chain itself and a few connecting atoms) coupled to two surfaces.
The vibrational Density Of States(DOS) was calculated for speciﬁc system with
transitions between the armchair and zigzag edges of graphene. The motivation for
studying the vibrations in these kinds of systems is that vibrations can be selectively
excited and thereby provide a way of manipulating the structure, as experiments by
Jia et al.[20] suggest.

Chapter 4
Localized modes
In this chapter we will look at a very important vibrational property of a system -
localized modes. These modes play a profound role because they can be brought
out of thermal equilibrium with the vibrational system by e.g. a current for a
nano-electronic device, or the wind for a bridge, potentially leading to a collapse of
the structure.
First, I will present a simple situation where a system coupled to macroscopic
leads exhibits localized modes. This situation occurs for armchair edges in graphene.
Then I will then discuss how localization can be quantiﬁed, using mono-atomic gold
chains as an example.
4.1 Localization
Here a localized mode is deﬁned as a displacement vector that is zero beyond a
ﬁnite range and fulﬁlls that the DOS projected onto this vector is a single ‘sharp’
peak. The degree of sharpness can of course vary so a measure of the degree of
localization is also needed.
There are basically two types of localized modes (see Fig. 4.1). Type I modes,
which overlap with eigenmodes of K that are normalizable, i.e. where the amplitude
falls oﬀ exponentially beyond some ﬁnite region. The discrete eigenmodes of a ﬁnite
system are the examples of type I localized modes, but such modes can also occur in
system coupled to macroscopic leads. Type I localized modes gives rise to inﬁnitely
sharp peak, discrete lines, in the DOS.
A type II localized mode has a large overlap with a family of eigenmodes with
similar energy. Each member of the family has a relatively large amplitude locally,
but cannot be normalized since the amplitude does not fall of rapidly enough. It
is however possible to represent this family by the normalizable local vector (the
type II localized mode) which represent the highest overlap with this family of
eigenmodes.
4.2 Localized modes outside the bulk band
In this section we will look at a simple way in which type I localized modes can
occur.
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Figure 4.1: Illustration of diﬀerent types of localization. The white discs
represent a periodic 1D structure and the black discs represent an impurity
in the otherwise regular structure. The arrows represent an eigenmode of
K. [Top] For type I localization, one eigenmode of K has an amplitude the
falls of rapidly away from the impurity. [Bottom] For type II localization, a
family of eigenmodes of K have a similar (and relatively large) displacement
locally, but each member of the family cannot be normalized.
4.2.1 The bulk band
The ﬁrst thing we should note is that every solid has an upper limit to the vibrational
frequency that it can support. This is in contrast to electrical frequencies that do
not have an upper bound. The reason for the diﬀerence is that the electronic wave
function are deﬁned everywhere in space while the vibrational mode vector is only
deﬁned on the discrete lattice points. The fastest possible variation of the mode
vector in space is a complete phase change between lattice points (see Fig. 4.2).
The energy of vibrational modes in a material lie in the interval 0− νB where the
band edge, νB , is approximately 20 meV/ in gold and 200 meV in graphene-like
structures. In a given geometry νB depends on the strength of the bonds in the
solid and on the mass of the atoms in the same way a sole harmonic oscillator does,
νB ∼
√
k
m . This dependence explains the high νB in graphene since the C−C bond
is the strongest known and the atoms are light compared to gold.
In the case where the macroscopic leads have weak bonds (or high masses) and the
device has strong bonds (or low masses) high-frequency modes exist that cannot be
damped by the leads. A clear example of such a system would be a buckyball (device)
lying on a gold surface (lead). In this extreme case the vibrational properties of the
buckyball will be very similar to an isolated molecule with almost all its eigenmodes
completely localized since no modes in the gold have the proper frequency to couple
to them. Only a few low frequency eigenmodes, such as frustrated translation and
rotation, will couple to the surface.
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Figure 4.2: Illustration of why vibrational energies have an upper bound
while electronic energies do not. [Top] A nuclear displacement vector is only
deﬁned at discrete points in space (nuclear positions), therefore the maximal
change in phase of the vector between neighboring nuclei is 180◦. [Bottom]
An electronic wave function, on the other hand, is deﬁned everywhere in
space and can have any number of undulations in the space between two
nuclei (here a 720◦phase change is shown)
4.2.2 Mixed graphene edges
A less extreme case than the buckyball on gold occurs when the system is made
entirely out of one type of atom, such as a ﬂake of graphene delimited by diﬀerent
types of edges. We will consider a mixture of armchair and zigzag edges.
Let us ﬁrst examine a structure with an armchair edge between two zigzag edges
(the ZAZ structure, see Fig. 4.3). The ZAZ structure DOS cannot be calculated
using the method in Sec. 3.2.3, because the inﬁnite zigzag edges are not aligned.
However, it is possible to ﬁnd localized modes without knowledge of the full K. If
a type I localized mode exist then it is possible to chose ﬁnite region where the
amplitude of the mode is vanishingly small at the boundary. And if the amplitude is
vanishing at the boundary then the self-energy boundary term can be neglectedfor
this mode.
Two localized modes with a vibrational energy of ∼250 meV are found to exist.
These modes are strongly localized to the outermost atoms of the armchair edge:
already for nearest neighbors the mode amplitude has dropped by ∼85 %. The
modes are truncated versions of the vibrational edge states that give rise to the
quasi-1D band in the DOS of the inﬁnite armchair edge (full black curve in Fig. 4.3,
see also [110]).
The outer atoms of the armchair edge have a bond that is much stronger than
the ones in the inﬁnite graphene sheet due to a diﬀerent number of neighbors. Each
additional dimer at the edge gives rise to one additional localized mode. These
modes are energetically localized since both the inﬁnite zigzag edges (full grey curve
in Fig. 4.3) and bulk graphene (band edge shown as a dotted line) have a vanishing
DOS above ∼200 meV and thus cannot cause energy broadening above this energy in
the harmonic approximation. The modes outside the bulk band are only broadened
by interactions with electrons and, at high temperature, by anharmonic interactions.
For the ZAZZZ system we identify three localized modes (Fig. 4.4). In this case,
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Figure 4.3: [Top] The ZAZ structure. [Middle] The two modes lying
outside the bulk bands, shown in red (a) and blue (b), respectively. Atomic
displacements of less than 5% of the total amplitude are not shown. [Bottom]
The energies of the two localized modes compared with the local vibrational
DOS of the outermost carbon atoms on inﬁnite graphene edges. For H-
passivated edges additional 1-D bands are found at ∼380 meV (not shown).
the amplitudes are signiﬁcant not only on the armchair edges but also at the 240◦
zigzag-zigzag edge (for modes (c) and (d)).
In conclusion, the unpassivated ﬁnite armchair edges gives rise to localized modes
on the edges and this is due to the strong bonds between the atoms at the edge
compared to the rest of the system. This is interesting because it is a very generic
eﬀect that does not depend on the precise geometry. The armchair edges are the
most unstable part of the structure, which means that modes spatially localized to
the armchair edges can play a large role in the dynamics of the system. Coupled to a
system in non-equilibrium, e.g. an electronic current (see Sec. 2.2.4), the vibrational
amplitude at the armchair edge can become much larger than in the rest of the
system.
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(c)244 meV
(d)238 meV
(e)234 meV
Figure 4.4: [Top] The ZAZZZ structure. [Bottom] The three localized
modes, shown in purple (c), green (d) and orange (e), respectively. Atomic
displacements of less than 5% of the total amplitude are not shown.
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4.3 Localized modes inside the bulk band
In the previous section we looked at how localized modes can occur when bonds in
the central region are stronger than the bonds in the leads. In this section we move
on to a more complicated example where localized modes occur both inside and
outside the bulk band. First we need to deﬁne a few quantities that will be used to
discuss localization when we do not have a ﬁnite system. Then we will look at the
complex behavior of mono-atomic gold chains.
4.3.1 Modes for an open system
In this subsection a ‘mode’ of an open system coupled to macroscopic leads is deﬁned
along with a few quantities that will be used to discuss localization. The most
important requirement for the deﬁnition of modes in the case of the open system, is
that these modes converge to the modes of the isolated system in the limit of zero
coupling between the open system and the leads.
The following deﬁnition fulﬁlls this condition. A mode is deﬁned as a (complex)
eigenvector uλ of DrDD(ω
∗) that fulﬁlls
Re{uλ†DrDD(ω∗)uλ} = 0 (4.1)
and
∂
∂ω
Re{uλ†DrDD(ω)uλ}|ω=ω∗ > 0 (4.2)
for some frequency, ω∗. This corresponds to a peak in DOS.
These two conditions identify the poles of DrDD where the imaginary part and
DOS attains a local maximum as illustrated in Fig. 4.5. In practice, the modes are
found from the number of positive eigenvalues of DrDD evaluated at each point of our
frequency-grid. If this number increases between two successive frequencies, ω and
ω +Δω, the eigenmodes at these two frequencies are matched up. The eigenmode
corresponding to the eigenvalue that changes sign is then identiﬁed as a mode of
the open system.
We also need to deﬁne a few characteristics of a mode. The Green’s function
projected onto a mode can be approximated by a broadened free vibration propagator
with constants ωλ and γλ in a neighborhood of the mode peak energy
uλ†DrDD(ω)u
λ =
1
(ω + iγλ)2 − ω2λ
=
1
ω2 − (ω2λ + γ2λ) + i2ωγλ
.
The time-dependent version of the Green’s function is an exponentially damped
sinusoidal oscillation with damping rate of γλ, mean life-time, τλ =
1
γλ
, and Q-factor,
Qλ =
ωλ
2γλ
. Comparing the broadened vibration propagator to Eq. (3.7) we see that
uλ† ImΠ(ω)uλ = −2ωγλ, leading to
γλ = −u
λ† ImΠr(ω∗)uλ
2ω∗
,
where ω∗ is the mode energy.
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Figure 4.5: Example ReDr (dashed line) and DOS (solid line), for a Green’s
function with two poles at 1 and 2 with a 0.1 broadening. The values where
the real part is zero only correspond to peaks in the density if the slope is
positive (slope emphasised with a red line), not when it is negative (blue
line).
Figure 4.6: Schematic that deﬁnes the names of diﬀerent regions of a gold
chain with surface leads.
This calculation of γλ, Qλ and τλ only strictly makes sense for peaks with
a Lorentzian line shape. This requires that uλ† ImDrDD(ω)u
λ is approximately
constant across the peak which is the case for modes with small broadening and
large life-time. Nevertheless, we will also use these deﬁnitions for the delocalized
modes since the calculated values are still a measure of interaction with the leads.
We also deﬁne a measure of spatial localization, sλ, a somewhat ad hoc quantity,
that depends on deﬁning two regions, one deeply embedded in the other. For the
mono-atomic gold chain we can use the ‘Central Chain’ and ‘Device’ regions deﬁned
in Fig. 4.6
sλ =
∑
x∈C |(uλ)x|2∑
x∈D\C |(uλ)x|2
ND −NC
NC
,
where ND and NC are the number of atoms in the device and central chain region
respectively and D\C means Device region except the Central Chain. This quantity
is useful to pick out modes with a large amplitude in the Central Chain region only.
sλ = 1 signiﬁes equal amplitude in C and connecting atoms, while the limit sλ → ∞
(sλ → 0) signiﬁes a mode which is completely residing inside(outside) the Chain.
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Figure 4.7: Distances used to deﬁne the average bond length, B = 〈bj〉.
The chain is a highly deformable part of the structure so B will depend on
the separation of gold leads.
4.3.2 Localization in mono-atomic gold chains
Gold chains exhibit a very rich vibrational structure despite the simplicity of having
only one type of atom in the entire system. The main point of Paper II, which we
retell here, is that this richness and complexity cannot be captured by assuming a
uniform life-time for all modes, as is often done. The vibrational life-times varies
immensely among the diﬀerent modes and the life-times can have huge variations
with strain. Although it takes eﬀort, there is little recourse than to calculate the
life-times from ab initio or at least atomistic methods.
Let us ﬁrst look at a speciﬁc length chain at a speciﬁc average bond length, B
(deﬁned in Fig. 4.7). Fig. 4.8 depicts the DOS of representative modes (deﬁned in
Sec. 4.3.1) for a chain with 4 atoms at an intermediate B. Notice the large variation
in the width of the peaks. Since this system has no natural boundary between
‘device’ and ‘leads’ a large variation in the harmonic damping exists no matter where
we deﬁne such a boundary.
We now move on to look at a sample of diﬀerent chain lengths 3-7 atom long
connected to (100)-surfaces. A type of modes we will pay special attention to is
the Longitudinal-Optical(LO) modes, named due to the motion of two neighboring
atoms in the chain (see Fig. 4.9). These modes, also dubbed Alternating-Bond-
Length(ABL) modes, have been identiﬁed by previous theoretical and experimental
studies as the primary scatterers of electrons[26, 45, 47–49, 52, 111, 112]. The
ABL/LO modes are easily identiﬁed in Fig. 4.11, since they have the highest energy
of the modes that are spatially localized to the central chain (black or dark gray on
the ﬁgure). Low-energy modes corresponding to transverse motion of the central
chain are also clearly visible.
Certain ABL/LO modes are very long-lived. At low average bond length,
ABL/LO modes lie outside the bulk (and surface) band which means they are type
I localized modes with inﬁnite Q-factor in the harmonic approximation. In reality
the Q-factor will be limited by electron-vibration and anharmonic interactions.
The high vibrational frequencies for the compressed chains have been observed
experimentally[113] (see Fig. 4.10). In this ﬁgure we also see an indication that the
break voltage drops when the chain vibrational energy moves out of the bulk band
and is no longer damped by the gold leads.
At higher average bond length the ABL/LO modes move inside the bulk band
and a large variation in the Q-factor is observed. When the peak energy is inside
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Figure 4.8: Projected DOS onto a representative selection of the vibrational
modes of the device region. Note the large variation in Q-factor.
the bulk band, bulk modes with the same energy exist. In this case, the structure
of the connection between the bulk crystal and the chain will determine the width
of the peak.
The long chains tend to have longer lived ABL/LO modes due to the larger ratio
between the size of the Central Chain and the size of its boundary. The 7-atom
chain is especially interesting since the ABL/LO type mode attains a damping of
5 meV which increases to 300 meV. This is more than an order-of-magnitude change,
with only a 0.03 A˚ change in the average bond length!
Chain Qλ γλ(μeV) τλ(ps)
3(100) 3-7 800-1200 0.5-0.8
4(100) 5-30 100-900 0.7-7
5(100) 10-40 200-500 1.3-3
6(100) 15-80 90-400 1.6-7
7(100) 40-1500 5-300 2-130
5(111)(symmetric) 15-80 40-400 1.6-16
5(111)(asymmetric) 10-100 40-800 0.8-16
Table 4.1: The variation of the Qλ, γλ and τλ of the ABL/LO-modes. For
Chains with 3-7 between (100) surfaces and for Chains with 5 atoms between
(111) surfaces with sligthly diﬀerent structures. Situations where the peak
energy of the ABL/LO-mode fell close to or outside the bulk band edge have
been disregarded.
Previous studies by Frederiksen et al.[17] obtained a rough estimate for the
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variation of the non-electronic (harmonic and anharmonic) damping of 5-50 μeV for
the longer chains by ﬁtting the experimental IETS signals of Agra¨ıt et al.[25] to a
model calculation. The excitation of vibrations and damping of vibrations through
electron-hole creation are both proportional to the strength of the electron-vibration
coupling. This means that the step in the experimental conductance, when the
bias reaches the vibration energy, can be used to estimate the strength of the
electron-vibration interaction and thereby the electron-hole pair damping. The slope
in the conductance beyond this step can then be used to extract the total damping.
By subtracting the electron-hole pair damping from the total damping an estimate
of the harmonic damping is found.
The estimate in Ref. [17] agrees well with our lowest damping of 5 μeV. The
highest damping we have found was ≈ 400 μeV found for the 6 atom chain which is
an order of magnitude larger than the upper limit of Ref. [17]. We believe that this
discrepancy can be largely attributed to the diﬃculty in extracting the necessary
parameters from experiments when the harmonic damping is large. Furthermore,
for the 6-7 atom chains we observe that the high damping occurs at a low average
bond length, where the electron-vibration coupling is weak[25] which also makes it
diﬃcult to extract the harmonic damping.
There are two main diﬀerences between the (100) and the (111) systems. The
ﬁrst diﬀerence is that the (111)-systems have ABL/LO-modes that are long-lived
compared to the (100)-systems (see Table 4.1 and Fig. 4.12). The second diﬀerence
is the behavior of the localized modes close to the band edge (see Fig. 4.12). The
modes with energies outside the bulk band in the (111) systems are less spatially
localized compared to the (100) case. At low average bond length, the (111)-chain
have ABL/LO-modes extending further into the leads than the (100)-chain.
There are certain general features of how the damping evolves with the average
bond length that are easily understood. Modes with peak energies in the range
16−19 meV in general have a very high damping while those in the range 14−16 meV
have very low damping. This correlates well with the bulk DOS for gold (see e.g.
[22]). The optical peak in the bulk DOS corresponds to strong damping while the
dip between optical and acoustical modes correspond the range of low damping.
To sum up, localized modes occur at low average bond length where the bonds
in the chain are very strong, and give rise to frequencies close to or outside the
bulk band edge. Inside the bulk band strong localization is still possible for the
long chains, especially the 7-atom chain. This requires, however, that the coupling
between the Central Chain and the surface is weak at the typical frequency of
the ABL/LO mode due to the structure of the connection. The behavior depends
strongly on the detailed structure and the average bond length.
4.4 Summary
Localized vibrational modes are a very important property of a solid-state system.
The localization allows the modes to be brought out of equilibrium by e.g. a
current, which is the topic of Chap. 6. Other sources like a Transmission Electron
Microscopy(TEM) or light could similarly bring localized modes out of equilibrium.
The simplest way localization can occur is if the bonds in the device are strong
compared to the bonds between atoms in the leads. In this case, localized modes
occur at frequencies that are too high to couple to vibrations in the leads.
The modes outside the bulk band occur for both the mixed graphene edges and
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the mono-atomic gold chain system. The diﬀerence is that for the gold chain the
modes occur only when the chains are compressed while the localized modes are a
very generic eﬀect of the mixed graphene edge systems.
The mono-atomic gold chain system demonstrates that surprisingly strong
localization can occur even for frequencies inside the bulk band. Overall the chain
systems demonstrate that localization and vibrational life-times are complicated,
varying strongly between diﬀerent types of modes, with the length of the chain and
with strain.
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Figure 4.9: Illustration of the ABL/LO type mode. [Top] Illustration of
the relative motion that deﬁnes an ABL/LO mode, two neighbouring atoms
in the chain oscillate between moving toward and away from each other.
[Bottom] ABL/LO modes for a 5 atom chain, one at high average bond
length and one at low.
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Figure 4.10: (reproduced from [113]) Break voltage of a gold chain vs. vibra-
tional energy (deduced from IETS spectra). The uncertainty is determined
from the number of counts in the histogram.
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Figure 4.11: The vibrational modes for chains with 3-7 atoms between
two 100-surfaces. The center of the disks are positioned at the peak of the
projection of vibrational DOS on the mode in question. The area of a disk is
proportional to the Qλ, but is limited to what corresponds to a Q-factor of
250. he gray level, that ranges from light gray to black in 4 steps signiﬁes
that sλ ∈ [0, 2[(light gray), [2, 4[, [4, 6[, [6, 8[ or [8,∞[(black).
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Figure 4.12: The vibrational modes for 5 atom chains between two (111)
surfaces. [Top] Symmetric pyramids. [Bottom] Asymmetric pyramids (one
atom added to one of the pyramids). The area of a disk is proportional
to the Qλ, but is limited to what corresponds to a Q-factor of 250. The
gray level, that ranges from light gray to black in 4 steps signiﬁes that
sλ ∈ [0, 2[(light gray), [2, 4[, [4, 6[, [6, 8[ or [8,∞[(black).

Chapter 5
Vibrational heat transport
In this chapter, which represents unpublished work, we take a look at heat transport
through the vibrational degrees of freedom. Once we have the self-energy (see
Chap. 3), the calculation of transport is a relatively small extension. First, we shall
look at a method for visualizing heat transport. Then I will introduce a model
self-energy that can be applied to heat transport with gold leads and use it to
investigate a single oxygen atom between gold tips.
5.1 Ballistic heat transport
We consider a system that contains two connected macroscopic reservoirs of diﬀerent
temperatures. In the same way as in Chap. 3 we divide the system into a device
region and several leads. The division of device and leads/environment was arbitrary
when we found the DOS and could be chosen for convenience, but this is not the
case for transport. Each region designated as ‘lead’ must be in thermal equilibrium
at a speciﬁc temperature.
Neglecting interactions the current has the form[114, 115]
I(TR, TL) =
∫ ∞
0
dω
2π
ω(nB(ω, TR)− nB(ω, TL)) Tr[T (ω)] (5.1)
where T = DrΛRDaΛL is the transmission matrix, ΛL/R = −2 ImΠL/R. This
expression for the current holds in the ballistic transport regime which is at low
temperatures and/or over short distances[116].
In the limit, where TL/R approach each other, the conductance takes the form
G(T ) =
∫ ∞
0
dω
2π
g(ω, T ) Tr[T (ω)] (5.2)
g(ω, T ) = ω
∂nB
∂T
=
(ω)2
4kBT 2
1
sinh2( ω2kBT )
.
The shape of g(ω, T ) can be seen in Fig. 5.1, the curve is ﬂat at ω = 0 and falls
oﬀ exponentially at large frequencies. At low temperatures heat is predominantly
transmitted by the low frequency modes. At temperatures, where kBT is much
larger than the size of the transmission window, g(ω, T ) is approximately constant,
g(ω, T ) ≈ kB . In this regime the conductance becomes proportional to the integral
of the transmission.
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Figure 5.1: g(ω, T ) for T=1 K, 10 K and 100 K.
5.2 Vibrational conductance channels
When investigating realistic systems as opposed to model systems it is easy to
be overwhelmed by information due to the large number of degrees of freedom.
To counter this we can try to identify the important degrees of freedom for by
rearranging the basic equations.
When dealing with electronic current, the conductance of the system is often
illustrated by the transmission eigenchannels[117]. I will argue that the reason
these transmission channels are illustrative is because they are also eigenchannels of
conductance at low temperature.
The energy or electronic ballistic conductance through a device can be written
G(P ) =
∫
dωX(ω, P ) Tr[T (ω)] , (5.3)
where T is the transmission matrix, X is a function that depends on the type of
conduction and P is the external potential, e.g. bias or temperature. By switching
the order of trace and integration it is possible to highlight the degrees of freedom
that will carry the current at a given level of the external potential
G(P ) = Tr[G(P )] , (5.4)
where G(P ) =
∫
X(ω, P )T (ω) could be called the conduction matrix. Since the
matrix is inside a trace we can diagonalize it and ﬁnd conduction eigenchannels
which we deﬁne as the eigenvectors of G(P ).
When dealing with electronic conductance, temperature can often be neglected
compared to the variation in bias - even at room temperature, kBT ≈ 30 meV. In
this case the transmission eigenchannels provide insight into the conductance. If
we consider varying the chemical potential in one of the leads only, e.g. the right
lead, then X(ω, μR) is the derivative of the Fermi distribution, nF , a simple delta
function in the low-temperature limit. The conductance becomes
Ge(μR) ∼ Te[μR] , (5.5)
where Ge, Te is the electronic conductance and transmission matrix. In this case,
the transmission eigenchannels and conductance eigenchannels are the same. This
equivalence also holds for zero-bias conductance.
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Figure 5.2: The conductance eigenchannel that dominates conductance at
100 K for linear 4-atom gold chain. Half the cycle of the eigenchannel is
depicted. At each instant of time the atoms are represented by a disc of a
speciﬁc hue and size. For increasing time the (size, hue) goes from (small,
black) to (large, yellow).
For vibrational transport the transmission eigenchannels do not provide direct
insight into conductance. For vibrations the low temperature regime is a more
specialized case - the bulk band width of gold is ≈ 20 meV ≈ kB200 K and the
variation is on an even smaller scale.
To illustrate which degrees of freedom that transmit heat through vibrations we
rewrite Eq. (5.2) as
G(T ) = Tr[G(T )] , (5.6)
where
G(T ) =
1

∫ ∞
0
d
2π
g(ω, T )T(ω) . (5.7)
The conductance matrix, G, can be diagonalized to divide the contribution to
the conductance into contributions from orthogonal modes. These temperature-
dependent modes provide a way of visualising the heat ﬂow at a given temperature.
An example of a conductance eigenchannel is demonstrated in Fig. 5.2 with a
conductance of 0.2 G0 at 100 K, where G0 =
k2pi2T
3h is the thermal conductance
quantum[115]. The channel provides 55% of the conduction at this temperature. In
the ﬁgure we see that energy transfer in this mode occurs along the longitudinal
direction in the chain. Along the chain (left-to-right) the amplitude falls oﬀ and
each atom has a slight delay in following the motion. All in all, the chain seems to
act like a rubber string connecting the two leads and this behaviour is typical of the
investigated short linear chains.
The purpose of the conduction eigenchannels is to provide a meaningful way of
illustrating conduction, an intuitive overview of the important degrees of freedom.
5.3 Model for the self-energy
Here, I will present a model self-energy of a pyramid on top of a (100)-surface and
use it on a single oxygen atom between such tips. Such a model is interesting, since
gold is a standard choice for electrode when investigating molecular conductance. A
successful model requires a minimal number of calculations by the user while at the
same time it delivers accurate results over a large range of systems.
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An attractive possibility would be to model the self-energy at the end of the
mono-atomic chain considering the rest of the system as the environment. If nearest-
neighbour interactions are assumed, we would then only have to capture energy
dependence of a 3×3 matrix corresponding to the two transverse and one longitudinal
motions of the end-chain atom. This description, however, is not suﬃcient since
the bond strength connecting the chain and the rest of the system has a strong
dependence on strain. For instance, the integral of the self-energy varies by more
than a factor 3 within our sample structures. A natural next step would be to
investigate whether we can make a model that solely depends on the coupling
between device and environment.
5.3.1 Getting the most out of the chain-environment cou-
pling
We now assume that we only know the KED part of K explicitly and see how much
information it is possible to extract from this knowledge. As mentioned in Sec. 3.2.1
the self-energy can be written on the form
Πr = KDEdEEKED , (5.8)
where dEE =
1
(ω+iη)2IEE−KEE . In this expression the dependence of the the
coupling KED/KDE is given explicitly.
Given a division into device and environment we can introduce a basis change that
makes the coupling simple. We introduce S as an unitary matrix that diagonalises
KDEKED
KDEKED = SYS
t , (5.9)
where Y is a diagonal matrix with zero or positive ordered values along the diagonal
(low to high). S eﬀectively changes the basis of the device to degrees of freedom that
either do not couple to the environment or couple to one unique degree of freedom
in the environment. We deﬁne D∗ as the collection of eigenvectors with non-zero
eigenvalues (maximum 3 in nearest-neighbour approximation)
Each degree of freedom a ∈ D∗ deﬁnes an environment degree of freedom through
Uac = Kac/|Ka| , (5.10)
where c ∈ E, KD∗E = StKDE and Ka =
√∑
c∈E |Kac|2. Figure 5.3 illustrates the
relation between a degree of freedom a ∈ D∗ and the corresponding Ua. Ua is an
orthogonal but not complete basis of E. The coupling between a ∈ D and Ua is Ka.
The deﬁnition of Ua has some similarities with ‘group orbitals’ in the electronic
structure theory of adsorption[118].
The self-energy in the D∗ basis is
Πrab = Kad
∗
abKb , (5.11)
where d∗ab is the projection of dEE onto the degrees of freedom in the environment
that couple to the a and b degrees of freedom in the chain. In general we use the
notation X∗ab for
∑
c,d∈E U
a
c XcdU
b
d .
We could try to model d∗ directly, but this would not use all the information
contained in KED, since KEE depends on KED through a symmetry requirement
stemming from momentum conservation. If A,B are sets corresponding to the 3
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Figure 5.3: Illustration of the degrees of freedom in D∗ (red arrows) and the
corresponding environment degrees of freedom. [Top] The degree of freedom
with the largest coupling to the environment approximately corresponds to
longitudinal motion of the ﬁrst atom in the chain. [Bottom] The degree
of freedom with the second largest coupling approximately corresponds to
transverse motion of the ﬁrst atom in the chain
degrees of freedom for one nucleus the symmetry requirement is KAA = −∑B KAB .
So the 3 × 3 onsite matrices of KEE fulﬁll the relation KAAEE = KAA0EE + ΔKAAEE ,
where KAA0EE = −
∑
B∈E K
AB
EE and ΔK
AA
EE = −
∑
B∈DK
AB
ED.
To use the knowledge we have of KEE we write the equation for d
∗
d∗ =
1
(ω + iη)2I∗ − (K∗ +Σ∗(ω)) , (5.12)
where Σ∗(ω) is the self-energy due to the elimination of all degrees of freedom in E
except for {Ua, a ∈ D∗}. The equation can be written in terms of what we can and
cannot determine from the knowledge of KED
d∗ =
1
(ω + iη)2I∗ − (ΔK∗ +Q) , (5.13)
where the matrix Q = K∗0 +Σ
∗(ω) is the unknown quantity. If we have a model for
Q the self-energy can be determined from Eqs. 5.13 and 5.11.
5.3.2 Modelling Q
To ﬁnd a suitable model for Q we perform the full calculation of K for a large
number of structures and determine Q from rearranging Eq. (5.13)
Q = (ω + iη)2I∗ − (ΔK∗ + (d∗)−1) , (5.14)
48 5. Vibrational heat transport
Figure 5.4: The 3× 3-matrix, Q for diﬀerent structures. The position of
each plot corresponds to one component of the matrix, from left to right
and up to down the degrees of freedom (in D∗) are ordered according the
strength of the coupling to the environment. The electrode separation was
varied for each sample structure (upper right corner, gold: yellow, oxygen:
red, carbon: grey) and each separation corresponds to a blue and a red line
in each plot, representing the real and imaginary part. The thick black lines
represent the real and imaginary part of a model Q ﬁtted to the data.
where d∗ is evaluated from Eq. (5.11). In Fig. 5.4 Q is evaluated for a lot of diﬀerent
structures and we clearly see a systematic behaviour, the Q-matrix has only a weak
dependence on the exact structure and state of strain.
A simple model of the Q-matrix would be to start of by ignoring the oﬀ-diagonal
terms. Secondly, as a simple model of the diagonal terms we choose
Qmodelaa = α
2 1
(ω − iβ)2 − γ2 θ(ζ
2 − ω2) + ι . (5.15)
The ﬁrst term is the self-energy from eliminating a single degree of freedom with
a DOS which is characterized by a peak at β (and −β due to symmetry) with
broadening β. Comparing to Eq. (5.8) we see that α represents the strength of the
coupling to this ﬁctitious degree of freedom. ζ represents frequency of the calculated
highest frequency state in the bulk and surface (18.7 meV/) and ι describes the
constant K∗0 .
The model is ﬁtted method to the imaginary part of each diagonal element of Q
with α, β, γ as free parameters using the least-squares method. Then ι is found by
ﬁtting to the real part of Q. This model ﬁt (ﬁtted parameters given in Table 5.1) is
compared to the full calculation of Q in Fig. 5.4.
5.4 Summary 49
a ∈ D∗ α(no dim.) β(meV/) γ(meV/) ι(/meV)
1 112 5.28 11.4 10.2
2 115 5.36 11.5 10.6
3 102 4.15 10.5 12.2
Table 5.1: Parameters found by ﬁtting the model for the diagonal elements
described by Eq. (5.15) to a sample of full calculations. 1 and 2 roughly
correspond to the 2 transverse degrees of freedom and 3 to the longitudinal
one.
5.3.3 Test of the vibrational transport
Now we investigate the predictions of the model. An oxygen atom between two
gold tips is used as example system due to a very strong diﬀerence in transmission
depending on geometry. The comparison between transmission and self-energy for
the full and model calculation (see Fig. 5.5) shows that the model is sophisticated
enough to reproduce the general features of the full calculation.
In the ﬁrst geometry of Fig. 5.5 the Au-Au distance of 3.9 A˚ corresponds to three
atoms, Au-O-Au, being almost linear. The self-energy is relatively low since the top
atoms of the pyramids are pulled away towards the other lead which weakens the
bonds. The transmission is a semi-open channel that corresponds to longitudinal
motion in the chain. The model calculation captures both the critical low-energy
behaviour and the general features.
Decreasing the Au-Au distance to 3.5 A˚, the oxygen atom is pushed to the
side and the Au-O-Au group is no longer linear. The self-energy increases but
the transmission drops dramatically - the non-linear geometry is associated with a
markedly lower transmission. Still, both low-frequency and general features are well
replicated by the model calculation.
In the last geometry the Au-Au distance of 2.8 A˚ corresponds to a direct bond
between the tips and a large transmission through several channels. The self-energy
increases slightly and the transmission increases dramatically. In this case the
general features are well replicated by the model but the low-frequency agreement
is poor making the low-temperature conductance < 40 K very diﬀerent for the two
calculations.
The agreement seen in this example is representative of the sample of short chains
that was investigated. The agreement should be even better for the longer chains
since they loose stability when compressed and never become strongly non-linear.
All in all, the model calculation is a good approximation to the full calculation. The
agreement can be improved by ﬁtting additional peaks in the model, something
which could prove necessary for the (111)-pyramids. The accuracy of the model of
course still relies on the accuracy of the full calculation.
5.4 Summary
The calculation of ballistic vibrational heat transport represents a simple extension,
since the transmission function can be calculated from the self-energy.
Vibrational conductance channels were introduced as a method for illustrating
how transport occurs in a system. Using this method, I illustrated that the lon-
gitudinal motion of the chain dominates conductance for the short linear chains
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Figure 5.5: Imaginary part of the self-energy (longitudinal component)
and transmission of two Au(100) pyramids with an oxygen atom between
them at three diﬀerent tip separations. The diﬀerent curves correspond to
the full calculation (black) and the model calculation (red). The Au-Au tip
separations are from top to bottom, 3.9 A˚, 3.4 A˚ and 2.8 A˚.
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considered in the chapter.
In addition, a model of the self-energy was derived, accurate enough to be used
for transport calculation. The model was based on a large number of systems with
(100)-gold pyramids. Only a limited number of leads are commonly used in transport
calculations, and the (100)-pyramid lead is one of them- a relatively simple model
self-energy ﬁtted to ab initio calculation could potentially be useful for a wide range
of simulations.

Chapter 6
Coupling to electrons
In this chapter the interactions between the vibrations and the electrons, which
have previously not been considered, are included. These interactions are needed to
describe Joule heating of the vibrations due to a ﬂowing current.
First we will go through some formal deﬁnitions needed in the calculations. Then
we will look at Joule heating from the vibrational point of view - how the localized
vibrations heat up due to an electric current. Then, from a diﬀerent point of view
we will look at how the electric conductance can be changed by inelastic scattering
by the vibrations.
6.1 Formalism
The interactions are described by the term
Hˆel−vib =
∑
aij
Maij uˆaaˆ
†
i aˆj (6.1)
in the model Hamiltonian (see Sec. 2.2). Because we want to include interactions
(terms with more than two operators) and a source of non-equilibrium (a potential
diﬀerence between the leads), we need the NEGF formalism[119].
6.1.1 Non-Equilibrium Green’s functions(NEGF)
In NEGF we deﬁne two correlation functions (Green’s functions) from which the
properties we are interested in (DOS and current) can be extracted
Dab(τ2, τ1) = − i

〈TC(uˆa(τ2)uˆb(τ1))〉 (6.2)
Gij(τ2, τ1) = − i

〈TC(aˆi(τ2)aˆ†j(τ1))〉 , (6.3)
where τ1, τ2 lie on the ordered non-equilibrium contour, C and TC are the contour-
ordering operators. In NEGF a correlation function is deﬁned on an ordered contour,
C, that runs through the entire time axis twice, ﬁrst from t = −∞ to t = ∞ and
then back again to t = −∞. This contour makes it possible to deﬁne a perturbation
expansion for D and G1 in a general non-equilibrium situation.
1Note that the letter G is used to denote both conductance and electronic Green’s function,
since this is customary and since the meaning should be obvious from context.
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The Green’s function deﬁned on C is useful for formal derivations, but quite
abstract. The lesser(<), greater(>), retarded(r) and advanced(a) components of the
full Green’s function are more closely linked to observable physical quantities. The
lesser and greater functions contain information on particle densities and currents,
while the retarded and advanced functions contain information on the DOS and
scattering rates.
The lesser/greater component of a function is deﬁned as X≶(t2, t1) = X(τ2, τ1),
where τ2 is restricted to the moving-forwards/backwards-in-time part of C, and τ1
is restricted to the moving-backwards/forwards-in-time part of C. The retarded and
advanced components are deﬁned from the lesser and greater components as
Xr(t2, t1) = θ(t2 − t1)[X>(t2, t1)−X<(t2, t1)]
Xa(t2, t1) = −θ(t1 − t2)[X>(t2, t1)−X<(t2, t1)] . (6.4)
Finally, we deﬁne the interaction self-energies, Σ(τe, τs) and Π(τe, τs), from the
Dyson equation. We write it in a compact notation, where convolutions are written
as simple products and all arguments are suppressed
D = D0 +D0ΠD
G = G0 +G0ΣG . (6.5)
Here D0 denotes the phonon Green’s function without electron-vibration coupling,
but with the lead interaction included, while D is the full Green’s function. Similarly
for the electron Green’s functions G0 and G. Our basic approach is trying to
approximate the self-energies.
It should be noted that G0 is evaluated by Transiesta[120] transport calcula-
tions for practical reasons. It could in principle be evaluated by an extension of the
method described in Chap. 3 to deal with the electronic boundary conditions. The
main problem with mixing these methods is that they refer to diﬀerent geometries
of the system, a non-periodic one and a periodic one.
6.1.2 Approximation of the electron-vibration self-energies
NEGF provides an excellent framework for suggesting approximations to the Green’s
functions and for understanding the nature of these approximations. NEGF provides
rules derived from basic conservation laws that a term in the self-energies must obey.
The rules are easiest to apply (and understand) if we use Feynman diagrams (see
e.g. [121]) to represent the terms. If we restrict ourselves to terms in the self-energy
that explicitly include the electron-vibration interaction, M , only up to the second
order, we get the Feynman diagrams shown in Fig. 6.1, which correspond to the
following expressions
ΣHij (τe, τs) = −iδ(τe − τs)
∑
abkl
∫
C
dτ1M
a
klG0lk(τ1, τ1)D0ab(τe, τ1)M
b
ij
ΣFij(τe, τs) = i
∑
abkl
MaikG0kl(τe, τs)D0ab(τe, τs)M
b
lj
ΠPab(τe, τs) = −i
∑
ijkl
MaijG0il(τs, τe)G0jk(τe, τs)M
b
kl . (6.6)
The diagrams (and expressions) can also be interpreted as physical processes involving
electrons and vibrations. The Hartree term, in this context, is the interaction between
6.1 Formalism 55
Figure 6.1: Feynman diagrams of the self-energy terms up to second order
in M . M is represented by a dot, G0 by a directed line and D0 by an
undirected (due to symmetry) wavy line. Only the black part of the diagram
represents the self-energy terms, the red part is the external lines. From
left to right we have the so-called Hartree and Fock terms of Σ and the
Pair-Bubble term of Π.
an electron and an electron-hole pair mediated by a vibration. The Fock term is
the process where an electron temporarily transfers/absorbs some energy to/from a
vibration. The Pair-Bubble term represents a vibration propagating by temporarily
transferring all its energy to an electron-hole pair.
Since we will only do some relatively crude approximations we only need the
lesser and greater components. The lesser/greater component of the Hartree term
vanishes due to the delta function, since τe and τs are not on the same part of
the contour C for these components. The Fock and Pair-Bubble lesser/greater
components are obtained from the Langreth rules[119]
Σ
H≶
ij (te, ts) = 0
Σ
F≶
ij (te, ts) = i
∑
abkl
MaikG
≶
0kl(te, ts)D
≶
0ab(te, ts)M
b
lj
Π
P≶
ab (te, ts) = −i
∑
ijkl
MaijG
≶
0il(ts, te)G
≷
0jk(te, ts)M
b
kl . (6.7)
In steady state the expression only depend on te − ts, so a Fourier-transform in
te − ts is helpful
Σ
H≶
ij (ω) = 0
Σ
F≶
ij (ω) = i
∑
abkl
Maik
∫ ∞
−∞
dω′
2π
G
≶
0kl(ω − ω′)D≶0ab(ω′)M blj
Π
P≶
ab (ω) = −i
∑
ijkl
Maij
∫ ∞
−∞
dω′
2π
G
≶
0il(ω)G
≷
0jk(ω − ω′)M bkl . (6.8)
The above expressions represent the lowest order expansion of the self-energies
in M , so Eq. (6.8) can only represent the dominant terms if the electron-vibration
coupling is weak.
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6.1.3 Self-consistent approximations
Even for a weak electron-vibration the terms in Eq. (6.8) are not necessarily a
good approximation of the self-energies. No matter how large the diﬀerence te − ts
becomes, the inﬂuence of only one scattering event is considered. This is ﬁne in
the externally damped limit - the regime where vibrations are quickly thermalized
by the coupling to the leads after each scattering event. But in the regime where
the lead coupling vanishes the average vibrational energy will match the available
energy in the non-equilibrium electron system, because it is only coupled to this
reservoir. The equilibrium between the vibrational mode and the electron system is
something that builds up from repeated interactions so Eq. (6.8) insuﬃcient in this
regime.
The above problem can be removed by using the so-called self-consistent version
of the approximation. The self-consistent version is found by exchanging all D0 and
G0 with D and G in 6.8 and solving Eqs. 6.4, 6.5 and 6.8 self-consistently. This
self-consistent approximation includes certain classes of the terms in the self-energy
to all orders in M , but it still only holds in the low electron-vibration coupling
regime.
It is important to stress that self-consistent solutions are not exact in the low
coupling regime - their accuracy depend on the diagrams included, and both self- and
non-self-consistent approximations must ultimately be compared to non-perturbative
methods[18, 122].
In this work the self-consistent approach has not been used due to the heavy
computational task involved in repeatedly performing the convolutions and matrix
multiplications of Eq. (6.5) and Eq. (6.8). In Sec. 6.2.1 an alternative approach of
ensuring balance of the energy currents in the system is used, and in Sec. 6.3.1 the
externally damped limit is considered.
6.2 Heating of localized vibrations induced by elec-
tronic current
In this section we investigate how localized modes can heat up in the presence of an
electronic current. First the Lowest Order Expansion(LOE) model is discussed, and
then we return to the mixed graphene edge systems, to see how the LOE model can
be used to make valuable predictions for the stability of the system.
6.2.1 Lowest Order Expansion(LOE)
Completely localized vibrational modes are conceptually simple for two reasons,
they have one speciﬁc energy and one speciﬁc mode vector.
The idea behind the LOE, developed by Frederiksen et al.[17], is to assume
that the mode energy and shape does not change with the addition of an electron-
vibration coupling, but that the mean occupation, 〈nλ〉(V ), of the mode, uλ, is
aﬀected. Here V denotes the voltage drop across the scattering region. This model
is reasonable if the broadening due to the coupling is much smaller than the energy
spacing of the modes.
Under these assumptions the D≶ function reduces to[119]
D≶ = −2πi[〈nλ〉δ(ω ∓ ωλ) + (〈nλ〉+ 1)δ(ω ± ωλ)] . (6.9)
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The power current going into a mode can be found using the lowest order self-energies
(see Eq. (6.8)). In steady state we require the power exchanged between the localized
mode and the electron system to vanish and this requirement determines 〈nλ〉(V ).
The result is that the mean steady-state occupation, 〈nλ〉(V ), can be calculated
as the ratio of the current-induced vibration emission rate, γλem(V ), and the eﬀective
vibrational damping rate, γλdamp(V ). The eﬀective vibrational damping rate is the
damping through electron-hole pair creation minus the rate of spontaneous emission.
Assuming zero electronic temperature and energy independent electronic scatter-
ing states within the bias window, the emission rate is
γλem(V ) =
eV − ωλ
π
θ(eV − ωλ) Tr[MλALMλAR] . (6.10)
where2 Mλ =
∑
aM
auλa
√

2ωλ
and AL/R are the electronic spectral densities of
left/right moving electrons
AL/R = iG
r(ΣrL/R −ΣaL/R)Ga . (6.11)
The eﬀective vibrational damping rate, γλdamp(V ), is
γλdamp(V ) =
ωλ
π
Tr[MλAMλA] , (6.12)
where A = AL +AR is the total electronic spectral density at the Fermi level. The
occupation 〈nλ〉(V ) becomes
〈nλ〉(V ) = 1
2
θ(eV − ωλ)( eV
ωλ
− 1)sλ , (6.13)
where sλ = 2Tr[M
λARM
λAL]
Tr[MλAMλA]
is a dimensionless heating parameter that can vary
from 0 (no heating) to 1 (maximal heating). By assuming that nλ(V ) is Bose
distributed, one can extract an eﬀective temperature of the mode, Tλeﬀ(V ).
6.2.2 Mixed graphene edges
In Sec. 4.2.2 it was argued that systems with ﬁnite armchair edges will have localized
modes along the armchair edge. Now we use the LOE model to calculate the eﬀective
temperature of these localized modes and analyze what role the localized modes
play in the current-induced reconstruction observed in experiments by Jia et al.[20].
The eﬀective temperatures of the localized modes in the two concrete mixed edge
systems are shown in Fig. 6.2. The calculated electronic damping rates and heating
parameters are shown in Table 6.1. From the table we verify that the assumption
that the modes are localized does not break down - the coupling to electrons is not
strong enough to mix the vibrational modes since diﬀerence in vibrational energies
are of the order 10− 100 times larger than the electronic broadening.
We now compare the mode temperatures to the uniform temperature, Td, needed
to destabilize the system on a time scale relevant to the experimental conditions of
Jia et al.[20] which we judge to be of the order of seconds. Thus, we consider a cor-
responding rate of desorption of carbon dimers, q ∼ 1 Hz. We estimate Td ∼2500 K
2The deﬁnition of Mλ was chosen to facilitate a comparison with Frederiksen et al.[17] and
Paulsson et al.[47].
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Figure 6.2: The eﬀective temperature as a function of bias for the localized
modes for the ZAZ (full red and blue curves) and the ZAZZZ system (dashed
purple, green and orange curves). The full black horizontal line indicates
the uniform temperature where the decay rate of the outer C-C dimer of an
armchair reaches 1 Hz.
(see Fig. 6.2) using the Arrhenius equation, q = ν exp[−Ea/(kBTd)], a characteris-
tic attempt frequency, ν = 100 meV/h (a typical vibrational frequency), and an
activation energy of Ea = 6.7 eV [20].
We can go at bit beyond the LOE model and compare the heating of the localized
modes to the modes inside the bulk band by calculating their harmonic damping
due to their coupling to the bulk vibrations (see Sec. 4.3.1) and add this to the
damping by the electrons. Using the LOE model on the broadened modes like this
is a little uncontrolled since it was derived for localized modes. However, there is no
reason to believe that the neglect of the ﬁnite broadening should skew the results
one way or the other when we are discussing the general behavior of all the modes.
We ﬁnd that the damping by the vibrational reservoir is 1 − 100 times the
damping due to the electronic couplings leading to temperatures typically below
1000 K even for a bias of 1 V. Since this temperature yields desorption rates much
lower than those seen in the experiments we conclude that the Joule heating of
the harmonically damped modes cannot account for the reconstruction. Instead,
as shown in Fig. 6.2, the localized modes reach a high temperature at much lower
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Mode ωλ(meV) γ
λ
damp(μeV) s
λ(no dim.)
ZAZ, a 248 99 0.77
ZAZ, b 239 63 0.29
ZAZZZ, c 244 19 0.63
ZAZZZ, d 238 26 0.38
ZAZZZ, e 234 64 0.28
Table 6.1: Mode characteristics. Vibrational energy, electronic damping
and heating parameters of ﬁve localized modes for the two mixed graphene
edge systems ZAZ and ZAZZZ (see Fig. 6.2).
biases, and can thus provide a channel for local desorption. Furthermore, these
modes are also more likely to be involved in the desorption since they directly involve
the disorbing dimers.
The main conclusion is that localized modes are generic for all systems with
armchair edges and they heat up signiﬁcantly more than the average modes located
inside the bulk band. Because of this the localized modes along the armchair edges
are very good candidates for what is destabilizing the mixed graphene edges when a
current ﬂows.
6.3 The externally damped limit
In this section, which represents unpublished work, we examine the externally
damped limit. When mode broadening due to the leads does not vanish it will often
dominate the dynamics of the mode compared to the eﬀect induced by an electronic
current. For the mono-atomic gold chains, this approximation holds if the chains
are not too compressed. Only in few exceptional cases does the reservoir damping
drop low enough to compare with the electron-hole pair damping (see Sec. 4.3.2).
First we will look at an approximation that is suitable when all vibrational modes
are strongly coupled to the leads and the bias is not exceedingly large compared to
the vibrational energies. Then we use this model to predict the inelastic signals of a
short mono-atomic gold chain.
6.3.1 The model
In the externally damped model we assume a weak electron-vibration coupling
relative to the mode-lead coupling. We also limit ourselves to the wide-band limit
and assume extended electronic states at the Fermi level, a good model for the gold
chain system[49]. For simplicity the two reservoirs are assumed to have the same
temperature.
In this case, the vibrational Green’s function can be approximated by the
non-interacting Green’s function in equilibrium
D
≶
0ab(ω) = −2πi[±θ(∓ω) + nB(|ω|)]ρab(ω) , (6.14)
where ρab(ω) =
1
π Im[D
r
0ab(ω)] is the spectral vibrational density[74]. The electronic
current can be well approximated by its second order expansion inM . The expression
for the current is
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I = GquantV Tr[GΓRG
†ΓL]
+
∑
ab
ISab Tr[G
†ΓLG{MaARMb + i
2
(ΓRG
†MaAMb − h.c.)}]
+
∑
ab
IAab Tr[G
†ΓLG{ΓRG†Ma(AR −AL)Mb + h.c.}] ,
where
Gquant =
2e
h
ISab =
e
π
∫
dωρab(ω)(2eV nB +
ω − eV
e
ω−eV
kBT − 1
− ω + eV
e
ω+eV
kBT − 1
)
IAab =
e
π
∫
dωρab(ω)
∫
dωe
2π
× [nF (ωe)− nF (ωe − eV )]Hω{nF (ω′e + ω)− nF (ω′e − ω)}[ωe] .
This result is very similar to the expression given by Paulsson et al.[47], but here it
is derived in details (in App. B) for an arbitrary spectral density.
6.3.2 IETS for a two atom chain
Now we present a very preliminary study of inelastic signals in a two atom gold
chains. The externally damped model should be able to describe a two atom chain.
In this system the structure is narrow enough for us to assume that the majority
of the scattering occurs near the chain, but all atoms are still well connected to
the macroscopic leads and the heat is easily dissipated. In Fig. 6.3 we see that it
is insuﬃcient to treat the vibrations as localized to the chain and that something
approaching the full calculation of the vibrational spectral density is necessary to
describe the inelastic scattering.
The calculated IETS signal has the same magnitude of the conductance drop as
experimental data (see Fig. 6.4). But especially the second derivative of the current
reveals a very diﬀerent behaviour. It is likely that the model conﬁguration does not
correspond to the physical situation in the experiment. In conclusion, a much more
extensive study is needed to test the method.
6.4 Summary
In this chapter the coupling between electrons and vibrations were studied with
methods derived from Non-Equilibrium Green’s Function(NEGF) theory.
If the vibrational spectrum consists of sharp peaks from localized modes, the
heating can be described by the Lowest Order Expansion(LOE) method. The LOE
method was applied to vibrational edge modes of mixed graphene edges. This study
was used to argue that localized modes at the edges play a fundamental role in
current-induced reconstructions of graphene edges.
Another model was used to analyze the Inelastic Tunneling Spectroscopy(IETS)
signal in a very diﬀerent regime. When the coupling to the leads is strong the
temperature does not build up due to eﬃcient dissipation. The method was applied
to a short gold chain of two atoms.
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Figure 6.3: Calculation of IETS signal at 0 K as the vibrational degrees
of freedom are successively unfrozen. The bottom inset shows the structure
that the IETS was calculated for, while the top inset shows the diﬀerent
regions that were allowed to vibrate. For the red curve only the chain was
allowed to vibrate, for the green curve the base is also allowed to vibrate, for
the blue curve the entire device region is allowed to vibrate, and ﬁnally for
the black curve the vibrational boundary conditions are applied.
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Figure 6.4: (Composite ﬁgure partially reproduced from [26]). Measured
(by Agra¨ıt et al., in grey) and calculated IETS signals (in red) at 4.2 K. The
calculation was performed on the structure shown to the right. The experi-
ment was performed by repeatedly forming and pulling apart a gold contact.
The curves were obtained for a structure that Agra¨ıt et al. conjectured to be
a short chain based on the contact displacement vs. conductance history.
Chapter 7
Summary and Outlook
7.1 Summary
The technological progress in recent decades has given us a limited ability to visualize
and create structures with atomic precision. At the same time electronic devices have
shrunk to dimensions where quantum eﬀects cannot be neglected. The simulation
of novel devices and the techniques to create and characterize them presents an
ongoing challenge. Knowledge of the lattice vibrations is required to explain inelastic
signals and breakdown of electronic devices. In recent years, vibrational properties
per se have come into focus on their own due to novel devices and measurement
techniques.
This thesis focuses on calculating the boundary conditions of vibrational prop-
erties accurately with ab initio methods. A numerical scheme was developed that
combined several Density-Functional Theory(DFT) calculations to build the dynami-
cal matrix and use it to derive vibrational properties, e.g. the Density Of States(DOS)
and vibrational heat transport. This scheme was used to investigate the vibrational
properties of gold chains and graphene edge structures. The gold chains were found
to have a very complex and highly strain-sensitive vibrational structure and the
maximal life-time of vibrational modes was found to match experimental data.
Based on an extensive amount of calculations a model for the vibrational response
of a gold lead was developed. Gold is the most common material used in studies of
molecular contacts so we hope that an inexpensive method for creating a realistic
self-energy will be helpful to a large community.
Finally, the interplay between electrons and vibrations were studied with methods
derived from Non-Equilibrium Green’s Function(NEGF) theory. According to our
analysis localized edge modes of mixed graphene edges exist under quite general
circumstances. Since the modes are localized the heating can be described by
the Lowest Order Expansion (LOE) method. This scheme was used to argue
that localized modes at the edges play a fundamental role in current-induced
reconstruction. In the opposite regime, where vibrations are delocalized, the device
will not heat up but the correct vibrational spectral function is needed to predict
the inelastic signal of the device.
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7.2 Outlook
Ballistic conductance and low-temperature properties represent an important ﬁrst
step in the ab initio desciption of vibrations in realistic systems. Going further,
including anharmonic interactions are essential to predict room temperature proper-
ties as well as breakdown of devices. A promising route to an ab initio description
of anharmonic interactions is to mix classical Molecular Dynamics(MD) with quan-
tum corrections[84, 123]. Similarly, improved methods could be used dealing with
for semi-conducting/isolating systems (e.g. GW[70, 71] or Time-Dependent(TD)-
DFT[72, 73]).
The arrival of the saser[8, 9] opens up the possibility of precise manipulating
of vibrations. Accurate realistic calculations are needed to match this precision.
The continually improving control and understanding of electrons and vibrations is
also opening up exiting new possibilities, e.g. using electromigration as a precise
nanoscale tool[20] or of designing nanoscale motors[124, 125].
This is the end.
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Appendix A
Programming details
In this appendix the Python[126] code I have developed during the PhD. project
is presented. This is not meant to be a manual but to provide an overview of the
design and capabilities of the code. First I will go through the overall structure of
the code and then the concrete calculations that can be performed at present.
A.1 Structure
The modules in the code are structured in two main categories. First there are the
modules that are used to deﬁne the atomic structure. These modules take the user
input and translates it into an internal representation of the structure. Secondly
there are the modules that calculate diﬀerent properties for these structures. Finally
there are also some extra utilities modules that provide helper functions. The main
objective that I hoped to achieve was to provide a ﬂexible framework for calculating
vibrational and electronic properties of nanoscale structures coupled to macroscopic
leads.
A.1.1 Deﬁning the atomic structure
These are the modules that take user input and deﬁnes the atomic structure:
• cluster
• crystal
• surface
• system
• range of systems
The idea behind these modules is to use the lower level objects to build larger
and more complex objects. The simplest objects are the cluster and the crystal
objects. The cluster object simply contains the position and element of each atom
and the crystal is deﬁned by the material and the crystal structure. The relatively
simple (crystal) surface object is deﬁned by combining a crystal and a cutting
plane through that crystal.
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Each of these simple objects have their own coordinate system. The crystal
has a coordinate system given in terms of its Bravais lattice vectors. The surface
uses the minimal surface unit cell, plus the smallest vector to an atom in the next
layer, as a coordinate system. An additional orthogonal coordinate system is also
generated.
Now comes the more complex combined objects, the system and range of system
objects. The system object combines clusters and surfaces. To construct the
combined system we also need specify how the diﬀerent coordinate systems relates
to each other. The system object contains its own coordinates and for each cluster
or surface we input one point, given in both coordinate systems, and the three
rotations (around 1., 2. and 3. axis) needed to go from the unit vectors of the
system object to those of the cluster or surface objects.
The range of systems object is the most complicated one. The idea is that we
create a function that takes a continuous value and returns a system. If we input
a function and a range of values we will have a continuous range of systems, e.g.
systems at diﬀerent strains. The range of systems object is implemented in a
quite ad hoc fashion.
The idea behind this code structure is that any type of system can be created
from basic building blocks that can be rotated in relation to each other. I have
only implemented crystals, clusters and surfaces, but something like nanowires
or an inﬁnite pyramid shape could also be added. To add a new building block
you just have to deﬁne an internal coordinate system and functions to set up the
structure. Of course, the new building blocks only become useful when a function
for calculating the self-energy is supplied, but a proper framework and standardized
way of adding functionality will simplify this task.
A.1.2 Example: Add-atom
As an example of how a calculation will run, I will use the calculation of the Green’s
function near an add-atom on a surface.
As the ﬁrst thing a cluster of one atom and a surface is initialized
addatom=cluster(AtomList([Atom(’Au’,(0,0,0))]))
surf=surface(’Au’,’bcc’,(1,1,1))
The cluster and surface object is then used to initialize the system object
addatom_sys=system(regions=[addatom,surf],
connects=[[(0,0,0),(0,0,0)],[(0,0,1),(0,0,0)]],
angles=[(0,0,0),(0,0,0)],
path=’my_directory’,
pertubation_length=5.0,
setup_calculation=[’CG’,’FC’])
addatom_sys.finalise()
The connects keyword takes one point in space for each region, e.g. one for
the add-atom and one for the surface. Each point is given in both the region
coordinate system and in the new coordinate system related the new system object
(see Fig. A.1). In this example, we deﬁne that the origo of the cluster coordinate
system is the same point as in the new coordinate system.
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Figure A.1: How to match up surface and cluster to set up an add-atom
system. The blue arrows are the one orthonormal coordinate system used
for the cluster, which we choose to coincide with the system coordinate
system. The red arrows are the two coordinate systems used for the surface.
One is skew with two vectors deﬁning the surface unit cell and the third
pointing to the nearest atom in the next layer. The other is orthonormal
with the third vector pointing orthogonally to the surface plane.
[...,[(0,0,1),(0,0,0)]]
means that the origo of the new coordinate system is the same point as an atomic site
one layer above the surface. The angle keyword works similarly. In this example the
orthonormal unit vectors are not rotated compared to each other. The path is the
directory where ﬁles relating to the calculation are stored and perturbation length
is the assumed range of the dynamical matrix.
setup_calculation=[’CG’,’FC’]
means that the two SIESTA calculations are prepared; the Conjugate Gradient(CG)
relaxation of the structure and the Force Constant(FC) calculation. These two
calculations are prepared when we ask the system to ﬁnalize.
Once this system object is created, it can be used for a number of diﬀerent
calculations.
A.1.3 Properties of the atomic structure
The modules used to calculate diﬀerent properties of a given structure is
• crystal functions
• surface functions
• system functions
• range of systems functions
For each module x that deﬁnes an atomic structure we also have a module x functions
which deﬁnes the calculations of the properties (except cluster functions, since I
had no use for it).
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Since each object has its own coordinate system it is easy to reuse stored
calculations. If we are e.g. looking at chains between (100)-surfaces the Green’s
function is calculated in the same way for both the top and bottom (100)-surface.
The calculation can also be reused for diﬀerent systems with the same leads.
A.1.4 Example: Green’s function for an add-atom
Here I show how to calculate the Green’s function for the add-atom system we
deﬁned in Sec. A.1.2. First the addatom system is handed to the getGreenFunction
object creating a calculator for this speciﬁc system:
addatom_cal=getGreensFunction(addatom_sys)
This calculator is then given convergence parameters and the mesh of energies on
which to calculate the Green’s function.
addatom_cal(energies=[0,1,2], correlation_length=50,central_eta=.1,eta=.1)
The two lines in this section along with the ones in Sec. A.1.2 constitute a simple
script for using the code. However, the necessary SIESTA calculations will not be
initiated, only prepared. Instead the calculator will return an error and a list of
the missing calculations. The missing calculations can be initiated manually, or
automatically using the submitter.py module.
To calculate the Greens function, the getGreensFunction calculator (see
Fig. A.2), needs two functions, the dynamical matrix and the self-energy. These
calculations the same type of functions as getGreensFunction and are also found
in system functions. The system object and the parameters are simply passed
onto the getDynamicalMatrix and getSelfEnergy functions in the same way
that getGreensFunction was called.
I will go through the calculation of the dynamical matrix in detail since it can
be explained quickly due to its simplicity, but is not fundamentally diﬀerent from
the self-energy calculation.
The Dynamical Matrix
To ﬁnd the dynamical matrix of the system three separate levels of SIESTA calcu-
lations are needed. First step is simple, getFCMatrix is called with addatom sys.
The force constant matrix is found by reading an FC calculation containing the
addatom and the atoms close to the addatom in the surface. In addition, we also
need the force constant matrix of the surface without an addatom. getFCMa-
trix(addatom sys) does this by taking the surface object associated with the
system object and handing it to the getSurfaceFCMatrix function from the
surface functions module.
The getSurfaceFCMatrix(surface) calculator in turn reads data from a slab
SIESTA calculation to get the force constants between atoms in the ﬁrst few layers
(depending on the range of K). After a few layers the force constants are replaced by
those of the inﬁnite crystal. getSurfaceFCMatrix(surface) takes the crystal ob-
ject associated with the surface object and hands it to the getCrystalFCMatrix
function from the crystal functions module. The resulting getCrystalFCMa-
trix(crystal) calculator ﬁnally reads data from a fully periodic SIESTA calculation.
To sum up, the calculation of the dynamical matrix takes SIESTA calculations
on three diﬀerent levels, system, surface and crystal. At each level the calculation
takes place without referring to the level above.
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getGreensFunction(system)
getSelfEnergy(system)(kwargs)getDynamicalMatrix(system)
getFCMatrix(system)
getFCMatrix(surface)
getlFCMatrix(crystal)
Read SIESTA
Result
Read SIESTA
Result
Read SIESTA
Result
getSelfEnergy(system)
getSelfEnergy(surface)
getUnpertubedDynamicalMatrix(surface) getSurfaceGreensFunctionPrDiffVector(surface)
getFCMatrix(surface) getDynamicalMatrix(surface)
Figure A.2: Functions involved in the calculation of the Green’s function.
The yellow boxes represent the functions where the result is saved by default.
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A.1.5 Handling data
I wrote earlier that the calculation of the self-energy was similar to the calculation
of the dynamical matrix, however there is one major diﬀerence; the self-energy
calculation requires handling of massive amounts of data since it is a matrix for each
energy. A not unreasonable size of 60× 60× 20.000 ≈ 50.000.000 would be to large
for the program to handle in one chunk. The strategy for handling data is coded
into the retriever.py module. This module creates templates for the calculations,
shared functions that tell a calculation how to handle saving and reading data.
A simple template (Retriever) is used for simple calculations like the dynamical
matrix. For calculations that are a function of some variable, mostly energy, some
changed functionality for handling data is provided by the functionOf template.
If the size of the largest array exceeds the maximal size allowed in the calculation,
the calculation is divided into smaller calculations with an equal amount of energy
points. These smaller calculations are then evaluated, and optionally saved, one by
one.
Reading and writing data became a little diﬃcult with the division of the energy
grid since a new calculation might use a diﬀerent array of energy points. It took
some eﬀort to solve this, but it is now possible to reﬁne and extend the energy grid
without recalculating.
A.1.6 Code structure summary
The code is divided into parts that deﬁne atomic structures and parts that calculate
diﬀerent types of properties of a given atomic structure. One module provides a
standardized ﬁle handling for calculations of new properties. The design philosophy
has been to make a strong framework for quickly adding functionality.
A.2 Code capabilities
Now that we have looked at structure of the code, the design and the way diﬀerent
elements work together, it is time to look at what the code can actually do. Here I
will go through the kinds of systems that can be used and the kinds of calculations
that can be done.
A.2.1 Kinds of systems
The functionality has been added along the way, which means that only the systems
I have needed are implemented. On the other hand, the gold and graphene system
are so diﬀerent that the code had to be quite versatile.
The code can deal with 2 and 3 dimensional crystals with a basis. Only the FCC
and the graphene crystal structures are included, but adding new crystal structures
amount to adding a few lines to crystal.py. Similarly only the elements gold,
oxygen, carbon, nickel and sulphur have been included, but adding new ones only
requires adding the molecular weight in atoms.py and supplying a pseudopotential
and basis set in the data folder.
The types of surfaces that can be used are mostly limited by the underlying
crystal. In addition to this, it is only possible to deﬁne one surface for a given
normal vector even though several distinct surfaces exist if the crystal has a basis.
This case should be relatively simple to ﬁx.
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It is at present not possible to remove atoms from the crystal or the surface
objects, a feature that would be useful for investigating impurities, where atoms of
the periodic lattice are exchanged for other atoms.
The possible types of systems are limited by several factors, one of them the
limitations to the crystal and surface objects. Another thing is the limited choice
of leads, only surfaces. Finally, when two surfaces are included, they must be of the
same type and placed opposite of each other in a special way that allows the crystal
structure of the surfaces to match up. The ﬁnal constraint is due to the need to
perform Transiesta calculations which require this setup.
A.2.2 Kinds of properties
The vibrational Green’s function is the most important calculation. Most other
calculations are either intermediate calculations or calculations directly based on
the Green’s function, notably the DOS. Some of the calculations were however quite
complex and deserves independent mention.
getModes is a method for ﬁnding vectors that can approximately be described
as broadened modes of the central part of the system. The reason this was quite
complicated is that diﬀerent broadening requires very diﬀerent energy sampling. To
save time the energy mesh was reﬁned iteratively where needed.
getHeatConductanceEigenvalues(range of systems) calculates the ballis-
tic heat conductance eigenvalues as a function of temperature through a range of
systems. The diﬃculty here is to handle large amounts of data, changing from
a function of energy to a function of temperature without loading to much into
memory.
getInelasticSignal calculates the diﬀerential electrical conductance, including
scattering by vibrations. Here the extra complexity lies in combining electronic and
vibrational transport.
A.3 Summary
The idea of the code is to have objects that represent very simple structures and
refer to them by a minimal label. E.g. a gold FCC crystal can be deﬁned by simply
calling the function crystal with ‘Au’ and ‘FCC’, a (111) surface by calling surface
with ‘Au’, ‘FCC’ and ‘(1,1,1)’. These simple objects can then be used in diﬀerent
types of systems and their properties only have to be calculated once.
This is the overarching idea, and diﬀerent types of functionality was implemented
when needed it. For instance 2D crystals, and crystals with a basis was implemented
when I needed to examine graphene.

Appendix B
Electronic current in the
externally damped limit
In this appendix the derivation leading to Eq. (6.3.1) is presented. The central
region Hamiltonian and dynamical matrix are assumed to be unchanged by the
applied bias, the electronic Green’s function without electron-vibration interaction
is assumed constant in energy at the Fermi level (wide-band limit) and the full
Green’s function is expanded to second order in the electron-vibration coupling.
We start from the equation for the electronic current from the right reservoir to
the system
IL = −2e
∫ ∞
−∞
dωe
2π
Tr[Σ<L (ωe)G
>(ωe)−Σ>L (ωe)G<(ωe)] . (B.1)
Expanding the current to second order in M the lead self-energies remain the same
and only G≷ are altered. In the following the subscript evi means electron-vibration
interaction and the number subscript shows to what order the quantity is evaluated
in M . G≷ can be rewritten
G≷(ωe) = G
r(ωe)(
∑
α=L,R
Σ≷α (ωe))G
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The expansion of G≷ to 2. order in M follows
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∑
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We now evaluate the current from each of these four terms in G
≷
2 independently.
The lesser/greater electron-vibration self-energy to 2. order in M is given by the
Fock term as discussed in Sec. 6.1.2
Σ
≶
evi(ωe) = 
∫ ∞
0
dωMa[nB(ω)G
≶
0 (ωe∓ω)+(nB(ω)+1)G≶0 (ωe±ω)]ρab(ω)Mb ,
(B.2)
where
rhoab(ω) =
1
π
Im[Dr0ab(ω)] . (B.3)
The derivation will be quite long so a very simpliﬁed notation is used. The 0
and 2 subscripts are suppressed. G is written for Gr0. Arguments for function are
only written when it is necessary for the argumentation. Finally, integration limits
are not written, they remain the same as in Eqs. B.1 and B.2.
B.1 1st term
The calculation of the current due to the ﬁrst term, G
≷
0 , in the expansion of the
full Green’s function is easy since this is this is the conductance in the absence of
electron-vibration interaction
I1L = −2e
∫ ∞
−∞
dω
2π
Tr[Σ<LG
> −Σ>LG<]
= GquantV Tr[G
rΓRG
aΓL] ,
where Gquant is the quantum of conductance.
B.2 2. term
Here we calculate the current due to the second term, GΣ
≷
eviG
†, in the expansion
of the full Green’s function
I2L = −2e
∫ ∞
−∞
dωe
2π
Tr[Σ<LGΣ
>
eviG
† −Σ>LGΣ<eviG†]
= −2e
∫ ∞
−∞
dωe
2π
Tr[G†(Σ<LGΣ
>
evi −Σ>LGΣ<evi)]
= −2e
∫ ∞
−∞
dωe
2π
∫ ∞
0
dω
× Tr[G†(inLΓLGMa(nBG>(ωe + ω) + (nB + 1)G>(ωe − ω))Mb
+ i[1− nL]ΓLGMa(nBG<(ωe − ω) + (nB + 1)G<(ωe + ω))ρab(ω)Mb)]
= −2e
∫ ∞
0
dω
∫ ∞
−∞
dωe
2π
Tr[G†ΓLGMaGXabρab(ω)G†Mb] ,
where X
X = inL(nBΣ
>(ωe + ω) + (nB + 1)Σ
>(ωe − ω))
+ i[1− nL](nBΣ<(ωe − ω) + (nB + 1)Σ<(ωe + ω))
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is a placeholder for the diﬃcult part. To reduce the expression, the following is
useful
Γα = HCαaαHαC
Aα = G
rΓαG
a
Σ>α = −i[1− fα]Γα
Σ<α = ifαΓα .
X can be wriiten
X = inL(nBΣ
>(ωe + ω) + (nB + 1)Σ
>(ωe − ω))
+ i[1− nL](nBΣ<(ωe − ω) + (nB + 1)Σ<(ωe + ω))
= inL(nB(−i[1− nL−]ΓL − i[1− nR−]ΓR)
+(nB + 1)(−i[1− nL+]ΓL − i[1− nR+]ΓR)
+ i[1− nL](nB(inL+ΓL + inR+ΓR)
+(nB + 1)(inL−ΓL + inR−ΓR))
= ΓL{nB(nL − nL−) + nB(nL − nL+)
+nL[1− nL+]− nL−[1− nL]}
+ ΓR{nB(nL − nR−) + nB(nL − nR+)
+nL[1− nR+]− nR−[1− nL]} ,
where nL± = nF (ωe − (μL ± ω)). We now evaluate the integral over electronic
energies for each term.
The term proportional to ΓL vanishes since ﬁrst two terms cancel out

∫
dωe(nL − nL±) = ∓ω .
The diﬀerence between the last two terms vanishes because integrands are simply
shifted in energy compared to each other
∫
dωenL−[1− nL] =
∫
dωenL[1− nL+] .
For ﬁrst two terms proportional to ΓR we use that

∫
dωe(nL − nR±) = eV ∓ ω ,
and the integral evaluates to 2eVnB . For last two terms proportional to ΓR we use
that ∫
d(ωe)nF (ωe)[1− nF (ωe − Δωe)] = ΔωenB(Δωe) ,
i.e

∫
dωenF (ωe − eV )[1− nF (ωe − ω)] = 
∫
dωenF (ωe)[1− nF (ωe − (ω − eV )]
= (ω − eV )nB(ω − eV ) .
Similarly the ﬁnal term evaluates to −(ω + eV )nB(ω + eV ).
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The total integral over X gives

∫
dωeX(ωe) = ΓR(2eV nB +
ω − eV
e
ω−eV
kBT − 1
− ω + eV
e
ω+eV
kBT − 1
) .
Putting back this expression into the expression for the current we get
I2L = J
2
ab Tr[G
†ΓLGMaARMb]
J2ab =
e
π
∫
dωρab(ω)(2eV nB +
ω − eV
e
ω−eV
kBT − 1
− ω + eV
e
ω+eV
kBT − 1
) .
B.3 3. term
We now evaluate the current due to the 3. term in the expansion of the Green’s
function, GΣ
≷
αG
†ΣaeviG
†.
I3L = −2e
∫
dωe
2π
Tr[Σ<LG
†(Σ>L +Σ
>
R)GΣ
a
eviG
† −Σ>LG†(Σ<L +Σ<R)GΣaeviG†]
= −2e
∫
dωe
2π
Tr[G†(Σ<LG(Σ
>
L +Σ
>
R)−Σ>LG(Σ<L +Σ<R))G†Σaevi]
= −2e
∫
dωe
2π
Tr[G†YG†Σaevi]
where Y is a placeholder that can be simpliﬁed
Y = Σ<LG(Σ
>
L +Σ
>
R)−Σ>LG(Σ<L +Σ<R)
= inLΓLG(−i[1− nR]ΓR − i[1− nL]ΓL)
+ i[1− nL]ΓLG(inRΓR + inLΓL)
= (nL[1− nR]− nR[1− nL])ΓLGΓR
= (nL − nR)ΓLGΓR .
Putting Y back into the expression for the current we get
I3L =
e
π
Tr[G†ΓLGΓRG
∫
dωe(nL − nR)Σaevi] .
Since nL − nR is symmetric in energy around (μL + μR)/2 any asymmetric contri-
bution in Σaevi will integrate to 0.
The advanced self-energy can be written
Σaevi = −
1
2
(Σ>evi −Σ<evi)−
i
2
Hω′e{Σ>evi −Σ<evi}[ωe] ,
where Hω′e{f(ω′e)}[ωe] is the Hilbert transform of f . This expression comes from
simply transforming the deﬁnition of the advanced self-energy (see Eq. (6.4)) to
Fourier space.
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B.3.1 First part of 3. term
We now evaluate the current from each of the two terms in Σaevi. X is used as a
placeholder for the ﬁrst term
X = −1
2
(Σ>evi −Σ<evi)
= −1
2
∫
dω
×Ma[nBG>(ωe + ω) + (nB + 1)G>(ωe − ω)
−nBG<(ωe + ω)− (nB + 1)G<(ωe − ω)]ρabMb
X = −1
2
∫
dωMaGYabG
†ρabMb ,
where
Y = nBΣ
>(ωe + ω) + (nB + 1)Σ
>(ωe + ω)
−(nBΣ<(ωe − ω) + (nB + 1)Σ<(ωe − ω)
= nB [Σ
>(ωe + ω)−Σ<(ωe + ω)] + nB [Σ>(ωe − ω)−Σ<(ωe − ω)]
+[Σ>(ωe − ω)−Σ<(ωe + ω)]
= −i2nBΓ+ {−i[1− nL+]− inL−}ΓL + {−i[1− nR+]− inR−}ΓR
= −i[(2nB + 1)Γ+ (nL− − nL+)ΓL + (nR− − nR+)ΓR] .
We can rewrite this expression in symmetric and asymmetric terms around
(μL + μR)/2
YS = −i(2nB + 1 + 1
2
[nL− − nL+ + nR− − nR+])Γ
YA =
−i
2
(nL− − nL+ − (nR− − nR+))(ΓL − ΓR) .
We now evaluate
∫∞
−∞ dωe(nL−nR)X. First of all the asymmetric term vanishes
since it is integrated with an even function. And since nL−−nL+ and nR−−nR+ are
mirrored around (μL + μR)/2 we can evaluate their integral with an even function
as two times the integral of one of the terms∫ ∞
−∞
dωe(nL − nR)Ysym
= −i{(2nB + 1)eV +
∫ ∞
−∞
dωe(nL − nR)(nL− − nL+)}Γ
= −i{(2nB + 1)eV +
∫ ∞
−∞
dωe(nL − nR)([1− nL+]− [1− nL+])}Γ
= −i{(2nB + 1)eV + (ω)nB(ω)− (−ω)nB(−ω)
−(eV + ω)nB(eV + ω) + (eV − ω)nB(eV − ω)}Γ
= −i{2nBeV + (eV − ω + (ω − eV )nB(ω − eV ))− (eV + ω)nB(eV + ω)}Γ
= −i{2nBeV + (eV − ω)nB(eV − ω))− (eV + ω)nB(eV + ω)}Γ .
The last equality follows from
nB(x) + nB(−x) = −1 .
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All in all, the current associated with ﬁrst part of the 3. term in the expansion
of G is
I3,1L = J
3,1
ab Tr[
i
2
G†ΓLGΓRG†MaAMb]
J3,1ab = J
2
ab .
Note that the factor in front of this current expression is the same as for the 2. term
in the expansion.
B.3.2 Second part of the 3. term
Now we evaluate the current due to the second part of the 3. term of the expansion
of the electronic Green’s function.
We evaluate the current due to the second term in advanced self-energy
X = − i
2
H{Σ>evi −Σ<evi} .
Again, since only the symmetric part of X contributes to the current we eliminate
the asymmetric part. The Hilbert transform transforms symmetric functions to
asymmetric functions and vice versa (around any point) so we only need the
asymmetric contribution from the expression inside the Hilbert transform
∫
dωe(nL − nR)XS = i
∫
dωe(nL − nR)H{−1
2
(Σ>evi −Σ<evi)A}
= − i
2
∫
dωMaG
∫
dωe(nL − nR)H{YAab}G†ρabMb ,
where YA is the asymmetric component of Y as deﬁned in the previous section. We
examine the Hilbert transform of the asymmetric contribution
∫
dωe(nL − nR)H{YA}
=
−i
2
(ΓL − ΓR)
∫
dωe(nL − nR)H{nL− − nL+ − (nR− − nR+)}
=
−i
2
(ΓL − ΓR)
∫
dωe(nL − nR)(H{nL− − nL+}+H{−(nR− − nR+}) .
Since nL− − nL+ and −(nR− − nR+) has the same asymmetric contribution their
Hilbert transform has the same symmetric contribution and we can in stead calculate
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two times the integral of one of them. We choose −(nR− − nR+) which gives∫
dωe(nL − nR)H{YA}
= −i(ΓL − ΓR)
∫
dωe(nL − nR)H{−(nR+ − nR−)}
= i(ΓR − ΓL)
∫
dωe(nR − nL)H{nR+ − nR−}
= i(ΓR − ΓL)
∫
dωe(nF (e− μR)− nF (e− μL))
×H{nF (ω′e + ω − μR)− nF (ω′e − ω − μR)}[ωe]
= i(ΓR − ΓL)
∫
dωe(nF (ωe)− nF (ωe − (μL − μR)))
×H{nF (ω′e + ω − μR)− nF (ω′e − ω − μR)}[ωe + μR/]
= i(ΓR − ΓL)
∫
dωe(nF (ωe)− nF (ωe − eV ))
×H{nF (ω′e + ω)− nF (ω′e − ω)}[ωe] ,
where the last line follows from the property H(f(x′))[x+ y] = H(f(x′ + y))[x] of
the Hilbert transform.
The current associated with the present term is
I3,2L = J
3,2
lm Tr[G
†ΓLGΓRG†Ma(AR −AL)Mb]
J3,2ab =
e

∫
dωe
2π
(nF (ωe)− nF (ωe − eV ))
×
∫
dωρab(ω)H{nF (ω′e + ω)− nF (ω′e − ω)}[ωe] .
B.4 4. term
We now evaluate the current due to the 4. term in the expansion of the Green’s
function, GΣreviGΣ
≷
αG
† The current for this term is very similar to the previous
term. First of all, the retarded self-energy
Σrevi =
1
2
(Σ>evi −Σ<evi)−
i
2
Hω′e{Σ>evi −Σ<evi}[ωe] ,
contains the same terms as the advanced but with a change in sign of the ﬁrst term.
Similarly to the previous section we ﬁnd that a term X in the retarded self-energy
is associated with the current
I4L =
e
π
Tr[G†ΓLG(
∫
dωe(nL − nR)X)G†ΓR] .
Since we have already evaluated the integral over each of these term we can just
plug them in, remembering the change of sign for the ﬁrst term
I4,1L = J
4,1
ab Tr[
i
2
G†ΓLGMaAMbG†ΓR]
J4,1ab = −J2ab
I4,2L = J
4,2
ab Tr[G
†ΓLGMa(AR −AL)MbG†ΓR]
J4,2 = J3,2 .
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B.5 Result
When we examine the 2. terms in the expansion of the current we see that they fall
into two groups with the same prefactor. (I2, I3,1, I4,1) gives rise to a symmetric
conductance with bias and (I3,2, I4,2) to an asymmetric conductance. When the
terms are collected in these two groups we get
ILOE
= GquantV Tr[GΓRG
†ΓL]
+ISab Tr[G
†ΓLG{MaARMb + i
2
(ΓRG
†MaAMb − h.c.)}]
+IAab Tr[G
†ΓLG{ΓRG†Ma(AR −AL)Mb + h.c.}] ,
where
ISab =
e
π
∫
dωρab(ω)(2eV nB +
ω − eV
e
ω−eV
kBT − 1
− ω + eV
e
ω+eV
kBT − 1
)
IAab =
e
π
∫
dωρab(ω)
∫
dωe
2π
×[nF (ωe)− nF (ωe − eV )]Hω′e{nF (ω′e + ω)− nF (ω′e − ω)}[ωe] .
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We present a modiﬁcation of the  self-consistent ﬁeld SCF method of calculating energies of excited
states in order to make it applicable to resonance calculations of molecules adsorbed on metal surfaces, where
the molecular orbitals are highly hybridized. The SCF approximation is a density-functional method closely
resembling standard density-functional theory DFT, the only difference being that in SCF one or more
electrons are placed in higher lying Kohn-Sham orbitals instead of placing all electrons in the lowest possible
orbitals as one does when calculating the ground-state energy within standard DFT. We extend the SCF
method by allowing excited electrons to occupy orbitals which are linear combinations of Kohn-Sham orbitals.
With this extra freedom it is possible to place charge locally on adsorbed molecules in the calculations, such
that resonance energies can be estimated, which is not possible in traditional SCF because of very delocalized
Kohn-Sham orbitals. The method is applied to N2, CO, and NO adsorbed on different metallic surfaces and
compared to ordinary SCF without our modiﬁcation, spatially constrained DFT, and inverse-photoemission
spectroscopy measurements. This comparison shows that the modiﬁed SCF method gives results in close
agreement with experiment, signiﬁcantly closer than the comparable methods. For N2 adsorbed on ruthenium
0001 we map out a two-dimensional part of the potential energy surfaces in the ground state and the 2
resonance. From this we conclude that an electron hitting the resonance can induce molecular motion, opti-
mally with 1.5 eV transferred to atomic movement. Finally we present some performance test of the SCF
approach on gas-phase N2 and CO in order to compare the results to higher accuracy methods. Here we ﬁnd
that excitation energies are approximated with accuracy close to that of time-dependent density-functional
theory. Especially we see very good agreement in the minimum shift of the potential energy surfaces in the
excited state compared to the ground state.
DOI: 10.1103/PhysRevB.78.075441 PACS numbers: 31.15.xr, 31.50.Df, 82.20.Gk
I. INTRODUCTION
Density-functional theory1,2 DFT has proved to be a vi-
tal tool in gaining information on many gas-surface pro-
cesses. This may be surprising, since DFT is only valid for
relaxed systems in their ground state and therefore not di-
rectly applicable to dynamical situations. However, often the
electrons relax much faster than the time scale of the atomic
movement, such that the electron gas can be considered re-
laxed in its ground state at all times. Then potential energy
surfaces PES of the ground state obtained by DFT, or any
other method, can be used to describe the motion of atomic
cores. This is the Born-Oppenheimer approximation.
In some situations, however, the Born-Oppenheimer ap-
proximation is not valid. This is for example the case when
the electronic system is excited by a femtosecond laser3,4 or
hot electrons are produced with a metal-insulator-metal
junction.5 The Born-Oppenheimer approximation also breaks
down if the time scales for the electronic and nuclear mo-
tions are comparable or if the separations between the elec-
tronic states are very small, such that transitions between the
electronic states will occur. In these situations it is necessary
to go beyond the Born-Oppenheimer approximation either by
considering the coupling between electronic states6,7 where it
becomes necessary to obtain PESs of excited states, or by an
electronic friction model.8,9
The problem of calculating excitation energies is being
approached in many different ways, even within DFT. Time
dependent density-functional theory10 TDDFT gives, com-
pared to the computational cost, good agreement with experi-
ments for excitations in atoms and molecules.11 However,
TDDFT suffers some problems in excitations involving
charge transfer.12 The GW approximation13,14 can be used to
gain accurate excitation energies for molecules and clusters.
The embedding method,15,16 which combines high-accuracy
quantum chemistry methods with DFT, makes it possible to
handle larger periodic systems with great accuracy. The em-
bedding theory has been applied to estimate PESs of excited
molecules on surfaces.17 However, the computational cost
and involved complexity are still very high. Our aim has
been to ﬁnd a method, which at a computational cost close
the level of ground-state DFT, can estimate excited-state en-
ergies of molecules on surfaces with reasonable accuracy.
Such a method would make it more feasible to consider a
large range of systems in search of systems with interesting
or desired properties.
Constrained DFT Refs. 7, 18, and 19 and  self-
consistent ﬁeld SCF Refs. 20 and 21 are two different
approaches, which both can be considered as small exten-
sions of ground-state DFT, such that the computational cost
lies close to that of ground-state DFT. In constrained DFT an
additional potential is introduced and varied until a certain
constraint on the electrons is fulﬁlled. The simplest approach
is to lower or increase the potential in a certain part of
space until you have the desired number electrons in this
area.18 A different approach is to introduce potentials on the
orbitals in a localized basis set, which depends on the orbit-
als’ positions in space.7 In Sec. III we will argue that when
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considering molecular resonance states on surfaces it may be
problematic with such a strict constraint on the electrons,
since a part of the charge may return to the surface on a
much shorter time scale than the lifetime of the resonance.
In the SCF scheme the positions of the electrons are
controlled by controlling the occupation of the Kohn-Sham
KS states as the system reaches self-consistency. The
SCF scheme has for a long time been justiﬁed in cases,
where the excited state corresponds to the lowest state of a
given symmetry.22 The scheme has, however, often been ap-
plied to more general cases. More recently, Görling23 ex-
tended the KS formalism to include excited states, such that
SCF gets a formal justiﬁcation in the general case, although
a special unknown orbital-dependent exchange-correlation
potential should be used for the excited states. In practical
implementations standard exchange-correlation potentials
from ground-state DFT are typically used.
This traditional way of just controlling the occupation of
the KS orbitals has some limitations. For example when a
molecule is placed on a metallic surface the molecular orbit-
als will hybridize with the orbitals in the surface, such that
the molecular orbitals will be spread over several KS states.
For such systems there is no good way of representing a
resonance on the molecule as a change in the occupations of
the KS orbitals. The optimal thing one can do within this
scheme is to occupy the KS orbital with the largest overlap
with the molecular orbital in question, but this overlap can be
quite small and highly system size dependent. This problem
was also pointed out by Hellman et al.21 and Behler et al.7
In this paper we modify the SCF approach, such that
electrons are allowed to occupy arbitrary linear combinations
of KS orbitals. In this way one achieves much better control
on the position of the excited electron. As is the case for
traditional SCF some knowledge of the resonance is
needed in order to apply the method. The method is espe-
cially relevant in Newns-Anderson-type24,25 systems, where
a resonance can be attributed to a known single level, which
has been hybridized through interactions with other states.
This includes systems with molecules adsorbed on metal sur-
faces and molecules trapped between to metal contacts.
The modiﬁcation we propose only has minor implications
on the way practical calculations are performed, which is
very similar to performing an ordinary ground-state DFT cal-
culation. In the following we will go through the details of
the method and apply it to a few diatomic molecules on
metallic surfaces. The obtained results will be compared to
the ordinary SCF method, spatially constrained DFT, and
inverse-photoemission spectroscopy IPES measurements.
Finally we present some tests on the performance of the
SCF approach on N2 and CO in the gas phase.
II. METHOD
In the following we go through the differences between
the linear-expansion SCF method we propose, ordinary
SCF, and standard DFT. We start by stating the modiﬁca-
tion of the KS equations when considering an electron ex-
cited from the Fermi level to a higher lying state. Then we
show how this affects the energy calculation. Finally we gen-
eralize the approach to other types of excitations.
A. Kohn-Sham equations
The fundamental KS equations2 represent a practical way
of ﬁnding the ground-state electron density for a given ex-
ternal potential and a given number of electrons through an
iterative process
− 22 + vKSnrir = iir , 1
nr = 
i=1
N
i
rir , 2
vKSnr = vextr +	 dr nr
r − r
 + Excnr , 3
where vKS is the KS potential, Exc is the exchange-
correlation energy, and N is the number of electrons. As seen
from Eq. 2 only the N orbitals with lowest energy contrib-
ute to the density, i.e., the electrons are placed in these
orbitals.26 In ordinary SCF one estimates properties of ex-
cited states by placing the electrons differently. For example
the HOMO-LUMO gap in a molecule could be estimated by
replacing Eq. 2 with
nr = 
i=1
N−1
i
rir + a
rar , 4
where ar is the KS orbital resembling the LUMO from
the ground-state calculation. Naturally, the KS orbitals found
when solving these modiﬁed KS equations will differ from
the ones found in an ordinary DFT calculation due to the
change in the Hamilton through the change in the density
when different orbitals are occupied.
In the linear-expansion SCF method we propose, the
excited electron is not forced to occupy a KS orbital, but can
occupy any orbital that is a linear combination of empty KS
orbitals
resr = 
i=N
M
aiir , 5
where M is the number of KS orbitals in the calculation. In
practice this means that the KS many-particle wave function
is no longer just a Slater determinant of N KS orbitals, but a
Slater determinant of N−1 KS orbitals and resr. Only
empty KS orbitals are included in the linear expansion, since
otherwise resr will not be orthogonal to the ﬁlled KS or-
bitals. Equation 2 is then replaced with
nr = 
i=1
N−1
i
rir + 
i,j=N
M
ai
aji
r jr . 6
Since the expansion coefﬁcients ai in principle could have
any value some a priori knowledge are needed in order to
choose good values. In the case of molecular resonances on
surfaces the expansion coefﬁcients are chosen such that
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resr resembles the relevant molecular orbital as much as
possible, i.e.,
ai =
i

i 
i

21/2
, 7
where  is the molecular orbital. This is consistent with a
Newns24 and Anderson25 picture, where the resonance corre-
sponds to an electron getting in the molecular orbital, but the
resonance broadening and energy shift are due to hybridiza-
tion with the metallic bands and an image charge effect.
In calculations with k-point sampling the linear expansion
is performed independently in all k points. In the linear-
expansion SCF one then avoids the difﬁculties one can
encounter in choosing which KS state to occupy in each k
point in the traditional way of performing SCF calcula-
tions. For example, one may risk occupying different bands
in each k point, when just choosing the KS orbital with the
largest overlap with the molecular orbital in each k point.
B. Energy
The energy calculation, which is performed after the KS
equations have reached self-consistency, is not signiﬁcantly
different in the linear-expansion SCF scheme compared to
ordinary DFT. The Hartree energy is evaluated directly from
the density, which is also the case for the exchange-
correlation energy if an orbital independent functional is
used. So in linear-expansion SCF these terms are evaluated
exactly as in ordinary DFT. In ordinary DFT the kinetic en-
ergy is evaluated as
Tnr = 
i=1
N
i
 −
2
2

i = 
i=1
N
i −	 vKSnrnrdr ,
8
where the last equality is seen directly from Eq. 1. Simi-
larly the expression for the kinetic energy in the linear-
expansion SCF is found to be
Tnr = 
i=1
N−1
i + 
i=N
M

ai
2i −	 vKSnrnrdr . 9
For orbital-dependent exchange-correlation functionals some
effort must be put into ensuring that the exchange-correlation
energy is evaluated correctly. This should however be quite
straightforward since all the occupied orbitals are known.
C. Gradients
Gradients of PESs are easily evaluated in ordinary DFT
due to the Hellman-Feynman theorem. The Hellman-
Feynman theorem, however, only applies to eigenstates and
not linear expansions of eigenstates. Due to this there is no
easy way of gaining the gradients in a linear-expansion
SCF calculation. In Sec. IV C we will show that the
Hellman-Feynman gradients do in fact not match the true
gradients.
D. Other excitations
Above we only considered excitations where an electron
is removed from the Fermi energy and placed in some speci-
ﬁed orbital. The method is, however, easily extended to other
types of excitations by representing each removed and each
added electrons as linear expansions of KS orbitals. Equation
6 then gains an extra sum for each extra linear expansion.
In cases of removed electrons the sign should of course be
negative and the sum be over KS states below the Fermi
energy. Similarly Eq. 9 gains extra sums.
E. Implementation
We have implemented the method in GPAW,27,28 which is a
real-space DFT code that uses the projector-augmented
waves29,30 PAW formalism to represent the core electrons.
The self-consistent electron density is determined by an it-
erative diagonalization of the KS Hamiltonian and Pulay
mixing of the resulting density.31 For calculations on single
molecules we use the local-density approximation32 LDA
as well as revised Perdew-Burke-Ernzerhof RPBE Ref.
33 to describe exchange and correlation effects. The LDA is
used because we compare to TDDFT results obtained using
the adiabatic local-density approximation ALDA,34 and
RPBE is used to see whether or not the generalized gradient
description improves results. For calculations on molecules
at surfaces we only use RPBE because this is designed to
perform well for molecules adsorbed on transition-metal sur-
faces.
The projection step described in Sec. II A can easily be
approximated within the PAW formalism if the atomic orbit-
als are chosen as partial waves; see Appendix for details.
For reasons of comparison we have also made a few
linear-response TDDFT lrTDDFT calculations. These have
been made using the OCTOPUS code,35,36 which is a real-
space TDDFT code using norm-conserving pseudopotentials
to represent core electrons.
III. MOLECULES ON SURFACES
The linear-expansion SCF method is especially relevant
for molecules on metallic surfaces because the molecular
state, due to hybridization, is spread over many KS states,
i.e., it is necessary to write the resonant state as a linear
combination of KS states. In this section we will make a
detailed investigation of the 2 resonance of N2 on a ruthe-
nium 0001 surface. Furthermore we apply the proposed
method to several diatomic molecules on different metallic
surfaces and compare the results to other methods and ex-
periments. Finally we map out a part of the PESs for N2 on
ruthenium 0001 and use it to estimate how much energy
could possibly be put into molecular motion from an electron
hitting the resonance.
A. 2 resonance energy for N2 on ruthenium
The two top panels in Fig. 1 show the 2 resonance en-
ergy for N2 on a ruthenium 0001 surface as a function of
the system size, i.e., the surface unit cell and the number of
ruthenium layers.
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The resonance energy is the total-energy difference be-
tween a resonant calculation and a ground-state calculation,
both performed with atomic positions corresponding to the
minimum of the ground-state PES vertical resonance ener-
gies. We minimize the energy in the ground-state calcula-
tions by keeping all surface atoms frozen and found that the
nitrogen molecule is placed on top with the two nitrogen
atoms placed 2.084 and 3.201 Å above the surface. In the
resonance calculation the 2y orbital of the N2 molecule has
been expanded on all KS states above the Fermi energy. This
expansion has been used as res in Eq. 5. Although an extra
electron is placed on the molecule we keep the total number
of electrons unchanged, such that the unit cell is neutral. This
is reasonable because a charged molecule will form an image
charge in the surface, keeping the entire system neutral.
The resonance energy is converged to within 0.1 eV at a
surface unit cell of 2,2. The rather large variation in energy
for smaller unit cells is probably due to dipole interactions
between periodic images. This is conﬁrmed by a simple es-
timation of the dipol-dipol interaction energies. The reso-
nance energy is not inﬂuenced signiﬁcantly by the number of
layers in the ruthenium, indicating that the charge redistribu-
tion only occurs very near to the surface. That the charge
redistribution is local is conﬁrmed by Fig. 2, which shows
the change in charge between the resonance calculation and
the ground-state calculation for four different surface unit
cells.
For the larger unit cells, where the resonance energy has
converged, a clearly localized image charge is seen below
the nitrogen molecule and above the ﬁrst layer of ruthenium
atoms. The area with extra charge clearly resembles the 2
orbital of nitrogen, indicating that the 2 orbital is well rep-
resented by the linear expansion of KS orbitals. Figure 2 also
reveals that some charges are redistributed within the mol-
ecule.
In order to get an estimate of the size of the charge redis-
tribution we also performed Bader decomposition37,38 on the
density found in the ground-state calculation and the reso-
nance calculation. The two bottom panels in Fig. 1 show the
extra charge assigned to the nitrogen molecule in the reso-
nance calculation compared to the ground-state calculation
as a function of system size. The converged value is close to
0.5 electron charge, i.e., only half of the electron is placed on
the nitrogen molecule according to the Bader decomposition.
This discrepancy could either be due to the ambiguity in the
way one chooses to assign charge to the atoms or a more
physical effect of charge going back into the surface when
extra charge is placed on the molecule. The former reason is
very likely, since the image charge is located very close to
the molecule.
In order to investigate the effect of charge going back into
the surface we start by considering the 2 orbital itself. Fig-
ure 3 shows the density of KS states and the projected den-
sity of states PDOS for the 2 orbital for the ground-state
calculation and the resonance calculation. In the ground-state
calculation a part of the long tail of the PDOS goes below
the Fermi energy, i.e., a small part of the 2 orbital is occu-
pied here. In the resonance calculation the PDOS has moved
upward in energy such that the tail no longer goes below the
Fermi energy, i.e., some charges go back into the surface as
charge is placed on the molecule. Similar effects are seen for
the other molecular orbitals as visualized in Fig. 4, which
shows the PDOS for the 3, 4, 1, and 5 orbitals. Again
it is seen that all the PDOSs are shifted up in energy as more
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FIG. 1. Color online Upper row: The 2 resonance energy of
N2 molecule on a ruthenium surface. Lower row: The extra charge
on the N2 molecule in the resonance compared to a ground-state
calculation. Left panels are for two layers and different surface
cells, i.e., different N2 coverages. Right panels are for a 2,1 sur-
face cell and different number of layers. The extra amount of charge
is estimated using Bader decomposition Refs. 37 and 38.
(a)
(c)
(b)
(d)
FIG. 2. Color The change in charge distribution due to the
excitation. Green: more charge 0.01 a.u. contour, red: less charge
−0.01 a .u. contour. The four ﬁgures are for four different surface
unit cells: 1,1, 2,1, 2,2, and 4,2. Gray atoms are ruthenium
and blue atoms are nitrogen. The periodic images of the atoms are
also shown, whereas the density changes are only shown in one unit
cell.
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charge is placed on the molecule. Almost the entire PDOSs
are still under the Fermi level, but small ripples can be seen
above the Fermi level, also contributing to the amount of
charge going back into the surface.
This backtransfer of charge is not an unwanted effect,
since we try to model the long-lived resonance state, i.e., the
reasonably localized peak in the PDOS in Fig. 3. The back-
transfer of charge is due to some on the energy scale very
delocalized bands, indicating a much shorter lifetime, i.e.,
the backtransfer is expected to happen on a much shorter
time scale than the decay of the resonance. It is however
clear from Figs. 3 and 4 that the charge backtransfer in this
case is far from the 0.5 electron indicated by the Bader de-
composition. We then conclude that the main part of the
discrepancy in this situation can be assigned to the ambiguity
in the way charge is assigned to the different atoms. We also
ﬁnd that one gets signiﬁcant different results by assigning
charge in a different manner, for example, by dividing the
charge by a ﬂat plane midway between the surface and the
molecule.
B. Comparison with inverse-photoemission spectroscopy
experiments
In Table I we have tested the linear-expansion SCF
method against inverse-photoemission spectroscopy mea-
surements and compared the results to spatially constrained
DFT and ordinary SCF calculations. The modiﬁed SCF
values are all calculated in exactly the same manner as for
N2 on ruthenium in Sec. III A. In all cases the molecules sit
on top, and all surface atoms were kept ﬁxed during the
minimization of the molecular degrees of freedom. For the
(b)
(a)
FIG. 3. The density of states for a N2 molecule on a ruthenium
slab and the projected density of states on the 2 orbital of the N2
molecule. Top: Ground-state calculation. Bottom: Resonance
calculation.
FIG. 4. Color online Projected density of states PDOS on the
3, 4, 1, and 5 orbitals of a N2 molecule sitting on a ruthenium
slab. The PDOSs are plotted for both the ground-state calculation
and the resonance calculation. The gray area indicates energies be-
low the Fermi level.
TABLE I. Comparison of the 2 resonance energies for differ-
ent diatomic molecules on different surfaces found by spatially con-
strained DFT, ordinary SCF, our modiﬁed SCF, and experi-
ments. The experimental results have been obtained from inverse-
photoemission spectroscopy measurements. All energies are in eV.
We have not included lrTDDFT calculations, since it is not appli-
cable to periodic systems.
System Constrained SCF SCF Experiment
DFT orig. this work
N2 on Ni001 2.2 3.5 4.0 4.4a
CO on Ni001 2.2 3.2 4.2 4.0a/4.5b
NO on Ni001 2.2 0.6 1.4 1.6a/1.5c
CO on Ni111 2.8 4.3 4.4 4.4c
NO on Ni111 2.7 0.5 1.4 1.5b
CO on Pd111 4.6 4.1 4.9 4.7d
CO on Pd step 2.8 3.2 4.5 4.0d
aJohnson and Hulbert Ref. 39.
bReimer et al. Ref. 40.
cReimer et al. Ref. 41.
dRogozik and Dose Ref. 42.
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Ni 001 surface we used three atomic layers, for the Ni
111 and Pd surfaces we used two atomic layers. The posi-
tions of the molecules in their minimized position are given
in Table II. All resonance energies are vertical from the mini-
mum of the ground-state PES. The relevant resonance for all
the considered systems is the 2 resonance.
The spatially constrained DFT method was suggested by
Wu and Van Voorhis.18,19 In the calculations we perform here
we divide the space into two areas divided by the ﬂat plane
mid between the surface and the lowest atom in the mol-
ecule. We the apply a potential V=V01+exp
z0−z
z 
−1
, with
z=0.2 Å and z0 being the z value of the dividing plane. V0
is varied until an extra electron is placed on the molecules
side of the dividing plane compared to the unconstrained
calculation. The energy is then calculated as described by
Wu and Van Voorhis.18,19 The results using the original
SCF method have all been obtained by forcing an electron
in the KS orbital with the largest overlap with the 2 orbital.
The results obtained with our proposed modiﬁcation of
the SCF method are seen to agree quite well with the ex-
perimental results, better than the spatially constrained DFT
and the original SCF methods. All the results obtained by
the original SCF approach lie too low, which is due to the
fact that the large hybridization of the molecular orbitals
makes it impossible to place sufﬁcient charge on the mol-
ecule. However, a signiﬁcant problem with this method is
that PESs often become discontinuous if one chooses to oc-
cupy the KS orbital with the largest overlap with the molecu-
lar orbital, since this can be different orbitals at different
conﬁgurations.
The major problem with the spatially constrained DFT
method seems to be that it in some cases is a too strict cri-
terion to force an extra electron on the molecule, which re-
ﬂects itself in similar resonance energies for CO and NO. We
ﬁnd that the backtransfer of charge discussed in Sec. III A is
signiﬁcant for adsorbed NO and essential to obtain the reso-
nance energies we ﬁnd with the modiﬁed SCF method.
This indicates that the spatially constrained DFT approach is
more suited for systems with a smaller coupling than one has
on the metallic surfaces considered here. The good agree-
ment between our modiﬁed SCF method and experiments
indicates that this method is preferable for these kinds of
systems and that the backtransfer effect is indeed physically
reasonable.
C. Potential energy surfaces for N2 on ruthenium
In Fig. 5 we have mapped out a part of the potential
energy surfaces for a nitrogen molecule on a ruthenium
0001 surface in the ground state and the 2y resonances.
We limit ourselves to two dimensions, which at least is rea-
sonable in the ground state, since here it is well known that
the molecule sits vertically on an on-top site. In the reso-
nance state we have tried to rotate the molecule a small angle
around the surface atom in the x and y directions at several
points on the PES. In all cases this leads to an increase in
energy, i.e., it also seems reasonable to stay within the two
dimensions in the resonance state. Here we will only apply
the PES to a simple estimate of the possible energy transfer
into molecular motion from an electron hitting the resonance.
For a more detailed analysis it is necessary to include other
dimensions.
The ground-state PES looks as expected, with a small
barrier for desorption and a local minimum corresponding to
the adsorption conﬁguration. The resonance PES has a
shifted minimum, which indicates that an electron hitting this
resonance could induce molecular motion, since a sudden
shift between the PESs would leave the system far away
from the minimum, such that the atoms would start to move.
The maximum possible energy gain assuming classical ion
dynamics from a single electron hitting the resonance can be
roughly estimated by following the black arrow in Fig. 5.
The system is most likely situated at the local minimum of
the ground-state PES when the electron hits the resonance.
The black arrow shows a possible trajectory of the system in
TABLE II. The positions of the molecules in the systems from
Table I. All positions are relative to the closest surface atom. The z
direction is normal to the surface. At the Pd step the CO molecule is
tilted over the step, which is the reason for the composant in the y
direction. All numbers are in Angstroms.
Surface Molecule Pos. of 1. atom Pos. of 2. atom
Ni001 N2 N: 0,0,1.638 N: 0,0,2.798
CO C: 0,0,1.456 O: 0,0,2.621
NO N: 0,0,1.404 O: 0,0,2.580
Ni111 CO C: 0,0,1.774 O: 0,0,2.941
NO N: 0,0,1.758 O: 0,0,2.935
Pd111 CO C: 0,0,1.904 O: 0,0,3.064
Pd step CO C: 0,0.586,1.801 O: 0,0.844,2.934 1.00 1.05 1.10 1.15 1.20 1.25 1.30 1.35
N-N distance (Å)
2.2
2.4
2.6
2.8
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3.4
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FIG. 5. Color Potential energy surfaces PES for a nitrogen
molecule on a close-packed ruthenium surface in the ground state
and the 2y resonance as a function of the distance between the two
nitrogen atoms and the distance from the surface to the center of
mass of the nitrogen molecule. The energies are in eV. The small
dots represent the points where the energy has been calculated in
order to generate the surfaces. The black arrow represents a possible
trajectory of the system in the resonance state see text.
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the resonance state until the resonance decays and the system
returns to the ground-state PES. The potential energy after
the electron event in this optimal situation is approximately
1.5 eV higher than before the event. This is seen to be more
than enough to desorb the molecule. A more detailed analysis
involving calculations of the possible vibrational excitations
and the probabilities of exciting them will be the topic of a
future publication. Such an analysis will have to take all six
degrees of freedom of the molecule into account.
The PESs show that the center of mass is shifted away
from the surface when the resonance is occupied. This may
seem counterintuitive since the charged molecule is attracted
to the generated image charge in the surface. However, the
resonance weakens the bond between the nitrogen atoms,
such that the distance between them increases, which shifts
the center of mass outwards as the lower atom is not free to
move closer to the surface. This effect is more signiﬁcant
than the decrease in the ruthenium-nitrogen distance due to
the mentioned image charge effect.
IV. SMALL MOLECULES
In the following we present some small tests performed
on N2 and CO. These small systems have the advantage that
they make it possible to compare to more accurate linear-
response time-dependent density-functional theory calcula-
tions. When possible we also compare to experiments. The
only advantage of our modiﬁed SCF compared to ordinary
SCF for these molecules is the possibility of handling de-
generate states without getting convergence problems, i.e.,
the following should be viewed as a test of the SCF ap-
proach rather than a test of our modiﬁcation. We are espe-
cially interested in conﬁrming the ability to predict the shift
of the minimum when going from the ground-state PES to
the excited-state PES, which we in Sec. III C argued is very
important when considering molecular motion induced by an
electron hitting a molecular resonance.
A. Excitation energies
We have used the linear-expansion SCF in combination
with the multiplet sum method43 to calculate excitation ener-
gies for different excitations in the N2 and CO molecules.
The results are presented in Tables III and IV, respectively.
The 4 and 5 states are both represented by a single KS
orbital. The 1 and 2 states are both double degenerate, so
they are both represented as a linear combination of two KS
orbitals: 
= 12 
KS,a+ i
1
2 
KS,b, where 
KS,a and 
KS,b
are the two degenerate KS orbitals. The imaginary unit i has
been included in order to get the correct angular momentum
of the excited states 	 and . This would not be possible
using traditional SCF, where one only has the freedom to
change occupation numbers of the KS states. Due to the
rotational symmetry of the density found from these states
the calculations do not suffer from any convergence difﬁcul-
ties. That is not the case if one just occupies one of the
degenerate KS orbitals. Only the  states are included in the
1→2 transitions in Tables III and IV, since the 
 states
cannot be estimated by the multiplet sum method.43 This is,
however, not a problem for the kinds of systems for which
TABLE III. Vertical excitation energies for the N2 molecule taken from the minimum-energy conﬁgura-
tion of the ground state. All theoretical results are obtained using LDA as the xc potential and ALDA for the
xc kernel in the lrTDDFT calculations.
State Transition KSa TDDFTb SCF SCF Exp.c
ALDA LDA RPBE
a1	 9.23 8.75 8.58 9.31
5→2 8.16
B3	 7.62 7.55 7.52 8.04
Singlet-triplet splitting: 1.61 1.20 1.06 1.27
w1 10.27 10.50 10.52 10.27
1→2 9.63
W3 8.91 8.94 8.79 8.88
Singlet-triplet splitting: 1.36 1.56 1.73 1.39
o1	 13.87 11.97 12.40 13.63
4→2 11.21
C3	 10.44 10.37 10.61 11.19
Singlet-triplet splitting: 3.43 1.60 1.79 2.44
aKS eigenvalue differences.
bLinear-response calculations taken from Grabo et al. Ref. 44.
cComputed by Oddershede et al. Ref. 45 using the spectroscopic constants of Huber and Herzberg Ref. 46.
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this method is intended, such as molecules on surfaces where
high-accuracy alternatives are still lacking.
In general the excitation energies found by the linear-
expansion SCF method look quite good for the low-lying
excitations. The accuracy is only slightly worse than that of
lrTDDFT and signiﬁcantly better than just taking KS eigen-
value differences. The singlet triplet splittings are also rather
close to the experimental values. The method however seems
to struggle a bit more in the higher lying 4→2 transi-
tions. This could indicate that the method should only be
applied to low-lying excitations. Changing the exchange-
correlation functional from LDA to RPBE does not affect the
accuracy signiﬁcantly although a small tendency toward bet-
ter performance is seen for the higher lying excitations. We
note, however, that the intended application of SCF do not
include simple diatomic molecules, where more accurate
quantum chemical methods are available.
B. Excited potential energy surfaces
The shapes of the potential energy surfaces can in some
cases be more important than the exact height of them, i.e., a
constant error is not so critical. This is for example the case
when considering chemistry induced by hot electrons.5,49 In
order to get an idea of the accuracy with which the linear-
expansion SCF method reproduces correct shapes of poten-
tial energy surfaces we have calculated the potential energy
surfaces for the ground state and two excited states in the N2
molecule. These are plotted in Fig. 6 together with results
from lrTDDFT calculations.
The small differences between the two ground-state
curves are due to the fact that they have been calculated with
two different codes. Both codes are real-space codes, but
gpaw uses the PAW formalism to represent the core electrons
whereas OCTOPUS uses norm-conserving pseudopotentials.
The calculations have been made with the same grid spacing
TABLE IV. Vertical excitation energies for the CO molecule taken from the minimum-energy conﬁgura-
tion of the ground state. All theoretical results are obtained using LDA as the xc potential and ALDA for the
xc kernel in the lrTDDFT calculations.
State Transition KSa TDDFTb SCF SCF Exp.c
ALDA LDA RPBE
A1	 8.44 7.84 7.81 8.51
5→2 6.87
a3	 6.02 6.09 6.02 6.32
Singlet-triplet splitting: 2.42 1.75 1.79 2.19
D1 10.36 10.82 10.73 10.23
1→2 9.87
d3 9.24 9.72 9.55 9.36
Singlet-triplet splitting: 1.12 1.10 1.18 0.87
C1	 13.15 13.09
4→2 11.94
c3	 11.43 12.26 12.09 11.55
Singlet-triplet splitting: 0.89 1.00
aKS eigenvalue differences.
bLinear-response calculations taken from Gonis et al. Ref. 47.
cComputed by Nielsen et al. Ref. 48.
FIG. 6. Color online The energy as a function of bond length
for the N2 molecule in the ground state and two excited states. The
black lines correspond to SCF calculations, the gray online: light
blue lines correspond to linear-response calculations. The linear-
response calculations have been made using OCTOPUS Refs. 35 and
36. The vertical lines indicate the positions of the minima.
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and unit-cell size and with the same exchange-correlation
potential LDA/ALDA.
The shapes of the potential energy surfaces found from
the two different methods are seen to be very similar. Espe-
cially the predicted positions of the minima are seen to agree
very well. The shifting of the minima toward larger bond
lengths is also the expected behavior, since an electron is
moved from a bonding orbital to an antibonding orbital.
When going to bond lengths beyond 2 Å we start having
problems with convergence problems in the SCF calcula-
tions, since the 2 orbital ceases to exist. This is not a prob-
lem we have encountered in the systems with a molecule on
a surface.
The good agreement between SCF and lrTDDFT prob-
ably reﬂects that SCF and ignoring the history dependence
of the exchange-correlation potential in TDDFT are related
approximations. For example, the density obtained in SCF
would be stationary if evolved in time with TDDFT.
C. Gradients
As mentioned in Sec. II C the Hellman-Feynman theorem
does not apply in the linear-expansion SCF method. This is
veriﬁed by the calculations shown in Fig. 7. Here the ener-
gies of the ground state and two excited states in the N2
molecule are plotted as a function of the bond length. The
short thick lines indicate the gradient given by calculated
Hellman-Feynman forces. For the ground state the agree-
ment is as expected perfect, but for the excited states there is
a clear mismatch. Unfortunately this implies that it is com-
putationally heavy to do dynamics or minimizations in the
excited states.
V. SUMMARY
We have extended the SCF method of calculating exci-
tation energies by allowing excited electrons to occupy linear
combinations of KS states instead of just single KS states.
This solves the problems encountered for molecules near sur-
faces, where the molecular orbitals hybridize, such that none
of the KS orbitals can be used to represent an extra electron
placed on the molecule. The method has been implemented
in gpaw27,28 and applied to several systems.
From calculated potential energy surfaces of N2 on a ru-
thenium surface we concluded that an electron hitting the 2
resonance in this system can induce molecular dynamics due
to the different positions of the minima of the ground-state
PES and the resonance PES. Through a simple analysis we
found that one electron can optimally place 1.5 eV in the
atomic motion, more than enough to desorb the molecule.
We ﬁnd good agreement between the model and inverse
photoemission experiments for several diatomic molecules
on different metallic surfaces. For the considered systems we
ﬁnd signiﬁcantly better agreement with experiments using
the modiﬁed SCF method compared to spatially con-
strained DFT and traditional SCF.
Finally we applied the method to N2 and CO in their gas
phases we found that excitation energies are estimated with
quite good accuracy for the lower lying excitations, compa-
rable to that of TDDFT. Especially the shape of the potential
energy surfaces and the positions of the minima agree well
with TDDFT results.
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APPENDIX: OVERLAPS USING PAW PSEUDOWAVE
FUNCTION PROJECTIONS
The projector augmented wave29 method utilizes that one
can transform single-particle wave functions 
n oscillating
wildly near the atom core all-electron wave functions into
smooth well-behaved wave functions 
˜ n pseudowave
functions which are identical to the all-electron wave func-
tions outside some augmentation sphere. The idea is to ex-
pand the pseudowave function inside the augmentation
sphere on a basis of smooth continuations 
˜ i
a of partial
waves 
i
a centered on atom a. The transformation is

n = 
˜ n + 
i,a

i
a − 
˜ i
ap˜i
a
˜ n , A1
where the projector functions 
p˜ia inside the augmentation
sphere a fulﬁlls

i

p˜i
a˜ i
a
 = 1, p˜i
a
˜ j
a = ij, 
r − Ra
 rc
a
. A2
Suppose we have an atom adsorbed on a metal surface and
we wish to perform a SCF calculation where a certain
atomic orbital 
a is kept occupied during the calculation. If
the orbital is hybridized with the metal states we need to ﬁnd
the linear combination which constitutes the orbital. This can
FIG. 7. Color online The energy as a function of bond length
for the N2 molecule in the ground state and two excited states. The
short thick lines indicate the size of the gradients.
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always be done if a sufﬁcient number of unoccupied KS
orbitals is included in the calculation

i = 
n
cni
n, cni = n
i . A3
Since the partial waves are typically chosen as atomic orbit-
als we just need to consider the quantity
n
i
a = ˜ n
i
a + 
j,a
˜ n
p˜j
a j
a
i
a
− ˜ j
a
i
a  ˜ n
p˜i
a . A4
If we were just considering a single atom, the last equality
would be exact inside the augmentation sphere since the par-
tial waves would then be orthogonal and the pseudopartial
waves are dual to the projectors in Eq. A2. When more
than one atom is present there are corrections due to overlap
of partial waves from neighboring atoms and noncomplete-
ness of projectors/pseudopartial waves between the augmen-
tation spheres. However using ˜ n 
 p˜i
a is a quick and efﬁ-
cient way of obtaining the linear combination, since these
quantities are calculated in each step of the self-consistence
cycle anyway. The method can then be extended to molecu-
lar orbitals by taking the relevant linear combinations of
˜ n 
 p˜i
a.
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We develop a computational method for evaluating the damping of vibrational modes in monatomic metallic
chains suspended between bulk crystals under external strain. The damping is due to the coupling between the
chain and contact modes and the phonons in the bulk substrates. The geometry of the atoms forming the
contact is taken into account. The dynamical matrix is computed with density-functional theory in the atomic
chain and the contacts using ﬁnite atomic displacements while an empirical method is employed for the bulk
substrate. As a speciﬁc example, we present results for the experimentally realized case of gold chains in two
different crystallographic directions. The range of the computed damping rates conﬁrms the estimates obtained
by ﬁts to experimental data T. Frederiksen et al., Phys. Rev. B 75, 205413 2007. Our method indicates that
an order-of-magnitude variation in the harmonic damping is possible even for relatively small changes in the
strain. Such detailed insight is necessary for a quantitative analysis of damping in metallic atomic chains and
in explaining the rich phenomenology seen in the experiments.
DOI: 10.1103/PhysRevB.80.045427 PACS numbers: 63.22.Gh, 68.65.k, 73.40.Jn
I. INTRODUCTION
The continuing shrinking of electronic devices and the
concomitant great interest in molecular electronics1 have un-
derlined the urgency of a detailed understanding of transport
of electrons through molecular-scale contacts. A particularly
important issue concerns the energy exchange between the
charge carriers and the molecular contact. Thus, the local
Joule heating resulting from the current passing through the
contact and its implications to the structural stability of such
contacts are presently under intense investigation.2–6 Experi-
mentally, local heating in molecular conductors in the pres-
ence of the current has been inferred using two-level
ﬂuctuations7 and Raman spectroscopy.8
Monatomic chains of metal atoms9 are among the sim-
plest possible atomic-scale conductors. The atomic gold
chain is probably the best-studied atomic-sized conductor,
and a great deal of detailed information is available from
experiments10–22 and related theoretical studies.13,15,18,23–33
The current-induced vibrational excitation and the stability
of atomic metallic chains have been addressed in a few
experiments.34–37
In the case of a gold chain Agraït et al.12 reported well-
deﬁned inelastic signals in the current-voltage characteris-
tics. These signals were seen as a sharp 1% drop of the
conductance at the onset of back scattering due to vibrational
excitation when the voltage equals the vibrational energy.
Especially for the longer chains six to seven atoms, the
vibrational signal due to the alternating bond-length ABL
mode28,31 dominates. This resembles the situation of an inﬁ-
nite chain with a half-ﬁlled electronic band where only the
zone-boundary phonon can back-scatter electrons11 due to
momentum conservation.
The inelastic signal gives a direct insight into how the
frequency of the ABL mode depends on the strain of the
atomic chain. This frequency can also be used to infer the
bond strength. The signature of heating of the vibrational
mode is the nonzero slope of the conductance versus voltage
beyond the onset of excitation: with no heating the curve
would be ﬂat. Fits to the experiment on gold chains using a
simple model30 suggest that the damping of the excitation, as
expected, can be signiﬁcant. However, the experiments in
general show a variety of behaviors and it is not easy to infer
the extent of localization of the ABL vibration or its damping
in these systems.38
In order to address the steady-state effective temperature
of the biased atomic gold chain theoretically, it is necessary
to consider the various damping mechanisms affecting the
localized vibrations, such as their coupling to the vibrations
in the contact or to the phonons in the surrounding bulk
reservoirs. This is the purpose of the present paper: we cal-
culate the vibrational modes in atomic gold chains and their
coupling and the resulting damping due to the phonon sys-
tem in the leads. We work within the harmonic approxima-
tion and employ ﬁrst-principles density-functional theory
DFT for the atomic chain and the contacts39 while a poten-
tial model is used for the force constants of the leads.40
Experimental transmission electron microscopy TEM
studies20,41 have shown that atomic chains form in the 100
and 111 directions while the 110 direction gives rise to
thicker rods.41 Therefore we focus on chains between two
100 surfaces or 111 surfaces. We consider chain lengths
of three to seven atoms and study the behavior of their vi-
brations and damping when the chains are stretched. The
TEM micrographs also indicate that the chains are suspended
between pyramids, so in our calculations we add the smallest
possible fcc-stacked pyramid to link the chain to the given
surfaces.
As we shall show below, at low strain the gold chains
have harmonically undamped ABL modes with frequencies
outside the bulk band. The long chains of six to seven atoms
also have ABL modes with very low damping at high strain.
Our results indicate that chains between 111 surfaces will
have a lower damping than chains between 100 surfaces.
Importantly, we ﬁnd that the damping is an extremely sensi-
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tive function of the external strain: an order-of-magnitude
change may result from minute changes in the strain. This
may provide a key for understanding the rich behavior found
in experiments.
The paper is organized as follows. In Sec. II we describe
how the central quantities, i.e., the dynamical matrix, the
projected density of states, and the damping rates are calcu-
lated. Section III is devoted to the analysis of the numerical
results we have obtained, beginning with results for the
structure of the chains, proceeding to the dynamical matrix,
and concluding with an analysis of the damping of modes in
the systems. Section IV gives our ﬁnal conclusions while
certain technical details are presented in three appendices.
II. METHOD
As will become evident in the forthcoming discussion it is
advantageous to use two different ways to label the atoms
forming the junction; these two schemes are illustrated in
Fig. 1. The ﬁrst scheme Fig. 1, top panel is based on the
cross-sectional area and collects all atoms with equilibrium
positions on the one-dimensional line joining the two sur-
faces into a “chain,” and calls the remaining atoms between
the chain and the substrate the “base.” The second scheme
Fig. 1, bottom distinguishes between a “pyramid” and a
“central chain;” this is chosen because the last atom of the
chain has bonds to four or ﬁve atoms making this atom very
different from the central chain atoms that only have two
bonds per atom.
A quantity of central importance to all our analysis is the
mass-scaled dynamical matrix, K, which we here deﬁne as
including ,
Kij =
2
mimj
2E
ui  uj
, 1
where E is the total energy of the system, ui is the coordinate
corresponding to the ith degree of translational freedom for
the atoms of the system. mi is the mass of the atom that the
ith degree of freedom belongs to. K governs the evolution of
the vibrational system within the harmonic approximation. In
the Fourier domain the Newton equation of motion reads
Ku = 
2u, 2
where  denotes a mode of oscillation in the system and  is
the corresponding quantization energy.
The evaluation of K proceeds as follows. Finite difference
DFT calculations for details of our implementation, see Ap-
pendix A were used for the chain, the base, and the coupling
between the surface and the base while for the surfaces we
used an empirical model due to Tréglia and Desjonquères.40
Figure 2 illustrates the domains for the two different meth-
ods. The position of the interface between the region treated
by DFT and the region treated by the empirical model is a
parameter that can be varied, and the dependence on the ﬁnal
results of the choice of this parameter is analyzed in Appen-
dix B 2.
The empirical model can be used to describe the onsite
and coupling elements of atoms in a crystal structure. The
model uses the bulk modulus of gold to ﬁt the variation in
the force constant with distance between nearest and next-
nearest neighbors. Even though the empirical model is ﬁtted
to the bulk modulus, which is a low-frequency property, it
still accurately predicts the cutoff of the bulk band. The po-
sitions of the neighboring atoms can only have small devia-
tions from perfect-crystal positions e.g., bulk, surface, and
adatoms. Note that this model is general enough to give
different coupling elements between surface atoms and bulk
atoms. The model also distinguishes between the coupling
between surface atoms with or without extra atoms added to
the surface.
The DFT calculations were done with the SIESTA code,
using the Perdew-Burke-Enzerhof version of the generalized
gradient approximation exchange-correlation potential with
standard norm-conserving Troullier-Martins pseudopoten-
tials. We used a single-zeta-polarized SZP basis set with a
conﬁning energy of 0.01 Ry. A mesh cutoff of 150 Ry was
used. Relaxation was done with a force tolerance of
0.002 eV /Å. These values were found to have converged for
the same type of system by Frederiksen et al.31,32 The experi-
mental fcc bulk lattice constant of 4.08 Å was used. Only
the device region was relaxed deﬁned in Fig. 3.
Central
Chain(C)
Surface
Chain
Base
Surface
Base
Pyramid Pyramid
FIG. 1. Two ways of partitioning the central part of the chain-
substrate system. Top The chain is the part of the system that only
contains one atom in a plane parallel to the surface and the base is
what connects the two-dimensional surface to the chain. Bottom
The pyramid is the base plus the chain atom closest to the base. The
central chain is the remaining part of the chain after removing one
atom at each end.
DFT
EMEM
FIG. 2. Parameters used for calculating the dynamical matrix.
Only nearest-neighbor coupling is shown. The coupling elements
labeled “EM” are found by the empirical model and the coupling
elements labeled “DFT” by DFT. Onsite elements are determined
from the coupling elements see Appendix A and are not shown in
the ﬁgure.
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For the 111 orientations a 44 atom surface unit and a
23 k-point sampling was used while for the 100 orienta-
tions a 33 atom surface unit cell and a 33 k-point sam-
pling was employed. This ensured a similar and sufﬁcient
k-point density for both kinds of surfaces see Appendix B
2.
A. Green’s function for a perturbation on the surface
All properties of interest in the present context can be
derived from the retarded Green’s function D, deﬁned by
 + i2I − KD = I  MD , 3
where =0+ and we deﬁned the inverse of the Green’s func-
tion by M=D−1. Speciﬁcally, we shall need the Green’s func-
tion projected onto the region close to the Chain. Our proce-
dure is based on a method due to Mingo et al.42 which has
previously been tested in an investigation of ﬁnite Si nano-
wires between Si surfaces. We deﬁne XYZ as the block of the
matrix X, where the indices run over the degrees of freedom
in regions Y ,Z, respectively, where Y ,Z= 1,2 ,A ,D ,L ,R,
as deﬁned either in Fig. 1 or Fig. 3.
First, let us start with two perfect surfaces. We then add
the atoms that connect these surfaces the base and the
chain. Within a certain range from the added atoms the on-
site and coupling elements of K will be different from the
values for the perfect surface. Together, the added atoms and
the perturbed atoms deﬁne the device region D Fig. 3, bot-
tom. The coupling between the device region and the rest of
the surface L ,R for the left and right leads, respectively is
assumed to be unperturbed.
In order to compute the Green’s function projected on the
device region, DDD, we ﬁrst consider this matrix represen-
tation of Eq. 3:43
MDD MDMD M DDD DDDD D  = IDD 0D0D I  . 4
Here the index = L ,R, i.e., the left and right unperturbed
surface while D= 1,A ,2. Using straightforward matrix ma-
nipulations one ﬁnds
DDD = MDD − MDM−1MD−1 = MDD −DD−1,
5
which deﬁnes the self-energy DD=MDM−1MD. Since
the added atoms do not couple to the unperturbed surfaces,
and the perturbed region 1 couples only to the right unper-
turbed surface while the perturbed region 2 only couples to
the left unperturbed surface, the self-energy DD has the
matrix structure
DD = M1LMLL
−1ML1 0 0
0 0 0
0 0 M2RMRR−1MR2
 . 6
This object can be evaluated as follows. First, in the limit of
large regions 1 and 2, the coupling elements ML1 and MR2
must approach those of the unperturbed surface, ML1
S and
MR2
S
, respectively. In what follows, we shall make the ap-
proximation that the regions 1 and 2 are chosen so that this
condition is satisﬁed sufﬁciently accurately. Second, we note
that the matrix M is indistinguishable from the matrix
M
S as long as the involved atoms are outside the perturbed
regions 1 or 2. Therefore, we can write
M1LMLL−1ML1  M1L
S MLL
S −1ML1
S 11
S
,
M2RMRR−1MR2  M2R
S MRR
S −1MR2
S 22
S
, 7
where the accuracy increases with increasing size of regions
1 and 2. On the other hand, using the deﬁnition of the self-
energy, we can write
11
S
= M11
S
− D11
S −1,
22
S
= M22
S
− D22
S −1, 8
where Dii
S
, i=1,2 is the projection of the unperturbed
Green’s functions onto the atoms in regions 1 and 2, respec-
tively. This object is evaluated by exploiting the periodicity
in the ideal surface plane. The Fourier transform of MS in the
parallel directions has a tridiagonal block structure and we
can solve for its inverse very effectively using recursive
techniques see, e.g., Sancho et al.44. Of course we still have
to evaluate the Fourier transform for a large number of k
points. The density of k points as well as the size of the
inﬁnitesimal  are convergence parameters which determine
the accuracy and cost of the computation. An analysis of the
choice of these parameters is given in Appendix B 2.
To sum up, the calculation is preformed in the following
steps: i start with perfect leads and specify the device in
between them. ii The atoms in the leads where K is per-
turbed by the presence of the device are identiﬁed. iii The
unperturbed surface Green’s function DS is found via k-point
sampling and then used to construct the self-energy, Eqs. 7
Device
Region(D)
Unperturbed
Added(A)
Perturbed(2)
Perturbed(1)
Lead(L) Lead(R)
FIG. 3. Adding atoms to two surfaces. Top The forces between
surface atoms within next-nearest-neighbor distance 4.08 Å of the
added atoms are perturbed by the presence of the added atoms.
Bottom The device region is where the coupling between the at-
oms is different from the values for the two unperturbed surfaces.
The coupling between the device region and the leads is considered
to be unperturbed.
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and 8. iv The perturbed Green’s function is then found
using this self-energy via Eqs. 5 and 6.
B. Modes and lifetimes
For any ﬁnite system the eigenvalues 
2 and thereby also
the density of states are found straightforwardly. For inﬁnite
systems we use that each eigenvector, u, with the corre-
sponding eigenvalue,  gives a contribution to the imagi-
nary part of the Green’s function in the  limit
u
† Im Du  −
1
2
1
 − 2 + 2
.
This expression results in the following density of states
n = −
2

lim
→0+
Im D . 9
The broadened vibrational modes of the device region can
each be associated with a ﬁnite lifetime. To do this we need
to have a deﬁnition of an approximate vibrational mode of
the central part of the system that evolves into an eigenmode
of K when the coupling to the leads tends to zero. We deﬁne
“modes” as the vectors that for some energy, , correspond
to a zero eigenvalue mode of Re DDD see Appendix C
for details.
We also need to deﬁne a few characteristics of a mode.
The Green’s function projected onto a mode can be approxi-
mated by a broadened free phonon propagator with constants
 and  in a neighborhood of the mode peak energy,
u
†DDDu =
1
 + i2 − 
2 =
1
2 − 
2 + 
2 + i2
.
The time-dependent version of the Green’s function is an
exponentially damped sinusoidal oscillation with damping
rate of  , mean lifetime, =


, and Q factor, Q= 2 .
Comparing the broadened phonon propagator to Eq. 5 we
see that u
† Im u=−2, leading to
 = −
u
† Im u
2
,
where  is the mode peak energy.
This calculation of , Q, and  only strictly makes
sense for peaks with a Lorentzian line shape. This requires
that u
† Im DDDu is approximately constant across the
peak which is the case for modes with small broadening and
large lifetime. Nevertheless, we will also use these deﬁni-
tions for the delocalized modes since the calculated values
are still a measure of interaction with the leads.
We also deﬁne a measure of spatial localization, s,
s =

xC

ux
2

xD\C

ux
2
ND − NC
NC
,
where ND and NC are the number of atoms in the device and
central chain region, respectively, and D \C means device
region except the central chain the perturbed region. This
quantity is useful to pick out modes with a large amplitude in
the central chain region only. We have that s=1 signiﬁes
equal amplitude in C and connecting atoms while the limit
s→ s→0 signiﬁes a mode which is completely resid-
ing inside outside the chain.
It should be stressed that the mode properties calculated
in this way only refer to the harmonic damping by the leads
and that other sources of damping are not included such as
electron-hole pair creation and anharmonicity. The damping
due to electron-hole pair creation, obtained by an ab initio
calculation on a selection of gold chains, is about
50–80 eV for the vibrational mode with the strongest cou-
pling to electrons.30,31 This type of damping is less depen-
dent on strain in gold chains due to stable electronic structure
as evidenced by the robust electronic conductance of one
conductance quantum. The harmonic damping due to the
leads is typically higher than this but as we shall see it can
actually drop well below this value and thus be less than the
electron-hole pair damping.
In case of an applied bias the high-frequency modes may
be excited to a high occupation. The creation of vibrational
quanta is roughly proportional to eV− while the damp-
ing mechanisms are not expected to have a strong depen-
dence of the bias. Therefore, as the bias is increased beyond
the phonon energy threshold, the mode occupation will rise
and anharmonic interactions may become increasingly im-
portant even for low temperatures. Mingo45 has studied an-
harmonic effects on heat conduction in a model atomic con-
tact and more recently Wang et al.46 has used ab initio
calculations to access the effect of anharmonicity on heat
conduction in carbon-based systems. Anharmonic effects are,
however, outside the scope of the present work.
III. RESULTS
A. Geometrical structure and the dynamical matrix
In this subsection we investigate the geometrical structure
of the chains and the behavior of the dynamical matrix. For
each type of calculation identiﬁed by the number of atoms
in the chain, the surface orientation, and the type of base a
range of calculations were set up with the two surfaces at
different separations, Li i=1,2 , . . ., with the separations in-
cremented in equally spaced steps. Trial and error was used
to determine suitable step sizes for the different types of
calculations.
To be able to compare chains of different lengths and
between different surfaces we deﬁne the average bond
length, B= bj, as the average length between neighboring
atoms within the chain, where j runs over the number of
bonds in the chain see Fig. 4. B is useful because it is
closely related to the experimentally measurable force14 on
the chain and can be found without interpolation. The close
relationship between B and the force is demonstrated in Fig.
5 where the force is calculated as the slope of a least-squares
ﬁt of
Ei−1,Li−1,Ei,Li,Ei+1,Li+1 ,
where E is the total energy. We note that the force vs B
curves to a good approximation follows a straight line with a
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slope of k=2.5 eV /Å2, which can be interpreted as the
spring constant of the bonds in the chain. In addition to B we
also deﬁne the average bond angle T=  j.
The behavior of the systems with respect to B is relatively
simple. As the systems are strained it is mostly the bonds in
the chain that are elongated. Finally the central bonds be-
come so weak that they break. At low B we see from Fig. 6
that the longer chains adopt a zigzag conﬁrmation at low
average bond length. The three-atom and four-atom chains,
however, remain linear within the investigated range. Fur-
thermore, the longer chains have a similar variation in the
average bond angle.
These preliminary observations are in agreement with
previous theoretical studies by Frederiksen et al.31 and
Sánchez-Portal et al.47 We recount these observations be-
cause we ﬁnd that using B as a parameter provides a helpful
way to compare chain of different lengths and because the
calculations in this paper are the most accurate to date.48
To shed light on the effect of straining the chains, we next
investigate the energies that are related to different types of
movement by analyzing the eigenmodes and eigenvalues of
selected blocks of K. Especially, we can consider the local
motion of individual atoms or groups of atoms, freezing all
other degrees of freedom, by picking the corresponding parts
of K. For a single atom this amounts to the onsite 33
blocks. The square root of the positive eigenvalues of the
reduced matrix, which we call local energies, gives the ap-
proximate energy of a solution to the full K that has a large
overlap with the corresponding eigenmode, if the coupling to
the rest of the dynamical matrix is low. The negative eigen-
values of a block are ignored since they correspond to mo-
tion that is only stabilized by degrees of freedom outside the
block.
The behavior of the dynamical matrix in terms of local
energies is relatively straightforward, as illustrated in Fig. 7.
When the bonds are strained they are also weakened. In the
central chain the local energies are quickly reduced with in-
creased strain 65% decrease while the dynamical matrix
of the surfaces is hardly affected. The base and the ﬁrst atom
of the chain fall in between these two extremes with a 20%
and 40% decrease, respectively. The middle bonds in the
central chain are the ones that are strained and weakened the
most when the surfaces are moved apart. It is also where the
chain is expected to break.49 Most interestingly, we note that
at least one jump in the onsite local energies occur when
moving from the surface to the central chain.
In Fig. 8 we see how motion parallel to the chain is at
higher energies than perpendicular motion, and that the lon-
gitudinal optical LO-type motion of the ABL modes has the
highest energy. We also see that the local energies of the
ABL/LO-type motion moves past the local energies of the
pyramid as the strain is increased. In this way the ABL/LO
modes can in some sense act as a probe of the contacts.
B. Mode lifetimes and Q factors
We next investigate the modes of the ﬁnite chain systems.
An example is given in Fig. 9 which depicts the projected
density of states DOS for a chain with four atoms at an
intermediate strain. Notice the large variation in the width of
the peaks. The peaks with a low width correspond to modes
that have the largest amplitude in the chain while the peaks
with a large width correspond to modes with large amplitude
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FIG. 5. Color online Force as a function of average bond
length, T= 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FIG. 4. Distances and angles used to deﬁne the average bond
length, B= bj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, respectively.
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on the base and surface. Since this type of system has no
natural boundary between “device” and “leads” we will have
large variation in the harmonic damping no matter where we
deﬁne such a boundary.
In Fig. 10 we present the Q factor, spatial localization,
and peak energy of all modes for chains with three to seven
atoms between 100 surfaces. These are the main results of
this paper. Table I shows the same information in an alterna-
tive form. We now proceed to an analysis of these results.
The ABL modes are of special interest. These modes have
been identiﬁed by previous theoretical and experimental
studies as the primary scatterers of electrons.12,28–30,32,33,50
The ABL modes are easily identiﬁed in Fig. 10 since they
have the highest energy of the modes that are spatially local-
ized to the central chain black or dark gray in the ﬁgure.
Modes corresponding to transverse motion of the central
chain are also clearly visible. These modes are energetically
and spatially localized but are of limited interest because of a
low electron-phonon coupling.
Certain ABL modes are very long lived. At low strains,
ABL modes lie outside the bulk and surface band and have,
in our harmonic approximation, an inﬁnite Q factor. In real-
ity the Q factor will be limited by electron-phonon and an-
harmonic interactions. At higher strain the ABL modes move
inside the bulk band and one observes a great variation in the
corresponding Q factors. When the peak energy lies inside
the bulk band there exists modes in the bulk with the same
energy and it will mostly be the structure of the connection
between the bulk crystal and the chain that determines the
width of the peak.
The long chains tend to have longer lived ABL modes due
to the larger ratio between the size of the central chain and
the size of its boundary. The seven-atom chain is especially
interesting since it has an ABL-type mode with a damping of
5 meV at one strain while at another strain the ABL mode
has a damping of 300 meV. This is more than one order-of-
magnitude variation in the harmonic damping of the primary
scatterer of electrons due to only a 0.03 Å change in the
average bond length.
The largest damping of an ABL mode for these systems is
1 meV, which is still signiﬁcantly lower than the
20 meV bandwidth. This can be attributed to fact, noted
above, that there always exists a large mismatch in local
energies moving from the central part of the chain to the rest
of the system see Fig. 7.
Previous studies by Frederiksen et al.31 obtained a rough
estimate for the variation in the nonelectronic harmonic and
anharmonic damping of 5–50 eV for the longer chains by
ﬁtting the experimental inelastic electron tunneling spectros-
copy IETS signals of Agraït et al.11 to a model calculation.
The estimated peak energies lie well within the bulk band for
all the recorded signals. The reason the nonelectronic damp-
ing rate can be extracted is because the excitation of vibra-
tions and damping of vibrations through electron-hole cre-
ation are both proportional to the strength of the electron-
phonon coupling. This means that the step in the
experimental conductance, when the bias reaches the phonon
energy, can be used to estimate strength of the electron-
phonon interaction and thereby the electron-hole pair damp-
ing. The slope in the conductance beyond this step can then
be used to extract the total damping. By subtracting the
electron-hole pair damping from the total damping we get an
estimate of the sum harmonic and anharmonic contributions
to the damping.
The estimate in Ref. 31 agrees well with our lowest
damping of 5 eV. The highest damping we have found was
400 eV found for the six-atom chain which is an order
of magnitude larger than the upper limit of Ref. 31. We be-
lieve that this discrepancy can be largely attributed to the
difﬁculty in extracting the necessary parameters from experi-
ments when the harmonic damping is large. Furthermore, for
the six-atom and seven-atom chains we observe that the high
damping occurs at low strain, where the electron-phonon
coupling is weak.11
There are two main differences between the 100 and the
111 systems. The ﬁrst difference is that the 111 systems
have ABL modes that are more long lived compared to the
100 systems see Table I and Fig. 11. The second differ-
ence is the behavior of the localized modes close to the band
edge see Fig. 11. The modes with energies outside the bulk
band in the 111 systems are less spatially localized com-
pared to the 100 case. At low strain, the 111 chain has
ABL modes extending further into the base and surface than
the 100 chain.
There are certain general features of how the damping
evolves with strain that are easily understood. Modes with
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peak energies in the range of 16–19 meV in general have a
very high damping while those in the range of 14–16 meV
have very low damping. This correlates well with the bulk
DOS for gold see, e.g., Ref. 40. The optical peak in the
bulk DOS corresponds to strong damping while the gap be-
tween optical and acoustical modes correspond the range of
low damping.
To sum up, localized modes occur at low strain where the
bonds in the chain are very strong and give rise to frequen-
cies close to or outside the bulk band edge. Inside the bulk
band strong localization is still possible for the long chains,
especially the seven-atom chain. This requires, however, that
the coupling between the central chain and the surface is
weak at the typical frequency of the ABL mode due to the
structure of the connection. The behavior depends strongly
on the detailed structure of the base and the state of strain but
some general features can be related to the bulk DOS.
IV. CONCLUSION AND DISCUSSION
We have presented a study of the harmonic damping of
vibrational modes in gold chains using a method that uses ab
initio parameters for the chains and empirical parameters for
the leads. We have focused on ABL/LO modes that interact
strongly with electrons and are thereby experimentally acces-
sible through IV spectroscopy. We provide an estimate for
the damping of ABL modes from ab initio calculations as a
function of strain for a wide range of gold chain systems.
The calculations of the ABL-phonon damping rates agree
well with earlier estimates, found by ﬁtting a model to ex-
perimental inelastic signals.11,32
We have found that the values of the harmonic damping
for the ABL modes can vary by over an order of magnitude
with strain. Even with small variations in the strain, the har-
monic damping can exhibit this strong variation. This ex-
treme sensitivity may explain the large variations seen ex-
perimentally in different chains.
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The range of the harmonic damping also depends strongly
on the number of atoms in the chain since we see a clear
increase in localization going from a six-atom to a seven-
atom chain. The chain with seven atoms really stands out,
since it, in addition to having very localized modes in gen-
eral, it also has the greatest variation in harmonic damping.
This strong variation in the harmonic damping of the ABL
modes, that depends on the details of the structure, suggest
that accurate atomistic calculations of the vibrational struc-
ture is necessary to predict the inelastic signal.
All types of chains were found to have ABL modes that
lie outside the bulk phonon band at low strain. These modes
are expected to have very long lifetimes since the harmonic
damping is zero. Signatures of the rather abrupt change in
the damping of the ABL modes when strained have not
been discussed in experimental literature so far. We believe
this is due to the common experimental techniques for
producing these chains heavily favor strained chains. The
ABL-mode lifetime may be set by the coupling to the
electronic system electron-hole pair damping. Indeed, even
inside the bulk band the electron-hole pair damping can
be of the same order as the harmonic damping. For
example, a eh50–80 eV was found for a four-atom30
and a seven-atom31 chains, which we can compare with
100–900 eV and 5–300 eV found above for the har-
monic vibrational damping. Thus the damping can in certain
cases be dominated by the electron-hole pair damping for
frequencies even inside the bulk band.
Finally we ﬁnd a difference in the damping of ABL modes
in chains between 100 and 111 surfaces. For the investi-
gated ﬁve-atom chains there is both a marked difference in
the strength of damping and in the variation in the damping
with strain. It might be possible to distinguish between 100
and 111 pyramids experimentally due to this difference.
The ABL modes will have strong coupling to the bulk at
certain energies, characteristic of the pyramid type. This in
turn, results in broadening/splitting of the modes depending
on whether the characteristic energies are inside or outside
the bulk band. This broadening/splitting would be detectable
in the IV curve since it is related to the characteristics of the
conductance step at the peak energy of the vibrational mode.
Finding IV curves at different strains could thereby serve as
a ﬁngerprint of the speciﬁc way the chain is connected to the
surroundings. Hihath et al.50 have demonstrated that such
measurements are indeed possible on a single-molecule con-
tact.
The techniques used in this paper can be combined with
electronic transport calculations to predict the inelastic signal
in the IV characteristic of a system. This will be done in
future work, where we will also eliminate the use of the
empirical model for the leads and use ab initio parameters
for the entire system.
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APPENDIX A: CONSTRUCTING THE DYNAMICAL
MATRIX
In this subsection the details of how we constructed the
dynamical matrix are presented. The dynamical matrix must
be symmetric and obey momentum conservation. Momen-
tum conservation, in this context, means that when an atom
is displaced the force on the displaced atom equals minus the
total force on all other atoms. We ensure momentum conser-
TABLE I. The variation in the Q, , and  of the ABL modes.
For chains with 3–7 between 100 surfaces and for chains with ﬁve
atoms between 111 surfaces but with slightly different bases. The
strains where the peak energy of the ABL mode falls close to or
outside the bulk band edge have been disregarded.
Chain Q

eV

ps
3100 3–7 800–1200 0.5–0.8
4100 5–30 100–900 0.7–7
5100 10–40 200–500 1.3–3
6100 15–80 90–400 1.6–7
7100 40–1500 5–300 2–130
5111 symmetric 15–80 40–400 1.6–16
5111 asymmetric 10–100 40–800 0.8–16
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FIG. 11. The vibrational modes for ﬁve-atom chains between
two 111 surfaces. Top Symmetric pyramids. Bottom Asymmet-
ric pyramids one atom added to one of the pyramids. The area of
a disk is proportional to the Q but is limited to what corresponds to
a Q factor of 250. The gray level that ranges from light gray to
black in four steps signiﬁes that s 0,2 light gray,
2,4 , 4,6 , 6,8, or 8, black.
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vation by setting the onsite 33 matrix to minus the sum of
the force-constant coupling matrices to all the other atoms.
This method for regularizing the dynamical matrix was pre-
viously used by Frederiksen et al.31 and generally improves
on the errors introduced in the total energy when displacing
atoms relative to the underlying computational grid the DFT
egg-box effect. We calculate off-diagonal coupling part of
the force-constant matrix was calculated with a ﬁnite differ-
ence scheme using a displacement, Z, of 0.02 Å in the x, y,
and z directions for all atoms in the chain and base.
To improve the accuracy further, the forces were calcu-
lated for both positive and negative displacements. If i and j
are degrees of freedom situated inside the DFT region we
therefore perform four independent calculations of Kij=K ji
since K is a symmetric matrix. In the end we use the average
of the force constant from these four calculations
Kij =
2
mimj
Fij+Z + Fji+Z − Fij−Z − Fji−Z  4,
where, e.g., Fij+ denotes the force on i due to a positive
displacement of j. If i is inside the DFT region and j is not,
the coupling is calculated as an average of two force con-
stants
Kij =
2
mimj
Fji+Z − Fji−Z  2.
If an atom was close to a periodic image of another atom
less than half the unit-cell length in any direction the force
between these atoms was set to zero to avoid artifacts of the
periodic calculational setup. The empirical model was used
to calculate the coupling between the surface atoms. After all
coupling elements were found the onsite elements were cal-
culated for the system as a whole.
APPENDIX B: CONVERGENCE
1. Convergence parameters
In the calculations there are several convergence param-
eters and here we provide an overview. There are three im-
portant length scales in the calculations: L1, L2, and L3. We
assume that when two atoms are further apart than L1, the
coupling elements between them vanishes. L2 is the correla-
tion length for properties that do not have an energy depen-
dence, such as forces, equilibrium positions, and total ener-
gies while L3 is the assumed correlation length for properties
that do have an energy dependence, such as the surface
Green’s function, vibrational DOS, etc. L3 always needs to
be larger than L2, L3L2 but the speciﬁc size needed de-
pends on the required energy resolution. L2 determines the
k-point sampling used in the DFT calculations and L3 the
k-point sampling used in the calculation of the surface
Green’s function. In each case the number of k points used
one direction is chosen to be the smallest integer, i, such that
i L
a
, where a is the size of the calculational cell in that
direction. The DFT k-point sampling used is dense enough to
ensure that L223 Å for all calculations.
In the calculation of the Green’s functions we introduced
a ﬁnite artiﬁcial broadening. This broadening, , was divided
into a small broadening of the device region, C, and a large
broadening for the leads, L. The reasoning behind this is
that the density of states is much more smooth in the bulklike
regions far away from the chain. A large L has the advan-
tage that it reduces the need for k-point sampling drastically.
Without a small C we would not be able to discover very
sharp peaks in the DOS. To reliably ﬁnd the modes of the
system it is also important that the energy spacing, E is on
the same level or smaller than C.
The artiﬁcial broadening limits how large lifetimes we
can resolve. This is why we in the following write the upper
limit to the lifetime introduced by the artiﬁcial broadening.
A ﬁnal convergence parameter is the position of the inter-
face between DFT and empirical model parameters for the
dynamical matrix. This is a very important parameter since
the error introduced by having this interface relatively close
to the chain is what limits the precision of the calculations.
2. Test of convergence
Next we present the tests that have been carried out to
ensure that the calculations in this paper are sufﬁciently con-
verged. The convergence for the SIESTA basis set and the size
of the ﬁnite displacement used in the ﬁnite difference calcu-
lations was already tested for the same type of systems by
Frederiksen et al.31
So here we ﬁrst examine the convergence of the DFT
calculations of the dynamical matrix. A calculation for a
four-atom chain between 100 surface was done with im-
proved values for the important DFT convergence param-
eters. The mesh cutoff was increased from 150 to 200 Ry and
the k-point sampling was increased from 23 to 34. For
this change in parameter we obtained a maximal difference
of 0.2 meV, when comparing the square root of the sorted
array of eigenvalues of the dynamical matrix. This is a neg-
ligible size since the average value of the eigenvalues is
about 10 meV. The k-point sampling in the DFT calculations
proved crucial for the structure of the strained systems since
gamma-point calculations resulted in different structures
different bonds weakened at high strain with very large
lifetimes.
The perturbation length used in our calculations was L1
=4.08 Å, which is the same as next-nearest-neighbor dis-
tance. The magnitude of any next-nearest-neighbor coupling
matrix, deﬁned as 
X
=ijXij2 was never larger than 15%
compared to the magnitude of any nearest-neighbors cou-
pling matrix. The error introduced by this truncation is
smaller than the one introduced by using the empirical model
for the dynamical matrix.
For the calculation of the DOS we gradually improved L3,
L, and C and found that the DOS was converged using
E=10 eV, L=100 eV 7 ps, C=10 eV 70 ps,
and L2=200 Å 6868 k points except in one calculation
for the seven-atom chain we needed the lifetime of one very
sharp peak. This required a better resolution using E
=1 eV, L=10 eV 70 ps, C=1 eV 700 ps, and
L2=400 Å 136136 k points.
Finally, we have considered how much the interface be-
tween the DFT parameters and the empirical parameters af-
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fects our results. In Fig. 12 we show a study where we vary
the position of this interface. We ﬁnd that our calculation of
the Q factor and the spacial localization is converged to
about the ﬁrst signiﬁcant digit for modes that are spatially
localized to the central chain. We judge that this is what
mainly sets the limit of accuracy of in our calculations.
APPENDIX C: DEFINITION OF THE MODES
FOR AN OPEN SYSTEM
The starting point is the modes of a closed system,
namely, the eigenmodes of K. The most important require-
ment, for the deﬁnition of modes in the case of the open
system, is that these modes become the modes of the isolated
system in the limit of zero coupling between the device re-
gion and the leads.
The following deﬁnition fulﬁlls this condition. A mode is
deﬁned as a complex eigenvector u of MDD and
DDD that fulﬁlls,
Reu
†DDDu = 0 C1
and


Reu
†DDDu
= 0 C2
for some energy, , corresponding to a peak in DOS.
An illustration of these two conditions is given in Fig. 13.
In practice, the modes are found from the number of positive
eigenvalues of DDD evaluated at each point of our energy
grid. If this number increases between two successive ener-
gies,  and +, the eigenmodes at these two energies are
matched up. The eigenmode corresponding to the eigenvalue
that changes sign is then identiﬁed as a mode of the open
system.
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Control of the edge topology of graphene nanostructures is critical to graphene-based electronics. A
means of producing atomically smooth zigzag edges using electronic current has recently been demon-
strated in experiments [Jia et al., Science 323, 1701 (2009)]. We develop a microscopic theory for current-
induced edge reconstruction using density functional theory. Our calculations provide evidence for
localized vibrations at edge interfaces involving unpassivated armchair edges. We demonstrate that these
vibrations couple to the current, estimate their excitation by Joule heating, and argue that they are the
likely cause of the reconstructions observed in the experiments.
DOI: 10.1103/PhysRevLett.104.036807 PACS numbers: 61.48.Gh, 63.22.Rc, 71.15.Mb
Graphene, a single sheet of carbon atoms in a hexagonal
lattice, is a material currently under intense scrutiny [1,2].
Graphene is interesting not only because of its exotic
material properties, but even more so due to its potential
use in future electronic components. Graphene electronics
has a tremendous potential [3,4], but its practical realiza-
tion requires the ability to manufacture graphene nano-
structures in a controlled and efﬁcient manner. The
topology of graphene edges plays a fundamental role in
determining the electronic and transport properties of these
devices [5–7]. Thus, the control and stability of edges is
crucial for further development of graphene-based elec-
tronic devices. Recent experiments [8,9] show that simple
armchair and especially zigzag edges are the most com-
monly occurring edge structures and that their formation
and dynamics are strongly inﬂuenced by the energetic
electrons in a transmission electron microscope (TEM).
However, intermediate reconstructed forms also exist
[10,11]. In an important recent experiment, Jia et al. [12]
demonstrated the formation of smooth zigzag edges from
disordered edges in graphene in the presence of an elec-
tronic current. The possibility of an in situ fabrication
process, as suggested by this experiment, is very attractive.
However, at the same time the devices should remain stable
in the presence of electrical current for reliable operation,
further underlining the importance of understanding the
microscopic edge reconstruction mechanisms.
In this Letter, we present an ab inito study of current-
induced edge reconstructions in systems, where armchair
and zigzag edges are adjacent. As the ﬁrst example, con-
sider the graphene nanoribbon (GNR) junction shown in
Fig. 1. A zigzag GNR to the left is connected to a wider
zigzag GNR to the right by an armchair edge (ZAZ struc-
ture). Note that the edges are not passivated (we return to
this point below). The second example is a ZAZZZ system
(see Fig. 2) where an extra zigzag edge is inserted. These
two structures are chosen to mimic the experimental situ-
ation and to test the generality of the trends found in our
calculations.
Using density functional theory (DFT) [13,14], we shall
demonstrate that strong local Joule heating occurs in sys-
tems of this kind for voltage biases and currents of the
same order of magnitude as in the experiment by Jia et al.
[12]. In order to have signiﬁcant Joule heating, two con-
ditions are of importance. First, localized vibrations are
necessary in order to spatially concentrate the energy.
Second, the electronic subsystem must couple strongly
with the local vibrations and be locally out of equilibrium
in order to provide energy to the vibrations. As we shall
show, the structures shown in Figs. 1 and 2 indeed exhibit
localized vibrational modes. These modes originate from
‘‘armchair dimers,’’ deﬁned as C-C dimers coordinated in
the same way as the outermost atoms of a nonpassivated
armchair edge. In what follows, we call these modes ‘‘arm-
chair dimer modes’’ (ADMs). Next, we show that zigzag-
armchair junctions exhibit strong local scattering of the
current carrying electrons such that we can expect a local
voltage drop across the junction. Finally, we estimate the
heating of the ADMs in the two model systems and argue
that the heating of the ADMs is the likely cause of the
reconstruction of the edges observed in the experiment by
Jia et al. [12].
Let us now quantitatively address the existence of local-
ized vibrational modes in systems with mixed zigzag and
armchair edges. Using ﬁnite displacement calculations
[15], we ﬁnd two such modes (see Fig. 1) for the ZAZ
system with a vibrational energy of 250 meV. These
modes are strongly localized to the outermost atoms of
the armchair edge: already for nearest neighbors, the mode
amplitude has dropped by85%. The modes are truncated
versions of the vibrational edge states that give rise to the
quasi-1D band in the density of states (DOS) [17] of the
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inﬁnite armchair edge (full black curve in Fig. 1, see also
Ref. [18]). These two ADMs are energetically localized
since both the inﬁnite zigzag edges (full grey curve in
Fig. 1) and bulk graphene (band edge shown as a dotted
line) have a vanishing DOS above 200 meV and thus
cannot cause energy broadening above this energy in the
harmonic approximation. The modes outside of the bulk
band are only broadened by interactions with electrons
and, at high temperature, by anharmonic interactions.
For the ZAZZZ system, we identify three localized
modes (Fig. 2) which again involve 2-coordinated arm-
chair dimers. For this case, the vibration amplitude is
signiﬁcant not only on the armchair edges but also at the
240 ZZ edge.
Hydrogen passivation is predicted to play a role for the
edge structure [19]. However, we expect the ADMs to be
localized even if they are adjacent to hydrogen-passivated
edges. We ﬁnd that the passivated zigzag and armchair
edges do not have vibrations with energies 250 meV in
their DOS (dashed black and grey curves in Fig. 1, respec-
tively), in agreement with the empirical-potential calcula-
tion in Ref. [20], and thus cannot provide harmonic
damping. We constrain our studies to nonpassivated edge
interfaces since there were no signs of hydrogen playing a
role in the experiments by Jia et al. [12], and we also expect
hydrogen to desorb at much lower temperatures than where
the breaking of carbon-carbon bonds takes place. The
barrier for hydrogen desorption from an armchair edge is
lower compared to that of the outermost C-C unit, 4 eV
(Ref. [21]) and 6.7 eV (Ref. [12]), respectively.
In addition to the existence of localized vibrational
modes, the occurrence of local Joule heating also requires
local scattering of electrons. By DFT transport calculations
[14,22,23], we ﬁnd that the scattering states localized at the
zigzag edge are interrupted at the zigzag-armchair junc-
tion, illustrated by the square modulus of the transmitting
electronic scattering states (eigenchannels [24]) at the
Fermi level, shown for the minority spin in Fig. 3.
Reference [25] shows, by extensive tight-binding calcula-
tions, that scattering can in general be expected at
armchair-zigzag edge interfaces and that scattering in-
creases with the length of the armchair edge. Since the
same behavior is predicted for different systems with two
different methods (ab initio versus tight binding), it seems
that backscattering at armchair-zigzag interface is indeed a
generic feature of these systems.
We next estimate the heating of the ADMs in the two
model systems. If the anharmonic couplings are neglected,
the mean steady-state occupation, hniðVÞ, can be calcu-
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FIG. 1 (color online). (Top) The ZAZ structure. (Middle) The
two modes lying outside of the bulk bands, labeled (a) and (b),
respectively. Atomic displacements of less than 5% of the total
amplitude are not shown. (Bottom) The energies of the two
localized modes compared with the local vibrational DOS of
the outermost carbon atoms on inﬁnite graphene edges. For H-
passivated edges, additional 1D bands are found at 380 meV
(not shown).
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FIG. 2 (color online). (Top) The ZAZZZ structure. (Bottom)
The three ADMs, labeled (c), (d), and (e), respectively. Atomic
displacements of less than 5% of the total amplitude are not
shown.
PRL 104, 036807 (2010) P HY S I CA L R EV I EW LE T T ER S
week ending
22 JANUARY 2010
036807-2
lated from the ratio of the current-induced phonon emis-
sion rate, emðVÞ, and the effective phonon damping rate,
dampðVÞ (here V is the voltage drop across the scattering
region). Since the investigated modes lie outside the vibra-
tional bulk band, the damping due to the bulk phonon
reservoir vanishes. Assuming zero electronic temperature
and energy-independent scattering states within the bias
window, the emission rate is [16,26]
emðVÞ ¼ eV  @!
@
ðeV  @!ÞTr½MALMAR:
(1)
Here, @! is the vibrational energy of mode , M
 is the
coupling of the mode to the electronic degrees of freedom
calculated by ﬁnite difference techniques, and AL=R is the
electronic spectral density of left or right moving electrons,
evaluated at the Fermi level by DFT transport calculations
[14,22,27]. The rate dampðVÞ is [16]
dampðVÞ ¼
!

Tr½MAMA; (2)
where A ¼ AL þAR is the total electronic spectral den-
sity at the Fermi level. The occupation hniðVÞ becomes
hniðVÞ ¼ 1
2
ðeV  @!Þ

eV
@!
 1

s; (3)
where s ¼ 2 Tr½MARMAL
Tr½MAMA is a dimensionless heating pa-
rameter that can vary from 0 (no heating) to 1 (maximal
heating). By assuming that nðVÞ is Bose distributed, one
can extract an effective temperature of the mode, TeffðVÞ,
which we plot in Fig. 4 for the localized modes identiﬁed in
Figs. 1 and 2. The calculated electronic damping rates and
heating parameters are shown in Table I.
The mode temperatures should be compared to the
uniform temperature, Td, needed to destabilize the system
on a time scale relevant to the experimental conditions,
which we judge to be of the order of seconds. Thus, we
consider a corresponding rate of desorption of carbon
dimers, q 1 Hz. We estimate Td  2500 K (see Fig. 4)
using the Arrhenius equation, q ¼  exp½Ea=ðkBTdÞ, a
characteristic attempt frequency h ¼ 100 meV (a typical
phonon frequency), and an activation energy Ea ¼ 6:7 eV
[12].
We can compare the heating of the localized ADM to the
modes inside of the bulk band by calculating their har-
monic damping due to their coupling to the bulk phonons
[28] and adding this to the damping by the electrons. We
ﬁnd that this damping is 1–100 times the damping due to
the electronic couplings leading to temperatures typically
below 1000 K even for a bias of 1 V. Since this temperature
yields desorption rates much lower than those seen in the
experiments, we conclude that the Joule heating of the
harmonically damped modes cannot account for the recon-
struction. In contrast, as Fig. 4 shows, the ADMs reach a
high temperature at much lower biases and can thus pro-
vide a channel for local desorption. Furthermore, these
modes are also more likely to be involved in the desorption
since they directly involve the desorbing dimers.
A quantitative comparison with experiments would re-
quire a much more sophisticated theory, which is beyond
the scope of this Letter. For example, one should consider
the anharmonic coupling of ADMs and evaluate the non-
equilibrium electronic distribution function from which the
actual potential proﬁle in the sample can be extracted.
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FIG. 4 (color online). The effective temperature as a function
of bias for the localized modes for the ZAZ (full curves) and the
ZAZZZ system (dashed curves). The horizontal line indicates
the uniform temperature where the decay rate of the outer C-C
dimer of an armchair reaches 1 Hz.
TABLE I. Mode characteristics.
Mode @!ðmeVÞ @dampðeVÞ s
ZAZ, (a) 248 99 0.77
ZAZ, (b) 239 63 0.29
ZAZZZ, (c) 244 19 0.63
ZAZZZ, (d) 238 26 0.38
ZAZZZ, (e) 234 64 0.28
FIG. 3 (color online). The absolute square of the minority spin
left-to-right scattering states at the Fermi level for a large ZAZ
system, corresponding to a transmission of 0.15.
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Finally, let us investigate the role of different types of
edge interfaces. Figure 1 shows two examples: a 150
zigzag-armchair interface and a 210 armchair-zigzag in-
terface. Intuitively one would expect the 2-coordinated
dimer directly at the 210 corner to make this interface
especially prone to reconstructions. This is conﬁrmed by
our calculations of their heating: we ﬁnd that the 210
modes [modes (a), (c), and (d)] exhibit markedly stronger
heating than modes associated with the 150 corner, the
reason being their stronger coupling to the current carrying
electrons (s closer to 1 for these modes). This scenario is
consistent with two experimental observations by Jia et al.
[12]. First, they observe that a 150 interface survives even
after massive reconstruction has occurred [Fig. 2(D) of
Ref. [12]]. Second, certain armchair edges evaporate while
others grow longer. The theory outlined here predicts that
the evaporating armchair edges are the ones bordered by at
least one 210 junction. Conversely, zigzag edges and
armchair edges bordered by 150 junctions would be the
stable edges and would grow as the unstable armchair
edges evaporate.
In conclusion, we have demonstrated how speciﬁc C-C
dimers can play a fundamental role in current-induced
reconstruction in graphene systems with mixed edges.
We show that these dimers give rise to spatially and
energetically localized modes, which give a natural expla-
nation for the low onset bias for reconstruction observed in
the experiments [12]. Identifying the modes that heat up
also allows us to make predictions of the overall behavior
of a graphene sample under the inﬂuence of a current.
Speciﬁcally, we predict that zigzag-armchair junctions
with an angle of 150 would be more stable than the
junctions with a 210 angle. We believe reasoning along
these lines could contribute towards a quantitative under-
standing of other intriguing edge structures, e.g., the zigzag
reczag discussed recently in Ref. [11].
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