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Abstract: Object tracking is a fundamental problem in computer vision，which uses context information in a video or image
sequence to predict and locate a target ( s) . It is widely used in smart video monitoring systems，intelligent human inter-
action，intelligent transportation，visual navigation systems，and many other areas. With the advent of the big data era and
the emergence of deep learning methods，tracking performance has substantially improved. In this paper，we introduce the
basic research framework of object tracking and review the history of object tracking from the perspective of the observation
model. We indicate that deep learning allows for a more robust observation model to be obtained. We review the deep learn-
ing methods that are suitable for object tracking from the aspects of deep discriminative model and deep generative model.
We also classify and analyze the existing deep object tracking methods from the perspectives of network structure，network
function，and network training. In addition，we introduce several other deep object tracking methods，including deep object
tracking based on the fusion of classification and regression，on reinforcement learning，on ensemble learning，and on meta-
learning. We show the current commonly used databases for object tracking based on deep learning and their evaluation
methods. We likewise analyze and summarize the latest specific application scenarios in object tracking from the perspec-
tives of mobile tracking system，detection，and tracking-based system. Finally，we analyze the problems of object tracking，
including insufficient training data，real-time tracking，and long-term tracking and specify further research directions for
deep object tracking.









和基础( Li 等，2018c; Lu 等，2018 ) 。随着计算机处
理能力的飞速提升，各种基于目标跟踪的民用和军
用系统纷纷落地，广泛应用于智能视频监控( Huang
等，2015; Collins 等，2000; Haritaoglu 等，2000; Shu
等，2005 ) 、智能人 机 交 互 ( Bonin-Font 等，2008; Li
等，2003) 、智能交通( Lu 等，2010 ) 、视觉导航( Hu
等，2007; Kristan 等，2013 ) 、无人驾驶、无人自主飞




研究( Wang 等，2015; Lowe 等，2004) ，并结合多传感
器技术，提高了对城市的主动监视和对战场的态势
感知能力。IBM 研究院开发的 S3 系统( smart sur-
veillance system) ( Haritaoglu 等，2000) 能够实现多目
标跟踪并完成对目标行为的异常检测。英国的雷丁
大学、伦敦大学则致力于民用的视频监控项目( Van











果发表在 IEEE TPAMI( IEEE Transactions on Pattern
Analysis and Machine Intelligence) 、IJCV( Internation-
al Journal of Computer Vision) 、PＲ ( Pattern Ｒecogni-
tion) 等期刊和 ICCV ( IEEE International Conference
on Computer Vision ) 、CVPＲ ( IEEE Conference on
Computer Vision and Pattern Ｒecognition) 、ECCV( Eu-
ropean Conference on Computer Vision) 等会议。与此
同时，国内举办的各种相关会议和主办的相关期刊
也 包 含 目 标 跟 踪 主 题，如 国 际 图 像 图 形 会 议

























略包括均值漂移( mean shift) ( Comaniciu and Meer，
2002) 、粒子滤波( particle filter) ( Isard and Blake，
1998) 和循环密集采样( cyclic dense sampling) ( Ｒob-








Fig． 1 Some representative object tracking algorithms
1. 1 基于生成式模型的方法
生成式模型提取目标特征构建表观模型，在图
像 中 搜 索 与 模 型 最 匹 配 的 区 域 作 为 跟 踪 结 果
( Krizhevsky 等，2012) 。最早的目标跟踪工作可以
追溯 到 1981 年 提 出 的 LK 光 流 法 ( Horn and
Schunck，1981) ，它假定目标灰度在短时间内保持不
变，同时目标邻域内的速度向量场变化缓慢。KLT
( Kanade Lucas Tomasi tracking method) ( Shi and To-
masi，1994) 通过匹配角点实现对目标的跟踪。随后
工作则考虑采用原始的外观( Isard and Blake，1998)
或者颜色( Comaniciu and Meer，2002) 作为主要特征
来描述目标，或者采用更为复杂的混合方式描述目







来跟踪目标。在此基础上，Ｒoss 等人( 2008) 在线更
新特征空间的基，直接将以前检测到的目标作为样
本在线学习而无需大量的标注样本。L1 跟 踪 器
( Mei and Ling，2011 ) 把跟踪看做一个稀疏近似问
题，通过求解 L1 范数最小化问题，实现对目标的跟
踪。同 时，SIFT ( scale invariant feature transform )
( Cruz-Mota 等，2012 ) ，SUＲF ( speeded up robust fea-
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tures) ( Ｒoss 等，2008 ) ，最大稳定极值区域( MSEＲ)















用支 持 向 量 机 ( Suykens and Vandewalle，1999 ) 和
AdaBoost( Viola and Jones，2001) 等机器学习方法区
分背景和目标，但由于所选取的特征基于单个像素，
所以容易丢失目标。Grabner 等人( 2008 ) 结合 Haar
特征( Mita 等，2005) 和在线 Boosting 算法对目标进
行跟 踪。TLD ( tracking learning detection ) ( Kalal，
2012) 利用在线的 Ferns( Bosch 等，2007) 检测目标，
同时利用在线随机森林算法( Svetnik 等，2003) 跟踪








MOSSE 算法( David 等，2010 ) 的基础上，提出 CSK
( circulant structure of tracking by detection with ker-





征选择方面，可使用方向梯度直方图 ( HOG) 、CN
( color names) 等特征更好地表征目标。尺度估计方
面，SAMF ( scale adaptive multiple feature ) ( Li 等，
2015) 同时检测目标位置和尺度的变化，采用图像
金字塔进行尺度选择，最佳尺度对应最大响应值;
DSST( accurate scale estimation for robustvisual track-






spatially regularized correlation filters for visual track-




( discriminative correlation filter with channel and spa-
tial reliability) ( Lukeic 等，2017) 利用空域分割和通
道响 应 值 来 评 估 空 域 和 通 道 的 可 靠 性。BACF
( background-aware correlation filters) ( Galoogahi 等，
2017) 通过补零操作获取更大搜索域的样本，进行
循环采样时保证了真实的负样本。STＲCF ( spatial-










工作( Wang and Yeung，2013) 直接利用 ImageNet 数
据上的预训练模型提取深度特征。HCF ( hierarchi-
cal convolutional features for visual tracking) ( Ma 等，




化较大的跟踪目 标 并 不 鲁 棒。HDT ( hedged deep
tracking) ( Qi 等，2016) 利用 Hedge 算法将每一层特
征训练出来的相关滤波器进行融合提升。C-COT
( continuous convolution operators for visual tracking)
( Danelljan 等，2016) 将浅层表观信息和深层语义信
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题，ECO ( efficient convolution operators ) ( Danelljan
等，2017) 通过卷积因式分解操作、样本分组和更新
策略对其改进，在不影响算法精确度的同时，算法速
度提高了一个数量级。UPDT( unveiling the power of






任务 相 匹 配 的 特 征，从 而 获 得 更 好 的 跟 踪 性 能。
MDNet( Nam and Han，2016) 跟踪算法设计一个轻量
级的小型网络学习卷积特征表示目标，利用 SoftMax
( Kumarawadu 等，2002) 对采样样本分类，其性能表
现非常优异，但速度只有 1 帧 / s。随后提出的 Siam-
FC( Bertinetto 等，2016b ) 算法，则是利用孪生网络
( Siamese network) ，在视频序列 ILSVＲC2015 离线训
练一个相似性度量函数，在跟踪过程中利用该模型，
选择与模板最相似的候选作为跟踪结果。Tao 等








工作关注的热点问题。Valmadre 等人( 2017 ) 提出
的 CFNet，首先将相关滤波改写成可微分的神经网
络层，和特征提取网络整合到一起以实现端到端优
化，训 练 与 相 关 滤 波 器 相 匹 配 的 卷 积 特 征。
VOT2017 竞赛冠军算法 CFCF( good features to corre-




如元学习( Park and Berg，2018 ) 、生成式对抗网络















局特征。代表性的 CNN 模型有 AlexNet( Krizhevsky
等，2012) 、VGGNet( Simonyan and Eisserman，2015) 、
GoogLeNet ( Szegedy 等，2015 ) 、ＲesNet ( He 等，
2016) 、DenseNet( Huang 等，2017b) 等，网络结构详
见对应的参考文献。
2. 1. 2 循环神经网络
门循环单元( GＲU) ( Cho 等，2014 ) 是循环神经
网络( ＲNN) 的一种，是为了解决长期记忆和反向传
播中的梯度问题而提出来的。相比长短期记忆网络
( LSTM) ，使用 GＲU 能够达到相当的效果，并且相比
之下 更 易 训 练，能 够 很 大 程 度 上 提 高 训 练 效 率。





刻的比重。如果将重置 门 设 置 为 1，更 新 门 设 置
为 0，即可得到一个标准的 ＲNN 模型。LSTM 有输
入门、遗忘门和输出门三个门，其输入门和遗忘门对





STM 方法( Shi 等，2015 ) ，其核心本质与传统 LSTM
相同，都是将上一层的输出作为下一层的输入。不
同之处在于，ConvLSTM 加入了卷积结构，使其不仅
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2. 2. 1 生成式对抗网络
生成式对抗网络( GAN) 主要包括生成器( gen-









生成式对抗网络包括 DCGAN( deep convolution gen-
erative adversarial networks ) ( Ｒadford 等，2016 ) 、
WGAN ( Wasserstein GAN ) ( Arjovsky 等，2017 ) 、
WGAN-GP( Gulrajani 等，2017 ) 等，详细介绍可参考
对应文献。
2. 2. 2 自编码器













变分 自 编 码 器 ( VAE ) ( Kingma and Welling，


















ter 等，2018) 和元学习( Al-Shedivat 等，2018) 。
强化学习( ＲL) 作为机器学习的一种，已被广泛




learning，其通常需要定义一个 Q 函数 Q( s，a) ，表示
在状态 s 下采取动作 a 能够获得最大回报 Ｒ，然后
通过迭代的方式不断更新 Q 值。如果 Q 函数足够
准确且环境确定，那么只要采取实现最大 Q 值动作







来对 Q 函数进行模拟; 在 Q 值中使用均方差来衡量
当前值与目标值之间的差异，然后将此差异作为目
标函 数 并 使 用 随 机 梯 度 下 降 来 优 化。为 了 提 升
Deep Q-learning 的性能表现和学习速度，可进一步
改进: 使用 3 种损失更新网络，即双重 Q 学习损失、
监督式大边际分类损失以及在网络的权重和偏置上











决上述问题，可以使用 Meta Learning 的方式对传统































题。针对此问题，Zhang 等人( 2016 ) 提出 CNT( con-
volutional network based tracker) 算法，采用一个轻型
的两层卷积神经网络; 该网络无需大量辅助数据离
线训练就能学到较为鲁棒的特征。具体实现为: 首






ci = ( 1 － ρ) ct －1 + ρĉt －1 ( 1)
式中，ct 和 ct － 1 分别为第 t 帧和第 t － 1 帧的目标模
板，̂ct － 1为所跟踪的目标在第 t － 1 帧时的稀疏表示，
ρ 为待学习参数。稀疏表示采用简单的在线更新策
略来抑制跟踪器漂移，同时对目标形变更为鲁棒。
3. 1. 2 基于递归神经网络的深度目标跟踪方法
尽管基于卷积神经网络的目标跟踪方法已经取
得了很多成果，但在时间连续性和空间信息建模方















and Ling( 2017) 提出 SANet( structure-aware network)
算法，引入递归神经网络来提取物体的自身结构信
息，结合卷积神经网络来增强模型对相似物体的抗




















Fig． 2 The decomposition of undirected acyclic graph
3. 1. 3 基于生成式对抗网络的深度目标跟踪方法
基于深度分类网络的目标跟踪方法存在以下两
个方面的问题: 1) 每一帧中的正样本空间上高度重
合，不能获取丰富的表观信息; 2 ) 正负样本的比例
严重不平衡。VITAL ( visual tracking via adversarial
learning) ( Song 等，2018 ) 通过对抗学习的方法来解
决这两个问题。为了增强正样本对形变的鲁棒性，


























3. 1. 4 基于自编码器的深度目标跟踪方法
现有基于深度学习的目标跟踪方法难以满足在
线实时跟踪的需求，针对该问题，TＲACA ( context-
aware deep feature compression for high-speed visual






专家自 编 码 器 中 引 入 去 除 噪 声 处 理 和 正 交 损 失
函数。








制，EDCF( enhanced distributed coordination function)




















g = x⊙h* ( 2)
式中，* 是复共轭操作，⊙是卷积操作。通过将卷积
应用于复共轭的过滤器，实现了互相关操作。为了
高效地计算上述方程，分别计算出 x 和 g 的傅里叶
变换 X 和 G，然后可以计算得到 H* ，即
H* = X /G ( 3)





等，2015) 通过结合多层 CNN 特征，利用相关滤波来
定位被跟踪的目标; 其针对每层 CNN 训练一个过滤
器，并且按照从深到浅的顺序使用相关滤波，利用深
层得 到 的 结 果 来 引 导 浅 层，从 而 减 少 搜 索 空 间。










C-COT( Danelljan 等，2016 ) 使用连续卷积滤波器进




( correlation tracking via joint discrimination and relia-





















Fig． 3 Classification network-based deep visual tracking method




( Song 等，2018) 介绍了一个基于生成对抗网络的目
标跟踪方法，核心思想是采用 GAN 产生一个权重掩
码以选择有判别力的特征，通过掩码与特征图的乘
积实现分类。ADNet ( Yun 等，2017 ) 是一个与增强
学习相结合的目标跟踪算法，增强学习策略网络是
通过 CNN 构建的。
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的训练。通常使用卷积神经网络来构建回归网络，





W·X － Y 2 + γ W 2 ( 4)
式中，W 是卷积核的权值参数，γ 是正则系数。
DSLT ( deep regression tracking with shrinkage






























Net ( Krizhevsky 等，2012 ) 、VGGNet ( Simonyan and















jan 等，2015b) 同样地将深度卷积特征应用到 DCF
跟踪框架中。与 HDT 构建多个跟踪器不同，Deep-
SＲDCF 将预训练 VGGNet 的不同卷积层特征进行线
性融合来表征目标。实验表明该方法可以在多个跟
踪数据集上取得较好的结果。




















时 间 才 微 调 网 络。CＲEST ( convolutional residual














到端训练的全 卷 积 孪 生 网 络 的 跟 踪 方 法 SiamFC
( Bertinetto 等，2016b) ; 其跟踪速度在 GPU 上可以






















与 SiamFC 和 SA-Siam 采 用 检 测 网 络 的 方 法













代表性的工作有 Siamese-ＲPN 网络( Li 等，2018a) ，
其网络结构包括特征提取的 Siamese 子网络和产生









利用 ILSVＲC 和 Youtube-BB 数据集进行离线训练，
在 VOT2015、VOT2016 和 VOT2017 数据集上分别进
行测试，该方法的速度达到 160 帧 / s 的同时获得了
先进的 跟 踪 性 能。最 近 提 出 的 DaSiamＲPN 方 法



















测目 标 移 动 状 态 等 信 息。近 期，ADNet ( Yun 等，
2017) 采取马尔可夫决策过程( MDP) 的基本策略，
将目标移动定义为离散化的动作，特征以及观察的






















tor-Critic 框架提出了相应的目标 跟 踪 算 法 ( Chen










( 2007) 采用 AdaBoost 加权线性合并多个弱跟踪器
来构造一个强跟踪模型。之后，boosting、在线 boos-






























Learnet 方法( Bertinetto 等，2016a) 将目标跟踪模型
定义为模板上的动态参数化函数，以便处理在线跟
踪时单样本学习的情况。因此，该方法遵循学会学
习( learning to learn) 的基本思想，让跟踪模型自身
根据周围环境定义判别决策。MLT ( meta learning





法( Park and Berg，2018 ) 也采用基于预测梯度的策
略学习方法获得普适性的初始化模型，可以使得跟
踪模型自适应于后续帧特征的最佳梯度方向。该方
法引入了两个待学习参数: 初始化参数 θ0 和梯度更
新参数 α。目标跟踪的元训练过程主要分为两步:
1) 随机初始化参数 θ0，将第 1 帧图像输入跟踪模型
进行预测，利用预测误差函数以及梯度更新参数 α，
反复迭代 T 次作为 θ1 ; 2) 检查参数 θ1 对后续帧( 每
次迭代随机取一帧) 的鲁棒性，累积损失函数对 θ1
和 α 的梯度，采用 ADMM 梯度下降算法优化参数 θ0
和 α。作 者 将 这 种 思 路 推 广 应 用 于 MDNet 和
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于算法评估的视频数据集，如 VIVID ( Collins 等，









2013 年，Wu 等人( 2013) 建立了一套较为全面
的数据库和标准 OTB50 来评估目标跟踪算法。该
数据集由 50 个完全标注的视频序列组成，共包含
51 个不同尺寸的目标，总计超过 29 000 帧图像。由
于目标在跟踪过程会受到各种干扰因素的影响，为
了 全 面 评 估 跟 踪 算 法 在 各 种 因 素 下 的 鲁 棒 性，




OTB50 数据集整合了 29 个流行的跟踪算法并且统
一了输入输出格式以便于大规模的算法性能评估。
2015 年，作者进一步将数据集扩展为 100 个视频序
列 OTB100( Wu 等，2015) ，并从中选出 50 个跟踪难






2015 年 Liang 等人( 2015) 建立了 TempleColor128 数
据集。该数据集共包含 128 个彩色视频序列，部分
序列与 OTB 数 据 集 重 合。ALOV + + ( Smeulders
等，2014) 数据集从 YouTube 网站搜集了 315 个视频
序列，共包含 64 种不同类型的跟踪目标，旨在尽可
能地囊括现实世界中存在的各种干扰因素，如亮度
变化、相 似 物 干 扰、遮 挡 等 各 种 情 况。UAV123
( Mueller 等，2016) 数据集采用无人机以低空的航拍
角度拍摄彩色图像，包含 123 个高清序列，共计超过
110K 帧的视频标注，并标注了 12 种视频属性。
除上述数据集外，一些视频数据库以目标跟踪
竞赛的形式也得到了充分发展。NUSPＲO ( Li 等，
2016) 竞赛数据集由 YouTube 网站搜集的 365 个视
频序列构成并提供一个在线评测系统。该数据集共
包含 5 种类别: 人脸、行人、运动员、刚性物体和长视
频序列，其中每种类别又被细分为 5 6 种子类，最
终形成包含 17 种目标物体的数据集。为分析不同
跟踪算法的优缺点，NUSPＲO 提供了 12 种干扰目标
跟踪的属性标注。近年来，VOT 竞赛数据库受到越
来越多的关注。VOT 竞赛从 2013 年开始举办，至
今已连续举办 6 届。VOT2013 ( Kristan 等，2013 ) 仅
包含 16 个视频序列，影响力不及同期出现的 OTB50
( Wu 等，2013 ) 。VOT2014 ( Kristan 等，2015b) 将视
频增至 25 个，并采用多边形区域方式重新标注了样
本，较 之 OTB 数 据 集 的 轴 对 齐 标 注 更 准 确。
VOT2015( Kristan 等，2015a) 、VOT2016 和 VOT2017




算法的大规模数据集: TrackingNet( Müller 等，2018 )
和 Long-term Tracking in the Wild ( Valmadre 等，
2018) 。TrackingNet 从 YouTube 视频中进行采样，
专门为目标跟踪问题而设计，更接近真实世界中的
目标跟踪任务。该数据集包含 30 000 + 个视频，囊
括了不同类别的跟踪目标，共计 14 200 000 个标注
框。密集的数据标注使得目标跟踪算法的设计更偏




库，共包含 14 h 时长的 366 个视频序列，其中每个
视频的平均时长超过 2 min，并带有频繁的目标消



























Fig． 4 Evaluation criterion






区域 Ｒ tr和人工标注框区域 Ｒgt的交集与并集之比为




功率，最终绘制了阈值从 0 到 1 变化的成功率曲线
















fi+1 － fi fi ＜ min( τ )












法评估中两个最基本的度量指标，并在 OTB ( Wu
等，2013; Wu 等，2015) 数据集中进一步扩展为精确
度曲线图和成功率曲线。TempleColor128( Liang 等，
2015) 、UAV123( Mueller 等，2016 ) 等数据集都沿用
了 OTB 提供的评价指标。此外，为进行鲁棒性评
估，OTB 提出在时间上( 即从不同帧开始跟踪) 和空
间上( 即以不同的边界框开始跟踪) 扰乱初始化，以
模拟现实世界中由于位置或尺寸方面引入的初始化
误差; 这两种评估称为时间鲁棒性评估( TＲE) 和空
间鲁棒性评估( SＲE) 。基于中心位置误差和区域重
叠面积比的评价标准是对每个视频序列进行独立的
性能 评 估，为 避 免 单 个 视 频 的 影 响，ALOV + +
( Smeulders 等，2014) 采用存活曲线来衡量目标跟踪
算法在 315 个视频序列上的整体性能，并采用 F-
score 进行评估。VOT 竞赛采用了类似的评价标准，
提出了准确率与鲁棒性两个基本评价指标，并将其




集中提 出 的 精 确 度 曲 线 图 和 成 功 率 曲 线 图 以 及
VOT 竞赛中提出的 EAO 指标。在 ECCV2018 新提
李玺，查宇飞，张天柱，崔振，左旺孟，侯志强，卢湖川，王菡子



















类似于二分类问题，作者定义了 TN( true negative) 、
FP( false positive) 、TP( true positive) 和 FN( false neg-
































的优势，如 DVNet( Schroff 等，2015) 、ECO( Danelljan
等，2017) 和 MDNet( Nam and Han，2016) 等方法，其
中排 名 第 一 的 方 法 DVNet 是 谷 歌 公 司 提 出 的
FaceNet。FaceNet 最先提出时用于人脸识别，但也
可以用于目标跟踪领域中，其模型结构如图 5 所示。
图 5 FaceNet 模型基本结构示意图
Fig． 5 An example of FaceNet model
图中的 Batch 为输入图像，中间的 Deep archi-
tecture 对图像提取特征矩阵，然后通过 L2 范数进行
归一化，再 嵌 入 成 128 维 特 征，通 过 三 元 组 损 失






网络进行构建，一种是 Z-F Net ( Zeiler and Fergus，
2014) ，另一种是 GoogLeNet( Szegedy 等，2015 ) 。在
LFW( labeled faces in the wild) 数据库上用两种方式
进行了验证，直接取 LFW 图片的中间部分进行训
练，分类准确率达到了 98. 87% 左右; 若使用额外的
人脸对齐工具，分类准确率能达到 99. 63% 左右，超
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图 6 TLD 三个版本的跟踪结果示意图
Fig． 6 Visual tracking results from the three version of TLD method











2011 年，Kalal 创立了 TLD Vision 公司，以便将这项
研究推向实际应用。目前已经从 TLD1. 0、TLD2. 0
升级到了 TLD3. 0，如图 6 所示，分别给出了三个版
本跟踪结果的示意图。在 TLD1. 0 中，Kalal 给出了
TLD 算法的基本结构( Kalal 等，2012) 。TLD 算法主
要由 3 个模块构成: 跟踪( tracking) 模块、检测( de-








学习和检测的长时目标跟踪系统，但与 TLD1. 0 不
同的是，其能够进行多目标跟踪。
TLD1. 0 和 TLD2. 0 版本中尚未使用深度学习
技术。在最新提供的 TLD3. 0 系统中，实现了对视
频中刚性 3D 目标的跟踪，如图 6 ( c) 所示。TLD3. 0
系统包含 3 个阶段: 第 1 阶段选取多个尺度检测目
标位置; 第 2 阶段在这些检测结果上定位属于目标








































路况和 各 种 目 标，大 幅 提 升 了 辅 助 驾 驶 算 法 的
性能。
基于深度学习的目标跟踪技术也应用于智能机





( DyBM) 模型( Osogami and Otsuka，2015) ，相较于长






























OTB100 和 VOT 等。这些跟踪数据库数据量较少，
并且彼此之间存在部分类似的序列，因此并不特别
适用于目标跟踪任务的离线训练。
Tao 等 人 ( 2016 ) 在 2016 年 的 ICCV 上 提 出
SINT 算法，利用具有 300 个序列的 ALOV300 数据
库实现对网络参数的训练。虽然去掉了 ALOV300
中与 OTB 和 VOT 相同的序列，但有些视频序列的
背景相似，因此仍存在过拟合问题。同年发表的
SiamFC 算法中，Bertinetto 等人( 2016b) 将 ILSVＲC
数据库应用于目标跟踪任务的离线训练过程。ILS-




ＲPN( Li 等，2018a) 还利用大规模带稀疏标注的视
频数据集 Youtube-BB 进行训练，该数据集能够提供
50 倍数量的视频，保证了深度神经网络能够被充分
的训练。2018 年 Valmadre 等人建立了 TrackingNet
( Müller 等，2018 ) 数据库。TrackingNet 数据库是专
为目标跟踪任务设计的数据库，与一般大数据隔几
帧标注一个目标不同，其对数据集每一帧中的目标
都进行了标注。TrackingNet 数据库包含 3 万多个视
频序列和 1 420 万个标注框，数据量较大，在一定程
度上可以满足离线训练过程的需求。











实现最准确的目标跟踪。在 2017 年 ICCV 上发表
的 Dsiam( Guo 等，2017) 算法中，Guo 等人在 SiamFC
上进行改进，提出动态孪生网络 ( dynamic Siamese
network) ，通过在线训练变化矩阵达到离线训练的
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Supančič III J and Ｒamanan D． 2017． Tracking as online decision-mak-
ing: Learning a policy from streaming videos with reinforcement
learning / /Proceedings of 2017 IEEE International Conference on
Computer Vision． Venice，Italy: IEEE，322-331 ［DOI: 10． 1109 /
ICCV． 2017． 43］
Suykens J A K and Vandewalle J． 1999． Least squares support vector
machine classifiers． Neural Processing Letters，9 ( 3 ) : 293-300
［DOI: 10． 1023 /A: 1018628609742］
Svetnik V，Liaw A，Tong C，Culberson J C，Sheridan Ｒ P and Feuston B
P． 2003． Ｒandom forest: a classification and regression tool for
compound classification and QSAＲ modeling． Journal of Chemical
Information and Computer Sciences，43( 6) : 1947-1958［DOI: 10．
1021 /ci034160g］
Szegedy C，Liu W，Jia Y Q，Sermanet P，Ｒeed S，Anguelov D，Erhan
D，Vanhoucke V and Ｒabinovich A． 2015． Going deeper with con-
volutions / /Proceedings of 2015 IEEE Conference on Computer Vi-
sion and Pattern Ｒecognition． Boston，MA，USA: IEEE，1-9
［DOI: 10． 1109 /CVPＲ． 2015． 7298594］
Tao Ｒ，Gavves E and Smeulders A W M． 2016． Siamese instance search
for tracking / /Proceedings of 2016 IEEE Conference on Computer
Vision and Pattern Ｒecognition． Las Vegas，NV，USA: IEEE，
1420-1429 ［DOI: 10． 1109 /CVPＲ． 2016． 158］
Valmadre J，Bertinetto L，Henriques J F，Tao Ｒ，Vedaldi A，Smeulders
A，Torr P and Gavves E． 2018． Long-term tracking in the wild: a
benchmark / /Proceedings of the 15th European Conference on Com-
puter Vision． Munich，Germany: Springer，692-707 ［DOI: 10．
1007 /978-3-030-01219-9_41］
Valmadre J，Bertinetto L，Henriques J，Vedaldi A and Torr P H． 2017．
End-to-end representation learning for correlation filter based track-
ing / /Proceedings of 2017 IEEE Conference on Computer Vision and
Pattern Ｒecognition． Honolulu， HI， USA: IEEE， 5000-5008
［DOI: 10． 1109 /CVPＲ． 2017． 531］
Van De Weijer J，Schmid C，Verbeek J and Larlus D． 2009． Learning
color names for real-world applications． IEEE Transactions on Image
Processing，18 ( 7 ) : 1512-1523 ［DOI: 10． 1109 /TIP． 2009．
2019809］
Vincent P，Larochelle H，Lajoie I，Bengio Y and Manzagol P A． 2010．
Stacked denoising autoencoders: Learning useful representations in a
deep network with a local denoising criterion． Journal of Machine
Learning Ｒesearch，11: 3371-3408
Viola P and Jones M． 2001． Fast and robust classification using asym-
metric adaboost and a detector cascade / /Proceedings of the 14th In-
ternational Conference on Neural Information Processing Systems:
Natural and Synthetic． Vancouver，British Columbia，Canada: MIT
Press，1311-1318
Wang L J，Ouyang W L，Wang X G and Lu H． 2016． STCT: sequential-
ly training convolutional networks for visual tracking / /Proceedings of
2016 IEEE Conference on Computer Vision and Pattern Ｒecognition．
Las Vegas，NV，USA: IEEE，1373-1381［DOI: 10． 1109 /CVPＲ．
2016． 153］
Wang N Y and Yeung D Y． 2013． Learning a deep compact image repre-
sentation for visual tracking / /Proceedings of the 26th International
Conference on Neural Information Processing Systems． Lake Tahoe，
Nevada: ACM，809-817
Wang N Y，Shi J P，Yeung D Y and Jia J． 2015． Understanding and di-
agnosing visual tracking systems / /Proceedings of 2015 IEEE Inter-
national Conference on Computer Vision． Santiago，Chile: IEEE，
3101-3109 ［DOI: 10． 1109 / ICCV． 2015． 355］
Wang N，Zhou W G，Tian Q，Hong Ｒ，Wang M and Li H． 2018a．
Multi-cue correlation filters for robust visual tracking / /Proceedings
of 2018 IEEE /CVF Conference on Computer Vision and Pattern
Ｒecognition． Salt Lake City，UT，USA: IEEE，4844-4853 ［DOI:
10． 1109 /CVPＲ． 2018． 00509］
Wang Q，Zhang M D，Xing J L，Gao J，Hu W and Maybank S． 2018b．
Do not lose the details: reinforced representation learning for high
performance visual tracking / /Proceedings of the 27th International
Joint Conference on Artificial Intelligence． Stockholm，Sweden: IJ-
CAI，985-997 ［DOI: 10． 24963 / ijcai． 2018 /137］
Wang X，Li C L，Luo B and Tang J． 2018c． SINT + + : robust visual
tracking via adversarial positive instance generation / /Proceedings of
2018 IEEE /CVF Conference on Computer Vision and Pattern Ｒecog-
nition． Salt Lake City，UT，USA: IEEE，4864-4873 ［DOI: 10．
1109 /CVPＲ． 2018． 00511］
Wu Y，Lim J and Yang M H． 2015． Object tracking benchmark． IEEE
Transactions on Pattern Analysis and Machine Intelligence，37( 9) :
1834-1848 ［DOI: 10． 1109 /TPAMI． 2014． 2388226］
Wu Y，Lim J and Yang M H． 2013． Online object tracking: a bench-
mark / /Proceedings of 2013 IEEE Conference on Computer Vision
and Pattern Ｒecognition． Portland，OＲ，USA: IEEE，2411-2418
［DOI: 10． 1109 /CVPＲ． 2013． 312］
Yang T Y and Chan A B． 2018． Learning dynamic memory networks for
object tracking / /Proceedings of the 15th European Conference on
Computer Vision． Munich，Germany: Springer，153-169 ［DOI:
10． 1007 /978-3-030-01240-3_10］
Yun S，Choi J and Yun Y． 2017． Action-decision networks for visual
tracking with deep reinforcement learning / /Proceedings of 2017
IEEE Conference on Computer Vision and Pattern Ｒecognition．
Honolulu，HI，USA: IEEE，1349-1358 ［DOI: 10． 1109 /CVPＲ．
2017． 148］
Zeiler M D and Fergus Ｒ． 2014． Visualizing and understanding convolu-
tional networks / /Proceedings of the 13th European Conference on
Vol． 24，No． 12，Dec． 2019
2080
Computer Vision． Zurich，Switzerland: Springer，818-833 ［DOI:
10． 1007 /978-3-319-10590-1_53］
Zhang K H，Liu Q S，Wu Y and Yang M H． 2016． Ｒobust visual track-
ing via convolutional networks without training． IEEE Transactions
on Image Processing，25 ( 4 ) : 1779-1792 ［DOI: 10． 1109 /TIP．
2016． 2531283］
Zhao F，Wang J Q，Wu Y and Tang M J I T． 2019． Adversarial deep
tracking． IEEE Transactions on Circuits and Systems for Video
Technology，29 ( 7 ) : 1998-2011 ［DOI: 10． 1109 /TCSVT． 2018．
2856540］
Zhu Z，Wang Q，Li B，Wu W，Yan J and Hu W． 2018a． Distractor-
aware Siamese networks for visual object tracking / /Proceedings of
the 15th European Conference on Computer Vision． Munich，Ger-
many: Springer，103-119 ［DOI: 10． 1007 /978-3-030-01240-3_7］
Zhu Z，Wu W，Zou W and Yan J． 2018b． End-to-end flow correlation
tracking with spatial-temporal attention / /Proceedings of 2018 IEEE /
CVF Conference on Computer Vision and Pattern Ｒecognition． Salt





E-mail: xilizju@ zju． edu． cn
王菡子，通信作者，男，教授，主要研究方向
为计算机视觉和模式识别。
E-mail: Hanzi． Wang@ xmu． edu． cn
查宇飞，男，副教授，主要研究方向为视频目标跟踪。
E-mail: zhayufei@ 126． com
张天柱，男，教授，主要研究方向为模式识别与智能系统。
E-mail: tzzhang@ ustc． edu． cn
崔振，男，教授，主要研究方向为计算机视觉与模式识别。
E-mail: zhen． cui@ njust． edu． cn
左旺孟，男，教授，主要研究方向为计算机视觉和深度学习。
E-mail: cswmzuo@ gmail． com
侯志强，男，教授，主要研究方向为图像处理、计算机视觉和
信息融合。E-mail: hzq@ xupt． edu. cn
卢湖川，男，教授，主要研究方向为计算机视觉、模式识别、图
像处理。E-mail: lhchuan@ dlut. edu. cn
