Abstract. In this work we devise two novel algorithms for blind deconvolution based on a family of logarithmic image priors. In contrast to recent approaches, we consider a minimalistic formulation of the blind deconvolution problem where there are only two energy terms: a leastsquares term for the data fidelity and an image prior based on a lowerbounded logarithm of the norm of the image gradients. We show that this energy formulation is sufficient to achieve the state of the art in blind deconvolution with a good margin over previous methods. Much of the performance is due to the chosen prior. On the one hand, this prior is very effective in favoring sparsity of the image gradients. On the other hand, this prior is non convex. Therefore, solutions that can deal effectively with local minima of the energy become necessary. We devise two iterative minimization algorithms that at each iteration solve convex problems: one obtained via the primal-dual approach and one via majorization-minimization. While the former is computationally efficient, the latter achieves state-of-the-art performance on a public dataset.
Introduction
In the past decade, several high-performing blind deconvolution schemes using Bayesian principles have been proposed [1, 5, 6, 8, 9, 11, 17, [21] [22] [23] . The first step in the Bayesian framework is to devise a statistical distribution for both the gradients of the sharp image and the measurement noise or the model error. This joint distribution is used to pose a maximum a posteriori (MAP) problem, which yields point estimates for both the sharp image and the blur kernel. Also, one can marginalize the joint distribution with respect to one of the unknown random variables (typically, the sharp image) and then solve maximum a posteriori of the marginalized distribution. However, marginalization is typically computationally intractable. Thus, a variational Bayes upper bound is used together with several approximations such as independence of the random variables and explicit simplified models of their distributions [21] . Whether one chooses one approach or another, the final algorithm is always an alternating minimization scheme. One iteratively improves the estimates of sharp image, blur kernel and some additional auxiliary variables [9] . The main differences among these schemes lie in how the coefficients weighing each term in the energy being minimized are updated at each iteration. Currently, the general wisdom is probably that the variational Bayes approach yields a better performance than the more classical MAP approach on the joint distribution. This belief is also reinforced by arguments showing how classical MAP approaches, such as total variation blind deconvolution [4] , have fundamental shortcomings that would prevent them from achieving the desired solution [10, 21] . In contrast to those findings, in this paper we introduce two novel alternating minimization algorithms that can be cast as classical MAP approaches and that yield state of the art performance. Albeit only experimentally, one can then conclude that there is no inherent advantage in using a MAP or a variational Bayes approach. Moreover, other critical limitations of MAP [10] are overcome by using an alternating minimization with a delayed scaling [14] .
As in the vast majority of blind deconvolution algorithms, our approach uses an image prior that strongly encourages sparsity in the image gradients of the reconstructed sharp image. We propose to use the logarithm of the norm of the gradients. While this prior was already introduced in [1] in a variational Bayes framework, here we use it in a MAP approach. Furthermore, to avoid the trivial solution (a constant), we introduce a lower-bound in the norm. This bound is essential to the correct functioning of the prior and needs to be carefully balanced with the data-fidelity term to yield a sparse gradient solution. The other challenges that we address are the non convexity of the image prior even when blur is given and the limited computational efficiency of the alternating minimization scheme. We do so by using two techniques: majorization-minimization [7] and the primal-dual method [3] . In the first case a tight upper bound of the image prior is obtained and iteratively updated. This algorithm achieves high accuracy. In the second case the Legendre-Fenchel transform and the proximal operator are used to produce iterations that mostly work on independent 1D updates, and that can therefore be executed in parallel. This algorithm is instead highly computationally-efficient.
Blind Deconvolution
Consider the following model for a blurry image f
where k is the camera blur (or point spread function), u is the sharp image and n is the sensor noise. In this model, blur does not change across the image. This assumption does not hold in real scenes with depth variation and/or with general camera motions. Given both the blurry image f and the blur k, the estimation of
