Abstract. We use tools from the multilinear oscillatory integral program developed by Christ, Li, Thiele, and Tao to treat special cases which are not covered by existing theory. Consideration of special cases leads to an extended class of examples for which λ-power decay holds.
Introduction
Multilinear oscillatory integrals play an important role in analysis [1, 2, 3, 4, 5, 6, 8, 9, 10] . In a seminal paper [3] , Christ, Li, Tao, and Thiele (CLTT) obtained decay estimates for the following operator:
Here λ ∈ R, P : R m → R is a real-valued polynomial, m ≥ 2, η is compactly supported, and each π j is the orthogonal projection from R m to a subspace V j of dimension κ < m, which is assumed to be independent of j.
To state CLTT's results, we first recall some definitions from [3] . for all polynomials P of bounded degree which are uniformly nondegenerate with respect to {V j }, for all functions f j ∈ L 2 (R), with uniform constants C > 0, ǫ > 0.
We refer to this type of inequality, with a negative power of λ in the upper bound, as a λ-decay result. The proof of Theorem 1.4 proceeds by slicing the ambient space according to the subspaces and then employing notions of uniformity originating in the work of Gowers [7] .
By the example stated after Theorem 2.1 in [3] , the condition n < 2m is necessary for the right-hand side of (2) to be a product of L 2 norms of the f j . Note that because every function f j may be taken to have compact support, L 2 norms are stronger than L ∞ norms. It is interesting to investigate if the condition n < 2m can be relaxed, provided we replace some of the L 2 norms on the right-hand side of (2) by L ∞ norms. More precisely, one can ask Question 1.5. For n ≥ 2m and a nondegenerate phase P , does λ-decay hold with some combination of L ∞ and L 2 norms on the right-hand side of (2)?
In this paper, we answer the above question in the affirmative in some special cases. Although our approaches may be presented in greater generality, we will only discuss a model operator for the clearest presentation.
Consider the model functional
where the vectors v j ∈ R 3 are defined by v j ·(x, y, z) is the argument of f j above. For certain polynomial phases P (x, y, z) described in the following theorem, a grouping technique leads to λ-decay. Theorem 1.6. Suppose that the polynomial phase function P :
Then there exist C > 0 and ǫ > 0 such that
When the polynomial phase P depends only on one variable, say x, nondegeneracy conditions can be easily checked and we have the following result. Theorem 1.7. Let Λ λ and the collection of v j be as above. If P : R → R is a polynomial of degree at least 3 which is nondegenerate with respect to the projections (x, y, z) → v j ·(x, y, z) for j = 1, . . . , 6, then there exist C > 0 and η > 0 such that
It is clear from the proof that the inequality in Theorem 1.7 holds if we switch the index 2 with any of 3, 4, 5, 6. The proofs of Theorem 1.6 and Theorem 1.7 are contained in Section 2 and Section 3 respectively. Some examples will also be provided, which demonstrate slight generalizations of each technique as well as comparisons in the approaches.
This material is based upon work supported by the National Science Foundation under Grant Number DMS 1641020. The first author was partially supported by LTS grant DO 0052. The second author was supported by an NSF graduate research fellowship under Grant No. DGE 1106400.
A grouping technique
We prove Theorem 1.6 using the L 2 theorem (stated here as Theorem 1.4) of CLTT and a grouping trick. A discussion of examples follows.
Proof of Theorem 1.6. For each z ∈ R, group the f j by defining F z j : R → R as
Rewrite Λ λ ( f ) using the F z j and P z (x, y) = P (x, y, z) as
For each z, the hypothesis (3) implies that P (x, y, z) (as a function of (x, y) with z fixed) is nondegenerate with respect to the projections (x, y) → x, (x, y) → y, and (x, y) → x + y. Furthermore, the nondegeneracy is uniform in z. Thus we may apply the L 2 theorem from CLTT to obtain the bound
where ǫ > 0 is independent of z and C(z) < ∞ depends on the dimension, the degree of the polynomial P , the nondegeneracy of P z (specifically the quantity on the left-hand side of (3)), and on the uniform norms of some partial derivatives η. Since the constant C depends continuously on these parameters, and the nondegeneracy is uniform in z and the uniform norms of partial derivatives of η do not depend on z, C(z) is bounded for all z by a constant C < ∞. Also note that for each z, by the definition of the
Lebesgue measure which contains the set {z ∈ R : η(x, y, z) = 0 for some (x, y) ∈ R 2 }. Putting the above discussion together with the expression from (5) yields the desired bound
This finishes the proof of Theorem 1.6.
Now we turn to examples of phases for which Theorem 1.6 applies, but not CLTT's original theorem or Theorem 1.7. Example 2.2 shows a grouping technique in which more than one variable must be fixed. Example 2.3 describes some flexibility in the grouping technique, where there are multiple ways to group terms, leading to λ-decay results with different L p norms.
Example 2.1 discuss λ-decay for functionals of the form
We also discuss this type example in examples 3.3, 3.4 in the next section, after presenting the proof of Theorem 1.7. This is an example of a 6-linear functional with projections from R 3 to vectors on the light cone {(x, y, z) :
If the phase P (x, y, z) is simply nondegenerate, then Theorem 2.3 of [3] gives λ-decay with L ∞ norms, i.e.
We will henceforth refer to this result as the L ∞ theorem of CLTT. Regardless of the (simple) nondegeneracy condition on P (x, y, z), no theorem from [3] gives any mixture of L 2 and L ∞ bounds since their L 2 theorem (Theorem 1.4) applies only for strictly fewer than 2 · 3 factors.
Example 2.1. P (x, y, z) = x 2 y + 2xyz: Theorem 1.6 applies, but not Theorem 1.7.
The hypothesis inf
of Theorem 1.6 is satisfied. Thus there exists C > 0 and ǫ > 0 such that
for all λ ∈ R and f 1 , f 3 , f 5 ∈ L 2 and f 2 , f 4 , f 6 ∈ L ∞ . Note that the proof of Theorem 1.7 cannot be repeated for this phase because for each ζ, there exist polynomials p j : R → R such that
This is because
and we can write
Examples 2.2 and 2.3 below describe grouping techniques for functionals with more factors and integrated over R 4 .
Example 2.2. A grouping approach fixing 2 variables.
Consider the functional
Theorems giving λ-decay from CLTT do not apply because there are too many factors (9 < 2 · 4) for the L 2 theorem to apply, and the phase x 2 y is annihilated by the differential operator from the definition of simple nondegeneracy, so the L ∞ theorem does not apply. Attempting to fix individual variables separately does not lead to λ-decay using an argument analogous to the proof of Theorem 1.6 for the following reasons.
(1) Fix w. Then
The integrand in parentheses has a product of 7 functions, and since 7 > 2·3, we cannot use Theorem 1.4 to get an L 2 result. Since the phase x 2 y is also not simply nondegenerate with respect to x, y, z, there are no other theorem which apply. (2) Fix z. Then
, and F z 9 (x) = f 9 (x − z). This leads to a product of six factors, and since 6 > 6, we cannot use Theorem 1.4 to get an L 2 result. Since the phase x 2 y is also not simply nondegenerate with respect to x, y, z, the L ∞ theorem also does not apply. (3) Fixing x does not work because for each x, the phase x 2 y is degenerate with respect to the grouped projections (y, z, w) → y + z and (y, z, w) → z. Fixing y does not work for an analogous reason. Now fix z and w. Then
e iλx 2 y F 1 (x, z, w)F 2 (y, z, w)F 3 (x + y, z, w)η(x, y, z, w)dydx dzdw where
The phase x 2 y is nondegenerate with respect to the projections (x, y) → x, y, and x + y. Thus by the same argument as in the proof of Theorem 1.6, the L 2 theorem of CLTT gives constants C > 0 and ǫ > 0 so that
which holds for all λ ∈ R and f 1 , f 3 , f 5 ∈ L 2 and f 2 , f 4 , f 6 , f 7 , f 8 , f 9 ∈ L ∞ .
Example 2.3. Multiple grouping approaches apply.
In this example, it is more optimal (i.e. leads to more L 2 than L ∞ bounds) to fix one variable. Consider the functional
Theorems from CLTT do not gives λ-decay because there are too many factors (8 < 2 · 4) and x 2 y is not simply nondegenerate with respect to the projection maps. Fix z. Then
where
The phase x 2 y is nondegenerate with respect to the projections (x, y, w) → x, y, x + y, x + w, and x − w since the operator ∂ x ∂ y (∂ x − ∂ y ) annihilates the projections but not the phase. There are also 5 < 2 · 3 factors. This leads to a bound of
where the constants C, ǫ > 0 are independent of the f j . Now if we fix z and w,
The phase x 2 y is nondegenerate with respect to the projections (x, y) → x, y, and x + y since the operator ∂ x ∂ y (∂ x − ∂ y ) annihilates the projections but not the phase. There are also 3 < 2 · 2 factors, which leads to the bound
where the constants C, ǫ > 0 are independent of the f j . Since there are fewer L 2 norms, this is a weaker bound than we obtained when only z was fixed.
3. The case P (x, y, z) = P (x) with deg P ≥ 3
In this section, we prove Theorem 1.7 and discuss examples.
Proof of Theorem 1.7. Manipulate the functional
Since η(x, y, z) has compact support, the integral in the final line above is equal to integrating over (y, z) in a fixed compact set. Our goal is to bound T λ :
Analyze the quantity
which equals
Make the change of variables (x, x 0 ) = (x, x + ζ):
The integrand is supported for ζ in a compact set B, so it suffices to bound
It suffices to consider |λ| ≥ 1. Let ρ ∈ (0, 1) be a parameter to be chosen later. First consider the integrand above over the set where ζ ∈ B and |ζ| ≤ ρ. Then
Now consider the remaining ζ ∈ B, i.e. those that satisfy |ζ| ≥ ρ. Then P (x) − P (x + ζ) is uniformly nondegenerate (for all |ζ| ≥ ρ) with respect to the projections from (x, y, z) to
then there are polynomials p j of the same degree as P such that
annihilates the right-hand side. Using the hypothesis that deg P ≥ 3, P (x) − P (x + ζ) = P ′′ (x) − P ′′ (x + ζ) ≡ 0, which contradicts the above displayed equality. This means that for ζ ∈ B satisfying |ζ| ≥ ρ, |ρ| −1 (P (x) − P (x + ζ)) is uniformly nondegenerate. Since 5 < 2 · 3, the L 2 theorem from CLTT gives the λ-decay
Putting the above bounds together, we obtain
Choose ρ = |λ| −1/2 . We have proved that T λ is bounded with λ-decay from
Using this result in the functional Λ λ we manipulated at the beginning of the proof, conclude
whereǫ = min(ǫ, 1)/4 and S is a finite-measure set with the property that supp η ⊂ R 2 × S. This proves Theorem 1.7.
Remark 3.1. The above argument proving λ-decay for the special case P (x) works for any polynomial phase P (x, y, z) of degree d ≥ 3 for which the quantity The hypothesis of Theorem 1.6 is not satisfied since ∂ y ∂ x (∂ x − ∂ y )x 3 = 0. However, x 3 is a polynomial in x of degree at least 3, so by Theorem 1.7, there exist C > 0 and ǫ > 0 so that
for all λ ∈ R and all f 1 , f 2 ∈ L 2 and f 3 , f 4 , f 5 , f 6 ∈ L ∞ . But if we apply (∂ y + ∂ z )∂ y (∂ x − ∂ y ) to both sides, the right-hand side is annihilated and the left-hand side is −4ζ, which is a contradiction. Thus an argument analogous to the proof of Theorem 1.7 gives constants C > 0 and ǫ > 0 such that
for all λ ∈ R and all f 1 , f 2 ∈ L 2 and f 3 , f 4 , f 5 , f 6 ∈ L ∞ .
