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Abstract
We derive expressions for the Shannon and Re´nyi entropy rates of sta-
tionary vector valued Gaussian random processes using the block matrix
version of Szego¨’s theorem.
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1 Introduction
The differential Shannon entropy H(X) of a continuous random variables X
with probability density fX(x) is defined as
H(X) = −
∫
fX(x) log fX(x)dx (1)
Differential entropy of a continuous random variable was introduced in Shan-
non’s original paper [1]. The Shannon Entropy appears in his source coding
theorem as a bound the lossless compression possible. The connection between
thermodynamics and information theory was first made by Boltzmann and ex-
pressed by his famous equation
S = kB log(W )S = kB log(W )
where S is the thermodynamic entropy of a particular macrostate, W is the
number of microstates that can yield the given macrostate, and kB is Boltz-
mann’s constant. Re´nyi [2] and Tsallis [3] generalized the notion of Shannon
entropy. The Re´nyi entropy of order α, where α ≥ 0 and α 6= 1, is defined as
Hα(X) =
1
1− α log
∫
fαX(x)dx (2)
1
As α → 0 , the Re´nyi entropy weighs all possible events more equally and the
Re´nyi entropy is just the logarithm of the size of the support of X . The limit
for α→ 1 is the Shannon entropy. As α approaches infinity, the Re´nyi entropy
is increasingly determined by the events of highest probability and approaches
what is called the min-entropy. The Re´nyi entropy has been widely used in
information theory, economics and physics and computer science. In physics has
been useful in the analysis of quantum entanglement [4], uncertainty measures
[5, 6], quantum channel capacity formulas [7] and quantum spin systems [8] and
in statistical mechanics [9].
Let X = {X1, X2, ..., Xn} be a random process of continuous random vari-
ables Xi with joint density function fX (x1, x2, . . . , xn) then the joint Shannon
and Re´nyi differential entropy is given by
H(X ) = −
∫
fX (x1, x2, . . . , xn) log fX (x1, x2, . . . , xn)dx
Hα(X ) = 1
1− α log
∫
fα
X
(x1, x2, . . . , xn)dx (3)
For a random process X = {X1, X2, ..., Xn, . . .} the Shannon and Re´nyi entropy
rate is defined as
H¯(X ) = lim
n→∞
H(X )
n
H¯α(X ) = lim
n→∞
Hα(X )
n
(4)
Both these limits exist when the process is stationary. Entropy rate is the
average amount of information per symbol of the process and is key quantity
in information theory. There is a nice formula for the entropy rate of a Markov
process [10]. A formula for the Re´nyi entropy rate for Markov processes was
obtained in [11]. For hidden Markov models, a general formula for the entropy
rate is still one of the important outstanding problems [12]. Some results on
the entropy rates of special families of hidden Markov processes were obtained
in [13, 14, 15].
In this paper we look at the entropy rate of a vector valued Gaussian random
process, that is a random process where each co-ordinate is a vector belonging
to Rm for some m ∈ N and the random vectors are jointly Gaussian. A scenario
where studying vector valued random processes and their entropy rates may
be important is in computing the capacities of Multiple Input Multiple Output
(MIMO) channels [16]. In section 2 we review at some results entropy rates of
Gaussian processes. In section 3 we define the Shannon and Re´nyi entropy rates
of vector processes and introduce the block matrix version of Szego¨’s theorem
and in section 4 we derive the entropy rate formulas.
2
2 Entropy rate of multivariate Gaussian random
variables
If a random variable X is a N(0, σ2) then it is well known [10] that
H(X) =
1
2
log 2pieσ2 (5)
Hα(X) =
1
2
log 2piσ2α
1
α−1
For a zero mean multivariate Gaussian distribution processX = {X1, X2, . . . , Xn}
the density function is fX (x1, x2, . . . , xn) =
1√
(2pi)n det(Kn)
e
1
2
xTK−1
n
x where
(Kn)ij = Cov(Xi, Xj)
is the covariance matrix. From equations (3) and (4) one gets that the Shannon
and Re´nyi entropy rates of a stationary Gaussian process are given by
H(X ) = 1
2
log 2pie+
1
2
lim
n→∞
log det(Kn)
n
(6)
Hα(X ) = 1
2
log 2piα
1
α−1 +
1
2
lim
n→∞
log det(Kn)
n
For a stationary Gaussian process the covariance matrix is a Toeplitz matrix
with entries K(j) := (Kn)i,i+j .
Kn =


K(0) K(−1) · · · K(−n+ 1)
K(1) K(0) · · · K(−n+ 2)
...
...
...
...
K(n− 1) K(n− 1) · · · K(0)


K(j) is called the autocorrelation function of the Gaussian process and its
Fourier transform is the power spectral density S(λ):
S(λ) =
∞∑
m=−∞
K(m)e−imλ
As n → ∞ the density of the eigenvalues of the covariance matrix tends to a
limit and the equation (6) can be shown to have a particularly nice form that
relates to the power spectral density S(λ). It was shown by Kolmorogov [17]
and Golshani et al [18] respectively that the Shannon and Re´nyi entropy rates
of Gaussian processes is given by
H¯(X ) = 1
2
log 2pie+
1
4pi
∫ pi
−pi
logS(λ)dλ (7)
H¯(X ) = 1
2
log 2piα
1
α−1 +
1
4pi
∫ pi
−pi
logS(λ)dλ
3
3 Gaussian random vectors and block matrix
version of Szego¨’s theorem
Consider a stationary vector valued random process X = {X1,X2, ...,Xn},
where each coordinate is a random vector taking values in Rm. The random
vectors Xi are jointly Gaussian. The joint density function fX : R
nm → R is
fX (x1,x2, . . . ,xn) =
1√
(2pi)nm(det Kˆn)
e−
1
2
(x1,x2,...,xn)
T Kˆ−1
n
(x1,x2,...,xn)
where each xi ∈ Rm and Kˆn is the nm×nm covariance matrix which is in block
Toeplitz form
Kˆn =


Kˆ(0) Kˆ(−1) · · · Kˆ(−n+ 1)
Kˆ(1) Kˆ(0) · · · Kˆ(−n+ 2)
...
...
...
...
Kˆ(n− 1) Kˆ(n− 1) · · · Kˆ(0)

 (8)
Each Kˆ(i) is a m × m matrix. We define the joint entropy of the random
stationary process of Gaussian random vectors equivalently as
H(X ) = −
∫
Rm×···×Rm
fX (x1,x2, . . . ,xn) log fX (x1,x2, . . . ,xn)dx1 . . .dxn
and the entropy rate per coordinate vector as
H¯(X ) = lim
n→∞
H(X )
n
(9)
In computing formulas for the entropy rates, determinants of Toeplitz and
block Toeplitz matrices will play an important role. Szego¨’s limit theorems
describe the asymptotic behavior of the determinants of large Toeplitz matrices
[19, 20]. Szego¨’s limit theorems have been generalized for block Toeplitz matrices
[21, 22]. Toeplitz matrices and determinants have been useful in the study of
determinantal processes, integrable models, and entanglement entropy [23, 24,
25, 26]. We will use the following version of Szego¨’s limit theorem for block
Toeplitz matrices.
Theorem 3.1. Let T : [−pi, pi] → Md be continuous matrix valued function
with Fourier coefficients by
Tˆ (k) =
1
2pi
∫ pi
−pi
T (θ)e−ikθdθ ∈ Md
then for any absolutely continuous function f : [inf T, supT ]→ R
lim
n→∞
1
n
Tr(f(Tˆn)) =
1
2pi
∫ pi
−pi
Tr(f(T (θ))dθ
4
4 Shannon and Re´nyi entropy rates of Gaussian
random vectors
Let X = {X1,X2, ...,Xn, . . .} be a vector valued stationary Gaussian process
of random vectors with each Xi is a random vector taking values in R
m. The
covariance matrix Kˆn of X is a nm× nm block Toeplitz matrix of the form of
equation (8). Let K(θ) be the matrix valued Fourier coefficients corresponding
to Kˆn as given by theorem (3.1). We have the following theorem:
Theorem 4.1. The Shannon entropy rate per coordinate of the vector valued
Gaussian random process X is given by
H¯(X ) = m
2
log 2pie+
1
4pi
∫ pi
−pi
Tr(logK(θ))dθ
Proof. We have
H¯(X = − lim
n→∞
1
n
∫
fX (x) log fX (x)dx
= − lim
n→∞
1
n
∫
fX1,...,Xn(x)
[
− 1
2
x
T Kˆ−1n x− log(2pi)
nm
2 (det Kˆn)
1
2
]
dx
= lim
n→∞
[ 1
2n
∫
(xT Kˆ−1n x)fX1,...,Xn(x)dx +
nm
2n
log 2pi +
1
2n
log(det(Kˆn))
]
Using lemma (4.2) we get∫
(xT Kˆ−1n x)fX1,...,Xn(x)dx = Tr(Kˆ
−1
n Kˆn) = Tr(1Inm) = nm
We also have the identity
log(det(A)) = Tr(log(A))
Thus we have
H¯(X ) = lim
n→∞
nm
2n
+ lim
n→∞
nm
2n
log 2pi + lim
n→∞
1
2n
Tr(log(Kˆn))
Using theorem (3.1) we get
H¯(X ) = m
2
+
m
2
log 2pi +
1
4pi
∫ pi
−pi
Tr(logK(θ))dθ
H¯(X ) = m
2
log 2pie+
1
4pi
∫ pi
−pi
Tr(logK(θ))dθ
Lemma 4.2. Let X be a jointly Gaussian random vector zero mean and covari-
ance matrix K and density function fX (x)∫
(xTBx)fX (x)dx = Tr(BK)
5
Proof. First suppose B = Eij then∫
(xTEijx)fX (x)dx =
∫
xixjfX (x)dx = Kij = Tr(EijK)
Now suppose B =
∑
ij bijEij then we can use the linearity of the inner product
〈x | y〉 = xT y and the trace to get the result.
Theorem 4.3. The Re´nyi entropy rate per coordinate of the Gaussian random
vector process X is given by
H¯α(X ) = m
2
log 2piα
1
α−1 +
1
4pi
∫ pi
−pi
Tr(logK(θ))dθ
Proof. We have
H¯α(X ) = lim
n→∞
1
n
1
(1− α) log
∫
fα
X
(x)dx
= lim
n→∞
1
n
1
(1− α) log
∫
(2pi)−
nm
2 (det Kˆn)
−
α
2
exp−1
2
(x1,x2, . . . ,xn)
TαKˆ−1n (x1,x2, . . . ,xn)dx
= lim
n→∞
1
n
1
(1− α) log(2pi)
−
nm
2 (det Kˆn)
−
α
2 · · ·
· · ·
∫
exp−1
2
(x1,x2, . . . ,xn)
TαKˆ−1n (x1,x2, . . . ,xn)dx
Now using the fact about Gaussian integrals that if A is a positive definite
matrix then ∫
exp{−1
2
xTAx}dx =
√
(2pi)n
det(A)
we get
H¯α(X ) = lim
n→∞
1
n
1
(1− α) log
[
(2pi)−
nm
2 (det Kˆn)
−
α
2
(2pi)nm/2
(det(αKˆ−1n ))1/2
]
= lim
n→∞
1
n
1
2(1− α) log
[
(2pi)(1−α)nm det(Kˆn)
1−αα−nm
]
= lim
n→∞
1
n
1
2(1− α) log
[
(2piα
1
α−1 )(1−α)nm det(Kˆn)
1−α
]
= lim
n→∞
[nm(1− α)
2n(1− α) log(2piα
1
α−1 ) +
1− α
2n(1− α) log(det(Kˆn))
]
= lim
n→∞
[m
2
log(2piα
1
α−1 ) +
1
2n
log(det(Kˆn))
]
Using the identity
log(det(A)) = Tr(log(A))
6
We get
H¯α(X ) =
[m
2
log(2piα
1
α−1 ) + lim
n→∞
1
2n
Tr log(Kˆn)
]
Finally applying theorem (3.1) we get
H¯(X ) = m
2
log(2piα
1
α−1 ) +
1
4pi
∫ pi
−pi
Tr(log(K(θ)))dθ
5 Conclusion
Entropy rates are important in information theory and physics. Exact formulas
for entropy rates of stochastic processes are usually not easy to find. Exceptions
to this general case are Markov processes, Gaussian processes and a few classes
of hidden Markov processes. In this paper we have generalized the formulas
for the entropy rates of vector valued stationary Gaussian processes. The main
tool for proving our formulas is the block matrix version of the Szego¨’s theorem.
These formulas may have potential applications in channel capacity calculations
of classical and quantum information and in the analysis of multi-dimensional
data.
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