Large websites or web servers have a large number of visitors, which mean a large web traffic log need to be stored in the plain text or the relational database. However plain text and relational database are not efficient to handle a large number of data. Moreover, the web traffic log analysis hardware or software that can handle such a big data is also expensive. This research paper proposes the design of a large-scale web traffic log analyzer using PHP language to show the visitors' traffic data analysis in the form of graphs. The Hadoop Distributed File System (HDFS) is used in conjunction with other related techniques to gather and store visitors' traffic log. Cloudera Impala is used to query web traffic log stored in HDFS while Apache Thrift is an intermediary connecting Cloudera Impala to PHP web. Upon testing our large-scale web traffic log analyzer on HDFS Cluster of 8 nodes with 50 gigabytes of traffic log, our system can query and analysis web traffic log then display the result in about 4 seconds.
Introduction
Resource planning and data analysis are important for network services in order to increase the service efficiency. System administrators need tools that simple and easy to use for monitoring and analyzing the use of the services. Nowadays, the most active network service on the internet is Hypertext Transfer Protocol (HTTP) and its traffic is increasing gradually. Thus, the web traffic data that needs to be analyzed is large and need a big storage to store all of the traffic data. However, the software and hardware that can store and analyze these big data are too expensive. Some of free web traffic analyzer software such as AWStats (1) , Open
Web Analytics (OWA) (2) or Piwik (3) store data in the plain text format or in the relational database system such as MySQL which are not efficient when data is too big. Thus, this research paper presents the design and implementation of a PHP web-based large-scale web traffic analyzer using Hadoop Distributed File System (HDFS) to store large-scale web traffic data and using Cloudera Impala to query and analyze web traffic data from HDFS in realtime.
Background
In this section, we review Hadoop Distributed File System, Cloudera Impala, Apache Flume and Apache Thrift which are main 4 components to implement our large-scale web traffic log analyzer.
Hadoop Distributed File System
The Hadoop Distributed File System (HDFS) (4) is a distributed file system that can be scalable to support thousands of commodity machines. The design of HDFS is fully inspired by Google File System (GFS) (5) which has master/slave architecture. HDFS is designed to work with large data sets requiring tens of petabyte of storage. HDFS operates on top of file systems of the underlying OS. HDFS is written in Java language and is highly fault-tolerant. Each HDFS cluster has one master node, called namenode, which manages the metadata information and several nodes, called datanodes, which manage storage attached to the nodes that they run on, store the actual data. 
Cloudera Impala
Cloudera Impala (6) is an open source Massively Parallel Processing (MPP) query engine that runs on Apache Hadoop. Impala provides high-performance, low-latency SQL queries on data stored in popular Apache Hadoop file formats. The fast response for queries enables interactive exploration and fine-tuning of analytic queries, rather than long batch jobs traditionally associated with SQL-on-Hadoop techniques. Impala provides access to data in Hadoop without requiring the Java skills required for MapReduce (7) jobs. Impala can access data directly from the HDFS file system. Impala is pioneering the use of the Parquet (8) file format, a columnar storage layout that is optimized for large-scale queries.
Apache Flume
Apache Flume (9) is a distributed, reliable, and available service for efficiently collecting, aggregating, and moving large amounts of log data. It has a simple and flexible architecture based on streaming data flow. It is robust and fault-tolerant with tunable reliability mechanisms and many failovers and recovery mechanisms. It uses a simple extensible data model that allows for online analytic applications. Fig. 2 . shows a Flume agent which receives log data, called Event. Then, the Event flows from Source to Channel and then to Sink. 
Apache Thrift
Apache Thrift (10) 
Design and Implementation
In this paper, we propose a design and implementation of a large-scale web traffic log analyzer on Hadoop Distributed File System. Fig. 3 . shows how our system works. We have a set of web servers that send web traffic log from Apache web servers (access log and error log) to HDFS via Apache Flume. Users use our web-based log analyzer implemented in PHP language to query and display web traffic log information such as Top Visiting IP, URL error, Top Website Access, and Top Webpage Access. Then, the web-based log analyzer invokes user's requests via PHP Thrift library to contact and order Cloudera Impala to query user's request in SQL style. 
HDFS Cluster
We installed our testbed system on 9 PCs (nodes) which are one namenode and eight datanodes. All of the nodes connect to 1Gbps switch. We also use namenode as the web server for our large-scale web traffic log analyzer.
Thus, in namenode, we have installed 6 programs which are HDFS, Apache Flume, Cloudera Impala, Apache Web Server, PHP, and MySQL. For datanodes, we have installed only 2 programs which are HDFS and Cloudera Impala as shown in Fig. 4. 
Apache Web Server and Apache Flume
In our web traffic log analyzer, the web traffic log (access log and error log) comes from Apache Web Server and we want to store them in HDFS. The design of Apache Flume in this paper is implemented as shown in Fig. 5 . Each web server has to install Apache Flume and configure Apache Flume's Source with "tail -f" command. For web server access log and error log, by default, locates at /etc/httpd/logs/access_log and /etc/httpd/logs/error_log respectively. Thus, we configure Flume's Source with command "tail -f /etc/httpd/log/access_log" for access log and command "tail -f /etc/httpd/log/error_log" for error log.
Agent2 and Agent3 are agents of Apache Flume that read web server traffic log via Source and transfer them to another Thrift agent, Agent1 via Sink. Then Agent1 read traffic log from multiple Sources (Sink of Agent2 and Agent3) put that data to Sink which connected to HDFS.
Cloudera Impala Table Creation
Web traffic log in HDFS that receives from web servers are stored in plain text. Normally we need to write a Java program in MapReduce paradigm to extract and retrieve data (11) . However, the cost of starting MapReduce process is expensive and its method to query information is not intuitive like the structural query language (SQL). With Cloudera Impala, we can turn HDFS plain text file format into Impala 
PHP and Cloudera Impala via Apache Thrift
We use PHP language to implement our web-based large-scale web traffic log analyzer. Then, our web cannot connect directly to Impala because its implementation is Java language. However, Thrift is a middle layer that can make the communication between PHP and Cloudera Impala possible. 
Experiments
In the experiments, we have setup 8 datanodes HDFS cluster with 1Gbps Ethernet connection. Each datanode has the specification as follows: Intel Core 2 Quad Processor CPU, 8 GB of RAM, and 1 TB of Hard disk. Then, we simulate a 50 GB of web traffic log and store it in HDFS via Impala table with plain text file format and Impala table with Parquet file format. We adjust the number of datanodes that store our 50 GB of web traffic log from 3 to 8 datanodes and then we prepare 3 queries q1, q2 and q3 to measure the query time usage of Impala tables as follows:
q1: select COUNT(*) from 
Query Time Usage
For the Impala tables with plain text file format, the result in Fig. 6 . shows that with 3 datanodes all of 3 queries' time usage are about 37 seconds and query time usage drop dramatically when we add more datanodes to HDFS cluster. Thus, we end up with around 15 seconds query time usage on 8 datanodes HDFS cluster.
For the Impala tables with Parquet file format, the result in Fig. 7 . shows that with 3 datanodes the query q1 takes about 1 second and the query q2 and q3 take about 5 seconds. When we add more databases to HDFS cluster, the query time of all 3 queries does not effect that much because they are already fast. Thus, we end up with 0.9 seconds query time for q1 and about 3.8 seconds query time for q2 and q3. 
Query Speedup
We calculate the queries' speedup when adding more datanodes with the in equation (1) by using query time usage for 3 datanodes as the base of query time usage.
The speedup for querying data from Impala tables with plain text file format and Impala tables with Parquet file format shown in Fig.8. and Fig.9 , respectively. We found that the increasing of datanodes to work with Impala tables with plain text format of 50GB data size has linear speedup. The query can be speeded up almost 2.5 times when we have 8 datanodes comparing to 3 datanodes in the cluster.
However, the query speedup on Impala tables with Parquet file format does not scale very well because the query time is already very low. We can gain speed up about 1.2 times when we use 8 datanodes comparing to 3 datanodes in HDFS cluster. 
Web Traffic Log Analyzer UI
Our large-scale web traffic log analyzer is a web application implemented in PHP language. On the dashboard, it displays the information of Top10 visiting IP, Top10 website access, Top10 URL error and Top10 webpage access as shown in Fig.11 . Also, system administrators can generate reports in the specific range of time as shown in Fig.12 . Each page response time is around 4 seconds on 50 GB of log size and 8 datanodes in the HDFS cluster. 
Conclusions
This paper presents the design and implementation of a large-scale web traffic log analyzer using PHP language together with HDFS to store traffic log, Cloudera Impala to query data from HDFS, Apache Flume to receive apache web server traffic log and send them HDFS, and Apache Thrift which is a communication channel between our web in PHP language and Cloudera Impala API in Java language.
In our experiments, we have queried data from HDFS via Impala tables with plain text file format and Impala tables with Parquet file format. We found that the query time usage on Impala tables with Parquet file format is a lot faster than on Impala tables with plain text file format. With 50 GB of traffic log data stored on 8 datanodes of HDFS cluster, The query time usage for Impala table with plain text file format takes around 15 seconds whereas 0.9 seconds is used for querying data on Impala table with Parquet file format. Also, the use of hybrid between Impala tables with plain text file format to store the current day traffic log and Impala tables with Parquet file format to store past traffic log, each page of our web traffic log analyzer has only about 4 seconds response time.
