The 
Introduction
The Fourier transform, is one of the most widely used tools in signal processing. There are several major reasons for this. The most important one being that exponentials are eigenfunctions of linear time invariant systems. That the discrete Fourier transform can be efficiently computed using the FFT algorithm, has also contributed to its popularity.
A transform closely related to the Fourier transform is the Scale transform. The Scale transform was introduced by Cohen, in an operator theoretic framework [Cohen 1993 ]. In it, he defines a scale operator, and the corresponding eigenfunctions which define the Scale transform. Uncertainty relations, notions of bandwidth, were also developed.
The Scale transform has been shown to be related to the Fourier transform via an unitary transformation [Baraniuk 1995] . There are several reasons why the Scale transform should merit attention on its own. Many practical applications, especially those in computer vision, are shift variant by nature (e.g depth from defocus). In such cases one cannot use the Fourier transform. Since tools for manipulating signals in the Fourier domain are widely available, shift variant systems are often assumed to be piece wise linear shift invariant. In some shift variant problems, the Scale transform proves to be useful (see Section 5, where depth maps are computed using the Scale transform). The Scale transform also provides a distinctly different signal representation from the one provided by the Fourier transform. This representation, in terms of scalings of a basis function, often gets overlooked, due to the preeminence of linear time invariant systems in signal processing.
The Fourier series have long been used for representing periodic signals. The Fourier transform developed from the Fourier series out of the need to represent aperiodic signals. The Scale transform, having being developed in an abstract operator theoretic framework, lacks a sense of historical development. There is, in fact, a very natural progression towards the Scale transform, via a class of functions, known as scale periodic functions. In this paper, we develop notions of a scale periodic function and the discrete scale series which help represent such functions. In order for Scale transform to be useful in signal processing applications, one must be able to reconstruct an arbitrary aperiodic signal from its samples in the time domain. Analogous to Shannon's sampling theorem, we show that a scale limited signal can be exactly reconstructed from samples that are exponentially spaced along the time axis.
The Scale transform is briefly reviewed in the next section. The generic prob-lem where the Scale transform proves useful is also introduced Section 2. The main results of this paper are presented in Sections 3 and 4. Section 3 introduces scale periodic functions and the discrete scale series. In Section 4, we develop the interpolating formula for scale limited signals. Section 5 discusses a new technique for the computation of depth maps.
The Scale Transform
A signal can be represented in a variety of ways, depending upon the attribute of the signal that we wish to emphasize. A transform defined in [Cohen 1993] , that is related via a unitary transformation to the Fourier transform is the Scale transform:
Where F(c) is defined to be the Scale transform of f(t). Note the intervals of integration in Equation (2). The function f(t) is defined on (0; 1). Hence for arbitrary signals, the positive and the negative parts of the signal have to be treated separately. The function (c; t) = e jc ln t p 2 t ; t 0 is actually the eigenfunction of the scale operator C [Cohen 1993] , defined as
Consider the following property of the Scale transform:
Where F(c) is the Scale transform of f(t) and is a constant. What is really interesting about Equation (4) is that the support of the Scale transform of f( t) is the same as that of f(t). This implies that the Scale transform can used to to extract a constant from the argument of a function whose Scale transform is apriori known. In the case of the Fourier transform, as is well known, the size of the support of the Fourier transform of f( t) is different from that of f(t). 
where F(!) is the Fourier transform of f(t). Some of the other important properties of the Scale transform are shown in Table I . Consider the following generic problem f 1 (t) = g(tu 1 ( (t)))
f 2 (t) = g(tu 2 ( (t)));
where f 1 (t) and f 2 (t) are measured quantities, g(t), u 1 (t), u 2 (t) are apriori known while (t) is the quantity to be estimated. This problem is difficult to solve for (t) using the Fourier transform. This generic problem is found in many computer vision applications, notably in the computation of depth maps of a scene.
An approximate solution for (t) can be found by using the Scale transform as illustrated in Section 5. From the discussions on scale periodic signals and the sampling theorem, it'll be realized that the Scale transform actually represents a change in paradigm of signal representation. It forces us to think of signals as being representable by scalings of a basis function, rather than in terms of shifts (as is true in the case of the representation of bandlimited signals).
Scale Periodicity and the Scale Series
A function g(t), is defined to be periodic in time if it satisfies g(t) = g(t + T) 8t.
Where T is the fundamental period of the function. Fourier analysis, began as an attempt to represent such functions using sinusoids. The Scale transform was developed in an abstract operator theoretic framework [Cohen 1993] , and hence its usefulness in signal processing applications is not readily apparent. In order to appreciate the utility of the Scale transform, it is important to understand its origins. A class of signals, known as scale periodic signals leads naturally to the development of the Scale transform.
Definition:-Let S be the intersection of the function spaces L 2 (a; b) 8 b=a = for a fixed (a > 0 b > 0). A function f(t) 2 S is said to be scale periodic with period if it satisfies the following condition p f(t ) = f(t) 8t > 0; > 0 :
C o is defined to be the fundamental scale associated with this function f(t), where C o ln = 2 . Also note that this space S is trivially non empty, for 1 p t 2 S.
In the set of eigenfunctions where the equality in equation (9) is under the standard norm in L 2 spaces. These are the analysis (10) and the synthesis (9) 
Other properties of the discrete scale series are summarized in Table II , all of which can be easily verified. It can also be shown that in the limit ! 1 that the discrete scale series tends to the Scale transform. The discrete scale series can be proven to be complete. The proof is similar in nature to the proof of completeness of the Fourier series [Zygmond 1959 ].
The Sampling Theorem
Theorem: A function f(t) 2 L 2 (R) scale limited to C o can be exactly reconstructed (in the L 2 sense) from its samples in the time domain if the samples are spaced exponentially along the time axis as in f n g 1 n=?1 where = e =Co .
The motivation behind the development of the sampling theorem is to determine conditions under which an aperiodic signal can be exactly reconstructed from its samples in the time domain. An idea similar to bandwidth is needed here. 
Now using equations (14) and (17) 
This interpolation shares similarities to the Shannon interpolating formula with interesting differences. The function is represented as a weighted sum of the dilations of a basis function (t). The dilation factor is related to the maximum scale of the signal C o as 2C o ln = 2 . Also note that the weights are the the original function f(t) sampled exponentially rather than linearly as in the Shannon formula.
The Scale Transform and Depth Maps
One of the most extensively studied problems in computer vision is the problem of depth map computation of an arbitrary scene. There are many passive 1 techniques that are being used at present, notably, depth from focus, depth from defocus, and stereo. A new passive technique for computation of depth maps of a scene via the Scale transform is demonstrated.
Consider the situation shown in Figure 1(a) . The apparatus used is a simple pinhole camera coupled with an imaging sensor (eg. a ccd array) at a fixed distance of from the pinhole. Hence the captured image, is merely a scaled, inverted version of the scene. The scaling for each point in the image, depends upon the depth of the scene point. The relation between the scene point and its imaged point is shown to be l = r z i :
Where l and r are the image and scene coordinates respectively, measured with respect to the optical axis (i.e the axis passing through the pinhole) and z i is the depth of the scene point.
In Figure 1(b) , the scheme for depth recovery, using two images of the scene, is illustrated. The example shown is the simple one-dimensional 2 profile, and the case of the general two-dimensional surface, is a straightforward extension. Let the profile depicted be the function g(r; z). Consider f(r), a small patch defined locally 3 , located at an arbitrary point (r i ; z i ). We can assume that the depth in this small patch is essentially a constant. The pinhole camera is now used to capture the scene. The patch f(r) located at (r i ; z i ) is imaged as a small scaled patch f 1 (l) centered at (l 1 ; ). Now, the pinhole camera is moved backward by a distance z o along the optical axis and the scene is captured again. The same patch at (r i ; z i ) is now imaged as another scaled patch f 2 (l) centered at (l 2 ; ). Using Equation (22), we can easily show that
We now use the property that the scale transform of f( t) is F(c)e ?jc ln p . Tak-3 The coordinate system for each patch, is local to it.
ing the Scale transforms of Equations (23) and (24) 
Note that before we can use this technique, one must solve the correspondence problem i.e determining the two patches f 1 and f 2 that are related to each other.
This correspondence problem, could be modeled as a joint optimization problem, solving for correspondence and z i simultaneously. This correspondence problem appears in many computer vision problems including stereo and motion estimation.
Instead of modeling the depth of the patch located at (r i ; z i ), to be a constant, one can also assume the depth to be varying linearly across the patch, as in z = a i r + b i . One can then set up equations to solve for the unknown constants a i and b i . In this case we would need to take three images instead of two.
The above algorithm is a simple illustration of a problem where it is natural to use the Scale transform rather than the Fourier transform.
Conclusions
The Scale transform is an important tool that is yet to be fully exploited in signal processing applications. It must be noted however, that the Scale transform supplements the Fourier transform, rather than replacing it. The example of depth map computation shows the utility of the Scale transform in certain shift variant problems. It is important to provide a context through which the Scale transform can be intuitively understood. We have done so, through a notion of the scale periodic function and the discrete scale series. In order that arbitrary signals be analyzed using the Scale transform, we have defined the notion of a strictly scale limited signal. We have shown that strictly scale limited signals can be exactly reconstructed using an interpolation formula similar in flavour to the Shannon interpolation formula. 
