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A multi-symplectic formulation of ideal magnetohydrodynamics (MHD) is developed
based on a Clebsch variable variational principle in which the Lagrangian consists of the
kinetic minus the potential energy of the MHD fluid modified by constraints using La-
grange multipliers, that ensure mass conservation, entropy advection with the flow, the
Lin constraint and Faraday’s equation (i.e the magnetic flux is Lie dragged with the flow).
The analysis is also carried out using the magnetic vector potential A˜ where α = A˜·dx is
Lie dragged with the flow, and B = ∇× A˜. The multi-symplectic conservation laws give
rise to the Eulerian momentum and energy conservation laws. The symplecticity or struc-
tural conservation laws for the multi-symplectic system corresponds to the conservation
of phase space. It corresponds to taking derivatives of the momentum and energy conser-
vation laws and combining them to produce n(n − 1)/2 extra conservation laws, where
n is the number of independent variables. Noether’s theorem for the multi-symplectic
MHD system is derived, including the case of non-Cartesian space coordinates, where
the metric plays a role in the equations.
1. Introduction
Multi-symplectic equations for Hamiltonian systems with two or more independent
variables xα have been developed as a useful extension of Hamiltonian systems with one
evolution variable t. This development has connections with dual variational formula-
tions of travelling wave problems (e.g. Bridges (1992)), and is useful in numerical schemes
for Hamiltonian systems. Bridges and co-workers used the multi-symplectic approach to
study linear and nonlinear wave propagation, generalizations of wave action, wave modu-
lation theory, and wave stability problems (Bridges (1997a,b)). Reich (2000) and Bridges
(2006) develop multi-symplectic difference schemes. Multi-symplectic Hamiltonian sys-
tems have been studied by Marsden and Shkoller (1999) and Bridges et al. (2005). Webb
et al. (2007); Webb et al. (2008, 2014d) discuss travelling waves in multi-fluid plasmas
using a multi-symplectic formulation analogous to Bridges (1992) paper on travelling
water waves. Holm et al. (1998) give an overview of Hamiltonian systems, semi-direct
product Lie algebras and Euler-Poincare´ equations.
Cotter et al. (2007) developed a multi-symplectic, Euler-Poincare´ formulation of fluid
mechanics. They showed that multi-symplectic ideal fluid mechanics type systems are
related to Clebsch variable formulations in which the Lagrange multipliers play the role
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of canonically conjugate momenta to the constrained variables (Zakharov and Kuznetsov
(1997), Morrison (1998)). Thus, the Clebsch variable formulation involves a momen-
tum map. As a part of the paper, we give a brief introduction to multi-symplectic systems
(Sections 3 and 4), based on the work of Hydon (2005) and Cotter et al. (2007) (see also
Brio et al. (2010)). In multi-symplectic Hamiltonian systems, both the space and the
time variables can be thought of as evolution variables. In this paper we obtain multi-
symplectic equations for ideal gas dynamics and MHD, based on the Clebsch variables
formulation. The energy and momentum conservation laws for gas dynamics and MHD
are obtained from the multi-symplectic formalism. We also discuss and give examples
of the symplecticity or structural conservation laws, which are obtained by combining
derivatives of the energy and momentum conservation laws. The symplecticity conserva-
tion law thus impose higher order derivative constraints on the energy and momentum
conservation laws.
The present paper is related to recent work by Webb et al. (2014a); Webb et al.
(2014b); Webb et al. (2014c) and Webb and Mace (2014) on conservation laws, Hamil-
tonian and symmetry group approaches to the MHD equations. In Webb et al. (2014a)
advected invariants in ideal fluid mechanics and MHD were obtained by using Lie drag-
ging techniques (see also Tur and Yanovsky (1993)). In particular helicity conservation
laws were discussed (i.e. fluid helicity conservation in ideal fluids (e.g. Moffatt (1969)),
cross helicity and magnetic helicity in MHD (Woltjer (1958)). Berger and Field (1984)
investigated magnetic helicity and relative magnetic helicity (see also Finn and Anton-
sen (1985, 1988)). Berger (1990), Ruzmaikin and Akhmetiev (1994) and Akhmetiev and
Ruzmaikin (1995) investigated higher order MHD knot invariants known as Sato-Levine
invariants, which can be described using Seifert surfaces (e.g. used to describe the White-
head link and Borromean rings). For special ideal MHD flows in which the magnetic he-
licity density A·B vanishes, there is a higher order magnetic topological charge, namely
the Godbillon Vey invariant (e.g. Tur and Yanovsky (1993), Webb et al. (2014a); Webb
et al. (2014c)) which also describes the magnetic field topology (i.e. magnetic helicity is
not the only quantity describing magnetic topology). For the Godbillon Vey invariant,
the gauge of the magnetic vector potential A is chosen so that the one-form α = A·dx is
Lie dragged by the background plasma flow. Webb et al. (2014b) derive MHD conserva-
tion laws using Noether’s first and second theorems (see Hydon and Mansfield (2011)
for an insightful treatment of Noether’s second theorem). In the most general
case, the fluid helicity and cross helicity conservation laws are nonlocal as they involve
Clebsch potentials, which are nonlocal variables (e.g. Webb et al. (2014a); Webb et
al. (2014b)). A brief synopsis of this work is given by Webb et al. (2014c). Webb and
Mace (2014) use Noether’s second theorem and fluid relabelling symmetries
to derive conservation laws in MHD using the approach of Hydon and Mansfield
(2011). They obtain a new potential vorticity type conservation law for MHD
using a non-field aligned fluid relabelling symmetry of the equations.
The main aim of the present paper is to provide a multi-symplectic formulation of the
MHD equations by using Clebsch variables.
In Section 2 the basic ideal MHD equations are given. In Section 2, we give a
simple example of the multi-symplectic form of the ideal gas dynamic equa-
tions in one Cartesian space coordinate. We give a recipe for constructing
the multi-symplectic form of the equations and describe the symplecticity or
structural conservation law for 1D gas dynamics. By using Clebsch variables,
one is in effect increasing the number of dependent variables describing the
system. To ensure that the system of equations describes the original Eule-
rian fluid equations, extra constraints or conservation laws (the symplecticity
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conservation laws) ensures that original system of equations is obtained. It
turns out that the symplecticity conservation equations can be expressed in
terms of two-dimensional Jacobians of the dependent variables and the inde-
pendent space and time variables. The basic theory behind this approach is
described in Section 4.
In Section 3, we give an introduction to Clebsch variables and momentum maps follow-
ing the analysis of Cotter et al. (2007). We introduce the Clebsch variable description of
MHD (e.g. Zakharov and Kuznetsov (1997), Morrison (1998), Holm and Kupershmidt
(1983a,b), Webb et al. (2014a);Webb et al. (2014b)). We give two different formulations
of the MHD variational principle. In the first formulation, Faraday’s law for the magnetic
field induction B is included as a constraint. The constraints of mass continuity, entropy
advection, and the Lin constraint are incorporated in the variational principle by means
of Lagrange multipliers. In a second variational formulation, the Faraday equation con-
straint is replaced by the condition that the magnetic vector potential 1-form: α = A˜·dx
is Lie dragged by the flow, where B = ∇× A˜ (e.g. Tur and Yanovsky (1993), Gordin and
Petviashvili (1987), Padhye and Morrison (1996a,b) and Webb et al. (2014a)). In the
case ∇·B = 0, and B = ∇× A˜, the condition that the one-form α = A˜·dx is Lie dragged
by the flow is equivalent to Faraday’s equation. We include an extra u∇·B term
in Faraday’s equation for mathematical reasons. This allows one to obtain a
mapping between the multi-symplectic MHD equations using the advected
A formalism and the advected magnetic flux version of Faraday’s law (see
Proposition (5.3) and (6.7) in the conclusions). It is also useful to include the
u∇·B in numerical MHD in order to minimize numerically generated ∇·B in
numerical MHD codes by advecting the numerically generated ∇·B 6= 0 out
of the computational domain (e.g. Powell et al. (1999), Webb et al. (2010)). By
setting ∇·B = 0 after all calculations are done gives rise to correct physical
results, but allows one to retain a mathematically more useful form of the
equations. In general, Faraday’s equation is equivalent to the condition that the mag-
netic field flux 2-form β = B·dS is Lie dragged with the flow. If ∇·B = 0 then β = dα
where dα is the exterior derivative of the 1-form α.
Section 4 presents an overview of multi-symplectic Hamiltonian systems based in part
on the work of Hydon (2005). We discuss the symplecticity conservation laws, which
are related to the conservation of phase space in multi-symplectic systems, in which the
generalized phase space volume element κα = (1/2)Kαijdz
i ∧ dzj is given by the exterior
derivative of a one-form ωα. This requirement implies dκα = ddωα = 0 (by the Poincare´
Lemma), which implies the conservation of the phase space element κα where zi are the
canonical variables. We also discuss Noether’s first theorem for multi-symplectic systems.
We describe the form of multi-symplectic systems for the case of non-Cartesian spatial
coordinates where the spatial metric plays a role in the equations (see also Bridges et al.
(2010)).
Section 5 develops the multi-symplectic MHD evolution equations. The analysis is
similar to that of Cotter et al. (2007) where they develop the multi-symplectic approach
to Hamiltonian hydrodynamic type systems.
Section 6 concludes with a summary and discussion.
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2. The Model
The magnetohydrodynamic equations can be written in the form:
∂ρ
∂t
+∇·(ρu) = 0, (2.1)
∂
∂t
(ρu) +∇·
[
ρuu+
(
p+
B2
2µ
)
I− BB
µ
]
= 0, (2.2)
∂S
∂t
+ u·∇S = 0, (2.3)
∂B
∂t
−∇× (u×B) + u∇·B = 0, (2.4)
where ρ, u, p, S and B correspond to the gas density, fluid velocity, pressure, specific
entropy, and magnetic induction B respectively, and I is the unit 3 × 3 dyadic. The gas
pressure p = p(ρ, S) is a function of the density ρ and entropy S, and µ is the magnetic
permeability. Equations (2.1)-(2.2) are the mass and momentum conservation laws, (2.3)
is the entropy advection equation and (2.4) is Faraday’s equation in the MHD limit.
In classical MHD, (2.1)-(2.4) are supplemented by Gauss’ law:
∇·B = 0, (2.5)
which implies the non-existence of magnetic monopoles.
It is useful to keep in mind the first law of thermodynamics:
TdS = dQ = dU + pdV where V =
1
ρ
, (2.6)
where U is the internal energy per unit mass and V = 1/ρ is the specific volume. Using
the internal energy per unit volume ε = ρU instead of U , (2.6) may be written as:
TdS =
1
ρ
(dε− hdρ) where h = ε+ p
ρ
, (2.7)
is the enthalpy of the gas. Assuming ε = ε(ρ, S), (2.7) gives the formulae:
ρT = εS , h = ερ, p = ρερ − ε, (2.8)
relating the temperature T , enthalpy h and pressure p to the internal energy density
ε(ρ, S). From (2.7) we obtain:
TdS = dh− 1
ρ
dp and − 1
ρ
∇p = T∇S −∇h, (2.9)
which is useful in the further analysis of the momentum equation for the system.
2.1. Multi-Symplectic Example
Multi-symplectic systems are a generalization of Hamiltonian systems. Con-
sider the equations of 1D gas dynamics involving the variables z = (u, ρ, S, β, φ)T
where
u =
∂φ
∂x
− β
ρ
∂S
∂x
, (2.10)
is the Clebsch representation for the fluid velocity u ≡ ux directed along the
x-axis. The governing equations have the form (e.g. Zakharov and Kuznetsov
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(1997), Morrison (1998)):
ρt + (ρu)x = 0, St + uSx = 0, (2.11)
φt + uφx =
1
2
u2 − h, βt + (βu)x = −ρT, (2.12)
where ε(ρ, S) is the the internal energy per unit volume of the gas. Here ρ,
T , p, h, S denote the density, temperature, pressure, enthalpy and entropy
of the gas, where h = ερ, ρT = εS and p = ρερ − ε. The time evolution of a
functional F of the physical variables satisfies Hamilton’s equations:
Ft = {F,H} =
∫
dx
(
δF
δρ
δH
δφ
− δF
δφ
δH
δρ
+
δF
δS
δH
δβ
− δF
δβ
δH
δS
)
, (2.13)
where {F,H} is the canonical Poisson bracket and
H =
∫
dx
(
1
2
ρu2 + ε(ρ, S)
)
(2.14)
is the Hamiltonian functional in which u is given by (2.10).
Equations (2.10)-(2.12) can be written in the multi-symplectic form:(
K
0 ∂
∂t
+ K1
∂
∂x
)
z =
δM
δz
, (2.15)
where
M = −
∫
dx ℓ = −
∫
dx
(
1
2
ρu2 − ε(ρ, S)
)
, (2.16)
is the multi-symplectic Hamiltonian (note ℓ is the Lagrange density of the
fluid). The skew symmetric matrices K0 and K1 are given by:
K
0 =


0 0 0 0 0
0 0 0 0 −1
0 0 0 −1 0
0 0 1 0 0
0 1 0 0 0

 , K
1 =


0 0 β 0 −ρ
0 0 0 0 −u
−β 0 0 −u 0
0 0 u 0 0
ρ u 0 0 0

 . (2.17)
In the (2.15) there are two skew symmetric matrices K0 and K1, which shows
that both space and time can be thought of as evolution variables. Bridges
(1992, 1997a,b, 2006); Bridges et al. (2010) has championed the use of multi-
symplectic methods for nonlinear wave problems, both in numerical methods
for solving nonlinear wave equations, wave action and wave stability prob-
lems, and Hamiltonian bifurcation theory (i.e wave stability theory depend-
ing on a bifurcation parameter). Cotter et al. (2007) develop multi-symplectic
approaches to incompressible fluid dynamics, and other systems.
Below we illustrate the recipe for obtaining the multi-symplectic form
(2.15)-(2.17) based on the results of Section 4.
The constrained Lagrangian associated with the Clebsch representation in
the present example has the form:
L =
1
2
ρu2 − ε(ρ, S) + Lαzs
∂zs
∂xα
, (2.18)
where the term:
Lαzs
∂zs
∂xα
= φ
[
∂ρ
∂t
+
∂
∂x
(ρu)
]
+ β
(
∂S
∂t
+ u
∂S
∂x
)
, (2.19)
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contains the Lagrangian constraints associated with the mass continuity equa-
tion and the entropy advection equation, and z = (u, ρ, S, β, φ)T . In (2.19) we
identify
L0ρ = φ, L
1
ρ = φu, L
1
u = φρ,
L0S = β, L
1
S = βu. (2.20)
The one-forms:
ωα = Lαzsdz
s, (α = 0, 1), (2.21)
using (2.20) are given by:
ω0 = φdρ+ βdS, ω1 = u(φdρ+ βdS) + φρ du. (2.22)
The exterior derivatives of the 1-forms (2.22) are:
dω0 = dφ ∧ dρ+ dβ ∧ dS ≡ 1
2
K
0
αβdz
α ∧ dzβ,
dω1 = du ∧ (βdS − ρdφ) + u(dφ ∧ dρ+ dβ ∧ dS) ≡ 1
2
K
1
αβdz
α ∧ dzβ. (2.23)
The multi-symplectic matrices K0αβ and K
1
αβ given in (2.17) can be determined
from (2.23).
The multi-symplectic formalism can be used to obtain conservation laws,
by using the properties of the differential forms ωα defining the system
(see Section 4). Conservation laws can also be obtained by using the multi-
symplectic version of Noether’s theorem. In Appendix A, we show how the
multi-symplectic approach gives rise to the energy and momentum conserva-
tion equations of 1D gas dynamics, namely:
G0 =
∂
∂t
[
1
2
ρu2 + ε(ρ, S)
]
+
∂
∂x
[
ρu
(
1
2
u2 + h
)]
= 0, (2.24)
G1 = −
[
∂
∂t
(
ρu2
)
+
∂
∂x
(
p+ ρu2
)]
= 0. (2.25)
The multi-symplectic approach also gives rise to the symplecticity or struc-
tural conservation laws. For the case of 1D gas dynamics, there is only one
structural conservation law, namely:
∂D
∂t
+
∂F
∂x
= 0, (2.26)
where
D =
∂(φ, ρ)
∂(t, x)
+
∂(β, S)
∂(t, x)
, (2.27)
F =ρ
∂(φ, u)
∂(t, x)
+ u
∂(φ, ρ)
∂(t, x)
+ β
∂(u, S)
∂(t, x)
+ u
∂(β, S)
∂(t, x)
≡∂(uφ, ρ)
∂(t, x)
+
∂(ρφ, u)
∂(t, x)
+
∂(uβ, S)
∂(t, x)
, (2.28)
where ∂(φ, ψ)/∂(t, x) = φtψx − φxψt is the Jacobian of φ and ψ with respect
to t and x. The symplecticity conservation law (2.26) corresponds to the
conservation law:
DxG0 −DtG1 = 0, (2.29)
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where Dx ≡ ∂/∂x, Dt ≡ ∂/∂t and G0 = 0 and G1 = 0 are the energy and
momentum conservation equations (2.24) and (2.25) written in terms of the
Clebsch potentials.
The main point here, is that the multi-symplectic structure is determined
by the fundamental one-forms ωα (α = 0, 1) and the Hamiltonian functionalM .
The theory for this is outlined in Sections 3 and 4, and is used to determine
the multi-symplectic structure of the MHD equations in Section 5. We give
the generalization of the symplecticity conservation law in the general case
for MHD and gas dynamics in Section 5.
3. Hamiltonian Approach and Clebsch Variables
In this section we first give a synopsis of the Clebsch variational principle and the
inverse map, discussed in more detail in Cotter et al. (2007), who show how Clebsch
type variational principles give rise to the momentum map (Section 3.1).
In Section 3.2 we describe a constrained variational principle for MHD using Lagrange
multipliers to enforce the constraints of mass conservation; the entropy advection equa-
tion; Faraday’s equation and the so-called Lin constraint describing in part, the vorticity
of the flow (i.e. Kelvin’s theorem). This leads to Hamilton’s canonical equations in terms
of Clebsch potentials (Zakharov and Kuznetsov (1997), Morrison (1998)). Morrison and
Greene (1980, 1982), and Morrison (1982) used the Clebsch variable formulation
of MHD to derive the non-canonical Poisson bracket for MHD, by transform-
ing the variational derivatives with respect to the Clebsch variables to their
corresponding form in terms of Eulerian physical variables. Taking the varia-
tional derivative of the action with respect to the fluid velocity u, the Clebsch
variational principle gives a representation for the fluid velocity u in terms
of the Clebsch potentials.
In Section 3.3 we transform the canonical Poisson bracket obtained from the Clebsch
variable approach to a non-canonical Poisson bracket written in terms of Eulerian physical
variables (see e.g. Morrison and Greene (1980, 1982), Morrison (1982), and Holm and
Kupershmidt (1983a,b)). We obtain the non-canonical Poisson brackets for MHD using
the variables (M,B, ρ, σ) where M = ρu is the MHD momentum flux, σ = ρS and B is
the magnetic induction. We also use the non-canonical variables (M,A, ρ, σ) where A is
the magnetic vector potential in which the gauge is chosen so that the 1-form α = A·dx
is an invariant advected with the flow.
3.1. Clebsch Variables and the Momentum Map
The Clebsch variational principle using the inverse map (i.e. Lagrangian map) involves
the variational principle δA = 0 where
A =
∫
ℓ[u] d3x dt+
∫
pi· (lt + u·∇l) d3x dt. (3.1)
In (3.1) pi is a Lagrange multiplier, ensuring that the Lagrange label l is advected with the
fluid. In the present section we consider only the generic form of the Clebsch variational
principle. More specific versions of the variational principle for MHD are discussed in
later sections.
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The stationary point conditions for the variational functional (3.1) are:
δA
δu
=
δℓ
δu
+ (∇l)T ·pi = 0, (3.2)
δA
δpi
=lt + u·∇l = 0, (3.3)
δA
δl
=−
[
∂pi
∂t
+∇·(upi)
]
= 0. (3.4)
In ideal MHD
ℓ =
1
2
ρ|u|2 − ε(ρ, S)− B
2
2µ0
and
δℓ
δu
= ρu ≡m, (3.5)
where m is the fluid momentum density or mass flux (see Section 3.2 for more details).
3.1.1. Clebsch Momentum Map
Themomentum map J : T ∗Q→ g∗ from the cotangent bundle T ∗Q of the configuration
manifold Q to the dual g∗ of the Lie algebra g of Lie group G that acts on Q defines a
momentum map by the formula:
J(νq)·ξ = 〈νq, ξQ(q)〉, (3.6)
where νq ∈ T ∗Q and ξ ∈ g. Here ξQ is the infinitesimal generator of the Lie algebra
element ξ action of ξ on Q and 〈νq, ξQ(q)〉 is the pairing of an element of T ∗Q with an
element of TQ.
For the case (3.1)-(3.4) the elements of Q are the fluid labels l and the elements of
T ∗Q are the conjugate pairs (l,pi) of labels l and their conjugate momenta pi.
Proposition 3.1. The Clebsch relation (3.2) defines a right action Diff(Ω) of diffeo-
morphisms on the domain Ω on the back to labels map l.
Proof.Equation (3.2) defines a map JΩ : T
∗Q → X∗(Ω) from the cotangent bundle T ∗Q
to the dual X∗(Ω) of vector fields on Ω:
JΩ : m·dx = −
(
(∇l)T ·pi
)
·dx = −pi·dl where m = δℓ
δu
. (3.7)
Thus, JΩ maps the conjugate pairs (l,pi) to the space of 1-form densities m ∈ X∗(Ω).
The map JΩ may be associated with the smooth, invertible maps or diffeomorphisms η
of the back-to-labels maps l by composition of functions Diff(Ω) : l·η = l ◦η. The effect
of the map on the infinitesimal generators XΩ(l) is formally defined as:
XΩ(l) :=
d
ds
(l ◦ η)(s)|s=0 = T l ◦X, (3.8)
where the differentiation with respect to s is about the identity transformation at s = 0.
Equation (3.8) in component form is:
XΩ(l)
i∂li =
d
ds
l[η(s)]i∂li =
∂li
∂ηk
dηk
ds
∂li =
dηk
ds
(
∂li
∂ηk
∂
∂li
)
=
dηk
ds
∂
∂ηk
=
dηk
ds
∂xµ
∂ηk
∂
∂xµ
=
dxµ
ds
∂
∂xµ
≡ (T l ◦X)i ∂xi . (3.9)
From (3.9) it follows by the chain rule for differentiation that:
X =
dxµ
ds
∂
∂xµ
=
dli
ds
∂
∂li
=
dηk
ds
∂
∂ηk
, (3.10)
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are equivalent forms for X .
The pairing between the map JΩ and the vector field X ∈ X(Ω) gives:
〈JΩ (l,pi) , X〉 =− 〈pi·dl, X〉 = −〈πkdlk, Xj∂xj 〉 = −〈πklk,sdxs, Xj∂xj 〉
=−
∫
πkl
k
,sX
s d3x = −
∫
πk
(
Xslk,s
)
d3x
=−
∫
πkX
(
lk
)
d3x = −
∫
πk (T l ◦X)k d3x
=−
∫
(l,pi)k (T l ◦X)k d3x = −〈(l,pi) , XΩ (l)〉, (3.11)
Thus,
〈JΩ (l,pi) , X〉 = −〈(l,pi) , XΩ (l)〉, (3.12)
which is equivalent to the defining relation (3.6) (the sign in (3.6) can be negative in the
definition) for a momentum map.
3.2. Clebsch variables and Hamilton’s Equations
Consider the MHD action (modified by constraints):
J =
∫
d3x dtL, (3.13)
where
L =
{
1
2
ρu2 − ǫ(ρ, S)− B
2
2µ0
}
+ φ
(
∂ρ
∂t
+∇·(ρu)
)
+β
(
∂S
∂t
+ u·∇S
)
+ λ
(
∂µ
∂t
+ u·∇µ
)
+Γ·
(
∂B
∂t
−∇× (u×B) + u(∇·B)
)
. (3.14)
The Lagrangian in curly brackets equals the kinetic minus the potential energy (internal
thermodynamic energy plus magnetic energy). The Lagrange multipliers φ, β, λ, and Γ
ensure that the mass, entropy, Lin constraint, Faraday equations are satisfied. We do
not enforce ∇·B = 0, since we are interested in the effect of ∇·B 6= 0 (which is useful
for numerical MHD where ∇·B 6= 0). It is straightforward to impose ∇·B 6= 0 if
desired, and non-canonical Poisson brackets exist for this case as well (see
(3.30) in this paper, and Morrison and Greene (1982)). Noncanonical Poisson
brackets exist for this case as well as for the case ∇·B = 0 (e.g. Morrison and
Greene (1982), Chandre et al. (2013)).
Stationary point conditions for the action are δJ = 0. δJ/δu = 0 gives the Clebsch
representation for u:
u = ∇φ− β
ρ
∇S − λ
ρ
∇µ+ uM (3.15)
where
uM = − (∇× Γ)×B
ρ
− Γ∇·B
ρ
, (3.16)
is magnetic contribution to u. Setting δJ/δφ, δJ/δβ, δJ/δλ, δJ/δΓ consecutively equal
to zero gives the mass, entropy advection, Lin constraint, and Faraday (magnetic flux
10 G. M. Webb, J. F. McKenzie and G. P. Zank
conservation) constraint equations:
ρt +∇·(ρu) = 0,
St + u·∇S = 0,
µt + u·∇µ = 0,
Bt −∇× (u×B) + u(∇·B) = 0. (3.17)
Setting δJ/δρ, δJ/δS, δJ/δµ, δJ/δB equal to zero gives evolution equations for the
Clebsch potentials φ, β, λ and Γ as:
−
(
∂φ
∂t
+ u·∇φ
)
+
1
2
u2 − h = 0, (3.18)
∂β
∂t
+∇·(βu) + ρT = 0, (3.19)
∂λ
∂t
+∇·(λu) = 0, (3.20)
∂Γ
∂t
− u× (∇× Γ) +∇(Γ·u) + B
µ0
= 0. (3.21)
Equation (3.18) is related to Bernoulli’s equation for potential flow.The ∇(Γ·u) term in
(3.21) is associated with ∇·B 6= 0. Taking the curl of (3.21) gives:
∂Γ˜
∂t
−∇× (u× Γ˜) = −∇×B
µ0
where Γ˜ = ∇× Γ. (3.22)
Equations (3.18)-(3.22) can be written in the form:
dφ
dt
=
1
2
u2 − h, d
dt
(
β
ρ
)
= −T,
d
dt
(
λd3x
)
= 0 or
d
dt
(
λ
ρ
)
= 0,
d
dt
(Γ·dx) = −B·dx
µ0
,
d
dt
(Γ˜·dS) = −J·dS. (3.23)
where d/dt = ∂/∂t + u·∇, is the Lagrangian time derivative following the flow and
J = ∇× B/µ0 is the current. Γ·dx is a 1-form and Γ˜·dS is a 2-form and dS is an area
element.
Introduce the Hamiltonian functional:
H =
∫
Hd3x where H =
1
2
ρu2 + ǫ(ρ, S) +
B2
2µ0
. (3.24)
Substitute the Clebsch expansion (3.15)-(3.16) for u in (3.24). Evaluating the variational
derivatives of H gives Hamilton’s equations:
∂ρ
∂t
=
δH
δφ
,
∂φ
∂t
= −δH
δρ
,
∂S
∂t
=
δH
δβ
,
∂β
∂t
= −δH
δS
,
∂µ
∂t
=
δH
δλ
,
∂λ
∂t
= −δH
δµ
,
∂B
∂t
=
δH
δΓ
,
∂Γ
∂t
= −δH
δB
. (3.25)
Here {ρ, φ}, {S, β}, {µ, λ}, {B,Γ} are canonically conjugate variables.
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The canonical Poisson bracket is:
{F,G} =
∫
d3x
(
δF
δρ
δG
δφ
− δF
δφ
δG
δρ
+
δF
δB
·δG
δΓ
− δF
δΓ
·δG
δB
+
δF
δS
δG
δβ
− δF
δβ
δG
δS
+
δF
δµ
δG
δλ
− δF
δλ
δG
δµ
)
. (3.26)
In terms of the Poisson bracket (3.26) the time evolution of a functional F of the canon-
ical or physical variables is given by Ft = {F,H} where H is the Hamiltonian of the
system. The canonical Poisson bracket (3.26) satisfies the linearity, skew symmetry and
Jacobi identity necessary for a Hamiltonian system (i.e. the Poisson bracket defines a Lie
algebra).
Remark Cotter et al. (2007) derive the Clebsch variable equations analogous to (3.15)-
(3.22), by using an advected or Lie dragging formalism, in which the advected quantity
a satisfies the Lie dragging equation:
(
∂
∂t
+ Lu
)
a = 0, (3.27)
where Lu is the Lie derivative of a with respect to the vector field u. Examples of Lie
dragged quantities are ω0 = S (a scalar or 0-form), ω2 = B·dS is the Faraday 2-form,
and ω3 = ρd3x is the mass 3-form (see also Webb et al. (2014a) for further description of
Lie dragged invariants in MHD). They also introduce fluid labels lA which are advected
with the flow, which are useful in specifying the initial state of the fluid, and their
canonically conjugate momenta πA which are the Lagrange multipliers for l
A in the
variational principle. They show how the Clebsch variational equations, the momentum
map (Clebsch variational equation obtained by varying u) can be combined to yield the
Euler-Poincare´ or Eulerian momentum equation for the system.
3.3. Non-Canonical Poisson Brackets
Morrison and Greene (1980, 1982) introduced non-canonical Poisson brackets for MHD.
Morrison and Greene (1980) gave the non-canonical Poisson bracket for MHD
for the case ∇·B = 0. Morrison and Greene (1982) gave the form of the Pois-
son bracket for ∇·B 6= 0. A detailed discussion of the non-canonical Poisson
bracket and the Jacobi identity is given by Morrison (1982). Holm and Kuper-
shmidt (1983a,b) point out that their Poisson bracket has the form expected
for a semi-direct product Lie algebra, for which the Jacobi identity is auto-
matically satisfied. Chandre et al. (2013) use Dirac’s theory of constraints to
derive properties of the Poisson bracket for the case ∇·B = 0.
Introduce the new variables:
M = ρu, σ = ρS, (3.28)
noting that
M = ρu = ρ∇φ− β∇S − λ∇µ+B·(∇Γ)T −B·∇Γ− Γ(∇·B), (3.29)
and transforming the canonical Poisson bracket (3.26) from the old variables (ρ, φ, S, β,B,Γ)
to the new variables (ρ, σ,B,M) we obtain theMorrison and Greene (1982) non-canonical
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Poisson bracket:
{F,G} =−
∫
d3x
{
ρ
[
δF
δM
·∇
(
δG
δρ
)
− δG
δM
·∇
(
δF
δρ
)]
+ σ
[
δF
δM
·∇
(
δG
δσ
)
− δG
δM
·∇
(
δF
δσ
)]
+M·
[(
δF
δM
·∇
)
δG
δM
−
(
δG
δM
·∇
)
δF
δM
]
+B·
[
δF
δM
·∇
(
δG
δB
)
− δG
δM
·∇
(
δF
δB
)]
+B·
[(
∇ δF
δM
)
· δG
δB
−
(
∇ δG
δM
)
·δF
δB
]}
. (3.30)
The bracket (3.30) has the Lie-Poisson form and satisfies the Jacobi identity for all
functionals F and G of the physical variables, and in general applies both for ∇·B 6= 0
and ∇·B = 0.
3.3.1. Advected A Formulation
Consider the MHD variational principle using the magnetic vector potential A instead
of using B (e.g. Holm and Kupershmidt (1983a,b)). The condition that the magnetic flux
B·dS is Lie dragged with the flow (i.e. Faraday’s equation) as a constraint equation, is
satisfied if the magnetic vector potential 1-form α = A·dx is Lie dragged by the flow,
where B = ∇×A. The condition that the one-form α = A·dx is Lie dragged with the
flow implies:
∂A
∂t
− u× (∇×A) +∇(u ·A) = 0 (3.31)
(see Gordin and Petviashvili (1987), Padhye and Morrison (1996a,b), Webb et al.
(2014a)). The condition that the magnetic flux β = dα = B·dS is Lie dragged with the
flow implies Faraday’s equation:
∂B
∂t
−∇× (u×B) + u∇·B = 0 (3.32)
for the magnetic induction B. Note that the curl of (3.31) withB = ∇×A gives Faraday’s
equation (3.32) where ∇·B = 0.
We use the variational principle δA = 0 where the action A is given by:
A =
∫
V
d3x
∫
dt
{[
1
2
ρ|u|2 − ε(ρ, S)− |∇ ×A|
2
2µ0
]
+ φ
(
∂ρ
∂t
+∇·(ρu)
)
+ β
(
∂S
∂t
+ u·∇S
)
+ λ
(
∂µ
∂t
+ u·∇µ
)
+ γ·
[
∂A
∂t
− u× (∇×A) +∇(u ·A)
]}
. (3.33)
By setting the variational derivative δA/δu = 0 gives the Clebsch variable expansion:
u = ∇φ− β
ρ
∇S − λ
ρ
∇µ− γ × (∇×A)
ρ
+
∇·γ
ρ
A, (3.34)
for the fluid velocity u.
Setting the variational derivatives δA/δφ, δA/δβ, δA/δλ, δA/δγ equal to zero gives
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the constraint equations:
∂ρ
∂t
+∇·(ρu) = 0, ∂S
∂t
+ u·∇S = 0,
∂µ
∂t
+ u·∇µ = 0,
∂A
∂t
− u× (∇×A) +∇(u ·A) = 0. (3.35)
Similarly setting δA/δρ, δA/δS, δA/δµ and δA/δA equal to zero gives the equations:
∂φ
∂t
+ u·∇φ+ h− 1
2
|u|2 = 0,
∂β
∂t
+∇·(βu) + ρT = 0, ∂λ
∂t
+∇·(λu) = 0,
∂γ
∂t
−∇× (u× γ) + u(∇·γ) + ∇×B
µ
= 0. (3.36)
The Euler-Lagrange equations (3.34)-(3.36) together imply Hamilton’s equations:
∂ρ
∂t
=
δH
δφ
,
∂φ
∂t
= −δH
δρ
,
∂S
∂t
=
δH
δβ
,
∂β
∂t
= −δH
δS
,
∂µ
∂t
=
δH
δλ
,
∂λ
∂t
= −δH
δµ
,
∂A
∂t
=
δH
δγ
,
∂γ
∂t
= − δH
δA
. (3.37)
Here {ρ, φ}, {S, β}, and {A,γ} are canonically conjugate variables. The Hamiltonian
functional H is given by (3.24), and u is given by the Clebsch expansion (3.34). The
canonical Poisson bracket is:
{F,G} =
∫
d3x
(
δF
δρ
δG
δφ
− δF
δφ
δG
δρ
+
δF
δA
·δG
δγ
− δF
δγ
· δG
δA
+
δF
δS
δG
δβ
− δF
δβ
δG
δS
+
δF
δµ
δG
δλ
− δF
δλ
δG
δµ
)
. (3.38)
The transformations of the variational derivatives from canonical Clebsch variables
(ρ, φ, S, β,A,γ) in terms of the non-canonical new variables (ρ, σ,A,M) are:
δF
δρ
=
δF
δρ
+ S
δF
δσ
+
δF
δM
·∇φ, δF
δφ
= −∇·
(
ρ
δF
δM
)
,
δF
δS
= ρ
δF
δσ
+∇·
(
β
δF
δM
)
,
δF
δβ
= − δF
δM
·∇S,
δF
δA
=
δF
δA
+∇·γ δF
δM
−∇×
(
δF
δM
× γ
)
,
δF
δγ
= −B× δF
δM
−∇
[
A·
(
δF
δM
)]
,
δF
δµ
= ∇·
(
λ
δF
δM
)
,
δF
δλ
= − δF
δM
·∇µ. (3.39)
In terms of the non-canonical variables (M,A, ρ, σ) where σ = ρS we obtain the
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non-canonical Poisson bracket:
{F,G} =−
∫
d3x
{
[FM·∇(GM)−GM·∇(FM)] ·M
+ ρ [FM·∇(Gρ)−GM·∇(Fρ)]
+ σ [FM·∇(Gσ)−GM·∇(Fσ)]
+A· [FM∇·(GA)−GM∇·(FA)]
+∇×A· [GA × FM − FA ×GM]
}
, (3.40)
where FM ≡ δF/δM and similarly for the other variational derivatives in (3.40). The non-
canonical bracket (3.40) was obtained by Holm and Kupershmidt (1983a,b). It is a skew
symmetric bracket and satisfies the Jacobi identity. Holm and Kupershmidt (1983a,b)
show that bracket (3.40) corresponds to a semi-direct product Lie algebra.
4. Overview of Multi-symplectic Systems
In this section we discuss multi-symplectic systems of partial differential equations.
In Section 4.1, we set out the general theory, for the case where the space-time metric
is flat. We assume the independent variables xα have a flat metric. For example in
MHD we take the independent variables as (t, x, y, z) where (x, y, z) are Cartesian space
coordinates and t is the time. In Section 4.2 we indicate how the analysis is altered if
the independent variables are generalized coordinates (e.g. for spherical or cylindicral
symmetry the metric plays a role via the replacement of ordinary partial derivatives
by co-variant derivatives). Bridges et al. (2010) also describe the general case of multi-
symplectic systems taking into account the geometry of the independent variables. They
use the algebra of exterior differential forms and the variational bi-complex, in which the
exterior differential d = dh + dv where dh is the so-called horizontal exterior derivative
and dv is the vertical exterior derivative.
4.1. Flat Cartesian metric
Hamiltonian systems, with one evolution variable t, can in general be written in the form:
Kij(z)
dzj
dt
= ∇ziH(z), (4.1)
where the invariant phase space volume element:
κ =
1
2
Kij(z)dz
i ∧ dzj, (4.2)
is a closed two-form, i.e. dκ = 0. Here d denotes the exterior derivative and ∧ denotes
the anti-symmetric wedge product used in the exterior Calculus. The condition that κ
be a closed 2-form, implies by the Poincare´ Lemma, that κ = dg where g = Ljdz
j is a
one-form (note that dκ = ddg = 0 by antisymmetry of the wedge product). It turns out,
that the condition that κ be a closed 2-form implies that Kij = −Kji is a skew symmetric
operator (see Zakharov and Kuznetsov (1997), and Hydon (2005)). Taking the exterior
derivative of the 2-form (4.2) and setting the result equal to zero, we obtain the identity:
Kij,k + Kjk,i + Kki,j = 0, (4.3)
which in some cases is related to the Jacobi identity for the Poisson bracket. If the
system (4.1) has an even dimension, and if Kij has non-zero determinant , then (4.1) can
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be written in the form:
dzi
dt
= Rij∇zjH(z), (4.4)
where Rij is the inverse of the matrix Kij . Here Rij = −Rji is a skew-symmetric matrix.
The closure relation (4.3) then are equivalent to the relations:
Rim
∂Rjk
∂zm
+ Rkm
∂Rij
∂zm
+ Rjm
∂Rki
∂zm
= 0, (4.5)
(see e.g. Zakharov and Kuznetsov (1997)). The Poisson bracket for the system in the
finite dimensional case is given by
{A,B} =
∑
Rij
∂A
∂zi
∂B
∂zj
(4.6)
Using the Poisson bracket description (4.6) the Jacobi identity reduces to (4.5). Casimir
functions or more generally functionals have zero Poisson bracket with respect to any
other functional of the variables describing the system. For finite dimensional systems
Casimirs always occur for odd dimensional systems.
A finite dimensional Hamiltonian system of dimension 2n with canonical variables
z = (q1, q2, . . . qn, p1, p2, . . . pn)
t can be written in the form (4.1), where
K = Jt =
(
0 −In
In 0
)
. (4.7)
Here the matrix K is the inverse of the symplectic matrix J and In is the unit n × n
matrix. The invariant phase space element form (4.2) is:
κ = dpj ∧ dqj = d(pjdqj). (4.8)
Hamiltonian, multi-symplectic systems with n independent variables xα can be written
in the form:
K
α
ijz
j
,α = ∇ziH(z), (4.9)
where zjα = ∂z
j/∂xα. The fundamental invariant 2-forms are:
κα =
1
2
K
α
ijdz
i ∧ dzj , α = 1(1)n, (4.10)
Invariance of the phase space elementDt(dpj∧dqj) = 0 for the standard canonical Hamil-
tonian formulation with evolution variable t is replaced by the symplectic, or structural
conservation law:
κα,α = 0, (4.11)
which is referred to as the symplecticity conservation law.
The closure of the 2-forms κα implies that the exterior derivative of κα = 0. By the
Poincare´ Lemma κα is the exterior derivative of a 1-form, i.e.,
κα = d(Lαj dz
j) = dωα where ωα = Lαj dz
j. (4.12)
Note that dκα = ddωα = 0. Taking the exterior derivative of ωα in (4.12) and using the
anti-symmetry of the wedge product we obtain:
κα =
1
2
(
∂Lαk
∂zj
− ∂L
α
j
∂zk
)
dzj ∧ dzk. (4.13)
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From (4.10) and (4.13) we obtain:
K
α
jk =
∂Lαk
∂zj
− ∂L
α
j
∂zk
. (4.14)
Thus, the matrices Kαij are skew-symmetric, i.e. K
α
ij = −Kαji.
Proposition 4.1. The Legendre transformation for multi-symplectic systems is the iden-
tity (
Lαj dz
j
)
,α
= d
{
Lαj (z)z
j
,α −H(z)
} ≡ dL, (4.15)
where
L = Lαj (z)z
j
,α −H(z), (4.16)
is the Lagrangian density and H(z) is the multi-symplectic Hamiltonian.
Proof.The proof of (4.15) proceeds by noting
(
Lαj dz
j
)
,α
=
∂Lαj
∂zi
zi,αdz
j + Lαj (z)Dαdz
j
=
∂Lαj
∂zi
zi,αdz
j + Lαj (z)d
(
zj,α
)
. (4.17)
Here we used the fact that the operators d and Dα commute. (4.17) can be further
reduced to: (
Lαj dz
j
)
,α
= −Kαjizi,αdzj + d
(
Lαj (z)z
j
,α
)
. (4.18)
The identity (4.15) then follows by using the Hamiltonian evolution equations (4.9).
The symplecticity or structural conservation law (4.11) now follows by taking the
exterior derivative of (4.15) and using the results ddL = 0 and dDα = Dαd, i.e.,
Dακ
α = Dα[d(L
α
j dz
j)] = dDα(L
α
j dz
j) = ddL = 0, (4.19)
which is (4.11). Other conservation laws are obtained by sectioning the forms in (4.15)
(i.e. we impose the requirement that zj = zj(x), which is also referred to as the pull-back
to the base manifold). The pullback, applied to (4.15) gives
(
Lαj dz
j
)
,α
=
(
Lαj z
j
,βdx
β
)
,α
=
(
Lαj z
j
,β
)
,α
dxβ = dL =
∂L
∂xβ
dxβ . (4.20)
Thus, (4.20) gives the conservation law:
Dα
(
Lαj (z)z
j
,β − Lδαβ
)
= 0. (4.21)
This conservation law is in fact, the conservation law obtained due to the invariance of
the action A =
∫
Ldx under translations in xβ which follows from Noether’s first theorem
(i.e. x
′α = xα + ǫδαβ ).
A further set of n(n−1)/2 conservation laws is obtained from pull-back of the structural
conservation law (4.11) to the base manifold, namely:
Dα
(
K
α
ijz
i
,βz
j
,γ
)
= 0, β < γ. (4.22)
The conservation laws (4.22) can be obtained by cross-differentiation of the conservation
laws (4.19), i.e. they are a consequence of the equations:
DγGβ −DβGγ = Dα
(
K
α
ijz
i
,γz
j
,β
)
, (4.23)
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where
Gβ = Dα
(
Lαj z
j
,β − Lδαβ
)
. (4.24)
Here Gβ = 0 give the energy and momentum conservation equations for β =
0, 1, 2, 3 respectively. A multi-symplectic version of Noether’s theorem for the multi-
symplectic system (4.9) is described below (see also Hydon (2005)):
Proposition 4.2. If the action:
J =
∫
L d3xdt (4.25)
is invariant to O(ǫ) under the infinitesimal Lie transformation:
z
′s = zs + ǫV z
s
, x
′α = xα + ǫV x
α
, (0 6 α 6 3, 1 6 s 6 N), (4.26)
and under the divergence transformation:
L′ = L+ ǫDαΛ
α +O(ǫ2), (4.27)
where L has the multi-symplectic form (4.16):
L = Lαj (z)z
j
,α −H(z) and H =
∫
H(z)d3xdt, (4.28)
is the Hamiltonian functional, then the Euler Lagrange equations for the action:
Ezs(L) =
∂L
∂zs
− ∂
∂xα
(
∂L
∂zs,α
)
≡ −∂H
∂zs
+ Kαsjz
j
,α = 0, (4.29)
admit the conservation law
Dα
{
V x
α
L+Wα[z, Vˆ z] + Λα
}
= 0. (4.30)
In (4.30)
Wα[z, Vˆ z] = Vˆ z
s ∂L
∂zs,α
≡ Vˆ zsLαs (z), (4.31)
and
Vˆ z
s
= V z
s − V xαzs,α, (4.32)
is the canonical or characteristic Lie symmetry generator (i.e., the infinitesimal Lie sym-
metry transformation z
′s = zs+ǫVˆ z
s
, x
′α = xα which is equivalent to Lie transformation
(4.26)). Thus, the conservation law (4.30) reduces to:
Dα
{
V x
α [
Lµs (z)z
s
,µ −H(z)
]
+ Vˆ z
s
Lαs (z) + Λ
α
}
= 0. (4.33)
or aternatively:
Dα
{
V x
α
L+ Vˆ z
s
Lαs (z) + Λ
α
}
= 0. (4.34)
This is the multi-symplectic form of Noether’s first theorem for the system (4.9).
The condition for the Lie symmetry (4.26)-(4.27) to be a divergence symmetry of the
action is:
X˜L+ V x
α
DαL+DαΛ
α = 0, (4.35)
where
X˜ = V x
α ∂
∂xα
+ V z
s ∂
∂zs
+ V z
s
,α
∂
∂zs,α
+ . . . , (4.36)
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is the extended Lie symmetry operator. The extended Lie symmetry operator X˜ can be
expressed in terms of the characteristic symmetry operator Xˆ by the formula
X˜ = Xˆ + V x
α
Dα, where Xˆ = Vˆ
zs ∂
∂zs
+Dα
(
Vˆ z
s
) ∂
∂zs,α
+ . . . . (4.37)
The Lie invariance condition (4.35) written in terms of Xˆ is:
XˆL+Dα
(
V x
α
L+ Λα
)
= 0. (4.38)
Example As an example of Noether’s theorem, consider the invariance of the action J
under the Lie symmetry:
V x
α
= δαβ , V
zs = 0, Λα = 0, (4.39)
corresponding to translation invariance with respect to xβ . The canonical Lie symmetry
generator Vˆ z
s
is given by:
Vˆ z
s
= −zs,β, (4.40)
The Lie invariance condition (4.38) is satisfied for Λα = 0, i.e. the action is invariant
under a variational symmetry (one can show XˆL = −DβL). The conservation law (4.33)
or (4.34) reduces to the symplectic conservation law (4.21). Thus we have shown that
the symplectic conservation law is due to invariance of the action under translations in
xβ
Proposition 4.3. The multi-symplectic system (4.9) for the case where xα = (t, x, y, z)
is equivalent to the differential form system:
Ω =dω0 ∧ dx ∧ dy ∧ dz − dω1 ∧ dx0 ∧ dy ∧ dz + dω2 ∧ dx0 ∧ dx ∧ dz
− dω3 ∧ dx0 ∧ dx ∧ dy − dH ∧ dx0 ∧ dx ∧ dy ∧ dz = 0, (4.41)
in which the zµ are the dependent variables and the xα are the independent variables.
The variational principle
J =
∫
Ω, (4.42)
with δJ/δzµ = 0 gives the multi-symplectic system (4.9). The form (4.41) is referred to
as the Cartan-Poincare´ form (e.g. Marsden and Shkoller (1999)).
Proof. Starting from (4.9) we require:(
K
α
µν
∂zν
∂xα
− δH
δzµ
)
dzµ ∧ dx0 ∧ dx ∧ dy ∧ dz = 0. (4.43)
Equation (4.43) can be expanded to give (4.41). In the derivation of (4.43) the
forms are sectioned, i.e. the variables zµ are taken to be dependent on the
independent variables xα, α = 0, 1, 2, 3.
Next we consider the variation of δJ in (4.42), which may be reduced to
the form:
δJ =
∫
d(δzµ) ∧ βµ +
∫
δzµdβµ, (4.44)
where
βµ = (−1)α

Kαµνdzν ∧∏
j 6=α
dxj

− ∂H
∂zµ
∧
n∏
j=0
dxj , (4.45)
∏n
j=0 dx
j = dx0 ∧ dx1 . . . ∧ dxn and ∏j 6=α dxj is defined similarly, but does not
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include dxα in the wedge product. n is the number of space variables. In the
derivation of (4.44) we used the representation:
Ω = (−1)αKαµνdzµ ∧ dzν ∧
∏
j 6=α
dxj − ∂H
∂zµ
dzµ ∧
n∏
j=0
dxj ≡ dzµ ∧ βµ, (4.46)
where we choose µ < ν in the first term in (4.46), but there is no restriction on
ν in (4.45). The first term in (4.44) is due to the variations of δdzµ, whereas
the second term is due to the variations δKαµν and δ(∂H/∂z
µ). The second
integral in (4.44) vanishes by Stokes theorem:∫
V
dβµ =
∫
∂V
βµ = 0, (4.47)
where we assume that βµ vanishes on the boundary ∂V . For independent
variations of δzµ, the condition δJ = 0 gives the differential form system:
βµ = 0, 1 6 µ 6 N, (4.48)
where N is the number of dependent variables zµ.
Equations (4.48) form the basis of the Cartan differential form represen-
tation of the differential equation system (4.9). However, the ideal of forms
representing the differential equation system (4.9) in general needs to be en-
larged to include the exterior derivatives of dβµ which are not expressible as
a linear combination of the βµ. The closed system of forms consisting of the
βµ plus the adjoined forms dβν can then be used to represent the differential
equation system (4.9) and the integrability conditions for the system (4.9)
(see e.g. Harrison and Estabrook (1971)). This completes our discussion of the
variational principle (4.42).
4.2. Covariant Formulation
In Section 4.1 we assumed that that the Lαj and the K
α
ij depended only on the field
variables z. Bridges et al. (2010) in a more general formulation using the variational
bi-complex consider cases where the Lαj and H can also depend on the independent
variables xk. They show that the multi-symplectic system (4.9) is a special case of the
more general system:
K
α
ij
∂zj
∂qα
− Lαi;α =
∂H
∂zi
, (4.49)
where
Lαi;α =
∂Lαi
∂qα
+ ΓαsαL
s
i ≡
1√
g
∂
∂qα
(
√
gLαi ) , (4.50)
is the covariant derivative of the contravariant vector field Lαi and g = det(gαβ) is the
determinant of the metric tensor where ds2 = gαβdq
αdqβ is the metric. Here qα are
generalized coordinates. The holonomic base vectors eα = ∂x/∂q
α and gαβ = eα·eβ . In
Section 4.1 we implicitly used Cartesian space time coordinates (i.e. xα = (t, x, y, z)).
The differential equation system (4.49) also holds for generalized coordinates (e.g. for
spherical polar or cylindrical space coordinates).
The system of equations (4.49)-(4.50) can be written in the form:(
∂Lαj
∂zi
− ∂L
α
i
∂zj
)
∂zj
∂qα
− 1√
g
∂
∂qα
(
√
gLαi ) =
∂H
∂zi
, (4.51)
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which highlights the fact that the system depends on the 1-forms ωα = Lαj dz
j, the
Hamiltonian H and the metric gαβ .
Bridges et al. (2010) develop the theory of multi-symplectic systems of the form (4.49)
and its relationship to the variational bi-complex (e.g. Anderson (1989, 1992); Bridges
et al. (2010) and references therein).
Below we provide a discussion of the origin of (4.49). An alternative approach is to use
the variational bi-complex analysis of Bridges et al. (2010).
Proposition 4.4. The multi-symplectic partial differential equation system (4.49) arises
as the Euler Lagrange equation of the action:
J =
∫ ∫
L
√
g d3q dt (4.52)
where
L = Lαj z
j
,α −H(z), (4.53)
is the Lagrangian in the original coordinates (t, x, y, z). In particular, the stationary point
conditions:
Ei(L¯) =
√
g
{
K
α
ijz
j
,α − Lαi;α −
∂H
∂zi
}
= 0, (4.54)
where L¯ = L
√
g, are equivalent to the multi-symplectic system (4.49).
Proof.Taking the variation of the functional (4.52) and integrating by parts gives:
δJ =
∫ ∫ (
δ
(
Lαj
√
g
)
zj,α + L
α
j
√
gδzj,α −
∂H
∂zs
δzs
√
g
)
d3q dt
=
∫ ∫
δzj
(
− 1√
g
Dα
(
Lαj
√
g
)− ∂H
∂zj
+
∂Lαk
∂zj
zk,α
)√
g d3q dt
+
∫
d3q
∫
dtDα
(
Lαj
√
gδzj
)
, (4.55)
where Dα denotes the total partial derivative with respect to q
α. Noting that
Dα
(
Lαj
√
g
)
=
∂
∂qα
(
Lαj
√
g
)
+
∂
∂zs
(
Lαj
√
g
)
zs,α, (4.56)
in (4.55 we obtain:
δJ =
∫ ∫
δzj
{
K
α
jsz
s
,α − Lαj;α −
∂H
∂zs
} √
g d3q dt
+
∫ ∫
Dα
(
Lαj
√
gδzj
)
d3q dt. (4.57)
Dropping the surface term in (4.57) and evaluating δJ/δzi gives the Euler-Lagrange
equation (4.54). This completes the proof.
Proposition 4.5. Let one-form ωα = Lαj dz
j be a contravariant vector field with re-
spect to the index α, then the multi-symplectic Legendre transformation (4.15)-(4.16) is
replaced by the more general result:(
Lαj (z;x)dz
j
)
;α
= d
[
Lαj (z;x)z
j
,α −H(z)
]
= dL, (4.58)
where
L = Lαj (z;x)z
j
,α −H(z), (4.59)
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is the Lagrangian density and H(z) is the multi-symplectic Hamiltonian for the system
(4.49), which satisfies the structural conservation law:
κα;α = 0 where κ
α = dωα = d
(
Lαj dz
j
)
. (4.60)
Proof. Computing the covariant derivative of ωα we obtain:
ωα;α =
(
Lαj dz
j
)
;α
= Lαj;αdz
j +
{
∂Lαj
∂zk
zk,αdz
j + LαjDα
(
dzj
)}
, (4.61)
where the first term takes into account changes due to changes in xα and the second
term in curly brackets takes into account the changes in zj keeping xα fixed. From (4.61)
we obtain:
ωα;α =L
α
j;αdz
j +
∂Lαj
∂zk
zk,αdz
j + Lαj d
(
zj,α
)
=
(
Lαj;α +
∂Lαj
∂zk
zk,α
)
dzj +
{
d
(
Lαj z
j
,α
)− ∂Lαj
∂zk
dzkzj,α
}
=
(
∂Lαj
∂zk
− ∂L
α
k
∂zj
)
zk,αdz
j + Lαj;αdz
j + d
(
Lαj z
j
,α
)
=
(
K
α
kjz
k
,α + L
α
j;α
)
dzj + d(L+H). (4.62)
From (4.62) we obtain:
ωα;α = −
(
K
α
jkz
k
,α − Lαj;α −
∂H
∂zj
)
dzj + dL. (4.63)
Using (4.49), (4.63) reduces to:
ωα;α =
(
Lαj dz
j
)
;α
= dL. (4.64)
Taking the exterior derivative of (4.64) gives:
dωα;α = Dα (dω
α) = Dακ
α = ddL = 0. (4.65)
Thus, the differential equation system (4.49) is multi-symplectic, meaning Dακ
α = 0,
where κα = dωα and ωα = Lαj dz
j. This completes the proof.
The form of Noether’s first theorem using the generalized coordinates qα = (t, q1, q2, q3)
is given below.
Proposition 4.6. If the action:
J =
∫ ∫
L d3x dt =
∫ ∫
L
√
g d3q dt ≡
∫ ∫
L¯ d3q dt, (4.66)
is invariant under the infinitesimal Lie transformation:
z
′s = zs + ǫV s, q
′α = qα + ǫV q
α
, (0 6 α 6 3, 1 6 s 6 N), (4.67)
and under the divergence transformation:
L¯′ = L¯+ ǫ∇·Λ¯, Λ¯ = √gΛ, L¯ = √gL, (4.68)
then the Euler Lagrange equations (4.54) admit the conservation law:
1√
g
∂
∂qα
{√
g
(
V q
α
L+ Vˆ z
j
Lαj + Λ
α
)}
= 0. (4.69)
Proof. The proof follows the usual derivation of Noether’s theorem (e.g. Bluman and
Kumei (1989) ; Webb et al. (2005)). Note that qα = (t, q1, q2, q3).
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The completes our discussion of the multi-symplectic system (4.49).
5. Multi-Symplectic MHD
In this section we develop multi-symplectic approaches to the MHD equations. In
Section 5.1, we develop a multi-symplectic form of the MHD equations using the magnetic
induction B as the basic variable describing the magnetic field and by using Clebsch
variables. This leads formally to 15 variable set of equations in the state vector z =
(uT , ρ, S, µ,BT ,ΓT , λ, β, φ)T in which µ, Γ, λ, β, φ are Clebsch variables and ρ, u, B and
S are physical variables. In Section 5.2 we develop a similar multi-symplectic formulation
of the MHD equations, except that the magnetic vector potential A, in which α = A·dx
is Lie dragged with the background flow is used to describe the magnetic field and
B = ∇ ×A is the magnetic field induction. In this latter formulation Z = (uT , ρ, S, µ,
AT , γT , λ, β, φ)T is the state vector of the system and µ,γ, λ, β, and φ are Clebsch
potentials. We show that there is a direct map between the state vector z of Section 5.1
and the state vector Z of Section 5.2.
5.1 Advected Magnetic Flux Case
In the Clebsch variables approach, the fluid velocity is given by the expression:
ρu = ρ∇φ− β∇S − λ∇µ− (∇× Γ)×B− Γ(∇·B), (5.1)
In the standard Clebsch variable formulation (Section 3.1), in which t is the evolution
variable, the canonical coordinates are the physical variables (ρ, S, µ,BT) and the La-
grange multipliers (φ, β, λ,ΓT ) are the corresponding canonical momenta (the role of the
canonical momenta and coordinates can be interchanged, simply by changing the sign
of the Hamiltonian). In the multi-symplectic formulation both space and time can be
thought of as evolution variables.
In the multi-symplectic approach used in the present analysis, the Clebsch variable
expansion for the fluid velocity u in (5.1) is re-written in the form:
β∇S + λ∇µ+ Γ(∇·B) +B·∇Γ−B·(∇Γ)T − ρ∇φ = −ρu ≡ − δℓ
δu
, (5.2)
where
ℓ =
∫
V
(
1
2
ρ|u|2 − ε(ρ, S)− B
2
2µ0
)
d3x, (5.3)
is the MHD Lagrangian without constraints.
Proposition 5.1. The evolution equations (3.17)-(3.21) and the Clebsch variable equa-
tion (5.2) for −δℓ/δu can be written in the multi-symplectic form:(
K
0 ∂
∂t
+ K1
∂
∂x
+ K2
∂
∂y
+ K3
∂
∂z
)
z =
δH
δz
, (5.4)
where A is a 15× 15 matrix differential operator. In (5.4)
z =
(
uT , ρ, S, µ,BT ,ΓT , λ, β, φ
)T
, (5.5)
is a 15-dimensional state vector for the system and the Kα (α = 0, 1, 2, 3) are skew-
symmetric 15× 15 matrices, and
H = −ℓ ≡ −
∫
V
(
1
2
ρ|u|2 − ε(ρ, S)− B
2
2µ0
)
d3x =
∫
V
H(z)d3x (5.6)
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is the multi-symplectic Hamiltonian functional for the system. The functional or varia-
tional derivative δH/δzs = ∂H/∂zs in the present case. The skew-symmetric matrices
Kα satisfy equations of the form:
K
α
ijdz
i ∧ dzj = dωα where ωα = Lαj dzj, (5.7)
are symplectic one-forms. For the MHD system, the one-forms ωα are given by (up the
exterior derivative of a scalar function):
ω0 =φdρ+ βdS + λdµ+ Γ·dB, (5.8)
ωi = [u (βdS + λdµ+ φdρ) + ρφdu+ (Γ·B) du−B(Γ·du) + u(Γ·dB)]i , (5.9)
≡ [u (βdS + λdµ− ρdφ) + d(ρφu) + (Γ·u)dB− (Γ× dE)]i (5.10)
where 1 6 i 6 3 and
E = −u×B, (5.11)
is the electric field in ideal MHD. The adjoint A† of the matrix differential operator A
satisfies the equation:
ψT ·Az = ∂
∂xα
(
ψT ·Kαz
)
+ zT ·A†ψ, (5.12)
where
A
†ψ =
∂
∂xα
(Kαψ) . (5.13)
Note that 〈ψ,Az〉 = 〈z,A†ψ〉, where 〈, 〉 is the usual inner product.
Proof.To derive (5.4)-(5.9) first note that the Clebsch variable equation (5.2) for ρu and
the evolution equations (3.17)-(3.21) can be written in the form:
β∇S + λ∇µ+ Γ(∇·B) +B·∇Γ−B·(∇Γ)T − ρ∇φ = Hu,
−Dtφ = Hρ, −β∇·u−Dtβ = HS , −λ∇·u−Dtλ = Hµ,
− Γ·(∇u)T −DtΓ = HB, B(∇·u)−B·∇u+DtB = HΓ,
Dtµ = Hλ, DtS = Hβ, ρ∇·u+Dtρ = Hφ, (5.14)
where Dt = ∂t +u·∇ is the Lagrangian time derivative and the multi-symplectic Hamil-
tonian is given by (5.6). In (5.14) we use the notation Hψ ≡ ∂H/∂ψ.
To obtain the matrices Kα in (5.4) write (5.14) in the matrix form:
Az = Hz where A = K
α ∂
∂xα
, (5.15)
and (x0, x1, x2, x3) ≡ (t, x, y, z). Note that the equations involving Hu, HB and HΓ each
consist of three equations, but the other equations involving Hρ, HS , Hµ, Hλ, Hβ and
Hφ are single equations. The matrix differential operator A in (5.15) has the form:
A =


O3×3 0 β∇ λ∇ Γ∇· VB 0 0 −ρ∇
O1×3 0 0 0 O1×3 O1×3 0 0 −Dt
−β∇· 0 0 0 O1×3 O1×3 0 −Dt 0
−λ∇· 0 0 0 O1×3 O1×3 −Dt 0 0
−Γ·(∇◦)T 0 0 0 O3×3 −I3×3Dt 0 0 0
−V †
B
0 0 0 I3×3Dt O3×3 0 0 0
O1×3 0 0 Dt O1×3 O1×3 0 0 0
O1×3 0 Dt 0 O1×3 O1×3 0 0 0
ρ∇· Dt 0 0 O1×3 O1×3 0 0 0


. (5.16)
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where
VB = B·∇ ◦ −B·(∇◦)T , V †B = B·(∇◦)T −B∇· ◦ . (5.17)
In (5.16) O3×3 is the zero 3 × 3 matrix, I3×3 is the unit 3 × 3 unit matrix and O1×3 is
the 1× 3 zero matrix. The operator:
Dt =
∂
∂t
+ u·∇, (5.18)
is the Lagrangian time derivative following the flow. Note that V †
B
is the adjoint of the
operator VB with respect to the usual inner product 〈f, g〉 =
∫
fgd3x for real functions
(further discussion of V †
B
is given in Appendix B).
Using (5.16) the skew symmetric matrices Kαij have the form:
K
α
ij = k
α
[i,j] = k
α
ij − kαji. (5.19)
In particular:
k
0
ij = δ
i
15δ
j
4 + δ
i
14δ
j
5 + δ
i
13δ
j
6 + δ
i
10δ
j
7 + δ
i
11δ
j
8 + δ
i
12δ
j
9. (5.20)
Similarly:
k
1
ij =Γ
xδi1δ
j
7 + Γ
yδi2δ
j
7 + Γ
zδi3δ
j
7
+Bx
(
δi2δ
j
11 + δ
i
3δ
j
12
)
+Byδi11δ
j
1 +B
zδi12δ
j
1 + u
x
(
δi10δ
j
7 + δ
i
11δ
j
8 + δ
i
12δ
j
9
)
+
{
ux
(
δi14δ
j
5 + δ
i
13δ
j
6 + δ
i
15δ
j
4
)
+ βδi1δ
j
5 + λδ
i
1δ
j
6 − ρδi1δj15
}
, (5.21)
k
2
ij =Γ
xδi1δ
j
8 + Γ
yδi2δ
j
8 + Γ
zδi3δ
j
8
+Bxδi10δ
j
2 +B
y
(
δi1δ
j
10 + δ
i
3δ
j
12
)
+Bzδi12δ
j
2 + u
y
(
δi10δ
j
7 + δ
i
11δ
j
8 + δ
i
12δ
j
9
)
+
{
uy
(
δi13δ
j
6 + δ
i
14δ
j
5 + δ
i
15δ
j
4
)
+ βδi2δ
j
5 + λδ
i
2δ
j
6 − ρδi2δj15
}
, (5.22)
k3ij =Γ
xδi1δ
j
9 + Γ
yδi2δ
j
9 + Γ
zδi3δ
j
9
+Bxδi10δ
j
3 +B
yδi11δ
j
3 +B
z
(
δi1δ
j
10 + δ
i
2δ
j
11
)
+ uz
(
δi10δ
j
7 + δ
i
11δ
j
8 + δ
i
12δ
j
9
)
+
{
uz
(
δi13δ
j
6 + δ
i
14δ
j
5 + δ
i
15δ
j
4
)
+ βδi3δ
j
5 + λδ
i
3δ
j
6 − ρδi3δj15
}
. (5.23)
The one-form solutions for ωα = Lαj dz
j in (5.8)-(5.9) are related to the Kαjk by (4.14),
i.e.
K
α
jk =
∂Lαk
∂zj
− ∂L
α
j
∂zk
. (5.24)
Note that the solution of (5.24) for the Lαj are not unique because ω
α = Lαj dz
j + dΦ(z)α
will also give the same Kαjk.
As an example we find ω0 = L0jdz
j is given by:
ω0 =
(
z15dz4 + z14dz5 + z13dz6
)
+
{
z10dz7 + z11dz8 + z12dz9
}
≡φdρ+ βdS + λdµ+ Γ·dB. (5.25)
Similarly, we obtain (5.9) for ωi.
5.1.1 Exterior differential forms approach
Although the above derivation of the MHD multi-symplectic structure is straightfor-
ward, there is some ambiguity in the one forms ω0 and ωi in (5.8)-(5.9) since one can
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always add a perfect differential to these forms. A more elegant way to derive the above
results of Proposition 5.1 is to use differential forms to deduce the skew symmetric ma-
trices Kα and the one forms ωα (α = 0, 1, 2, 3) describing the system. This approach is
described below. From (3.14) the MHD Lagrangian may be written in the form:
L =
1
2
ρu2 − ε(ρ, S)− B
2
2µ
+ Lαzs
∂zs
∂xα
, (5.26)
where
Lαzs
∂zs
∂xα
=φ
(
∂ρ
∂t
+∇·(ρu)
)
+ β
(
∂S
∂t
+ u·∇S
)
+ λ
(
∂µ
∂t
+ u·∇µ
)
+ Γ·
(
∂B
∂t
−∇× (u×B) + u(∇·B)
)
. (5.27)
In particular:
L0zs
∂zs
∂x0
= φρt + βSt + λµt + Γ·Bt, (5.28)
and hence
ω0 =L0ρdρ+ L
0
SdS + L
0
µdµ+ L
0
B·dB,
≡φdρ+ βdS + λdµ+ Γ·dB, (5.29)
(note (5.29) define the non-zero L0zs). The result (5.29) for ω
0 is the same as (5.8). Taking
the exterior derivative of (5.29) gives:
dω0 = dφ ∧ dρ+ dβ ∧ dS + dλ ∧ dµ+ dΓs ∧ dBs ≡ 1
2
K0zs,zpdz
s ∧ dzp. (5.30)
Hence
K
0
φ,ρ = K
0
β,S = K
0
λ,µ = K
0
Γs,Bs = 1 (s = 1, 2, 3). (5.31)
Thus we obtain the skew symmetric matrix K0ij given by (5.19) and (5.20).
A similar calculation gives:
Lkzs
∂zs
∂xk
=φ
(
ρ∇kuk + uk∇kρ
)
+ β
(
uk∇kS
)
+ λuk∇kµ
+ Γs
(
uk∇kBs +Bs∇kuk −Bk∇kus
)
, (5.32)
from which we read off:
Lkρ =φu
k, Lkui = (ρφ+ Γ·B)δki − ΓiBk,
LkS =βu
k, Lkµ = λu
k, LkBi = Γiu
k, (5.33)
Using (5.33) we obtain:
ωk = Lkzsdz
s = {u[φ dρ+ βdS + λdµ] + ρφdu+ (Γ·B)du−B(Γ·du) + u(Γ·dB)}k ,
(5.34)
which is the result (5.9) for ωk. Taking the exterior derivative of (5.34) gives:
dωk =duk ∧ (βdS + λdµ− ρdφ−BsdΓs)
+ uk (dφ ∧ dρ+ dβ ∧ dS + dλ ∧ dµ+ dΓs ∧ dBs)
− ΓsdBk ∧ dus −BkdΓs ∧ dus. (5.35)
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From (5.35) we obtain:
K
k
uk,S = β, K
k
uk,µ = λ, K
k
uk,φ = −ρ,
K
k
Γs,Bs = K
k
φ,ρ = K
k
β,S = K
k
λ,µ = u
k, Kkus,Bk = Γs,
K
k
uk,Γs
= −Bs, Kkus,Γs = Bk (k 6= s). (5.36)
By using the state vector z =
(
uT , ρ, S, µ,BT ,ΓT , λ, β, φ
)T
and (5.36) gives the results
(5.21)-(5.23) for the Kkij (k = 1, 2, 3).
5.1.2 Multi-Symplectic Conservation Laws
Proposition 5.2. Using the results (5.8) and (5.10) for the one-forms ω0 and ωk (k =
1, 2, 3), the multi-symplectic conservation law (4.21) for β = 0 reduces to:
∂D
∂t
+∇·F = 0, (5.37)
where
D =
(
1
2
ρ|u|2 + ε(ρ, S) + B
2
2µ0
)
−∇·(E× Γ+ ρφu),
F =u
(
1
2
ρ|u|2 + ε(ρ, S) + p
)
+
E×B
µ0
+
∂
∂t
(E× Γ+ ρφu)−∇× [(Γ·u)E] . (5.38)
Because of null divergence terms in (5.38), the conservation law (5.37) reduces to the
MHD energy conservation equation:
∂
∂t
(
1
2
ρ|u|2 + ε(ρ, S) + B
2
2µ0
)
+∇·
(
u
(
1
2
ρ|u|2 + ε(ρ, S) + p
)
+
E×B
µ0
)
= 0. (5.39)
Similarly, the multi-symplectic conservation law (4.21) for β = k gives a conservation
law of the form (5.37) but with
D ≡ Dk =− ρuk +∇k(ρφ+ Γ·B)−∇·(ΓkB),
F i ≡ F ik =−
{
ρuiuk +
(
p+
B2
2µ0
)
δik − B
iBk
µ0
}
+
[
− ∂
∂t
(ρφ+ Γ·B)δik + ∂
∂t
(
ΓkBi
)]
+∇× (ΓkE)i +∇k[Γ·Bui]−∇· [Γ·Bu] δik. (5.40)
The conservation law (5.37) reduces to:
−
{
∂
∂t
(ρu) +∇·
[
ρu⊗ u+
(
p+
B2
2µ0
)
I− B⊗B
µ0
]}k
= 0, (5.41)
i.e., the conservation law reduces to the MHD momentum conservation equation in the
xk- direction.
Proof.The multi-symplectic Hamiltonian density H , and the 1-forms ωα = Γαj dz
j from
(5.8) and (5.9) give:
L0jz
j
,α =φρ,α + βS,α + λµ,α + ΓsB
s
,α,
Lijz
j
,α =u
i [βS,α + λµ,α − ρφ,α] + Γ·uBi,α + (ρφui),α − ǫijkΓjEk,α (α = 0, 1, 2, 3).
(5.42)
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Using (5.42) we obtain:
L =Lαj z
j
,α −H ≡ p−
B2
2µ0
+
∂
∂t
(ρφ) +∇·(ρφu),
H =−
(
1
2
ρ|u|2 − ε(ρ, S)− B
2
2µ0
)
. (5.43)
Using the results (5.42)-(5.43) in the symplectic conservation law (4.21) for β = 0 and
β = k gives the energy and momentum conservation laws (5.39) and (5.41).
Proposition 5.3. The symplecticity or structural conservation laws (4.22) for
MHD and gas dynamics can be written in the form:
Dα (F
α
ab) = 0, a < b (5.44)
where
Fαab = z
T
,aK
αz,b. (5.45)
Fαab can be calculated by noting that:
dωα = Fαabdx
a ⊗ dxb where a < b. (5.46)
Using (5.29) and (5.34) for ω0 and ωi (i = 1, 2, 3) and calculating dω0 and dωi
gives the formulae:
F 0ab =
∂(φ, ρ)
∂(xa, xb)
+
∂(β, S)
∂(xa, xb)
+
∂(λ, µ)
∂(xa, xb)
+
∂(Γs, B
s)
∂(xa, xb)
, (5.47)
F iab =
∂(φui, ρ)
∂(xa, xb)
+
∂(βui, S)
∂(xa, xb)
+
∂(λui, µ)
∂(xa, xb)
+
∂(ρφ, ui)
∂(xa, xb)
+
∂(uiΓs, B
s)
∂(xa, xb)
− ∂(B
iΓs, u
s)
∂(xa, xb)
. (5.48)
Proof.We give the derivation of (5.47). Using (5.30) we obtain:
dω0 =
(
∂φ
∂xa
∂ρ
∂xb
+
∂β
∂xa
∂S
∂xb
+
∂λ
∂xa
∂µ
∂xb
+
∂Γs
∂xa
∂Bs
∂xb
)
dxa ∧ dxb
=
{
∂(φ, ρ)
∂(xa, xb)
+
∂(β, S)
∂(xa, xb)
+
∂(λ, µ)
∂(xa, xb)
+
∂(Γs, B
s)
∂(xa, xb)
}
dxa ⊗ dxb. (5.49)
Using (5.49) we obtain the formula (5.47) for F 0ab.
A similar analysis gives:
dωi = F iabdx
a ⊗ dxb, (i = 1, 2, 3), (5.50)
where F iab is given by (5.48). This completes the proof.
5.2 Advected A·dx formulation
In Section 3.2, we discussed the MHD variational equations that result when the condition
that the one-form α = A·dx is advected with the background flow is used instead of
Faraday’s equation which is equivalent to the condition that the magnetic flux 2-form
β = B·dS is Lie dragged with the flow, for the case where ∇·B = 0 and B = ∇×A (e.g.,
Tur and Yanovsky (1993), Webb et al. (2014a)). Note that β = dα = B·dS in the above
case. In addition
H =
∫
V
α ∧ β =
∫
V
(A·dx) ∧ (B·dS) =
∫
V
A·B d3x, (5.51)
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is the Hopf invariant or magnetic helicity (note if there is not a globalA with B = ∇×A,
then the magnetic field has a non-trivial topology, e.g.Moffatt (1969), Arnold and Khesin
(1998)).
Proposition 5.4. Choose the gauge of A such that α = A·dx, is advected with the
background flow. The Clebsch variational equations (3.34)-(3.36) imply:
β∇S + λ∇µ+ γ·(∇A)T − γ·∇A−A(∇·γ)− ρ∇φ = Hu ≡ −ρu,
−Dtφ = Hρ ≡ −
(
1
2
|u|2 − h
)
, −β∇·u−Dt(β) = HS ≡ ρT,
− λ∇·u−Dtλ = Hµ ≡ 0, −γ∇·u+ (γ·∇)u−Dtγ = HA ≡ J,
A·(∇u)T +DtA = Hγ ≡ 0, Dtµ = Hλ = 0,
DtS = Hβ ≡ 0, ρ∇·u+Dtρ = Hφ ≡ 0, (5.52)
where J = ∇×B/µ0 is the MHD currrent,
H = −ℓ = −
∫
V
(
1
2
ρ|u|2 − ε(ρ, S)− |∇×A|
2
2µ0
)
d3x ≡
∫
V
H(Z) d3x, (5.53)
is the multi-symplectic Hamiltonian and
Z =
(
uT , ρ, S, µ,AT ,γT , λ, β, φ
)T
, (5.54)
is the 15-dimensional state vector for the system. The transformations:
Γ∗ = −A, B∗ = γ, (5.55)
formally maps the left handsides of the advected A variational equations (3.34)-(3.36)
(i.e. (5.52)) onto the Clebsch variational equations (5.14) associated with the advection
of the magnetic flux B·dS, where to obtain (5.14) the replacements Γ∗ → Γ and B∗ → B
are made.
Proof.To verify that the map (5.55) maps the Clebsch equations (5.52) associated with
the Lie dragging of A·dx onto the Clebsch equations (5.14), it suffices to consider only
the equations related to the evolution of A and γ and of B and Γ. The first equation in
(5.52) under the map (5.55) becomes:
β∇S + λ∇µ−B∗· (∇Γ∗)T + (B∗·∇)Γ∗ + Γ∗ (∇·B∗)− ρ∇φ = Hu, (5.56)
which is the first equation in (5.14), but with B→ B∗ and Γ→ Γ∗.
Similarly, the 5th equation in (5.52) becomes:
−{B∗(∇·u)− (B∗·∇)u+DtB∗} = −HΓ∗ , (5.57)
which is equivalent to the sixth equation in (5.14).
The sixth equation in (5.52) becomes:
−Γ∗·(∇u)T −DtΓ∗ = HB∗ , (5.58)
which is the 5th equation in (5.14), but with Γ → Γ∗ and B → B∗. This completes the
proof.
RemarkThe Hamiltonian for the system (5.52) is given by (5.53). Under the transfor-
mations (5.55) the Hamiltonian functional H becomes:
H = −
∫
V
(
1
2
ρ|u|2 − ε(ρ, S)− |∇ × Γ
∗|2
2µ0
)
d3x. (5.59)
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Proposition 5.5. The one forms describing the multi-symplectic MHD system, using
the advected A·dx formalism are:
ω0 =φdρ+ βdS + λdµ+ γsdA
s, (5.60)
ωk =uk(βdS + λdµ+ φdρ) + φρduk + γkA
sdus + ukγsdA
s, k = 1, 2, 3, (5.61)
The forms (5.60) and (5.61) can then be used to determine the skew symmetric matrices
Kα, for α = 0, 1, 2, 3.
Proof.Using the action principle (3.33) we can write:
L =
1
2
ρu2 − ε(ρ, S)− |∇×A|
2
2µ
+ LαZs
∂Zs
∂xα
, (5.62)
where
LαZs
∂Zs
∂xα
=φ [ρt +∇(ρu)] + β(St + u·∇S) + λ(µt + u·∇µ)
+ γ· [At − u× (∇×A) +∇(u·A)] . (5.63)
Following the approach in (5.26) et seq., we identify:
ω0 =L0ρdρ+ L
0
SdS + L
0
µdµ+ L
0
A
·dA,
≡φdρ+ βdS + λdµ+ γsdAs, (5.64)
and hence:
L0ρ = φ, L
0
S = β, L
0
µ = λ, L
0
As = γs. (5.65)
Taking the exterior derivative of (5.64) gives:
dω0 = dφ ∧ dρ+ dβ ∧ dS + dλ ∧ dµ+ dγs ∧ dAs, (5.66)
which implies:
K
0
φ,ρ = K
0
β,S = K
0
λ,µ = K
0
γs,As
= 1. (5.67)
Similarly using (5.63) we obtain:
ωk = LkZsdZ
s = uk(βdS + λdµ+ φdρ) + φρduk + γkA
sdus + ukγsdA
s, (5.68)
and hence:
LkS = βu
k, Lkµ = λu
k, Lkρ = φu
k, Lkuk = φρ+ γkA
k,
Lkus = γkA
s, LkAs = u
kγs. (5.69)
Taking the exterior derivative of (5.68) gives:
dωk =duk[βdS + λdµ+ φdρ] + uk[dβ ∧ dS + dλ ∧ dµ+ dφ ∧ dρ] + (φdρ+ ρdφ) ∧ duk
+ (dγkA
s + γkdA
s) ∧ dus + (dukγs + ukdγs) ∧ dAs, (5.70)
which can be used to determine the KkZµ,Zν , i.e.
K
k
uk,S = β, K
k
uk,µ = λ,
K
k
β,S = K
k
λ,µ = K
k
φ,ρ = u
k, Kkφ,uk = ρ,
K
k
As,us = γk, K
k
uk,As = γs, (k 6= s),
K
k
γk,us
= As, Kkγk,As = u
k. (5.71)
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Proposition 5.6. The structural conservation laws for the advected A·dx version of the
MHD equations is given by (5.44) in which:
F 0ab =
∂(φ, ρ)
∂(xa, xb)
+
∂(β, S)
∂(xa, xb)
+
∂(λ, µ)
∂(xa, xb)
+
∂(γs, A
s)
∂(xa, xb)
, (5.72)
F iab =
∂(φui, ρ)
∂(xa, xb)
+
∂(βui, S)
∂(xa, xb)
+
∂(λui, µ)
∂(xa, xb)
+
∂(ρφ, ui)
∂(xa, xb)
+
∂(γiA
s, us)
∂(xa, xb)
+
∂(γsA
i, As)
∂(xa, xb)
, (5.73)
(i = 1, 2, 3 and a, b = 0, 1, 2, 3) are the conserved densities and fluxes respectively where
a < b.
Proof.The proof is the same as in Proposition 5.3, except that ω0 and ωi are now given
by (5.60) and (5.61).
6. Summary and Concluding Remarks
In this paper we developed multi-symplectic equations for ideal MHD. A key ingredient
was the use of Clebsch variable variational principles in which the constraint equations
(mass continuity, entropy advection, Lin constraint, Faraday’s equation, or its analogue
for the magnetic vector potential A), are ensured by using Lagrange multipliers. The
connection between Clebsch variables and the momentum map in ideal fluid systems
with constraints was used (Section 3.1). The Lin constraint can be viewed as defining a
Lagrangian variable which is advected with the flow (more generally it is useful to include
3 Lagrangian labels, to include different possible initial data, that are not included in
the usual Clebsch variable description (see e.g. Cotter et al. (2007)).
Section 2 introduces the MHD equations. In Section 2 we also discuss one
dimensional gas dynamics as an example of a multi-symplectic system. The
example illustrates, that both time and space can be thought of as evolution
variables. The example uses Clebsch variables to describe the gas dynamic
equations. The multi-symplectic formulation involves two skew symmetric
matrices associated with the time and space evolution. The gas dynamic equa-
tions are obtained by finding the stationary point conditions for the action,
including the mass continuity equation and entropy advection equation con-
straints by using Lagrange multipliers. One forms (i.e. differential forms) are
constructed from the constraint equations which lead to the multi-symplectic
form of the 1D gas dynamic equations. The theory implies that there are in
general extra conservation laws that arise from using an expanded phase
space involving the Clebsch variables. In 1D gas dynamics the symplectic-
ity conservation law involves the space derivative of the energy conservation
law, and the time derivative of the momentum conservation law. In this case
and in more general cases (Sections 4 and 5), the extra symplecticity con-
servation laws imposes constraints that ensure that the equations involve the
same effective number of dependent variables as the original Eulerian formu-
lation of the fluid equations. The conserved densities and fluxes are written
in terms of 2× 2 Jacobians of the dependent variables with respect to two of
the independent space-time variables.
Two different formulations were investigated. In the first formulation, the constraint
that the magnetic flux β = B·dS is Lie dragged (i.e. conserved moving with the flow),
Multi-Symplectic Magnetohydrodynamics 31
leads to Faraday’s equation in the form:
∂B
∂t
−∇× (u×B) + u(∇·B) = 0, (6.1)
(for mathematical reasons it is useful to consider the case ∇·B 6= 0 as well as the physical
case ∇·B = 0). An alternative method to account for Faraday’s equation, is to require
that the gauge of the magnetic vector potential A is chosen so that the 1-form α = A·dx
is Lie dragged by the flow, i.e. A satisfies the evolution equation:
∂A
∂t
− u× (∇×A) +∇(u·A) = 0. (6.2)
For the case where A satisfies (6.2), A·B/ρ is a scalar invariant advected by the flow,
i.e.
d
dt
(
A·B
ρ
)
= 0, (6.3)
where d/dt = ∂/∂t+ u·∇ is the Lagrangian time derivative following the flow and B =
∇×A.
Following the approach of Cotter et al. (2007), we showed that the Clebsch variable
evolution equations and the Clebsch representation for the the mass flux (momentum
density) ρu could be written in the multi-symplectic form:
K
α
ij
∂zj
∂xα
=
δH
δzi
, (6.4)
where xα (α = 0, 1, 2, 3) denote the space-time coordinates (t, x, y, z) and
z = (uT , ρ, S, µ,BT ,ΓT , λ, β, φ)T is a 15-dimensional state vector describing the system.
The covariant form of the multi-symplectic system (6.4) for non-Cartesian spatial coor-
dinates was discussed in Section 4 (see also Bridges et al. (2010)). The multi-symplectic
Hamiltonian in (6.4), given by
H = −ℓ = −
∫
V
(
1
2
ρ|u|2 − ε(ρ, S)− B
2
2µ0
)
d3x, (6.5)
is the negative of the MHD Lagrangian functional without constraints. The skew sym-
metric matrices Kαij (1 6 i, j 6 15) are related to one-forms ω
α, by the equations:
κα =
1
2
K
α
ij(z)dz
i ∧ dzj = dωα and ωα = Lαj dzj, (6.6)
where the equation κα;α = 0 is the symplecticity conservation law.
Section 4 discusses multi-symplectic systems, based in part on the work of Hydon
(2005). This included a discussion of skew symmetric operators and matrices and Poisson
brackets in Hamiltonian systems in which the time is the evolution variable. The conser-
vation of the phase space element following the Hamiltonian flow and its generalization for
multi-symplectic systems (i.e. the symplecticity conservation law) were derived. Noether’s
theorem for multi-symplectic systems was discussed, and the form of the equations for
generalized non-Cartesian space coordinates were studied (see Bridges et al. (2010) for
a study of multi-symplectic systems and the variational bi-complex using the total ex-
terior algebra tangent bundle (TEA)). Proposition 4.3 shows that multi-symplectic sys-
tems can be written as a Cartan-Poincare´ form equation using an N + 2-form where N
is the number of independent space variables (see also Marsden and Shkoller (1999)),
which involves the one-forms ωα and their exterior derivatives dωα (0 6 α 6 N) and
the multi-symplectic Hamiltonian H . The Cartan-Poincare´ form can be related to Car-
tan’s geometric formulation of partial differential equations (e.g. Harrison and Estabrook
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(1971)). Multi-symplectic systems for generalized (Cartesian and non-Cartesian) space
coordinates were derived from the variational principle.
In Section 5, we demonstrated that the multi-symplectic MHD equations obtained
using the magnetic vector potential A satisfying (6.2) are related to the multi-symplectic
MHD equations using B and Faraday’s law (6.1) by the transformations (5.55), i.e.
Γ∗ = −A and B∗ = γ. (6.7)
In (6.7) ψ∗ is the image of ψ under the map. A is the magnetic vector potential and γ
is the corresponding Lagrange multiplier in the advected A variational principle (3.33).
B = ∇ ×A and Γ is the Lagrange multiplier for Faraday’s equation in the variational
principle (3.13). Under the map (6.7), γ → B∗ ≡ B and A → −Γ∗ ≡ −Γ. In Section
5 we also obtained the 6 symplecticity conservation laws that occur when
there are 4 independent (space-time) variables. These conservation laws are
obtained from setting combinations of the derivatives of the momentum and
energy conservation equations equal to zero, which ensures conservation of
phase space. These conservation laws have densities D and fluxes F that con-
sist of a sum of 2 × 2 Jacobians of the dependent variables with respect to
the space-time coordinates. One can also derive conservation laws using the multi-
symplectic versions of Noether’s theorems. In particular, it is possible to derive the gen-
eralized non-local cross helicity conservation law for MHD and the generalized non-local
helicity conservation law for ideal fluids, that apply for non-barotropic equations of state
for the gas. These conservation laws were derived in Webb et al. (2014b) (paper II)
using Noether’s theorem, fluid relabelling symmetries and gauge symmetries for the La-
grangian. They depend on the nonlocal Clebsch variables. For barotropic gases, these
conservation laws reduce to the usual local cross helicity conservation law for MHD,
and the helicity conservation law for ideal fluids. However, because the Eulerian fluid
velocity variation (Lie symmetry generator) for relabelling symmetries is zero, this im-
plies a constraint on the Clebsch variable symmetry generators (see e.g. Calkin (1963)).
Non-local conservation laws in partial differential equation systems can arise from Lie
potential symmetries of the cover system of equations, consisting of the the original sys-
tem augmented by the differential equations for the potentials of the original system
(e.g. Bluman et al. (2010), Sjo¨berg and Mahomed, (2004), Webb and Zank (2009)). This
is worth further investigation.
The Clebsch variable approach to MHD and fluid equations used in the present paper
is not necessarily the only way that multi-symplectic systems of equations can be de-
rived. Bridges (2006) in a study of elliptic partial differential equations (pdes) using the
total exterior algebra bundle (TEA) makes the interesting observation that the symplec-
tic matrices can sometimes have more obvious symmetry properties when higher order
matrices are used to describe the system (e.g. the quaternion algebra is revealed when
using 4 × 4 matrices to describe the 2D Klein Gordon equation, which is not obvious
when 3× 3 matrices are used to describe the multi-symplectic structure).
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Appendix A
In this appendix we derive the momentum and energy conservation equations (2.24)
and (2.25) for one dimensional gas dynamics using the symplecticity pullback conserva-
tion laws (4.21). We also derive the structural or simplecticity conservation law (2.26)
using (4.22).
The energy and momentum conservation laws (2.24) and (2.25) follow from (4.21), i.e.,
Dα
(
Lαj (z)z
j
,ν − Lδαν
)
= 0, (A 1)
where the Lagrange density L is given by (2.18) and the one-forms ωα = Lαzsdz
s are
given by (2.22) and α = 0, 1 and ν = 0, 1 for 1D gas dynamics and z = (u, ρ, S, β, φ)T are
the dependent variables, x0 = t and x1 = x. The fluid velocity u is given by the Clebsch
form (2.10), i.e.
u =
∂φ
∂x
− β
ρ
∂S
∂x
. (A 2)
For ν = 0 (A 1) gives the energy conservation equation:
∂D0
∂t
+
∂F0
∂x
= 0, (A 3)
where
D0 = L
0
zjz
j
,0 − L, F0 = L1zjzj,0, (A 4)
are the conserved density D0 and flux F0. The Lagrange density L is given by (2.18)-
(2.19), i.e.:
L =
1
2
ρu2 − ε(ρ, S) + φ
[
∂ρ
∂t
+
∂
∂x
(ρu)
]
+ β
(
∂S
∂t
+ u
∂S
∂x
)
. (A 5)
From (A 4) we obtain:
D0 = φρt + βSt − L, F0 = uφρt + βuSt + φρut. (A 6)
Using L from (A5) and using the Clebsch expansion (A 2) for u in (A 6) we obtain:
D0 =
1
2
ρu2 + ε(ρ, S)−Dx(ρuφ),
F0 =Dt(ρuφ) + ρu
(
1
2
u2 + h
)
. (A 7)
Substitution of D0 and F0 from (A7) in (A 3) gives the energy conservation law (2.24).
The momentum conservation law from (A1) has the form: Dt(D1)+Dx(F1) = 0 where
D1 = L
0
zjz
j
,1, F1 = L
1
zjz
j
,1 − L. (A 8)
We find:
D1 =φρx + βSx ≡ Dx(ρφ) − ρu,
F1 =uφρx + uβSx + φρux − L
=− (ρu2 + p)−Dt(ρφ) − β(St + uSx). (A 9)
From (A 8)-(A 9) we obtain:
∂D1
∂t
+
∂F1
∂x
= −
[
∂
∂t
(ρu) +
∂
∂x
(
ρu2 + p
)]
= 0, (A 10)
which is the momentum conservation equation (2.25).
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In general, the symplecticity conservation laws are given by (4.22), i.e.
Dα
(
Fανγ
)
= 0, where ν < γ, (A 11)
and
Fανγ = K
α
ijz
i
,νz
j
,γ . (A 12)
For the case of 1D gas dynamics, there is only one structural conservation law, namely:
Dt
(
F 001
)
+Dx
(
F 101
)
= 0. (A 13)
Using (A 12) we find:
F 001 =z
i
,0K
0
ijz
j
,1 ≡ [zt]TK0zx
=φtρx + βtSx − Stβx − φxρt
=
∂(φ, ρ)
∂(t, x)
+
∂(β, S)
∂(t, x)
. (A 14)
Similarly we find:
F 101 =z
i
,0K
1
ijz
j
,1 ≡ [zt]TK1zx
=(ρφt − βSt) ux + uφtρx + ∂
∂t
(βρ)Sx − uStβx − φx ∂
∂t
(ρu)
=ρ
∂(φ, u)
∂(t, x)
+ u
∂(φ, ρ)
∂(t, x)
+ β
∂(u, S)
∂(t, x)
+ u
∂(β, S)
∂(t, x)
, (A 15)
Using (A 14) and (A 15) in (A 13) gives the symplecticity conservation law (2.26).
Appendix B
In this appendix we discuss the notation
VB = B·∇ ◦ −B·(∇◦)T , V †B = B·(∇◦)T −B(∇·◦), (B 1)
used in (5.17). Consider the integral:∫
R
VB(W) d
3x =
∫
R
[
B·∇ ◦ −B·(∇◦)T ]W d3x
=
∫
R
(
Bs
∂W i
∂xs
−Bs∇iW s
)
ei d
3x
=
∫
R
{∇· (B⊗W)−∇(B·W)−W(∇·B) +W·(∇B)T} d3x
=
∫
R
{
W·(∇◦)T −W∇·◦}B d3x =
∫
R
V †
W
(B) d3x, (B 2)
where
V †
W
=W·(∇◦)T −W(∇·◦), (B 3)
and the {ei} are unit base vectors along the x, y and z axes. In the derivation of (B 2)
we have used Gauss’ divergence theorem to obtain:∫
R
∇· (B⊗W) d3x =
∫
∂R
(B·n)W dS,
∫
R
∇(B·W) d3x =
∫
∂R
(B·W)n dS, (B 4)
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where n is the outward normal to the region R, and we assume that the surface integrals
(B 4) vanish. The formula V †
B
in (B 1) now follows by using the replacement W → B in
(B 3).
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