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Abstract
This thesis is dedicated to the application of the novel compressed sensing theory to the
acquisition and reconstruction of 3D US images and Doppler signals. In 3D US imaging, one
of the major difficulties concerns the number of RF lines that has to be acquired to cover
the complete volume. The acquisition of each line takes an incompressible time due to the
finite velocity of the ultrasound wave. One possible solution for increasing the frame rate
consists in reducing the acquisition time by skipping some RF lines. The reconstruction
of the missing information in post processing is then a typical application of compressed
sensing. Another excellent candidate for this theory is the Doppler duplex imaging that
implies alternating two modes of emission, one for B-mode imaging and the other for
flow estimation. Regarding 3D imaging, we propose a compressed sensing framework using
learned overcomplete dictionaries. Such dictionaries allow for much sparser representations
of the signals since they are optimized for a particular class of images such as US images.
We also focus on the measurement sensing setup and propose a line-wise sampling of
entire RF lines which allows to decrease the amount of data and is feasible in a relatively
simple setting of the 3D US equipment. The algorithm was validated on 3D simulated
and experimental data. For the Doppler application, we proposed a CS based framework
for randomly interleaving Doppler and US emissions. The proposed method reconstructs
the Doppler signal using a block sparse Bayesian learning algorithm that exploits the
correlation structure within a signal and has the ability of recovering partially sparse signals
as long as they are correlated. This method is validated on simulated and experimental
Doppler data.
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Résumé
L’objectif de cette thèse est le développement de techniques adaptées à l’application de
la théorie de l’acquisition compressée en imagerie ultrasonore 3D et Doppler. En imagerie
ultrasonore 3D une des principales difficultés concerne le temps d’acquisition très long lié
au nombre de lignes RF à acquérir pour couvrir l’ensemble du volume. Afin d’augmenter
la cadence d’imagerie une solution possible consiste à choisir aléatoirement des lignes RF
qui ne seront pas acquises. La reconstruction des données manquantes est une applica-
tion typique de l’acquisition compressée. Une autre application d’intérêt correspond aux
acquisitions Doppler duplex où des stratégies d’entrelacement des acquisitions sont né-
cessaires et conduisent donc à une réduction de la quantité de données disponibles. Dans
ce contexte, nous avons réalisé de nouveaux développements permettant l’application de
l’acquisition compressée à ces deux modalités d’acquisition ultrasonore. Dans un premier
temps, nous avons proposé d’utiliser des dictionnaires redondants construits à partir des
signaux d’intérêt pour la reconstruction d’images 3D ultrasonores. Une attention particu-
lière a aussi été apportée à la configuration du système d’acquisition et nous avons choisi
de nous concentrer sur un échantillonnage des lignes RF entières, réalisable en pratique
de façon relativement simple. Cette méthode est validée sur données 3D simulées et expé-
rimentales. Dans un deuxième temps, nous proposons une méthode qui permet d’alterner
de manière aléatoire les émissions Doppler et les émissions destinées à l’imagerie mode-B.
La technique est basée sur une approche bayésienne qui exploite la corrélation et la par-
cimonie des blocs du signal. L’algorithme est validé sur des données Doppler simulées et
expérimentales.
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Objectifs de la thèse et
organisation générale du manuscrit
Objectifs
La récente théorie d’acquisition compressée ou échantillonnage compressé (également
connue sous le nom anglais "Compressed sensing (CS)") définit un cadre théorique qui
permet d’envisager une nouvelle façon d’échantillonner les signaux ou les images. En ex-
ploitant le caractère parcimonieux que présentent la plupart des données physiques, elle
permet de reconstruire les données acquises avec des fréquences d’échantillonnage bien in-
férieures à la limite classique de Shannon. L’échantillonnage compressé peut être appliqué
pour atteindre deux objectifs principaux :
– Diminuer la quantité de données nécessaires et ainsi accélérer l’acquisition.
– Améliorer la reconstruction de signaux/images dans les domaines où les contraintes
liées à l’acquisition physique produit des données très parcimonieuses.
Ce travail se concentre sur l’échographie médicale, domaine dans lequel la théorie du
CS a été peu étudiée, malgré le fait que certains modes d’acquisition de l’échographie re-
présentent d’excellentes candidates pour l’application de cette théorie.
Les modalités traditionnelles d’imagerie médicale, comme l’échographie, reposent toutes
sur le théorème de Shannon-Nyquist qui fixe la limite basse pour la fréquence d’échan-
tillonnage d’un signal à deux fois sa composante de fréquence la plus élevée. Afin d’éviter
des artefacts et respecter ce théorème les appareils d’échographie ultrasonore (US) uti-
lisent un échantillonnage correspondant à quatre fois la fréquence centrale de l’impulsion
émise. Par conséquent, lors d’un échantillonnage à ces fréquences, la quantité de données
obtenue est importante, en particulier en imagerie 3D, rendant le temps réel et le transfert
des données difficiles voire impossibles. En imagerie ultrasonore 3D les acquisitions font
appel à des sondes comportant une matrice de capteurs. Pour des raisons d’encombrement
physique, de connexion et de pilotage, seule une faible fraction de ces capteurs peut être
pilotée simultanément. De plus, le nombre de lignes radio-fréquences (RF) qui doivent être
acquises afin de balayer la totalité du volume peut être extrêmement élevé, typiquement
plusieurs milliers. Le temps d’acquisition d’une ligne RF est lié à la vitesse du son et à la
profondeur du milieu imagé et ne peut pas être réduit, conduisant à des temps d’acquisition
3
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longs et donc a une cadence d’acquisition faible (de l’ordre de quelques Hz) qui limitent
la faisabilité de ce type d’acquisition pour les organes dynamiques, tels que le cœur. Dans
ce contexte, le "compressive sensing" présente donc un intérêt majeur pour aller vers une
amélioration considérable des résolutions spatiales et temporelles des acquisitions 3D.
Un autre excellent candidat pour l’application de la théorie CS est l’acquisition Doppler
duplex (imagerie simultanée du flux sanguin et de l’anatomie) qui implique l’alternance
entre deux modes d’émission. L’alternance aléatoire des deux modes d’émission donne
des mesures contenant des échantillons manquants. Le CS peut donc nous permettre de
retrouver le signal Doppler et reconstruire les échantillons manquants en contournant le
théorème d’échantillonnage de Shannon.
C’est dans ce contexte que se situe ce travail de thèse qui porte sur l’application de la
théorie CS pour l’acquisition compressée et la reconstruction d’images 3D ultrasonores et
des signaux Doppler. Il traite les aspects méthodologiques suivants :
– Un élément clé du CS est le fait que les données doivent avoir une représentation
parcimonieuse dans une base ou un dictionnaire. En conséquence, une caractéristique
importante des études existantes est le choix de la représentation dans laquelle les
données US sont supposées parcimonieuses. Nous proposons d’utiliser des diction-
naires redondants appris sur les signaux d’intérêt pour la reconstruction d’images
3D ultrasonores.
– Une autre caractéristique importante pour assurer une reconstruction CS correcte
est la façon dont l’acquisition des données est réalisée. Ainsi, nous nous concen-
trons sur l’échantillonnage des lignes RF entières en imagerie 3D US ce qui permet
d’augmenter la cadence d’acquisition.
– Une difficulté fréquemment rencontrée dans ce contexte est la récupération de si-
gnaux non-parcimonieux ou partiellement parcimonieux telles que les signaux Dop-
pler. Ainsi, nous avons proposé une méthode de CS basée sur une méthode d’ap-
prentissage bayésien exploitant la structure de corrélation des signaux qui a la par-
ticularité de pouvoir reconstruire des signaux non-parcimonieux.
Organisation générale du manuscrit
Le manuscrit est composé de trois parties.
Dans la première partie, nous présentons les bases de la formation de l’image ultra-
sonore et donnons les principales propriétés de ce type d’image. Nous nous concentrons
sur les modalités existantes permettant l’acquisition d’images échographiques 3D, leurs li-
mites et leurs perspectives. Nous présentons également les systèmes Doppler utilisés pour
évaluer et visualiser le flux sanguin dans le corps. Une attention particulière est donnée
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aux différents types de systèmes Doppler et à la formation du spectrogramme Doppler.
Dans le chapitre qui suit, nous résumons les principaux aspects de la théorie d’échantillon-
nage compressé. Nous décrivons le cadre mathématique général, les principaux théorèmes
et illustrons les hypothèses associées à cette théorie. Cela nous conduit à une discussion
sur les techniques de reconstruction existantes. Le problème de reconstruction CS peut
également être formulé dans un cadre bayésien, que nous présentons dans cette partie.
Le dernier chapitre de cette première partie se concentre sur l’utilisation des techniques
d’apprentissage de dictionnaires qui seront utilisées dans cette thèse.
La deuxième partie est consacrée à l’application du CS utilisant l’apprentissage de dic-
tionnaires redondants aux images ultrasonores. Nous proposons dans ce travail l’utilisation
de dictionnaires redondants pour représenter de manière parcimonieuse nos images écho-
graphiques. Nous commençons par donner un examen détaillé des méthodes CS utilisées
pour la reconstruction des images 2D et 3D . Dans ce contexte, nous montrons les résul-
tats préliminaires de cette méthode sur des images échographiques 2D. Le chapitre suivant,
présente les conditions d’application du CS sur les données 3D. Il détaille en particulier
les schémas d’échantillonnage, le schéma de reconstruction et l’étude des paramètres opti-
maux utilisés dans cette contribution. Enfin, nous validons cet algorithme sur des données
simulées et expérimentales ex vivo et in vivo. De plus, la généralité de cette approche est
étudiée et évaluée.
Dans la troisième partie de cette thèse, nous proposons une méthode qui permet d’al-
terner de manière aléatoire les émissions de Doppler et les émissions dédiées à l’imagerie
pour les systèmes d’échographie duplex Doppler. La technique proposée est basée sur une
méthode de CS bayésien qui exploite la corrélation intra-blocs. Nous examinons d’abord
les techniques existantes. Nous proposons ensuite une méthode qui exploite la parcimonie
et la corrélation des blocs du signal dans le cadre bayésien pour reconstruire le signal
Doppler segment par segment.
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Contexte
Imagerie ultrasonore
L’échographie est devenue l’une des modalités d’imagerie médicale prédominantes et
est actuellement le premier examen à fin de diagnostic pour la plupart des organes, ex-
cepté pour le cerveau et les poumons. Ceci est lié aux nombreux avantages de l’imagerie
ultrasonore, tels que :
– Le coût relativement faible d’un échographe (comparé au prix d’autres modalités
telles que le scanner à rayons X, l’IRM ou la TEP).
– Le faible encombrement et la portabilité de l’équipement et la possibilité de faire des
acquisitions au lit du patient.
– La sureté du patient, un examen échographique ne présente aucun risque pour le
patient (pas de rayons ionisants).
– Dans sa forme classique, l’échographie est non-invasive.
– La résolution spatiale est très bonne puisqu’elle dépend principalement de la durée de
l’impulsion ultrasonore. Cependant certains aspects pratiques, tels que l’atténuation,
peuvent conduire à des difficultés techniques pour de hautes fréquences.
– La résolution temporelle est excellente, faisant de l’imagerie ultrasonore la seule
modalité d’imagerie non invasive et non ionisante capable d’acquérir des images en
temps réel et par conséquent de visualiser et d’évaluer un processus dynamique.
L’imagerie ultrasonore repose sur l’interaction entre une onde acoustique et les tissus
du corps humain. Les principales formes d’interactions avec le milieu sont l’absorption, la
réfraction et la réflexion qui peut être soit spéculaire soit diffuse. Lorsque l’onde atteint
une interface entre deux milieux aux propriétés acoustiques différentes, une partie de celle-
ci est réfléchie vers la source. De plus, l’onde ultrasonore transfère de l’énergie au milieu
traversé, laquelle est ensuite convertie en chaleur. Il est ainsi évident que, en émettant une
impulsion ultrasonore dans le corps humain, les échos obtenus contiennent d’importantes
informations tant sur les propriétés acoustiques des milieux traversés que sur la position
spatiale des interfaces les séparant.
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L’imagerie échographique est réalisée selon deux phases principales : une phase d’émis-
sion et une autre de réception. D’abord une onde acoustique est générée par un transduc-
teur piézoélectrique excité par un signal électrique. L’onde se propage dans le milieu et la
présence d’hétérogénéités conduit à la formation d’échos qui se propagent à leur tour dans
le milieu. Ils sont détectés par le transducteur ultrasonore utilisé alors en mode réception.
Le signal reçu par le transducteur est amplifié et démodulé. Ce signal donne une informa-
tion sur la géométrie du milieu et s’appelle ligne A ou signal RF, s’il n’est pas démodulé.
Si on translate le transducteur au dessus d’un milieu, on obtient une image mode B qui
est l’image échographique 2D classique.
Malgré leur utilisation très fréquente, les échographes conventionnels 2D présentent 2
limitations majeures [Fenster et al., 2011] :
– Les images ultrasonores obtenues sont 2D mais l’anatomie est 3D et de ce fait l’opé-
rateur doit considérer plusieurs images pour son diagnostic. Cette pratique est non
optimale et peut conduire à de fortes variabilités entre opérateurs ainsi qu’à des
erreurs de diagnostic. De plus cela nécessite de faire des hypothèses quant à la géo-
métrie de l’organe imagé pour pouvoir estimer le volume des structures anatomiques,
telles que le ventricule gauche.
– L’image ultrasonore 2D représente une coupe prise sous un angle arbitraire et il est
difficile de localiser ce plan de coupe lors d’étude de suivi. Cela introduit aussi un
effet de déformation qui peut conduire à une mauvaise estimation de la forme.
L’échographie 3D consiste a réaliser non pas un plan de coupe comme en échogra-
phie 2D classique mais un volume. Ce volume d’intérêt peut être imagé en étendant les
techniques conventionnelles d’imagerie ultrasonore en déplaçant le plan d’acquisition 2D.
L’acquisition du volume se fait soit avec des sondes classiques soit avec des sondes spé-
cifiques volumiques. Avec des sondes classiques, le balayage est fait manuellement et le
volume obtenu est approximatif, la qualité de l’acquisition dépendant de la stabilité de
la vitesse de balayage et donc de l’utilisateur. Les sondes volumiques réalisent automati-
quement un balayage de plan de coupes par un déplacement mécanique de la sonde. Le
balayage mécanique des plans ultrasonores est une technique lente et peu précise ce qui a
conduit à l’apparition de sondes échographiques matricielles a révolutionné l’application
clinique de l’échographie 3D en permettant un balayage électronique du faisceau ultraso-
nore dans un volume 3D. Le développement de ces nouvelles sondes est bien évidement
limité par le nombre de canaux, ou nombre de voies de traitement du signal de l’écho-
graphe. De plus, le nombre d’éléments piézoélectriques actifs a une influence directe sur la
résolution spatiale et la qualité de l’image.
La Figure 1 présente les différents types de sondes utilisees pour les acquisitions ultra-
sonores 3D.
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Figure 1 – Les différents types d’acquisitions 3D : (a), (b), (c) présentent les sondes
volumiques mécaniques a balayage linéaire, angulaire et rotatif et (d) montre une sonde
matricielle a balayage électronique.
Les échographes médicaux peuvent également être utilisés pour visualiser la vitesse
et la direction du flux sanguin dans le corps à l’aide des systèmes Doppler. Ce type de
système s’appuie sur le fait que la fréquence des ultrasons réfléchis par une particule en
mouvement diffère de la fréquence des ultrasons émis. Cette variation de fréquence est due
au mouvement de la cible (ici le sang), l’onde ultrasonore n’étant pas modifiée et donc sa
longueur d’onde est conservée dans tout le milieu. La vitesse peut être alors calculée en
fonction de la vitesse de propagation des ultrasons, de la longueur d’onde et de sa fréquence.
Nous distinguons deux types de systèmes Doppler : à émission continue et à émission
pulsée. Le système Doppler continu est constitué d’un émetteur qui fonctionne en perma-
nence et d’un récepteur en écoute. Dans ce cas, la vitesse des éléments en mouvement est
obtenue sans résolution axiale, i.e. les information provenant de toutes les inhomogénéités
en mouvement sont superposées ainsi que les vaisseaux situés sur le même axe de tir Dop-
pler.
Dans le cas du Doppler pulsé , l’émission ultrasonore n’est plus continue mais un trans-
ducteur émet périodiquement des ondes de courte durée. Les ondes ultrasonores réfléchies
pas les différentes interfaces, notamment les particules en mouvements, sont recueillis par
le transducteur passé en mode réception. Le temps entre l’émission des échos reçus dé-
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pend de la distance entre la sonde et la particule qui a provoqué la réflexion. L’intérêt
du Doppler pulsé est de pouvoir focaliser l’examen en profondeur, ce qui nécessite un
repérage spatial donné par une image échographique mode-B. Les systèmes duplex per-
mettent l’acquisition alternée de l’image échographique et du signal Doppler, en combinant
souvent les fréquences d’émission : on utilise en Doppler une fréquence plus basse que la
fréquence nécessaire à l’acquisition de l’image. L’optimisation des systèmes duplex résulte
d’un compromis entre les émissions pour le Doppler et les émissions pour acquérir l’image
échographique mode-B. La Figure 2 montre l’obtention d’un signal Doppler pulsé.
Figure 2 – Signal Doppler correspondant a une émission. À gauche, les lignes RF reçues
par le transducteur, et à droite on trouve le signal Doppler échantillonné.
Compressed sensing
Aujourd’hui les besoins pour stocker et transmettre des volumes d’informations sont
de plus en plus importants et la fréquence d’échantillonnage minimale imposée par le
théorème d’échantillonnage à deux fois la fréquence maximale du signal devient une limite
face à la nécessité de compresser l’information et surtout de la traiter plus rapidement.
Dans de nombreuses applications émergentes, l’acquisition ou le traitement des données
générées posent un énorme défi à cause de plusieurs difficultés :
– un échantillonnage trop élevé imposé par le théorème de Shannon-Nyquist,
– l’impossibilité physique de construire les dispositifs capables d’acquérir tous les
échantillons nécessaires (par exemple, des capteurs sismiques, des sondes matricielles
pour l’échographie 3D),
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– le coût de la conception ou de l’utilisation des systèmes d’acquisition,
– le temps et les contraintes économiques imposées par les dispositifs existants,
– les risques pour la santé des utilisateurs (par exemple, l’exposition au rayonnement
pendant l’acquisition d’une image CT).
Afin de relever les défis posés par le traitement des données de grande dimension,
l’approche habituelle repose souvent sur la compression, survenant après l’acquisition du
signal échantillonné. Il s’agit de représenter le signal dans une certaine base (ou diction-
naire) dans laquelle il se résume à un nombre limité de coefficients non nuls. Les deux
étapes successives d’échantillonnage à la fréquence de Shannon puis de compression dans
une base adaptée sont finalement coûteuses, puisque l’on ne conserve in fine que quelques
coefficients représentatifs. L’idée novatrice du compressed sensing est d’effectuer ces deux
opérations simultanément, c’est-à-dire échantillonner et compresser en même temps, grâce
au caractère parcimonieux.
Formulation mathématique
Le compressed sensing (CS) [Candés and Wakin, 2008] permet de reconstruire un
signal x ∈ Rn a partir de la combinaison linéaire d’un nombre restreint d’échantillons
aléatoires y ∈ Rm, avec m << n. Les observations y sont acquises avec une matrice
d’échantillonnage ou de projection, appelée Φ, qui dépend du système d’acquisition et qui
permet de sélectionner seulement m observations. Par exemple, en IRM, Φ est la base de
Fourier et en ultrason, Φ est simplement la base de Dirac. On a alors :
y = RΦx (1)
où RΦ est une matrice m × n. Les colonnes de R modélisent la sélection aléatoire des
échantillons choisis.
La théorie du CS fait l’hypothèse que x a une transformation parcimonieuse dans une
matrice de mesure Ψ, qui peut être une base orthonormée, une frame ou un dictionnaire
redondant, tel que :
x = Ψv (2)
ou v a uniquement k < m < n coefficients non-nuls. On dit alors que le vecteur de
coefficients v est k-parcimonieux. On peut alors reconstruire v si on a une faible cohérence
entre les matrices Φ et Ψ [Candés and Wakin, 2008,Candés and Romberg, 2007]. Alors le
problème final peut s’écrire :
y = RΦΨv = Av (3)
On peut alors reconstruire v en résolvant (3) sous contrainte que v est parcimonieux.
Le signal x peut alors être calculé a partir de l’équation (2).
Le problème du CS peut s’écrire sous la forme d’un problème de minimisation l0 sous-
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déterminé P0 :
P0 : vˆ = arg min
v∈Rn
‖v‖0 subject to y = Av (4)
ou la norme l0 de v est définie par ‖v‖0 = # {i, vi 6= 0} .
La norme l0 a l’avantage de conduire à la solution exacte pour P0 dès que k + 1 ≤ m
mais a l’inconvénient d’être très coûteuse en complexité algorithmique.
L’alternative est de remplacer la norme l0 par la norme l1 dans le problème P0 et
donc de considérer la relaxation convexe de (2.4). Cela nous conduit a la résolution d’un
problème connu sous le nom de basis pursuit P1 [Candés, 2008,Candés and Tao, 2005] :
P1 : vˆ = arg min
v∈Rn
‖v‖1 subject to y = Av (5)
ou la norme l1 de v est définie par ‖v‖1 =
∑n
i=1 |vi|. Les conditions qui établissent l’équi-
valence des problèmes P0 et P1 sont basées sur la propriété d’isométrie restreinte (RIP)
établie par Candès en [Candés, 2008,Candés and Wakin, 2008].
Parcimonie
Le caractère parcimonieux des signaux est déjà exploité dans les méthodes classiques de
compression, survenant après l’acquisition du signal échantillonné. Il s’agit de représenter
le signal dans une certaine base (ou dictionnaire) dans laquelle il se résume à un nombre
limité de coefficients non nuls. C’est ainsi que la base de Fourier permet d’exprimer un
signal comme somme de sinusoïdes à différentes fréquences. De même, les bases à partir
d’ondelettes permettent d’obtenir une représentation du signal comme somme d’ondelettes
localisées à la fois dans le domaine fréquentiel et dans le domaine temporel (ou spatial).
Cette dernière décomposition est utilisée pour la représentation des images suivant le
standard JPEG2000. La performance d’une base orthogonale pour traiter des signaux
dépend de sa capacité à approximer ces signaux avec peu de coefficients non nuls. La
Figure 3 présente un exemple de représentation parcimonieuse dans la base des ondelettes ;
on observe qu’une image peut être reconstruite a partir de seulement 5% des plus grands
coefficients des ondelettes.
Incohérence
On considère une paire de bases orthonormées (Φ,Ψ) ∈ Rn, correspondant respective-







La cohérence mesure la plus grande corrélation entre les éléments de Φ et Ψ [Donoho
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Figure 3 – (a) Image originale de Lena 512 × 512. (b) Image reconstruite a partir de
5% des plus importants coefficients d’ondelettes. (c) Décomposition en ondelettes. Les
coefficients élevés sont représentés par des pixels blancs et les coefficients proches de 0 par
des pixels noirs. (d) Les coefficients des ondelettes de l’image originale représentés sur une
échelle logarithmique.
and Huo, 2001]. Si Φ et Ψ contiennent des éléments corrélés, la cohérence est grande,
sinon, elle est faible et incluse dans [1,
√
n]. Le compressed sensing se base sur les paires
de bases avec une faible cohérence. Cela implique que l’information est concentrée sur peu
de coefficients de v en (2) et étendue sur toutes les observation de y en (3). Un exemple
de bases ayant une incohérence maximale est la paire Dirac, Fourier qui a une incohérence
µ(Φ,Ψ) = 1.
Le théorème lié à l’incohérence décrit dans [Candés and Romberg, 2007] montre que le
nombre d’échantillons nécessaires pour une reconstruction exacte est inversement propor-
tionnel à l’incohérence. On illustre ce théorème sur le Figure 4.
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Figure 4 – Estimation empirique de la probabilité de reconstruction de x pour diﬀérentes
valeurs de K et m (nombre d’échantillons) pour (a) Φ = Dirac, Ψ = Fourier et (b) Φ =
Dirac, Ψ = Dirac.
Algorithmes de reconstruction
On trouve dans la littérature de nombreuses techniques de reconstruction pour la
résolution des problèmes (4) et (5), avec des spéciﬁcités particulières en termes de rapidité
et précision. Ces algorithmes de reconstruction peuvent être classiﬁés en 3 catégories :
– Minimisation de la norme l0 résolue par des algorithmes dits gloutons.
– Minimisation de la norme l1 par des algorithmes de relaxation convexe ("Basis Pur-
suit").
– Minimisation de norme lp avec 0 ≤ p ≤ 1 par des approches non-convexes.
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Compressed sensing Bayésien
Le problème de reconstruction parcimonieuse peut être également écrit comme un
problème d’estimation résolu dans un cadre Bayésien. Le bruit additif  dans (2.6) dû aux
erreurs provenant de l’instrumentation peut etre approximé par un bruit additif Gaussien
de moyenne nulle et de variance σ2. La vraisemblance associée s’écrit :
p(y|v, σ2) = (piσ2)−n exp(− 1
σ2
‖y −Av‖22) (7)
La parcimonie est donc modélisée par l’introduction d’une loi a priori p0(v) :
p0(v) ∝ exp(−‖v‖0) (8)
Les approches bayésiennes transforment donc le problème du CS classique en un pro-
blème de régression linéaire avec la contrainte a priori que v est parcimonieux. Ces ap-
proches peuvent être classifiées en 3 catégories :
1. Algorithmes bayésiens gloutons [Schniter et al., 2008,Zayyani et al., 2009],
2. Algorithmes bayésiens qui remplacent la loi a priori p0(v) par une loi connue [Figuei-
redo and Nowak, 2001,Figueiredo, 2002,Ji et al., 2008,Tibshirani, 2011], telle que la
distribution Laplace, la loi de Jeffreys ou les distributions α-stables.
3. Algorithmes bayésiens qui utilisent une loi a priori apprise à partir des données
("Sparse Bayesian learning (SBL) algortihms") [Tipping, 2001,Tan and Li, 2009,Wipf
and Rao, 2007,Figueiredo, 2003].
On s’intéresse plus particulièrement, à l’algorithme proposé par Zhang [Zhang et al.,
2013b, Zhang et al., 2013c] qui est une extension des algorithmes d’apprentissages bayé-
siens. Cet algorithme exploite la structure de la corrélation existante dans les signaux. De
plus, cet algorithme a la capacité de reconstruire les signaux non-parcimonieux à condition
que les signaux aient une structure de corrélation interne.
Apprentissage de dictionnaires
Les décompositions parcimonieuses décrivent un signal comme une combinaison d’un
petit nombre de formes de base, appelées atomes. Le dictionnaire d’atomes, crucial pour
l’efficacité de la décomposition, peut résulter d’un choix a priori (ondelettes, Fourier, ...)
qui fixe la structure du dictionnaire, ou d’un apprentissage à partir d’exemples représen-
tatifs du signal. Un dictionnaire doit être choisi en adéquation avec le signal traité. Le
dictionnaire peut être choisi parmi un ensemble de dictionnaires préexistants ou alors être
construit à partir d’exemples des signaux à traiter. Le problème des dictionnaires préexis-
tants est qu’ils ne sont pas forcement adaptés à nos signaux d’intérêt et donc la représen-
tation sera moins parcimonieuse que dans un dictionnaire fait sur mesure. Le deuxième
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type de dictionnaire est construit automatiquement à partir d’exemples de signaux et
donc adapté à ces signaux. Il a plus de chance de représenter de manière parcimonieuse
les signaux, puisque des informations sur la nature attendue des atomes a été intégrée à
l’apprentissage. Les dictionnaires ainsi structurés apportent une meilleure adaptation aux
propriétés du signal. Nous exposons les concepts et les outils de cette approche, notam-
ment l’algorithme K-SVD pour l’apprentissage des dictionnaires redondants.
L’apprentissage des dictionnaires prend en entrée un ensemble d’exemplesX = {xi}Ni=1,
qui contient N exemples. On va chercher à représenter X par une combinaison linéaire Θ
d’éléments de base notés D tel que X = DΘ. D est le dictionnaire de taille n×K dont les
vecteurs colonnes sont les K elements du dictionnaire qu’on cherche à apprendre. Afin de
représenter au mieux les données, le problème consiste donc à trouver D et Θ minimisant
le problème d’optimisation suivant :
min
D,Θ
‖X −DΘ‖2F s.t. ∀i, ‖θi‖0 ≤ T0 (9)
où ‖‖F est la norme de Frobenius et T0 est le nombre de coefficients non-nuls.
L’algorithme K-SVD est un algorithme permettant de résoudre le problème d’appren-
tissage de dictionnaire parcimonieux formulé à l’équation (9). Il a été présenté par Aha-
ron [Aharon et al., 2006,Smith and Elad, 2013]. Pour des raisons d’efficacité, une version
optimisée de l’algorithme a récemment été proposée ici [Smith and Elad, 2013] . L’al-
gorithme de K-SVD consiste en une optimisation alternée. On résout itérativement un
problème partiel en X avec D fixe. Cette étape est appelée étape de codage parcimonieux
(”sparse coding”). La seconde étape du K-SVD consiste à optimiser D avec X fixe.
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Dans ce chapitre nous proposons une nouvelle approche basée sur l’utilisation des dic-
tionnaire redondants et le compressed sensing pour la reconstruction des images ultraso-
nores 3D. Nous commençons par un état de l’art des techniques CS utilisées en échographie
2D et 3D. La section suivante présente les résultats préliminaires obtenus par l’utilisation
des dictionnaires préalablement appris pour la reconstruction des données 2D. Ensuite,
nous présentons l’application de cette technique sur des données 3D, en particulier, une
analyse des paramètres utilisés, de la généralité de cette approche et les résultats de re-
construction d’images simulées et expérimentales. Nous comparons cette technique avec les
approches proposées par l’état de l’art et avec un schéma de sous-échantillonnage adapté
aux systèmes d’acquisition ultrasonore 3D.
État de l’art du compressed sensing en imagerie ultrasonore
Dans la partie suivante, nous allons donner un aperçu des approches récentes appli-
quant le CS en échographie médicale. L’application de le théorie basée sur le CS à l’imagerie
ultrasonore a motivé les efforts de recherche récemment, les premiers travaux ayant été
publiés en 2010 [Friboulet et al., 2010,Quinsac et al., 2010a,Achim et al., 2010] et donc peu
d’études ont été consacrées à ce sujet à ce jour. Un élément clé dans le CS est la représen-
tation parcimonieuse qui permet une meilleure reconstruction du signal. En conséquence,
une caractéristique importante des études existantes est le choix de la représentation par-
cimonieuse des données ultrasonores. De plus, les données échographiques peuvent être
considérés à différents stades de la formation de l’image. Donc, une des caractéristiques
principales des études existantes est le type de signal ou image à reconstruire et le choix de
la base de représentation dans laquelle les données d’ ultrasons sont supposées être creuses.
Plusieurs travaux [Schiffner et al., 2012, Schiffner and Schmitz, 2011,Wagner et al.,
2012,Wagner et al., 2011, Tur et al., 2011, Chernyakova and Eldar, 2014, Zhang et al.,
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Figure 5 – Résultat de [Schiffner et al., 2012] obtenus a partir d’un fantôme contenant
quatre diffuseurs isolés. Le résultat du CS (d) est comparé avec les techniques convention-
nelle de formation d’images ultrasonores (a) Ouverture synthétique, (b) Délais et sommes,
(c) Rétro-propagation filtrée.
2013a, Zhuang et al., 2012] font l’hypothèse d’une distribution parcimonieuse des diffu-
seurs dans le domaine spatial direct. Dans [Schiffner et al., 2012, Schiffner and Schmitz,
2011], les auteurs visent à produire une image qui a la résolution spatiale d’une image US
conventionnelle en utilisant une seule onde plane. L’idée à la base de cette méthode est de
produire des images à une résolution temporelle plus élevée, le temps d’acquisition étant
alors le temps nécessaire pour l’onde plane de faire un aller-retour à la vitesse du son.
Cette approche a donné de bons résultats sur les images composées de seulement quelques
diffuseurs, comme le montre la Figure 5.
La même hypothèse de parcimonie est proposée dans un contexte différent dans les
travaux de [Wagner et al., 2012,Wagner et al., 2011, Tur et al., 2011, Chernyakova and
Eldar, 2014], qui sont basés sur les techniques de "finite rate of innovation" et "Xampling".
Ces méthodes ont le même inconvénient : elles sont à même de reconstruire correctement
uniquement les diffuseurs forts et donc perdent les informations de "speckle". Ces méthodes
ont été récemment étendues par une méthode plus générale [Chernyakova and Eldar, 2014]
qui s’appuie sur la reconstruction avec la norme l1 et qui préserve mieux le speckle des
images ultrasonores. On peut voir les résultats dans la Figure 6.
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(a)
(b)
Figure 6 – (a) Résultats de [Wagner et al., 2012] : image originale et image obtenue par
CS avec optimisation l0. (b) Result from [Chernyakova and Eldar, 2014] : image original
et image obtenue par CS avec optimisation l1.
D’autres études considèrent la parcimonie du signal RF brut. Dans [Liebgott et al.,
2013,Friboulet et al., 2010], les mesures de données brutes ont été reconstruites en utilisant
la minimisation l1 et trois bases fixes ont été testées : Fourier, ondelettes et "wave atoms".
Les résultats obtenus ont montré que les "wave atoms" donnent une bonne reconstruction
avec une erreur de reconstruction deux fois plus petite que la base de Fourier et les images
B- mode sont obtenues en utilisant seulement 20 % des mesures originales . Cependant,
cette approche utilise un échantillonnage aléatoire uniforme. Cette configuration d’acqui-
sition est difficilement implémentable en pratique .
Une autre possibilité est de considérer que les signaux après formation de voie sont
parcimonieux dans une certaine base. Dans [Chuo et al., 2013] ces signaux sont considérés
comme parcimonieux dans le domaine des ondelettes, tandis que dans [Quinsac et al.,
2010a,Quinsac et al., 2011,Basarab et al., 2013,Dobigeon et al., 2012] la transformée de
Fourier des images 2D RF post-formation de voie est supposée être parcimonieuse. Cette
hypothèse a été également appliquée dans le contexte du CS Bayésien avec de meilleurs
résultats. La Figure 7 montre des résultats de cette approche.
En imagerie ultrasonore 3D il existe très peu d’études qui appliquent le CS. Dans [Quin-
sac et al., 2010b,Quinsac et al., 2012] des schémas d’échantillonnage par points et par lignes
sont proposés et comparés à une seule image RF après formation de voie en utilisant les
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Figure 7 – Résultat de [Dobigeon et al., 2012] : (a) Image US originale, (b) Échantillons
mesurés, (c) Image reconstruite avec CS classique et (d) Image reconstruite avec la méthode
bayésienne.
transformée en ondelettes, des différences finies et cosinus discrète. Très récemment Birk
et al. [Birk et al., 2014] a étendu le mécanisme basé sur le Xampling Analogiques-Digital
aux acquisitions 3D.
Contributions
L’objectif de ce chapitre est d’étudier en détail l’application du CS aux ultrasons 3D.
Nous allons présenter ici quelques résultats préliminaires , mais aussi quelques nouveautés
et contributions :
– Premièrement, nous proposons le cadre CS utilisant des dictionnaires redondants
car ils peuvent être optimisés pour une catégorie particulière d’images telles que les
images ultrasonores et permettent ainsi des représentations plus parcimonieuses que
les bases fixes. Initialement, nous testons cette méthode sur des données 2D.
– Deuxièmement, nous traitons les cas de la reconstruction des données 3D et plus
particulièrement, nous montrons que l’approche basée sur les dictionnaires donne de
meilleures performances que les méthodes conventionnelles basées sur les transfor-
mées fixes tels que Fourier ou la transformée en cosinus discrète.
– Ensuite, nous évaluons la généralité de l’approche dictionnaire. On montre qu’il est
possible de construire un dictionnaire permettant de reconstruire de manière fiable
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des volumes provenant des différents organes acquis ex vivo et in vivo.
– Enfin, nous concentrons notre attention sur la configuration du système d’acquisi-
tion. Nous avons choisi de nous concentrer sur l’échantillonnage des lignes RF entières
Nous étudions l’influence de la stratégie d’échantillonnage sur des données simulées,
en comparant les deux modèles d’échantillonnage les plus courants, l’échantillonnage
aléatoire par point et par ligne. Nous montrons en particulier que, bien que non entiè-
rement uniforme , les résultats de l’échantillonnage par ligne en utilisant la stratégie
basée sur les dictionnaires donne une précision comparable à l’échantillonnage par
point classique. Cela indique que l’acquisition CS des données 3D est réalisable en
pratique dans un cadre relativement simple.
Application aux images ultrasonores 2D
Les données RF expérimentales ont été acquises avec un échographe Ultrasonix MDP
(Richmond, BC, Canada) en utilisant une sonde linéaire L14-5W/60 Prosonic (Korea)
avec 128 éléments actifs. La fréquence centrale de la sonde est de 7 MHz et la fréquence
d’échantillonnage de 40 MHz. Les images proviennent d’un fantôme de type CIRS Model
054GS (Virginia, USA). Les images acquises ont été ensuite sous-échantillonnées à des
taux compris entre 25% et 75% et reconstruites en utilisant le CS.
La reconstruction CS utilisant un dictionnaire redondant a été effectuée en utilisant une
approche par blocs. On considère un patch xp de Rn, n < N , de l’image x et D de Rn×K
un dictionnaire redondant, avec n < K, tel que xp = Dvp. L’application du CS implique
l’apprentissage de D tel que vp soit une représentation parcimonieuse du patch p en D.
Nous pouvons ensuite récupérer les patchs de l’image originale a parti des données y.
L’apprentissage du dictionnaire a été effectué avec l’algorithme proposé par Rubinstein
dans [Rubinstein et al., 2006] et la reconstruction par blocs a été réalisée en utilisant l’al-
gorithme OMP.
Afin d’appliquer la théorie du CS, on fait l’hypothèse que nos signaux sont parci-
monieux dans une base Ψ. Le concept de parcimonie dans les transformées d’ondelettes,
Fourier et le dictionnaire K-SVD est illustrée dans la Figure 8. Si les coefficients du signal
représenté dans une base diminuent rapidement, alors le signal compressé contenant le
plus grands coefficients s sera proche du signal original et ce pourcentage de coefficients
sera suffisant pour obtenir des reconstructions fiables. Si en plus de la parcimonie nous
satisfaisons l’hypothèse d’incohérence alors le signal original peut être reconstruit de façon
fiable.
La Figure 9 présente l’erreur de reconstruction en fonction du taux d’échantillonnage
pour chaque transformée utilisée dans la reconstruction CS. On remarque que l’erreur aug-
mente avec le taux d’échantillons prélevés. La reconstruction en utilisant le dictionnaire
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Figure 8 – Coefficients d’une image US dans les transformées K-SVD, Fourier et onde-
lettes ordonnés par ordre décroissant.
















Figure 9 – NRMSE en fonction du taux de sous-échantillonnage.
K-SVD donne pour tous les taux de sous-échantillonnage les meilleurs résultats.
Cette étude démontre le fort potentiel des dictionnaires redondant pour la recons-
truction CS en imagerie ultrasonore. Les reconstructions des données expérimentales RF
utilisant le dictionnaire K-SVD et seulement 25% des échantillons initiaux ont donné des
images reconstruites très proches des originales avec une perte d’information minimale.
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Application aux images ultrasonores 3D
L’objectif de ce chapitre est d’étudier en détail la faisabilité du CS en échographie 3D.
Les protocoles d’échantillonnage de l’imagerie US doivent être conçus pour satisfaire à
la fois les exigences du CS et des appareils échographiques. D’une part , selon la théorie du
CS la base d’échantillonnage doit être incohérente avec la base de transformation. D’autre
part, les appareils d’imagerie US ont un nombre limité de stratégies d’échantillonnage qui
peuvent être adoptées en raison des contraintes physiques et matérielles. Bien sûr, le ma-
tériel spécifique pourrait être développé, mais cela est au-delà de la portée de ce travail
qui vise à utiliser le CS avec des modifications minimes de l’équipement. Dans ce contexte,
on propose l’utilisation d’un échantillonnage par ligne RF qui revient à aléatoirement sau-
ter l’acquisition de certaines lignes RF. Ce type d’échantillonnage, qu’on va noter R2, est
présenté Figure 10. On présente aussi le schéma d’échantillonnage classique par point.
(a) R1 : échantillonnage par point RF (b) R2 : échantillonnage par ligne RF
Figure 10 – Schémas d’échantillonnage R1 et R2. R1 représente un échantillonnage par
point et R2 un échantillonnage par ligne représentés sur un volume 3D.The black pixels
correspond to the samples used for CS. The proportion of samples here is 50% of the
original volume.
La reconstruction CS utilisant un dictionnaire redondant a été effectuée en utilisant
une approche par blocs. La reconstruction 3D par blocs a été réalisé en utilisant l’algo-
rithme SPGL1 [van den Berg and Friedlander, 2009c].
Les données test consistent dans tous les cas en un seul volume 3D qui n’a pas été
inclus dans la base d’apprentissage. La reconstruction CS est ensuite effectuée à partir du
volume test sous-échantillonné a des taux compris entre 20% et 80%. Étant donné que
dans toutes les expériences, les données proviennent des sondes mécaniques convexes, la
reconstruction est effectuée sur les images en coordonnées polaires avant conversion en
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Table 1 – Paramètres
Paramètres Valeurs par défaut value Valeurs testées
n 83 43, 63, 103, 123
r (%) 50 0, 25, 75
q 4 1, 2, 3
coordonnées cartésiennes.
Résultats
Résultats sur données simulées Premièrement, nous avons testé la méthode proposée
sur des données échocardiographiques 3D simulées. Ces données ont été obtenues selon la
procédure décrite dans [Alessandrini et al., 2015,Craene and et al., 2013].
Avant de réaliser la comparaison de plusieurs méthode basées sur le CS, nous avons
effectué une étude des paramètres utilisés dans la reconstruction et l’apprentissage du
dictionnaire sur des données simulées d’échocardiographie. Les paramètres étudiés sont
présentés dans le tableur 1 où n est la taille du bloc, r le chevauchement des blocs et q
la redondance du dictionnaire. Les paramètres donnant la meilleure performance sont les
paramètres par défaut.
En utilisant ces paramètres par défaut nous avons comparé les résultats de la recons-
truction utilisant le dictionnaire K-SVD avec la reconstruction utilisant la base fixe de
Fourier et la transformée en cosinus discrète pour l’échantillonnage aléatoire par ligne et
par point. La Figure 11 présente l’erreur de reconstruction en fonction du taux de sous-
échantillonnage pour chaque type de transformée et d’échantillonnage. On observe que
l’erreur augmente avec le taux de sous-échantillonnage et que le CS avec le dictionnaire
K-SVD donne toujours les meilleurs résultats pour tout type de schéma d’échantillonnage.
Résultats sur données expérimentales ex vivo L’acquisition des volumes 3D a été
effectuée avec l’échographe Ultrasonix MDP équipé d’une sonde convexe mécanique 4DC7-
3/40. La fréquence centrale de la sonde est de 5 MHz et la fréquence d’échantillonnage
de 40 MHz. En utilisant ce système, nous avons ensuite acquis des images expérimentales
de trois organes ex vivo achetés dans le commerce : trois cerveaux, trois cœurs et deux
reins de cochon et d’agneau. Dans une première phase nous avons appris le dictionnaire
sur un type d’organe et reconstruit le même type d’organe. Les Figures 12.(a) et 12.(b)
présentent les résultats obtenus en fonction du taux de sous-échantillonnage pour chaque
type de transformée et d’échantillonnage. Nous observons que le CS avec le dictionnaire
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Figure 11 – NRMSE en fonction du taux de sous-échantillonnage pour un schéma d’échan-
tillonnage aléatoire par point (R1) et par ligne (R2). L’erreur est calculée entre le volume
3D originale et le volume obtenu après reconstruction CS en utilisant le dictionnaire K-
SVD, la base Fourier et la transformée en cosinus discrète.
K-SVD donne encore les meilleures résultats. La différence entre la reconstruction CS
avec la base Fourier et le dictionnaire K-SVD est entre [0.26 − 1.4] × 10−2 pour R1 et
[0.35− 2.2]× 10−2 pour R2 pour les deux organes.
Nous avons également testé la généralité de cette approche. Le dictionnaire K-SVD a
été appris sur des volumes ex vivo de cerveaux et cœurs et la reconstruction CS utilisant
ce dictionnaire a été effectuée sur un volume de rein mais aussi sur les volumes précédents
de cœur et cerveau. Les différences entre ces reconstructions et celles présentées dans les
Figures 12.(a) et 12.(b) sont très faibles, de l’ordre de 10−4. La reconstruction du rein
donne des bons résultats équivalents aux résultats obtenus pour la reconstruction du cœur
et du cerveau. La Figure 6.14 présente les images correspondantes aux reconstructions
d’un volume 3D de rein en coordonnées polaires et cartésiennes. On montre uniquement
les résultats obtenus avec la base de Fourier et le dictionnaire K-SVD pour les taux de
sous-échantillonnage de 50% et 80% et un échantillonnage par ligne. On remarque que
visuellement le CS avec le dictionnaire K-SVD donne la meilleure reconstruction même
à un taux de sous-échantillonnage de 80%. Dans le cas de la reconstruction avec la base
de Fourier, on remarque dès le sous-échantillonnage de 50% que les lignes manquantes se
voient sur l’image reconstruite alors qu’avec le dictionnaire ce problème commence à se
voir uniquement à partir de 80%.
Conclusion Cette étude démontre que la théorie CS utilisant les dictionnaires redon-
dants peut être appliquée à l’imagerie ultrasonore 3D pour réduire le volume de données
nécessaires à la reconstruction d’une image 3D. Nous avons également montré que l’ap-
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(a) Cerveau ex vivo











Ex vivo heart reconstruction
















(b) Cœur ex vivo
Figure 12 – NRMSE en fonction du taux de sous-échantillonnage pour un schéma d’échan-
tillonnage aléatoire par point (R1) et par ligne (R2). L’erreur est calculée entre le volume
3D originale et le volume obtenu après reconstruction CS d’un (a) cerveau et (b) cœur en
utilisant le dictionnaire K-SVD, la base Fourier et la transformée en cosinus discrète.
proche basée sur l’apprentissage de dictionnaire donne des erreurs inférieures ( NRMSE
) à celles obtenues par les approches de reconstruction conventionnelles basées sur les
transformées fixes tels que la transformée de Fourier ou cosinus discrète.
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Figure 13 – Reconstruction d’un volume de rein à partir de 50% et 80% des échantillons
acquis avec le schéma d’échantillonnage par ligne. La reconstruction a été effectuée en
utilisant la base de Fourier et le dictionnaire K-SVD.
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Compressed sensing Bayésien pour
l’échographie duplex Doppler
Dans cette partie, nous proposons une méthode qui permet d’alterner de manière aléa-
toire les émissions Doppler et les émissions d’imagerie pour les systèmes d’échographie
Doppler duplex. La technique proposée est basée sur une méthode de CS bayésien qui
exploite la corrélation intra-blocs. Nous examinons d’abord les techniques existantes qui
utilisent le CS pour reconstruire les signaux Doppler. Nous proposons ensuite une méthode
qui exploite la parcimonie et corrélation des blocs de signal dans le cadre Bayésien pour
reconstruire le signal Doppler segment par segment.
État de l’art du compressed sensing en imagerie Doppler
L’imagerie duplex permet la visualisation des spectrogrammes Doppler et des images
mode-B simultanément. Cependant, si ces deux modes doivent être utilisés en même temps
alors une stratégie pour l’acquisition alternée de ces deux types d’images doit être mise en
place.
Une première possibilité est d’alterner les deux types d’acquisition. Néanmoins, cette
stratégie divise la fréquence d’acquisition des tirs (PRF) par deux et donc aussi la vitesse
maximale mesurable. Une autre possibilité est d’interrompre l’émission Doppler pour ac-
quérir une image mode-B complète. Cette approche donne un spectrogramme avec des
signaux manquants. Les méthodes de Angelsen [Kristoffersen and Angelsen, 1988] et Kle-
baek et al. [Klebaek et al., 1995] ont été proposées pour interpoler les signaux manquants.
Cependant, ces méthodes font l’hypothèse que le flux sanguin est stable et prédictible, ce
qui n’est pas toujours le cas. Les seules études qui reconstruisent les données manquantes
ont été proposées par Jensen dans [Jensen, 2006] et [Mollenbach and Jensen, 2008].
Dans le contexte du compressed sensing, une étude récente proposée dans [Richy et al.,
2013] permet de réduire considérablement le nombre d’émissions Doppler et donne de
meilleurs résultats que l’interpolation traditionnelle. La particularité de cette étude est la
reconstruction du signal segment par segment et l’utilisation de la transformée de Fourier
et des "wave atoms" pour représenter les signaux Doppler de façon parcimonieuse.
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Application aux données Doppler
Le principe de l’acquisition compressée et de la reconstruction d’un signal Doppler à
partir de ces données est présenté dans la Figure 14. Le signal d’origine est noté x ∈ CN
et un segment de ce signal xi de Rn, n N . Donc pour ce segment, on peut écrire dans la
formulation CS : xi = Ψvi où Ψ de Rn×n est la transformation parcimonieuse et vi les co-
efficients parcimonieux. Le signal x peut donc être reconstruit avec le schéma CS classique
comme proposé dans [Richy et al., 2013] où Ψ sera la base de Fourier ou les "wave atoms"
et la reconstruction sera effectuée avec l’algorithme YALL1 [Yang and Zhang, 2011a,Yang
and Zhang, 2011b].
À la différence de cette dernière approche, nous proposons ici d’exploiter la corré-
lation interne de ce type de signal et donc d’utiliser l’approche bayésienne proposée
par [Zhang and Rao, 2012, Zhang and Rao, 2013a] pour reconstruire chaque segment.
Les deux méthodes bayésiennes que nous utilisons pour la reconstruction CS sont appelées
"Block Sparse Bayesian Learning (BSBL)" et "Extended Block Sparse Bayesien Learning
(EBSBL)". La transformation parcimonieuse sera la base de Fourier afin de pouvoir com-
parer nos résultats à ceux proposés dans [Richy et al., 2013].
Résultats
Résultats sur données simulées Tout d’abord nous avons simulé le flux sanguin dans
une artère fémorale et l’acquisition Doppler correspondante. Premièrement, nous avons
effectué une étude des paramètres des méthodes BSBL et EBSBL et de la reconstruction
CS. Ensuite, nous comparons ces deux méthodes aux méthodes classiques de reconstruc-
tion CS utilisant la base de Fourier et les "wave atoms" proposées par [Richy et al., 2013].
Ces résultats ,représentés Figure 15.(a), montrent que les approches que nous proposons
donnent de meilleurs résultats pour tous les taux de sous-échantillonnage allant de 20%
à 80%. La différence en terme de PSNR entre les approches BSBL et EBSBL et le CS
classiques sont d’environ 7 dB, ce qui représente une différence de qualité considérable.
La Figure 9.10.(b) montre aussi le temps de calcul pour chaque algorithme. On remarque
que les temps de calcul des algorithmes BSBL et EBSBL sont 100 fois plus élevés que
ceux du CS classique basé sur la transformée de Fourier. Cependant, étant donné que
la performance de l’algorithme BSBL est équivalente à celle de l’algorithme EBSBL, on
utilisera en priorité le plus rapide des deux. De plus on constate que la reconstruction avec
les paramètres n = 256, r = 50% est plus lente qu’avec les paramètres n = 128, r = 25%.
La Figure 16 montre les spectrogrammes obtenus avec les algorithmes BSBL, EBSBL et
le CS classique avec les bases Fourier et wave atome pour des taux de sous-échantillonnage
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Figure 14 – Principe de la méthode
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Figure 15 – (a) PSNR et (b) temps de calcul moyen pour la reconstruction CS avec les
algorithmes BSBL, EBSBL et le "Basis Pursuit" classique en fonction du taux de sous-
échantillonnage (S %).
élevés, S = 50, 60, 70, 80%. On remarque que la reconstruction avec l’approche CS clas-
sique est fortement perturbée par du bruit à partir de S = 50− 60%. À partir de ce seuil,
le signal est fortement perturbé surtout sur le premier tiers du cycle, qui correspond à
la portion la moins parcimonieuse. La partie restante étant beaucoup plus parcimonieuse
est bien reconstruite même à S = 80%. L’avantage des approches BSBL et EBSBL est
que le signal est reconstruit même sur la portion dense et ce jusqu’à un taux de sous-
échantillonnage de 80%. On gagne également un taux de compression d’au moins 10% par
rapport au CS classique, car avec un taux d’échantillonnage de 70% on obtient avec BSBL
et EBSBL un PSNR plus grand qu’avec le CS classique à 60%.
Résultats sur données expérimentales On propose de tester ces approches sur des
données acquises in vivo. Le spectrogramme Doppler a été acquis sur l’artère fémorale
d’un sujet sain. Le sous-échantillonnage et la reconstruction ont été effectués a posteriori.
La Figure 17 présente les résultats de la reconstruction CS avec les différentes approches
proposées en fonction du taux de sous-échantillonnage. La première remarque est que le
PSNR est globalement plus faible que pour les données simulées. Cependant, les méthodes
BSBL et EBSBL donnent toujours des meilleurs résultats. La différence en terme de PSNR
entre les approches BSBL et EBSBL et le CS classiques sont d’environ 2 dB. Dans ce cas
aussi, les approches bayésiennes permettent d’augmenter le taux de compression d’environ
10%. Les temps de calcul sont équivalents aux temps obtenus sur les données simulées.
Dans la Figure 9.14 nous montrons les spectrogrammes Doppler obtenus avec les dif-
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(a) BSBL and EBSBL algorithms
















































































































Wave Atom CSFourier CS
(b) Fourier and Wave atom CS
Figure 16 – Spectrogramme du signal reconstruit avec (a) BSBL et EBSBL et avec (B)
le "Basis Pursuit" classique avec les transformées Fourier et "wave atoms" pour les taux de
sous-échantillonnage : S = 50, 60, 70, 80% .
férentes approches. Sur cette Figure, on remarque que sur les données expérimentales les
méthodes BSBL et EBSBL donnent visuellement les meilleures reconstructions. Le bruit de
fond est mal restauré par toutes les méthodes, mais avec un comportement qui dépend de
la méthode de reconstruction. On constate que les méthodes bayésiennes éliminent le bruit
de fond sur certaines zones qui correspondent aux partitions du signal Doppler choisies au
préalable lors de la reconstruction. Cependant, pour tous les taux de sous-échantillonnage
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le signal Doppler est correctement reconstruit. On en déduit que ces approches allouent
plus efficacement le nombre limité de fréquences disponibles de la transformée de Fourier
aux composantes les plus élevées. Dans le cas de la reconstruction classique CS le bruit
est plus uniformément distribué et le signal Doppler est quasi-complètement perdu pour
des taux de sous-échantillonnage élevés.
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Figure 17 – (a) (a) PSNR et (b) temps de calcul moyen pour la reconstruction CS avec
les algorithmes BSBL, EBSBL et le "Basis Pursuit" classique en fonction du taux de sous-
échantillonnage (S %).
Conclusion La technique proposée montre une amélioration des résultats par rapport
à l’étude précédente basée sur une approche CS classique [Richy et al., 2013]. Avec les ap-
proches bayésiennes proposées les reconstruction des données simulées et expérimentales
sont améliorées pour tous les taux de sous-échantillonnage et on gagne en moyenne un
taux de compression de 10% par rapport aux approches classiques.
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Wave Atom CSFourier CS
(b)
Figure 18 – Spectrogramme du signal reconstruit avec (a) BSBL et EBSBL et avec (B)
le "Basis Pursuit" classique avec les transformées Fourier et "wave atoms" pour les taux de
sous-échantillonnage : S = 50, 60, 70, 80% .
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Conclusions et perspectives
Notre travail de recherche sur les méthodes pour la reconstruction CS des images 3D
ultrasonores en utilisant des dictionnaires redondants et des signaux Doppler basée sur
une approche bayésienne a encore quelques limites et offre ainsi plusieurs perspectives de
recherche.
Une des limites de cette étude provient de l’utilisation de dictionnaires préalablement
appris. Bien que ceux-ci fournissent des représentations plus parcimonieuse et adaptées à
nos données, leur inconvénient est qu’ils ne sont pas inversibles ou n’ont pas de transfor-
mation inverse rapide, donc pour chaque reconstruction un problème de minimisation doit
être résolu. Cela augmente le temps de calcul (plusieurs heures avec notre code Matlab non
optimisé), de sorte que la méthode CS basée sur l’utilisation des dictionnaires ne peut pas
être utilisée actuellement pour des acquisitions 3D en temps réel. Dans le but de rendre
notre algorithme utilisable en routine clinique, il est primordial de le rendre temps réel.
Dans cette optique, une solution à ce problème pourrait venir de l’implémentation GPU
de cette méthode. A titre d’exemple, en IRM [Li et al., 2014] ont conçu des algorithmes
parallèles sur GPU pour l’algorithme d’apprentissage de dictionnaires et la reconstruction
et les résultats expérimentaux ont montré une augmentation de la vitesse de plus de 325
fois par rapport aux codes non-optimisés sur CPU.
Une alternative à l’approche proposée pourrait consister à utiliser des techniques de
"Deep Learning", qui permettent d’apprendre le dictionnaire mais aussi une transforma-
tion non-linéaire inverse [Qian and Shi, 2014,Gregor and LeCun, 2010]. Dans ce cas, son
utilisation dans le contexte CS pourrait être intéressante car nous disposons du diction-
naire adapté pour représenter la parcimonie de nos signaux mais aussi de sa transformation
inverse qui accélère l’étape de reconstruction. A notre connaissance, le seul exemple d’appli-
cation de cette démarche prometteuse a été réalisé pour des données IRM par [Majumdar,
2015].
Il serait également très intéressant d’étudier la reconstruction CS des images dyna-
miques. En effet, dans le contexte de l’imagerie dynamique, nous pouvons supposer qu’une
grande partie de l’anatomie a un mouvement lent et seules quelques portions ont un mou-
vement rapide. Ainsi, la différence entre deux images consécutives donne une image des
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différences parcimonieuse puisque les zones dont les mouvements sont lents s’annulent
mutuellement et les zones avec des mouvements rapides donnent l’image des différences.
L’hypothèse que la différence entre deux images consécutives est parcimonieuse repré-
sente une condition d’application idéale du CS sous une contrainte de parcimonie tem-
porelle. Il serait intéressant de tester plusieurs algorithmes qui prennent en compte ce
type de contrainte, tel que les algorithmes : Kalman Filtered Based Compressed Sensing
(KF-CS) [Vaswani, 2009], Least-Squares Compressed-Sensing (LS-CS) [Vaswani, 2010] et
Spatio-Temporal Sparse Bayesian Learning (STSBL) [Zhang et al., 2014] .
En imagerie duplex ( imagerie Doppler associée à l’imagerie mode-B), il est important
d’envisager une implémentation sur GPU ou sur CPU multi-cœur du code Matlab non-
optimisé. Nous avons obtenu une reconstruction des signaux Doppler de bonne qualité
sans changer le système d’acquisition. Cependant, les temps de reconstruction sont trop
longs pour une acquisition en temps réel. Une implémentation GPU des approches propo-
sées pourrait nous permettre une implémentation de ceux-ci sur les systèmes d’imagerie
Doppler et un probable gain en compression à l’acquisition de jusqu’à 80%.
Une des limitations de cette étude concerne la validation qui n’a été effectuée que
sur des images de sujets sains. Il serait donc important de valider aussi les performances
de notre méthode sur des cas pathologiques afin de s’assurer qu’elle donne toujours des
résultats corrects.
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Objectives
The recently introduced compressed sensing (CS) theory allows, under certain assump-
tions, to recover a signal sampled below the Nyquist sampling limit. Compressed sensing
(also known as compressive sensing or compressive sampling) can be applied for two main
purposes :
– It can lower the amount of data needed and thus allows to speed up acquisition.
– It can improve the reconstruction of signals/images in fields where constraints on
the physical acquisition setup yield very sparse data sets.
This work focuses on medical ultrasound, where CS theory has not been investigated dee-
ply, yet several applications are excellent candidates.
Traditional imaging modalities, like ultrasound (US) echography, rely all on Shannon’s
theorem that fixes the limit for the sampling frequency of a signal to twice its highest
frequency component. In order to avoid artifacts and to respect Shannon’s theorem, US
devices use a sampling rate that is at least four times the central frequency of the emitted
pulse. Consequently, when sampling at such rates, the amount of data obtained is large,
especially in 3D imaging, and can impair real-time imaging or data transfer. In 3D US
imaging, the number of radiofrequency (RF) lines that must be acquired to sweep the
whole volume can be extremely high, typically several thousands. The acquisition time of
one RF line is related to the speed of sound and the depth of investigation and cannot be
compressed, leading to long acquisition times and thus low frame rate (several Hz) which
limits acquisitions for dynamic organs, such as the heart. In this context, the compressed
sensing (CS) theory offers the perspective of reducing the amount of data acquired. Its
application to medical ultrasound imaging is promising thanks to its capability to reduce
the volume of acquired data and thus to speed up the acquisitions and increase the imaging
rate of 3D US devices.
Another excellent candidate for CS theory is the Doppler duplex imaging that implies
alternating between two modes of emission, one for B-mode imaging the other one for
flow estimation, thus giving sparse velocity measurements. By randomly alternating the
two modes of emissions, compressive sensing allows us to recover the Doppler signal using
much fewer emissions.
The work presented in this thesis falls within the scopes described above and is dedica-
ted to the application of the CS theory for the compressed acquisition and reconstruction
of 3D US images and Doppler signals. It addresses the following methodological aspects :
– A key element in CS is that the data to be reconstructed should have a sparse
expansion in some basis or dictionary. As a consequence, one important feature of
the existing studies is the choice of the representation where the US data is assumed
to be sparse. To this end, we propose using learned overcomplete dictionaries for the
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CS reconstruction of 3D US images.
– Another important feature for ensuring a successful CS reconstruction is the way the
measurement of the data is performed. Thus, we focus our attention on the line-wise
sampling of entire RF lines in 3D US imaging which results in an increase of the
frame rate.
– A difficulty often encountered in this context is the recovery of non-sparse or partially-
sparse signals such as the Doppler signals. Thus, we proposed a CS framework based
on the block sparse Bayesian learning that has the particularity of being able to
recover non-sparse signals by exploiting their correlation structure.
Thesis overview
This manuscript is composed of three main parts.
In the first part, we present the physical basis of the ultrasound image formation and
give the main properties of the echographic image. We focus on the existing modalities
that allow the acquisition of 3D ultrasound images, their limitations and perspectives. We
also present ourselves in the dynamic ultrasound systems that are used to estimate and
visualize blood flow in the body, the Doppler systems. Particular attention is given to the
existing types of Doppler systems and to the formation of the Doppler spectrogram. In
the following chapter of this part, we summarize the main aspects of the compressed sen-
sing theory. We will describe the general framework, the main theorems and illustrate and
analyze the associated assumptions of the CS theory. This will lead us to a discussion on
the existing reconstruction techniques. The sparse reconstruction problem of compressed
sensing can also be formulated in a Bayesian framework, which we will present in this
part. The last chapter focuses on the use of dictionary learning techniques in the sparse
optimization context which will be used in this thesis.
The second part is dedicated to the application of compressed sensing using dictionary
learning to ultrasound images. We propose in this work to use adapted learned over-
complete dictionaries to sparsely represent our ultrasound images. We begin by giving a
detailed review of the compressed sensing methods used for the reconstruction of 2D and
3D images. In this context, we show preliminary results from the application of the dic-
tionary based method to 2D ultrasound images. The next chapter, presents the conditions
of application of the proposed approach to 3D data. It details in particular the sampling
patterns, reconstruction scheme and the study of optimal parameters used in this contri-
bution. Finally, we validate this algorithm on simulated, ex vivo and in vivo experimental
data and we evaluate the generalization ability of the proposed approach.
In the third part of this thesis, we propose a framework for randomly interleaving in
duplex Doppler ultrasound systems, where the acquisition time needs to be shared between
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the Doppler emissions and the B-mode imaging emissions. The proposed technique is based
on a Bayesian CS framework that exploits intra-block correlation. We first review the
existing techniques that use CS to reconstruct Doppler signals. We then propose a method
based on the block sparse Bayesian framework to reconstruct the Doppler signal segment
by segment. The performance of the algortihm is validated on simulated and experimental
data and compared to a state-of-the-art method.
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Chapitre 1
Ultrasound imaging
Ultrasound is a widespread medical imaging technique that relies on the propagation of
ultrasound waves in biological tissues. This imaging system presents important advantages
that make it one of the most popular medical modalities, among which :
– The relative low cost of the system compared to other imaging modalities such as
CT, MRI, PET.
– The transportability of the equipment giving the possibility to perform bedside
exams.
– The safety of this imaging type as it is non-ionizing and non-invasive.
– Lastly, echography is the only non-invasive medical imaging modality that acquires
true real-time visualization of body structures by displaying their acoustic properties.
All these advantages make ultrasound imaging very attractive to the medical commu-
nity and oneof the most common used techniques in medical diagnostic imaging.
1.1 Ultrasound image formation
Ultrasound imaging is based on the physical interaction between an emitted acoustical
wave and the tissues of the human body. Part of the wave is reflected back in the direction
of the ultrasound system whenever the wave travels through structures within the body.
The intensity of the returning echoes are then used to image the tissues. Furthermore,
the ultrasound wave transfers energy to the medium as it travels, which is converted to
heat. The acoustic waves can have three main interaction forms with the tissues which are
absorption, reflection and refraction.
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CHAPITRE 1. ULTRASOUND IMAGING
1.1.1 Equipment
Transducer
An ultrasound system consists of a transducer composed of a certain number of pie-
zoelectric elements that generate a sound wave when stimulated by an electrical signal
that is transmitted into the tissue. The piezoelectric elements convert the electrical energy
to acoustic energy and vice versa. Thus, usually the same transducer is used for both
transmitting and receiving the ultrasound waves. The acquisition can be done with dif-
ferent types of transducers that sweep a rectangular area or a sectorial area (Figure 1.1).
A rectangular area sweep is done with linear transducers that emit parallel beams. While
the sectorial areas can be covered with two kinds of probes : convex probes or phased
arrays. Convex probes use electrical sweeping to translate the activation of the elements
over the convex surface to cover the sectorial zone which allows to scan deeper and wi-
der structures. Phased arrays use electronical beam steering and are much more compact
than convex probes, which makes them more useful in echocardiography as they can avoid
obstacles such as the thoracic cage ribs.
(a) (b) (c)
Figure 1.1 – (a) Linear array transducer. (b) Convex array transducer. (c) Phased array
transducer.
Beamforming
The echographic image is built by using transducers with multiple piezoelectric ele-
ments that are activated both in emission and reception mode. The construction principle
is based on the Huygens principle that states that a wavefront can be decomposed in a
number of point sources, each being the center of an expanding spherical wave. Thus, any
type of wavefront can be constructed using point sources. By considering the piezoelectric
elements as point sources we can use this approach to focus and steer the ultrasound beam
on the desired location of the medium. At transmission, the beam is formed by delaying
the emission on each piezoelectric element to focus the emitted energy on a depth of in-
terest as shown in Figure 1.2.(a). At reception, the received signals are delayed to allow
focusing and then summed as in Figure 1.2.(b). In addition to focusing, the system can be
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1.1. ULTRASOUND IMAGE FORMATION
improved by weighting the contribution of each element, this being called apodization. For
more details on beamforming methods, one may refer to [Angelsen, 2000,Liebgott, 2005].
(a)
(b)
Figure 1.2 – Principle of delay and sum beamforming (a) in emission and (b) in reception.
Image resolution
The quality of an ultrasound system depends strongly on both axial and lateral reso-
lutions of the acquisition system.
Axial resolution The axial resolution refers to the ability to distinguish two different
structures that lie in the direction of the propagation (i.e. parallel) of the ultrasound
beam as separate and distinct. This resolution depends on the shape and length of the
ultrasound wave, on the wave-length and the band-width of the probe. The frequencies
used in echography usually range from 1 to 20 MHz. However, the attenuation of the sound
wave is increased at higher frequencies, so in order to have better penetration of deeper
tissues, a lower frequency (3-5 MHz) is used. At about 3-3.5 Mhz, the axial resolution is
about 0.2 mm.
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CHAPITRE 1. ULTRASOUND IMAGING
Lateral resolution The lateral resolution refers to the ability to distinguish two struc-
tures lying side by side (i.e., perpendicular to the beam axis). Lateral resolution is directly
related to the transducer beam width, which in turn is inversely related to the ultrasound
frequency : the thinner the beam, the better the lateral resolution will be. The lateral re-
solution depends on the geometry of the transducer, the frequency and the focal distance
which corresponds to the distance between the probe and the point where the beam is the
finest. Using the beamforming technique, the focusing can be modified during the exam
by the operator to give an optimal resolution in the region of interest. It can be noted
that using dynamic focusing, it is also possible to focus on multiple points along a certain
direction.
1.1.2 Fundamental physical concepts
Ultrasound imaging relies on the physical interaction between an ultrasound wave and
the tissues of the human body. As the acoustic wave travels through the body, it is changed
and distorted by the physical properties of the tissues it encounters. Part of the wave is
reflected whenever the wave travels through an interface between two media with different
acoustical properties (acoustic impedance mismatch). Furthermore, the ultrasound wave
transfers energy to the medium as it travels, which is converted to heat. The main interac-
tion forms are absorption, reflection and refraction, while the reflection may be classified











Air 1.2 333 0.40× 103 12
Blood 1.06× 103 1566 1.66× 106 0.2
Bone 1.38− 1.81× 103 2070 - 5350 3.75− 7.38× 106 10
Brain 1.03× 103 1505 - 1612 1.55− 1.66× 106 0.6
Fat 0.92× 103 1446 1.33× 106 0.48
Kidney 1.04× 103 1567 1.62× 106
Lung 0.40× 103 650 0.26× 106 40
Liver 1.06× 103 1566 1.66× 106 0.5
Muscle 1.07× 103 1542 - 1626 1.65− 1.74× 106 1.09
Spleen 1.06× 103 1566 1.66× 106 0.0022
Water 1.00× 103 1480 1.48× 106
Soft Tissues 1540 (average) 1.63× 106 0.54 (average)
Table 1.1 – Approximate densities, sound speeds, characteristic acoustic impedances and
attenuation of human tissues.
Absorption
As the ultrasonic wave propagates, the particle oscillations that it causes require energy,
causing the wave to lose energy mostly in the form of heat. This phenomenon is characteri-
50 Oana LORINTIU
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2015ISAL0093/these.pdf 
© [O. Lorintiu], [2015], INSA Lyon, tous droits réservés
1.1. ULTRASOUND IMAGE FORMATION
zed by the attenuation coefficient. This coefficient is specific to each medium and increases
with the wave frequency, see Table 1.1.
Reflection and transmission
As a plane ultrasonic wave encounters an interface between two media of different me-
chanical properties, a part of the energy is carried into the second medium and a part of
it is reflected as an echo at places where there are discontinuities in the acoustical proper-
ties between the two media. This phenomenon is dependent of the incident angle and the
differences of acoustic impedances of the media (see Table 1.1). Acoustic reflexions are of
two kinds depending of the size of the interface : specular and diffuse reflection.
Specular reflection (see Figure 1.3) appears when the transmitted ultrasound wave
meets interfaces where the size of the inhomogeneities in acoustical impedance is larger
than the wavelength of the acoustical signal. Thus, specular reflections allow to visualize
boundaries of two different media, like those which separate blood and tissue.
Diffuse reflection type occurs at an interface whose dimensions are comparable to the
wavelength or smaller. The diffuse reflection phenomenon is responsible for the "noisy"
nature of ultrasound images (also known as "speckle") and gives information about spatial
properties of the point scatterers as illustrated in Figure 1.4.
Figure 1.3 – Illustration of specular reflection. (a) principle of specular reflection. (b)
Specular interface that separates blood pool from tissue region (yellow line). Reproduced
with permission from [Bernard, 2006].
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CHAPITRE 1. ULTRASOUND IMAGING
Figure 1.4 – Illustration of diffuse reflection. (a) principle of diffuse reflection. (b) A region
where we can found some diffuse reflections from blood (yellow delimitation). Reproduced
with permission from [Bernard, 2006].
Speckle
The speckle phenomenon corresponds to the granular appearance of homogeneous tis-
sues in ultrasound images and is a result of the scattering of the ultrasound wave as it
propagates through a medium with small point scatterers, as illustrated in Figure 1.4. This
texture arises from the diffuse reflexion and is a results of both constructive and destruc-
tive interferences of the back-scattered acoustic waves. A constructive (resp. destructive)
interference yields a bright (resp. dark) region in the echographic image.
The speckle nature depends on the spatial resolution of the ultrasound equipment,
which is mathematically defined as the point spread function (PSF). The local size of the
PSF is denominated as resolution cell. The scatterers within a resolution cell contribute
locally to the speckle interference pattern. Given the shape of the ultrasound beam that
converges to the focal point and diverges afterward, the size of the resolution cell varies
with depth. This phenomenon is limited in practice through the use of dynamic focusing
inside the acquisition systems.
As a consequence, the spatial distribution, density and echogeneity of the scatterers
within a resolution cell of these scatterers influence the speckle pattern. Speckle can be both
seen as a noisy component of the image or as a characteristic feature of the tissues. In order
to enhance the homogeneity of image appearance within the same tissue, several authors
have proposed speckle-suppressing filtering techniques [Yu and Acton, 2002,Michailovich
and Tannenbaum, 2006]. Nevertheless, the speckle pattern can also be seen as a tissue
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1.2. ULTRASOUND SIGNAL REPRESENTATIONS
fingerprint, as it arises deterministically from the distribution of the scattering sites from
the underlying tissue architecture, although not representing their true spatial arrangement
(i.e. the observed speckle does not directly correspond to underlying tissue microstructure).
Furthermore, it has been shown that the speckle pattern keeps its shape under small
motion/deformation, making it extremely useful for tracking problems. Thus, while on a
still frame it can be seen as spatial noise, thus making automatic image segmentation more
difficult, the coherent motion of the speckle patterns is of great value for motion estimation
algorithms.
1.2 Ultrasound signal representations
The obtained ultrasound signal on the receiving transducer elements needs to be pro-
cessed in order to highlight the pertinent information and display it as a classic ultrasound
image. The steps of the image formation process are illustrated in Figure 1.5 and described
below.
1.2.1 Radio-frequency signal (RF)
The transducer converts the acoustical reflected wave into an electrical signal. The
radio-frequency signal corresponds to the signal obtained after the beamforming operation.
This signal contains a lot of microinformations on the structures that the transmitted
sound-wave insonified. In order to cover a region of the patient’s body, several ultrasound
beams are emitted in different directions and the corresponding RF signals are gathered
to form an RF image (Figure 1.5.(a) and (b)).
1.2.2 Complex envelope signal (IQ)
The complex envelope (usually called IQ signal for In phase Quadrature signal) is
obtained through demodulation of the analytic signal according to its central frequency
f0. The resulting signal is complex with a spectrum having a maximum frequency value
lower than the one of the RF and analytical signals. Thus, the IQ signal has the same
amount of useful information but implies a lower sampling frequency than the RF signal.
1.2.3 Envelope signal
The envelope signal is used for the display of the echographic image. This signal cor-
responds to the envelope of the RF signal and can be derived either from the RF or the
IQ signal (see Fig. 1.5.(c) and (d)). A logarithmic compression is applied to the envelope
signal in order to compensate for the high dynamics of the image. This last operation
allows to obtain the final gray levels used for the display of the image (see Fig. 1.5.(e) and
(f)). If the image was acquired using a sectorial probe, the image is also converted from
polar coordinates (ρ, θ) to cartesian coordinates (x, y).
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Figure 1.5 – Illustration of the ultrasound image formation. Radio-frequency image ((a),
(b)), envelope image ((c), (d)) and envelope image with logarithmic compression ((e), (f))
are successively derived. The final image (e) corresponds to the image displayed on the
screen of the ultrasound equipment. For each image, we give the A line signal corresponding
to the yellow curve. Reproduced with permission from [Bernard, 2006].
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1.3 Imaging modes
Three imaging modes are usually used in clinical routine : the M-mode, the B-mode
and the Doppler mode.
1.3.1 M-mode echography
The M-mode, where the M stands for motion, consists in continuously observing over
time the echoes generated by one ultrasound beam, whose orientation is fixed. The move-
ment of the organs crossed by the beam induce a variation of the position and intensity of
the echoes received by the probe. Since only one spatial dimension is used, the time reso-
lution is much higher than in B-mode imaging (typically tens of Hertz in B-mode imaging
over KHz in M-mode imaging) and thus allows the observation of very fast movements.
For instance, M-mode is often used in echocardiography to observe the movements of heart
walls and valves.
1.3.2 B-mode echography
The B-mode is the most frequently used imaging mode. It can be either 2-dimensional
or 3-dimensional (due to the recent advances in echographic probes) and thus allows to
image both depth and width (in 2D) or thickness (in 3D).
2D imaging
The 2D B-mode imaging is the most widespread mode in clinical routine. It consists in
scanning a plane through the body and displaying the received echoes in a two-dimensional
image. To do so, many emissions are done successively, each time with a different beam
orientation. The position of an echo on the image is determined by its travel time and the
corresponding beam orientation. The acquisition process is quite fast and generally allows
a framerate of 20 to 30 images per second.
3D imaging
Even though, 2D ultrasound imaging systems are useful diagnostic imaging techniques
as they are highly flexible, fast, cheap and noninvasive, they also suffer from several limi-
tations [Fenster et al., 2011] :
– Conventional ultrasound images are 2D, though the anatomy is 3D, thus the user
needs to combine mentally several 2D images in order to obtain a 3D representation
of the organ anatomy or pathology. This is time-consuming and inaccurate as it may
result in an inter-observer variability and incorrect diagnoses.
– Accurate measurements and delineations of organs or lesions volumes can be variable
and sometimes inaccurate on 2D acquisitions.
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– Monitoring the progression of a pathology or lesion is challenging since it is parti-
cularly difficult to place the 2D US imaging transducer at the same location and
orientation on the patient at different time intervals.
– It does not permit the viewing of planes that are parallel to the skin.
In order to overcome these limitations, three-dimensional ultrasound imaging systems
have been developed. The first three-dimensional US images were demonstrated in the
1970s and the first commercial system was made available in 1989 by Kretz, Zipf, Austria.
Over the past decades, researchers and commercial companies concentrated efforts in order
to develop efficient three-dimensional US imaging systems. However, development of 3D US
systems require real-time or near real-time scanning techniques, with accurate volumetric
geometry on inexpensive and mobile systems. A wide range of systems has been developed
to obtain 3D US images, that comprise the use of linear arrays in mechanical and free-hand
scanning and the use of 2D arrays.
Mechanical 3D US scanning systems These systems perform a mechanical scanning
sweep of the volume of interest through the motion (rotation, translation, tilt) of a 2D
transducer and then post-process the data acquired to form a 3D image. Because the
scanning geometry is predefined and mechanically controlled, the positions and orientation
of the acquired 2D US images are accurately known. These types of systems exist either
under the form of integrated 3D US transducers where a linear US transducer is moved
inside the housing or use external fixtures to move a conventional 2D transducer. The
advantage of the first type is that they are easier to use and have more mobility than the
systems using fixtures but they require special US machines. While US machines using
fixtures can adapt to any type of transducer but are cumbersome. Generally, mechanical
3D scanners can be heavy, bulky and inconvenient to use on the body depending of the
location or the organ.
Free-hand scanning with position sensing Another approach uses a conventional
US transducer generating 2D images and uses sensors to allow tracking of the transducer
as it moved over the body in order to reconstruct an accurate 3D volume [Fargier-Voiron
et al., 2014]. The 3D imaging system can be formed from a conventional 2D transducer
whose position and orientation is tracked. This can be achieved by mounting a sensor on
the transducer to obtain its position and orientation as it is moved over the body. As
this techniques is not mechanical the transducer has to be swept over the anatomy by an
operator at an adequate speed to ensure the necessary spatial sampling and that the set
of 2D images doesn’t have any gaps.
3D US scanning systems using 2D arrays In order to cover an anatomy volume of
interest, the mechanical and free-hand techniques require a large number of US acquisi-
tion lines. However there is a fundamental limit corresponding to the trade-off between
temporal and spatial resolution : the ultrasound wave must travel into the body and the
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echoes need to propagate back to the transducer. Thus, the average framerate achievable
by these systems is of about 2/3 volumes per second which is not sufficient in some cases,
as for example, the case of a beating heart that beats at around 60-75 beats per minute. To
overcome the speed limitations and the need to move by hand the transducer, transducers
generating real-time 3D volumes have been recently developed. These transducers use a 2D
phased array, allow to remain stationary and use the phased array to electronically sweep
a pyramid-shaped volume. This approach in which the echoes are received by a 2D array
matrix provides the acquisition and display of real time 3D images. The main challenge
of this technique is physically connecting all the elements to wires and activating them on
transmission/reception modes, and thus, a solution is activating only a fraction of them,
leading to naturally sparse RF data. Since the technology for developing 2D matrix arrays
transducers is complexe, few companies provide it and these systems are not yet common
in the clinical routine.
The types of 3D acquisition strategies using linear and matrix arrays described in this
section are presented in Figure 1.6.
Figure 1.6 – Different acquisition strategies for 3D ultrasound images : (a), (b), (c) present
mechanical scanning approaches with linear, tilt and rotational motions and (d) shows an
electronic 2D phased array approach. Reproduced with permission from [Barbosa, 2013].
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1.3.3 Doppler echography
Medical US systems can also be used to estimate and visualize the blood flow coming
through blood vessels by using Doppler systems. These systems can be used to detect,
measure and image blood flow or any other movement at a position in the body and find
its velocity over time. The measurements are obtained by repeatedly sending pulses in the
same direction and then using the correlation between each of these pulses to calculate
the velocity.
The principle of the Doppler effect
Doppler velocimetry is based on the fact that the frequency of ultrasound reflected by
a moving particle is different from the frequency of the emitted ultrasound. Let us consider
a target in motion relative to an ultrasound transmitter and receiver (Figure 1.7), where
fe is the frequency of an emitted ultrasound wave, c its propagation speed and the target
forms an angle θ with the axis of the ultrasound beam. The frequency of the wave emitted
by the particle moving at velocity v is no longer fe but a new frequency fd which is caused
by the Doppler effect. This variation in frequency is due to the movement of the target
while the wave is not modified, its wave length being preserved. The Doppler frequency
corresponding to he shift in relation to the frequency of the US emission is given by :
fd = 2fe|v| cos θc .
Figure 1.7 – Principle of velocity measurement with Doppler ultrasound effect. Reprodu-
ced with permission from [Vray et al., 2014].
Continuous wave (CW) Doppler
The CWDoppler system consists of a transmitter which emits continuously a sinusoidal
wave and in a receiver constantly detecting the backscattered waves. The ultrasound wave,
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after reflection from the moving particles , is collected by the receiving transducer and the
electrical signal is amplified. Then a complex demodulation allows to obtain after filtering
the signal at the Doppler frequency that is proportional to the velocity of the blood.
However, the speed of the moving elements is deducted without any axial resolution, i.e.
the information from all the inhomogeneities located in the targeted volume is superposed.
Pulsed wave Doppler
The CW Doppler systems are non-invasive and easy to use systems but they lack the
possibility to detect the depth in tissue of the vessel. It is possible that two different ves-
sels that are at different depths, will be interrogated at the same time and thus, yielding
a wrong frequency due to the superposition of the back-scattered waves. Thus, the PW
Doppler was created to overcome the problems of the CW Doppler. Here, the emission
is not continuous anymore, but the transmitter emits a series of ultrasound pulses that
propagate and interact with the blood and tissue. The returning echoes are received by
the same transducer and amplified. In the case of the PW Doppler, it is not the shift in
emitted frequency that is detected but the shift in position of the scatterers, as shown in
Figure 1.8. The left side of the figure shows the series of echoes received by the transdu-
cer. These received signals are shown on top of each other. The right part of the figure
shows the Doppler signal, formed by taking one sample value from each received signal at
a given time (thus associated to a given depth) indicated by the dashed line in the left
graph. The Doppler signal will thus be constant if there is no motion and will correspond
to a sinusoid in the case of a stationary flow (i.e. with constant velocity). To reduce errors
speed is generally calculated on an averaged signal corresponding to 128 emissions. The
emission pulse frequency repetition is called PRF (Pulse Frequency Repetition) and it is
proportional to the depth of exploration since we must wait for the returning echoes before
a new emission. It has been shown that the Doppler frequency can not be greater than
PRF / 2.
Using a number of pulse-echo lines and sampling at the depth of interest, thus, gives a
digital signal with a frequency proportional to velocity. Having a movement of a collection
of scatterers with different velocities then gives a superposition of the contribution from
the individual scatterers and gives rise to a spectral density reflecting the density of the
velocities. Applying a Fourier transform to the received signal will thus directly reveal
the velocity distribution for a given time. Often a B-mode image is presented along with
the sonogram in a duplex Doppler system, and the area of investigation is shown on the
image. In order to show the blood velocity in vessels, one point is selected on the B-mode
image and the evolution of the velocity at the given point is shown as function of time on
a pulsed Doppler spectrogram. If both modes B-mode imaging and pulsed Doppler spec-
trogram, need to be used in the same imaging sequence then the acquisition time must
be shared between the two imaging systems and a strategy for alternating them is required.
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Figure 1.8 – PW Doppler. The left graph shows the RF line series received from the
successive emitted pulses. The right graph shows the Doppler signal corresponding to a
given depth, materialized by the dotted line on the left graph. Modified with permission
from [Jensen, 1996b]
An example we show in Figure 1.9 the duplex scan for a carotid artery. The left
part shows the B-mode ultrasound image of the artery with the placement of the range
gate or measurement site. The right side shows the spectrogram, which gives the velocity
distribution over time.
Challenges
As we have seen throughout this chapter, ultrasound image processing poses several
challenges. Indeed, ultrasound image quality is strongly affected by the acquisition condi-
tions, especially in 3D imaging and duplex acquisitions. The main challenge in 3D imaging
for using the promising matrix arrays in acquiring real-time 3D volumes is of technical
nature and consists in the difficulty of connecting all the elements and activating them at
will. On the other hand, in duplex imaging, B-mode imaging and pulsed Doppler spectro-
gram, need to be used in the same imaging sequence, thus, the acquisition time must be
shared between the two imaging systems and a strategy for alternating them is required.
In both cases, a better acquisition strategy is needed and a possible solution is based on
the compressed sensing framework that we will present in the next chapter.
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Figure 1.9 – Duplex scan showing both B-mode image and spectrogram of the carotid
artery. Reproduced with permission from [Jensen, 1996b]
Oana LORINTIU 61
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2015ISAL0093/these.pdf 
© [O. Lorintiu], [2015], INSA Lyon, tous droits réservés
CHAPITRE 1. ULTRASOUND IMAGING
62 Oana LORINTIU
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2015ISAL0093/these.pdf 
© [O. Lorintiu], [2015], INSA Lyon, tous droits réservés
Chapitre 2
Compressed sensing theory
In this chapter we intend to summarize the main aspects of the relatively novel theory
of compressed sensing theory (CS), which provides a fundamentally new approach to data
acquisitions by suggesting that it is possible to surpass the limits of traditional sampling.
The interested reader will find in [Duarte and Eldar, 2011, Eldar and Kutyniok, 2012] a
more detailed presentation of the CS framework and properties. First, we will give a ge-
neral introduction about the CS theory, followed by the mathematical formulation of the
main theorems and the illustration and analysis of the associated assumptions. This leads
us to a discussion on the reconstruction techniques. We then focus on the Bayesian CS
which gives a novel formulation of the problem. The last chapter focuses on the learning of
the sparsifying dictionaries, more specifically the general context and the main algorithms
found in literature.We finish the chapter on the CS theory by presenting the application
of CS in signals and image reconstruction.
2.1 Introduction
In the midst of nowadays technological revolution where the amount of data collected
and generated by sensors and sensing systems is exploding, it is becoming difficult to handle
all this information. In many emerging applications, the acquisition or processing of the
generated data is posing a tremendous challenge. This may be due to several difficulties :
– high sampling bound implied by the Nyquist-Shannon sampling theorem,
– physical impossibility to build devices capable of acquiring samples at the necessary
rate (e.g. seismic sensors, ultrasound matrix probes),
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– the cost of designing or using the acquisition systems,
– time and economic constraints demanded by the existing devices (e.g. MRI acquisi-
tions should be quick enough to avoid any movement of the patient’s organs)
– health risks for the users (e.g. radiation exposure related to the image acquisition
duration in certain imaging fields such as CT-scans)
In order to address the challenges raised by dealing with such high-dimensional data,
the usual approach often relies on compression. This compression-based approach aims
at representing the signal in a basis or a frame in which it has a sparse or at least a
compressible representation. The original signal can be recovered by preserving only the
values of the largest coefficients of the signal, the rest of the coefficients being discarded
and thus their acquisition can be considered wasteful. A common example of this approach
are digital images, videos or audio signals which concentrate most of their energy on very
few wavelet coefficients, and it is exploited by the PEG, JPEG2000, MPEG, and MP3
compression standards.
In this context, compressed sensing provided a fresh and effective approach of data ac-
quisition. Rather than store all the measurements imposed by the Shannon-Nyquist limit
and then discard much of the information, it would be more efficient to directly acquire
only the usefu part of thel signal to begin with. Such approach is at the heart of compres-
sed sensing, thus allowing to simultaneously perform measurement and compression. The
benefits of this method are obvious since it permits by design to get around the above
mentioned problems.
In this chapter we address the fundamental concepts of the compressed sensing theory
(CS), that can also be called compressive sampling or or compressive sensing. We will
present a brief review of the mathematical formalization, its key concepts, the main algo-
rithms for sparse recovery and some basic results.
2.2 Problem formulation
2.2.1 Formalization
Compressive sensing (CS) [Candés and Wakin, 2008] allows the reconstruction of a
signal x ∈ Rn from a linear combination of a small number of random measurements
y ∈ Rm,m < n. In a general setting, the measurements y may be acquired in the so-called
"sensing basis" Φ , which depends on the acquisition device. For example, in MRI, Φ is the
Fourier basis and in ultrasound, Φ simply consists in the usual delta functions. We then
have :
y = RΦx (2.1)
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where RΦ is thus a m×n matrix. The columns of R have an entry one at random positions
and zero elsewhere, thereby modeling the random selection of the measurements.
The CS theory assumes that x has a sparse representation in some model basis Ψ,
which can be an orthonormal basis, a frame or an overcomplete dictionary, such that :
x = Ψv (2.2)
where v has only k < m < n non zero coefficients. The vector of coefficients v is then
said to be k-sparse. CS theory shows that this sparsity allows an exact recovery of v with
overwhelming probability for a certain class of matrices ΦΨ [Candés and Wakin, 2008]. In
particular, the sensing basis Φ has to be incoherent with the model basis Ψ [Candés and
Romberg, 2007]. Finally, the problem can be written as follows :
y = RΦΨv = Av (2.3)
where A is a m× n full rank matrix (i.e. the m rows of A are independent).
In these settings, the CS problem thus amounts to solve (2.3) for v , under the constraint
that v is sparse. Once v is estimated, the signal x , can then be computed from (2.2).
Formally, the CS problem may be solved through the following l0-minimization problem
P0 :
P0 : vˆ = arg min
v∈Rn
‖v‖0 subject to y = Av (2.4)
where the l0 norm of v is ‖v‖0 = # {i, vi 6= 0} .
P0 implies that from all the possible solutions of (3), we seek the sparsest one. In ge-
neral, solving (4) is NP-hard. Iterative greedy algorithm attempt to solve this problem by
successively adding nonzero components to a sparse approximation of v (see [Tropp and
Gilbert, 2007]).
An alternative way of tackling the CS problem is to replace the l0 norm by the l1
norm, i.e. considering the convex relaxation of (2.4) and solving the following basis pursuit
problem P1 [Candés, 2008,Candés and Tao, 2005] :
P1 : vˆ = arg min
v∈Rn
‖v‖1 subject to y = Av (2.5)
where the l1 norm of v is ‖v‖1 =
∑n
i=1 |vi|. The conditions yielding the equivalence of
problems P0 and P1, based on the so-called restricted isometry property (RIP), have been
presented by Candès in [Candés, 2008] (see also [Candés and Wakin, 2008]).
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The interest of using the l1 norm over the conventional l2 norm to promote sparsity
can be easily explained using a geometrical interpretation. Figure 2.1, shows l1 and l2
minimizations for the 2 dimensional data case. The line represents the set of solutions to
y = Φx. The unit circle for the l1 norm is a square with axis aligned corners, while the l2
ball is the well known unit circle. In this example, the solution we search lies on one of
the two axes which in the case of the l2 ball can be found only in the case the solution line
is vertical or horizontal, i.e. Φ = 0. Thus, for the l2 minimization, the solution line will
choose points far from the coordinate axis which are non-sparse while in the case of the l1
ball the line will intersect a corner giving a sparse solution.
(a) l1 ball (b) l2 ball
Figure 2.1 – (a) Solving the l1 minimization problem in R2 and (b) l2 minimization
problem in R2. The l1 ball intersects the line of solutions to give the sparsest solution but
the l2 ball does not.
The framework described above assumes that we are given exact samples of the signal
to be recovered. This is seldom the case in practice, since the measurements are very often
corrupted by noise. For reconstruction of measurements with additive noise, we have :
y = Av + e (2.6)
where e represents a noise term of bounded energy ‖e‖2 ≤ ε. The original basis pursuit
problem P1 can be recast as the following problem [Candés, 2008] :
P2 : vˆ = arg min
v∈Rn
‖v‖1 subject to ‖y −Av‖2 ≤ ε (2.7)
In practical applications the signal is generally not exactly sparse but most of its coef-
ficients in (2) are small. When signal coefficients v decays exponentially in absolute value,
the signal is said to be compressible. The solution found by P1 (2.5) or P2 (2.7) gives the
approximation of v by keeping its largest entries.
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2.2.2 Sparsity
Signals may often be expressed as a linear combination of just a few significant elements
from a known basis, frame or dictionary. When this representation is exact we say that the
signal is sparse. However, true sparsity is almost never reachable due to the presence of
noise but they are often compressible. For example, if a digital natural image is taken, it is
well known that wavelets provide a sparse approximation. This is illustrated in Figure 2.2,
which shows a wavelet decomposition of Lena, a reconstruction of the image using only
5% of the highest wavelet coefficients and the original Lena image. We observe that most
of the wavelet coefficients are close to zero. Thus, we can obtain a good approximation of
the signal by setting the small coefficients to zero.
The notion of sparsity, illustrated here above, states that a vector is k-sparse when it
has at most k non-zero coefficients. This is measured by the l0 norm, as following :
‖v‖0 = # {i, vi 6= 0} (2.8)
In most cases, the signal is not sparse itself but has a sparse representation in some basis,
frame or dictionary. This signal can be expressed in this basis, denoted Ψ, as x = Ψv
where ‖v‖0 ≤ k.
In the context of compressed sensing sparsity is the prior information of the signal we
intend to efficiently sense. If the signal itself is not sparse, we will try to sparsify it by
considering its expansion in a representation domain. In this case, two possibilities can be
envisaged. If certain characteristics of the signal are known, the representation basis can
be chosen amongst the known basis and frames such as the Fourier basis, wavelets, etc.
The advantages of such a representation are that the fast associated transforms are known
as well as their mathematical properties. Otherwise, we can choose adaptive dictionaries
that allow for sparser representations since they are optimized for the signals in question.
This is done through dictionary learning. In this case, the mathematical structure of these
transforms is unknown.
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Figure 2.2 – (a) Original 512 × 512 Lena image. (b) Image reconstructed from 5% of
the wavelet coefficients of the original image. Only the largest coefficients were kept. The
others were set to zero. (c) Wavelet decomposition. Large coefficients are represented by
white pixels, while small coefficients are represented by black pixel. (d) Sorted wavelet
coefficients of the original image on a log-scale.
2.2.3 Incoherence
We consider a pair of orthobases (Φ,Ψ) ∈ Rn, corresponding respectively to the so







The coherence measures the largest correlation between any two elements of Φ and
Ψ [Donoho and Huo, 2001]. If Φ and Ψ contain correlated elements, the coherence is large,
otherwise, is small and is comprised in [1,
√
n]. Compressed sensing concentrates on pairs
that have low coherence, also called incoherence. This means that the information carried
by the few sparse coefficients of v in (2.2) is spread all over the entries of y in (2.3). An
example of a pair of bases that has low coherence is the Dirac basis and the Fourier basis.
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This time-frequency pair gives a maximal incoherence since µ(Φ,Ψ) = 1.
Theorem 1. Fix x ∈ Cn and suppose that the coefficient v of x in the basis Ψ is k-sparse.
Select m measurements in the Φ domain uniformly at random. Then if
m > C · µ2(Φ,Ψ) · k · log(n) (2.10)
for some positive constant C, the solution to (2.5) is exact with overwhelming probability.
Details are available in [Candés and Romberg, 2007]. From this theorem we deduce
that the greater the incoherence, the fewer samples are needed for exact reconstruction.
This theorem is illustrated in Figure 2.3. The simulated signal x is of length n = 64 and
is built from a k-sparse vector with k = 4, 8, 16, 32. The magnitude of the k non-zero
coefficients follows a Gaussian distribution centered at zero with a standard deviation of
1. The simulated acquired signal y consisted of randomly picking m samples of x. For each
value of the parameter k, 500 different signals were generated, sampled and reconstructed.
The reconstruction was done using the SPGL1 (see Section 2.3.2) algorithm with default
settings. From 500 trials, the probability of exact reconstruction can thus be estimated.
The reconstructed signal is considered to be exact if the PSNR is higher than 70 dB. In this
Figure we reconstruct the signal using a sensing matrix and sparsifying matrix that are
maximally incoherent (2.3.(a) Φ = Dirac, Ψ = Fourier) and that are maximally coherent
(2.3.(b) Φ = Dirac, Ψ = Dirac). As expected, the probability of recovery using the pair
that has low incoherence is very low, while with the pair that has high incoherence the
probability of exact reconstruction is much higher. Is can also be noticed that less sparse
signals require more measurements to be efficiently reconstructed.
Interestingly, it has been shown that random matrices are largely incoherent with any
fixed basis [Kutyniok, 2012]. Thus, linear projection of the data on sub-Gaussian random
matrices (e.g. with i.i.d. Gaussian, Rademacher or Bernoulli entries) provides incoherent
measurements allowing for exact reconstruction with a minimal number of samples. Figure
2.4 shows an example of such improvement using the pair of matrices Φ =Gaussian random
matrix and Ψ = Dirac. As shown in [Kutyniok, 2012] the projection on the Gaussian matrix
allows exact reconstruction with a number of samples much smaller than in the case on
coherent matrices.
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Figure 2.3 – Empirical estimation of the probability of recovery of x for diﬀerent values
of K and m (number of measurements) for (a) Φ = Dirac, Ψ = Fourier and (b) Φ = Dirac,
Ψ = Dirac.
2.2.4 The Restricted Isometry Property (RIP)
We have seen that we can recover sparse signals from just a few measurements for
noiseless and exactly sparse signals. However, for data corrupted by noise or a signal
that is approximatively sparse, which is the case of most signals, the CS needs stronger
and more general conditions. In this context, Candès, Tao and others introduced the
so-called restricted isometry property which allows to study the general robustness of
CS and provides a mean to evaluate the precision of the reconstruction [Candés et al.,
2006a,Candés et al., 2006b,Baraniuk et al., 2007,Candés and Tao, 2005].
Theorem 2. Let A be an m×n matrix. Then A approximately has the Restricted Isometry
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Figure 2.4 – Empirical estimation of the probability of recovery of x for diﬀerent values
of K and m (number of measurements) for Φ = Gauss, Ψ = Dirac.
Property (RIP) of order k, if there exists a δk ∈ (0, 1) such that
(1 − δk) ‖v‖22 ≤ ‖Av‖22 ≤ (1 + δk) ‖v‖22 (2.11)
for all k-sparse vectors v.
This theorem implies, if satisﬁed, that A preserves the distance of the k-sparse vectors.
In the case of the noiseless recovery, it has been proven [Candés et al., 2006b,Candés
and Tao, 2005,Candés and Wakin, 2008] that if the RIP holds, the P1 problem gives an
exact reconstruction :
Theorem 3. Assume that δ2k <
√
2 − 1. Then the solution v to (P1) obeys :
‖v∗ − v‖l2 ≤
C0√
k
‖v − vk‖l1 and
‖v∗ − v‖l1 ≤ C0 ‖v − vk‖l1
(2.12)
for some constant C0 and vk is the vector v with all but his k largest coeﬃcients pout to
0. In particular, if v is k-sparse, the recovery is exact.
In the case of noisy reconstruction, the next theorem assesses a stable reconstruction of
the signal [Candés et al., 2006b]. In this context, the reconstruction error is proportional
to the noise level of the measurements.
Theorem 4. Assume that δ2k <
√
2 − 1. Then the solution v to (P2) obeys :
‖v∗ − v‖l2 ≤
C0√
k
‖v − vk‖l1 + C1 (2.13)
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for some constant C0 and C1.
The next step is finding which matrices A and how many measurements are needed
for the RIP condition to be achieved. The RIP condition has been demonstrated in two
situations. In the first situation, RIP can be achieved with overwhelming probability for
pairs of random sensing matrices (i.e. Gauss, Bernoulli) and orthonormal basis [Rudelson
and Vershynin, 2008,Mendelson et al., 2008]. The minimal number of measurements needed
to reconstruct the signal is :
m ≥ C · k · log(n
k
) (2.14)
where C is some constant.
The second situation in which the RIP can be established is for pairs of orthonormal
bases [Candés and Tao, 2006]. It is sufficient to have :
m ≥ C · k · (logn)4 (2.15)
measurements in order to be able to reconstruct the signal.
2.3 Sparse signal recovery algorithms
In this section, we will provide a brief overview of the different types of algorithms
typically used for sparse recovery. The sparse recovery problem was formulated in Section
2.2.1 and aims to minimize an objective function, subject to a constraint. In order to solve
(2.4) , (2.5) and (2.7) different optimization strategies have been introduced. The cor-
responding algorithms are very numerous and are still the topic of a very active research
(see [Tan et al., 2015a,Tan et al., 2015b,Fountoulakis et al., 2014,Dinh and Cevher, 2014]),
it is therefore highly difficult to cover them in a single section of a thesis chapter. We thus
propose to classify the different algorithms based on their approach of the problem, then
present a brief explanation and the application of these algorithms. The algorithms that
we decided to use during this thesis are explored in more details.
The reconstruction methods can be classified into the following groups, based on their
approaches to the CS problem :
– l0 norm minimization solved by greedy algorithms.
– l1 norm minimization based on convex optimization algorithms.
– lp norm with 0 ≤ p ≤ 1 minimization handled by non-convex optimization ap-
proaches.
2.3.1 l0-norm reconstruction
If we choose to solve the CS through the following l0-minimization problem P0 :
P0 : vˆ = arg min
v∈Rn
‖v‖0 subject to y = Av (2.16)
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then we have to consider greedy algorithms to attempt solving this problem, since this is,
in general, a NP-hard problem.
Greedy algorithms iteratively approximate the coefficients and the support of the ori-
ginal signal. They have the advantage of being very fast and easy to implement. There
are a high number of greedy methods for solving such problems [Blumensath and Davies,
2008a,Blumensath and Davies, 2009,Cohen et al., 2008,Dai and Milenkovic, 2009,Daven-
port and Wakin, 2010,Donoho et al., 2012,Needell and Tropp, 2009,Needell and Vershynin,
2010].We only briefly describe some of the most common methods. The first and most used
greedy approaches are the matching pursuit methods and iterative thresholding method.
Matching Pursuit (MP) methods
The most well-known greedy approach is Orthogonal Matching Pursuit (OMP), which
is introduced in [Pati et al., 1993] as an improved extension of Matching Pursuit [Mallat and
Zhang, 1993]. Other examples of greedy algorithms are stagewise OMP (StOMP) [Donoho
et al., 2012], regularized OMP (ROMP) [Needell and Vershynin, 2010], and compressive
sampling MP (CoSamp) [Needell and Tropp, 2009].
Orthogonal Matching Pursuit : We first consider here the OMP algorithm, which is
an iterative greedy approach that selects at each step the column of A that is is the most
correlated with the signal residuals. Then its contribution is subtracted from the original
measurement vector and the algorithm iterates on the residual (see Algorithm 1). The
hope is that after a certain number of iterations the OMP identified the correct set on
columns. The stopping rule can consist of either a limit on the number of iterations or a
requirement that the residual of y = Av tends to 0. Tropp and Gilbert [Tropp and Gilbert,
2007] proved that OMP can be used to recover a sparse signal with high probability using
CS measurements.
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Data: CS matrix/dictionary A, measurement vector y
Initialization : vˆ0 = 0, r0 = y,Λ0 = ∅, i = 1;
repeat
Find the index λi that solves the optimization problem :
λi = argmaxj=1...N |〈ri−1, aj〉|;
Λi ← Λi−1 ∪ {λi} : add entry corresponding to largest correlation to support;
Augment the matrix with chosen atoms : A˜i = [ ˜Ai−1, aλi ] ;
Update signal estimate : vi = argminv
∥∥∥A˜iv − y∥∥∥;
Update the residual : ri = y −Avi;
i = i+ 1;
until ‖ri‖l2 <  or i ≤ ITER_MAX;
Result: Sparse representation vˆ
Algorithm 1: Orthogonal Matching Pursuit
Iterated hard thresholding
In the case of the iterated hard thresholding method, we start from an initial signal
estimate vˆ0 = 0, the algorithm iterates a gradient descent step followed by hard threshol-
ding until a convergence criterion is met. These types of algorithms and their properties, in
particular, the performance guarantees and convergence speed have been studied in detail
in [Blumensath and Davies, 2008b,Blumensath and Davies, 2009].
Data: CS matrix/dictionary A, measurement vector y, sparsity level k
Initialization : vˆ0 = 0, i = 0;
repeat
ˆxi+1 = HK(xˆi +AT (y −Axˆi));
Where HK(a) is the non-linear operator that sets all but the largest (in
magnitude) K elements of A to zero.;
i = i+ 1;
until ‖ri‖l2 <  or i ≤ ITER_MAX;
Result: Sparse representation vˆ
Algorithm 2: Iterated Hard Thresholding
Conclusion
The principal advantage of the greedy algorithms is that they are quite straightforward
and easy to understand and code. However, the principal disadvantage is that in many
cases there is no guarantee that finding the locally optimal solution yields the optimal
global solution. Greedy algorithms compute the support of the sparse signal x iteratively
instead of doing a exhaustive search that would lead to a combinatorial explosion. Once
the support of the signal is obtained, the pseudo-inverse of the measurement matrix res-
tricted to the corresponding columns can be used to reconstruct the actual signal x. A
clear advantage to this approach is speed, even though as we said, its guarantees are not as
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strong as those of Basis Pursuit. It is also important to consider the size of the signals we
want to recover which, in our case, is very high. As the greedy algorithms require explicit
matrices for inversions and decompositions they cannot be used for large scale problems
when the matrices are not stored as implicit operators.
Though we will not use the greedy algorithms for the CS reconstruction problem be-
cause of the disadvantages described above, we will, however, use them for the sparse
recovery step in the dictionary learning problem described in Section 3.1. In this case,
greedy algorithms are more frequently used since they are the most efficient from a run-
time point of view.
The greedy algorithms are numerous and interested readers can refer to [Tropp and
Wright, 2010] for a more detailed review. In the next section, some of the methods for
minimizing the relaxed sparse approximation problems are explored.
2.3.2 l1 norm reconstruction
In this section we present some of the most used algorithms that solve the (2.7) pro-
blem. This formulation, recalled hereunder, comes to finding the solution with minimum
l1 norm and is also called "Basis Pursuit" method. This sparse recovery problem is solvable
using linear programming.
For reconstruction of measurements with additive noise, we have :
y = Av + e (2.17)
where e represents a noise term of bounded energy ‖e‖2 ≤ ε. In this setting, reconstruction
can be performed by solving the following minimization problem [Candés, 2008] :
min
v∈Rn
‖v‖1 subject to ‖y −Av‖2 ≤ ε (2.18)
The convex optimization problem (2.18) can also be formulated as the following convex
optimization problem proposed by Chen et al. [Chen et al., 1998] :
min
v∈Rn
‖Av − y‖22 + λ ‖v‖1 (2.19)
This formulation is closely related to convex quadratic programming, for which many
algorithms are available. The parameter λ is a Lagrange multiplier which is related to
the l2 norm of the data misfit and to the l1 norm of the constrained solution. Another
formulation of the optimization problem is the LASSO problem [Tibshirani, 2011], which
minimizes the l2 norm of the data misfit such that the l1 norm of the solution is less than
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a fixed threshold :
min
v∈Rn
‖Av − y‖22 subject to ‖v‖1 ≤ τ (2.20)
In the last few years numerous algorithms have been proposed for solving the aforemen-
tioned l1 problems that have arisen in CS. Standard methods, such as the interior-point
algorithms [Candés and Romberg, 2005] for linear and quadratic programming can be
used to solve (2.18) but need explicit matrices in order to be effective which is not al-
ways the case in CS. First-order algorithms, which are able to handle encoding matrices
that are not explicit, lead to better performance. In this category, we find most of the
l1 norm reconstruction algorithms. One of the earliest methods is the gradient projection
method suggested in [Figueiredo et al., 2007], the most studied methods are the iterative
shrinkage-thresholding (IST) method [Daubechies et al., 2004,Elad, 2006] and derivatives
(fixed-point continuation (FPC) [Hale et al., 2008], fast IST [Beck and Teboulle, 2009],
SpaRSA [Wright et al., 2009] algorithms). We can also find in the literature the homotopy
approaches [Efron et al., 2004,Osborne et al., 2000,Osborne et al., 1999], which are ba-
sed on repeatedly solving 2.19 for all values of λ and in this way, finding the right value
that recovers the solution of (2.18). However, these approaches can easily become com-
putationally expensive. There are also algorithms that solve the constrained l1 problems
such as the Bregman iteration, the spectral projection gradient method [van den Berg and
Friedlander, 2009c], the NESTA algorithm [Becker et al., 2009], the alternating direction
method (ADM) based algorithms [Yang and Zhang, 2011a].
The literature of the algorithms proposed to solve the (2.18), (2.19) and (2.20) problems
is overwhelming and it is not possible to summarize all the existing algorithms in the
limited space of this chapter. We thus, focus on two algorithms that we will use in the
next chapters of this study : the spectral projected gradient and the alternating direction
method.
Spectral projected gradient (SPGL1)
In 2008, Friedlander and van den Berg [van den Berg and Friedlander, 2009c] proposed
a method which consists in solving a sequence of the problem (2.20) by using the spectral
projected gradient algorithm introduced in [Birgin et al., 1999]. They use the fact that the
dual solution of (2.20) can be used to determine how to update τ so that the next solution
of (2.20) is much closer to the solution of (2.18).
Let xτ denote the optimal solution of 2.20. The function φ gives the optimal solution
to this problem for each τ ≥ 0 and is defined as :
φ(τ) = ‖y −Av‖2 (2.21)
The graph of the φ function traces the optimal trade-off between ‖v‖1 and ‖Av − y‖2,
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which defines the Pareto curve. Figure 2.5 gives an example of such a curve.
Figure 2.5 – Illustration of a Pareto curve. Point (1) shows the connection between the
parameters of (2.18), 2.20 and 2.19. Point (3) corresponds to a solution of P1.
Point (1) shows the connection between the three parameters of (2.18), 2.20 and 2.19.
Coordinates of a point on the curve are (τ, ε) and the slope of the tangent at this point is
−λ. End points of the curve correspond to two special cases. When τ = 0 (Point (2)), the
solution of 2.20 is v = 0, which corresponds to the solutions of (2.18) with ε = ‖y‖2 and
2.19 with λ =
∥∥∥AHy∥∥∥∞ / ‖y‖2. When ε = 0 (Point (3)), the solutions of (2.18) corresponds
to the solutions of 2.20, where τ is the l1 norm of the solution.
As shown in [van den Berg and Friedlander, 2009c], the φ function is a convex and
continuously differentiable in τ . The derivative of φ is, thus given by −λτ , where λτ ≥ 0 is
the unique dual solution of problem 2.20. The SPGL1 approach is then based on applying
Newton’s method to find a root of the nonlinear equation :
φ(τ) = ε (2.22)
which defines a sequence of regularization parameters τk → τε, where vτε is a solution to
the noisy basis pursuit problem (2.18). In other words, τε is the parameter that causes
(2.20) and (2.18) to share the same solution. As shown in [van den Berg and Friedlander,
2009c] a crucial aspect is that the sequence of solutions can be efficiently solved (O(nlog(n)
complexity)) using an adapted projected gradient method. The code of SPGL1 is available
online [van den Berg and Friedlander, 2009a].
Alternating Direction Method
Yang and Zhang [Yang and Zhang, 2011a] introduced the idea of using the alternating
direction method (ADM) for solving the l1 minimization problem. This group of first-order
primal-dual algorithms based on the ADM technique proposes to solve the problems (2.5),
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(2.18), (2.20) and (2.19). An open source Matlab package called YALL1 is available on-
line [Yang and Zhang, 2011b] and it can solve eight different l1 minimization models, i.e.
(2.5), (2.18), (2.20), (2.19) and their nonnegative counterparts.
The principle of the algorithms consists of two main steps : the first step is to reformu-
late the l1 problem into one having partially separable objective functions by adding new
variables and constraints ; and the second step consists in applying an exact or inexact
alternating direction method to the resulting problem. The derived alternating direction
algorithms can be regarded as first-order primal-dual algorithms because both primal and
dual variables are updated at each and every iteration.
In practice,the derived ADM algorithms follow the general ADM framework that consi-
ders the structured optimization problem :
min
x,y
f(x) + g(y) subject to Ax+By = b (2.23)
where f(x) : Rm → R and g(y) : Rn → R are convex functions, x and y are separate in
the objective and coupled in the constraint. The augmented Lagrangian function of this
problem is given by :
LA(x, y, λ) = f(x) + g(y)− λT (Ax+By − b) + β
s
‖Ax+By − b‖2 (2.24)
where λ is the Lagrangian multiplier and β is a penalty term. The ADM iterates as follows :
xk+1 = argminx LA(x, yk, λk)
yk+1 = argminy LA(xk+1, y, λk)
λk+1 = λk − γβ(Axk+1 +Byk+1 − b)
(2.25)
Applied to l1 minimization this framework gives ADM-like algorithms. For example, if
we apply this approach to the (2.18) minimization problem we obtain :
min
v,r
‖v‖1 subject to Av + r = y, ‖r‖ ≤ δ (2.26)
which is equivalent to the 2.23 form and thus has an augmented Lagrangian subproblem
of the form :
min
x,r
‖v‖1 − uT (Av + r − y) +
β
s
‖Av + r − y‖2 subject to ‖r‖ ≤ δ (2.27)
Applying the ADM framework to the previous Lagrangian subproblem gives the follo-
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wing iteration scheme :
rk+1 = PBδ(uk/β − (Avk − y))
vk+1 = Shrink(vk − τAT (Avk + rk+1 − y − uk/β), τ/β)
uk+1 = uk − γβ(Avk+1 + rk+1 − y)
(2.28)
The details of the calculations and of the variables are given in [Yang and Zhang, 2011a]
and each ADM based algorithm follows the same framework but has a different formulation
which we will not detail here.
Conclusion
As we said previously, the literature of the algorithms proposed to solve the convex
optimization problem is overwhelming and up to this day there is no review classifying and
comparing all the existing algorithms, as far as we know. It seems that there is no clear
winner that always achieves the best performance in terms of both speed and accuracy
and that the choice of the algorithm is done in function of the sparse recovery problem
that is treated.
Our choice was oriented towards the SPGL1 and YALL1 algorithms based on several
criteria. First of all, both these algorithms were developed for large-scale applications.
In our application, the data sets are large and the matrix A in the CS problem is often
available only as an operator due to its size. For example, 3D ultrasound signals can
contain up to 5122 = 262, 144 elements, which means that the matrix A can have on the
order of 5124 = 68.7 · 109 elements which represents 550 GB of data in double precision.
It is thus necessary to store A as an operator. Many algorithms have been therefore
excluded because they required explicit matrices and could not be used for large-scale
problems. Another advantage of these two algorithms is that both have a fast and optimized
implementation available online and a detailed user guide. It is also worth to notice that
both are representative algorithms of the l1 minimization literature and are very often
considered as a reference in comparisons with other algorithms (see e.g [Dinh and Cevher,
2014, Fountoulakis et al., 2014]). SPGL1 has been cited more than 800 times since its
appearance and YALL1 almost 500 times [Yang and Zhang, 2011c, van den Berg and
Friedlander, 2009b].
2.3.3 lp-norm reconstruction
In this section we consider briefly the family of non-convex minimization algorithms.
Specifically, if we replace the l1 norm by the lp norm in (2.5), where 0 < p < 1, it has
been shown in [Chartrand, 2007,Mourad and Reilly, 2009,Chartrand and Staneva, 2008]
that lp norm will produce exact reconstruction with a smaller number of measurements.
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Mathematically, the minimization problem can be written as following :
Pp : vˆ = arg min
v∈Rn
‖v‖pp = arg minv∈Rn
∑
i
|vi|p subject to y = Av (2.29)
One class of algorithms that can be used for finding the sparse solution vector of
the lp norm optimization problem is called Iterative Re-weighted Least Squares (IRLS)
[Gorodnitsky and Rao, 1997,Chartrand and Yin, 2008,Daubechies et al., 2010,Li, 1993,Rao
and Kreutz-Delgado, 1999].
Iterated reweighted least-squares algorithms
IRLS algorithms use the simplicity of the least squares solution and perform at least





subject to y = Av (2.30)
whereW is a diagonal weighting matrix that may reflect some priors of the solution vector
v. These algorithms are iterative and the estimated solution at the kth iteration can be
expressed as : vk = Wx(AWk)†y, where the † sign represents the Moore-Penrose inverse.
The IRLS algorithms differ in function of the way the diagonal matrix is defined.
For example, the authors in [Gorodnitsky and Rao, 1997] set Wk = diag(vk−1) which
is equivalent to minimizing ∑i |vi|p. Iterative reweighted l1 has also been used for sparse
representation with the relaxed logarithmic sparsity measure ∑i log(|vi|) in [Candés and








i subject to y = Av
where the weights are computed from the previous iterate, so that wk = |vk−1|p−2. This
approach results in choosing the weighting matrix as Wk = 1/wk = diag(|vk−1|2−p) with
p ≤ 1 as suggested in [Rao and Kreutz-Delgado, 1999,Chartrand and Yin, 2008].
2.4 Bayesian CS
The sparse reconstruction problem of compressed sensing can be reformulated as an
estimation problem solved in a Bayesian framework. If we reformulate the CS problem
given in (2.6) assuming the A matrix is known and that the noise  is approximated by an
additive Gaussian noise with a zero mean and unknown variance σ2, the quantities that
remain to be estimated based on the CS measurements are the sparse coefficients v and
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the noise variance σ2. Thus, the associated Gaussian likelihood model is given by :
p(y|v, σ2) = (piσ2)−n exp(− 1
σ2
‖y −Av‖22) (2.31)
The sparsity is then modeled by introducing an a priori on the coefficients to be recovered,
p0(v) :
p0(v) ∝ exp(−‖v‖0) (2.32)
This Bayesian approach transforms the CS problem of recovery of the sparse coefficients
v into a linear-regression problem with the prior constraint that v is sparse. The Bayesian
approaches that have been developed to solve the previous linear-regression problem can
be divided into several categories :
1. Bayesian pursuit algorithms that are Bayesian counterparts of the greedy method
described in section 2.3.1, [Schniter et al., 2008,Zayyani et al., 2009],
2. Bayesian approaches that replace the prior p0(v) with a fixed and computationally
convenient family of priors [Figueiredo and Nowak, 2001,Figueiredo, 2002, Ji et al.,
2008,Tibshirani, 2011] , the most common being the Laplace distributions, the scale-
invariant Jeffreys prior or the α-stable distribution.
3. Sparse Bayesian learning (SBL) algorithms that use a prior that is learned from the
data [Tipping, 2001,Tan and Li, 2009,Wipf and Rao, 2007,Figueiredo, 2003].
Though each of these approaches has its advantages and drawbacks, here we will focus
our attention on the sparse Bayesian learning algorithms (SBL) which have been often
derived for and applied to sparse signal recovery and compressed sensing.
2.4.1 Sparse Bayesian learning (SBL) framework
We briefly introduce the methodology behind the sparse Bayesian learning which is
more extensively described in [Tipping, 2001,Wipf and Rao, 2007,Wipf and Rao, 2004].
In this framework, each coefficient vi is assumed to satisfy a Normal distribution :
p(vi, γi) ∼ N (0, γi) (2.33)
where γi is an unknown variance hyperparameter thus controlling the sparsity of vi. In
practice, a high number of the estimated γi tend to zero and thus leading to sparse so-
lutions. Assuming the coefficients vi are independently and identically distributed, the
overall distribution is p(v, γ) = ∏Ni=1 p(vi, γi) where the coefficients are characterized by
the parameter vector γ = [γ1, ....γN ]T . Given γ and by combining likelihood and prior, it
has been shown in [Tipping, 2001] that the posterior density of v becomes :
p(v|y, γ) = p(v, y; γ)∫
p(v, y; γ)dv = N (µ,Σ) (2.34)
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with mean and covariance given by :
Σ = Γ− ΓATΣ−1t AΓ
µ = ΓATΣ−1t y
(2.35)
where Γ = diag(γ) and Σt = σ2I + ΦΓΦT .
The parameters γ and hence the sparsity of v are generally estimated using the Type II
maximum likelihood procedure [Tipping, 2001,MacKay, 1992] which is equivalent to maxi-
mizing the marginal likelihood with respect to the hyperparameters γ. This is equivalent
to minimizing the following :
L(γ) = −2 log
∫
p(y|v)p(v, γ)dv = −2 log p(y, γ)
= log |Σt|+ yTΣ−1t y
(2.36)
Once the hyperparameters γ are learned, the MAP estimate of v, that we denoted vˆ, can
be directly obtained from the mean of the posterior, vˆ = µ.
2.4.2 Block sparse Bayesian learning (BSBL) framework
This algorithm is an extension of the previously presented algorithm and it was pro-
posed by Zhang [Zhang and Rao, 2012, Zhang and Rao, 2013a]. In this framework, the
SBL approach is adapted to a block-wise model that learns and exploits intra-block cor-
relation, i.e. correlation between the elements within each block. Even though this type of
correlation exists in signals and images, there are few algorithms that take into account
this intra-block correlation. As we will see, this gives the resulting algorithm several nice
properties in terms of signal recovery capacity.
Our sparse model expressed in (2.7) can be seen as a block sparse model. Its mathe-
matical expression is the same as in (2.6) but v has a block structure :
v = [v1, ....vd1︸ ︷︷ ︸
vT1
, ..., vdg−1+1, ...., vdg︸ ︷︷ ︸
vTg
]T (2.37)
where the di, i = 1, ...g are not necessarily identical. Among these blocks, only a few are
nonzero and thus a signal with this structure is a block sparse signal.
In the BSBL framework, each block vi ∈ Rdi is assumed to follow a parametrized
multivariate Gaussian distribution :
p(vi, γi, Bi) ∼ N (0, γiBi), i = 1, ...g (2.38)
with the unknown hyperparameters γi and Bi. As previously, γi controls the sparsity of
each block and when γi = 0 the corresponding block becomes zero. Bi ∈ Rdi×di is a positive
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definite matrix that captures the intra-block correlation structure of block i. The approach
assumes that the blocks are mutually uncorrelated and thus, the prior of v becomes :
p(v, {γi, Bi}i) ∼ N (0,Σ0) (2.39)








By assuming that the noise vector follows the parametrized multivariate Gaussian
distribution : p(, σ2) ∼ N (0, σ2I). The posterior density of v can be written by applying
Bayes’ rule and is given by :
p(v|y, σ2, {γi, Bi}gi=1) ∼ N (µx,Σx) (2.40)
with mean and covariance given by :




µx = Σ0AT (σ2I +AΣ0AT )−1y
(2.41)
The parameters σ2, {γi, Bi}gi=1 are estimated by the Type II maximum likelihood pro-
cedure [Tipping, 2001,MacKay, 1992] which amounts to minimizing the following negative
log likelihood with respect to each parameter :
L(Θ) = −2 log
∫
p(y|v, σ2)p(v, {γi, Bi}i)dv






denotes all the parameters ensemble. This minimization
can be solved using different methods, each resulting in a different learning rule of the
hyperparameters. Zhang presented three learning rules for the hyperparameters : the
Expectation-Maximization (EM) method, the Bound-Optimization (BO) method and a hy-
brid method between BSBL and Group-Lasso type algorithms [Zhang and Rao, 2012,Zhang
and Rao, 2013a]. Once the hyperparameters are learned, the maximum a posteriori of v
can be estimated from the mean of the posterior density, µx.
The first method for minimizing L(Θ) treats the v as hidden data and minimizes this
expression over γ using a simple EM algorithm for covariance estimation. Computing the
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derivatives with respect to γi and σ2 and then setting them to zero gives the learning
rules for γi and σ2. Though this method benefits from the general convergence properties
of the EM algorithm and has a good recovery, this update rule is computationally slow.
Thus, Zhang developed derived a much faster learning rule for γi based on the Bound-
Optimization method (BO) also known as the Majorization-Minimization method [Elad,
2010,Stoica and Babu, 2012]. The method is denoted BSBL-BO and not only has a greater
speed than the BSBL-EM method but has also a good performance on noisy data. The
last method introduced by Zhang is denoted BSBL-l1 and is a hybrid between BSBL and
group-LASSO algorithms. On one hand, this method adaptively learns and exploits intra-
block correlation to obtain better performance, as BSBL-EM and BSBL-BO. On the other
hand, it is much faster and is especially suited for large data sets since it needs only few
iterations that can be implements by any group-LASSO type algorithm. In terms of reco-
very speed, BSBL-BO is generally a bit slower than BSBL-l1 but faster than BSBL-EM.
While, in terms of recovery performance, its recovery performance is slightly poorer than
BSBL-EM but better than BSBL-l1. Among these three algorithms, only BSBL-EM and
BSBL-BO have the ability to recover non-sparse signals or with non-sparse representations
if they have correlation structures while BSBL-l1 does not give satisfactory results in this
type of application. In chapter IV, for the application to Doppler US data we will use the
BSBL-BO algorithm due to its clear advantages over the other two algorithms.
Conclusion
Concentrating on the SBL framework offers several advantages over the other algo-
rithms :
– The reconstruction performance is robust to the features of the sensing matrix Φ.
It has been demonstrated that SBL still provides a good performance even if the
columns of Φ are highly coherent while other methods based on convex relaxation
give highly degraded performances [Wipf, 2011]. Experiments also showed that SBL
algorithms maintain a good performance when the sensing matrix is a non-random
matrix which is very interesting for the ultrasound area that uses sensing matrices
that are not random and that can have correlated columns.
– Its structure provides a large adaptability to model and exploit different types of
signals and the structure within.
– This group of algorithms provides better terms of local and global convergence than
than convex relaxation algorithms. For example, it has been shown that SBL provides
a sparser solution that LASSO algorithms [Wipf and Nagarajan, 2010].
– It provides scale-invariant solutions.
The main drawback of SBL is that it is computationally expensive and thus, more efficient
strategies to diminish the computational load are needed.
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More precisely, among all the SBL algorithms we focused on the block SBL framework
[Zhang and Rao, 2013b] that has the particularity of being able to recover true non-sparse
signals if the solution signals are correlated [Zhang et al., 2013b, Zhang et al., 2013c].
This is a highly desired characteristic, since real signals are not exactly sparse and their
representation in a sparsifying basis or dictionary may not be sufficiently sparse. It is also
important to note that the BSBL algorithms exploit the correlation structures in sparse
signals. In [Zhang et al., 2013b,Zhang et al., 2013c], it has been shown that exploiting the
correlation structure can significantly improve the reconstruction performance and that
it is critical for the recovery of real signals that are not sparse or do not have a sparse
representation.
2.5 Applications of compressed sensing
Compressed sensing is a promising tool for all applications where acquiring the whole
set of measurements necessary using the usual information theory paradigm for the for-
mation of the signal or image is difficult or even impossible. Although its application to
practical systems is relatively new, it can clearly be expected to see CS applied more and
more in the future, as the technological evolution demands devices that are cheaper, faster
and efficient. In the following, we will review in summary a few of the many applications
to apply the CS framework [Qaisar et al., 2013].
Compressive cameras
Compressive sensing can has been used for efficient and inexpensive compressive ima-
ging systems and cameras. The first application was the single pixel camera (SPC) imagi-
ned by Rice university [Duarte et al., 2008,Wakin et al., 2006]. This compressed imaging
camera collects incoherent measurements using a micro-mirror matrix and thus needs a
single photon detector instead of millions. This application allows reducing the number of
measurements and thus, building a cheaper, smaller and simpler camera without degrading
the spatial resolution.
Seismic imaging
Seismic data that is usually very large and has high-dimensionality. This is due to
the seismology techniques that rely on the gathering of massive data collections which
is represented in five dimensions ; two for sources, two for receivers and one for time.
However, because of high measurement and computational cost, it is desirable to reduce
the number of sources and receivers which could reduce the number of samples. Since
the size and desired resolution of the investigated areas by seismologists continues to
increase, it is necessary to reduce the number of samples acquired. CS is able to solve
this problem and a successful reconstruction theory was developed with a randomized
dimensionality-reduction approach that decreases the acquisition cost and the processing
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Figure 2.6 – Block diagram of Compressive Imaging Camera [Wakin et al., 2006]
significantly [Herrmann et al., 2012]. For example, in [Herrmann et al., 2012] remarkably
good results are obtained with a significantly reduced computational cost using only 17
simultaneous shots opposed to 350 sequential shots needed for the simulation of the original
synthetic data.
Compressive communications networks
CS can be exploited in the different layers of communication networks. In the physical
layer, there are many instances where a large amount of information should be processed
and CS can be used on sparse physical signals such as ultra-wide-band (UWB) signals,
wide-band cognitive radio signals. The advantage is that the information is sparse though
the size of input information is huge. At the Media Access Control (MAC) layer, CS can
be used to implement multi-access channels. At the network layer, CS can be used for data
collection in wireless sensor networks, where the sensory signals are usually sparse in certain
representations. At the application level, CS can be used to monitor the network itself,
where network performance metrics are sparse in some transform domains. In Wireless
Sensor Networks (WSNs) an approach of using compressive data gathering (CDG) helps
in overcoming the challenges of high communication costs and uneven energy consumption
by sending ’m’ weighted sums of all sensor readings to a sink which recovers data from
these measurements [Luo et al., 2009], as shown in Figure 2.7. A recent review of these
applications can be found in [Huang et al., 2013].
Radar systems
There are many applications of CS to the various radar systems. The application to
the radar system design is the most straightforward where CS can be applied in pulse
compression for temporal sampling. It has also been applied to multiple-input/multiple-
output (MIMO) radar systems that are well adapted for the use of CS since all signals are
related to the transmitted and received pulses and the radar scene is sparse. CS has also
been effectively applied to synthetic aperture radar (SAR), ultra-wide-band (UWB) radar
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Figure 2.7 – Comparing baseline data collection and compressive data gathering in a
multi-hop route [Luo et al., 2009]
or ground Penetrating radars (GPRs). Figure 2.8 shows an example of a recent application
of CS to inverse synthetic aperture radar (ISAR) images where the image is successfully
reconstructed from only 25% of the samples [Feng et al., 2014]. A more complete review
of the state of the art of CS in the various radar systems is given in [Ender, 2013].
Medical imaging
The CS theory has seen an increasing success over the past years and in particular in
medical imaging applications, where reducing the acquisition times can diminish the costs
and acquisition times, thus making the equipment available for more patients, it may
reduce the health risks (e.g. radiation risks in CT) and improve diagnostics by avoiding
organ motion artifacts. For example, in CT the radiation exposure is related to the image
acquisition duration, MRI acquisitions should be fast to avoid movement from the patient
and in 3D ultrasound the spatial resolution should be improved without sacrificing the
frame rate. The first and most widespread applications of CS is MRI due to the properties
of this imagery type : firstly, these MRI images have sparsity properties in the wavelet
domain and secondly, the MRI scanners acquire naturally samples encoded in the frequency
domain. These properties made MRI one of the most successful applications of CS in
medical imaging. A review of several examples of applications of CS in this field was
given in [Wang et al., 2011]. CS applications in MRI have been the earliest but research
in this domain is still ongoing and giving promising results as it can give ten-fold faster
acquisitions with almost no loss in information [Chen and Huang, 2014,L. Weizman, 2015]
and Figure 2.9 gives an example of such an application.
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Figure 2.8 – Images reconstructed by different approaches versus SNR using 25% of the
samples [Feng et al., 2014]
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Figure 2.9 – 3D reconstruction results at 16.6-fold acceleration, at 10-fold acceleration
and at 5-fold acceleration with methods proposed in [L. Weizman, 2015].
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Chapitre 3
Dictionary learning : sparsifying
dictionaries
3.1 Introduction
A fundamental choice in the application of the CS framework is choosing the right spar-
sifying dictionary. There are two different ways for choosing this dictionary : either using
a fixed bases or using a learning-based approach, in which the dictionary is trained to fit a
given set of signal examples. The first type of dictionary has an analytic formulation and
a fast transform but do not necessarily best sparsify the signals that they are supposed to
handle. While the second type of dictionary has the ability to adapt to a specific family of
signals of interest. Such dictionaries allow for much sparser representations of the signals
since they are optimized for a family of signals that are of interest such as US images.
Even more, it has been observed that learning a dictionary directly from training rather
than using a predetermined dictionary (such as wavelet or Fourier) usually leads to better
representation and hence can provide improved results in many practical image processing
applications such as restoration and classification [Rubinstein et al., 2010]. However, using
learned dictionaries comes at the price of a higher computational load and using them in
the CS application involves more computations, compared to the fixed dictionaries.
In this section, we shall present how to learn dictionaries for a specific set of signals,
some of the algorithms proposed by the literature and finally focus on the K-SVD method,
as it shows good results in many applications, and has a less complex implementation.
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3.2 Dictionary learning formulation
Dictionary learning uses a set of training samples X = {xi}Ni=1, which contains N
samples, to find an optimal dictionary D of Rn×K containing K atoms of size n that will
best sparsify them. This can be formulated as the following minimization problem :
min
D,Θ
‖X −DΘ‖2F s.t. ∀i, ‖θi‖0 ≤ T0 (3.1)
where ‖‖F is the Frobenius norm defined as the square root of the sum of the absolute
squares of its elements. T0 is the number of non-zero entries, which is expected to be very
small, X contains all the training samples as columns and Θ contains the corresponding
coefficients.
Solving the dictionary learning problem is also NP-hard and numerous algorithms have
been proposed, the literature on this topic being vast and fast growing.
3.3 Dictionary learning algorithms
3.3.1 K-Means
The K-Means method is part of the clustering family methods, in which the descrip-
tive vectors {dk}Kk=1 are learned and each training sample is represented by the vector
di ∈ {dk}Kk=1 that is closest to it (using the l2 distance measure). Thus, we can see the
clustering problem as a specific sparse representation in which only one atom is allowed in
the signal decomposition. The difference between this method and the sparse representa-
tion is that in the latter one example can be represented as a linear combination of several
atoms. In that sense, the sparse representation can be interpreted as a generalization of
the clustering problem.
Each iteration of the corresponding training algorithm comprises two steps [Gersho
and Gray, 1991] :
1. Assign each training sample to their nearest neighbor in {dk}Kk=1.
2. Given the previous assignment, update the vectors {dk}Kk=1 such that they better
represent their assigned training samples.
This two-steps approach inspired many other algorithms, that usually only differ in the
way they calculate the coefficients or in the procedure to update the dictionary’s atoms.
The first and simplest approach to perform this step is to replace each vector in {dk}Kk=1
by the mean of its assigned training samples.
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3.3.2 Method of Optimal Directions (MOD)
The Method of Optimal Directions (MOD) was introduced by Engan et al. in 1999 [En-
gan et al., 1999, K. Engan and Kreutz-Delgado, 1999], and follows the K-means model,
also called the sparsification process. This process is composed by two steps : the first is
the sparse coding step which is performed using any pursuit algorithm (usually OMP) and
thus allows computing Θ while D is fixed. The second stage is the dictionary update. The
main contribution of MOD concerns this dictionary update step.
If we assume the sparse coding step is done, then we can define the residual error as
ei = xi −Dθi. Thus, the overall sparse representation mean square error is given by :
‖E‖2F = ‖e1, e2, ...eN‖2F = ‖X −DΘ‖2F (3.2)
Assuming that Θ is fixed, we can seek an update to D such that the above error is
minimized. Since p >> K, this corresponds to a least-square minimization problem and
then this update step can be performed by :
Dn+1 = XΘnT · (ΘnΘnT )−1 (3.3)
3.3.3 K-SVD Dictionary Learning
The K-SVD method solves iteratively the optimization problem using two steps : the
sparse-coding step and the dictionary update step. In the sparse-coding stage we assume
the knowledge of D and we find Θ using any pursuit algorithm.
The KSVD approach differs from the MOD method in that the update of D is done one
column at a time. Assuming Θ is fixed, the kth column dk in the dictionary D is updated
with its corresponding representation coefficients denoted as θkT . The penalty term of the























∥∥∥Ek − dkθkT ∥∥∥2
F
(3.4)
The error matrix Ek is restricted by choosing only the columns corresponding to those
elements that initially used dk in their representation. The restricted matrix is denoted by
ERk . The penalty term is then minimized directly via singular value decomposition (SVD)
such that the restricted matrix ERk is decomposed to ERk = U∆V T . The solution for dk
is defined as the first column of U , and the coefficient vector θkR as the first column of V
multiplied by ∆(1, 1). Note that, in this solution, we necessarily have that i) the columns
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of D remain normalized and ii) the support of all representations either stays the same or
gets smaller by possible canceling of terms.
This algorithm is called K-SVD as it obtains the updated dictionary by SVD com-
putations, each determining one column. The algorithm iterates between the two steps
until convergence. K-SVD algorithm and variations can be seen in detail in [Aharon et al.,
2006,Smith and Elad, 2013]. In this study, the implementation of the approximate K-SVD
presented by Rubinstein [Rubinstein et al., 2006] were used with the improvements pro-
posed in [Smith and Elad, 2013] for the learning of the overcomplete dictionary.
Data: The set of training samples X = {xi}Ni=1, T0
Initialization : D0 ∈ Rp×K with l2 normalized columns, J = 1;
repeat
– Sparse coding step :
Use any pursuit algorithm to compute the representation vectors θi for each example
xi, by approximating the following solution : ;
minθi ‖xi −Dθi‖22 s.t. ‖θi‖0 ≤ T0, for i = 1, 2, .., N ;
– Dictionary update step :
Each column k = 1, 2, ...,K ∈ DJ−1 is updated as follows : ;
1. Define the set of training samples that use the atom dk :
ωk =
{
i|1 ≤ i ≤ N, xkT (i) 6= 0
}





3. Restrict Ek by choosing the columns that correspond to ωk and obtain Erk
4. Apply SVD decomporition : ERk = U∆V T
5. Choose the updated atom dk to be the first column of U : dk = U1
6. Update the coefficient vector θkR as the first column of V multiplied by ∆(1, 1)
– J = J + 1;
until ‖X −DΘ‖l2 <  or J ≤ ITER_MAX;
Result: Dictionary D
Algorithm 3: K-SVD algorithm
3.3.4 Other Dictionary Learning Methods
Maximum Likelihood
The methods reported in [Lewicki and Olshausen, 1999,Hyvrinen et al., 2009,Olshausen
and Field, 1997,Lewicki et al., 1998] use probabilistic reasoning in the construction of D.
They assume that for every sample x we have the following relationship :
x = Dθ + v (3.5)
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with θ a sparse representation and v a Gaussian white noise with zero mean and variance
σ2.
Given the samples X = {xi}Ni=1, all these works seek the dictionary that maximizes













‖Dθi − xi‖2 + λ ‖θi‖1 (3.6)
As shown in [Olshausen and Field, 1997], the problem 3.6 can be solved using an iterative
method which includes two main steps in each iteration : (1) the first step calculates
the coefficients θi using a gradient descent method and (2) the second step updates the
dictionary using :
Dj+1 = Dj − µ
N∑
i=1
(Djθi − xi)θTi (3.7)
Maximum A Posteriori
In [Figueiredo and Nowak, 2001,Figueiredo, 2002] a probabilistic point of view is adop-
ted that is very similar to the Maximum Likelihood method discussed above. In this fra-
mework rather than working with the likelihood function P (X|D), as above, the posterior
P (D|X) is used. Using Bayes rule, we get P (D|X) ∝ P (X|D)P (D), and thus we can use
the likelihood expression as before, and add a prior on the dictionary as a new ingredient.
These works considered several priors P (D) and per each proposed an update formula for
the dictionary.
When no prior is chosen, the update formula is the same as (3.8) proposed in [Olshausen
and Field, 1997]. When a prior constrains D to have a Frobenius unit norm, the update
formulas is :
Dj+1 = Dj − µEXT + µ · tr(XETDj)Dj (3.8)
In this case different columns of D can have different norm values and as a consequence,
columns with small values are under-used, as the coefficients needed are larger and thus
more penalized. Another choice of prior constrains the columns of D to have an unit l2
norm. The update formula is given by :
dj+1i = d
j
i + µ(I − djidji
T ) · Exti (3.9)
Simulations in [Figueiredo and Nowak, 2001, Figueiredo, 2002] report that the training
algorithms are slower than the MOD but with promising results.
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Union of Orthonormal Bases
This work introduced by Elad [Elad and Bruckstein, 2002] and generalized by Gri-
bonval [Gribonval and Nielsen, 2003] considers the dictionary as an union of orthonormal
bases. This method exploits the fact that a signal x ∈ Rn has an unique representation in
several orthonormal bases, D = [D1, ...DL] where Di ∈ Rn×n, j = 1, ...L. The coefficients
of the sparse representations Θ such that ‖X −DΘ‖F is reduced, can be decomposed into
L pieces, each piece θi being the sparse representation of y in the bases Di.
The sparse coding step can be solved using a simple pursuit algorithm. Once the coef-
ficients are known, this algorithm updates each orthonormal basis Di by first computing
a residual matrix : Ei = X − ∑i6=j DiΘi. Then by solving a constrained least squares
problem with ‖Ei −DiΘi‖2F and fixed Θi and Ej . Unfortunately, experimental results re-
ported in [Lesage et al., 2005] show weak performance compared to previous methods.
Conclusion
Almost all the previously presented methods can be interpreted as a generalization of
the K-means algorithm. There are however several noticeable differences between these
procedures that make them more or less adapted for the training of a dictionary. Adapta-
bility is one of the researched properties, meaning that any pursuit algorithm can be used
by the training algorithm. This is possible only if the sparse coding stage is independent
from the dictionary update stage. This property allows one to choose an adequate balance
between recovery performance and speed. Only MAP, MOD and K-SVD based methods
propose it. Another crucial property is the efficiency of the algorithm that can be measured
by the training speed. Almost all of the described methods are quite slow. For example,
MOD algorithm cannot be applied to large dimension problems due to the matrix inver-
sion step. The K-SVD algorithm is the most efficient among the presented algorithms,
with an effective sparse coding step and an accelerated dictionary update stage. Moreo-
ver, the K-SVD algorithm is simple to implement and understand with a clear objective
function. Although there are many more dictionary learning algorithms, we choose to use
the K-SVD algorithm due to its numerous properties, its robustness and its popularity in
the dictionary learning community that proves its reliability.
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III Contribution1 : Compressed sensing
in US imaging using dictionary learning
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Chapitre 4
Compressed sensing in US imaging
4.1 Introduction
In this chapter we introduce a new approach based on the use of learned overcomplete
dictionaries in the CS context for the reconstruction of 3D ultrasound images. We begin
by giving in section 4.2 a detailed state of the art of compressed sensing in 2D and 3D
ultrasound imaging. Section5 shows preliminary results obtained by the application of the
proposed methos to 2D US images. The sections 6.1.2, 6.1.3 and 6.1.1 then presents the
conditions of application of the proposed approach to the 3D simulated and experimental
data. It details in particular the sampling patterns and reconstruction scheme used in this
study. Section 6.2 presents the results obtained from numerical simulations. It details the
influence of the sampling pattern and of several parameters of the dictionary learning algo-
rithm such as training patches size, subsampling rate and redundancy of the dictionary on
the reconstruction accuracy. Section 6.3 describes the results obtained from acquisitions
performed ex vivo on animal brains, hearts and kidneys and section 6.4 provides the re-
sults obtained from in vivo liver and kidney data. The accuracy associated to the learned
dictionary is assessed and compared to the accuracy associated to fixed sparsifying trans-
forms such as the Fourier or discrete cosine. Moreover, the generality of the approach is
studied by reconstructing the 3 types of organs from a unique dictionary. In each case, the
accuracy is evaluated as a function of the subsampling rate. Finally, section 7 concludes
this contribution.
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4.2 State of the art of CS in US imaging
As described in Chapter 1, ultrasound imaging system is a useful diagnostic imaging
technique as it is highly flexible, fast, cheap and noninvasive. Although the conventional
two-dimensional ultrasound systems present several advantages, they also suffer from the
following limitations :
– The user needs to combine mentally several 2D images in order to obtain a 3D repre-
sentation of the organ anatomy or pathology. This is time-consuming and inaccurate
as it may result in an inter-observer variability.
– Accurate measurements and delineations of organs or lesions can be variable and
some times inaccurate on 2D acquisitions.
– Monitoring the progression of a pathology or lesion is challenging since it is parti-
cularly difficult to place the 2D US imaging transducer at the same location and
orientation on the patient at different time intervals.
– It does not permit the viewing of planes that are parallel to the skin.
In order to overcome these limitations, three-dimensional ultrasound imaging systems
have been developed. Most of the 3D US imaging systems are based on one of the follo-
wing techniques : mechanical scanning, free-hand scanning with or without position sensing
and electronic steering based on 2D matrix array transducers. The systems performing a
mechanical scanning sweep of the volume of interest through the motion (rotation, trans-
lation) of a 2D transducer and then post-process the data acquired to form a 3D image.
However, the associated probes can be heavy, bulky and difficult to use on the body de-
pending of the location or the organ. Another approach uses a conventional US transducer
generating 2D images and uses sensors to allow tracking of the transducer as it moved over
the body in order to reconstruct an accurate 3D volume [Fargier-Voiron et al., 2014]. The
mechanical and free-hand techniques limit the speed of volume acquisition to about 2/3
volumes per second. To overcome the speed limitations and the need to move by hand the
transducer, transducers generating real-time 3D volumes have been recently developed.
These transducers use a 2D phased array, allow to remain stationary and use the phased
array to electronically sweep a pyramid-shaped volume. The main challenge of this tech-
nique is physically connecting all the sensors and thus, only a fraction can be activated,
leading to naturally sparse RF data.
The application of compressed sensing to this field of imaging techniques seems natu-
ral and applications such as the 3D imaging using matrix arrays is an excellent candidate
all the more since 3D US systems require a significant increase in computation speed for
acquiring, reconstructing and viewing the US volumes in real time.
In the following section, we will give an overview of the recent approaches applying
CS in medical ultrasound. The application of compressed sensing techniques to US ima-
ging has motivated research efforts only recently, since the first works were published in
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2010 [Friboulet et al., 2010,Quinsac et al., 2010a,Quinsac et al., 2010b] and therefore few
studies have been devoted to this topic to date. A key element in CS is that the data to
be reconstructed should have a sparse expansion in some basis or dictionary (e.g. Fourier
basis, wavelet basis, dictionary learned from data,...). As a consequence, one important
feature of the existing studies is the choice of the representation where the US data are as-
sumed to be sparse. Moreover, US echographic data may be considered at various stages of
the image formation pipeline. Let us recall here that US image acquisition starts with the
transmission of a series of pulses from the transducers towards the scanned environment.
The returning echoes are then processed to get a series of raw channel signals available
from the probe elements, which are then beamformed to form the radio-frequency (RF)
signals. Detection of the envelope of each RF signal and juxtaposition yields the so-called
envelope image. Log transformation finally provides the usual B-mode image. As a conse-
quence, one of the main features of the existing studies is the type of signal/image to be
reconstructed and the choice of the sparse representation basis in which the US data is
assumed to be sparse.
4.2.1 Sparsity assumption
Sparse distribution of scatterers
Several works [Schiffner et al., 2012,Schiffner and Schmitz, 2011,Wagner et al., 2012,
Wagner et al., 2011, Tur et al., 2011, Chernyakova and Eldar, 2014, Zhang et al., 2013a,
Zhuang et al., 2012] assume a sparse distribution of scatterers in the direct, spatial domain.
In [Schiffner et al., 2012, Schiffner and Schmitz, 2011], the authors aim at producing an
image using only one single plain wave that has the spatial resolution of an image obtained
convention US imaging. The idea behind this method is to produce images at the highest
temporal resolution, i.e. one image per transmitted pulse so the acquisition time would
be the time for the wave to make a round-trip at the speed of sound. In order to apply
this approach, they propose writing the direct scattering reconstruction problem under
the constraint that the scatterer distribution is sparse, as follows :
psc(eθ) = G(eθ)γk
with psc(eθ) being the scattered acoustic pressure received by the transducer elements
after emission of a plane wave in direction θ. G(eθ) is a matrix representing the interaction
with the scatterers and γk is the approximation of point scatterers located on a regular
lattice. This ill posed problem is a CS problem under the constrained that γk is sparse and
the authors perform the reconstruction using l1 minimization. This approach gave good
results on images composed of few, strong scatterers, as shown in Figure 4.1, since the
sparsity hypothesis is verified.
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Figure 4.1 – Result from [Schiffner et al., 2012] obtained from a phantom consisting in
four isolated scatterers. The CS result (d) is compared with synthetic aperture (a), delay
and sum (b) and Fourier propagation (c)
The same sparsity hypothesis is proposed in a different framework in [Wagner et al.,
2012,Wagner et al., 2011,Tur et al., 2011,Chernyakova and Eldar, 2014] based on the finite
rate of innovation model and the Xampling technique. These techniques allows reducing
the number of samples needed for the reconstruction of an image composed of strong
reflectors. However, a drawback of this approach is the inability of reconstructing the
speckle which is of a significant importance for the ultrasound imaging [Chernyakova and
Eldar, 2014] . This loss is consistent with the hypothesis of the scatterer map sparsity since
it tends to eliminate the small echoes and keep only the highest ones. The method has
been recently extended to a more general context where the speckle is better preserved
through a l1 norm reconstruction as it can be observed in Figure 4.2.
Sparse signal assumption
Most of the previous works however consider that the signal is sparse in a given ba-
sis or frame such as Fourier [Basarab et al., 2013,Dobigeon et al., 2012, Friboulet et al.,
2010,Liebgott et al., 2013,Quinsac et al., 2011], wavelets [Chuo et al., 2013,Friboulet et al.,
102 Oana LORINTIU
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2015ISAL0093/these.pdf 
© [O. Lorintiu], [2015], INSA Lyon, tous droits réservés
4.2. STATE OF THE ART OF CS IN US IMAGING
(a)
(b)
Figure 4.2 – (a) Result from [Wagner et al., 2012] : original image and image obtained by
CS with l0 optimization. (b) Result from [Chernyakova and Eldar, 2014] : original image
and image obtained by CS with l1 optimization.
2010,Liebgott et al., 2013,Quinsac et al., 2010b], Discrete Cosine [Quinsac et al., 2010b]
or wave atoms [Friboulet et al., 2010,Liebgott et al., 2013]. The signal that is considered
to be sparse is either the raw channel data available from the probe elements or the signal
obtained after the beamforming of the raw channel data.
Sparse raw RF signals In this case the raw RF channels are considered to be sparse
is a fixed basis. The objective of applying the CS framework at this point of the US image
construction is to reduce the quantity of acquired data and thus the number of raw signal
channels. In [Friboulet et al., 2010,Liebgott et al., 2013] the raw data measurements were
reconstructed using l1 minimization and three sparsifying fixed basis were tested : Fourier,
wavelets and wave atoms. The obtained results showed the wave atoms give a good re-
construction with a reconstruction error two times smaller than with the Fourier basis and
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high quality B-mode images are obtained using only 20% of the original measurements.
However, this approach uses an uniform random sampling as a measurements setup which
is difficultly implementable in practice.
Sparse beamformed RF signals In this case the sparsity assumption is made on the
beamformed RF signals. In [Chuo et al., 2013] these signals are considered to be sparse in
the wavelet domain, while in [Quinsac et al., 2010a,Quinsac et al., 2011, Basarab et al.,
2013,Dobigeon et al., 2012] the 2D Fourier transform of the beamformed 2D RF images
is assumed to be sparse. Thus, in the context of the CS formulation, the sensing matrix
is the spatial acquisition mask where spatial samples are measured at random positions
and the sparsifying matrix is the inverse 2D Fourier transform. The resulting inverse pro-
blem has been solved in [Quinsac et al., 2010a] by a nonlinear conjugate gradient descent
method. However, more accurate results are given in [Quinsac et al., 2011,Basarab et al.,
2013,Dobigeon et al., 2012] using a Bayesian framework. Figure 4.3 gives a simulation result
extracted from [Dobigeon et al., 2012], showing the original image and the reconstructions
using a reweighted l1 minimization by conjugate gradient and the Bayesian framework.
In [Achim et al., 2010,Achim et al., 2014], the authors assume that the ultrasound RF
echoes are sparse and characterized through α-stable distributions. The reconstruction
was based on the lp norm minimization approach that employed the iteratively reweighted
least squares (IRLS) algorithm adapted for the alpha-stable distributed data. Their results
showed a significant increase of the reconstruction quality when compared with some l1
minimization algorithms.
4.2.2 Measurement sensing
The second important feature for ensuring a successful CS reconstruction is the way
the measurement of the data is performed. While most of the studies rely on conventio-
nal CS performed in the discrete domain, the works in [Tur et al., 2011,Wagner et al.,
2012] are particular as they use an analog-to-digital version of CS based on the so-called
Xampling mechanism [Mishali et al., 2011] and considering the US data as Finite Rate of
Innovation signals [Vetterli et al., 2002]. As far as discrete CS is considered, early works
showed that linear projection of the data on sub-Gaussian random matrices (e.g. with
i.i.d. Gaussian, Rademacher or Bernoulli entries) provides incoherent measurements allo-
wing for exact reconstruction. In practice however, the use of random sensing matrices
is not straightforward, since it implies dedicated acquisition hardware. Such sensing ma-
trices have been thus mostly used in simulation studies, such as [Achim et al., 2010,Achim
et al., 2014,Zhang et al., 2013a] with Gaussian matrices and [Zhuang et al., 2012] with a
Rademacher matrix.
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Figure 4.3 – Result from [Dobigeon et al., 2012] : (a) Original US image, (b) measured
samples, (c) image reconstructed using reweighted conjugate gradient optimization and
(d) image reconstructed using the proposed Bayesian method
Since using random sensing matrices is difficult in practice, it is often preferred to resort
to deterministic, structured sensing matrices. More generally, the physics of acquisition of-
ten imposes a deterministic sensing matrix, e.g. Fourier in MRI. Since US acquisition is
performed in the direct domain, the sensing matrix is simply the identity. In this case,
successful CS reconstruction of US images implies uniform random sampling of the data.
The specificities of US acquisition then yield two possible strategies. In the first strategy
each of the acquired RF line is sampled according to a distinct random pattern and the full
US acquisition (corresponding to the juxtaposition of the N acquired RF lines) then forms
the RF image. Overall, this strategy can thus simply be seen as directly sampling the full
RF image with a point-wise 2D or 3D random pattern and many studies devoted to CS in
US uses such scheme [Achim et al., 2010,Achim et al., 2014,Basarab et al., 2013,Dobigeon
et al., 2012,Zhang et al., 2013a,Zhuang et al., 2012]. Let us note however that while this
sampling strategy is desirable for CS reconstruction, its practical implementation is far
from obvious. First, such implementation implies a dedicated hardware allowing for the
desired random sampling. Moreover, RF lines are nowadays obtained by beamforming in
the digital domain and the sampling has thus to be performed at the level of raw data.
This is taken into account in the study by Liebgott [Liebgott et al., 2013], which per-
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forms CS reconstruction of pre-beamformed RF signals. The second strategy corresponds
to a line-wise random pattern : it simply consists in randomly skipping the acquisition of
several RF lines, thus yielding a RF image with missing lines. The main interest of this
strategy relies on the fact that it is by design much easier to implement in practice and
it has thus been used in several studies [Basarab et al., 2014,Chuo et al., 2013,Quinsac
et al., 2011].
4.3 Contributions
Let us end this chapter by noting that there are very few studies dealing with 3D
US data. In [Quinsac et al., 2010b,Quinsac et al., 2012] pointwise and line-wise sampling
patterns have been proposed and compared on one experimental RF image using Dau-
bechies wavelets, finite differences and discrete cosine as sparsifying bases. Very recently
Birk et al. [Birk et al., 2014] extended the analog-to digital Xampling mechanism to 3D
acquisitions.
The objective of this chapter is to investigate in details the feasibility of compressive
sensing 3D ultrasound. We will present here some preliminary results but also some main
novelties and contributions :
– First, we propose a CS framework using learned overcomplete dictionaries since they
can be optimized for a particular class of images such as US images and thus allow for
sparser representations. Initially, we test this framework as a preliminary validation
on 2D US data.
– Secondly, we address the reconstruction of 3D US data and more particularly, we
show that the learned dictionary approach yields better performances than conven-
tional sparsifying dictionaries based on fixed transforms such as Fourier or discrete
cosine. To the best of our knowledge, this aspect has never been investigated for 3D
ultrasound. The only study in the literature that might be compared to our work
is reported in [Tosic et al., 2010], which deals with US tomography. The technique
that we propose is different as we work on 3D ultrasound echography.
– Then, we evaluate the generality of the learned dictionary approach. Indeed this
approach may be hampered by over-learning, yielding a learned dictionary providing
satisfying reconstruction only for images very close to the learning set. We show that
it is possible to build a dictionary allowing to reliably reconstruct different volumes
of different ex vivo organs.
– Finally, we also focus our attention on the measurement sensing setup. We chose to
concentrate on the line-wise sampling of entire RF lines which results in an increase
of the frame rate since we work on the reconstruction of the envelope image. We
study the influence of the sampling strategy on simulated data, by comparing in
each case the 2 most common sampling patterns, i.e. point-wise and line-wise ran-
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dom patterns. We show in particular that although not fully uniform, the line-wise
sampling results in an accuracy comparable to the conventional point-wise sampling,
using the dictionary based strategy we propose. As previously mentioned, this in-
dicates that CS acquisition of 3D data is feasible in practice in a relatively simple
setting.
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Chapitre 5
Application to 2D US imaging
The main purpose of this section is to show the feasibility of reconstructing high quality
US images from less elements or sampled data using CS theory using an overcomplete
dictionary. We test this approach on 2D US images.
5.1 Application of CS and dictionary learning to 2D US
images
5.1.1 CS reconstruction scheme
The experimental beamformed RF signals produced by experimental acquisition on
phantom data were gathered and formed the original data, x to imitate acquisition. The
data acquisition in US imaging is performed in the direct space so the acquisition basis Φ
is the Dirac basis. These original beamformed images were then subsampled by removing
varying amounts of samples. The spatial position of the removed samples was selected
according to a uniform random law. CS reconstruction was then performed from the sub-
sampled data sets where 25% to 75% of the original samples were removed.
CS reconstruction using an overcomplete dictionary was performed using a block-wise
approach. Let xi of Rp, p < n, be a patch of an image x and D of Rp×K be an overcomplete
dictionary, with p < K, such that xi = Dvi. We can rewrite the classical CS algorithms
to reconstruct each patch xi from the linear measurements yi :
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vˆi = arg min
vi∈RK
‖vi‖1 subject to ‖yi −RΦDvi‖2 ≤ ε
xˆi = Dvˆi
(5.1)
After reconstructing all the xˆi, the patches are recombined by shifting and summing in
order to get the full 2D US image xˆ. The 2D CS reconstruction problem (5.1) was solved
in this case using the greedy orthoghonal mathching pursuit algorithm OMP described in
section 2.3.1 [Pati et al., 1993].
5.1.2 Learning overcomplete dictionaries from 2D US images
Application of CS implies learning D such that vi is a sparse representation of the
patch i in D. We will then be able to recover the original image patches from the linear
measurements yi. Dictionary learning uses a set of training samples X = {xi}Ni=1, which
contains N samples, to find an optimal dictionary D of Rp×K containing K atoms of




‖X −DΘ‖2F s.t. ∀i, ‖θi‖0 ≤ T0 (5.2)
T0 is the number of non-zero entries, which is expected to be very small, X contains all the
training samples as columns and Θ contains the corresponding coefficients. The training
data consisted of patches extracted from the original beamformed RF image.
Solving the dictionary learning problem is also NP-hard and numerous algorithms have
been proposed. We have chosen the implementation of the approximate K-SVD presented
by Rubinstein [Rubinstein et al., 2006] with the improvements proposed in [Smith and
Elad, 2013] for the learning of the overcomplete dictionary and the OMP algorithm was
used for the block-wise CS reconstruction. All these algorithms were described in Chap-
ter 3.1. Besides the K-SVD dictionary, we include two other bases in our experiments for
comparison : the Fourier basis and the Daubechies db5 wavelets.
5.1.3 Reconstruction quality evaluation
The accuracy of the results was quantified by comparing the CS reconstruction to the
original data through the normalized root mean square error (NRMSE) which is defined
as
NRMSE = ‖x− xˆ‖2‖x‖2
(5.3)
where x is the original image and xˆ is the reconstructed image.
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5.2 Results
5.3 Experimental acquisition setup
The experimental channel RF data were acquired using the Ultrasonix MDP research
platform (Richmond, BC, Canada) equipped with the parallel channel acquisition system
SonixDaq. The data consisted in 128 single element received signals of a linear L14-5W/60
Prosonic (Korea) probe. The central frequency of the probe was 7 MHz and the signals
were collected using a 40-MHz sampling rate. The medium imaged was a general-purpose
ultrasound phantom CIRS Model 054GS (Virginia, USA). The beamformed data are cal-
culated using the delay and sum beamformer using a constant Hanning apodization over
the 128 receive elements.
5.3.1 Dictionary learning
The training data consisted of 8 × 8 patches extracted from the original beamformed
RF image and the testing data consisted of the very same image. We use typical values
for the algorithm parameters : sparsity T0 = 8 ; patch dimension p = 64 ( i.e. 8× 8) ; and
overcompleteness of q = 4 where the size of the dictionary is given by K = q×p ( i.e. K =
4×64 = 256). Figure 5.1 shows examples of such learned dictionaries for different numbers
of atoms.
(a) 64 8× 8 atoms (b) 128 8× 8 atoms (c) 256 8× 8 atoms
Figure 5.1 – Examples of dictionaries learned using K-SVD on patches extracted from
the original beamformed image. Different setup are illustrated, with the number of atoms
varying.
5.3.2 Sparsity of US images
In order to apply the CS theory we made the assumption of sparsity in a given basis
Ψ. The concept of sparsity can be illustrated by plotting the coefficients in a given basis
in order of magnitude. If they decay rapidly, then the compressed signal containing the
s largest coefficients will be close to the original signal and this percentage of transform
coefficients will be sufficient to get reliable reconstructions. If in addition to sparsity we
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Figure 5.2 – Ordered relative values of the K-SVD dictionary, Fourier and wavelet trans-
form coefficients, for an US image.
satisfy the hypothesis of incoherence then the original signal can be recovered exactly with
overwhelming probability.
Figure 5.2 illustrates the concept of sparsity in the domain of three transforms : Dau-
bechies wavelets, Fourier basis and K-SVD dictionary. The transform coefficients decay
very rapidly, indicating a sparse representation of the image. Because the sparse represen-
tation in the K-SVD dictionary decays the fastest in comparison to the other transforms,
it is possible to have a higher quality reconstruction using only 2% of its largest coefficients.
5.3.3 Reconstruction results
Figure 5.3 shows the reconstruction NRMSE error as a function of the subsampling
rate and for each of the transforms used for reconstruction. It can be observed that the
error increases with the number of removed samples, whatever the reconstruction basis.
The error corresponding to the wavelets takes the largest values, and the error associated
to the Fourier basis shows intermediate values. The K-SVD dictionary gives the smallest
error, whatever the subsampling rate.
Figure 5.4.(a) shows the original beamformed RF data and the images obtained from
CS reconstruction using wavelets, Fourier and K-SVD dictionary and Figure 5.4.(b) shows
the associated error. In this example, the reconstructions have been performed after remo-
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Figure 5.3 – NRMSE as a function of the number of removed samples. The error is
computed on the RF beamformed images after CS reconstruction using K-SVD dictionary,
Fourier and wavelets.
ving 75% of the original data. These images suggest that the higher errors are associated
with the wavelet and Fourier reconstructions. The K-SVD preserves the details of the RF
beamformed data while the Fourier based reconstruction smoothens the data and wavelet
based reconstruction provides a poor result.
Whatever the reconstruction sparsifying basis, Figure 5.4.(b) indicates that the higher
error values are located in the hyperechoic cyst and the different high-intensity scatterers
areas associated to large signal amplitude.
Figure 5.5.(a) shows the log-envelope images corresponding to the reconstructed RF
data, for better visibility and figure 5.5.(b) the corresponding error images. Due to the
log operation, which performs amplitude compression, the error is now less localized and
appears to be more evenly spread over the image. The performance of the reconstruction
may be better observed on the top part of the images that is almost completely lost with
wavelets. The K-SVD dictionary also seems to better reproduce the speckle.
5.4 Conclusion
This study demonstrates the high potential of learned overcomplete dictionaries for
CS in US imaging. Experiments performed on experimental RF data with the K-SVD
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Figure 5.4 – (a) Original and reconstructed RF data using wavelets, Fourier, and K-SVD
dictionary. (b) Absolute error between original image and reconstructed RF data using
K-SVD dictionary, Fourier and wavelets. Data were reconstructed using 75% subsampling.
The colormaps were rescaled for better visibility.
based CS reconstruction using only 25% of the initial samples resulted in US images
close to the original, with minimal loss of information. Thereby, compressive sensing (CS)
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Figure 5.5 – (a) Log-envelope beamformed images computed from the original data and
from CS reconstruction using K-SVD dictionary, Fourier and wavelets. (b) Absolute error
between beamformed log-envelope image computed from the original data and CS recons-
truction using K-SVD dictionary, Fourier and wavelets. Data were reconstructed using
75% subsampling. The colormaps were rescaled for better visibility.
reconstruction with overcomplete dictionaries is feasible in medical ultrasound.
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Chapitre 6
Application to 3D US imaging
The objective of this chapter is to investigate in detail the feasibility of compressive
sensing 3D ultrasound.
6.1 Application of CS and dictionary learning to 3D US
images
6.1.1 CS reconstruction scheme
The CS reconstruction was applied on subsampled envelopes of normalized volumes
before log-compression of simulation, ex vivo and in vivo experimental 3D ultrasound vo-
lumes. The volume that is used in the CS reconstruction was excluded from the training
set of the overcomplete dictionary. In the experiments, where sectorial probes are used,
we work only on the polar data before scan conversion to the Cartesian data. CS recons-
truction was then performed on a sub-sampled dataset by removing varying amounts of
samples. In the results presented, 20− 80% of the original samples were removed.
CS reconstruction using an overcomplete dictionary was performed using a block-wise
approach. The patches extracted from the volume can be overlapping with an overlap rate
r and are of size p. Let xi of Rp, p n where n is the total size of volume x, be a 3D patch
of the volume to be reconstructed and D of Rp×K be the overcomplete dictionary, where
K is the number of atoms of size p, p < K. For this patch (2.7) then writes xi = Dvi where
vi thus contains the coefficients of the expansion of xi in D as in (5.1). By solving (5.1),
we can then recover xi from the linear measurements yi of Rm. The 3D CS reconstruction
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problem for each 3D patch was solved in our case through the l1 minimization using the
spectral projected-gradient algorithm SPGL1 describd in section 2.3.2 [van den Berg and
Friedlander, 2009c].
The accuracy of the results was quantified by comparing the CS reconstruction to the
original data through the normalized root mean square error (NRMSE) defined as in 5.1.3.
6.1.2 Sampling patterns in 3D US imaging
The sampling protocols in US imaging have to be designed to fulfill both the require-
ments of CS and of the US devices. On one hand, according to the CS theory the sampling
basis has to be incoherent with the sparsifying basis. On the other hand as mentioned in
section 4.2.2, the US imaging devices have a limited number of sampling strategies that
can be adopted due to the physical constraints of the ultrasound devices. Of course, spe-
cific hardware could be developed but this is beyond the scope of this work which aims at
using CS with minimal modifications of the US equipment. An uniform random point-wise
sampling is desirable for CS reconstruction but is of limited practical interest, whereas the
line-wise random sampling is easy to implement in practice but does not correspond to
the standard CS settings.
In this context, two different sampling schemes R1 and R2 are proposed and evaluated.
R1 is a uniform random point-wise sampling pattern in the three directions. R2 consists
of uniformly random sampling the same set of RF lines on each consecutive slice of the
volume in the axial direction. This sampling pattern simply consists in randomly skipping
the acquisition of several RF lines, thus yielding a RF image with missing lines. These two
sampling schemes are represented in Figure 6.1.
6.1.3 Reconstruction bases
The quality of the reconstruction depends on the sparsity of its representation in the
sparsifying basis Ψ which can be an orthonormal basis, a frame or an overcomplete dictio-
nary. RF data represent a specific challenge, because they do not easily lend themselves
to a sparse representation in fixed basis or frames. We thus propose using learned over-
complete dictionaries to represent them. Indeed, such a dictionary is optimized for a given
family of signals of interest and allow theoretically for much sparser representations of
these signals.
The dictionary was learned using the K-SVD approach described in Section 5.1. The
dictionary that was learned over a subset of 3D patches extracted from the envelope of US
volumes. The performance of the K-SVD method is affected by the following parameters
of the dictionary learning algorithm : patch size (p), overcompleteness (q, where the size
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(a) R1 : 3D random sampling (b) R2 : 3D line-wise sampling
Figure 6.1 – Sampling masks R1 and R2 adapted to a spatial sampling of 3D US volumes.
The black pixels correspond to the samples used for CS. The proportion of samples here
is 50% of the original volume.
of the dictionary is given by K = q×p), and overlap of patches (r, overlapping percentage
rate between two consecutive patches).
In order to quantify the interest of learned dictionary for CS reconstruction of US data,
it will be informative to compare this reconstruction with the one obtained with standard
bases. In this study, we have selected two bases for this comparison : the first is the Fourier
basis (i.e. standard DFT), since it is maximally incoherent with the sensing Dirac basis
and it has been shown to provide reasonable results. The second basis is the discrete cosine
transform (DCT), since it has better coefficients concentration properties than the Fourier
transform and thus should provide a more compressible representation.
6.2 Simulation results
6.2.1 Simulation setup
We evaluate our algorithm on simulated 3D echocardiographic images generated ac-
cording to the framework recently proposed in [Alessandrini et al., 2015,Craene and et al.,
2013]. In synthesis they are obtained by combining an electromechanical model of cardiac
contraction [Sermesant et al., 2001] with an ultrafast ultrasound simulator (COLE, [Gao
et al., 2009] and Field II, [Jensen and Svendsen, 1992]). The framework was used to simu-
late the ultrasound scan of one cardiac cycle of a healthy heart and have been obtained
with a similar approach as in [Lorintiu, O. et al., 2015]. 1
1. The corresponding data is made publicly available at the following link : http ://bit.ly/3dstraus.
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Table 6.1 – Dictionary learning parameters
Parameters Default value Tested values
p 83 43, 63, 103, 123
r (%) 50 0, 25, 75
q 4 1, 2, 3
We note that the so obtained sequences, despite synthetic, look extremely realistic and
in terms of image properties are fully representative of what is expected from real ultra-
sound recordings (see Figure 6.7(a)).
The simulated US system was equipped with a cardiac phased array transducer of
center frequency 3.3 MHz transmitting a Gaussian weighted pulse with a -6 dB relative
bandwidth of 65%.The raw RF signals were sampled at 50 MHz and a symmetric transverse
two-way beam profile was assumed, focusing at 80 mm when transmitting and dynamically
focusing on receive.
The simulated RF images consisted of 107×80 beamlines in azimuthal and elevational
direction and 6782 samples in axial direction over an angle of 80×80 degrees, resulting in a
frame rate of 30 Hz due to the use of parallel beamforming. More details on the ultrasound
model can be found in [Craene and et al., 2013]. After envelope calculation the final data
sets were downsampled at 2.2 MHz and consisted of 296 samples in axial direction and
107× 80 beamlines .
Using this protocol we simulated two data sequences for this paper with two different
scatterer distributions which produce two different speckle patterns. The data was divi-
ded in two groups : the training group consisting of five volumes coming from the first
simulated sequence and a testing group consisting of one volume of the second simulated
sequence. The training data was used for the learning of the overcomplete dictionary while
the testing data was reconstructed using the CS theory. Appendix A shows how the per-
centage of subsampling rates relates to the Nyquist sampling for the simulated dataset.
6.2.2 Influence of dictionary learning parameters
Our first objective is to evaluate the performance of our method by acting on the fol-
lowing parameters of the dictionary learning algorithm : patch size (p), overcompleteness
(q, where the size of the dictionary is given by K = q × p), and overlap of patches (r,
overlapping percentage rate between two consecutive patches).
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We measure the influence of each parameter separately, by making one of them vary
in the range specified in the Table I "Tested values" column, while all others are set to
their default value. The performance is measured by comparing the CS reconstruction to
the original data through the NRMSE as a function of the number of removed samples.
We present in the following, the results obtained using the sampling pattern R2 (line-
wise sampling) since the sampling mask R1 is of limited interest for US acquisitions. The
influence of the sampling patterns R1 and R2 is then tested on the reconstruction of
simulation data using a learned dictionary with default parameters.


















q = 1 
q = 2 
q = 3
q = 4 
Figure 6.2 – Influence of the overcompleteness q on the resulting NRMSE as a function
of the number of removed samples using the sampling mask R2. Other parameters are
p = 83, r = 50%.
Influence of the overcompleteness
In Figure 6.2 we present the reconstruction errors obtained for four tested redundancy
values q = 1, 2, 3, 4. As can be seen, for any subsampling rate the increase of the number
of dictionary elements generally improves the results, although this improvement becomes
small when the dictionary is at least three times overcomplete.
Influence of the overlapping percentage
As shown in Figure 6.3, a high overlapping rate means that more patches yp contribute
to the reconstruction of the same patch, which leads to a lower statistical reconstruction
error. However, having an overlapping rate that is too close to 1 is not favorable in terms
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Figure 6.3 – Influence of the overlap percentage on the resulting NRMSE as a function
of the number of removed samples using the sampling mask R2. Other parameters are
p = 83, q = 4.
of computational load : indeed increasing the overlap rate increases the number of patch
reconstructions. Moreover, we can observe from Figure 6.3 that the improvement is very
small when the overlap is larger than 25%.
Samples removed (% of original data)




















Figure 6.4 – Influence of the patch size n on the resulting NRMSE as a function of the
number of removed samples using the sampling mask R2. Other parameters are q = 4, r =
0%.
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Figure 6.5 – Ordered relative values of the K-SVD dictionary, Fourier and DCT coeﬃ-
cients, for a 3D US simulation volume.
Inﬂuence of the patch size
Figure 6.4 shows the accuracy obtained for diﬀerent patch sizes. Note that this ex-
periment was made independent of the overlap factor by setting r=0% (i.e. no overlap)
since the average that is introduced by the overlapping factor may bias the reconstruction
error. We notice on Figure 6.4 that the reconstruction NRMSE is close for patches of size
equal to or larger than 8, thus we might be tempted to choose a high patch size in order
to reduce the number of total patch reconstructions. However, the higher the patch, the
larger the reconstruction computational load. A patch size of 8 is the good compromise
between a good NRMSE and a reasonable amount of computations.
6.2.3 Sparsity of 3D simulation US images
We extend here the assumption that 2D US data is sparse in a given basis Ψ to 3D US
volumes. The concept of sparsity is illustrated by plotting the sparse coeﬃcients in a given
basis in order of magnitude. In Figure 6.5 we illustrate the concept of sparsity of 3D data
in the domain of three transforms : K-SVD dictionary, Fourier basis and DCT. The sparse
representation in the K-SVD dictionary decays the fastest in comparison to the other
transforms,meaning that it is possible to have a higher quality reconstruction using this
representation coeﬃcients. While the coeﬃcients in the Fourier and DCT representation
start to slowly decay only from 80% of the total number of coeﬃcients, the coeﬃcients in
the K-SVD dictionary decay fast from 50-60%. Given that the largest coeﬃcients represent
70% of the total number of coeﬃcients in the K-SVD dictionary, then this percentage of
transform coeﬃcient will be suﬃcient to get reliable reconstruction.
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6.2.4 Comparison of simulation US data reconstruction results
Using the default parameters, we compare the reconstruction results that we obtain
using the K-SVD dictionary with compressed sensing reconstructions using the Fourier
basis and the DCT. This comparison is performed for the two proposed sampling patterns
R1 and R2. Figure 6.6 shows the reconstruction NRMSE error as a function of the subsam-
pling rate and for each of the transforms used for reconstruction and using the sampling
patterns R1 and R2. It can be observed that the error increases with the number of removed
samples, for every transform and whatever the sampling pattern. The error corresponding
to the DCT takes the largest values, and the distance between the error curves corres-
ponding to each transform is relatively constant. The K-SVD dictionary clearly gives the
smallest error, whatever the subsampling rate and performs particularly well for high sub-
sampling rates. We note that for any transform, the reconstruction error associated with
the line-wise sampling pattern R2 is close and slightly larger than the error obtained with
the point-wise subsampling scheme R1, which is from a theoretical point of view the most
incoherent with the representation basis/dictionary. This is interesting since it shows that
CS acquisition of 3D data is feasible in a relatively simple setting. Overall, these results
show that the default parameters previously chosen for the K-SVD dictionary perform well
on simulated volumes.
Figure 6.7 shows the log-envelope images corresponding to the reconstructed non-log
envelope 3D US volume in Polar and Cartesian coordinates. The reconstructions have been
performed for the subsampling rates 50% and 80%, and allow to visually evaluate the si-
gnificance of the NRMSE plotted in Figure 6.6. We focus our attention on the sampling
mask R2 since the sampling mask R1 is of limited interest for US acquisitions. We do
not show the results obtained with the DCT since they are similar to the ones obtained
with the Fourier basis and the reconstruction error is higher. Figure 6.7(a) represents the
original volume and the reconstruction at 50% and 80% subsampling in Polar coordinates
and 6.7(b) in Cartesian coordinates. It can be observed that the K-SVD CS reconstruction
provides the best results using 50% of the initial data while with the Fourier CS recons-
truction the missing sample lines can be observed on the reconstructions. Even though
the reconstruction produced by the K-SVD dictionary using a 80% subsampling rate are
better than with the Fourier basis, the results deteriorate and the missing sample lines
can be seen on the reconstructions. In the case of the Fourier reconstruction the missing
lines are clear distinguishable in both Polar or Cartesian coordinates while for the K-SVD
reconstruction we can see the effect of the reconstruction only on the 80% subsampling case.
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Figure 6.6 – NRMSE as a function of the number of removed samples using the sampling
mask R1 and R2. The error is computed on the envelope of the 3D US volume after CS
reconstruction using K-SVD dictionary, Fourier basis and DCT.
6.2.5 Speckle reconstruction
We evaluated the speckle reconstruction characteristics by considering all 8 × 8 × 8
distinct patches contained in the simulated 3D US volumes and line-wise random subsam-
pling scheme R2. The correlation coefficient between the reconstructed patches and the
initial patches was then measured. Figure 6.8 below shows the distribution of the corre-
lation coefficient for all the patches of the 3D volumes for a reconstruction performed at
50% subsampling rate. We notice that, in the case of the K-SVD reconstruction, the corre-
lation between initial patches and reconstructed patches is high except in seven localized,
regularly spaced areas where this correlation is much lower. After further investigation
we found that these regions correspond to the corners of the volume where there are no
scatterers (i.e. no scatterers were placed in these regions in the no simulation setup), and
thus only reconstruction noise is present. On the other hand, the CS Fourier reconstruction
gives much lower correlations, with most values comprised between 0.8 and 0.2.
Figure 6.9 provides a more global perspective on the results, by showing the mean
and variance of the correlation as a function of the subsampling rate, for Fourier and
KSVD-based reconstructions. It may be observed that from 20% to 50% subsampling the
correlation using the KSVD dictionary CS reconstruction is high (ranging from 1 to 0.9)
whereas it decreases to 0.8 for a sampling rate of 80%. On the opposite, Fourier-based
reconstruction gives lower correlation values, from 0.6 to 0.3 with a higher variance.
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Figure 6.7 – Visualization of 3D CS reconstructions of a simulated US volume using the
sampling mask R2 in (a) Polar coordinates and (b) Cartesian coordinates. Original data,
Fourier based reconstruction using a 50% subsampling rate, K-SVD based reconstruction
using a 50% subsampling rate, Fourier based reconstruction using a 80% subsampling rate
and K-SVD based reconstruction using a 80% subsampling rate.
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Figure 6.8 – Correlation as a function of the patch number between original volume and
the (a) CS KSVD reconstruction and the (b) CS Fourier reconstruction at 50% subsampling
using the line-wise R2 scheme.
6.3 Ex vivo experimental results
6.3.1 Ex vivo experimental acquisition setup
For the acquisition of the volumes we use the Ultrasonix MDP research platform equip-
ped with the 4DC7-3/40 Convex 4D transducer. Using this imaging system we imaged the
following ex vivo organs purchased from the store : 3 pig brains, 3 sheep hearts and 2
sheep kidneys. The central frequency of the probe was of 5 MHz for the 3 organs and the
signals were collected using a 40 MHz sampling rate. The transmitted beams, as well as
the received signals, were focused at 56 mm depth. The field of view (FOV) varied between
55 and 65 degrees. For each organ we acquired the non-log envelope. As previously, we
only use the non-log envelope volumes to perform the CS reconstruction.
The acquired images consisted of 128× 47 beamlines (azimuthal and elevational direc-
tion) for the brains, 96 × 43 beamlines for the hearts and 96 × 41 for the kidneys. The
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Figure 6.9 – Mean correlation and standard deviation between the original volume and
the KSVD or Fourier reconstruction at different subsampling rates line-wise R2 scheme.
number of samples in the axial direction was 1792, 2304 and 1792 samples respectively.
After non-log envelope calculation the final data sets were downsampled at 5 MHz and
consisted of 128× 47× 224, 96× 43× 288 and 96× 41× 224 voxels for the brains, hearts
and kidneys respectively.
6.3.2 Ex vivo reconstruction results using organ-dependent dictionaries
Ex vivo US images reconstruction
The CS reconstruction using organ-specific dictionaries was tested on sets composed
of US acquisitions of two different organs : ex vivo brain and heart. The training and
testing data consisted of different acquisitions of the same kind of organ. According to the
reconstruction scheme and the previously chosen default parameters the training data was
composed of patches extracted from the volumes belonging to the training dataset.
The training data consisted of 8 × 8 × 8 patches extracted from the volumes be-
longing to the training dataset. We use typical values for the algorithm parameters :
patch dimension p = 512 ( i.e. 83) ; overlap of patches r = 50% and overcompleteness of
q = 4p ( i.e. K = 4 × 512). For both organs the training sets were composed of random
patches extracted from two acquired volumes of two distinct brains or hearts and the
testing data corresponded to the acquisition of a third brain or heart. The testing data
consisted in both cases of approximatively 20000 patches, that is 70% of the total number
of patches. Appendix A shows how the percentage of subsampling rates relates to the
Nyquist sampling for the experimental dataset.
Figures 6.10.(a) and 6.10.(b) show the reconstruction NRMSE errors as a function of
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the number of removed samples using the sampling masks R1 and R2 for the ex vivo brain
and heart US volumes. In both cases, the errors increase with the number of samples remo-
ved for all the reconstruction transforms. The DCT always gives the highest reconstruction
error, closely followed by the Fourier basis. The values of the NRMSE of these two trans-
forms are relatively close : in the case of the random subsampling scheme R1 the mean
difference is of 0.23 × 10−2 and 0.22 × 10−2 and in the case of the line-wise subsampling
R2 of 0.27× 10−2 and 0.2× 10−2 for the brain and respectively heart reconstruction.
The K-SVD dictionary gives the smallest error, whatever the subsampling rate. The
difference, in terms of NRMSE error between the CS reconstruction using the Fourier basis
and the K-SVD dictionary is in the range [0.26−1.4]×10−2 for R1 and [0.35−2.2]×10−2
for R2 for both organs. It is interesting to notice that the error of reconstruction using the
K-SVD dictionary and a line-wise sampling mask R2 is smaller than the error obtained
with the Fourier basis and random subsampling scheme R1, which is from a theoretical
point of view the most incoherent.
The results obtained for the two organs are close and the curves exhibit the same
tendencies. The differences between the K-SVD CS reconstructions of the two different
organs are in the range [0.25−0.49]×10−2 for the R1 subsampling and [0.34−0.42]×10−4
for the R2 subsampling. This indicates that the dictionary performs as well for different
organs with organ-specific dictionaries.
Figures 6.11 and 6.12 show the log-envelope images corresponding to the reconstruc-
ted non-log envelope 3D US volume of the ex vivo brain and heart in Polar and Cartesian
coordinates., for better visibility. We show only one axial-azimuthal slice on which we
can better see the effects of the sampling and the quality of the reconstruction. We do
not show the results obtained with the DCT since they are similar to the ones obtained
with the Fourier basis. The left image represents the original data before subsampling and
reconstruction, followed by the Fourier and K-SVD CS reconstruction at 50% and 80%
subsampling rates.
Overall we notice that the CS method provided good reconstructions of the whole
volume except in the case of the 80% subsampling where we can clearly start to see the
missing RF samples and lines, particularly in the case of the Fourier-based reconstruction.
At 50% subsampling, CS with the K-SVD dictionary reconstructs better the fine details
such as the walls of the chambers in the heart and the speckle pattern. At 80% subsampling,
even though the reconstruction produced by the K-SVD dictionary are better than with
the Fourier basis, the quality of the results is lower and the missing sample channels and
artifacts due to the patch-wise reconstruction start to be seen.
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(a) ex vivo brain











Ex vivo heart reconstruction
















(b) ex vivo heart
Figure 6.10 – NRMSE as a function of the number of removed samples using the sampling
masks R1 and R2. The error is computed for the CS reconstruction of the ex vivo : (a)
brain and (b) heart using organ-dependent K-SVD dictionary, Fourier basis and DCT.
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Figure 6.11 – Visualization of 3D CS reconstructions of an ex vivo brain US volume using
the sampling mask R2 in (a) Polar coordinates and (b) Cartesian coordinates. Reconstruc-
tions using the K-SVD dictionary for 50 and 80% subsampling rates.
6.3.3 Generality : Reconstruction results using a single dictionary
In order to test the generality of the CS reconstruction using an overcomplete dic-
tionary learned with the K-SVD algorithm, we trained the dictionary on a set composed
of US acquisitions of three different organs. The training data is thus composed of US
volumes of two brains, two hearts and one kidney. The testing dataset is composed of one
brain, one heart and one kidney that are not included in the training dataset. The dictio-
nary learning parameters remain the same as previously and we focus our attention on the
sampling mask R2 since the sampling mask R1 is of limited interest for US acquisitions
and yields similar results.
Figure 6.13 shows the reconstruction error NRMSE for the beamformed non-log en-
velope images as a function of the subsampling rate, for each of the transforms used for
reconstruction and for each of the reconstructed US organ volumes i.e. : brain, heart and
kidney. We can notice that the results obtained for the three organs are very close and the
curves exhibit the same tendencies. Interestingly, the differences between the reconstruc-
tions performed using the specific dictionaries of the previous section (Figures 6.10) and the
ones performed using the general dictionaries are very small : in the range [4.8−6.4]×10−4
for the brain reconstruction and [1.1− 7.4]× 10−4 for the heart reconstruction. This indi-
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Figure 6.12 – Visualization of 3D CS reconstructions of an ex vivo heart US volume using
the sampling mask R2 in (a) Polar coordinates and (b) Cartesian coordinates. Reconstruc-
tions using the K-SVD dictionary for 50 and 80% subsampling rates.
cates that the general dictionary performs as well as the organ-specific dictionaries.
Figure 6.14 shows the log-envelope images corresponding to the reconstructed non-log
envelope 3D US volume of the ex vivo kidney in Polar and Cartesian coordinates. We show
only one axial-azimuthal slice on which we can see the effects of the sampling and the qua-
lity of the reconstruction. We do not show the results obtained with the DCT since they are
similar to the ones obtained with the Fourier basis and the reconstruction error is higher.
We do not show either the reconstructions of the ex vivo heart and brain since the results
in terms of reconstruction errors are similar. The left image represents the original data
before subsampling and reconstruction followed by the CS reconstruction using the K-SVD
dictionary and the CS reconstruction using the Fourier basis at 50% and 80% subsampling.
The first observation to make is that for all the subsampling rates, the CS method
provided good reconstructions of the whole volume except in the case of the 80% subsam-
pling where we can clearly start to see the missing columns, particularly in the case of the
Fourier-based reconstruction. It can be observed that the K-SVD CS reconstruction pro-
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vides the best results, as previously, while with the Fourier CS reconstruction the missing
sample lines can always be seen on the reconstructions. Even though the reconstruction
produced by the K-SVD dictionary using 20% of the initial data are better than with
the Fourier basis, the quality of the results decreases when removing more samples and
the missing samples start to be visible on the reconstructions. At 50% subsampling CS
with the dictionary reconstructs better the fine details such as the vessel ramifications in
the kidney. At 80% subsampling, even though the reconstruction produced by the K-SVD
dictionary are better than with the Fourier basis, the quality of the results is lower and
the missing sample channels start to be seen on the reconstructions. At such subsampling
rate, the CS reconstruction with the Fourier basis loses almost completely the fine details
and the resulting image is much deteriorated while with the K-SVD these structures are
still preserved.
Overall we observe that the reconstructions performed with experimental data are
consistently worse than with the simulated data. In terms of NRMSE the error is indeed
five times higher in the case of the experimental volumes. This is easily explained by the
quality of the original samples. The comparison of Figure 6.7 (simulated data) and the
Figures 6.14 (experimental data) shows clear differences : the simulated images have a
better resolution and less speckle regions than the experimental volumes.
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Figure 6.13 – NRMSE as a function of the number of removed samples using the line-wise
sampling mask R2. The error is computed for the CS using the general K-SVD dictionary,
Fourier basis and DCT for the CS reconstruction of : (a) brain, (b) heart and (c) kidney.
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Figure 6.14 – Visualization of 3D CS reconstructions of an ex vivo kidney US volume
using the sampling mask R2 in (a) Polar coordinates and (b) Cartesian coordinates. Re-
constructions using the K-SVD dictionary for 50 and 80% subsampling rates.
6.3.4 Speckle reconstruction
We evaluated the speckle reconstruction characteristics by measuring the correlation
coefficient between the initial and reconstructed patches of all 8 × 8 × 8 distinct patches
contained in the ex vivo kidney US volumes and the line-wise random subsampling R2
scheme. Figure 6.15 shows the distribution of the correlation coefficients for all the patches
reconstructed with the K-SVD dictionary and the Fourier basis at a subsampling rate of
50%. Compared to the correlations found for the simulation US reconstruction in Figure
6.8, the CS K-SVD reconstruction gives slightly lower correlation values and has a parti-
cular region that is affected in terms of correlation situated between the 300th and 400th
patch. The speckle reconstruction correlations obtained with the K-SVD dictionary are
still higher than with the Fourier basis. The CS Fourier reconstruction gives much lower
correlations, with most values comprised between 1 and 0.4 and with a quite large re-
gion where they get close to 0 correlation, whereas with the K-SVD reconstruction most
correlation values situate between 1 and 0.6.
Figure 6.16 shows the mean and variance of the correlation as a function of the subsam-
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Figure 6.15 – Correlation as a function of the patch number between original volume and
the (a) CS KSVD reconstruction and the (b) CS Fourier reconstruction at 50% subsam-
pling.
pling rate, for Fourier and KSVD-based reconstructions. We can observe that the K-SVD
dictionary always provides a higher correlation than the reconstructions using the Fourier
basis. Up to 40% subsampling the correlation with K-SVD is is high (ranging from 1 to
0.9) and it degrades down to 0.75 for a 80% subsampling. The Fourier-based reconstruction
gives a good correlation at 20% subsampling but rapidly deteriorates, decreasing to 0.55
at 80% subsampling. It is also interesting to notice that the correlations obtained with the
dictionary give variances two times lower than with the Fourier basis.
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Figure 6.16 – Mean correlation and variance between the original volume and the KSVD
or Fourier reconstruction at different subsampling rates.
6.4 In vivo experimental results
6.4.1 In vivo experimental acquisition setup
For the acquisition of the volumes we use the Ultrasonix MDP research platform equip-
ped with the 4DC7-3/40 Convex 4D transducer. Using this imaging system we imaged
the liver and the kidney of two healthy subjects. All subjects provided written informed
consent. The central frequency of the probe was of 4 MHz for all the acquisitions. The
transmitted beams, as well as the received signals, were focused at 76 mm depth. Other
parameters of the probe were : field of view (FOV) = 45 degrees, frame rate = 2 Hz and
gain = 50% for all the acquisitions. For each subject and organ we acquired the non-log
envelope. As previously, we only use the non-log envelope volumes to perform the CS re-
construction. After non-log envelope calculation and down-sampling, the final data sets
were sampled at 5MHz and consisted of volumes of 33× 128× 512 voxels.
6.4.2 In vivo reconstruction results non organ-dependent dictionaries
The CS reconstruction of in vivo US organs was tested in a general context using the
dictionary described in the previous section, i.e. learned from a set of 3 different ex vivo
animal organs (two brains, two hearts and one kidney). The testing dataset is composed
of one liver and one kidney that were acquired in vivo. We focus our attention on the
sampling mask R2 and on the Fourier basis, used as a reference.
Figure 9.12 shows the reconstruction error NRMSE for the non-log envelope images
as a function of the subsampling rate, for each of the transforms used for reconstruction
and for each of the reconstructed US organ volumes i.e. liver and kidney. We can notice
that the results obtained for the two organs are very close and the curves exhibit the
same tendencies. The differences between the reconstructions performed using the same
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dictionary for the reconstruction of ex vivo volumes (Figure 6.13) and the ones performed
on in vivo US volumes are very small : in the range [4.5 − 7.6] × 10−3 for the kidney
reconstruction. This indicates that the general dictionary performs well for both ex vivo
or in vivo 3D acquisitions.
Figure 6.18 shows the log-envelope images corresponding to the reconstructed non-log
envelope 3D US volume of an in vivo liver, in Polar and Cartesian coordinates for better
visibility. We show only one axial-azimuthal slice on which we can see the effects of the
sampling and the quality of the reconstruction. We do not show the results obtained with
the DCT since they are similar to the ones obtained with the Fourier basis and the recons-
truction error is higher. The left image represents the original data before subsampling and
reconstruction followed by the CS reconstruction using the ex vivo K-SVD dictionary and
the CS reconstruction using the Fourier basis at 50% and 80% subsampling. We observe
that we do not see anymore the subsampled beamlines on the reconstruction. The Fou-
rier reconstruction still has visually a poorer quality than the K-SVD reconstruction, the
images are covered with noise and the finer details are lost. At 50% subsampling, CS using
the dictionary gives satisfying results and both small and big structures are preserved. At
80% subsampling, even though the reconstruction produced by the K-SVD dictionary is
better than with the Fourier basis, the quality of the results is lower and some regions are
deteriorated.
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Figure 6.17 – NRMSE as a function of the number of removed samples using the line-wise
sampling mask R2. The error is computed for the CS using the general K-SVD dictionary
and the Fourier basis for the CS reconstruction of : (a) liver and (b) kidney.
Oana LORINTIU 139
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2015ISAL0093/these.pdf 
© [O. Lorintiu], [2015], INSA Lyon, tous droits réservés








Fourier reconstruction KSVD reconstruction
50% subsampling
80% subsampling
   0
16
   8
























   0
16
   8














Figure 6.18 – Visualization of 3D CS reconstructions of an in vivo liver US volume
using the sampling mask R2. Reconstructions using the K-SVD dictionary for 50 and 80%
subsampling rates.
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Chapitre 7
Conclusion and perspectives
This study demonstrates that the CS theory using overcomplete learned dictionaries
can be applied to 3D ultrasound imaging to reduce the volume of data needed for the
reconstruction and speed up the acquisitions. We showed in particular that the learned
dictionary approach yields lower errors (NRMSE) than conventional sparsifying dictiona-
ries based on fixed transforms such as Fourier or discrete cosine, meaning that the US
images have a sparser representation in learned dictionaries. Experiments performed on
simulated and experimental 3D US volumes with the K-SVD based CS reconstruction
using a subsampling rate up to 60% resulted in US volumes close to the original, with
minimal loss of information and seem to confirm our sparsity hypothesis.
In addition, a sampling protocol suited to US imaging was proposed here by randomly
subsampling full RF lines. The obtained results using this line-wise sampling strategy
showed that we can recover 3D ultrasound signals of high quality using only 60% of the
initial data. This shows in particular that although not fully uniform, the line-wise sam-
pling yields results with an accuracy comparable to the conventional point-wise random
subsampling. This indicates that CS acquisition of 3D data is thus feasible in practice in
a relatively simple setting.
Finally, we evaluated the generality of the learned overcomplete dictionary by training
it on 3D US volumes of different ex vivo and in vivo organs. This approach showed that
the dictionary is not hampered by overlearning and provides satisfying reconstructions
for images coming from different organs. The difference between the reconstruction error
obtained with a specific dictionary and the one obtained with the general dictionary is
minimal (on the order of 10−4).
In this contribution we showed the powerful potential of CS to reduce data volume
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and speed up acquisitions with the proposed sampling protocol. However, the learned
dictionary cannot be represented as an implicit operator neither does it have an explicit
inverse, then, since the sparse coefficients have to be decomposed in the learned dictionary
by solving a minimization problem, the overall computational time is highly increased.
Considering that the dictionary is learned in advance, using dedicated circuits (GPU type)
for the CS reconstruction could allow a great improvement in processing times and overall
increase the imaging rate, keeping the real-time nature of US imaging.
Future work will include an investigation of adaptive sparse learning routines providing
on the fly dictionaries as well as an optimization of the processing and reconstruction times.
Various applications will also be considered (3D imaging using matrix arrays and duplex
ultrasonography (B-mode/Doppler)).
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IV Contribution 2 : Compressed sensing
in Doppler ultrasound using block sparse
Bayesian learning
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Chapitre 8
Compressed sensing in Doppler ultrasound
8.1 Introduction
In this chapter we focus on developing a framework for using duplex Doppler ultra-
sound systems. As explained in chapter 1.3.3, these type of systems need to interleave
the acquisition and display of a B-mode image and of the pulsed Doppler spectrogram.
Thus, a framework for alternating Doppler and US emissions is proposed here by using
a CS based framework for randomly interleaving the two types of emissions. The propo-
sed method reconstructs the Doppler signal segment by segment using the block sparse
Bayesian learning (BSBL) algorithms (see chapter 2.4.2). It is worth emphasizing that the
success of BSBL algorithms in this application clearly show their unique ability to exploit
block-correlated signals and to recover non-sparse signals.
The remaining of this chapter is structured as follows. In section 8.2 we briefly review
the state of art techniques used for alternating the two kinds of acquisitions. In section
9.1 we give in detail the framework of application of the standard CS and BSBL based
reconstructions to Doppler signals. In section 9.2 we give the simulation results and discuss
in particular the choice of all the parameters used by both methods. Our BSBL based me-
thod is compared to the method proposed in [Richy et al., 2013]. Finally, the experimental
feasibility is presented in section 9.3.
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8.2 State of the art of CS in Doppler imaging
As explained in section 1.3.3, duplex Doppler is an echographic mode that allows vi-
sualizing at the same time a B-mode image and the blood flow. In order to show the blood
velocity in vessels, one point is selected on the B-mode image and the evolution of the velo-
city at the given point is shown as function of time on a pulsed Doppler spectrogram (also
called pulsed wave (pw)-spectrogram). If both modes, B-mode imaging and pulsed Doppler
spectrogram, need to be used in the same imaging sequence then the acquisition time must
be shared between the two imaging systems and a strategy for alternating them is required.
The first possibility that can be considered is alternating the two kinds of acquisitions.
However, this halves the pw-spectrogram pulse repetition frequency (PRF) and thus di-
vides the maximum measurable velocity by two. Another possible approach is to regularly
interrupt the Doppler emissions to acquire a full B-mode image. This gives pw-spectrogram
with gaps in the signal. The methods by Kristoffersen and Angelsen [Kristoffersen and
Angelsen, 1988] or Klebaek et al. [Klebaek et al., 1995] were proposed to fill in the gaps
produced by the acquisition the US image. However these methods assume that the blood
flow can be predicted or is stable, which is not true in the case of abrupt variations and
leads to inaccurate estimations. The only studies that investigate the reconstruction of
the missing samples in duplex ultrasound systems were developed by Jensen in [Jensen,
2006] and further investigated in [Mollenbach and Jensen, 2008]. The proposed technique
is based on the use of filter banks to reconstruct the missing samples and was tested for
regularly and randomly subsampled sequences.
In the context of the novel compressed sensing technique, described in detail in chap-
ter 2, there are only few studies that treat the problem of duplex acquisitions [Zobly and
Kakah, 2011, Zobly and Kadah, 2013,Richy et al., 2011,Richy et al., 2013]. Zobly et al.
apply conventional basis pursuit in [Zobly and Kakah, 2011] and a multiple measurement
vector (MMV) techniques in [Zobly and Kadah, 2013] to reconstruct the Doppler signal.
However it is difficult to draw conclusions from these works to the extent that the sensing
basis and the model basis (dictionary) are not specified.
In the recent studies [Richy et al., 2011,Richy et al., 2013], it has been shown shown that
compressed sensing-based reconstruction of Doppler signal allowed reducing the number
of Doppler emissions and yielded better results than traditional interpolation. The par-
ticularity of this work is the decomposition of the signal to be reconstructed in several
segments of same length which reduces the computation times since the reconstruction
algorithm is applied only to a reduced number of measurements. This method has been
evaluated on both simulated and real sonograms. However, in this study the reduction of
Doppler emission has to be limited to 60% in order to produce satisfying reconstruction
(i.e. a PSNR > 20 dB).
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We thus propose here to improve over the study in [Richy et al., 2013] using the
BSBL framework to reconstruct Doppler signals. Given the characteristics of the BSBL
framework described in section 2.4.2, it seems that the Doppler signal provides the ideal
conditions for applying this method. Indeed, BSBL exploits the intra-correlation structure
within a signal. Knowing that the sequence of Doppler samples is provided by a conti-
nuous temporal evolution of a region of scatterers over a lapse of time, it seems reasonable
to assume that Doppler samples will be correlated over a given time period, yielding the
intra-correlation structure that is exploited by BSBL. Moreover, the results shown in [Ri-
chy et al., 2013] show that the Doppler signals are only moderately sparse. The BSBL
framework is well-adapted to deal with this difficulty, since it is able to recover non-sparse
true solutions to inverse problems with sufficiently small errors, as long as the entries in
solution vectors or solution matrices are correlated.
As we will see in the sequel, the developed method reconstructs the Doppler signal
segment by segment from data sets where flow and B-mode emissions are randomly in-
terleaved. Each segment is reconstructed in the context of compressive sensing theory
described in chapter 2 using the block sparse Bayesian learning framework described in
section 2.4.2.
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Chapitre 9
CS Doppler ultrasound reconstruction
using block sparse Bayesian learning
9.1 Application of the BSBL framework to Doppler signals
9.1.1 Acquisition and reconstruction scheme
The principle of the method developed here is based of the acquisition of a sparse
sequence of sub-sampled data in order to alternate the Doppler and B-mode emissions.
We remind here that the type of ultrasound pulses that are sent out by the probe when
B-modeimaging is done is different from the one sent out for flow imaging. The pulsed Dop-
pler spectrogram is obtained by selectiong one point in the B-mode image and showing the
evolution of the velocity at that given depth as a function of time. The original Doppler
signal is denoted by x ∈ Cn. CS reconstruction was performed on a fully sampled dataset
that we samples randomly much below the conventional sampling rate. The subsampling
rate, r, is the ratio of the number of kept Doppler samples to the total number of samples,
n. The time saved by ignoring the other samples is used for B-mode imaging. The Doppler
signal is supposed to be available in real time, which leads us to a segment-by-segment
reconstruction strategy, whose principle is summarized in Figure 9.1. The segments ex-
tracted from the signal may be overlapping with an overlap rate r and are of size p.
Let xi of Rp, p  n, be a segment of the Doppler signal to be reconstructed and
Ψ of Rp×p be the sparsifying transform. For this segment the CS formulation writes xi =
Ψvi where vi thus contains the coefficients of the expansion of xi in Ψ.
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Figure 9.1 – Principle of the method. Modified with permission from [Richy et al., 2013].
150 Oana LORINTIU
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2015ISAL0093/these.pdf 
© [O. Lorintiu], [2015], INSA Lyon, tous droits réservés
9.1. APPLICATION OF THE BSBL FRAMEWORK TO DOPPLER SIGNALS
Classical CS reconstruction applied to Doppler signals
The data acquisition in Doppler as in US imaging is performed in the direct space so
the acquisition basis Φ is the Dirac basis and the sample selection is done randomly. From
here, we can rewrite the classical CS algorithms to reconstruct each segment xi from the
linear measurements yi of Rm :
vˆi = arg min
vi∈Rp
‖vi‖1 subject to ‖yi −RΦΨvi‖2 ≤ ε
xˆi = Ψvˆi
(9.1)
After reconstructing all the xˆi, the segments are recombined by shifting and summing
in order to get the full Doppler signal xˆ, see Figure 9.1.
The CS reconstruction method considered in [Richy et al., 2013] and based on a classical
basis pursuit approach is used here as a reference to compare with. The reconstruction is
applied segment by segment to Doppler measurements and the calculation of each xˆi by
solving (9.1) is carried out by an iterative algorithm taken from YALL1, a solver developed
by Zhang et al. [Yang and Zhang, 2011a,Yang and Zhang, 2011b] based on the alternating
direction method and described in section 2.3.2.
BSBL framework applied to Doppler signals
The above sparse reconstruction scheme can be reformulated as an estimation problem
solved in a Bayesian framework. If we reformulate the CS problem given in (9.1) and
assuming that the noise  is approximated by an additive Gaussian noise with a zero
mean and unknown variance σ2, the quantities that remain to be estimated based on the
measurements segments are the sparse coefficients vi and the noise variance σ2. Thus, the
associated Gaussian likelihood model is given by :
p(yi|vi, σ2) = (piσ2)−p exp(− 1
σ2
‖yi −RΦΨvi‖22) (9.2)
The coefficients corresponding to each reconstructed segment vˆi are estimated using the
BSBL framework described in section 2.4.2 and the corresponding segment xˆi is obtained
from xˆi = Ψvˆi. The full Doppler signal xˆ is reconstructed according to Figure 9.1.
9.1.2 Reconstruction bases
As explained in section 2, the choice of the representation and sensing domains is deci-
sive for the efficiency of CS signal recovery. In ultrasound and Doppler imaging, the signal
is acquired in the direct domain, which means that Φ = I. As for the sparsity domain
Ψ, we consider several transforms for the classical CS reconstruction framework described
above. In this study, we have selected two bases for this comparison : the first is the Fourier
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basis (i.e. standard DFT), since it is maximally incoherent with the sensing Dirac basis, it
is fast to compute and it has been shown to provide reasonable results. The second basis
is represented by the directional wave atoms, which were recently introduced by Demanet
and Ying [Demanet and Ying, 2007] and used for comparison with [Richy et al., 2013]. Let
us note that, directional wave atoms do not form a basis but a tight Parseval frame with
redundancy two.
In the case of the BSBL framework we only focus on the Fourier basis for the trans-
formation basis of the Doppler signals.
9.1.3 Reconstruction quality evaluation
To measure the quality of the reconstructions for a given parameter set, we use the
average PSNR, defined as








Pw-spectrograms of the reconstructed signals are also used to evaluate qualitatively
the results of the Doppler reconstruction. For a given parameter setting, if the number of
repetitions (nrep) of the reconstruction is higher than one, the reconstructed signal that is
chosen among the nrep results to compute the pw-spectrogram is the one that corresponds
to the median PSNR.
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9.2. SIMULATION RESULTS
9.2 Simulation results
In the following sections we explore how the performance of the BSBL algorithm with
Doppler data is affected by various experimental factors.
9.2.1 Simulated Doppler data
Using the FIELD II program [Jensen and Svendsen, 1992], and the example given
at [Jensen, 1996a] we simulated the blood flow in a femoral artery. First the scatterers
contained in an artery of radius 2 mm are generated. It consists of a list of random
coordinates spatially uniformly distributed and a list of random amplitudes following a
Gaussian distribution. Then, the scatterers are moved in order to obtain their position at
each time instance according to the Womersley model [Jensen, 1996b]. The PRF was set
to 5 kHz for a mean velocity of 0.15 m/s and a beam/flow angle of 60◦. The 128-element
probe had a center frequency of 3 MHz. We focus on the reconstruction of a Doppler signal
that corresponds to a complete cardiac cycle of about 1 s. The resulting pw-spectrogram






















Figure 9.2 – Pw-spectrogram of the signal generated with FIELD II
9.2.2 Influence of BSBL method parameters
Our first objective is to evaluate the performance of the BSBL method on Doppler
data by acting on the block partition. To examine this we compared two versions of the
Bound-Optimization based algorithm proposed by Zhang [?, ?] and described in section
2.4.2. The first version corresponds simply to original method BSBL-BO and uses a fixed
block partition. The second version, EBSBL-BO, corresponds to an extension where the
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block partition is assumed to be unknown and thus, to be determined during the recons-
truction process. For the BSBL-BO algorithm the block partition was designed as follows :
the location of the first element of each block was 1, 1+b, 1+2b, ...., where the block size is b.
In the EBSBL-BO framework, all the blocks are also of equal size b, but all possible
blocks that overlap each other with an overlap step of size one are now considered. The
block i starts at the element i of vi and ends at the element (i+b−1). All the nonzero ele-
ments of vi lie in some of these blocks. Similar to the framework described in section 2.4.2,
the block i is assumed to satisfy a multivariate Gaussian distribution with 0 mean and cova-
riance matrix given by σiBi. So, as previously, we have p(vi) ∼ N (0,Σ0) but Σ0 is no longer
a block diagonal matrix. Now in Σ0 each σiBi lies along the principal diagonal and overlaps
the adjacent σjBj . The previous BSBL framework can thus not be used. As a consequence,




and from this an expanded model is derived for the BSBL-BO algorithm, which is called
EBSBL-BO. The details of this algorithm can be found in [Zhang and Rao, 2012, Zhang
and Rao, 2013a] and the expansion representation can be examined in Figure 9.3.
Figure 9.3 – Structures of the original Σ0 and the expanded Σˆ0. Each color block corres-
ponds to a possible nonzero block σiBi.
In our case, the size of the blocks is to be determined, thus we tested both methods
for different block sizes (b) and at several subsampling rates (S) given in Table 9.1. The
performance is measured by comparing the CS reconstruction to the original data through
the PSNR as a function of the number of removed samples. As shown in Figures 9.4.(a)
and 9.4.(b) the block size is a determining factor for the quality of the reconstruction. We
notice that the BSBL algorithms are slightly more sensitive to the size of b than EBSBL
algorithms, especially when the partition size is high. Thus, the block sizes of 20 and 40
are not suitable for these algorithms and block sizes of 5, 10 and 20 give similar results.
Lastly, the pw-spectrograms shown in Figure 9.5 confirm that these three block sizes give
very close reconstruction results with a slightly better reconstruction for block sizes 5 and
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Table 9.1 – Dictionary learning parameters
Parameters Tested values
b 5, 10, 20, 40, 60
S (%) 20, 30, 40, 50, 60, 70, 80
10. Indeed, in the case b = 20 there are some small reconstruction errors at a subsampling
rate of 80% that are introduced in the areas pointed by arrows on Figure 9.5. Since the
b = 5 requires more calculations due to the higher number of partition per block, we will
use b = 10 for the following reconstruction using the BSBL and ESBL algorithms.


















































Figure 9.4 – Influence of the block size b on the resulting PSNR as a function of the
subsampling rate (S %), for (a) the BSBL algorithm and (b) the EBSBL algorithm. The
other parameters are set to default values : r = 50%, p =256, Ψ = Fourier
9.2.3 Influence of CS reconstruction parameters
Another objective is to evaluate here the performance of our method by acting on
the parameters related to the CS reconstruction of the pw-spectrogram. The parameters
that will vary are : the segment size (p), the sampling rate (S), the overlap of segments
(r, overlapping percentage rate between two consecutive segments) and the sparsifying
transform (Ψ).
We measure the influence of each parameter separately, by making one of them vary
in the range specified in the Table 9.2 "Tested values" column, while all others are set to
their default value. The performance is measured by comparing the CS reconstruction to
the original data through the PSNR as a function of the number of removed samples.
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50 % subsampling 80 % subsampling
(b) EBSBL reconstruction
Figure 9.5 – Pw-spectrograms of (a) BSBL and (b) EBSBL algorithms based reconstruc-
tions for b = 5, 10, 20 at S = 50 and 80% subsampling rates. (The other parameters are
set to default values : r = 50%, p =256, Ψ = Fourier )
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9.2. SIMULATION RESULTS
Table 9.2 – Dictionary learning parameters
Parameters Default value Tested values
p 28 25, 26, ..., 210
r (%) 50 0, 25, 50, 75
S (%) 50 20, 30, 40, 50, 60, 70, 80
Ψ Fourier Fourier, Wave atoms
Subsampling rate (%)
















































Figure 9.6 – Influence of the segment size n on the resulting PSNR as a function of the
subsampling rate (S %), for (a) the BSBL algorithm and (b) the EBSBL algorithm. The
other parameters are set to default values r = 50%, b = 10, Ψ = Fourier
Subsampling rate (%)























































Figure 9.7 – Influence of the segment size p on the average computation time as a function
of the subsampling rate (S %), for (a) the BSBL algorithm and (b) the EBSBL algorithm.
The other parameters are set to default values r = 50%, b = 10, Ψ = Fourier
Influence of the segment length
The choice of the segment length when using the BSBL framework amounts to finding
a compromise between time and frequency resolution. If p is too large, the blood flow
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may vary too much within the time frame corresponding to one segment, thus leading to
a less sparse spectra and therefore to more reconstruction noise. On the other hand, if
the segments contain too few samples, the frequency components of the signal cannot be
recovered accurately. Figure 9.6 shows the validity of these assumptions as the poorest
results are obtained for the segments of smallest sizes 32, 64 and 1024 which is too large
and thus yielding large variations of the blood flow. The optimal values are obtained
for segment lengths of 128 and 256 as a with a segment length of 512 there is a small
loss in PSNR starting from the 40% subsampling rate. Figure 9.7 represents the average
computational time for the two methods, that we show in a logarithmmic scale for a better
representation of the results. We notice that the EBSBL method is at least 2 times faster
than the BSBL method. In the cases of segment lengths of p = 32, 64, 128, 256 the EBSBL
method is ten times faster than the BSBL method. Since the computation times increase
with the segment size, we would be inclined to choose p = 128 but in order to compare
our results to the results obtained in previous studies, we choose the same segment length
as in [Richy et al., 2013], p = 256.
Influence of the overlapping rate
The influence of overlapping is depicted in Figure 9.8. It may be first observed that the
influence of the overlap rate is limited : the maximum difference between any two overlap
rates is indeed less than 2 dB. The lowest PSNR is achieved with non-overlapping segments
(r=0) which is expected since this type of reconstruction can introduce border errors. The
best reconstruction is obtained for a 25% overlapping rate and the reconstruction quality
then slightly decreases for higher overlapping rate. This phenomenon is best seen for low
subsampling rates.
Figure 9.9 shows the average computation time for each overlap percentage and sub-
sampling rate. We notice that the computation time clearly increases with the overlap.
Indeed, the overlapping rate should not be too close to 100%, as the time allowed for each
segment reconstruction and therefore the number of iterations per segment increases with
the number of segment reconstructions. Again, the EBSBL framework can be 10 times
faster than the BSBL framework and is at least 5 times faster. The most efficient overlap
rate both in terms of PSNR error and computation times is 25%.
Comparison of Doppler reconstruction methods
As CS is based on random sampling, the reconstruction quality may vary depending
on the sample set retained from the original data. To allow statistical analysis, for each
parameter setting, the simulation is repeated using nrep = 20 independent random sam-
pling sets.
Using the default parameters (p = 256, r = 50%, b = 10), we compare the recons-
truction results that we obtain using the BSBL and EBSBL algorithms with classical,
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Figure 9.8 – Influence of the overlap percentage r on the resulting PSNR as a function
of the subsampling rate (S %), for (a) the BSBL algorithm and (b) the EBSBL algorithm.
The other parameters are set to default values p = 256, b = 10, Ψ = Fourier
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Figure 9.9 – Influence of the overlap percentage r on the average computation time (a)
as a function of the subsampling rate (S %) and (b) for S = 70%. The other parameters
are set to default values p = 256, b = 10, Ψ = Fourier
basis pursuit based CS reconstructions using the Fourier basis and the wave atoms as
proposed in the previously mentioned study [Richy et al., 2013]. Figure 9.10.(a) shows
the reconstruction PSNR as a function of the subsampling rate for each transform and
reconstruction approach. It can be observed that the PSNR decreases with the number of
removed samples for every transform. The BSBL and EBSBL algorithms give equivalent
results, the mean difference between the PSNRs being of 0.25 dB. The proposed algorithms
clearly give the highest PSNR whatever the subsampling rate and perform well even for
high subsampling rates. The difference between the standard CS reconstruction and the
BSBL frameworks is of about 7 dB up to a subsampling rate of 60%. Overall, these results
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show that the default parameters previously chosen for the BSBL approaches perform well
on simulated Doppler data. Figure 9.10.(b) presents the average computation time for the
entire Doppler segment as a function of the subsampling rate for all the transforms and
approaches. We notice that the computation time of the BSBL algorithm is approxima-
tively 100 higher than the one of the EBSBL algorithm for an equivalent reconstruction
error. Since the EBSBL gives the same performance in terms of reconstruction both with
p = 128, r = 25% and p = 256, r = 50%, we tend to prioritize the fastest approach which
is, as it can be seen on Figure 9.10.(b), EBSBL with p = 128, r = 25%.
Figure 9.11 shows the pw-spectrograms obtained with the BSBL, EBSBL approaches
and the Fourier and wave atom based CS reconstructions for high subsampling rates,
S = 50, 60, 70, 80%. We can see that the performance using the classical CS reconstruction
is strongly corrupted by noise starting at subsampling rates of S = 50 − 60%. Over this
threshold, the signal gets extremely noisy, especially in the first third of the cycle, which
corresponds to the portion where the signal is the least sparse. The remaining part of the
signal, being sparser, is well reconstructed up to S = 80%. The performance using BSBL
and EBSBL is highly improved compared to the classical CS as the reconstructed sono-
grams are exploitable up to subsampling rate of 80%. We notice that with the proposed
framework we gain a compression level at acquisition of 10% : for example, at a subsam-
pling rate of 70% with the BSBL based methods we obtain a higher PSNR than with the
standard Fourier or wave atom based CS method at a subsampling rate Of 60%.
Overall, the results thus show that the proposed BSBL methods clearly provides better
reconstruction than the conventional basis pursuit CS used in [Richy et al., 2013]. This
can be linked to the basic properties of the BSBL framework, i.e. its ability to take into
account intra-block correlation and to deal with only approximately sparse signals.
Signal acquisition and reconstruction time delay
Let us consider, the reconstruction of a single segment of the Doppler signal xk in which
each sample corresponds to one Doppler emission. Therefore before the reconstruction of
this segment, all the Doppler samples must be acquired. The delay of acquisition between
the first and last sample is incompressible and equal to (n − 1)/fPRF , which in the case
of a PRF set to 5 KHz and using the default segment size (p=256) is 51 ms.
In addition to this incompressible delay, the computation time needed for the recons-
truction has to be taken into account. The reconstruction time, which we denote ∆tr,
is calculated as a function of function of the overlapping rate, the segment length and
the PRF which equals to ∆tr = δfPRF in the case of real time reconstruction, where
δ = (1− r/100)p. At the limit of real-time reconstruction, we have ∆tr1 = 25,6 ms in our
default settings (r = 50%, p = 256) and ∆tr2 = 19,2 ms for r = 25%, p = 128. As it can be
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Figure 9.10 – (a) PSNR and (b) Average computation time comparison of BSBL frame-
work based algorithms with DFT- and wave-atom-based CS reconstructions as a function
of the subsampling rate (S %).
seen on Figure 9.10.(b) the reconstruction of one segment takes approximatively between
26 and 53 ms for the Fourier CS based reconstructions and between 80 and 100 ms for
the wave atom CS reconstruction, which is close to the delay of reconstruction needed
for real-time reconstruction. For the moment the reconstruction time of one segment is
between 2 and 3 seconds for the EBSBL framework with r = 25%, p = 128 and between
8 and 10 seconds with r = 50%, p = 256 which are values too high to have a real-time
reconstruction. A possible track to reduce these computation times down to values com-
patible with real-time would consist in using parallel or GPU- based implementation.
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(a) BSBL and EBSBL algorithms
















































































































Wave Atom CSFourier CS
(b) Fourier and Wave atom CS
Figure 9.11 – Pw-spectrograms of (a) BSBL and EBSBL reconstruction and (b) Fourier and wave atom CS reconstructions for subsampling
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9.3. EXPERIMENTAL RESULTS
9.3 Experimental results
Finally, we propose to test this technique on experimental in vivo data acquisitions.
This experiment was performed using a conventional approach, i.e. all Doppler RF lines
were acquired in a row at a sufficient PRF. Then, samples were removed randomly at
different sample selection rate in order to imitate the CS acquisition. This was done in order
to have a reference signal to compare our reconstruction with and evaluate quantitatively
our technique.
9.3.1 In vivo experimental Doppler data
The data were acquired using the advanced open platform for ultrasound research,
Ula-Op, described by Tortoli et al. in [Tortoli et al., 2009]. The femoral artery of a 23 year
old male healthy volunteer was scanned at fprf = 5 kHz using a L523 linear array from






















Figure 9.12 – Pw-spectrogram of a femoral artery acquired with the Ula-Op system
9.3.2 Reconstruction results with in vivo Doppler data
Figure 9.13.(a) shows the reconstruction PSNR as a function of the subsampling rate
for each transform and reconstruction approach. It may be first observed that the PSNR
is overall smaller than in the case of simulation, whatever the method. The interesting fact
is however that, as in simulation, the BSBL reconstructions yields better results than the
classical CS, with a difference in PSNR of about 2 dB on average. Another way to look
at this result consists in noting that the proposed BSBL framework allows to increase the
subsampling rate by about 10% while maintaining the same reconstruction quality (e.g.
BSBL yields approximately the same PSNR at 70% subsampling as classical CS at 60%).
In terms of computational time, the BSBL and EBSBL give the same performances as
obtained on the reconstruction on simulation Doppler data. EBSBL with r = 25% and p
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= 128 gives the best performance with a minimal loss in terms of PSNR.
In Figure 9.14 we show the pw-spectrograms obtained with the BSBL, EBSBL ap-
proaches and the Fourier and wave atom based CS reconstructions for high subsampling
rates, S = 50, 60, 70, 80%. On these figures we can observe that the BSBL and EBSBL
methods give also visually a better reconstruction quality than the basis pursuit Fourier
and wave atom CS reconstructions for all the shown subsampling rates. The background
noise is poorly restored for all the methods but with a behavior depending of the recons-
truction method. We can observe that with the BSBL and EBSBL methods the noise is
eliminated on some areas corresponding to partitions in the reconstructed segments while
the Doppler signal is still well reconstructed even at a subsampling rate of 80%. In the
BSBL framework the partition of the blocks in a segment is non-overlapping and thus
less blocks are found to be correlated and reconstructed which translates in the noise free
areas that we see on the reconstructed spectrograms. While with the EBSBL approach
the partition of the blocks within a segment is overlapping and thus the background noise
is better reconstructed. Using the classical CS reconstruction we start to completely lose
the Doppler signal after a subsampling rate of 70% as it is drowned in the background
noise. We deduce that the BSBL based methods allocate in an efficient way the sparse
coefficients to the frequencies corresponding to the highest magnitudes and thus recons-
truct well the Doppler signal but lose blocks of the background noise. On the opposite,
with the Fourier and wave atom basis pursuit based CS the coefficients are more uniformly
distributed resulting in an uniform reconstruction of the noise but also to the loss of the
Doppler signal at high subsampling rates.



















BSBL, n = 256, r = 50%
EBSBL, n = 256, r = 50%
BSBL, n = 128, r = 25%

































BSBL, n = 256, r = 50%
EBSBL, n = 256, r = 50%
BSBL, n = 128, r = 25%




Figure 9.13 – (a) PSNR and (b) Average computation time comparison of BSBL frame-
work based algorithms with DFT- and wave-atom-based CS reconstructions as a function
of the subsampling rate (S %)
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Figure 9.14 – Pw-spectrograms of (a) BSBL and EBSBL reconstructions and (B) Fourier and wave atom CS reconstructions for subsampling
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Chapitre 10
Conclusion and perspectives
In this contribution, we have proposed an ultrasound technique for blood flow esti-
mation based on a Bayesian compressive sensing framework. The technique proposed has
a high potential for application in duplex modes, where the acquisition time needs to
be shared between the different modes. The proposed technique shows improved results
compared to the previously proposed study based on the classical basis pursuit-based CS
reconstruction [Richy et al., 2013]. With this approach, the results are improved for all
subsampling rates and sparsifying transforms proposed by the previous study.
Another important remark is that the properties of the BSBL approach provide the
good conditions for CS in the context of Doppler signals reconstruction. Indeed, Doppler
signals have correlated samples since their acquisitions is performed over the same region
during continuous lapses of time. This feature is exploited by the BSBL algorithms that
are based on the assumption that there exists an intra-block correlation structure within
the signal. Moreover, the BSBL framework has been proven to recover non-sparse signals,
which is the case of Doppler signals that are moderately sparse as shown in [Richy et al.,
2013].
A downside of this method is the average computation time per segment which is too
high for a real-time implementation of duplex Doppler ultrasound systems. In practice,
we would need to reduce the computation times by a factor of 100. However, distributed
parallel computing, GPU implementation or a more detailed optimization and vectoriza-
tion of the BSBL and EBSBL frameworks will most probably allow reaching the necessary
speed rates required for real-time reconstruction.
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10.1. GOALS AND CONTRIBUTIONS
10.1 Goals and contributions
The goal of this work was to propose CS based methods for reconstructing and repre-
senting ultrasound signals that could greatly benefit from reducing the amount of data
to be acquired. As we have seen, 3D ultrasound imaging is an excellent candidate that
could greatly benefit from the application of the CS theory, all the more since it requires a
significant increase in computation speed for acquiring, reconstructing and viewing the US
volumes in real-time. This type of imaging system using transducers generating real-time
3D volumes have been recently developed and their technology is so complex that they
are not yet common in clinical routine. Another type of US imaging technique interesting
for the use of a compressed acquisition is duplex Doppler ultrasound imaging where the
acquisition time must be shared between two imaging modes and therefore a technique is
needed for reconstructing the missing samples.
We first focused on the compressed acquisition and reconstruction of 3D US images.
We proposed a CS framework based on the use of learned overcomplete dictionaries to
sparsely reconstruct 3D US images. Knowing that a fundamental choice in the application
of the CS framework is choosing the right sparsifying dictionary, we focused on dictiona-
ries that have the ability to fit to our specific class of signals. This type of dictionaries
allow for much sparser representations which is a valuable quality in the context of CS
reconstructions. This approach was initially tested as a preliminary validation on 2D US
data. We showed the high potential of learned dictionaries for CS in US imaging by testing
this approach on experimental RF data and we obtained US images with minimal loss of
information using only 25% of the initial samples of the acquisition.
In a second step, we addressed the reconstruction of 3D US data. More particularly,
we showed that the learned dictionary based approach yields better performances than
conventional sparsifying dictionaries based on fixed transforms. Then, we evaluated the
generality of the learned dictionary CS approach as it might have been hampered by over-
learning thus providing a dictionary capable of satisfyingly reconstructing only images
close to the learning set. We proved that this is not the case and the constructed dictiona-
ries reliably reconstruct different ex vivo and in vivo organ volumes. We also focused on
the measurement sensing setup and especially on a sampling strategy that does not imply
a fundamental modification of the existing US hardware. Thus, we concentrated on a line-
wise sampling scheme that is implementable in practice in a relatively simple setting and
results in an increase of the frame-rate. This approach was validated on simulation, ex vivo
and in vivo experimental 3D images and for all the previous types of acquisitions it pro-
vided satisfying reconstructions and better results than existing conventional CS methods.
Our last contribution was to develop a framework for using duplex Doppler US systems
that need to share the acquisition and display of a B-mode US image and of the Doppler
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spectrogram. The proposed CS reconstruction technique applies a Bayesian CS framework
exploiting Doppler signal properties. Since Doppler acquisitions are performed over the
same region and during continuous lapses of time, their samples are temporally correlated.
This property is exploited by the proposed BSBL CS framework as it is based on the
assumption that the reconstructed signal has an internal correlation structure. Moreover,
the BSBL framework has been proven to recover signals that are only approximatively
sparse, which is the case of Doppler signals as shown in [Richy et al., 2013].
10.2 Perspectives
Our research on the feasibility of CS using learned dictionaries in 3D US imaging and
CS using block sparse Bayesian learning for duplex Doppler systems has however some
limitations and thus opens several research perpectives.
One of the limitations of this study comes from the usage of learned dictionaries.
Although these provide much sparser and adapted representation of our data, the down-
side is that they have no explicit inverse or fast transform and thus for each reconstruc-
tion a minimization problem has to be solved. This increases the computational load and
the associated computation times (several hours with our unoptimized Matlab code), so
dictionary-based CS method cannot currently be used for real-time 3D acquisitions. A
solution to this problem could come from GPU or adapted parallel implementations. As
an illustrative example, in MRI [Li et al., 2014] have designed parallel algorithms imple-
mented on GPU for dictionary learning algorithm (K-SVD algorithm) and reconstruction
and the experimental results showed that more than 325 times of speed up is achieved as
compared to non-optimized CPU codes.
An alternative to this approach could consist in using Deep Learning techniques, that
jointly trains the dictionary and an efficient non-linear regressor that maps any input to
its sparse representation, i.e. to the sparse set of dictionary coefficients [Qian and Shi,
2014,Gregor and LeCun, 2010]. In this case, the CS framework will be given an adapted
and sparsity-optimal dictionary for our class of signals and the learned inverse transform
that speeds up the reconstruction process. This approach has been successfully tested on
the CS reconstruction of MRI images very recently and showed promising results [Majum-
dar, 2015]. Though the deep learning technique used in this study requires huge amounts
of data and large training times, once the nonlinear mapping is learned the reconstruction
time is very fast since it only requires a few matrix vector products.
It would also be interesting to study the CS reconstruction of dynamic US images.
Indeed, in the context of dynamic imaging we can assume that the motion of a major
part of the scanned anatomy has a slow movement and only a few portions have a ra-
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pid motion. Thus, the difference between two temporally consecutive frames will give a
sparse difference image since the slow motion zones will cancel each other and the high
motion zones will give the difference image. The assumption that the difference between
two consecutive US frames is sparse makes dynamic US an ideal candidate for CS reco-
very under a temporal sparsity assumption. In this context, it would be interesting to test
several algorithms that take into account the time-varying sparsity model, such as the
Kalman Filtered Based Compressed Sensing (KF-CS) [Vaswani, 2009], the Least-Squares
Compressed-Sensing (LS-CS) [Vaswani, 2010] and the Spatio-Temporal Sparse Bayesian
Learning (STSBL) [Zhang et al., 2014] algorithms. All these algorithms consider that the
support is changing slowly but STSBL makes an additional assumption on the spatial
correlation within the signals which is very interesting for the reconstruction of dynamic
US signals.
In duplex Doppler imaging, a 2D tracking Doppler is proposed as an alternative to
PW Doppler, in which the sample volume follows the trajectory of the blood scatterers
over time [Avdal et al., 2014]. This alternative to PW Doppler reduces Doppler spectral
broadening and provides spectrograms that are sparser in the Fourier domain. This can
be exploited in the CS context in order to obtain better reconstruction results, since, as
we previously noticed the spectrograms are well reconstructed when the velocity range
is narrow while the segments that have a broad spectrum require more samples for an
equivalent reconstruction quality.
Finally it can be noted that the validation of the proposed methods was performed on
healthy subjects. It is thus important to also evaluate the performances on pathological
cases and see if our methods still provides accurate results.
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Annexe A
Relationship between Nyquist and CS
sampling
A.1 Simulated data
In the case of the synthetic data set, the raw RF signals were acquired with a simulated
transducer having a central frequency of 3.3 MHz and sampled at 50 MHz so this sam-
pling rate is indeed higher than the one corresponding to 4 times the central frequency,
as typically used on clinical scanners. However, we do not work on the RF signals but
on the envelope of the beamformed RF data, which were sampled at 2.2 MHz. Figure
A.1 below shows the mean spectrum of envelope signal corresponding to the beamlines of
the simulated data. The magnitude of the spectrum can be considered as negligible after
fmax = 0.55 MHz, so the sampling frequency approximately corresponds to 4 times fmax.
The percent random subsampling rates can be related to an equivalent regular sam-
pling frequency (i.e. regular sampling that would provide the same amount of samples).
The maximum frequency component fc (i.e. the maximum frequency component that could
be reliably acquired using this regular sampling frequency) can then be estimated using
the suggested conservative rule, i.e fc = fs/4. The corresponding calculations are given in
the table below A.1. As an example, at 80% subsampling the maximum frequency com-
ponent can be estimated at fc = 0.11 MHz for a regular sampling frequency of 0.44 MHz,
which would clearly be too low in a regular subsampling setup.
177
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2015ISAL0093/these.pdf 
© [O. Lorintiu], [2015], INSA Lyon, tous droits réservés
ANNEXE A. RELATIONSHIP BETWEEN NYQUIST AND CS SAMPLING




subsampling rate 0 % 20 % 30 % 40 % 50 % 60 % 70 % 80 %
Equivalent regular
sampling frequency (fs) MHz
2.2 1.76 1.54 1.32 1.1 0.88 0.66 0.44
Estimated max frequency
component (fc = fs/4) MHz
0.55 0.44 0.385 0.33 0.275 0.22 0.165 0.11
A.2 Experimental data
In the case of the experimental acquisitions, the central frequency of the probe was of
5 MHz for the 3 organs and the RF signals were collected using a 40 MHz sampling rate.
The derived envelope signals were then sampled at 5 MHz. Figure A.2 below shows the
mean spectrum of envelope signal associated to the beamlines of the experimental data
correponding to the ex vivo kidney acquisition. The magnitude of the spectrum can be
considered as negligible after fmax = 1.3 MHz, so the sampling frequency approximately
corresponds to 4 times fmax.
As for the simulated data, the maximum frequency component fc has been estimated
using the suggested conservative rule, i.e. fc = fs/4 and the corresponding calculations
are presented in table A.2. For the experimental data, at 80% subsampling the maximum
frequency component corresponds to fc = 0.25 MHz for a regular sampling frequency of 1
MHz, which would be too low in a regular subsampling setup.
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A.2. EXPERIMENTAL DATA
Figure A.2 – Mean spatial spectrum for all the beamlines in the envelope of the experi-
mental data correponding to the ex vivo kidney acquisition
Table A.2
CS random
subsampling rate 0 % 20 % 30 % 40 % 50 % 60 % 70 % 80 %
Equivalent regular
sampling frequency (fs) MHz
5 4 3.5 3 2.5 2 1.5 1
Estimated max frequency
component (fc = fs/4) MHz
1.25 1 0.875 0.75 0.625 0.5 0.375 0.11
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TITRE EN FRANCAIS
Reconstruction par acquisition compressée en imagerie ultrasonore medicale 3D et Doppler.
RESUME EN FRANCAIS
L’objectif de cette thèse est le développement de techniques adaptées à l’application de la théorie
de l’acquisition compressée en imagerie ultrasonore 3D et Doppler. En imagerie ultrasonore 3D une
des principales difficultés concerne le temps d’acquisition très long lié au nombre de lignes RF à
acquérir pour couvrir l’ensemble du volume. Afin d’augmenter la cadence d’imagerie une solution
possible consiste à choisir aléatoirement des lignes RF qui ne seront pas acquises. La reconstruction
des données manquantes est une application typique de l’acquisition compressée. Une autre application
d’intérêt correspond aux acquisitions Doppler duplex où des stratégies d’entrelacement des acquisitions
sont nécessaires et conduisent donc à une réduction de la quantité de données disponibles. Dans ce
contexte, nous avons réalisé de nouveaux développements permettant l’application de l’acquisition
compressée à ces deux modalités d’acquisition ultrasonore. Dans un premier temps, nous avons proposé
d’utiliser des dictionnaires redondants construits à partir des signaux d’intérêt pour la reconstruction
d’images 3D ultrasonores. Une attention particulière a aussi été apportée à la configuration du système
d’acquisition et nous avons choisi de nous concentrer sur un échantillonnage des lignes RF entières,
réalisable en pratique de façon relativement simple. Cette méthode est validée sur données 3D simulées
et expérimentales. Dans un deuxième temps, nous proposons une méthode qui permet d’alterner de
manière aléatoire les émissions Doppler et les émissions destinées à l’imagerie mode-B. La technique
est basée sur une approche bayésienne qui exploite la corrélation et la parcimonie des blocs du signal.
L’algorithme est validé sur des données Doppler simulées et expérimentales.
TITRE EN ANGLAIS
Compressed sensing reconstruction for 3D and Doppler medical ultrasound.
RESUME EN ANGLAIS
This thesis is dedicated to the application of the novel compressed sensing theory to the acquisition and
reconstruction of 3D US images and Doppler signals. In 3D US imaging, one of the major difficulties
concerns the number of RF lines that has to be acquired to cover the complete volume. The acquisition
of each line takes an incompressible time due to the finite velocity of the ultrasound wave. One
possible solution for increasing the frame rate consists in reducing the acquisition time by skipping
some RF lines. The reconstruction of the missing information in post processing is then a typical
application of compressed sensing. Another excellent candidate for this theory is the Doppler duplex
imaging that implies alternating two modes of emission, one for B-mode imaging and the other for
flow estimation. Regarding 3D imaging, we propose a compressed sensing framework using learned
overcomplete dictionaries. Such dictionaries allow for much sparser representations of the signals since
they are optimized for a particular class of images such as US images. We also focus on the measurement
sensing setup and propose a line-wise sampling of entire RF lines which allows to decrease the amount
of data and is feasible in a relatively simple setting of the 3D US equipment. The algorithm was
validated on 3D simulated and experimental data. For the Doppler application, we proposed a CS based
framework for randomly interleaving Doppler and US emissions. The proposed method reconstructs
the Doppler signal using a block sparse Bayesian learning algorithm that exploits the correlation
structure within a signal and has the ability of recovering partially sparse signals as long as they are
correlated. This method is validated on simulated and experimental Doppler data.
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