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Abstract
In this paper, we present a computer-vision based approach to detect eating. Specifically, our goal is
to develop a wearable system that is effective and robust enough to automatically detect when people eat,
and for how long. We collected video from a cap-mounted camera on 10 participants for about 55 hours
in free-living conditions. We evaluated performance of eating detection with four different Convolutional
Neural Network (CNN) models. The best model achieved accuracy 90.9% and F1 score 78.7% for eating
detection with a 1-minute resolution. We also discuss the resources needed to deploy a 3D CNN model
in wearable or mobile platforms, in terms of computation, memory, and power. We believe this paper is
the first work to experiment with video-based (rather than image-based) eating detection in free-living
scenarios.
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Introduction

Convolutional Neural Networks (CNN) have been established as a powerful method for image recognition
and action recognition in videos [1–5]. Encouraged by these results, we applied CNN to eating detection
using vision-based approaches. We used a miniature head-mounted camera for data collection and then
(offline) trained CNN models for eating detection using images and videos, respectively. The camera is
fixed under the brim of a cap, pointing to the mouth of participants (as shown in Figure 1) and continuously
recording video (but not audio) throughout their normal daily activity. Bi et al. used such a camera for
collecting ground truth in their field study [6]; we now use that video itself as a more accurate (and more
comfortable) way to detect eating.
In recent years, similar systems have been widely used to collect ground truth for field studies with
Automatic Dietary Monitoring (ADM) systems [7–9]. In the future, researchers may be able to run the
ground-truth videos they collected using our proposed approach and compare the performance of their approach with ours, if they use similar methods for ground-truth collection. This opportunity could address
one of the major challenges in the field of ADM – the lack of comparison between different approaches [10].
Furthermore, our approach could assist in video annotation and thus reduce the video-annotation burden in
the field of ADM.
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Figure 1: Head-mounted camera; Figure from [6]

Figure 2: Cap after adjusting the battery location
This paper makes the following contributions:
• We developed the first video-based (rather than image-based [11, 12]) approach for eating detection
in free-living conditions and demonstrated its success in a field deployment involving 10 participants.
• We demonstrated the feasibility of using CNN models to detect eating from raw video frames of a
face viewed from an oblique angle.
• We showed that temporal context is crucial and considerably improved the performance for eating
detection in free-living conditions, when using CNN models.
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System design

We refined the miniature cap-mounted camera (shown in Figure 1) and then used it for collecting more data
(videos). The resolution and frame rate of the video recorded by this camera is 360p (640 × 360 pixels) and
30 frames per second (FPS), which we found to be sufficient for our data analysis.
To enable longer data-collection sessions (as described in Section 3), we improved device comfort by
adjusting the size and location of battery and the pocket holding the battery (shown in Figure 2), and pilottested various arrangements with prospective participants to find a design that fit comfortably for most, if
not all, potential participants. We developed two identical sets of devices so we could collect data with one
while we were sanitizing the other, or collect data in parallel on two participants.
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Figure 3: video frame examples recorded during a Figure 4: video frame examples recorded during
non-eating periods
eating period
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Data collection

Under protocols approved by our Institutional Review Board (IRB), we collected data using the system
described in Section 2 in free-living scenarios.
We collected data from 10 participants (4 female, 6 male) for total 55 hours. During these periods of
field data acquisition, participants ate various types of food including rice, bread, noodles, meat, vegetables,
fruit, eggs, nuts, chips, soup, and ice cream. Participants recorded data in diverse environments including
houses, cars, parking lots, restaurants, kitchens, woods, and streets.
After a preliminary review of data, we determined that we could not use data for about 4 hours from
2 participants, for the following reasons. For one participant, wheat flour used by the participant during
cooking accidentally pasted on the camera and blurred two hours of video recorded. For another participant,
the participant pressed the brim of the cap to a low position for two hours, so the camera did not capture the
mouth, cheek or chin – only part of the nose. Our analysis excludes these 4 hours. We used the remaining
51 hours of recorded video from 10 participants for further analysis. Figure 3 and Figure 4 show examples
of video frames recorded during eating and non-eating periods, respectively.
We followed a data collection protocol much like that in Bi et al., except the participants were only asked
to wear the cap; they did not wear the Auracle device [6]. Before the study, we told each participant they
were free to remove cap when they need privacy. Because most people spend a relatively small fraction of
their day eating, we strongly encouraged all the participants to eat more often than usual during our study.
Additionally, to collect more eating data during our studies, we increased the session duration to be 5 hours
(or longer), which included two meals for each participant.
For video annotation, we used the same commercial service to annotate the videos as the one used by
Bi et al. [13]. The annotation process consists of three steps: execution, audit, and quality inspection. More
details about each step can be found in the work of Bi et al. [14].
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Data analysis

We next describe our evaluation metrics, and the stages of our data-processing pipeline: preprocessing,
classification, and aggregation.
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4.1

Evaluation Metrics

To better compare with Bi et al. [6], we used the same evaluation metrics. However, to reduce the computation required for training a CNN model, we performed a global split of our video dataset rather than
using a Leave-One-Person-Out (LOPO) cross-validation. Note that global split is a common and widely
used approach in evaluation of CNN, considering the high computation cost of training deep-learning models [1–5,15]. We split our video dataset into three subsets: training, validation, and test. We used the training
subset for training the CNN models mentioned in Section 4.3, the validation subset for tuning the parameters
of these models, and the test subset for evaluation. The ratio of the total duration of videos is 70:15:15.

4.2

Data preprocessing

To reduce computational burden, we downsample the video from 30 FPS to 5 FPS, and resize from dimensions 640 × 360 pixels to 256 × 144 pixels. Because CNN models usually take inputs in square shape, and
to further reduce the memory burden, we cropped the downsampled videos to extract the central 144 × 144
pixels.
For the cropped videos, we used the TensorFlow library to extract all raw video frames (appearance
feature) and optical flow (motion feature) and stored them in tensorflow record format for faster model
training speed [16]. We used three red, green, blue (RGB) channels for raw video frames. We used Dual TVL1 optical flow because it can be efficiently implemented on a modern graphics processing unit (GPU) [17].
The optical flow is calculated based on the target frame and the frame directly preceding it, and produces
two channels corresponding to the horizontal and vertical components.

4.3

Classification

We developed 2-class CNN models to classify eating and non-eating using the tensorflow records we extracted above. The CNN models output a probability of eating for each frame (every 0.2 seconds). We
ran experiments with three types of CNN architectures: 2D CNN, 3D CNN, and SlowFast (see Table 1 for
model specification). With an eye to deploying the models on wearable platforms, we deliberately selected
small CNN models with relatively few parameters. We adopted the five-layer CNN architecture popularised
by AlexNet for 2D CNN and 3D CNN models, which includes 4 conventional layers (each with a pooling
layer after) and 1 fully connected (dense) layer [18]. For the SlowFast model, there is one more fusion
layer between the last pooling layer and the fully connected layer to combine the slow and fast pathways
(see Table 1). We adopted and adjusted the model implementation and training policy based on the work of
Rouast et al. [19].
4.3.1

2D CNN

We explored with two types of input features: raw video frames or precalculated optical flows. When using
raw video frames as input features, the CNN model makes predictions based on the appearance information
extracted from only one image segmented from videos (i.e., one video frame); the CNN model produces one
inference for each frame, independently of its classification of other frames. Because the 2D CNN model is
simpler than the other two models – it uses only one frame or optical flow as the input – we anticipate it will
use less memory and computation power when deploying on wearables. Additionally, 2D CNN functions as
a baseline for our study, indicating what is possible with only appearance information or motion information.
We used max pooling for all the pooling layers.
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Table 1: CNN model specifications. For 2D CNN, colors red and cyan show the difference between using
frame and flow. For SlowFast, colors blue and magenta show the difference between the slow and fast
pathways.
Layer

2D CNN (with frame or flow)
kernel
dimension
stride
size

3D CNN
kernel
dimension
size

stride

data

1282 × 3|2

16 × 1282 × 3

conv1

1282 × 32

32

12

16 × 1282 × 32

3 × 32

1 × 12

pool1

642 × 32

22

22

8 × 642 × 32

2 × 22

2 × 22

conv2

642 × 32

32

12

8 × 642 × 32

3 × 32

1 × 12

pool2

322 × 32

22

22

4 × 322 × 32

2 × 22

2 × 22

conv3

322 × 64

32

12

4 × 322 × 32

3 × 32

1 × 12

pool3

162 × 64

22

22

1 × 162 × 64

2 × 22

2 × 22

conv4

162 × 64

32

12

2 × 162 × 64

3 × 32

1 × 12

pool4

82 × 64

22

22

1 × 82 × 64

2 × 22

2 × 22

fusion
flatten
dense
dense

4096
1024
2

4096
1024
2
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SlowFast (slow + fast)
kernel
dimension
stride
size
4 × 1282 × 3
16 × 128 2 × 3
4 × 1282 × 32
1|3 × 32 1 × 12
16 × 128 2 × 8
4 × 642 × 32
1 × 22
1 × 22
16 × 64 2 × 8
4 × 642 × 32
1|3 × 32 1 × 12
16 × 64 2 × 8
4 × 322 × 32
1 × 22
1 × 22
16 × 32 2 × 8
4 × 322 × 64
1|3 × 32 1 × 12
16 × 32 2 × 16
4 × 162 × 64
1 × 22
1 × 22
16 × 16 2 × 16
4 × 162 × 64
1|3 × 32 1 × 12
16 × 16 2 × 16
4 × 82 × 64
1 × 22
1 × 22
16 × 8 2 × 16
82 × 64
4096
1024
2

4.3.2

3D CNN

A 3D CNN has the ability to learn spatio-temporal features as it extends the 2D CNN introduced in the previous section by using 3D instead of 2D convolutions [1]. The third dimension corresponds to the temporal
context. The input of 3D CNN consists the target frame and the 15 frames preceding it (3 seconds at 5 FPS),
which are a sequence of 16 frames in total. In other words, the 3D CNN considers a consecutive stack of 16
video frames. The output of the CNN model is the prediction for the last frame of the sequence (the target
frame). To take maximum advantage of the available training data, we generated input using a window
shifting by one frame. We used temporal convolution kernels of size 3 as suggested by Tran et al. [4]. We
used max pooling for the temporal dimension in all the pooling layers.
4.3.3

SlowFast

Similar to the 3D CNN, the SlowFast model also considers a temporal context of the previous frames preceding the target frame, but the SlowFast model processes the temporal context at two different temporal
resolutions. As recommended by Rouast et al. [19], we chose the factors α = 4, temporal kernel size 3 for
the fast pathway, and β = 0.25, temporal kernel size 1 for the slow pathway. We adopted the method for
developing the fusion layer from the work by Feichtenhofer et al. [15].
4.3.4

Model training policy

We used the Adam optimizer to train each model on the training set and chose batch size 64 based on the
memory size of the cluster we used. Training ran for 40 epochs with a learning rate starting at 2 × 10−4 and
exponentially decaying at a rate of 0.9 per epoch.
We used cross entropy for loss calculation for all our models. Due to the nature of our data, the classes
are imbalanced with more non-eating instances than eating instances. When training our models, we corrected this imbalance by scaling the weight of loss for each class using the reciprocal of number of instances
in each class. For example, in a batch of training samples (size 64) with 54 non-eating instances and 10
eating instances, the ratio of weight of loss between non-eating class and eating class is 10 : 54.
To avoid over fitting, we used L2 loss with a lambda of 1 × 10−4 for regularization and applied dropout
in all models on convolutional and dense layers with rate 0.5. Additionally, we used early stopping if we
observed the model yields increasing validation errors at the end of the training stage. We also used data
augmentation by applying random transformations to the input: cropping to size 128 × 128, horizontal
flipping, small rotations, brightness and contrast changes. Among these transformations, brightness and
contrast changes can help a model better deal with eating detection in various light conditions. All models
were learned end to end.

4.4

Aggregation

We applied the same aggregation approach as the stage-A aggregation used by Bi et al. to the classifier
outputs and to ground-truth labels [6]. We also applied the same rule for aggregation: if more than 10%
of the windows in a minute were labeled eating, we labeled that minute as eating. Before aggregation,
the models output every 0.2 seconds (one inference per frame). After aggregation, the models output one
inference per minute.
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Performance evaluation

Table 2 summarizes the resulting performance metrics for eating detection with a 1-minute resolution using
the four models. We achieved the best result using SlowFast model, with an F1 score of 78.7% and accuracy
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Table 2: Performance metrics for eating detection with CNN models.

Model
2D CNN (with frame)
2D CNN (with flow)
3D CNN
SlowFast

#Parameters
4.26M
4.26M
4.39M
4.49M

Accuracy
71.0%
78.3%
86.4%
90.9%

Precision
38.3%
46.9%
72.4%
75.5%

Recall
49.8%
67.8%
75.3%
82.2%

F1 Score
43.3%
55.4%
73.8%
78.7%

of 90.9%.
To assess the usefulness of temporal context, we compare the accuracy of our models with and without
temporal context. Based on Table 2, the 3D CNN model (F1 score 73.8%) outperforms 2D CNN (with frame;
F1 score 43.3%) and 2D CNN (with flow; F1 score 55.4%). The SlowFast model also outperforms 2D CNN
(with frame) and 2D CNN (with flow) by more than 23% F1 score. We thus conclude that (1) temporal
context is crucial for eating detection in the field and considerably improves model performance; (2) using
only spatial information (either frame (appearance) or flow (motion) feature) from one single video frame
may be not sufficient for achieving good eating-detection performance.
Additionally, we noticed that precision is the worst score across all the metrics for all the four models we
experimented. The low precision indicates there were many false positives (the model indicated eating and
ground truth indicated non-eating). To identify the reasons, we checked the video frames during the periods
that false positives occurred; scenarios include talking, drinking, blowing nose, putting on face masks, mouth
rinsing, wiping mouth with napkin, unconscious mouth or tongue movement, and continuously touching face
or mouth. We anticipate more training data and deeper CNN networks would help to reduce false positives.
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Computation, memory, and power

Based on the performance evaluation in Section 5, we found both the 3D CNN and SlowFast models
achieved better performance than the 2D CNN models for eating detection. However, the SlowFast model
is a fusion of two 3D CNN models so we assume it requires more computational resources than a single
3D CNN model. In this section, we thus focus on whether it is feasible to deploy the 3D CNN model on a
mobile or wearable platform, when considering computation, memory, and power constraints.
The computational resources needed for a deep-learning model is often measured in gigaflops: 1 × 109
floating point operations per second (GFLOPs). Niu et al. measured a 3D CNN model having 8 convolutional
layers and found the overall model requires from 10.8 to 15.2 GFLOPs, after compression with pruning
algorithms [20]. We used a 3D CNN model with 4 convolutional layers; thus our model should require less
than 10.8 GFLOPs after pruning.
We then investigated GPUs used in modern mobile or wearable platforms. The Google Pixel 3 smartphone has a Qualcomm Adreno 630 GPU that can support 727 GFLOPs [21]. Many modern smartwatches
and similar wearable platforms have GPUs as well. For instance, the Huawei Watch GT 2 includes a Qualcomm Adreno 304 GPU that supports 19.2 GFLOPs [21]. Both these platforms have enough computing
resources to run our 3D CNN model for inference; we thus conclude that modern mobile or wearable platforms can support the models described in Section 4.3.
The memory needed for running the 3D CNN models include at least two parts: storing the raw video
frame sequence, and storing the model parameters. The pixel values of RGB images are integers and the
model parameters are floating-point numbers, which (in our implementation) are 4 bytes each. Using the data
dimensions from Table 1, the memory needed for storing the raw video frame sequence is 16×1282 ×3×4 =
7

3.15 MB. Using the parameters from Table 2, the memory needed for storing the parameters of the 3D CNN
model is 4.39 × 4 = 17.56 MB. Hence the memory needed for running the 3D CNN model is at about
3.15 + 17.56 = 20.71 MB, and should fit easily in a mobile platform with 32 MB of main memory. Such
platforms are readily available and suitable for small wearable devices today; the Apple Watch series 6 has
1000 MB [22].
The power consumption of the system consists of at least two parts: the camera (to capture images or
videos) and the processor (to run the CNN model). We investigated ultra-low power CMOS cameras in the
literature; a camera with parameters similar to ours (96 × 96 pixels, 20 FPS) consumes less than 20 µW [23].
We conclude that the power consumption for capturing images or videos can be ignored, if using an ultra-low
power CMOS camera that is specifically designed as needed.
We found little information, however, regarding the power consumption of GPUs used in mobile or
wearable platforms (e.g., Qualcomm Adreno 304). We were only able to find that mobile GPUs are typically
designed for a power ceiling under 1 W [24]. Given this assumption, the upper limit of power consumption
for continuous running the 3D CNN model for a waking day (16 hours) is 16 W h, which is 4234 mA h when
the voltage is 3.7 V. To address this need, we could use two 18650 lithium-ion batteries (e.g., Samsung 35E
18650 battery) as the power supply for the system, which have enough capacity (7000 mA h in total) and
are cheap ($5–10 each), small (18.75 mm × 65.25 mm), and rechargeable [25]. Note that this is estimate
is only a rough upper bound on GPU power consumption. A GPU that can run our model does not need to
be powered at 1 W and the GPU does not necessarily need to continuously run for 16 hours. For instance,
during some periods users may be sitting quietly at a desk while studying, so there is no movement captured
by the camera. These periods can be easily filtered out as non-eating and we can set the GPU to idle mode
to save power, much like the lower-power ‘sleep’ state used by Bi et al [6].
Because modern mobile phones often have a powerful GPU, it maybe beneficial to transmit the video
frames from the cap to the mobile phone for running 3D CNN models – assuming current Bluetooth technology can support the necessary data-transmission rate. The video we used is 5 FPS so our system needs
to transmit 5 × 1282 × 3 × 4 = 0.98 MB per second, which is about 8 megabit per second (Mbps). The
new Bluetooth 5.0 technology can support a data transfer rate as high as 50 Mbps, so it may indeed feasible
to take this approach [26]. Further investigation would be necessary to consider the power tradeoff between
on-board GPU processing vs. Bluetooth transfer to the phone for processing. Privacy is another potential issue, as the export of raw video from the cap to the phone poses a potential risk for that video being obtained
by network eavesdroppers or malware based in the phone.
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Future work

Here we discuss ideas worth exploring.
Detection of drinking and other health-related behaviours: CNN models have been widely used for the
recognition of various human actions in videos [3–5]. With enough training data and proper model tuning,
our method may generalize to the detection of other health-related behaviours (such as drinking, smoking,
coughing, sniffling, laughing, breathing, speaking, and face touching). However, most of these behaviors
are usually short and infrequent during normal daily life, so large-scale field studies (and substantial video
annotation effort) may be necessary to collect enough training data.
Images and videos with different key parameters: In this project, we only experimented with RGB videos
frames that have relatively low resolution (144 × 144 pixels) and low frame rate (5 FPS) due to limited
computation resources. It would be interesting to explore parameters (i.e., frame rate, frame resolution,
color depth) that affect cost (e.g., power consumption) and performance (e.g., F1 score) of the approaches
we used, and characterize the trade-offs between cost and performance as these parameters change.
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Fusion of visual and privacy-sensitive audio signals: Researchers have developed acoustic-based ADM
systems for eating detection and showed that audio signals (e.g., chewing sound and swallowing sound) are
useful for eating detection [6, 7, 27]. Our system is located close to the face and can be easily modified
to capture both video and audio signals. In our experiment, we chose not to collect audio due to privacy
concerns. A module that could process audio on-board could address this issue [28]. Thus, it is worth
investigating the fusion of visual and privacy-sensitive audio signals, which may yield better performance
in eating detection.
Deeper CNN networks: If experimenting with deeper CNN networks, the performance of eating detection may further improve. There exist implementations of many pre-trained deeper networks, such as
ResNet and GoogleNet, that could be used to initialize a model that could then be fine-tuned for eating
detection [29, 30]. Specifically, it is worth exploring these deeper networks as a backbone for the 3D CNN
and SlowFast models, to see how much improvement the deeper networks can achieve.
Different types of cameras: In this study, we developed an eating-detection approach using a traditional
digital camera and Computer Vision (CV) techniques. Other types of cameras (e.g., thermal cameras and
event cameras) could also be useful sensors for eating detection. Thermal cameras could take advantage of
the temperature information from food and use it as a cue for eating detection. Event cameras contain pixels
that independently respond to changes in brightness as they occur [31]. Compared with traditional cameras,
event cameras have several benefits including extremely low latency, asynchronous data acquisition, high
dynamic range, and very low power consumption [32], which make them interesting sensors to explore for
eating detection in the future.
Explainability of CNN model: The development of methods for visualizing, explaining and interpreting
deep learning models has recently attracted increasing attention [33]. One of the most popular methods is
the use of heatmaps to visualize the importance of each pixel for the prediction. Similar explanation methods
could help us to understand the reason our models arrived at a specific decision, so we could further improve
our eating-detection approaches accordingly.
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Related work

Researchers have explored various types of deep-learning architectures for action recognition in videos;
four architectures are widely used, as shown in Figure 5. Here we give one example for each of them.
Tran et al. proposed 3D CNN to address the problem of learning spatiotemporal features on large-scale
video dataset [4]. They evaluated their approach on the UCF-101 dataset, which consists of 13,320 videos
of 101 human action categories, and achieved 85.2% accuracy when taking RGB frames as inputs. Donahue et al. developed a CNN-long short-term memory (LSTM) model, which uses the sequence of spatial
features learned by a CNN from individual video frames as input into a LSTM Recurrent Neural Network (RNN) [34]. The CNN-LSTM model has the advantage of being more flexible with regards of the
number of input frames, but appears to require more training data in comparison to other approaches [19]. Simonyan et al. proposed a two-stream CNN architecture that incorporates spatial and temporal networks [2].
This architecture models short temporal snapshots of videos by averaging the predictions from a single RGB
frame and a stack of 10 externally computed optical-flow frames [5]. They demonstrated that this method
can achieve high performance on existing benchmarks, while being efficient to train and test [5]. Feichtenhofer et al. proposed the ‘SlowFast’ architecture, which involves (1) a slow pathway, operating at low frame
rate, to capture spatial semantics, and (2) a fast pathway, operating at fast frame rate, to capture motion at
fine temporal resolution [35]. They reported state-of-the-art accuracy on several major video-recognition
benchmarks.
In recent years, researchers have explored developing ADM systems based on videos and CV techniques.
Rouast et al. explored video-based intake gesture detection, which is the closest related work we found in
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Figure 5: Four architectures for action recognition in videos; figure from [19].
the literature [19, 36]. They placed a 360-degree camera on a dining table and simultaneously recorded
four participants seated around the table during a meal. In total, they collect and label video data of 102
participants in a laboratory setting. They experimented with four different architectures and achieved the
best F1 score (0.858) with the SlowFast model. Their work differs from ours in three ways. First, they
focused only on the detection of intake gestures rather than entire eating activities, which are a combination
of one or more intake gestures, chewing, and swallowing. Second, we used a vision-based approach to
detect eating in free-living scenarios from raw video frames of a face viewed by a wearable camera from an
oblique angle, while they evaluated their method using third-person videos collected from a fixed camera
in a laboratory setting. Third, their work focused only on evaluating performance of intake detection with
different CNN models. We also validated the feasibility of deploying 3D CNN models in wearable or mobile
platforms with computation, memory, and power constraints.
In other work, Qiu et al. proposed an approach to count the number of bites and recognize consumed
food items in egocentric videos [37]. In their experiments, they achieved 74.15% top-1 accuracy (classifying
between 0–4 bites in 20-second clips) for counting bites and 40.5% F1 score for recognizing 66 types of
different consumed food items. Our work differs in three main ways. First, our goal is different from theirs:
we focused on the detection of eating episodes while their goal is bite counting and food recognition during
eating episodes. Second, their data collection is in laboratory conditions while our study is in free-living
scenarios. Third, they focused only on a performance evaluation of deep neural networks. We did both a
performance evaluation and a computation, memory and power evaluation of CNN models.
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Conclusion

In this paper, we developed a computer-vision based approach for eating detection. Indeed, we believe
this paper represents the first work to experiment with video-based (rather than image-based) eating
detection in free-living scenarios. Using a miniature head-mounted camera, we conducted a field study
and collected data with 10 participants for about 55 hours. We designed and evaluated performance of eating
detection using four different CNN models. The best model achieved an accuracy 90.9% and an F1 score
78.7% for eating detection with a 1-minute resolution. Finally, we discussed the feasibility of deploying the
3D CNN model in wearable or mobile platforms with computation, memory, and power constraints.
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