Abstract. In paper [4] there are considered random dynamical systems with randomly chosen jumps acting on Polish spaces. The intensity of this process is a constant λ. In this paper we formulate criteria for the existence of an invariant measure and asymptotic stability for these systems in the case when λ is not constant but a Lipschitz function.
Introduction
In paper [4] there are considered a finite family of dynamical systems with randomly chosen jumps acting on a given Polish space. It is an example of a non-diffusion model and is similar to the so-called piecewise-deterministic Markov process introduced by Davis [1] . In paper [5] author study Markov process which is a solution of some stochastic differential equations driven by jump-type process. This process is defined with the help of only one dynamical system. In contrast to [4] the intensity of the process considered in [5] is not constant.
In this paper we apply the not constant process intensity to the finite family of random dynamical systems with jumps. We formulate criteria for stability and the existence of a stationary measure for these models.
It should be noted that there is a large range of application of dynamical systems in physics and biology like the short noise [8] , the photo conductive detectors [8] , the growth of the size of structural populations [2] , and many others.
The organization of the paper is as follows. Section 2 contains some notations and definitions from the theory of Markov operators. In Section 3 we formulate the problem to be considered. The existence of invariant measure and asymptotic stability of the considered dynamical system is included in Section 4. At the end of Section 4 we take under consideration some model, similar to the model of gene expression from [7] and we make some assumption under which we obtain asymptotic stability for this model.
Preliminaries
Let (Y, ρ) be a Polish space. We denote by B(x, r) the open ball with center at x and radius r. We introduce in M s the Fortet-Mourier norm · ρ given by
We say that a sequence {µ n } n≥1 , µ n ∈ M , converges weakly to a measure
We introduce the class Φ of functions ϕ : R + → R + satisfying the following conditions:
(i) ϕ is continuous and ϕ(0) = 0, (ii) ϕ is nondecreasing and concave, i.e.
(iii) ϕ(x) > 0 for x > 0 and lim x→∞ ϕ(x) = ∞.
We denote by Φ 0 the family of all functions satisfying (i) and (ii). A necessary and sufficient condition for a concave function ϕ to be subadditive on (0, ∞) is that ϕ(0+) ≥ 0. From this result we immediately obtain the triangle inequality for ρ ϕ = ϕ • ρ. Thus for every ϕ ∈ Φ the function ρ ϕ is a metric on Y . We write F ϕ and · ϕ instead of F ρ ϕ and · ρ ϕ , respectively. The proof of the following result can be found in [6] .
Proposition 2.1. Let a function ω ∈ Φ 0 satisfies the Dini condition
Let a ∈ [0, 1). Then inequality
admits a solution in Φ.
We say that a vector (p 1 , . . . , p N ), where
The Markov operator can be extended to the space M s . A linear operator
A Markov operator P is called a Markov -Feller operator if it has a dual operator U such that
An operator P : M → M is called nonexpansive if
A measure µ is called invariant (or stationary) with respect to P if P µ = µ. A Markov operator P is called asymptotically stable if there exists a stationary measure µ * ∈ M 1 such that
Obviously a measure µ * satisfying the above condition is unique. We say that a metric ρ is equivalent to metric ρ if the classes of bounded sets and convergent sequences in the spaces (Y, ρ) and (Y, ρ) coincide. If (Y, ρ) is Polish space and ρ, ρ are equivalent, then the space (Y, ρ) is still a Polish space.
An operator P : M → M is called essentially nonexpansive if there exists a metric ρ equivalent to ρ such that P is nonexpansive with respect to the norm · ρ .
We denote by C (Y ), > 0, the family of all closed sets C for which there exists a finite set {z 1 
For µ ∈ M 1 we consider the limit set
and
Let A ∈ B(Y ). We say that a measure µ ∈ M is concentrated on A if µ(Y \A) = 0. We denote by M A 1 the set of all probability measures concentrated on A.
An operator P is called globally concentrating if for every > 0 and every bounded Borel set A ∈ B(Y ) there exist a bounded Borel set B ∈ B(Y ) and n 0 ∈ N such that
Remark 2.2. If a Markov operator P is globally concentrating, then
Formulation of the problem
Let (Y, ρ) be a separable Banach space, R + = [0, ∞) and I = {1, . . . , N }, Θ be a compact metric space. Let S i : R + × Y → Y, i ∈ I, be a finite sequence of semidynamical systems, i.e.
We are given probability vector (p 1 , . . . , p n ), where
Let (Ω, Σ, prob) be a probability space and {t n } n≥0 be an increasing sequence of random variables t n : Ω → R + with t 0 = 0. Let {η n } n∈N be a sequence of independent identically distributed random elements with values in a compact metric space Θ, their distribution will be denoted by κ.
We consider the space X = Y × I endowed with the metric ρ given by
where
and the constant c will be chosen later on. We define a new sequence of semidynamical systems
We define
The action of randomly chosen dynamical systems, with randomly chosen jumps, at random moments t k can be roughly described as follows. We choose an initial point x 0 ∈ Y and randomly select a transformation S k from the set {S 1 , . . . , S N } in such a way that the probability of choosing S k is equal to p k (x 0 ), i.e., we define ξ 0 : Ω → I such that prob(ξ 0 = k|x 0 = x) = p k (x). We obtain pair (x 0 , k). We define
We randomly choose an integer i 1 ∈ {1, . . . , N } with probability p ki 1 (x 1 ), i.e., we define ξ 1 : Ω → I such that prob(ξ 1 = i 1 |x 1 = x and ξ 0 = k) = p ki 1 (x). We obtain (x 1 , i 1 ) and define
where prob(t 2 − t 1 ≤ t|ξ 1 = i 1 and
λ(S i 1 (s,x))ds . We select i 2 ∈ {1, . . . , N } with probability p i 1 i 2 (x 2 ), i.e., we define ξ 2 : Ω → I, such that prob(ξ 2 = i 2 |x 2 = x and ξ 1 = i 1 ) = p i 1 i 2 (x). We obtain pair (x 2 , i 2 ). Finally, given (x n , i n ), n ≥ 2, we define
where prob(t n+1 − t n ≤ t|ξ n = i n and x n = x) = 1 − e
We select i n+1 ∈ {1, . . . , N } with probability p i n i n+1 (x n+1 ), i.e., we define
Above considerations we can describe using congruent sequences of random variables. Let {ξ n } n≥0 be sequence of random variables ξ n : Ω → I. Let
prob(ξ n = s|x n = x and ξ n−1 = k) = p ks (x), for n ≥ 1, x, y ∈ Y, k, i ∈ I. We assume that {ξ n } n≥0 and {η n } n≥0 independent of {t n } n≥0 and that for every n ∈ N the variables η 1 , . . . , η n−1 , ξ 1 , . . . , ξ n−1 are also independent. Given initial random variable x 0 and ξ 0 , the sequence of the random variables {x n } n≥1 , x n : Ω → Y, is given by
The integral is well defined, because λ > 0.
We will study the stochastic discrete process {(x n , ξ n )} n≥0 (see [3, 4] ). The evolution of the distributions µ n on X defined by µ n (A) = prob{(x n , ξ n ) ∈ A)} for A ∈ B X can be described by an operator P : M (X) → M (X) such that
and its dual operator U :
4. Invariant measure and asymptotic stability of P Let (Y, · ) be a separable Banach space. In order to get the existence of invariant measure or asymptotic results for operator P described by (3.1), we will need the following assumption: (a) The transformations S i : R + × Y → Y, i ∈ I are continuous and there
where ψ 1 ∈ Φ 0 satisfy the Dini condition (2.1).
(c) We assume that there are constants L ≥ 1, α ∈ R and l q > 0, l λ > 0 such that
The proofs of presented theorems are based on techniques shown in [4] . Ll q λ + α < λ, then the operator P defined by (3.1) is essentially nonexpansive.
Proof. Let ψ 1 ∈ Φ 0 be given by condition (4.3). Define ψ : R + → R by ψ(t) = ψ 2 (t) + bt for some b > 0, where ψ 2 = λ λ ψ 1 . It is easy to see that ψ ∈ Φ 0 and satisfies the hypotheses of Proposition 2.1. There exists ϕ ∈ Φ such that (4.8)
Since ϕ ∈ Φ we may choose c ∈ R + such that ϕ(c) > 2. Consider the metricρ
Let f ∈ F ϕ . It is evident that U f ∈ C(X), where U is given by equation (3.2) and
To complete the proof it is enough to show that
for (x, i), (x, j) ∈ X. Since ρ c (k, s) = c for k = s, ϕ(c) > 2, and |f | < 1, the above condition is satisfied for k = s. For k = s we obtain
We now calculate I 2 . We have
From the mean-value theorem we obtain that for every fixed t ∈ [0, ∞), x, y ∈ Y, and k = 1,
for every t ∈ [0, ∞), x, y ∈ Y, and k = 1, . . . , N . We go back to calculate I 2 . We have
σλ(λ−α) > 0. We obtain that (4.10)
From (4.9), (4.10), and (4.8) we obtain Proof. We show that there exists a, b ∈ R + , a < 1, such that
We obtain
From [9, Corollary 2.4.1] it follows that there exists a bounded set A ∈ X such that
which gives us that
is nonempty. We want to show that inf E(P ) = 0. Suppose, contrary to our claim, that ε * = inf E(P ) > 0. We consider two cases: α < 0 and α ≥ 0, where α is given by condition (4.4).
Case 1: α < 0. We may choose z 0 ∈ Y and r > 0 such that
Fix t * > 0 such that ε = 4rLl q e αt * < ε * and set
Observe that C ε ∈ C ε (Y ). From equation (3.1), for arbitrary µ ∈ M 1 we have
For x ∈ B(z 0 , r) and t > t * we define
we have, by (4.4),
Let x ∈ B(z 0 , r), t ∈ [t * , 2t * ] and θ ∈ Θ 0 (x, t). Then for every j ∈ J(x, t) we have
This gives (q(S j (t, x), θ), j) ∈ C ε . Thus
From above we conclude
which contradicts the fact that ε * = inf E(P ). By Remark 2.3, operator P is semi-concentrating.
Case 2: α ≥ 0. By (4.7) we have
which implies that
We have Ll q < 1. Choose η, δ, t * > 0 such that
Finally, choose ε 0 > ε * such that
By the definition E(P ) there exists A ∈ C ε 0 such that
Without loss of generality we can assume that
We now define
Fix µ ∈ M 1 . It follows that there exists k(n) ∈ {1, . . . , m} such that
For x ∈ B(z k(n) , ε 0 ) and t < t * we define
Similarly to the first case
Fix x ∈ B(z k(n) , ε 0 ), t < t * and θ ∈ Θ 0 . We have
Thus (q(S j (t, x), θ), j) ∈ C ε and
Combining this with (4.11) gives
but µ ∈ M 1 was arbitrary and ε < ε * , which is impossible. By Remark 2.3 we obtain that P is semi-concentrating. Theorem 4.3. Assume that (4.1)-(4.7) are satisfied. Then operator P defined by (3.1) has an invariant probability measure.
Proof. By Theorem 4.1 and 4.2 the operator P is nonexpansive and semi-concentrating. Using [9, Theorem 5.5] the proof is complete.
Theorem 4.4. Under the hypotheses of Theorem 4.3, suppose that moreover for α given by (4.4) one of the following holds (i) α < 0 and there exists θ 0 ∈ Θ such that,
(ii) α ≥ 0 and for every θ ∈ Θ (4.13) κ(θ) > 0.
Then operator P given by (3.1) is asymptotically stable.
Proof. By Theorem 4.3 the operator P admits an invariant measure. Using [9, Theorems 5.4 and 5.5] it is sufficient to show that for given > 0 there exists γ > 0 such that for any two measures µ 1 , µ 2 ∈ M 1 , there exist a Borel measurable set A ⊂ X with diam ρ ϕ (A) < and an integer n such that
By [9, Theorem 5.5], the set L(M 1 ) is tight. Thus there exists a compact set F ⊂ X such that
Consider two cases: α < 0 and α ≥ 0.
Case 1: α < 0. Fix 1 > 0 and i 0 ∈ I. There exist ε > 0 such that ϕ(ε) < 1 . Choose t * ∈ R + such that (4.14)
Ll
Clearly F Y is a compact subset of Y.
, where θ 0 is given by condition (4.12). Now for x ∈ F Y we set
By the compactness of F Y , we choose z 1 , . . . , z m 0 , such that F ⊂ G, where
It follows that there exists n 0 ∈ N such that
From the definition of G and (4.17) there exist l 1 , l 2 ∈ {1, . . . , m 0 } and
From (4.4) we have
From condition (4.5) it follows that
By (4.20), (4.19) and (4.14) we obtain
Observe that diam ρ ϕ (A) < 1 . For x ∈ U (z l 1 ) and t ∈ [t * , t] using (4.15) and (4.16) we have
This gives
Similarly,
Using (4.21) and (4.18), for i = 1, 2 we have
For i = 1, 2 the constant γ does not depend on µ i . The proof of the first case is completed. Case 2: α ≥ 0. Let 1 > 0 and i 0 ∈ I be fixed. There exist ε > 0, such that ϕ(ε) < 1 . We introduce some further notations
Next, for n ≥ 2, consider functions: x, k, i 1 , . . . , i n−1 , i n , τ 1 , . . . , τ n−1 , θ 1 , . . . , θ n−1 )
where θ = (θ 1 , . . . , θ n−1 ), τ = (τ 1 , . . . , τ n−1 ), i = (i 1 , . . . , i n−1 ). From assumption (4.7) we have that l q < 1. Let n ∈ N be such that
By continuity and compactness there exists δ > 0 such that
for every i ∈ I, θ ∈ Θ n , τ ∈ [0, δ] n and x ∈ F Y , where
Let z 1 , . . . , z m 0 ∈ F Y be such that F ⊂ G, where
Since L(µ) = ∅, there exist a subsequence {n k } of {n} and a measure ν ∈ L(µ) such that P n k µ → ν. There exist n 0 ∈ N , l 1 , l 2 ∈ {1, . . . , m 0 } and i 1 , i 2 such that (4.25)
where υ g = U (z l g ) × {i g } for g = 1, 2.
From (4.5), there exist θ 0,0 such that
For q(z l 1 , θ 0,0 ) and q(z l 2 , θ 0,0 ) we choose θ 0,1 such that q(q(z l 1 , θ 0,0 ), θ 0,1 ) − q(q(z l 2 , θ 0,0 ), θ 0,1 ) ≤ l(z l 1 , θ 0,0 ) − q(z l 2 , θ 0,0 ) and so on. Thus there exists θ 0 = (θ 0,0 , . . . , θ 0,n−1 ) ∈ Θ n such that From (4.26) and (4.22) it follows that diam ρ ϕ (A) < 1 . For x ∈ U (z l g ), g = 1, 2, i ∈ I n and τ ∈ [0, δ] n from (4.23) and (4.24) we have
This gives ((q θ 0 • S i )(τ, x), i 0 ) ∈ A for x ∈ U (z l g ), i ∈ I n , g = 1, 2 and τ ∈ [0, δ] n . Combining this with (4.25) and using P n 0 +n µ g (A) = i=(i 1 ,...,i n )∈I n X R + n Θ=(θ 1 ,...,θ n )∈Θ n 1 A ((q θ • S i )(τ, x), i n ) × P n (x, k, i, τ 1 , . . . , τ n−1 , θ 1 , . . . , θ n−1 )Λ n (x, k, i 1 , . . . , i n−1 , τ, θ 1 , . . . , θ n−1 ) × Σ n (x, k, i 1 , . . . , i n−1 , τ 1 , . . . , τ n−1 )dτ κ(θ)P n 0 µ g (dx, dk), For g = 1, 2 the constant γ does not depend on µ g . The proof of the second case is completed.
Example 4.5. In paper [7] there was introduced a model of gene expression. This model involves three classes of processes: allele activation/inactivation, mRNA transcription/decay, and protein translation/decay process. It is assumed that, due to binding or dissociation of protein molecules, each of gene's alleles may be transformed, independently of the remaining ones, into an active state or into an inactive state.
In this example we consider similar model like this in [7] . In R(4.1)-(4.6) are satisfied. Moreover, if l q < (r − 1)/(2r − 1) then (4.7) holds, because we have L = (2r − 1)/(r − 1), α = −1, and Ll q λ + α = (2r − 1) r − 1 l q λ − 1 < λ − 1 < λ.
