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ON CERTAIN ZETA FUNCTIONS
ASSOCIATED WITH BEATTY SEQUENCES
WILLIAM D. BANKS
Abstract. Let α > 1 be an irrational number of finite type τ . In this paper,
we introduce and study a zeta function Z♯α(r, q; s) that is closely related to
the Lipschitz-Lerch zeta function and is naturally associated with the Beatty
sequence B(α) ..= (⌊αm⌋)m∈N. If r is an element of the lattice Z+Zα
−1, then
Z♯α(r, q; s) continues analytically to the half-plane {σ > −1/τ} with its only
singularity being a simple pole at s = 1. If r 6∈ Z + Zα−1, then Z♯α(r, q; s)
extends analytically to the half-plane {σ > 1−1/(2τ2)} and has no singularity
in that region.
To the memory of Tom Apostol
1. Introduction and statement of results
The Lipschitz-Lerch zeta function is defined in the half-plane {σ ..= ℜs > 1}
by an absolutely convergent series
ζ(z, q; s) ..=
∞∑
n=0
e(zn)
(n+ q)s
,
where e(t) ..= e2πit for all t ∈ R, and by analytic continuation it extends to mero-
morphic function on the whole s-plane. The function ζ(z, q; s) was introduced
by Lipschitz [20] for real z and q > 0; see also Lipschitz [21]. It also bears the
name of Lerch [19], who showed that for ℑz > 0 and q ∈ (0, 1) the functional
equation
ζ(z, q; 1− s) = (2π)−sΓ(s)
(
e(1
4
s− zq)ζ(−q, z; s) + e(−1
4
s+ zq)ζ(q, 1− z; s)
)
holds; this is called Lerch’s transformation formula. For an interesting account of
the analytic properties of the Lipschitz-Lerch zeta function and related functions,
we refer the reader to the work of Lagarius and Li [15–18]; see also Apostol [2].
If z ∈ Z, then ζ(z, q; s) = ζ(0, q; s) is the Hurwitz zeta function; in this case,
ζ(z, q; s) has a simple pole at s = 1 but no other singularities in the s-plane. On
the other hand, if z ∈ R \ Z or ℑz > 0, then ζ(z, q; s) is an entire function of s.
For a given real number α > 0, the homogeneous Beatty sequence associated
with α is the sequence of natural numbers defined by
B(α) ..= (⌊αm⌋)m∈N,
where ⌊·⌋ denotes the floor function: ⌊t⌋ is the greatest integer 6 t for any t ∈ R.
Beatty sequences appear in a wide variety of unrelated mathematical settings,
and their arithmetic properties have been extensively explored in the literature;
see, for example, [1,3–6,8,9,11,12,22,23,28] and the references therein.
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In this paper, we introduce and study a variant of the Lipschitz-Lerch zeta
function that is naturally associated with the Beatty sequence B(α). Specifically,
let us denote
Zα(r, q; s) ..=
∑
n∈B(α)
e(rn)
(n+ q)s
, (1.1)
where r ∈ R and q ∈ (0, 1). For technical reasons, the work in this paper is
focused on properties of the function
Z♯α(r, q; s)
..= eπirZα(r, q; s) + e
−πirZα(−r, 1 − q; s).
Further, we assume that α > 1 is irrational and of finite type (see §2.2). Note
that for rational α, the Beatty sequence B(α) is a finite union of arithmetic
progressions, and therefore the analytic properties of Zα(r, q; s) and Z
♯
α(r, q; s)
can be gleaned from well known properties of the Lipschitz-Lerch zeta function.
The series (1.1) converges absolutely the half-plane {σ > 1}, uniformly on
compact regions, hence Zα(r, q; s) is analytic there; this implies that Z
♯
α(r, q; s)
is analytic in {σ > 1} as well.
Since B(α) is a set of density α−1 in the set of natural numbers, it is reasonable
to expect that Zα(r, q; s) is closely related to the function α
−1ζ(r, q; s). This belief
is strengthened by the fact that if α−1+β−1 = 1, then the set of natural numbers
can be split as the disjoint union of B(α) and B(β), so we have
Zα(r, q; s) + Zβ(r, q; s) + q
−s = α−1ζ(r, q; s) + β−1ζ(r, q; s).
Naturally, one might also expect that Z♯α(r, q; s) is closely related to the function
α−1ζ ♯(r, q; s), where
ζ ♯(r, q; s) ..= eπirζ(r, q; s) + e−πirζ(−r, 1− q; s).
As it turns out, such expectations are erroneous. Our first theorem establishes
that Z♯α(r, q; s) has a simple pole at s = 1 whenever r is an element of the
lattice Z + Zα−1; this lattice is a dense subset of R. By contrast, the function
α−1ζ ♯(r, q; s), being a linear combination of Lipschitz-Lerch zeta functions, can
only have a pole when r is an integer.
Theorem 1.1. Let α > 1 be an irrational number of finite type τ . Suppose that
r = kα−1 + ℓ for some integers k and ℓ, and let q ∈ (0, 1). Then the function
Z♯α(r, q; s)− α
−1ζ ♯(r, q; s) (1.2)
continues analytically to the half-plane {σ > −1/τ} with a simple pole at s = 1
and no other singularities. The residue at s = 1 is 2(−1)ℓα−1 when k = 0, and
it is 2(−1)ℓ(sin(πkα−1))/(πk) for k 6= 0.
In particular, taking r ..= 0 and q ..= 1
2
above, we have
Z♯α(0,
1
2
; s) ..= 2Zα(0,
1
2
; s) =
∑
n∈B(α)
2
(n+ 1
2
)s
and
ζ ♯(0, 1
2
; s) ..= 2ζ(0, 1
2
; s) =
∞∑
n=0
2
(n + 1
2
)s
= (2s+1 − 2)ζ(s),
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where ζ(s) is the Riemann zeta function studied by Riemann [24] in 1859. Since
ζ(s) has a simple pole at s = 1 with residue one, from Theorem 1.1 we deduce
the following corollary.
Corollary 1.2. Let α > 1 be irrational of finite type τ . The Dirichlet series
Zα(0,
1
2
; s) ..=
∑
n∈B(α)
1
(n + 1
2
)s
converges absolutely in {σ > 1} and extends analytically to {σ > −1/τ}, where
it has a simple pole at s = 1 with residue 2α−1 and no other singularities.
When r ..= 0 and q ..= 1
2
our proof of Theorem 1.1 shows that the function
F ♯α(0,
1
2
; s) = π−s/2Γ(s/2)
(
2Zα(0,
1
2
; s)− α−1(2s+1 − 2)ζ(s) + 2s
)
is analytic at s = 0. Since Γ(s/2) has a pole at s = 0, one sees that Zα(0,
1
2
; s)
takes the same value at s = 0 regardless of the choice of α.
Corollary 1.3. For every irrational α > 1 of finite type, Zα(0,
1
2
; 0) = −1
2
.
Our second theorem is complementary to Theorem 1.1; it establishes that
Z♯α(r, q; s) does not have a pole at s = 1 whenever the real number r is not
contained in the lattice Z+ Zα−1.
Theorem 1.4. Let α > 1 be an irrational number of finite type τ . Let q ∈ (0, 1),
and suppose that r is a real number not of the form kα−1+ ℓ with k, ℓ ∈ Z. Then
the function (1.2) continues analytically to the half-plane
{
σ > 1−1/(2τ 2)
}
with
no singularities in that region.
2. Preliminaries
2.1. General notation. Throughout the paper, we fix an irrational number
α > 1 of finite type τ = τ(α) (see §2.2), and we set γ ..= α−1. Note that γ has
the same type τ .
As stated earlier, we write e(t) ..= e2πit for all t ∈ R. We use ⌊t⌋ and {t} to
denote the greatest integer not exceeding t and the fractional part of t, respec-
tively. The notation 〈〈t〉〉 is used to represent the distance from the real number t
to the nearest integer; in other words,
〈〈t〉〉 ..= min
n∈Z
|t− n| = min
(
{t}, 1− {t}
)
(t ∈ R). (2.1)
For every real number t, we denote by JtK the integer that lies closest to t if
t 6∈ 1
2
+ Z, and we put JtK ..= ⌊t⌋ if t ∈ 1
2
+ Z. Then
t =
{
JtK + 〈〈t〉〉 if {t} 6 1
2
,
JtK− 〈〈t〉〉 if {t} > 1
2
.
(2.2)
In what follows, any implied constants in the symbols O, ≪ and ≫ may
depend on the parameters α, r, q, ε but are independent of other variables unless
indicated otherwise. For given functions F and G, the notations F ≪ G, G≫ F
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and F = O(G) are all equivalent to the statement that the inequality |F | 6 c|G|
holds with some constant c > 0.
2.2. Discrepancy and type. The discrepancy D(M) of a sequence of (not
necessarily distinct) real numbers (am)
M
m=1 contained in [0, 1) is given by
D(M) ..= sup
I⊆[0,1)
∣∣∣∣V (I,M)M − |I|
∣∣∣∣,
where the supremum is taken over all intervals I in [0, 1), V (I,M) is the number
of positive integers m 6M such that am ∈ I, and |I| is the length of I.
The type τ = τ(γ) of a given irrational number γ is defined by
τ ..= sup
{
t ∈ R : lim inf
n→∞
nt〈〈γn〉〉 = 0
}
.
Using Dirichlet’s approximation theorem, one sees that τ > 1 for every irrational
number γ. The theorems of Khinchin [10] and of Roth [25, 26] assert that
τ = 1 for almost all real numbers (in the sense of the Lebesgue measure) and all
irrational algebraic numbers γ, respectively; see also [7,27].
Given an irrational number γ, the sequence of fractional parts ({nγ})∞n=1 is
known to be uniformly distributed in [0, 1) (see [14, Example 2.1, Chapter 1]).
In the case that γ is of finite type, the following more precise statement holds
(see [14, Theorem 3.2, Chapter 2]).
Lemma 2.1. Let γ be a fixed irrational number of finite type τ . Then, for every
δ ∈ R the discrepancy Dγ,δ(M) of the sequence ({γm+δ})
M
m=1 satisfies the bound
Dγ,δ(M)≪ M
−1/(τ+ε),
where the implied constant depends only on γ and ε.
2.3. Functional equations of theta functions.
Lemma 2.2. For any real numbers v, w let
Θv,w(u) ..= e(
1
2
vw)
∑
n∈Z
e−π(n+v)
2ue(wn) (u > 0). (2.3)
Then
Θv,w(u) = u
−1/2Θw,−v(u
−1). (2.4)
Proof. Let u > 0 be fixed, and put
f(x) ..= e−π(x+v)
2ue(wx) (x ∈ R).
The Fourier transform of f is given by
fˆ(x) ..=
∫∞
−∞
f(y)e(xy)dy =
∫∞
−∞
eg(x,y)dy,
where
g(x, y) ..= −π(y + v)2u+ 2πi(x+ w)y.
Since
g(x, y) = −π(y + v − i(x+ w)u−1)2u− 2πiv(x+ w)− π(x+ w)2u−1,
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it follows that
fˆ(x) = e−π(x+w)
2u−1e(−v(x+ w))
∫∞
−∞
e−π(y+v−iwu
−1−ixu−1)2udy. (2.5)
Using Cauchy’s theorem to shift the line of integration vertically, we see that the
integral in (2.5) is equal to∫∞
−∞
e−π(y+v)
2udy =
∫∞
−∞
e−πy
2udy = u−1/2
∫∞
−∞
e−πy
2
dy = u−1/2.
Consequently,
fˆ(x) = u−1/2e−π(x+w)
2u−1e(−v(x+ w)) (x ∈ R).
Applying the Poisson Summation Formula∑
n∈Z
f(n) =
∑
n∈Z
fˆ(n),
we immediately deduce the functional equation (2.4). 
2.4. The pulse wave. Let 1α denote the indicator function of B(α); that is,
1α(n) ..=
{
1 if n = ⌊αm⌋ for some m ∈ N,
0 otherwise.
(2.6)
In this notation we have
Zα(r, q; s) =
∞∑
n=1
1α(n)e(rn)
(n+ q)s
.
Let Xγ be the periodic function defined by
Xγ(t) ..=

1 if {t} ∈ (0, γ),
1
2
if t ∈ Z or t ∈ γ + Z,
0 otherwise.
(2.7)
Since Xγ is periodic of bounded variation, and Xγ(t) =
1
2
(Xγ(t
+) + Xγ(t
−)) for
all t ∈ R, its Fourier series converges everywhere, and we have
Xγ(t) = lim
K→∞
∑
|k|6K
X˜γ(k)e(kt),
where the Fourier coefficients are given by
X˜γ(0) ..= γ and X˜γ(k) ..=
1− e(−kγ)
2πik
(k 6= 0).
For any irrational α > 1, it is easy to see that a natural number n lies in the
Beatty sequence B(α) if and only if {−nγ} ∈ (0, γ). Using this characterization,
the indicator function 1α given by (2.6) satisfies
1α(n) = Xγ(−nγ) = lim
K→∞
∑
|k|6K
X˜γ(k)e(−knγ). (2.8)
From now on, we regard 1α as a function on all of Z by defining the value 1α(n)
at an arbitrary integer n via the relation (2.8).
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Using our hypothesis that α is of finite type, the relation (2.8) can be made
more explicit; namely, for any positive real number K, we have the estimate
1α(n) =
∑
|k|6K
X˜γ(k)e(−knγ) +O
(
max{1, |n|τ+ε}K−1
)
(n ∈ Z) (2.9)
for any given ε > 0. Indeed, for each nonzero integer n let
SK(n; u) ..=
∑
k6u
(1− e(−kγ))e(−knγ) (u > 0).
Using standard estimates for exponential sums (see, e.g., Korobov [13]) we have
SK(n; u)≪ 〈〈nγ〉〉
−1 + 〈〈nγ + γ〉〉−1
Since γ is of type τ , this implies that the bound
SK(n; u)≪ |n|
τ+ε
holds, and therefore∑
k>K
X˜γ(k)e(−knγ) =
∫∞
K
dSK(n; u)
2πiu
≪
|n|τ+ε
K
.
Bounding
∑
k>K X˜γ(−k)e(knγ) in a similar manner, we deduce (2.9) in the case
that n 6= 0. When n = 0, we have by (2.8):
1α(0) = γ + lim
K→∞
∑
0<|k|6K
e(kγ)
2πik
.
Writing
SK(0; u) ..=
∑
k6u
e(kγ) (u > 0),
we have SK(0; u)≪ 〈〈γ〉〉
−1 = α≪ 1, and therefore∑
k>K
X˜γ(k) =
∫∞
K
dSK(0; u)
2πiu
≪ K−1.
This yields (2.9) in the case that n = 0.
3. The proofs
For all u > 0 we denote
Ψ+(r, q; u) ..=
∞∑
n=0
e−π(n+q)
2ue(rn),
Ψ+α (r, q; u)
..=
∞∑
n=0
e−π(n+q)
2u1α(n)e(rn).
and we also put
Ψ(r, q; u) ..=
∑
n∈Z
e−π(n+q)
2ue(rn),
Ψα(r, q; u) ..=
∑
n∈Z
e−π(n+q)
2u1α(n)e(rn).
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It is easy to see that
max
{∣∣Ψ(r, q; u)∣∣, ∣∣Ψα(r, q; u)∣∣}≪ e−π〈〈q〉〉u (3.1)
holds for u > 0, and the relations
Ψ(r, q; u) = Ψ+(r, q; u) + e(−r)Ψ+(−r, 1− q; u), (3.2)
Ψα(r, q; u) = Ψ
+
α (r, q; u) + e(−r)Ψ
+
α (−r, 1− q; u), (3.3)
are immediate. Indeed, (3.2) follows from the fact that the polynomial (n+ 1
2
)2 is
invariant under the map n 7→ −n− 1. To prove (3.3), we note that (2.8) implies
1α(n) = γ + lim
K→∞
∑
0<|k|6K
sin(πkγ)
πk
cos(2πkγ(n+ 1
2
)),
hence 1α(n) = 1α(−n− 1) for all n ∈ Z.
Next, recall that
π−s/2Γ(s/2)µ−s =
∫∞
0
e−πµ
2uus/2−1du (σ > 0)
for every positive real number µ. Taking into account that 1α(0) =
1
2
in view of
(2.7) and (2.8), the function
F+α (r, q; s)
..= π−s/2Γ(s/2)
(
Zα(r, q; s)− γζ(r, q; s) +
1
2
q−s
)
satisfies the relation
F+α (r, q; s) =
∫∞
0
(
Ψ+α (r, q; u)− γΨ
+(r, q; u)
)
us/2−1du (σ > 1).
Therefore, using (3.2) and (3.3) it follows that
F ♯α(r, q; s)
..= eπirF+α (r, q; s) + e
−πirF+α (−r, 1− q; s)
= π−s/2Γ(s/2)
(
Z♯α(r, q; s)− γζ
♯(r, q; s) + 1
2
eπirq−s + 1
2
e−πir(1− q)−s
)
satisfies the relation
F ♯α(r, q; s) = e
πir
∫∞
0
(
Ψα(r, q; u)− γΨ(r, q; u)
)
us/2−1du (σ > 1).
To prove Theorems 1.1 and 1.4, it suffices to show that F ♯α(r, q; s) continues
analytically in an appropriate manner according to whether or not r lies in the
lattice Z+ Zα−1.
To simplify the notation, we put
F (s) ..= F ♯α(r, q; s) and Φ(u)
..= Ψα(r, q; u)− γΨ(r, q; u),
and write
F (s) = eπir
(
F0(s) + F∞(s)
)
,
where
F0(s) ..=
∫ 1
0
Φ(u)us/2−1du and F∞(s) ..=
∫∞
1
Φ(u)us/2−1du.
In view of (3.1) it is clear that the integral F∞(s) converges absolutely and
uniformly on compact regions of C, hence F∞(s) continues to an entire function
of s ∈ C. Thus, the analytic continuation of F (s) reduces to that of F0(s).
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Let K be a real-valued function such that K(u) > 2 for all u > 0. For the
moment, let u > 0 be fixed. Using (2.9) along with the bound∑
n∈Z
e−π(n+q)
2umax{1, |n|τ+ε} ≪ 1,
we have
Ψα(r, q; u) =
∑
n∈Z
e−π(n+q)
2ue(rn)
∑
|k|6K(u)
X˜γ(k)e(−knγ) +O(K(u)
−1).
Reversing the order of summation and recalling (2.3), we see that
Ψα(r, q; u) =
∑
|k|6K(u)
X˜γ(k)e(
1
2
q(kγ − r))Θq,r−kγ(u) +O(K(u)
−1).
Since X˜γ(0) = γ, and Ψ(r, q; u) = e(−
1
2
qr)Θq,r(u) by (2.3), we derive the estimate
Φ(u) = ΦK(u) +O(K(u)
−1),
where
ΦK(u) ..=
∑
0<|k|6K(u)
X˜γ(k)e(
1
2
q(kγ − r))Θq,r−kγ(u). (3.4)
In particular,
F0(s) =
∫∞
1
ΦK(u
−1)u−s/2−1du+O
( ∫ 1
0
K(u)−1uσ/2−1du
)
. (3.5)
By the functional equation (2.4) and the definition (2.3),
Θq,r−kγ(u) = u
−1/2Θr−kγ,−q(u
−1) = u−1/2e(1
2
q(kγ−r))
∑
n∈Z
e−π(n+r−kγ)
2u−1e(−qn).
Combining this expression with (3.4) we have
ΦK(u
−1) = u1/2
∑
0<|k|6K(u−1)
X˜γ(k)e(q(kγ − r))
∑
n∈Z
e−π(n+r−kγ)
2ue(−qn). (3.6)
Now, we make the specific choice
K(u) = KL(u) ..= max{2, u
−θL} with θ ..=
1− ε
2(τ + ε)
,
where L is a large positive real number, and ε > 0 is fixed (and small). In
particular, for all large u we have
ΦKL(u
−1) = u1/2
∑
0<|k|6uθL
X˜γ(k)e(q(kγ − r))
∑
n∈Z
e−π(n+r−kγ)
2ue(−qn).
Note that (3.5) takes the form
F0(s) =
∫∞
1
ΦKL(u
−1)u−s/2−1du+O
(
L−1(σ + 2θ)−1
)
(3.7)
provided that σ > −2θ.
To proceed further, for each integer k we write
r − kγ = Jr − kγK+ νk〈〈r − kγ〉〉
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with νk ∈ {±1} as in (2.2). Making the change of variables n 7→ n− Jr− kγK in
the inner summation of (3.6), it follows that
ΦKL(u
−1) = u1/2
∑
0<|k|6uθL
X˜γ(k)e(−qνk〈〈r − kγ〉〉)
∑
n∈Z
e−π(n+νk〈〈r−kγ〉〉)
2ue(−qn).
We introduce the notation
δu ..= min
{
〈〈r − kγ〉〉 : |k| 6 uθL
}
, (3.8)
and let κu denote an integer for which
|κu| 6 u
θL and 〈〈r − κuγ〉〉 = δu.
Then we have
ΦKL(u
−1) = u1/2
(
Υ
(1)
L (u) + Υ
(2)
L (u) + Υ
(3)
L (u)
)
,
where
Υ
(1)
L (u)
..=
∑
0<|k|6uθL
X˜γ(k)e(−qνk〈〈r − kγ〉〉)
∑
n∈Z
n 6=0
e−π(n+νk〈〈r−kγ〉〉)
2ue(−qn),
Υ
(2)
L (u)
..=
∑
0<|k|6uθL
k 6=κu
X˜γ(k)e(−qνk〈〈r − kγ〉〉)e
−π〈〈r−kγ〉〉2u,
Υ
(3)
L (u)
..= X˜γ(κu)e(−qνκuδu)e
−πδ2uu.
By (3.7) it follows that the estimate
F0(s) = G
(1)
L (s) +G
(2)
L (s) +G
(3)
L (s) +O
(
L−1(σ + 2θ)−1
)
holds provided that σ > −2θ, where
G
(j)
L (s)
..=
∫∞
1
Υ
(j)
L (u)u
−s/2−1/2du (j = 1, 2, 3).
Thus, the analytic continuation of F0(s) rests on the analytic properties of the
integrals G
(j)
L (s).
Since X˜γ(k)≪ |k|
−1 and 〈〈r − kγ〉〉 6 1
2
for every k 6= 0, the bound
Υ
(1)
L (u)≪ u
1/2e−πu/4 log(max{2, uθL})
is obvious. For fixed L, this implies that the integral G
(1)
L (s) converges absolutely
for all s ∈ C, uniformly on compact regions, and hence G
(1)
L (s) is an entire
function of s.
To determine the analytic behavior of G
(2)
L (s), we consider two distinct cases
according to the size of δu.
Case 1: δu > u
−1/2 log u. By the definition of δu (see (3.8)) it follows that
〈〈r − kγ〉〉 > u−1/2 log u for all k such that |k| 6 uθL. Since X˜γ(k) ≪ |k|
−1 for
every k 6= 0, we have∣∣Υ(2)L (u)∣∣≪ ∑
0<|k|6uθL
|k|−1e−π〈〈r−kγ〉〉
2u ≪ log(uθL)u−π log u. (3.9)
Note that the bound ∣∣Υ(3)L (u)∣∣≪ u−π log u (3.10)
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also holds in this case.
Case 2: δu 6 u
−1/2 log u. Let k be such that 0 < |k| 6 uθL and k 6= κu.
Then
r − kγ = Jr − kγK+ νk〈〈r − kγ〉〉,
r − κuγ = Jr − κuγK + νκuδu,
κuγ − kγ = Jκuγ − kγK+ ν〈〈κuγ − kγ〉〉,
where ν ∈ {±1} as in (2.2), and therefore
〈〈r − kγ〉〉 ≡ νkνκuδu + νkν〈〈κuγ − kγ〉〉 (mod 1) (3.11)
Noting that |κu− k| 6 2u
θL, and using the fact that γ is of type τ , we also have
〈〈κuγ − kγ〉〉 ≫ |k − κu|
−τ−ε ≫ (uθL)−τ−ε = L−τ−εu−1/2+ε/2. (3.12)
As δu = o(u
−1/2+ε/2) as u→∞, from (3.11) and (3.12) we derive the lower bound
〈〈r − kγ〉〉 ≫ L−τ−εu−1/2+ε/2 (0 < |k| 6 uθL, k 6= κu).
Arguing as in Case 1, this implies that∣∣Υ(2)L (u)∣∣≪ log(uθL) exp(−πL−2τ−2εuε). (3.13)
For fixed L, the bounds (3.9) and (3.13) together imply that the integral
G
(2)
L (s) converges absolutely for all s ∈ C, uniformly on compact regions, and
therefore G
(2)
L (s) is an entire function of s.
Turning now to the analytic behavior of G
(3)
L (s), we consider two distinct cases
according to whether or not δu vanishes on the interval (1,∞).
First, suppose that δu = 0 for some u > 1. In view of the definition (3.8),
this condition is equivalent to the statement that r = kγ + ℓ for some (uniquely
determined) integers k and ℓ. In this case, one has δu = 0 and κu = k for all
sufficiently large u. In particular, for some sufficiently large real number UL, one
sees that Υ
(3)
L (u) = X˜γ(k) once u > UL. Consequently, if we denote
G
(4)
L (s)
..= G
(3)
L (s)−
2X˜γ(k)
s− 1
=
∫UL
1
(
Υ
(3)
L (u)− X˜γ(k)
)
u−s/2−1/2du,
then clearly G
(4)
L (s) converges absolutely for all s ∈ C, uniformly on compact
regions, and so G
(4)
L (s) is an entire function of s. Putting everything together,
we have therefore shown that
F ♮α(r, q; s)
..= F ♯α(r, q; s)−
2eπirX˜γ(k)
s− 1
= HL(s) +O
(
L−1(σ + 2θ)−1
)
,
where
HL(s) ..= e
πir
(
F∞(s) +G
(1)
L (s) +G
(2)
L (s) +G
(4)
L (s)
)
is an entire function of s ∈ C for any fixed L. The sequence (HL(s))L>1 converges
uniformly to F ♮α(r, q; s) on every compact subset of the half-plane {σ > −2θ},
hence F ♮α(r, q; s) is analytic in the same region. Since θ → 1/(2τ) as ε → 0
+,
Theorem 1.1 follows.
Next, we suppose that δu 6= 0 for all u > 1. Observe that the map u → δu
is a positive nonincreasing step function which tends to zero as u → ∞. Let
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u1 < u2 < · · · be the ordered sequence of real numbers uj > 1 that have one or
both of the following properties:
(i) δu > δuj for all u ∈ (1, uj),
(ii) δuj = u
−1/2
j log uj.
Put u0 ..= 1. Note that the sequence (uj)j>0 is countable. For each j > 0, let Ij
denote the open interval (uj, uj+1). To prove Theorem 1.4, it suffices to establish
the upper bound ∣∣Υ(3)L (u)∣∣≪L u−2θ2 (u ∈ Ij) (3.14)
for every j > 0, where the implied constant in (3.14) may depend on L but is
independent of the index j. Indeed, since
G
(3)
L (s) =
∫∞
1
Υ
(3)
L (u)u
−s/2−1/2du =
∑
j>0
∫
Ij
Υ
(3)
L (u)u
−s/2−1/2du,
the bound (3.14) implies that the integral G
(3)
L (s) converges absolutely through-
out the half-plane {σ > 1−2θ2}, uniformly on compact regions, and thus G
(3)
L (s)
is analytic in that region. Then
F ♯α(r, q; s) = HL(s) +O
(
L−1(σ + 2θ)−1
)
,
where
HL(s) ..= e
πir
(
F∞(s) +G
(1)
L (s) +G
(2)
L (s) +G
(3)
L (s)
)
is analytic in the half-plane {σ > 1 − 2θ2}. The sequence (HL(s))L>1 converges
uniformly to F ♯α(r, q; s) on every compact subset of {σ > 1−2θ
2}, hence F ♯α(r, q; s)
is analytic in that half-plane. Since θ → 1/(2τ) as ε→ 0+, Theorem 1.4 follows.
It remains to establish (3.14). To this end, put
Ω+ ..= {j > 0 : δu > u
−1/2 log u for all u ∈ Ij},
Ω− ..= {j > 0 : δu < u
−1/2 log u for all u ∈ Ij}.
By the manner in which the sequence (uj)j>0 is constructed (especially, see (ii)
above), it follows that every nonnegative integer j lies either in Ω+ or in Ω−.
Moreover, (3.10) immediately yields (3.14) in the case that j ∈ Ω+. Therefore,
it remains to show that (3.14) holds for integers j ∈ Ω−.
Let j ∈ Ω− be fixed. For all u ∈ Ij we have δu < u
−1/2 log u (by (ii) above)
and κu 6= 0 (since δu 6= 0). Using the estimates
X˜γ(κu) =
1− e(−κuγ)
2πiκu
=
1− e(−r)
2πiκu
(
1 +O(u−1/2 log u)
)
and
e(−qνκuδu) = 1 +O(u
−1/2 log u),
we derive that
Υ
(3)
L (u) =
1− e(−r)
2πiκu
e−πδ
2
uu
(
1 +O(u−1/2 log u)
)
≪ κ−1u .
Consequently, to prove (3.14) it is enough to establish the lower bound
κu ≫L u
2θ2 (u ∈ Ij). (3.15)
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Let ∆j ..= δuj . Using (i) and (ii) above, and taking into account that δu is a
right-continuous function of u by (3.8), we see that δu = ∆j and δu < u
−1/2 log u
for all u ∈ Ij . Put kj ..= κuj , so that 〈〈r − kjγ〉〉 = ∆j, and note that |kj| 6 u
θ
jL.
On the other hand, for any integer k with |k| < uθjL write |k| = u
θL with some
real number u < uj; then
〈〈r − kγ〉〉 > δu > ∆j.
This argument shows that
|kj| = u
θ
jL. (3.16)
Since j ∈ Ω−, the argument given in Case 2 implies that there is precisely one
integer k that satisfies both inequalities
|k| < uθj+1L and 〈〈r − kγ〉〉 6 u
−1/2
j log uj (3.17)
(namely, the integer k = κj). On the other hand, using (2.1) in combination
with the definition of discrepancy and Lemma 2.1, one sees that the number of
integers k satisfying (3.17) is
2u
−1/2
j log uj · u
θ
j+1L+O
(
(uθj+1L)
1−1/(τ+ε)
)
.
For large j, this leads to a contradiction unless both bounds
2u
−1/2
j log uj · u
θ
j+1L≪ 1
and
2u
−1/2
j log uj · u
θ
j+1L≪ (u
θ
j+1L)
1−1/(τ+ε)
satisfied. We deduce that
u2θj+1 ≪L uj. (3.18)
Now let u ∈ Ij. Since
|κu| 6 u
θL and 〈〈r − κuγ〉〉 = δu = ∆j ,
the integer k = κu satisfies both inequalities in (3.17). Consequently, κu = kj ,
and using (3.16) and (3.18) we have
|κu| = |kj| = u
θ
jL≫L u
2θ2
j+1 > u
2θ2.
This is the required bound (3.15), and our proof of Theorem 1.4 is complete.
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