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We construct a three-dimensional quantum cellular automaton (QCA), an automorphism
of the local operator algebra on a lattice of qubits, which disentangles the ground state
of the Walker-Wang three fermion model. We show that if this QCA can be realized by a
quantum circuit of constant depth, then there exists a two-dimensional commuting projector
Hamiltonian which realizes the three fermion topological order which is widely believed
not to be possible. We conjecture in accordance with this belief that this QCA is not a
quantum circuit of constant depth, and we provide two further pieces of evidence to support
the conjecture. We show that this QCA maps every local Pauli operator to a local Pauli
operator, but is not a Clifford circuit of constant depth. Further, we show that if the three-
dimensional QCA can be realized by a quantum circuit of constant depth, then there exists
a two-dimensional QCA acting on fermionic degrees of freedom which cannot be realized
by a quantum circuit of constant depth; i.e., we prove the existence of a nontrivial QCA in
either three or two dimensions. The square of our three-dimensional QCA can be realized
by a quantum circuit of constant depth, and this suggests the existence of a Z2 invariant
of a QCA in higher dimensions, totally distinct from the classification by positive rationals
(i.e., by one integer index for each prime) in one dimension.
In an appendix, unrelated to the main body of this paper, we give a fermionic generaliza-
tion of a result of Bravyi and Vyalyi [1] on ground states of 2-local commuting Hamiltonians.
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3I. INTRODUCTION
A quantum cellular automaton (QCA) is an automorphism of the ∗-algebra of operators acting
on the Hilbert space of a quantum system which obeys certain locality constraints. For finite size
system, any such QCA can be described by conjugation by a unitary: the QCA α is defined by
α(O) = U †OU for some unitary U , where O is an arbitrary operator.
There are at least four distinct cases of QCA that are considered in the literature. First, the
QCA may be “strictly local” or may “have tails.” In the strictly local case, we require that for
any operator O that is supported on a single site, the image α(O) be supported on the set of sites
within some bounded distance of the given site, while in the case with tails, one merely requires
that α(O) can be approximated by an operator supported within some distance r of the site, up
to an error decaying in r (perhaps exponentially). The present paper considers only strictly local
QCA, so we will avoid giving a precise definition of the case with tails. Throughout this paper, a
QCA will always means such a strictly local QCA, even if not explicitly mentioned, though when
we review previous work we will in some cases discuss the difference between strictly local and tails.
Second, the degrees of freedom may be qudits, or one may have both qudits and fermionic degrees
of freedom. The present paper will consider both types of QCA (indeed, part of our understanding
of the nontriviality of a certain three-dimensional qudit QCA will depend upon the existence or
non-existence of a two-dimensional fermionic QCA). We require that a fermionic QCA preserve
the fermion parity.
Here “nontriviality” can be understood in a variety of ways, such as whether a QCA can be
implemented by a quantum circuit of bounded depth and range. We define this more precisely
below.
While QCA in one dimension are fully classified (at least for the case of strictly local QCA),
following the work of Gross, Nesme, Vogts and Werner (abbreviated GNVW later), in the qudit
case [2] and in the case with fermionic degrees of freedom [3, 4], the classification of QCA in
varying dimensions is much less well-developed. In fact, in higher dimensions, we do not have any
examples of nontrivial QCA,1 except for a classification using homology [7] which uses the index
theory of GNVW in higher dimensions by considering various ways of dimensionally reducing a
higher dimensional manifold to one dimension; the indices found there can be cancelled by tensoring
1 There is one possible candidate however in 5 dimensions using fermionic degrees of freedom and allowing tails in the
QCA. Consider a system with Majorana degrees of freedom and restrict to “Gaussian QCA,” which map Majorana
operators to linear combinations of Majorana operators. This linear map of Majorana operators is described by an
orthogonal matrix, and the K-theory classification [5, 6] of so-called “chiral orthogonal matrices,” symmetry class
BDI, has an integer invariant in dimensions 4k+ 1 as well as Z2 invariants in dimensions 8k+ 6, 8k+ 7. However,
it is not clear if this invariant remains if one allows more general QCA which need not be Gaussian.
4the higher-dimensional QCA with various QCA which act as shift operators on a line of sites which
is a nontrivial cycle of the manifold. Indeed, in two dimensions, it is known [7] that all strictly
local QCA are trivial in a sense defined below.
The purpose of the present paper is to show the existence of nontrivial QCA in higher dimen-
sions. We will show that (as made precise later) either a nontrivial three-dimensional qudit QCA
exists or a nontrivial two-dimensional fermionic QCA exists.
A. Classification of Hamiltonians and relation to classification of QCA; Outline of proof
Let us briefly discuss the classification of Hamiltonians, rather than QCA. We do this to em-
phasize that much more is known about the classification of Hamiltonians than of QCA and we do
this because our nontrivial QCA are constructed by considering quantum Hamiltonians. While we
only work out one particular case in detail, our technique suggests a way of constructing further
examples of QCA by using known results about Hamiltonians.
If we restrict to Hamiltonians which are sums of commuting projectors, then in one-dimension
the structure of ground states is fully understood for qudit degrees of freedom following Bravyi
and Vyalyi [1]. In Appendix A of the present paper, we extend this result to fermionic degrees
of freedom. Thus in one-dimension, the classification of Hamiltonians and QCA are both fully
understood. In two dimensions, commuting projectors Hamiltonians are known which realize non-
trivial topological order; examples include the Levin-Wen models [8]. However, there are few if
any classification results in two dimensions to show that we have in some sense exhausted the
possible topological phases. In three or more dimensions, fewer examples of topologically ordered
phases are known (examples of commuting projector Hamitonians include higher dimensional toric
codes [9–11], Dijkgraaf-Witten models [12], generalized double semion models [13]) but there are
also some models such as the cubic code [14] with exotic properties which suggest that in three
or more dimensions we are very far from exhausting all possible kinds of topological order. Thus,
while we do not have a classification of Hamiltonians in higher dimensions, we have a conjectural
classification in two-dimensions, and we have many nontrivial examples in higher dimensions.
One particularly interesting kind of Hamiltonian is the three-dimensional Walker-Wang model [15,
16]. There is actually a whole class of Walker-Wang models; in this paper we will focus on a specific
one, based on the so-called three fermion anyon model described below. In this case, the model
has (loosely speaking) no bulk topological order. However, if the model is terminated at a surface,
with any additional surface terms chosen so that the Hamiltonian remains a sum of commuting
5projectors, then it is believed that some type of topological order necessarily appears at the surface
if one wants to give the model a unique (or unique up to topological degeneracy) ground state.
Our construction of a three-dimensional QCA is as follows. We consider the three-dimensional
Walker-Wang model for the three fermion model. We show that there exists a QCA which disentan-
gles the ground state of this model. While we first construct this QCA by an explicit computation
using the polynomial method [17], in fact the existence of this QCA follows on more general grounds
using the idea of a “locally flippable separator” that we define. Then, if this three-dimensional
QCA could be described by a quantum circuit (or even if it were trivial in a more general sense
given later), then we show that this would allow us to consider the Walker-Wang model on a slab
with top and bottom two-dimensional faces and to disentangle the top from the bottom. This
in turn would allow us to construct a commuting projector model for the three fermion model.
Such a commuting projector model is widely believed not to be possible, since (at least within the
TQFT description) the three fermion model has a chiral central charge [18, 19] while a commut-
ing projector model should not have such a charge (following the ideas of Appendix D of [20]),
although we do not know any proof of this in the literature. Thus, this gives strong evidence that
the three-dimensional QCA is nontrivial.
While we do not prove that such a commuting projector model for the three fermion model does
not exist, we are able to give two useful intermediate steps. First, we show that no Pauli stabilizer
Hamiltonian (i.e., a Hamiltonian which is a sum of commuting terms, each of which is product of
Pauli operators) for the three fermion model exists. This implies that the three-dimensional QCA
is nontrivial as a Clifford QCA, in that it cannot be decomposed as a quantum circuit of Clifford
gates, possibly composed with a shift. We also show that even if there is a commuting projector
model for the three fermion model, we can construct a nontrivial two-dimensional fermionic QCA.
B. Definitions and Results
We consider systems whose Hilbert space has a tensor product structure (or a graded tensor
product structure if there are fermions). We mostly consider finite size systems throughout this pa-
per, proving bounds uniform in system size. We will sometimes consider infinite systems, especially
if considering finite systems only makes the notation cumbersome without making exposition clear;
however, every infinite system we consider will have a translation-invariant Hamiltonian, and hence
can always be made into a finite system by periodic boundary conditions.2 Using translationally-
2 While we allow the finite size systems to be translation non-invariant to work in the most general setting, we
note that a QCA on a finite size system on a torus, with the linear size of the torus sufficiently large compared to
6invariant systems lets us use the polynomial method to prove certain properties of the three fermion
Walker-Wang model and other Pauli stabilizer Hamiltonians; many of these properties were ex-
pected to be true on physical grounds previously. Later we will consider circuits or QCAs, which
might not be translationally invariant, acting on the terms of such a translationally invariant Pauli
stabilizer Hamiltonian; even though the resultant Hamiltonian will not be translationally invariant,
the fact that it is the image of a translationally invariant Hamiltonian will let us still apply many
of the results for translationally invariant systems.
The Hilbert space is the tensor product of Hilbert spaces for several degrees of freedom. To
define the geometry of the system, we have a set of “sites.” We assume that there is some metric
dist(i, j) measuring distance between sites. Our three-dimensional QCA will use a lattice of sites
labeled by three-integers (x, y, z). There will be a finite number of sites on a 3-torus; we identify
sites under translation by (L, 0, 0), (0, L, 0), (0, 0, L) for some integers L which is the linear size
of the system (of course, one could also allow different lengths in x, y, z directions without much
change). The metric that we use is a graph metric with sites being distance 1 if they differ in only
one coordinate by ±1. Our two-dimensional QCA will use two coordinates (x, y), identified under
translation by (L, 0) or (0, L) with the same metric.
Each degree of freedom will be associated with some site. There may be multiple degrees of
freedom per site. The metric on sites defines a metric between degrees of freedom: the distance
between any two degrees of freedom is the distance between the corresponding sites. Certain
degrees of freedom will be referred to as “qudits.” For each qudit, there is a Hilbert space of
dimension Di. We assume that all Di are prime without loss of generality (if one has a system
with a composite dimension on some degree of freedom, one may instead define a new system
replacing that degree of freedom with several degrees of freedom, one for each prime factor). Other
degrees of freedom will be referred to being “fermionic.” Let there be Nf such fermionic degrees of
freedom. In this case, for each such degree of freedom i, we define a pair of operators γi, γ
′
i obeying
the canonical Majorana anti-commutation relations: {γi, γj} = {γ′i, γ′j} = 2δi,j and {γi, γ′j} = 0.
The Hilbert space of the whole system will be a tensor product of the qudit Hilbert spaces times a
Hilbert space of dimension 2Nf . An operator O will be said to be supported on some set S of sites
if O is in the subalgebra generated by the Majorana operators γi, γ
′
i for a degree of freedom i on a
site in S and by the operators on the qudit Hilbert spaces in sites in S.
the range of the QCA, can be used to construct a translation invariant QCA in an infinite system by going to the
universal cover of the torus. Further, even if the ambient space is not a torus, given a translation non-invariant
QCA one can construct a translation invariant QCA that agrees with the given QCA on a disk using the “torus
trick” [21].
7Remark: while we develop much of the formalism using both Majorana and qudit degrees of
freedom, it may be useful at first reading of this paper to consider only the qudit case.
An operator is said to have odd fermion parity if it anti-commutes with the product of γiγ
′
i over
all fermionic degrees of freedom and even fermion parity otherwise. Given two operators A,B, we
define the supercommutator as [A,B} = {A,B} if both A and B have odd fermion parity and
[A,B} = [A,B] otherwise.
Definition I.1. A QCA has range R if, for any operator O supported on a site i, α(O) is supported
on the set of sites within distance R of site i.
Note that we can bound the range of the inverse of a QCA as follows:
Lemma I.2. If α has range R, then α−1 has range R.
Proof. Since α has range R, [α(Oi), Oj ] = 0 if Oi, Oj are supported on i, j respectively and
dist(i, j) > R. So, since α is an automorphism, [Oi, α
−1(Oj)] = 0. Since Oi is arbitrary, this
implies that α−1 has range R.
Definition I.3. A quantum circuit is a QCA α that can be written in the form α = αd ◦αd−1 ◦
· · · ◦ α1, where each αa is a QCA that can be written in the form
αa(O) =
∏
S∈Ga
U †S,aOUS,a
where Ga is a collection of disjoint sets of sites, and where US,a is a unitary of even fermion parity
supported on S. Each US,a is called a gate on set S. The number d is called the depth of the
quantum circuit. We require that the diameter of all S ∈ Ga for all a be bounded by some constant,
called the range of the gates.
Note that the range of α is bounded by d times the range of the gates.
Remark: we require that US,a have even fermion parity so that U
†
S,aOUS,a = O for any operator
O supported on the complement of S; if U supported on S had odd fermion parity, then for any
fermion odd operator O supported on the complement of S, we have U †OU = −O. We want to
avoid this because we want the gates in the circuit to only act nontrivially on operators supported
near it.
We consider finite size systems throughout this paper. Of course, on a finite size system, any
QCA α can be written as a quantum circuit of depth 1, using just a single gate acting on the entire
system. Thus, what will be interesting for us is to consider a family of systems of increasing size,
8with a family of QCA for each system having range R = O(1). We will say that this family of
QCA can be realized by a family of quantum circuits if each QCA can be realized by a quantum
circuit, all having depth O(1) with all having range of the gates O(1).
From now on, we will avoid explicitly mentioning the families of QCA, unless needed; we will
simply consider whether certain quantities such as a range are O(1) or not. Since, for example,
the three-dimensional Walker-Wang model is defined in a translation invariant fashion, it can be
constructed for any system size. Similarly, our explicit construction using the polynomial method
of a QCA that disentangles the Walker-Wang model will give a translation invariant QCA so it
can be readily defined on any finite size system of size large enough compared to the range of the
QCA.
Since we consider families, we can define a group structure for QCAs. Given two families of
QCAs, both of which have the same degrees of freedom, we can define their product by composing
them. Since each QCA in each family has range O(1), their product has range O(1). Note that
if, instead of considering families, we considered a single finite size, then there is no way to define
such a group structure while preserving a meaningful bound on the range of the QCA.
We define three groups of (families of) QCAs.
Definition I.4. The group Circuit, consists of quantum circuits. The group CircShift, is defined
to consist to quantum circuits, composed with “shifts,” where a shift QCA has the property that
for each prime p, there is a permutation fp on the set of all qudits i of dimension Di = p. The
shift QCA maps the operators generalized Pauli operators Zi, Xi on i to Zfp(i), Xfp(i). Further,
there is a permutation fM on the set of all Majorana operators γi, γ
′
i and the shift QCA maps
γi 7→ ±fM (γi) and γ′i 7→ ±fM (γ′i). The group All, consists of all QCAs.
Note that a shift may map γi to γ
′
j where j is near i.
Lemma I.5. Assume the metric is such that for any distance r, there is an O(1) bound on the
number of sites within distance r of any site (this holds for all lattices that we consider). Then,
Circuit is a normal subgroup of All.
Proof. Let β be an arbitrary QCA, and let α ∈ Circuit be a circuit of depth 1. We have to show
that β ◦ α ◦ β−1 is a circuit of O(1) depth. This will imply the result for general α, since Circuit is
generated by circuits of depth 1.
So α(O) =
∏
S∈G U
†
SOUS . Consider any unitary U and any operator O. Then, since β is an
algebra homomorphism, we have
β(U †β−1(O)U) = β(U †)ββ−1(O)β(U) = β(U †)Oβ(U)
9Applying this to each gate US we have
β ◦ α ◦ β−1(O) =
∏
S∈G
β(U †S)Oβ(US).
Since β has bounded range, each β(US) has bounded range.
However, it is possible that the support of β(US) overlaps with the support of β(UT ) for some
S 6= T , so that this expression for β ◦ α ◦ α−1 is not a quantum circuit of depth 1. However, using
the assumption on the metric, we can write this as a circuit with a bounded number of rounds: In
each round, we implement some number of the gates β(US), choosing them not to overlap in any
given round.
When we classify QCAs, it is useful to allow “stabilization” by adding additional degrees of
freedom. Given any system defined by a set of sites, a metric, and degrees of freedom, and given
any QCA α, we stabilize as follows. We consider a system with the same set of sites and metric, but
with additional degrees of freedom (i.e., the degrees of freedom of the new system are a superset
of those of the original system), and we define a new QCA α ⊗ Id, where Id is the identity QCA
on the additional degrees of freedom.
Given these groups and this notion of stabilization, we can now define a “nontrivial QCA”:
Definition I.6. A (family of) QCAs α is said to be nontrivial if there is no way to stabilize (i.e.,
no choice of additional degrees of freedom) such that α⊗ I is in CircShift.
Remark: we allow a shift QCA to map Majorana operators with arbitrary signs. Thus, for
example, a QCA α that maps all γi, γ
′
i to themselves but changes the sign of one of them (i.e.,
α(γ′i) = γ
′
i for all i and α(γi) = γi for all i but one i = 0 for which α(γ0) = −γ0) is a shift QCA.
Such a QCA does not preserve fermion parity. Such a QCA cannot be described by a quantum
circuit with our definition of a quantum circuit. We consider such QCA to be a shift QCA however,
so they are trivial according to the definition above.
It is worth noting that
Lemma I.7. If stabilization is allowed, the quotient All/Circuit is an abelian group.
Proof. Let α, β be arbitrary QCA acting on the same system. Stabilize the system by tensoring
with an additional copy of itself. Let SWAP be the QCA that swaps degrees of freedom between
the two copies. Then, (α⊗ Id) ◦ SWAP ◦ (β ⊗ Id) ◦ SWAP = α⊗ β. Using Lemma I.5, this implies
that α ◦ β is equal to α⊗ β up to an element of Circuit.
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Also, SWAP ◦ (α⊗ β) ◦ SWAP = β ⊗ α, so α⊗ β is equal to β ⊗ α up to an element of Circuit.
So, (α⊗ Id) ◦ (β ⊗ Id) is equal to (β ⊗ Id) ◦ (α⊗ Id) up to an element of Circuit.
As we are discussing groups, let us mention our convention on the verb “generate.” A group is
said to be generated by a set of elements (that may be infinite), if the group is equal to the set
of all finite products of the generators. Likewise, an algebra is said to be generated by a set of
elements (that may be infinite) if the algebra is equal to the set of all finite linear combinations
of finite products of the generators. In fact, this is not just a convention, but is the natural way
to begin defining groups and algebras, since infinite products are not a priori defined. We note
this convention explicitly here to avoid any confusion. For example, on an infinite lattice, the even
subalgebra of Majorana operators is generated by elements of form γγ′. One might think that a
suitably defined infinite product may leave one γ at a site, and push all the rest to the infinity
(which is sometimes useful), but we do not allow such a product in the algebra generated by finitely
supported operators.
C. Outline
In Section II we introduce the concept of a “separator” and relate separators to QCAs. Separa-
tors are related to the idea of a commuting projector Hamiltonian, and we will see that, roughly,
the classification of separators is the same as the classification of QCAs modulo shifts. In Sec-
tion III, we give the main results, constructing a QCA αWW from the Walker-Wang model and
showing nontriviality of this QCA as a Clifford circuit and showing that if this QCA is trivial
then a nontrivial two-dimensional fermionic QCA exists. In Section IV, we develop a background
theory using polynomials under which we find αWW , and prove that α
2
WW ⊗Id belongs to CircShift.
We also prove that every translation invariant Pauli algebra in one dimension contains a locally
generated maximal commutative algebra. This is used to show that every Pauli stabilizer Hamil-
tonian that is topologically ordered in two dimensions contains a nontrivial boson, which in turn
is used in the proof that αWW is not a Clifford circuit. In Section V, we discuss some future direc-
tions. Appendix A contains a result on “2-local” commuting Hamiltonians with fermionic degrees
of freedom; this result is unrelated to the rest of the paper.
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II. SEPARATORS
In this section, we define the idea of “separators.” Separators are closely related to commuting
projector Hamiltonians, so we briefly recall that idea first. Such Hamiltonians are a sum of local
commuting projectors, so that H =
∑
i Πi where Πi are projectors with [Πi,Πj ] = 0 and with each
Πi supported on some set of bounded diameter. These Hamiltonians are especially interesting when
the ground state has zero energy so that mutual 0 eigenspace of all projectors Πi has a nonzero
dimension.
In quantum information theory, a “syndrome” of a given state refers to the result of measuring
all projectors Pi for that state, i.e., it is an assignment of a value 0 or 1 for each i. For certain
commuting projector Hamiltonians, each syndrome defines a one-dimensional subspace of states.
A “separator” generalizes this idea. The following definition is for systems with a finite number of
sites, each having a finite dimensional degrees of freedom.
Definition II.1. A separator is an indexed set of unitary operators Za satisfying all of the
following properties:
1. Every Za has fermion parity even.
2. For each index a there is an integer Da ≥ 2 such that ZDaa = I.
3. [Za,Zb] = 0 for all a, b.
4. Every Za is supported on a disk of diameter R = O(1).
5. For any arbitrary assignment a 7→ ω(a), where ω(a) is a Di-th root of unity, the space of
states |ψ〉 such that Za |ψ〉 = ω(a) |ψ〉 for all a is one-dimensional.
For every element Za of the separator, if Da = 2, we will specify that the element is either a “qudit
element” or a “fermionic element.” Every element with Da > 2 is a “qudit element.”
We identify two separators if they are the same up to relabeling of the index a.
One may think of the assignment ω(a) as specifying the result of a multi-outcome projective
measurement for each a. That is, since the Za commute, they can be simultaneously diagonalized,
and we can think of the set of ω(a) as defining the outcomes of measuring all the Za. Note that the
number of possible choices of ω(a), which may be regarded as the number of possible outcomes one
can obtain by performing all of these multi-outcome measurements, must equal to the dimension
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of the Hilbert space of the system, so
∏
aDa is equal to the dimension of the Hilbert space of the
system.
While we have demanded that the eigenvalues of Za be Da-th roots of unity, this is just chosen
for convenience later. We can define a separator from any commuting set of operators, each having
Da distinct eigenvalues and having bounded support, if the common eigenspace of these operators
is always one-dimensional.
For each qudit j, we define “computational” basis states |0〉 , |1〉 , . . . , |Dj − 1〉, and also a gen-
eralized Pauli operator
Zj =
Dj−1∑
k=0
exp(2piik/Dj) |k〉 〈k| . (1)
We say that
Definition II.2. A separator is trivial if there is a bijection f(·) from elements of the separator to
degrees of freedom such that, for each index a, Za = Zf(a) for a qudit element and Za = iγ′f(a)γf(a)
for a fermionic element.
Definition II.3. A local flipper {X˜a} associated with a separator {Za} is a set of unitary
operators indexed by the same index set as the separator such that
1. every X˜a is supported on a disk of radius R = O(1),
2. each X˜a commutes with all Zb with b 6= a but ZaX˜a = X˜aZa exp
(
2pii
Da
)
, and
3. X˜a is of even fermion parity if Za is a qudit element, or of odd fermion parity if Za is
fermionic.
A separator is locally flippable if there exists an associated local flipper.3
Clearly, then, every trivial separator is locally flippable — simply take X˜a to be the (generalized)
Pauli operator X =
∑D−1
j=0 |j + 1 mod D〉 〈j| on site f(a) for qudit elements and take X˜a = γf(a)
for fermionic elements.
We emphasize that the definition of a locally flippable separator does not impose any require-
ments on the supercommutators [X˜a, X˜b}. If all of these supercommutators vanished, then the set
of operators Za, X˜a for qudit elements would give a representation of a tensor product of the alge-
bra of generalized Pauli operators, and the operators X˜a, iX˜aZ˜a for fermionic elements would give
3 The term “flipper” is natural; for Da > 2 the change is not just “flipping” an outcome but we use this terminology
anyway.
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a representation of the algebra of Majorana operators. In this case, a locally flippable separator
would be mapped to a trivial separator by a QCA of range O(1): We can define a QCA to map
a qudit element Za to the operator Zf(a) on some qudit f(a) with dimension Df(a) = Da, and to
map a fermionic element Za to iγf(a)γ′f(a), where f is a bijection from elements of the separator to
degrees of freedom such that dist(a, f(a)) = O(1).
The question whether such a mapping f(·) exists is not obvious, but if there are no fermionic
degrees of freedom we will show that this is possible using the Hall marriage theorem.4 If there are
fermionic elements, then the application of the Hall marraige theorem does not seem to solve this
problem of finding f(·), since we must map fermionic elements of the separator to fermionic degrees
of freedom and qudit elements of the separator to qudit degrees of freedom, but it is possible that
the numbers of these degrees of freedom do not match. For example, the graded algebra of two
fermionic degrees of freedom (four Majorana modes) is the same as that for one fermionic degree
of freedom and one qubit, so one could have one complex fermion and one qubit on one site but
have a separator with two fermionic elements. So, in this case we will need to make an additional
assumption of the existence of a bijection f(·). We will explain how this assumption can be made
to hold by stabilization later.
The construction of QCA from a locally flippable separator that we just explained briefly,
assumes that the local flipper elements are supercommuting. However, we do not know if those
supercommutators vanish. Nevertheless, in Section II B we show how it is still possible to define a
QCA that maps a locally flippable separator to a trivial separator.
A. Pauli stabilizer models and Examples
We now clarify the definition of a separator and a locally flippable separator by examples. Let
us consider any Hamiltonian which is a sum of terms, each of which is a product of Pauli operators
(often called a “Pauli stabilizer Hamiltonian”).
First, a toric code on a sphere has a set of terms that satisfy the first four conditions to be
a separator. The fifth condition is not satisfied, since there is a redundancy in the terms of
the Hamiltonian, that the product of all plaquette terms (or the product of all star terms) is
equal to +1. If a single plaquette and a single vertex term are removed, then this does define
a separator. However, this separator is not locally flippable because of the conservation law of
topological charges.
4 the application of the marriage theorem to problems in QCA was first suggested by M. Freedman.
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Second, consider a two dimensional Ising model H = −∑〈jk〉 ZjZk. The set {ZjZk} does not
define a separator because there is a redundancy among the terms. In this case, the redundancy
cannot be removed by neglecting only a small fraction of terms.
Third, we show later that the Walker-Wang model for the three fermion theory has another set
of stabilizer generators with no redundancy; this is one of our main results. From these, we define
a separator, and further show that this stabilizer generating set is locally flippable; this was to be
expected on physical grounds since the bulk of the model has no anyons.
B. Disentangling locally flippable separators by QCA
Our main result in this section is:
Theorem II.4. Given any locally flippable separator in a system without fermionic degrees of
freedom, there exists a QCA α of range O(R) such that the image of the locally flippable separator
under the QCA is a trivial separator. That is, there is a bijection f(·) from elements to degrees
of freedom such that α(Za) = Zf(a), where Zf(a) is the (generalized) Pauli Z operator on degree of
freedom f(a).
If the system has fermionic degrees of freedom, then the same result holds under the additional
assumption that there is a bijection g(·) from element indices a of the separator with Da = 2 to
degrees of freedom g(a) with Da = 2 such that dist(a, g(a)) = O(R) and such that if X˜a has even
fermion parity then g(a) is a qudit, and if X˜a has odd fermion parity then g(a) is a fermionic degree
of freedom. That is, under this assumption, there is a bijection f(·) from elements to degrees of
freedom such that α(Za) = Zf(a) if Za is a qudit element and α(Za) = iγ′f(a)γf(a) otherwise. Here,
f(a) = g(a) whenever Da = 2.
Definition II.5. We say that the QCA α of Theorem II.4 disentangles the locally flippable
separator.
The additional assumption in the fermionic case can always be made to hold by stabilization
where we add degrees of freedom to the system and elements to the separator: For each element Za
of the given separator with dimensionDa = 2, we add a fermionic or qubit degree of freedom near Za
and set this added degree of freedom to be the image g(a). For any other degree of freedom j with
Dj = 2 that was existing from the outset, we add a trivial element to the seperator.
To prove Theorem II.4, we first define a set of unitary operators Xa such that Xa and X˜a have
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the same fermion parity as each other for all a, and
[Xa,Xb} = 0 for all a, b,
[Za,Xb] = 0 for all a 6= b,
ZaXa = XaZa exp
(
2pii
Da
)
for all a
by considering a representation of the separator and the flipper. Having done this, we will next
show that the Xa are supported on sets of bounded diameter, and finally construct the disentangling
QCA α.
Proof of Theorem II.4. Let |0〉 be a state which is the +1 eigenstate of all operators Za. In this
proof, we write vectors such as ~v and ~w to refer to a vector of length equal to the number of elements
in the separator. We fix an arbitrary ordering of the elements in the separator (so one may regard
the index a as an integer), and the a-th entry va of ~v will be chosen from {0, . . . , Da− 1}. For any
such vector ~v, let |~v〉 be the state given by
|~v〉 =
(∏
a
X˜ vaa
)
|0〉 , (2)
where we order the product in order of increasing a.5 By definition of a separator, the states |~v〉
are an orthonormal basis for the Hilbert space; the vector is simply a way of describing a particular
basis state in the eigenbasis of the Za.
Then, if X˜a has even fermion parity, we define Xa to be the operator such that
Xa |~v〉 = |~v + ~ea〉 (3)
for all a and ~v, where ~ea is the vector with a sole nonzero entry 1 in its a-th component. To
define Xa when X˜a has odd fermion parity, let pc = 0, 1 denote the fermion parity of X˜c for any c;
pc = 0 for even c, pc = 1 for odd c. With this notation, we define
6
Xa |~v〉 = (−1)pa
∑
c<a vcpc |~v + ~ea〉 . (4)
This definition gives Xa the same fermion parity as X˜a, since each state |v〉 has a definite
fermion parity. The commutation relations [Xa,Xb} = 0 and ZaXb = XbZa exp(2piiδab/Da) follow
immediately.
5 For example, for v = 10102 we set |~v〉 = X˜1X˜3X˜ 25 |0〉 where D5 ≥ 3.
6 Eq. (4) covers the even fermion parity case, but we display it separately to emphasize that there is nothing delicate
about the sign (−1)pa
∑
c<a vcpc . If X˜a’s supercommuted, then our construction of Xa should be redundant, and
the sign factor of Eq. (4) is a necessary consistency condition.
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In order to show the locality of the operators Xa, we use the following. Since X˜a does not
commute with Za, there must be a site sa in the support of both operators. Then, X˜a and Za are
both supported within distance R of sa, where R is a constant that bounds the diameter of disks
on which X˜a and Za are supported.
Lemma II.6. [X˜a,Xb} = 0 if dist(sa, sb) > 4R.
Proof. For any a, b, we define a unitary operator φ(a, b) = X˜aX˜bX˜−1a X˜−1b , which is diagonal in the
basis {|~v〉}. Note that for dist(sa, sb) > 2R, we have [X˜a, X˜b} = 0, so φ(a, b) = (−1)papb .
We will compute XbX˜a |~v〉 and X˜aXb |~v〉 for any |~v〉. Up to a phase, both of these are equal to
|~v + ~ea + ~eb〉. We have to compare the phases:
〈~v + ~ea + ~eb| XbX˜a |~v〉 = (−1)
∑
d<b(vd+δad)pdpb 〈~v + ~ea| X˜a |~v〉 , (5)
〈~v + ~ea + ~eb| X˜aXb |~v〉 = (−1)
∑
d<b vdpdpb 〈~v + ~ea + ~eb| X˜a |~v + ~eb〉 (6)
where δ is the Kronecker δ-function. We can express X˜a in terms of Xa and φ(a, b) by successively
commuting X˜a through X˜c for c < a:7
X˜a |~v〉 =
(∏
c<a
(φ(a, c)X˜c)vc
)∏
c≥a
X˜ vc+δacc
 |0〉 . (7)
So,
〈~v + ~ea| X˜a |~v〉 = 〈0|
(∏
c
X˜ vc+δacc
)†(∏
c<a
(φ(a, c)X˜c)vc
)∏
c≥a
X˜ vc+δacc
 |0〉 , (8)
〈~v + ~ea + ~eb| X˜a |~v + ~eb〉 = 〈0|
(∏
c
X˜ vc+δac+δbcc
)†(∏
c<a
(φ(a, c)X˜c)vc+δbc
)∏
c≥a
X˜ vc+δac+δbcc
 |0〉 .
(9)
Eq. (8) and Eq. (9) both evaluate to some complex number of unit norm, a phase factor. We need
to show that this phase is the same for both, with an extra factor of −1 if both X˜a and Xb have odd
fermion parity. Consider any term φ(a, c) in either Eq. (8) or Eq. (9). This in either equation acts
on some state |~w〉 which is one of our basis states up to a phase.8 So, each such φ(a, c) contributes
some phase factor 〈~w|φ(a, c) |~w〉 for some basis state |~w〉 that depends on a, b, c; that is, we can
replace each such φ(a, c) by a phase factor 〈~w|φ(a, c) |~w〉.
7 For the example v = 10102 above, the state X˜4|v〉 is equal to X˜4X˜1X˜3X˜ 25 |0〉 = φ(4, 1)X˜1X˜4X˜3X˜ 25 |0〉 =
φ(4, 1)X˜1φ(4, 3)X˜3X˜4X˜ 25 |0〉.
8 For example, in Eq. (8), suppose that vc = 1 for some c < a. Then, φ(a, c) appears once and acts on the
state
(∏
d>c X˜ vd+δadd
)
|0〉 up to a phase. If vc = 2, then φ(a, c) appears twice and they act on the states
X˜c
(∏
d>c X˜ vd+δadd
)
|0〉 and
(∏
d>c X˜ vd+δadd
)
|0〉, respectively.
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For c 6= b, there is an obvious way to make a correspondence between terms φ(a, c) in Eq. (8)
and those in Eq. (9): a term φ(a, c) appears exactly vc times in each equation, and we make a
correspondence between these terms in order. If some term contributes a phase 〈~w|φ(a, c) |~w〉 in
Eq. (8), then in Eq. (9) it contributes a phase 〈~w|φ(a, c) |~w〉 for c > b, or 〈~w + ~eb|φ(a, c) |~w + ~eb〉
for c < b. (Recall that we have dropped any φ(a, c) with c = b.) Clearly the two phase factors
are the same if c > b. For c < b, note that 〈~w + ~eb|φ(a, c) |~w + ~eb〉 = 〈~w| X˜−1b φ(a, c)X˜b |~w〉, since
X˜b |~w〉 = |~w + ~eb〉 up to a phase that cancels between bra and ket. However, for dist(sa, sb) > 4R,
either φ(a, c) = ±I, or dist(sc, sb) > 2R by a triangle inequality. So [φ(a, c), X˜b] = 0 always, and
〈~w| X˜−1b φ(a, c)X˜b |~w〉 = 〈~w|φ(a, c) |~w〉. Therefore, the product of phase factors for c 6= b is the same
for both Eqs. (8) and (9).
If b < a, then there is φ(a, b) from Eq. (9), and no extra sign from Eq. (5). For dist(sa, sb) > 2R,
we know φ(a, b) = (−1)papbI. If b > a, then there is no φ(a, b) from Eq. (9), but an extra sign
(−1)papb from Eq. (5).
Since the vectors |~v〉 form a basis, the set of all separator and flipper elements generates the
algebra of all operators, which is a simple †-algebra. For each a, consider a simple †-subalgebra Ea
generated by Zb and Xb for b such that dist(sa, sb) > 4R. By Lemma II.6, a flipping operator X˜a
commutes with every generator of Ea. Hence, the operator Ua = XaX˜−1a that belongs to the
commutant of Ea within the algebra of all operators, must be in the algebra generated by Zc and
Xc for c such that dist(sa, sc) ≤ 4R.9 Since Ua is diagonal in the basis {|~v〉}, it belongs to the
algebra generated by Zc, and therefore, Xa = UaX˜a is supported within distance 5R of sa. This
establishes the locality of the operators Xa that we wished to show.
Finally, we will define a bijection f from elements of the separator to sites, and define a QCA
α to map Za to Zf(a) and Xa to Xf(a).
The inverse QCA α−1 will map Zf(a) to Za and Xf(a) to Xa. We can bound the range of α−1
(and hence the range of α) if for each element a, we have a bound on dist(sa, f(a)).
We claim that it is possible to choose f(a) such that dist(sa, f(a)) ≤ 5R so that α−1 has range at
most 10R. The Hall marriage theorem enables us to establish this bound if there are no fermionic
degrees of freedom.10 Let us say that for each element a, a degree of freedom j is “acceptable”
if dist(sa, j) ≤ 5R and Da = Dj . Let W be any subset of elements (indices) of the separator,
and T be the set of sites within distance 5R from the set of sa for a ∈ W . By the locality of
9 To see this formally, one can expand an operator as a linear combination of products of Za and Xa, and examine
commutation relations to remove unwanted terms. See Lemma A.5 for a general result.
10 The marriage theorem [22, Chap. 22 Thm. 3] states that given a bipartite graph between “left” vertices and
“right” vertices, if, for every subset W of left vertices, the neighbor of W in the right has at least as many elements
as W , then there is a one-to-one mapping from the left to the right.
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Xa, the set T supports the algebra generated by Xa and Za for a ∈ W . Hence, if
∏
a∈W Da has a
prime factorization
∏
a∈W Da = 2
n23n3 · · · , we see that the set T must contain at least nd qudits
of dimension d. This implies that any degree of freedom acceptable to a ∈ W is on some site in
T , and furthermore the number of acceptable qudits in T is at least the number of elements in W .
So, the marriage condition is obeyed. If there are fermionic degrees of freedom, we apply the Hall
marriage theorem to construct f(a) for elements a with Da > 2, and use the assumption of the
existence of g(·) to set g(a) = f(a) for Dj = 2.
This completes the proof of Theorem II.4.
C. Mapping from QCA to locally flippable separator and Inverse
In Theorem II.4, we have shown that there exists a QCA that disentangles a locally flippable
separator. This QCA is not unique; many possible choices may be made. We can use this to define
a map F from locally flippable separators to QCAs by picking an arbitrary QCA that fulfills the
conditions of the lemma.
Conversely, we can define a map G from QCAs to locally flippable separators in an obvious
fashion by considering the image of the trivial separator under a given QCA. That is, the elements
of the locally flippable separator will be the images of the elements of the trivial separator.
The composition F ◦ G is a map from QCAs to QCAs. Let us consider first the case of a
qudit QCA without any fermionic degrees of freedom. Then, the image of any shift QCA under
G is the trivial separator. Hence, for any shift QCA β, and any QCA α, we have F(G(α ◦ β)) =
F(G(α)). This shows one advantage to considering locally flippable separators rather than QCAs.
By considering a locally flippable separator defined from a QCA, we mod out shifts. This is useful
since our goal is to classify QCAs which are not in CircShift.
If we have fermionic degrees of freedom, then there are shifts which map the trivial separator to
some other separator. One standard example is the Majorana chain: a shift on a one-dimensional
chain can map a separator with elements iγiγ
′
i to one with elements iγiγ
′
i+1. The sum of elements
of the first separator is often called the “trivial Hamiltonian,” while the sum of elements of the
second separator is often called the “nontrivial Majorana chain Hamiltonian.” So, in this case
considering locally flippable separators does not completely mod out shifts; it mods out shifts of
all qudit degrees of freedom at least.
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III. THREE-DIMENSIONAL WALKER-WANG MODEL
The Walker-Wang models [15] are a class of 3-dimensional gapped commuting projector Hamil-
tonian lattice models with no bulk anyon excitations. When a 2-dimensional surface boundary is
introduced, a Walker-Wang model can be terminated at this surface in such a way that it remains
a gapped commuting projector model. However, such a surface will typically host a non-trivial
2-dimensional topological order, i.e., anyons confined to move only on the surface [16]. In fact,
given any complete and consistent algebraic description of a theory of anyons — i.e., a unitary
modular tensor category — one can always build an associated Walker-Wang model that realizes
this theory of anyons at its surface.11 Its ground state can then be thought of as a superposition of
string-net configurations in 3 spatial dimensions. Each string-net configuration can be interpreted
as the space-time history of a fusion and braiding process in 2 + 1 dimensions, and the Walker-
Wang ground state’s amplitude of such a string-net configuration is proportional to the amplitude
of this braiding process. Walker-Wang models are interesting for condensed-matter physics primar-
ily because they often provide exactly solvable points for symmetry protected topological (SPT)
phases [23–26].
In the present paper we will only be dealing with one specific example of a Walker-Wang model,
based on the 3-fermion modular tensor category (UMTC) {1, f1, f2, f3} [20]. As an abelian the-
ory of anyons, the 3-fermion UMTC describes 3 non-trivial quasiparticles f1, f2, f3, which are all
fermions and any pair of which has full braiding phase of −1. The fusion rules are Z2×Z2. Physi-
cally, the 3-fermion UMTC can be realized as a U(1) Chern-Simons theory whose 4×4 K-matrix is
equal to the Cartan matrix of SO(8) [23]. This Chern-Simons theory is a low energy description of
a 2-dimensional fractional quantum Hall (FQH) state of bosons, whose (non-commuting-projector)
Hamiltonian can be constructed directly from the K-matrix [27]. Importantly, because the signa-
ture of the K-matrix is equal to 4 — in particular, is nonzero — this FQH state is chiral. In fact,
it is believed [20] that the chiral central charge c− of a 2d topologically ordered system is related
to the anyon statistics as follows:
e2piic−/8 =
∑
a d
2
aθa√∑
a d
2
a
(10)
where the sum is over all anyons a with quantum dimensions da and topological spins θa. For the
3-fermion theory the right hand side is −1, which fixes c− to be equal to 4 modulo 8 in any 2D
physical realization of the 3-fermion theory. Thus, assuming this formula, the chiral central charge
11 More generally, Walker-Wang models can take as input a premodular category, in which case the 3D bulk also
contains some deconfined topologically non-trivial excitations.
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would have to be non-zero in any 2d physical realization of the 3-fermion theory. In particular,
no time reversal invariant realization would be possible, since an edge chirality manifestly breaks
time reversal.
On the other hand, the algebraic data defining the 3-fermion UMTC (namely, the F and R
matrices) can be chosen to all simultaneously be real [20]. Thus the fusion and braiding amplitudes
of all braiding processes are real, and therefore so is the ground state of the Walker-Wang model
built on the 3-fermion theory (up to an overall phase). In fact, the Hamiltonian itself can be taken
to be real. This is a commuting Pauli Hamiltonian, with two spin-12 degrees of freedom per link
of a cubic lattice. It was originally written down [23] as a model of the ‘beyond-cohomology’ SPT
phase of bosons with Z2 time reversal symmetry in 3 spatial dimensions.
A. Model and its properties
1. Model
We work with the 3-fermion Walker-Wang model Hamiltonian constructed in [23], which we
review here. There are two qubits on every link ` of the 3d cubic lattice (i.e., the “links” are the
“sites” of the system), with Pauli algebra generated by X`i , Z
`
i , i = 1, 2. The Hamiltonian is a sum
of vertex (AV ) and plaquette (BP ) terms:
HWW = −
∑
V
AV −
∑
P
BP . (11)
The first sum above is over all vertices and the second over the square plaquettes. We define the
vertex term as:
AV =
∏
`∼V
X`1 +
∏
`∼V
X`2 (12)
where ` ∼ V means that V is one of the endpoints of `.
To define the plaquette term BP , we first fix a projection of the 3d cubic lattice into 2d, in such
a way that the projection of each plaquette is in one of the three forms shown in Fig. 1. Out of
all the links adjacent to vertices of a given plaquette, there are exactly two that lie in the interior
of its projection. We label those as O and U , depending on whether they lie ‘over’ or ‘under’ the
plaquette. Then we define BP = BP,1 +BP,2, where
BP,1 = X
O
1 X
U
1 X
U
2
∏
`∈∂P
Z`1,
BP,2 = X
O
1 X
O
2 X
U
2
∏
`∈∂P
Z`2. (13)
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FIG. 1. Three-fermion Walker-Wang model. There are two qubits per link and the ground state is the
common eigenstate of eigenvalue +1 of the vertex terms in Eq. (12) and the plaquette terms in Eq. (13).
The orange and blue links lie ‘over’ and ’under’ the plaquette for this choice of projection, and are referred
to as O and U links in the main text.
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FIG. 2. Boundary terms of the three fermion Walker-Wang model. Those on the top two rows are from
truncated bulk terms, and the two figures on the bottom, that we call small fermion loop operators, are
inserted for the theory with boundary to satisfy the local topological order condition. In the top two rows,
only the operator factors acting on the boundary (z = 0) is shown; e.g., the vertex operator on the top left
is in fact a product of five X’s, but one factor that acts on the link perpendicular to the z = 0 plane is not
shown. They may look noncommuting, but they in fact commute with hidden factors included. The small
fermion loop operators are supported genuinely on the z = 0 plane.
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The terms AV , BP,1 and BP,2 all commute with each other. The only non-trivial case to check is
that the BP,i terms commute with each other. This is due to the fact that given any two plaquettes
P and P ′, it is the case that either none of the O and U links of P have any overlap with ∂P ′
(which is equivalent to the condition with P and P ′ interchanged), or it must be that the O link
of P is in ∂P ′ and the U link of P ′ is in ∂P , or this is true with P and P ′ interchanged. From
this we see that any minus signs from anti-commutation of Pauli matrices in the two terms always
come in pairs, and the terms commute. See Fig. 1. More details can be found in [23].
The general construction of the Walker-Wang model forbids any topologically nontrivial particle
in the bulk, whenever the input algebraic theory of anyons is modular. Hence, we anticipate that
the ground state should be unique under periodic boundary conditions, since different ground states
would be reached by a particle-anti-particle pair that travels across the system. Indeed, we can
directly verify this for the Hamiltonian of Eq. (11), which we state as the following lemma.
Lemma III.1. The Hamiltonian of Eq. (11) has nondegenerate ground state on which all AV , BP,1
and BP,2 take eigenvalue +1 under the periodic boundary conditions (3-torus) of any system size.
Proof. See page 76.
2. Boundary and local topological order condition
Given a Hamiltonian we may introduce a ‘boundary’ by omitting terms whose support lies
outside the boundary. If the Hamiltonian consists of pair-wise commuting terms, this omission of
terms produces a Hamitonian that is gapped, but in an absurdly trivial manner. A meaningful
procedure or question is whether it is possible to define terms near the boundary in such a way
that no more terms can be introduced without being redundant. We can formulate this intuitive
requirement into a rigorous condition using the concept of local topological order [28].
A local Hamiltonian consisting of commuting projectors is said to exhibit local topological
quantum order (LTQO) at scale L? if the reduced density matrix on a disk D of radius L? is
unique for every state |ψ〉 that minimizes all Hamiltonian terms supported on the concentric disk
D+ ⊃ D of radius L? + O(1). In other words, a Hamiltonian with LTQO determines the reduced
density matrix uniquely for any disk as long as the underlying state minimizes Hamiltonian terms
around it. Note that the LTQO condition does not ask about the boundary conditions of the
system, and hence it can be imposed or tested for systems with boundaries.
We define boundary terms for the three fermion Walker-Wang model in the following. We will
show that with our boundary terms the whole Hamiltonian obeys the LTQO condition. Let us use
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the lattice as depicted in Fig. 1. For clarity of presentation, let the vertices have integer coordinates,
and the z-axis go upward. The “bulk” occupies the region of coordinate z < 0, and the “boundary”
lies at z = 0. Any term that is supported in the bulk remains intact. We define boundary vertex
term as the product
∏
`∼V X
`
i (i = 1, 2) of five X’s, instead of six, around a vertex V with z = 0,
omitting one factor on the link with z > 0. The boundary plaquette terms are similarly defined:
Any term associated with a plaquette with a vertex of z > 0 is simply omitted. Any term associated
with a plaquette in the zx- or zy-plane are kept intact, even if the plaquette has a vertex with
z = 0. For a plaquette P that lies in the z = 0 plane, we truncate the factor on the ‘over’ link,
similarly to the vertex terms: BP (z=0),1 = X
U
1 X
U
2
∏
`∈∂P Z
`
1 that is a product of six Pauli matrices,
and BP (z=0),2 = X
U
2
∏
`∈∂P Z
`
2 that is a product of five Pauli matrices. The boundary term that
are defined so far is depicted in the top two rows of Fig. 2. Additionally, we define small fermion
loop terms, that live on the z = 0 plane and take eigenvalue +1 on any ground state, as in the third
row of Fig. 2. The crucial reason we introduce the small fermion loop operators is the following.
Lemma III.2. For any operator O supported on a bounded disk on the plane of z = 0 (the surface),
if O commutes with all truncated bulk terms in the top two rows of Fig. 2, then O is a C-linear
combination of finite products of small fermion loop operators in the bottom of Fig. 2. Moreover,
the small fermion loop operators that constitute O can be chosen within an O(1)-neighborhood of
the support of O.
Proof. Express O as a C-linear combination of Pauli operators since Pauli operators form an
operator basis: O =
∑
j cjPj where cj ∈ C. Considering the assumption O = TOT † for any term
T in the first two rows of Fig. 2, the truncated bulk terms, we see that nonzero cj is accompanied by
a Pauli operator Pj that commutes with every truncated bulk terms. Thus, it remains to prove the
lemma when O is a Pauli operator of bounded support, and overall phase factor of O is immaterial.
Without loss of generality we may assume that O is supported on a rectangle as in the leftmost
figure of Fig. 3. On the edge at the top left, the factor must commute with Z1, Z2 of the plaquette
terms in the top right of Fig. 2, and it also commutes with X1 and X1X2. Hence, the factor there
is the identity. The same argument (by the reflection symmetry of Fig. 2 about x = y line) shows
that the factor on the horizontal edge on the top left is the identity; see the second figure of Fig. 3.
Inductively proceeding to the right, we see that the factor on the second vertical edge on the top
left has to be one of I,X1, X2, X1X2. In every case, it is possible to eliminate it by multiplying the
small fermion loop operators within the bounding rectangle — since the small fermion loops are
commuting with all the truncated bulk terms, the claim that O is a product of the small fermion
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FIG. 3. Bounding rectangle of an operator in the commutant of truncated boundary terms. The rect-
angle can be deformed by small fermion loop operators so that it disappear eventually. See the proof of
Lemma III.2.
loops is equivalent to O
∏
(small fermion loops) is a product of small fermion loops. Moving to the
right in a similar manner, we come to a situation where the top row of the deformed rectangle is
now a single vertical edge; see the third figure of Fig. 3. Then, the commutativity with “L”-shaped
operators forces the vertical edge to be the identity; we have reduced the height of the bounding
rectangle, and can proceed similarly; see the fourth figure of Fig. 3.
By induction, we may assume that the bounding rectangle has height ≤ 1; see the last figure
in Fig. 3. We can apply the commutativity that eliminated the top left corner in the beginning,
to conclude that the bounding rectangle of height at most 1 can only accommodate the identity
operator. This complete the proof.
See page 78 for an alternative proof that is perhaps more systematic.
If one wants a finite system, one can define boundary terms on the bottom at, say z = −Lz < 0,
similarly. An easy way is to use the spatial inversion symmetry of our model and impose periodic
boundary conditions along x- and y-directions. The symmetry is the inversion about any body
center of the cubic lattice, followed by the interchange of the qubits 1 and 2 within each link. The
inversion symmetry is not essential to define boundary terms, and could be absent in some other
model Hamiltonian of the same quantum phase.
Lemma III.3. The three fermion Walker-Wang model Hamiltonian on a system of linear size
L > 20 with top and bottom boundaries open along z-direction and periodic along x- and y-directions
that has the bulk and boundary terms as described above, obeys the local topological order condition
with L? = L/2.
The constant 20 is a sufficiently large but arbitrary constant, which we do not optimize. Simi-
larly, the factor of 2 in L? = L/2 is unimportant.
Proof. For commuting Pauli Hamiltonians (Pauli stabilizer Hamiltonian), it is shown [28, Lem. 2.1]
that the LTQO condition is equivalent to the requirement that any Pauli stabilizer O for the
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ground state subspace that is supported on a disk of radius < L? must be a product of terms of the
Hamiltonian supported on an O(1)-neighborhood of the disk. We are going to prove this equivalent
condition, just assuming that O is commuting with all Hamiltonian terms.
Before we present how to find a decomposition of O in terms of the terms of the Hamiltonian,
let us make a geometric observation. Given a Pauli operator that is a product of Z1,2’s, we imagine
a link is ‘occupied’ if there is a nonidentity Z1,2 operator acting on the link. We may refine the
picture to say that the link is occupied by a type-1 or type-2 string segment, depending on whether
Z1 acts or Z2 does on the link. Then, the commutativity with the vertex term demands that the
occupied links must form a closed string of Z’s, separately for each string type.
First, we prove the claim when a Pauli operator O is entirely within the bulk, i.e., the support
of O is distance 5 away from the surface. The operator O can be written as OXOZ up to an
unimportant phase factor where OX is a product of X1, X2’s and OZ is a product of Z1, Z2’s, and
we know O commutes with all the bulk terms. Since OZ has to commute with all the vertex terms,
it is a collection of closed strings. But, since O is within a ball in the bulk, and any closed string
can be expressed by a product of plaquettes. Since the BP,i terms have these plaquettes in them,
we can remove the strings at the expense of introducing extra Xi factors from ‘over’ and ‘under’
links of BP,i. That is, we find O
′
X in the vicinity of OZ such that OZO
′
X =
∏
BP,1
∏
BP,2 up to an
unimportant phase factor. Therefore, it suffices to prove the claim when OZ is the identity. In such
a case, the commutativity of OX with the plaquette terms BP,i is equivalent to the commutativity
of OX with small loop operators, the product of four Zi’s around a plaquette.
Now the support of OX cannot have any link that meets a plaquette alone; it must accompany
another perpendicular adjacent link, and such a pair of links can be removed by multiplying a vertex
term. Formally, we can consider a bounding box of OX , impose the commutativity condition, and
deform the bounding box by multiplying a vertex term, eventually to eliminate the bounding box.
(The argument is identical to the 3D toric code’s case, and is a variant of the proof of Lemma III.2.)
It is now clear that OX must be a product of vertex terms.
Second, we prove the claim when a Pauli operator O has a factor near the surface. The geometric
interpretation of Z’s as a string segments is valid, even with the truncated vertex terms at the
boundary. Hence, the reduction in the previous paragraph from a general O to O = OX is still
valid. Now, if O = OX acts on a link with z < 0 by nonidentity, the argument in the preceding
paragraph allows us to “push” OX to the surface. Then, we can apply Lemma III.2 to conclude
that O is indeed a product of the terms of the Hamiltonian that are near the support of O.
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Remark III.4. We can repeat the proof of Lemma III.3 for a semi-infinite system on the half
space z ≤ 0 with one boundary at z = 0. The conclusion is that if any operator of finite support
commutes with all terms of the Hamiltonian Hw/bd, then it is a C-linear combination of products
of terms in the Hamiltonian in the O(1)-neighborhood of the operator. In particular, we remark
the following observation for later use. Consider a two-dimensional slab at the boundary (i.e.,
−Lz ≤ z ≤ 0 form some Lz ≥ 0), and let S be the multiplicative group generated by all terms
of Hw/bd (the stabilizer group). We define two more associated groups. Every g ∈ S is a product
g = gingout of two factors gin that is supported inside the slab, and gout that is outside the slab.
This decomposition is ambiguous on scalar phase factors, but that is the only ambiguity, and we
ignore such scalar phase factors. Define S(Lz) = {g ∈ S : gout = I} to be the subgroup of
all g ∈ S such that g is supported on the slab. Also, define S|Lz = {gin : g ∈ S} to be the
multiplicative group of all truncated Pauli operators. The group S|Lz is nonabelian, but includes
the abelian group S(Lz), and is supported on the slab. Now, if a Pauli operator g′ supported on
the slab commutes with every element of S|Lz , then it commutes with every element of S. Then,
the LTQO proof implies that g′ belongs to S(Lz). In other words, S(Lz) is the commutant of
S|Lz within the group of all Pauli operators on the slab.
B. Separators and Clifford QCA
In this subsection, we will find a locally flippable separator whose common eigenstate of eigen-
value +1 is equal to the ground state of the Walker-Wang model without boundary. The separator
that we find lacks any vertex term, but consists of the original plaquette terms BP,1 (the right
three in the first row of Fig. 1), and modified plaquette terms B′P,2. This implies that the state
admits a different set of stabilizer generators, which can be used to define another Hamiltonian
that share the same ground state as the original Hamiltonian.
The modified plaquette terms are not simple to draw on a piece of paper, and is not instructive
to present such a drawing; we have to present it in a compact notation to be explicit. The natural
choice is to use the polynomial framework [17] which we will elaborate on the next section. In
27
terms of polynomials, B′P,2 is given by
B′P,2 =
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
. (14)
Briefly, each column represents one operator up to translations in the lattice. A j-th row in the
upper half block represents factors of X in an operator at j-th qubit within a unit cell. The
ordering of the qubits within a unit cell is “1”-qubits on the edge along x-, y-, z-axes, and then
“2”-qubits. A monomial xaybzc with a, b, c ∈ Z in the upper half block represents a nonidentity
factor of X at the unit cell of coordinate (a, b, c), and that in the lower half block represents Z,
respectively. Any Y = iXZ factor is represented by repeating a monomial on the both upper and
lower half blocks; e.g., the operator represented by the third column has a factor of Y2 at the edge
along z-axis. For further details, see Section IV.
We claim that this is a locally flippable separator and that the group generated by our separator
is the same as the group generated by terms of our Hamiltonian. Importantly, there exists a Clifford
QCA12 that disentangles the ground state of the three fermion Walker-Wang model. The disen-
tangling Clifford QCA is too complicated to write in this page, even with the compact polynomial
notation. We present calculation in the accompanying computer algebra script to establish these
claims. A noteworthy feature of our QCA is that it maps any complex-conjugation-invariant oper-
ator to a complex-conjugation-invariant operator. That is, our QCA does not break time-reversal
symmetry, but manifestly disentangles the ground state of the Walker-Wang model. A reader might
12 A Clifford QCA is by definition a QCA that maps a Pauli operator to a Pauli operator. In one dimension, any
translation invariant QCA on the system of one qubit per site is known to be a Clifford circuit up to a shift [29]. In
fact, it is not difficult to generalize the result of [29] to more general one-dimensional translation invariant Clifford
QCAs on a system of q ≥ 1 qudits of prime dimension p per site, following the calculation in [17, Sec. 6]. The
result is that any such one-dimensional Clifford QCA is a Clifford circuit up to a shift.
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want to recall that this Walker-Wang model with three fermion theory at the boundary is proposed
to represent a symmetry-protected topological phase under the time-reversal symmetry [23].
We denote by αWW this disentangling QCA.
Since the separator generates the same group as the terms of HWW in Eq. (11), we may say
that the separator defines another local Hamiltonian that represents the same quantum phase as
HWW . A feature of this new Hamiltonian is that the terms are nonredundant.
Definition III.5. A set of operators on a finite system is nonredundant if any nonempty product
is never proportional to the identity operator. A translation invariant set of operators on an infinite
system is locally nonredundant if it is nonredundant. A locally nonredundant set may become
redundant in a periodic finite system.
One may then wonder if we could choose a nonredundant boundary terms as well. We give a
partially affirmative answer:
Lemma III.6. Let r ≥ 1 be a sufficiently large number such that every term of HWW can be written
as a product of the elements of the separator within a ball of diameter r around the term. Then,
for any t ≥ r, there exists a locally nonredundant commuting Pauli Hamiltonian H(t) (translation
invariant in x, y-directions) supported on the slab (−t ≤ z ≤ 0) of the semi-infinite system (z ≤ 0)
such that the union of the terms of H(t) and the elements of the separator below the plane of
z = −t+ r generate the same multiplicative group as the Hw/bd of Remark III.4.
Note that this does not imply that the boundary terms form a locally flippable separator on the
boundary. Also, even though H(t) and the separator are nonredundant on their own, there may
be redundancy in the overlapping region where −t ≤ z ≤ −t+ r.
Proof. The claim will be proved by combining Remark III.4 and Lemma IV.23. Since S(t) is
a commutant of S|t that is a translation-invariant group on a 2-dimensional lattice of qubits,
Lemma IV.23 implies that S(t) has a locally nonredundant translation-invariant generating set.
We define H(t) to be the negative sum of all these generators. Our boundary terms are contained
in the slab of thickness 1. Hence, the subgroup S(t) for t ≥ 1 as defined in Remark III.4 contains
all of our boundary terms. Also, by the choice of r any term of HWW either belongs to S(t) or is
a product of elements of the separator below the plane with z = −t + r. Therefore, the terms of
H(t) and the chosen separator generate the full stabilizer group.
Given the complicated separator above, a reader might be curious how we find the separator for
this model. In fact, in Section IV we develop a more general theory in which we give a constructive
29
proof of the existence of a separator for translation-invariant commuting Pauli Hamiltonians (Pauli
stabilizer Hamiltonians). The separator above is an example of our constructive proof applied to
the three fermion Walker-Wang model. Within the class of translation-invariant commuting Pauli
Hamiltonians, the sole assumption that guarantees a separator is the nondegeneracy of the ground
state. See Theorem IV.4. This is a very mild condition, and is certainly a necessary one; however,
a Hamiltonian being composed of commuting Pauli operators is special.
C. Three-fermion theory by a hypothetical commuting Hamiltonian in 2D
Our next question is whether the found QCA can be a quantum circuit. We conjecture that
the answer is no, even if we allow translations in the lattice and ancillary qudits. In the next two
subsections we present evidences in favor of our conjecture. Before we begin elaboration, here we
note an important fact: If the disentangling QCA αWW were a circuit, then the three fermion
theory can be realized in a two-dimensional lattice of finite dimensional qudit degrees of freedom with
a commuting projector Hamiltonian. More generally, the same claim holds if the QCA αWW ⊗ Id
were a circuit, where Id is the identity QCA acting on additional qudit degrees of freedom. We will
call this hypothetical commuting projector Hamiltonian H3F .
To show this fact, of course, we must define what we mean by “realizing” the three fermion
theory. One might imagine various possible ways of “realizing” the three fermion theory, by
constructing different microscopic models whose long distance behavior in some way has the correct
anyons, but it might be quite a difficult task to even define, for an arbitrary microscopic theory,
what quantum phase it realizes at long distances. In the present case, however, we will be able
to demonstrate that there are only three types of nontrivial topological charges in H3F and they
have mutual and self statistics that are identical to those of the unitary modular tensor category
of three fermions. In this sense, we say H3F realizes the three fermion theory.
First, we must explain how to construct H3F . Roughly speaking, we consider the Walker-Wang
model with boundaries and we use the assumption that αWW is a quantum circuit to construct
another QCA β which acts like αWW deep in the bulk while acting like the identity near the
top boundary. Acting with this QCA β on the model with boundaries, the terms near the top
boundary are left unchanged, while the bulk becomes disentangled, allowing us to consider the
theory on the top boundary alone, separate from that of the bottom boundary. One technical
detail is that the αWW is defined using the modified terms (the separator) of Section III B, rather
than using the original terms of the Walker-Wang model; to embrace this technicality, we modify
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the Walker-Wang model with boundaries to define a Hamiltonian H˜ so that near the boundaries
we use the terms of the original Walker-Wang model, slightly further from the boundaries we use
both original and modified terms, and in the bulk we just use the modified terms.
Let us now describe the procedure in detail.
Lemma III.7. Assume that αWW ⊗ Id is a quantum circuit of depth O(1); here the factor Id
represents the identity QCA on any added degrees of freedom. Then there exists m0 = O(1) such
that for any m ≥ m0 there exists a QCA β with the following properties.
For any operator O supported within distance m of the plane z = 0 we have β(O) = O, while
for any operator O supported far from the plane z = 0 by distance > 2m we have β(O) = α(O).
Proof. Write αWW ⊗ Id as a quantum circuit α = αd ◦ αd−1 ◦ · · · ◦ α1, where each αa is some
QCA that can be written in the form αa(O) =
∏
S∈Ga U
†
S,aOUS,a. By assumption, d = O(1).
Define β = βd ◦ βd−1 ◦ · · · ◦ β1, where each βa is some QCA that can be written in the form
βa(O) =
∏
S∈G˜a U
†
S,aOUS,a, where G˜a includes only the set of gates whose support is far from the
z = 0 plane by distance > m.
By construction, then, β(O) = O whenever O is supported within distance m of the plane z = 0
since β acts by identity there. If O is supported on the set of links of distance more than 2m from
the plane z = 0, the gates that determine α(O) are supported on links that are far from the z = 0
plane by distance 2m−O(1). For any sufficiently large m, we have 2m−O(1) > m, and β has all
the necessary gates to have β(O) = α(O).
Our construction of the Hamiltonian H3F will use only the properties of β in Lemma III.7. So
even if αWW is not a circuit but such a β can still be constructed, then the properties of H3F will
still follow.
To construct H3F by β of Lemma III.7, we consider a system periodic in the x, y coordinates,
but with z coordinate ranging from 0 to −10Lz < 0, where Lz is larger than any diameter of
elements of the separator, the ranges of β and β−1, and the constant m0 of Lemma III.7. We
define an intermediate Hamiltonian H˜ as follows. H˜ includes all terms in the Walker-Wang model
with boundary which are supported within distance 2Lz from the top boundary z = 0. H˜ also
includes all modified terms of Section III B which are supported below the plane z = −Lz. Here,
the “modified terms” are equal to −1 times the elements of the separator, so that the +1 eigenstate
of the elements of the separator minimizes the energy. Note that in the middle slab specified by
−2Lz ≤ z ≤ −Lz, there coexist the original terms of HWW and the elements of the separator.
Finally, if we have added additional degrees of freedom (stabilization), then H˜ include a term that
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fixes the ground state of each such qudit — we choose such a term to be the generalized Pauli
operator −Z on that qubit. If the reader objects to a term such as −Z for qudits since that term
is non-Hermitian in general, one can choose instead any term that is diagonal in the Z basis for
that degree of freedom, with all eigenvalues distinct and such that the ground state has Z = 1 for
that degree of freedom.
We have not specified what to do near the bottom boundary z ≤ −9Lz; an arbitrary choice can
be made there, as we will drop that region anyway.
We then construct the QCA β of Lemma III.7 with 2m = Lz and consider the Hamiltonian
β(H˜). (Lemma III.7 does not specify β near the bottom boundary z ≤ −9Lz, but one can just
drop the gates of αWW ⊗ Id near the bottom boundary.) This Hamiltonian β(H˜) is a sum of
local commuting terms. Since β(O) = α(O) for O supported far from the plane z = 0 by distance
> 2m = Lz, each term of H˜ below the plane z = −Lz that is an element of the separator of
Section III B, is mapped to (up to a sign) a single-qubit Pauli Z operator. Every generalized Pauli
Z term of H˜ below the (z = −Lz)-plane, that fixes the ground state of additional qudits, remains
unchanged under β, since α⊗ Id acts by the identity there. So, restricting to the −1 eigenspace of
these terms in Hamiltonian β(H) (i.e., the +1 eigenspace of the corresponding stabilizer), we can
remove the corresponding qubit and qudit, replacing all occurrences of Pauli Z operators on that
qudit (qubit) in β(H˜) with a scalar ±1.
Furthermore, every qubit or qudit with z coordinate being −8Lz ≤ z ≤ −2Lz, has a term which
maps to a Pauli Z operator on that qubit or qudit. This holds for the original qubit degrees of
freedom since αWW disentangles the separator for the Walker-Wang model. For any added qudit,
there is a Z term that remains intact under β in this region.
Definition III.8. We define H3F as the sum of terms of β(H˜) that are supported within distance
3Lz of the top boundary z = 0. The system for H3F includes only the sites supported within
distance 3Lz of the top boundary z = 0.
Hamiltonian H3F can be regarded as a two-dimensional lattice Hamiltonian by ignoring the z
coordinates, regarding all sites in the three-dimensional lattice with the same x, y coordinate but
different z coordinates as corresponding to the same site in some two-dimensional lattice. Since
the z coordinate takes only O(1) possible values, if we have stabilized by adding only O(1) qudits
on each site, then this two-dimensional system has only O(1) qudits on each site.
Remark III.9. This definition of H3F may have some redundancies among the terms, i.e., some
products of terms may be proportional to the identity operator. However, if we instead use the
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terms of Lemma III.6 to define H3F , we arrive at a locally nonredundant Hamiltonian whose
terms generate the same multiplicative group as the present H3F . Indeed, Lemma III.6 gives
an alternative Hamiltonian H(3Lz) near the top boundary that is locally nonredundant. If we
use the terms of H(2Lz) in place of the original terms of HWW near the top boundary, then
β(H(3Lz)) has locally nonredundant terms. Additional terms to H3F are from the separator, but
they are all single-qubit or single-qudit Z’s after β. So, even though these additional terms may
give some redundancy, they are easily removed by setting these single-qubit Z factors in the terms
of β(H(3Lz)) by scalars. We have chosen to define H3F without reference to Lemma III.6 for
more explicit presentation. We emphasize that for any finite system, the Hamiltonian will not be
nonredundant, since, in particular, the product of all translates of any given small fermion loop
will equal the identity.
Remark III.10. The importance of the multiplicative abelian group S generated by the terms of
our commuting Hamiltonian is due to the following observation: Let A be a set of local generators
for S and B be another such set. Then, an obvious Hamiltonian path
Hζ = −(1− ζ)
∑
a∈A
a− ζ
∑
b∈B
b (15)
is gapped with an invariant ground state subspace throughout the path where ζ ranges from 0 to 1.
This motivates the following definition of topological charges for a Hamiltonian on an infinite
lattice.
Definition III.11 ([17]). An excitation — a finite set of flipped terms — of a commuting Pauli
Hamiltonian (Pauli stabilizer Hamiltonian) is physical if it can be created from a ground state
by a Pauli operator of possibly infinite support. Two Pauli operators of possibly infinite support
can be multiplied, and this induces abelian group structure on the set of all physical excitations.
A physical excitation has trivial charge if it is created by a Pauli operator of finite support. A
(topological) charge is an equivalence class of physical excitations modulo trivial charges.
The definition is narrow, since it cannot handle nonabelian anyons, but will be sufficient for
our purposes. For a family of finite systems of increasing system size, we can define a topological
charge as follows.
Definition III.12. An excitation e — a set of O(1) flipped terms — of a commuting Pauli
Hamiltonian is physical if e and possibly some other excitation a distance ω(1) from e can be
created from a ground state by a Pauli operator. A physical excitation has trivial charge if it
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FIG. 4. Segments of fermion string operators. We call any product of these as fermion string operators.
Depending on whether the links acted by Zj are a closed chain or not, we call a fermion string operator
closed or open.
can be created without creating any other excitation. A (topological) charge is a equivalence
class of physical excitations modulo trivial charges.
We now investigate the topological charges of H3F . Strictly speaking, H3F does not consist of
Pauli operators, since β does not transform every Pauli operator to a Pauli operator. However,
the definition of topological charges will carry over to H3F via β; if desired, we can always pull an
operator on the system of H3F back to the original Walker-Wang system, examine properties, and
push it forward. The fact that β does not preserve the “cut” at the plane z = −3Lz will not affect
the analysis of charges; any Pauli operator P that inserts a topological charge near the top surface
in the original Walker-Wang system with boundary, can be chosen such that β(P ) is supported
within distance 2Lz from the top surface, because every element of the locally flippable separator
represents a trivial charge, and thus can be ignored from a representative excitation for the charge.
Our goal is to show that any topological charge of H3F is inserted to the system by an open
fermion string operator. Of course, we have to define what open fermion string operators are.
Definition III.13. A fermion string operator is an arbitrary product of operators in Fig. 4
on z = 0 plane. We associate a chain (one-dimensional chain as in cellular homology) of type-j
(j = 1, 2) to a fermion string operator as the set of links on which Zj ’s act. The set of end points
of a fermion string operator is the set of vertices at which there are an odd number of incident
links of the associated chain. A fermion string operator is closed if it is free of end points, and
open otherwise.
Our small fermion loop operators in the bottom of Fig. 2 are the smallest closed fermion string
operators. In fact, any closed fermion string operator whose chain is of null homology is a product
of the small fermion loop operators. Note that a closed fermion string operator that is supported
along the circumference of a disk, is a product of all small fermion loop operators within the disk.
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Lemma III.14. Let B be a set of points. Suppose that an operator O commutes with all terms in
H3F except those terms whose support overlaps with B; here we regard H3F as a two-dimensional
lattice Hamiltonian so that the points in B are specified by x, y coordinates. Then, O can be written
as a C-linear combination of operators, each of which is a product of form h3FOfOB, where h3F
is a product of terms of H3F , Of is a fermion string operator whose end points are within distance
O(1) from B, and OB is an operator supported within distance O(1) from B. If B is empty, then
Of must be a closed fermion string operator and OB = I.
Proof. Although O is an operator on the system of H3F (which excludes the deep bulk), we identify
O with O ⊗ I that is an operator on the system of β(H˜) (which includes the deep bulk). The
extended operator O⊗I obviously commutes with every term deep in the bulk. Write β−1(O⊗I) =∑
k ckPk as a C-linear combination of Pauli operators Pk. Since every term of H˜ is a Pauli operator,
it suffices to prove the lemma in the case where the sum
∑
k ckPk had only one summand, i.e.,
β−1(O⊗ I) = P is a Pauli operator, which we assume for the rest of the proof. The supposition of
the lemma implies that P commutes with all terms of H˜ except those near B, where “near B” means
that the term is supported on some site whose projection to the z = 0 plane by (x, y, z)→ (x, y, 0)
is within distance O(1) of B.
If P acts on the qudits that are inserted by stabilization, then we may immediately forget about
it, by modifying P by single-qudit Pauli operators. Also, since H3F has single-qubit Z terms near
the plane z = −3Lz, we may assume that β(P ) is supported within distance 2Lz from the top
boundary. (Any excitation in the region −3Lz ≤ z ≤ −2Lz can be eliminated by a single-qubit X’s
near B, and any remaining factor of Z can be eliminated by a term of H3F that is a single-qubit Z.)
The important fact is that we can “push” P to the top boundary, for the part that is far from
B. Recall that a local product of terms of the original Hamiltonian HWW is an element of the
separator, and conversely the elements of the separator locally generate every term of HWW . Thus,
the geometric interpretation in the proof of Lemma III.3 — that Z’s form strings if it commutes
with the vertex terms and that X’s form a dual cube if factors of Z are absent — is applicable
in the region where P commutes with terms of H˜. As in the proof of Lemma III.3, we first push
the factors of Z’s to the top boundary from the region where P does not create excitation, by
multiplying plaquette operators of HWW , which in turn is equivalent to multiplying terms of H˜.
Next, similarly, we can push X-factors of P to the top boundary by multiplying terms of H˜. Note
that on the operator β(P ) = O, this amounts to pushing O to the top boundary by the terms of
H3F only, without single-qubit Z’s in the deep bulk (z ≤ −3Lz) — this is a reason we have defined
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H3F to include the region −3Lz ≤ z ≤ −2Lz where only single-qubit Z’s terms are present.
Now, we are left with a Pauli operator whose factors F that act far from B are strictly on
the top surface. We claim F must form fermion strings with the end points near B. This is by
inspection of Fig. 2: The factor F must commute with every surface terms. In particular, the
loop and dual loop operators on the first row of Fig. 2 forces F to be some strings of Z and dual
strings of X. The operators on the second row of Fig. 2 dictates that these strings must align to
become fermion string operators. Since β acts like the identity at the top surface, we conclude the
proof.
By Lemma III.14 we conclude that there are only three topologically nontrivial charges: The
end point of a fermion string operator of type 1, or that of type 2, or the end point of the product
of the two. Since an end point depends on the parity of the incident links of the associated chain
of a fermion string operator, we may say they are Z2 charges. They deserve the name “fermion”
because of the following definition of self-statistics.
Definition III.15 ([30]). Suppose a topological charge a under Definition III.12 is created at the
end point of a string operator — an operator supported on an O(1)-neighborhood of a path of
length ω(1) without self-intersection. We define the topological spin θa of a as the phase factor
in the commutation relation
t1t
†
2t3 = θat3t
†
2t1. (16)
where tj (j = 1, 2, 3) is a string operator that moves a charge from a point pj to a common point
p0 where the three string operators are arranged counterclockwise around p0.
The definition is applicable only for charges with string operators; e.g., we cannot apply it for
charges in the cubic code model of [14]. Note also that we are relying on the fact that tj ’s obey
commutation relation up to a phase factor, which may not at all be true for general Levin-Wen
models [8], but is true at least if the string operators are (generalized) Pauli operators. One can
easily see that the precise choices of hopping operators tj are not important; a string operator may
be modified by multiplying terms of the Hamitonian, but as long as the modifying terms are far
from points p1, P2, p3 the commutation relation among the string operators remains unchanged.
The standard terminology is that a is fermion if θa = −1, or boson if θa = +1. The trivial
topological charge “1” always has θ1 = 1, but we generally refer to the trivial topological charge as
the vacuum, rather than as a boson. We leave it to the reader to compute the topological spins of
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the charges of H3F from the fermion string operators, to show that there are only fermions other
than the vacuum; see [23].
D. The disentangling QCA is not a Clifford Circuit
In this subsection, we prove the following:
Theorem III.16. The disentangling Clifford QCA αWW of Section III B is not a product of a
Clifford circuit (of O(1) depth) and a shift.
Proof. The conclusion from the previous subsection is that H3F contains only fermions other than
vacuum. However, any translation-invariant two-dimensional commuting Pauli Hamiltonian that
satisfies the local topological order condition has always a boson by Corollary III.20 below. Since
a Clifford circuit maps a Pauli operator to a Pauli operator, these two facts are contradictory if
αWW consisted of Clifford gates.
Here, the hypothetical Clifford circuit may not be translation-invariant. However, if we consider
a family of Clifford circuits on finite systems with periodic boundary conditions, then we can pick
an instance in the family, and using the periodic boundary conditions promote the instance to
define another family that has coarser translation symmetry.
The statement we will prove is suggested in [31], where Bombin has demonstrated how to
extract copies of toric codes from a translation-invariant commuting Pauli Hamiltonians (Pauli
stabilizer Hamiltonians) on two-dimensional lattice of qubits. An obstruction was identified in
such extraction, and it was termed “chirality.” This chirality is revealed only after one examines all
topological charges of the model, and Ref. [31] suggests that it is the same notion as in Appendix D
of [20]. The trouble is that the two notions have different definitions, between which rigorous
connection has not been established.
Our new ingredient here is, roughly speaking, to show that the one-dimensional boundary of a
two-dimensional commuting Pauli Hamiltonian can be gapped out. We state our result only for
qubit systems, but a parallel argument will prove an analogue for systems of prime p-dimensional
qudits. We are unaware of any previous result that constructs gappable boundaries generally,
though the boundaries for the toric code is understood very well.
Then, we combine this result with an idea of Levin [32] that a gapped boundary implies that
there is a boson in the bulk. We continue to use Definition III.15 whenever we refer to a fermion,
a boson, or topological spin.
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To avoid lengthy phrases, we adopt the terminology and convention of [17]: An exact code
Hamiltonian is a locally topologically ordered frustration-free translation-invariant local Hamil-
tonian on an infinite system of qubits without boundary that consists of commuting products of
Pauli matrices. If a finite system or a boundary is needed, we will explicitly mention it.
Lemma III.17 (Thm. 4 in Sec. 7 of [17]). For any exact code Hamiltonian in two dimensions, there
exists another exact code Hamiltonian H that is locally nonredundant and whose terms generate
the same multiplicative group. Any term h of H can be flipped alone by a local Pauli operator, or
there are two terms hx and hy that are translates of h along x- and y-directions, respectively, such
that the pair h, hx are simultaneously flipped by a local Pauli operator, and so are the pair h, hy.
This means that every topological charge is attached to a string operator, and we may speak of
its topological spin. The local nonredundancy is not important and will not be used for the rest of
this subsection, but is included for clarity of the presentation of the statement. This is a special
result tailored to two dimensions.
Lemma III.18. For any exact code Hamiltonian H in two dimensions, let Hbulk be the sum of all
terms of H that is supported on the half-plane y ≤ 0. Then, there exists a local Hamiltonian Hbd
within distance O(1) of the boundary y = 0 that is translation-invariant along the boundary (where
the translation group of Hbd may be smaller, i.e., coarser, than that of H along x-direction) such
that Hw/bd = Hbulk+Hbd is locally topologically ordered and consists of commuting Pauli operators.
The construction of Hw/bd is very similar to that of H˜ in the previous subsection, except that
we have to find a boundary Hamiltonian.
Proof. Since H obeys the LTQO, we know any stabilizer (a product of terms of the Hamiltonian)
on a rectangle is a product of terms within r-neighborhood of the rectangle for some r = O(1).
In fact, an analogous fact for excitations is also true: Any excitation of H on a rectangle, which
is created by a finitely supported operator that may or may not be supported on the rectangle, is
created by an operator within r′-neighborhood of the rectangle for some r′ = O(1). This can be
understood from Lemma III.17 since any charge is moved by string operators along any direction.
Let Ly be a positive constant that is larger than r, r
′, and the interaction range of H.
As in Remark III.4, consider the multiplicative group Sbulk of all terms of Hbulk, and define
S|3Ly as the group of factors of s ∈ Sbulk that lie in the strip −3Ly ≤ y ≤ 0. The group S|3Ly
is translation invariant along x-direction. Setting G = S|3Ly in Theorem IV.11, we obtain a
38
subgroup S of the commutant of G such that (i) S admits a generating set that is translation-
invariant along x-direction (with possible spontaneous translation symmetry breaking), and (ii) if
a finitely supported Pauli operator P commutes with everything in G and S, then P belongs to S.
We declare the sum of operators in the generating set of S to be Hbd.
We have to show that Hw/bd = Hbulk + Hbd obeys the LTQO. Let P be any Pauli operator on
a finite rectangle that commutes with every term of Hw/bd.
First, if P is supported far from the boundary by distance > Ly, then P commutes with every
term of H, and by the LTQO of H, we know P can be written as a product of terms in the
half-plane y ≤ 0. Since Hw/bd includes all such terms, P is a product of terms of Hw/bd.
Second, if the support of P overlaps the strip −Ly ≤ y ≤ 0, then we temporarily regard P as
an operator in the system of H on the full infinite plane. By assumption, P commutes with every
term of H in the lower half-plane, but P may not commute with some terms of H that are not in
the lower half-plane. So, some excitation may be created by P from a ground state of H, but the
excitation must reside in the strip −Ly ≤ y ≤ +Ly. By the remark in the first part of this proof,
we know there exists a Pauli operator Q within the strip −2Ly ≤ y ≤ 2Ly such that PQ commutes
with every term of H. The product PQ is supported on the rectangle A that is enlarged from the
support of P by a rectangle in the strip −2Ly ≤ y ≤ 2Ly. Then, by the LTQO of H, PQ is a
product of terms on the Ly-neighborhood of A. Collect the terms that participate in PQ but are
supported on the region y < −2Ly; call the product of these as T . Note that T does not overlap
with Q. The role of T is to “push” P to the boundary. Indeed, PQT is supported on the region
y ≥ −3Ly, so is PT .
Now we go back to the system of Hw/bd with the operator PT which commutes with every term
of Hw/bd and is supported on the region y ≥ −3Ly. In particular, PT commutes with G and S,
and therefore, PT must be a product of terms of Hbd.
A similar argument can be repeated to a bottom boundary at, say y = −10Ly. The Hamiltonian
with LTQO on a system with two boundaries at y = 0,−10Ly is our object in the next lemma.
Let us say that a boundary of an exact code Hamiltonian H is gapped out by a commuting
Pauli Hamitonian Hbd near the boundary if Hw/bd that includes all terms of H on one side of the
boundary and all terms of Hbd, obey the local topological order condition.
Lemma III.19. Suppose that H is a two-dimensional exact code Hamiltonian that admits a non-
trivial topological charge. Then, in a quasi-1D system obtained by gapping out two parallel bound-
aries y = 0 and y = −10Ly for any sufficiently large Ly, an excitation that lies in the region
39
−6Ly ≤ y ≤ −4Ly and represents some nontrivial topological charge of H, is created by a finite
Pauli operator.
That is, some nontrivial charge is “absorbed” by the gapped boundary.
Proof. We choose Ly as in Lemma III.18, so that the resulting quasi-1D Hamiltonian H1 with two
boundaries obeys the LTQO at scale 5Ly. The system size is infinite along x-direction, but finite
along y-direction.
First, suppose that under a periodic boundary condition along x-direction with period Lx much
larger than the interaction range C of H1, the quasi-1D system has a degenerate ground state
subspace. The range C may be larger than the interaction range of the bulk terms, since that
of the boundary terms may be larger, but is independent of Lx, Ly. The argument of [33] proves
that there exists a Pauli operator P supported on a rectangle 0 ≤ x ≤ 2C such that P induces a
nontrivial transformation on the ground space. That is, there must be a nontrivial logical operator
that traverses two boundaries. Write P = PlowPhigh as a product of two Pauli operators Plow
and Phigh where Plow is the factor in the region −10Ly ≤ y ≤ −5Ly, and Phigh in the region
−5Ly < y ≤ 0.
The excitation created by Plow in the bulk must represent a nontrivial topological charge;
otherwise, there would be an operator Q around the excitation such that PlowQ (and also PhighQ
†)
do not create any excitation by the remark in the beginning of the proof of Lemma III.18, and
therefore each of PlowQ and PhighQ
† would be a product of terms of H1 by the LTQO, contradicting
the fact that P induces nontrivial transformation on the ground space. The excitation created by
Plow is the promised one.
Second, suppose that under a periodic boundary condition along x-direction with period Lx
much larger than the interaction range C of H1, the quasi-1D system has a nondegenerate ground
state. The classification of translation-invariant 1D commuting Pauli Hamiltonians [17, Thm. 3],
basically says that up to a local Clifford circuit, there are only the Ising model, the trivial Hamil-
tonian −∑j Zj where qubits are frozen, and non-interacting qubits.13 Applied to the present case,
this implies that up to a Clifford circuit of depth that depends on Ly but not on Lx, the system
must be equivalent to a trivial Hamiltonian. (The Ising model is ruled out by the nondegeneracy
assumption, and non-interacting qubits are ruled out by the LTQO.) In particular, H1 that is
infinite along x-direction has no nontrivial topological charge. Since we assume some flip of bulk
13 We could use this result in the first case, but we cite an earlier result that suffices.
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FIG. 5. A charge inserted from a boundary is a boson.
terms of H1 represents a nontrivial charge in the infinite 2D system, we conclude that an excitation
of nontrivial charge in the bulk can be created by a finite operator in the quasi-1D system.
Corollary III.20. For any two-dimensional exact code Hamiltonian, either every topological
charge is trivial, or there exists a nontrivial boson.
Proof. Assuming there is a nontrivial topological charge in the bulk, by Lemma III.19 we have
some topological charge that can be inserted in the quasi-1D system on −10Ly ≤ y ≤ 0 by a
finitely supported operator P . This finite operator can in fact be chosen to live on −5Ly ≤ y ≤ 0
so that it does not touch the bottom boundary: The reason is similar to the first case in the proof
of Lemma III.19. We divide any given P into two pieces PlowPhigh where Plow is supported on
−10Ly ≤ y ≤ −5Ly and Phigh on −5Ly < y ≤ 0. Either of Plow or Phigh must insert a nontrivial
charge due to the LTQO condition.
We thus have shown that there is some nontrivial charge b that can be inserted to the bulk
from one boundary at, say y = 0. We no longer consider the quasi-1D system, but the semi-infinite
system on the half-plane y ≤ 0. Let P0 be the charge insertion operator into an O(1)-neighborhood
of a point p′0 near the boundary. Place points p1, p2, p3 near the top boundary so that translates
P1, P2, P3 of the operator P0 insert b into the respective neighborhoods of points pj . We order the
points pj as in Fig. 5. The points are sufficiently far apart so that the translates of P0 do not
overlap. By Lemma III.17 we know every charge can be moved by a string operator. Let t′ be the
string operator that moves b from p′0 to p0 where p0 is a point deep in the bulk. Similarly, let tj
be the string operator that moves b from pj to p0 as in Fig. 5. By the LTQO condition, we have
identity actions on a ground state |ψ〉 (up to an unimportant scalar):
(t′P0)†tjPj |ψ〉 = |ψ〉 , j = 1, 2, 3. (17)
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Since Pj ’s all commute as they are nonoverlapping, we see
|ψ〉 = (t′P0)†t1P1 · P †2 t†2t′P0 · (t′P0)†t3P3 |ψ〉 (by Eq. (17))
= P †2 (t
′P0)†t1t
†
2t
′P0(t′P0)†t3P1P3 |ψ〉 (moving P1, P2)
= P †2 (t
′P0)†t1t
†
2t3P1P3 |ψ〉 (cancelling t′P0)
= θbP
†
2 (t
′P0)†t3t
†
2t1P1P3 |ψ〉 (definition of θb)
= θbP
†
2 (t
′P0)†t3t
†
2t
′P0(t′P0)†t1P1P3 |ψ〉 (uncancelling t′P0)
= θb(t
′P0)†t3P3 · P †2 t†2t′P0 · (t′P0)†t1P1 |ψ〉 (moving P1, P2)
= θb |ψ〉 (by Eq. (17)).
Therefore, θb = +1 for |ψ〉 to be nonzero.
E. Nontrivial 3D QCA or Nontrivial 2D Fermionic QCA
In Section III D, we have shown that the disentangling QCA αWW cannot be decomposed as
a quantum circuit using Clifford gates. In this subsection, we consider the general question of
whether αWW is trivial using arbitrary gates, i.e., whether αWW ⊗ Id is in CircShift for some
choice of stabilization. Here we only allow stabilization with additional qudit degrees of freedom,
not additional fermionic degrees of freedom. That is, we are only interested in whether αWW is
nontrivial as a qudit QCA.
If αWW is indeed trivial, then we can construct H3F as above. So, any Hamiltonian term of the
Walker-Wang model supported on the top layer will also be in the group generated by the terms
of H3F . These terms supported on the top layer are those shown pictorially in the last row of
Fig. 2, as well as their translates. These operators can be thought of as describing “small loops” of
fermions, and they have expectation value +1 in the ground state of H3F . We call the two different
small loops shown the f2 loop and the f1 loop respectively, reading from left to right. We define
an f3 loop to be the product of the f2 loop and the f1 loop.
All the other terms in the Hamiltonian commute with these, i.e., they are in the commutant
algebra of the algebra generated by these small fermion loops. We will find it useful to consider
the commutant algebra of the first of the two small fermion loops, i.e., the f2 loop, as this algebra
has a nice representation in terms of Majorana operators. See Ref. [34]. This commutant algebra
is generated by arbitrary operators acting on the first qubit on each edge and arbitrary operators
acting on the additional degrees of freedom (those other than the first or second qubit), and by
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FIG. 6. Majorana representation of algebra A. The three operators on the top row (and their translates) gen-
erate the commutant, as may be verified by the polynomial method. The bottom row gives a representation
of this algebra using Majorana operators.
a certain algebra, which we denote A, of operators acting on the second qubit. This algebra A is
generated by the operators shown in the top row of Fig. 6. In this figure we omit the subscript 2;
symbols Z,X denote Pauli operators.
The bottom row of Fig. 6 gives a representation of this commutant algebra in terms of Majorana
operators, with two Majorana operators γ, γ′ on each vertex. This representation is obtained by
mapping each operator in the top row to the operator in terms of Majorana operators directly
below it. We show the edges on the bottom row to help the reader understand the geometry, but
we emphasize that the Majorana operators are on vertices, rather than edges. Thus, for example,
the operator on the left-hand side of the figure with a Z on a vertical edge and an X on a horizontal
edge as shown, maps to an operator which is a product of γ′ on the vertex at the top of the vertical
edge and γ at the bottom of the edge. One may verify that this mapping preserves the commutation
relations.
This representation using Majorana operators is not a faithful representation of the commutant
algebra A. Rather, one may show that the f2 loop operators are equal to +1. We will call the
system on which this representation using Majorana operators acts (i.e., the system with two
Majorana operators γ, γ′ per vertex, as well as degrees of freedom of H3F other than the second
qubit) the Majorana system, while calling the system of H3F the qudit system.
We emphasize that any fermion bilinear is the image of some operator in the commutant algebra.
An open string of f2 fermions (more precisely, such an open string modified at the endpoints) gives
such a fermion bilinear. For an example, see Fig. 7 where we have drawn an open string of f2
fermions, by multiplying five string segments from Fig. 4, and then further multiplying by an
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FIG. 7. Open string of f2 fermions, modified by multiplying by two extra X2 operators at both left and
right ends. One may verify that this maps to a fermion bilinear, with one fermion operator at each end of
the string.
additional two X2 operators at each end of the string. The multiplication by the X2 operators is
necessary to have an operators in the commutant algebra; without these operators the open string
would fail to commute at the ends. One may verify that this operator indeed is a fermion bilinear
as follows. First, remove the X2 operators by multiplying by operators from Fig. 6, i.e., multiply
by operators from Fig. 6 to replace each X2 on some segment with Z2 on another segment. Each of
these operators gives a fermion bilinear. Then, what is left is a homologically trivial closed loop of
Z2, which is a product of loops of Z2 around plaquettes, which can be mapped using Fig. 6 into a
product of γ′γ on vertices. After some algebra, one may verify that it indeed is a fermion bilinear.
Thus we have
Lemma III.21. Let ϕ(·) be the mapping from the qudit representation to the Majorana repsen-
tation. Let O be any operator in the Majorana representation with even fermion parity. Suppose
that O is supported on some set S such that given any pair of vertices in S, there is a path of edges
in S connecting those two vertices. Then, O is the image under ϕ of some operator in the qudit
representation supported within distance O(1) of S.
Proof. Decompose O as a sum of products of Majorana operators and qudit operators supported
on S. By assumption, only even products of Majorana operators appear in the sum. Any product
of a pair Majorana operators, supported on some pair of sites i, j respectively, is the image under
ϕ of some operator in the qudit representation on an (arbitrary) path of edges connecting those
two sites i, j, multiplied by some operator supported within distance O(1) of the endpoints.
Thus, using this representation of the commutant A, the Hamiltonian H3F includes the f2 loop
operators, arbitrary terms which have even fermion parity in the Majorana operators γ, γ′, and
arbitrary operators on the additional degrees of freedom.
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Let us heuristically explain why this representation will be useful: roughly speaking, it turns
a model with three fermion topological order into a model with no topological order. The three
fermion model has string operators which create defects at their ends. One such operator is an
open string of an f2 fermion (modified at the endpoints). This operator maps to a fermion bilinear
as noted. That is, a string operator maps to an operator which acts only at the ends of the string.
We will enlarge the Hilbert space of this fermionic model by allowing states with either even or
odd fermion parity; that is, we will consider operators with odd fermion parity, so an open string
of f2 fermions becomes just a product of two local operators, one at each end of the string. The
f1 loop is a product of operators acting on the first qubit times a product of Z2 around a closed
loop; from Fig. 6, the product of Z2 corresponds to the fermion parity γ
′γ at a vertex of the loop.
So, if we take the product of all small f1 loops inside some disk, in the Majorana representation
the result is equal to some operator on the second qubits around the boundary of the disk times
the product of all γ′γ inside the disk. At the same time, in the qubit representation this product
of all small f1 loops inside a disk is an operator supported on the boundary of the disk that is a
“large f1 loop.” Thus, while in the qubit representation, there are stringlike operators which are
large loops of f2 or f1 fermions (or their product, an f3 loop), in the Majorana representation,
the corresponding operators are either pointlike (for open f2 loops) or disk-like (the disk being the
interior of an f1 loop).
To make this precise we show that:
Lemma III.22. If H3F exists, then for sufficiently large system size, there exists a locally flippable
separator for the Majorana system, whose terms generate the same multiplicative group as the terms
of H3F in this representation.
Proof. Write Hw/bd in the Majorana representation. That is, introduce (just at the top boundary
z = 0) a pair of Majoranas γ, γ′ on each vertex, and write all terms in the z = 0 plane which act
on the second qubit in terms of these Majoranas γ, γ′.
Take the resulting Hamiltonian and from this Hamiltonian construct a new Hamiltonian, HMaj ,
following the same steps that we used to construct H3F from HWW . In detail: the QCA β acts on
the system of qubits (as well as any additional degrees of freedom) rather than on the Majorana
system but we since β acts as the identity on operators supported on the z = 0 plane, we can
define a QCA βMaj such that βMaj(O) = β(O) for any operator O whose support does not include
the z = 0 plane and such that βMaj(O) = O is O is supported on the z = 0 plane. Define H˜Maj
by writing the terms of H˜ in the Majorana representation. Define HMaj as the sum of terms of
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βMaj(H˜Maj) that are supported within distance 3Lz of the top boundary z = 0. Regard HMaj
as a two-dimensional lattice Hamiltonian by ignoring the z coordinates, regarding all sites in the
three-dimensional lattice with the same x, y coordinate but different z coordinates as corresponding
to the same site in some two-dimensional lattice.
Just as it was possible to construct H3F so that the terms are locally nonredundant using the
terms Lemma III.6 to define H3F , it is also possible to construct HMaj so that its terms are locally
non-redundant, since, as remarked in Remark IV.25, the same result applies for translationally
invariant Hamiltonians which are sums of products of Pauli or Majorana operators.
Consider the Hamiltonian β−1Maj(HMaj). Here, while the system of HMaj includes only sites
within distance 3Lz of the top boundary z = 0, we identify each term in HMaj operator on the
system of H3F (which excludes the deep bulk), we identify O with O⊗ I that is an operator on the
system of β(H˜Maj) (which includes the deep bulk), so in that way we define β
−1
Maj(HMaj). This
Hamiltonian is translation invariant and is a sum of products of Paulis and Majoranas. Note that
β−1Maj(HMaj) will necessarily have a degenerate ground state because it has no terms supported in
the bulk, far from the top boundary.
We will show later that β−1Maj(HMaj) has no nontrivial charges. Then, as remarked in Re-
mark IV.25, Lemma IV.24 also applies to Hamiltonians which are sums of products of Paulis and
Majoranas; applying this lemma to β−1Maj(HMaj), it follows that every term of β
−1(H3F ) can be
flipped by a product of Paulis and Majoranas of bounded support. Hence, on any sufficiently large
finite system (larger than the support of the flippers), the terms of β−1Maj(HMaj) are also nonredun-
dant: to see this, note that any flipper of bounded support can only flip terms in its support, and
so the result of the infinite system implies that the flipper will flip exactly one term in the finite
system, and since each term can be flipped independently, they must be nonredundant.
Thus, each term of HMaj can be flipped by an operator of bounded support, and the terms of
HMaj are nonredundant. While β
−1
Maj(HMaj) has a degenerate ground state, HMaj has a unique
ground state as can be verified using nonredundancy of terms and counting the number of terms.14
Hence, the ability to locally flip the terms and the nonredundancy of terms means that the terms
of HMaj define a locally flippable separator, completing the proof.
It remains to show that β−1Maj(HMaj) has no nontrivial charges. Let B be a set of points. Let O
be an operator acting on the Majorana system that commutes with all terms in HMaj except those
whose support overlap with B. Then, β−1 commutes with all terms in H3F except those whose
14 Another way to see the nondegeneracy is to consider a logical operator that must exist on a thin subsystem of
codimension one (in this case a string-like region), break up the logical operator into halves, and use the fact that
there is no nontrivial charge and that the Hamiltonian obeys the local topological order condition.
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support is within O(1) of B. So, by Lemma III.14 Then, β−1(O) can be written as a C-linear
combination of operators, each of which is a product of form h3FOfOB, where h3F is a product of
terms of H3F , Of is a fermion string operator whose end points are within distance O(1) from B,
and OB is an operator supported within distance O(1) from B. If B is empty, then Of must be a
closed fermion string operator and OB = I.
However, we also have that β−1(O) commutes with all f2 loop operators, even those supported
near B. This allows us to show that Of must be a type-2 string operator. That is, the type-1
chain associated with Of must be trivial. The reason is that any nonvanishing type-1 chain would
anti-commute with the f2 loop. There is a subtlety: one might wonder whether it is possible to
have a nonvanishing type-1 chain but also choose OB so that the operator commutes with the f2
loops. (In fact, we did this for type-2 strings, multiplying for example by extra factors of X2 in as
in Fig. 7.) To show that this is not possible, consider the product of f2 loop operators in a disc of
radius O(1) near each point in B, choosing the disc large enough that its boundary is disjoint from
the support of OB. Then, any nonvanishing type-1 chain does not commute with this product, and
this product commutes with OB. (Equivalently, note that any type-1 string anti-commutes with
an odd number of f2 loop operators at its endpoints, which cannot be corrected by a local OB.)
Now, Of is a type-2 string operator, and hence β(OBOf ) is a product of Majorana operators
at the ends of the string, multiplied by some local operators, i.e., it is a product of operators
supported near points in B so creates trivial charge.
By Theorem II.4 and Lemma III.22, if αWW is trivial, then there exists a two-dimensional
fermionic QCA αMaj which disentangles the locally flippable separator defined by Lemma III.22.
There is one detail here: in the fermionic case, Theorem II.4 requires a bijection g(·) from elements a
of the separator with Da = 2 to degrees of freedom g(a) with Da = 2 such that dist(a, g(a)) = O(R)
and such that, if X˜a has even fermion parity, then g(a) is a qudit and if X˜a has odd fermion parity
then g(a) is a fermion. However, β−1Maj(HMaj) is translation invariant, and so in each unit cell we
have some number of flippers which are fermion parity odd and some which are fermion parity
even. There must be at least one fermion parity odd flipper; otherwise, all states would have the
same fermion parity. Once we have at least one fermion parity odd flipper in each cell, so that we
have some number nodd > 0 of odd parity flippers and neven even parity flippers (just considering
the flippers on degrees of freedom with dimension 2, ignoring any added degrees of freedom for
stabilization), we can find another set of terms with the same cardinality which generates the same
algebra with any desired nonzero number of odd flippers; this is a consequence of the fact that the
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(graded) operator algebra on a system of n > 0 Majorana modes and m qubits is equivalent to
the (graded) operator algebra on any other system of n′ > 0 Majorana modes and m′ qubits with
n+ 2m = n′ + 2m′. (Proof of fact: Consider a Jordan-Wigner transformation, which is a faithful
representation of the Majorana operators. Tensor in qubits, and interpret all the Pauli operators
as a result of Jordan-Wigner on n+ 2m Majorana operators.) In this way, we ensure that such a
bijection g exists.
We now show that
Theorem III.23. If αWW is trivial, then αMaj is nontrivial.
Proof. The QCA αMaj acts on the Majorana system. Note that if αMaj is trivial, it can be
decomposed as a circuit QCA αC followed by a shift QCA αS . Hence, the circuit αC acting on the
separator defined by Lemma III.22 is equal to α−1S acting on the trivial separator. A shift leaves
all qudit elements of the trivial separator invariant, so we may assume without loss of generality
that the shift αS acts only on the fermionic degrees of freedom. In this case, the image of each
trivial separator elements iγ′γ under the shift α−1S is a Majorana bilinear, with the two operators
in the bilinear separated by a distance O(1). By a standard argument (see Lemma III.24), on a
two-torus there exists a circuit α′C which maps such a separator to the trivial separator, except
possibly on a small subsystem of the two-torus consisting of two (long) lines, one horizontal and
one vertical, where on such long lines the system may be in either the trivial separator or in the
trivial separator shifted by one Majorana mode, i.e., in a Majorana chain. We absorb this circuit
α′C into αC , redefining αC → α′C ◦ αC , so that the circuit QCA αC maps the separator defined by
Lemma III.22 to the trivial separator except possibly on these two long lines.
We will show that there exists some other QCA αqud acting on the qudit system such that the
representation map ϕ converts αC into αqud: let ϕ be the map from operators O on the qudit
system which commute with the f2 loop, to operators in the Majorana representation. We wish
that for any such O, we have
αC(ϕ(O)) = ϕ(αqud(O)).
Further, we wish that αqud maps any small f2 loop to itself.
Given these properties of αqud, applying αqud to the terms of H3F gives a set of terms which
includes the f2 loop and includes for each vertex a term O such that ϕ(αqud(O)) is equal to γ
′γ on
that vertex, at least in the region far away from the two long lines. In what follows, we will ignore
this small subsystem. However, then this term O is equal to a product of Z2 around a plaquette
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(since that is the operator whose image under ϕ is γ′γ), possibly multiplied by a product of f2
loops.
Thus, the terms of αqud(H3F ) generate a multiplicative group including the f2 loop and the
product of Z2 around a plaquette. These two types of terms then generate also the product of X2
on all links attached to a given vertex. Thus, the terms of αqud(H3F ) generate a multiplicative
group which includes the terms of the toric code on the second qubit, i.e., the product of Z2 around
a plaquette and the product of X2 around links attached to a vertex.
For the toric code, there are topological charges at the end points of open strings of Z2 or open
strings of X2 on the dual lattice. These topological charges are bosons a, i.e., following Defini-
tion III.15 they have θa = +1. Let O be an open string operator which creates such bosonic charges
in the toric code; then, α−1qud(O) creates bosonic charges in H3F , inconsistent with Lemma III.14
which shows that all topological charges in H3F are fermionic.
It remains to construct αqud. The QCA αqud will also be a circuit. For each gate U in the circuit
for αC , there will be a corresponding gate V in the circuit for αqud acting on the qudit system such
that U †ϕ(O)U = ϕ(V †OV ) for any V which commutes with f2. So, it suffices to find V with the
correct support (i.e., on a set of bounded diameter) such that U = ϕ(V ).
Suppose U is supported on some set S. To construct V , we will apply Lemma III.21. This lemma
requires that S contain some path of edges connecting any pair of vertices in S, and perhaps S
may not have this property. However, given set an arbitrary set S, we can add edges to this set so
that S obeys this requirement of Lemma III.21 without increasing the diameter of S, i.e., simply
add edges on any shortest path between each pair of vertices. So, adding edges to S in this way,
we apply Lemma III.21, and this gives a bound on the diameter for the support of V .
Note that here we use the locality of the gates to ensure that αqud will also be local; given an
arbitrary QCA α acting on the fermionic system, it is not obvious how to construct a QCA α′
acting on the qudit system such that α(ϕ(O)) = ϕ(α′(O)).
Lemma III.24. Consider a system of fermionic degrees of freedom with sites on the two-torus.
Consider the image of the trivial separator under a shift QCA of range O(1). Then, there is a
circuit of depth O(1) and range O(1) such that, acting on that image, the result is a separator
whose elements are the same as the elements iγjγ
′
j of the trivial separator, except possibly on a
small subsystem of the two-torus consisting of two (long) lines, one horizontal and one vertical,
where on such long lines the system may be in either the trivial separator or in the trivial separator
shifted by one Majorana mode, i.e., in a Majorana chain.
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Proof. Consider the image of the trivial separator under the shift. Tile the two-torus with hexagons,
each of linear size which is much larger than the shift but still O(1), so that at most three hexagons
are within distance O(1) of any point. Given any pair of neighboring hexagons, there may be some
number of separator elements which are a product of one Majorana operator in each hexagon. By
a unitary supported within those two hexagons, we can change this number by any even amount,
changing it to equal 0 or 1. For example, if iγiγj and iγkγl are separator elements with i, k in one
hexagon and j, l in another, then swapping γi and γl reduces the number by two. This gives one
unitary for each pair of hexagons but these unitaries can all be done in parallel since they have
disjoint support; since the diameter of the hexagons is O(1), this product of unitaries is a quantum
circuit. Note that there are no separator elements which are a product of two Majorana operators
in non-neighboring hexagons.
Define a chain complex, with hexagons corresponding to 0-cells, a 1-cell attached to any pair of
neighboring hexagons, and a 2-cell for each triple of hexagons meeting at a point. Define a 1-chain
with Z2 coefficients where the coefficient on an edge is equal to the number of separator elements
which are a product of one Majorana operator in each hexagon. By a gate supported on any triple
of hexagons corresponding to a 2-cell, we can change this chain by a boundary, turning it into any
homologous chain. In particular, the chain can be made equal to zero everywhere, except possibly
on two long one-dimensional lines if the chain is homologically nontrivial. These gates can all be
done in parallel in depth O(1) since we can color the 2-cells by O(1) colors (indeed, by 2 colors)
and in each round we only apply the gates corresponding to a given color.
Finally, apply a further circuit so that on any hexagon with all 0 coefficients on the edges
attached to that hexagon, we map all separator elements supported on that hexagon to elements
of the trivial separator.
IV. TRANSLATION-INVARIANT COMMUTING PAULI HAMILTONIANS
In this section we prove three main results for translation-invariant commuting Pauli Hamilto-
nians. All our results will be algorithmic where the termination of the algorithm will be guaranteed
by results from commutative algebra. We will use definitions from Sections I and II, but the con-
tent here is independent of the previous sections. In the last subsection here we prove lemmas on
which the results of the previous sections rely.
The first main result is that there exists a disentangling QCA for a commuting Pauli Hamiltonian
if and only if the ground state is nondegenerate. The forward implication is obvious, but the
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backward implication is not. Applying our general solution to a specific example, we obtain the
locally flippable separator for the three fermion Walker-Wang model in Section III. The second
main result is that any translation-invariant Clifford QCA α on qubits squares to be trivial after
stabilization, i.e., α2 ⊗ Id is a product of a Clifford circuit and a shift. The third result is that in
any one-dimensional translation-invariant group of Pauli operators, there exists a maximal abelian
subgroup that is locally generated. This result is applied to find a boundary Hamitonian of a
two-dimensional commuting Pauli Hamiltonian by considering the commutant of the bulk terms
near a boundary.
To obtain these results, we review and develop the perspective for translation-invariant Pauli
algebras using Laurent polynomials [17]. At a minimum level the machinery is simply a notation
change; it is a compact way of expressing data of Pauli algebras. But it will become clear that this
allows us to use powerful theorems from commutative algebra.
Let us clarify our convention. By a Pauli operator we mean a tensor product of Pauli matrices;
the identity operator is also considered as a Pauli operator. Unless explicitly stated, we assume
every Pauli operator has finitely many non-identity tensor components, i.e., it has finite support.
By a commuting Pauli Hamiltonian we mean a local Hamiltonian whose terms are Pauli
operators and are pairwise commuting. In addition, we always assume that each term takes the
minimum eigenvalue on a ground state; the Hamiltonian is assumed to be frustration-free. The
term “stabilizer Hamiltonian” is commonly used in literature in connection to “stabilizer codes,”
but we use more descriptive terminology.
We will mostly directly work with infinite systems of finite dimensional degrees of freedom.
However, we will not worry about defining Hilbert spaces on these infinite number of degrees of
freedom. The main reason is that we will only be concerned with a group of Pauli operators, which
is an infinite direct sum of single-qudit Pauli groups, but never their C-linear combinations. Hence,
we will not encounter any infinite sequences, and thus the convergence is out of the question. As
we will only consider translation invariant groups, it is always possible to transcribe everything
into a statement on a sequence of finite periodic systems and any finiteness will be transcribed into
a uniform constant bound in this sequence of systems; however, we will not do the transcription.
Unless explicitly stated otherwise, any algebra is generated by finitely supported operators.
Hence, a commutant of an algebra is the set of all finitely supported operators that commute with
every element of the given algebra. Here, the verb “generate” follows the usage in algebra: A group
generated by a set of elements is the collection of all finite products of the elements. An algebra
generated by a set of elements is the collection of all finite linear combinations of finite products of
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the elements. In this section, we use R to denote the base ring Fp[x±1 , . . . , x
±
D]; in previous sections
R was the range of QCA.
A. Introduction to polynomial methods
This subsection is to review the machinery developed in Ref. [17], which combines the emphasis
of symplectic structure in Pauli stabilizer codes [35] and the polynomial representation of cyclic
codes in classical error correction [36]. This allows us to use tools from homological algebra. A
reader should be able to find more explanations in a lecture note [37] for any unproven statements
here.
a. Stabilizer group. We begin with an example. Consider a one-dimensional array of qubits
(spin-12 ’s) and a Hamiltonian
H0 = −
∑
j
Zj−1XjZj+1. (18)
This Hamiltonian is invariant under translation, and consists of commuting Pauli operators of
uniformly bounded support. (This Hamiltonian is known as the “cluster state” Hamiltonian [38].)
The ground space is determined by a set of eigenvalue equations
Zj−1XjZj+1 |ψ〉 = |ψ〉 . (19)
Since |ψ〉 is stabilized by a set of operators that are pair-wise commuting, it is natural to think
of the ground space as a trivial representation space of the group S, called a stabilizer group,
generated by all the Hamiltonian terms Zj−1XjZj+1 (without the minus sign). We will almost
always treat the stabilizer group as a whole, rather than focusing on individual elements or a
certain generating set.
b. Pauli group. The stabilizer group S is abelian and every element of S squares to become
the identity (said to have exponent 2). Hence, the stabilizer group can be regarded as a vector
space over the binary field. However, this perspective on its own is not too useful since it does not
reveal how the stabilizer group sits in the full algebra of local operators. The stabilizer group being
comprised of Pauli operators suggests that we should first investigate the multiplicative group P of
local Pauli operators, which we call Pauli group P. The Pauli group has a special property that
its commutator subgroup [P,P], which is generated by all elements of form ghg−1h−1, consists of
phase factors. In addition any Pauli operator squares to become a phase factor. Thus, factoring
out the commutator subgroup (abelianization) the resulting abelian group P/[P,P] “loses” only
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phase factors and has exponent 2. Hence, the abelianized Pauli group is a vector space over the
binary field. The smallest case is when the Pauli group consists of all single-qubit Pauli matrices,
and the abelianized Pauli group is F22 because Y = iXZ. We make an explicit convention in the
correspondence:
X ↔
1
0
 , Z ↔
0
1
 (20)
c. Symplectic form and generalization to qudits. Commutation relations in the Pauli group
can still be kept track of in the abelianized Pauli group by means of a bilinear form. In H0 two
terms Z0X1Z2 and Z1X2Z3 commute because there are two tensor factors that are anticommuting.
That is, the commutation relation is revealed by counting the number of anticommuting pairs of
Pauli tensor components
(Z0, I0) + (X1, Z1) + (Z2, X2) + (I3, Z3) = 0 + 1 + 1 + 0 = 0 mod 2 (21)
where the pairings (Z0, I0), etc. take value 0 if commuting or 1 if anti-commuting. Under the
convention of the previous paragraph the pairing is identified with a bilinear pairing as promised:
(P,Q) = pT
 0 1
−1 0
 q (22)
where p, q are column vectors in the binary vector space corresponding to the Pauli operators P,Q,
respectively.
In Eq. (22) we have included an apparently superfluous minus sign in the F2-valued form. This is
to have the notation consistent in a generalization to qudits (p-state “spin”s). In this generalization
the Pauli group is defined to be generated by
X =
p−1∑
j=0
|j + 1 mod p〉 〈j| , Z =
p−1∑
j=0
exp(2piij/p) |j〉 〈j| (23)
and their tensor products. The bilinear pairing is justified by
XaZb = exp(2piiab/p)ZbXa, or ZbXa = exp(−2piiab/p)XaZb. (24)
In summary, the commutation relation in n-qubit Pauli group is given by a bilinear form on the
abelianized Pauli group, which is a vector space, whose matrix representation is
λn =
 0 In
−In 0
 . (25)
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A stabilizer group on n-qubits then corresponds to a subspace and the bilinear form (in fact,
symplectic) restricted to this subspace must identically vanish. If we represent the generators of a
stabilizer group by the columns of a binary matrix σ, then this matrix σ has to satisfy an equation
σTλnσ = 0. (26)
d. Pauli module and stabilizer module. In an infinite lattice or in a family of finite-sized
lattices, the matrix σ that represents a stabilizer group would be large. Recalling the example in
the beginning of this subsection, we realize that the matrix σ would have a cyclic structure due to
the translation invariance, which ought to be used to “compress” the matrix σ.
A natural way for the compression is to regard the vector space of the abelianized Pauli group
as a module over the translation group. Let R = F2[x±] be the translation group algebra that acts
on the abelianized Pauli group. The “variable” x is the generator of the translation group in one
dimension. Since the Pauli operator Xj acting on site j is a translate of X0, if X0 is represented
by a vector e1, its translate Xj must be represented by a vector x
je1. Likewise, if Z0 is represented
by a vector e2, then Zj must be represented by x
je2. Since any finitely supported Pauli operator
is a finite product of these, we conclude that the entire module of Pauli operators is identified with
a free module Re1 ⊕ Re2 = R2. A term in the example H0 is then expressed as a member of the
module R2 as follows.
Pauli operators on Hilbert space Vectors in the abelianized Pauli group
Zj−1 xj−1
0
1

Xj x
j
1
0

Zj+1 x
j+1
0
1

multiply add
Zj−1XjZj+1 xj
 1
x+ x−1

(27)
This way the stabilizer group generated by a translation-invariant Hamiltonian H0 is represented
by a submodule of R2 generated over R by a single member (column vector) in the bottom right
in Eq. (27). Since the abelianized Pauli group R2 is abelian (tautologically), we have used additive
notation in place of multiplicative one. The appearance of Laurent polynomials is rooted in the
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fact that the translation group is the multiplicative group of monomials {xj : j ∈ Z} where x is
an indeterminant.
e. Anti-hermitian form. This compact description of the stabilizer group is not yet complete,
since we have not adopted the symplectic form that captures the commutation relation as some
form over the Pauli module P = R2. The solution is straightforward once we recall the fact that
the symplectic form is designed to count the number of anticommuting pairs of tensor factors. In
terms of Laurent polynomials, a tensor factor of a Pauli operator is a term of a (two-component)
Laurent polynomial, and we need to count the number of terms of the same exponents between
two Laurent polynomials, say f(x) and g(x). A trick is to consider the product f(1/x)g(x), so that
the terms of f(x), g(x) of the same exponents would multiply to become 1, and the constant term
of f(1/x)g(x) is precisely the sum of all of these. Since the coefficient is in F2, the constant term
of f(1/x)g(x) is the parity of the number of common terms in f(x) and g(x). Since common terms
must be cross-counted between two-component vectors representing Pauli operators, we conclude
that the symplectic form value between two vectors v, w is the constant term (the coefficient of 1)
in
v†λ1w. (28)
Here † is the transpose followed by an involution, that we usually denote by a “bar,” of R such
that x 7→ x¯ = x−1. In particular, if v†λw vanishes identically as a Laurent polynomial, then
every translate of the Pauli operator of v commutes with every translate of the Pauli operator of
w. Therefore, if the columns of a matrix σ over R generates the stabilizer module then σ satisfies
a matrix equation
σ†λσ = 0. (29)
Note the similarity and difference of this equation to Eq. (26). With the example H0 above we see(
x−1 + x 1
) 0 1
−1 0
 1
x+ x−1
 = 0 (30)
which encodes the fact that H0 is a commuting Hamiltonian.
f. Larger unit cell. If a unit cell contains q qubits rather than just a single qubit, then the
Pauli group (after abelianization) is identified with a free module R2q. For instance as we will
use below, if two qubits reside on each edge of a simple cubic lattice of three-dimensions, then
q = 6. The commutation relation have motivated us to introduce an anti-hermitian15 form on
15 A form that is linear in one argument and involution-linear in the other is called a sesquilinear form. A
sesquilinear form is (anti)hermitian if (v, w) = ±(w, v). The usual notion of being hermitian over complex
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R2q defined by
R2q ×R2q 3 (v, w) 7→ v†λqw ∈ R (31)
where λq is defined in Eq. (25).
g. Higher dimensions. Higher dimensions pose no further complication. We would need more
formal variables to denote translations in all directions. The base ring becomes Fp[x±1 , . . . , x
±
D]
for D-dimensional lattice, where p = 2 for a system of qubits. Note that the perspective through
modules is forgetful of fine structures of a lattice such as whether it is triangular or simple cubic, but
retains only the dimension and the unit cell size. Also, the formal translation variables x1, . . . , xD
are forgetful of the geometry of translation vectors, and may correspond to nonorthogonal directions
in a real space.
h. Exactness. In all situations of interest in this paper (and almost all cases where this poly-
nomial method is used elsewhere), except for one-dimensional cases where D = 1, the generating
matrix σ of a stabilizer module satisfies
kerσ†λq = imσ ⊂ R2q (32)
where the kernel and image are over R. Let us interpret this equation. The kernel on the left-hand
side consists of (abelianized) Pauli operators v in R2q such that the anti-hermitian form value
is zero with every w in the stabilizer module. That is, the kernel represents all operators that
commute with every term in a Pauli Hamiltonian. Since R2q represents operators of finite support,
we may say that the kernel is the collection of all local Pauli operators that acts within the ground
space. The equation says every such Pauli operator must belong to the stabilizer group up to a
forgotten phase factor, and hence the action on the ground space must be a scalar multiplication
by the forgotten phase factor. We should say that a commuting Pauli Hamiltonian with Eq. (32)
satisfied is topologically ordered.
i. Conditions for exactness. The equation kerσ†λq = imσ is easy to state, but it may be
nontrivial to check this condition for an explicit instance of σ. This is a question that the present
module perspective can give an algorithmic answer. To explain criteria we need to introduce
determinantal ideals It.
Given a rectangular matrix M over a ring R and a nonnegative integer t, consider the collection
It of all t-minors (the determinant of a t-by-t submatrix) and their R-linear combinations. By
vector space is a special case of this where the involution is the complex conjugation. With qubits (p = 2) any
anti-hermitian form is hermitian since the base field is of characteristic 2, but we insist to call it anti-hermitian
with qudit generalizations in mind.
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convention we set I0 = R. If t is larger than any of the matrix dimensions, then It = 0. The
cofactor expansion formula for the determinant implies that It+1 ⊆ It, so
I0 ⊇ I1 ⊇ · · · ⊇ Ir ) 0 (33)
for some r ≥ 1. The maximum integer r is the rank of the matrix M . Observe the difference
between this definition of the rank and that of a linear operator as the dimension of the image.
The ring R is not a field in general, so we cannot speak of the dimension of the image; however,
using determinantal ideals we obtain a consistent generalization of the notion of rank, even when
the dimension of the image is not defined.16
In our case R is a Laurent polynomial ring, and for any ideal I of R we may consider the set
V (I) of zeros of the ideal I.17 If the ideal is given by an explicit set of generators, which is the
case for any determinantal ideal, the set of zeros of the ideal is the same as the common zeros of
the generators. For example, if M =
(
x− 1 y − 1
)
over R = Fp[x±, y±], then
I0 = R V (I0) = ∅,
I1 = (x− 1, y − 1) V (I1) = {(1, 1)}, (34)
I2 = 0 V (I2) = everything.
The height of a proper ideal I ⊆ R = Fp[x±1 , . . . , x±D] is defined to be the difference between D
and the “largest geometric dimension” of the set of zeros of I.18 The set of zeros of I may consists
of e.g. a point and a line, in which case the “largest geometric dimension” is 1, not 0. If I = R,
the height is defined to be +∞. In the example of Eq. (34) the heights of I0, I1, I2 are ∞, 2, 0,
respectively.
The following lemma states conditions for the equality kerσ†λq = imσ. The conditions are not
complete, but are sufficient for our purpose later. One can in fact completely determine whether
kerσ†λq = imσ using Gro¨bner basis, but we will not use this technique. An interested reader is
referred to a textbook chapter on Gro¨bner basis [39, Chap. 15].
Lemma IV.1. Let σ be a matrix over R = Fp[x±1 , . . . , x
±
D] that satisfies σ
†λqσ = 0. If kerσ†λq =
imσ, then the rank of σ is equal to q and the height of Iq(σ) is at least 2. If rankσ = q and
Iq(σ) = R, then kerσ
†λq = imσ.
16 When the image is a free module, which is the case over a field, this rank coincides with the rank of the image.
17 Formally, one should initially define from which set the zeros are seek. However, for the present pedestrian
treatment, one’s intuitive polynomial solving is sufficient.
18 A proper definition is the minimum integer ` such that ` is the maximum length of chain of primes starting with
zero and ending with a prime ideal above I. But, the intuitive geometric dimension hardly causes any confusion
in our situation.
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Note that the necessary conditions in the first claim are not sufficient conditions. Here is a
counterexample of a 4-by-4 matrix:
σ = σ1 ⊕ (λ1σ¯1) where σ1 =
xy x2
y2 xy
 . (35)
Proof. The full proof is well beyond the present exposition, so we will be brief assuming some
familiarity with homological algebra. The first claim is a half of the Buchsbaum-Eisenbud theorem
on the exactness of chain complexes [40][39, Thm. 20.9], together with the Hilbert syzygy theorem
on the existence of finite free resolution on kerσ [39, Cor. 15.11]. The Buchbaum-Eisenbud theorem
will be used importantly, so we quote the theorem here.
Theorem IV.2 (Buchsbaum-Eisenbud [40]). A chain complex
0
ϕn+1=0−−−−−→ Fn ϕn−−→ Fn−1 → · · · → F1 ϕ1−→ F0 (36)
of finitely generated free modules over a Noetherian ring is exact, if and only if rankFk =
rankϕk+1 + rankϕk and depth I(ϕk) ≥ k for k = 1, . . . , n.
The second claim of our lemma is the other half of the Buchsbaum-Eisenbud theorem together
with Corollary 20.12 of Ref. [39]. The cited theorem [39, Cor. 20.12] implies that any finite
resolution of kerσ has connecting maps with the determinantal ideal being unit. That is, there
exists a finite chain complex, extending Rq
σ−→ R2q σ
†λq−−−→ Rq on the left, and ending with zero,
where all determinantal ideals of the connecting maps are unit, and the ranks of the maps going in
and out sum to the rank of the module. The unit determinantal ideal trivially satisfies the depth
condition of the Buchsbaum-Eisenbud criterion for finite exact sequences, and the rank condition
is also satisfied. Therefore, the extended chain complex is exact, and in particular is exact at R2q
between σ and σ†λq, which is the claim of the lemma.
j. Taking a smaller translation group: the functor φ
(n)
# . Consider a ring homomorphism φ :
S → R between commutative rings and a module A over R. With the help of the morphism φ,
we can say that A is an S-module; all we need to do is to define the ring action on the module,
but there is a canonical way by letting s ∈ S act on m ∈ A by s ·m := φ(s)m. Since φ is a ring
homomorphism, all requirement for the ring action is satisfied.
Suppose we have a R-linear module map f : M → N between R-modules M and N . If we
regard M and N as S-module via φ, then a natural question is whether f is S-linear. The answer is
yes; f(s ·m) = f(φ(s)m) = φ(s)f(m) = s · f(m). Thus, φ induces a covariant functor φ# from the
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category of R-modules to the category of S-modules. If S is in fact isomorphic to R as rings (but
the morphism φ may not even be invertible), we may regard φ# as a functor from the category of
R-modules to itself, and we may consider composition of two or more such functors. Naturally, we
write φ#(f) to denote the map f viewed as an S-linear map.
If we have an R-linear map between free R-modules with a basis chosen, the map can be written
as a matrix T with entries in R and the map is given by matrix multiplication on a vector from
the left. The matrix element at (a, b) of T is a map from b-th direct summand R to a-th direct
summand R. Under the functor φ#, any summand R is an S-module, and every matrix element
of T must be described as a S-linear map Tab between S-modules.
If R happens to be a free S-module (which will be true in our case), Tab can be written as
a matrix with entries in S, and we obtain a concrete implementation of φ#(T ). Caution: for a
bilinear (or sesquilinear) form Ξ on a free R-module M, the matrix representation of Ξ under φ#
should be obtained, not by interpreting Ξ as a matrix (a linear map), but by evaluating form values
on a chosen S-basis of S-module φ#(M); however, see Remark IV.3 below.
In our case, we consider a ring homomorphism φ(n) : S = Fp[y±] 3 y 7→ xn ∈ R = Fp[x±],
which is injective for any integer n ≥ 1. (Here we explain with one-dimensional group algebra
for notational convenience, but generalizations to higher dimensions can be easily obtained by
yi 7→ xni for i = 1, . . . , D.) The ring S is of course isomorphic to R, but we interpret S as a
coarser translation group embedded in R by φ(n). Physically, this only means that we do not
use the largest translation group available, but only a smaller translation group. The translation
variable y denotes the translation by n units (xn). As the translation group gets smaller, the unit
cell gets larger, and there are more data we need to provide to describe a module A. Indeed, if a
basis for R-module A has m elements, then under φ(n), we need nm basis elements for S-module
A.
To explicitly find an S-basis from an R-basis, we think of A as the image of a R-linear map (or
matrix) B : Rm → R2q. Then, an S-basis for A is going to be the columns of φ(n)# (B). Each direct
summand R of Rm or R2q is a free S-module of rank n with basis {1, x, x2, . . . , xn−1} and the finer
translation variable x acts on this S-module R = Sn (on the left) as
φ
(n)
# (x) =

0 y
1 0
1 0
. . .
 , (37)
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a cyclic permutation matrix except for the top right corner. Note that φ
(n)
# is a homomorphism
from R into a matrix ring over S. Hence, the prescription to write φ
(n)
# (B) is to write B as a
matrix with Laurent polynomial entries in x, and then replace every Laurent polynomial entry g(x)
with a matrix g
(
φ
(n)
# (x)
)
.
Remark IV.3. Let Ξ be a bilinear or sesquilinear form over R. A convenient feature of our
chosen basis {1, x, x2, . . . , xn−1} of an S-module R = Sn is that the explicit matrix representation
of φ
(n)
# (Ξ) follows the same prescription as if the matrix representation Ξ were an R-linear map.
(The prescription would not be valid if we had chosen a different basis for the S-module R = Sn.)
Thus, we will always use this basis whenever we apply the functor φ
(n)
# . In particular, under this
basis choice, φ
(n)
# (λq) = λnq, where λq is the anti-hermitian form on a Pauli module R
2q.
B. Locally flippable separators from nondegeneracy
We assume throughout that there are finitely many Hamiltonian terms up to translations;
otherwise, the sum of all terms supported on a disk would have unbounded norm.
Theorem IV.4. Let H be a translation-invariant commuting Pauli Hamiltonian (Pauli stabilizer
Hamiltonian) in D-dimensional lattice with q qudits of prime dimension p per site. Suppose that H
has a unique (nondegenerate) ground state on every finite lattice with periodic boundary conditions
of any sufficiently large size.
Then, there exists a translation-invariant Clifford QCA that maps the ground state of H into a
product state. Moreover, when p = 2, if we assume further that every term of H is invariant under
complex conjugation, then the Clifford QCA can be chosen so that it maps any real operator to a
real operator.
This theorem will follow from the general construction of Section II B after Lemmas IV.7
and IV.8 below, but here we give a proof entirely within the polynomial framework.
We begin with a basic property.
Lemma IV.5. Suppose H has a nondegenerate ground state on every finite periodic lattice of
sufficiently large size. If the column span of a matrix σ over R = Fp[x±1 , . . . , x
±
D] is the stabilizer
module of H, then kerσ†λq = imσ and Iq(σ) = R.
Proof. Since kerσ†λq ⊇ imσ by the assumption that H is commuting, we have to show kerσ†λq ⊆
imσ. Once this is shown, the second claim Iq(σ) = R follows from [17, Cor. 4.2] and Lemma IV.1.
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By the nondegeneracy assumption, any “logical” Pauli operator (those that act within the
ground space) on a periodic lattice of linear size L must be a stabilizer and belong to imσ+bLR
2q,
where
bL = (x
L
1 − 1, . . . , xLD − 1) (38)
is an ideal of R that imposes periodic boundary conditions in all D directions. Thus, we have
kerσ†λq ⊆ imσ + bLR2q (39)
for any L sufficiently large. We may replace bL by an ideal power, only to enlarge the module
on the right-hand side as follows. For any n ≥ 1 consider pm ≥ n. Then, (x − 1)n|(x − 1)pm but
(x− 1)pm = xpm − 1 due to the positive characteristic p of R, implying bpm ⊆ bn1 .19 Thus,
kerσ†λq/ imσ ⊆
∞⋂
n=1
(
bn1R
2q/ imσ
)
. (40)
The Krull intersection theorem [39, Cor. 5.4] implies that the right-hand side is zero.
The following result is not used elsewhere.
Corollary IV.6. Under the assumption of Lemma IV.5, a translation-invariant Clifford QCA Q
maps the ground state into a product state
⊗ |0〉, if and only if Q transforms the stabilizer group
into the trivial stabilizer group 〈Zj〉.
In particular, any Clifford circuit that disentangles the ground state of a commuting Pauli
Hamiltonian has to disentangle it manifestly. This might not be true in general; as we explain in
Section V there is a subtle possibility that the nondegenerate ground state of a general commuting
Hamiltonian H may be disentangled by some quantum circuit U (not necessarily Clifford) but
U †HU cannot be connected to the negative sum of the elements of a trivial separator via some
path in a space of commuting Hamiltonians. This corollary says that this possibility is ruled out
for translation invariant commuting Pauli Hamiltonians.
Proof. Certainly, any QCA that trivializes the stabilizer group disentangles the ground state.
Conversely, we have to show that for any product state the stabilizer group is unique. Suppose that
a translation-invariant stabilizer group is chosen. Consider any Pauli stabilizer g of finite support
for the product state. It has to commute with any other Pauli stabilizer, and by Lemma IV.5 the
stabilizer g belongs to the chosen stabilizer group. That is, the stabilizer group is precisely the
collection of all Pauli stabilizers of finite support.
19 The ideal power bn1 is the ideal generated by all n-fold products of elements of b1. See [17, Lem. 7.3] with
N = R/bn1 for a more general result.
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Now we construct a separator.
Lemma IV.7. Under the assumption of Lemma IV.5, there exists a translation-invariant separa-
tor.
Proof. We will find a local generating set for the stabilizer group such that there is no relation
among the generators. (A relation is a nonempty product of generators that results to the identity
operator. In terms of the vector representation of the Pauli operators over Fp, no relation means
the linear independence of the corresponding vectors over Fp.) Then, from the theory of quantum
stabilizer codes, any common eigenspace of all generators is nonzero, and is isomorphic to each
other. Since we assume the nondegeneracy of the ground state subspace, which is a common
eigenspace of all generators, the generating set is a separator. As we will work in the polynomial
framework, the translation-invariance will be automatic.
Algebraically, the no-relation condition amounts to the nullity of the kernel of the matrix σ,
whose image is the stabilizer module. This nullity has to hold for every periodic finite lattice.20
Consider any finite free resolution of kerσ†λq, which is equal to imσ by Lemma IV.5, of the
minimum length n:
0→ Fn → · · · → F3 T−→ F2 σ
′−→ R2q σ
†λq−−−→ Rt (41)
where every Fj is a finitely generated free R-module and t is the number of Hamiltonian terms up
to translations. By construction, imσ′ = kerσ†λq = imσ. We claim that T = 0 and n = 2 for n
to be the minimum. This will establish that there exists a generating set for the stabilizer module
with no relation on the infinite lattice; we will treat finite periodic lattices shortly.
Since the determinantal ideal of σ (or that of σ†λq) is unit by Lemma IV.5, the determinantal
ideals of σ′ and T must be all unit as well [39, Cor. 20.12]. It follows that cokerT is locally free with
respect to any maximal ideal of R [39, Prop. 20.8]. The Quillen-Suslin-Swan theorem [41, 42] says
that cokerT is in fact free. In elementary terms, this means that there exist invertible matrices A
and B over R such that ATB =
I 0
0 0
.21 Therefore, the we can choose σ′ such that it is kernel
free. Due to the minimality of the resolution, we must have n = 2 and T = 0.
Finally, it remains to show that kerσ′ is still zero over R/bL for any L ≥ 1.22 This is another
consequence of the Quillen-Suslin-Swan theorem applied to cokerσ′. We know there are invertible
20 For a nonexample, the toric code in two-dimensions on the square lattice has σ =

x− 1 0
y − 1 0
0 −y¯ + 1
0 x¯− 1
 whose kernel
is zero over R = Fp[x±, y±] (infinite lattice), but nonzero over R/(xL − 1, yL − 1) (L-by-L periodic lattice).
21 The results of Ref. [43] gives an algorithmic proof of the existence of A and B.
22 Formally, this amounts to examine chain complexes after tensoring an R-module R/bL.
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matrices A′ and B′ such that A′σ′B′ is diagonal with the identity matrix on the main diagonal.
B′ being invertible remains true over R/bL, and therefore σ′ has zero kernel over R/bL.
Lemma IV.8. Any separator of Lemma IV.7 is locally flippable. Moreover, the local flipper is
translation-invariant.
Proof. In Lemma IV.7 we have proved existence of a free basis σ (as a collection of columns)
for the stabilizer module under the nondegeneracy assumption. The collection of all translates of
Pauli operators represented as the columns of σ is a separator. Also we know by Lemma IV.5 that
kerσ†λq = imσ. Thus, we have an exact sequence
0→ Rq σ−→ R2q σ
†λq−−−→ Rq (42)
where we have used Lemma IV.1 to fix the rank q of the first and the third free module from the
right. This rank is equal to the number of generators for the stabilizer module (or equivalently the
stabilizer group up to translations). Due to Quillen-Suslin-Swan theorem [41, 42], cokerσ†λq has
to be free, but since Rq has rank q, so does σ†, it follows that cokerσ†λq = 0. This means that
there exists a vector va such that σ
†λqva = ea where ea is the unit column vector with the sole
1 at a-th component. Translating the Pauli operator corresponding to va, we see that any single
stabilizer generator can be flipped alone. The collection of all va and their translates form a local
flipper, and it is translation invariant.
Proof of Theorem IV.4. We defer the construction of the real QCA to the last part of the proof.
By Lemmas IV.7 and IV.8 there exists a locally flippable separator, which can be regarded as
a free basis for the stabilizer module, represented as the columns of a 2q × q Laurent polynomial
matrix σ. By construction, σ satisfies σ†λqσ = 0. Let F be a matrix representing a local flipper,
i.e., a 2q × q Laurent polynomial matrix such that
F †λqσ = Iq, or σ†λqF = −Iq. (43)
We will modify F by σ to define T = F − σE for some matrix E, so that
T †λqσ = Iq,
T †λqT = 0. (44)
The first equation holds for any E, but the second equation is satisfied only by some E. Once such
T is constructed, the promised Clifford QCA is easy. Define Q by adjoining the columns of σ on
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the right to T
Q =
(
T σ
)
. (45)
Then, it follows that
Q†λqQ = λq, (46)
−λqQ†λq = Q−1.
Both Q and Q−1 define automorphisms of the Pauli module and preserve the anti-hermitian form
that encodes commutation relations. Thus, these define automorphisms of the Pauli group, and
hence of the quasi-local algebra of operators on a complex Hilbert space, up to conjugations by
Pauli operators [17, Prop. 2.2]. Clearly, the automorphism Q−1 maps a separator into the trivial
separator.
Now we find E. The equation we have to solve is F †λqF − E + E† = 0; that is,
E − E† = F †λqF. (47)
If p 6= 2 (characteristic not 2), this equation is trivial to solve by setting E = 12F †λqF = −E†.
If p = 2 (or any other prime), we observe that the diagonal of M = F †λqF does not have any
nonzero “constant” term and consists of anti-hermitian entries by the virtue of λq being symplectic.
Thus, we can choose E to be the collection of all upper triangular submatrix of M excluding the
diagonal, together with a “half” of the terms from the diagonal of M . The “half” can be chosen to
be the sum of all terms cxa11 · · ·xaDD with c ∈ Fp and aj ∈ Z such that the real number
∑
j ajpi
j is
positive. Here, pi = 4 arctan(1) ≈ 3.14 is an arbitrarily chosen real number that is transcendental
over rational numbers. This completes the proof for the first claim.
It remains to specialize the construction for a “real” stabilizer group with p = 2. The terms
of H being real is a property of the group generated by the terms, since the complex conjugation
is an automorphism of the ring of operators. (The complex conjugation is not an automorphism
of a complex algebra, and is excluded under our definition of QCA.) Hence, the locally flippable
separator constructed in Lemma IV.7 consists of real operators. We have to construct a real local
flipper.
Let O∗ denote the complex conjugation of any operator O on a complex Hilbert space. Among
I,X, Y, Z, only Y = −Y ∗ is nonreal, and in a tensor product of these matrices, the parity of the
number of Y determines whether the tensor product is real. To count the number of tensor factors
Y , we use a similar trick as we counted the number of distinct Pauli components: When v =
vX
vZ

64
is a column vector of Laurent polynomials representing a Pauli operator O, it is easy to see that
the coefficient of 1 = x01 · · ·x0D ∈ F2[x±1 , . . . , x±D] in v†XvZ , which we denote as
Coe : R 3 v†XvZ 7→ Coe(v†XvZ) ∈ F2, (48)
is the number of tensor factors Y in O. Hence, the reality condition of the flipper T =
TX
TZ
 =
F − σE is cast into an equation diag(Coe(T †XTZ)) = 0, or
diag Coe(F †XFZ + E
†σ†XσZE + E
†σ†XFZ + F
†
XσZE) = 0. (49)
Since the reality of H is a property of the group generated by the terms of H, we know
diag Coe(E†σ†XσZE) = 0. Using Eq. (43), we know F
†
XσZ = F
†
ZσX + I and this equation be-
comes
diag Coe(F †XFZ + E + E
†σ†XFZ + F
†
ZσXE) = 0. (50)
The last two terms sum to zero since diag Coe is unchanged under †. Hence, we are left with
diag Coe(F †XFZ + E) = 0. (51)
This has to be simultaneously solved with Eq. (47). But Eq. (47) allows arbitrary diagonal F2
entries in E, so Eq. (51) can always be satisfied by some E.
We thus have shown that Q can be chosen to preserve reality; a QCA given its polynomial
representation Q is unique up to Pauli conjugations, which always preserve reality. Finally, we
show that if Q is reality-preserving, so does Q−1, which will complete the proof. This is easy: In
the complex operator algebra, if a real QCA α maps O = ηO′ to a real operator, where η ∈ C is a
phase factor and O′ is real, then the equation α(ηO′) = ηα(O′) implies η is real.23
C. Exponent of qubit Clifford QCAs
Theorem IV.9. Let D ≥ 0 be any integer, and α be any translation-invariant Clifford QCA in
D-dimensional lattice comprised of qubits (i.e., p = 2). Then, α2 ⊗ Id is a Clifford circuit up to
shifts.
23 If one insists not to leave the polynomial framework, then one can think of a quadratic form on an infinite
dimensional F2-vector space defined by
R2q 3 v 7→ Coe
v†
0 Iq
0 0
 v
 ∈ F2
whose polar form is the scalar-valued symplectic form [44]. This F2-valued quadratic form captures the parity of
the number of Y components. The constructed symplectic transformation Q is an isometry of this quadratic form.
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Before presenting a proof of the theorem, we briefly review how translation-invariant Clifford
circuits are represented in the polynomial framework. Since any translation-invariant Clifford QCA
is determined by the image of basis elements Xj , Zj , the matrix Q representing a Clifford QCA α
is one that has the polynomial representations of Pauli operators α(Xj) and α(Zj) in its columns.
Since a QCA must preserve the commutation relation, the matrix Q satisfies Q†λqQ = λq where q
is the number of qudits per site. That is, Q is symplectic.24 This mapping α 7→ Q is not injective
inasmuch as the Pauli module is forgetful of the phase factor. However, Q determines α up to a
conjugation action by a Pauli operator of possibly infinite support [17, Prop. 2.2].
Elementary Clifford circuits — the control-NOT gate, the Hadamard gate, and the phase gate,
(and one more that maps Z to Zm for m 6= 0 mod p if p > 2) — that are translation-invariant
induce elementary symplectic transformations on the Pauli module. They are represented
by elementary row operations as listed:
[Ei,j(a)]µν = δµν + δµiδνja where δ is the Kronecker delta,
Hadamard: Ei,i+q(−1)Ei+q,i(1)Ei,i+q(−1) where 1 ≤ i ≤ q,
control-Phase: Ei+q,i(f) where f = f¯ , 1 ≤ i ≤ q, (52)
control-NOT: Ei,j(a)Ej+q,i+q(−a¯) where 1 ≤ i 6= j ≤ q,
extra gate for p 6= 2 : Ei,i(a− 1)Ei+q,i+q(a−1 − 1) where a ∈ F×p , 1 ≤ i ≤ q.
In particular, from CNOT we see that any elementary row operation on the upper half block can
be compensated by an elementary row operation on the lower half block to become an elementary
symplectic transformation. This remark is useful when we determine whether a symplectic trans-
formation is a composition of CNOTs. The appearance of −1 in the extra gate for p 6= 2 is just to
cancel δµ=i,ν=j in the definition of Ei,j(a).
On the other hand, a shift is given by
shift: Ei,i(x
s1
1 · · ·xsDD − 1)Ei+q,i+q(xs11 · · ·xsDD − 1) where sj ∈ Z, 1 ≤ i ≤ q. (53)
Note that every elementary symplectic transformation has determinant 1, while a shift has deter-
minant a square of a monomial.
Lemma IV.10. Over Fp[x±1 , . . . , x
±
D] where p is any prime, if
Q =
Iq B
0 Iq
 (54)
24 Although an automorphism of a sesquilinear form is usually called unitary, here we instead call it symplectic. This
is to keep the terminology consistent for the cases D = 0 and D ≥ 1 (the lattice dimension), and to disambiguate
automorphisms on Pauli modules from those on complex Hilbert spaces.
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satisfies Q†λqQ = λq, then Q is a product of elementary symplectic transformations.
Proof. The assumption is that B = B†. In particular, the diagonal of B is hermitian (i.e., B† = B
with † being the transpose followed by monomial inversion), and can hence be canceled by the
control-Phase gates multiplying on the left of Q. Therefore, we may assume B has zero diagonal.
After Hadamard on the q-th qudit (the bottom row of B), the lower right block has zero column
on the right, but (q − 1) × (q − 1) identity matrix on the upper q − 1 rows, which can be used
to eliminate, by the control-NOT, the bottom that is copied from B. This control-NOT does not
alter the left half of the post-Hadamard Q. Applying the inverse Hadamard on the q-th qudit, we
again have identity on the full diagonal of Q, but the upper right block B′ has the zero bottom
row. By the condition B′ = B′†, the rightmost column of B′ must be zero as well. By induction in
q, the proof is complete.
Proof of Theorem IV.9. For a technical reason later in this proof, we assume that there are at least
two qubits per site (q ≥ 2). This is easily satisfied by considering a smaller translation group if
necessary.
Note that (α⊗ Id) ◦ SWAP ◦ (α−1 ⊗ Id) is a Clifford circuit. To see this, if suffices to consider
one gate W in SWAP. Conjugating a gate W that swaps a pair of qubits is a Clifford gate, by
α ⊗ Id, we obtain a Clifford QCA that is nonidentity only on a ball of radius 3r, where r is the
range of α. Such a local Clifford QCA can be written as a Clifford circuit of depth O(r2D) = O(1).
Therefore,
α⊗ α−1 = (α⊗ Id) ◦ SWAP ◦ (α−1 ⊗ Id) ◦ SWAP (55)
is a Clifford circuit, and we will show that α ⊗ α is a Clifford circuit. It suffices to consider the
symplectic transformation on the Pauli module induced by α⊗α, and show that the induced sym-
plectic transformation is a product of elementary symplectic transformations. Suppose α induces
the symplectic matrix
Q =
A B
C D
 (56)
on the Pauli module where A,B,C,D are q × q Laurent polynomial matrices. By definition, Q
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satisfies Q†λqQ = λq. In particular,
− λqQ†λq
A B
C D
 =
Iq 0
0 Iq
 , (57)
−λqQ†λq 0
0 Q†
† λ2q
−λqQ†λq 0
0 Q†
 = λ2q. (58)
We claim that
Q⊕Q =

A 0 B 0
0 A 0 B
C 0 D 0
0 C 0 D
 (59)
is a product of the elementary symplectic matrices. Our representation of Q⊕Q here is to retain
the convention that the symplectic matrix λ for the doubled system, on which Q⊕Q acts, is λ2q
as defined in Eq. (25).
A crucial fact we use is Suslin’s stability theorem [41], which shows that the special linear group
SL(n,R) is generated by elementary matrices if n ≥ 3 and R is a Laurent polynomial ring over a
field. We use this theorem as follows. The matrix Q belongs to GL(2q,R). The determinant of Q
has to be a monomial m because only a monomial is invertible in R. By multiplying m−1 to, say,
the first row of Q, we obtain a member Q′ of SL(2q,R). By Suslin’s stability theorem we conclude
that
−λqQ′†λq 0
0 Q′†
 is a product of elementary symplectic transformation, representing a circuit
of CNOTs. In other words, the symplectic transformation of Eq. (58) corresponds to a Clifford
circuit up to shifts.
Now we complement the stability theorem with a few more elementary symplectic transforma-
tions on the left of Q ⊕ Q. We focus on the left half block; the right half block will be treated
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through Lemma IV.10 later. Working over a ring of characteristic 2, we can ignore ± signs.
A 0
0 A
C 0
0 C

CNOT2→1−−−−−−−→

A A
0 A
C 0
C C

Hadamard2−−−−−−−→

A A
C C
C 0
0 A

λqQ
†λq 0
0 Q†

−−−−−−−−−−−→

Iq Iq
0 0
G G
Iq + F F

Hadamard2−−−−−−−→

Iq Iq
Iq + F F
G G
0 0
 =⇒

Iq Iq
0 Iq
0 0
0 0

CNOT2→1−−−−−−−→

Iq 0
0 Iq
0 0
0 0
 (60)
where F
G
 = λqQ†λq
A
0
 . (61)
The arrow =⇒ needs to be explained. The block Iq + F can be eliminated by CNOTs since we
have Iq in the upper left corner. The block G has to be hermitian since (Q⊕Q)†λ2q(Q⊕Q) = λ2q,
and hence G can also be eliminated by Lemma IV.10.
The full symplectic matrix after the transformations above, including the right half block that
we neglected in Eq. (60), has to be
I2q J
0 I2q
 for some J = J† due to the symplectic structure.
By Lemma IV.10 once again, this matrix is elementary.
D. Gapped boundaries of 2D translation-invariant commuting Pauli Hamiltonians
Given a commuting Pauli Hamiltonian in two dimensions which is obviously gapped, can we
introduce boundary terms such that that the overall Hamiltonian is still commuting, and no more
boundary terms can be defined without ruining commutativity and locality? Certainly, one can
start by investigating all possible terms that are supported on any interval of length, say, 1 that
commutes with the bulk term. After choosing some maximally commuting subset of all these
possible terms, one can examine possible terms on all intervals of length 2, and iterate the process.
We should then ask if this process would end; that is, after we examine boundary terms on intervals
of length n for some finite n, will any other operator that commutes with already chosen terms be
redundant? The following theorem guarantees that there is a good choice of boundary terms, at
least in the special case of translation-invariant commuting Pauli Hamiltonians in two dimensions.
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Theorem IV.11. Let G be a translation-invariant subgroup of the Pauli group in one dimen-
sion. There exists an abelian subgroup S of the commutant of G with a local translation invariant
generating set consisting of Pauli operators (under some translation group which may be a proper
subgroup of the original translation group), such that any Pauli operator of bounded support that
commutes with S and G belongs to S.
We think of G as the bulk terms near a boundary. Then, the local generating set of S qualifies
to be a good set of boundary terms.
We will prove this theorem by going through the polynomial framework. The transcription
of the theorem into the polynomial framework is as follows. Recall that the anti-hermitian form
over the translation group algebra R encodes whether two Pauli operators represented by v and w
commute, by the coefficient of “1” in the pairing v†λqw. We distinguish the anti-hermitian form
that is valued in R, from this scalar-valued symplectic form that is defined to be the coefficient
of 1 in v†λqw. The distinction is only necessary as we consider smaller translation groups than the
full one.
Theorem IV.12 (Equivalent to Theorem IV.11). Let R = Fp[x±] be the translation group algebra
in one dimension, and let Rb = Fp[x±b] denote a subring of R parametrized by an integer b ≥ 1.
Let A be any R-submodule of a finitely generated Pauli module. Then, there exist an integer b ≥ 1
and a free Rb-submodule S of A⊥ such that the orthogonal complement S⊥ within A⊥ is equal to
S, where the orthogonal complement is with respect to the scalar-valued symplectic form.
It is important that the module S is over a subring Rb that is in general not equal to R. For
example, consider an R-module A generated by v0 =
1
x
 ∈ R2. This represents the nonabelian
group generated by Pauli operators XjZj+1. No nonzero R-submodule of A can have the anti-
hermitian form vanishing on it; that is, every nontrivial subgroup that is translation-invariant with
respect to the original translation group is nonabelian. To see this, suppose v ∈ A \ {0}. Then,
v = rv0 for some r ∈ R and v†λ1v = r¯r(x− x¯). If this is to vanish as a polynomial, we must have
r = 0. However, the R2-submodule generated by v0, which corresponds to the group generated by
X2jZ2j+1, is a maximal submodule on which the scalar-valued symplectic form vanishes.
The rest of this section constitutes the proof of Theorem IV.12. Our proof will rely heavily on
the fact that we are working in one dimension, which implies that R = Fp[x±] is a polynomial ring
with one variable.
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1. Free basis and Matrix of commutation relations
The ring R is a Euclidean domain; if we define the (absolute) degree of a Laurent polynomial
as the difference of the highest exponent to the lowest exponent, then the long division gives, for
any two Laurent polynomials f and g, an equation f = qg+r for some q, r ∈ R with deg r < deg g.
In particular, R is a principal ideal domain, and hence A is free and has a basis. (To see this, one
considers the Smith normal form of a matrix whose column span over R is A. Any submodule of a
finitely generated free module over a principal ideal domain is free.) Given a basis of A written in
the columns of a matrix B, we can capture the commutation relations among our generators (up
to translations) of G, a subgroup of the Pauli group, by the matrix
Ξ = B†λqB = −Ξ†. (62)
Formally, Ξ represents the anti-hermitian form restricted to A. Note that the diagonal elements
of Ξ may be nonzero.
The following lemma characterizes Ξ.
Lemma IV.13. A matrix Ξ over R = Fp[x±] is equal to B†λqB for some q and B if and only
if (i) Ξ = −Ξ†, and (ii) any diagonal element Ξjj has zero constant term, i.e., the coefficient of
x0 = 1 is zero.
The condition (ii) in the lemma is redundant if p 6= 2.
Proof. (⇒) (i) is obvious, and (ii) is because Ξjj = v†λqv = a¯b− ab¯ where a and b are upper q and
lower q components of v, respectively. (⇐) By (i) we know Ξjk = −Ξ¯kj , and by (ii) any diagonal
Ξjj = rj − r¯j for some rj , which may be chosen to be all terms with positive exponents. Set q
be the number of rows (or equivalently columns) of Ξ, and define a upper triangular matrix B as
Bjk = Ξjk for j < k and Bjj = rj . Then,
Ξ =
(
I B†
) 0 Iq
−Iq 0
 I
B
 . (63)
We are going to find a canonical form of Ξ under congruent transformations Ξ ∼= E†ΞE for any
invertible matrix E. This is a subject of long history under the name of quadratic forms or bilinear
forms [45]. We will use some of the results of this classic subject, but we first simplify the problem
by taking a smaller translation group, which will almost solve the problem.
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From here and below, the symbol Ξ,Ξ′, . . . denotes the matrix of an anti-hermitian form. The
indeterminant x denotes the generator for the translation group algebra in one dimension. We
will also use y to denote y = xn for some n ≥ 1 when we take a smaller translation group. The
variable y in this subsection should not be confused with the translation variable in two or higher
dimensions in other sections. A unit of R is any invertible element of R.
2. Standard anti-hermitian form
The discriminant of an anti-hermitian form over Fp[x±] is defined to be the determinant
modulo square elements {x2 : x ∈ Fp \{0}} of the matrix Ξ of the form in any basis. The following
lemma implies that we may only consider Ξ of nonzero discriminant.
Lemma IV.14. For any Ξ there is a basis change E such that each column (and hence each row)
of E†ΞE generates an ideal that is generated by a elementary divisor of Ξ (a diagonal element of
the Smith normal form of Ξ). In particular, if det Ξ = 0, then there is a basis change E such that
E†ΞE =
Ξ′ 0
0 0
 (64)
where det Ξ′ is nonzero.25
Proof. Let DΞE be the Smith normal form of Ξ; DΞE is diagonal composed of elementary divisors
of Ξ. Then, the matrix E†ΞE = E†D−1DΞE consists of columns vi = E†D−1di where di is a
column vector whose sole nonzero component is the i-th elementary divisor of Ξ. This proves the
first claim.
Let the rank (defined by the determinantal ideals) of Ξ be m. Then, di with i > m is zero, and
so is vi. Since Ξ
† = −Ξ, the rows below m-th row must be zero. This proves the second claim.
Definition IV.15. An anti-hermitian form Ξ of nonzero discriminant is standard if all of its
elementary divisors (the diagonal elements in the Smith normal form) are either 1 or x− 1 up to
units of Fp[x±].
In particular, if det Ξ has a unit discriminant, then it is standard.
Lemma IV.16. For any anti-hermitian form Ξ of nonzero discriminant over R = Fp[x±], there
exists an integer b ≥ 1 such that φ(b)# (Ξ) is standard. If Ξ is standard, then Ξ has discriminant
25 In fact, the lemma is true for an arbitrary square matrix over a principal ideal domain; the involution in † could
be the identity automorphism of R.
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(2− x− x¯)s = (x− 1)s(x¯− 1)s for some integer s ≥ 0, and φ(b)# (Ξ) is also standard for any b ≥ 1
with discriminant (2− y − y¯)s where the exponent s remains unchanged. In particular, if Ξ has a
unit discriminant, then its discriminant is 1.
Proof. Thanks to Remark IV.3, we can compute φ
(b)
# (Ξ) as if Ξ were a linear map, and for any linear
map Ξ over Fp[x±] it is shown [17, Lem. 6.1, Lem. 7.3] that for some b ≥ 1 the elementary divisor
of φ
(b)
# (Ξ) is either a unit or a scalar multiple of y− 1.26 Hence, the determinant of Ξ′ = φ(b)# (Ξ) is
a power of y − 1 up to a unit. Since a unit is a monomial in R′ = Fp[y±], we must have
det Ξ′ = cys(y − 1)t (65)
with c ∈ F×p , s, t ∈ Z, and t ≥ 0. We know that Ξ′ = −(Ξ′)†, and hence cy−s(y − 1)t =
(−1)mcys(y−1 − 1)t where m is the dimension of Ξ′. Since the polynomials on the both sides have
to be identical, this implies that m+t is even and −s = s−t, so det Ξ′ = cy−s(y−1)2s = c(y+y¯−2)s.
We have to show that (−1)sc is a square. If p = 2, every element of Fp is a square, and we are done.
If p 6= 2, then since −1 is self-inverse, the diagonal of Ξ′ is vanishing at y = −1, but the determinant
of Ξ′ is nonzero, and hence Ξ′|y=−1 is a symplectic matrix over Fp, and det Ξ′|y=−1 = 4s(−1)sc is
a square, and therefore (−1)sc is a square.
The elementary divisors of φ
(b)
# (x− 1) are 1’s and a single y − 1 up to units, since the cokernel
of the 1 × 1 matrix x − 1 is Fp which is independent of b. Thus, if Ξ is standard, the number of
x− 1’s, which is 2s, in the list of all elementary divisors of Ξ, is the same as y − 1’s in the list of
all elementary divisors of φ
(b)
# (Ξ).
3. Congruence classes of standard forms
A bilinear or sesquilinear form Ξ is said to be isotropic if there exists a nonzero vector v such
that v†Ξv = 0.27 That is, an isotropic form can be represented by a square matrix with a zero in
the diagonal. Note that being isotropic is independent of whether we regard the form over a ring
Fp[x±], an integral domain, or over its quotient field Fp(x), the field of all rational “functions” in
26 The integer b (= the size of the unit cell under the smaller translation group = the index of “spontaneous
translation symmetry breaking”) can be exponentially large in the total polynomial degree of an element of Ξ (≈
the range of a basis operator for the original algebra). For example, consider a 1×1 matrix Ξ = (f(x+x−1)) for any
primitive polynomial f of an extension field F2n over F2 with n odd. Then, the field extension F2[x±]/(f(x+x−1))
has extension degree 2n over F2 and xb − 1 must be a multiple of f(x+ x−1), which implies (22n − 1)|b.
27 Sometimes a subspace of a symplectic vector space is called isotropic if the symplectic form vanishes on the
subspace. Here, the isotropy only means there is at least one nonzero vector whose value is zero. Usually in
literature on quadratic/bilinear forms, the term “totally isotropic” is used to describe a subspace on which the
form vanishes identically.
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x with coefficients in Fp. We fix a notation for an isotropic standard anti-hermitian form:
ξ =
 0 x− 1
−x−1 + 1 0
 . (66)
To warm up, let us inspect forms over Fp:
Lemma IV.17. Any square matrix A of dimension n over Fp is isotropic if n ≥ 3.28
Proof. If detA = 0, the claim is trivial, so assume detA 6= 0.
When p > 2, consider A± = (A ± AT )/2 so that A = A+ + A−. For any vector v, we
know vTA−v = 0, so it suffices to consider A = A+. The Witt group of all finite dimensional
symmetric forms over Fp>2 is either Z/2Z ⊕ Z/2Z if p ≡ 1 mod 4, in which case n ≥ 3 implies
the existence of a hyperbolic plane, or Z/4Z generated by diag(1) if p ≡ 3 mod 4 in which case
diag(1, 1, 1) ∼= diag(1,−1,−1) and we have a nonzero radical (kernel) of A whenever n ≥ 3; this is
a well-known fact, but one can see e.g. [46, App. E] for elementary computation.
When p = 2, it suffices to consider that A is 3 × 3 and its diagonal is all 1. Consider the
following sequence of congruent transformations where any ? indicates an arbitrary entry.
A =

1 ? ?
? ? ?
? ? ?
→

1 0 0
? ? ?
? ? ?
→ A′ =

1 0 0
0 ? ?
0 ? a
 or A′ =

1 0 0
1 ? ?
0 ? a
 . (67)
If a = 0, we are done. If a = 1, then vT =
(
1 0 1
)
satisfies vTA′v = 0.
Lemma IV.18. Any 2× 2 standard anti-hermitian form over Fp[x±] is isotropic.
Proof. We consider a hermitian form Ξ over the field K = Fp(x); this extension does not affect
whether Ξ is isotropic. Lemma IV.16 implies that the determinant of Ξ is 1 modulo {rr¯ : r ∈ K×}.
If Ξ was anisotropic, any diagonal is nonzero, and we can diagonalize it as Ξ ∼= diag(h, h−1) where
h = −h¯. Then, h · 1 · 1 + h−1 · h¯ · h = 0 so (1, h) is in the radical (kernel) of Ξ.
Lemma IV.19. Let Ξ be a standard anti-hermitian form of discriminant (2 − x − x¯)s. If s ≥ 2,
then there exists an integer b ≥ 1 such that φ(b)# (Ξ) ∼= ξ ⊕ Ξ′.
Proof. By choosing a sufficiently large b in Lemma IV.16 we may assume that φ
(b)
# (Ξ) is not only
standard but also
φ
(b)
# (Ξ) = A(y − 1)−AT (y¯ − 1) +B (68)
28 The bound is sharp; vT
1 1
0 1
 v = 0 implies v = 0 over F2.
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where A and B = −BT are matrices over Fp. That is, every entry of φ(b)# (Ξ) is linear in 1, y, y¯. Due
to Lemma IV.13, B has zero diagonal. We know detφ
(b)
# (Ξ) = (2− y − y¯)s up to nonzero squares
of Fp by Lemma IV.16. To avoid clutter in notation, let us assume that b = 1 for the rest of the
proof.
Since s > 0, the matrix Ξ|x=1 has zero discriminant, and by Lemma IV.14 there exists a basis
change over Fp such that
Ξ ∼=
 Ξ1 Ξ2
−Ξ†2 Ξ0
 (69)
where Ξ2|x=1 = 0, Ξ0|x=1 = 0, and det Ξ1|x=1 = 1. Let n be the dimension of Ξ, and m be
the dimension of Ξ1. With x = 1 no submatrix of dimension larger than m can have nonzero
determinant. This means that there are exactly m elementary divisors of Ξ that do not vanish at
y = 1. Since Ξ is standard, there are exactly n −m y − 1’s in the list of all elementary divisors,
whose product is the discriminant up to units. In particular, the dimension of Ξ0 is n −m = 2s,
an even number ≥ 4.
Since Ξ0 meets the dimension requirement of Lemma IV.17, there is a congruent transformation
over Fp that gives a zero diagonal element, say, in the lower right corner in A. The last row and
the second-to-last row (or equivalently column) of Ξ must generate the ideal (y−1), since they are
the image of (y − 1)en and (y − 1)en−1, respectively (where ej is the unit column vector), under
an invertible matrix; see the proof of Lemma IV.14. Hence after some congruent transformation,
which in general involves higher powers of y±, we obtain Ξ in the following form:
Ξ ∼=

Ξ′ c 0(n−2)×1
−c† d y − 1
01×(n−2) −y¯ + 1 0
 ∼=

Ξ′ 0 0(n−2)×1
0 d y − 1
01×(n−2) −y¯ + 1 0

∼=

Ξ′ 0 0(n−2)×1
0 0 y − 1
01×(n−2) −y¯ + 1 0
 (70)
In the last congruence we used the fact that since d = r − r¯ for some r ∈ Fp[y] by Lemma IV.13,
it holds that d = (y− 1)q− (y¯− 1)q¯ where r = (y− 1)q+ f with f ∈ Fp. The lower right corner is
ξ as claimed.
Lemma IV.20. Let Ξ be an isotropic standard anti-hermitian form of discriminant 1 or (2−x−x¯)
over R = Fp[x±]. Then, Ξ is congruent to either ξ⊕Ξ′ or λ1⊕Ξ′ where ξ and λ1 are as in Eqs. (25)
and (66).
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Proof. Suppose the top left diagonal of Ξ is zero. Then, by elementary row and column operations
we have
Ξ ∼=

0 b 01×(n−2)
−b¯ d ?
0(n−2)×1 ? Ξ′
 . (71)
Note that det Ξ = bb¯ det Ξ′ by the cofactor expansion formula for determinants. Since the de-
terminant of Ξ is 2 − x − x¯ up to nonzero squares of Fp, the Laurent polynomial bb¯ must divide
2 − x − x¯. The only options are b = 1 or b = x − 1 up to units. In either case, d that has no
constant term by Lemma IV.13, can be eliminated by some congruent transformation.
If b = 1 which has to be the case if the discriminant of Ξ is 1, then ? can be eliminated, and
Ξ ∼= λ1⊕Ξ′. If b = x− 1, then ? can be made so that its entries are all in Fp. If ? does not become
zero, then we are back to the situation where b = 1. If ? becomes zero, then Ξ ∼= ξ ⊕ Ξ′.
Lemma IV.21. Suppose m ≥ 3 (or m ≥ 2 if p = 2). Then any m ×m anti-hermitian form Ξ
over Fp[x±] is isotropic.
Proof. This trivially follows from a known fact [47, Example 2 of App. 2], but let us explain a
bit more. We consider a hermitian form Φ = (x − x−1)Ξ over the field K = Fp(x); this does
not affect whether Ξ is isotropic. Let F be the subfield of K fixed element-wise by the involution
x 7→ x−1. Then, K is a quadratic extension field over F ; put t = x + x−1 and F = Fp(t) so that
K = F [x]/(x2 − tx + 1). The form Φ is then a symmetric bilinear form of dimension 2m over F
by the identification K = F 2 as an F -vector space, and for the rest of the proof we regard Φ as a
form over F .
If p 6= 2, then [45, XI 1.5] implies that Φ is isotropic.29
If p = 2 we can follow [44, Lem. 36.8]. If Φ is anisotropic, then no diagonal entry of Φ is zero.
Since Φ is symmetric, we can diagonalize it as Φ ∼= diag(a1, . . . , a2m). The anisotropy implies
that a1, . . . , a2m are linearly independent over F
2 = {z2 : z ∈ F} that is a field on its own with
characteristic 2. Therefore, 2m is at most the field extension degree [F2(t),F2(t2)] = 2.
Corollary IV.22 (Structure theorem of anti-hermitian forms). For any anti-hermitian form Ξ
over Fp[x±], there exist integers b ≥ 1, s ≥ 0, t ≥ 0 such that φ(b)# (Ξ) ∼= ξ⊕s ⊕ λ⊕t1 ⊕ 0. The integer
s is uniquely determined by Ξ, irrespective of b.
29 The proof of this involves “Hasse-Minkowski principle” [45].
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Proof. By Lemmas IV.14 and IV.16 it suffices to prove the claim for a nondegenerate standard Ξ.
If a standard Ξ has discriminant (2 − x − x¯)s with s ≥ 2, then by Lemma IV.19 we can decrease
s by extracting a direct summand ξ. Hence, it suffices to prove the claim with a standard Ξ of
discriminant (2 − x − x¯) or 1. Increasing b by a factor of 2 if necessary, we may assume that Ξ
has even dimension. If Ξ′ has dimension > 2, then, by Lemma IV.21, Ξ is isotropic. If Ξ′ has
dimension 2, then, by Lemma IV.18, Ξ is isotropic. Hence, Lemma IV.20 implies that we can still
find a wanted direct summand. The direct summands λ1 and ξ both have even dimensions, and
by induction in the dimension of Ξ, we are done. The uniqueness of s follows from the fact that
coker Ξ ∼= cokerφ(b)# (Ξ) as Fp-vector spaces of dimension 2s.
4. Proof of Theorem IV.12
Proof. Let B be a matrix whose columns freely generate the module A⊥. By Corollary IV.22 we
may assume that Ξ = B†λqB = ξ⊕s⊕λ⊕t1 ⊕0; this requires taking a smaller translation group. We
collect exactly one basis vector vj from each pair {vj , v′j} that forms one summand ξ or λ1. We
further collect every basis vector wk corresponding to the 0 summand of Ξ. The desired submodule
S is generated by {vj , wk}. Indeed, if v ∈ A⊥, then v is uniquely written as a linear combination
of vj , v
′
j , wk. Further if v ∈ S⊥, then the coefficients of v′j must be zero.
E. Miscellaneous results
As a direct application of the sufficient condition for kerσ†λq = imσ we can now prove
Lemma III.1, which asserts the nondegeneracy of the ground state of the Walker-Wang model
Hamiltonian for the 3-fermion theory.
Proof of Lemma III.1. The model Hamiltonian of Eq. (11) is a translation-invariant commuting
Pauli Hamiltonian on a system of qubits (p = 2); we will soon check that the Hamitonian is
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frustration-free. The stabilizer map is
σ =

1 + 1x 0 0 0 yz +
1
x 0 0 yz
1 + 1y 0 0 xz +
1
y 0 0 xz 0
1 + 1z 0 xy +
1
z 0 0 xy 0 0
0 1 + 1x 0 0
1
x 0 0 yz +
1
x
0 1 + 1y 0
1
y 0 0 xz +
1
y 0
0 1 + 1z
1
z 0 0 xy +
1
z 0 0
0 0 y + 1 z + 1 0 0 0 0
0 0 x+ 1 0 z + 1 0 0 0
0 0 0 x+ 1 y + 1 0 0 0
0 0 0 0 0 y + 1 z + 1 0
0 0 0 0 0 x+ 1 0 z + 1
0 0 0 0 0 0 x+ 1 y + 1

(72)
over R = F2[x±, y±, z±]. The convention of the ordering of the qubits in a unit cell (three edges
with two qubits per edge) is that we put “1”-qubits along x, y, z-axes in the first three components,
and then “2”-qubits along x, y, z-axes in the last three components. By the convention on λ3 of
Eq. (25), Pauli X operators are represented in the upper 6 rows, and Pauli Z operators are in the
lower 6 rows.
To show that the Hamiltonian is frustration-free, we have computed the kernel of σ. One can
easily check that σK = 0 where
K =

xyz + 1 xyz
1 xyz + 1
z + 1 0
y + 1 0
x+ 1 0
0 z + 1
0 y + 1
0 x+ 1

(73)
and also that I2(K) = R.
30 In terms of operators on the complex Hilbert space, each column of
K expresses the fact that the product of the six plaquette terms BP,j for a fixed j = 1, 2 around
30 This is obvious by looking at the uppermost 2× 2 block.
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a cube is a product of three vertex terms up to a phase factor. By a similar argument as in the
proof of the second claim of Lemma IV.1, we know the columns of K generates the kernel of σ.
Since the smallest nonzero determinantal ideal of K is unit, the relation kerσ = imK continues to
hold after factoring out bL = (x
L− 1, yL− 1, zL− 1) that imposes periodic boundary conditions of
linear system size L. Therefore, it suffices for us to check that every product of Hamiltonian terms
that corresponds to σK is not −1 times the identity operator. There are only two cases to check,
one for each column of K. This is an easy calculation, and we have confirmed that the stabilizer
group generated by the terms of Hamiltonian does not contain −1 times the identity operator, and
hence the Hamiltonian of Eq. (11) is frustration-free.
Next, it is simple to check that σ†λ3σ = 0, which implies that the Hamiltonian is indeed
commuting. We have computed that I6(σ) = R by Gro¨bner basis computation. Since σ
†λ3σ = 0,
we know I7(σ) vanishes. By Lemma IV.1, we conclude that kerσ
†λ3 = imσ.31 Then, by [17,
Cor. 4.2] the ground state subspace of the Hamiltonian is a quantum error correcting code encoding
zero logical qubit, which means that the ground state is nondegenerate.
Alternative proof of Lemma III.2. The problem can be cast into the polynomial framework, and
we transcribe the operators as σsurf for the truncated bulk terms and σSFL for the small fermion
loop operators in the bottom of Fig. 2:
σsurf =

1 + 1x 0 0 0 0 1 0 1
1 + 1y 0 0 0 1 0 1 0
0 1 + 1x 0 0 0 0 0 1
0 1 + 1y 0 0 0 0 1 0
0 0 y + 1 0 1x 0 0 0
0 0 x+ 1 0 0 1y 0 0
0 0 0 y + 1 0 0 1x 0
0 0 0 x+ 1 0 0 0 1y

, σSFL =

0 1 + 1x
0 1 + 1y
1 + 1x 0
1 + 1y 0
0 y + 1
0 x+ 1
y + 1 y + 1
x+ 1 x+ 1

. (74)
It is straightforwardly verified that σ†surfλ4σSFL = 0 over R = F2[x
±, y±], which implies that the
small fermion loop operators indeed commute with the truncated bulk terms. We have computed
the determinantal ideals:
I6(σ
†
surfλ4) = ((1 + x)
2, (1 + x)(1 + y), (1 + y)2), (75)
I2(σSFL) = ((1 + x)
2, (1 + x)(1 + y), (1 + y)2). (76)
31 By [17, Lem. 3.1] this implies that the Hamiltonian satisfies the local topological order condition.
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They both have depth 2. Hence, the sequence
0→ R2 σSFL−−−→ R8 σ
†
surfλ4−−−−→ R8 (77)
satisfies the Buchsbaum-Eisenbud criterion [40], and therefore is exact. In particular, the commu-
tant of the truncated bulk operators within the Pauli group is generated by the small fermion loop
operators.
The last claim is generally implied be the fact that any element v of imσSFL can be written
as a linear combination of a unique Gro¨bner basis of imσSFL. Under the total degree order of
monomials, the standard division algorithm gives an algorithm to decompose v in terms of the
small fermion loop operators. See the proof of [17, Lem. 3.1].
Lemma IV.23. If an algebra A on an infinite two-dimensional lattice of finitely many qudits of
prime dimension p is a commutant of a translation-invariant set of (generalized) Pauli operators,
then there exists a generating set A for A consisting of Pauli operators such that A is translation-
invariant and any nonempty product of elements of A is nonidentity (i.e., locally nonredundant).
Proof. Since the translation group ring R = Fp[x±, y±] is Noetherian, the group of Pauli operators
whose commutant is A is a finitely generated R-module. Hence, we may represent this group as
a matrix G whose columns are Laurent polynomial vectors representing generators of the group.
The commutant as a subgroup of the full group of all Pauli operators is then the kernel of G†λq
where q is the number of qudits in a translation unit cell.
Now, consider any finite free resolution of kerG†λq: (The rest of the proof is a slight variant of
the proof of Lemma IV.7.)
0→ Fn → · · · → F3 T−→ F2 C−→ R2q G
†λq−−−→ F0. (78)
By construction imC = kerG†λq, and as a C-algebra the Pauli operators of imC generates A.
By the Buchsbaum-Eisenbud theorem we must have depth I(T ) ≥ 3, but the base ring is two-
dimensional. Therefore, I(T ) = R, and by Quillen-Suslin-Swan theorem [41, 42] there exist invert-
ible matrices E and E′ such that ETE′ is diagonal with the identity matrix on the diagonal. This
means that the nonzero columns of CE forms a locally nonredundant generating set for imC.
Lemma IV.24. Suppose with the terms of a translation-invariant commuting Pauli Hamiltonian
in an infinite D-dimensional lattice with q qudits of prime dimension p at each site, any nonempty
product of terms is nonidentity. If every excitation of finite energy created by a Pauli operator of
possibly infinite support, can in fact created by a Pauli operator of finite support, then there exists
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a translation-invariant set of operators of finite support, each of which flips exactly one term of the
Hamitonian.
Using Definitions III.5 and III.12, the lemma can be phrased as the terms of any locally
nonredundant translation-invariant commuting Pauli Hamiltonian without nontrivial charges, can
be flipped by local operators.
Proof. The first supposition in the polynomial framework is to say that the terms define an injection
σ : Rt → R2q whose image is the stabilizer module. In [17, Thm. 1] the set of all equivalence
classes of topological charges is identified with the torsion submodule of coker σ†. So, the no
charge assumption is transcribed as coker σ† is torsion free. But, since the rank of the injective
map σ must be equal to t, the ideal inequality [48, XIX.2.5]
(ann coker σ†)t ⊆ It(σ) ⊆ ann coker σ† (79)
shows that coker σ† is pure torsion. Therefore, cokerσ† = 0. This means that there exists a vector
va such that σ
†λqva = ea where ea is the unit column vector with the sole 1 at a-th component.
Taking translates of the Pauli operator corresponding to va, we see that any single stabilizer
generator (a term of the Hamiltonian) can be flipped alone. The collection of all va and their
translates form a local flipper, and it is translation invariant.
Remark IV.25. The statements of Lemmas IV.23 and IV.24 can be modified to handle translation-
invariant systems with qubits and fermionic modes. The analogue of the Pauli operator is a finite
product of Majorana operators and qubit Pauli matrices. The prime p that appears in both
lemmas, has to be fixed as p = 2. The terms of the Hamiltonian is always assumed to be fermion
parity even, and the λq has to be replaced by
λq ⊕ Im (80)
to capture the commutation relations, where q is the number of qubits per site, and m is the number
of Majorana modes per site. No other change is necessary. With this understanding incorporated
into the terminology “commuting Pauli Hamiltonians,” the conclusions of the both lemmas hold.
After all, we have not used anything special about λq in these lemmas.
V. DISCUSSION
The method that we have used to constructing the QCA αWW may be more general. The
Walker-Wang model that we considered was just a particular example of a model without bulk
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topological order but with surface topological order. Other such models may perhaps give rise to
other interesting QCA.
Indeed, this approach suggests that the notion of a “trivial state” should perhaps be re-
considered. Commonly a quantum state is called “trivial” if it can be mapped to a product
state using a quantum circuit (perhaps with some weakening of strict locality). However, here we
see that the Walker-Wang model ground state can be mapped to a product state using a QCA
αWW that we believe to be nontrivial. Of course, it is possible that given some separator (such as
that obtained from the Walker-Wang model), there is a circuit that maps a particular eigenstate
of all the Za (such as the Walker-Wang ground state) to a product state without mapping the
separator to the trivial separator. So, it is unclear whether or not there exists a circuit to map the
Walker-Wang ground state to a product state.
On the other hand, we note that the 3-fermion Walker-Wang model certainly defines an invert-
ible phase of matter, in the sense that there exists another model that can be stacked on top of
it (its ‘inverse’) such that the pair can be disentangled by a circuit. Indeed, the inverse can be
taken as just another 3-fermion Walker-Wang model. This follows from the fact that αWW ⊗αWW
is a circuit up to translations, as shown in Theorem IV.9. Alternatively, one can note that the
product of two 3-fermion models is equivalent, as a unitary modular tensor category, to the product
of two toric codes. Hence a stack of two 3-fermion Walker-Wang models is equivalent to a stack
of two Walker-Wang models based on the toric code modular tensor category; the latter can be
disentangled with a circuit, as shown in [49].32 Thus, if the 3-fermion Walker-Wang model could
not be disentangled with a circuit (possibly with tails), it would define a new invertible phase of
matter in 3 spatial dimensions. Such a phase, which does not require any symmetries to protect it,
does not appear in any currently proposed classifications of phases of matter [51, 52]. The question
of how trivial the 3-fermion Walker-Wang model ground state is thus remains an interesting open
problem.
Another interesting question is whether αWW is a finite depth circuit when stabilized by local
fermionic degrees of freedom. Although we do not know if this is true, let us make some observa-
tions. First, consider the Walker-Wang model based on the braided fusion category {1, f}. This is
a bosonic model whose only non-trivial pointlike excitation is a fermion f , and whose only other
non-trivial excitation is a loop-like ‘vison’ that has full braiding phase −1 with f . It is thus very
32 The authors of [49] start with a model with 7-body interaction terms on a simple cubic lattice of qubits, but in
the course of discussion they consider a slightly different Hamiltonian of 5-body interaction. The latter can be
regarded as being put on a lattice of interpenetrating cubic lattice with qubits on edges, and has term X on an
edge multiplied by a plaquette Z-operator around the edge, which is a Walker-Wang model for the toric code.
Ref. [49] also considers an encoding scheme at the boundary, which is the surface topological order. See [50].
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similar to the 3d toric code, except that the pointlike excitation is a fermion not a boson. It can
be thought of as a Z2 gauge field coupled to fermionic matter, i.e., it is what one obtains after
gauging the Z2 fermion parity symmetry in a trivial fermionic insulator.
Now consider stacking our 3-fermion Walker-Wang model with the {1, f} Walker-Wang model.
The stacked model can be thought of as the Walker-Wang model built on the premodular category
{1, f1, f2, f3}×{1, f}. However, after a relabeling this is the same category as {1, e,m, ε}×{1, f},
where {1, e,m, ε} is the toric code (just set e = f1f,m = f2f). This shows that after stacking
with the {1, f} Walker-Wang model, the 3-fermion and toric code Walker-Wang models become
equivalent. However, as we already noted, the toric code Walker-Wang model is known to be finite
circuit disentanglable [49]. Thus, there exists a circuit which transforms the 3-fermion Walker-Wang
ground state tensored with the ground state of the {1, f}model into a trivial product state tensored
with the ground state of the {1, f} model. It is not clear if the same is true when the stabilization
is by a model with local fermionic degrees of freedom, though perhaps this can be addressed by
using higher dimensional versions of the Jordan-Wigner bosonization duality [34, 53, 54]. Also,
even if a disentangling circuit exists, it is not clear whether αWW is such a circuit.
We note that with local fermionic degrees of freedom, there are other candidates for non-trivial
QCA, even if αWW ends up being trivial. Indeed, there exists a 3d fermionic commuting projector
model which is conjectured to be in the same phase as the root phase of the Z16 classification
of topological superconductors in class DIII [24]. This model realizes a surface topological or-
der SO(3)3, equal to the integral spin sub-theory of SU(2)6 — which, when realized purely in 2d,
has chiral central charge 94 , which, modulo
1
2 , is half of the minimal chiral central charge
1
2 that can
be realized with a 2d short range entangled phase (namely a p+ ip superconductor). This is anal-
ogous to the 3-fermion topological order in the bosonic setting, which has a chiral central charge
of 4, one half of the minimal allowed value of 8 realized in the E8 bosonic phase. If the SO(3)3
Walker-Wang model can be fermionized into a model built on fermionic degrees of freedom, a QCA
which disentangles it would be a natural candidate for a non-trivial fermionic QCA.
Appendix A: Structure of a ground state of commuting 2-local Hamiltonians with fermions
In this Appendix, we prove a fermionic generalization of a result of Bravyi and Vyalyi [1]
regarding 2-local Hamiltonians which are sums of commuting projectors. This generalization is
not related to the rest of the paper, other than that elsewhere we do spend some effort analyzing
two-dimensional (rather than 2-local) commuting projector Hamiltonians with fermionic degrees
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of freedom. We discovered the generalization in this appendix while trying to better understand
those two-dimensional fermionic Hamiltonians, and, though it did not help us there, we felt that
this generalization might be of independent interest.
A 2-local Hamiltonian is a Hamiltonian in which each term acts on at most 2 sites. Bravyi and
Vyalyi considered the case that each site was a qudit and the Hamiltonian was a sum of commuting
terms, showing that the ground state was a product state up to conjugation by a quantum circuit.
The quantum circuit is composed of unitary gates, each of which acts on a pair of sites i, j which
are neighbors on the interaction graph (i.e., this is a graph G with a vertex for every site and an
edge for every pair of sites for which some term in the Hamiltonian acts on those two sites); these
unitaries all commute with each other so if the interaction graph has bounded degree then this is
a circuit of bounded depth. We generalize this to the case that for each site there is some qudit as
well as some Majorana degrees of freedom.
First, we emphasize that it is too much to expect in the fermionic case that the state can be
disentangled by a quantum circuit. Consider the “Majorana chain.” This is a one-dimensional
system. On each site j, we have Majorana modes γj , γ
′
j , where now we take i to be an integer. We
have the Hamiltonian
H = i
∑
j
γ′jγj+1. (A1)
The operator iγ′jγj+1 is not a projector, but its square is equal to the identity, so up to a linear
rescaling these terms are projectors. Famously this chain cannot be disentangled by a quantum
circuit [55].
Thus, we will show a weaker result. In a sense, we will show that the ground state is, up to
conjugation by a quantum circuit, a “generalized Majorana chain.” For any pair of sites i, j which
are neighbors on the interaction graph, let Pi,j denote the projector acting on those sites so that
H =
∑
(i,j) Pi,j , where the sum is over neighboring i, j and (i, j) denotes an unordered pair. Our
result is:
Theorem A.1. There exist unitaries Ui,j supported on each edge (i, j) in the interaction graph
and projectors Πi supported on each site i with the following properties.
1. The unitaries Ui,j are mutually commuting, and each unitary Ui,j commutes with Pk,l if
(i, j) 6= (k, l).
2. The conjugated Hamiltonian H˜ =
∑
(i,j) U
†
i,jPi,jUi,j commutes with Πi for all i
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3. Some ground state of H˜ is in the +1 eigenspace of all Πi, and, restricted to this eigenspace,
each U †i,jPi,jUi,j is either 0, 1, or
1
2(1 + iτj→iτi→j) where τj→i, τi→j are fermion parity odd
hermitian operators that square to 1. Here, for any i 6= j 6= k
{τi→j , τj→k} = 0
whenever they exist.
We refer to the ground state of H˜ as a generalized Majorana chain: the Majorana chain [55] can
be written in this way for example.
Note that the operators τj→i represent the algebra of Majorana operators, i.e., an algebra of
operators γa obeying the relations {γa, γb} = δa,b. However, there are various possible ways to
represent this algebra. As an example, given a qubit with Pauli operators X,Y, Z and a single
Majorana mode γ, then the operators γX, γY, γZ give such a representation of the algebra of three
Majorana operators γ1, γ2, γ2.
If the degree of the graph G is bounded, then conjugation by the unitaries Ui,j can be imple-
mented by a quantum circuit of bounded depth.
We give two related but slightly different approaches to show this theorem, one an analytic
approach and one an algebraic approach. Each has its advantages. Both approaches make use of
the idea of interaction algebras [56]. Let Aj→i denote the interaction algebra of Pi,j on site i. This
is the minimal algebra such that Pi,j can be written as a sum of products of some term supported
on j times some term in Pi,j .
This algebra Aj→i is a Z2 graded algebra. A term with odd grading is a sum of terms with an
odd product of Majoranas and similarly for a term with even grading. Let Aevenj→i denote the even
subalgebra of Aj→i. For any pair j 6= k which are both neighbors of i, the algebras Aj→i and Ak→i
supercommute. That is, given any two terms, one from each of these algebras, if one term is even
graded then they commute, and if both terms are odd graded then they anti-commute.
1. Analytic approach
In this subsection, we will use the solution of a differential equation to find a unitary that brings
the Hamiltonian to a simpler form. Consider Aevenj→i . By standard results, this algebra is isomorphic
to a direct sum of matrix algebras. For each such matrix algebra, the identity operator in that
matrix algebra (and the zero operator in all other matrix algebras) corresponds to some central
element of Aevenj→i . If there is only one matrix algebra in the direct sum, then Aevenj→i is simple. Now
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choose a V ∈ Aevenj→i as follows: choose it to correspond to a direct sum of diagonal matrices in
these matrix algebras such that all diagonal entries are distinct. That is, it corresponds to some
⊕aVa where each Va is diagonal and where every diagonal entry of every Va is distinct from every
diagonal entry of that Va and every diagonal entry of every other Vb.
Now, define a flow equation:
∂tH(t) = [H(t), [H(t), V ]], (A2)
where t ≥ 0 is some real parameter, with boundary conditions at t = 0 that H(t) = H. This flow
equation can be written as
∂tH(t) = [H(t), η(t)], (A3)
where η(t) = [H(t), V ]. By the commutation properties of the Hamiltonian, we have H(t) =∑
(k,l) Pk,l(t), where for (k, l) 6= (i, j) we have Pk,l(t) = Pk,l and
∂tPi,j(t) = [Pi,j(t), [Pi,j(t), V ]], (A4)
i.e., we can reduce the flow equation to a flow for Pi,j(t) while all other Pk,l(t) are independent of t.
This flow equation for Pi,j(t) is a gradient flow for Tr((Pi,j(t)− V )2) and has a limit [57, 58] as
t→∞ which commutes with V .33 Call this limit Ri,j so that [Ri,j , V ] = 0. This flow is generated
by an infinitesimal anti-Hermitian η acting on site i, j, and so integrating from t = 0 to t = +∞
there is some unitary supported on sites i, j, which conjugates Pi,j to Pi,j(+∞), leaving all other
Pk,l unchanged. This preserves all the commutation properties of the Hamiltonian.
Note also that now all terms in the Hamiltonian commute with V so that some ground state of
the Hamiltonian may be chosen to be an eigenvector of V . So, we restrict to the eigenspace of V
with that eigenvalue. Having made this restriction, the even subalgebra of the interaction algebra
of Ri,j on i is now just the algebra of complex scalars. This means that the interaction algebra of
Ri,j on i is generated by some fermion parity odd operator whose square is a scalar.
We can repeat this simplification by considering the interaction algebra of Ri,j on j. Let P˜i,j
be the limit of that flow equation. Integrating this flow means that P˜i,j is related to Ri,j by some
unitary. Again, the even subalgebra of the interaction algebra of P˜i,j on j is just the algebra of
complex scalars, so that the interaction algebra of P˜i,j on j is generated by a fermion parity odd
operator whose square is a scalar. Hence, either P˜i,j is a scalar, or P˜i,j is a linear combination of a
33 For our purpose, it suffices to note that the flow preserves the norm, but does not increase the potential Tr((Pi,j(t)−
V )2) ≥ 0, and hence the t-derivative of the potential converges to zero at any accumulation point of the flow, which
implies that at any accumulation point Ri,j we have [Ri,j , V ] = 0.
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scalar and τj→iτi→j where τj→i and τi→j are both fermion odd operators whose square is a scalar
and which are supported i and j, respectively. Hence, since P˜i,j is a projector, either P˜i,j = 0 or
P˜i,j = 1 or P˜i,j =
1
2(1 + iτj→iτi→j); if P˜i,j =
1
2(1− iτj→iτi→j) then we could redefine one of τ with
a minus sign.
Note that composing these two unitaries (the unitary in the first flow equation and that used
in the second flow equation) gives some unitary that we write Ui,j .
We then apply this simplification to all other pairs of sites (k, l). Thus we arrive at Theorem A.1.
In the theorem, Πi are projectors on each site that enforce the restrictions to the eigenspaces of all
the different V used in the construction.
2. Algebraic approach
Definition A.2 ([59]). An algebra is central over a field F if its center is F. An algebra is simple
if it does not have any proper (nonzero and nonunit) two-sided ideal. A (Z2-)graded algebra is
an algebra A = A0 ⊕ A1 (even and odd parts) where Aj + Aj = Aj but AiAj ⊆ Ai+j mod 2. A
graded algebra is simple if it has no graded proper ideal. A graded algebra is central over F if the
even part of the center is F. A graded tensor product, which we denote by ⊗gr, of two graded
algebras is an ordinary tensor product as a vector space over F with the obvious Z2 grading, but
we modify the multiplication by supercommutativity:
(ai⊗grbj)(a′i′⊗grb′j′) := (−1)i
′jaia
′
i′⊗grbjb′j′ (A5)
where i, j, i′, j′ = 0, 1 denote the grading.
The two notions for an algebra to be central and to be simple are independent: The algebra
of complex numbers is simple but not central over the field of real numbers; the algebra of upper
triangular matrices is central over any field, but not simple. The center Z(A) of a graded algebra
A is graded naturally. A central graded algebra may have a nonzero odd part in the center. The
graded product of central simple graded algebras is central simple [59, Thm. 2].
A physically important example is the complex Clifford algebra generated by anti-commuting
Majorana operators γ1, . . . , γn. This algebra can be regarded as the graded tensor product of
n two-dimensional central simple graded algebras C + γjC. Note that there exists the Schmidt
decomposition for any complex bipartite operator, as the Schmidt decomposition only cares about
vector space structure. We will think of the grading given by the fermion parity as in the algebra
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of Majorana operators, but the definition of graded algebras covers systems with both fermions
and qudits present.
Lemma A.3. Let F = R or F = C. Suppose A is a central Z2-graded algebra over F acting on an
inner product space that is closed under adjoint †. Then, A is simple as a graded algebra.
Proof. Due to the †-closedness, the algebra A as an ungraded algebra is semi-simple. If A has
trivial center with zero odd component, then A is simple as an ungraded algebra, and hence simple
as a graded algebra. If the center Z(A) = Z0⊕Z1 of A has a nonzero odd component Z1, we claim
that Z1 is one-dimensional. For any γ ∈ Z1, γ†γ is positive semidefinite, and is thus nonzero. But
γ†γ belongs to Z0 = F, and thus is a positive real. Rescaling, we may assume γ† = γ and γ2 = 1.
For any other γ′ ∈ Z1, γγ′ = a ∈ F, so γ′ = aγ; hence Z1 = γF. Considering projectors (1± γ)/2
we see that the ungraded A is a direct sum of two simple algebras.
Take any graded two-sided ideal J = J0 + J1 of A. Since J is an ideal of the ungraded A,
if proper, J has to be one of the simple summand of A. Without loss of generality, we put
J = (1 + γ)A/2. Then, the even component J0 includes the even part of (1 + γ)A0/2, which is A0.
Likewise, the odd part J1 includes the odd part of (1 + γ)A1/2, which is A1. Therefore, J is not
proper.
Wall [59] gives complete invariants for graded central simple algebras. Over C, a central simple
graded algebra is either (+), meaning that the algebra is central simple as an ungraded algebra,
or (−), meaning that the algebra’s even part is central simple. The graded algebra’s isomorphism
class is determined by, in (+) case, the dimensions of even and odd parts, and in (−) case, the
dimension of the even part.
Remark A.4. A faithful representation of a graded central simple algebras is as follows. In the
(+) case, it is the algebra of all matrices of form
A B
C D
 where the block diagonal subalgebra of
A,D is the even part, and the off diagonal subspace of B,C is the odd part. In the (−) case, it
is the algebra of all matrices of form
A B
B A
 (each block A or B is repeated), where the block
diagonal submatrix A is the even part, and off diagonal submatrix B is the odd part. The faithful
representation for (+) is irreducible, but not for (−).
A useful fact is that any two embeddings of a ungraded central simple algebra into another
central simple algebra are related by an inner automorphism; in particular, any automorphism of
an ungraded central simple algebra is inner.
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Let us fix some elements of a graded central simple algebra D. If D is simple as an ungraded
algebra (the type (+)), then there exists uD ∈ D such that uDxu−1D is x if x ∈ D0 and −x if x ∈ D1;
such uD must exist because it gives an inner automorphism of D. The chosen uD has to be even
since uDuDu−1D = uD. Since u
2
D is in the even center of B, it is a scalar, which we choose to be 1. If
D0 is central simple (the type (−)), then the center Z(D) has to be F⊕ vDF where v2D = 1. We see
D1 = v2DD1 ⊆ vDD0, but vDD0 ⊆ D1, so they are equal. For example, in the algebra of Majorana
operators (the Clifford algebra) uD or vD is the product of all Majorana operators.
If A is a graded algebra and B is a graded subalgebra of A, then the supercommutant of B
in A is defined to be the direct sum B′ = B′0 ⊕ B′1 where
B′0 = {x ∈ A0 : xb− bx = 0 ∀b ∈ B},
B′1 = {x ∈ A1 : xb1 + b1x = xb0 − b0x = 0 ∀b0, b1 ∈ B1}.
The supercommutant is a graded algebra. Note that if B is central simple with a nonzero odd
part, then it suffices to consider the condition b1x + xb1 = 0 to compute B′1 since B21 = B0 [59,
Lem. 1]. For example, in the algebra of Majorana operators γ1, . . . , γn, the supercommutant of the
subalgebra of γ1, . . . , γk is the subalgebra of γk+1, . . . , γn.
Lemma A.5. Let A be a finite dimensional †-closed graded central algebra over F = C acting on
an inner product space, and B be a †-closed central graded subalgebra of A. Then, A is the graded
tensor product of B and its supercommutant, and the supercommutant is also †-closed central as a
graded algebra.
This is an analogue of the statement for the finite dimensional ungraded case: If A is a
finite dimensional central simple algebra over C, and B a central simple subalgebra of A, then A
is isomorphic to the tensor product of B and its commutant.
Proof. We use elements uA, uB, vA, vB whenever they exist. By Lemma A.3 both A and B are
simple.
(1) If A is (+) and B is (+), then consider the commutant C of B in A. C has grading naturally:
C = (C ∩ A0)⊕ (C ∩ A1). We find B′ = C0 ⊕ (C1uB). (The even part B′0 = C0 is by definition. For
any odd element f ∈ B′1, we see uBf ∈ A1 commutes with B1.) We need to check if the natural
map ϕ : B⊗grB′ → A is injective; the map being a homomorphism is clear by definition of ⊗gr,
and the surjectivity will follow by dimension counting, since we know A ∼= B ⊗ C as ungraded
algebras. Thanks to inner automorphisms uA and uB, we see B⊗grB′ =
⊕
j,k=0,1 Bj⊗B′k, but since
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each direct summand is isomorphic to Bj ⊗ Ck as C-vector spaces, and the ungraded product map
B ⊗ C → A is injective, we see that ϕ is injective.
(2) If A is (−) and B is (+), then A = A0 ⊕ vAA0 with A0 central simple. Let C be the
commutant of B in A. We find B′ = C0 ⊕ (C1uB) for the same reason as in (1). Since vA ∈ Z(A),
C1uBvA ⊆ A0 commutes with B, and hence is equal to C0. That is, B′ = C0 ⊕ vAC0.
Consider B˜ = B0 + vAB1 ⊆ A0. The sum B0 + vAB1 is in fact direct, since vA is in the center of
A and uB can tell B0 from B1. Moreover, B˜ is †-closed, and if there is a central element b0 + b1vA
then b0 + b1 is a central element of B, so the ungraded B˜ is central, and hence also simple. Since
vA ∈ Z(A), the commutant of B˜ in A0 is precisely C0, which in turn has to be central simple
as an ungraded algebra. So we have the ungraded isomorphism B˜ ⊗ C0 → A0; in particular,
dimB ⊗ C0 = dimA0, and thus dimB ⊗ B′ = dimA.
It remains only to show that the map B⊗grB′ → A is injective, for the same reason as in (1).
Due to the grading of A that is given, and the grading of B by uB, it suffices to consider Bi⊗B′j →
Ai+j mod 2, whose injectivity follows from that of B˜ ⊗ C0 → A0.
(3) If A is (+) and B is (−), then we introduce an auxiliary central simple algebra E = C⊕Cγ
of type (−). Consider E⊗grA and its subalgebra E⊗grB, We then in the situation of case (2), and
the desired result follows by taking the supercommutant of E .
(4) If A is (−) and B is (−), then similarly we take E⊗grA ⊇ E⊗grB, to use the argument of
case (1).
Finally, it is clear that B′ is †-closed. The centrality follows because any even central element
of B′ is a central element of A.
Proof of Theorem A.1. The argument is parallel to that of [1] using Lemma A.5 in place of the
ungraded version that we have noted in between the statement of the lemma and its proof.
The interaction algebra Ai→j is a †-closed graded algebra over C, since Pi,j is hermitian. If
Ai→j is not central, there would be an even subalgebra that commutes with all other interaction
algebras at site j. Choosing an even minimal projector in the center of Ai→j for each neighbor i
of j, we construct a projector Π′j at site j. Restricting to the image of Π
′
j , we may assume that
Ai→j is central, for any i and j. The same remark goes into the supercommutant of all interaction
algebras at site j, and hence we may assume that the algebra generated by all interaction algebras
at site j is central, for all j.
By inductively applying Lemma A.5 we see that the algebra generated by all interaction algebras
at site j is a graded tensor product of Ai→j where i ranges over all neighboring sites of j. So, the
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problem is reduced to an instance where there are only two sites and one Hamitonian term P . Let
AL and AR be the interaction algebras of the term on the left and right sites, respectively.
Choose any nonzero even minimal projectors QL ∈ AL and QR ∈ AR, where the minimality
means that QL(R)OQL(R) ∝ QL(R) for any even O ∈ AL(R). (The minimality is a way of speaking
of “rank one” projectors without referring to a representation space, which may not be physical on
its own since AL,R may be (−), in which case we have an unpaired Majorana mode.) Let us think
in terms of the faithful representations of Remark A.4. In every case out of four cases (AL,±)
and (AR,±), QL⊗grQR is some even projector, and P can be conjugated by an even unitary
ULR ∈ AL⊗grAR to become P˜ that commutes with QL⊗grQR. Further restricting the Hilbert
space of the two sites L,R by QL and QR, the problem is reduced to the situation where QL = 1
and QR = 1. Then, the only possibility is that P˜ is either 0, 1 or (1 + iτLτR)/2.
The projector Πi is the product of Π
′
i and Q’s that restricts the algebra on each site.
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