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1. INTR~DU~TION 
1 .l PRELIMIN.~RIE~ 
This paper is a continuation of the authors study of homogeneous differen- 
tial systems on the probability (n - 1) simplex Sz [I]. Here we are concerned 
with the quadratic system 
i =f(x), x = (Xl , x2 ,..., X,)‘E i-2 (l.la) 
(* = d/dt)wherethecomponentsfi,i = 1, 2,..., n,off: 
(l.lb) 
are defined by the tensor {&} of order n having n3 real constants which satisfy 
a:k = a& , for all i,i, k E (1, n) 3 {1, 2 ,..., n}; (l.lc) 
T ‘ik = O, for all j,KE(l,n); (l.ld) 
aik >, 0, for all j # i, k + iE(1, n). (l.le) 
System (1.1) governs mathematical models for large interacting populations 
of n constituents. Here the numbers xi represent the fraction of constituents 
of type i, i = 1,2,..., n and satisfy the conservation law: xi xi q = 1. We note 
that the assumption: x E Q m (l-la) is consistent with ([I], Corollary 1) 
which implies that a trajectory of (I .l) Iying in Q at initial time remains in 5;! 
for all later time. 
Results contained herein apply as well to similar systems confined to 
Cj WAX, = const., xi > 0 for wi > 0, i = 1,2 ,..., n, which can be reduced 
to our case by a linear transformation [I]. For related work see [Z], [2] and 
the references contained therein. 
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Section 2 deals with properties of system (1 .I) for general n ;z 3. In [I] 
the author proved that system (I .I) h as at least one critical point on Q. 
A classification of systems in Section 2.2.1 relates to the location of critical 
points on Q. In Section 2.2.2 an existence theorem for internal critical points 
strengthens previous results. The stability of both internal and boundary 
critical points is discussed in Section 2.3; a principal result is Theorem 13 
which gives a simple sufficient condition for an internal critical point to be 
asymptotically stable in the interior of L?. 
Section 3 summarizes results for the low dimensional systems: n = 2 
and n = 3. 
1.2 MATHEMATICAL MODELS 
1.2.1 Volterra Model. Perhaps the best known work on quadratic models 
of our type is Volterra’s treatise on the biological struggle for life [5]. The 
equations for these models are distinguished by the form 
i$ = x, c c,jxj ) i = 1) 2,. . . , n, (1.4) 
i.e. the special case where relation (1 .le) holds with equality. Here X, , say, 
denotes the fraction of species of type i at time t and the czj are biological 
constants satisfying cij = -cji , i.e. the n x n matrix C = (cij) is skew- 
symmetric. For the case n = 2, we have the system 
2, = CIBXIXZ ) g:, r -2, 
so that x,(t) -+ 0, or 1 as t -+ co according as cl2 < 0, or > 0. In the general 
case if there exists an internal critical point 5 then it can be shown that system 
(1.4) has an integral invariant. Indeed, since each Ei(Cj cijEj) = 0 with Ei > 0, 
x:j ~~~5; = 0 for all i. But as C is skew-symmetric, Cj c,&, = 0. Hence when 
each xi > 0, 0 = Cj (x.i cijti)xj == xi Ei(zci xi ciixj)/xi = x.i Ei(nj/xi) = 
d/dtJTi ti log xi . Hence, xi ti log xi =- const., i.e. Llzx:a = const. 
Since in the Volterra case xi is a factor of *‘i , a species initially absent from 
the system remains so for all time. In a more complicated situation, a nonzero 
aik for distinct i, j, k allows for a creation of constituents originally absent 
from the system. 
1.2.2 Boltmnann Model. The following finite analog of the Boltzmann 
model for gas dynamics provided the motivation for this investigation. 
Here molecules of a dilute uniform gas have n possible velocity characteristics 
which may be changed only through binary collision with other molecules. 
We give here a brief outline of the model rigorously developed in ([4], 
Chapter 6). 
Consider a uniform gas composed of spherical molecules all of the same 
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radius and mass. Let the velocity space of the molecules which we assume to 
be E3 be partitioned into n regions R, , R, ,..., R, , Ri n Rj = ti for i f  j, 
and (Ji Ri = E3. Define for i = 1, 2 ,..., n, 
q(t) = 
(fraction of molecules which have velocities 
{lying in region Ri at time t. I 
Making appropriate assumptions ([3], p. 112) allows us to assert 
\number of /-m 
jcollisions/unit time; = t-%&x, 
for some ptrn > 0. Of the total number of R, molecules involved in collisions 
with R, molecules denote by pjnl that fraction of R, molecules which are 
scattered into Ri . Evidently ( pim , p;, ,..., PC”,,) is a probability vector for 
each pair 8, m and hence lies in Q. Moreover 
number of Rt molecules scattered into region Ri) 
due to dm collisions per unit time f = P&p&p~x, 
from which evidently 
I 
net change in population of region Rii 
due to binary collisions per unit time/ 
= z Pid-%TPtxm - g Ph%nXiXm 
= 2 uf,x,x, , i = 1, 2 )..., n, U-5) 
for u& = &(( p>, + pi,) - (ai, + SinJ)pCm where 6, is Kronecker delta. 
Now if we assume that changes in xi depend only on binary collisions-not 
on external forces, the effects of the walls of the container, etc.-the fluctuation 
in population of xi can be studied by system (1 .l). 
1.3 SPECIAL NOTATION 
The following notation will be used throughout this paper. The notation 
* 3 0 (= 0, etc.) where * is a vector or a matrix indicates that all elements 
of . are 3 0 (= 0, etc.). I f  S C Q then So denotes the interior of S relative 
to the lowest dimensional Euclidean m-space Em (m 3 1) containing S. 
In particular Q” denotes the interior of Q. If  x E 0, the support of x denotes 
{i E (1, n) 1 xi > 0), and Q, = (x E Q / x has support I}, I C (1, n). 
We let X? denote the boundary of 0: 
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and also for i = 1, 2,..., n: 
ei - the ith vertex of 9: eii = 1, ,.i z 0 3 for j f  i; 
Fi - the ith face of Q: F, = {x E Q / xi = 0) ; 
A* - the matrix with elements {a:, ;j, k == 1, 2,..., n). 
2. ?z-DIMENSIONAL SYSTEMS 
2.1 SOME BASIC PROPERTIES 
We begin by stating the following immediate properties of quadratic 
functions which are crucial for much of what follows. 
LEMMA 1. Let g be a real-valued polynomial of degree at most 2 in the 
components of x. Also let e be a given line in En. 
(i) The function g vanishes at 3 points on / i f f  g vanishes identically on 8 
(ii) If g # 0 on 8, then g vanishes at most twice on /. I f  g vanishes at 
exactly two distinct points x, y  E L Jn then sgn g on (CO x) is equal to sgn g on 
( y  co) and opposite to sgn g on (2~). 
Consider now the 27~ sets 
> si* = cqx E $20 / f$(X) ’ 0 < }y (2.1) 
and their intersection 
si = si+ n s,-, (2.2) 
the zero isocline of fi , i = 1, 2 ,..., n. Here ct{.*.> denotes the closure of {.e.}. 
LEMMA 2. Si+ and Si-are closed, connected subsets of .Q and S;i- u Si- = B. 
Proof. Sit and Si- are clearly closed and have union Q. It then suffices 
to show S,- is connected for fr + 0. Suppose first y  E S,-. Then the line 
coelyco intersects FI at some point z. Kow fi(el) < 0 and f(s) >, 0 so by 
Lemma 2.1, [ely] C S,-. Hence any two points uv E S,- may be connected 
by the two line segments [Uel], [ elv each of which is connected in S,-. ] 
Therefore S,- is connected. 
Suppose next y  E S,+ the line coelycc likewise intersects FI at some point z, 
and we similarly conclude [ yz] C S, +. Now if w EF~ n S,+ then [zw] C S,+. 
Indeed, if not, then there exists a point u E (zw) for which u E S,- n F,O. 
But fi(u) < 0 for u E F,O if f  fr vanishes on FI , i.e. fi + 0 has x1 as a factor. 
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But in this case S, is an (n - 2)-dimensional hyperplane which partitions Q 
into S,+ and Sr-, and S,- must therefore contain either z or w, a contra- 
diction. Thus for any two points U, z, E S,+ there exist points y, z E FI such 
that line segments [my], [yz], [ZV] are all contained in S,+. Thus S,+ is 
connected and the proof of Lemma 2.2 is finished. 
2.2 EXISTENCE AND LOCATION OF CRITICAL POINTS 
2.2.1 Classi$cation of Systems. Th e existence of at least one critical point 
of system (1.1) on Sz was proved in [I]. The following three classes of systems 
relate to the existence and location of critical points on the boundary &Q of Sz 
and are given in order of decreasing generality: non-degenerate, completely 
positive, irreducible. A fourth class, degenerate systems, as described below 
usually leads to a lower dimensional problem. 
1. A nondegenerate system may have a critical point anywhere on 8sZ. 
DEFINITION. System (1.1) is said to be nondegenerate, if there exists no 
subset I C (1, n) such that Ciel Ai 3 0. Otherwise, a system is said to be 
degenerate. 
Note: Since xi Ai = 0, the above definition can also be stated with 
Ciel Ai < 0. 
THEOREM 1. System (1.1) is nondegenerate iff for any subset J there 
exists a j E J such that CiEJ a$ < 0 for some k E (1, n). 
Proof. The “if” part follows easily by stating the hypothesis with 
successively J = I, --I. 
Assume now (1.1) is nondegenerate and the conclusion is false. Then there 
exists a proper subset I of (1, n) such that for all k E (1, n) and j E I, 
gaii; 3 0. (2.3) 
But by (l.le), (2.3) is also satisfied by j, k 6 I and hence for all j, k E (1, n). 
Thus (1.1) is degenerate, a contradiction. 
THEOREM 2. A nondegenerate system has the following properties: 
for i = 1, 2 ,..., n, 
(i) Ai has two nonzero elements of opposite sign; 
(ii) Ai has two nonzero eigenvalues of opposite sign; 
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(iii) there exist points yi, xi in Q which satisfy fi( yi) < 0, fi(zi) :> 0. 
The points yi, xi may be chosen either on 22 or Q”; 
(iv) ei E Si- 
Proof. (i) follows from definition and (1 .ld), (ii) from (iii) which states 
that the quadratic form (A%, X) = f2(x) h as indefinite sign in Q”. We show (i) 
implies (iii). Assume i = 1. By continuity, it suffices to show: u& f  0 then 
there exists a point y  E 3Q such that ajlg and fi( y) have like sign. We treat 
the case: 1 = j f  R; the proofs of the other cases are similar and are left 
tothereader.Defineybyy,-ol,y,-1-~,yt=Ofor&#l,Cfh. 
Then fi( y) = a:,a’ + 2a&41 - a) + c& . Since &a:, < 0, sgn( fi( y)) = 
sgn(aili) for an appropriate choice of a: E (0, 1). 
The proof of (iv) is trivial if e1 E S, or fi(el) < 0 so we assume e1 $ S, and 
fi(el) = 0. Then there exists a neighborhood N of e1 inQsuch that N n S’;+ O. 
Now NC S,-. Indeed by (iii), there exists at least one point z E Q” such 
that fi(z) < 0. The line C: ae%co contains points u EN, ZI E F,O. But 
fi(el) = 0, jr(z) < 0, jr(~) > 0 implies fi(u) < 0. Hence N C S,- and the 
proof is finished. 
2. A completely positive system may have boundary critical points only 
at the vertices of 52. 
DEFINITION. System (1 .l) is completely positive, if for each i E (1, n), 
a&) < 0, for some d(i), and 
ajcijpfij ) 0, L for some j(i) -;E i, k(i) $= i. 
THEOREM 3. The following are equivalent: 
(i) System (1 .l) is completely positive; 
(ii) System (I .I) is nondegenerate andfor each i, 
%i)k(i) > O for some j(i) f  i, h(i) f  i; 
(iii) System (I. 1) is nondegenerate and no fi has the Volterra form (1.4). 
3. An irreducible system has all its critical points in the interior Qa of J2. 
DEFINITION [/I. The tensor {al,] is irreducible, if for any two disjoint 
subsets I and J of (1, n) with I u J = (1, n) there exists a nonzero element 
a&withiEiandj,kEJ.System(l.l) is said to be irreducible, if its defining 
tensor {uII;} is irreducible. 
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THEOREM 4 [I]. A necessary and suJ%ient condition for system (1 .I) to 
have no boundary critical points is that the system is irreducible. 
Remark. The irreducible tensor is a three dimensional analog of an 
irreducible matrix. 
Remark. Note that by Theorem 4 the irreducibility of {a:,} is a sufficient 
condition for the existence of an internal critical point for (1.1). 
The various equivalent properties of irreducible systems are summarized in: 
THEOREM 5 ([I], [2]). The following are eguivalenf: 
(i) {a:,} is irreducibze. 
(ii) for each x E LLQ, xi = 0 implies the existence of a first nonvanishing 
derivative dm/dtm fi(x) which is positive and 0 < m = m(x, i) < 2n-2. 
(iii) for each pair of distinct indices i, j E (1, n) there exists a corresponding 
. . . . . . sequence a = zuzl a, = j of length m ,< (“2) such that 
m-1 
;a$;+0 for jnE{io,il ,..., i,}, q=O,l,..., m-l. 
(iv) {ajk} has a strongly connected graph (as defined in [2]). 
Remark. The above concepts have the following interpretation in terms 
of a physical model. An irreducible (resp. completely positive) physical 
system has the property that if constituents are initially all of one type 
(resp. of all types but one) then at some later time there will be constituents 
of all types. One physical interpretation of nondegeneracy is more compli- 
cated: given that there are constituents of all types it is possible for a con- 
stituent of any given type to initiate a chain of interactions which leads to the 
creation of a constituent of any other given type. 
DEGENERATE SYSTEMS 
A degenerate system 1s one for which there is a subsystem { Ji , i E I} such 
that Cisrfi > 0 (< 0) on S2. If  xiElfi > 0 on Go, the problem reduces 
to one of lower dimension. 
THEOREM 6. A degenerate system for which CiGl Ai f  0 for all non-empty 
proper subsets I C (1, n) can have no internal critical point. 
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For a physical system with Cisi,fi = 0, the growth/decay of the total 
population of species in I is independent of all j $1. Note however that the 
growth or decay of an individual species may be affected by those not in I; 
consider for example, the degenerate system 
./i(x) = -xl2 + x2? - 2(+?, - %X4), fi(X) = -f&>, 
f&4 = -x32 + xq2 - qv, - “%x4), .f4(4 = -f&). 
2.2.2 EXISTENCE OF AN INTERNAL CRITICAL POINT 
The following theorem sharpens the sufficient condition of irreducibility 
for the existence of an internal critical point. 
THEOREM 7. Let system (1.1) be completely positive. Then ;f ei $ Si , 
i = 1, 2, 3, then the system has an internal criticalpoint. 
Proof. Denote by 0 the convex hull of points formed by the intersections 
of the n hyperplanes Hi = {x E Q / x; = 1 - c} with Q where E is sufficiently 
small that x E Q, xi > 1 - E implies fi(x) < 0. Now x E Fio implies f*(x) > 0. 
Hence all semitrajectories {x(x0, t), t 3 to}, x0 E Q are contained in 9. 
Thus by the Brouwer Fixed Point Theorem, $ contains a fixed point f  
of system (1 .I). In view of the above boundary conditions, f  must lie in 
LI~CL? 
THEOREM 8. Let (1.1) b e completely positive. Then ei E Si i f f  a$ = 0 and 
there exists a j f  i such that aij 3 0 and aij + aij > 0. 
Proof. Assume i = 1. If  e1 E S, then as S, n Q” f  o there exists a 
i f  1 such that for every sufficiently small E > 0 the point y(c) defined by 
Yl(C) = 1 - E, 
lies in S,+ - S, , Thus 
Yj(E) = 6, yk(e) = 0 otherwise, 
as u:, = 0 the conclusion readily follows. Conversely if the above relation 
is satisfied for arbitrarily small E there exists a sequence (zn}~~r of points 
.zn~Qo n S,+ = S, with zzn ---f e1 as n + GO. Hence e1 6 S,+. 
2.3 STABILITY OF CRITICAL POINTS 
2.3.1 Preliminaries. Let 5 be a critical point of system (1.1). The critical 
point [ is said to be stable, if for any E > 0 there is a 6 = 6(c) such that 
x0 E Sz and I/ x(x0, to) - E 11 < 6 implies j/ x(x0, t) - [ I/ < E for all t 3 to; 
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unstable, if it is not stable; asymptotically stable, if there exists a 6 > 0 such 
that x0 E Sz and 11 x(x0, to) - 6 jl < 6 implies lim,,, x(x0, t) = 6; asymp- 
totically stable in G, if lim,,, x(x0, t) = j for all x0 G G, G C Q. 
Let V be a real valued function defined on Q with 
V(x) = lip $p ((V(x + hf(x)) - V(x))jh}. (2.4) 
Massera [6] proved: 
THEOREM 9. Let G be a region enclosing ( such that V and - V are positive 
definite with respect to E in G and such that V has an infinitesimal lower bound, 
I.e., there exist three monotone increasing real valued functions a, b, c defined 
on [0, CD) each of which vanishes at 0 such that 
and 
(2.5a) 
0 < c(llx - 511) < -V(x) (2.5b) 
where equality holds in all cases if f  x = (. Then ( is asymptotically, stable in G. 
If  A4 is an n x n complex matrix with eigenvalues ci , cs ,..., c, then M 
is said to O-stable, if one cj = 0, and Re(c,) < 0 otherwise; unstable, if some 
Re(q) > 0. 
2.3.2. Stability of Internal Critical Points. Let 5 denote an internal 
critical point of (1.1). We write x = 5 + y  where x E Q implies 
y  E {z E En I C z< = O}. 
Then 9 = f f  and system (1.1) can be written 
9 = 4~ + O(lly II”) as I/Y II - 0, 
where R, = (rij) is given by 
rij = 2 C a&Sk 
k 
(2.6) 
(2.7) 
THEOREM 10. R, has the following properties: 
(i) R,[ = 0. 
(ii) R,ru = 0 (u = (1, l,..., l)=) 
(iii) R has a nonpositive diagonal. Moreover, rii = 0 i f f  aii = 0 and 
ajz = 0 for all j, k pairs with j f  i, k f  i. 
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Proof. (i) and (“) u are immediate from the definition of 6 and (l.ld). 
To prove (iii) note that the equation (Ait, [) = 0 may bc written as 
(C’ denotes sum for all j f  i, k f  i), or as Ei > 0, 
But as ufi < 0 and aik > 0 for ,j f  i, k f  i, yii < 0 with equality holding 
i f f  each of these elements vanish. 
In [I], the author proved the following theorem for more general multi- 
dimensional homogeneous systems. 
THEOREM 11 [I]. An internal critical point 5 is 
(i) asymptotically stable, if the matrix R, is O-stable, 
(ii) unstable, if the matrix R, is unstable. 
For quadratic systems and n = 3 Theorem 11 may be sharpened. We first 
prove the following useful lemma: 
LEMMA 3. Let M be a singular n x n matrix such that Mt = 0, MT, = 0 
for n-tuples 5 > 0, q > 0. Tlzen the cofactors {mij} of M satisfy 
mij = (Titj/yL[fi)mtl’, all i, j, k, do (1, n). (2.9) 
Proof. We first show mii :: ([J,$Jmik. Denote by Mij the submatrix 
obtained from M by deleting its ith row and jth column. Let 
PC = ht y  m2t ,-, mtieljc , m(i+l)r ,..., m,dT, & = 1, 2 ,..., n. 
Then Mi” = (p 1) CL2 t...t ,+ I...> pk-1 9 pk+l Y..., pJ. Now as Mt = 0, mek = 
-&k m&ltk > and therefore MikC = (CL1 , IL2 ,..., tLk ,*.., tLk-1 , pk+l >..., Pn) 
where C equals the (n - 1) x (n - 1) identity matrix except that its jth 
column is -l/[,(Er ,..., tkel , [k+l ,..., [JT. Thus Mij = MikCD, where D 
is a permutation matrix with determinant (-I)“-‘-‘. Hence 
,ii = (-I)i+j det Mij 
= (-])i+j(-l)i+k(-5;/~,)(-1)k-j-lmiL 
= (,$J&)mi”. 
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Similarly we may show mik = (vi/qe)mEk. Hence rnij = (&/&J(&c)mdk as 
required. 
COROLLARY 1. The cofactors of R, either all vanish or are all nonzero and 
of the same sign. 
THEOREM 12. Let 6 = (tl, & , E,)’ b e a critical point for system (l), 
n = 3. Then a suficient condition for 6 to be asymptotically stable is that 
rii < 0 for one iE (1,3), (2.10a) 
and 
rjj > 0 for one (all) iE (1,3). (2.10b) 
Proof. The matrix R, has characteristic equation 
f(h) = h(h2 - (rIl + r22 + r&c + (rll + r22 + 9”)) = 0. 
For R, to be O-stable, the equationf(c)/c = 0 must have roots with negative 
real parts, that is 
and 
rll + r22 + r13 < 0, (2.1 la) 
rll + r22 + 9 > 0. (2.11b) 
From Theorem 10 (iii) and Corollary 2.1, conditions (2.10) and (2.11) are 
equivalent. 
Again let n > 3. From Theorem 2.11 follows 
COROLLARY 2 [I]. A su$icient condition for 6 to be asymptotically stable 
is that R, be irreducible with nonnegative off-diagonal elements. 
The following main result of this section sharpens Corollary 2 for quadratic 
systems. 
THEOREM 13. Let system (1.1) have the following two properties: 
(i) no fi vanishes identically 
(ir) R, has nonnegative off-diagonal elements. 
Then 5 is asymptotically stable in GO, that is, x(x0, t) -+ E for all x0 E 520 as 
t--t co. 
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The method of proof is based upon Lemmas 4 and 5 below. We need the 
following definitions: 
all j and $ < “L’,!L! 
Ei,l )’ 
for i = 1, 2,..., n, where x,, = x, , x~+~ = x1 . 
LEMMA 4. Assume the hypothesis of Theorem 13. Then 
(i) 0 < 1 &xlc for j # i 
(ii) fib4 L (42EJ 1 rikxJc f  or xEL~, i 
k 
(iii) fd(x) > 0 
1, 2,. . . , n , 
where 
(iv) inequalities (ii) and (iii) are strict for x E Lie, and 
(v) all inequalities are strict for the case where R, has all off-diagonal 
elements positive. 
Proof. Let i = 1. Then for j f 1, assuming all off-diagonal elements 
positive 
proving (i). Now for x EL, , 
> (xl/25l2) (; ‘lk’tkj 
= 0, 
proving (iii), (iv), and (v). 
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LEMMA 5. Assume the hypothesis of Theorem 13. Then Si cannot intersect 
Zi except at ei and E. Moreover, fi( y) < 0 f  or all points y  between ei and 6 on Zi . 
Proof. Suppose Si n Zi contains a point w distinct from t and ei. Now 
fi(ei) = aii cannot be negative. Indeed fi(ei) < 0, fi(w) = fi(Q = 0, and 
f&z) > 0 for x the point of intersection of Zi and Fi , violates the quadratic 
character of fi . Thus as utj < 0 we may assume fi(ei) = 0 from which it 
follows that fi must vanish on Zi . But flj+i.zj # 0 and so a;,. = 0 for all 
j, k f  i, which in turn implies rij = 2a:,tj > 0 for j f  i. Thus Ai > 0 
and the system is degenerate. But Ai f  0. Hence by Theorem 6 the system 
cannot have an internal critical point, a contradiction. The second part of 
Lemma 5 is now immediate. 
Remark. To motivate the following proof of Theorem 13, we sketch a 
proof for n = 3 under the additional assumption that ei # Si , i = 1,2, 3. 
Consider the region A, bounded by a “thin” triangle with vertices [, 
(1 - 6, 6, 0), (1 - 6,0, 6). Define /la and /la similarly. Here 6 is chosen so 
small that fi(x) < 0 for x E fli - (6) (by Lemma 5). Also define 
Mi = Ui- - (Jf=, /li , i = 1,2, 3, and furthermore let fi = ( (Ji fl J u ( Ui Mi). 
By Lemma 4 (i), (v), fi(x) > 0 for x EM, . Hence we are led to consider 
the function 
where the ai’s and pi’s are so chosen to make V(x) continuous. This can be 
done as shown below under more general circumstances. Then as fli n Si+ = 
0 and Mi n S’- = o it is then a simple matter to prove V has the requisite 
properties for a Liapunov function for [ on fi. Letting 6 + 0 we conclude 5 
is asymptotically stable in GO. To handle the general case where ei may lie on 
Si we first consider a simplex Q(E) with vertices O(E) away from ei lying 
on zi . Then by Lemma 5 for every E > 0 sufficiently small the vertices of 
Q(c) lie in Si-. We similarly define J&S), 8 = S(E). 
Proof of Theorem 13. Denote by Q(E), 0 < E < 1, the convex hull of 
Ei = {(I - e)ei + ~5, i = 1, 2 ,..., n}. For i = 1, 2 ,..., n, define 
Si = Q[l - E + l Ei - SUp{Xi 1 X E Si n Q(c)}]. 
and for 6 = min(<, 6, , 6, ,..., S,} denote by /li the convex hull of 6 and 
(n - 1) points c(i,j) where 
((i, j) = (1 - S)di + S&j, j = 1, 2,..., i - 1, i + I, . . . . n. 
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Next, define for i = I,2 ,..., n, 
Mj =LinQ(a) - (i,lq. 
j=l 
Finally, let 
0 = ( (j M”) u ( ij Aj). 
j=l i=l 
Consider the function V(X) defined on 9 by 
i 
(1 - 8 - &>-l (Xi - L), XEAj, 
V(x) = (2.12) 
XEMi, 
Clearly V(t) = 0 and V(x) > 0 for x E &’ - (5). 
We show V(x) is continuous, e.g. at A, n M, . This boundary lies on the 
hyperplane passing through 5 and the (n - 2)-points [(l,j), j = 3, 4,..., n. 
Thus x E A, n M, implies 
~1x1 + 62x2 + *-* + a,x, = 0 
for a, = A(1 -8)-l, a2 = 1 - 6;’ + ~r/~,(l - 8)-r, uj = 1 forj = 3,4, . . . . n. 
Now since x E D we can eliminate xa , xd ,..., x,, from the above equation and 
thereby obtain 
for which (***} reduces to [r/(1 - 6 - E,). 
From (2.4) we immediately have 
I 
(1 - 6 - tJ-‘fi(x>, 
T(x) = 
x E 4 - $J W 
-~~tf~(x)~ XEM, -&li 
(2.13) 
i 
and where the value of v(x) for x on a boundary of a (li or nlr, is one of the 
above two cases for some i (depending on the “direction” of the vectorf (x)). 
Consider now the 2n real valued functions pi*, i = 1,2,..., n, defined by 
pi+(l) = inf{-fdx) I x E Ai and X< 3 [i + r}, 
pi-P) = inf(h(4 I x E Mi and xi < fi - Y}. 
The functions pi+ appropriately defined outside the specified ranges are 
monotonically increasing functions on [O, co) and pi+(O) = 0. 
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Now A, n Si+ = @ since by definition of 6, A, n Si = ia and fi(X) < 0 
for x E Zi n fli (Lemma 5). Moreover Mi n Si- = o (Lemma 4). Hence 
pi+(s) > 0 for s > 0. 
Hence -p(x) > bjl x - 5 /j for any b sufficiently small that pi+(ll x - [ 11) > 
(1 - f3 - &)b II x - E II f or X E fli , pi-(/l X - t 11) 3 [ib /j X - 5 II for X E fII$ . 
Thus V is a Liapunov function for 4 and so 6 is asymptotically stable in 0. 
Letting E -+ 0 we conclude 5 is asymptotically stable in @. 
2.3.3 Stability of Boundary Critical Points. Let y E .QI = {X E aQ j Xi > 0 
iff i E I}. By definition, y is stable iff 
;fi(Y) t 0 (2.14) 
for every z E 52 sufficiently near y. 
THEOREM 14. A necessary condition for a boundary critical point y  E Sz, 
to be stable is 
for each k $ I. (2.15) 
Proof. Assume y E Q, is stable. As y is critical it is necessary that 
p$k = 0 for all j, k E I. 
Then by (2.14) for y + ES E Q for all sufficiently small E > 0, 
+ 2 C C C $,y, 6, + O(4 
&I jeI k$I 
Now by (2.16), 
(2.16) 
and so the first term on the right hand side of (2.17) is non-negative. Rela- 
tion (2.15) then follows by observing that the Sk for k $ I are non-negative and 
may be chosen arbitrarily. 
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DEFINITION. The face Q, of Q is said to be a (stable) criticaZ.fuce, if for 
every point of Q, is a (stable) critical point. A critical face is unstable, if at 
least one point is unstable. 
THEOREM 15. Let Q, be a critical face. Then Q, is stable ;ff xitl ili :- 0. 
Proof. I f  .Q, is stable, then inequality (2.15) is satisfied for y  E Q, . This 
implies 
(2.18) 
for all j E I, k $ I and by (1. Ic) for j $ I, R E I. But by (2.16), relation (2.18) 
holds for i, k E I and by (1. le) for j, k $ I a fortiori for all i, k E (1, n). 
Conversely, if Cisl Ai 3 0 then for each y  E Q, , and y  + ~8 E Q, relation 
(2.17) is satisfied for all sufficiently small E > 0 and so each y  E sZI is a stable 
critical point. 
COROLLARY 3. A nondegenerate system can have no stable critical face. 
In particular, a vertex ei can never be a stable critical point for a nondegenerate 
system. 
3. LOWER DIMENSIONAL SYSTEMS 
Here we summarize the results in [.3] for low dimensional systems. For 
n = 2, fi = -fi reduces to a special case of a Bernoulli differential equation. 
For n = 3, it can be shown that i = 1,2,3, Si+, or S,-, is a convex set 
according as det Ai 3 0, or < 0; if det Ai = 0, Si is a straight line. For 
completely positive (CP) systems in general, Si is a continuous curve joining 
the two sides, Fj , j f  i. Moreover Si n FjO for distinct i and j contains at 
most one point. 
In [3], the author shows: 
(i) CP systems for which no det Ai < 0 always have a unique internal 
critical point 5 which is asymptotically stable in 52”; in fact, x(xO; t) + E as 
t - co for all x0 E 8 except possibly when x0 is one of the vertices el, e2, e3. 
(ii) CP systems with exactly one det Ai < 0 may have no internal 
critical point but if one exists it is unique and asymptotically stable as in 
case (i). 
(iii) CP systems with all det Lli < 0 may have no internal critical point 
but if one exists it is unique. The question of the existence of periodic systems 
for these systems is as yet unsettled. 
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(iv) For each of the cases (i), (ii), and (iii) the existence of an internal 
critical point E implies rank (R,) = 2. 
(v) CP systems with exactly two det Ai < 0 exhibit a variety of con- 
ditions, e.g. multiple internal critical points, saddle points, irregular critical 
vertices, (see [3]). 
Some interesting properties of general planar systems can be obtained by 
examining the corresponding linear system obtained by writing y  = x - [ 
for a critical point 5. Letting R, = (rij), we have 
$1 = UYl + by, > a = f-11 - y13, b = r12 - yl3, 
$2 = cyl + dy, , c = r21 - y23 9 d = rz2 - r2r3 , 
for which a critical point is called 
1 center; 1 w < 0, u = 0; 
/ I spiral point; w <o, u # 0; saddle point; according as w > 0, v  < 0; node; w=o or w > 0, 2; > 0. 
where u = a + d, v  = ad - bc f  0, w = us - 4v, and v  f  0. In our case 
u = a + d = rll + rsa + r3s < 0 so the origin for the linear system cannot 
be an unstable node or unstable spiral point. Moreover, the type of critical 
point for (l.l), n = 3, is the same as that for the linear form. For all cases 
except the center the result is well-known. If  5 is a center then rll + ras = 
r13 + rp3 = -r33 which implies rrr = rz2 = r33 = 0. Then by equation (2.8) 
each a$ and a& for distinct i, j, k must vanish. Hence system (l.l), n = 3, 
has Volterra form (1.4) for which ,$ is a center. 
I f  (l.l), n = 3, has a finite number of critical points on Q (it may not [3]), 
let x denote the sum of Poincare indices of the interval critical points. Then 
x = 1 - v  where v  denotes the number of “irregular critical vertices”. 
Loosely speaking, critical vertices are said to be irregular when all three 
isoclines Si intersect at a vertex in such a way to create attractive vertex 
sectors in Q. For details, see [3]. 
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