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THE TAN 2Θ-THEOREM IN FLUID DYNAMICS
LUKA GRUBISˇIC´, VADIM KOSTRYKIN, KONSTANTIN A. MAKAROV, STEPHAN SCHMITZ,
AND KRESˇIMIR VESELIC´
Dedicated with great pleasure to Eduard Tsekanovskii at the occasion of his 80th birthday
ABSTRACT. We show that the generalized Reynolds number (in fluid dynamics) introduced by
Ladyzhenskaya is closely related to the rotation of the positive spectral subspace of the Stokes
block-operator in the underlying Hilbert space. We also explicitly evaluate the bottom of the
negative spectrum of the Stokes operator and prove a sharp inequality relating the distance from
the bottom of its spectrum to the origin and the length of the first positive gap.
1. INTRODUCTION
It is generally believed that a steady flow of an incompressible fluid is stable whenever the
Reynolds number associated with the flow is sufficiently low, while it is experimentally proven
that flows become turbulent for high Reynolds numbers (about several hundreds and beyond).
Historically, the first rigorous quantitative stability result for stationary solutions to the 2D-
Navier-Stokes equation (in bounded domains) is due to Ladyzhenskaya [21]. Her analysis shows
that given a stationary solution vst, any other solution v (with smooth initial data and the same
forcing) approaches vst exponentially fast
(1.1) v − vst = O(e−αt), t→∞,
whenever the generalized Reynolds number
Re∗ =
2v∗
ν
√
λ1(Ω)
is less than one. Here ν is the viscosity of the incompressible fluid, λ1(Ω) is the principal eigen-
value of the Dirichlet Laplacian in the bounded domain Ω, and v∗ stands for the characteristic
velocity of the stationary flow vst (see (3.8)).
In fact, the rate of convergence α in (1.1) is given by [21],
α = νλ1(Ω)(1 − Re∗).
To better understand the functional-analytic as well as (Hilbert space) geometric aspects of
the Navier-Stokes stability in any dimension, we introduce and study the (model) Stokes block
operator, which is the Friedrichs extension of the block operator matrix
(1.2) S =
( −ν∆ v∗ grad
−v∗div 0
)
initially defined on the set C∞0 (Ω)
n⊕C∞(Ω) of infinitely differentiable vector-valued functions
in the Hilbert space H = L2(Ω)n ⊕ L2(Ω), n ≥ 2 (cf. [3, 10]).
One of the principal results of the current paper links the Ladyzhenskaya-Reynolds number
Re∗ to the norm of the operator angle Θ between the positive subspace of the Stokes operator
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and the positive subspace of its diagonal part (see [7, 19, 26] for the concept of an operator
angle). That is, the following TAN 2Θ THEOREM IN FLUID DYNAMICS,
tan 2‖Θ‖ ≤ Re∗,
holds (see Theorem 2.4).
The essence of this estimate is the remarkable fact that the magnitude of the Reynolds number
limits the rotation of the spectral subspaces of the block Stokes operator.
We also show that the lowest positive eigenvalue λ1(S) of the Stokes operator S and the
bottom of its negative (essential) spectrum satisfy the inequality
| inf spec(S)| ≤ 1
4
[Re∗]2 λ1(S),
which is asymptotically sharp as ν →∞ or v∗ → 0.
In particular, the Ladyzhenskaya (2D-) stability hypothesis Re∗ < 1 yields the following
STABILITY LAWS :
• the relative spectral shift δ defined as ratio of the shift of the spectrum from the origin
to the left to the length of the spectral gap of the Stokes operator is bounded by
δ =
| inf spec(S)|
λ1(S)
<
1
4
;
• the maximal rotation angle ‖Θ‖ between the positive subspaces of the perturbed and
unperturbed Stokes operators is bounded by
‖Θ‖ < pi
8
;
• the Friedrichs extension of the block operator matrix
T =
(−ν∆− 12νλ1(Ω) v∗ grad
−v∗div 12νλ1(Ω)
)
is positive definite (via the geometric variant of the Birman-Schwinger principle for
off-diagonal perturbations [14, Corollary 3.4]).
We also observe that the Ladyzhenskaya decay exponent α provides the lower bound for inf spec(T ),
α = νλ1(Ω)(1 − Re∗) ≤ 2 · inf spec(T ),
which is asymptotically sharp in the sense that
lim
Re∗↓0
α
inf spec(T )
= 2.
All that combined gives the direct operator-theoretic interpretation for the 2D-Ladyzhenskaya
result in the framework of the linearization method in hydrodynamical stability theory.
The paper is organized as follows.
In Section 2, the Stokes operator S is defined as a self-adjoint operator in the Hilbert space
H. In Theorem 2.1, based on the quadratic numerical range variational principle (see Appendix
B), we obtain an estimate for the first positive eigenvalue and explicitly evaluate the lower edge
of S. Theorem 2.4, the Tan 2Θ-Theorem in fluid dynamics, is deduced from a general rotation
angle bound obtained in [14] for indefinite forms. In Theorem 2.5, we show that at low Reynolds
numbers, the qualitative spectral analysis for the Stokes operator is closely related to the one for
its principal symbol.
In Section 3, under the hypothesis that the generalized Reynolds number is less than one, we
discuss the Stability Laws and provide an operator-theoretic interpretation for the Ladyzhen-
skaya Stability Theorem [21, Theorem 6.5.12].
Appendix A contains supplementary material beyond the main scope of the exposition and
deals with the dimensional analysis of the problem in question.
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First, we provide a (heuristic) justification supporting the appearance of the characteristic
velocity parameter v∗ in the definition of the Stokes operator.
Next, as a result of the dimensional analysis, we naturally arrive at dimensionless variables
such as the generalized Reynolds and Strouhal type numbers, see (A.3) and (A.4) for their
definition. We also show that at low Reynolds numbers, their product and ratio is proportional
to the distance from the bottom of the spectrum of the Stokes operator to the origin and the
length of spectral gap of the diagonal part of the Stokes operator, respectively (see (A.5) and
(A.6)). This observation is illustrated in the Strouhal-Reynolds-Rotation angle diagram Fig. 2.
In Appendix B, we briefly recall representation theorems for indefinite (saddle-point) forms
and provide necessary information on the properties of their quadratic numerical range (cf. [27]
for the concept of quadratic numerical ranges for operator matrices).
We adopt the following notation. In the Hilbert space H we use the scalar product 〈 · , · 〉
semi-linear in the first and linear in the second component. IK denotes the identity operator on
a Hilbert space K, where we frequently omit the subscript. Given a self-adjoint operator S and
a Borel setM on the real axis, the corresponding spectral projection is denoted by ES(M).
Given an orthogonal decomposition K0 ⊕ K1 of the Hilbert space K and dense subsets Ki ⊂
Ki, i = 0, 1, by K0 ⊕ K1 we denote a subset of K formed by the vectors
(
x0
x1
)
with xi ∈ Ki,
i = 0, 1.
2. THE STOKES OPERATOR
Assume that Ω is a bounded C2-domain in Rn, n ≥ 2, ∆ = ∆ · In is the vector-valued
Dirichlet Laplacian, with In the identity operator in C
n, and ν > 0 and v∗ ≥ 0 are parameters.
In the direct sum of Hilbert spaces
H = H+ ⊕H−,
where H+ = L2(Ω)n and H− = L2(Ω) stand for the “velocity” and “pressure” subspaces,
respectively, consider the Stokes block operator matrix (cf. [10]) given by
(2.1)
( −ν∆ v∗ grad
−v∗div 0
)
.
We introduce a self-adjoint realization S = S(ν, v∗) of (2.1) as a unique self-adjoint operator
associated with the symmetric sesquilinear (saddle-point) form
s[v ⊕ p, u⊕ q]
= ν
n∑
j=1
ˆ
Ω
〈Djv(x),Dju(x)〉Cndx− v∗
ˆ
Ω
div v(x)q(x)dx− v∗
ˆ
Ω
div u(x)p(x)dx
= ν〈grad v, grad u〉 − v∗〈div v, q〉 − v∗〈p,div u〉
defined on
Dom[s] = {v ⊕ p | v ∈ H10 (Ω)n, p ∈ L2(Ω)}.
Here grad denotes the component-wise application of the standard gradient operator initially
defined on the Sobolev space H10 (Ω).
Using the inequality
|〈div v, p〉| ≤ ε‖(−∆)1/2v‖2 + C(ε)(‖v‖2 + ‖p‖2)
v ∈ H10 (Ω)n, p ∈ L2(Ω),
valid for any ε > 0, with C(ε) an appropriately chosen constant, one verifies that s on Dom[s]
is a closed semi-bounded form (by the KLMN-Theorem).
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We also remark that the closure of the operator matrix (2.1) defined on (H2(Ω)∩H10 (Ω))n⊕
H1(Ω) is a self-adjoint operator, see [10], which yields another characterization for the operator
S = S(ν, v∗).
We now provide more detailed information on the location of the spectrum of the Stokes
operator S.
Theorem 2.1. Let S be the Stokes operator. Then
(i) the positive spectrum of S is discrete and
λ1(S) ≥ νλ1(Ω),
where λ1(S) is the smallest positive eigenvalue of S and λ1(Ω) is the principal eigen-
value of the Dirichlet Laplacian in Ω. Moreover, the asymptotic representation
(2.2) λ1(S) = νλ1(Ω)(1 + o(1)) as ν →∞ or v∗ → 0,
holds;
(ii) the point λ = 0 is an isolated simple eigenvalue of S;
(iii) the bottom of the (essential) spectrum of the Stokes operator is explicitly given by
(2.3) inf spec(S) = −v∗
2
ν
.
In particular,
inf spec(S) = −1
4
νλ1(Ω)[Re
∗]2,
where
(2.4) Re∗ =
2v∗
ν
√
λ1(Ω)
is the generalized Reynolds number. Moreover, one has the estimate
(2.5) | inf spec(S)| ≤ 1
4
[Re∗]2 λ1(S).
Proof. (i). It is well known that the essential spectrum of the Stokes operator S is purely negative
[3], [10], [12], therefore, the positive spectrum of S is discrete.
The inequality
(2.6) λ1(S) ≥ νλ1(Ω).
follows from Lemma B.3 (vi) (see Appendix B).
To prove the asymptotics (2.2), we proceed as follows.
Let λ1(Ω) denote the first positive eigenvalue of the vector-valued Dirichlet problem
−∆f = λ1(Ω)f,
f |∂Ω = 0,
with f the corresponding eigenfunction. Introducing v = (f, 0)T ∈ H, one observes that
(2.7) ‖Sv − νλ1(Ω)v‖ = v∗ ‖div f‖ .
Using the standard estimate
dist(λ, spec(T )) ≤ ‖(T − λI)x‖‖x‖ , x ∈ Dom(T ),
valid for any self-adjoint operator T , from (2.7) it follows that
dist(νλ1(Ω), spec(S)) ≤ v∗ ‖div f‖‖f‖ .
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This yields the claimed asymptotics (2.2) for v∗ → 0 and, by rescaling, for ν → ∞. Taking
into account that the open interval (0, νλ1(Ω)) is free of the spectrum of S, we even get that
(2.8) νλ1(Ω) ≤ λ1(S) ≤ νλ1(Ω) + v∗ ‖div f‖‖f‖ .
(ii). We claim that
Ker(S) = {0⊕ p | p constant } ⊂ L2(Ω)n ⊕ L2(Ω).
Indeed, by [24, Theorem 1.3],
(2.9) Ker(S) = (Ker(−∆) ∩ L+)⊕ L− ⊂ L2(Ω)n ⊕ L2(Ω),
where
L+ = {v ∈ H10 (Ω)n | 〈div v, p〉 = 0 for all p ∈ L2(Ω)}
and
(2.10) L− = {p ∈ L2(Ω) | 〈div v, p〉 = 0 for all v ∈ H10 (Ω)n}.
Since Ker(−∆) is trivial, we have that Ker(S) = L−. This means that the pressure p is a
constant function for grad p = 0 (which is due to (2.10): 〈div v, p〉 = 0 for all v).
Since the essential spectrum of the Stokes operator is purely negative, it follows that λ = 0
is an isolated eigenvalue of S of multiplicity one.
(iii). We prove (2.3) by applying Lemma B.3 (iv) (see Appendix B) that states that
(2.11) inf spec(S) = infW 2[s],
where
(2.12) W 2[s] =
⋃
v⊕p∈H10 (Ω)
n⊕L2(Ω),
‖v‖=‖p‖=1
spec
(
ν ‖grad v‖2 −v∗〈div v, p〉
−v∗〈div v, p〉 0
)
is the quadratic numerical range (associated with the decomposition H = (L2(Ω))n ⊕ L2(Ω)).
Consider the trial functions
(2.13) u(x1, . . . , xn) = f(x1, . . . , xn)e
ikx1

1
0
...
0
 , p(x1, . . . , xn) = f(x1, . . . , xn)eikx1 ,
where f ∈ C∞0 (Ω) with ‖f‖ = 1 (k is a large parameter). From (2.11) and (2.12) one gets the
estimate
(2.14) inf spec(S) ≤ inf spec
(
ν ‖grad u‖2 −v∗〈div u, p〉
−v∗〈div u, p〉 0
)
.
Since for u and p given by (2.13) we have that
ν ‖grad u‖2 = νk2 +O(k) and v∗〈div u, p〉 = iv∗k +O(1) as k →∞,
inequality (2.14) yields
inf spec(S) ≤ lim
k→∞
inf spec
(
νk2 +O(k) iv∗k +O(1)
−iv∗k +O(1) 0
)
= lim
k→∞
inf spec
(
νk2 iv∗k
−iv∗k 0
)
= −v∗
2
ν
.
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To prove the opposite inequality, suppose that v ∈ H10 (Ω)n and p ∈ L2(Ω) are chosen in
such a way that ‖v‖ = ‖p‖ = 1. Then it is clearly seen that
(2.15) − v∗
2
ν
≤ inf spec
(
ν ‖grad v‖2 v∗‖grad v‖
v∗‖grad v‖ 0
)
≤ inf spec
(
ν‖grad v‖2 −v∗〈div v, p〉
−v∗〈div v, p〉 0
)
.
Here, we used the inequality
|〈div v, p〉| ≤ ‖div v‖ · ‖p‖ ≤ ‖grad v‖ ,
and the observation that the lowest eigenvalue of a symmetric 2× 2 matrix decreases whenever
the absolute value of its off-diagonal entries increases. 
Remark 2.2. Notice that the upper estimate
inf spec(S) ≤ −v∗
2
ν
also follows from the known fact that for any bounded domain Ω ⊂ Rn whose boundary is of
class C2 the essential spectrum of the Stokes operator is a two-point set
specess(S) =
{
−v∗
2
ν
,−v∗
2
2ν
}
(see, e.g., [10, Theorem 3.15] where the corresponding result is proven for ν = 1, v∗ = −1,
and can be adapted to the case in question by rescaling).
Remark 2.3. As it follows form the proof, inequality (2.5) is asymptotically sharp in the sense
that
(2.16) lim
ν→∞
| inf spec(S)|
λ1(S)
= lim
v∗↓0
| inf spec(S)|
λ1(S)
=
1
4
[Re∗]2.
Our next ultimate goal is to obtain bounds on the maximal rotation angle between the positive
subspace of the Stokes operator and the positive subspace of its diagonal part.
Recall that if P and Q are orthogonal projections and Ran(Q) is a graph subspace with
respect to the decomposition H = Ran(P )⊕Ran(P⊥), then the operator angle Θ between the
subspaces Ran(P ) and Ran(Q) is defined to be a unique self-adjoint operator in the Hilbert
space H with the spectrum in [0, pi/2] such that
sin2Θ = PQ⊥|Ran(P ) .
Without any attempt to give a complete overview of the whole work done on pairs of sub-
spaces and operator angles, we mention the pioneering works [6, 8, 9, 11, 15, 20]. For more re-
cent works on operator angles and their norm estimates, we refer to [1, 2, 5, 7, 14, 17, 18, 26, 27]
and references therein.
We now present our main result.
Theorem 2.4 (THE tan 2Θ-THEOREM IN FLUID DYNAMICS). Denote byΘ the operator angle
between the positive subspace of the Stokes operator RanES((0,∞)) and the subspace H+ =
L2(Ω)n ⊕ {0}, the positive subspace of its diagonal part.
Then
(2.17) tan 2‖Θ‖ ≤ Re∗,
where Re∗ is the generalized Reynolds number.
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Proof. Denote by Q be the orthogonal projection from H onto the positive spectral subspace
RanES((0,∞)) of the Stokes operator S and let P be the orthogonal projection onto H+ =
L2(Ω)n ⊕ {0}.
From [14, Theorem 3.1] it follows that
(2.18) sin ‖Θ‖ = ‖P −Q‖ ≤ sin
(
1
2
arctan γ
)
,
where
γ = inf
µ∈(0,νλ1(Ω))
sup
v⊕p∈H10 (Ω)
n⊕L2(Ω)
2v∗|Re 〈div v, p〉|
ν〈grad v,grad v〉 − µ ‖v‖2 + µ ‖p‖2 .
Using the Poincare´ inequality
‖w‖ ≤ 1√
λ1(Ω)
‖∇w‖, w ∈ H10 (Ω),
and the bound
‖div v‖ ≤ ‖grad v‖,
one then obtains that
γ ≤ inf
µ∈(0,νλ1(Ω))
sup
v⊕p∈H10 (Ω)
n⊕L2(Ω)
2v∗‖grad v‖ · ‖p‖
(ν − (λ1(Ω))−1µ)‖grad v‖2 + µ ‖p‖2
≤ inf
µ∈(0,νλ1(Ω))
v∗√
(ν − (λ1(Ω))−1µ)µ
.(2.19)
Since the infimum (2.19) is attained at the midpoint µopt of the interval (0, νλ1(Ω)) with
(2.20) µopt =
1
2
νλ1(Ω),
we obtain the estimate
(2.21) γ ≤ 2v∗
ν
√
λ1((Ω)
= Re∗.
The estimate (2.17) now follows from (2.18).

We remark that performing the spectral analysis of the Stokes operator can essentially be
reduced to the one of its principal symbol which is given by the following 2 × 2 numerical
matrix (cf. (2.15))
s(ν, v∗; k) =
(
νk2 iv∗k
−iv∗k 0
)
with the right choice for the “wave number” k =
√
λ1(Ω), where λ1(Ω) is the principal Dirich-
let eigenvalue of the Laplace operator on the domain Ω.
Theorem 2.5. Let s = s(ν, v∗;λ1(Ω)) be the principal symbol of the Stokes operator is evalu-
ated at the wave number
(2.22) k =
√
λ1(Ω).
Then
1 = lim
v∗↓0
inf spec(S)
inf spec(s)
= lim
ν→∞
inf spec(S)
inf spec(s)
.(2.23)
Moreover, the operator angle Θ referred to in Theorem 2.4 admits the following norm esti-
mate
(2.24) ‖Θ‖ ≤ θ,
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with θ the angle between the eigenvectors of the 2×2matrices s(ν, v∗;
√
λ1(Ω)) and s(ν, 0;
√
λ1(Ω))
corresponding to their positive eigenvalues.
Proof. Let λ−(s) and λ+(s) be the negative and positive eigenvalues of the 2 × 2 matrix
s(ν, v∗; k), respectively.
It is easy to see that
lim
k→∞
λ−(s(ν, v∗; k)) = −v∗
2
ν
,
and that
λ−(s(ν, v∗; k)) = −v∗
2
ν
(1 + o(1)) as ν →∞ or v∗ → 0.
Moreover,
λ+
(
s(ν, v∗;
√
λ1(Ω))
)
= νλ1(Ω)(1 + o(1)) as ν →∞
and
lim
v∗↓0
λ+
(
s(ν, v∗;
√
λ1(Ω))
)
= νλ1(Ω) as v∗ → 0.
Comparing these asymptotics with the representations (2.2) and (2.3) in Theorem 2.1 proves
(2.23).
To prove the estimate (2.24), observe that the rotation angle θ between the positive eigensub-
spaces of the 2× 2 matrices
s =
(
νλ1(Ω) iv∗
√
λ1(Ω)
−iv∗
√
λ1(Ω) 0
)
and s0 =
(
νλ1(Ω) 0
0 0
)
is explicitly given by (cf., [14, Example 4.4])
θ =
1
2
arctan
2v∗
ν
√
λ1(Ω)
=
1
2
arctanRe∗.
The estimate (2.24) follows then from Theorem 2.4. 
3. REYNOLDS NUMBER LESS THAN ONE
In this section, we discuss the case of low Reynolds number (in any dimension n ≥ 2).
First, we observe that by Theorem 2.4, the hypothesis Re∗ < 1 implies
(i) the lower edge inf spec(S) of the spectrum of the Stokes operator and its first positive
eigenvalue λ1(S) satisfy the inequality
(3.1) | inf spec(S)| < 1
4
· λ1(S);
(ii) the operator angle Θ between the positive spectral subspaces of the Stokes operator
S = S(ν, v∗) and the unperturbed diagonal operator S0 = S(ν, 0) satisfies the inequal-
ity
‖Θ‖ < pi
8
.
Moreover, by Theorem 3.1 below, we also have that
(iii) the Friedrichs extension T of the block operator matrix
(3.2)
(−ν∆− 12νλ1(Ω) v∗ grad
−v∗div 12νλ1(Ω)
)
is a positive definite operator.
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Theorem 3.1. Let T be the Friedrichs extension of the block operator (3.2). Then
(3.3)
νλ1(Ω)
2
(
1− Re∗max
{
1,
1
2
Re∗
})
≤ inf spec(T ),
where
Re∗ =
2v∗
ν
√
λ1(Ω)
is the Ladyzhenskaya-Reynolds number.
In particular, if Re∗ < 1, then the operator T is positive definite and
(3.4)
1
2
νλ1(Ω)(1− Re∗) ≤ inf spec(T ),
which is asymptotically sharp as Re∗ → 0.
Proof. As in the proof of Theorem 2.1 (iii), we apply Lemma B.3 to see that
inf spec(T ) = infW 2[t].
Here
W 2[t] =
⋃
v⊕p∈H10 (Ω)
n⊕L2(Ω),
‖v‖=‖p‖=1
spec
(
ν ‖grad v‖2 − 12νλ1(Ω) −v∗〈div v, p〉
−v∗〈div v, p〉 12νλ1(Ω)
)
,
is the quadratic numerical range (associated with the decomposition H = (L2(Ω))n ⊕ L2(Ω)).
We claim that
(3.5)
νλ1(Ω)
2
inf
1≤x
inf spec
(
2x2 − 1 Re∗x
Re∗x 1
)
≤ infW 2[t].
Indeed, introduce the notation k = ‖grad v‖. Then
|〈div v, p〉‖ ≤ ‖grad v‖ ‖p‖ = k
due to the hypothesis that ‖v‖ = ‖p‖ = 1. Therefore, the lowest eigenvalue of the 2× 2 matrix(
ν ‖grad v‖2 − 12νλ1(Ω) −v∗〈div v, p〉
−v∗〈div v, p〉 12νλ1(Ω)
)
does not exceed the one of (
νk2 − 12νλ1(Ω) −v∗k
−v∗k 12νλ1(Ω)
)
.
Due to the Poincare´ inequality, one also has the bound√
λ1(Ω) ≤ k.
Thus,
inf√
λ1(Ω)≤k
inf spec
(
νk2 − 12νλ1(Ω) −v∗k
−v∗k 12νλ1(Ω)
)
≤ infW 2[t]
and (3.5) follows.
Next, it is an elementary exercise to see that the lowest eigenvalue of the matrix
M(x) =
(
2x2 − 1 −Re∗x
−Re∗x 1
)
is a monotone function in x on [1,∞) (increasing for Re∗ < 2 and decreasing for Re∗ > 2),
and therefore
νλ1(Ω)
2
min
{
1− Re∗, 1− 1
2
[Re∗]2
}
≤ infW 2[t],
which proves the bound (3.3).
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To show that the estimate is asymptotically sharp, denote by λ1(Ω) the first eigenvalue of the
Dirichlet problem
−∆f = λ1(Ω)f,
f |∂Ω = 0,
with f the corresponding eigenfunction. Introducing
v = (f, 0, . . . 0,︸ ︷︷ ︸
n−1 times
0)T ∈ H,
one observes that
(3.6) ‖Tv − 1
2
νλ1(Ω)v‖ = v∗ ‖fx1‖ ,
which implies
dist
(
1
2
νλ1(Ω), spec(T )
)
≤ v∗ ‖fx1‖‖f‖ .
Thus,
1
2
νλ1(Ω) ≤ inf spec(T ) ≤ 1
2
νλ1(Ω) + v∗
‖fx1‖
‖f‖
and hence
1
2
νλ1(Ω)(1 − Re∗) = inf spec(T )(1 +O(Re∗)) as Re∗ → 0,
which completes the proof.

Remark 3.2. The positive definiteness of the operator T is the manifestation of a geometric
variant of the Birman-Schwinger principle for off-diagonal perturbations as presented in [14,
Corollary 3.4]).
Indeed, the operator Tµ = S − µJ , µ ∈ (0, νλ1(Ω)), is positive definite if and only if
γ(µ) = sup
v⊕p∈H10 (Ω)
n⊕L2(Ω)
2v∗|Re 〈div v, p〉|
ν〈grad v,grad v〉 − µ ‖v‖2 + µ ‖p‖2 < 1.
But we have already seen (cf. (2.20) and (2.21)) that
γ (µopt) ≤ Re∗ < 1, with µopt = 1
2
νλ1(Ω),
which shows that T = Tµopt is positive definite.
Remark 3.3. By [3, Corollary 2.1], the essential spectrum of the operator matrix T can be
computed explicitly as
specess(T ) =
{
1
2
νλ1(Ω)− v∗
2
ν
,
1
2
νλ1(Ω)− 1
2
v∗
2
ν
}
and thus
(3.7) inf specess(T ) =
1
2
νλ1(Ω)− v∗
2
ν
=
1
2
νλ1(Ω)
(
1− 1
2
[Re∗]2
)
.
In particular, it follows from (3.3) that for large values of the Reynolds number the essential
spectrum of T coincides with the lower edge of its spectrum,
inf specess(T ) = inf spec(T ) =
1
2
νλ1(Ω)
(
1− 1
2
[Re∗]2
)
for Re∗ ≥ 2,
and hence inequality (3.3) turns into an equality.
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We also remark that if Re∗ < 2, then by Theorem 2.1, the spectra of the absolute value
|S| of the Stokes operator restricted to the non-negative subspace of S and to its orthogonal
complement are subordinated (cf. [14, Theorem 4.2]). That is,
max spec(|S|Ran(ES(−∞,0])) < min spec(|S|Ran(ES(0,∞))).
Our main motivation for the discussion of the low Reynolds number hypothesis (Re∗ < 1)
and its implications is to better understand the functional-analytic aspects of the Ladyzhenskaya
stability result that concerns the asymptotic behavior of solutions to the 2D Navier-Stokes equa-
tion
∂v
∂t
+ 〈v,∇〉 v − ν∆v = −1
ρ
grad p+ f,
div v = 0, v|∂Ω = 0, v|t=0 = v0.
Here, as usual, we are dealing with a (nonstationary) flow v of an incompressible fluid that
does not move close to the (smooth) boundary ∂Ω of a (bounded) domain Ω and u, p, and f
stand for the velocity field, pressure, and the acceleration due to external forcing, respectively.
Furthermore, ρ and ν are the constant density and viscosity of the fluid and v0 is the initial
velocity of the flow.
Proposition 3.4 ([21, Theorem 6.5.12]). Suppose that Ω is a bounded domain in R2 with C2-
boundary and that vst is a stationary solution of the two dimensional Navier-Stokes equation
(vst · grad)vst − ν∆vst + 1
ρ
grad p = f,
div vst = 0, vst|∂Ω = 0,
such that the generalized Reynolds number
Re∗ =
2v∗
ν
√
λ1(Ω)
is less than one, where
(3.8) v∗ =
¨
Ω
(∣∣∣∣∂vst∂x
∣∣∣∣2 + ∣∣∣∣∂vst∂y
∣∣∣∣2
)
dxdy
1/2 .
Let v be a solution for the non-stationary problem corresponding to the same force f with
the initial data v|t=0 ∈ H2(Ω)2 ∩ J0,1, where J0,1 is the closure in H1-norm of the smooth
solenoidal vector fields of compact support in Ω.
Then the difference u = v − vst between these two solutions satisfies the inequality
‖u(x, t)‖ ≤ ‖u(x, 0)‖ exp(−αt), x ∈ Ω, t ≥ 0,
where
(3.9) α = νλ1(Ω)(1 − Re∗).
We remark that the Ladyzhenskaya stability hypothesis Re∗ < 1 of Proposition 3.4 implies
the Stability Laws (i), (ii), and (iii). Moreover, applying Theorem 3.1 now shows that the decay
exponent α provides a lower bound for inf spec(T ),
α = νλ1(Ω)(1 − Re∗) ≤ 2 · inf spec(T ),
which is asymptotically sharp in the sense that
lim
Re∗↓0
α
inf spec(T )
= 2.
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Also notice that the lowest eigenvalue of the principal symbol
t(ν, v∗; k) =
(
νk2 − 12νλ1(Ω) iv∗k
−iv∗k 12νλ1(Ω)
)
of the operator T evaluated at k =
√
λ1(Ω),
t =
1
2
νλ1(Ω)
(
1 iRe∗
−iRe∗ 1
)
equals one half of the decay exponent in (3.9), that is,
α = 2 inf spec(t).
All that combined together now sheds some light on the functional analytic nature of the 2D
stability in fluid dynamics.
APPENDIX A. DIMENSIONAL ANALYSIS
In this appendix we present (i) a heuristic consideration that motivated the particular choice
of the Stokes block operator and (ii) apply the general dimensional theory to perform spectral
analysis of the Stokes system.
(i). Assume that the Navier-Stokes equation has a steady-state solution vst and linearize the
equation in a neighborhood of this solution to get
∂u
∂t
+ 〈vst,∇〉u+ 〈u,∇〉 vst − ν∆u = −1
ρ
grad p̂+ f,
div u = 0, u|∂Ω = 0, u|t=0 = u0.
We assume that the field of external mass forces f is time-independent.
Then, one observes that for smooth data, the solution (u, p̂) of the corresponding stationary
problem satisfies the system of equations(〈vst,∇〉 ·+ 〈 · ,∇〉 vst − ν∆ grad
−div 0
)(
u
p̂
ρ
)
=
(
f
0
)
,
which can equivalently be rewritten as
(A.1)
(〈vst,∇〉 ·+ 〈 · ,∇〉 vst − ν∆ v∗ grad
−v∗div 0
)(
u
p̂
v∗ρ
)
=
(
f
0
)
.
Here we choose the parameter v∗ as a characteristic velocity of the stationary flow. Note that in
dimension n = 2, v∗ given by (3.8) has indeed the dimension of velocity.
Neglecting the lower order terms 〈vst,∇〉u + 〈u,∇〉 vst in the limit Re ∗ → 0 1, one obtains
the system
(A.2)
( −ν∆ v∗ grad
−v∗div 0
)(
v
q
)
=
(
f
0
)
,
where the “renormalized pressure” q̂ is given by
q̂ =
p̂
v∗ρ
.
Finally, it remains to observe that the left-hand side of (A.2) is nothing but the Stokes operator
matrix S = S(ν, v∗) defined by (1.2).
1Introducing a characteristic velocity u∗ of the stationary solution u of the system (A.1), one observes (on a
heuristic level) that the terms 〈vst,∇〉u and 〈 · ,∇〉 vst are of the order v∗u
∗
√
λ1(Ω) each, meanwhile ν∆u is of
the order νλ1(Ω)u
∗, and thus
〈vst,∇〉u+ 〈u,∇〉 vst = Re ∗O(−ν∆u).
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(ii). Clearly, typical physical dimensional variables associated with the steady motion vst
of incompressible fluid in a bounded domain are T (time), V (velocity), ν (viscosity) and L
(length). Recall that in the framework of general dimensional analysis (see, e.g., [22, §19],
[25]), given the fundamental units which are in our case the ones of length and time, to every
monomial power TαV βνγLδ of the physical variables, one assigns the vector (α, β, γ, δ) in a
4-dimensional space
TαV βνγLδ 7→ (α, β, γ, δ) ∈ R4.
In this setting, the dimensionless quantities/monomials form a 2-dimensional plane P in R4
determined by the equations
P :
{
α− β − γ = 0
β + 2γ + δ = 0.
It is easy to see that the two-dimensional square lattice Λ = Z4 ∩ P has an orthogonal basis
(r, s) associated with the dimension free variables
V L
ν
7→ r = (0, 1,−1, 1) and TV
L
7→ s = (1, 1, 0,−1).
That is,
Λ = {ms+ nr |m,n ∈ Z} = Z4 ∩ P.
The lattice Λ has the square sublattice Λ′ of index 2 (see [4, I.2.2] for the definition of the
index),
Λ′ = {ms+ nr |m = n (mod 2),m, n ∈ Z} ⊂ Λ.
In turn, the sublattice Λ′ has an orthogonal basis (c,d) (of minimal Euclidean length) associated
with the new pair of dimension free variables (see Fig. 1)
TV 2
ν
7→ c = s+ r = (1, 2,−1, 0)
and
Tν
L2
7→ d = s− r = (1, 0, 1,−2).
That is,
Λ′ = {mc+ nd |m,n ∈ Z}.
b
b
b
bb
b
b
b
b
b
b
bb
b b
bb
b
r=(0, 1, -1, 1)
s=(1, 1, 0, -1)
c=(1, 2, -1, 0)
d=(1, 0, 1, -2)
s
r
d c
Fig. 1. Lattice Λ versus sublattice Λ′ of index 2.
Introduce the characteristic length scale L ∼ k−1, where the wave number k is given by
(2.22) (see Theorem 2.5), the characteristic velocity v∗, and finally the (characteristic) time scale
14 L. GRUBISˇIC´, V. KOSTRYKIN, K. A. MAKAROV, S. SCHMITZ, AND K. VESELIC´
τ , which, in the current setting, is at our disposal. Then one observes that the dimensionless
quantity V Lν transforms into the Reynolds number (cf. [22, §19])
(A.3)
V L
ν
−→ Re ∗ = v∗
ν
√
λ1(Ω)
as V −→ v∗ and L −→ 1/
√
λ1(Ω).
In turn, the dimension-free variable TVL gives rise to the Strouhal type number (cf. [22, §19])
(A.4)
TV
L
−→ St∗ = τ
(
v∗
√
λ1(Ω)
)
as T −→ τ.
Note that the factor v∗
√
λ1(Ω) in (A.4) has the dimension of a frequency and can be interpreted
as the “circulation frequency” associated with the stationary flow vst in the bounded domain Ω.
Upon the identifications above, it is striking to observe that the new set of dimensionless vari-
ables TV
2
ν and
Tν
L2 carries important spectral information on the Stokes operator in the following
sense. The product St∗Re ∗ is proportional to the distance from the bottom of the spectrum of
the Stokes operator to the origin and the ratio St∗/Re ∗ is proportional to the length of spectral
gap of the diagonal part of the Stokes operator. That is,
TV 2
ν
−→ St∗Re ∗ = τ v∗
2
ν
= τ | inf spec(S)|
and
Tν
L2
−→ St∗/Re ∗ = τνλ1(Ω).
Moreover, from (2.23) one also derives that
(A.5) lim
St∗↓0
inf spec(S)
Re ∗St∗
= lim
Re ∗↓0
inf spec(S)
Re ∗St∗
= −1
τ
and that
(A.6) lim
St∗↓0
λ1(S)
St∗/Re ∗
= lim
Re ∗↓0
λ1(S)
St∗/Re ∗
=
1
τ
.
We also notice that the upper bound θ for the norm ‖Θ‖ of the operator angle (2.24) in
Theorem 2.5 can be read off from the following diagram.
Stability zone
Re∗ = 2Re ∗ < 1
−2St∗Re ∗ 12St∗/Re ∗0
2θ
St∗
θcr =
pi
8
Re∗crit = 1
2‖Θ‖
Fig. 2. Strouhal-Reynolds-Rotation angle diagram.
Here, the Strouhal number St∗, the height of the right triangle on the diagram, coincides with
the geometric mean of the dimensionless quantities 2St∗Re ∗ and
1
2St∗/Re ∗. Moreover,
tan 2‖Θ‖ ≤ tan 2θ = St∗1
2St∗/Re ∗
=
2v∗
ν
√
λ1(Ω)
= 2Re ∗ = Re
∗.
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APPENDIX B. SADDLE-POINT FORMS AND NUMERICAL RANGES
In this appendix we recall the concept of a saddle-point form with respect to a decomposition
H = H+ ⊕H−.
Assume that A± ≥ 0 are non-negative self-adjoint operators acting inH±.
OnDom[a] = Dom(A
1/2
+ )⊕Dom(A1/2− ) ⊆ H introduce the diagonal saddle-point sesquilin-
ear form
a[x, y] = a+[x+, y+]− a−[x−, y−],
where x±, y± ∈ Dom[a±] = Dom(A1/2± ) and
a±[x±, y±] = 〈A1/2± x±, A1/2± y±〉, x±, y± ∈ Dom[a±] = Dom(A1/2± ),
are the non-negative closed forms associated with the self-adjoint operators A+ and A−, respec-
tively.
We say that a form b is a saddle-point form with respect to the decomposition H = H+⊕H−
if it admits the representation
b[x, y] = a[x, y] + v[x, y], x, y ∈ Dom[b] = Dom[a],
where v is a symmetric off-diagonal form with respect to the decomposition, that is
v[x, Jy] = −v[Jx, y],
with J = IH+ ⊕
(−IH−).
We also require that the off-diagonal form v is a form bounded perturbation of the diagonal
form a in the sense that
|v[x]| ≤ β(〈|A|1/2x, |A|1/2x〉+ ‖x‖2), x ∈ Dom[v],
for some β ≥ 0.
We start with citing the First Representation Theorem proven in [24, Theorem 2.7], [13], [14]
in a more general setting and adapted here to the case of saddle-point forms.
Theorem B.1. Let b be a saddle-point form with respect to the decomposition H = H+ ⊕H−.
Then there exists a unique self-adjoint operator B such that
Dom(B) ⊆ Dom[b]
and
b[x, y] = 〈x,By〉 for all x ∈ Dom[b] and y ∈ Dom(B).
We say that the operator B associated with the saddle-point form b via Theorem B.1 satisfies
the domain stability condition if
(B.1) Dom[b] = Dom(|A|1/2) = Dom(|B|1/2).
For completeness sake, we cite the corresponding Second Representation Theorem (see [24,
Theorem 3.1], [13], [14]).
Theorem B.2. Let b be a saddle-point form with respect to the decomposition H = H+ ⊕H−
and B the associated operator referred to in Theorem B.1.
If the domain stability condition (B.1) holds, then the operator B represents this form in the
sense that
b[x, y] = 〈|B|1/2x, sign(B)|B|1/2y〉 for all x, y ∈ Dom[b] = Dom(|B|1/2).
Recall that the numerical range of an operator B is denoted as
W (B) := {〈x,Bx〉 | x ∈ Dom(B), ‖x‖ = 1}.
Accordingly, we define the numerical range of a saddle-point form b as
W [b] := {b[x] | x ∈ Dom[b], ‖x‖ = 1}.
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Next, we generalize the concept of the quadratic numerical range for operator matrices pre-
sented in [27] to the case of saddle-point forms.
Given a saddle-point form b with respect to the decomposition H = H+⊕H−, we define its
quadratic numerical range
W 2[b] :=
⋃
x+⊕x−∈Dom[a+]⊕Dom[a−],
‖x+‖=‖x−‖=1
spec
(
a+[x+] v[x+, x−]
v[x+, x−] −a−[x−]
)
.
Here we use the standard shorthand notation a±[x±] = a±[x±, x±].
Lemma B.3 (cf. [27, 28]). Let b be a saddle-point form with respect to the decomposition
H = H+ ⊕ H− associated with the self-adjoint operator B and let a = a+ ⊕ (−a−) be the
diagonal part of b.
Then
(i) spec(B) ⊆W 2[b];
(ii) W (B) ⊆W [b] ⊆W (B) ⊆ (inf spec(B), sup spec(B));
(iii) W 2[b] ⊆W [b];
(iv) inf spec(B) = infW 2[b], sup spec(B) = supW 2[b];
(v) W [a±] ⊆W 2[b] if dimH∓ > 1;
(vi) if a± ≥ α±I for some α± ≥ 0, then
spec(B) ⊆ (−∞,−α−] ∪ [α+,∞).
Proof. (i). First, let λ ∈ R be an eigenvalue of B with corresponding eigenfunction u ∈
Dom(B). Since Dom(B) ⊆ Dom(|A|1/2) = Dom(A1/2+ ) ⊕ Dom(A1/2− ), we have the unique
decomposition u = u+ ⊕ u− with u± ∈ Dom(A1/2± ). We set uˆ± := ‖u±‖−1u± if u± 6= 0 and
choose uˆ± in Dom(A
1/2
± ) arbitrary with ‖uˆ±‖ = 1 if u± = 0. From the eigenvalue equation,
we obtain that
〈uˆ+, Bu〉 = λ〈uˆ+, u+〉, 〈uˆ−, Bu〉 = λ〈uˆ−, u−〉.
By the First Representation Theorem for saddle-point forms [24, Theorem 2.7] (see also [13])
we can rewrite these equations in a 2× 2 matrix form(
a+[uˆ+] v[uˆ+, uˆ−]
v[uˆ+, uˆ−] −a−[uˆ−]
)(‖u+‖
‖u−‖
)
= λ
(‖u+‖
‖u−‖
)
.
As a consequence, λ ∈W 2[b].
If λ ∈ σ(B) is not an eigenvalue, the Weyl criterion [23, Theorem VII.12] implies that there
exists a sequence (u(n))n∈N ⊂ Dom(B) with ‖u(n)‖ = 1 and (B − λ)u(n) → 0, n→∞.
In the same way as above, we write u(n) = u
(n)
+ ⊕ u(n)− ∈ Dom(|A|1/2) and introduce uˆ(n)±
for the normalized components. Then, we have that
〈(B − λ)u(n), uˆ(n)+ ⊕ 0〉 =: v(n)+ , 〈(B − λ)u(n), 0 ⊕ uˆ(n)− 〉 =: v(n)− ,
both converge to zero. By the First Representation Theorem again, these equations can be
rewritten as
(B.2)
(
(a+ − λ)[uˆ(n)+ ] v[uˆ(n)+ , uˆ(n)+ ]
v[uˆ
(n)
+ , uˆ
(n)
− ] −(a− + λ)[uˆ(n)− ]
)(
‖u(n)+ ‖
‖u(n)− ‖
)
=
(
v
(n)
+
v
(n)
−
)
.
Let Bn − λ denote the matrix in (B.2). Then
1 =
√
‖u(n)+ ‖2 + ‖u(n)− ‖2
≤ ‖(Bn − λ)−1‖ ·
√
(v
(n)
+ )
2 + (v
(n)
− )
2 =
√
(v
(n)
+ )
2 + (v
(n)
− )
2
dist(λ, spec(Bn)) .
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Hence
dist(λ, spec(Bn)) ≤
√
(v
(n)
+ )
2 + (v
(n)
− )
2 → 0, n→∞
and consequently λ ∈W 2[b].
(ii). The first inclusion W (B) ⊆ W [b] follows directly from the First Representation Theo-
rem for saddle-point forms (see [13, 24]) noting that Dom(B) ⊆ Dom[b].
For the second inclusion, W [b] ⊆ W (B), one can use [16, Lemma VI.3.1] on the form v to
get that
b[x, x] = 〈(|A| + I)1/2x, (J +R)(|A|+ I)1/2x〉 − 〈x, Jx〉
holds for x ∈ Dom[b] = Dom((|A| + I)1/2). Since
B = (|A|+ I)1/2(J +R)(|A|+ I)1/2 − J,
it follows from [13, Theorem 2.3] that Dom(B) is a core for the operator (|A| + I)1/2. The
claim then is a consequence of the core property.
The last inclusion, W (B) ⊆ ( inf spec(B), sup spec(B)), follows directly from the well
known convexity of the numerical range and statement [29, Aufgabe VII.5.24(c)] on the ex-
tremal points.
(iii). Let λ ∈ W 2[b]. Then, there exist x± ∈ Dom(A1/2± ) with ‖x±‖ = 1 and c = (c1, c2) ∈
R
2 with ‖c‖ = 1 such that(
a+[x+] v[x+, x−]
v[x+, x−] −a−[x−]
)(
c1
c2
)
= λ
(
c1
c2
)
.
Taking the scalar product with c yields
b[c1x+ ⊕ c2x−] = λ.
Since ‖c1x+ ⊕ c2x−‖ = 1, the claim follows.
(iv). Note that by parts (ii) and (iii), we have W 2[b] ⊆ ( inf spec(B), sup spec(B)). The
claim now follows from part (i) since inf spec(B), sup spec(B) ∈W 2[b].
(v). Assume that dimH− > 1. Then, for each x+ ∈ Dom[a+], ‖x+‖ = 1, there is an
element x− ∈ Dom[a−], ‖x−‖ = 1 with v[x+, x−] = 0. To see this, note that by [16, Lemma
VI.3.1]
v[x+, x−] = 〈R∗(A+ + I)1/2x+, (A− + I)1/2x−〉.
Let f ∈ H+. Then, by dimH− > 1, there exists an element g ∈ H− such that 〈R∗f, g〉H− = 0.
By the bijectivity of (|A|+ I)1/2 : Dom((|A|+ I)1/2)→H, there exists a suitable x− with
v[x+, x−] = 0. In this case, we have that
a+[x+] ∈ spec
(
a+[x+] 0
0 a−[x−]
)
⊆W 2[b].
(vi). The claim follows directly, noting that the spectrum of the 2× 2 matrix(
a+ v
v −a−
)
, 0 ≤ a± <∞, v ∈ C,
is located outside of the interval (−a−, a+). As a consequence, W 2[b] ∩ (−α−, α+) = ∅ and
the claim follows. 
18 L. GRUBISˇIC´, V. KOSTRYKIN, K. A. MAKAROV, S. SCHMITZ, AND K. VESELIC´
Acknowledgements. L. Grubisˇic´ was partially supported by the grant HRZZ-9345 of the Croa-
tian Science Foundation. V. Kostrykin is grateful to the Department of Mathematics at the Uni-
versity of Missouri, Columbia, for its hospitality during his visit as a Miller scholar in April
2013. K. A. Makarov is indebted to the Institute for Mathematics for its kind hospitality during
his one month stay at the Johannes Gutenberg-Universita¨t Mainz in the Summer of 2014. The
work of K. A. Makarov has been supported in part by the Deutsche Forschungsgemeinschaft,
grant KO 2936/7-1.
REFERENCES
[1] S. Albeverio, A. K. Motovilov, The a piori tan θ theorem for spectral subspaces, Integ. Equ. Oper. Theory 73
(2012), 413 – 430.
[2] S. Albeverio, A. K. Motovilov, Sharpening the Norm Bound in the Subspace Perturbation Theory, Complex
Anal. Oper. Theory 7 (2013) 1389 – 1416.
[3] F. V. Atkinson, H. Langer, R. Mennicken, and A. A. Shkalikov, The essential spectrum of some matrix opera-
tors, Math. Nachr. 167 (1994), 5 – 20.
[4] J. W. S. Cassels, An Introduction to the Geometry of Numbers, Corrected reprint of the 1971 edition, Springer-
Verlag, Berlin, 1997.
[5] J. -C. Cuenin, Block-Diagonalization of operators with gaps with Applications to Dirac Operators, Reviews in
Math. Phys. 24 (2012), 1250021 (31 pages).
[6] C. Davis, Separation of two linear subspaces, Acta Scient. Math. (Szeged) 19 (1958), 172 – 187.
[7] C. Davis and W. M. Kahan, The rotation of eigenvectors by a perturbation. III, SIAM J. Numer. Anal. 7 (1970),
1 – 46.
[8] J. Dixmier, Position relative de deux variete´s ferme´s dans un espace de Hilbert, Revue Scientifique 86 (1948),
387 – 399.
[9] J. Dixmier, Etude sur les varie´te´s et les ope´rateurs Julia, avec quelques applications, Bull. Soc. Math. France
77 (1949), 11 – 101.
[10] M. Faierman, R. J. Fries, R. Mennicken, M. Mo¨ller, On the essential spectrum of the linearized Navier-Stokes
operator, Integr. Equ. Oper. Theory 38 (2000), 9 – 27.
[11] K. Friedrichs, On certain inequalities and characteristic value problems for analytic functions and for functions
of two variables, Trans. Amer. Math. Soc. 41 (1937), 321 – 364.
[12] G. Grubb and G. Geymonat, The essential spectrum of elliptic systems of mixed order, Math. Ann. 227 (1977),
247 – 276.
[13] L. Grubisˇic´, V. Kostrykin, K. A. Makarov, and K. Veselic´, Representation theorems for indefinite quadratic
forms revisited, Mathematika 59 (2013), 169 – 189.
[14] L. Grubisˇic´, V. Kostrykin, K. A. Makarov, and K. Veselic´, The tan 2Θ for indefinite quadratic forms, J. Spectr.
Theory 3 (2013), 83 – 100.
[15] P. Halmos, Two projections, Trans. Amer. Math. Soc. 144 (1969), 381 – 389.
[16] T. Kato, Perturbation Theory for Linear Operators, Springer-Verlag, Berlin, 1966.
[17] A. Knyazev, A. Jujunashvili and M. Argentati, Angles between infinite dimensional subspaces with applications
to the RayleighRitz and alternating projectors methods, J. Funct. Anal. 259 (2010), 1323 – 1345.
[18] V. Kostrykin, K. A. Makarov, and A. K. Motovilov, Existence and uniqueness of solutions to the operator Ric-
cati equation. A geometric approach. In Advances in differential equations and mathematical physics (Birm-
ingham, AL, 2002), vol. 327 of Contemp. Math., pages 181 – 198. AMS, Providence, RI, 2003.
[19] V. Kostrykin, K. A. Makarov, and A. K. Motovilov, A generalization of the tan 2Θ theorem, in J. A. Ball,
M. Klaus, J. W. Helton, and L. Rodman (Eds.), Current Trends in Operator Theory and Its Applications,
Operator Theory: Advances and Applications Vol. 149. Birkha¨user, Basel, 2004, pp. 349 – 372.
[20] M. G. Krein, M. A. Krasnoselsky, D. P. Milman, On defect numbers of linear operators in Banach space and
some geometric problems, Sbornik Trudov Instituta Matematiki Nauk Ukrainskoy SSR 11 (1948), 97 – 112.
[21] O. A. Ladyzhenskaya, The mathematical theory of viscous incompressible flow Gordon and Breach, Science
Publishers, New York, London, Paris, Second Edition, 1969.
[22] L. Landau and E. M. Lifshitz, Fluid Mechanics, Pergamon Press, New York, Second Edition, 1987.
[23] M. Reed and B. Simon, Methods of modern mathematical physics. I. Functional Analysis, Academic Press,
Inc., 1980.
[24] S. Schmitz, Representation theorems for indefinite quadratic forms without spectral gap, Integ. Equ. Oper. The-
ory 83 (2015), 73 – 94.
[25] L. I. Sedov, Similarity and Dimensional Methods in Mechanics 10th Revised ed., CRC Press, 1993.
[26] A. Seelmann, Notes on the sin2θ theorem, Integ. Equ. Oper. Theory 79 (2014), 579 – 597.
[27] C. Tretter, Spectral theory of block operator matrices and applications, Imperial College Press, London, 2008.
THE TAN 2Θ-THEOREM IN FLUID DYNAMICS 19
[28] K. Veselic´, Spectral perturbation bounds for selfadjoint operators. I, Oper. Matrices 2 (2008), 307 – 339.
[29] D. Werner, Funktionalanalysis 6. Auflage, Springer, Berlin, 2007.
L. GRUBISˇIC´, DEPARTMENT OF MATHEMATICS, UNIVERSITY OF ZAGREB, BIJENICˇKA 30, 10000 ZAGREB,
CROATIA
E-mail address: luka.grubisic@math.hr
V. KOSTRYKIN, FB 08 - INSTITUT FU¨R MATHEMATIK, JOHANNES GUTENBERG-UNIVERSITA¨T MAINZ,
STAUDINGER WEG 9, D-55099 MAINZ, GERMANY
E-mail address: kostrykin@mathematik.uni-mainz.de
K. A. MAKAROV, DEPARTMENT OF MATHEMATICS, UNIVERSITY OF MISSOURI, COLUMBIA, MO 65211,
USA
E-mail address: makarovk@missouri.edu
S. SCHMITZ, DEPARTMENT OF MATHEMATICS, UNIVERSITY OF MISSOURI, COLUMBIA, MO 65211, USA
E-mail address: schmitzst@missouri.edu
K. VESELIC´, FAKULTA¨T FU¨R MATHEMATIK UND INFORMATIK, FERNUNIVERSITA¨T HAGEN, POSTFACH
940, D-58084 HAGEN, GERMANY
E-mail address: kresimir.veselic@fernuni-hagen.de
