Abstract-A hierarchical, sensitivity-based ASIC design methodology is proposed and demonstrated in the implementation of power-performance optimal signal processing kernels for wireless applications. The design approach uses a systematic exploration of the power-performance design tradeoff space at the architecture, micro-architecture, and circuit levels. Energy-efficiency gains achieved via this methodology are exploited to accommodate flexibility to support multi-standard radio architectures. The methodology is exemplified in the selection of architecture and design of a flexible digital finite impulse response (FIR) filter. The flexible FIR filter consumes area and power that is only 2 to 4 times that of a dedicated ASIC FIR.
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I. INTRODUCTION The accelerated deployment of multi-mode, multi-standard wireless systems is resulting in an exponential increase in algorithmic complexity that is outpacing the scaling benefits of Moore' s Law [1] . The recent rapid advances in wireless communication demand extremely high levels of functionality and flexibility which cannot be simply obtained via technology scaling at little or no area or energy cost. It is necessary to design energy-efficient algorithms and architectures that consume the least power at the required performance. For example, a straight-forward implementation of multi-mode operation requires several parallel radios; this is an inefficient system in terms of energy and area cost. Ideally, the most efficient design is one where a single transceiver chain is shared among multiple modes and multiple standards. Wireless transceivers have tight power and area constraints, and numerous architectures can be conceived to achieve the required throughputs. The design tradeoff space is very large; thus significant effort is required to select the optimal architecture which will result in the lowest power consumption for the required performance. In this paper, we address this challenge by applying a hierarchical, sensitivity-based ASIC design methodology to create power-performance optimal signal processing architectures for wireless systems.
The proposed design approach systematically explores the power-performance-flexibility design tradeoff space, in a synthesis-based design environment, using sensitivity-based optimization at the architecture, micro-architecture, and circuit levels [2] . Energy-efficiency gains achieved via this hierarchical design methodology are exploited to accommodate flexibility.
The methodology is exemplified in the architecture selection and design of a finite impulse response (FIR) filter used in a multi-standard radio receiver front-end. The selected architecture and design is optimal in the power-performance design tradeoff space. The proposed design methodology allows for comprehensive exploration of a wide set of filter architectures to achieve flexibility at little cost in terms of area and power. The systematic use of sensitivity analysis in the architecture exploration phase, in the context of circuit and logic level constraints, enables short design times. The result is an optimal choice of architecture for the given constraints.
II. POWER-PERFORMANCE OPTIMIZATION
The multi-level hierarchical design methodology employed is founded on sensitivity-based optimization where energy efficiency is the primary design objective [2] [3] [4] . Sensitivity or hardware intensity is the ratio of the relative increase in energy and the corresponding relative gain in performance achieved by tuning a design parameter such as gate size or supply voltage. For example, if the energy-efficient curve (with respect to gate sizing) for a circuit is plotted in the energy-delay coordinate space, then a specific value of the hardware intensity is the normalized derivative taken at a specific point on this curve. Analytically, the sensitivity to a design parameter x is given as:
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An energy-efficient design is achieved when the marginal costs of all tuning variables are equalized [2] [3] . This serves as the optimality condition for circuits. For system optimality, the conditions are similar but the optimal aggregate sensitivity is defined to be equal to weighted sensitivities of composite blocks, where the weights are ratios of their individual contribution to total system energy and total system delay [5] .
In this research, sensitivity as defined in (1) For example, by plotting the energy-delay tradeoff curves at each level of design abstraction as illustrated in Fig. 1 , it can be deduced that Architecture 3 achieves higher performance than Architecture 1 for the given Emax energy constraint. The architecture composite curve is obtained by obtaining energy-delay tradeoff curves for the circuit tuning variables such as gate size and the tradeoff curves for the micro-architecture level tuning variables such as pipeline depth. The Circuit 1 tradeoff curve represents the circuit implementation of one ofthe system blocks at a particular supply voltage. At the intersection of the Circuit 1 tradeoff curve and the Micro-architecture 1 tradeoff curve, the sensitivity to gate sizing is equal to the sensitivity to pipeline depth. This optimality condition can be captured in an equation that gives the optimal aggregate sensitivity as a function of sensitivities to tuning variables at lower levels of design abstraction as detailed in [5] .
Our methodology is both top-down and bottom-up as the greatest energy-efficiency in design is achieved when design decisions at the top level of hierarchy (architecture) are considered in the context of constraints at lower levels of hierarchy. We achieve this through composition. Constraints from higher levels of hierarchy are propagated down to lower levels, and sensitivities of tuning variables to energy and delay are balanced upward through the various design abstraction layers.
In the filter optimization example, the main circuit tuning variable is gate sizing. Supply voltage was fixed at nominal value from the technology to maximize the performance. At the micro-architecture level parallelism, folding and pipelining are the primary tuning variables. At the architecture level, conventional transpose and transverse styles, and the multiplier-less distributed arithmetic architecture [6] [7] can be devised. The entire power-performance-flexibility tradeoff analysis is carried out in an experimental design framework using commercially available synthesis, simulation and backend place and route tools. The architecture optimization was performed using a standard 90nm CMOS process technology. The [5] for each of the different filter architectures allowed for quick power and throughput tradeoff analysis. A pictorial representation of the design methodology is given in Fig. 2 custom design and the synthesized design (see Fig. 4 ). This custom-synthesis gap is due to the fact that synthesized designs require more routing area and gate sizes are quantized. This linear relationship extends to larger blocks for sensitivities around the knee of the energy-delay curve. For gate sizing, the model's slope and x-intercept can be derived in terms of Cgate
Cwire, Cinput as shown in the equations given in (2) . The variable n gives the number of different input capacitance loads. As n approaches infinity, the summation below becomes an integral.
Cg-min
350 Sensitivity for higher level blocks are estimated using composition rules that give equations for optimal aggregate sensitivity in terms of sensitivity for lower level blocks as we will show in the next section. Hierarchical composition is a key factor in scaling this design methodology to very large designs.
C. Sensitivity Balancing Across Layers ofHierarchy For system optimality, balancing block sensitivities means that the optimal aggregate sensitivity is either equal to a weighted sum of block sensitivities or is equal to "normalized" block sensitivity. The weight or normalization factor for a block is based on the ratio of its contribution to the total energy and to the total delay of a system. These balancing conditions lead to composition rules for optimal aggregate sensitivity as outlined in [5] . This optimal aggregate sensitivity provides an ideal energy-efficiency boundary for the system. The boundary can be constructed for a synthesized or custom-optimized design depending on which models (synthesized or custom-optimized) are used at the building block level. An example of composition is shown in Fig. 5 for a 32-tap transpose filter; the ideal composition curves are compared with the synthesized results. Table 1 shows the composition rules derived for a number of different filter architectures explored. The number of taps is N. Fig. 7 shows the entire filter architecture tradeoff space that is generated using this methodology. Achieving the optimal aggregate sensitivity might not be possible in practice, due to a number of factors which include heuristic optimization in synthesis, quantization effects, poor estimation of wire capacitance, and inaccurate estimation of power/energy. A representation of this phenomenon is shown in Fig. 6 . An actual example is shown in the difference between the ideal curve and the synthesized one in Fig. 5 . Some of these issues can be addressed, but not completely eliminated: we can use simulation to capture switching activity for a design; an iteration of place and route can be performed to obtain a more accurate estimate of wire capacitance. However, the quantization effect can only be reduced by adding more cells. In addition, the approximated curve is based on models of sensitivity and approximation of the contribution of a block to the total energy and delay of the system, hence may not match the synthesized curve.
The ultimate goal is to minimize the difference between the synthesized energy-efficiency boundary and the ideal estimated energy-efficiency boundary for the system. This is shown in the optimization given in (3).
min |lSc x -OptAggS(SA ,SIBx)|| + |lSc y -OptAggS(SA ,SIBY)|| with respect to: Sc x,Sc ,X,Y ( 3) The optimization in (3) is an example for a system C (see Fig.  6 ) which is comprised of two blocks A and B, and two tuning variables X and Y. The variables Sc x refer to the actual sensitivity to X of block C which is composed of block A and B. The constraints are minimum and maximum conditions on sensitivity, energy, and delay. The OptAggS( ) function refers to the calculated optimal aggregate sensitivity for the design C in terms of sensitivities of A and B to the respective tuning variables. The optimal aggregate sensitivity can be either the one derived for a custom circuit implementation using the linear model for sensitivity to sizing for a custom-designed critical block such as the 64-bit adder mentioned earlier; or it can be the one derived from the synthesized version of the model. When the difference between the previous and current iteration of the optimization is within a given threshold, the optimization is complete. This is an elegant way to balance sensitivities across layers of hierarchy as the optimal aggregate sensitivity, which is our target, automatically provides us with a point on the ideal energy-efficiency boundary for the entire system. In addition, since the optimal aggregate sensitivity is computed in terms of sensitivities to tuning variables of lower level blocks, we automatically assess energy-delay tradeoffs at higher levels of abstraction in terms of lower level energy-efficiency constraints.
IV. PROGRAMMABLE FIR FILTER FOR MULTI-STANDARD WIRELESS COMMUNICATION
A. Flexible Digital Filter Tradeoffs Future multi-mode, multi-standard wireless receivers will continue to move the boundary between analog and digital signal processing for increased flexibility [9] . Table 2 . An N-tap finite impulse response digital filter is described by the following equation (4), where y is the output sequence, x is the input sequence, and ak is the unit-sample response.
k=O The goal of the design is to create a flexible digital FIR filter that supports 3G, wireless LAN, and digital television broadcast and consumes up to two to four times as much power as a filter dedicated to a single standard.
There are four separate design abstraction layers where power-performance-flexibility tradeoffs must be considered: circuit level, logic or arithmetic level, micro-architecture level, and the architecture level. Constraints from each layer must be propagated to the other layers to ensure an optimal tradeoff between power, performance, and area. The cost of flexibility is measured as the additional power and area required to support flexibility in terms of tap programmability; and in terms of programmability of input and coefficient word length. The authors in [10] present a detailed analysis of the various architecture, arithmetic level, and logic level choices available for a conventional filter design.
At the architecture level, a designer can choose to either time-multiplex or parallelize (e.g. multiplex in the space domain). At this abstraction layer, the designer also has the option of choosing between different filter structures: direct transversal filter, transposed direct form, multi-operand addition where the addition forms a tree, or using a distributed arithmetic structure that eliminates multiplication. At the logic and arithmetic level, decisions on number representation, sign processing, and adder and multiplier architectures can affect the number of partial products, the critical path delay, and power dissipation. Another option to consider for a flexible filter is the multiplier-less distributed arithmetic architecture which is described in detail in [6] and [7] . The distributed architecture structure is flexible in nature as a variable input word length can be accommodated by varying the accumulation cycles and the filter order can be varied by partitioning look up tables [11] .
The power-performance-flexibility optimization is carried out by characterizing each different choice of filter architecture in the energy-delay tradeoff space. The cost of flexibility is measured by comparing fixed architecture area and power with that of flexible architectures.
V. RESULTS
Results of the architecture tradeoff analysis are presented here for each of the various architectures considered. Fig. 7 shows the resulting architecture tradeoff space for two 90nm CMOS technologies with different transistor thresholds, supplies and foundries; one is optimized for high performance and the other for lower leakage. As one can see at lower throughputs, a flexible conventional architecture, such as the transpose or transverse, outperforms the distributed arithmetic FIR. However, at very high throughputs, the distributed arithmetic FIR is the most energy-efficient. Area can be reduced for the distributed arithmetic architecture by folding it in time. It is possible to do this and still meet throughput specifications because the filter can operate at such high throughput rates at low power.
The key results from the study show that flexibility requires a distributed arithmetic filter in a low leakage library or a hybrid parallel, time-multiplexed conventional filter in a high performance library. Fig. 7 shows that parallelism provides high throughput (see the parallel transpose curve) and that folding in time provides low energy (see the folded transverse plot). For the given specifications of throughput and clock rate, results from the optimization using a low leakage technology showed that a time-multiplexed, parallel distributed arithmetic filter structure using an offset binary coding scheme for memory was the most energy-efficient flexible filter.
On average, adding tap programmability to a conventional filter resulted in an additional 25% overhead in energy-efficiency and 15% increase in area. However, this limited flexibility in a conventional architecture resulted in a reduction in throughput and increase in latency. The cost of flexibility, when using a distributed arithmetic architecture, was estimated to be 50% in terms of energy-efficiency and 60% to 80% in area, depending on the filter order. This cost is still much less than that required for a design that has one filter for each standard. The distributed arithmetic filter architecture is inherently flexible so there is no loss in throughput or increase in latency. In fact, it can be used to support very high throughput requirements efficiently. which is a function of input capacitance, total gate capacitance and total wire capacitance. This result holds in both custom and synthesis design environments. Balancing sensitivity across levels of hierarchy using optimal aggregate sensitivity composition rules generates an ideal energy-efficiency boundary which can be used to measure the optimality of the designed ASIC. The methodology is scalable to large designs due to its hierarchical nature. The methodology presented is exemplified in the architecture exploration and selection of energy-delay optimal flexible filters used in a multi-standard radio receiver. The resulting optimal architecture is dependent on the technology (high performance or low leakage) and the memory-to-logic ratio for a particular architecture. The cost of flexibility is determined to be a maximum of 2 to 4 times that of a filter dedicated to a single wireless standard.
