We study a planar thin brittle beam subject to elastic deformations and cracks described in terms of a nonlinear Griffith energy functional acting on SBV deformations of the beam. In particular we consider the case in which elastic bulk contributions due to finite bending of the beam are comparable to the surface energy which is necessary to completely break the beam into several large pieces. In the limit of vanishing aspect ratio we rigorously derive an effective Griffith-Euler-Bernoulli functional which acts on piecewise W 2,2 regular curves representing the midline of the beam. The elastic part of this functional is the classical Euler-Bernoulli functional for thin beams in the bending dominated regime in terms of the curve's curvature. In addition there also emerges a fracture term proportional to the number of discontinuities of the curve and its first derivative.
Introduction
The derivation of effective theories for thin structures such as beams, rods, plates and shells is a classical problem in continuum mechanics. In a fundamental contribution Euler proposed an elastic energy functional for a planar thin beam undergoing pure bending so that its midline remains unstretched, in which the effective local energy contributions are proportional to the squared curvature of the deformed midline, cf. [16] . Basic results in formulating adequate dimensionally reduced theories for three-dimensional elastic objects go back to the work of Kirchhoff and von Kármán [30, 29] , cf. also [34, 11, 12] . First rigorous results, however, deriving effective energy functionals for elastic thin films have been obtained only recently, cf. [4, 31, 32, 24, 25] .
In (nonlinear) elasticity theory, a (hyper-)elastic specimen occupying a region Ω ⊂ R d (d = 2, 3) and subject to a deformation v : Ω → R d is described in terms of its stored energy Ω W (∇v(x)) dx, where the stored energy function W acts on the deformation gradient ∇v measuring the local strain of v. For thin structures Ω = Ω h of small aspect ratio h ≪ 1 such as beams of height h ≪ 1, three-dimensional rods of thickness h ≪ 1 or plates of height h ≪ 1 (with the other dimensions of order 1) the basic task is to obtain dimensionally reduced energy functionals acting on suitable strain quantities for the limiting one-or two-dimensional objects. In order to rigorously relate these theories to the parent nonlinear bulk elasticity model, one aims at establishing a variational convergence result in the sense of Γ-convergence, which in particular guarantees that sequences of (almost) minimizers subject to suitable external forces converge to the solution of the effective limiting minimum problem, cf. e.g. [14] . Notably the seminal articles [24, 25] , in which a whole hierarchy (in terms of possible energy scalings) of plate theories is derived from three-dimensional nonlinear elasticity theory, have triggered a still ongoing activity in extending these results to various different settings including effective theories for rods [27] , shells [26] , atomistic films [36] , heterogeneous layers [37] , incompressible plates [13] and plates with pre-strain [33] .
When examining thin structures made of brittle materials it is indispensable to consider models beyond the purely elastic regime which, in particular, include the possibility that the body undergoes fracture. Motivated by the pioneering work of Griffith [28] , in which the formation of crack is viewed as the result of a competition between the surface energy cost and the reduction of bulk energy during an infinitesimal increase of the crack set, Francfort and Marigo [17] have introduced energy functionals comprising both bulk and surface contributions which lend themselves to a variational analysis. In contrast to the elastic case the deformation v : Ω → R d may now contain jump discontinuities along a 'crack set' of codimension one. In its basic form, when the crack energy is homogeneous, independent of the crack opening and isotropic, a Griffith functional is given by
where ∇v is the bulk deformation gradient, J v the crack set and β > 0 a material constant. The crack energy is then simply proportional to the Hausdorff area of J v . While of considerable interest both from a theoretical and a practical point of view, it seems that most of the possible energy scaling regimes for thin brittle specimens are yet poorly understood. The problem here is to consider nonlinear Griffith functionals for thin reference configurations Ω = Ω h and to develop dimension reduction techniques which allow for the derivation of a suitable 'Griffith plate theory' in the limit h → 0, where the resulting elastic plate theory is augmented with an effective surface term. Notable contributions to this aim are the works of Braides and Fonseca [8] on a Γ-convergence result and of Babadjian [5] on a Γ-convergence and asymptotic quasistatic evolution result in the membrane energy regime, i.e., for deformations with finite energy per unit volume.
Yet, brittle materials that respond elastically only to very small strains and do not have a significant plastic regime but rather develop cracks already for moderate strains are naturally investigated in the small displacement regime by linearized Griffith functionals whose elastic bulk contribution is the corresponding energy functional of infinitesimal elasticity, cf. [7] . However, in the presence of cracks a body can break apart into several pieces each of which may afterwards undergo a different rigid motion at no extra energy cost, so that in general it is not possible to linearize a deformation around a single rigid motion. To overcome the serious drawback of linearized functionals not being (nonlinearly) frame invariant, one is therefore led to consider nonlinear Griffith models in which a suitable scaling parameter to either the bulk or the surface part is introduced in order to relate the stiffness and toughness parameters of the material in such a way that the elastic bulk energy for small displacements is of the same order of magnitude as the surface part. In (1) this amounts to viewing β a small parameter and considering deformations whose Green-St. Venant strain tensor is of the order √ β. The problem of deriving linearized theories (around a piecewise rigid motion) from such rescaled nonlinear Griffith functionals has only recently been resolved in a planar setting by Friedrich in [19] . (See also [35] for a similar problem within a restricted class of admissible crack sets.) We also remark that this scaling parameter in atomistic systems can be related to the typical (small) interatomic distances, see [9, 20, 21, 22] . For thin films the inadequacy of a linearized parent model may even occur in the absence of cracks as these objects can be largely deformed by bending with only small energetic cost. As such models already contain the aspect ratio h as a small scaling parameter, this leads to functionals in which β is considered a second small parameter.
In this article we focus on the case of a two-dimensional thin strip
Being interested in beams whose unfractured regions are deformed within the bending dominated regime, we also suppose that β h ∼ h 2 . Our main result in Theorem 2.1 is that, under suitable assumptions, in the limit h → 0 these functionals, divided by h 3 , Γ-converge to an effective 'Griffith-Euler-Bernoulli' functional of the form
whereȳ : (0, L) → R 2 is a piecewise W 2,2 regular curve (representing the midline of the beam), κ is the curvature ofȳ and Jȳ ∪ Jȳ′ is the set of discontinuities ofȳ andȳ ′ . Moreover, α is the Euler-Bernoulli constant and β the effective energy per crack. This is complemented with a compactness result on finite energy sequences in Theorem 2.2. In Corollaries 2.4 and 2.5 we also show that body forces and boundary conditions can be included in our analysis. As a direct consequence we obtain a convergence result for (almost) minimizers in Corollary 2.7.
In all of the aforementioned results on plate theories with energy scalings beyond the membrane energy regime, at the core of their derivation lies a quantitative geometric rigidity theorem which allows for controlling the deviation of a deformation from a rigid motion in terms its energy. For Sobolev functions such a result has been proven by Friesecke, James and Müller in [24] . In [24] and [25] these authors then show how this estimate allows for the derivation of effective plate theories from three-dimensional nonlinear elasticity. In fact, many of the subsequent variations in different settings have either used a functional in [24, 25] as a comparison functional or followed the same strategy to use the geometric rigidity theorem of [24] in order to estimate the local deviations from approximating rigid motions. Our approach to brittle thin beams follows the same general strategy: We begin by covering the beam with O(h −1 ) many small rectangles, approximate the deformation by a rigid motion and then compare these rigid motions on neighboring rectangles.
At the core of our derivation now lies a novel quantitative piecewise geometric rigidity theorem for SBV functions in two dimensions, recently obtained by Friedrich and the author in [23] , cf. Theorem 3.5. Due to the possible presence of jump discontinuities this theorem, however, is formulated in a considerably more complex way than the corresponding rigidity result for Sobolev functions. For a given deformation, instead of a single rotation there is an underlying Caccioppoli partition of rotations and only slightly modified versions of the deformations are proved to be close to the corresponding piecewise rigid motions. Moreover, while the piecewise linearized strain can be controlled in terms of the deformation energy, a similar bound on the full gradient is not available. (This is related to the fact that there is no analogue of Korn's inequality in SBV .) These notable differences result in a number of technical challenges, including the following.
1. The estimates in Theorem 3.5, which are to be applied on many small rectangles, only apply to a modified deformation, which might considerably deviate from the original one on a set whose smallness is quantified by a small parameter ρ, while the constants in these estimates in turn do depend on ρ.
2. The modified deformations on different rectangles have to be joined together before taking the limit h → 0 in order to obtain the limiting strain of the thin beam. Neither a simple piecewise constant interpolation nor mollified versions thereof are adequate as the former would introduce by far too much artificial crack and the latter will naturally give too weak estimates in the presence of cracks. A subtle point here is that our interpolating and taking gradients do not commute and considerable efforts have to be made to estimate the difference of the interpolated gradients and the gradient of the interpolation.
3. An essential step is to show that the limiting strain is asymptotically linear in the vertical small beam direction. To this end, similarly as in [24] we consider difference quotients in this direction. However, in our setting of SBV functions, the arguments in [24] do not apply to determining their limiting behavior due the the possible presence of a singular part of the derivative which does not store elastic energy. We propose a different method here by applying an SBV closure argument to an auxiliary function which arises from flattening the beam's deformation and a suitable rescaling of both its image and preimage.
An aspect of our derivation which appears to be interesting also from a physical point of view is that fracture in a limiting deformation can occur only at those points t ∈ (0, L) for which there are approximating deformations at finite h containing a crack set of length h concentrated in a region converging to t whose x 1 -projection is much smaller than h. Smaller cracks which are separated at least a distance comparable to h, on the other hand, are healed in the limit h → 0, cf. Remark 4.5 for a precise statement.
We finally remark that the main reason for our restricting to planar beams is that the basic Theorem 3.5 is only available in two dimensions. Although we have taken advantage of the possibility to simplify various arguments by exploiting the planar set-up, we believe that our analysis, in particular the aforementioned technical considerations, will essentially allow for the derivation of a Griffith plate theory, provided Theorem 3.5 can be extended to three dimensions.
Notation. For vectors
are e 1 = (1, 0) T and e 2 = (0, 1) T . If a, b ∈ R 2 we write (a | b) = a ⊗ e 1 + b ⊗ e 2 . By R n×n sym and R n×n skew we denote the space of symmetric and the space of skew symmetric n × n square matrices respectively. The symmetric part of X ∈ R n×n is e(X) = X+X T 2 . In the proofs in Sections 4 and 5 we will encounter the parameters h ց 0, ρ ց 0, λ ր 1 and n ր ∞ (converging in this order). Generic constants which are independent of h but may depend on n are denoted C,Ĉ with the convention that C is independent of ρ and λ whileĈ might depend on ρ, λ.
Main results
We consider a thin brittle beam whose reference configuration occupies the region
Let Q be the Hessian of W at Id. Note that by the assumptions on W , the quadratic form Q is positive definite on the space R 2×2 sym of symmetric matrices and vanishes on the space R 2×2 skew of skew symmetric matrices. We define a relaxed elastic constant by
where e 1 = (1, 0) T and e 2 = (0, 1) T (and a ⊗ b = ab T for vectors a, b). Our main results are the following theorems on Γ-convergence and compactness for I h as h → 0. The limiting deformations y turn out to be independent of the vertical component x 2 and the limiting functional
Here the set of admissible limiting deformations is
⊥ is the curvature of the curve t →ȳ(t); see Section 3 for the definition of the piecewise Sobolev space P -W 2,2 . (By abuse of notation, functions f defined on (a part of) Ω that only depend on x 1 will not be renamed in the sequel so that we often simply write f (x 1 ) instead of f (x) and f ′ instead of ∂ 1 f .) Theorem 2.1 (Gamma-convergence). The functionals I h Γ-converge to I 0 on SBV (Ω; R 2 ) with respect to the strong L 1 -topology as h → 0, i.e.,
(ii) recovery sequences: for every y ∈ SBV (Ω;
We will prove Theorem 2.1 in Section 5. Here the choice of the L 1 topology has been made for definiteness. In fact, Γ-convergence also holds for other choices as will be detailed below.
This Γ-convergence theorem is complemented by the following strong compactness result, proved in Section 4.
Theorem 2.2 (compactness). Suppose
for a constant C independent of h. Then there exists a subsequence (not relabeled) verifying the following assertions as h → 0.
(ii) The rescaled absolutely continuous part of the gradient satisfies
Remark 2.3. 1. The constant M, assumed to be (much) larger than 1 and L, imposes a restriction (for the unrescaled deformations) on both v L ∞ and ∇v L ∞ . Confining v in this way effectively models a large box containing the deformed specimen v(Ω h ) and prevents parts of Ω h from escaping to ∞. The restriction on ∇v is necessary for technical reasons as it allows us to apply a quantitative piecewise rigidity estimate, recently obtained in [23] . As M can be chosen arbitrarily large, well beyond the elastic regime of the specimen under investigation, in applications such a restriction is in fact not too severe. This is even less so in our present setting of a beam in the bending dominated energy regime where, as we will see, the nonlinear strain is infinitesimally close to Id and there is no restriction on the linearized (infinitesimal) theory. We also remark that such a constraint on ∇v can be justified for certain (interpolations of) atomistic models whose small energy is related to the typical interatomic spacing as, e.g., in [20, 21, 22] . In these discrete models an atomistic unit cell can be considered effectively broken whenever its discrete gradient exceeds a finite threshold value. Its contribution to the total energy then enters through the surface part of the energy functional.
In view of the L
∞ -bound on y h and ∇ h y h we have y h → y and It is straightforward to account for appropriate body forces in these function-
) and define the energy functionals under the load f h and the limiting energy functional by
Corollary 2.4 (Gamma-convergence and compactness). The functionals J h Γ-converge to J 0 on SBV (Ω; R 2 ) with respect to the strong L 1 -topology as h → 0. If a sequence y h satisfies sup h J h (y h ) < ∞, then there exists a subsequence (not relabeled) and a limiting y ∈ A such that y h → y and ∇y h → ∇y
where J h , A h , J 0 , A are the functionals introduced above, but on the domain (−η, L + η), and
Observe that finite energy deformations are rigid on (−η, L + η) \ (0, L) so that this part does not contribute to the energy. In particular, J ) and a limiting deformation y ∈ A bv does not attain the boundary values
in the sense of traces. In such a case, non-attainment of the prescribed values at the left or right end of the beam is penalized in the limiting energy by the crack energy amount β each.
Corollary 2.5 (Gamma-convergence and compactness). Let
there exists a subsequence (not relabeled) and a limiting y ∈ A bv such that
Remark 2.6. An analogous statement is true if clamped boundary conditions are imposed only at one end of the beam.
We will prove Corollaries 2.4 and 2.5 at the end of Section 5. As a direct consequence of these results we obtain the convergence of almost minimizers to minimizers of the corresponding limiting functional.
Corollary 2.7 (Convergence of almost minimizers). If
then there exists y ∈ A, respectively, y ∈ A bv , such that y h → y in L 1 (for a subsequence) and y minimizes J 0 , respectively, J 0 bv . Proof. Immediate form Corollaries 2.4 and 2.5.
Preliminaries: SBV and quantitative piecewise rigidity
For convenience of the reader we first briefly review the definition of the space SBV of special functions of bounded variation which serves as our basic model for deformations exhibiting both elastic regions and cracks. We then state the fundamental compactness theorem and a closure result in SBV . We also introduce the notion of Caccioppoli partitions. For an exhaustive treatment of BV and SBV functions we refer to [3] . With these preparations we can finally state a quantitative piecewise geometric rigidity result in SBV that was recently obtained in [23] and which is a main ingredient in our proofs of Theorems 2.2 and 2.1.
Dy is a finite R m×d -valued Radon measure. Accordingly, Dy can be decomposed into an absolutely continuous part ∇y with respect to the Lebesgue measure L d and a singular part D s y. If the Cantor part of D s y vanishes we say that y is a special function of bounded variation and write y ∈ SBV (Ω, R m ). In this case Dy takes the form
Here
of Ω, ν y is the normal to J y and y + , y − are the one-sided limits of y at J y . (If y is a deformation, then J y is the 'crack set' and (y + − y − ) ⊗ ν y measures the 'crack opening'.) The subset of those y ∈ SBV (Ω; R m ) for which ∇y ∈ L p and
If {t 0 , . . . , t n } is the minimal set with this property, then J y = {t 1 , . . . , t n−1 } (and ν y ≡ 1). We may then assume that y is uniformly continuous on the intervals (t i−1 , t i ) and y ∓ (t i ) are the limits of y(t) as t → t i from the left, respectively, from the right. For d = 1 we more generally also consider the spaces
For a function y in this space the minimal set {t 1 , . . . , t n−1 } with y ∈ W k,p ((t i−1 , t i ); R m ) for i = 1, . . . , n (and
We state the fundamental compactness result in SBV , first proved in [1] , cf. also [3, Theorems 4.7 and 4.8], as follows.
for some constant C not depending on k. Then there exists a subsequence (not relabeled) and a function y ∈ SBV p (Ω; R m ) such that
In fact, we will need to apply this result only in the by far more elementary one-dimensional case.
for some constant C not depending on k. Then there exists a subsequence (not relabeled), a function
In our proof of Theorem 2.1 we will encounter deformations y where a priori only the absolutely continuous part Ey of the symmetrized derivative
((∇y) T + ∇y). There are compactness results analogous to Theorem 3.1 in the more general function spaces SBD, see [6] , and GSBD, see [15] , that are more adapted to this situation. As in fact in our proof of Theorem 2.1 we will only need a closure result, we will formulate the following direct consequence of [15, Theorem 11.3] for SBV functions only, thus circumventing the need of introducing the space GSBD here.
Remark 3.4. By the Theorems of Dunford-Pettis and de la Vallée-Poussin, the assumptions of Theorem 3.3 are satisfied for y,
We say that a subset E ⊂ Ω has finite perimeter in Ω if the characteristic function χ E belongs to SBV (Ω). In this case the jump set J χ E is denoted by ∂ * E and called the reduced boundary of E. Then ∇χ E = 0 a.e. and Dχ E is concentrated on ∂ * E with |Dχ
of Ω consisting of at most countably many sets E j of finite perimeter is called a Caccioppoli partition of Ω if j Per(E j , Ω) < ∞.
Analogously to the purely elastic case treated in [24] , the main ingredient into the derivation of an effective dimensionally reduced theory is the following quantitative piecewise geometric rigidity result which for an SBV function y estimates the deviation of ∇y from a piecewise constant SO(2)-valued mapping with controlled jump part in terms of its energy. This result, which also uses a novel Korn-Poincaré inequality in SBD obtained in [18] , was recently proved in [23] . It provides a quantitative version of a Liouville type piecewise rigidity result by Chambolle, Giacomini and Ponsiglione in [10] . We state it here in a form which directly follows from (the proof of) [ Suppose that W satisfies the assumptions of (i) regularity, (ii) frame indifference and (iii) non-degeneracy from Section 1. Also set If
and
with the following properties: We find a Caccioppoli partition P = (P j ) j of Ω ρ with
and, for each P j , a corresponding rigid motion R j · +c j , R j ∈ SO(2) and c j ∈ R 2 , such that the functionû : Ω → R 2 defined bŷ
satisfies the estimates
where e(G) =
Modification, approximation and compactness
Throughout this section we assume that y h ∈ A h is a bounded energy sequence of deformations verifying
for a constant C independent of h. As it will be convenient in the sequel, we also introduce the rescaled deformations w
and ∇w L ∞ ≤ M. For w h the energy bound (8) implies
We will first introduce local modifications of w h and construct an approximating almost SO(2)-valued mappingR h . Next we will determine the limiting behavior ofR h and its dependence on the modification parameters. Finally, the proof of Theorem 2.2 on compactness is given.
Approximation and modification
We fix n ∈ N and cover (0, ⌊
) with the rectangles
Let ρ > 0 be a small parameter. Then choose h 0 = h 0 (ρ) such that Theorem 3.5 applies to sets of the form I × (− , ρ as given and all ε = h ≤ h 0 . We also fix a threshold value 1 2 < λ < 1. Eventually λ will be sent to 1 after ρ has been sent to 0.
In the following estimates we will only consider h with h < h 0 ; generic constants that are independent of ρ and λ will be denoted by C whereas constants that may depend on ρ or λ are calledĈ. n will be fixed until the very end of the proof of Theorem 2.1(i) and both C andĈ may depend on n.
We define a set G = G(h, λ, ρ) of 'good rectangles' and the complementary set B = B(h, λ, ρ) of 'bad rectangles' by
Considering the restriction of w h to Q a we set
By the energy bound (9) we then have
We begin with the following elementary observation on the energy and number of 'bad squares'. Lemma 4.1. For every h ≤ min{ 1 2 (M − 1)c, 1}h 0 with c from (2) we have
(ii) #B ≤ C for a constant C which is independent of h and ρ.
Proof. (i) immediately follows as for
Summing over Q a ∈ B and recalling the energy bound (8) we then get
from which (ii) follows.
Modification on good rectangles
We now discuss a modification and approximation to y h on good rectangles which allows to estimate the local variations of y h in a sufficiently sharp way. We begin by considering a single rectangle Q a ∈ G. First note that, by construction,
andŵ a satisfies the energy estimates
Moreover, there exists a Caccioppoli partition (P a,j ) j of Q a,ρ with
and for each P a,j an orthogonal matrix R a,j ∈ SO(2) and a translation vector c a,j ∈ R 2 such that, settinĝ
one has
for a constant C which is independent of ρ and a constantĈ =Ĉ(ρ). Note that
In the following we will assume that the numbering of the partition (P a,j ) j is such that the area |P a,1 | is maximal. Note that for any µ < 1 − 2cρ, by the isoperimetric inequality, under the constraint Per(P a,1 , Q a,ρ ) ≤ µ the value |Q a,ρ \ P a,1 | is at most the area of the intersection of Q a,ρ with a disc of radius 2µ π centered at one of its corners, i.e.,
In particular this estimate is satisfied for Q a ∈ G with µ = λ + Cρ for sufficiently small ρ by (14) .
Estimates on overlapping rectangles
Let r a,1 : R 2 → R 2 be the affine mapping r a,1 (x) = R a,1 x + c a,1 .
Our aim is to compare the mappings r a,1 and the values of R a,1 of their gradients on overlapping rectangles. Unfortunately, this difference cannot directly be estimated with the help of ∇ŵ a as we only control the symmetric part of R T a,j ∇u a whereas the difference of two rotations R a,1 and R b,1 to leading order is measured by the skew symmetric part of R 
Proof. On Q a,ρ we have
by (16) . For the original deformation w h we thus obtain
as well by using (11) with |P a,1 | ≥
according to (18) . Suppose that Q b = Q a+1 ∈ G overlaps with Q a and set
and an affine mapping r (a,b),
Combining (19) and (20) we thus find
− Cρ, it is elementary to see that
In complete analogy we have
Compactness of interpolated rotations
Our aim is now to interpolate the mappings r a,1 and rotations R a,1 to obtain functionr h andR h on (0, L) whose limiting behavior as h → 0 can be analyzed. We remark at this point that mollification techniques are not appropriate as for smooth approximations in the presence of cracks we would loose sharp control over their derivatives. On the other hand, a simple piecewise affine, respectively, constant, interpolation would in principle be sufficient to prove the compactness statement in Theorem 2.2. However, in computing the precise energy asymptotics in Section 5 also such a strategy turns out to be insufficient as this procedure introduces artificial fracture contributions that cannot be estimated suitably.
Interpolation of r a,1 and R a,1
Our aim is to interpolate r a,1 and R a,1 smoothly on intervals covered by good rectangles and extrapolate to functions on (0, L) which only jump (at most once) on each component of the beam which is covered by bad rectangles. Let
be the rescaled projection of the bad rectangles onto the x 1 -axis. If (p, q) is a connected component of I B with h −1 (p, q) covered, say, by Q a , . . . , Q b ∈ B, we setr
Next we setr( −cρ) and satisfies |ϕ ′ a | ≤ 2n for a > 1. We then definer andR on the remaining part of (0, L) by setting
ifr(x 1 ) andR(x 1 ) have not been defined previously. In this way we indeed obtain piecewise smooth functionsr
B and #(Jr ∪ JR) ≤ #B as desired. We also note that for x ∈ Q a,ρ , Q a ∈ G,
by construction ofR in (22) and the fact that for
by Lemma 4.2 and (10). Similarly we have
if x ∈ Q a,ρ , Q a ∈ G. This follows from the construction ofr in (22) since |ϕ a r a,1 + ϕ a+1 r a+1,1 − r a,1 | = |ϕ a+1 ||r a+1,1 − r a,1 | ≤Ĉ √ h whenever Q a , Q a+1 ∈ G by Lemma 4.2 in analogy with (24) and trivially |r a,1 (x)− r a,1 (x 1 , 0)| ≤ C.
Lemma 4.3.
There are constants C,Ĉ > 0 such that
)h, L) ∪ I B , the estimates onR are trivially satisfied while the estimates onr follow immediately from (17) andr
Recalling that #B ≤ C by Lemma 4.1, it therefore suffices to show that for every connected component [p, q] of (
The first two of these inequalities are immediate from (23), (25) and (17) . In order to prove the other two inequalities we first choose Q a , Q b ∈ G such that p ∈ Q a , q ∈ Q b . Then we compute, again using Lemma 4.2 and (10),
where we have used that ϕ
) and that |ϕ ′ i | ≤ 2n. Finally, a completely analogous estimate shows that the L 2 -Norm on [p, q] of first sum inr
is bounded byĈh 2 while the second one is equal toRe 1 .
Convergence ofr andR
So as to highlight their h-dependence we also writer =r h andR =R h . (2)) and a finite set J ⊂ (0, L) such that for every (sufficiently small) ρ > 0,
Lemma 4.4. There are a subsequence (not relabeled)
So in particular, the limiting R 2 -, respectively, SO(2)-valued, functionsr,R do not depend on ρ.
Proof. For fixed ρ = ρ 0 > 0 (small) this readily follows from Lemmas 4.3 and Theorem 3.2 as there are only a bounded number of components of I B and by constructionR h andr h jump at most once in every such component while they are smooth outside I B . Now consider an arbitrary 0 < ρ ≤ ρ 0 . For each Q a ∈ G(ρ) we then write (19) with arguments ρ to highlight the dependence on ρ in the form
where |W (ρ, ρ 0 )| ≥ − Cρ by (18) . But then also
Combining this estimate with (25) and (23) we obtain
Now recalling that by Lemma 4.1 both #B(ρ) and #B(ρ 0 ) are bounded independently of h, ρ and ρ 0 if h ≤ min{
by (26) and (10) for h small enough. So ifr
Compactness of bounded energy sequences
Finally, we concern ourselves with the convergence of the rescaled deformations y h and give the proof of Theorem 2.2.
Proof of Theorem 2.2. Suppose that y
Choosing a suitable subsequence (not relabeled), by Lemma 4.4 (with ρ small enough) we may assume thatr
We will now show that this implies y h →r and 
where in the last step we have used (25) and (23) . Settingw
we also have
a ≤Ĉh 9 10 and w a − r a,1 (16) and (10) , so that In order to further estimate this quantity we note that by (18) and (14) |Q
and, by (11) and (10), |Q a,ρ \ V a | ≤ Ch −1 ρε a ≤ Cρ. Since hw h , ∇w h by assumption and hw a , ∇w a by Theorem 3.5 are bounded, we find
As by (11) we also have
we may conclude that
Summing over a we thus obtain from (10)
+ Cρ + Ch ≤Ĉh 9 10 + Cρ.
Since ρ > 0 was arbitrary, we have indeed shown that, in L 2 and hence in
, where y =r is a function of x 1 only, and lim h→0
we indeed obtain y ∈ A. Moreover, sinceR ∈ SO(2) and soRe 2 = (∂ 1 y) ⊥ , we also have that
Remark 4.5. The convergence y h → y ∈ A could have alternatively been proved with the help of Theorem 3.1 and the observation that the energy bound (8) implies ∂ 2 y = 0 and ν 2 (y) = 0 and hence D 2 y = 0 which would render the approximation byr unnecessary. Our approach is more direct and in fact only needs the SBV compactness theorem in its considerably more elementary one-dimensional version given in Theorem 3.2. The main advantage of the proof presented here is that, as we will make precise in the following corollary, it shows that portions of the beam covered by rectangles in G do not contribute to the limiting crack set although these rectangles might contain cracks of almost length 1. This is interesting from a physical perspective as it shows that only strongly localized cracks in y h can cause macroscopic fracture whereas smaller cracks separated by a distance at least h are healed in the limit h → 0. (Note that we also could have chosen arbitrary thin rectangles which are translates of (0, c) × (− ), so that indeed a crack that is not healed must be concentrated on a set whose projection onto the x 1 -axis is much smaller than h.) Also in Section 5 we will benefit from this approach when we need to give a sharp bound on the crack energy in y h from below in terms of both J y and J y ′ . 
Energy estimates, infinitesimal strain and Γ-convergence
While the construction of recovery sequences in Theorem 2.1(ii) will be rather straightforward, the main focus of this section will be the proof of the Γ-lim inf inequality in Theorem 2.1(i). To this end, we will need two preparatory steps. First, we will provide an energy estimate for the elastic energy contribution on good rectangles in terms of a suitable strain measure to be introduced below. Second, we need to identify the limiting behavior of this strain measure as h → 0.
Elastic energy estimates
Throughout this paragraph we again assume that y h ∈ A h is a bounded energy sequence of deformations verifying I h (y h ) ≤ C so that the rescaled deformations w h (x) = h −1 y h (hx 1 , x 2 ) satisfy (9). R a,1 , c a,1 , r a,1 ,ŵ a andR are as in the previous section.
Estimates on a single cell Our first aim is provide an asymptotically exact estimate from below on the en-
In order to do so we will first pass to the modified deformationw a defined in (27) and letū
on Q a for x ∈ Q a if Q a ∈ G.
Obviously we have (29) by (13) and
by (12), (14) . Also note that due to (16)
a .
We now proceed to prove a lower bound on h −1 Qa,ρ W (∇w a ). In view of the global energy estimate to be obtained below it turns out to be insufficient to directly linearizew a around R a,1 . Instead we have to modify both R a,1 and ∇ū a in a way which allows for gluing together the contributions on overlapping rectangles without introducing too much fracture. To this end, we first introduce a modification ofR which takes values in SO(2) as follows. DefineR = Proj SO(2)R , where Proj SO(2) denotes the orthogonal projection of R 2×2 onto SO(2), which is uniquely defined and smooth in a neighborhood of SO (2) . As an immediate consequence of Lemma 4.3 we have
In fact, by definition ofR and (24), we even have
sym is the normal space of SO (2) at Id, this entails the stronger estimate
on the symmetric part ofR T (h ·)R a,1 − Id. Recall that Q denotes the Hessian of W at Id. Lemma 5.1. Let χ a be the characteristic function of the set {x ∈ Q a,ρ : |∇ū a | ≤ h
Proof. Taylor expanding W around Id as
where |ω(X)| ≤ C|X| 3 for X small, we compute on Q a,ρ (withR,R evaluated at
where we have used that W is invariant under rotations and Q vanishes on R
2×2
skew . Recalling (33) and (10) we can estimate the error term by
Moreover, since |R −R| ≤Ĉ √ h and |e(R T R a,1 − Id)| ≤Ĉ(ε a−1 + ε a + ε a+1 ) by (32) and (34), respectively, we have
Combining (36), (37) and (38) we find that indeed
10 .
Global estimates
We now give an estimate for a connected part of h −1 Ω h covered by rectangles in G. In view of the fact that we later will have to identify the limiting strain on such a part, it turns out to be necessary to also modifyw a . To this end, we introduce the following measure F (2) of the elastic strain. If Q a−1 , . . . , Q b+1 ∈ G we set
for x ∈ Q a,ρ ∪ . . . ∪ Q b,ρ with the same partition of unity (ϕ i ) as in the definition ofR, cf. (22) . Also let χ a,b be the characteristic function of the set
Proof. By (29) and Lemma 5.1 we have
In order to further estimate this in terms of F (2) we first note that (again abbreviatingR(h ·) byR)
By convexity of Q we therefore have
Combining with the previous estimates we arrive at 
Deformation interpolation and limiting strain
In the following we will have to identify, on parts covered by rectangles in G, the limiting behavior of G (2) , cf. (39). In particular, it will be essential to ensure that in passing from the piecewisely defined displacements ∇ū a to the global quantity F (2) the limiting infinitesimal strain (of typical order h on each rectangle) is measured sufficiently accurately by F (2) . The main difficulty in doing so is caused by the fact that F (2) itself is not a gradient. For this reason we now also introduce an interpolationw of thew a , cf. (27) . We will then proceed in two steps. First we will prove that, in a suitable weak sense, F (2) is very close to ∇w. Second we will show that the relevant limiting entries of F (2) can be recovered with the help of an SBV closure argument applied to an auxiliary function which arises from w h by 'undoing the rotationR' and suitably rescaling both its image and its preimage.
If Q a−1 , . . . , Q b+1 ∈ G we define an interpolationw =w
with the same partition of unity (ϕ a ) a∈N as in the definition ofR and F (2) , cf. (22) and (39). The jump set Jw ofw then satisfies Jw ⊂ b+1 i=a−1 (Jw i,1 ∩ Q i,ρ ) and thus can readily be estimated by
with the help of (30) and (10). With F (2) as in (39) and appropriately defined F (1) the absolutely continuous part of the gradient ofw h splits as
Gradient estimates
Our main task is to show that, to leading order h, ∇w h can be approximated in a suitable sense by F (2) only. For this we first need to give a precise estimate on the difference of thew a on overlapping rectangles.
by (27) and (11) . In order to estimate this difference on the remaining part we first note that by (18) and (14) we have
By (11) the same estimate holds for
. But then Hölder's inequality gives 
By Lemma 4.2 we have r a,1 − r b,1
2
∞ ≤Ĉ(ε a + ε b ) on Q a and so, similarly,
Qa,ρ
. So with (44) we also obtain
As analogously to (44) we have
we may finally combine (46) and (45) to see that indeed
We can now prove the following global estimate on F (1) , cf. (42).
Proof. Since, by construction, ϕ 
where we have used that ϕ 
from which, together with (47), the claim follows.
The second part F (2) of ∇w h is more easily estimated as follows.
Lemma 5.5. Suppose that Q a−1 , . . . , Q b+1 ∈ G. Then
Proof. Since
we have
which indeed is bounded byĈh according to (31) , (24) and (10) .
In addition to G (2) from (39), for later use we also introduce the quantities
(cf. (42)) and record the following direct consequence of the preceding lemmas.
Proof. The first estimate is only a reformulation of Lemma 5.5, the second one is a direct consequence of Lemma 5.4 and the last one follows from the previous two immediately.
Difference quotients estimates
In the proof of Theorem 2.1 below we will in particular need to determine the x 2 -dependence to leading order of (the relevant part of) F (2) . As a preparatory step we provide the following estimates on difference quotients ∆ (z)w ofw, where for z ∈ R \ {0} and a function f we set
whenever both x and (x 1 , x 2 + z) belong to its domain of definition.
for a constant C, independent of a, b, z and S, and a constantĈ, independent of a, b and S.
Proof. (i) Recalling (28) , similarly to the proof of Lemma 5.5 on Q a,ρ ∪ . . . ∪ Q b,ρ we calculate
As a consequence we may estimate
by (31) and (10).
(ii) This follows from J ∆ (z)w ∩ S ⊂ Jw ∪ (0, −z) + Jw and (41).
(iii) In order to estimate symmetric part ofR
where we have used thatR only depends on x 1 and Id does not depend on x at all. Since by Lemma 5. 
the assertion follows.
Rescaled strain estimates
We now consider the rescaled and interpolated deformationỹ(x) =ỹ h (x) = hw h (h −1 x 1 , x 2 ) and the quantityR T ∇ hỹ measuring the associated strain on portions of Ω covered by good rectangles. Our aim is to show that its upper left component to leading order in h is linear in x 2 .
Proof. First recall that in the proof of Theorem 2.2 we have shown thatR
⊥ so that by also using Lemma 4.4 we havẽ
by Lemma 5.7(iii) which in particular shows that h −1 ∆ (z)RT ∇ hỹ 11 is bounded in L p . In order to identify its weak limit we first observe that Lemma 5.7(i) and (ii) also gives the estimates
as well as
where we have used thatR does not depend on x 2 . The rescaled absolutely continuous part of the derivative of h −1 ∆ (z)RTỹ is given by
, where the symmetric part of the second summand on the right hand side has been estimated in (51) while for the first one Lemma 5.7(i) and (50) give
Here by (50) the product (R T ) ′R converges weakly in L 1 to
where we have used that
∂ 1 |∂ 1 y| 2 = 0. Now let H = (H ij ) = e 1 ⊗ e 1 + h e 2 ⊗ e 2 be the diagonal 2 × 2 matrix with H 11 = 1 and H 22 = h and consider the auxiliary function f h ∈ SBV (U;
By (52) and (53) we then have
Moreover, since 
weakly in L 1 . In particular it follows that
weakly in L 1 and so, being bounded in L p , also weakly in L p as claimed.
The Gamma lim inf inequality
Thanks to the preparations in the previous sections, it is now possible to follow the strategy for elastic plates devised in [24] so as to estimate the elastic part in the proof of the lim inf inequality in Theorem 2.1. Some extra care, however, is needed as the bounds on F (1) and G (1) in Lemma 5.4 and 5.6, respectively, and the weak convergence in Lemma 5.8 only hold with p < 2 and also the contributions from regions where rectangles in G overlap have to be estimated.
Proof of Theorem 2.1(i). Let (y h ) be a sequence in SBV (Ω; R 2 ) with y h → y in L 1 (Ω). Without loss of generality we may suppose that lim inf h→0 I h (y h ) < ∞ and, passing to a subsequence (not relabeled) which realizes this lim inf as its limit, assume that I h (y h ) ≤ C for some constant C > 0 so that y h ∈ A h and y ∈ A and
2 . This also justifies our passing to further subsequences in the sequel. Rescaling W , if necessary, we can in addition assume that β = 1. We need to show that lim inf
Withū a as in (28) let χ h be the characteristic function of the set
for all a with (h −1 x 1 , x 2 ) ∈ Q a,ρ and Q a ∈ G .
Note that by (31) and (10) 
Using Corollary 4.6 we now pass to a subsequence (not relabeled) such that
. . , m} and denote by J δ = {t ∈ (0, L) : dist(t, J) < δ} the δ-neighborhood of J.
We proceed to estimate the elastic energy away from J. Suppose i ∈ {1, . . . , m+ 1} is such that (t i−1 + δ, t i − δ) is non empty, where t 0 = 0 and t m+1 = L. Set ⌊h −1 (t i−1 + δ)⌋ = a and ⌊h −1 (t i − δ)⌋ = b. For sufficiently small h we then have Q a−1 , . . . , Q b+1 ∈ G and the projection of Q a−1 ∪ . . . ∪ Q b+1 onto the x 1 -axis contains h −1 (t i−1 + δ, t i − δ) and is itself contained in h −1
). For such an i one has
by Lemma 5.2 and construction of χ h with G (2) as in (39). The crack energy on the other hand is estimated by noting that for each t i , i = 1, . . . , m, and sufficiently small h there is a Q a i ∈ B such that the projection of
). For each i one then has
by Lemma 4.1(i), for small h. Noting that all the rectangles considered in (58) and (59) are distinct, we may sum these estimates over all i to arrive at 
11 | 2 + mλ − Cρ, where g
11 is the upper left entry in G
0 . Fix 1 < p < 2 and note that, upon passing to further subsequences, Lemma 5.6 also yields G 
by monotone convergence and the fact that m ≥ H 1 (J y ∪ J y ′ ). Finally, for each k = 0, . . . , n−1 we repeat the above analysis with the shifted rectangles Q 
for any such k. Then summing over k yields (n + 1) lim inf
Dividing by n and sending n → ∞ we indeed get lim inf
Recovery sequences, body forces and boundary values
We will now complete the proof of Theorem 2.1 by establishing the existence of recovery sequences and also prove Corollaries 2.4 and 2.5. Thanks to our limiting functional being one-dimensional, the arguments are rather straightforward. We include them for the sake of completeness.
Proof of Theorem 2.1(ii). Recall that, by assumption, M ≫ max{1, L}. Without loss of generality we assume y ∈ A with, say, J y ∪ J y ′ = {t 1 , . . . , t m }. Also set t 0 = 0 and t m+1 = L. Suppose first that y| (t i−1 ,t i ) ∈ C ∞ ([t i−1 , t i ]) for all i ∈ {1, . . . , m + 1} and that y L ∞ (0,L) < M.
Since Q is positive definite on symmetric matrices, for each λ ∈ R there is a unique vector γ(λ) ∈ R 2 such that Q λe 1 | γ(λ) = min ) for small h. We will now show that (y h ) is indeed a recovery sequence for y.
First note that since |d| = |γ(−κ)| ≤ C, for h small we have
With ∇ h y h = y ′ | y ′ ⊥ + hx 2 y ′′ ⊥ | d + For general y ∈ A with, say, J y ∪ J y ′ = {t 1 , . . . , t m }, t 0 = 0 and t m+1 = L, it now suffices to observe that there is a sequence y k ∈ A with J y k ∪ J y ′ 
for all y ∈ A h . The Gamma-convergence statement follows by noting that if J h (y h ) ≤ C and y h → y in L 1 , then in fact y h → y boundedly in measure due to the uniform L ∞ -bound on y h and so
where y ∈ A with y(x) =ȳ(x 1 ) for a.e. x.
Proof of Corollary 2.5. The compactness statement and, as a consequence, the lim inf inequality are straightforward from Corollary 2.4. It only remains to show that, for y ∈ A bv a recovery sequence can be chosen which not only lies in A h but also in A ). It now suffices to observe that for general y ∈ A bv with, say, J y ∪ J y ′ = {t 1 , . . . , t m }, t 0 = 0 and t m+1 = L the approximating y k ∈ A with J y k ∪ J y ′ k = {t 1 , . . . , t m }, y k | (t i−1 ,t i ) ∈ C ∞ ([t i−1 , t i ]) and y k | (t i−1 ,t i ) → y| (t i−1 ,t i ) in W 2,2 (t i−1 , t i ) for every i ∈ {1, . . . , m + 1} and y k L ∞ (0,L) < M can be chosen in such a way that y k = y on ((−η, 0) ∪ (L, L + η) for all k.
