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ABSTRACT: As part of the ACS Examinations Institute
(ACS-EI) national norming process, student performance data
sets are collected from professors at colleges and universities
from around the United States. Because the data sets are
collected on a volunteer basis, the ACS-EI often receives data
sets with only students’ total scores and without the students’
responses to individual exam questions. Nonetheless, several
national norming statistics require students’ item responses.
This data return leads to missing data and potentially biased
results when inferences are made based on that data set. This work uses student performance data sets from ACS-EI to consider
how methods for replacing missing data, such as hot-deck imputation and simulating data, aﬀect the nature of the analysis of
quantitative data.
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■ INTRODUCTION
Chemistry instructors often use diﬀerent types of quantitative
data to understand how their students are performing in the
classroom. Needless to say, these judgments are diﬃcult to
make when there are few, or no, external standards that allow
for comparison. Fortunately for chemistry instructors, the
existence of ACS exams provides one means for obtaining
national comparisons. In order to make this possible,
instructors must voluntarily return student performance data,
which makes the generalizability of this data an important
concern for using ACS exams. Therefore, issues associated with
sampling and data analyses warrant speciﬁc consideration, and
in particular, concerns related to missing data should be
incorporated into assessment analyses. One way to shed light
on this concept is to examine it from the perspective of ACS
exam national normative data sets, which are relevant to all
ACS exam users and provide readily visualized challenges
associated with data collection. While some of the data analyses
herein may not be directly applicable to certain situations, the
missing data discussion is relevant to anybody who draws
conclusions from assessment data, including chemistry
education researchers, chemistry instructors focused on
departmental assessment eﬀorts, and chemists who collect
data in the laboratory.
Issues related to missing data are not unique to the ACS
Examinations Institute (ACS-EI).1,2 In contrast to data that
have been observed and are directly available for analyses,
missing data refers to data that are not observed or otherwise
nonexistent in the data set of interest.1,2 As an example,
multiple students may skip a question on a test, and therefore,
their responses are missing. Given the large number of ways that
data can be collected in educational settings, it is not surprising
that there are multiple contexts in which it can be missing.
More importantly, missing data can lead to biased estimates of
the construct measured, if it is not appropriately considered.3
This problem is intensiﬁed by the fact that it is rare for the
missing data issue to be discussed when studies are
disseminated.4,5 When missing data are discussed, the most
frequent ways in which they are handled are through methods
that ignore the missing responses or delete respondents with
it.3−5 However, these methods inherently assume that the
missing data are randomly scattered throughout the data set,
and unfortunately, this does not always hold true.4 This
manuscript has multiple objectives, which include (1) showing
the limitations of deleting missing data when they are not
missing completely at random, (2) showing how this
assumption can inﬂuence the individual item results provided
by the ACS-EI, and (3) discussing methods that the ACS-EI
has used to address missing data. In this case, the idea is
analogous to the starﬁsh in the graphical abstract; measure-
ments with missing data may be used to make inferences, but
ﬁnding reliable ways to replace that data is helpful, just as the
starﬁsh is arguably better when it regrows an arm it has lost.
■ MISSING DATA THEORY
Two methods, listwise deletion (complete-case analysis) and
pairwise deletion (available-case analysis), are arguably the
most commonly used methods to handle missing data.3−5
Listwise deletion involves deleting any case (e.g., person or
student) in a data set that has any missing responses.1−8 The
key result of using listwise deletion is that all analyses
conducted with that data set will have the same sample size.
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In contrast, pairwise deletion involves deleting any case with
missing data within a speciﬁc set of variables being analyzed.
This method leads to more responses being preserved, but
there may be diﬀerent sample sizes for each analysis conducted.
These methods are similar because any analyses conducted
using these methods will only include observed responses.
Deletion methods have the advantages of being easy to
implement, being readily available in most statistical packages,
and resulting in a complete data set. However, many argue that
the limitations of these methods outweigh the advantages. Most
importantly, removing participants with missing data can have a
drastic impact on sample size, which reduces statistical
power.1−8 For this reason, deletion methods are recommended
when only a small percentage of data are missing.4 It is also
assumed that when cases with missing responses are deleted,
this will not have an inﬂuence on the overall results because the
missing data are randomly distributed throughout the data set.
Missing data of this nature is known as missing completely at
random (MCAR).
In contrast to MCAR, missing data can also be missing at
random (MAR) or missing not at random (MNAR). The
distinction between these mechanisms is subtle, but important.
Missing data is MAR when the probability of missing data in a
variable is related to another observed variable, but not to the
variable itself.1−8 This means that the reason data are missing is
not related to the speciﬁc variable itself after controlling for
another variable. A test known as Little’s MCAR test can be
used to establish if the data are MCAR,9 but there are no
deﬁnitive tests to determine whether the data are MAR or
MNAR without knowing the values that are missing. Therefore,
it may not be possible to know if the data are truly MAR or
MNAR.3,7,8 The purpose of labeling missing data as MCAR,
MAR, or MNAR is to better understand what could have led to
the missing data, so that appropriate considerations can be
made to reduce the eﬀects on the results. Because these
concepts can be confusing, an example of a variable (i.e.,
chemistry test scores) with MCAR, MAR, and MNAR data is
shown in Table 1. This example is analogous to one provided
by Enders3 except that Table 1 is applied to a chemistry
education context, and it builds on the idea that many aspects
of chemistry require mathematical acuity, so relationships
between math and chemistry understanding may be observed in
student performance on test items.
In Table 1, the ﬁrst two columns on the left are hypothetical
math (blue) and chemistry (yellow) test scores with no missing
data. The level of shading is used to highlight the degree of
performance using dark shades for low scores and light shades
for high scores. In the remaining columns, the chemistry test
score variable is altered three times to show examples of
MCAR, MAR, and MNAR data. In these alterations, the
student has missed the test (has no score), but for the purpose
of the illustration, the score that the student would have had is
shown in the column labeled complete. As a result, the blue or
yellow shades are used to visually show the association (or
nonassociation) that the missing scores have with the math or
chemistry variables.
The MCAR example has missing data randomly scattered
across the chemistry score variable so that it is not related to
the math or the chemistry scores. This is depicted by using split
blue/yellow shading in the cells showing missing data. Varying
shades of yellow and blue signify that the missing data has no
apparent association with the math or chemistry performances.
It might be surmised that students were missing the chemistry
test for nonacademic reasons (e.g., illness or family situations).
In the MAR example, the missing test scores are from students
with low math performances (indicated by several dark blue
cells), but column 2 shows that they are not universally low
chemistry scores. In this case, the missing test scores might
appear to be completely random with the range of scores
evident, but the relationship with the nonchemistry variable
(math) is not particularly random, and the data cannot be
classiﬁed as MCAR. Finally, in the MNAR example, the missing
test scores appear for students having low chemistry under-
standing (indicated by several dark yellow cells) so the missing
data is related to the variable itself. These examples show why it
is diﬃcult to determine MNAR data in real-world analyses
without knowing the missing scores.3,8 In this illustration, the
actual test scores are provided, but this is not the case with real
data sets. Further, these examples are highly simpliﬁed because
there are many reasons why a student might miss a test, beyond
poor chemistry and math ability, and in real world analyses,
missing data will likely never be purely MCAR, MAR, or
MNAR.7 Therefore, understanding the missing data requires
knowing as much as possible about the sample itself.3
Table 1. Hypothetical Student Math and Chemistry Scores
as Examples To Show Various Patterns of Missing
Chemistry Scoresa
aMissing data points are marked with an asterisk (*). Blue shading
indicates the degree of math score from dark blue (low scores) to light
blue (high scores). Yellow shading indicates the degree of chemistry
score from dark yellow (low scores) to light yellow (high scores).
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■ MISSING DATA AT THE ACS EXAMS INSTITUTE
The ACS-EI collects student data sets from colleges and
universities from around the country for the purposes of
nationally norming exams. Several item-level statistics are
calculated as part of this process, including diﬃculty and
discrimination indices and the percentage of A, B, C, and D
response choices per question. Because the national data sets
are collected on a volunteer basis, the ACS-EI often receives
data sets that include students’ total scores but not their item-
level responses. This idea is illustrated in Figure 1, where
Students 1−5 have data at both the item and total score levels,
while Students 6−8 have total score data but the item data are
missing. Such missing data adds complexity in characterizing
ACS exams and the item statistics that aﬀord instructors
potential insights about their courses. Item-level data also
allows the ACS-EI to estimate other characteristics of student
performances and capture eﬀects such as item order eﬀects.10
Therefore, an eﬀort to identify ways to address this missing data
becomes important.
The ACS-EI has recently developed the Anchoring Concepts
Content Map (ACCM) that was designed to help instructors
gain additional insight into student content knowledge based
on their ACS exam item performances.11−13 In response to
instructor interests in analyses of student content knowledge
associated with things like anchoring concepts, the diﬀerence
between test scores among data sets with only scores versus all
item responses has emerged as an important issue to address. In
addition to these practical needs, the ACS-EI data sets illustrate
missing data problems and solutions well, because the sample
sizes tend to be large and collected from various schools from
across the country. Therefore, these data sets provide a relevant
template for a discussion of the impact of missing data and
methods for addressing it.
■ MISSING DATA METHODS
Some missing data methods have been classiﬁed as single
imputation methods because they include ﬁlling in or imputing
individual missing values on a case-by-case basis.5 Many of
these methods require that data is MCAR or MAR for accurate
estimates.1−8,14,15 Two of the most basic single imputation
techniques are mean and linear regression imputation. Mean
imputation involves replacing missing values with the average of
the observed data.1−8,16 This method is common and easy to
implement, but it concentrates the results toward the center of
the distribution, and thus can reduce the variability of the data
and reduce the potential for correlations among variables.3
Linear regression imputation uses regression equations to
predict missing responses. However, this method can also build
artiﬁcial correlations into the data and, therefore, reduces the
variability that would likely occur if the missing values were
observed.3 Many additional single imputation methods exist
and have been discussed in detail elsewhere.1−8,14,15
In addition to single imputation, there are a few model-based
procedures that have been described as “modern”5 or “state of
the art”3 in missing data techniques. One method is multiple
imputation (MI), which works similarly to the regression-based
techniques described previously, except that a residual term is
added to help restore a loss in the variability of the estimated
data.8 Multiple data sets with estimated missing data are created
and analyzed, and the resulting parameters are pooled
together.8 The drawback of multiple imputation is that it
requires specifying a model based on predictive variables where
“When in doubt including more variables in the imputation
model is better.”17 While this method has potential to be used
with ACS exam data sets, the ACS-EI collects very little
information about the students beyond their exam perform-
ances, and this lack of predictive variables limits the potential
for robust regression-based techniques. As a result, this method
will not be discussed in this manuscript. Additionally, another
popular technique uses a full-information maximum likelihood
(ML) method to estimate parameters that have the highest
likelihood of producing the results based on both the missing
and observed data.4,8 Unlike the methods described previously,
ML estimation is both theoretically complex and alone does not
impute values into the missing responses. However, the
technique is simple to implement and is readily available for
many statistical procedures.4,8
Hot-Deck Imputation
Of particular interest to this study is a method known as hot-
deck imputation. In this method, missing responses are ﬁlled in
with values from other “similar” participants in the observed
data.1−3,14,15 Hot-deck procedures are well-known for being
used by the U.S. Census Bureau for the Current Population
Survey (CPS).14,15 Hot-deck methods have the beneﬁts of
being conceptually simple to understand and easy to implement
without creating complex models, and (like other imputation
methods) they can provide a common complete data set for use
by multiple analysts.14 Additionally, because the imputed values
are derived from actual participants, the values will never be
outside the possible range of responses; for example, a value of
a 73 will never be imputed for a test where only 70 points are
possible.15 Finally, hot-deck works with categorical missing
Figure 1. Example of observed and missing data for a multiple-choice exam with question response choices A, B, C, and D. Missing data points are
marked with an asterisk (*).
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data,14,15 such as students’ responses to A, B, C, and D
multiple-choice exams. However, the hot-deck method is
limited by the fact that it creates duplicate responses and can
create artiﬁcial correlations.3,14 Also, the hot-deck method can
establish an illusion of a complete data set when in fact it
imputes estimates of actual student responses.14
■ ACS EXAMS
For the purpose of this study, two exams released by the ACS-
EI have provided examples of missing data problems. The ﬁrst
is the 2012 First-Term General Chemistry Exam (GC12F), and
the second is 2010 First-Term Organic Chemistry Exam
(OR10F). The GC12F exam has two parallel versions where
the content of the questions and multiple-choice responses are
the same, but diﬀer in the order in which they are presented;
these will be described as the gray and yellow forms. The ACS-
EI does not require that gray and yellow versions of the exams
be identiﬁed for volunteer data return. However, the form
version is readily determined when full student response data is
returned, and therefore, item statistics can be identiﬁed for each
form.
■ MISSING DATA PROBLEM
For the purposes of this study, the exam data sets can be
thought of as divided into two segments. One segment includes
the student data with both total scores and item-level responses
and will be referred to as the observed or response data
(illustrated in Figure 1). The other segment includes the
student data with total scores but no item-level responses and
will be referred to as the missing data (illustrated in Figure 1).
These labels are based on whether the question responses were
observed or missing, because total score information was
observed across both segments. Further, missing data also
existed within the observed question data because some
students skipped speciﬁc questions or perhaps were unable to
answer all of the questions within the time limits. Because
knowing which questions students skipped may be valuable to
instructors, these responses were not imputed for the purposes
of this study. The work described here focuses exclusively on
missing data from the perspective of completely missing
question data; that is, no answers were provided at all.
The GC12F and OR10F exam data sets described can be
visualized in Figures 2 and 3. The GC12F data set included
10,087 students’ total scores from various doctoral, four-year
institutions, and community colleges from across the country. A
total of 2,331 students (23.1%) were missing question data, and
this is represented in blue in Figure 2. In contrast, the OR10F
exam had more missing data than observed data. In this case,
the data set included 1,933 students and 1,309 students had
missing data. Figure 3 shows the missing data rate of 67.7%,
which is extreme. These two exams were chosen because they
provide examples of two very diﬀerent missing data scenarios.
For illustration purposes, three diﬀerent ways to handle missing
data were used for these two exam data sets: listwise deletion,
hot-deck imputation, and a simulation method assiduously
designed for ACS exam data sets. R version 3.1.218 and SAS
9.419 were used to analyze the data.
■ RESULTS
Listwise Deletion
In both Figures 2 and 3 more data is missing at the lower end
of the total score distribution than at the higher end. This is
shown by a greater portion of the blue distribution (missing
data) represented near the lower end of the total score range,
while a larger portion of the green distribution (observed data)
is evident at the higher end. Recall that all data was from
voluntary returns of student performances, so one possible
explanation for the diﬀerences lies in the idea that an instructor
who ﬁnds out that their students have fared poorly may be less
inclined to submit their student responses.
An example of listwise deletion was provided by calculating
descriptive statistics and percentiles20 based only on the data
with observed question responses, and therefore, the students
with missing responses were deleted. These results for the
descriptive statistics are summarized in Table 2. With this
method, a signiﬁcant portion of the GC12F (23.1%) and
OR10F (67.7%) data was missing and deleted. The exam
averages increased as a result of the listwise deletion because
the missing data was skewed toward the lower end of the total
score distribution (shown in Figures 2 and 3).
Figure 2. National sample of the students’ total scores for the GC12F
exam.
Figure 3. National sample of the students’ total scores for the OR10F
exam.
Table 2. Overall Test Results for the GC12F and OR10F
Exams for Data Sets with and without the Missing Question
Responses
GC12F OR10F
Full Data
Set (with
Missing
Data)
Data Set with
Listwise
Deletion
(Observed Data)
Full Data
Set (with
Missing
Data)
Data Set with
Listwise
Deletion
(Observed Data)
N 10,087 7,756 1,933 624
Average 39.2 40.8 39.4 42.6
SD 12.6 12.6 11.7 12.1
Min 8.0 8.0 10.0 10.0
Median 39.0 41.0 39.0 42.0
Max 69.0 69.0 69.0 67.0
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Figure 4 displays the diﬀerences between the percentiles
calculated using all of the total score data (including the
students with missing question responses) and the listwise
deleted (i.e., observed) data sets. Removing the students with
missing responses had a very large impact on the percentiles.
The diﬀerences ranged from 0% to 6% for the GC12F exam
and 0% to 11% for the OR10F exam. If students were to be
graded based on national percentiles, having diﬀerences as large
as 6% and 11% would have a noteworthy eﬀect on grades
predicated on percentile rankings. In part because data used in
the norm process for the ACS-EI is clearly not MCAR, listwise
deletion methods tend to have unacceptably large impacts on
the results.
Hot-Deck Imputation
Another way missing data was addressed was by using a
traditional form of hot-deck imputation. In this scenario, the
missing values were replaced with the question responses from
similar students from the observed data. Similar students were
identiﬁed by using the students’ total scores since total scores
were not missing in either the observed or missing data
segments. As an example from Figure 1, Students 3 and 6 could
be matched because they have the same total scores, and the
observed responses from Student 3 could be used to ﬁll in the
missing responses for Student 6. The missing values were
imputed without replacement; this meant that once a string of
responses was sampled, they could not be sampled a second
time. The purpose of this was to reduce the number of
duplicated answer strings within the data set. Unlike with
listwise deletion, the distribution of total scores in the ﬁnal data
set stayed the same after the missing item responses were
imputed. This factor has the important beneﬁt of allowing exam
averages and percentile rankings to stay consistent. Addition-
ally, the sample size was not reduced like it was with listwise
deletion.
Figure 5 shows the diﬀerences in the diﬃculty indices
calculated for the listwise deleted data set (i.e., observed data)
and the hot-deck imputed data set for the gray and yellow
versions of the GC12F exam. Diﬃculty indices are item-level
statistics often used with Classical Test Theory to evaluate the
data produced by test questions. They are calculated based on
the fraction of students who answered a question correctly, and
their values can range from 0.0 to 1.0.21,22 As a result, a
question with a high diﬃculty index has strong student
performances and is arguably an easy question, and a question
with a low diﬃculty index is arguably a diﬃcult question. Figure
5 displays a slight decrease in the diﬃculty indices for the hot-
deck imputed data relative to the observed data (or positive
diﬀerences in diﬃculty indices). It should be noted that the y-
axis in Figure 5 is magniﬁed to 0.0 to 0.05 for clarity; however,
the diﬀerences ultimately could range from −1.0 to 1.0. As a
result, the diﬀerences appear large, but are actually quite
minimal. This minimal decrease is desired because the missing
data that was imputed was more commonly found for students
in the lower end of the total score distribution, and since lower
performing students were better represented in the hot-deck
imputation, the diﬃculty indices decreased.
While the hot-deck imputed data seems to produce
reasonable estimates of item statistics, there are several
limitations. Perhaps the biggest concern is that this method
cannot be easily implemented for data sets with higher
percentages of missing data, such as the OR10F data set.
When considering the OR10F data set, a couple of issues arose.
First, because of the large number of missing values, not all of
the students with missing item responses could be matched to
students in the observed data set. As an example, Figure 3
shows that there were several students with missing question
responses that had a total score of 18, but there were no
students with observed question responses that had an 18.
Second, the hot-deck method has the limitation of multiple
duplicated responses, which would become much more
pronounced for the OR10F data set where 67.7% of the
sample would be duplicated. The duplicated data would be
especially problematic at the tail ends of the distributions where
there were so few students with observed response data.
Simulating Missing Data
The ﬁnal method used incorporated simulating or generating,
item-by-item, student responses using response proﬁles
(patterns of answers) from the observed data, rather than
ﬁlling in entire strings of missing responses (i.e., hot-deck
imputation). One key advantage of the simulation was that
Figure 4. Diﬀerences in the percentiles for the full and listwise deleted
data sets for the GC12F and OR10F exams.
Figure 5. Diﬀerences in the diﬃculty indices calculated for the observed and the hot-deck imputed data sets for the gray and yellow versions of the
GC12F exam. The items have been reordered to match content equivalent items.
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there was no need to match students using a single raw total
score. Instead, groups were deﬁned with ranges of scores to
simulate student responses. Further, since the data was
generated item-by-item, it was unlikely that entire strings of
response choices would be duplicated in the data set. As an
example, “group 1” could potentially be deﬁned as having the
lowest performing students with total scores from 10 to 24. The
pattern of answers for Question 1 for the observed student data
in the previously deﬁned “group 1” might be 23% “A”, 15% “B”,
37% “C”, 24% “D”, and 1% left the question blank. The
computer would then randomly select an “A”, “B”, “C”, “D”, or
blank response from a distribution based on the 23%, 15%,
37%, 24%, and 1% distribution and impute that response for a
student with a total score between 10 and 24 that is missing a
response for Question 1. This same process would be done for
each of the 70 items on the test, thereby simulating the
question answer string and ﬁlling in the missing responses. The
same simulation would then be done for the next higher
proﬁciency group, until all missing data is imputed via this
method.
Both the hot-deck and simulation methods ﬁlled in missing
data based on the response patterns of the observed student
data. The diﬀerences between the two methods are illustrated
in Figure 6. The top arrow in this ﬁgure represents the hot-deck
method where an existing string of student responses (in red)
was exactly duplicated to ﬁll in a string of missing responses.
The missing response data is shown in blue, and the duplicated
response is shown in green. The bottom arrows show the
simulation method where the response patterns for all 70 items
were used to estimate (item-by-item) simulated responses for
students with roughly the same proﬁciencies (in yellow).
Because the question responses for all 70 items were generated
based on “A”, “B”, “C”, “D”, and blank distributions for each
item, the new total scores for the students with missing data did
not perfectly match the total scores initially observed.
Nevertheless, with careful choices made for the total score
ranges used, it was possible to keep the diﬀerences small.
Grouping Students by Total Scores. For the simulation
method an attempt was made to keep the number of students
in each of the groups as close to a constant value as possible,
but slight deviations did exist because the number of students
that received each total score was not evenly distributed.
Therefore, the groups that included the students on the tail
ends of the distributions had a larger range of total scores than
the students in the center of the distribution, because fewer
people existed at tail ends (as shown in Figures 2 and 3). The
ranges of total scores and the number of students with observed
responses within each group are shown in the Supporting
Information. Table 3 provides the descriptive results of three
simulated data sets for the OR10F exam in which the students
were arranged into 3, 6, and 12 groups. The overall descriptive
statistics for each simulation were similar to the initial total
score data.
There is, however, a dependence on the speciﬁed ranges of
total scores or, in other words, the number of groups of
students with diﬀerent ranges of total scores. Figure 7a shows
the results for only three groupings with a corresponding wide
range of raw scores, and the simulation resulted in an inaccurate
trimodal distribution. However, using more groups with smaller
ranges of raw scores produced more comparable distributions
to that shown Figure 3. This is illustrated in Figure 7b for 6
groups and Figure 7c for 12 groups. In Figure 7a−c, the black
line shows the raw score distribution from Figure 3 that has
Figure 6. Illustration depicting hot-deck imputation vs the simulating
data method. Observed data is shown in red, and missing data is
shown in blue.
Table 3. Overall Test Results of the Simulated Data Based
on Diﬀerent Numbers of Groupings for the OR10F Exam
Original Data Set 3 Groups 6 Groups 12 Groups
N 1,933 1,933 1,933 1,933
Average 39.4 39.9 39.6 39.4
SD 11.7 11.4 11.8 12.0
Min 10.0 10.0 10.0 10.0
Median 39.0 39.0 39.0 39.0
Max 69.0 67.0 68.0 67.0
Figure 7. Histograms of simulated data based on diﬀerent numbers of
groupings for the OR10F exam with an overlaid curve of the initial
data from Figure 3 which has been smoothed by averaging adjacent
pairs of score frequencies.
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been smoothed using averaging adjacent pairs of score
frequencies.
Because the total scores for the students with imputed
missing responses often changed when using the simulation
method, the calculated percentiles20 for student performances
also varied. This information was used to adjudicate the quality
of the estimates of the student performances that were
produced. Figure 8a−c shows the diﬀerences in the percentiles
between the initial raw total score data and the values obtained
in the three simulations. Again, the 3 group simulation poorly
represented the actual data with the diﬀerences being as great as
5% (Figure 8a). However, it should be noted that this is still
better than the listwise deletion scenario where the percentile
diﬀerences were as great as 11%. The simulations with 6 and 12
groups performed better with percentiles varying within ±2%
(Figures 8b and 8c).
Finally, Figure 9 shows the results of the diﬀerences in the
diﬃculty indices between the values from the observed and the
three simulated data sets. It should again be noted that the y-
axis in Figure 9 is magniﬁed to −0.01 to 0.10 for clarity;
however, the diﬀerences ultimately could range from −1.0 to
1.0. As a result, the diﬀerences appear large, but are actually
quite minimal. Because the observed data set was weighted
toward the students who scored better on the exam, as is shown
in Figure 3, it is not surprising that Figure 9 shows a positive
diﬀerence in diﬃculty indices for the items. This observation is
in line with expectations and is desired because more of the
lower performing students were represented in the simulations,
but not in the observed data set. The results provided in this
section are for the OR10F exam, but similar results are also
shown for the GC12F exam in the Supporting Information.
■ CONCLUSIONS AND IMPLICATIONS
Users of ACS exams have long valued the ability to make
comparisons between their own students and those in a
national database. Historically, these comparisons have been
emphasized on a whole-test basis using percentile perform-
ances. Increasingly, departments are being asked to contribute
to institutional assessments in ways that go beyond these
overall comparison methods.23,24 Recent reports by the
Committee on Professional Training have recommended
content guidelines for ACS program approval,25,26 and ACS
exams are excellent tools for assessment of such guidelines.
Organizing content knowledge using the ACCM11−13
represents one way that item-level statistics may help
departments in their assessment reporting. Because these
methods rely on item-level data, missing data mitigation
becomes important to consider. ACS exams are secure tests,27
so using groups of items, like those categorized within the “big
ideas” on the ACCM, allows instructors and researchers to
investigate content-based inquires while maintaining the
security of individual exam items. As a result, security becomes
a key motivation for using improved statistical methods.
Choosing a method to manage missing data is a signiﬁcant
decision that takes consideration. Two techniques, MI and ML,
are often recommended,4,8 and should be considered by data
analysts when they are applicable and the data analytic software
is available. The limited availability of predictor variables and
the need to have a complete data set to work with made these
methods less attractive for these purposes. The hot-deck
imputation and simulation methods both performed better than
listwise deletion, even though deletion methods are very
Figure 8. Diﬀerences in percentiles between the original data set and
simulated data sets for the OR10F exam.
Figure 9. Diﬀerences in the diﬃculty indices calculated for the listwise deleted dataset and the simulated dataset for the OR10F exam.
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commonly used in research.3−5 The methods described are not
directly applicable to all situations, but the discussion of missing
data is relevant to any reader who draws conclusions from
assessment data. For both data sets generated by the ACS-EI,
the simulation method performed best, especially when the
missing data was imputed from groups of student performances
with relatively narrow ranges of total scores. However, a
limitation of both of these methods is that they do not account
for the potential variability that would have been present if the
missing data had been collected, and resulting standard error
estimates would likely be attenuated. This simulation was
uniquely developed for the missing data scenario experienced
by the ACS-EI, but it may also have applications for other data
sets. The ACS-EI is developing several data analytic tools for
chemistry instructors at this time, and future work may focus
on developing workshops or webinars to help train faculty in
their use.
In addition to normative data that is partially missing, it is
also important to consider the data that the ACS-EI does not
receive at all because of the voluntary nature of the data return.
For example, it is likely that the ACS-EI may not receive any
data from some poorly performing classes. This means that
there is potentially a subset of the national performance sample
where data is missing, and this missingness is directly related to
the exam scores themselves (MNAR). Unfortunately, without
knowing what data is missing, it is diﬃcult to know if the data is
MNAR or how to best handle it.3 With real-world data, “pure
MCAR”, “pure MAR”, and “pure MNAR” data will probably
never exist.7 This possibility motivates the eﬀorts by ACS-EI to
encourage instructors to submit students’ scores on newly
released exams and, importantly, individual student responses.
The ACS-EI has a policy that student item response data will be
accepted in any format that can be provided, and instructors
who have such data for any recently released ACS exams are
routinely encouraged to contact the ACS-EI.
Some may question whether these techniques are just
fabricating data. The goal of most quantitative analyses is to use
the sample data to estimate population results. Filling in missing
data based on sound methodological decisions has the potential
to better represent the population in comparison to deleting
data. Therefore, it is recommended that data analysts make
every eﬀort to collect information that may be a good predictor
of missing data when it arises. Listwise and pairwise deletion are
convenient ways to handle missing responses, but this study has
shown that it can appreciably bias results. Because there are
inherent limitations in the collection of data for norm
calculations at the ACS-EI, any eﬀort to represent missing
data will always be an estimate and subsequent usage of the
augmented data set should be made with full acknowledgment
of this limitation. Ultimately, this consideration is important to
anyone who uses ACS exams.
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