Hyperspectral unmixing is an important and challenging task in the field of remote sensing which arises when the spatial resolution of sensors is insufficient for the separation of spectrally distinct materials. Hyperspectral images, like other natural images, have highly correlated pixels and it is very desirable to make use of this spatial information. In this paper, a deep learning based method for blind hyperspectral unmixing is presented. The method uses multitask learning through multiple parallel autoencoders to unmix a neighborhood of pixels simultaneously. Operating on image patches instead of single pixels enables the method to take advantage of spatial information in the hyperspectral image. The method is the first in its class to directly utilize the spatial structure of hyperspectral images (HSIs) for the estimation of the spectral signatures of endmembers in the data cube. We evaluate the proposed method using two real HSIs and compare it to seven state-of-the-art methods that either rely only on spectral or both on spectral and spatial information in the HSIs. The proposed method outperforms all the baseline unmixing methods in experiments. Hyperspectral, unmixing, autoencoder, multitask learning, deep learning. 
I. INTRODUCTION
Due to physical limitations of the sensors used in the acquisition of hyperspectral imagery, their spatial resolution is insufficient to separate spectrally distinct materials in the scene, resulting in mixed pixels. The task of hyperspectral unmixing (HSU) [1] is the simultaneous estimation of a fixed number of distinct spectral signatures (endmembers) in a hyperspectral image (HSI) along with their fractional abundances for every pixel under the linear mixing model (LMM) , which is the model most spectral unmixing methods assume.
A. MOTIVATION AND CONTRIBUTIONS
As in most natural images, there is a strong spatial correlation between pixels in an HSI. The majority of HSU methods developed so far do not exploit the spatial structure of HSIs but methods that do so are called spectral-spatial methods. What such spectral-spatial methods have in common, is the use of natural assumptions about the spatial correlation of The associate editor coordinating the review of this manuscript and approving it for publication was Lefei Zhang . pixels in an HSI as priors to control sparsity and smoothness of the obtained abundance maps.
In this paper, a novel autoencoder based method which attempts to make direct use of spatial information from neighboring pixels in an HSI is proposed. The method directly unmixes a whole neighborhood of pixels at a time using an architecture that is inspired by multitask learning (MTL) [2] , [3] . It consists of multiple branches of unmixing autoencoders, each tasked with unmixing a single pixel in a neighborhood, that share features between them. Even though the tasks are identical, MTL is still beneficial. The main benefits of MTL are the following:
• Faster learning. Correlated tasks contribute to the aggregate gradient during backpropagation and thus increase the effective learning rate on the input to hidden layer weights [2] . Useful features form faster in the shared hidden layer of the network.
• Reduced risk of overfitting. Having shared hidden layers can greatly reduce the risk of overfitting. It has been shown that the risk of overfitting shared parameters can be up to an order N smaller, where N is the number of tasks, than overfitting task-specific parameters [4] . VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ • Improved stability. For some HSI datasets with correlated and underrepresented endmembers, a nonnegative sparse autoencoder (NNSAE) often finds two (or more) very different solutions that correspond to different local minima, with one of them preferred. It can be difficult to ensure consistency in such cases, i.e., that the network always chooses the preferred solution. It has been demonstrated that MTL tasks prefer hidden layer representations that other tasks prefer [2] . In our case, this along with the fact that all autoencoders share a decoder, means that the preferred solution becomes even more preferred in an MTL setting, leading to increased stability.
• Incorporation of spatial information. Through the sharing of the first hidden layer between autoencoders, each autoencoder or task has access to all features from all the pixels input to the network. By selecting these pixels from a neighborhood in the HSI, we are exploiting the spatial correlation in the HSI, i.e., the assumption that all the pixels from a small neighborhood should have similar abundances. This reinforces the network's learning of shared features between pixels and enhances the effectiveness of the multitask learning. In more traditional methods, i.e., non-neural network methods, MTL is often implemented by capturing the relationship of multiple related tasks using a low-rank structure through a nuclear norm regularization, and identifying the outlier tasks using a group-sparse structure [5] .
To summarize, the main contributions of the proposed method and improvements over our previous method described in [6] are the following:
• The method makes direct use of the spatial information in an HSI by unmixing a whole patch at a time using multiple parallel autoencoders. Hence, the major difference is that the proposed method is a spectralspatial unmixing method, while the previous method is a spectral unmixing method.
• The method uses the softmax function to enforce the abundances sum-to-one constraint.
• The method makes better use of batch normalization and dropout than our previous method. The experimental part aims to confirm that the incorporation of spatial information using multiple tasks gives better results than a single task autoencoder. The proposed method is a substantial improvement over our previous autoencoder method [6] as can be seen in the experimental section. It significantly outperforms all the comparison methods, especially regarding consistency and has much lower variance.
B. PUBLICATION REVIEW
Most spectral unmixing methods, blind or not, can be broadly classified into three major categories: geometrical methods, statistical methods, and sparse regression methods [7] , [8] . The geometric methods can further be categorized as pure pixel methods or minimum volume methods [7] , [9] , [10] . Vertex component analysis (VCA) [11] is a well known example of a pure pixel method, while minimum volume simplex analysis (MVSA) [12] is an example of a minimum volume method. An example of 1/2 sparsity constrained method is [13] and of a q sparsity constrained method is [14] . Statistical methods formulate the unmixing problem as a statistical inference problem [15] - [17] . Example of such a method that implements spatially constrained unmixing is [18] . Sparse regression based unmixing methods are based on the assumption that the observed spectra can be expressed as linear combinations of known spectral signatures which can be identified in spectral libraries, makes them semisupervised [19] - [22] . Methods based on compressed sensing also belong to this category of methods [7] , [23] - [25] .
The last few years have seen a steadily growing number of deep learning based methods for unsupervised unmixing. Recent applications of neural network methods for unmixing are given in [6] , [26] - [30] . So far, most deep learning unmixing methods are based on the NNSAE having linear decoder which effectively perform nonnegative matrix factorization (NMF) according to the LMM, enabling the endmembers to be extracted as the weights of the decoder layer and the abundances as the activities of the units in the hidden layer before it. To the authors' best knowledge, all recent autoencoder based approaches do not directly incorporate any spatial information to assist in the endmember extraction. All the methods take a single pixel spectrum as input.
Spectral-spatial methods are unmixing methods that seek to exploit the spatial relationship in HSIs. Such methods most often introduce weighing factors to penalize non-zero coefficients on the sparse solution or regularization terms based on the abundance fractions to enhance sparsity and sharpness of abundance maps. A good example of such a method and one of the first methods to exploit the rich spatial structure of HSIs was the SUnSAL-TV method [20] . Another similar method is [31] . Other examples are methods using spectral-spatial weighted sparse regression described in [32] . In [33] - [35] , a TV regularization term is used as a way of exploiting spatial homogeneity in the image while still retaining sharp edges. Examples of NMF methods using spatial regularization are [36] , [37] . An example of a hybrid linear and nonlinear NMF unmixing method based on a spatial prior is given in [38] . Another class of spatial-spectral methods are superpixel segmentation methods. These methods use a superpixel segmentation method as preprocessing technique to hyperspectral images. Following this, the unmixing is applied directly on the mean spectra of the various image segments. Such processing significantly improves the signal quality of the data and reduces the ill effects of noise. Examples of this are [39] - [41] and [42] which applies a spatial group sparsity regularization derived from segmentation. What all these methods have in common, is the use of natural assumptions about the spatial correlation of pixels in an HSI as priors to control sparsity and smoothness of the obtained abundance maps.
The remainder of this paper is organized as follows. Section II describes the proposed method. In Section III, real HSI datasets are used in experiments for evaluation and comparison of the method to seven state-of-the-art methods. And finally, in Section IV conclusions will be drawn.
C. NOTATION
In the paper, the notation shown below will be used.
Number of pixels in HSI
Activation function g Activations of layer/transform l, branch i a
For layers shared between branches, the subscript i will be dropped for activations and weights.
II. PROBLEM FORMULATION
According to the LMM, an HSI X ∈ R B×P having P pixels, each with B bands, can be written as
where A ∈ R B×R contains the R endmembers as columns and S ∈ R R×P contains the P abundances fractions as columns and N is noise. The LMM requires that the entries in both A and S are nonnegative and also that the columns in S sum to one. The problem investigated in this paper is the estimation of the endmember matrix A and the abundance matrix S in (1), by interpreting the problem as blind unmixing, and solving it in an unsupervised manner using an autoencoder. An autoencoder is a feedfoward neural network that is trained to reproduce its input by learning the identity function. The autoencoder can be considered to consist of two parts: An encoder, G E : R B×1 → R R×1 , which encodes the input spectrum x p to a hidden representation, G(x p ) = h p ∈ R R×1 , and a decoder, G D : R R×1 → R B×1 , which decodes the hidden representation h p to an approximation of the input,
The network is thus trained using backpropagation to minimize the loss function,
where L(·, ·) is some measure of the discrepancy between the input and the output. By having a hidden layer with only a few units as the final layer of the encoder, it is mapping spectral vectors of length B into a R dimensional latent space. The decoder then uses the latent vectors to reconstruct the input spectrum as faithfully as possible.
If we require the decoder to have a linear activation function and its weights to be nonnegative, we can interpret the weight matrix as the endmember matrix in accordance with the LMM. At the end of training, the weight matrix of the decoder is the endmember matrix and the abundances can be obtained by prediction on a network consisting only of the encoder part.
A. THE METHOD Fig. 1 shows a schematic of the proposed method. There are k 2 tasks in the form of autoencoders, one for each pixel in a k × k neighborhood N k , input to the method. The inputs are concatenated and connected into a large hidden layer shared by all the autoencoders. This shared hidden layer enables all the unmixing tasks to access features from all the neighboring pixels. Such sharing of representations between tasks can improve both learning and generalization [2] , and is called hard parameter sharing in the language of MTL. The architecture branches again after the shared layer. Each autoencoder performing further dimensional reduction through an additional hidden layer, called A i in Fig. 1 . The activations for each autoencoder become the abundance fractions after applying the abundance sum-to-one constraint (ASC). However, since endmembers are a property of an HSI as a whole, all autoencoders are required to use the same decoder having weights W D , placing a constraint on each of them to discover the same endmembers. This is what connects all the tasks. If one tasks modifies the endmembers, the endmembers are modified for all the tasks.
B. LOSS FUNCTION
Each NNSAE consists of an encoder part, G E , and a decoder part, G D . The encoder encodes the input x p into a hidden representation h p = G E (x p ). The encoder of autoencoder i consists of the layers or transformations listed sequentially in Table 1 . We have used operator notation to denote the operations given in rows 2, 4, 6, and 7. From the table we can construct an expression for the hidden representation h p , obtained by a feed-forward pass, as
Here g is the activation function which is the LeakyReLU [43] function, and σ α is the softmax function with scaling parameter α which enforces the ASC constraint according to row 7 in Table 1 . We apply dropout [44] after the shared hidden layer using a dropout rate of 0.5. We also apply batch normalization [45] , denoted BN , after both hidden layers. The decoder then reconstructs the input asx p from the hidden representation asx
The final layer in the network is the decoder having weights W D which are constrained to be nonnegative, and which has linear activation as required by the LMM. The action of the decoder is a simple linear transformation which can be written as
where h N (p) k i is the hidden representation belonging to pixel i in the neighborhood N (p) k which is the input to the method.
The loss function we use for each autoencoder i is the spectral angle distance (SAD) and is given by
The total loss of the neural network is the sum of each individual autoencoder loss. The method divides the HSI into a collection of neighborhoods N k and unmixes one neighborhood at a time. The neighborhood loss is the sum of the individual pixel losses for each pixel in the neighborhood
and the total loss is the sum of the neighborhood losses for all k × k neighborhoods in the training dataset consisting of N randomly chosen patches from the HSI
At the end of training, the decoder weights matrix, W D , contains the endmembers and the abundances of each pixel x p are the activations h p in the last hidden layer before the decoder. These can be extracted by doing prediction for the whole HSI using a network consisting only of the already trained encoder.
III. EXPERIMENTS
Experiments were conducted on two real datasets having different characteristics. The datasets were selected because they have been widely used in hyperspectral unmixing research and accepted references for both endmembers and abundance maps is available. The methodology for determining the references for these datasets is described in [46] . The datasets are the following: 1) Samson. This dataset is a 95 by 95 pixel sub-image of a large hyperspectral dataset acquired by the SAMSON instrument, a push-broom, visible to near IR, hyperspectral sensor. There are 156 bands covering the wavelength range 401-889 nm, all of which are usable. It has the following three endmembers: Soil (#1), Tree (#2), and Water (#3). 2) Urban. This dataset is 307 by 307 pixels and was acquired by the HYDICE (Hyperspectral Digital Image Collection Experiment) sensor. There are originally 210 bands covering a wavelength range of 400-2500 nm, of which 162 remain after removing noisy and corrupted bands. Ground truth is available for 4, 5 and 6 endmembers. We use the references for four endmembers which are the following: Asphalt (#1), Grass (#2), Tree (#3), and Roof (#4), and six endmembers which additionally has (#5) Metal, and (#3) Dirt. Fig. 2 shows simulated RGB images of the datasets. We quantitatively evaluate the endmembers extracted for each dataset by calculating the average SAD from the reference endmembers using
wherem i are the endmembers extracted by the method, and m i are the reference endmembers. The lower the SAD, the better the estimated endmembers resemble the reference endmembers. We also quantitatively evaluate the extracted abundance maps for each dataset by calculating the average mean squared error between them and the reference abundance maps using
whereŜ i are the abundance values for a particular endmember for pixel i and S i are the reference abundance values. We evaluate the proposed multitask autoencoder unxmixing (MTAEU) method using k × k neighborhoods for k = 2, 3, 4, 5. Also included in the experiments are the results of a single task autoencoder (STAEU) having the same architecture as the MTAEU network. We compare our results for extracted endmembers and abundance maps to seven other methods, six of which perform blind unmixing, one method that only extracts endmembers. Three of the comparison methods are based on deep learning. The comparison methods are vertex component analysis (VCA) [11] , sparsity constrained nonnegative matrix factorization ( 1/2 -NMF) [13] , sticky hierarchical Dirichlet process (SHDP) [18] which is a spatial-spectral blind unmixing method, spatial group sparsity regularized nonnegative matrix factorization (SGSRNMF) which is a spatial-spectral blind unmixing method [42] , deep autoencoder unmixing (DAEU), an autoencoder based method described in [6] , stacked nonnegative sparse autoencoder (SNSA) unmixing method described in [47] , and an untied denoising autoencoder with sparsity (uDAS) unmixing method described in [48] .
All autoencoder methods except for SNSA and uDAS are initialized randomly, while the rest of the methods are all initialized or partially initialized using VCA. The activation function used for the autoencoder methods is the LeakyReLU function and the number of randomly selected patches used in the training for the proposed method was N = 2000 for the Urban dataset and N = 300 for the Samson dataset. The optimizer used was the RMSprop [49] optimizer having learning rate 0.02 and learning rate decay of 0.02. The networks were trained for 100 epochs. Fig. 3 shows the average SAD from 25 runs in radians from the reference for both datasets as a function of k for k = 1, . . . , 5. The error bars are the standard deviation. It can be seen from the figure that MTL is beneficial in both cases, especially for the Urban dataset and also that k = 3 achieves the lowest SAD score for both datasets and also the least variance. Fig. 4 shows the result of an experiment designed to evaluate the effect of selecting the pixels in a patch in their original spatial arrangement versus selecting the input pixels randomly. Such an experiment can confirm whether the method is using the spatial information in the scene. The experiment was performed using the Urban dataset for four different sizes of k × k neighborhoods. Fig. 4 shows a boxplot of the results of 25 runs for each value of k. The figure shows clearly that keeping the spatial arrangement of the pixels gives much better average SAD from the reference and less variance than selecting the pixels randomly. The results are in line with the benefits of MTL discussed earlier. It must be noted that if the number of neighborhoods used in training is increased, the difference becomes somewhat less, which shows also that spatial arrangement speeds up the convergence of the method greatly. Another trend which the figure depicts well, is the more spatial the method becomes, i.e., as more neighboring pixels are used, the greater the difference between spatial FIGURE 3. Mean SAD from reference for both datasets versus the width of patch, k. The plot for the Urban (4 endmembers) dataset is on the left and the plot for the Samson dataset is on the right. and random arrangement becomes for a fixed number of neighborhoods used in training. Table 2 shows the SAD in radians of extracted endmembers from the reference, both for individual endmembers and the average, for the proposed method and the comparison methods for the Urban dataset using four reference endmembers. Fig. 5 shows the endmembers extracted by all the methods except VCA. The blue curves are the extracted endmembers (from 25 runs) and the red curves are the reference endmembers. When calculating SAD scores and displaying endmembers in plots, the endmember solutions are matched to the most similar reference endmembers as measured by the SAD metric. This is needed because the order of endmembers returned by the autoencoder methods is essentially random between runs.
It can be seen from both Table 2 and Fig. 5 that the autoencoder methods are in a class of their own compared to the other methods used in the experiments. The MTAEU method achieves the best score for all endmembers except the Tree endmember and also the lowest average SAD score, whereas STAEU achieves the lowest SAD score for the Tree endmember. This should not be over-interpreted, the scores which are averages, are similar and also the reference should not be considered some final truth. What is more important, is the fact that the proposed method has a lower variance. A consistent method having low variance is preferable over method which might achieve a slightly better SAD score w.r.t. some reference endmembers but has high variance. Also, the individual endmember scores are not entirely independent but are linked through the ASC constraint. A bad solution for one endmember can affect the solutions for the other endmembers if its abundance is significant. In the end, the MTAEU method does achieve better MSE score for the Tree abundance map than STAEU. Fig. 5 shows very clearly that the MTAEU method has both a far less variance than the STAEU method and has far better consistency, i.e., no outlier solutions. In contrast, the comparison methods, aside from STAEU and SNSA, have bad consistency and large variance, especially the SHDP and NMF-1/2 methods. The low variance and the excellent consistency of the MTAEU method is directly in accordance with the benefits of MTL listed above in the introduction.
The extracted endmembers by MTAEU need to simultaneously give optimal reconstruction for k 2 autoencoders in parallel. As discussed earlier, multiple tasks increase stability. The endmembers are the weights of the last layer in the network which acts as a decoder for all the different encoder branches and are influenced by them all. Even if one branch seeks a solution in a different local minima, it will not have too much effect on the extracted endmembers of the whole network. The consistency of the method can thus be expected to increase with increasing k. This increased consistency is a clear benefit over ordinary single task deep learning based methods. Table 3 shows the SAD in radians of extracted endmembers from the reference, both for individual endmembers and the average, for the proposed method and the comparison methods for the Urban dataset using six reference endmembers. Fig. 7 shows the endmembers extracted by all the methods except VCA. For six endmembers the table shows that the STAEU method achieves the lowest average SAD score for the Urban dataset. Fig. 5 shows the reason for this as it can be seen that both STAEU and MTAEU have trouble estimating the ''Metal'' endmember. In the Urban dataset, the Metal endmember is underrepresented and we have seen that in such situations the autoencoders can achieve lower global reconstruction error or loss by estimating the underrepresented endmember as a variant of a heavily represented endmember. A better estimate could be obtained by the autoencoder methods by increasing the number of patches used in training and/or applying regularization on abundances, but there is a trade-off between this number and the general quality of estimated endmembers.
As can be seen in Fig. 7 , both the STAEU and MTAEU methods tend to estimate it as a variant of either the Tree or the Grass endmember. The SAD between the reference Grass endmember and the reference Metal endmember is lower than it is between the Tree endmember and Metal. For STAEU, the Metal endmember is more often similar to the reference Grass endmember than it is to the reference Tree endmember, giving a better average score for the Metal endmember. MTAEU, however, is more consistent in estimating the Metal endmember similar to the Tree one. Table 4 shows the SAD from the reference for the Samson dataset. As before, the values in the table are the average of 25 experiments and the results shown for the proposed method are for the optimal neighborhood size, which was for 3 × 3 neighborhoods. The best results are in bold typeface. The MTAEU method achieves the best average SAD score on this dataset and the best SAD score for the Water endmember. More significantly, MTAEU has substantially lower variance than the single pixel method, STAEU. The DAEU method achieves the second best average score followed by the SGSRNMF method which has the least variance of all the methods. Fig. 6 shows the extracted endmembers and again the same pattern can be observed with MTAEU having considerably less variance and more consistency than STAEU.
Tables 5, 7, and 6 show the MSE between the extracted abundance maps, both for individual endmembers and overall, for all blind unmixing methods for all the datasets. Again the numerical values are the mean value of 25 runs along with their standard deviation and the best results are in bold typeface. In all cases, the MTAEU method achieves the lowest average MSE score. It also has the least variance of all the methods. This is not surprising, both given the benefits of MTL discussed earlier, and the fact that the abundance maps for MTAEU are the mean of all the abundance maps of the k 2 autoencoders in the network. There will generally be some variance in the k 2 decoders which produce the abundances even though the decoders are all identical. Fig. 8 shows an example of the abundance maps extracted by the method for the Urban dataset (4 endmembers) along with the reference maps. It can be seen that the abundance maps produced by the method are somewhat more intense and the fraction of low pixel abundances is lower in the maps, i.e., the method is more confident. This can be seen, e.g., in the figure for the Asphalt endmember. The roads are more intense in color than in the reference map shown. This is a result of using the nonlinear softmax function to enforce the ASC constraint. As the scaling factor α is increased, relatively small values get pushed to smaller values, increasing the ''confidence'' of abundances as they can be interpreted as probabilities being a result of the softmax function. Fig. 9 shows the SAD from reference endmembers for all methods for three different SNR values, 20 dB, 30 dB, VOLUME 7, 2019 FIGURE 8. The abundance maps produced by MTAEU for the Urban dataset (top row) and the reference abundance maps (bottom row). The first column is the abundance for the ''Tree'' endmember, the second column the ''Asphalt'' endmember, the third column is the ''Roof'' endmember, and the last column the ''Grass'' endmember. . SAD from reference endmembers in radians for all methods and three different noise ratios for the Urban dataset (4 endmembers). and 40 dB, for the Urban dataset with four endmembers estimated. As can be seen from the figure, all the methods are fairly robust to noise. Autoencoder methods are generally very robust to noise since they are denoising in nature as the network does not have the capacity to learn the added Gaussian noise. It is a bit surprising how well all the methods, except SGSRNMF and uDAS, perform with 20 dB SNR. Also, it is noticeable how small the variance for all noise levels is for the MTAEU method using 5×5 pixel neighborhood.
Our experiments confirm all of the main benefits of MTL that were listed in Sec. I. Fig. 4 shows that the method is indeed spatial in nature and the multiple tasks speed up learning considerably. Fig. 3 along with figures 5, 7, and 6 show that the MTAEU method has less variance and better consistency than the DAEU and STAEU methods and that 3 × 3 neighborhoods are optimal, demonstrating that multitasking leads to better consistency and lower variance of endmember solutions. This is also true for the extracted abundance maps as our results also demonstrate. Lastly, the average running times for all methods for the Urban dataset can be seen in Table 8 .
IV. CONCLUSION
This paper introduced a novel autoencoder based method for HSU that uses many autoencoders in parallel to benefit from multitask learning and exploit the spatial correlations in an HSI. The method is called MTAEU and was evaluated using two real HSIs and compared to some state-of-the-art methods and was found to perform significantly better than the comparison methods. The results for the two datasets used confirm that MTL (a) makes the method spatial in nature. (b) speeds up the convergence of the method. (c) leads to better consistency. (d) lowers the variance of estimated endmembers and abundance maps. Our experiments also show that the method does indeed exploit the spatial correlations in an HSI.
