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the  extragalactic  near‐Infrared  background.  One,  a  high‐resolution  Fabry‐Perot 
spectometer, is tuned to the 854.5 nm CaII line of the solar spectrum, and is designed to 
measure  the absolute brightness of  the Zodiacal  Light directly, which  is  the  source of 
greatest  uncertainty  in  the  near‐Infrared  background  spectrum.  The  second 
spectrometer  measures  the  near‐Infrared  background  spectrum  from  700 nm  to 
1800 nm,  spanning  the  wavelength  range  where  a  Lyman  limit  cutoff  feature  from 
reionization could appear.  
CIBER also houses two  Infrared  imaging telescopes, which have  identical optics 
that give 2 x 2 field of views with 7 arcsecond pixels, but have different band defining 
filters.  The  first  imager  has  a  wide  band  centered  at  1600 nm,  and  images  the 
background  at  the  expected  peak  of  the  spectrum.  The  imagers’ wide  field  of  view 
allows them to measure the distinctive power spectrum of first‐light galaxy fluctuations 
peaking at 10 arcminutes.   The  second  imager has a wide band  centered at 1000 nm 
that is intended to image at wavelengths shorter than the Lyman cutoff, and provides a 
powerful  systematic  test  for  any  detection made  at  1600  nm.  First‐light  fluctuations 
should  have  a  distinctive  spatial  power  spectrum with  very  red  1600 nm  /  1000 nm 
color, distinctly  redder  than  the approximately  solar color of any  residual  fluctuations 
arising from Zodiacal light, Galactic starlight, or moderate‐redshift galaxies. 
This work describes  the design and characterization of  the  instruments  for  the 
first  launch,  and  the  modifications  and  further  characterization  that  have  led  to  a 
















































































































































































































































Models of  the  first  stars predict  that  they were massive and hot, with masses 
between 30 and 300 solar masses (Abel et al. 2002) since they initially lacked the heavy 
elements needed to form dense cores. As a result of their high mass, these stars would 
have  burned  exceptionally  hot,  and would  have  emitted  primarily  in  the  rest‐frame 
ultraviolet  (Figure  1.1.1, Bromm, Coppi,  and  Larson  2002, Cooray  and  Yoshida  2004). 
This ultraviolet radiation has the energy sufficient to  ionize the  local neutral Hydrogen 















In  the  unlikely  scenario  that  the  first  stars  formed  all  at  the  same  time  and 
completed  reionization within  a  single  stellar  generation,  the  spectra  of  those  stars 
would  all  have  an  energy  cutoff  at  the  same  wavelength.  This  cutoff  would  be  an 





redshift  interval  (EDGES,  Bowman  and  Rogers  2010),  but  it  still  provides  a  guide  for 









that we  see  them  as  they were  at  that  time.  Ordinary  galaxies  are  too  faint  to  be 
observed  at  such  a  distance  without  the  aid  of  gravitational  lensing,  but  given  the 
volume of space involved it is feasible to observe exceptionally rare bright objects. The 
brightest  observable  objects  are  quasars  and  gamma‐ray  bursts,  both  of which  have 
been observed at redshifts greater than z=6. 
Gamma‐ray bursts hold the current record of the most distant observed object, 
with a detection at a redshift of z ൌ 8.26ି଴.଴଼ା଴.଴଻  (Tanvir et al. 2010). A gamma‐ray burst 
such as this  is the product of the collapse of a massive star  into a black hole, an event 
which  for  this  detection  took  only  1  second  in  the  rest  frame,  but  which  had  a 
measureable (though decaying) afterglow  lasting several weeks. A clear advantage of a 
gamma ray burst is the ability to accurately subtract foreground contamination, since it 
is  a  brief  and  isolated  event,  though  they  also  require  immediate  identification  and 
observation. The observed near‐Infrared spectrum of this gamma‐ray burst  is shown  in 
Figure 1.2.1, that contains a sharp cutoff between the bands at 1.02 m and 1.26 m, 
which  is  one  indication  of  the  high  redshift.  Further  detections  of  such  high‐redshift 
gamma‐ray bursts with greater signal‐to‐noise  in their spectra may eventually measure 







Quasars, or  galaxies  containing  a  supermassive black hole  fed by  an  accretion 
disk, do not disappear  like gamma‐ray bursts, and  so  their  spectra have  to date been 
measured much more accurately. The most distant quasars have been detected by the 
Sloan  Digital  Sky  Survey  (SDSS,  York  et  al.  2000),  at  redshifts  of  up  to  z=6.42 
(Figure 1.2.2,  Fan  et  al.  2006).  Quasars  allow  us  to  probe  the  neutral  fraction  of 
Hydrogen up to levels of xHI~10‐4 through Gunn‐Peterson troughs in their spectra, which 
appear at rest‐frame wavelengths shorter than Lyman‐ absorption at =121.6 nm (Fan, 










The most widely  accepted measurement  of  the  epoch  of  reionization  comes 
from  the  polarization  of  the  Cosmic  Microwave  Background  (CMB).  The  linear 
polarization, or E‐mode, of  the CMB was  first detected by  the DASI experiment at  the 
South Pole in 2002 (Kovac et al. 2002), and since then the angular power spectrum has 
been  filled  out  with  increasing  accuracy.  Today,  the  BICEP,  QUAD,  and  WMAP 
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experiments  lead  the  field  in  polarization  measurements,  while  a  host  of  new 
experiments will soon come on line which are designed to measure the elusive B‐mode 
polarization of the CMB, though some have likened this pursuit to a wild goose chase. 
The  linear  polarization  of  the  CMB  provides  a  window  into  the  epoch  of 
reionization at the largest angular scales of its power spectrum. CMB photons from the 
surface  of  last  scattering  at  z~1100 will  have  linear  polarization  correlated with  the 
temperature anisotropy, but these photons will also  interact with any  intervening free 
electrons,  such  as  from  ionized  Hydrogen,  through  inverse  Compton  scattering.  This 
scattering increases the optical depth to the surface of last scattering for CMB photons, 
which can be measured in the power spectrum today. This effect has been measured by 
the WMAP  experiment, with  a  result  of  an  optical  depth  of  =0.087  ±  0.014, which 
indicates  an  average  redshift  of  reionization  of  z=10.4  ±  1.2  (Komatsu  et  al.  2010). 
However, through the CMB alone it is not possible to obtain greater detail on the history 
or  the  process  of  reionization.  For  this  we  must  turn  to  direct  measurements  of 
radiation from the epoch itself. 
1.2.iii Upper limits from TeV blazars  
A  recent  upper  limit  on  the  absolute  brightness  of  the NIRB  comes  from  the 
absorption  spectra  of  rare  high  energy  cosmic  ray  sources,  called  blazars.  Very  high 
energy photons will be absorbed by the NIRB through pair production (γ γ → e+ e‐), so 
the  amplitude  and  to  some degree  the  spectrum of  the NIRB  imprints  an  absorption 
signature  in  blazar  spectra  at  energies  above  300 GeV  due  to  interactions  with  the 
Infrared background  (Primack et. al 2001, Dwek, Krennrich, Arendt 2005). Two blazars 
with  sufficiently  high  energy were  observed  by H.E.S.S.  (Aharonian  et.  al  2006),  and 







A  complementary  approach  to  studying  reionization  looks  at  the  atomic 
Hydrogen  (HI)  that  is  ionized by  the high energy photons above  the  Lyman  cutoff. HI 
emits radiation in a spectral line at λ= 21 cm from the ground state hyperfine transition, 
so for epochs prior to reionization but after recombination, HI will trace the Dark Matter 
distribution  (Pritchard and Loeb 2008). Once  the  first stars and galaxies begin  ionizing 
the  intergalactic  medium,  however,  the  ionized  regions  appear  as  voids  in  the 
background  at  a  characteristic  scale.  These  voids  are  still  visible  today  in  the  100‐
300 MHz  radio  background,  and  since  the  frequency  they  appear  at  depends  on  the 
redshift, a properly tuned low frequency radio receiver can measure fluctuations from a 
specific redshift (Morales and Wyithe 2009). Thus, with a multi‐frequency radio array it 




A natural  region of  the extragalactic background  spectrum  to  look  for a  signal 
from reionization is in the near‐Infrared. This is where radiation just short of the energy 










brightness  spectrum  of  the  cosmic  near‐Infrared  background,  though  all  have 
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near‐Infrared  bands  by  several  orders  of  magnitude,  so  it  is  essential  that  these 
measurements  be  made  above  250 km  where  airglow  contamination  becomes 
negligible. 
 
Figure  1.2.3:  Absolute  photometry  measurements  of  the  near‐Infrared  background 
appear to show a significant excess over the  integrated  light  from resolved galaxies  in 
deep fields at wavelengths longer than 1.25 m. (Figure courtesy of Michael Zemcov) 
In Figure 1.2.3, there appears to be a significant excess  in the near‐Infrared, as 
seen  by  the  difference  between  the  total  brightness measured  by  the  IRTS  and  the 




though  both  DIRBE  and  the  IRTS  lacks  short  wavelength  coverage  to  support  this 
possibility. Instead, some doubt has been cast on this reported detection, by Dwek et al. 
(2005), who noted  that  the similarity  to a stellar spectrum was quite  remarkable, and 
that  it  in  fact  matched  the  Zodiacal  Light  spectrum  with  high  accuracy.  Their 
interpretation  is that the excess could be entirely due to residual Zodiacal Light, which 
must be  subtracted entirely based on models  scaled  from measurements  from DIRBE 
(Kelsall et al. 1998). At wavelengths shorter than 3 m, Zodiacal Light  is  light from the 
Sun reflected off of dust in the inner solar system, which results in a diffuse background 
with  a  solar  spectrum.  Since  it  is  within  the  solar  system,  the  amplitude  of 
contamination  in  a  particular  field  on  the  sky  depends  on  ecliptic  latitude,  solar 
elongation angle, and  the  time of observation  in  the year  (Figure 1.2.4). Further, as a 
diffuse  background,  Zodiacal  Light  is  especially  difficult  to  characterize  and  subtract 
from the measured absolute brightness. At 1250 nm, for example, different analyses of 
the  same  data  from  DIRBE  lead  to  entirely  different  estimates  of  the  background 









Instead  of  directly  looking  for  a  cutoff  feature  in  the  spectrum  of  the  near‐
Infrared  background  it  is  also  possible  to  measure  fluctuations  in  the  background 
(Cooray  et  al.  2004, Bock  et  al.  2006), much  as  is  customarily  done with  the Cosmic 
Microwave  Background.  In  the  near‐Infrared,  several  approaches  can  be  taken  to 
mitigate  foregrounds  that  are  problematic  for  measurements  of  the  absolute 
brightness.  The  annual  variation  of  the  Zodiacal  Light,  in  particular,  can  be  used  to 
isolate  that  contamination,  since  any  true  cosmic  background  will  be  stationary 
throughout  the  year  in a given  field, whereas  fluctuations  from Zodiacal  Light will be 
uncorrelated as the Earth sweeps through different regions of the dust cloud. Based on 
this principle, Kashlinsky et al. (2005) have measured residual fluctuations after masking 
sources down  to 22.5 Vega magnitude  at 3.6m within  the 5' by 10'  field of  view of 





researchers  finding  support with analysis of deep Hubble NICMOS  images  (Thompson 


















fluctuations  in  that  they  can  be  demonstrated  to  be  free  of  Zodiacal  Light 
contamination, they do not make use of an essential tool for  isolating the contribution 
of  sources  from  reionization.  Instead, we  note  that  sources  from  reionization  should 
have a very red spectrum in the region of the redshifted Lyman cutoff, so an optimized 
fluctuations  experiment  should  field  imaging  telescopes  at  wavelengths  above  and 
below  the expected  cutoff wavelength  (Figure 1.2.8).  Thus,  strong  fluctuations  in  the 

















The Cosmic  Infrared Background Experiment  (CIBER)  is an experiment  that has 
been  designed  to  tackle  the  question  of whether  a  signal  from  reionization  can  be 





has had two successful  flights already  in February 2009 and  July 2010, with additional 
flights planned for 2011‐2012. Following the fourth flight, which will achieve twice the 
altitude but will not be  recovered, CIBER will be  rebuilt  and optimized  for  four‐color 
fluctuations measurements based on results from the first flights. 








that  is  tuned  to  the  854.2 nm CaII  line  in  the  solar  spectrum.  Since  Zodiacal  Light  is 
reflected  sunlight  at  these  wavelengths,  the  measured  depth  of  the  CaII  line,  and 
knowledge of  the  solar  spectrum, directly gives  the absolute Zodiacal brightness. This 
measurement  is  different  than  the  approach  used  by  DIRBE, which  used wide‐band 
photometry combined with spatial morphology  in seasonal maps, and  thus provides a 









peak  of  the  spectrum.  The  imagers  have  a  wide  field  of  view  that  allows  them  to 
measure the distinctive power spectrum peaking at 10 arcminutes. This is an important 
systematic  check  on  any  detection,  and  one which  is  currently  lacking  in  reports  of 
fluctuations in small fields (Kashlinsky et al. 2005). 
The  second,  "I‐band"  Imager  has  a  wide  band  centered  at  1000 nm  that  is 
intended  to  image  at  wavelengths  shorter  than  the  Lyman  cutoff  and  provides  a 
powerful  systematic  test  for  any detection made  at 1600 nm.    First‐light  fluctuations 
should have a very red 1600 nm/ 1000 nm color (Figure 1.2.8), distinctly redder than the 
approximately  solar  color  of  any  residual  fluctuations  arising  from  Zodiacal  light, 
Galactic starlight, or low‐redshift galaxies. 
Since  the  spatial  power  spectrum  of  first  light  galaxies  is  expected  to  peak 
around  10  arcminutes  (Figure  2.1.1),  any  telescope  used  to  measure  the  power 
spectrum should have a field of view that is several times larger. With a smaller field of 
view, either multiple  images must be mosaiced together to form a single  image that  is 
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large enough  to capture  the peak of  the spectrum, or  the small  images must be used 
individually. In the latter case, the small images are not able to see the predicted peak in 
the power spectrum. In the former case, a typical mosaic entails removing the mean and 
gradient  across  each  original  image.  In  both  cases,  information  on  larger‐scale 
fluctuations  is  lost.  Current  and  planned  satellite missions will  not  be  able  to  detect 
large‐scale fluctuations because they have been optimized to detect faint point sources, 
which  require  narrow  fields.  Spitzer’s  IRAC  cameras,  for  example,  have  5  arcminute 
fields of view. CIBER  is uniquely suited to  large‐scale NIRB fluctuations measurements, 
and there are no other current or planned experiments with comparable capabilities.  
CIBER observes  six  science  fields  in  flight,  and one  additional  calibration  field. 
Two  of  the  science  fields  are  at  low  ecliptic  latitudes,  and  these  fields  are  observed 
primarily  for  the  spectrometers  to  get  a measurement of  the  Zodiacal  Light  absolute 
brightness at a range of ecliptic  latitudes. The remaining  four science  fields have been 
chosen for their ancillary coverage by other  instruments that have better point source 
sensitivity  than CIBER. The  two  imagers  can  resolve  sources down  to 18th magnitude, 
but with  source  catalogs  from  co‐aligned  ancillary  coverage,  pixels  containing much 
fainter  sources  can  be  flagged  and masked  out.  The  point  source  surveys  we  have 
selected do not have the same bands as CIBER, but since we do not attempt to subtract 
the flux from the sources, but instead simply excise the contaminated pixels, we do not 
anticipate complications  from  the color difference. The science  fields we observe  that 
have  ancillary  coverage  are  the  North  Ecliptic  Pole  (NEP)  which  is  covered  by  the 
satellite  Akari  (formerly  ASTRO‐F)  at  2200 nm,  the  SWIRE  ELAIS North  field which  is 
covered by the satellite Spitzer at 3600 nm, and the Boötes field which  is also covered 
by Spitzer at 3600 nm, and  is a  sufficiently  large  field  to  fit  two  separate pointings of 
CIBER. These fields have also been deeply observed in the near‐Infrared and optical with 
ground‐based  telescopes.  Additionally,  all  of  these  fields  will  be  observed  at  solar 
elongation  angles  between  64°  and  124°, which will  allow  direct  comparison  of  the 
spectrometer data to observations by DIRBE to update the Zodiacal Light model at short 







measured with  sources brighter  than  two different magnitude  cutoffs  removed  (blue 
solid  and  dashed  lines).  Light  observed  today  at  this  wavelength  would  have  been 
absorbed  by  neutral Hydrogen  in  the  early  universe,  and  does  not  contribute  to  the 
NIRB. (Bottom): The power spectrum of local galaxies at 1600 nm has the same shape as 
at 1000 nm, while stars from the early universe (red lines, right panel) have a noticeable, 
and markedly different, contribution  that appears only at 1600 nm. The  two  red  lines 






The  optics  for  CIBER's  two  Imagers  were  designed  and  built  by  Genesia 
Corporation in Japan, and integrated with the focal plane assemblies and optical bench 
at Caltech in Fall 2007. Within the cryostat, the optics assemblies are cooled through the 
optics bench, and obtain a  final temperature of 80K. The  two  imagers share the same 

































the  spectrum  of  the  near‐Infrared  background  from  750‐2100 nm.  In  the  schematic 
below  (Figure  2.2.4),  the  first optical  element  is  a  flat blocking  filter  for wavelengths 
outside  the maximum  bands.  An  advantage  of  having  the  filter  before  the  lenses  or 




light are  focused  to a plane containing a mask with  five  thin  slits, and dispersed by a 
prism.  Finally,  after  the  prism  the  light  is  re‐focused  to  the  focal  plane, which  now 


























Like  the  Low‐Resolution  Spectrometer  (LRS),  the  Narrow  Band  Spectrometer 
(NBS)  also  has  a  blocking  filter  as  its  first  optical  element.  In  contrast with  the  LRS, 
however, the NBS uses an additional high‐resolution  interference filter  instead of a slit 





of  the  interference  filter would  be  a wide‐field  imager.  The  filter,  however,  is  highly 
wavelength  sensitive  with  a  resolution  of  /=1100  and  peak  transmission  at 
=854.2nm  for  normal  incident  light.  Because  the  filter  is  an  interference  filter, 
however, the peak transmission wavelength is a function of incidence angle, such that it 
takes  the  form peak=0peak Cos(‐0).  In order  to optimize  the observable wavelength 
range,  the  filter  is  tipped,  such  that  0=2  degrees.  The  effect  is  to  vary  the  central 
wavelength, and shifting the response on and off the CaII line, over the field of view of 
the  instrument.  This  design  provides  a  high  area‐solid  angle  product  required  to 
maximize sensitivity  in order  to detect  the  line with sufficient signal  to noise  to make 
meaningful tests of the Kelsall Zodiacal Light model. However, as a result, an accurate 




























door  open,  a  bulkhead with  20 mm  thick  SiO2 windows must  be  used  for  laboratory 







does not  flow  through  the optical bench and heat  the optics, and  they obtain a  final 
temperature  of  approximately  100K. Without  the  cold windows,  the  position  of  best 











Each  instrument contains a calibration  lamp, consisting of an  IR LED coupled to 
an  optical  fiber.  The  lamps  serve  as  a  stable  transfer  standard  to  relate  the  in‐flight 
response to the NIST‐based laboratory calibration (§3.1). This lamp can be controlled by 
the GSE  and  during  flight  through  the  programmable  timer,  and must  have  a  stable 
power output to within 1%, which allows the instrumental calibration done with NIST to 
be verified  throughout  lab  testing and  in  flight. The  calibration  lamps are  standard  IR 
light emitting diodes, though most  IR LEDs are not suitable  for cryogenic operation.  In 
our  tests  they  would  typically  fail  after  a  few  cooldowns,  which  can  be  difficult  to 
diagnose  since  they  typically will  function  for  the  first  run or  two. Once  this mode of 
failure became obvious, the candidate LEDs were cycled through repeated dunk tests in 
liquid Nitrogen. The LEDs chosen to be used for the instruments on board CIBER, L7866 







Three  complications  arise  when  considering  how  to  actually  use  IR  LEDs  as 
calibration  lamps. Most  important of  these  is  that  the  LEDs are  strongly  temperature 
sensitive  (Figure  2.2.10),  so  they  must  be  mounted  in  a  location  with  very  stable 
temperature.  They  are  also  much  too  bright,  even  run  in  a  minimum  power 
configuration, so they must be attenuated by a factor of approximately 10,000 to reach 
an acceptable  flux  level  for  the  Imagers  (Table 2.2.4) while maintaining  the minimum 
5mW power output of the LED required for stable operation. Finally, there is very little 
space on the optical assemblies for an LED and supporting structure. All three of these 
complications were resolved by placing  the LED  in an attenuation cavity on  the optics 
bench, where it is coupled to an optical fiber. The fiber is then run to the optics, where it 



































The  skin of  the  rocket  forms  the  vacuum  shell of  the  cryostat, with a vacuum 
bulkhead at the top (towards the nose) with the Nitrogen tank (below) on one side and 
the  warm  readout  electronics  (§2.3)  on  the  other.  The  skin  of  the  rocket  heats  up 
considerably during ascent  through  the atmosphere,  so  the  interior  is gold plated  for 
minimal emissivity. At the aft end of the experiment skin section, a vacuum‐tight shutter 
door seals the cryostat on the ground and during ascent and re‐entry. The rocket engine 
mounts directly  to  the back of  the  shutter door, with a burst  ring  released by a pyro 
once the main engine burns out. Once the burst ring allows the expended motor shell 
and the payload to separate, eight massive springs push the motor off from a push plate 
































out  the  temperature  differences  between  the  plates.  In  addition,  cold  sleeves  are 






these plates and sleeves were enlarged  to cover all of  the surface area of  the shutter 
door (§4.3). 
 







The cryogenic system  for CIBER  is very simple, due partly  to  the demands of a 
rocket  launch and  to  the  inherent simplicity of a pure  liquid Nitrogen‐cooled cryostat. 
The liquid Nitrogen tank is shown below as Figure 2.3.5, which consists of a 9 Liter tank 
filled with  Aluminum  honeycomb  to  prevent  sloshing  and  to  retain  contact with  the 













pump, a charcoal getter  is  installed on the optics bench near the  liquid Nitrogen tank. 
Initial operation of the cryostat showed the vacuum became unacceptable after several 
hours  off  the  pump,  a  period  required  by  pre‐launch  operations,  due  to  outgassing 
inside  the experiment vacuum section. The getter  is  run by heating  it  to 100C  for an 












half  cylinders,  and  bolted  together  along  the  seam  to  fully  enclose  the  instruments. 
Series 1100 Aluminum  is used  for  its  light weight  and high  thermal  conductivity. The 
radiation shield  is bolted firmly to the  liquid Nitrogen tank at the top for good thermal 
contact,  while  it  is  stood  off  by  Vespel  at  the  bottom.  Thus,  thermal  radiation  is 
absorbed from the hot skin and shunted directly to the tank, and not through the optics 
bench.  For  additional mitigation  of  stray  light  in  the  vicinity  of  the  instruments,  the 
inside surface is black anodized, while the outside surface is unfinished and reflective to 
reduce  the  load actually absorbed. The primary  insulation  is provided by a blanket of 













launcher before  flight. The  liquid Nitrogen  fill  line  is capped with an emergency burst 
valve set at 15 atmospheres of pressure, and  the vent  line  is connected  to a  line  that 
runs through a heat exchanger further up in the star tracker section to an exhaust port 
near the center of mass of the payload. A one atmosphere absolute pressure valve after 























lamp  assemblies,  and  supporting  the  copper  thermal  bus  for  the  Narrow  Band 
Spectrometer. The two  Imagers are mounted parallel to each other on one side of the 
optics  bench,  and  the  two  spectrometers  are  mounted  on  the  opposite  side,  also 
parallel except for the section of the LRS following the prism (Figure 2.3.11). 
 







Figure  2.3.11  Schematic  of  CIBER  with  the  instruments  (Top,  Imager  side;  Bottom, 
Spectrometer side). The LRS  is shown  in red,  the NBS  in yellow,  the H‐band  Imager  in 












3  Narrow‐Band  Spectrometer,  Low‐Resolution  Spectrometer,  ACS,  and 
telemetry 
Table 2.4.1 Data channel allocation 










512x512  readout quadrants built on  the  same  chip. Thus, each quadrant has  its own 
amplifiers and video line out to the warm electronics.  
Each quadrant  is  read out  line‐by‐line, as a  series of  shift  registers which are 
driven by an input clock line supplied by the warm electronics. In CIBER, the input clock 
lines are common for all four quadrants and power is supplied through the VDD line in 






















The  electronics  box  that  houses  the  warm  readout  electronics  was  built  for 
rigidity and thermal conductivity. The case is solid aluminum, 6mm thick, with slots for 
the boards  to  slide  in  (Figure 2.4.2).  Each board has 1mm  thick  aluminum  faceplates 
with panel mount cut‐outs for the connectors, and these mount firmly to the frame of 







Box  is  raised  to  allow 
access  to  the  boards 





The  CIBER  instruments  use  identical  focal  plane  assemblies  (FPA).  These  are 
suspended  off  of  the  back  end  of  the  optics  and  thermally  strapped  to  the  liquid 
Nitrogen tank through copper braid since the temperature of the optics bench can be 
too high and unstable for operation of the arrays. On the  instrument side, the thermal 
strap  is  firmly  clamped on  the  calibration plate  (Figure 2.5.3),  so named because  the 
position of the rest of the assembly up to the detector  is referenced from  it. From the 
calibration plate,  four  support  straps  suspend  the mezzanine with  the  active  thermal 
control stage. Finally,  four  legs raise the  focal plane box to the  level of the calibration 
plate. Within the detector box, the detector makes thermal contact with the  lip of the 
upper  lid  of  the  box,  which  also  sets  the  alignment  in  the  focusing  direction.  The 

















box, which  also makes  a  seal  around  the  detector  itself  to  shield  any  glow  from  the 




























assembly consists of a close‐fitting box with an aperture cut  into  the  top and bottom 
that are sized to the detectors and speed of the optics at the detector box. Within the 
confines of  the box, a  thin  folded and black anodized Aluminum blade  is  flipped open 
and closed, actuated by two electromagnets. When open, the blade is stowed safely out 
of  the  field of  view  to  the  side  in  the box,  and when  closed  the blade obstructs  the 
aperture completely.  The cryogenic shutter is described in detail in §2.6 below.  
2.5.ii Stress analysis 
The  focal  plane  assemblies  must  be  able  to  withstand  the  vibration  and 




a margin  of  safety  factor  of  four,  which  had  the  additional  advantageous  effect  of 









posts, plus additional  lengths of shims  to adjust  the  focus. These standoffs  isolate  the 
temperature of the focal plane assemblies (FPA) from any temperature variation in the 









the  temperature of  the  focal plane, by  supplying  sufficient heat  to  raise  the baseline 
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Teledyne HAWAII‐1  arrays  have  a  temperature  coefficient  due  to  the  voltage 
coefficient  in  its  single‐ended  readouts,  of  approximately  1000 e‐/K.  Therefore,  any 
temperature drift of the focal plane arrays must be very small to avoid a significant dark 
current. We  list the dark and photo currents for the various  instruments  in Table 2.5.1 
below.  The  ultimate  accuracy  to which photo  current  can be measured  is  set by  the 
observation  time and  the number of pixels co‐added. The  single pixel current error  is 
close  to  the  dark  current  specification. When  pixels  are  co‐added,  the  error  in  the 
current error is far below the per‐pixel dark current specifications. 






and  off  the  Fraunhoffer  line will  be  differenced.  In  the  case  of  the  Imagers, we  are 
analyzing for background fluctuations. So effectively, we are interested in the rms of the 
co‐added  regions, and  looking  for an excess compared  to  instrument noise. Based on 
array data provided by Teledyne for the #210 HAWAII‐1 array, the rms uniformity of the 
dark current over the array  is 0.05 e‐/s  in 100x100 pixel median‐filtered boxes, 6 times 
smaller  than  the  overall  median  dark  current  of  0.3 e‐/s.  Therefore  we  take  the 
temperature drift requirement to be less than Irms*6/1000 e‐/K, where Irms is the dark 




Qty.  Units  Imager  LRS  NBS 
I (dark)  e‐/s  < 0.3  < 0.1  < 0.1 
I (photo)  e‐/s  10  10  1.5 
T (reset,max)  s  25  50  50 
T (obs)  s  100  100  100 
N coadd  #  100 x 100  400  100 x 100 
I (pix)  e‐/s  0.37  0.32  0.13 
Irms (coadd)  e‐/s  0.004  0.016  0.001 
Irms*6  e‐/s  0.020  0.100  0.010 
Table 2.5.1.  Array dark and photo current specifications  
Qty.  Units  Imager  LRS  NBS 
dT/dt (req)  K/s  20  100  10 
Table 2.5.2.  Temperature control stability requirements  















It  is  essential  for  an  absolutely  calibrated  instrument  to  have  an  accurate 
measurement of  its zero point. For the CIBER  instruments, both spectrometers rely on 
absolute  calibration  to  determine  the  absolute  brightness  of  the  Near‐Infrared 
background, while the two imagers need only an accurate relative flux measurement. It 
is, however,  very useful  to have  a measurement of  the dark  level  for  the  imagers  to 
monitor  and  remove  dark  current.  Thus  it  is  necessary  for  the  spectrometers  and 
convenient  for  the  imagers  to have a mechanism capable of blocking all  incident  light 




Since all of the CIBER  instruments operate  in vacuum at 77K,  the cold shutters 
must  operate  at  that  temperature  as well.  This  constrains  the  available  technologies 
since  friction  and  thermal  contraction  rule  out  most  compact  conventional  motor 
designs, particularly if the shutters are to be operated warm as well. Additionally, one of 
the  spectrometers  (the  NBS)  permits  only  15  mm  between  the  final  lens  and  the 
detector, which must fit the support structures for that lens and the detector, as well as 
the shutter. Since the focal plane assemblies must be thermally isolated from the optical 
assemblies,  the  final  space available  for  the  shutter and  surrounding baffling  is 9mm. 
The  shutters must  also  operate  in  zero  gravity  and  in  vacuum,  as  well  as  at  room 
temperature and pressure in all orientations under gravity. Finally, and significantly, the 
shutters  must  be  sufficiently  robust  to  survive  the  shock  and  vibration  levels  of  a 
sounding rocket launch, and re‐entry and landing ideally as well. 
Because of cryogenic operation and limited space constraints, we chose to use a 
blade  suspended with  a  flexural  pivot  (Figures  2.6.1  and  2.6.2).    Flexural  pivots  are 
precision  rotational  spring  bearings  actuated  by  flexing  blades  held  inside  a  rotating 
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barrel.    Because  they  are  friction  free,  flex  pivots  are  often  used  in  cryogenic 
mechanisms.   The blade  is actuated using a permanent magnet  in conjunction with an 
electromagnetic yoke.  The shutter is bi‐stable, in that the blade remains either open or 
closed  in  the  unpowered  state.    To  change  positions,  a  current  pulse  is  applied  to 
reverse  polarity  on  the  electromagnet,  overcoming  the magnetic  force  between  the 
permanent magnet and  the pole piece, switching  the blade until  the opposing side of 
the magnet  latches with the opposing pole piece.   Note that the unactuated magnetic 
force between  the pole piece and  the permanent magnet must be  stronger  than  the 
spring  force  of  the  flex  pivot  in  order  for  the  shutter  to  have  a  bi‐stable  state.  










the ESA  Infrared Space Observatory and  the  ISAS  Infrared Telescope  in Space satellite 
experiments.  These shutters were designed for high repetitions at a lower temperature 
(2  K) with minimum  power  dissipation  over  a  smaller  angular  range.    Similar  space‐
qualified cryogenic mechanisms using flex pivots are the scan mirrors used in the Spitzer 
MIPS and the Herschel SPIRE instruments. A modified version of the shutter was used on 
the NITE sounding  rocket experiment, which  is described  in detail  in Bock et al. 1998. 










that  it  can  operate  in  any  orientation, which was  not  the  case  for  the NITE  shutter.  
Because the CIBER shutters are operated at  liquid nitrogen temperature where power 





and  thrust‐axis  sine  sweep  to  the  entire  payload  stack  and  the  instrument  at  77  K.  
Following these tests, several minor modifications were made to the instrument (mainly 
infrared blocking  filters were  added  to  the optics  in order  to  reduce  the  response  to 
thermal  infrared emission at wavelengths  longer  than 2 um), and  the  instrument was 
calibrated at Caltech.   The  instrument was then brought to White Sands Missile Range 
(WSMR) and exposed to a repeated vibration test consisting of low‐level sine and ‐12 db 
random  surveys,  followed by  full  level  three‐axis  random  and  thrust‐axis  sine  sweep.  
The WSMR vibration tests used just the experiment section at 77 K, and problems were 




failed,  the H‐band  imager shutter, due  to a broken blade  in  the  flexural pivot.   At  the 
time we ascribed this failure to early installation problems in mounting and securing the 
flexural  pivot.    These  had  been  since  overcome  by  an  installation  procedure  and 
assembly  jigs used  to clamp  the  flexural pivot and ensure  it was not damaged during 
installation.   We hypothesized that the pivot was not properly clamped due to the fact 
that  the  current  needed  to  operate  this  shutter  had  been  changing  anomalously, 
increasing over several cooldowns prior to vibration.   In retrospect  it  is not clear  if this 
anomaly contributed  to  the shutter  to  failing vibration, or was an unrelated behavior.  
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No  other  shutter  tested  at Wallops  or WSMR  showed  such  a  change  in  operating 
voltage.    No  other  problems  were  encountered  after  testing,  and  the  instruments 






of  the blade.    The  I‐band  imager  and NBS  shutters  showed  altered neutral positions, 
which we believe  is due  to  the blades of  the  flex pivots yielding.   The H‐band  imager 
shutter,  which  had  its  flex  pivot  replaced  after  the Wallops  vibration  test,  showed 
normal operation at room temperature. 
The original shutter design was built around a double‐ended pivot and balanced 
with  a  lead  counterweight.  The  arm  that  holds  the  blade  was  much  thicker  than 
necessary, which meant  the  counterweight  had  to  be  quite  heavy  to  overcome  the 
arm’s  large moment  of  inertia.    There  are  several  problems with  the  original  design, 
which  together eventually  resulted  in  the  failure of  the  shutter assemblies. The most 
severe problem was  that  the chosen 6004‐800  series  flex pivot was  too  small at 1/8” 
diameter.  This  manifested  as  a  problem  in  several  ways:  most  importantly  that  a 
perfectly good pivot would fail after 30‐60 seconds of 12.7 g rms vibration, which is long 
enough  to  possibly  survive  a  pre‐flight  vibration  test  or  a  launch,  but  not  both. 
Additionally, the small size of the pivot  led to an  impractical clamping mechanism that 
required extreme care  in assembly  to prevent damage and did not  reliably clamp  the 
pivot well enough  to prevent slipping. A second problem with  the original design was 
that, despite  light‐weighting,  it was  still  far heavier  than necessary at 6.5 grams. This 
compounded on  the problem of selecting  too small of a pivot. Finally,  the choice of a 







was  the  flex pivots, either by  slipping  in  the clamp or  the vanes breaking,  three mass 
models of  the  shutter using different  sizes of  flex pivot were put  through  a  series of 
































The  1/4”  flex  pivot was  selected  following  the  preliminary  vibration  test  that 
used mass models of the shutter, and a full prototype of a new shutter was built (Figure 
2.6.4). The new design incorporated several changes based on our experiences with the 
old  shutters.   Specifically,  the overall mass was  reduced  to 2.4 grams  from 6.5 grams 
while  the  flex pivot was  increased  to 1/4”  from 1/8” diameter. Additionally, with  the 










in  a  cold  vibration  fixture  (Figure  2.6.5),  and  put  through  the  full  set  of  pre‐flight 
qualification‐level  vibration  tests,  consisting  of  a  thrust‐axis  sine  sweep,  and  3‐axis 
random at  full  level. A second prototype was  tested  to  failure on a  larger shake  table 
than  the  previous  test  in  the  y‐axis  (the  actuation  direction),  rebuilt,  and  tested  to 
failure again in the thrust axis. In the y‐axis test to failure, the shutter survived 100s at 








blade  to prevent  it  from breaking as easily, even  though  it  could  comfortably  survive 




hardware,  one  as  a  spare,  and  one  for  a  final  vibration  test  to  failure.  All  six were 
qualified at 77K in a test dewar, and the four flight shutters and the spare shutter were 
put  through  the  full  set of pre‐flight qualification‐level  vibration  tests,  consisting of  a 
thrust‐axis sine sweep, and 3‐axis random at full  level. All of the shutters survived this 
component‐level  vibration  test.  Following  the  individual  vibration  tests,  all  shutters 
were tested cold once more, and none of them showed a shift in balance or other sign 
of altered performance. 
The  final  test  to  failure was performed  in both  the  thrust and y‐axes. At each 
level of vibration,  the  shutter was  first  shaken  in one axis  for 150s,  tested  for  failure, 
then rotated to the other axis and shaken for a further 150s. In this manner, the shutter 
survived  a  total  of  300s  at  full  level  random  vibration,  300s  at  +3dB  above  full  level 
random,  300s  at  +6dB  above  full  level  random,  and  300s  at  +9dB  above  full  level 
random.    The  shutter  finally  failed  after 42s  at +12dB  above  full  level  random  in  the 
thrust axis only, when the blade again broke at the end of the folded shaft. 
The  shutters  that  failed  during  pre‐flight  vibration  tests  had  not  undergone 
component‐level testing, and were not sufficiently robust to survive multiple tests. The 
redesigned  shutters  are  able  to withstand  flight‐level  vibrations  virtually  indefinitely, 
and at up to +12dB above the flight qualification  level for tens of seconds. All shutters 












the  solenoids.  The  solenoids  consist  of  14500‐turn  43‐gauge  magnet  wire  wrapped 
around a hollow teflon core 4.75 mm in diameter, with 32‐gauge leads built by Magnetic 
Sensors Corporation. A 3/16" diameter pin made from Hi‐MU 80 is inserted through the 
core,  in‐line with  the magnet when  the  shutter  is  in  the open or closed position. The 






required  to  flip  the  shutter between  its bi‐stable  states  falls  from  ~20V  to  ~4V  (10 mA 
current). It is important to note that because the flip voltage depends on temperature, 
prolonged  application  of  current  to  the  shutter  will  increase  its  temperature,  and 
degrade  it's  performance.  However,  the  shutter  is  bi‐stable,  so  it  is  unnecessary  to 
supply current except to flip it open or closed, and in normal operation the temperature 







all  four  shutters  functioned during  the course of  the  first  flight,  survived  re‐entry and 
landing, and have been operated  in  the  lab  for  the past  year without  servicing. They 
have been used again for the second flight and performed flawlessly. 
Shutter letter  A  B  C  D  E  F 
Instrument  NBS  I‐band  H‐band Spare  LRS  Spare 
Warm Resistance  1687 Ω  1702 Ω  1710 Ω  1720 Ω  1733 Ω  1726 Ω 
Open flip voltage (warm)  16.9 V  22.6 V  22.6 V  24.6 V  21.8 V  25.9 V 
Close flip voltage (warm)  22.4 V  22.6 V  22.6 V  24.6 V  22.3 V  21.4 V 
Cold qualification temperature  79.2 K  79.6 K  130 K  NA  79.2 K  79.2 K 
Cold Resistance  267 Ω  258 Ω  712 Ω  NA  274 Ω  254 Ω 
Open flip voltage (cold)  4.0 V  3.7 V  16 V  NA  3.3 V  4.7 V 
Close flip voltage (cold)  3.2 V  3.4 V  16 V  NA  3.6 V  3.2 V 
Table 2.6.2 Shutter operation specifications 
Figure 2.6.5 The cold vibration test fixture used for qualifying the shutters for flight. The 
cold  vibration  fixture  consists  of  a  solid metal  plate  on  top  of  a meandering  liquid 
Nitrogen line, through which liquid flows continuously at a slow rate. An aluminum bell 
is placed over the component to be tested and is pumped out to a low‐quality vacuum 
to prevent  frost build‐up on  the  inside.  The  assembly  is  stood off  from  the  vibration 






Sands  Missile  Range  (WSMR)  in  New  Mexico.  As  summarized  in  Table  2.7.1,  we 
observed six science  fields at a  range of ecliptic  latitudes, as well as  the star Vega  for 
calibration of the NBS. The Vega calibration field is actually centered 2 degrees from the 
star  itself, to ensure that  it  is outside of the  Imagers' field of view. Both Bootes  fields, 
the  North  Ecliptic  Pole,  and  Swire  ELIAS‐N1  fields  enjoy  excellent  wide  ancillary 
coverage, and have  low dust and stellar contamination  from our galaxy  (Figure 2.7.1). 
The  fields Elat10 and Elat30 do not have particularly deep ancillary coverage, but are 
chosen to provide a wide range of Zodiacal Light contamination for the spectrometers.  









Elat10  234.05  ‐8.32  10.71 
Elat30  222.75  20.56  35.10 
NDWFS Boötes A  218.63  34.84  46.72 
NDWFS Boötes B  217.33  33.39  44.94 
North Ecliptic Pole  270.29  65.88  89.78 
Swire ELIAS N‐1  242.56  55.21  77.63 









CIBER uses a  side‐mounted  star  tracker  (ST‐5000, U.Madison)  to determine  its 
position on the sky and  internal gyroscopes to maintain pointing stability. Because the 
star  tracker  is  not  co‐aligned  with  the  instruments,  relative  alignment  is  measured 
before  flight  to  within  the  required  pointing  accuracy  of  10  arcminutes  between  a 










CIBER payload mass and  trajectory before  the  final payload design was complete. The 
measured altitude of the payload is also plotted in Figure 2.7.3 below, which shows that 
the actual altitude at apogee was 334 km, much  less  than  the 409 km predicted  from 
the model before final spin/balance and mass measurements showed the payload was 







Time  Altitude Range  Velocity 
(Sec)  (Km)  (Km)  (m/s) 
Rail Release  0.6  1.2  0  44 
Terrier Burnout  6.2  3.2  0.1  620 
Black Brant Ignition  12  6.4  0.3  496 
Canard Decouple  18  10  0.4  734 
Black Brant Burnout  44.4  52.4  2.7  2557 
Despin  60  91  4.8  2406 
Payload Separation  65  102.9  5.5  2358 
Nose Tip Eject  70  114.6  6.2  2311 
Apogee  329.1  409  40.2  138 
Ballistic Impact  635.3  1.2  80.2  1702 
Chute Deploy  725.2  4.9  80.2  103 






















A  rocket  launch  is  a  violent  experience  for  the  payload  and  its  contents, 
particularly  during  the  initial  ignition  and  burnout  of  the  Terrier  booster  when  the 
acceleration can exceed 10 gs. On account of this harsh experience, the instruments and 
entire payload must pass  vibration  testing on  the  ground before  flight.  The  vibration 
testing consists of random vibration in the thrust, and then both transverse axes for 10 
seconds  each  (Table  2.7.3).The  vibration  test  specifications  subject  the  payload  to 










observation, which together restrict  launch to about an hour a night for a week  in  late 
winter, and an hour a night  for nine days each month  in  the  summer. The particular 
constraints chosen for the first flight of CIBER were: 






The  first  constraint  is  intended  to  ensure  that  CIBER  has  directly  comparable 
coverage of the Zodiacal Light with DIRBE. This will allow CIBER to absolutely calibrate 
the  Zodiacal  Light models  that  are  based  on DIRBE  data with  the NBS,  and will  also 
provide a check on the Zodiacal Light profile measured across our fields.  
The second constraint  is meant  to ensure  that each  field  is high enough above 
the horizonto minimize contamination from Earthshine, which can reach the detector by 
scattering  in  the  instrument optics. Additionally,  the payload was  rotated  in  flight  for 
each field so that the shutter door shaded the LRS from any view of the Earth, even at a 
large angle off‐axis. As a result,  the LRS saw no evidence that  it picked up Earthshine, 
though unfortunately  the door  is not  sufficient  to  shade  the other  instruments. As  a 



















10  103.6  8.9  168  45.82 
Ecliptic Latitude 
30  138.4  7.1  223  15.10 
Bootes A  209.1  76.8  298  5.03 
Bootes B  312.1  91.1  330  3.20 
North Ecliptic 
Pole  400.9  50.0  285  46.89 
























CIBER was  recovered  at dawn  following  the early morning  launch,  leaving  the 





which would  have  cushioned  the  landing  (Figure  2.7.7). On  closer  inspection,  it was 
apparent that the cryostat had lost vacuum on landing, resulting from posts of the push‐
off plate  shearing  through  the metal plate of  the  shutter door  (Figure 2.7.8). Though 
likely  several  hours  late,  the  cryostat was  flushed with  gaseous Nitrogen  to  prevent 
further water  ice  build‐up  and  damage  to  the  optics  or  detectors.  The  payload was 
separated  into  two  halves  and  flown  back  to  the  Vehicle  Assembly  Building 
(Figure 2.7.9),  where  it  was  flushed  with  gaseous  Nitrogen  again.  The  payload  was 
opened only once safely back in the clean room at Caltech. It was found that the upper 
G‐10  plates  had  all  torn  through  their  screws where  they mounted  to  the  bulkhead, 
which had let the liquid Nitrogen tank and optics bench drop. The drop damaged several 
of  the  cryogenic  cables,  the  flexible  bellows  portion  of  the  fill  line  for  the  tank,  and 
deformed the  Imager baffle tubes. The delicate optics and detectors do not appear to 












through  the  metal  of  the 
shutter door 
Impact point 














CIBER  is difficult to calibrate, because the  in‐flight sensitivity  is much greater than that 
of other commercial  Infrared detectors.  In addition,  the  field of view  is  large, and  the 
calibration  is required to be flat to within one part  in 10,000 for a  laboratory flat field 
measurement.  The  flatness  requirement  is  straightforward  to  achieve  with  an 
integrating  sphere  of  sufficient  diameter,  though  the  aperture  size  and  field  of  view 






input port  for  the  incident  light source  is positioned near  the aperture such  that  light 
from  the  source must  scatter  a minimum  of  two  times  inside  the  sphere  before  it 







Because  CIBER  requires  a  very  dim,  stable,  and  uniform  light  source  for 







FIgure  3.1.1:  Schematic  (Left)  and  picture  (Right)  of  the  white  light  calibration 
measurement set‐up used with NIST. 
During  these measurements,  the  integrating  sphere  is warm  and  open  to  the 
ambient  air,  though  it  is  flushed with  gaseous  Nitrogen  to  reduce water  absorption 
features. Since the sphere is warm, the window bulkhead used for all lab optical testing 
is  in place, though the cold windows are omitted (§2.1.iv). To verify the flatness of the 
calibration,  a  similar measurement  is made  independent  of  NIST,  and without  their 
absolute  spectral  calibration.  For  this  measurement,  we  use  a  different  integrating 









We expect  the  sky  to have a Solar  spectrum  in  the wavelength  range of  the  Imagers, 
since  it  is dominated by  Zodiacal  Light,  and  that  is primarily  reflected  sunlight  in  the 
near‐Infrared  (§1.2.iii).  For  the  spectrometers,  an  additional wavelength  calibration  is 
performed with  a  series  of  tunable  lasers,  as  described  in  Tsumura  et  al  (2010).  To 
account  for  the  difference  between  the  spectrum  of  the  calibration  source  and  the 
expected  solar  spectrum  of  the  background  sky  we  apply  a  correction  factor.  This 
correction  factor  is necessary because both  Imagers have wide / =2 bands, which 
span  an equivalent  range of energies,  yet  the detector  counts photons  and not  their 
energy.  Thus,  two  backgrounds  with  the  same  band‐integrated  fluxes  but  different 
spectra  will  produce  a  different  integrated  charge  in  the  detector,  which  would  be 
translated into different observed flux. The correction factor is calculated as 
ܥ ൌ ∑ ௜൫ ܫ ௜
ହ଼଴଴௄൯݂ሺ୧ሻ∆௜ ௜





transmission  combined with  the  array quantum  efficiency.  The  correction  factors  are 
also in Table 3.1.1, which includes the overall calibrated gain for both Imagers from the 
first  flight. We  expect  the  calibrated  gain  to  change  for  both  Imagers  in  the  second 














Calibrated gain  ‐46.7725  (nW/m2/sr)  /  (e‐
/sec) 








Figure  3.1.2:  Comparison  of  the measured  spectral  radiance  of  the  broadband  light 










CIBER  is  focused  in  the  lab with  the cold windows  in place behind  the window 
bulkhead,  as  is described  in §2.1.iv.  The  cold windows  are  thermally  strapped  to  the 








With  the  cold windows  in place,  focus  is measured  in  the  lab with  collimated 





corner  of  each  quadrant,  and  in  the  center  again  as  a  check  of  consistency.  The 
measurement of best focus position in the corner of each quadrant allows the tilt of the 
array  to  be  calculated  in  addition  to  overall  focus  position.  Once  focus  has  been 
measured for each instrument individually, the cryostat is warmed up, opened, and the 
focal plane assemblies are removed. These are shimmed in a clean room to remove tilt 
and  bring  them  to  the  calculated best  focus  position. Distances  are measured  in  the 
clean  room before and after  re‐shimming using optical metrology and  referencing  the 






detected  stars  and  galaxies  as  point  sources.  Since  the  Imagers  have  a  pixel  size  of 
7 arcseconds, this is quite a good assumption for all but the most unusual sources. Given 
the  large number of sources detected  in each  field with good signal‐to‐noise, a good‐
quality measurement of the average PSF across the array can be obtained by fitting all 
of  the  sources.  In  fact,  because  of  the  large  number  of  sources  and  because  their 
centroid  location  can  be  determined more  accurately  than  a  single  pixel,  the  region 
surrounding each source is re‐gridded to a finer resolution and shifted to be centered on 
the centroid  location prior to stacking. Noisy pixels and all other detected sources are 
also masked prior  to  fitting.  Each  resampled  sub‐image  is  treated  as  an  independent 
measurement S of the PSF scaled by the total flux measured within its aperture F, so the 
estimate  of  the  full  PSF  is  found  by  fitting  Sij=F x PSFij+Cij  for  each  pixel  [i,j] 
simultaneously for all sub‐images.  
In  practice,  the  PSF  estimation  hits  a  noise  floor  at  about  104  below  peak 







The PSF  is calculated  separately  for each  field,  since non‐negligible drift  in  the 
pointing causes each field to have a slightly elongated PSF  in the direction of the drift. 
The PSF measured  in  each  field  for  each  Imager  is  shown  in  Figure  3.2.1 below.  The 
















fields  are  taken  in  the near‐field of  the  telescope,  and  the  source  spectrum may not 
perfectly match that of the Zodiacal sky. Comparing these two measurements allows us 
to  assess  the  level  of  systematic  error.  In  flight,  we  must  assume  that  small‐scale 
structure in different patches of sky is uncorrelated. While there were complications of 
this assumption with respect to the first flight of CIBER (§3.7), it is in general sound for 
later  flights now  that mitigating modifications are  complete  (§4). The background  sky 
brightness  is  dominated  by  the  Zodiacal  Light  (§1.2.iii), which  is  smooth  on  angular 
scales smaller than 10 degrees (Kashlinsky et al. 2005). 
Assuming a flat background that is contaminated, for these purposes, by sources 
and uncorrelated  fluctuations,  the  in‐flight  flat  field can be calculated. First,  stars and 
galaxies are masked from the image (§6.2), so that the contaminated pixels are treated 
as missing data. Then, each pixel value  is divided by the mean unmasked value across 
the  array  in  that  field,  which  converts  the  image  into  a  fractional measurement  of 
fluctuations  away  from  the  mean  ‐  the  deviation  image.  This  initiates  an  iterative 
process  for  calculating  the  flat  field  correction, where  for  each  field  the  flat  field  is 
estimated as the median of the other deviation images. The mean of these estimates is 
taken to be the overall estimate, which can be applied to each field and the deviation 






data  from  CIBER,  the  correction  to  the  flat  field  estimate  drops  by  an  order  of 
magnitude every  two  iteration due  to  improved masking with each  iteration. The  flat 


















shutters. For  the  Imagers, with  the shutter closed and  in  thermal equilibrium, we can 
achieve  less  than  0.3  electrons  per  second  mean  dark  current,  though  this  figure 
immediately prior  to  launch was  somewhat worse  (Figures 3.4.1 and 3.4.2). The dark 
current measurement is itself straightforward, consisting simply of reading the array as 
usual, but with  the  shutter  closed. We  find  that  the  attenuation  and blocking of  the 
shutter  is  sufficient  to allow  the dark  current measurement under normal  conditions. 
Under extremely bright conditions some caution must be observed, however, because 
the arrays all exhibit a memory effect after extreme saturation. This memory effect  is 
erased  by  resetting  the  array  at  least  once,  though  the  PICNIC  arrays  of  the 
spectrometers  require  multiple  resets.  Dark  current  was  measured  in  the  minutes 
before  launch while the rocket was vertical on the  launch rail, and on descent after all 
science observations. 
The  dark  current  measured  on  the  rail  was  consistent  with  previous 
measurements made in the lab (Figures 3.4.1 and 3.4.2), while the dark current with the 
shutter  closed  on  descent was  anomalously  high  (Figures  3.4.3  and  3.4.4).  The  dark 























spectrum and  the estimated errorbars, which effectively  removes degrees of  freedom 
once we approach  the detector noise  floor. For  the data  from  the  first  flight, photon 
noise and systematic error from the flat field dominate as a result of contamination of 
the  data  (§3.7). However, we  can  characterize  noise  correlations  from  the  dark  data 
collected  immediately  prior  to  launch  as  a  precursor  to  the  full  analysis  that will  be 
necessary for the data from the second flight. 
The HAWAII‐1 detectors used  for  the CIBER  Imagers are multiplexed and  read 
simultaneously  from  each  quadrant  (§2.3).  As  a  result,  each  pixel  is  always  read  at 
precisely the same time as one pixel in each of the other three quadrants, which should 
lead us to suspect that the noise in these related pixels be correlated. Correlations in the 
noise  of  this  sort  can  be  measured  in  the  clean  pre‐flight  dark  data,  and  without 
computing  the  full  10242  x  10242  noise  correlation matrix.  A  simple  estimate  of  the 
effect can be made by comparing the correlation coefficient of matched pixels  in each 








Figure  3.5.1  Comparison  of  correlation  coefficients  calculated  for  pixels  in  identical 
locations  in  different  quadrants  in  I‐band,  against  the  same  correlation  coefficients 
calculated for pixels with randomized locations. 
 
Figure  3.5.2  Comparison  of  correlation  coefficients  calculated  for  pixels  in  identical 
















corresponds  to  the  fast  read direction, while  the y‐axis  corresponds  to  the  slow  read 





During  the  first  flight of CIBER,  it was discovered  that bright objects outside of 
the  Imagers'  fields of view can create diffuse  rings  in  the  final  images, as  seen  in  the 
Boötes A  field  in  I‐band  (Figure 3.6.1)  and  in H‐band  (Figure 3.6.2).  These  rings were 
caused by reflections off of  internal elements of  the  telescope assembly,  illustrated  in 
Figure 3.6.3. The ray traces of the stray light paths in the figure were performed by the 
Genesia Corporation  that built  the optics, but unfortunately only  after  the  first  flight 
uncovered the problems. For the second flight, the Imagers were modified as described 
in §4.1 and  verified with off‐axis  testing  in  the  lab  that all  forms of  these  rings were 
indeed eliminated. 
 






arrows. The  image  is generated after correcting  for  the  flat  field, but before masking. 
Bright features of the thermal emission are also visible. 
3.6.i Classification 
There  are  two  general  classes  of  rings  in  the  first  flight  images,  though  the 




annulus of acceptance  for  these  rings around each  field,  stars brighter  than 4th Vega 
magnitude  are  sufficiently  abundant  to  generate  multiple  bright  rings  of  this 
classification. 
The  second  classification  of  rings  is  actually  comprised  of  rings  generated  by 
reflections off the lens tube and lens support fixtures at the front of the optics assembly 
(Figure  3.6.4),  and which  have  flux  coupling  coefficients  of  at most  0.03%.  Together, 























second  cannot  without  arcsecond‐precision  lab measurements.  Thus,  while  the  first 




field  center. This model  results  in a  simulated  ring‐only  image, and all pixels above a 
specified  flux  cutoff  are masked.  The  final mask  that  is  applied  to  the  astronomical 















first  class  of  rings.  Curves  correspond  to masking  down  to  flux  levels  of  30,  10,  and 
3 nW/m2/sr  (red,  blue,  and  green  lines,  respectively),  and  are  compared  against  the 
sensitivity goal for CIBER (black). Note that there are no rings brighter than 10 nW/m2/sr 
in the NEP field. 








Once each ring  is associated with a source,  the pixel coordinates of  the source 
are  known precisely  thanks  to  the  image  alignment  (§6.3). Thus,  the  two preliminary 
assumptions of circular rings and an optically centered detector can be discarded, and a 












Unfortunately,  since  the  coordinates  of  the  optical  center  must  be  fit,  the 
rotation  angle  of  the  coordinate  system  is  not  certain,  which  complicates  the  fit. 
Nonetheless, it is still possible to simultaneously fit all parameters to the data for every 
ring  in all fields for a single  Imager. The parameters are assumed to be similar but not 
identical  between  the  two  Imagers,  so  the  two  taken  together may  provide  a  sanity 
check on the results, but do not otherwise assist with the fit. The results of the fit are 




























distance  beyond  the  payload  shutter  door  that  seals  the  cryostat  of  the  experiment 
section.  In addition, because  the primary consideration going  in  to  the original design 
was  to  maximize  the  use  of  space  within  the  cryostat,  the  three  large‐diameter 
instruments were all physically located as close to the skin as possible. Thus, they had a 
direct optical path  from a  small  slice of  the  skin  to both  the baffle  tube and  the  first 
optical component (Figure 3.7.1) ‐ a lens for the two Imagers, and the primary filter for 
the  Narrow  Band  Spectrometer  (NBS).  This  direct  optical  path  is  in  addition  to  the 
indirect scattering path that is unavoidable with fixed baffles given the geometry of the 
payload  and  shutter  door  section.  Following  the  first  flight,  numerous modifications 
were made  to  eliminate  both  direct  and  indirect  scattering  paths  from  the  skin,  as 
discussed in §4.2 and §4.3. 
Neither path  from  the hot  rocket  skin will  result  in a  focused  image,  since  the 
skin is well outside the field of view of every instrument. On the other hand, neither can 
we expect  the contamination  to be uniform across  the detector array, since  there are 
real and  substantial differences  in  the  scattering paths  from  the  skin  that depend on 
angle,  since  none  of  the  instruments  are  centered  in  the  payload.  Any  pattern  or 
variation  in  the  contamination  level at  the detector will be  stationary  throughout  the 
flight, however,  though we  can expect  it  to decay  in amplitude over  time as  the  skin 
equilibrates  in  flight.  This  stationality  has  an  important  consequence  in  that  it 
complicates estimating  the  flat  field  (§3.3). The estimate of  the  flat  field  rests on  the 
assumption  that  each  field  is  spatially  uncorrelated  and  that  fluctuations  in  the  sky 




be  taken  to  attempt  to  separate  variations  in  thermal  contamination  from  true 





The  first  approach  to  estimating  the  thermal  contamination  level  across  the 
array  is  to compare  the naive  in‐flight  flat  field  (calculated  ignoring  this bias) with  the 
flat  field  measured  in  the  lab  before  launch.  The  pure  in‐flight  flat  field  would  be 
preferred for analysis for two reasons. First, were  it free from near‐field foregrounds  it 
would be guaranteed to be the true flat field, whereas in the lab the optics run warmer 
than  in  flight  configuration,  the  integrating  sphere may  have  slight  non‐uniformities 
over  the  full  field‐of‐view,  and  the background  level  is elevated  from  scattering  from 
room  temperature  surfaces.  Second,  differences  in  the  absolute  temperature  of  the 
detector itself directly affects the gain of individual pixels, which can be quite different 
even  between  neighboring  pixels.  This means  that  direct  application  of  the  flat  field 
measured  in  the  lab  to  flight data  artificially boosts  shot noise.  Those  considerations 
aside, the thermal background at least can be eliminated from the lab data by chopping 
the  light source (we can't turn off the sky  in flight!), and by  integrating for a  long time 
The scattering  light cone 













The  Imagers were both susceptible  to  far off‐axis pickup,  though  following  the 
first  flight modifications were made  to  reduce  this  in  the  future  (§4.2). From  the  first 
flight data, this pickup was noticed because of the large step up in the mean brightness 
in  H‐band  for  the  North  Ecliptic  Pole  (NEP)  field  (Table  3.7.2),  and  Earthshine  was 
suspected because of the NEP's  large Zenith Angle of observation (§2.6). This step was 





















































































in  fact,  and  these  have  now  been  incorporated  for  the  second  flight.  These 
improvements  include vastly  improved baffling to shield the  instruments from thermal 
emission  from  the  rocket  skin, modification of  surfaces within  the  lens  assemblies  to 
eliminate  ghosts,  and  the  addition of  an  improved blocking  filter  for  the NBS. A  final 
modification  worth  mentioning,  although  it  entails  no  actual  hardware  changes,  is 







the  components  that  hold  the  lenses  with  newer,  low‐profile  lens  holders.  The 
motivation for the switch were simulations performed by Genesia Corporation in Japan 
that  indicated  that  these  lens  supports were  the  cause of  the  rings  seen  in  the  flight 
data  (§3.7), by means of  reflecting  stray  light back  into  the optical path  (Figure 4.1.1, 
4.1.2). The rings were mapped  in the  lab prior to disassembly, and again afterwards  in 
order to verify that the fix had worked. To map rings in the lab, the collimator is set up 
with a pinhole and  light source  the same as  for  focus  testing, since  the objects, stars, 
that create rings in the flight data are also point sources. However, the collimator set‐up 
is  not  rigid,  and  the  illumination  of  the  pinhole  is  sensitive  to  the  alignment  of  the 
collimator and the light source. Thus, it was found most reliable to mount the collimator 
assembly  on  the  optical  table  as  for  focus  testing,  and move  the  payload.  This was 
accomplished by means of an apparatus that held the payload at the back end with two 
pivots, such that we could raise and  lower the front end with a  jack (Figure 4.1.3). The 
back end  is where  the windows  for  the  instruments  are,  so  there  is  very  little  actual 
travel  of  the  instrument,  only  rotation. With  this  set‐up  in  place,  the  beam  of  the 
collimator  is  aimed  near  the  center  of  the  array  with  multiple  roughly  calibrated 
attenuators in place, and brought down in small steps, typically of 0.1 degree. Once the 
beam  is  off  the  side  of  the  array,  the  attenuators  are  removed  and  the  increments 
continue to 6 degrees off‐axis, where the first class of rings disappear. No evidence of 


















the  flip  side,  since  they are much  fainter  than  the  first  class of  rings,  their degree of 
contamination  of  the  flight  images  is  much  less.  Thus,  while  the  degree  of 
contamination may be acceptable for the first flight, given the reduced sensitivity of the 
data, it is unacceptable for the second flight, and had to be fixed. This was accomplished 
by  comparing  the  observed  wide‐angle  rings  measured  in  the  lab  with  further 
simulations  performed  by  Genesia  Corporation  (Figure  3.6.4),  and  the  necessary 











The most  serious of  the  sources of contamination of  the  first  flight data came 




the optical path.  In addition,  the  instruments were  situated  close  to  the  skin at  their 





First among  the modifications was  to  replace  the  surface  coating of  the baffle 
tubes with  Laser Black  (Figure 4.2.2)  instead of Hard Black anodized aluminum.  Laser 
Black is a proprietary dendritic coating produced by Epner Technology Inc. that is grown 
on  a  surface,  and  has  very  low  reflectivity  even  at  large  angles  of  incidence  (Figure 
4.2.3). This coating is a good choice for optical and infrared space missions, since it will 
not  flake  off  like  paint,  and  has  low  reflectivity  over  a  range  of wavelengths  (Figure 







































would  not  have  a  direct  path  from  the  first  lens  to  the  hot  skin,  and  the  angle  of 
scattering would be  increased  for all  instruments. Together with  the new  Laser Black 











































and shields them  from the  thinnest part of  the skin, which  is also projected  to be  the 






The  final modification,  and  the most  difficult, was  to  install  additional  baffle 
tubes  that deploy during  flight. This allows  them  to extend past  the  rim of  the  rocket 
skin, and cut off any but the most persistent thermal photon. Because the baffles have 
to  deploy  in  flight,  there  is  a  small  gap  between  each  deployed  baffle  and  the 
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corresponding  fixed baffle, but  for any  thermal photon  to make  it  through  that gap  it 
would have to come from the region below the shutter door, which is now shielded by 
the  upper  radiation  shield.  The  I‐band  and  NBS  baffles  are  coated  with  Hard  Black 
anodized  aluminum,  due  to  fears  that  Laser  Black  could  rub  off,  since  the  shielding 
requirements were  less  severe. Laser black was used  for  the  LRS  and H‐band baffles 
where  it was deemed necessary  to provide maximum attenuation. The  LRS has  small 




LRS and H‐band yielded  less side‐to‐side than that  for the NBS and  I‐band, and so the 
benefit  of  lower  large‐angle  reflectivity was  determined  to  outweigh  the  risk  of  the 
Laser Black surface rubbing, which was thought to risk scraping off material that could 
obstruct the lenses. 





#2‐56 nuts on  the  tips. The distance between  the  shoulders  is cut carefully  to ensure 
that the baffle is level with the alignment ring that captures the three rods at their back 
end. The alignment ring is cut in two pieces held together with two 1/8" pins. Precision 
in  the alignment of all parts of  the assembly  is essential  for  smooth deployment and 











would not be  rigid against angular or  lateral deflections, which can cause  the  rods  to 
bind  in the bushings. Thus, the third rail has two bushings: one at the  level of the top 




plastic  material,  such  as  Vespel.  These  were  also  found  to  bind  unacceptably  at 
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by  the  opening  and  closing  of  the  payload  shutter  door  itself.  This  operation  is 
straightforward for the NBS and I‐band (formerly H‐band; see below) baffles, since they 
can be loaded with compression springs that capture the rods above the top plate and 
push  the  baffles  forward  when  the  door  opens.  These  baffles  are  located  on  the 
opposite side of the payload from the shutter door, so when it closes again on re‐entry 
it strikes these baffles at a sufficiently shallow angle that the door itself can push them 
closed. This mechanism unfortunately does not work  for  the  two  instruments  located 
adjacent to the door ‐ the LRS and H‐band ‐ since it makes first contact with the near rim 




two baffles and  frees  the other  two  to deploy with  their  springs, and when  the door 
closes  it  frees  the near  two baffles  to  retract on  their springs and pushes  the  far  two 










The  final modification was  to switch  the band‐defining  filters between  the  two 
Imagers, while keeping the rest of the assemblies except the calibration lamps the same. 






















































































illustrated  as  a  flow  chart  in  Figure  5.1.1.  After  the  individual  raw  frames  are  fit  to 
produce a base  image, bright sources and noisy pixels are  identified and masked, and 
the naive  flat  field correction  is calculated  (§3.3) and applied  to generate  flat  images. 
The  source extraction  algorithm  is  run on  these  images, which produces  a  catalog of 
sources, a bright source mask, and a measurement of the PSF for each field. The source 
catalog is compared with a database of 2MASS sources in the same band (1.25m for I‐
band  and 1.6m  for H‐band),  the  images  are  aligned  (Appendix B),  and  astronomical 
coordinates  are  computed  for  each  pixel.  A  bright  source  image  is  produced  by 
convolving  the measured PSF with  the  catalog of 2MASS  sources,  and  this  is used  to 
create a further mask of sources by masking all pixels in the source‐only image brighter 
than a chosen threshold. The threshold level is chosen based on the contribution to the 
power  spectrum  of  the  residual  unmasked  sources  and  wings  of  sources.  Finally,  a 
simulation  of  the  rings  in  each  field  is  created  based  on  the  pre‐determined  fit 
parameters  (§3.6),  and  again  those  pixels  in  the  simulation  above  the  threshold  are 
masked.  All  of  the masks  just  calculated  are  then  applied  back  to  the  base  images, 
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Starting with  the masked and  flat  field‐corrected  images, we  can estimate  the 
power spectrum in each field for both bands. Because the fields span a small fraction of 
the full sky, it  is a good approximation to  ignore the curvature of the sky and treat the 
fields  as  flat.  Additionally,  because  the  detectors  are monolithic  arrays  the  data  are 
naturally collected  in a  rectangular grid. Thus, we may  take a simple  two‐dimensional 
Fast Fourier Transform of  the clean  image, and  the pseudo‐ܥ௟ 's are simply  the binned 
averages of the squared absolute value of the amplitudes of the corresponding modes 
of  the  FFT.  In practice, we  found  that  as  long as more  than 50% of  the pixels of  the 
image remain after masking it is also straightforward to estimate the true ܥ௟s.  
The  true ܥ௟s are estimated by  removing any overall offset  from  the unmasked 
pixels, and setting the value of masked pixels to zero before computing the FFT.  If the 
total number of pixels in the image is Npixtotal and the number of pixels that are masked 
is Npixmasked,  then  the  result must be  scaled by  ୒୮୧୶౪౥౪౗ౢ୒୮୧୶౪౥౪౗ౢି୒୮୧୶ౣ౗౩ౡ౛ౚ    to account  for  the 
modes  lost  in masking. The discrepancy between the estimated ܥ௟s and the true ܥ௟s  is 





be  the  estimate  of  the  true  ܥ௟s.  In  figures  5.2.1  and  5.2.2  the  power  spectrum  is 





















only  those  fields  close  to Zenith, which are Elat 30, Bootes A, Bootes B, and  Swire.  In 
contrast, the thermal emission physically emanates from the rocket skin, so it is present 
and even stationary in all fields, though it does have a time dependence. This does mean 





The  power  spectrum  of  the  difference  of Bootes B  and Bootes A  is  shown  for 
I‐band in Figure 5.3.1 and H‐band in Figure 5.3.2, along with estimates of several forms 
of  contamination.  The  power  spectrum  of  thermal  emission  is  calculated  from  the 
difference of the  in‐flight and  lab flat field correction scaled by the difference  in mean 
brightness between the fields. The power spectrum of residual rings  is calculated from 




















Many  challenges  faced  CIBER  from  the  outset,  which  we  endeavored  to 
overcome  as  we  designed  and  built  the  instruments.  Early  on,  the  Narrow‐Band 
Spectrometer  was  added  to  address  the  systematic  uncertainty  in  the  background 
absolute brightness due to the Zodiacal Light. The peculiar requirements of a sounding 
rocket  as  a  platform  for  the  instruments  put many  restrictions  on  the  design,  and 
ultimately led to numerous adaptations as testing went forward. Unlike other platforms 
for  instruments,  a  sounding  rocket  payload  is  subjected  to  violent  acceleration  and 
vibration, and must be  ready  for  sensitive measurements as  soon as  they cease, with 
too  little  time available  to provide a margin  for error. The  temperature control of  the 
detectors must  therefore be able  to null both  long  term drifts and a  sudden  jump  in 
temperature. All of  the  individual components must also be  resilient, and able  to not 
only  survive  launch,  but  also  operate  unaffected  immediately  afterwards  without 
intervention. A  clear example  is  the  cryogenic  shutters, which were  initially designed 
adequate  to  function  in  the  lab with  delicate  handling.  That  design  did  not  survive 
vibration testing, so a new design had to be prototyped, tested, and built in short order. 
At the same time, a problem with  inconsistency  in focus measurements over time was 
understood  to  be  caused  by  the  optics  heating  from  viewing  the  room  temperature 
window vacuum bulkhead, which is not present in flight. By inserting the additional cold 
windows  inside  the  cryostat,  an  accurate  determination  of  focus  was  possible. 
Ultimately, all of  these  challenges, and many others,  that were anticipated were met 
successfully for the first flight of CIBER. 
Unfortunately,  the  first  flight  of  CIBER  suffered  from  multiple  forms  of 
unanticipated  problems,  such  as  the  rings  caused  by  bright  sources  (§3.6),  thermal 
emission  from  the hot rocket skin  (§3.7.i), and worse  than expected off‐axis pickup of 
Earthshine  (§3.7.ii).  Together,  these  dominated  over  even  the  Zodiacal  Light  sky 
brightness, which  is  itself brighter  than  the anticipated extragalactic background by a 

















The  data  returned  by  the  four  detectors  on  board  CIBER  are  in  the  form  of 
frames containing the integrated charge since the last reset. One reset interval is the set 
of  frames between  resets, which  is  typically 16  frames  taken over 25  seconds  for  the 
Imagers  and 120  frames  taken over 30  seconds  for  the  Spectrometers. However,  the 




reset.  In  saturation, charge accumulates much more  slowly and also non‐linearly with 
respect  to  incident radiation, which can  lead  to a  large underestimate of  the  flux of a 




Observations  of  a  single  field  can  span multiple  reset  intervals,  and  in  those 
cases  the effect of  read noise will be  reduced  if a  single  slope  is  fit  to  the  integrated 
charge  of  all  of  the  reset  intervals  simultaneously,  rather  than  individually.  There  is 
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some slight non‐reproducibility  in the  initial charge  in the first frame following a reset, 
so each interval must be fit with the same slope but a different offset. 
§A.1 Derivation 
The general equation  for a  line spanning several  intervals with  the same slope 
but different offsets in each interval is:  
 
Here, k  is the reset  interval  index, M  is the total number of reset  intervals, and 













Defining ሺݔ, ݇ሻ ൌ ∑ ݔ௜ሺ௞ାଵሻ௄ିଵ௜ୀ௞௄  simplifies equations 4 and 6 to 
 
 





Equation 9 can be  implemented directly as  it  is written,  though  it needs  to be 
modified if it is to handle variable reset interval lengths and pixel saturation. In practice, 
it is useful to designate yi as the raw pixel values for the entire array in frame i, and x as 
a  single  index  for  frame  i,  such as  the number of  frames  since  the  last  reset  interval. 
Variable reset  interval  lengths can be accounted for by  letting K=K(k) and updating the 
limits  in  the  sum  in  the  definition  of  (x,k)  to  begin  at  ݅ ൌ ∑ ܭሺ݆ሻ௞ିଵ௝ୀ଴   and  end 
at ݅ ൌ ∑ ܭሺ݆ሻ௞௝ୀ଴ . This can be generalized  to allow a different  reset  interval  length  for 
each pixel by keeping the same beginning index of the sum, but setting the end index to 
















with  known  coordinates.  In  the  general  case,  where  the  sources  are  detected  by 
different telescopes with different detectors and  in different orientations, not only can 
the positions of the sources be shifted and rotated from one another, but they can have 
different  pixel  scales  and  the  measured  brightness  of  the  same  source  may  be 






image. Therefore, once all of  the possible  triangles have been  formed  in both  sets of 
sources, sources can be matched by finding, for each source in the image, the source in 
the catalog with  the maximum number of  triangles with  the same angles. This proves 
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robust  against  sources  that exist only  in  the  image or  the  catalog  and not  the other, 





the  triangle  from a  reference direction. The matched source  is considered  the center, 
while the two other sources used to construct the triangle form the ends of the arms. 
The  ratio  of  the  perimeters  of  each  matched  triangle  provides  an  estimate  of  the 
relative  scale between  the  image  and  catalog,  and  the difference between  the  angle 













































݈௖௜ ൌ ඥሺܺ௖ െ ௜ܺሻଶ ൅ ሺ ௖ܻ െ ௜ܻሻଶ 
݈௖௝ ൌ ටሺܺ௖ െ ௝ܺሻଶ ൅ ሺ ௖ܻ െ ௝ܻሻଶ 
݈௜௝ ൌ ටሺ ௜ܺ െ ௝ܺሻଶ ൅ ሺ ௜ܻ െ ௝ܻሻଶ 




଴௜௝ ൌ cosିଵ ቆ
൫ ௝ܺ െ ܺ௖൯ሺ ௜ܺ െ ܺ௖ሻ ൅ ൫ ௝ܻ െ ௖ܻ൯ሺ ௜ܻ െ ௖ܻሻ
݈௖௜݈௖௝ ቇ 
ଵ௜௝ ൌ cosିଵ ቆ
ሺ ௜ܺ െ ܺ௖ሻ൫ ௜ܺ െ ௝ܺ൯ ൅ ሺ ௜ܻ െ ௖ܻሻ൫ ௜ܻ െ ௝ܻ൯
݈௖௜݈௜௝ ቇ 
ଶ௜௝ ൌ cosିଵ ቆ
൫ ௝ܺ െ ܺ௖൯൫ ௝ܺ െ ௜ܺ൯ ൅ ൫ ௝ܻ െ ௖ܻ൯൫ ௝ܻ െ ௜ܻ൯
݈௜௝݈௖௝ ቇ 
௖௜௝ ൌ ሺ଴௜௝, ଵ௜௝, ଶ௜௝ሻ 
  (4) 
The array of triplets c is retained as the triangle transform for source c. Finally, 
if  the  reference  direction  is  taken  to  be  along  the  X‐axis  from  the  point  (Xc,Yc),  the 
average angle of the two arms is 
 ൌ  tanିଵ ൭ቆ ௜ܻ െ ௖ܻ݈௖௜ ൅
௝ܻ െ ௖ܻ














every  source  in  the  image,  and  in  the  catalog,  there may be  a  very  large number of 
those sources. If only the catalog has a large number of sources, and it is expected to be 
used repeatedly, it is reasonable to pre‐compute the transformation of the catalog using 
very many  sources  and budgeting  a  large  amount of  time  to do  so  in  the beginning, 
since the results of the transformation can be saved and referred to  later. However,  in 
the more  general  case when  either  the  image  or  the  catalog  has more  sources  than 
there  is time to devote to the transformation, the following reductions  in the data set 
may prove useful: 
1. Threshold:  Particularly  if  the  catalog  contains  sources  that  are  much 
fainter  than  those  in  the  image,  it makes  sense  to  restrict  the  sources 
used in the transform to only the brightest subset of the sources. If image 
and catalog were made by different telescopes with different wavelength 
bands,  then  it  can make  sense  to  restrict  the  sources  used  from  both 
images  to only  their brightest subset of sources.  Ideally,  the number of 
sources used per square degree on the sky should be roughly similar for 
the  catalog  and  image.  If  run  on  a  desktop  computer,  one  source  for 
every 2000 pixels of the image works well for large images. 






required  precision  of  the  angles,  since  differences  in  pixelization  can 
result  in  errors  of  a  few  degrees  for  sources  that  are  located  close 
together.  If  the  angles  are  to be binned  in  intervals of one degree,  an 
inner radius of 32 pixels is appropriate. The upper bound primarily serves 
to reduce the number of sources included in the transform of the central 
source,  though care must be  taken  to ensure  that  it  is sufficiently  large 
compared to the  inner radius such that  it  is possible to match sources  if 
the plate scales are very different. 
3. Threshold  again:If  there  are many  sources  remaining within  the  upper 
and  lower  bounds,  the  sources  included  in  the  transform  can  be 
restricted by a further threshold. The final number of sources included in 
the  transform  can  be  quite  small  at  this  point  (fewer  than  32  is 
recommended),  since  even  a  small  number  of  sources will  generate  a 
very  large number of  angle  triplets. While many  valid matches may be 
missed  by  this  thresholding,  if  there  are  so  many  sources  that 
thresholding is necessary, there will still be very many sources with good 
matches. 
Finally,  once  the  sources  have  been matched,  those  sources with  the  highest 
number of matches  can be  selected and used exclusively  in a  second  iteration of  the 
transform  without  any  further  restrictions.  For  this  second  iteration,  it  should  be 
sufficient  to  include  only  as  many  sources  as  in  the  second  threshold,  since  these 
sources are likely to all be perfect matches. 
Matching sources 
Once    is  calculated  for  each  source  in  the  image  and  the  source  catalog 
(equation 4)  the angles must be binned  if any  rotation  is permitted,  since pixelization 














଴௜௝ ൅ ଵ௜௝ ൅ ଶ௜௝ ൌ 180 because pixelization  flattened all sources to a plane. Within  IDL, 
the method for matching the vector c1 of the image with c2 of the catalog is to take 
the histogram of both with a binsize of 1, and count the number of bins of the histogram 
that have non‐zero values  in both.  If  there are Nimage sources  in  the  image and Ncatalog 





Once  sources  are matched  between  the  image  and  the  catalog,  the  triangle 
transform can be run again on only the sources with the highest confidence of matching, 













ݔ௖ᇱ ൌ ሺxୡ cosെ yୡ sinሻ  (9) 
ݕ௖ᇱ ൌ ሺyୡ cos൅ xୡ sinሻ  (10) 
and for each matched source the estimate of the shift in x and y is 
ݔ ൌ ݔ௖଴ െ ݔ௖′  (11) 
ݕ ൌ ݕ௖଴ െ ݕ௖′  (12) 
For greater accuracy,  the  coordinates of  the  catalog  can be  transformed using 
equations  7,  8,  11,  and  12  and  the  entire  procedure  run  again  on  the  transformed 
image. This  is worthwhile  if the catalog has higher resolution than the  image, and can 
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