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An explicit solution is given for the system of linear equations
EϕEt = ϕ′, where ϕ, ϕ′ are alternating matrices of Pfafﬁan 1, which
at most differ in their ﬁrst row and column, and E is of the form∏2r
i=2 E1i(xi). If v, v′, w ∈ Rr+1 with 〈v,w〉 = 1 = 〈v′,w〉 then a se-
quenceof Cohn transformswith respect to (theﬁxed)wwhich takes
(v,w) to (v′,w) is prescribed.
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1. Introduction
Let R denote a commutative ring with 1. Let v = (v0, v1, v2), v′ = (v′0, v′1, v′2), w = (w0,w1,w2). In
[23, Lemma 5.1], Suslin and Vaserstein studied the alternating matrices of Pfafﬁan 1, ϕ = V(v,w),
ϕ′ = V(v′,w), where 〈v,w〉 = 〈v′,w〉 = 1. Here
V(v,w) =
⎛
⎜⎜⎝
0 v0 v1 v2
−v0 0 w2 −w1
−v1 −w2 0 w0
−v2 w1 −w0 0
⎞
⎟⎟⎠ .
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He observed that if a = v′
1
v2 − v′2v1, b = v′2v0 − v′0v2, c = v′0v1 − v′1v0, and ε = E12(a)E13(b)E14(c),
then εV(v,w)εt = V(v′,w). The beauty is that he wrote an explicit solution.
The observation was useful to understand the action of an elementary matrix on an alternating
matrix. This theory led Suslin and Vaserstein in [23] to his beautiful theorem that the orbit space of
unimodular rows of length three over a commutative ring of dimension two under elementary action
had a nice Witt group structure.
In this note, we generalize his observation by giving a similar explicit solution for the system of
linear equations EϕEt = ϕ′, where ϕ,ϕ′ are alternating matrices of Pfafﬁan 1, which at most differ in
their ﬁrst row and column, and E is of the form
∏2r
i=2 E1i(xi).
Explicit solutions are important when we consider the question of showing that unimodular rows
over a polynomial ring in several variables over a ﬁeld have completions which can be done in poly-
nomial time. This study of completing unimodular polynomial rows is relatedwith Serre’s problem on
projective modules, and we refer the reader to [6,3] for more on the theoretical aspects and range of
the subject. From the computational point of view, there is a large literature on this topic; which use
Gröbner bases methods generally, and so are constructive, but not necessarily in polynomial time. We
refer the reader to [7], and its extensive bibliography on the topic, as well as the paper by Lin–Bose
in [8], which discusses a method of completion of unimodular polynomial rows over a ﬁeld. We will
discussmore on this question elsewhere. The solution of the Serre’s problemplays an important role in
Control Theory (see [20,5,17,18,19]), in Signal processing problems (see [8,14,21]), as well as in general
theory of hyperbolic systems of PDE via a reduction of canonical forms of matrix valued functions (see
[13]) in view of a study of their diagonalization in the neighbourhood of a point (see [11]).
In [4, Lemma 2.1], the Cohn orbit of a vector was deﬁned, and it was shown that the orbit under the
elementary group vEr+1(R) and the Cohn orbit of v coincide. This is done by an application of Suslin
and Vaserstein [23, Lemma 5.1]; which relates it to the previous problem. As a consequence, we shed
more light on certain results of Hinson in [2].
In this notewe show that if v, v′,w ∈ Rr+1 with 〈v,w〉 = 1 = 〈v′,w〉, then there is a sequence of Cohn
transforms with respect to (the ﬁxed) w which takes (v,w) to (v′,w). The method is explicit.
2. Existential and explicit solutions
We ﬁrst give an existential argument, and then the explicit formula.
We begin with a lemma of Gustafson in [1, Lemma 1], which we observed independently. We saw
it later in [9, Exercise I.G.8, pp. 92–93], which is a very nice book to study linear algebra questions over
a commutative ring.
Lemma 2.1. Let R be a commutative ring with 1, and let A ∈ Mrs(R). The equation Ax = y has a solution
over R iff it has a solution over Rp, for every prime ideal p of R.
Proof. Either consider the ‘Quillen ideal’ {s|Ax = y has a solution over Rs}, and show that it is an ideal;
or think of A as a map Rs −→ Rr , and observe that y ∈ Im(Ap) = Im(A)p for all prime ideals p of R,
whence y ∈ Im(A). (We thank R.R. Simha for the second argument.) 
Let ϕ, ϕ′ be alternatingmatrices of Pfafﬁan 1. In the sequelwe shall use the notation ϕ ∼E ϕ′ tomean
that there is an elementary matrix ε such that εϕεt = ϕ′.
Lemma 2.2. Let ϕ, ϕ′ be alternating matrices of Pfafﬁan 1, with ϕij = ϕ′ij for i /= 1, j /= 1. Then there are
μ2, . . . ,μ2r ∈ A such that if E = {
∏2r
i=2 E1i(μi)}, then EϕEt = ϕ′.
Proof. We ﬁrst present an existential proof.
Let A = (ϕij)2i,j2r , e1ϕ = (0, yt1), e1ϕ′ = (0, yt2). Let y = y1 − y2. A solution x = (μ2, . . . ,μ2r)t of the
equation Ax = y will do nicely.
Do this “locally” as follows: Since Pf(ϕ) = 1, we know that ϕ ∼E ψr . Since Rp is a local ring, every
unimodular row over Rp can be completed to an elementary matrix, i.e. Umr(Rp) = e1Er(Rp), for r  2.
Hence it is easy to see that there is a ε ∈ E2r−1(Rp) such that (1 ⊥ ε)ϕ(1 ⊥ ε)t = ψr . Now, as Pf(ϕ′) = 1,
we have
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(1 ⊥ ε)ϕ′(1 ⊥ ε)t =
⎛
⎝ 0 1 ∗−1 0 0
−∗t 0 ψr−1
⎞
⎠
=
(
1 (0,−∗ψr−1)
0 I2r−1
)
(1 ⊥ ε)ϕ(1 ⊥ ε)t
(
1 (0,−∗ψr−1)
0 I2r−1
)t
for some ∗ ∈ M12r−2(R). Then (μ2, . . . ,μ2r) = (0,− ∗ ψr−1)ε is a desired local solution. 
We now describe how one gets an explicit solution. Let us set up the notation which we will use
throughout this section.
Let m be a positive integer. Let ϕ, ϕ,∗ ϕ∗∗ be alternating matrices of Pfafﬁan one, and for v, v,∗ w,
w∗∗ ∈ M12m−1(R), and for alternating matrices A, A,∗∗ B, B,∗ B∗∗ ∈ M2m−1(R)
ϕ =
(
0 v
−vt A
)
, ϕ∗ =
(
0 v∗
−v∗t A
)
and ϕ∗∗ =
(
0 v
−vt A∗∗
)
,
so that
ϕt
−1 =
(
0 w
−wt B
)
, ϕ∗t
−1 =
(
0 w
−wt B∗
)
and ϕ∗∗t
−1 =
(
0 w∗∗
−w∗∗t B∗∗
)
are also alternating matrices. (Note that e1ϕ
t−1 = e1ϕ∗t
−1
.)
In this section, we give an explicit formula for the xi, 2 i  2m, where E =
∏2m
j=2 E1j(xj), for solving
the problem EϕEt = ϕ∗. We have(
0 v
−vt A
)(
0 w
−wt B
)
=
(−vwt vB
−Awt −vtw + AB
)
=
(−1 0
0 −I2m−1
)
.
Therefore
−vwt = −1, vB = 0, −Awt = 0, and (1)
−vtw + AB = I2m−1 i.e. AB = −(I2m−1 − vtw). (2)
We have(
0 w
−wt B∗
)(
0 v∗
−v∗t A
)
=
(
−wv∗t wA
−B∗v∗t −wtv∗ + B∗A
)
=
(−1 0
0 −I2m−1
)
.
Therefore
−wv∗t = −1, B∗v∗t = 0, wA = 0, (3)
−wtv∗ + B∗A = −I2m−1 ≡ B∗A = −(I2m−1 − wtv∗). (4)
As in Lemma 2.2 we ﬁrst reduce the question to a problem in linear algebra.
Lemma 2.3. Let E =
(
1 x
0 I2m−1
)
, for some x in M12m−1(R). Then EϕEt = ϕ∗ if and only if Axt = vt − v∗t .
Proof. Let x be such that EϕEt = ϕ∗, i.e.
(
1 x
0 I2m−1
)(
0 v
−vt A
)(
1 0
xt I2m−1
)
=
(
0 v∗
−v∗t A
)
Therefore(−xvt + vxt + xAxt v + xA
−vt + Axt A
)
=
(
0 v∗
−v∗t A
)
.
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As xvt = vxt and xAxt = 0, we get
(
0 v + xA
−vt + Axt A
)
=
(
0 v∗
−v∗t A
)
.
Therefore, we get two equations
v + xA = v∗, and − vt + Axt = −v∗t ,
which are equivalent because (xA)t = Atxt = −Axt as A is alternating. Moreover, xA = v∗ − v implies
(xA)t = (v∗ − v)t implies −Axt = v∗t − vt. Therefore, Axt = vt − v∗t .
The above argument is reversible. 
Theorem 2.4. For m 2, xt = Bv∗t is a solution of the equation EϕEt = ϕ∗.
Proof. Let X = xt. Then
AX = A(Bv∗t ) = (AB)v∗t
= −(I2m−1 − vtw)v∗t = −v∗t + vtw(v∗t )
= −v∗t + vt(wv∗t ) = −v∗t + vtas by (3)wv∗t = 1.
AX = vt − v∗t . 
We state a formula for the adjoint of an alternatingmatrix in terms of Pfafﬁans. This can be deduced
via the Grassmann-Plücker identities for Pfafﬁans (cf. [10]. For a proof see [12]).
Lemma 2.5. The adjoint of an alternating matrix ϕ ∈ Mn(R) is given by
adjϕ = (Pfϕ)((−1)i+jPf ij),
where Pf ij = (−1)i+j−1Pfϕ∗ij and ϕ∗ij ∈ Mn−2(R) is the alternatingmatrix obtained by striking out the ith and
jth rows and columns of ϕ.
Lemma 2.6. If ϕ =
(
0 v
−vt A
)
is an alternating matrix of Pfafﬁan 1 then v(Pf(ϕ)1j)
t = 1 and ϕ−1t =(
0 P
−Pt B
)
with P = (Pf(ϕ)1j) and (Pf(ϕ−1t )1j) = v.
Proof. By Lemma 2.5
adjϕ = Pf(ϕ)(Pf(ϕ)ij) = Pf(ϕ)ij
as Pf (ϕ) = 1. We have
ϕadjϕ = adjϕϕ = (det ϕ)I.
Therefore, v(Pf(ϕ)1j)
t = 1 and
ϕt
−1 = adjϕ =
(
0 P
−Pt B
)
.
Therefore
adj(ϕt
−1
) = adj
(
0 P
−Pt B
)
= adj(adj(ϕ))
= ϕ(det ϕ)2m−1 = ϕ as det ϕ = 1.
Therefore, Pf(ϕt
−1
)1j = v. 
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Corollary 2.7. Let ϕ∗ be an alternating matrix of Pfafﬁan 1. Let e1ϕ∗ = (0, v). Let w be such that 〈v,w〉 = 1.
Then there exists an alternating matrix ϕ of Pfafﬁan 1, with e1ϕ = (0, v), and e1ϕt−1 = (0,w), and with
ϕ∗ ∼E ϕ.
Proof. Let ϕ∗ =
(
0 v∗
−v∗t A
)
, and ϕ∗t
−1 =
(
0 w′
−w′t B∗
)
, with 〈v,w′〉 = 1. Let ε = I2m−1 + vt(w − w′) ∈
E2m−1(R). Let
ϕt
−1 = (1 ⊥ ε)tϕ∗t−1 (1 ⊥ ε) =
(
0 w
−wt B∗∗
)
as w′ε = w. Now
ϕ = (1 ⊥ ε)−1ϕ∗(1 ⊥ ε)t−1 =
(
0 v
−vt A∗∗
)
as vεt
−1 = v. 
3. The Cohn transforms
In [4], Cohn transformations of vectors v ∈ Rr+1, r  2, with respect to a vector w ∈ Rr+1, with
〈v,w〉 = vwt = 1 were studied: Let v = (a0, a1, . . . , ar), w = (b0, b1, . . . , br) with vwt = 1. We say that
the vector
v∗ = vCij(λ) = (a0, . . . , ai + λbj , . . . , aj − λbi, . . . , ar)
for 0 i /= j  r, is a Cohn transform of v w.r.t. the vector w.
We shall say that a vector v∗ is in the Cohn orbit of v if there is a vector w∗, with 〈v∗,w∗〉 = 1, and
a sequence of pairs, starting with (v0,w0) = (v,w), and ending with (vr ,wr) = (v∗,w∗), such that, for
i  0, the pairs (vi+1,wi+1) has either vi+1 as a Cohn transform of vi w.r.t. wi, and wi+1 = wi; or wi+1
as a Cohn transform of wi w.r.t. vi, and vi+1 = vi:
(v,w) = (v0,w0) → (v1,w1) → · · · → (vt ,wt) = (v∗,w∗).
One has the following identities:
E23(λ)V(v,w)E23(λ)
t = V((a + λb, b, c), (a′, b′ − λa′, c′)),
E24(λ)V(v,w)E24(λ)
t = V((a + λc, b, c), (a′, b′, c′ − λa′)),
E32(λ)V(v,w)E32(λ)
t = V((a, b + λa, c), (a′ − λb′, b′, c′)),
E34(λ)V(v,w)E34(λ)
t = V((a, b + λc, c), (a′, b′, c′ − λb′)), (5)
E42(λ)V(v,w)E42(λ)
t = V((a, b, c + λa), (a′ − λc′, b′, c′)),
E43(λ)V(v,w)E43(λ)
t = V((a, b, c + λb), (a′, b′ − λc′, c′)).
E12(λ)V(v,w)E12(λ)
t = V(vC12(λ),w),
E13(λ)V(v,w)E13(λ)
t = V(vC02(−λ),w),
E14(λ)V(v,w)E14(λ)
t = V(vC01(λ),w), (6)
E21(λ)V(v,w)E21(λ)
t = V(v,wC21(λ)),
E31(λ)V(v,w)E31(λ)
t = V(v,wC20(−λ)),
E41(λ)V(v,w)E41(λ)
t = V(v,wC10(λ)).
Eqs. (5) and (6) describe completely the action of E4(R) on an alternating matrix V(v,w).
From the ﬁrst relation in Eq. (5), one gets via the commutator law
V(vE21(λ),wE12(−λ)) = E23(λ)V(v,w)E23(λ)t
= [E21(1), E13(λ)]V(v,w)[E21(1), E13(λ)]t.
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Hence
V(vE21(λ),wE12(−λ)) = [E21(1), E13(λ)]V(v,w)[E21(1), E13(λ)]t. (7)
Note that from Eq. (6), each action in Eq. (7) corresponds to a Cohn action on either v or w. We write
these actions below:
{(a, b, c); (a′, b′, c′)} C02(λ)−→ {(a + λc′, b, c − λa′); (a′, b′, c′)}
C21(−1)−→ {(a + λc′, b, c − λa′); (a′, b′ + (c − λa′), c′ − b)}
C02(−λ)−→ {(a + λc′) − λ(c′ − b), b, (c − λa′) + λa′);
(a′, b′ + (c − λa′), c′ − b)}
= {(a + λb, b, c); (a′, b′ + c − λa′, c′ − b)}
C21(1)−→ {(a + λb, b, c); (a′, b′ − λa′, c′)}.
Thus we proved that the elementary transformation vE21(λ) of a row v of length 3 can be got bymeans
of a sequence of Cohn transformationw.r.t. some suitable rows. The other cases vE31(λ), vE12(λ), vE13(λ)
can be similarly shown. Since one is giving an explicit description, the general case of the elementary
transformation of a unimodular row of length r > 3 by an elementary generator can be easily reduced
to the case when r = 3. Alternatively, one can prove it directly via recourse to the Key Lemma of [4]
where one studied the action of the group EUmr(R) on a Suslin matrix Sr(v,w), corresponding to a pair
(v,w), with 〈v,w〉 = 1. (See [4] for definition of Suslin matrix, the group EUmr(R), the Key Lemma, etc.)
If wvt
1
= wvt
2
= 1 then ε = Ir+1 + wt(v2 − v1) ∈ Er+1(R) by Suslin [22, Corollary 2.7], when r  2,
and clearly v1ε = v2. Using this, one can show, by induction on t, that v∗ ∈ vEr+1(R). Thus, we have
described in detail, what was sketched in
Lemma 3.1 [4, Lemma 2.1]. The elementary orbit vEr+1(R) of v ∈ Umr+1(R) coincides with the Cohn orbit
of v for r  2.
Corollary 3.2 [23, Lemma 5.4]. Let R be a commutative ring with 1. If ρ ∈ SL3(R) ∩ E4(R), then e1ρ = e1ε,
for some ε ∈ E3(R).
Remark 3.3. In [25, Lemma 10], Vaserstein has shown that if ρ ∈ SL2n−1(R) ∩ E2n(R), then e1ρ = e1ε0,
for some ε0 ∈ E2n(R). In [15, Lemma 3.1] it is shown that if ϕ ∈ GL2r(R) is an alternating matrix, and if
ε ∈ E2r(R), then εtϕε = (1 ⊥ ε0)tϕ(1 ⊥ ε0), for some ε0 ∈ E2r−1(R).
In [2] the path component [[v]] of a unimodular vector v ∈ Umn(R) is deﬁned as {w ∈ Umn(R)| there
is an ordered sequence 〈v0, . . . , vk〉with vi ∈ Umn(R), v0 = v, vk = w, andwith 〈vi, vi+1〉 = 1, for 0 i 
k − 1}.
Forv = (a1, . . . , an) ∈ Umn(R),v∗ = (b1, . . . , bn),with 〈v, v∗〉 = 1,χ−1([v])]willdenote [(w1, v2, . . . , vn)].
Vaserstein has shown in [24] that this class is independent of the choice of the vector v in the orbit
space, or the choice of v∗ with 〈v, v∗〉 = 1.
Corollary 3.4 (See [2, Lemma 1.5, Corollary 1.8]). If v ∈ Umn(R),n 3, then [v] ⊂ [[v]]. In fact
[[v]] =
{[v] for n even,
[v] ∪ χ−1([v]) for n odd.
Proof. One has Suslin’s observation in [22, Corollary 2.8] that if 〈v,w〉 = 1 = 〈v∗,w〉 then v∗ ∈ vEn(R).
The ﬁrst assertion is clear from Lemma 3.1, as a Cohn transform of a vector and the vector have a
common vector with which their inner product is 1. If 〈v,w〉 = 1 then via [16, Proposition 7]
[w] =
{[v] for n even
χ−1([v]) for n odd.
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The second assertion is now easily deduced. 
Lemma 3.5. Let v, v′,w ∈ Rr+1, r  1, such that 〈v,w〉 = 1 = 〈v′,w〉. Let v = (a0, . . . , ar), v′ = (a′0, . . . , a′r),
w = (b0, . . . , br). Then
a′k − ak =
∑
i /=k
(a′kai − aka′i)bi.
Proof. We have
∑r
i=0 aibi = 1 =
∑r
i=0 a′ibi, so
∑r
i=0(ai − a′i)bi = 0. Now
a′k − ak = (a′k − ak)
r∑
i=0
aibi = (a′k − ak)akbk + (a′k − ak)
∑
i /=k
aibi
=
∑
i /=k
(ai − a′i)biak + (a′k − ak)
∑
i /=k
aibi =
∑
i /=k
(a′kai − aka′i)bi
as required. 
Theorem 3.6. Let v, v′ ∈ Umr+1(R), r  1, and 〈v,w〉 = 1 = 〈v′,w〉. Then there is a sequence of pairs, start-
ing with (v0,w0) = (v,w), and ending with (vn,wn) = (v′,w), such that, for i  0, the pairs (vi+1,wi+1)
has vi+1 as a Cohn transform of vi w.r.t. w, and wi+1 = w
(v,w) = (v0,w0) → (v1,w1) → · · · → (vn,wn) = (v′,w).
Proof. Letv = (a0, a1, . . . , ar)andv′ = (a′0, a′1, . . . , a′r). ByLemma3.5a′0 = a0 +
∑
i /=0(a′0ai − a0a′i)bi. Thus,
by a sequence of r Cohn transformation C0i(a
′
0
ai − a0a′i), 1 i  r, one gets
(v,w) −→ (a′0, a1 − (a′0a1 − a0a′1)b0, . . . , ar − (a′0ar − a0a′r)b0)
= (a′0, a1 + (a0a′1 − a′0a1)b0, . . . , ar + (a0a′r − a′0ar)b0).
Let a′
1
= a1 +
∑
i /=1(a′1ai − a1a′i)bi. Applying the Cohn transformations C1i(a′1ai − a1a′i), 2 i  r, one
gets
(a′0, a1 + (a0a′1 − a′0a1)b0, . . . , ar + (a0a′r − a′0ar)b0)
−→ (a′0, a′1, a2 + (a0a′2 − a′0a2)b0 + (a1a′2 − a′1a2)b1, . . . ,
ar + (a0a′r − a′0ar)b0 + (a1a′r − a′1ar)b1).
Similarly, by considering the Cohn transformations
Cji(a
′
jai − aja′i), 2 j  r − 1, 3 i  r,
one gets (v,w) → (v′,w). 
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