Intelligent agents without the hype: why they work best with well structured content
In its report Agents on the Web published five years ago [1] , the market research company Ovum believed that agents would act as a catalyst for Web commerce. 'Agents will accelerate the evolution of the Web from a passive, static, pull me-
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dium, to a tuned, high-value environment,' it believed. Ovum also made the point that it is not agents that are new, but the way they are applied to the Web. To quote further from the report:
'Most of the technologies that support agents on the Web have been around for decades..... The combination of much cheaper processing power, more mature personal agent systems and the mass market potential of the Web, is bringing these intelligent agent technologies into products and services for individual Web users and data products for corporate customers.'
In a survey of 190 members of its Internet Working Group, conducted in 1998, the UK Centre for the Study of Financial Innovation (CSFI) found that intelligent agents were top of a list of important technologies for the Internet in 10 years' time, ahead of other developments such as a common payment standard, smart cards, Java, Internet telephony, data mining, and extranets [2] . But at the same time the survey found that 30% of respondents 'didn't have a clue' what intelligent agents were. Agents are not yet fulfilling the role that Ovum was predicting for them in 1997; five years on not much has changed. As Helen Haddon said in a presentation to the City Information Group in June 2002, 'Many products with agent-type qualities have been used, but no real intelligent agents exist yet' [3] .
So why haven't intelligent agents taken off with the growth of the Web? What has happened to the vision of the intelligent software agent as the 'digital slave' that provides both information professionals and end users with the 'magical answer to information overload?' The answer, in my view, lies not in any failure of agent software technology, but because, firstly, like many other ideas whose time has (nearly) come, intelligent agents have suffered from too much hype. Some companies jumped on the bandwagon and raised unreasonable expectations of what their agents could do. Secondly, intelligent agents have generally not been applied to those types of information where they work best. The natural testing ground for anyone developing agent software is the public Web. But despite the massive explosion in the quantity of information available on the Web, most of this content is not well organized or structured, and does not need to be, because it is designed for people to look at using simple Web browser software on their PCs, clicking on hyperlinks to go from page to page, like turning the pages of a printed book.
Intelligent agents do not offer a short cut to the laborious process of properly organizing and maintaining the vast repositories of content created by organizations across the globe. They only reach their full potential, as the 'magical answer to information overload,' when applied to information which is already well structured, and therefore easy for computer software programs to interpret and understand.
The Semantic Web
Tim Berners-Lee, the founding father of the Web, introduces his influential article on 'The Semantic Web' [4] by restating the classic vision of the intelligent agent as the helpful and accommodating digital slave. The first few paragraphs tell the everyday story of two country folk of the future: Lucy and Pete. The story starts with Lucy phoning Pete to tell him her mother is at the doctor's and has to see a specialist for a course of treatment. After Pete's phone has (automatically) turned down the volume control on (all) his sound systems 'belting out the Beatles,' so he can hear what Lucy is saying, she tells him not to worry, as she is going to get her agent to sort it all out. 'At the doctor's office, Lucy instructed her Semantic Web agent through her handheld Web browser' and the agent promptly makes all the necessary arrangements, checking who are the best specialists, and making appointments to suit everyone. The article, written with co-authors James Hendler and Ora Lassila, is sub-titled: 'A new form of Web content that is meaningful to computers will unleash a revolution of new possibilities.' So much for the hype. The key point is made immediately following the story. This vision (with or without the hype) will only become reality when information on the Web is structured in a way that agents can interact with. 'Pete and Lucy could use their agents to carry out all these tasks thanks not to the World Wide Web of today but rather to the Semantic Web that it will evolve into tomorrow. Most of the Web's content today is designed for humans to read, not for computer programs to manipulate meaningfully... The real power of the Semantic Web will be realized when people create many programs that collect Web content from diverse sources, process the information and exchange the results with other programs. The effectiveness of such software agents will increase exponentially as more machine-readable Web content and automated services (including other agents) become available.'
Chris Knowles
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A real-life case study My purpose in this article is not to add to, or debunk, the hype surrounding intelligent agents. Nor do I intend to debate the detail of the Semantic Web, as described by Hendler, Lassila and Berners-Lee, or the technologies they advocate using to create it: XML (eXtensible Markup Language) and RDF (Resource Description Framework).
This article provides a practical example and real-life case study of how one UK software company, Vrisko, has approached and managed the issues and problems of developing intelligent agent software and applying it in a business context. I will describe some of the lessons we have learnt building applications which are being used today by knowledge intensive organizations such as Citigroup, the world's biggest bank, and Linklaters, the UK's second largest law firm, to interface with highly structured content from some of the world's major business and financial publishers. In so doing, I hope I will highlight the importance of content and the way content is organized and structured, to reinforce the point made in the article by Hendler, Lassila and Berners-Lee, that intelligent agent software works best with well structured content.
Zuno
From January 1997 to May 1998, before setting up Vrisko, I worked for Zuno Limited, a division of Mitsubishi Electric and pioneer of intelligent agents. Zuno was one of only three UK based companies profiled in the Ovum report referred to above [1] . The other two were BT and Autonomy. The name 'Zuno' by the way, is Japanese for 'head' or 'brain.' At Zuno, a team of Canadian software engineers, led by Dr Innes Ferguson, had developed an intelligent agent-based Web search tool which we called Z-Cast. It included many features which were advanced for the time, such as automatic document profiling and summaries, query by example or 'find more like this', and intelligent relevance ranking, which could be modified based on user feedback. Users indicated which results they liked best and the system modified the relevance ranking for all the other results accordingly. User feedback could be explicit, based on users clicking buttons to confirm their preferences, or implicit, based on the system automatically tracking the users' actions and creating a profile of their likes and dislikes.
Probably the best feature of Z-Cast, was the ability to create 'contexts' and send a search within a specific context, to retrieve more precise, accurate and relevant results. I was responsible for marketing Z-Cast, and used to demonstrate this feature by searching the Web for anything on BSE (meaning 'Bovine Spongiform Encepalopathy' or Mad Cow Disease, which was a big issue at the time). On the first pass the system would retrieve masses of results, including a fair number on the 'Bombay Stock Exchange' and 'Breast Self Examination,' both of which have the same initials and are commonly referred to in articles as BSE.
I would then either quickly create a search context, by viewing a couple of good results, or use a search context I had prepared earlier, and re-run the search. The results on the 'Bombay Stock Exchange' and 'Breast Self Examination' would magically disappear, and some new and very relevant results on Mad Cow Disease, which hadn't been found first time round, would appear as if from nowhere.
Nowadays such demonstrations are commonplace, but at the time we thought it was brilliant and the Chairman of Mitsubishi Electric offered to provide introductions to senior people at some of the investment banks, who we knew used a lot of information. They in turn referred me to their heads of information or heads of IT, some of whom were kind enough to ask for a demonstration.
We prepared a demonstration, setting up the system to search the Web for company information, from sources such as Hemscott, Yahoo, Quote.com, Hoovers and the FT, all of which, of course, were free, open access services at the time. But when we showed this to the banks and asked them what they thought of it, we were surprised by their reaction. 'Not a lot,' they said. ' We don't use the Web for this sort of information, because it's unreliable, inaccurate, out-of-date, and not comprehensive enough for our needs. That's why we spend large sums of money on buying quality information from the major news and business information publishers, such as Reuters, Thomson Financial, Datastream, Perfect Information, LexisNexis, Dow Jones, Multex, Standard and Poors', and many others we had never heard of. 'But on second thoughts,' they continued, 'your search tool does look pretty neat, and if you can do the same sort of thing with these major information sources, then we really would be interested.' And that's what we did and what Vrisko has been doing ever since.
Vrisko
Mitsubishi Electric decided in early 1998 not to continue funding Zuno and I was fortunate to be given the opportunity to buy the rights in the Z-Cast software, which represented many person years of development, and to continue the marketing initiatives with the banks that had been started at Zuno. Together with a colleague, Richard Hopkirk, who had been a key member of the technical team which developed Z-Cast, we set up a new company, called CK Limited, Corporate Knowledge software. When Calvin Klein objected to our attempts to trademark the name, we changed it to Vrisko, which means 'I find' in modern Greek.
Structured sources need different skills and technology
We soon learnt that searching for accurate, precise, up-to-date and relevant information from highly structured, proprietary information sources is very different from searching the Web, and requires a quite different set of skills and technology. Instead of clever algorithms designed for profiling and matching free text, we needed to gain a detailed understanding of the technical infrastructure used by the information vendors and the classification schemes they use to structure their content.
The fundamental problem is that all high value sources are different and there is no standardization.
We had to learn about how to handle different security and authentication systems, so that our system could seamlessly log on. We had to understand session management, so we could send high volumes of concurrent enquiries in parallel to many different information sources. We learnt about the vagaries of internal networks, firewalls and proxy servers, so our systems, located on a client's server inside their firewall, could connect securely to many different publishers' systems located outside the firewall.
Intelligent 'site agents'
Above all, we learnt that every information source is different, and requires a different search technique. Instead of writing generic search agents, designed to trawl the Web, retrieve and analyse content, we designed highly specific, intelligent, 'site agents,' each of which is designed to perform a specific task, locating and retrieving a single document or set of documents, in a particular way, from a specific information source. In so doing we built up a library of 'site agents' each of which is optimized to do a particular task.
The search strategy could be very simple. For example, 'get me the current Datastream 401b share price graph.' This is fine, provided you know the Datastream 401b is one of hundreds of Datastream share price graph formats, representing, for example, the price of a single share, over a time period of a year, in absolute terms and relative to the appropriate stock market index. Another example would be 'get me the most recent annual report for this company in English, unless there is a more recent report in another language, in which case get me the most recent report in any language'. This is fine, as long as you know how each specific source identifies the individual company, the date of the report and the language in which the report is written.
We learnt that different proprietary information sources use different and incompatible indexing and classification schemes for company names, industry sectors, document dates, and many other search parameters. Effective searching depends on the individual source, and on the computer software or 'site agent' understanding the context and the reason the user is making the search in the first place. It can then apply an intelligent search strategy to bring back a set of accurate, relevant and up-to-date results.
For example, two major providers of news, aggregating content from thousands of different newswires, national and regional newspapers, journals and other publications, may use totally different methods to classify and structure their content. But in both cases, because they contain so much data, a simple free text search for all information on, say, a large company such as Vodafone, is quite useless, because it returns far too many hits for anyone to review manually. A more sophisticated search strategy is required, which runs multiple tiers of enquiries, follows defined business rules, and automatically refines the search at each level, through applying different source specific search parameters.
After two years we had created an entirely new system, specifically designed for searching multiple, highly structured, proprietary, information sources.
Chris Knowles
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APIs make it easier to interface to proprietary sources of structured content
Over the past few years, information publishers have come to recognize the potential for improving the quality of service they offer their clients, though enabling more efficient, automated, machine to machine, access to their content.
Most major electronic publishers now provide direct access to their content and databases through APIs, or application programming interfaces, in addition to the standard Web browser interfaces. This makes it easier for their clients to implement intelligent agent solutions, such as Vrisko's, which help manage information overload, and automate the process of searching, retrieving, filtering and displaying content, from their chosen sources.
In other words, while people and organizations providing content for the open access Web have been assuming Web browser access, with individual people sitting in front of their PCs and navigating between pages by clicking hyperlinks on the screen, electronic publishers of proprietary, business-critical information have been enhancing their services to enable their key corporate clients to deploy solutions, which exploit more efficient, automated, machine to machine, access.
The end result may look similar to the corporate end-user: a packaged set of results on a particular topic, displayed in a familiar corporate format as part of their standard intranet, extranet or other Web-based application, but behind the scenes, an intelligent agent-based system, such as Vrisko's Company Briefing Pack, or NewsTracker application, may have automatically performed a complex set of operations, to deliver a more precise, more targeted, customized, and better formatted set of results.
What's different about agents searching structured information sources?
The techniques needed to exploit the potential of direct access to this wealth of organized information are not those commonly employed to trawl the Web or other large repositories of unstructured data. The feedback we have had is that generic solutions such as Web spiders, or free text searching using neural networks, natural language or Boolean operators, however sophisticated, do not work well with highly structured content.
What is required is a more sophisticated site agent, which gives the user the same functionality they would have if they searched the information sources directly, but without needing to expose them to the complexities of many different, highly structured information systems. These site agents create complex URLs (HTTP, HTTPS or XML requests), to search and retrieve content from databases and Web-based information sources, but also need to include additional features, which can, inter alia:
• create URLs and XML requests dynamically -so there is no need to re-create hard coded links, if for example, the user interface or URL for the external source changes
• apply contextual information -applications need to be able to pass contextual information across to the agent, to create specific URLs or XML requests, tailored to the application, using defined business rules. This means information retrieved is more precise and directly relevant to the task in hand
• reference source specific taxonomies -in addition to receiving contextual information from the application, the site agents need to refer to index tables, or taxonomies, and use this to assist in the creation of the search and document retrieval strategy
• implement multi-stage enquiries -site agents need to be programmed to implement a sequence of actions, including searching, content retrieval, filtering, analysis of results, application of business rules, sending an amended enquiry, and retrieval of one or more items of content
• work in parallel -applications need to initiate multiple agents and multiple connections to many different information sources, all of which are active at the same time. Results from different sources can then be co-mingled to present a single set of results to the user more complex processes, the user can be made aware of the status of their enquiry at all times
• cache data locally -if the commercial terms agreed with information vendor permit content retrieved by the site agents to be cached locally, instead of having to retrieve the same item from the remote information source every time, this can save time and money. Multiple items can be cached, with old items automatically deleted as new items are added to the cache
• support different authentication and security models -different information sources apply different methods of authentication and charging for their content. Intelligent site agents need to support a wide variety of authentication techniques and charging models
• log usage -all user actions need to be logged, enabling comprehensive reports and usage logs to be produced, for example for cost recovery and allocation purposes
• deliver content in multiple formats -content retrieved by site agents may need to be delivered in a variety of formats to suit the specific client application, e.g. Microsoft Word, RTF, Excel, HTML, XML and PDF formats.
Why content and search strategies must be aligned with business processes
At Vrisko, we were fortunate in that we were able to work closely with one client in particular, Schroder Salomon Smith Barney, (SSSB) the European Investment Banking division of Citigroup. Many major knowledge intensive organizations, such as SSSB, have negotiated global deals to buy content from their preferred sources, so they get the best quality data at the lowest cost, but they don't want to be locked into different technology platforms from different information vendors. The value of information to the end-user is not delivered when it is stored, indexed or retrieved, but when it is applied in a business context. Organizations such as SSSB need to ensure they get the best possible value from their subscriptions, by ensuring the content is fully integrated with their internal business process and applications, so users receive a set of data which is directly relevant to the task in hand.
SSSB helped Vrisko by facilitating access to the major proprietary business and financial information systems. It also helped us understand that, for the client, searching and retrieving information is only one part of the business process and, to be effective, a solution has to enable better performance of the process as a whole. For example, in a major investment bank such as SSSB, key business processes requiring extensive use of information would include, among others, client relationship management, researching new business opportunities and due diligence (ie verifying that statements made by the bank or their clients are accurate and supported by appropriate evidence).
The specific project that Vrisko has been working on with SSSB was designed to improve the accuracy, relevance, timeliness and ease of use of business critical information delivered to end users on the desktop. 'Our initial objective was to automate a labour intensive research task,' explains James McLaughlin, Global Head of Information Services at SSSB [5] . 'As the project evolved it became clear that the product gave us an opportunity to make our investment bankers self-sufficient in the retrieval of business information on a 24/7 basis. In the past investment banks have rolled out information products to the desktop and assumed that was good enough, but no longer. If you want real return on investment the only way to do that is to provide something that clearly benefits them in their everyday work.'
Conclusion
Intelligent agents have been around for many years and many of the technologies which support agents on the Web have been around for decades. What is new is the massive increase in the volume of information accessible to the average user, at home or at work, the opportunities this creates, and the resulting problems of information overload.
The barriers to providing content in a form which is accessible to computer software are being overcome, through better structured content, and through publishers offering direct access to their repositories of content through APIs or machine to machine interfaces. and unleash 'a revolution of new possibilities.' In the meantime, intelligent agent based systems will have to manage the problems of lack of standardization and incompatibilities between different, proprietary sources, using tools and techniques such as those described in this paper.
So what can we expect in the future? I offer the following four predictions:
• online content will be better organized and structured • intelligent search tools will continue to improve
• users will expect external content integrated with their internal applications and intelligent agents to reflect and support their internal business processes
• the skills of information professionals will become even more important, as organizations increasingly use intelligent agents and other technologies to build applications which optimize the value of information to their business.
