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1. INTRODUCTION 
One of the fundamental problems in the theory of partial differential 
equations is that of classifying equations and systems by type. A specific 
problem associated with the definition of ellipticity is that when a higher- 
order equation or system is reduced to a first order system, ellipticity may 
be destroyed. One approach to that problem was introduced by Douglis 
and Nirenberg [4], who gave a definition of ellipticity for systems which 
involved assigning weights to each of the equations and dependent 
variables and then defining the principal part of the system in terms of 
those weights. The advantage of the definition of ellipticity given in [4] is 
that ellipticity can be preserved while a higher-order equation or system is 
reduced to an equivalent first order system. The disadvantage is that the 
definition is not invariant under nonsingular changes of variables. An alter- 
native approach suggested by Protter [S] is to reduce the original equation 
or system to an overdetermined first order system, and then define ellipticity 
in a natural and invariant way for such systems. In the present article, we 
show that any determined or overdetermined system with smooth coef- 
ficients which is elliptic in the sense of Douglis and Nirenberg can be 
reduced to an overdetermined first order system which is elliptic in the 
sense of Protter, and that any overdetermined first order system with 
smooth coefficients which is elliptic in the sense of Protter can be converted 
to a determined second order system which is elliptic in the sense of 
Douglis and Nirenberg, or under any reasonable definition of ellipticity. 
The conversion to a second order system allows the application of the 
regularity results of [3, 4, 6, 71; in fact, second order systems are treated in 
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detail in [6]. We do not pursue such ideas here, but we do give a sketch 
of how some regularity results due to Agmon [ 1, 21 for overdetermined 
systems with one dependent variable can be extended to the case of several 
dependent variables. The reduction of systems elliptic in the sense of [4] 
to overdetermined first order systems elliptic in the sense of [S] is accom- 
plished by introducing as new dependent variables the derivatives of some 
of the original variables, and adjoining equations describing the relations 
between the new variables and the old or among the new variables. The 
method is similar to that described in [3] for reducing the order of a 
system while preserving ellipticity in the sense of [3,4]. The conversion of 
a first order overdetermined system is accomplished by operating on the 
original system with an appropriately chosen first order operator. The 
method is similar to that used in [ 1, 21 to reduce the problem of regularity 
for weak solutions of an overdetermined system with one dependent 
variable to a regularity problem for a single elliptic equation. A related but 
much more relined technique has been used by Hile and Protter [S] (see 
also [ 81) to study maximum principles for first order systems. 
The systems we consider are of the form 
i = 1, . . . . m, (1.1) 
where the coefficients, dependent variables, an inhomogeneous terms take 
values in R or C, where XEQ E Rk for some domain 8, and where 
Dp s a/ax, for p < 1, . . . . k. (We will generally use the convention that our 
original system has m equations, n dependent variables, and k independent 
variables.) 
DEFINITION 1.1. The principal symbol of the system (1 .l ) is the m x n 
matrix ((xi= 1 A;(x) t,)) whose entries are the symbols of the first order 
terms in (1.1). (Here t = (5,) . . . . tk) E Rk.) The system is elliptic at a point 
X,EQ if the rank of the principal symbol evaluated at x0 is n for all non- 
zero 5 E Rk, and the system is elliptic in 52 if it is elliptic at each point in 
Q (see [S]). 
Remark. Clearly the principal symbol can have rank n only if m 3 II. If 
m = n the system is determined, and if m > n the system is overdetermined. 
In [8], Protter defined a system to be highly overdetermined if 
n(k + 1)/2 d m < nk, and observed that highly overdetermined systems are 
generically elliptic. In [ 1, 21, Agmon studied overdetermined systems with 
n = 1 under a definition somewhat similar to Definition 1.1 but allowing 
higher order operators in the system. 
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Our main result, Theorem 2.1, asserts that a determined or overdeter- 
mined system of any order which is elliptic in a sense which overlaps with 
that of [3,4] in the determined case can be converted to a first order over- 
determined system which is elliptic in the sense of Definition 1.1. Most of 
Section 2 is devoted to the proof and discussion of that theorem. Two other 
results are given in Section 3. Theorem 3.1 is a sort of converse to 
Theorem 2.1, which asserts that a system elliptic in the sense of Delini- 
tion 1.1 can be converted to a determined second order system which is 
elliptic in the sense of [3,4]. Theorem 3.2 is an example of the sort of 
regularity results that can be obtained by applying the ideas of [ 1, 21 
to the context of systems such as (1.1). The constructions used for 
Theorems 3.1 and 3.2 are formally equivalent, at least in the smooth case, 
but since Theorem 3.2 is formulated in a weak sense, it does not require as 
much smoothness of the coefficients as does Theorem 3.1. 
2 
In this section we consider an alternative definition of ellipticity and 
show that any system satisfying that definition can be rewritten as an over- 
determined first order system which is elliptic in the sense of Definition 1.1. 
DEFINITION 2.1. Suppose that there exist weights si, tjE Z, i= 1, . . . . n, 
j = 1, . ..) m, m 2 ~1, such that the order of the operator Aii(x, D) is less than 
or equal to si + tj. The principal symbol of the system 
j$lAv(x,D)uj=i., i=l,,.., m (2.1) 
is the matrix whose i, j entry consists of the terms in Aii(x, 5) of degree 
exactly si + tj. The system is elliptic at x0 if the principal symbol has maxi- 
mal rank (that is, rank n) for x=x0, and is elliptic in Q if it is elliptic at 
each point of 52. 
Remark. In the determined case, m = n, Definition 2.1 is that used by 
Douglis and Nirenberg [4] and Agmon, Doughs, and Nirenberg [3]. In 
the case n = 1, Agmon [ 1,2] gives a definition of ellipticity for overdeter- 
mined systems which coincides with that of Definition 2.1 when we choose 
t, = 1, si = order Ai, - 1, so that the principal symbol is the m x 1 matrix 
whose elements are the terms from A,,(x, <) whose degree equals the order 
of Ai,. (This is essentially the definition of the principal symbol used in 
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Definition 1.1, but it allows the equations to be of order greater than one.) 
We now state the main result of this section. 
THE.OREM 2.1. Any system which is elliptic in the sense of Definition 2.1 
with coefficients of class Cp,” can be converted to an equivalent overdeter- 
mined first order system which is elliptic in the sense of Definition 1.1 and 
whose coefficients are of class Cp- ‘3’. 
Remark. The reduction procedure used here is related to that discussed 
in [3], which is attributed to Atiyah and Singer. It is probably not optimal 
in the sense that it may lead to a first order system which is not the 
smallest possible representation of the original system. It might be of 
interest to try to find a method of reduction which is optimal in that sense, 
but we have not attempted that here. 
Proof It suffices to show that we can reduce the system to one in which 
t,i = t for all j and where si + t < 1 for all i. If for some values of i we then 
have si + t = 0 but the ith equation does not vanish identically, we may dif- 
ferentiate it with respect to each independent variable successively, and 
adjoin the resulting k equations to the system. Each of the new equations 
will be first order, and the symbol for the first order terms will be just that 
for the zero order terms in the original equation multiplied by l1 for some 
1. For any nonzero 5, some 5, will be nonzero, so the matrix obtained by 
adjoining the differentiated equations to the system and taking the prin- 
cipal symbol according to Definition 1.1 (that is, taking all terms of degree 
one from the full symbol) will include all the rows of the principal symbol 
for the original system under Definition 2.1 for which si + t = 1, and will 
include at least one nonzero multiple of each row for which si + t = 0. Thus, 
the rank of the principal symbol under Definition 1.1 will be no less than 
the rank of the principal symbol of the original system under Definition 2.1, 
so the rank will be maximal as required by Definition 1.1. 
To see that the system (2.1) may be reduced as described in the pre- 
ceding paragraph, we may assume that our system is arranged so that 
t, 3 t, > . >, t,. We will show that a system satisfying Definition 2.1 may 
be rewritten as another system satisfying Definition 2.1 but such that the 
weight corresponding to u1 becomes t’, = t, - 1, where any new equations 
are of order one, any weights t corresponding to new dependent variables 
are less than or equal to t 1 - 1, and the original values are maintained for 
si, i = 1, . . . . n. That will suffice to prove the theorem, since if we have 
t,=t,= ... =t,>t[+,> ‘.. 2 t,, then after rewriting the system 1 times we 
will have reduced each of the weights t,, . . . . t, to t, - 1 without introducing 
any new weights greater than t, - 1. We can then continue the reduction 
until all the weights ti have been reduced to the original value of t,, and 
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continue further reducing the t’s until r, = t for all .j and S, + t d I for all i. 
To perform the reduction, we write the operators A,, , i = 1, . . . . m, in multi- 
index notation (where II,, = order A,j) as 
= c u’,(X)D~“.D;I+ay,(x) 
1 < 1x1 GP,l 
. . D;?+ . . . 
(2.2) 
Next, we introduce new dependent variables u,+ i, . . . . u,, +k defined by 
24 n+p = D,u, . Obviously, these should satisfy the relations 
D,u, -u,,+~=& p = 1, . . . . k (2.3) 
and 
Dpn+p-Dpu,,+y=‘J P, q = 1, . . . . k q f P. (2.4) 
We then introduce the operators 
AP,(x,D)= cc aP1 02 . . .DFp I, p = 1, . . . . k (2.5) 
“,EEZZ EapmlzO 
* #O 
1 < al SP,I P 
so that 
A;,= f A,?,D,+ay, 
p=l 
and hence 
Ai,u, =a:+, + 5 AI;u,+,. (2.6) 
p=1 
Observe that the terms of order si+ tl in the operator A,, correspond to 
terms of order si + t, - 1 in As for some p. If we now rewrite (2.2) in terms 
of u 1, . . . . u,,+~ using (2.6) and adjoining Eqs. (2.4) and (2.5) we obtain the 
(m + k(k + 1)/2) x (n + k) system 
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A m* Am A!,,, 4, 
o-o -1 O\ 0 
0 4 -D, 0 -0 
I 
I 
Dk 0 -0 -4 
0 D, -D, 0 
I 
0 000 0 D, -Dk-, 
.fi 
fm 
0 
0 
(2.7) 
Now we must construct a system of weights s(, t; under which (2.7) 
satisfies the conditions of Definition 2.1 and such that t’, < tl - 1 and 
ti < t, - 1 for j= n + 1, ,.., rz + k. For i = I, . . . . m let si = si. Let t; = t, - 1 
and for j = 2, . . . . n let tj=t,, Forj=n+l,...,n+k let tj=t,--1 and for 
i=m-t 1, . . . . m+k(k+1)/2 let s,!=2-t, so that sl+t,i=l for i>m, j=l 
or j > n. Clearly the condition that the order of the i, j entry in (2.7) be at 
most ,s: + t; is satisfied since the order of A ;I is at most si + t1 - 1, and all 
of equations m f 1, . . . . m + k(k + 1)/2 are first order. The crucial step is to 
show that the system (2.7) still satisfies the ellipticity condition of Delini- 
tion 2.1. If we compute the principal symbol for (2.7) under Definition 2.1 
according to our system of weights s,!, rj, the entries for i= 1, . . . . m and 
j = 2, . . . . n are the same as those in the principal symbol under Detini- 
tion 2.1 for the original system. Also, the entries for i = 1, . . . . m and 
j= n + 1, . . . . n + k will be the symbols of the terms of order si + t, - 1 in A[, 
for p = 1, . . . . k, respectively. The entries for i = m + 1, . . . . m + k(k + 1)/2 are 
just the symbols of the first order terms in those equations. To see that the 
principal symbol for (2.7) under Definition 2.1 has rank n + k for nonzero 
r, we perform certain row and column operations on the symbol which do 
not increase its rank but convert it to a form where the rank is readily 
apparent. If 5 # 0, then t,#O for some 1. The analysis of the symbol for 
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(2.7) is essentially the same for any 1 but is easiest o describe for I= 1, so 
we shall give the detailed description only for that case. If 5, # 0, we can 
multiply the (n + 1 )st column of the principal symbol by {, without 
changing the rank of the matrix. We can then multiply each of the columns 
with j= n + p, p 3 2, by 4, and add it to the (n + 1 )st column. Doing that 
“reconstitutes” the first column of the principal symbol of the original 
system (2.1), but in the (n + 1 )st column. Next, we can use the (m + 1 )st 
row (which will have t, as its first entry and all other entries zero) to clear 
the first column. Finally, we can use the - 5, entries occurring for 
i = m + k + q, j = n + 1 + q, q = 1, . . . . k - 1 to clear their respective columns. 
The resulting matrix will contain (among other possible nonzero rows) an 
(m + k) x (n + k) submatrix of the form 
0 am2 amn ad 6 
rl 0 0 0 0, 
(2.8 1 
where a,j represents the i, j entry in the principal symbol for the original 
system under Definition 2.1. Under the ellipticity hypothesis of that defini- 
tion, the rank of the matrix ((a,)), i = 1, . . . . m, j = 1, . . . . 12, must be n, so that 
first m rows of (2.8) must include n which are independent. The (m + 1)st 
row is clearly independent of all others, as are the k - 1 remaining rows, 
since t1 # 0. Thus, the matrix (2.8) has rank n + k, which is maximal, so the 
principal symbol for (2.7) also has maximal rank. If t, = 0 but t, # 0 for 
some p, the analysis is essentially the same, except that we reconstitute the 
ai, entries, i = 1, . . . . m, in the (12 + p)th column of the principal symbol for 
(2.7). Hence, (2.7) satisfies the ellipticity condition of Definition 2.1 and we 
have replaced the operators Aj, with operators of lower order while intro- 
ducing no new equations of order higher than one. By continuing this 
reduction process we can reduce the weights tj until they are all the same 
and si+ t 6 1 for all i, as described above. 
Remark. If si + tj > 1 for all i, j in the original system, then the conver- 
sion to an overdetermined first order system can be accomplished without 
differentiating any of the equations, so in that case there is no loss of 
smoothness of the coefficients in the conversion. 
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EXAMPLE. If we began with D:u+Diu=f, then we would let ui=D,u 
and u2 = D,u and obtain the system 
DlUl +D2u2=f 
D,u -ul =o 
D2U - u2 =o 
D2Ul -D,u,=O 
(2.9) 
whose principal symbol is 
which will have rank 3 for 5 # 0. However, if we start with the system 
obtained in [3] as a representation for Df u + D:u = f, we have again 
Dlu=:u,, D2u=u2, and the system is 
DlUl +D2uz= f 
D,u -ul =o (2.10) 
D2U -u2 =o 
with weights t, =2, t,= t, = 1, s1 =O, s2=s3 = -1 giving the principal 
symbol under Definition 2.1 as 
[ 51 20 -  51 0 -  t20
which has rank 3. To rewrite the system (2.10) as described in Theorem 2.1, 
we introduce U) = D, U, u4 = D,u, and the system becomes 
DlUl + D2u2 =f 
- Ul + u3 =o 
- u2 + u4 =o 
DIU - u3 =o 
D2u - u4 =o 
D2”3 -Dlu4=0 
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with weights t,=tZ=t3=t4=t5=lr .s,=.~~=.~~=.~~=0, .s2=s3= -1. To 
finish converting the system to an overdetermined first order system elliptic 
in the sense of Definition 1.1, we adjoin the differentiated versions of the 
second and third equations (since s2 + 1 = ,y3 + 1 = 0) and obtain 
+ D?uz =.f 
+ u3 = 0 
- u2 + u4 =o 
- u3 =O 
- u4 =o 
(2.11) 
Dz+ -D,u,=O 
+D,u, =o 
+D,u, =o 
-D,u2 +D,u,=O 
-&u, +D2u4=0. 
The principal symbol for (2.11) under Definition 1 .l is 
0 5' r2 0 0 
0 0 0 0 0 
0 0 0 0 0 
5, 0 0 0 0 
rz 0 0 0 0 
0 0 0 52 -5, 
0 -i', 0 i', 0 
0 -52 0 52 0 
0 0 -5, 0 s'l 
0 0 -42 0 (2 _ 
A routine computation shows that for 4 #O the rank of the symbol is 5, 
which is maximal. Obviously, (2.9) is a far simpler representation of the 
original equation than (2.11), but both fit Definition 1.1 and are obtained 
by following the reduction procedure described in the proof of 
Theorem 2.1. Note that even the most elaborate version of the reduction 
process does not require more than one differentiation of any equation, so 
the procedure would be valid even if the coefficients of the original system 
were only of class C’, and that assumption would only be needed for the 
operators A, where si + tl = 0 for some 1. 
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3 
In this section we show how an overdetermined first order system which 
is elliptic in the sense of Definition 1.1 can be rewritten as a determined 
second order system which is elliptic under Definition 2.1, or any other 
reasonable definition of ellipticity. The idea is essentially a version of that 
used by Agmon [ 1, 21 in his work on regularity theory for solutions of 
overdetermined elliptic systems with only one dependent variable. Once the 
system has been rewritten as a determined second order system, we can 
apply various regularity results already in the literature, for example, those 
discussed in [3,4,6, 71. A substantial ist of references i given in [3]. The 
specific case of second order systems is discussed in detail in [6]. We do 
not explore the question of regularity theory in any depth, but we state a 
regularity theorem analogous to some of the results from [2] for the case 
n = 1 and give a brief sketch of the proof. First, we prove what is in a sense 
a partial converse to Theorem 2.1. 
THEOREM 3.1. Any overdetermined first order system which is elliptic in 
the sense of Definition 1.1 and whose coefficients and inhomogeneous terms 
are of class C’,’ can be differentiated so as to obtain a determined second 
order system which is elliptic in the sense of Definition 2.1, with the same 
weights for all variables and for all equations. The coefficients of second 
order terms in the new system will be of class c’,” and the remaining coef- 
ficients and the inhomogeneous terms will be of class at least C’- ‘-‘. 
Proof: Suppose that our system has the form 
gl A,(x, D)ajEjcI ( $ A~(x)Dp+A~(*))aj=f~, i=l 3 . . . . m. (3.1) 
p=1 
Without loss of generality we may assume that x = 0 belongs to the domain 
where (3.1) holds. The formal adjoint of the principal part of ((Aii(x, D))) 
evaluated at 1= 0 is the n x m matrix of operators 2 = ((A”,i(D))) where 
A”,i = xi= r - D,Az(O). If we apply A” to (3.1) we obtain the n x n system 
where 
Adii= - i [A;(O) A;(X) D,D, +A~,(O)(D,A$(X)) D,,] 
p.y= 1 
(3.2) 
- $ Cd;(O) A:(X) D, + ~:(O)(D,A;(X))]. 
y=l 
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Clearly, the coefficients of the second order terms in (3.2) are still of class 
C r’Z, while the remaining coefficients are of class at least c’ I.‘. If we 
write A’(x, 5) = ((xi=, A;(X) c’,)) and A’(<) = ((Cz=, Jz.5,)) with 
2:~ -AZ(O), then the symbol of the second order terms in (3.2) is the 
n x n matrix S= a’(<) A’(x, 0 = A’(0, r)*A’(x, 5) where as usual the 
asterisk indicates the conjugate transpose or formal adjoint. By the ellip- 
ticity condition of Definition l.l., A’(x, <) has rank n for all nonzero real 
5; then A’(x, r)* must also have rank n, specifically for x = 0, and so S also 
has rank n. Since S is the n x y1 matrix corresponding to the second order 
terms from (3.2), we may use Definition 2.1 with ti= 2 and sI= 0 for j, 
I = 1, . . . . n and conclude that (3.2) is a determined elliptic system under that 
definition. In fact, since all the weights of each type can be chosen to be the 
same (so that all the terms in the principal symbol are of the same degree), 
the system (3.2) is also elliptic under certain simpler definitions of ellipticity 
proposed prior to Definition 2.1. 
Remarks. The condition that the inhomogeneous terms of the original 
system are of class P” can clearly be weakened if the differentiations are 
interpreted in the sense of distribution theory. 
Although it is possible to obtain regularity results from the system 
constructed in Theorem 3.1, it is also of interest to try working directly 
with weak solutions of (1.1). We state a basic local regularity result which 
can be obtained by extending the ideas of [ 1, 21 to the case II > 1. 
THEOREM 3.2. Let Q c [Wk he a bounded domain and let u E [L’(Q)]” be 
a weak solution of an overdeterminedfirst order system 
A(x, D)u=f (3.3) 
which is elliptic in the sense of Definition 1.1, where A(x, D) is of the form 
in (3.1), f E [L*(Q)]“, A$! is Lipschitz with bounded measurable weak first 
derivatives for all i, j, and p, and Ai. is bounded and measurable for all i, j. 
Then for any compact subdomain Q’ cc Q, u E [ W1*2(Q’)]” with 
Ilull 1.2.R’~ CUlfllo,2,n + Il4lo,*,n) (3.4) 
for some constant C depending on Q, O’, and A(x, D) but not on f or u. (The 
norm of Sobolev space [ Wrx20]‘, with I= m or n as appropriate, is denoted 
by II.Ilr,~,~.) 
The analysis is based on that of Cl, 21 for the case n = 1. If u is an L2 
weak solution of (3.1) then we have (u, A*+)= (f, $) for any 
$ E [CT(Q)]“, where (v(x), W(X)) = Ia v(x). w(x) dx with the dot product 
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taken in c”’ or @” as appropriate, and where A*(x, D) is the formal adjoint 
of A(x, D), that is, 
(A*%= i;l (-s, DpA{(X) di+ A;(x) di > 3 j = 1, . ..) n. 
It suffices to obtain an estimate locally around an arbitrary point x,ESZ’, 
and we may assume as before that x0 = 0. Let Q be a neighborhood of 0, 
and let A”* be the formal adjoint of the operator A” defined in the proof of 
Theorem 3.1; that is, let A”* be the operator consisting of the first order 
terms in A with coefficients evaluated at x = 0. If w E [Cc(Q)]” then 
$ = A”*yr E [CF(52)]” and (II, A*d*yr) = (f, A*w). We have 
I(u, A*A*ti)I G Wllo,s,nII~lI ,,z,n, w E C’T(Q)l”, (3.5) 
where A*A”* is an n x n matrix of second order operators such that the 
symbol of the second order terms is an invertible n x H matrix for 5 # 0. 
(Formally A*a* = (A”A)*, and the invertibility of the symbol follows from 
Definition 1.1 as in the proof of Theorem 3.1; but Agmon’s construction 
allows us to consider A*A* directly, so that we may use weaker smooth- 
ness hypotheses on the coefficients of A than would be needed to compute 
A”m A(4 Dl.1 
The next step is to show that (3.5) implies that for some (generic) 
constant C independent of u and f, 
Ilull 1,2,R fG C(llfllo,2,, + llull0,2,R). (3.6) 
To obtain (3.6) from (3.5) in the case n = 1, Agmon [2, Lemma 6.1 and 
Theorems 6.2 and 6.31 uses a series of reductions to show that it suffices to 
consider the case where Q is the unit cube, where Se u = 0, u has been 
extended as a periodic function to Rk, and where the operator 
A*(x, D) A*(O) is equal to its principal part, which in our case means that 
all nonzero terms are second order. Finally, Agmon uses a localization 
argument based on the Lipschitz continuity of the principal coefficients of 
A*(x, D) A*(D) to show that (3.6) follows from (3.5) if the problem 
A*(O, D) A”*(D)w = v, (3.7) 
where v is the periodic extension to Rk of a function in [L2(Q)]” with 
mean value zero, has a unique solution w with mean value zero which is 
the periodic extension to Rk of a function in [W’,‘(Q)]” and such that 
llwll 2,2,Q G cllull 1,2,Q’ All of the reductions may be extended directly to the 
case n > 1 essentially by performing the operations and interpreting the 
inequalities in the componentwise sense (or in certain contexts the matrix 
sense), so we shall not repeat them here. The only substantial difference 
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between the cases n = 1 and n > I is that for n > 1, (3.7) is an n x n second 
order system instead of a single elliptic equation. However, if we consider 
the case where we want u and 1%’ periodic with mean zero, we may still 
express (3.7) in terms of Fourier series. We have 
and we may seek w in the form 
Let A,(D) = A *(O, D) a*(D), and recall that we may assume that A,(D) 
consists only of second order terms, and that A,(t) is an n x n matrix of 
rank n for all real t: # 0. To satisfy we must have 
(3.8) 
so we need wy= (- 1/47r2) A;‘(r) vg. Since A,(t) has rank n, and since 
every entry is either zero or a homogeneous polynomial of degree two, we 
must have det A,(t) #O for i; # 0 with det A,([) a homogeneous polyno- 
mial of degree 212. Thus, for 5 #O, ldet A,,(t)1 = 1t12” ldet ,40(</lrl)l, and 
since det A,(w) is continuous and nonzero for IV on the unit sphere 
in Rk, we have (det A,(c)/ >k, ItI*” for some k, >O. Also, we have 
A,(t)-’ = (l/det A(<)) C(A,(<))T, where C(A,(<)) is the cofactor matrix 
for A,(<) and hence has entries which are either zero or homogeneous 
polynomials of degree 2(n - l), so there is a constant k, such that for 
any constant vector y E @“, lC(A,(5))‘yl d k, l~12(“-‘)lyl. Thus, taking 
wy = (- 1/47c2) A;‘(t) vg and using Parseval’s relation to compute the L2 
norm of the second derivatives of w, we have 
lID2wll 0,2,Q = [ 2 iw:‘1614]“2 
StZk 
= (1/4n2) L 1 I&(~)- vy12M4 1 
112 
1 M514”-41~t12/k~ 1514”)1514  
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It then follows that (I~11~,~,~ < Clj~ll,,,~ as desired, so we may conclude 
that (3.5) implies (3.6) and hence via a partition of unity argument (3.4) by 
following Agmon [2]. 
Remarks. The L2 analysis presented here could be extended to Lp by 
making a potential theoretic analysis of (3.7) based on the Calderon- 
Zygmund theory; see [ 1 ] for the case n = 1. 
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