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MIN-MAX MINIMAL HYPERSURFACE IN MANIFOLDS
WITH CONVEX BOUNDARY AND Ric ≥ 0
ZHICHAO WANG
Abstract. Let (Mn+1, ∂M, g) be a compact manifold with non-negative
Ricci curvature, convex boundary and 2 ≤ n ≤ 6. We show that the
min-max minimal hypersurface with respect to one-parameter families
of hypersurfaces in (M, ∂M) is orientable, of index one and multiplicity
one.
1. Introduction
In 1960s, Almgren [4, 5] initiated a variational theory to find minimal
submanifolds. In those papers, he also conjectured that the Morse index of
min-max solution is bounded by the number of parameters. There have been
tremendous understanding of this conjecture in closed manifolds [17]. How-
ever, the general index bounds for free boundary min-max minimal hyper-
surfaces still remains open in compact manifolds with non-empty boundary.
In this paper, we address this problem for compact manifolds with certain
natural convexity assumptions.
Theorem 1.1. Let (Mn+1, ∂M, g) be any connected, compact, orientable
manifold with convex boundary, non-negative Ricci curvature and 2 ≤ n ≤ 6.
Then the min-max minimal hypersurface Σ corresponding to the fundamental
class [M ] is orientable of multiplicity one, index one and has least area
among all embedded orientable free boundary minimal hypersurfaces.
Remark 1. Under our assumptions of (M,∂M) in Theorem 1.1, there are
no closed minimal hypersurfaces in (M,∂M) (see Appendix A). Hence all
critical hypersurfaces of the area functional are minimal hypersurfaces with
non-empty free boundary.
Remark 2. Manifolds with positive Ricci curvature has been studied in a lot
of papers [10, 15, 18, 27, 28]. The remarkable results by Marques-Neves [18]
and Li-Zhou [14] said that there are infinity many free boundary minimal hy-
persurfaces in these manifolds. In this paper, the conditions of non-negative
Ricci curvature and the convex boundary are used to show:
• the non-existence of the two-sided stable free boundary minimal hy-
persurfaces;
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• the fact that any two immersed free boundary minimal hypersurfaces
must intersect;
• the existence of local foliation with non-negative mean curvature;
• the second variation of the free boundary minimal hypersurface along
the unit normal vector field to be negative, which would be crucial
for ruling out the non-orientable case.
Remark 3. As another surprising fact, we obtain the existence of a least
area guy among all free boundary minimal hypersurface. This would follow
straightforwardly if one had smooth compactness among all free boundary
minimal hypersurfaces; however, all known compactness results require ad-
ditional assumptions. For instance, Ambrozio-Carlotto-Sharp [3, Theorem
2] established the compactness of the free boundary minimal hypersurfaces
in above settings under the condition of the first eigenvalues to be bounded.
In dimension 3, Fraser-Li [10, Theorem 1.2] proved the compactness of the
space of the compact, properly embedded, free boundary minimal surfaces
with fixed topology.
Minimal submanifolds play important roles in mathematics for a long
time, as they appear in a wide range of fields. However, the existence of
minimal submanifolds puzzled mathematicians for hundreds of years. Before
Almgren [4,5], mathematicians always need some topological constraints to
show the existence of minimal surfaces. Almgren initiated a variational the-
ory to find minimal submanifolds in any compact manifolds. Using this
theory, he could prove the existence of a weak solution (as stationary var-
ifold). For a closed manifold Mn+1, the regularity of the submanifold was
improved by Pitts [20] for n ≤ 5, and Schoen-Simon [24] for n = 6.
In compact manifolds with boundary, Grüter-Jost [11], De Lellis-Ramic
[8] established the regularity for the free boundary problem when the bound-
ary is convex. Li-Zhou [14] proved the general regularity theorem for any
compact manifold with boundary.
It is also very natural to study the geometric properties of the min-max
minimal hypersurfaces. For three-manifolds, Pitts-Rubinstein conjectured
that the min-max minimal surface from one-parameter families should have
index less than or equal to one. For any S3 with positive Ricci curva-
ture, Marques-Neves [15] studied the min-max minimal surfaces from one-
parameter families and obtained rigidity results. For general closed man-
ifolds with positive Ricci curvature, Zhou [27] proved the index bounds
for min-max minimal hypersurfaces from one-parameter families in man-
ifolds with positive Ricci curvature. Zhou [28] also characterized the min-
max minimal hypersurfaces from one-parameter families for closed manifolds
with high dimensions. Ketover-Marques-Neves [13, Theorem 2.4] improved
Zhou’s results by the Catenoid estimates. Related results have also been
proved for the least area closed minimal hypersurfaces by Mazet-Rosenberg
[19] and Song [23].
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In the theory of minimal surfaces, Morse index always provides a use-
ful way to show the rigidity of the minimal hypersurfaces. In the proof
of Willmore conjecture [16], Marques-Neves proved that the min-max min-
imal surface in S3 from the canonical 5-parameter families has index 5,
and then must be the Clifford torus by Urbano [25]. More interesting rela-
tions between Morse index and topology of the minimal hypersurfaces have
been obtained by [1, 2, 7, 21]. It is also very interesting to know how large
the Morse index of the hypersurfaces from the k-parameter families can be.
Marques-Neves [17] proved that the index ≤ k for any min-max minimal
hypersurfaces from k-parameter families. Our results in this paper imply
the existence of the index one free boundary minimal hypersurfaces in the
manifolds under our assumptions.
The main idea is as follows. The first part is inspired by Marques-Neves
[15, Theorem 2.1] and Zhou [27, Theorem 1.1]. Given any compact manifold
(M,∂M, g) as in Theorem 1.1, we first embed each free boundary minimal
hypersurface Σ into a good one-parameter family of hypersurfaces. To do
this, we show the existence of a good local foliation around Σ and then
extend the foliation to be a sweepout. Comparing to the closed case, here
we can not use the exponential map to construct the foliation since the
exponential map is not well-defined near boundary. Instead, we use the
level sets of the distance function to the hypersurface as the local foliation.
Here a new free variation formula in §2.1 is essentially used. In order to show
this local foliation could be extended, we use a contradiction argument; if not
true, the continuous min-max theory by De Lellis-Ramic [8] adapted to a half
space would give another free boundary minimal hypersurface. We will reach
a contradiction with Frankel’s property if the new free boundary minimal
hypersurface won’t intersect Σ. This non-intersecting property follows by
using Σ as a barrier. This means that each foliation could be extended to
be a good sweepout.
Next we would like to discretize all the families in order to use the discrete
Almgren-Pitts theory. This follows from Li-Zhou [14] directly. Then by the
free boundary min-max theory [14, Theorem 5.21, Theorem 6.2], we can get a
free boundary minimal hypersurface with least area, which may be orientable
of multiplicity one or non-orientable. To rule out the non-orientable case, we
first show that the multiplicity of non-orientable part must be even. Recall
the construction of sweepouts from non-orientable hypersurface, we show
the multiplicity of non-orientable min-max hypersurface is exactly two. If
the non-orientable case happened, inspired by the work of Ketover-Marques-
Neves, we can add a cylinder (catenoid for n = 2) to the sweepout to reduce
the maximal area among all hypersurfaces, and hence get a contradiction.
The key point here is the area expansion has non-zero second order term by
the free variation formula in §2.1.
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The paper is organized as follows. In Section 2, we first derive two free
variation formulas and use them to show the existence of good neighbor-
hood of free boundary minimal hypersurfaces. In Section 3, we construct
sweepouts from any free boundary minimal hypersurfaces in the continuous
settings. In Section 4, we introduce the Almgren-Pitts min-max theory for
compact manifolds with boundary, which is developed by Li-Zhou [14]. In
Section 5, the sweepouts from Section 3 will be discretized to be continuous
in the mass norm. Then we will show all the discretized sweepouts are in the
homotopy class corresponding to the fundamental class (Theorem 5.2). In
Section 6, we characterize the multiplicity and orientation of the min-max
hypersurfaces. Finally, we prove our main result in Section 7.
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like to thank Prof. Xin Zhou for suggesting the problem and many helpful
discussions. This work was done while the author was visiting the Depart-
ment of Mathematics at MIT, supported by China Scholarship Council (File
No. 201606100023). The author would like to thank Prof. Bill Minicozzi for
encouragement and Xiaomeng Xu for the help in writing. The author would
also like to thank the Department of Mathematics at MIT for its hospitality
and for providing a good academic environment.
2. Preliminaries
For any hypersurface in some closed manifold, one can always obtain
variation from isotopy of the ambient manifold. In (M,∂M, g), a compact
manifold with boundary, we can also get variation of hypersurface Σ from
isotopy of (M,∂M, g). In this case, the vector field corresponding to the
isotopy need to satisfies X|∂M ∈ T (∂M), denoted by X(M,∂M). However,
there are some variations which are not easy to find the vector fields.
Example 2.1. Let (M,∂M, g) be some convex ball in R3, and Σ be the
intersection of M and some plane P ⊂ R3. Then Σ separates M into
two pieces, called M+ and M−. Let r be the distance function to Σ with
r|M+ ≥ 0 and r|M− ≤ 0. Then {r
−1(t)}t∈(−1,1) is a variation of Σ. However,
it is difficult find the variation vector field in X(M,∂M). On the other hand,
(2.1) Σt = Lt(P ) ∩M,
where Lt is the parallel moving by constant vector field.
In this section, we study the area of this kind of variation, which will be
used later.
2.1. Two Variation Formulas. Let (M,∂M, g) be some compact mani-
fold with boundary. We always embed (M,∂M, g) into some closed mani-
fold (M˜ , g˜). Let X be a vector field on M˜ . Then there exists a family of
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diffeomorphisms (Ft)0≤t≤1 generated by X. For any hypersurface Σ˜, Ft(Σ˜)
is a hypersurface for t small enough. Set
Σ˜t = Ft(Σ˜),
Σ = Σ˜ ∩M,
Σt = Ft(Σ˜) ∩M.
We call {Σt} a free variation of Σ by X. In this part, we show
Lemma 2.2 (The first free variation formula).
(2.2)
d
dt
Area(Σt) =
∫
Σt
H〈n,X〉 +
∫
∂Σt
(
〈X, ν〉 −
〈X, ν∂M 〉
|ν⊤∂M |
)
,
where n is the unit normal vector field on Σt, H is the mean curvature of Σt
in M , ν is the outward normal vector field of ∂Σt in M , ν∂M is the outward
unit normal vector field of ∂M ⊂M , and ν⊤∂M is the projection to T (∂Σt).
Remark 4. Here X|∂M may not be in T (∂M).
Proof of Lemma 2.2. Let r be the distance function to ∂M such that r(x) <
0 for x ∈M and r(x) > 0 if x /∈M ∪ ∂M . Then ∇r|∂M = ν∂M . Now take a
non-increasing cut-off function φ : (−∞,+∞)→ [0, 1] satisfying
(2.3) φ(r) =
{
1, if r ≤ 0
0, if r ≥ 1
.
Set
(2.4) ϕ(s, r) = φ(
r
s
).
Then for any Σ˜t, set
(2.5) I(s, t) =
∫
Σ˜t
ϕ(s, r)dµ(x).
Then we have
∂
∂t
I(s, t) =
∫
Σ˜t
ϕdivX +
∫
Σ˜t
1
s
φ′(
r
s
)〈X,∇r〉
=
∫
Σ˜t
ϕdivX +
∫
Σ˜t∩(Bs\B0)
1
s
φ′(
r
s
)〈X,∇r〉
=
∫
Σ˜t
ϕdivX +
∫ s
0
( ∫
Σ˜t∩∂Br
1
s
φ′(
r
s
)
〈X,∇r〉
|(∇r)⊤|
)
dr,
where Bs = {x ∈ M˜ : r(x) < s}. In the last equality, we used the Co-
area Formula [22, §12.7]. Now for any ǫ > 0, t ≥ 0, there exists δ =
δ(M˜ , Σ˜,X, ǫ, t) > 0, such that for any t′, r satisfying |t′ − t|+ r ≤ δ,∣∣∣ ∫
Σ˜t′∩∂Br
〈X,∇r〉
|(∇r)⊤|
−
∫
∂Σt
〈X,∇r〉
|(∇r)⊤|
∣∣∣ < ǫ,
∣∣∣ ∫
Σt′
ϕdivX −
∫
Σt
ϕdivX
∣∣∣ < ǫ.
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For any t, α, s, there exist t′ ∈ [t, t+ α], which may rely on s, such that∣∣∣I(s, t+ α) − I(s, t)
α
−
∫
Σt
ϕ(s, t)divX +
∫
∂Σt
〈X,∇r〉
|(∇r)⊤|
∣∣∣
=
∣∣∣ ∂
∂t
I(s, t′)−
∫
Σt
ϕ(s, t)divX +
∫
∂Σt
〈X,∇r〉
|(∇r)⊤|
∣∣∣
≤
∣∣∣ ∫ s
0
(1
s
φ′(
r
s
)
( ∫
Σ˜t′∩∂Br
〈X,∇r〉
|(∇r)⊤|
−
∫
∂Σt
〈X,∇r〉
|(∇r)⊤|
))∣∣∣
+
∣∣∣ ∫
Σt′
ϕdivX −
∫
Σt
ϕdivX
∣∣∣
Hence if we choose |α| + s ≤ δ,
(2.6)
∣∣∣I(s, t+ α)− I(s, t)
α
−
∫
Σt
ϕ(s, t)divX +
∫
∂Σt
〈X,∇r〉
|(∇r)⊤|
∣∣∣ ≤ 2ǫ.
Here we use φ′ ≤ 0 and
∫ s
0
1
sφ
′( rs)dr = −1. Recall the definition of I(s, t)
(2.5), we have
(2.7) lim
s→0
I(s, t) = Area(Σt).
Hence
(2.8)
d
dt
Area(Σt) = lim
α→0
lim
s→0
I(s, t+ α)− I(s, t)
α
.
By (2.6),
d
dt
Area(Σt) = lim
s→0
∫
Σ˜t
ϕdivX −
∫
∂Σt
〈X,∇r〉
|(∇r)⊤|
=
∫
Σt
divX −
∫
∂Σt
〈X,∇r〉
|(∇r)⊤|
=
∫
Σt
H〈X,n〉 +
∫
∂Σt
(
〈X, ν〉 −
〈X, ν∂M 〉
|ν⊤∂M |
)
.

Remark 5. Since we can choose the M˜ freely, it is no meaningful to discuss
the parallel variation. That is, we only consider the X|Σ = fn. In that case,
(2.9)
d
dt
Area(Σt) =
∫
Σt
H〈n,X〉 −
∫
∂Σt
〈X, ν∂M 〉
|ν⊤∂M |
,
and the critical manifold is also the free boundary (possible empty) minimal
hypersurface.
Lemma 2.3 (The second free variation formula). In the case of free bound-
ary minimal hypersurface and X|Σ = fn, the second variation is
(2.10)
d2
dt2
Area(Σt)
∣∣∣
t=0
=
∫
Σ
|∇f |2− |A|2f2−Ric(X,X)−
∫
∂Σ
h∂Σ(X,X).
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Proof. Set
(2.11) J(s, t) :=
∫
Σ˜t
ϕdivX −
∫
∂Σt
〈X,∇r〉
|(∇r)⊤|
.
Hence
∂
∂t
J(s, 0) =
∫
Σ˜
ϕ · (divX)2 +
〈X,∇r〉
s
φ′(
r
s
)divX + ϕ
d
dt
(divX)
−
∫
∂Σ
d
dt
∣∣∣
t=0
〈X,∇r〉
|(∇r)⊤|
=
∫
Σ˜
ϕ · (divX)2 + ϕ
d
dt
(divX)−
∫
∂Σ
d
dt
∣∣∣
t=0
〈X,∇r〉
|(∇r)⊤|
+
∫ s
0
∫
∂Σ∩(Bs\B0)
1
s
φ′(
r
s
)
〈X,∇r〉
|(∇r)⊤|
divX
Since X is the normal variation vector field of Σ˜, and Σ is a free boundary
minimal hypersurface of M ,
divX|Σ = 0,(2.12)
〈X,∇r〉|∂Σ = 0.(2.13)
These imply
lim
s→0
∂
∂t
J(s, 0) =
∫
Σ
∇X(divX)−
∫
∂Σ
∇X〈X,∇r〉
=
∫
Σ
|∇f |2 − |A|2f2 − Ric(X,X) +
∫
∂Σ
〈∇XX, ν〉
−
∫
∂Σ
∇X〈X,∇r〉
=
∫
Σ
|∇f |2 − |A|2f2 − Ric(X,X) −
∫
∂Σ
h∂Σ(X,X),
where h∂M is the second fundamental form of ∂M with normal vector field
ν∂M . Next use the same argument in Lemma 2.2, we can show that
(2.14)
d2
dt2
Area(Σt)
∣∣∣
t=0
= lim
s→0
∂
∂t
J(s, 0).
This completes our proof. 
Corollary 2.4. Let Σ be a free boundary minimal hypersurface of M , and
d is the distance function to Σ, then the first free variation of Σ by ∇d is
(2.15)
d
dt
Area(d−1(t)) =
∫
Σt
H −
∫
∂Σt
〈n, ν∂M 〉
|ν⊤∂M |
,
and the second free variation is
(2.16)
d2
dt2
Area(d−1(t))
∣∣∣
t=0
=
∫
Σ
−|A|2 − Ric(n,n) −
∫
∂Σ
h∂Σ(n,n).
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2.2. Good Neighborhoods. Now we embed (M,∂M, g) into some closed
manifold (M˜ , g˜) with same dimension. Let Σ˜ be the extended closed hyper-
surface in M˜ . Here we show that there exists a good neighborhood foliated
by hypersurfaces with non-negative mean curvature. If Σ is orientable, we
first claim that
Claim 1. Σ separates M into two pieces.
Proof. If not, Σ would be an non-trivial element in Hn(M,∂M,Z). Now
taking the area minimizing hypersurface in this homology class, we can
obtain a stable minimal hypersurfaces with free boundary, which contradicts
with the assumptions. 
Lemma 2.5. Let (Σ, ∂Σ) ⊆ (M,∂M) be a free boundary minimal hypersur-
face, there exists a relative open set U ⊇ Σ and a > 0 such that
(1) U is homomorphic to Σ× (−2a, 2a);
(2) The two distance functions d = dist(·,Σ) on M and d˜ = dist(·, Σ˜)
on M˜ are smooth on U . Moreover, d|U = d˜|U ;
(3) The level set d−1(t) is a smooth hypersurface with boundary for t ∈
(−2a, 2a). Moreover, the level set with normal vector field −∇d has
non-negative mean curvature if t ∈ (0, 2a);
(4) Area(d−1(t2)) ≤ Area(d
−1(t1)) if 0 ≤ t1 ≤ t2 ≤ 2a.
Proof. By Claim 1, Σ separates M into two pieces: M+ has inward normal
vector field n on Σ and M− has outward normal vector field n on Σ. We
can define the distance function
(2.17) d(x) = dist(x,Σ) if x ∈M+,
and
(2.18) d(x) = −dist(x,Σ) if x ∈M−.
Take U = d−1(−2a, 2a) and one can always shrink a such that (1)(2) and
the first half of (3) satisfied. Since ∆r ≤ 0, and the mean curvature of d−1(t)
satisfies
(2.19) H = div(−∇d) = −∆d ≥ 0.
For (4), recall the first variation formula in Corollary 2.4,
(2.20)
d
dt
Area(d−1(t)) = −
∫
Σt
H −
∫
∂Σt
〈∇d, ν∂M 〉
|ν⊤∂M |
,
Since ∂M is convex, we can shrink a such that
(2.21) 〈∇d, ν∂M 〉 ≥ 0,
then
(2.22)
d
dt
Area(d−1(t)) ≤ 0 for t ∈ [0, 2a].

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Remark 6. Under our assumptions, one can obtain (4) directly from the
second variation formula. However, our arguments here work for A∂M ≥ 0,
in which case that the second variation doesn’t work.
3. Construction of continuous sweepouts
In this section, we construct the sweepouts from all free boundary min-
imal hypersurfaces. First we introduce the continuous min-max theory for
compact manifolds with boundary, which is developed by De Lellis-Ramic
[8, §1]. Then we show the foliation of a good neighborhood in Lemma 2.5
could be extended to a one-parameter family of hypersurfaces for each ori-
entable minimal hypersurface. In the last part, we construct the sweepout
for non-orientable case by considering the orientable 2-sheeted covering.
3.1. Continuous Sweepouts. We first introduce some definitions by De
Lellis-Ramic [8, §1].
Definition 3.1. A family of Hn-measurable closed subsets {Γt}t∈[0,1] of M
with finiteHn-measure is called a generalized smooth family of hypersurfaces
with boundary if
s1: for each t, there is a finite subset Pt ⊆ M such that Γt is a smooth
hypersurface in M \ Pt with boundary in ∂M \ Pt;
s2: t 7→ Hn(Γt) is continuous and t 7→ Γt is continuous in the Hausdorff
topology;
s3: Γt → Γt0 smoothly in any compact U ⊂⊂M \ Pt0 as t→ t0.
A generalized smooth family {Σt}t∈[0,1] is called a sweepout of (M,∂M)
with portion T (possibly empty) if there exists a family of relative open sets
{Ωt}t∈[0,1] such that
sw1: (Σt \ ∂Ωt) ⊆ Pt for any t ∈ [0, 1];
sw2: Volume(Ωt \ Ωs)+Volume(Ωs \ Ωt)→ 0 as s→ t;
sw3: Ω1 = M,Σ0 = T,Σt ∩ T = ∅ for t > 0, and {Σt}t∈[0,ǫ] is a smooth
foliation of a neighborhood of T for some small ǫ > 0, i.e. there
exists a non-negative Morse function r with
(3.1) Σt = r
−1(t) for t ∈ [0, ǫ],
Let {Γt} be a generalized smooth family of hypersurfaces with boundary,
we denote
(3.2) L({Γt}) = sup
t
Hn(Γt).
Let {Γt} and {Γ
′
t} be two sweepouts of (M,∂M, g), we will say {Γt} is
homotopic to {Γ′t} if there exists a 2-parameter family {Ψs,t} such that
(1) {Ψs,·} is a sweepout for any s;
(2) {Ψ0,t} = {Γt} and {Ψ1,t} = {Γ
′
t};
(3) Ψs,t = Ψ0,t if t ∈ {0, 1}.
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For a cut-off function φ : [0,∞) → [0, 1] satisfying φ(s) = 0 when s ∈
[0, ǫ]∪ [2a− ǫ, 2a], there is a family of isotopies of M˜ generated by the vector
field φ(d˜(x))∇d˜. We will use the following proposition in the rest of the
section.
Proposition 3.2. Let (Ft)t∈[0,1] be the isotopy of M˜ generated by φ∇d˜.
Then
(1) Ft(x) ∩M
′ = Ft(x) ∩ U , for any x ∈ U ;
(2) for any sweepout {Γt}t∈[0,1] of (M
+, ∂M+,Σ), {Ft(Γt) ∩M
+}t∈[0,1]
is also a sweepout, which is homotopic to {Γt}.
Proof. Since F−t(Ft(x)) = x, and Ft = id onM
′\U , we know that Ft(x) ∈ U .
This proved the first one. For the second claim, one can check all the things
by Definition 3.1 directly, and we omit it here. 
For a homotopically family Λ of sweepouts, we define the width of M
associate with Λ as
(3.3) W (M,∂M,T,Λ) = inf
{Γt}∈Λ
L({Γt}).
When T = ∅, we write the width as W (M,∂M,Λ).
Remark 7. Here W (M,∂M,Λ) is different with the notion in [27]. Roughly
speaking, in that case, Γt need to be a closed hypersurface with finite singular
points for any t > 0. However, here Γt is a smooth hypersurface with
boundary in ∂M .
3.2. Orientable Case. We first construct the sweepouts in a small neigh-
borhood of Σ inM+ and then make sure it can be extended to the wholeM+.
The construction here are inspired by Zhou [27, Proposition 3.6, Proposition
3.8] .
By Claim 1, we denote the two components of M \ Σ as M+ and M−.
Let n be the outward normal vector field of M− on portion Σ. Set
S+ := {Σ
n :Σn is an embedded orientable connected free
boundary minimal hypersurface in M}.
Our main purpose of this part is following:
Proposition 3.3. For any Σ ∈ S+, there exists a sweepout {Σt}t∈[−1,1] of
M such that
• Σ0 = Σ;
• Area(Σt) ≤ Area(Σ) with equality only if t = 0;
• {Σt}t∈[−ǫ,ǫ] forms a smooth foliation of a neighborhood of Σ.
Take a as in Lemma 2.5, then
(3.4) Area(d−1(t)) < Area(Σ), for t ∈ (0, 2a].
For any t ∈ [0, 2a], set
(3.5) M+t :=M
+ \ ∪s∈[0,t]d
−1(s).
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Now we need to extend the local foliation to M+2a. Supposing that for any
extended sweepouts Λ, it always satisfies L(Λ) ≥ Area(Σ), then by the fol-
lowing theorem, we can obtain another free boundary minimal hypersurface,
which contradicts with Proposition 3.6.
Theorem 3.4. Let M ′ and Σ′ be some M+β (0 < β ≪ a) as well as Σs
above. For any homologically closed family Λ of sweepouts of M ′, with
W (M ′, ∂M ′,Σ′,Λ) > Area(Σ′), there exists a min-max sequence {Σntn} of
Λ that converge in the varifold sense to an embedded free boundary minimal
hypersurface Γ (possibly disconnected), which satisfied ∂Γ∩Σ′ = ∅. Further-
more, the width
(3.6) W (M ′, ∂M ′,Σ′,Λ) = Area(Γ),
if counted with multiplicities.
Proof. It suffices to show that there exists a minimizing sequence
(3.7) {{Σkt }t∈[0,1]}
∞
k=1 ⊆ Λ,
such that
(3.8) Hn(Σkt ) ≥W (M
′, ∂M ′,Σ′,Λ)− δ ⇒ d(Σkt ,Σ
′) ≥
a
2
,
where δ = 14(W (M
′, ∂M ′,Σ′,Λ) − Area(Σ′)) > 0, and d(·, ·) is the distance
function of (M,∂M, g).
Lemma 3.5. For any {Γt} ∈ Λ and t0 > 0, there exists another {Γ
′
t} ∈ Λ
and ε ∈ (0, a) satisfying
(1) Γt = Γ
′
t for all t ∈ [0, ε];
(2) Area(Γ′t) ≤ Area(Γt) for all t ∈ [0, 1];
(3) Γ′t ⊆M
+
β+ a
2
for all t > t0.
Proof. Let c = supx∈U |A(x)| (where A is the second fundamental form of
the level set of d), and φ be some cut-off function satisfying
• φ′ + cφ ≤ 0;
• φ(r) = 0, for all r > 2a;
Denote by (Gt)0≤t≤1 the one-parameter family of homomorphisms generated
by φ∇d˜. Given surface L ⊆M+β+2η (where η ≤
a
8 and will be identified later)
such that ∂L ⊂ ∂M ∩M+β+2η , for any x ∈ Gt(L) ∩M
′, choose orthonormal
basis {ei}
n
i=1 of TxGt(L) and satisfies ei ⊥ ∇d for 1 ≤ i ≤ n − 1. Moreover,
let n¯ be the unit normal outward vector field and e∗ be the unit vector of
the projection of the n¯ on Tx(d
−1(r(x))). By definition,
divGt(L)(φ∇d) = φ
′〈∇d, en〉
2 + φdivGt(L)∇d
= φ′〈∇d, en〉
2 + φ(divM∇d− 〈∇n¯X, n¯〉)
= (φ′ − φ〈∇e∗∇d, e
∗〉)〈n¯, e∗〉2 + φdivM∇d
≤ (φ′ − φ〈∇e∗∇d, e
∗〉)〈n¯, e∗〉2
≤ 0.
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Now take η ≤ a8 small enough such that Γt ⊆ Mβ+2η for t ∈ [
t0
2 , 1]. As
{Gs(L) ∩ U}s∈[0,t] is the free variation (in the sense of §2.1) of L by the
vector field φ∇d, applied Corollary 2.4 directly,
d
ds
Area(Gs(L) ∩M
′)
=
∫
Gs(L)∩U
divGs(L)(φ∇d)−
∫
∂(Gs(L)∩M ′)
〈φ∇d, ν∂M 〉
|(ν∂M )⊤|
≤ 0.
This implies
(3.9) Area(Gt(L) ∩M
′) ≤ Area(G0(L) ∩M
′) = Area(L), ∀L ⊆Mβ+2η.
Now let S > 0 be such that GS(d
−1(β + 2η)) ∩M ′ = d−1(β + a2 ) and then
choose a smooth non-negative function h : [0, 1] → [0, S] such that h(t) = 0
for t < t02 and h(t) = S for t ≥ t0. Set
(3.10) Γ′t = Gh(t)(Γt) ∩M
′.
Then if t ≤ t02 , Γ
′
t = Γ; if t ≥
t0
2 , it follows from the definition of t0 that
Γt ⊆ M2η and then Area(Gh(t)(Γt)) ≤ Area(Γt) by (3.9). For the last
requirement, first notice that h(t) = S if t ≥ t0, then by combining the
results GS(d
−1(β + 2η)) ∩M ′ = d−1(β + a2 ) with Σt ⊆Mβ+2η, we conclude
that Σ′t ⊆Mβ+ a
2
. This completes the proof of the lemma. 
We can now finish the argument. For any {Γkt } ∈ Λ, there always exists
ǫk > 0 such that
(3.11) Hn(Γkt ) ≤ Area(Σ
′) + δ for all t ∈ [0, 2ǫk ].
Then take t0 = ǫk in the lemma above, we can obtain a better sweepout
{Σkt }, which will satisfies (3.8). In fact,
(3.12) Hn(Σkt ) ≥W (M
′, ∂M ′,Σ′,Λ)− δ,
implies
(3.13) Hn(Γkt ) ≥W (M
′, ∂M ′,Σ′,Λ)− δ = Area(Σ′) + δ
and then by (3.11), we have t ≥ 2ǫk. Now use Lemma 3.5 (3), we obtain
(3.14) d(Σkt ,Σ
′) ≥
a
2
.
Now modifying the arguments of min-max theory for compact manifold
with boundary in [8], we can get a free boundary minimal surface (Γ, ∂Γ)
with ∂Γ ⊆ ∂M . Let us sketch the main steps here.
Let {{Σnt }t∈[0,1]}
∞
n=1 be the minimizing sequence. First we follow the
tightening process by De Lellis-Ramic [8, Proposition 3.2], where we deform
each {Σt}t∈[0,1] to another one {Σ˜t}t∈[0,1] such that every min-max sequence
{Σ˜ktk} converges to a stationary varifold. Since those Σ
k
t with volume close
to W (M ′, ∂M ′,Σ′) have a distance a/2 > 0 away from Σ′, we can take
Σ˜kt = Σ
k
t near Σ
′. Hence {Σ˜kt } can be chosen to satisfy (3.8).
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Now for an almost minimizing min-max sequence {Σ˜ktk} (see [8, Proposi-
tion 4.3]), it follows that Σ˜kt always have a distance a/2 away from Σ
′ for
large k by (3.8). Hence all the Definition 4.1 and Proposition 4.3 in [8] are
well-defined.
Finally we show that the limit of the almost minimizing min-max sequence
is supported on some embedded free boundary minimal hypersurface. These
were done by De Lellis-Ramic [8, §10.3, §10.4]. There are no differences
here. Hence we can get a free boundary minimal hypersurface (Γ, ∂Γ) with
∂Γ ⊆ ∂M . Since the minimizing sequence have fixed distance to Σ′, we
conclude that Γ∩Σ′ = ∅. However this contradicts with following Frankel’s
property by Fraser-Li. 
Lemma 3.6 ([10] Lemma 2.5). Let (M,∂M, g) be a connected, compact
manifold with convex boundary and Ric ≥ 0, then any two properly embedded
connected free boundary minimal hypersurfaces Σ and Σ′ must intersect.
Now we can obtain the sweepout from orientable free boundary minimal
hypersurface:
Proof of Proposition 3.3. By function r in the Lemma 2.5, we can get a
sweepout in a neighborhood U of Σ. Moreover, M will be separated into
M+ and M− by Σ. The boundary of M+ǫ has two parts: Σǫ and ∂M ∩M
+
ǫ .
By the Theorem 3.4, there is a sweepout {Σ′t} of (M
+
ǫ , ∂M
+
ǫ ,Σǫ) such that
(1) Σ′t = Σt + ǫ for 0 ≤ t ≤ ε;
(2) Area(Σ′t) ≤ Area(Σǫ) ≤ Area(Σ).
We can also construct an sweepout for (M−ǫ , ∂M
−
ǫ ,Σǫ) by the same way, and
then patch them all together to we get a sweepout of M which satisfies all
the requirements in the Proposition 3.3. 
3.3. Non-orientable Case. For the non-orientable case, Σ won’t separate
M , otherwise Σ would be part of ∂(M \Σ), which must be orientable. Hence
M˜ =M \Σ would be a connected compact manifold with piecewise smooth
boundary. One part is ∂M \∂Σ and the other is Σ˜, which is the double cover
of Σ. Since Σ is a free boundary minimal surface, two parts of ∂M˜ will meet
orthogonally. Now take two M˜ and patch them together by identifying two
Σ˜. Denote the new manifold by M¯ . Then M¯ is the double cover of M .
More importantly, Σ˜ is an orientable free boundary minimal hypersurface
and hence we can use the sweepout above to get the the sweepouts here. Set
S− := {Σ
n :Σn is an embedded non-orientable connected free
boundary minimal hypersurface in M}.
Proposition 3.7. For any Σ ∈ S−, there exists a family {Σt}t∈[0,1] of closed
sets of M such that
• Σ0 = Σ;
• {Σt} satisfies (s1)(sw1)(sw2)(sw3) in Definition 3.1;
• maxHn(Σt) = 2Area(Σ) and H
n(Σt) < 2Area(Σ);
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• in (s2), only fails when t→ 0, Hn(Σt)→ 2Area(Σ);
• in (s3), only fails when t→ 0, Σt → 2Σ.
Proof. Consider about the double cover M¯ and construct the sweepout of
the orientable manifold (M¯, ∂M). In order to define the sweepout of M , we
can identify M \Σ with a component of M¯ \ Σ¯. Finally, define Σ0 = ∅. One
can check all the requirements in Proposition 3.7. 
4. Almgren-Pitts discrete setting for manifolds with boundary
Recently, Li-Zhou [14] developed the Almgren-Pitts min-max theory for
any compact manifold with boundary. In this section, we give a brief in-
troduction to these theory. For the basic notations in geometric measure
theory, we refer to [4, 16, 20]. The following homotopy relations were intro-
duced in [20, §4.1]. We refer to [14, §5.1] for the case of compact manifolds
with boundary, which we focus on here.
Let (Mn+1, ∂M, g) be some Riemannian manifold with convex boundary
and 2 ≤ n ≤ 6. We assume more that (M,∂M, g) is embedded in some RN
for some N large enough. Let us denote Ik(M) be the space of k-dimensional
integral currents with support in M , and
Ik(M,∂M) := {T : T ∈ Ik(M), spt(∂T ) ⊆ ∂M},
Zk(∂M) = {T : T ∈ Ik(∂M), ∂T = 0},
Zk(M,∂M) = {T : T ∈ Ik(M,∂M), spt(∂T ) ∈ ∂M}.
We will say T and S are in the same equivalent class if T, S ∈ Zk(M,∂M)
and T − S ∈ Ik(∂M). We denote Zk(M,∂M) as all the equivalent class
in Zk(M,∂M) and π : Zk(M,∂M) → Zk(M,∂M) as the projection. More-
over, for any T ∈ Zk(M,∂M), there is a canonical representation ζ(T ) ∈
Zk(M,∂M) such that ζ(T )x∂M = 0.
Given any T ∈ Ik(M,∂M), let |T |, ‖T‖ be the integral varifold and Radon
measure associated with T respectively. Given any surface Σ with possible
non-empty boundary or open set Ω ⊆ M , we denote JΣK, JΩK, and [Σ], [Ω]
as the integral currents and integral varifold, respectively.
We also need the metrics on these spaces. Let M be the mass norm on
Ik(M) and F the flat metric on it. In the space of relative cycles, the flat
metric and mass norm are defined to be
F(P,Q) = inf{F(S +R,T ) : S ∈ P, T ∈ Q,R ∈ Ik(M)},
M(P ) = inf{M(T +R) : R ∈ Ik(∂M)}.
If we use the standard representation of P ∈ Zk(M,∂M) In the following of
the papar, we will focus on the 1-sweepout, hence the notations about cell
complex will be restricted to this case.
Definition 4.1 ([27] Definition 4.1). Set I = [0, 1].
• The 0-complex I0 = {[0], [1]};
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• For any i ∈ N, I(1, j) has 0-complex {[ i
3j
]} and 1-complex {[ i
3j
, i+1
3j
]}.
We always denote I(1, j)p the set of p-complex of I(1, j);
• Given α ∈ I(1, j)1, we denote α(k)p as the p-complex of I(1, j + k)
contained in α;
• The boundary homeomorphism ∂ : I(1, j)1 → I(1, j)0 is ∂[a, b] =
[b] − [a];
• The distance function d : I(1, j)0×I(1, j)0 → N is d(x, y) = 3
j |x−y|.
Definition 4.2 (Fineness). For any φ : I(m, j)0 → Zn(M,∂M), the M-
fineness of φ is
(4.1) fM(φ) := sup
{M(φ(x) − φ(y))
d(x, y)
: x, y ∈ I(m, j)0, x 6= y
}
.
Definition 4.3 (Homotopy for mappings). Let φi : I(1, ji)0 → Zn(M,∂M)
for i = 1, 2 and δ > 0, we say φ1 is 1-homotopic to φ2 with M-fineness δ if
there exists j3 > j1, j2 and
ψ : I(1, j3)0 × I(1, j3)0 → Zn(M,∂M),
with
• fM(ψ) ≤ δ;
• ψ(i − 1, x) = φi(n(j3, ji)(x)), i = 1, 2;
• ψ(I(1, j3)0 × I0(i, j3)0) = 0.
Definition 4.4. For a sequence of
φi : I(1, ji)0 → Zn(M,∂M),
{φi}i∈N is a (1,M)-homotopy sequence of mappings into (Zn(M,∂M), {0})
if φi is 1-homotopic to φi+1 with fineness δi → 0, and
(4.2) sup
i
{M(φi(x)) : x ∈ dmnφi} <∞.
Definition 4.5 (Homotopy for sequence of mappings). Let S1 = {φ
1
i }i∈N
and S2 = {φ
2
i }i∈N be two (1,M)-homotopy sequence of mappings into
(Zn(M,∂M), {0}), we say S1 is homotopic to S2 if φ
1
i is 1-homotopic to
φ2i with fineness δi → 0.
Denote π♯1(Zn(M,∂M,M), {0}) the space of all equivalent classes of (1,M)-
homotopy sequences of mappings into (Zn(M,∂M), {0}). Similarly, we
can define π♯1(Zn(M,∂M,F), {0}). By [20, Throrem 4.6], these two ho-
motopy groups are isomorphic, furthermore, they are both homotopic to
Hn(M,∂M).
Let Π ∈ π♯1(Zn(M,∂M), {0}), then for any S = {φi} ∈ Π, we define
(4.3) L(S) = lim sup
i→∞
max
x∈dmnφi
M(φi(x)),
and the width of Π
(4.4) L(Π) = inf
S∈Π
L(S).
In [14], Martin Li and Xin Zhou proved the following min-max theorem:
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Theorem 4.6 ([14] Theorem 5.21 and Theorem 6.2). For any homotopy
class Π ∈ π♯1(Zn(M,∂M,M), {0}), there exists an integral varifold V such
that
• ‖V ‖(M) = L(Π);
• V is almost minimizing in small annuli with free boundary;
• V =
∑
ni[Σi] where ni ∈ N and each (Σi, ∂Σi) ⊆ (M,∂M) is a
smooth compact connected embedded free boundary minimal hyper-
surface.
5. Discretization
In this section, we discretize the continuous sweepouts in Section 3 to the
Almgren-Pitts setting. We will use the following Discretization Theorem by
Li-Zhou [14]:
Theorem 5.1 ([14] Theorem 5.12). Given a map
Φ : Im −→ Zn(M,∂M),
which is continuous in the F-topology and satisfying the following:
• supx∈ImM(Φ(x)) <∞;
• limr→0m(Φ, r) = 0;
• Φ|Im
0
is continuous in the F-metric,
then there exists a sequence of mappings
φi : I(m, ji)0 −→ Zn(M,∂M),
with ji < ji+1 and a sequence of positive numbers δi → 0 such that
(1) S = {φi} is an (m,M)-homotopy sequence withM-fineness fM(φi) <
δi;
(2) There exists a sequence of ki such that for all x ∈ I(m, ji)0,
M(φi(x)) ≤ sup{M(Φ(y)) : α ∈ I(m,ki)m, x, y ∈ α} + δi.
In particular, we have L(S) ≤ supx∈ImM(Φ(x)).
(3) sup{F(φi(x)− Φ(x)) : x ∈ I(m, ji)0} < δi;
(4) M(φi(x)) <M(Φ(x)) + δi for all x ∈ I(m, ji)0.
Here we only need the case of m = 1 and then the third requirement in
Theorem 5.1 is trivial. Also, we always have
(5.1) sup
x∈[0,1]
M(Φ(x)) <∞,
by Proposition 3.3 and Proposition 3.7. For the second requirement, we
need to show the function
f : [0, r0]×M × [0, 1] → R
+,
(r, p, x) 7→ ‖Σx‖(Br(p)),
is continuous. There are no differences with Lemma 5.3 in [27] so we omit
it here.
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In order to prove the final result, we need to show that all the discrete
families are corresponding to fundamental class in Hn+1(M,∂M). The idea
here is inspired by Zhou [27, Theorem 5.8]. The difference is that we have
boundary terms here. However, we show that all the boundary terms in
In(∂M), and then Constancy Theorem (see [22, §26.27]) works here.
Theorem 5.2. Given a continuous sweepout as in Proposition 3.3 and
Proposition 3.7, and {φi}i∈N the corresponding (1,M)-homotopy sequence
obtained by Theorem 5.1, assume that Φ(x) = J∂ΩxK,∀x ∈ [0, 1] where
{Ωt}t∈[0,1] is a family of open sets satisfying (sw2)(sw3) in Definition 3.1. If
F : π♯1(Zn(M
n+1, ∂M,M), {0}) → Hn+1(M
n+1, ∂M,Z) is the isomorphism
given by Almgren [4, §3], then
(5.2) F ([{φi}i∈N]) = JMK,
where JMK is the fundamental class of M .
Proof. First we review the isomorphism F : π♯1(Zn(M
n+1, ∂M,M), {0}) →
Hn+1(M
n+1, ∂M,Z) by Almgren [4, §3]. Take φi : I(1, ji)0 → Zn(M
n+1, ∂M)
to be the map constructed in [14, Theorem 5.12]. For any 1-cell β ∈ I(1, ji)1
with β = [t1β , t
2
β], F(φi(t
1
β), φi(t
2
β)) ≤M(φi(t
1
β), φi(t
2
β)) ≤ fM(φi) ≤ δi. Then
by theM-isoperimetric lemma [14, Lemma 4.15], there exists an isoperimet-
ric choice Qβ ∈ In+1(M
n+1) with
• ∂Qβ = ζ(φi(t
2
β))− ζ(φi(t
1
β)) +Rβ, for some Rβ ∈ In(∂M);
• M(Qβ) +M(Rβ) ≤ CMF(φi(t
1
β), φi(t
2
β)).
Then F is defined by Almgren [4, §3]:
(5.3) F ([{φi}i∈N]) =
∑
β∈I(1,ji)1
JQβK.
Recall the construction of discretization in [14, Theorem 5.12] (see also [16,
Theorem 13.1]): there exists ki, li > 0 such that ji = ki + li + 1 and
• φi([
s
3ki
]) = Φ( s
3ki
) = π(J∂Ω s
3
ki
K) in Zn(M
n+1, ∂M) for any positive
integer s, that is, there exists R ∈ In(∂M) such that
(5.4) φi([
s
3ki
]) = J∂Ω s
3
ki
K+R;
• F(φi(
s
3ki
), φi(
s+1
3ki
)) ≤ δi;
For 1-cell α ∈ I(1, ki), set
(5.5) F˜ (α, φi) =
∑
β∈α(li+1)1
JQβK.
Claim 2. For any 1-cell αj = [
j
3ki
, j+1
3ki
],
(5.6) F˜ (αj , φi) = JΩ j+1
3
ki
K− JΩ j
3
ki
K,
in In+1(M
n+1).
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Hence
(5.7) F ([{φi}i∈N]) =
∑
α∈I(1,ki)1
F˜ (α, φi) = JMK.
To complete the proof of the theorem, it suffices to prove the claim. By
direct computation,
∂F˜ (αj , φi) =
∑
β∈αj(li+1)1
∂JQβK
=
∑
β∈αj(li+1)1
ζ(φi(t
2
β))− ζ(φi(t
1
β)) +Rβ
= ζ(φi(
j + 1
3ki
))− ζ(φi(
j
3ki
)) +
∑
β∈αj(li+1)1
Rβ
= ∂JΩ j+1
3
ki
K− ∂JΩ j
3
ki
K+R′
= ∂JΩ j+1
3
ki
− Ω j
3
ki
K+R′,
for some R′ ∈ In(∂M). Then by the Constancy Theorem [22, Theorem
26.27], we obtain
(5.8) F˜ (αj , φi)− JΩ j+1
3
ki
−Ω j
3
ki
K = kJMK,
for some k ∈ Z. So we only need to show the mass of the left hand side is
small, which comes from the construction of φi like the proof of [14, Theorem
5.8] and we omit it here. 
Above all, given any Σ ∈ S+ ∪ S−, let Φ
Σ : [0, 1] → (Zn(M
n+1, ∂M, {0})
be the continuous sweepout given by Proposition 3.3 and Proposition 3.7.
Then apply the Theorem 5.2 to get a (1,M)-homotopy sequence {φΣi }i∈N
into (Zn(M
n+1, ∂M,F), {0}) and
• They are all in the same homotopy class and F ([{φi}]) = JMK;
• L([{φi}]) ≤ Area(Σ) if Σ ∈ S+;
• L([{φi}]) ≤ 2Area(Σ) if Σ ∈ S−.
6. Multiplicity and Orientation of non-orientable part
In this section, we show that the min-max minimal hypersurface corre-
sponding to the fundamental class [M ] is orientable. In the first part, we
show that the multiplicity of the non-orientable part is even. Then since
we have good sweepout with multiplicity 2 for non-orientable hypersurface,
we know the multiplicity of non-orientable part can only be 2 (see Section
7 for more details). In the second part, we show that the non-orientable
minimal hypersurfaces can not be produced by min-max theory. To show
this, we construct a better one-family sweepout which is in the same homo-
topic class and has width less than double of the area of the non-orientable
hypersurface. The two parts are inspired by Zhou [27, Proposition 6.1] and
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Ketover-Marques-Neves [13]. For completeness of this paper, we put the
details in Appendix and sketch the steps here.
6.1. Multiplicity. In this part, we discuss the multiplicity of the min-max
free boundary minimal hypersurfaces. By the min-max theory for the com-
pact manifolds with boundary, the stationary varifold is an integer multiple
of some smooth minimal free boundary minimal hypersurface (denoted it by
Σ).
Proposition 6.1. Let Σ be the stationary varifold in Theorem 1.1, with
Σ = ∪li=1ki[Σi], where {Σi} is a disjoint collection of smooth connected
embedded free boundary minimal hypersurfaces with multiplicity ki ∈ N. If
Σi is non-orientable, then ki must be an even number.
Outline of Proof of Proposition 6.1. We sketch the steps here and put the
details in Appendix B. By Li-Zhou [14, Theorem 5.21], Σ is almost minimiz-
ing in small annuli with free boundary (with Definition 5.19 in [14]). Let
Σ1 be a non-orientable component of Σ. Now taking p in the interior of Σ1,
and r > 0, we can find Ti ∈ Zk(M,∂M) such that
• TixB(p, r) is locally mass minimizing in B(p, r);
• limi→∞ |Ti| = |Σ| as varifold.
Then by Compactness Theorem for relative cycles [14, Lemma 4.10], Ti
converges to T0 ∈ Zk(M,∂M) up to subsequence. T0 here is in fact a
integral cycle in ∪li=1Σi, and hence the coefficient of the non-orientable part
is even. Last, we shrink r such that {Ti} have bounded first variation to use
White’s Theorem [26]. For more details, see Appendix. 
6.2. Rule Out The Non-orientable Case. In [13, Theorem 3.5 and Theo-
rem 4.1], Ketover-Marques-Neves ruled out the non-orientable part in closed
manifolds by Catenoid estimates. Supposing that non-orientable hypersur-
face Σ with multiplicity two is the min-max minimal hypersurface corre-
sponding to the fundamental class, then one can always amend the sweep-
outs by add tubes to reduce the width of the sweepouts, contradicting with
the assumptions. Recently, Haslhofer-Ketover [12, §4] applied Catenoid es-
timate to give an upper bound of 2-width. Moreover, the idea still works
for compact manifolds with assumptions in Theorem 1.1. We clarify the
proposition below and put the constructions of sweepouts in Appendix C
for completeness of this paper.
Proposition 6.2. For any (Mn+1, ∂M, g) with convex boundary, and 3 ≤
n + 1 ≤ 7, then the min-max minimal hypersurface corresponding to the
fundamental class [M ] can not be a non-orientable hypersurface with multi-
plicity 2.
Proof. Suppose that Σ is non-orientable and 2Σ is the min-max free bound-
ary minimal hypersurface corresponding to the fundamental class [M ] in
Hn+1(M,∂M,Z). Notice that Σ does not separate M . Let M¯ be the double
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cover of M , τ : M¯ → M¯ is the covering map, {Σ¯t}t∈[−1,1] is the sweepout of
M¯ in Proposition 3.3. Now by the second variation of the area formula,
Area(Σ¯s) = 2Area(Σ)−
s2
2
(
∫
Σ¯0
(|A|2 +Ric(n,n)) +
∫
∂Σ0
h(n,n)) +O(s3).
Hence for s small enough, there exists A > 0 so that
(6.1) Hn(Σ¯s) ≤ 2Area(Σ)−As
2.
In Proposition 3.7, we constructed the sweepout {Σt}t∈[0,1] of M from
sweepout {Σ¯t}t∈[0,1] of M¯
+ in Proposition 3.3. We now will amend the
sweepout {Σ¯t}t∈[0,1] above to produce a sweepout {Λ
′
t}t∈[0,1] of M which
satisfies L({Λ′t}) < L({Σt}). By above area formula, for any δ > 0, there
exists ǫ > 0 so that
(6.2) sup
t∈[δ,1]
Hn(Σ¯t) ≤ H
n(Σ¯0)− ǫ.
Similar to the proof in [13],
(1) Λt = Σ¯t for t > δ;
(2) for t ∈ [0, δ], Λt open up via cylinders (or Catenoid for n = 2) at
some points.
By Appendix C, the amended sweepout {Λ′t} satisfies
(6.3) Hn(Λ′t) ≤ 2Area(Σ)−
A
2
α2 − cr2, t ∈ [0, δ],
where α is the height of cylinder or catenoid, r is the radius of intersection
of cylinder and Σ, A, c are constants. Taking ǫ′ = min{ǫ,Aα2, 2cr2}, then
(6.4) Hn(Λ′t) ≤ 2Area(Σ)−
ǫ′
2
.
This contradicts with the choice of Σ. We put more details in Appendix
C. 
7. Proof of the main theorem
Now we can prove our main results:
Proof of Theorem 1.1. For any Σ ∈ S+ ∪ S−, take Φ
Σ as the continuous
sweepouts given by Proposition 3.3 and Proposition 3.7 and let SΣ = {φ
Σ
i }i∈N
be the corresponding (1,M)-homotopy sequence. After Theorem 5.2, we
summarized that all SΣ lie in the same homotopy class F
−1(JMK). Let us
denote this homology class by ΠM , then
(7.1) L(ΠM ) ≤ A(M,∂M),
where A(M,∂M) is defined by
(7.2) A(M,∂M) := inf({Area(Σ)| Σ ∈ S+} ∪ {2Area(Σ)| Σ ∈ S−}).
By min-max Theorem for compact manifold with boundary developed by
Li-Zhou [14, Theorem 5.21, Theorem 6.2], there exists a stationary integral
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varifold Σ, which supported on a free boundary minimal hypersurface Σ0,
such that L(ΠM ) = ‖Σ‖(M). Notice that Σ0 must be connected since
(M,∂M) has positive Ricci curvature and convex boundary. Hence Σ =
kJΣ0K for some k ∈ N, k 6= 0. By the definition of A(M,∂M),
• if Σ0 ∈ S+, then k ≤ 1 and hence k = 1, Area(Σ0) = A(M,∂M);
• if Σ0 ∈ S−, then k ≤ 2 and must be even by Proposition 6.1,
hence k = 2 and A(M,∂M) ≤ 2Area(Σ0) ≤ A(M,∂M), this im-
plies A(M,∂M) = 2Area(Σ0).
However, by Theorem 6.2, the second case can not happen. Hence we have
proved the min-max minimal hypersurface corresponding to the fundamen-
tal class is orientable with multiplicity one and Area(Σ0) = A(M,∂M).
Now the only thing we need to show is that index(Σ0) = 1. We will use
the same arguments with [16] and [27, Claim 5]. Let {Σt}t∈[−1,1] be the
sweepout which we constructed in Proposition 3.3, then there is a family of
diffeomorphisms of M˜ corresponding to X ∈ X(M˜ ) such that
• X|Σ0 is the normal vector field;
• Σt = Ft(Σ0) ∩M for t ∈ [−ǫ, ǫ].
Supposing that index(Σ0) ≥ 2, then there exists a function u 6= 0 such
that Q(1, u) = 0, and Q(u, u) < 0 where
(7.3)
Q(f, g) =
∫
Σ0
〈∇Σ0f,∇Σ0g〉 − (|AΣ0 |2 +RicM (n,n))fg −
∫
∂Σ0
h∂M (n,n)fg,
n is the unit normal vector field of Σ0 in M , A is the corresponding second
fundamental form, and h is the second fundamental form on ∂M inM . Here
h∂M (n,n) > 0 since ∂M is convex.
Let X˜ ∈ X(M˜ ) be the extension of un and {F˜s}s∈[−ǫ′,ǫ′] be the corre-
sponding family of diffeomorphisms of M˜ . Set Σs,t = F˜s(Σt) and f˜(s, t) =
Hn(Σs,t). Then ∇f˜(0, 0) = 0 since Σ0 is stationary. Furthermore,
∂2
∂s∂t
f˜(0, 0) = Q(1, u) = 0,
∂2
∂s2
f˜(0, 0) = Q(u, u) < 0,
∂2
∂t2
f˜(0, 0) = Q(1, 1) < 0.
So there exists δ > 0 such that f˜(δ, t) < f(0, 0) for all t ∈ [−1, 1]. By The-
orem 5.1 and Theorem 5.2, we can construct a (1,M)-homotopy sequence
{φδi }i∈N ∈ ΠM such that
(7.4) L({φδi }) ≤ sup
t∈[−1,1]
f˜(δ, t) < f˜(0, 0) = Area(Σ0) = A(M,∂M),
which contradicts with L(ΠM ) = A(M,∂M). Hence index(Σ0) = 1. 
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Appendix A: Non-existence of closed minimal hypersurfaces
We give the proof of the claim in Remark 1:
Proof of the statement in Remark 1. Supposing that Σ ⊂M is a closed min-
imal hypersurface in M . Let x ∈ Σ and y ∈ ∂M such that
(.5) d(:= d(x, y)) = d(Σ, ∂M),
and γ(t) is the distance geodesic between x and y. It follows that γ′(0) ⊥ Σ
and γ′(d) ⊥ ∂M . Let {ei}
n
i=1 ∪ {γ
′(0)} be the orthonormal basis of TxM ,
then extending them to the vector fields on γ(t) by parallel moving, which
still denoted by {ei}. Now computing the second variation of these vector
fields:
(.6)
0 ≤ δ2L(γ)(ei, ei) ≤ −
∫
γ
R(γ′(t), ei, ei, γ
′(t))dt −A∂M (ei, ei)−A
Σ(ei, ei),
then taking the sum,
(.7) 0 ≤ −
∫
Ric(γ′(t), γ′(t))−H∂M ,
which contradicts with the non-positive Ricci curvature and convex bound-
ary conditions. 
Appendix B: Even multiplicity of non-orientable part
Proof of Proposition 6.1. By Theorem 5.21 in [14], Σ is almost minimizing
in small annuli with free boundary (with Definition 5.19 in [14]). Let Σ1
be a non-orientable component of Σ. Now take p in the interior of Σ1, and
r > 0 such that
• B(p, 2r) is contained in some A(p′, s, rp′);
• Σ is almost minimizing in A(p′, s, rp′);
• spt(‖Σ‖) ∩ B(p, 2r) = spt(‖Σ1‖) ∩ B(p, 2r) is diffeomorphic to an
n-ball.
Hence by [14] Proposition 6.3 , for any K ⊆ B(p, r), there exists varifold
V ∗ (called replacement of Σ in K), and a sequence of Ti ∈ Zk(M,∂M) such
that
• TixB(p, r) is locally mass minimizing in B(p, r);
• limi→∞ |Ti| = V
∗ as varifold.
Attention that in [14] Theorem 6.3, Ti ∈ Zk(M,M \ B(p, 2r)) and the con-
vergence is in the sense of FB(p,2r)-metric. However, by step 2 in the proof
of [14, Theorem 6.3], we can see our statements here is also true.
Since the Lemma 6.7, Lemma 6.9, Lemma 6, 11 in [27] are local proposi-
tions, it still holds in this case, that is, we still have V ∗ = |Σ| as varifold. Now
since Ti ∈ Zk(M,∂M) andM(Ti) are uniformly bounded, then the Compact-
ness Theorem for relative cycles (see [14] Lemma 4.10) implies there exists
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a subsequence, still denoted by {Ti}, converges to some T0 ∈ Zk(M,∂M).
However, the associated varifolds |Ti| converge to [Σ], hence sptT0 ⊆ ∪
l
i=1Σi.
Moreover, we have
Claim 3. T0 is a relative integral cycle in ∪
l
i=1Σi.
By the Constancy Theorem ([22] Theorem 26.27), T0 =
∑l
i=1 k
′
iJΣiK, for
some k′i ∈ Z. The lower semi-continuity of the mass implies |k
′
i| ≤ ki. The
key point here is that k′1 must be even, or k
′
1Σ1 can not represent a relative
integral cycle.
Now we focus on the ball B(p, s). We can shrink the radius slightly such
that ∂(TixB(p, s)) have uniformly bounded mass (by slicing theory, [22]
28.5), and hence in the sense of subsequence, converge to some limit current.
Since Ti are locally mass minimizing in B(p, r), we can apply the Theorem
6.12 in [26] by White,
(.8) ΣxB(p, s) = [T0xB(p, s)] + 2W,
hence k1 is even. 
Appendix C: Construction of new sweepout
Construction in Proposition 6.2. Now we amend the sweepouts in two dif-
ferent cases:
The First Part : 3 ≤ n ≤ 6.
We will open up via cylinders in M¯ and make them invariant under the
covering deformation and hence it will be a sweepout of M . For any p ∈ Σ¯0,
let
Cr,α(p) := {expx(tn(x)) : x ∈ ∂Br(p) ∩ Σ¯0, t ∈ [−α,α]},
Br,α := {expx(αn(x)) : x ∈ Br(p) ∩ Σ¯0}
Now for fixed p ∈ Σ¯0, R > 0, α > 0, there exists c, C > 0 so that for any
r < R, |α′| < α,
c|α′|rn−1 ≤ Hn(Cr,α(p)) ≤ C|α
′|rn−1,
crn ≤ Hn(Br,α(p)) ≤ Cr
n.
Now let us denote
(.9) Λr,α := (Σ¯α \ (Br,±α(p) ∪Br,±α(τ(p)))) ∪ Cr,α(p) ∪ Cr,α(τ(p)),
It follows that
(.10) Hn(Λr,α) ≤ 2H
n(Σ¯0) + 2Cαr
n−1 − 2crn −Aα2.
Since n > 2, we can shrink α ≪ 1(only depends on C, c and A) such that
for all α′ ≤ α,
(.11) 2Cα′rn−1 − crn ≤
A
2
α′2,
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hence,
(.12) Hn(Λr,α′) ≤ 2H
n(Σ¯0)− cr
n −
A
2
α′2.
For fixed α above, let R < α, define the sweepout
(.13) Λt =


ΛR, 2tα
δ
, t ∈
(
0,
δ
2
]
Λ2R− 2Rt
δ
,α, t ∈
(δ
2
, δ
]
.
By the estimates above,
Hn(ΛR,β) ≤ 2H
n(Σ¯0)− cR
n,
Hn(Λr,α) ≤ 2H
n(Σ¯0)−
A
2
α2,
If we choose ǫ¯ = min{ǫ, cRn, A2 α
2}(where ǫ is the constant in equation (6.2)),
we obtain that for all t ∈ [0, 1],
(.14) Hn(Λt) ≤ 2H
n(Σ¯0)− ǫ¯.
Since Λt are all invariant under the covering deformation, we can get a
sweepout {Λ′t} of M by quotient the covering deformation like what we did
in Proposition 3.7, and the new sweepout would satisfies
(.15) Hn(Λ′t) ≤ 2Area(Σ)−
ǫ¯
2
.
This contradicts with the assumption of Σ.
The Second Part: n = 2.
We will use the following logarithmically cut-off function near p:
(.16) ηr,R(x) =


1 d(x, p) ≥ R
(log r − log d(x, p))/(log(r)− logR) r ≤ d(x, p) ≤ R
0 d(x, p) ≤ r
Instead of the cylinder in the case of n ≥ 3, we will use the following surfaces
which are like the catenoid:
(.17) Dαr,R(p) := {expx(±αηr,Rn(x)) : x ∈
(
BR(p) \Br(p)
)
∩ Σ¯0}.
Then define the surface
(.18) Λαr,R =
(
Σ±α \
(
BR,±α(p) ∪BR,±α(τ(p))
))
∪ D±αr,R(p) ∪ D
±α
r,R(τ(p)).
By [13] Proposition 2.5,
H2(Dαr,R(p)) ≤2H
2(BR(p) \Br(p)) + α
2
∫
BR(p)\Br(p)
|∇ηr|
2
+ Cα3
∫
BR(p)
(1 + (|∇η|2)),
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hence
H2(Λαr,R) ≤H
2(Σ¯±α \BR,±α(p)) + 2H
2(BR(p) \Br(p))
+ 2H2(BR(p) \Br(τ(p))) +
Dα2
log(R/r)
.
We can choose R¯ small enough so that there exists A, c,C, for R ≤ R¯,
H2(Σ¯±α \BR,±α(p)) ≤ 2H
2(Σ¯0 \BR(p))−Aα
2,
cR2 ≤ H2(BR(p)) ≤ CR
2.
It follows that
(.19) H2(Λαr,R) ≤ 2H
2(Σ¯0)− 2Aα
2 − 2cr2 +
Dα2
log(R/r)
.
Now fix R, r ≤ R¯ such that
(.20)
D
log(R/r)
≤ A,
then we have the area estimate
(.21) H2(Λαr,R) ≤ 2H
2(Σ¯0)−Aα
2 − 2cr2.
Now define the sweepout
(.22) Λt =


Λ
2tα/δ
r,R t ∈ (0,
δ
2
]
Λα2rt
δ
−2r, 2Rt
δ
−2R
t ∈ (
δ
2
, δ].
Take ǫ′ = min{ǫ,Aα2, 2cr2}, then
(.23) H2(Λt) ≤ 2H
2(Σ¯0)− ǫ
′,
Since the sweepout is invariant under the covering deformation, we can
construct the sweepout {Λ′t} of M by quotient the covering deformation,
and we will have the estimate
(.24) H2(Λ′t) ≤ 2H
2(Σ)−
ǫ′
2
,

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