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To cope with the ever-growing number of programming languages,
manufacturers of Integrated Development Environments (IDE) have
recently defined protocols as a way to use and share multiple lan-
guage services (e.g., auto-completion, type checker, language run-
time) in language-agnostic environments (i.e., the user interface
provided by the IDE): the most notable are the Language Server
Protocol (LSP) for textual editors, and the Debug Adapter Protocol
(DAP) for debugging facilities. These protocols rely on a proper
specification of the services that are commonly found in the tool
support of general-purpose languages, and define a fixed set of
capabilities to offer in the IDE. However, new languages appear
regularly offering unique constructs (e.g., Domain-Specific Lan-
guages), and supported by dedicated services to be offered as new
capabilities in IDEs. This trend leads to the multiplication of new
protocols, hard to combine and possibly incompatible (e.g., overlap,
different technological stacks). Beyond the proposition of specific
protocols, the goal of this paper is to stress out the importance of
being able to specify language protocols and to offer IDEs to be
configured with such protocol specifications. We present our vision
by discussing the main concepts for the specification of language
protocols, and an approach that can make use of these specifica-
tions in order to deploy an IDE as a set of coordinated, individually
deployed, language capabilities (e.g., microservice choreography).
IDEs went from directly supporting languages to protocols, and we
envision in this paper the next step: IDE as Code, where language
protocols are created or inferred on demand and serve as support
of an adaptation loop taking in charge of the (re)configuration of
the IDE.
CCS CONCEPTS
• Software and its engineering→ Integrated and visual devel-
opment environments; Software as a service orchestration
system.
KEYWORDS
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1 MOTIVATION
While Integrated Development Environments (IDEs) have been
initially designed as a way of supporting the various services of
a given language (e.g., facilities for editing, debugging, checking,
compiling...), modern polyglot developments stressed out the need
of integrating the services of various languages in a given specific
IDE. To prevent the development of the language services specifi-
cally for each existing IDEs, language protocols have become in the
recent years a topic of interest in the language engineering commu-
nity. By communicating through well-defined protocols, the main
language services can be reused across the various IDEs supporting
the protocols. A direct consequence is that the responsibility to pro-
vide a proper support for a specific language is no longer a concern
of the IDE manufacturer, but befalls on the language maintainers
developing the services independently.
The first protocol, namely the Language Server Protocol (LSP)1,
was proposed by Microsoft in the context of the development of VS
Code, to support common editing services of any languages pro-
vided in conformance to the protocol. It was designed around a set
of services that was extracted from specialized code editors for the
most commonly used general purposes languages. LSP, the Debug
Adapter Protocol (DAP)2, and most of the other language proto-
cols we see nowadays specify the structure of the data exchanged
between a single client (a UI component of an IDE) and a single
server (backend providing the set of services needed by the client),
and the requests and events that can be sent from one to the other.
Most messages are included in what is referred to as "capabilities".
The set of capabilities is set and fixed by the specification of the
protocol. The idea is that both clients and servers can choose to
implement a subset of the capabilities and notify the other, which
should be able to use all the corresponding messages as per the
specification.
However, fixing the set of services at the level of the protocol
means that it might not fit every use-case. When considering do-
main specific languages (DSLs), for example, we often find some
unusual features that can be tied either to the meta-language ap-
proach used to design the language (e.g., generic services [3]), to
the language itself (e.g., paradigm, syntax) and even to the program
itself (e.g., current state representation). While we could argue that
it would be pertinent to add some of these features as new capabili-
ties to the existing protocols, it would be inconceivable to cover all
specific use cases inside a single generic protocol. Still, the adoption
of DSLs would greatly benefit from support by multiple major IDEs,
as they would integrate better in the workflow of the users. Pro-
tocols are making this situation possible, although some features
would be lost in the process [6].
With the success of LSP and DAP, we see new language protocols
emerging both for new use cases (e.g., Build Server Protocol3, Test
Adapter Protocol4) and for specific features not properly supported
by the existing ones (e.g. using a graphical syntax in LSP [11]). The
case of the graphical syntax is particularly interesting, because it
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the Graphical Language Server Protocol5 and the Graphical Server
Protocol6. Another way to extend the features of LSP that was used
in works such as [9] and [8] consists in arbitrarily adding support
for new messages to a server and a client, and consider that all
existing implementations will ignore them if they don’t support
them. While these two works provide very useful contributions,
such an implementation raises concerns of maintainability and
interoperability, which furthers motivates our vision.
In the long run, it would be counter-productive to keep mak-
ing independent protocols for every use-case, as this defeats the
purpose of ensuring proper support in all development environ-
ments. In a real-world situation, this would shift the challenge on
the composability and compatibility of existing protocols, which
is currently not addressed. Hence, instead of having a server that
encompasses all services for a given language, we explore the idea
of breaking it down into individual services interacting with each
other.With a client defined similarly, and every interaction precisely
specified, specific parts of the protocols could be better leveraged
and reused in multiple services configurations. This also provides
more flexibility to the overall architecture: specialized services can
be moved or changed depending on the use-case, services can be
added or removed at any moment, and it becomes possible to finely
control the deployment of each service. With this paper we aim to
introduce the need for specifying customized language protocols
that precisely capture service interactions, and serve as support to
automate the deployment and configuration of the IDE according
to a given use case (e.g., user preferences, activities, environment,
etc. ). We refer to this vision as IDE as Code.
To illustrate and motivate our vision, we consider in this paper
an environment that provides omniscient debugging capabilities
from an execution trace, similar to the one presented in [4]. If we
want to access this service from another platform, DAP does have
a stepBack request that we could implement. However, the back-
tracking mechanism gives more control than simply stepping back:
for example, one can step inside and outside functions/methods.
This is not a behavior defined in the specifications of DAP when
stepping back. Also, generating and storing the execution trace is
an expensive process that should not be enabled all the time, and
would benefit from running on a separate host. Ideally, its activation
should be controllable throughout a debugging session, and DAP
does not have any request to manage that. Also, if we compute the
execution trace for a part of the execution, we might as well show
it to the user and let him navigate through its states, meaning that
a different language protocol is needed to interact with some kind
of trace manager client.
The remainder of this paper is structured as follows. In Section 2,
we introduce the concept of IDE as Code and the specifications
required for its implementation. Section 3 puts the emphasis on
the need for a higher level specification of language protocols.
A possible implementation through microservices orchestration
is presented and discussed in Section 4. Some related works are
referenced in Section 5. And finally, we propose a research agenda




Our vision aims at providing more customizable and adaptable
IDEs for the end users through language services independent of
any client. It is driven both by the need to support domain-specific
language services in multiple environments and to contribute in
the trend of turning IDEs into web platforms.
When we consider programming languages in the large, includ-
ing both general-purpose and domain-specific languages, we need
to account for an ever-growing number of language services. In
contrast, at a given time, an IDE can only manage a subset of these.
Since protocols such as LSP and DAP were designed around the
features available in Visual Studio Code, it made perfect sense for
Microsoft to also fix the set of the capabilities they offer to ensure
their full support in their environment. However, this prevents the
integration of additional services as provided in support of new
(domain-specific) languages.
Instead of fixing a priori the set of services that a user can use
in the IDE, we envision a more open approach where all services
are made available at any time, and the user can customize the IDE,
possibly at runtime, depending on their use case.
To this end, as illustrated by Figure 1, we expect language de-
signers to not only provide their language specifications but also
information about the protocol interactions required for the differ-
ent services. This paper focuses mainly on this part, starting with
Section 3.
From there, language service packages can be obtained, and
users would be able to create an IDE configuration that includes
the ones they need. The deployment of these packages would also
be finely controlled to run some language services on suitable
platforms, e.g., with vast amounts of memory for execution logging
or with powerful CPUs for compilation. Default IDE configuration
and deployment specifications might also be provided by language
designers for some use cases.
Figure 1: Vision Overview for IDE as Code
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3 SPECIFYING LANGUAGE PROTOCOLS
The first step before attaining an IDE as Code is to unify the specifi-
cations of language protocols.
Current language protocols are basically provided as bi-directional
APIs. While the data-flow between servers and clients is precisely
specified, the control-flow is not explicit and can only be deduced
from processing the documentation available in natural language.
As a consequence, even though maintainers for servers and clients
should be free of any specific implementation, they end up relying
on Visual Studio Code as a reference.7 Here, we propose that the
control-flow between language services should be formalized and
become a part of the protocol specification. The implementation of
language service packages needs to separate this concern from the
actual implementation.
As illustrated in Figure 2, individual language service packages
should have their interactions properly specified in a language
protocol. The left side of the figure represents the current prac-
tices in language engineering, where language services and their
implementations can be automatically derived from a language
specification, and the right side shows a conceptual metamodel
of the specifications required to obtain language service packages.
Language services are provided as "language capabilities", and the
corresponding UI components as "UI services". In addition, manda-
tory packages are reified as first-order concepts, like the notion of
workspace for example. We make the assumption that language
services can retrieve their implementations from a dependency to
the language specification (e.g., similarly to [7]), as their actual
implementation is not the focus of this paper. From a given lan-
guage protocol specification, a generative approach supports the
automatic creation and deployment of the language packages.
For customization purposes, language service packages can be
switched to more specialized implementations depending on the
7https://www.reddit.com/r/vim/comments/b3yzq4
Figure 2: Protocol Specification for IDE as Code
use-case, and services can be dynamically deployed, and then added
or removed from the protocol specification. They might also specify
particular hardware requirements to later drive the deployment.
4 PRELIMINARY RESULTS
In this section, we present some implementation choices we are
currently exploring, and preliminary results to illustrate our vision.
We present a specific IDE architecture, using the scenario of adding
an omniscient debugging.
Domain-specific language designers need to provide services to
support specific language capabilities. The debug adapter protocol,
a protocol that should address every debugging concern, is lacking
in features in regard to omniscient debugging as introduced by
[4]: it requires support for execution traces management, and a
backtracking interface that makes the distinction between stepping
into and stepping over statements.
However, there is no need to reinvent the wheel. DAP is a very
valuable and well needed contribution to unify the interfaces of
different debuggers. For most of the capabilities it offers, it is in
fact adapted for the different services needed to debug DSLs. The
main issue is that it has missing features, and the fact that it does
not offer any extension mechanism. So if one wanted to extend
this protocol, one would have to define yet another protocol that
would end up being very specific to their use-case, without anyone
else adopting it. Ideally, it should be possible to import a debug
adapter as a language service, and specify its interactions with
other services to deploy it as a language service package. We could
argue that such a language service could, and should, be refined into
smaller packages, but the re-usability of existing language servers
is a major concern at this stage.
Thus, we propose an extensible architecture that can support
existing language server implementations, as illustrated by Figure 3.
In order to support resource scaling for web IDEs that need to
Figure 3: Example of a Microservice Choreography for Om-
niscient Debugging
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serve multiple clients at the same time, the concept of language
service packages is implemented as microservices. An event broker
lets both language microservices and UI microservices interact
as part of a choreography. In the figure, UI microservices are all
included in the same platform, but technically they could also be
deployed and integrated into others: the service displaying the
execution trace could very well be embedded inside a completely
independent web page, or as part of a Jupyter Notebook. Other
implementation approaches such as OSGi plugins or Visual Studio
Code extensions could also be considered, but comparing them is
out of the scope of this paper. Here, we also made the decision to
use JSON serialization and websockets for the transport in order to
stay close to LSP implementations, but we do not argue that these
are the most efficient nor the best choices.
The debug adapter microservice serves as a bridge between an
existing debug adapter and the rest of the microservices. Its main
goal is to turn the requests of DAP into events exchanges, in order to
interact with the debug UI microservice. Implementing debugging
language services in this manner might look like a weird approach,
but it is a purely technical decision to show that this architecture
can include existing protocols.
The trace manager microservice receives events about the data
changes during the program execution, and builds the execution
trace. In order to notify it, there is also an execution microservice
that has direct access to the program interpreter. The omniscient
debug microservice uses this trace to reset the execution state
whenever the user needs to step back. The trace UI microservice
provides feedback about the execution trace and the current state
of the program.
While the omniscient debugmicroservice relies on the trace man-
ager, the configuration of microservices presented here is not fixed.
As a choreography, every microservice is aware of the addition or
removal of the others, and is able to react if there is an impact on
their workflow. So it is possible to only provide debugging services
from the debug adapter depending on the available resources.
A domain-specific language would help in defining and main-
taining the specifications of these microservices. We are aware that
a language to specify a service-oriented architecture is nothing new,
but one dedicated to manage language services is yet to exist and
would help tremendously in the adoption of such an architecture.
As such, we are considering a metalanguage designed to specify lan-
guage services and their protocols, that provides constructs specific
to IDEs, like those of workspaces, development resources (files),
and run configurations for example. It also drives the choreogra-
phy by letting the microservices define workflows in their protocol
speficiation.
Figure 4 shows an instance of such a language. Data structures
can be specified, and used as arguments for events. By separating
events into different blocks, multiple communication channels can
be managed inside the event broker that will deliver them. The
different packages can explicitly declare that they require other
packages in order to be relevant, through a mechanism of depen-
dencies. Then, their workflow when receiving events is explicitly
defined, and the tasks can consist in waiting for other events, send-
ing events, or calling methods of imported language services.
data {
T r a c e S t a t e {
b a ck In t o : S t ep
backOver : S t ep
backOut : S t ep
}
S t ep { . . . }
}
events {
t r a c e {
s t a t e
s t a t e R e s u l t ( T r a c e S t a t e )
}
s t e pBack In
s tepBackInDone
s e t S t a t e ( S t ep )
s e t S t a t eDone
}
packages {
t r a cemanager depends on e x e cu t i on l i s t en s t r a c e {
recv s t e p −> c a l l upd a t e S t a t e ( S t ep )
recv t r a c e / s t a t e −> c a l l g e t S t a t e R e s u l t ( r e s u l t )
−> send t r a c e / s t a t e R e s u l t ( r e s u l t )
}
omn i s c i en tdebug l i s t en s t r a c e
depends on execu t i on , debugadapter , t r a cemanager {
recv s t epBack In −> send t r a c e / s t a t e
−> recv t r a c e / s t a t e R e s u l t ( t r a c e S t a t e )
−> send s e t S t a t e ( t r a c e S t a t e . b a ck I n t o )
−> recv s e t S t a t eDone
−> send s tepBack lnDone
}
}
Figure 4: Protocol Specification for Step Back In Service
5 RELATEDWORK
Providing a language for specifying protocols and interactions and
providing a compliance relationship to that protocol is not neces-
sarily a new idea. Indeed, in the field of components based software
engineering, Plasil et al [10] provides within their architecture de-
scription language a way to specify this behavioral contract of each
component. Software designers can define component’s behavior.
The paper defines a protocol conformance relation. Using these
concepts, the designer can check the adherence of a component’s
implementation to its specification at runtime, while the correct-
ness of refining the specification can be verified at design time. In
the multi-agents community, several agent-oriented programming
languages such as JADEL [2] provide abstractions to define agents
interaction protocols. In the networking domain, Burgy et al. [5]
proposes a new language-based approach to developing protocol-
handling layers, to improve their robustness without compromising
their performance. The approach is based on the use of a domain-
specific language to specify the protocol-handling layer of network
applications that use textual HTTP-like application protocols.
An earlier definition of a meta-protocol can be found in [1].
The approach aimed at providing a higher level of flexibility in
protocol-based communications. Multiple protocol specifications
are available inside a repository, and two parties can decide on
which one to use during a negotiation phase. From the agreed upon
specification, the actual implementation of the protocol is generated
on the fly for the programming language used to define the compo-
nent. While we are aiming for a generative approach, the abilities
to provide different protocol specifications through a centralized
repository, and to automatically derive different implementations
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depending on the use-case are ideas we would like to explore. The
main difference in our approach aims at thinking in the specific
domain of language protocols to facilitate the definition of modu-
lar and distributed IDE architectures. By focusing on this domain,
it will be interesting to integrate business concepts as first-class
entities directly into the protocol description language.
As for our implementation proposal, defining IDE language com-
ponents as microservices has already been done in [7]. However,
the focus of the presented work was mainly to analyze the trade-
offs in modularizing and distributing these services, and categorize
them based on these observations. Both of these works are, as such,
complementary: our vision consists in making the specifications
of language services explicit and executable, with their possible
deployments and the protocols they use. Giving inputs to decide
on the best architecture and platforms to use is out of the scope of
our paper.
6 RESEARCH AGENDA
Our vision, summarized as IDE as Code, places the language protocol
specification in the adaptation loop of the IDE, where language
services are packaged and deployed dynamically, and provided
as new capabilities to the user. From our preliminary results, we
identify and discuss concrete challenges in the following.
Unified representation of language services specifications.
As mentioned in Section 3, this paper focuses on the specification
and deployment of language packages, and their interactions.We do
not target a specific representation of the specifications of languages
and their services. Which means that we either need to ensure that
we only use generic concepts, or settle on a technology that doesn’t
rule out some language designs.
Domain-specific IDEs concepts. This paper proposes a first
categorization of the IDE-specific concepts. In practice, this needs
to fit all development platforms (e.g., notebooks, TUIs...) and prop-
erly introduce them as first-class constructs to specify language
protocols.
Stateless vs stateful trade-off. Microservice architectures effi-
ciently support resources scaling. But in practice, it is unlikely that
every language package will be stateless. For instance, a package
to manage the workspace requires a concept of session. To support
web-based IDEs in practice, it is necessary to abstract the states
of packages and still be able to scale with stateful microservices
through synchronization mechanisms.
Automation of the deployment. Our vision revolves around
an automatic deployment of the language service packages and their
integration into IDEs. This requires either a generative approach,
or an interpreter, possibly with an adaptation loop, for processing
the protocol specifications.
Measuring the impact on performances. Adirect consequence
of microservicizing the different language services will be a mul-
tiplication of the number of messages exchanged to achieve any
action, and numerous asynchronous waits. Beyond the flexibility,
scale and collaboration, at the scale of a fully-featured IDE, this
could hit in performances. A proper study of the possible impacts
of this approach to the user experience is required. Alternatives
(e.g. approaches to automatically compile different language service
packages, possibly dynamically, back into bigger components when
they are deployed on the samemachine) and other technical choices
for the serialization format (e.g., xml, protobuf) and the transport
layer (e.g., pipes, WebRTC) are also worth investigating.
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