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INTRODUCTION
Current optimizing compilers typically contain several different optimization phases. Each phase attempts to apply a series of transformations, each of which consists of a sequence of changes that preserves the semantic behavior of the program while typically improving its efficiency. Many of these optimization phases use and share resources (such as machine registers) and also need specific conditions in the code to be applicable. As a result, optimization phases interact with each other by enabling and disabling opportunities for other phases to be applied. Such interactions between optimization phases have been widely studied in the context of different compilers (with different sets of optimization phases) and different architectures [Whitfield and Soffa 1997; Almagor et al. 2004; Kisuki et al. 1999; Kulkarni et al. 2006a] . Based on such studies, it is now definitively known that phase interaction often causes different orders of applying optimizations phases to produce different output code, with potentially significant performance variation. Therefore, finding the best order of applying optimization phases is important for application areas where developers are willing to wait for longer compilations, such as in high-performance and embedded domains, so that more efficient code can be generated for each application. This challenge is commonly known as the phase ordering problem in compilers. Over 4 decades of research on the phase ordering problem has shown that the problem is difficult since a single order of optimization phases will not produce optimal code for every application [Vegdahl 1982; Whitfield and Soffa 1990; Cooper et al. 1999; Kulkarni et al. 2003; Triantafyllis et al. 2003; Kisuki et al. 1999] . The best order depends on the program being optimized, the manner in which the optimizations are implemented in the compiler, and the characteristics of the target machine.
A naïve solution to the phase ordering problem is to exhaustively evaluate the performance of all possible orderings of optimization phases. This approach requires the resolution of two subproblems, both of which have always been considered infeasible for production-quality compilers. The first subproblem is to exhaustively enumerate all possible orderings of optimization phases. This enumeration is difficult since the phase ordering space has a tendency to quickly become impractical to completely explore in the face of several different optimization phases that are typically present in current compilers, with few restrictions on the ordering of these phases. The second subproblem is to evaluate the performance of all the enumerated orderings to find the best performance. To achieve the desired accuracy, performance evaluation generally requires execution of the application, which is typically much more expensive than simply compiling the code. Many low-end embedded systems are unable to support a full-fledged compilation environment, which implies that the software development activity occurs external to the embedded device [Barr and Massa 2006] . Development activity for such systems often proceeds via simulation instead of native execution [Engblom 2007; Redhat 2004; Virtutech 2008] , which is typically orders of magnitude more expensive. Thus, it is hardly surprising that exhaustive phase order space evaluation over all the optimization phases in a mature compiler has never been successfully accomplished.
In this article, we show that by using various pruning techniques it is possible to exhaustively evaluate all possible orderings of optimization phases for our compiler targeting the ARM processor, and determine the best or optimal performing phase orderings with a very high degree of probability for most of the functions in our benchmark suite. Note that a different compiler with a different or greater set of optimization phases can possibly generate better code than the optimal instance produced by our compiler. Thus, optimal in the context of this work refers to the best code that can be produced by any optimization phase ordering in our compiler (VPO) that applies optimizations on a perfunction basis, using identical parameters for all applications of each phase, on the ARM processor platform, and on the benchmark and input data set considered in our study, and is not meant to imply a universally optimal solution. We describe the techniques we used to prune the phase order search space to generate all possible distinct function instances that can be produced by changing the optimization phase ordering in our compiler, for the vast majority of the functions that we studied. This article also explains our approach of using simple and fast estimation techniques to reduce the number of simulations and yet determine the optimal performing function instance with a high degree of accuracy. We have used various correlation techniques to illustrate that our method of performance estimation is highly accurate for our purposes. Finally, exhaustive evaluation of the phase order space over a large number of functions has given us a large data set, which we have analyzed to determine various properties of the optimization space. Some of these results are presented in this article.
The remainder of this article is organized as follows. In the next section, we review the previous work related to this topic. In Section 3, we give an overview of our compilation framework. In Section 4, we explain our techniques to exploit redundancy in the phase order space, and to reduce the number of 1:4
• P. A. Kulkarni et al. simulations required to determine the performance of all distinct phase orderings. Our implementation of these techniques in the context of our experimental framework is described in Section 5. Our experimental results are presented in Section 6. In Section 7, we use two methods to demonstrate the strong correlation between our estimates of performance and actual simulation cycles. In Section 8, we conduct an analysis of the optimization phase order space and present some interesting results. The final two sections present directions for future work and our conclusions, respectively.
RELATED WORK
As mentioned earlier, optimization phase ordering is a long standing problem in compilers and as such there is a large body of existing research on this topic. An interesting study investigating the decidability of the phase ordering problem in optimizing compilation proved that finding the optimal phase ordering is undecidable in the general schemes of iterative compilation and library generation/optimization [Touati and Barthou 2006] . However, their hypothesis assumes that the set of all possible programs generated by distinct phase orderings is infinite. This hypothesis is rational since optimizations, such as loop unrolling and strip mining [Hewlett-Packard 2000] , can be applied an arbitrary number of times, and can generate as many distinct programs. In practice, however, compilers typically impose a restriction on the number of times such phases can be repeated in a normal optimization sequence. Additionally, most other optimizations are targeted to remove some program inefficiency and/or exploit some architectural feature, which in turn limits the number of times such phases can be active for any application. We explain this point in greater detail in Section 3, where we describe the experimental settings used for the results in this article. Thus, finding the best phase ordering is decidable in most current compilers, albeit very hard.
Strategies to address the phase ordering problem generally pursue one of two paths: a model-driven approach or an empirical approach. A model-driven or analytical approach attempts to determine the properties of optimization phases, and then use some of these properties at compile time to decide what phases to apply and how to apply each phase. Such approaches have minimal overhead since additional profile runs of the application are generally not required. Soffa [1990, 1997] developed a framework based on axiomatic specifications of optimizations. This framework was employed to theoretically list the enabling and disabling interactions between optimizations, which were then used to derive an application order for the optimizations. The main drawback was that in cases where the interactions were ambiguous, it was not possible to automatically determine a good ordering without detailed information about the compiler. Follow-up work on the same topic has seen the use of additional analytical models, including code context and resource (such as cache) models to determine and predict other properties of optimization phases, such as the impact of optimizations ] and the profitability of optimizations [Zhao et al. 2005] . Even after substantial progress, the fact remains that properties of optimization phases, as well as the relations between them are, as yet, poorly understood, and model-driven approaches find it hard to predict the best phase ordering in most cases.
With the growth in computation power, researchers have commonly adopted empirical approaches that use multiple program runs to search for the best phase ordering. Exhaustive evaluation of the entire optimization phase order space has never been successfully attempted prior to our work. Enumerations of search spaces over a small subset of available optimizations have, however, been attempted [Almagor et al. 2004] . This work exhaustively enumerated a 10-of-5 subspace (optimization sequences of length 10 from 5 distinct optimizations) for some small programs. Each of these enumerations typically required several processor months, even for small programs. The researchers found the search spaces to be neither smooth nor convex, making it difficult to predict the best optimization sequence in most cases.
Researchers have also investigated the problem of finding an effective optimization phase sequence by aggressive pruning and/or evaluation of only a portion of the search space. This area has seen the application of commonly employed artificial intelligence search techniques to search the optimization space. Hill climbers [Almagor et al. 2004; Kisuki et al. 2000] , grid-based search algorithms [Bodin et al. 1998 ], as well as genetic algorithms [Cooper et al. 1999; Kulkarni et al. 2003 ] have been used during iterative searches to find optimization phase sequences better than the default one used in their compilers. Most of the results report good performance improvements over their fixed compiler sequence.
In order to tackle the huge optimization phase order search spaces, it is important to find ways to drastically prune these search spaces. A method called optimization-space exploration [Triantafyllis et al. 2003 ], uses static performance estimators to reduce the search time. In order to prune the search space, they limit the number of configurations of optimization-parameter value pairs to those that are likely to contribute to performance improvements. In other attempts to reduce the cost of iterative optimizations, researchers have used predictive modeling and code context information to focus search on the most fruitful areas of the phase order space for the program being compiled for static compilers [Agakov et al. 2006] , as well as for dynamic compilers . In our past research, we used genetic algorithms with aggressive pruning of the search space [Kulkarni et al. 2004; Kulkarni et al. 2005 ] to make searches for effective optimization phase sequences faster and more efficient. During this work, we realized that a significant portion of typical phase order search spaces is redundant because many different orderings of optimization phases produce the same code. This observation was the major motivation for this research.
Studies of using static performance estimations to avoid program executions have also been done previously Wagner et al. 1994; Cooper et al. 2005] . Wagner et al. [1994] presented a number of static performance estimation techniques to determine the relative execution frequency of program regions, and measured their accuracy by comparing them to profiling. They found that, in most cases, static estimators provided sufficient accuracy for their tasks. Knijnenburg et al. [2000] used static models to reduce the number of program executions needed by iterative compilation. Our approach of static performance estimation is most similar to the approach of virtual execution used by Cooper et al. [2005] in their ACME system of compilation. In the ACME system, Cooper et al. [2005] strived to execute the application only once (for the unoptimized code) and then based on the execution counts of the basic blocks in that function instance, and careful analysis of transformations applied by their compiler, determine the dynamic instruction counts for other events, such as function instances. With this approach, ACME has to maintain detailed state, which introduces some amount of additional complexity in the compiler. Despite detailed analysis, in a few cases, ACME is not able to accurately determine the dynamic instruction count due to the types of optimizations been applied, occasionally resulting in small errors in their computation.
EXPERIMENTAL FRAMEWORK
The research in this article uses the Very Portable Optimizer (VPO) [Benitez and Davidson 1988] , which was a part of the DARPA and NSF cosponsored National Compiler Infrastructure project. VPO is a compiler back end that performs all its optimizations on a single low-level intermediate representation called register transfer lists (RTLs). Since VPO uses a single representation, it can apply most analysis and optimization phases repeatedly and in an arbitrary order. VPO compiles and optimizes one function at a time. This is important for the current study since restricting the phase ordering problem to a single function, instead of the entire file, helps to make the optimization phase order space more manageable. VPO has been targeted to produce code for a variety of different architectures. For this study, we used the compiler to generate code for the StrongARM SA-100 processor using Linux as its operating system.
Even though native execution of the benchmarks on the ARM system to measure dynamic runtime performance would be ideal, we were not able to do so due to resource constraints. Mainly, we did not have access to an ARM machine that runs Linux, and which also supports our compilation framework. Secondly, ARM machines are considerably slower than state-of-the-art ×86 machines, so performing hundreds of long-running experiments will require a significant number of custom ARM machines, which was infeasible for us to arrange. Therefore, we used the SimpleScalar set of functional and cycle-accurate simulators [Burger and Austin 1997] for the ARM to get dynamic performance measures. Table I describes each of the 15 optional code-improving phases that we used during our exhaustive exploration of the optimization phase order search space. In addition, VPO also employs two compulsory phases, register assignment and fix entry-exit, that must be performed. Register assignment assigns pseudo registers to hardware registers. 1 In our experiments, VPO implicitly performs register assignment before the first code-improving phase in a sequence that requires it. Fix entry-exit calculates required stack space, local/argument offsets, and generates instructions to manage the activation record of the runtime stack. The compiler applies fix entry-exit after performing the last optional code-improving phase in a sequence. Two other optimizations, merge basic blocks and eliminate empty blocks, were removed from the optional optimization list used for the exhaustive search since these optimizations only change the internal control-flow representation as seen by the compiler, do not touch any instructions, and, thus, do not directly affect the final generated code. These optimizations are now implicitly performed after any transformation that has the potential of enabling them. Finally, after applying fix entry-exit, the compiler also performs predication and instruction scheduling before the final assembly code is produced. These last two optimizations should be performed late in VPO's compilation process, and so are not included in the set of phases used for exhaustive optimization space enumeration.
A few dependences between some optimization phases in VPO makes it illegal for them to be performed at certain points in the optimization sequence. The first restriction is that evaluation order determination can only be performed before register assignment. Evaluation order determination is meant to reduce the number of temporaries that register assignment later allocates to registers. VPO also restricts some optimizations that analyze values in registers, such as loop unrolling, loop strength reduction, induction variable elimination and recurrence elimination, to be performed after register allocation. Many of these phases depend on the detection of basic induction variables, and VPO requires these to be in registers before they are detected. These phases can be performed in any order after register allocation is applied. Register allocation itself can only be effective after instruction selection so that candidate load and store instructions can contain the addresses of arguments or local scalars. Finally, there are a set of phases that require the allocation of registers and must be performed after register assignment.
VPO is a compiler back end. Many other optimizations not performed by VPO, such as loop tiling/interchange, inlining, and some other interprocedural optimizations, are typically performed in a compiler frontend, and so are not present in VPO. We also do not perform ILP (frequent path) optimizations since the ARM architecture, our target for this study, is typically implemented as a single-issue processor and ILP transformations would be less beneficial. In addition, frequent path optimizations require a profile-driven compilation process that would complicate this study. In this study, we are investigating only the phase ordering problem and do not vary parameters for how phases should be applied. For instance, we do not attempt different configurations of loop unrolling, but always apply it with a loop unroll factor of 2, since we are generating code for an embedded processor where code size can be a significant issue.
It is important to realize that all optimization phases in VPO, except loop unrolling, can be successfully applied only a limited number of times. Successful application of each phase depends on the presence of both the program inefficiency targeted by that phase as well as the presence of architectural features required by the phase. Thus, (1) register allocation is limited (in the number of times it can be successfully applied) by the number of live ranges in each function. Loop unrolling is an optimization that can be attempted an arbitrary number of times, and can produce a new function instance every time. We restrict loop unrolling to be attempted only once for each loop. This is similar to the restriction placed on loop unrolling in most compilers. Additionally, optimizations in VPO never undo the changes made by another phase. Even if they did, our approach could handle this since the function instance graph (explained in Section 4) would no longer be a DAG and would contain cycles. Thus, for any function, the number of distinct function instances that can be produced by any possible phase ordering of any (unbounded) length is finite, and exhaustive search to enumerate all function instances should terminate in every case.
Note that some phases in VPO represent multiple optimizations in many compilers. However, there exist compilers, such as GCC, that have a greater number of distinct optimization phases. Unlike VPO, most compilers are much more restrictive regarding the order in which optimizations phases are performed. In addition, the more obscure a phase is, the less likely that it will be successfully applied and affect the search space. For example, it has been reported that only 15 out of 60 possible optimization phases in GCC were included in an earlier work determining Pareto optimization levels in GCC [Hoste and khout 2008] . While one can always claim that additional phases can be added to a compiler or that some phases can be applied with different parameters (e.g., different unroll factors for loop unrolling), completely enumerating the optimization phase order space for the number of phases applied in our compiler has never before been accomplished to the best of our knowledge.
For these experiments, we used a subset of the benchmarks from the MiBench benchmark suite, which are C applications targeting specific areas of the embedded market [Guthaus et al. 2001] . We selected two benchmarks from each of the six categories of applications in MiBench. Table II contains descriptions of these programs. The first two columns in Table II show the benchmarks we selected from each application category in MiBench. The next column displays the number of lines of C source code per program, and the last column in Table II provides a short description of each selected benchmark. VPO compiles and optimizes individual functions at a time. The 12 benchmarks selected contained 1:10
a total of 244 functions, out of which 88 were executed with the input data provided with each benchmark.
APPROACH FOR EXHAUSTIVE EVALUATION OF THE PHASE ORDER SPACE
Complete phase order space evaluation to find the optimal phase ordering for each function would require enumeration and performance measurement of the application code generated by the compiler after applying each possible combination of optimization phases. Both of these tasks, enumeration and performance evaluation, have been generally considered infeasible over the complete phase order space. In the following sections, we will explain our approach, which makes these tasks possible in a reasonable amount of time for most of the functions that we studied.
Exploiting Redundancy in the Phase Order Space
In order to achieve high performance, current compilers typically employ several different optimization phases, with few restrictions on the order of applying these phases. Furthermore, interactions between optimization phases cause some phases to be successful multiple times in the same optimization sequence. The conventional approach for exhaustive phase order enumeration attempts to fix the optimization sequence length, and then compile the program with all possible combinations of optimization phases of the selected length. The complexity of this approach is exponential and clearly intractable for any reasonable sequence length. It is also important to note that any such attempt to enumerate all combinations of optimizations is, in principle, limited by our lack of a priori knowledge of the best sequence length for each function. Interestingly, another method of viewing the phase ordering problem is to enumerate all possible function instances that can be produced by any combination of optimization phases for any possible sequence length. This approach to the same problem clearly makes the solution much more practical because there are far fewer distinct function instances than there are optimization phase orderings, since different orderings can generate the same code. Thus, the challenge now is to find accurate and efficient methods to detect identical function instances produced by distinct phase orderings. Figure 1 illustrates the phase order space for four distinct optimization phases. At the root (level 0), we start with the unoptimized function instance. For level 1, we generate the function instances produced by an optimization sequence length of 1, by applying each optimization phase individually to the base unoptimized function instance. For all other higher levels, optimization phase sequences are generated by appending each optimization phase to all the sequences at the preceding level. Thus, for each level n, we in effect generate all combinations of optimizations of length n. As can be seen from Figure 1 , this space grows exponentially and would very quickly become infeasible to traverse. This exponentially growing search space can often be made tractable without losing any information by using three pruning techniques, which we describe in the next three sections. 4.1.1 Detecting Dormant Phases. The first pruning technique exploits the property that not all optimization phases are successful at all levels and in all positions. We call applied phases active when they produce changes to the program representation. A phase is said to be dormant if it could not find any opportunities to be successful when applied. Detecting dormant phases eliminates entire branches of the tree in Figure 1 . The search space taking this factor into account can be envisioned as shown in Figure 2 . The optimization phases found to be inactive are shown by dotted lines.
Detecting Identical Function Instances.
The second pruning technique relies on the assertion that many different optimizations at various levels produce function instances that are identical to those already encountered at previous levels or those generated by previous sequences at the same level. There are a couple of reasons why different optimization sequences would produce the same code. The first reason is that some optimization phases are inherently independent. For example, the order in which branch chaining and register allocation are performed does not typically affect the final code. These optimizations do not share resources, are mutually complementary, and work on different aspects of the code. Secondly, different optimization phases may produce the same code. One example is illustrated in Figure 3 . Instruction selection merges the effects of instructions and checks to see if the resulting instruction is valid. In this case, the same effect can be produced by constant propagation (part of common subexpression elimination in VPO) followed by dead assignment elimination. Thus, if the current function instance is detected to be identical to some earlier function instance, then it can be safely eliminated from the space of distinct function instances.
Detecting Equivalent Function Instances.
From previous studies, we have realized that it is possible for different function instances to be identical, except for register numbers used in the instructions [Kulkarni et al. 2004; Kulkarni et al. 2005] . This situation can occur since different optimization phases compete for registers. It is also possible that a difference in the order of optimizations may create and/or delete basic blocks in different orders causing them to have different labels. For example, consider the source code in Figure 4 (a). Figures 4(b) and 4(c) show two possible translations given two different orderings of optimization phases that consume registers and modify the control flow. To detect this situation, we perform a remapping of hardware registers for each function instance, and again compare the current instance with all previous instances for a match. Thus, after remapping, code in Figures 4(b) and 4(c) are both transformed to the code in Figure 4 (d). On most machines, which have identical access time for all registers, these two code sequences would have identical performance, and hence the function instances are termed equivalent. We only need to maintain one instance from each group of equivalent function instances, and the rest can be eliminated from the search space.
The effect of different optimization sequences producing identical or equivalent code is to transform the tree structure of the search space, as seen in Figures 1 and 2 , to a directed acyclic graph (DAG) structure, as shown in Figure 5 . By comparing Figures 1, 2 , and 5, it is apparent how these three characteristics of the optimization search space help to make exhaustive search feasible. Note that the optimization phase order space for functions processed by our compiler is acyclic since no phase in VPO undoes the effect of another. However, a cyclic phase order space could also be exhaustively enumerated using our approach, since identical function instances are detected. 
Performance Estimation of Each Distinct Function Instance
Finding the dynamic performance of a function instance requires execution or simulation of the application. Executing the program typically takes considerably longer than it takes the compiler to generate each function instance. Moreover, simulation can be orders of magnitude more expensive than native execution, and is often the only resort for evaluating the performance of applications on embedded processors. Thus, in most cases, the enumerated distinct function instances for each function are still substantial enough to make executing the program for each function instance prohibitively expensive. Thus, in order to find the optimal function instance, it is necessary to reduce the number of program executions, but still be able to accurately estimate dynamic performance for all function instances. In this section, we describe our approach to obtain accurate performance estimates.
In order to reduce the number of executions, we use a technique that is based on the premise that two different function instances with identical control-flow graphs will execute the same basic blocks the same number of times. Our technique is related to the method used by Cooper et al. [2005] in their ACME system of adaptive compilation. However, our adaptations have made the method simpler to implement and more accurate for our tasks. During the exhaustive enumerations, we observed that for any function the compiler only generates a very small number of distinct control-flow paths, that is, multiple distinct function instances have the same basic block control-flow structure. For each such set of function instances, having the same control flow, we execute/simulate the application only once to determine the basic block execution counts for that control-flow structure. For each distinct function instance, we then calculate the number of cycles required to execute each basic block. The dynamic performance of each function instance can then be calculated as the sum of the products of basic block cycles times the block execution frequency over all basic blocks. We call this performance estimate our dynamic frequency measure. For the current study, the basic block cycle count is a static count that takes into account stalls due to pipeline data hazards and resource conflicts, but does not consider order dependent events, such as branch misprediction and memory hierarchy effects. Additionally, we reset all computation resources to be idle at the start of the static cycles calculation for each basic block. Other more advanced measures of static performance, using detailed cache and resource models, can be considered at the cost of increased estimation time. As we will show later in this article, we found our simple estimation method to be sufficiently accurate for our needs on the in-order ARM processor. 
IMPLEMENTATION DETAILS
In this section, we describe some of our implementation details for the techniques described in the previous section to find the optimal function instance by our measure of dynamic performance, with respect to the possible phase orderings in our compiler.
The phase order space can be generated/traversed in either a breadth-first or a depth-first order. Each traversal algorithm has different advantages and drawbacks for our experiments. In both cases, we start with the unoptimized function instance representing the root node of the DAG. Using breadth, first search, nodes in Figure 5 would be generated in the order shown in Figure 6 (a), while depth-first search would generate the nodes in the order shown in Figure 6 (b).
During the search process, we have to compile the same function with thousands of different optimization phase sequences. Generating the function instance for every new optimization sequence involves discarding the previous compiler state (which was produced by the preceding sequence), reading the unoptimized function back from disk, and then applying all the optimizations in the current sequence. We made a simple enhancement to keep a copy of the unoptimized function instance in memory to avoid disk accesses for all optimization sequence evaluations, except the first. Another enhancement we implemented to make the searches faster uses the observation that many different optimization sequences share common prefixes. Thus, for the evaluation of each phase sequence, instead of rolling back to the unoptimized function instance every time, we determine the common prefix between the current sequence and the previous sequence, and only roll back until after the last phase in the common prefix. This technique saves the time that would otherwise have been required to reperform the analysis and optimizations in the common prefix. The number of intermediate function instances we need to store is limited by the depth of the DAG, so this technique does not cause any significant space overhead in practice, but proves to be very time efficient. Table III shows the successful sequences during the generation of the DAG in Figure 5 during both breadth-first and depth-first traversals. Since phases in the common prefix do not need to be reapplied, the highlighted phases in Table III are the only ones which are actually attempted. Depth-first search keeps a stack of previous phase orderings and is typically able to exploit greater redundancy among successive optimization sequences than breadthfirst search. Therefore, to reduce the search time during our experiments, we 
used the depth-first approach to enumerate the optimization phase order search space.
There is, however, a drawback to the depth-first traversal approach. Although a large majority of the functions that we encountered can be exhaustively evaluated in a reasonable amount of time, there are a few functions, with extremely large search spaces, which are intractable even after applying all our pruning methods.It would be beneficial if we could identify such cases before starting the search or early on in the search process so that we do not spend time and resources unnecessarily. This identification is easier to accomplish during the breadth-first traversal as we can see the growth in the search space at each level (refer to Figure 5 ). If the growth in the first few levels is highly exponential and difficult to tame, then we can stop the search on that function and designate that function as too large to exhaustively evaluate. In an earlier study, we used breadth-first search and stopped the search whenever the number of sequences to evaluate at any level grew to more than a million [Kulkarni et al. 2006a] . It is hard to find such a cut-off point during a depth-first traversal. For this study, we stop the exhaustive search on any function if the time required exceeded an approximate limit of 2 weeks. Please note that exhaustive phase order evaluation for most of the functions requires a few minutes or a few hours, with only the largest enumerated functions requiring a few days. Figure 7 illustrates the steps followed during the exhaustive phase order evaluation for each function. We will now briefly describe the implementation details for each step.
Detecting Dormant Phases
There is no phase in our compiler that can be successfully applied more than once consecutively. Therefore, an active phase at one level is not even attempted at the next level. For all other attempted phases, we get feedback from the compiler reporting if the phase was active or dormant. Since dormant phases keep the function unchanged, we do not need to further generate that branch of the search space.
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Detecting Identical Function Instances
A naïve comparison of each newly generated function instance with all previous function instances will be slow and require prohibitive memory space. Therefore, to make the comparisons efficient, we calculate multiple hash values for each function instance and compare the hash values for a match. For each function instance, we store three numbers: a count of the number of instructions, byte-sum of all instructions, and the CRC (cyclic-redundancy code) checksum on the bytes of the RTLs in that function. This approach was also used in our previous studies to detect redundant sequences when applying a genetic algorithm to search for effective phase sequences [Kulkarni et al. 2004; Kulkarni et al. 2005] . CRCs are commonly used to check the validity of data transmitted over a network and have an advantage over conventional checksums in that the order of the bytes of data does affect the result [Peterson and Brown 1961] . CRCs are useful in our case, since function instances that are identical except for different order of instructions will be detected to be distinct. We have verified that when using all the three checks in combination, it is extremely rare (we have never encountered an instance) that distinct function instances would be detected as identical.
Detecting Equivalent Function Instances
To detect equivalent function instances, we map each register and block labelnumber to a different number depending on when it is encountered in the control flow. Note that this mapping is only performed for the checksum calculation and is not used when additional phases are applied. We start scanning the function from the top basic block. Each time a register is first encountered, we map it to a distinct number starting from 1. This register would keep the same mapping throughout the function. is later found in some RTL, then it would be mapped to the remap number existing at that position during the scan. Note that this is different from register remapping of live ranges [Kulkarni et al. 2004; Kulkarni et al. 2005] , and is in fact much more naïve. Although a complete live range register remapping might detect more instances as being equivalent, we recognize that a live-range remapping at intermediate points in an optimization phase sequence would be unsafe as it changes the register pressure, which might affect other optimizations applied later. During this function traversal, we simultaneously remap block labels as well, which also involves mapping the labels used in the actual RTLs. The algorithm for detecting equivalent function instances then proceeds similarly to the earlier approach of detecting identical function instances.
Obtaining Dynamic Performance Measures
As explained in Section 4.2, to determine dynamic performance, we only need to simulate the application for new control flows. Thus, after generating each new function instance, we compare its control-flow structure with all previously encountered control flows. This check compares the number of basic blocks, the position of the blocks in the control-flow graph, the positions of the predecessors and successors of each block, and the relational operator and arguments of each conditional branch instruction. Loop unrolling presents a complication when dealing with loops of single basic blocks. It is possible for loop unrolling to unroll such a loop and change the loop exit condition. Later, if some optimization coalesces the unrolled blocks, then the control flow looks identical to that before unrolling, but due to different loop exit conditions, the block frequencies are actually different. We handle such cases by verifying the loop exit conditions and marking unrolled blocks differently from nonunrolled code. We are unaware of any other control flow changes caused by our set of optimization phases that would be incorrectly detected by our algorithm.
If the check reveals that the control flow of the new function instance has not yet been encountered, then before producing assembly code, the compiler instruments the function with additional instructions using EASE [Davidson and Whalley 1991] . Upon simulation, these added instructions count the number of times each basic block is executed. The functional simulator sim-uop, present in the SimpleScalar simulator toolset [Burger and Austin 1997] is used for the simulations. The dynamic performance for each function instance is estimated by multiplying the number of static cycles calculated for each block with the corresponding block execution counts.
EXPERIMENTAL RESULTS
In this study, we have been able to exhaustively evaluate the phase order space for 234 out of a total of 244 functions over 12 applications selected from the MiBench benchmark suite [Guthaus et al. 2001] . Only 88 out of the 244 total functions were executed when using the input data sets provided with the MiBench benchmarks. Out of the 88 executed functions, we were able to evaluate 79 functions exhaustively. For space reasons, we only present the results for the executed functions in this submission version of the article. Table IV presents the results for the executed enumerated functions. The functions in the table are sorted in descending order by the number of instructions in the unoptimized function instance. The table presents the results only for the top 50 functions in each category, along with the average numbers for the remaining functions. The first three columns in Table IV , namely the number of instructions (Inst), branches (Br), and loops (Lp) in the unoptimized function instance, present some of the static characteristics for each function. These numbers provide a measure of the complexity of each function. As expected, more complex functions tend to have larger search spaces. The next two columns, number of distinct function instances (Fn inst) and the maximum active sequence length (Len), reveal the sizes of the actual and attempted phase order spaces for each function. A maximum optimization sequence length of n gives us an attempted search space of 15 n , where 15 is the number of optimizations present in VPO. The numbers indicate that the median function has an optimization phase order search space of 15 16 . Moreover, the search space can grow to 15 44 (for the function pfx list chk in ispell) in the worst case for the compiler and benchmarks used in this study. Thus, we can see that although the attempted search space is extremely large, the number of distinct function instances is only a tiny fraction of this number. A more important observation is that unlike the attempted space, the number of distinct function instances does not typically increase exponentially as the sequence length increases. This is precisely the redundancy that we are able to exploit in order to make our approach of exhaustive phase order space enumeration feasible.
The number of distinct control flows, presented in the column labeled CF, is more significant for the performance evaluation of the executed functions in our benchmarks. We only need to simulate the application once for each distinct control flow. The relatively small number of distinct control flows as compared to the total number of unique function instances makes it possible to obtain the dynamic performance of the entire search space with only a relatively insignificant compile time overhead. The column labeled CT in Table IV gives an estimate of the compile time required for the exhaustive evaluation of each function on a 64-bit Intel Pentium-D 3.0Ghz processor. Our exhaustive experiments were conducted on five different machines of varying strengths, so we only provide an estimate of the compile time on the granularity of several minutes (M), hours (H), days (D), or weeks (W). As expected, the compile time is directly proportional to the number of instructions, complexity of the control-flow, and the phase order space size of each function. Additionally, for the executed functions, the compile time is also dependent on the number of distinct control-flow paths of the function, since these determine the number of application simulations required to evaluate the performance of all function instances. Please note that the compile time for the undisplayed functions varied from several seconds in most cases to a few minutes.
The next column, labeled Leaf, gives a count of the leaf function instances. These are function instances for which no additional phase is able to make any further changes to the program representation. The small number of leaf function instances imply that even though the enumeration DAG may grow out to be very wide, it generally starts converging towards the end. Leaf instances are an interesting and important subclass of possible function instances. They are the only instances that can be generated by an aggressive compiler like VPO that repetitively apply optimizations until there are no more that can be applied. At the same time, leaf instances generally produce good performance. It is easy to imagine why this is the case, since all optimizations are designed to improve performance, and leaf instances apply all that are possible in some particular ordering. For most of our benchmark functions, at least one leaf function instance is able to reach optimal. Note again that we are defining optimal in this context to be the function instance that results in the best dynamic frequency measures. The set of the next three columns in Table IV , labeled within ?% of opt., reveal that over 18% of all leaf instances, on average, reached optimal, with over 40% of them within 5% of optimal. Additionally, we calculated that for 86% of the functions in our test suite, at least one leaf function instance reached optimal.
We analyzed the few cases for which none of the leaf function instances achieved optimal performance. The most frequent reason we observed that caused such behavior is illustrated in Figure 8 . Figure 8(a) shows a code snippet, which yields the best performance, and 8(b) shows the same part of the code after applying loop-invariant code motion. r [0] and r[1] are passed as arguments to both of the called functions. Thus, it can be seen from Figure 8 (b) that loop-invariant code motion moves the invariant calculation, r[4]+28, out of the loop, replacing it with a register to register move, as it is designed to do. But later, the compiler is not able to collapse the reference by copy propagation because it is passed as an argument to a function. The implementation of loop-invariant code motion in VPO is not robust enough to detect that the code will not be further improved. In most cases, this situation will not have a big impact, unless this loop does not typically execute many iterations. It is also possible that loop-invariant code motion may move an invariant calculation out of a loop that is never entered during execution. In such cases, no leaf function instance is able to achieve the best dynamic performance results.
The last two columns in Table IV compare the performance of the conventional (batch) compiler and the worst performing leaf function instance with the function instance(s) having the optimal ordering. The conventional VPO compiler iteratively applies optimization phases until there are no additional changes made to the program by any phase. As a result, the fixed (batch) sequence in VPO always results in a leaf function instance. In contrast, many other compilers (including GCC) cannot do this effectively, since it is difficult to reorder optimization phases in these compilers. The fixed batch optimization sequence in VPO has been tuned over several years. The maturity of VPO is responsible for the batch sequence finding the optimal function instance for 33 of the 79 executed functions. However, despite this aggressive baseline, the batch compiler produces code that is 4.8% worse than optimal, on average. The worst-performing leaf function instance can potentially be over 65% worse than optimal, on average. Table V displays the static features of the functions that we were unable to exhaustively enumerate according to our stopping criteria. As explained earlier, we terminate the exhaustive evaluation for any function when the time required for the algorithm exceeds 2 weeks. Out of the 244 possible functions, we were unable to exhaustively evaluate only 10 of those functions. It is difficult to identify one property of each function that leads to such uncontrollable growth in the phase order space. Instead, we believe that some combination of the high number of loops, greater loop nesting depths, branches, number of instructions, as well as the instruction mix are responsible for the greater phase order space size.
CORRELATION BETWEEN DYNAMIC FREQUENCY MEASURES AND PROCESSOR CYCLES
Even after pruning the optimization phase order search space, evaluating the performance of all distinct function instances using simulation is prohibitively expensive. Therefore, we used a measure of estimated performance based partly on static function properties. Our performance estimate accounts for stalls resulting from pipeline data hazards, but does not consider other penalties encountered during execution, such as branch misprediction and cache miss penalties. Despite the potential loss in accuracy, we expect our measure of performance to be sufficient for achieving our goal of finding the optimal phase ordering with only a handful of program simulations. Our expectation is especially true for embedded applications. Unlike general-purpose processors, the cycles obtained from a simulator can often be very close to executed cycles on an embedded processor since these processors may have simpler hardware and no operating system. For similar reasons, dynamic frequency measures on embedded processors will also have a much closer correlation to simulated cycles, than for general-purpose processors. Indeed, in the next section, we perform some studies to show that there is a strong correlation between dynamic frequencies and simulator cycles. Even though our measure of dynamic frequencies do not exactly match the simulator cycles, we believe that this issue is less critical. An exact match is less important since we are mainly interested in sorting the function instances according to their performance, and in particular in determining the best function instance. A strong correlation between dynamic frequencies and simulator cycles allows us to achieve that objective.
Complete Function Correlation
The SimpleScalar simulator toolset [Burger and Austin 1997] includes many different simulators intended for different tasks. For these experiments, we used SimpleScalar's cycle-accurate simulator, sim-outorder, modified to measure cycles only for the function of interest. This enhancement makes the simulations faster, since most of the application is simulated using the faster functional simulation mode. We have verified that our modification did not cause any noticeable performance deviation [Kulkarni et al. 2006b ]. Clearly, simulating the application for all function instances in every function is very time-consuming, as compared to simulating the program only on encountering new control-flows. Therefore, we have simulated all instances of only a single function completely to provide an illustration of the close correlation between processor cycles and our estimate of dynamic frequency counts. Figure 9 shows this correlation for all the function instances for the init search function in the benchmark stringsearch. This function was chosen mainly because it is relatively small but still has a sufficient number of distinct function instances to provide a good example. All the performance numbers in Figure 9 are sorted on the basis of dynamic frequency counts. Thus, we can see that our estimate of dynamic frequency counts closely follows the processor cycles most of the time. It is also seen that the correlation gets better as the function is better optimized. We believe that this improvement in correlation may be due to the reduction in memory accesses after optimizations, such as register allocation, in turn reducing the number of cache misses, the penalty for which we did not consider during our performance estimates. The improved correlation for optimized function instances is important, since the best function instance will generally reside in this portion of the phase ordering space. The excellent correlation between dynamic frequency estimates and simulator cycles for the optimized function instances allows us to predict the function instances with good/optimal cycle counts with a high level of confidence. Figure 10 shows the distribution of the dynamic frequency counts as compared to the optimal counts for all distinct function instances, averaged over all 79 executed functions. From this figure, we can see that the performance of the leaf function instances is typically very close to the optimal performance, and that leaf instances comprise a significant portion of optimal function instances, as determined by the dynamic frequency counts. From the discussion in Section 6, we know that for more than 86% of the functions in our benchmark suite there was at least one leaf function instance that achieved the optimal dynamic frequency counts.
Correlation for Leaf Function Instances
Since the leaf function instances achieve good performance across all our functions, it is worthwhile to concentrate our correlation study on leaf function instances. These experiments require hundreds of program simulations, which are very time consuming. So, we have restricted this study to only one application from each of the six categories of MiBench benchmarks. For all the executed function from the six selected benchmarks, we get simulator cycle counts for only the leaf function instances and compare these values to our dynamic frequency counts. In this section, we show the correlation between dynamic frequency counts and simulator cycle counts for only the leaf function instances for all executed functions over six different applications in our benchmark suite.
The correlation between dynamic frequency counts and processor cycles can be illustrated by various techniques. A common method of showing the relationships between variables (data sets) is by calculating Pearson's correlation coefficient for the two variables [Weisstein 2006 ]. The Pearson's correlation coefficient can be calculated by using the formula:
In Equation 1, x and y correspond to the two variables, which in our case are the dynamic frequency counts and simulator cycles, respectively. Pearson's coefficient measures the strength and direction of a linear relationship between two variables. Positive values of Pcorr in Equation 1 indicate a relationship between x and y such that as values for x increase, values of y also increase. The closer the value of Pcorr is to 1, the stronger is the linear correlation between the two variables.
It is also worthwhile to study how close the processor cycle count for the function instance that achieves the best dynamic measure is to the best overall cycle count over all the leaf function instances. To calculate this measure, we first find the best-performing function instance(s) for dynamic frequency counts and obtain the corresponding simulator cycle count for that instance. In cases where multiple function instances provide the same best dynamic frequency count, we obtain the cycle counts for each of these function instances and only keep the best cycle count amongst them. We then obtain the simulator cycle counts for all leaf function instances and find the best cycle count in this set. We then calculate the following ratio for each function: Lcorr = best overall cycle count cycle count for best dynamic freq count
The closer the value of Equation 2 comes to 1, the closer is our estimate of optimal by dynamic frequency counts to the optimal by simulator cycles. Table VI lists our correlation results for the leaf function instances over all studied functions in our benchmarks. The column, labeled Pcorr provides the Pearson's correlation coefficient according to Equation 1. An average correlation coefficient value of 0.96 implies that there is excellent correspondence between dynamic frequency counts and cycles. The next column shows the value of Lcorr calculated by Equation 2. The following column gives the number of distinct leaf function instances, which have the same best dynamic frequency counts. These two numbers in combination indicate that an average simulator cycle performance of Lcorr can be reached by simulating only nLf number of the best leaf function instances, as determined by our estimate of dynamic frequency measure. Thus, it can be seen that an average performance within 2% of the optimal simulator cycle performance can be reached by simulating, on average, less than five good function instances having the best dynamic frequency measure. The next two columns show the same measure of Lcorr by Equation 2, but instead of considering only the best leaf instances for dynamic frequency Pcorr -Pearson's correlation coefficient, Lcorr -ratio of cycles for dynamic frequency to best overall cycles (0% -optimal, 1% -within 1 percent of optimal frequency counts), Diff -ratio for Lcorr, nLf -number of leaves achieving the specified dynamic performance counts, they consider all leaf instances, which come within 1% of the best dynamic frequency estimate. This allows us to reach within 0.4% of the optimal performance, on average, by performing only 21 program simulations per function. In effect, we can use our dynamic frequency measure to prune most of the instances that are very unlikely to achieve the fewest simulated cycles. The conclusions of this study are limited, since we only considered leaf function instances. It would not be feasible to get cycle counts for all function instances over all functions. Despite this restriction, the results are interesting and noteworthy since they show that a combination of static and dynamic estimates of performance can predict pure dynamic performance with a high degree of accuracy. This result also leads to the observation that we should typically need to simulate only a very small percentage of the best performing function instances, as indicated by dynamic frequency counts, to obtain the optimal function instance by simulator cycles. As a final point, it should be noted that although our simple estimation technique is seen to work well on our simple ARM processor, it may not perform as well on more complicated architectures, and in such cases other more detailed estimation techniques should be explored.
ANALYSIS OF THE PHASE ORDER SPACE
Exhaustive evaluation of the phase order space for a large number of functions has provided us with a huge data-set, which we have analyzed to determine some interesting properties of the optimization phase order space. In this section, we will describe some of the characteristics of the optimization phase order space.
Statically Predicting Optimization Phase Order Space Size
Out of the 244 functions from the MiBench benchmark suite, we were able to completely enumerate the phase order space for 234 of these functions. Although we were unable to exhaustively enumerate the space for the remaining 10 functions, we still had to spend considerable time and resources for their partial search space evaluation before realizing that their function complexity was greater that the capability of our current space pruning techniques to contain the space growth. For such cases, it would be very helpful if we could a priori determine the complexity of the function and estimate the size of the search space statically. This estimation is, however, very hard to achieve. The growth in the phase order space is dependent on various factors such as the number of conditional and unconditional transfers of control, loops, and loop nesting depths, as well as the number of instructions and instruction mix in the function.
We attempted to quantify the function complexity based on static function features such as branches, loops, and number of instructions. All transfers of control are assigned a unit value. Loops at the outermost level are assigned a weight of 5 units. All successive loop nesting levels are weighted two times the weight of the preceding loop level. Functions with the same weight are sorted based on the number of instructions in the unoptimized function instance. The 10 unevaluated functions are assumed to have 3,000,000 distinct function instances, which is more than the number of instances for any function in our set of evaluated functions. Figure 11 shows the distribution of the number of distinct function instances for each function as compared to its assigned complexity weight. Figure 11 shows a marked increase in the number of distinct function instances with increase in the assigned complexity weights. A significant oscillation of values in the graph reconfirms the fact that it is difficult to accurately predict function phase order space size based on static function features. It is, however, interesting to note that out of the 10 unevaluated functions, 5 are detected to have the highest complexity, with 8 of them within the top 13 complexity values. Thus, a static complexity measure can often aid the compiler in effectively prioritizing the functions for exhaustively evaluating the phase order space.
Redundancy Found by Each Space Pruning Technique
As described in Section 4.1, we employ three techniques to exploit redundancy in the optimization phase order space: detecting dormant phases, detecting identical function instances, and detecting equivalent function instances. The attempted search space for any function in our compiler with 15 optimization phases is 15 n , where n is the maximum active sequence length for that function. The length of the longest active sequence for various executed functions is listed in Table IV . As explained earlier, phases that are unsuccessful in changing the function when applied are called dormant phases. Eliminating the dormant phases from the attempted space results in the active search space. Thus, the active search space only consists of phases that are active, that is, successful in changing the program representation when attempted. Figure 12 shows the ratio of the active search space to the attempted search space sorted by different sequence lengths. The comparison of the active space to the attempted space, plotted on a logarithmic scale in Figure 12 , shows that the ratio is extremely small, particularly for functions with larger sequence lengths. Figure 13 shows the average number of function instances in the active space for each maximum active sequence length. These two figures show the drastic reduction in attempted search space that is typically obtained by detecting and eliminating dormant phases from the search space.
The remaining pruning techniques find even more redundancy in the active search space. These pruning techniques detect identical and equivalent function instances, which causes different branches of the active search space tree to merge together. Thus, the active search space tree is converted into a DAG. Figure 14 shows the average ratio of the number of distinct function instances to the number of nodes in the active search space tree. Thus, this figure illustrates the redundancy eliminated by detecting identical and equivalent function instances. The fraction of the tree of function instances that is distinct and represented as a DAG decreases as the active sequence length increases. This property of exponential increase in the amount of redundancy detected by our pruning techniques as sequence lengths are increased is critical for exhaustively exploring the search spaces for larger functions.
Performance Comparison with Optimal
Figure 15(a) shows the distribution of the dynamic frequency count performances of all function instances as compared to the optimal performance. Figure 15 (b) illustrates a similar distribution over only the leaf function instances. For both of these graphs, the numbers have been averaged over all the 79 executed functions in our benchmark suite. Function instances that are over 100% worse than optimal are not plotted. On average, 22.27% of total function instances and 4.70% of leaf instances fall in this category. Figure 15 (a) rates the performances of all function instances, even the unoptimized and partially optimized instances. As a result, very few instances compare well with optimal. We expect leaf instances to perform better, since these are fully optimized function instances that cannot be improved upon by any additional optimizations. Accordingly, over 18% of leaf instances on average yield optimal performance. Also, a significant number of leaf function instances are seen to perform very close to optimal. This is an important result, which can be used to seed heuristic algorithms, such as genetic algorithms, with leaf function instances to induce them to find better phase orderings faster.
• P. A. Kulkarni et al. Figure 16 illustrates the maximum number of times each phase is active during the exhaustive phase order evaluation over all studied functions. The order of the boxes in the legend in Figure 16 corresponds to the order of the phases plotted in the graph, which is also the order in which the phases are described in Table I . Functions with the same maximum sequence length are grouped together, and the maximum phase repetition number of the entire group is plotted. The functions in the figure are sorted on the basis of the maximum sequence length for that function. The optimization phases in Figure 16 are labeled by the codes assigned to each phase in Table I .
Optimization Phase Repetition
Common subexpression elimination(c) and instruction selection(s) are the phases that are typically active most often in each sequence. These phases clean up the code after many other optimizations, and hence are frequently enabled by other phases. For example, instruction selection(s) is required to be performed before register allocation(k) so that candidate load and store instructions can contain the addresses of arguments or local scalars. However, after allocating locals to registers, register allocation(k) creates many additional opportunities for instruction selection(s) to combine instructions. Forfunctions with loops, loop transformations(l) may also be active several times due to freeing up of registers, or suitable changes to the instruction patterns by other intertwining optimizations. Most of the branch optimizations, such as branch chaining(b), branch reversal(r), block reordering(i), and useless jump removal(u), are not typically enabled by any other optimizations, and so are active at most once or twice during each optimization sequence. As mentioned, loop unrolling was restricted to be active, at most, once in each sequence.
Analyzing the Best Optimization Sequences
A big motivation for this research is to analyze the optimization sequences resulting in good performance to determine recurring patterns of optimization phases in such sequences. Such analysis can help compiler writers to come up with good phase orderings for conventional compilers. However, any such analysis is made difficult by the sheer number of good optimization sequences. Figure 17 shows the number of active phase orderings achieving optimal performance for all 79 executed functions. Note that the number of best active phase orderings is plotted on a logarithmic scale along the Y-axis in Figure 17 . The functions in this figure are sorted from left to right in the order of decreasing number of instructions in the unoptimized version of the function. Figure 18 plots the percentage of optimal phase orderings among all possible active phase orderings for the functions shown in Figure 17 . This graph also uses a logarithmic scale to plot the percentages along the Y-axis. This Fig. 19 . Number of active sequences that produced an optimal function instance for multiple functions.
figure again reiterates that the total number of active phase orderings for each function can be many orders of magnitude greater than the number of distinct function instances. Consequently, the number of active phase orderings resulting in the best performance is extremely large as well. An interesting trend that can be easily noticed is that this ratio tends to be very small for the larger functions, while a significant percentage of active phase orderings for the smaller functions are in fact optimal. Figure 19 displays the number of active sequences that generated an optimal function instance for multiple functions. For each phase ordering that generated an optimal function instance for one function, we applied that ordering on all 78 other executed functions and compared the resulting performance with the best performance for the corresponding function.
2 Thus, we can see that no single phase ordering produced the best performance for more than 33 (out of 79) distinct executed functions. As mentioned earlier, the batch VPO compiler also reaches optimal performance for 33 functions. However, note that the sequence applied by the current batch compiler is much more aggressive. Applying optimization phases in a loop until there are no more program changes allows the batch compiler to generate different phase sequences for different functions depending on correspondingly different active phases. More detailed analysis of the characteristics of good phase orderings is very interesting future work that we plan to pursue.
Effectiveness of Heuristic Approaches to Address Phase Ordering
In some earlier work, we performed a study to determine the effectiveness of popular heuristic approaches, in particular genetic algorithms, in finding good per-function optimization sequences efficiently [Kulkarni et al. 2006b ]. Since we now know the optimal function instance for each function, our study was the first to determine how close the solutions provided by heuristic algorithms come to the performance provided by the optimal function instance in each case. We found that a basic genetic algorithm is able to quickly converge to its solution in only a few generations in most cases. At the same time, the performance of the delivered function instance is often very close to our optimal solution, with a performance difference of only 0.51%, on average. Even more interesting, we were able to extract information regarding the enabling and disabling interaction between optimization phases from the data provided by our exhaustive phase order exploration runs. We used the phase enable/disable interaction information to modify the baseline genetic algorithm so that it is now able to find the optimal performing function instance in all but one cases, resulting in a performance difference of only 0.02%, on average.
We, along with some other researchers, have also compared the performance and efficiency of several different heuristic approaches to address optimization phase ordering [Kulkarni et al. 2007; Almagor et al. 2004] . The conclusions suggest that most heuristic approaches yield comparable performance and efficiency, with more mature approaches based on genetic algorithms, simulated annealing, or hill climbing generally performing much better than a random sampling of the optimization phase order space. We have avoided furnishing detailed analysis of such comparative studies in the current article, since the earlier publications provide good references.
FUTURE WORK
To our knowledge, this work is the first successful attempt at exhaustive optimization phase order space evaluation over all the optimization phases in a mature compiler, and as such has opened up many interesting avenues for future research. We have planned a variety of enhancements to this work. First, we would like to examine methods to speed up the enumeration algorithm. The phase order space can be reduced by changing the implementation of some compiler analysis and optimizations, so that false dependences due to incomplete analysis are no longer present. Phase interaction information can be used to merge phases into mutually independent groups, to reduce the number of effective optimizations during the enumeration process. Remapping of register numbers can also be employed to detect greater equivalence between function instances. Second, we plan to develop additional techniques to further reduce the number of simulations required during exhaustive evaluations. Such reductions can be achieved by unambiguous and accurate prediction of block execution frequencies. We would also need to develop very different techniques to estimate performance for architectures where our measure of dynamic frequency counts does not correlate well with processor cycles. Third, we plan to work on parallelizing our exhaustive enumeration algorithm to make this approach more practical.
We have shown that exhaustive information regarding the optimization phase order space and phase interaction can be used to improve nonexhaustive searches of the phase order space. We plan to continue our work in this area to make heuristic approaches to address optimization phase ordering more widely acceptable. A broader aim of this work is to gain additional insight into the phase ordering problem in order to improve conventional compilation in general. We believe that a priori generation of program specific optimization phase sequences, achieving optimal or near optimal performance, may be possible after a more thorough knowledge of the phase interactions within themselves, as well as with features of the program, such as loops and branches.
CONCLUSIONS
The compiler phase ordering problem has been a difficult issue to systematically address, and has found widespread attention by the compiler community over the past several decades. Until now, it was assumed that the optimization phase order space is too large to exhaustively enumerate on acceptable benchmarks, using all the phases in a mature compiler. In this article, we have effectively solved the phase ordering problem for VPO on the ARM platform, and for the benchmark and input data set studied in this work. The problem required solutions to two related subproblems. The first subproblem is enumerating the phase order space for each function. This enumeration was made possible by detecting which phases were active and whether or not the generated code was unique, making the actual optimization phase order space orders of magnitude smaller than the attempted space. The other subproblem is to determine the dynamic performance of all the enumerated function instances for each function in order to find the optimal solution. We have demonstrated how we can use properties of the phase order space to drastically reduce the number of simulations required to efficiently and accurately estimate performance for all distinct function instances. We further showed that our estimate of performance bears excellent correlation with simulator cycles in our experimental environment. Our results show that we have been able to completely evaluate the phase order space for 234 out of the 244 functions in our benchmark suite. Our correlation numbers further show that we can obtain performance very close to optimal by performing a very small number of simulations per function. We have also analyzed the phase order space to identify interesting properties, which may prove helpful for many other related issues in compilers.
ADDITIONAL INFORMATION
Instructions regarding downloading the proper version of the VPO compiler to reproduce these results, links to download the MiBench benchmarks, and other relevant information is provided at the following Web page: http://www.ittc.ku.edu/∼kulkarni/research/taco08/taco08.html
