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In this letter we present an analytic method for calculating the transition probability between
two random Gaussian matrices with given eigenvalue spectra in the context of Dyson Brownian
motion. We show that in the Coulomb gas language, in large N limit, memory of the initial state
is preserved in the form of a universal linear potential acting on the eigenvalues. We compute the
likelihood of any given transition as a function of time, showing that as memory of the initial state
is lost, transition probabilities converge to those of the static ensemble.
I. Introduction Since its inception, Random Matrix
Theory (RMT) has proved a useful tool in the study of
a variety of physical systems: from quantum mechanics
to nuclear physics, from condensed matter to the string
landscape, to name only a few. Beyond physics RMT
has been used to describe the behaviour of correlation
matrices wherever datasets at large-N appear (including
in recent years in areas like image analysis, genomics,
epidemiology, engineering, economics and finance, for re-
views see e.g. [1, 2]). The vast scope of these applications
stems from the emergent simplicity of systems with many
degrees of freedom and non-trivial interactions: it is of-
ten the case that the generic properties of such complex
systems are independent of the finer details, being in-
stead determined by simpler structures. In the past RMT
techniques developed in the study of a particular prob-
lem have provided valuable insights in the study of com-
pletely distinct physical systems. It is with this in mind
that we present in this letter a new result that originated
by applying Dyson Brownian motion (DBM) to Gaus-
sian ensembles in the context of the string landscape and
cosmic inflation [3], but that is general in RMT.
Some of the most common and useful applications of
RMT are related to properties of the eigenvalue spec-
trum of a given matrix ensemble. Properties like the dis-
tribution of spacings between adjacent eigenvalues or the
probability of occurrence of certain eigenvalue spectra are
widely studied in the literature. Such questions can of-
ten be addressed by studying the appropriate probability
density function (pdf), specially in the case of classical
ensembles like the Gaussian/Wigner or Wishart where
such a pdf is known.
A crucial intuitive insight in the study of ensembles
for which the pdf is known was provided by Dyson, who
first related the pdf for a given matrix ensemble with the
partition function for a gas of charged particles moving
on the real line, subject to forces derived from the pdf.
This interpretation is often called the Coulomb gas pic-
ture, and in it each eigenvalue configuration corresponds
to a distinct thermodynamical equilibrium state to which
one can assign an occurrence probability according to the
pdf. In this framework there is neither a notion of time
nor evolution between different states. Acquiring an an-
alytic description of time-dependence of e.g. the eigen-
value density and related quantities under the process
of DBM from non-equilibrium initial conditions is highly
desirable in view of their importance for many large-N
random systems beyond theoretical physics.
II. Dyson Brownian Motion Time dependence can
be introduced in RMT by postulating that the matrices
are undergoing Brownian motion according to Mij(s +
δs) = Mij(s) + δMij , where the variations have the fol-
lowing statistical properties [5]
〈δMij〉 = −Mij δs
σ2f
, (1)
〈(δMij)2〉 = (1 + δij) δs
βf
. (2)
Here s plays the role of time (though it is not necessarily
related to physical time and its meaning will depend on
the problem in question), σ2 is the variance of the distri-
bution from which the entries of M are drawn, which we
choose to be σ2 = a/N , f is a friction coefficient and β is
the “temperature” of the gas: β = {1, 2, 4} for the Gaus-
sian orthogonal (GOE), unitary (GUE) and symplectic
(GSE) ensembles respectively.
The transition probability between an initial state ma-
trix M0 and a final state M in a Wigner ensemble can be
found by integrating the pdf [4]
dP = C exp
{
− β
2σ2(1− q2)Tr[(M − qM0)
2]
}
dMij ,
(3)
which is a solution to a Fokker-Planck equation de-
scribing the matrix Brownian motion. In (3) q is
a reparametrization of the time coordinate s, q ≡
exp(− sσ2f ) and C is an overall normalisation constant,
ensuring that the probabilities are always smaller than
unity. The aim of this letter is to present an analytic
method to estimate the transition probability, in a gen-
eralisation of the time-independent method of [6, 7].
III. Path integral representation of DBM In
the Coulomb gas picture, from the pdf of Eq. (3) one
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2can derive the Hamiltonian
H(λ) =− β
2
N∑
i=1
{
λ2i
σ2(1− q2) −
2qλiM
ii
0
σ2(1− q2)
}
+
+
β
2
∑
i6=j
ln |λi − λj | ,
(4)
from which one reads the forces acting on the charged
particles. The transition probabilities in the Brownian
motion model are therefore determined by the interplay
between a quadratic self-interaction, a logarithmic mu-
tual repulsion (both present also in the static ensemble
albeit here they have q-dependent magnitudes) and a lin-
ear potential. This last contribution describes the way
the system preserves the memory of its initial configura-
tion M0, since the strength of the linear potential acting
on the i-th eigenvalue λi is set by the corresponding di-
agonal entry of M0.
In order to make progress one must reduce the number
of variables in the problem by approximating the different
linear potentials acting on the λi by a single universal
potential: M0ii = m, ∀ i = [1, N ]. It seems natural to
choose m to be the mean diagonal entry of M0, which is
given by the mean eigenvalue of M0 since
m =
1
N
N∑
i=1
M0ii =
1
N
tr[M0] = 〈λM0〉 . (5)
This universal potential approximation is necessary in or-
der to find a simple analytical estimate for the transition
probability, and we’ll see it captures the behaviour of the
system away from the immediate vicinity of the initial
point. Furthermore we note that there is a one-to-one
correspondence between the smallest eigenvalue of M0
and its mean eigenvalue 〈λM0〉, so even though some in-
formation about the initial state is lost, by specifying the
mean force, in the large N limit, one uniquely identifies
the initial eigenvalue spectrum.
With this simplification in place one can proceed along
the lines of [6, 7] and write the Hamiltonian of Eq. (4) in
terms of the empirical eigenvalue density function ρ(λ)
ρ(λ) =
1
N
N∑
i=1
δ(λ− λi) , (6)
determine ρ(λ) that minimises the ”energy” of the sys-
tem and subsequently approximate the integral by the
maximum of the integrand.
Pulling out the overall constant factors and introduc-
ing a Lagrange multiplier α to ensure the correct normal-
isation of the density function one defines
Σ[ρ] =
1
2a˜
∫
λ2 ρ(λ) dλ+
b
2a˜
∫
λ ρ(λ) dλ (7)
−1
2
∫
ln |λ− λ˜|ρ(λ)ρ(λ˜) dλ dλ˜+ α
{∫
dλ ρ(λ)− 1
}
to leading order in N . In Eq. (8) we have introduced the
shorthand notation a˜ ≡ a(1− q2), b ≡ −2qm.
IV. Saddle point evaluation Transition probabil-
ities are now computed as functional integrals over the
space of suitably normalised eigenvalue density functions
P ∝
∫
exp
{−βN2Σ[ρ]} d[ρ] dα (8)
and are dominated by the eigenvalue configuration ρc(λ)
that minimises the energy Σ of the system:
dΣ
dρ
∣∣∣
ρc
= 0⇔ λ
2
2a˜
+
bλ
2a˜
−
∫
dλ˜ ρc(λ˜) log |λ− λ˜|+ α = 0.
(9)
Differentiating Eq. (9) w.r.t. λ one finds the following
integral equation for ρc(λ) :
λ
a˜
+
b
2a˜
= P
∫ ∞
ζ
dλ˜
ρc(λ˜)
λ− λ˜ , (10)
where P stands for the Cauchy’s principal value of the
otherwise ill-defined integral. Solving integral equations
of the type of (10) is in general non-trivial, however in
this case, a simple shift of the integration variables (x˜ ≡
λ˜ − ζ , x ≡ λ − ζ) recasts Eq. (10) in a form where one
can use Tricomi’s theorem [8] to find the time dependent
eigenvalue density function
ρc(x) =
1
2pia˜
√
L− x
x
[L+2(x+ζ+b/2)] , x ∈ [0, L] (11)
that minimises the ”energy” of the eigenvalue system at
a given time q. Note that ρc(x) vanishes outside the
interval. The parameter L defines the domain of ρc and
is determined by imposing the proper normalisation of
the density function
∫ L
0
ρc dx = 1 :
L =
2
3
[
−(ζ + b/2) +
√
6a˜+ (ζ + b/2)2
]
. (12)
The minimal energy of the system is promptly found
to be
Σ[ρc] =
ζ2 + b ζ
4a˜2
+
1
4a˜
∫
λ2 ρc(λ) dλ+
b
4a˜
∫
ρc(λ) λ dλ
−1
2
∫
dλ˜ ln |ζ − λ˜| ρc(λ˜) , (13)
where the integrals are to be performed over the interval
[ζ, L+ ζ]. Since ρc is a density function it must be posi-
tive definite over its domain, in particular one must have
ρc(x = 0) > 0, which implies that the Eq. (13) is valid
as long as
ζ > −
√
2a˜− b
2
≡ ζedge. (14)
Should the above bound be violated, the energy of the
system is instead given by
Σ[ζ < ζedge] = Σ[ζedge]. (15)
3Figure 1. Transition probabilities towards a positive-definite
matrix from two distinct initial states. Points with error bars
correspond to numerical integration of the pdf, lines corre-
spond to the analytical estimate using the rate function of
Eq. (17).
Note that in the case of the static ensemble (q = 0,
b = 0, a˜ = a) this corresponds to looking for matrices
with ∀ λ > ζ > ζedge = −
√
2a, i.e. with all eigenval-
ues larger than the left edge of the Wigner semi-circle.
These configurations have the same energy as the Wigner
semi-circle.
V. Time-dependent transition probability - the
rate function To leading order in N the transition
probability is given by
P (M(s),M0) = exp
{−βN2(Σ[ζ]− Σ[ζedge])} , (16)
where the subtraction of Σ[ζedge] is necessary for the cor-
rect normalisation of the transition probability. Equa-
tion (16) prompts us to define the rate function Ψ(ζ˜) ≡
Σ[ζ]− Σ[ζedge] which in light of Eq. (13) can be written
as
Ψ(ζ˜) =
1
108a˜2
{
36a˜ζ˜2 − ζ˜4 + (15a˜ζ˜ + ζ˜3)
√
6a˜+ ζ˜2+
+27a˜2
[
ln(72a˜)− 2 ln(2(
√
6a˜− ζ˜ − ζ˜))
]}
(17)
with ζ˜ ≡ ζ + b/2, such that the transition probabilities
are given, to leading order, as
P (M(s),M0) = exp
[
−βN2Ψ(ζ˜) +O(N)
]
. (18)
In Fig. 1 we plot the evolution of the probability
corresponding of transitions to a positive definite ma-
trix (M : ∀ λ > 0) from two different initial states:
MA0 : ∀ λ > 1 and MB0 : ∀ λ > −1. Points with error
bars correspond to data obtained by numerical integra-
tion of Eq. (3), while lines denote the analytical result
of Eqs. (17) and (18), both assuming a universal linear
potential. The transition MA0 → M corresponds to re-
laxation of the system towards a configuration with less
Figure 2. Transition probability estimates (see main text for
details). The dashed lines corresponds to the saddle point
approximation to the pdf integration with a universal linear
potential; points correspond to matrix DBM according to Eqs.
(1)-(2). The top panel shows the q−dependence of the transi-
tion probability, while the bottom shows the evolution of the
ratio between the analytical estimate and the actual DBM
behaviour.
”energy” and therefore one sees that in the first correla-
tion length (0.37 < q < 1) it is very likely to take place,
P ∼ 1, after which point it decays exponentially with q.
The case MB0 →M corresponds to a transition in the di-
rection opposite to the natural relaxation of the system,
and therefore one expects the corresponding probability
to decrease very rapidly with q. In both cases the end
point of the evolution at future infinity, q = 0, when
all memory of the initial configuration has been lost, is
given by the probability of drawing the matrix M from
the static ensemble. This asymptotic result at q → 0 was
first estimated in [6, 7] by a saddle point computation
analogous to the one performed here. We conclude that,
under the approximation of a universal linear potential,
the saddle point method constitutes a good approxima-
tion to the integration of the pdf. It remains to be seen
how this approximation fares when compared against nu-
merically generated DBM data, following from Eqs. (1)
and (2).
In Fig. 2 we evaluate the validity of the universal lin-
ear potential approximation by comparing the analyti-
cal estimate (lines) with numerical DBM data (points).
We choose initial spectra M0 : ∀ λ > 0 and look
4for fluctuations to spectra M(s) : ∀ λ > ζ, with
ζ = {−1,−0.75,−0.5,−0.25, 0} in the GUE (β = 2) for
N = 5 1. We see that the analytical estimates always fall
within the order of magnitude of the numerical results
after one correlation length q < e−1 ∼ 0.37. Note that in
the regime 0 < q < e−1 the transition probability is vary-
ing significantly and that in this range the precision of
our approximation is at the level of best analytical meth-
ods available for the static ensemble (which are captured
in the q → 0 limit Fig. 2) [6, 7].
In fact the results of the saddle point computation, the
time-dependent fluctuated eigenvalue density Eq. (11)
and the time-dependent rate function Eq. (17), allow us
now to provide a more detailed analytical justification
of the single linear-potential approximation and the uni-
versal Ψ(q) = Ψ(0) − O(q) , q . e−1 behaviour of the
rate function. For this purpose, we look at the regime
where the initial conditions are provided by spectra with
eigenvalues larger ζi = −2 + , while selecting for final
spectra with all eigenvalues larger than ζf = −2 + δ. We
can now expand the rate function in small , δ at small
q, finding Ψ = δ
3
12
(
1 + 32q
2
) − 116 δ22q to leading order.
The q-independent piece is compatible with the result of
Dean and Majumdar for the static ensemble. We see that
the q-dependent dominant piece at small q is linear in q,
and its coefficient is uniquely determined by the edges
of the fluctuated initial and final condition choices. For
small enough q the rate function always becomes linear
in q which explains the universal behaviour at late times.
We see moreover, that Ψ becomes linear in q typically
within one correlation length, unless we ask for the final
conditions given by spectra more unlikely than the ini-
tial conditions, that is δ > . In this particular regime
the q2 term in Ψ will give way to the linear term only at
successively smaller values of q. We can see this to begin
happening in both the analytic behaviour of Ψ and the
DBM result in Fig. 2 around values of q ' e−1 for the
lowest set of curves where both initial and final conditions
are given by all eigenvalues larger than ζi = ζf = 0.
Let us now consider the relaxation process of DBM.
It is clear that, whatever the initial conditions, relax-
ation drives the eigenvalue spectra to approach their
static equilibrium configuration for q → 0 at a rate es-
timated in [10]. Now assume that we stop the relax-
ation process momentarily at some small value q. The
eigenvalue spectrum of a large set of matrices there is
already close to the static configuration. Hence, at a
given small q we will find, with probability close to unity,
only eigenvalue spectra of slightly fluctuated Wigner en-
sembles with a lower edge close to the semi-circle value
ζ(q) = −2 + (q), where (q) depends on the spectrum
at q = 1. These slightly fluctuated Wigner ensembles
1 To remove ambiguities in the choice of initial conditions, M0 is
set to be the matrix whose eigenvalues are the average eigenval-
ues of a large set of matrices satisfying the ∀ λ > 0 cut.
thus form the DBM-produced most probable local initial
conditions for relaxing towards further decreasing q.
Next, we let the relaxation process resume and focus
on the simple N = 2 case in order to extract analyt-
ical results. The resulting two linear potentials, and
the average linear potential acting on the slightly fluc-
tuated Wigner ensemble of matrices Mq describing the
local initial conditions at the given q  1 are now given
in terms of a slightly fluctuated ensemble with edge at
ζ(q) = −2 + (q).
Therefore, to get the two linear potentials and their
variances acting at that given q  1, we now compute
〈λiMq 〉 ≡ 〈M iiq 〉 governing their strength, and their re-
spective variances 〈(M iiq − 〈λiMq 〉)2〉. These quantities
provide the estimators of the two linear potentials and
their variances, respectively. In general, when passing to
eigenvalues densities, the Hamiltonian contains N linear
potentials given by the expectation values of M iiq . For
N = 2 we can estimate the strength of these forces by
estimating 〈M iiq 〉 from the static fluctuated eigenvalue
density ρc(µ, q = 0) of Eq. (11) as follows
〈λ1Mq 〉 =
2/8∫
−2+
dµ
(
µρc(µ, q = 0)
)
+O(q)
〈λ2Mq 〉 =
2+2/16∫
2/8
dµ
(
µρc(µ, q = 0)
)
+O(q) .
(19)
Here, the upper integration boundaries are determined
to leading order in the lower edge shift  by de-
manding equal probability for the left and right half-
bands of the eigenvalue density
∫ 2/8
−2+ dµρc(µ, q = 0) =∫ 2+2/16
2/8
dµρc(µ, q = 0) = 1/2 + O(3). We then find
that 〈λ1/2M0 〉 = ± 83pi + O(2) such that the total average
eigenvalue 〈λM0〉 = O(2), while the variances of both
〈λM0〉 and 〈λiM0〉 deviate from their unfluctuated semi-
circle values only at O(2) as well. Note, that this result
is consistent with the fact that the O(q)-term in the rate
function describing the dominant linear potential term at
small q is O(2).
Hence, we find that the estimators for the eigenvalues
giving the two linear potentials, 〈λiM0〉, as well as their
variances deviate from the values for the unfluctuated
semi-circle at an order suppressed in  1 compared to
the deviation of the edge of the intermediate initial condi-
tion spectrum at q  1 which is ζ(q)−ζ(semi−circle) =
ζ(q)+2 = O(). For the exact semicircle the mean of the
two equal-size linear potentials vanishes. Moreover, since
for the semicircle the total linear potential vanishes, the
effect of their equal-size variances of the semicircle dis-
tribution on the effective average linear potential must
cancel out as well. Therefore, for spectra close to the
semicircle, the averaged linear potential can only depend
on the shift of the N linear potentials and their vari-
ances away from their semicircle values. This shows that,
5at small q, the effects of having two linear potentials are
given by just the single overall linear potential given by
〈λM0〉 = 1/2
∑
i=1,2〈λiM0〉 up to and including the sec-
ond moments of the individual linear potentials at O(2).
Hence, at small enough q the single linear potential ap-
proximation becomes a good description, which a poste-
riori justifies the use of this approximation.
VI. Discussion In this letter we have proposed an
analytical extension of the description of non-equilibrium
RMT through time-dependent Brownian motion. We
were able to use and extend the path integral representa-
tion and saddle point methods given in [6, 7] to analyt-
ically derive the time-dependent eigenvalue density and
transition probability rate function for a perturbed non-
equilibrium Gaussian random system described by the
fluctuated Wigner ensemble. Our results are general and
hold for all Wigner ensembles β = 1, 2, 4, which should
give them wide applicability wherever RMT holds sway.
We conclude by pointing out an example of an applica-
tion of the method to cosmological inflation occurring
in a string landscape modelled by a Gaussian ensemble.
Successful inflation involves both having both a suitable
critical point and rolling into a viable local minimum af-
ter inflation - the graceful exit. It is exactly the probabil-
ity of achieving such a graceful exit which our treatment
of transition probabilities in DBM allows us to compute.
Based on our previous work [9], this enables us to derive
analytical expression for the joint probability of inflation
occurring together a graceful exit via rolling into a viable
post-inflationary minimum in the forthcoming work [3].
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