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Two-dimensional symbologies (2D barcodes) are an emerging technology that sees 
application in a wide range of industries. They provide typically more than ten times 
the storage capacity of linear barcodes on the same area. Reading 2D barcodes 
requires the use of imaging device and compute-intensive image processing. They 
are often assumed reasonably flat and its image captured from directly above. This 
makes the use of 2D barcode on common packaging materials such as bottles and 
cans, or flexible plastic bags and paper wrappings difficult, if not impossible. 
In this thesis we focus on the problem of reading 2D barcode on these uneven 
surfaces. A novel algorithm called "patch-wise barcode reading" is proposed to read 
2D barcodes on cylindrical and general uneven surfaces. The new algorithm 
attempts to read a 2D barcode in small patches that are approximately flat. It does 
not depend on any special characteristics of a symbology. Simulations using 
computer-generated 2D barcode images suggested that the proposed algorithm is 
capable of maintaining a low read failure rate in the face of unevenness and oblique 
imaging angles. We contend that the improved performance justifies the modest 
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Chapter 1. Introduction 
Chapter 1 
In t roduct ion 
Barcode tags are now widely used in various environments where quick and cheap 
identification is required. Retailers use them at checkout counters. Manufacturing 
industries use them to identify parts and products. Shipping companies use them to 
track goods. The most common types of barcode are "linear barcodes". They are 
"linear" in that they encode data by arranging dark bars of different widths aligned 
along a line [1]. 
While linear barcodes are already commonplace, new standards of 
two-dimensional symbologies are also slowly emerging [2]. As the name suggests, 
these two-dimensional barcodes (2D barcodes) utilize both the length and width of 
the code area for data storage. Typically ten times more data can be loaded onto the 
same label area for a given printing resolution. Figure 1 shows a sample traditional 
linear barcode (UPC-A) and three common two-dimensional symbologies (PDF417, 
MaxiCode, and DataMatrix). Occupying similar area and having similar feature size, 
the UPC-A label only carries twelve numerical digits, while the other three hold a 
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a.UPC-A b. PDF417 _ _ 
c. MaxiCode d. DataMatrix 
Figure 1: Sample barcodes 
whole sentence: "For years bar codes have been promoted as a machine readable 
license plate. Each label..." 
Due to limited data capacity, linear barcodes traditionally only store "license 
plate” information, keys to a backend database for instance. As a result, a data 
collection system that utilizes barcodes has to be online - being able to connect to 
and query a database. In other cases a large amount of memory is needed to carry the 
database with the device. With the advent of cheaper wireless technologies like 
bluetooth and other sophisticated wireless networks, online systems have become 
more feasible. Nonetheless there are always situations where such a system is just 
impossible or not cost-effective. 
One advantage of the extra data capacity of 2D barcodes is that the reader 
system can be offline. Instead of only carrying a key, 2D barcodes can carry 
essential information such as brief description of a product, full destination address 
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of a parcel, or personal information on a driving license. The instantly available 
information can greatly speed up operation procedures and reduce system costs in 
many applications. Goods in a warehouse can be identified instantly without have to 
waste time moving to and from a terminal Parcels can be routed quickly to its 
destination without the need to query a huge centralized database, which probably 
involves high latency and is prone to network errors. It is also possible to add 
security features by digitally signing or encrypting the stored data to protect against 
forged labels. 
1.1 Types of 2D Barcodes 
There are two main types of 2D barcodes: stacked codes and matrix codes. Stacked 
codes are essentially multiple rows of linear barcodes stacked onto each other. 
Matrix codes, on the other hand, encode information by the attribute (usually the 
intensity) of cells arranged in a grid. PDF417 is a widely used stacked code. It is 
usually used to store large amounts of data on documents such as passports or 
driving licenses. Examples of matrix codes include MaxiCode by UPS, which is 
used for cargo sorting by the company, and DataMatrix, which is commonly used for 
small identification tags on small components. While most other matrix codes have 
cells arranged on a rectangular grid, MaxiCode uses hexagonal cells that give a 
slightly increased data density but at the same time increase decoding complexity. 
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Start mark Guard bars Stop mark 
Figure 2: Timing marks in a PDF417 symbol 
It is possible to read a stacked code with some modification to the scanning 
laser beam barcode readers. On a handheld scanner the laser beam can be made to 
move in a zigzag motion so it scans every row of the code. Otherwise the scanner 
has to be moved manually along the height of the label. On a conveyor system the 
scanner would be fixed while objects to be scanned move at constant speed across it. 
Handheld systems can be hard to use because it takes time for the scanning motion 
to complete, and a human user would have difficulty keeping the scanner steady 
enough during the whole period. Another disadvantage is that the symbologies 
generally incorporate a lot of extra timing marks (start/stop signals and guard bars 
placed at regular intervals) as their linear barcode ancestors. These marks take up 
label area. 
Reading a matrix code requires an imaging device, usually a CCD or a CMOS 
sensor, to capture an image of the code. The image is then processed with a digital 
signal processor (DSP) or a general-purpose processor. Different reader 
implementations has very different image processing procedures. This research is 
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based on the image-processing framework described in [9]. Of course, the image 
capturing approach works for stacked codes too. 
To simplify image processing, the symbologies usually embed finder patterns 
that help locating the code in the image and determining the orientation of the code. 
Just as the timing marks in stacked codes, these identification features also 
consumes valuable label area. On MaxiCode (Figure Ic, [5]), there is a bulls-eye 
finder pattern at the center. Six orientation markers, each comprising three cells, can 
be found around the bulls-eye. The orientation markers help determine symbol 
orientation and also locate other cells. On DataMatrix (Figure Id, [3]), the solid dark 
bars on two adjacent sides provide a target for finding the code, while the two other 
sides are lined in alternate dark and light cells to provide size and timing 
information. 
1.2 Reading 2D Barcodes 
Let us first clarify some terminologies that will be used throughout this thesis. A 
"code image" refers to an image containing a target 2D barcode captured from an 
imaging device. A code image is made up of "pixels" arranged in a regular grid. The 
more pixels along the x and y direction of the image, the higher is the image's 
resolution. "Cells" are the smallest component of a code that represents a bit by 
being dark or light colored. A cell might be represented by one or many pixels in the 
code image. The "location" of a cell is the pixel coordinate (x and y) of its center in 
5 
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the code image. "Registering a cell" means associating a particular cell's row and 
column number with its location in the code image. 
Reading 2D barcode with an imaging device usually involves the following 
steps: 
1. Capturing the code image 
2. Locating the code within the captured image 
3. Converting the image into a black and white binary image 
4. Registering each individual cell and sampling the raw data 
5. Serializing the data stream and decoding the message 
Naturally, 2D barcodes are prone to unfavorable reading conditions. Channel 
coding techniques such as error correction codes and check sums are used to guard 
against errors. However a read failure occurs when the amount of error is too much 
to be corrected but still can be detected. In such cases the 2D barcode have to be 
re-scanned: another image have to be taken and processed until it is read 
successfully. 
It is desirable to increase the successful read rate by techniques applicable prior 
to decoding the error correction code. One such technique that is widely used is 
adaptive thresholding. Adaptive thresholding cancels the adverse effect of uneven 
lighting so that dark cells are converted to black and light cells white during the 
conversion to binary image. 
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Another common source of read failures is uneven label surfaces. Most 2D 
barcode reading algorithms assume that the codes are printed on flat surfaces. 
Unfortunately, many common packaging materials often lack flat surfaces: plastic 
bags and paper wrappings are flexible, and some containers such as cans and bottles 
have curved surfaces. The curvature geometrically distorts the code image, causing 
the scanner to sample at wrong places and thus retrieve incorrect data. 
This thesis proposes an algorithm to reduce non-read rate for labels on uneven 
surfaces that are "slow varying", with no sudden crease lines or occluded areas. 
Such surfaces are often locally flat enough for most of the cells to be read correctly. 
The algorithm is intended to be independent of any particular symbology. Since 
different symbologies has their own unique finder pattern and hence unique method 
to detect and locate, this thesis will focus only on the problem of locating individual 
cells (i.e. step 3) after the code itself has been located. 
The algorithm has been tested with computer-generated images of codes on 
cylindrical surfaces and general uneven surfaces. The results show a significantly 
lower read failure rate than other algorithms. 
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1.3 Thesis Organization 
In Chapter 2, selected patent documents are studied for a basic understanding of 
existing 2D barcode reading algorithms. Their common weakness in reading 
distorted barcodes sparked this research. 
Chapter 3 contains the backgrounds to our problem. The image-processing 
framework used in this research is described. Various assumptions on scanning 
environment are stated and explained. Perspective transform, an important technique 
used in the work, is introduced in the chapter. 
The targeted uneven surfaces are described in Chapter 4. Three-dimensional 
models of the surfaces used in rendering test images are also discussed. 
Chapter 5 proposes a "patch-wise" barcode reading scheme intended for 
reading barcodes on curved surfaces. Detailed descriptions of the steps and 
techniques involved are given in the next two chapters. 
Chapter 8 is dedicated to performance evaluation of the new algorithm. The 
gain provided by the new algorithm in different situations is presented. The extra 
computation involved is also discussed. 
Finally, a conclusion and outlook for further works is given in Chapter 9. 
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Chapter 2 
Related Works 
There are few academic literatures dedicated to reading two-dimensional barcodes. 
However quite a few patents were issued for each of the symbologies. There are also 
third party patents for improved decoding methods. The documents usually describe 
complete systems from capturing the image to finally sampling the cells. A brief 
account of the cell registration procedures of a few selected patents will be given in 
this chapter. 
2.1 DataMatrix 
The suggested decoding method for DataMatrix [3] begins by locating two finder 
bars along two adjacent sides of the code. The ends of these lines mark three comers 
of the code. The location of the remaining corner is calculated from the other points 
under the assumption of a parallelogram-shaped code. Next the program counts the 
number of alternating dark and light cells along the two matrix density bars to 
determine the number of cells in a row and in a column. Finally the location of the 
center of each cell is interpolated from the corners. 
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Figure 3: Structure of a DataMatrix Symbol 
The interpolation is done by an affine transform [4] relating the captured image 
to the grid of cells. The transform maps the cell at row u and column v to its location 
(x, y) in the code image: 
« 1 2 0 
X y l]= [u V ij ^22 0 (1) 
To obtain the six transform parameters ( a^ ), three pairs of pixel-cell 
associations are needed to set up six equations. The row/column index (u, v) and 
location of the three corner cells are used to evaluate the transform parameters. 
Affine transforms can account for translation, rotation and shearing of images 
only. The effect of foreshortening is ignored. As a result, this algorithm could fail 
when the code is viewed from a shallow angle at a close distance. 
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2.2 Original MaxiCode 
In the original patent of MaxiCode [5], a Fourier transform based frequency filtering 
technique is used for "two dimensional clock recovery", equivalent to recovering the 
arrangement of cells. 
The edge map of a code image is first computed. Next Fourier transform is 
applied to reveal directional characteristics. Only components that match the 
directional and frequency characteristic of the honeycomb-structured code can pass 
through a subsequent directional band pass filter. After inverse Fourier transform, an 
image containing outlines of each individual cell is obtained. The outline pixels have 
higher magnitude at areas that have a lot of edges and lower magnitude where there 
are only few edges. 
Individual cells are registered using an elaborate cell-searching algorithm. The 
algorithm starts at any easily located cell near the central bulls-eye, and searches for 
its six neighbors along the axes directions. Then it proceeds to search for the cells 
next to the neighbors found. The process is repeated on newly found cells until all 
cells are registered. 
It is said that the algorithm can, to a certain degree, adapt to warped and tilted 
labels. Distorted cell boundaries can still be recovered by loosening the filter pass 
bands. This searching process also enhances adaptation by fine-tuning the location 
of each individual cell. Unfortunately this algorithm involves huge amount of 
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Figure 4: The axes and orientation markers of MaxiCode 
computation and thus required expansive specialized equipment to meet real-time 
requirements. 
2.3 Spatial Methods for MaxiCode 
To avoid the computations generated by the transforms, new algorithms that utilizes 
spatial domain features appeared in [6], [7] and [8]. 
Moment analysis is used in [6] to detect the axes directions. Each row of cells 
is then obtained by sampling along lines at the same angle as the axes. There is no 
mentioning of how to determine the sampling interval between cells and separation 
between rows, however. 
The approach depicted in [7] is quite similar. "Templates" are used in [7] to 
find the axes angles instead of moment analysis. A "template" comprises two 
pre-generated parallel lines placed at roughly half the width of a cell apart. Pairs of 
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pixels along the lines are sampled. If the angle and location of the template matches 
an axis, the pixels sampled from both lines should match each other. The axes 
directions and cell size are fine tuned with the assumption that the neighboring 
pixels should have the same dark/light property as the sampling point. 
All cell locations are then calculated from the bulls-eye center in a way 
equivalent to doing an affine transform. As a result this method suffers from 
distortions by tilting and curved surface too. There is no additional attempt in [7] to 
address these distortions. 
The method used in [8] is quite different. It attempts to locate the six sets of 
three-cell orientation markers by accurately fitting an ellipse to the central bulls-eye 
pattern. The 18 cells are then used to infer the parameters of an affine transform 
using a least-square fit technique. Finally the locations of the cells outward are 
extrapolated using the transform. 
The authors suggested that non-linear distortions such as foreshortening could 
be combated by expanding the range of located cells in iterations. Between iterations 
the locations of the newly located cells are fine-tuned and the transform parameters 
for the next iteration are re-computed from these new cells. It is also suggested that a 
correction vector field can be constructed from the deviations between detected cell 
locations and predicted cell locations. The locations of single cells surrounded by 
cells of different color can be accurately determined to construct such a field, but 
detailed steps are not included in the patent. 
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2.4 Summary 
Most of the reviewed methods used the affine transform to calculate the cell 
locations. Their main difference is in how the transform parameters are obtained. 
Few have suggested ways to read on curved surfaces. The ones that have attempted 
the problem often rely on certain characteristics of a specific symbology. Although 
the methods might be able to adapt to other symbologies, their performance and 
computation required is still questionable. 
1 4 
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Chapter 3 
Reading 2D Barcode on Uneven 
Surfaces 
Before we go into the details of the proposed algorithm, we first define the problem 
of reading 2D barcode on uneven surfaces and describe the inputs we may 
reasonably assume and the required outputs. Assumptions concerning the scanning 
environment and the targeted types of uneven surface will be stated. An introduction 
to perspective transform, which is an important tool in the proposed algorithm, will 
be given in this chapter, too. 
3.1 The Image Processing Framework 
Although this thesis focuses on the cell registration problem, it is necessary to have 
a basic understanding on the steps upstream. This research is based on the 
image-processing framework detailed in [9], consisting of four steps, namely: 
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1. Regions of interest (ROI) detection 
2. Code location 
3. Code segmentation 
4. Decoding 
First regions of the captured image that probably contain a code are identified. 
In the process an edge map of the image is computed. The selection criterion for 
regions of interest (ROI) is based on the directional characteristics of the edges. 
In the second step the finder pattern is located within these areas. Since the 
decoder usually has to support multiple standards, it has to make educated guess on 
what features are to be detected based on the directionality test of step 1. 
The third step extracts an accurate minimal four-sided bounding quadrilateral 
around the code. The program starts with a small convex hull around the finder 
pattern. Nearby pixels identified as code segments are added to the existing convex 
hull in iterations. The additional constraint of exactly four vertices is applied before 
the final list of the four corners is obtained. 
Finally each individual cell is located and sampled with reference to the code 
characteristics. Affine transform is used in the paper to define the allowed 
deformations. The data are then decoded according to the error correction scheme of 
the specific symbology. 
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Our focus is the last step in the image-processing framework. The paper stated 
that the gradient computation involved in the first step (ROI detection) makes up 
more then half of the processing time. Nonetheless the system can achieve real time 
decoding (0.2 to 0.4 second response time) on low cost general-purpose CPUs such 
as the Intel Pentium 233MHz [9]. With faster and cheaper DSP chips available 
nowadays, there is clearly room for extra processing that can improve successful 
read rate. 
3.2 The Scanning Environment 
Some assumptions on the scanning environment have to be made in order to 
simplify the problem and facilitate performance evaluation. With a detailed 
description of the scanning environment, it is possible to generate test code images 
for simulation. This section will state the assumptions and the rationale behind. 
Typical commercial scanner products use CCD or CMOS sensor with a 
resolution of 640x480 pixels. The field of view is usually about 32° horizontal and 
24° vertical. We will also use these parameters when generating test images. 
Usually the camera is placed so that the code spans most of the field of view. 
Not only the imaging device's capability is fully utilized this way, a bigger image 
size also helps locating cells. Obviously, some cells will fall out of view if the code 
is placed too close to the camera. Along with the field of view assumption, this 
17 
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means that the code is placed at a distance of about 3.5 times the width of the whole 
code. 
Camera 
j Elevation ^ 
/ Azimuth 
Figure 5: Azimuth and elevation 
Besides distance, camera angle is also an important parameter for image 
capture. The camera angle includes two parameters: azimuth and elevation. The 
azimuth is horizontal angular position, while elevation is the angle from the x-y 
plane (Figure 5). Most commercial scanners allow "omni-directional" scanning, 
meaning that the scanner can handle any azimuth angle. Elevation is usually more 
restricted. Perpendicular (90。）to the x-y plane is obviously the best, but most 
scanners are still able to read down to about 35° from perpendicular (65° elevation). 
A lower elevation angle produces more foreshortening in the code image. It also 
shrinks the code image and hence reduces the error margin in cell locations. These 
effects affect scanner accuracy. 
Since our focus is on surface unevenness, we assume that all results from prior 
steps are ideal. The four-sided bounding quadrilateral derived in the segmentation 
1 8 
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Step is assumed to have the minimal area that covers the whole code. Moreover, the 
captured binary image is assumed to have ideal pixel values: black pixels indicate 
dark cells and white pixels indicate light cells. 
The data is assumed to be identical and independently distributed. A cell has 
50% chance of being dark and 50% chance of being light. Hence the code is 
balanced - the number of dark cells is approximately equal to the number of light 
cells. This property is good in real-life codes since most symbology standards 
invariably avoid long runs of same color that defeat timing synchronization. 
Cells are arranged in a regular rectangular grid in our model. Most of 2D 
symbologies have rectangular cells. Regular but non-rectangular grids like that of 
MaxiCode should pose no material differences with regard to surface unevenness. 
As mentioned previously, codes have finder patterns that help locate at least 
one cell. We assume simply that there is one known cell at the center of code. In 
other words, we assume a finder pattern is available and is effective but without 
further assumption of its design. 
Dimensions of existing symbologies vary widely. MaxiCode has 33 rows of 30 
cells. DataMatrix has variable dimensions. The maximum size of a single data 
region is 26x26, although the maximum overall size can be as large as 144x144. 
Since imaging technology and processing power are getting better and cheaper 
everyday, it is reasonable to assume that newer symbologies will have larger 
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dimensions for increased capacity. However too large a dimension will cause cells to 
appear too small to discern. Generally speaking, it is desirable to have at least cells 
covering an area of at least 4x4 pixels. Combined with the 640x480 resolution used 
in our tests, it will cover a code dimension of around 45x45 cells at any orientation. 
We assume odd numbers of rows and columns so that the assumed known center cell 
is unambiguously located. 
3.3 Perspective Transform 
One key element of our approach is perspective transform [4]. Similar to affine 
transform introduced in Chapter 2, perspective transform maps from one coordinate 
system to another. It can be represented by the following equation: 
“丨 2 “丨3] , , 
r / / /I r A： y 
X y' V i j “21 “22 “23 , X = ~~7，少二 " 7 (2) 
w w 
H e n c e 太丄 = …丨… 2 丨 v + 以 3 丨 ， 产 = … 2 2 ” +�32 � 
Observing equation (3)，we can see that the transform matrix can be normalized 
so that <733 = 1 • Hence perspective transform has eight degrees of freedom and 
requires four pairs of correspondence points to solve the parameters. In other words, 
it can map any quadrilateral to another quadrilateral. We can also see from the 
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equation that affine transform is in fact a special case of perspective transform with 
«i3 = = 0 and «33 = 1. 
Object Projection plane 
\ s 牛 、 ^ V i> 
\ 一 • • - - 一 Z View point 
\ z : 〉 Z 
\ Projection 
Figure 6: Perspective projection 
One important property of perspective transform is that the result is equivalent 
to projecting the original object onto a viewing plane using perspective projection 
(Figure 6). Distant lines are foreshortened as in real life photos. Thus perspective 
transform is useful in rendering realistic images, and, in our application, for locating 
objects on a tilted plane. 
To determine the transform parameters a丨�，we first assume that <333 = 1 • The 
transform equation are then rewritten as: 
x = + + -a^.ux-a^^vx (4) 
The four pairs of correspondence points )—(义,,兄)can then be 
substituted to make a linear system of equations: 
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w, V, 1 0 0 0 - V , x , X ^ 
V2 1 0 0 0 -u^x^ -V2X2 X2 
W3 V3 1 0 0 0 -V3X3 a,2 = X3 (5) 
0 0 0 Wo V o 1 — W o 少 0 - V o ^ ^ o « 2 2 少 0 
0 0 0 w, V, 1 乂 一 V| 少 1 ； 
0 0 0 V2 1 -u^yj -V2 少 2 以 13 少 2 
. 0 0 0 "3 V3 1 - v ^ x J K J U i . 
The parameters are then obtained by solving (5), which is always possible as 
long as the correspondence points are unique and not collinear. 
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Chapter 4 
Uneven Surface Models 
The proposed algorithm seeks to improve successful read rate of codes on "uneven 
surfaces". By "uneven" we mean that the surface is not flat, but the deviation is 
limited, and the variations are gradual. In other words, there are no abrupt crease 
lines and no part of the code is obstructed from view by the curviness. 
Cylindrical surfaces are perhaps the simplest example of such surfaces. They 
are common on cans and bottles. More general uneven surfaces can be seen on 
flexible packaging materials such as plastic bags or paper wrapping. However, due 
to the relatively small size of barcodes, there are usually only few buckles within the 
code area. 
In this work we will generate images of codes on both cylindrical and general 
uneven surfaces to test the proposed algorithm. Three-dimensional models for 
rendering these test images are derived. All distances in these models will be 
measured in cell widths. In other words, the length of a cell is defined to be 1 unit. 
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This measurement allows easy comparison with various real life codes, which could 
have very different cell sizes. 
The models will be based on distorting a flat regular rectangular grid of data 
cells in three dimensions. Deviations Ax, Ay and Az in its x, y and z coordinates 
respectively are then generated and added to the coordinates of grid nodes to form 
the final model. 
4.1 Cylindrical Surfaces 
Let us first discuss the cylindrical model. A code on cylindrical surface may or may 
not align with the axis of the cylinder. Therefore the angle of the axis cylinder with 
respect to the code grid is randomized. Next the flat surface is converted to a 
cylindrical surface by calculating Ax, A少 and Az for all grid points. Figure 7 
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Figure 7: Diagram for cylindrical surface 
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多 參 
Figure 8: Cylindrical surface grid and code image 
illustrates the geometry relationships. Point A is a grid point on the original flat 
surface. Point B is the new grid point lying on a cylindrical surface. By adding Ax， 
Ay and Az to the coordinates of A, we obtain the coordinates of B. From the 
diagram we can obtain the following expressions: 
Ax = -Aesin(9, Ay = Aecos^, Az = r(cos<Z)-l), Ae = e - r s i n . (6) 
A three dimensional model of the cylindrical surface is obtained by applying 
the difference values onto all the grid points. Each grid cell is then assigned black or 
white with equal probability. Figure 8 shows the cylindrical model grid and resulting 
code image. Grid lines shown in red is higher then those in blue. It can be observed 
that the cylinder axis is skewed. 
The curviness of a code on cylindrical surface can be measured by the ratio of 
cylinder radius over code dimension, i.e. the ratio R = w/r , where r is the cylinder 
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radius and m is the number of cells along one side of the code. This measurement 
allows easy comparison of curviness on symbologies of different dimensions. 
4.2 General Uneven Surfaces 
It is more difficult to accurately model the surfaces of flexible materials like paper 
or plastic bags because there is no easy way to model all the possible way of 
deformations. Yet it is possible to create similar surfaces that, although inaccurate, 
can still be used to produce plausible curved surfaces that are suitable for testing 
purposes. 
The general uneven surface model is again based on a simple flat regular 
rectangular grid. A number of control points placed at regular intervals are selected. 
The z-axis heights of the control points are randomized to uniformly distribute over 
a small range [- ， 腿 ] . T h e heights of the grid points are then calculated from 
the control points using bicubic interpolation. 
Figure 9 is an example of such surface. The control points are marked in red 
squares in the grid on the left. The right image shows the code image with data filled 
in the grid cells. The surface has control point heights from - 2 to 2 and camera 
elevation of 60°. 
The unevenness of these surfaces can be measured by Z?,腿• Another important 
parameter is the number of control points. More control points will result in sharper 
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Figure 9: General uneven surface grid and code image 
variations and more "ridges" and "valleys". In our model of a 45x45 code, we use 
5x5 control points spreading uniformly on the surface. The result is an image that 
demonstrates similar characteristics as real-life images. The code appears waving up 
and down. 
However, the model is inaccurate in the sense that the x and y coordinates of the 
grid points are not modified. The resulting surface produces no distortion if the 
camera is placed perpendicular to the x-y plane. This is obviously not the case in 
real-life paper and plastic wrappings because these materials are inelastic. If 
unevenness is present, the edges should be pulled towards the center. Despite the 
inaccuracies, this model produces a good range of difficult test images. 
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' 'Patch-wise' ' Barcode Reading 
We are now ready to introduce our proposed algorithm. This chapter will begin by 
listing the inputs we can utilize. A brief overview of the algorithm will be listed next. 
Finally we will explain how do the "patches" are divided. Detailed descriptions of 
each step will be given in the subsequent chapters. 
5.1 The Inputs 
The new algorithm will fit in the final decoding step of the four step 
image-processing framework [9] depicted in section 3.1. At this point the following 
data are available: 
1. Code image; 
2. Edge map computed in the ROI detection step; and 
3. A four sided bounding polygon of the image. 
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Although the edge map is not used for cell registration except in the reviewed 
methods in the original MaxiCode patent [5], it is quite important in the new 
algorithm. 
The bounding polygon serves a very important purpose of reducing the amount 
of computation by delimiting the code area, which will be divided in to smaller 
patches. 
5.2 The Registration Process 
The targeted surface is uneven, but the variations are assumed gradual. This means 
that locally the surface is more or less flat. If we map the whole code on the entire 
surface with either perspective transform or affine transform as in Figure 10，we will 
undoubtedly face a lot of errors. There are 345 errors, or 17.0% of the total number 
of cells, in the sampled data for the perspective transform grid and 965(47.7%) for 
the affine transform grid in middle and bottom of Figure 10 respectively. The affine 
transform result is so unreliable that it is little better than a random guess. It suffered 
from a relatively low camera elevation (60°) because it cannot account for the rather 
heavy foreshortening effect. Combined with the small error margin arising from 
relatively large dimension and hence small cells, it missed most cells further away 
then just one or two rows/columns from the edges. The perspective transform does 
better and its error rate still lies within typical error correction capabilities of 
common symbologies. 
2 9 




Figure 10: Grids by patch-wise (top), perspective transform (middle), and affine transform (bottom) 
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A close look at the figures reveals where the error comes from. The perspective 
transform generally matches the grid of the code, but it can only keep synchronized 
with the cells for a limited area before the offset accumulated to the point that some 
cells are missed and some are sampled twice. 
In the affine transform case, the transform is inferred from the lower left, upper 
left, and upper right corners of the bounding quadrilateral. This scheme closely 
matches the method in the original DataMatrix patent paper [3]. The grid might be 
able to map the cells in close proximity to the top and left sides accurately, but 
becomes increasingly erroneous further away. 
These observations explain why methods that employ a single global transform 
perform badly on uneven surfaces. Our proposed algorithm attempts to tackle the 
problem by exploiting the local flatness. The code image is divided into "patches" 
small enough to be almost flat. Each patch is mapped with its own grid. Hence it is 
given the “patch-wise，，name. Our new algorithm produced only 47 errors, about 
2.3% of all the cells in the example shown at top of Figure 10. 
The algorithm constitutes the following steps: 
1. Patch cutting 
2. Locating cells within each patch 
3. Patch registration 
4. Sampling the cells 
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The first step, patch cutting, is to set up "patches", or sub-images of the code 
image, each covering a similar number of cells. The second step is based on the 
assumption that the area in a single page is approximately flat. Each patch is then 
processed to find the local grid of cells. Next the individual cells for different 
patches have to be "registered": the exact locations of the patch grids in the global 
grid have to be found. The data is finally sampled from the code image according to 
the assembled grid. 
Although the sampled data could take any one of the four possible orientations, 
we will not be concerned with the task of determining the right orientation. Different 
symbology standards have different ways of resolving orientation ambiguity. Our 
algorithm is intended to be independent of any single symbology, thus this part is 
considered out of scope. During our simulations we simply choose the orientation 
with the best result. 
Since we have no knowledge of how the surface is deformed, we also do not 
know the exact number of rows and columns covered by a patch. Patches that covers 
an area slopping away from camera would contain more shrunken cells while those 
facing the camera would contain fewer, larger cells. This presented additional 
difficulty in locating cells within a patch. A novel projection profile based scheme 
has been developed to read cells within a patch. 
A patch registered wrongly at merely one row away from the correct position is 
as bad as totally incorrect as far as the data sampled is concerned. The grids from 
3 2 
Chapter 5. ‘‘Patch-wise，' Barcode Reading 
different patches have to be carefully merged to form the final global grid. Although 
we know how the patches are generally arranged (because we cut it ourselves), the 
different dimensions of the patches again pose a problem in the final assembly of the 
global grid. The problem has been solved by having overlapping areas between 
adjacent patches to provide clues for estimating their relative position, at the cost of 
additional computation. 
There are other issues involved in merging the patches. Since the grids in 
different patches are determined independently, they can have different row/column 
assignments. The "row" or a patch can have the same direction as the "column" of 
another patch. Anther issue is the accuracy of cell location. If the grid for each 
individual patch is inaccurate, chances of incorrectly registered patches are greatly 
increased. 
We will explain how the patches are set up in the next section. Detailed 
accounts of the other steps will be given in subsequent chapters. 
5.3 Patch Cutting 
The patch cutting process uses perspective transform to define patches that contain 
similar number of cells. Sub-images of the edge map for each patch are set up in this 
stage. Figure 11 shows the patch arrangement with the bounding quadrilateral in red, 
patch boundaries in blue. A patch is highlighted in magenta to illustrate the 
overlapping of patches. 
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脚 
• Original Image j Transformed coordinates 
Figure 11: Bounding box and patch boundaries 
The four corners of the bounding quadrilateral are mapped to the vertices of a 
unit square on an x ' - / plane. The transform parameters of the required transform is 
obtained with the method described in section 3.3. The patch boundaries are defined 
regularly along the x, and y axes according to a specified number of patches n^ 
and patch overlap distance d � . The patch arrangements are shown in Figure 12. 
The total distance spanned by all the n,) patches is 1: 
〜、+ 元 = 1 => 力 ( 7 ) 
Patch 1 Patch 3 Patch k I'alch it,, 
d • I I 
• , ！^^ 1 ！ 1 1 1 1 太， 
0 x,{k) xXk) 1 
Figure 12: Patch boundaries along A-’ 
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The left and right boundaries, x, (A：) and xX^), and bottom and top 
boundaries, y^, {k) and ；；乂 A;)，of the patches are given by: 
/ \ 
x,{k) = y , [ k ) ^ { k - \ ) d ^ = [ k - \ ) ^ (8) 
\ ^p ) 
( \ 
Xr � = y 人k�= kcip+d�=k ( 9 ) 
\ '^P J 
The coordinates of pixels within the code area are then transformed to x’ and / 
to determine which patch(s) they belong to. 
The choices of overlapping distance ( " J and number of patches ( � ) a r e 
important to achieve the best accuracy and processing time. 
The overlapping area provides clue for patch registration. Pixels that belong to 
multiple patches may therefore be processed more than once. This is a small cost to 
pay for improved reliability. Too much overlapping wastes processing time while too 
little overlapping causes excessive patch registration errors. Using the patch 
registration scheme to be detailed in Chapter 7, the minimum width of overlapping 
areas should be about 1.5 to 2 cells wide. Hence, for a symbol of nxn cells, d � 
should be taken to around 2/n. 
The accuracy of our cell registration algorithm in Chapter 6 depends on the 
existence of edges between cells. If the area covered by a patch is too small, we may 
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not have enough edges inside for accurate cell registration. Tests shown each patch 
should cover at least 8x8 cells for satisfactory accuracy. The number cells spanned 
/ ^ 、 
by a patch is given by +1/J = « + . 
V ^p y 
Besides affecting accuracy, smaller patches also mean that there are more 
patches and more overlapping areas that increases computation burden. Large 
patches, on the other hand, limit the ability to handle uneven surface. Only "flatter" 
surfaces can satisfy the assumption that a patch is generally flat. We can find the best 
balance according to symbol dimension and unevenness of targeted surfaces. 
We have chosen d„ =0.04 and «尸=5，i.e. d^ =0.192. Each patch spans 
approximately (10.5)x(10.5) cells on our 45x45 testing code. The overlapping area 
between adjacent patches covers about 1.8 rows of cells. 
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Registering Cells in a Patch 
This is the key step of the whole "patch-wise" scheme. In this step we attempt to 
locate cells in a single patch with perspective transform. The transform parameters 
are derived from the edge map of the patch. 
Detected cell boundaries 丨如丨“廿日丨.》，丨_丨、0口丨(燃 Grid of sampling points 
S k a 
Figure 13: Registering cells in a patch 
The process is illustrated in Figure 13. A projection profile based method is first 
used to determine the general direction of the rows and columns. More fine-tuning is 
then done to detect the precise position of two pairs of row/column boundaries (red 
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lines). Four row/column intersection points (green circles) are obtained from these 
boundaries. After detecting the cell size along the boundaries, we can count the 
number of cells between the intersection points. With the points' coordinates and the 
number of row/column between them known, the transform parameter can finally be 
obtained. Note that the sampling points are halfway between cell boundaries, and are 
assigned integer-valued and / coordinates. 
6.1 Document Skew Detection: Projection Profiles 
We borrow techniques from document image skew detection [11] to determine the 
general axes angles. While document image skew detection detects the direction of 
rows of text in scanned documents, the cell boundaries in our code images also align 
in rows and columns. Projection profile based algorithms are commonly employed 
in document skew detection. 
Let the two-dimensional function f[x,y) represent the image to be processed. 
Suppose the x and y axes are rotated by an angle 0 to form the new axes s and /: 
"jcl �cos 没 - s in<9]�5] 
= (lU) 
V sin 没 cos 没 t 
� L_ J L • 
The projection of f{x,y) on to the new s-axis is given by the line integrals 
along lines parallel to the /-axis: 
响 ( 1 1 ) 
•Hoo 
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Figure 14: Projection profiles 
The projection is also called the Radon transform [12][13] of the image. The 
inverse Radon transform is studied extensively for its application in computed 
tomography (CT). Radon transform is also closely related to Hough transform and 
Fourier transform. 
Figure 14 illustrates the projection of a striped image at two different angles. 
Note that when 0 matches the direction of the strips, the projection profile is spiky, 
with each peak matching a stripe. When it is not aligned, the peaks are shorter and 
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less sharp. A criterion function can then be used to evaluate how spiky the projection 
profile is. 
To detect the skew angle of a document image, typically projection profiles is 
first computed at different angles. The angle that maximizes the criterion function 
indicates the orientation of the document text. Computers cannot create the 
continuous function so an accumulator array is used instead to give a vector 
AJ^S]. The accumulator cell width is usually half of a third the line height to 
maximize the chance of points on the same line falling into the same cell when the 
orientation is correct. The criterion function 於(A没)also handles discrete array. 
Typical document images are huge. To avoid excessive computation cost, the 
projection profiles are seldom directly computed from all the pixels. The image is 
either downsampled first or pre-processed to extract feature points, which are 
projected instead. A nice property of the Radon transform is that the projections at 
180�apart are just mirror image of each other (i.e. A" [- >5] = A叫go�W)- This means 
that only the transforms from 0° to 180° are needed. 
A number of projection profile based document skew detection algorithms were 
reviewed in [11]. The authors of [11] recommend the following criterion function, 
which is evaluated as the best among the reviewed algorithms: 
= + (12) 
p 
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The criterion function is maximized when the magnitude of differences 
between adjacent pairs of cells is large i.e. when the projection profile is spiky. The 
document skew angle is determined to be the angle 0 that maximizes 於(A权). 
6.2 Radon Transform Based Orientation Detection 
Although typical 2D barcodes do not have empty H ^ H I B ^ ^ B ^ H 
space between rows or columns as in a text 
document, their edge maps (Figure 15) do show 
this characteristic. Thus Radon transform of the ^ ^ S H ^ B L J ^ f t H S 
edge maps also shows the spiky characteristic at 
Figure 15: Edge map of a patch 
angles corresponding to the two axes. 
； k 
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e 
Figure 16: Radon transform of Figure 15 
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Figure 16 is the Radon transform of the edge map computed at 1° intervals 
from 0° to 180° with 1-pixel wide accumulator cells. Each vertical line of pixels in 
the transform domain is a projection of the image at the corresponding angle on the 
horizontal axis. The projection value is represented by color and intensity. An 
obvious feature of the transform image is the "nodes" arranged almost in vertical 
columns at about 10° and 100°. If the vertical slice at these angles is taken out, they 
will appear spiky. 
We adopt the same criterion function as in Equation (12) to find the 
I I I I I I 1 I 
mmti t 
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e 
1 - I '' 
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Figure 17: Radon transform and (/j^Ao) at 6° angular resolution 
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nodes. At this stage, we only need to detect the approximate axes angles. Therefore 
the projection profiles are computed at low angular resolution to avoid unnecessary 
computation burden. We have chosen an angular resolution of 6° here. A total of 29 
projections are computed from 0° to 174°. There is no need for A,so�since 
I gQO S 一 QO iS* • 
The transform result and criterion function are plotted in Figure 17. The 
criterion function shows two sharp peaks at =12° and =102° respectively. 
The two detected peaks are marked in red circles in the 於(A没)plot. The columns 
marked by the red lines in the Radon transform image correspond to the peak angles. 
Figure 18 shows the projection profiles taken from these angles. 
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Figure 18: Projection profiles at 12° (top) and 102° (bottom) 
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The first axis angle is detected first by searching for the maximum in ^(A^). 
The values surrounding the first peak are then masked to 0 so that the second peak 
emerges as the new maximum point. Note that since the function is periodic 
O ( A J = 0(A"_,8o。)]，the masking area should overflow to the other end of the 
function if 6 is close to 0° or 180°. When the camera is perpendicular to the code, 
the two peaks should be 90° apart. But when the camera elevation is lower, the two 
peaks can get much closer. We assumed that the peaks are at least 40° apart in our 
implementation. 
The example we used has one of the axes at slightly above 0°. It is very likely 
that in an adjacent patch the same axes is detected to be slightly below 180° instead 
due to distortions. This will create row/column ambiguity problem when we merge 
the grids on individual patches. An axis assigned as a "row" might be assigned as a 
"column" by the adjacent patch. To help resolving the ambiguity, the smaller peak 
angle is always assigned to be 0 � a n d the larger one assigned to be Oj. 
The following pseudo code listing outlines the whole process: 
II Radon transform 
for y = 1 to NROWS do 
for X = 1 to NCOLS do 
if (imagely][x] == BLACK) then 
for theta = 0° to 180° step delta_theta do { 
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II criterion function phi 
for theta = 0° to 180" step delta一theta do 
for s = min(s) to (max(s) - 1) do 
phi[theta] += (A[s+1] - A[s])a2; 
II detect peaks in phi 
search for thetal that maximize phi 
phi[thetal-40° to thetal+40°] = 0： II take care of index wrap 
search for theta2 that maximize phi 
if (thetal > theta2) then 
swap thetal,theta2; 
6.3 Ident i fy ing Row/column Boundaries 
Each individual node on the radon transform image in Figure 16 corresponds to the 
edge pixels generated along a row/column boundary. We can now detect the 
I I 
Figure 19: Fine angular resolution Radon transforms at the axes angles and lines through nodes 
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approximate angle where these nodes reside. But there is a catch: the peaks do not 
align perfectly vertically. The row boundaries at different parts can have slightly 
different orientation due to foreshortening. We have to detect the exact location of 
the nodes for the perspective transform to account for the foreshortening. 
Due to the random distribution of data, there could be cases where no edge is 
present along a particular row/column boundary for the whole area of the current 
patch. In such cases, there is no corresponding node on the Radon transform as well. 
If our algorithm just detects all individual nodes, it could fail in such cases. Instead, 
we will just detect the more prominent nodes, and use their locations to find a line 
that passes through all nodes in the transform domain as in Figure 19. 
A Radon transform at better angular resolution is needed now. Since the nodes 
lay at angles near just and d^ ，a lot of computation can be saved by restricting 
the fine resolution Radon transform to the immediate neighborhoods of <9, and . 
If warping and foreshortening is serious, a large range is needed, as the nodes will be 
more dispersed. However, too large a range not only incurs unnecessary 
computation, but also increased chance that unrelated peaks being misidentified as 
nodes. We used a range of ±9° in our implementation since it gives a good balance. 
The angular resolution of Radon transform at this stage determines how 
accurate the row/column direction is. The accuracy depends on how many cells one 
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single patch spans over. Larger patches means smaller cells (relative to the width of 
a patch) and hence need a more accurate grid. 
In our simulation implementation, tests shown that a fine resolution Radon 
transform calculated at l°-intervals is accurate enough. A total of 38 projections are 
needed to cover the two ranges, but 6 of them (<9 - 6°, <9, and (9 + 6 � f o r each axis) 
are already obtained in the previous step. So we only have to make 32 new 
projections. 
Let us consider the strip at <9,. We can observe that the nodes are usually the 
local row maximums. The row maximums are marked in the strip on the right of 
• 






Figure 20: Maximum of each row 
47 
Chapter 6. Registering Cells in a Patch 
Figure 20. A plot of the row maximum magnitudes reveals the familiar spiky pattern, 
only that this time the spike peaks are taken at different angles. 
We can exploit this row maximum plot to find the line passing through all 
nodes. A few of the highest peaks can be located by a method similar to that used in 
finding the peaks of ): The highest peaks are found first. Next a masking zone 
surrounding the newly found peak is zeroed out before the searching for the next 
highest peak. The process is repeated until enough peaks are found. The coordinates 
[d, of the pixels corresponding to the peaks are thus extracted. 
The masking zone size should be smaller then the distance between peaks to 
avoid overlapping adjacent peaks. It should also be too small that the selected peak 
Selected peaks and corresponding masking zones 
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Figure 21: Row max and B[>s] 
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is not completely masked. If this happens it is possible that the mask zone 
boundaries are selected as the next highest peak instead of a correct peak. 
At least two nodes are needed to find the line passing through all the nodes. 
However, more nodes are used to find a best-fit line by linear regression in order to 
improve reliability. The location error of one or two nodes are made less influential 
this way. The number of peaks to detect should depend on the expected coverage 
area of a single patch. Our implementation locates 5 peaks and zeros out a masking 
zone of 3 pixels (approximately half the width of a cell) on either side of the peaks. 
The node peaks appear more distinct on BJ^], which is obtained by sampling 
A along the detected line (Figure 21) at every accumulator positions. The less 
prominent nodes that were drowned in the row maximum plot now emerge. 
We select the highest peaks of B, [s] for 5 < 0 and 5 > 0 for inferring the 
perspective transform required for mapping the cells. The corresponding nodes, 
L � j and L � , J respectively, can be used to define a boundary 
line on the code image. Finally, two more lines, L^j ： {02,n^2,i) and L” ： )» 
are detected from the 62 strip. 
The following pseudo code summarizes the above process: 
II for thetal 
II find row maximums 
make projections Al[theta][s] at delta一theta_fine steps 
for all s do { 
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find maximum of A1[:][s] over theta, 
store the maximum value in A_max[s]. 
store coresponding theta in theta_max[s]; 
} 
II Find Npeak peaks 
for i = 1 to Npeak do { 
find maximum of A_max[s] over s, 
peaksl[i].s = corresponding s. 
peaksl[i].theta = theta一max[peaks[i].s]: 
} 
II Find line thru' all nodes 
use linear regression on all peaksl[:], 
store line as: 
theta_interceptl, II theta at s=0： 
deUa一theta一linel: // correspond to d e U a _ s = l 
II sample along the line 
for all s do 
Bl[s] = Al[s][delta_theta_linel*s+theta_interceptl]; 
II find a pair of peaks 
for all s > 0 do { II right peak 
find maximum B1 [s], 
store location (node_rl.s. node_rl.theta)： 
for all s < 0 do { II left peak 
find maximum B1[s]. 
store location (node_U.s, node—11 • theta): 
II repeat for theta2 
6.4 Detecting Cell Width 
Now that we have selected a pair of boundary lines for each axis, we need to count 
the number of rows/columns between them. This is equivalent to counting the 
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number of troughs between the two selected peaks of B . It is tempting to detect and 
count all the peaks in B directly. But fluctuations in B and possibly absent edges 
make this approach unreliable. 
Since B appears periodic, we can accomplish this by another approach. Once 
the period of B, T^, and the distance between the selected nodes, ISs—, are 
determined, the number of row/columns between the nodes is given by: 
N = � ― (13) 
. � 
We use an autocorrelation-based technique to find . The autocorrelation of 
B is given by: 
O^M 二 众 ( 1 4 ) 
i 
When T = nT^, « = ±1,± 2，".， the peaks in B[/] and B[i - t] match each 
other, generating peaks in Q [t]. Figure 22 is a plot of the autocorrelation of B 丨[s 
shown in Figure 21. Peaks at multiples of r" are obviously present. We can 
evaluate t^ by finding the peaks nearest to the center. Since we are interested in 
finding only, the normalization factor k in (14) is ignored. Moreover, only 
positive values of r are considered for [t\ = C" [- t\. 
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Figure 22: Autocorrelation of B|[5] 
Up to now our discussion is around integer values of . Due to the relatively 
small cell width (usually t^ < 10) in code images, it is very possible to have a 
wrong estimate of due to rounding error in . The precision of r^ should 
be improved by interpolating from B to non-integral values of s so that C" can 
also be evaluated at non-integral values of t . In our implementation we calculate 
Cr at 0.2 increments of r and use simple linear interpolation. 
The cell width detection procedure is listed below: 
II calculate autocorrelation 
function C=autocorr(B,tau) { 
C = 0; 




Bb=B[floor(s-tau)] + (B[cei1(s-tau)]-B[floor(s-tau)]) 
*(s-floor(s-tau)); 
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II Process thetal 
II find cell width tau_Bl 
tau_Bl = lowest; II start from minimum expected cell size to 
II reduce computation 
II go down the central peak 
C = autocorr(B1,tau_Bl): 
do { 
C_old = C： 
++tau_Bl； 
C = autocorr(B, tau_Bl); 
} while (C < C_old); 
II go up the first peak until we reach the peak 
do { 
C_old = C; 
++tau_Bl; 
C = autocorr(B, tau一Bl)： 
} while (C > C_old); 
II count number of rows 
N1 = round((node_rl.s-node_ll.s)/(tau_Bl))； 
II Repeat the above for theta2 
6.5 Calculating Transform Parameters 
All the information needed for inferring the transform parameters are now obtained. 
What left to be done is just calculating the boundary line intersection points (A to D) 
from the four boundary lines L�,, L”，L^j and L". The relationships between 
these points and lines are illustrated in Figure 23. 
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y 
Spans A�coliinins^^'^^V^X / 
Spiins N^  rowsXV / / / 
A iXA,yA) 
Figure 23: Boundary lines 
The coordinate of point A by finding the intersection of lines L\j and Lij. The 
solution is: 
X, COS0�丨 sin / sin 没 c o s 没2,/ "sin^, / sin 没2’/Cvi _少2) 
^ sin 0� , cos 02J - cos 没丨 ’,sin d^j 
y^  cos sin 没2 / 一少2 sin 0、丨 cos 没2’/ — sin 0�丨 sin Ojj (A - ^ 2 ) ‘ 
y^ A ~ 
cos^, / sin 62 , -sin^, / cos 6-^ , 
X, = S,. COS 0., = S., COS ^2/ 
I I I,' I,' 1 L A ' /-1 
where < and < (15) / i ='^ 1./ sin (9, / =^ 2,/ sin6'2 / 
The coordinates of other intersections B, C, and D are calculated in the same 
manner. We can then set up the following cell-pixel associations for the perspective 
transform: 
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C e l l ( / , y ) P i x e l (A：, J ) 
(0.5，0.5) 
( I V , + 0 . 5 , 0 . 5 ) 
( 0 . 5 , N , + 0 . 5 ) 
The coefficients in the 3x3 transform matrix P are then calculated by the 
method depicted in section 3.3 on page 20. We can now compute the sampling 
coordinate for the pixel at /’th column，/th row: 
/ / 
k / w']=[i j l]P, = 少二々 (16) 
w w 
Since the row and column indexes (UJ) are assigned arbitrarily here, we have to 
estimate their lower bound and upper bound. Corresponding (/, j) pairs of the four 
patch corners are found by applying the inverse transform P"' on their coordinates. 
• • 
Figure 24: Patch edge map and detected grid 
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The resulting range of covers all the cells within the patch. Finally all points that are 
outside of the patch are removed. 
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Chapter 7 
Patch Registration 
After cell registration of all the patches, we now come to patch registration. In this 
stage we will place the grids of each individual patch where they should be in the 
global grid. To do so, we need a way to "match" two adjacent patches. By adding 
patches one by one, a grid that covers all cells can be obtained. 
7.1 Matching Adjacent patches 
Consider two adjacent patches A and B with some overlapping as shown in Figure 
25. By "matching the patches", we mean matching up rows and columns in patch B 
to those in A. The sampling points in B can then be assigned correct row/column 
indexes with respect to patch A. 
Due to surface curvature and less-then-ideal cell registration, cells in the 
overlapping area are sampled at slightly different coordinates in the two grids. The 
patches are matched by^  finding the closest pair of sampling points, one from each 
patch, in the overlapping area between them. That pair of sampling points are then 
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圓 
Figure 25: Two adjacent patches 
assumed to be the same cell. The displacement of patch B relative to patch A is 
thereby inferred. 
However, the row/column assignment of the two patches might be different. We 
denote row numbers by i and column numbers by / here. In Figure 25 patch B is 
rotated anticlockwise with respect to patch A. We have to discern this row/column 
assignment ambiguity before we can add the sampling points from patch B. 
The indexes i and j are assigned according to axis angles and of the 
patch. Row index i increases along 0�，while column index j increases along . 
Since we always assign G � < 0 ” and G� ,^) <180°，there are only three possible 
cases as shown below: 
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Patch A Patch B Condition 
e a s e l : 气 y ^ K " " ^ X V B 
match ) 1 „ Otherwise 
n i 
I 1^1.B 
Casell: b " ) | � - ‘ | < . 
mismatch I 丨 
1 I 
^ 场,B 
Case III: ！ 广 � Y ‘ , ^ 〜 卜 
mismatch 
I 1 
Here 0…0口 denote the axis angles of patch A, and for patch B. 
We differentiate the cases by the angular difference of the patches' axes. If their 
difference is smaller than the minimum axes angular separation a，then they are 
assumed to be one axis. 
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7.2 Expanding to the Entire Code Area 
Assuming at least one known cell, which we already know its pixel coordinates (x, y) 
and row/column indexes (/，j) from the code's founder pattern, we have a starting 
patch with correct {iJ) assigned to each sampling point on its grid. All other patches 
may then be registered progressively by registering the column of patches with the 
starting patch, then expanding to each row. 
Patch registration errors can arise from grid recovery errors or simply too much 
curvature. The further a patch is from the starting patch, the higher is the chance of 
patch registration error between them. At the overlapping areas where a cell has two 
sampling points each from a different patch, we always choose the coordinate from 
the patch closer to the starting patch. The whole barcode reading process is 
completed after all the patches are registered. The data are then passed to the 
channel decoder where error correction will be done before the decoded message is 
output to the user. 
Figure 26: Registering all patches 
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Simulation and Results 
In this chapter our "patch-wise" barcode reading algorithm is compared with 
perspective transform and affine transform mappings. The performance under 
different degrees of unevenness and different camera elevations were evaluated by 
simulating reading of computer generated 2D barcode images. 
In the following, an account of our evaluation methodology is given, and 
results are discussed. Finally, computational cost is analyzed in relation to 
performance. 
8.1 Implementat ion Details 
The simulation code is implemented in MATLAB 6.0 (release 12). MATLAB 
provides a lot of functions for rendering the test images and handling array 
operations that allow fast implement testing of prototype algorithms. The downside 
is that it is an interpreted language and hence is considerably slower then compiled 
languages such as C/C++. Moreover, it stores data in double precision floating point 
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format (64-bit), which makes computations many times slower then using other 
formats. The black and white code images and edge maps could be processed much 
faster if they are stored in appropriate integer format. Single precision floating point 
number should be enough for calculating coordinates. Nonetheless, we still used 
MATLAB because ease of prototyping is more important then runtime speed for our 
algorithm development purpose. 
Let us summarize here the choices we had made during implementation of the 
"patch-wise" reading algorithm: 
Parameter Value 
Number of p a t c h e s , � 5x5 
Patch overlap distance, d() 0.04 (normalized) 
Radon transform coarse angular resolution 6° 
Radon transform fine angular resolution 1 � 
Radon transform accumulator width 1 pixel 
Minimum axes orientation separation 40° 
Fine radon transform range (one axis) 0-9° to <9 + 9 � 
Number of peaks detected in row maximum 5 for each axis 
Minimum distance between peaks in B[S] 3 pixels 
Cell size detection resolution 0.2 pixel 
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8.2 Comparison Methods 
We compare our new algorithm with two readers based on affine transform and 
perspective transform respectively, with sample grids as shown in Figure 10 of 
Chapter 5. 
The affine transform algorithm is based on the DataMatrix patent [3]. Three 
comers cells of the code is located and used to interpolate the rest of the cells. In our 
simulation the corner locations are obtained directly from our rendering procedures 
to simplify implementation. 
New vertice 
Deleted vertices ^ ^ v ^ 
Figure 27: Deleting a side on the convex hull 
The perspective transform gets its parameters from a bounding quadrilateral 
obtained by repetitively deleting the vertices that produce the minimum area gain 
until only four vertices are left. 
8.3 Results 
We measure the performance of our algorithm by the average read failure rate. We 
have assumed the symbology to be able to recover the message as long as 70% or 
more of the bits are correct. In other words, a read failure occurs if more then 30% 
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error is generated during a read. Code images of different unevenness and camera 
elevations are generated and fed into barcode reading algorithms. The statistics at 
different curvature parameters and camera elevations are collected and plotted. 
We use the cylinder radius to code width ratio {R = m/r) and maximum 
control point heights ( h醒 ) a s curvature measurements for cylindrical and general 
uneven surfaces respectively. The results in Figure 28 and Figure 29 show 
significant reductions in both bit error rates and read failure rates. The performance 
gain is more pronounced on the smoother cylindrical surfaces then general uneven 
surfaces. 
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Figure 28: Cylindrical surface Performance. Top: elevation = 78°. Bottom: curvature R = 0.6 
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Figure 29: General uneven surface performance. Top: elevation = 60°. Bottom: / w = 1.6 
We can see that the read failure rates increases sharply after some cutoff point. 
A 20% or higher read failure rate would feel unacceptable to human operators. In all 
cases above, the patch-wise reading scheme always has the highest cutoff 
unevenness and lowest cutoff elevation. 
When the error rates at all possible combinations of elevation and curvature is 
plotted in Figure 30 and Figure 31, the whole "usable range" of each scheme can be 
shown clearly as the darker "low-laying" area. Again the proposed algorithm has 
superior usable range, while the perspective transform scheme slightly better then 
affine transform. 
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Cylindrical Surfaces 
Bit error rate Read failure rate 
Patch-wise Reading Patch-wise Reading 
丨：丨_ 
Camera Elevation gO 1 p Camera Elevation p 0 0 
Perspective Transform Perspective Transform 
Camera Elevation 1 r Camera Elevation 8 0 ^ = ^ ^ 一 1 r 0 0 
Affine Transform Affine Transform 
1 
^04 “ . . - ^ 
？。3 ‘ < : 、 X ^ ( 、 ¥ io.5： / , / 7 
Camera Elevation QQ V - ^ 1 r Camera Elevation QQ i r 0 0 
Figure 30: Performance on cylindrical surfaces: Patch-wise scheme (top), perspective transform 
(middle), affine transform (bottom) 
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General Uneven Surfaces 
Bit error rate Read failure rate 
Patch-wise Reading Patch-wise Reading 
丨聽. 
Camera Elevation q q ^ 2 Camera Elevation ^ w 
0 max 0 max 
Perspective Transform Perspective Transform 
•續丨：嶋 
Camera Elevation 2 Camera Elevation ' 
0 max 0 max 
Affine Transform Affine Transform 
鎮、驅 
Camera Elevation qq V J U - ^ 2 Camera Elevation 肌 2 ^ 
0 max 0 max 
Figure 31: Performance on general uneven surfaces: Patch-wise scheme (top), perspective transform 
(middle), affine transform (bottom) 
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As a demonstration of the benefit of the proposed algorithm, two extreme 
examples of codes marginally readable by our new algorithm are shown Figure 32. 
參 麵 
Figure 32: Left: Cylindrical surface, R=2, elevation 60°, 28.59% error. 
Right: General uneven surface, /7議=2，elevation 50°, 28.44% error 
8.4 Real Barcodes 
The tests in the previous section are conducted using randomly generated 
uncorrelated data. In the real world, however, the data is correlated. Symbologies 
also incorporate coding schemes the scrambles the data. To verify that the proposed 
algorithm works for real barcodes, DataMatrix labels are generated as input for 
simulations. 
The labels are generated using the text in the first three chapters of this thesis. 
The generated labels has a dimension of 48x48. For better comparison with previous 
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results, the label edges are cropped so that it has the same dimension as the previous 
simulations (45x45). 
Simulation results verify that our algorithm delivers approximately the same 
performance for DataMatrix symbols with real life data on both cylindrical and 
general uneven surfaces. Figure 33 and Figure 34 shows the results on cylindrical 
surfaces and general uneven surfaces respectively. 
0 5 , —r- ； …… ” ：~~ ^ ― 一 ‘ 
I - e - DataMatrix Labels 丨 丨 一 6 ^ DataMatrix Labels 
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0 0 5 1 1 . 5 2 2 5 3 0 0 5 1 1 ,5 2 2 5 3 
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Figure 33: Cylindrical surface Performance. Top: elevation = 78°. Bottom: curvature R = 0.6 
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Figure 34: General uneven surface performance. Top: elevation = 60°. Bottom: /？隱=1-6 
8.5 Computat ion Costs 
Most of the computation time is spent on computing the Radon transforms. While 
counting the exact amount of computation involved in every step seems impractical 
for such a complex algorithm, analysis of the computation cost involved in Radon 
transforms should give us good lower bound analysis. 
We measure the computation cost in terms of the most basic computation units, 
namely, floating point multiplication (M), and addition (A). For simplicity's sake, let 
us assume that the code takes up a square area of NxN pixels. If we normalize 
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the bounding quadrilateral of real life code images into a square of same area, a 
usable approximation N ~ 400, although the actual values vary greatly. 
To register cells in a patch, we have to compute a total of 29 + 32 = 61 
projection profiles of the patch at different angles. The computation cost per pixel 
per projection operation is 2(M -hj). Notice that only the edge pixels have to be 
projected. Due to our balanced code assumption, each cell boundary has 1/2 chance 
of actually being an edge. Remember that in the patch-cutting step, each patch is set 
to contain about 10x10 cells. Each row/column is (d^ + d^)n pixels wide/tall. 
This means that we should have 
1/2 X (10 +10)x (0.192 + 0.04)A^ = 2.32N 
edge pixels on one patch. 
Therefore, the total amount of computation involved in the Radon transforms is 
5x5x61x2.32A^x2(M + 小 2.83x106 x(M + J ) (17) 
In comparison, suppose two 3x3 Sobel operators [14], one vertical and one 
horizontal, are used to compute the edge map. The computation cost of the 
convolutions is: 
2x640x480x9x(M + 小 5.53x106 x(M + J ) (18) 
This does not include the subsequent threshold determination and quantization. 
The computation cost of our algorithm is therefore comparable with obtaining the 
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edge map. This is acceptable considering the accuracy gains and cheaper computing 
power on new processors. 
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Conclusion and Further Works 
Two-dimensional symbologies are useful for a number of applications. However 
conventional 2D barcode scanners are limited in performance due to stringent 
flatness and scanning angle requirements. In this thesis we developed a patch-wise 
reading algorithm for more general uneven surfaces to improve successful read rate. 
Our simulation experiments show that the algorithm reduces reading accuracy 
in the face of uneven surfaces and oblique viewing angles with moderate 
computation cost with respect to that already incurred in edge detection. 
There are possible ways to improve performance further. Most of the error bits 
originate from incorrectly registered patches rather than incorrect local grid. Patch 
registration may be improved in several aspects. 
The first approach calls for more robust matching of neighboring patches. 
Instead of relying on one closest pair only, several possible pairs could be selected to 
detect and resolve any displacement ambiguity. 
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A second possibility takes the multiple patch registration paths into 
consideration. Patches not immediately adjacent to the starting patch can be reached 
via different intermediate patches, some of which might be registered incorrectly. 
The confidence level of each path can be evaluated to choose the best one. 
A third possibility takes a different route altogether. Instead of starting from one 
single cell, we can have multiple known cells, which is not unreasonable since most 
symbologies provide orientation markers in addition to the finder pattern. This not 
only eliminates patch registration for a number of patches, but also solves the 
orientation ambiguity problem. 
Finally, a complete barcoding system can be designed based on the proposed 
algorithm. Symbology design can be specialized for patch-wise reading. For 
example, special features can be added to provide hints for patch registration; the 
number and location of finder patterns can also be optimized, and a larger code 
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