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Abstract
In this thesis, we study supersaturation and enumeration problems in extremal combina-
torics. In Chapter 2, with Balogh, we disprove a conjecture of Erdo˝s and Tuza concerning
the number of different ways one can create a copy of K4, a complete graph on 4 vertices,
in a K4-free graph.
In Chapter 3, we extend a classical result of Kolaitis, Pro¨mel and Rothschild on the
typical structure of graphs forbidding a clique of fixed order as a subgraph, showing that the
order of the forbidden clique can be as large as some polylogarithmic function of the order
of the host graph. This is based on joint work with Balogh, Bushaw, Collares Neto, Morris
and Sharifzadeh.
In Chapter 4 and Chapter 5, we study the number of maximal sum-free subsets of the
set [n] := {1, 2, . . . , n}. Together with Balogh, Sharifzadeh and Treglown, we show that, for
each 1 ≤ i ≤ 4, there are constants Ci such that the number of maximal sum-free subsets in
[n] is (Ci + o(1))2
n/4, where i ≡ n mod 4. This resolves a conjecture of Cameron and Erdo˝s.
In Chapter 6, with Balogh and Sharifzadeh, we study the number of subsets of [n] which
does not contain an arithmetic progression of a fixed length. This addresses another question
of Cameron and Erdo˝s and provides an optimal bound for infinitely many n. As corollaries,
we improve the known transference results on arithmetic progressions.
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Chapter 1
Overview
I am interested in extremal combinatorics, one of the most central areas of modern combi-
natorics. The field has witnessed tremendous development in the past few decades, partially
because of its close interplay with other disciplines such as number theory, probability, dis-
crete geometry and theoretical computer science.
A typical problem in extremal combinatorics is to maximize or minimize some parameter
f over a collection of discrete structures with certain properties P . Those families satisfying
P that realize the maximum or minimum of f are called extremal. I am interested in
various problems in extremal combinatorics. In this thesis, we study the following two
types of problems: (i) supersaturation problems which study the appearance of forbidden
configurations in families that are somewhat larger (or smaller) than the extremal ones, and
(ii) enumeration problems which ask for an estimate of the size of a family with certain
constraints.
For the rest of this chapter, I will give an overview of the results that I have obtained
with my coauthors.
1.1 Supersaturation, a conjecture of Erdo˝s and Tuza
Consider an extremal problem of maximizing the size of a family of combinatorial objects
while forbidding some substructure, a natural question to follow is to ask the number of
forbidden configurations appearing in a family that has size over the extremal threshold. This
type of question is called the supersaturation problem, as often going above the threshold
forces not just one but many copies of forbidden substructure. For example, the balanced
n-vertex complete bipartite graph Kdn/2e,bn/2c has bn2/4c edges and yet does not contain a
triangle. However, Rademacher observed that if an n-vertex graph has bn2/4c + 1 edges,
then it must contain at least bn/2c triangles. This was later generalized to larger cliques
by Erdo˝s [34].1 Supersaturation problems have been studied in various other contexts.
For example, Kleitman [59] determined the minimum number of 2-chains in a poset whose
1We refer readers to Chapter 2 for more references.
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size is larger than its largest antichain2, recently extended to k-chains by Das, Gan and
Sudakov [29].
Let G be an n-vertex K4-free graph, an edge in its complement is a K4-saturating edge if
the addition of this edge to G creates a copy of K4. Many results related to clique-saturating
edges have been established, some of which are recently phrased in the language of ‘graph
bootstrap percolation’. An example of Bolloba´s [10] shows that an n-vertex graph can have
only 2n − 3 edges, and yet all edges in its complement are K4-saturating edges. On the
other extreme, Kdn/2e,bn/2c shows that a graph could have up to bn2/4c edges with no K4-
saturating edge. Erdo˝s and Tuza [35] conjectured in the 1980s that one additional edge
would change the picture dramatically. This conjecture can be considered, as formulated
above, a supersaturation problem concerning the number of K4-saturating edges.
Conjecture (Erdo˝s-Tuza [35]). If an n-vertex K4-free graph G has bn2/4c + 1 edges, then
there are at least (1 + o(1))n2/16 K4-saturating edges.
In joint work with Balogh [11], we disprove this conjecture, giving a counterexample with
only 2n
2
33
K4-saturating edges. Furthermore, we prove that (1 + o(1))
2n2
33
is best possible:
Theorem (Balogh-Liu [11]). There are at least (1 + o(1))2n
2
33
K4-saturating edges in an
n-vertex K4-free graph with bn2/4c+ 1 edges.
In fact, a stability result can be derived from our proof.
This work will be presented in Chapter 2.
1.2 Enumeration
Enumerating families of discrete objects with given properties and describing the typical
structure3 of these objects are fundamental problems in extremal combinatorics. In the
context of graphs, this was initiated in 1976 by Erdo˝s, Kleitman, and Rothschild [38], who
studied the family of triangle-free graphs on n vertices. In extremal set theory, a celebrated
result of Kleitman [60] in 1969 determined the number of antichains among subsets of an
n-element set. These results have since inspired a great deal of research over the years. For
example, Alon, Balogh, Keevash and Sudakov [3] studied the number of edge-colorings with
a fixed number of colors that forbid monochromatic copy of a complete graph of prescribed
size.
2A k-chain is a set system consisting of k sets A1 ⊆ A2 ⊆ . . . ⊆ Ak. An antichain is a set system
forbidding any pair A,B such that A ⊆ B.
3Loosely speaking, it is a structural statement that shows how most of these objects look like.
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We will discuss one such problem in extremal graph theory and two conjectures of
Cameron and Erdo˝s on enumeration problems in additive number theory.
1.2.1 Graphs without a large clique
The above-mentioned seminal result of Erdo˝s, Kleitman, and Rothschild [38] states that
almost all triangle-free graphs on n vertices are bipartite; that is, the proportion of n-
vertex triangle-free graphs that are not bipartite goes to zero as n → ∞. Since then,
various extensions of this theorem have been established. In particular, Kolaitis, Pro¨mel and
Rothschild [63] extended the result of Erdo˝s-Kleitman-Rothschild [38] to larger forbidden
cliques, but of fixed size. They showed that almost all Kr+1-free graphs are r-partite. In
joint work with Balogh, Bushaw, Collares Neto, Morris and Sharifzadeh [16], we extend the
result of Kolaitis, Pro¨mel and Rothschild [63]. Our result allows the size of the forbidden
clique grows with the host graph:
Theorem (Balogh-Bushaw-Collares Neto-Liu–Morris-Sharifzadeh [16]). Almost all Kr+1-
free graphs on n vertices are r-partite,4 for any r ≤ (log n)1/4.
It is worth mentioning that the statement is no longer true if r ≥ (log n)1+o(1), thus
our bound on r is not too far from optimal.5 En route to the above theorem, we obtain a
supersaturation result for cliques, which gives a new proof of the Erdo˝s-Simonovits stability
theorem [40] for arbitrary graphs.
We will present this work in Chapter 3.
1.2.2 Maximal sum-free sets
A triple x, y, z is a Schur triple if x+y = z (note x, y and z may not necessarily be distinct).
A set S is sum-free if S does not contain a Schur triple. Let [n] := {1, . . . , n}. We say that
S ⊆ [n] is a maximal sum-free subset of [n] if it is sum-free and it is not properly contained
in another sum-free subset of [n]. Let f(n) denote the number of sum-free subsets of [n] and
fmax(n) denote the number of maximal sum-free subsets of [n]. The study of sum-free sets
of integers has a rich history. Indeed, Schur [83] in 1916 proved that if integers are finitely
colored, then there is a monochromatic Schur triple. Clearly, any set of odd integers and any
subset of {bn/2c + 1, . . . , n} is a sum-free set, hence f(n) ≥ 2n/2. Cameron and Erdo˝s [25]
conjectured that f(n) = O(2n/2). This conjecture was proven independently by Green [49]
4That is, the proportion of n-vertex Kr+1-free graphs that are not r-partite goes to zero as n→∞.
5See Chapter 3 for more details.
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and Sapozhenko [79]. In fact, they showed that there are constants C1 and C2 such that
f(n) = (Ci + o(1))2
n/2 for all n ≡ i mod 2.
In a second paper, Cameron and Erdo˝s [26] showed that fmax(n) ≥ 2bn/4c. Noting that all
the sum-free subsets of [n] described above lie in just two maximal sum-free sets, they asked
whether there are significantly fewer sum-free sets that are maximal: fmax(n) = o(f(n))
or even fmax(n) ≤ f(n)/2εn for some constant ε > 0.  Luczak and Schoen [66] answered
this question in the affirmative, showing that fmax(n) ≤ 2n/2−2−28n for sufficiently large n.
Later, Wolfovitz [90] proved that fmax(n) ≤ 23n/8+o(n). This leaves a big gap in the exponent
between the lower and upper bounds.
In a sequence of two papers [14, 15], we completely settle this question of Cameron and
Erdo˝s [26]. We first in [14] showed that the lower bound is essentially tight:
Theorem (Balogh-Liu-Sharifzadeh-Treglown [14]). The number of maximal sum-free subsets
in [n] is 2n/4+o(n).
In [15], we give the following exact solution.
Theorem (Balogh-Liu-Sharifzadeh-Treglown [15]). There are constants Ci, 1 ≤ i ≤ 4, such
that, given any n ≡ i mod 4, [n] contains (Ci + o(1))2n/4 maximal sum-free sets.
Our proof in fact provides the typical structure of a maximal sum-free set.
Sum-free sets in abelian groups have been extensively studied. For example, Green and
Ruzsa [51] determined the number of sum-free sets in abelian groups. With the techniques
we developed in [14, 15], a possible future research project is to enumerate maximal sum-free
sets in abelian groups.
In Chapter 4, we will present the work in [14], and in Chapter 5, we will present the work
in [15].
1.2.3 Sets with no arithmetic progression of prescribed length
A subset of [n] := {1, 2, . . . , n} is k-AP-free if it does not contain a k-term arithmetic
progression. Denote by rk(n) the maximum size of a k-AP-free subset of [n]. Cameron and
Erdo˝s [26] asked for an enumeration for subsets of [n] with no k-term arithmetic progression.
In particular, they wondered if it is true that the number of k-AP-free subsets of [n] is
2(1+o(1))rk(n).
Little progress had been made on bounding the number of k-AP-free subsets from above
in the last 30 years. One of the reasons for this difficulty is our limited understanding of
rk(n). Indeed, despite much effort, the gap between the current known lower and upper
bounds on r3(n) is still rather large.
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In a recent work with Balogh and Sharifzadeh [13], we are able to show the following
weaker version.
Theorem (Balogh-Liu-Sharifzadeh [13]). The number of k-AP-free subsets of [n] is at most
2O(rk(n)) for infinitely many values of n.
We derive from the proof of the above result that this infinite set has upper density one.
It is worth mentioning that two other natural conjectures of Erdo˝s, regarding the number
of C6-free graphs and the number of Sidon sets
6, are false. It is not inconceivable that the
answer to the question of Cameron and Erdo˝s [25] is no.
For all values of n, we obtain a weaker estimate, which is nevertheless sufficient to transfer
the current best upper bound on rk(n) to the sparse random setting. One of the novel
ingredients in the heart of our proof is a supersaturation result on arithmetic progression,
which states that sets of size Ω(rk(n)) already contain super linearly many k-term arithmetic
progressions. As comparison, all previously known supersaturation results, e.g. [89], only
provide meaningful bounds for sets of linear size.
All these results in this subsection will be presented in Chapter 6.
1.3 Background
We provide here some basic concepts and notations. For the readers’ convenience, uncommon
terms and definitions will be introduced later in each corresponding chapter.
For an integer n ≥ 1, denote by [n] the set {1, 2, . . . , n}. Given two functions f(n) and
g(n), write f(n) = o(g(n)) or equivalently f(n)  g(n) if lim
n→∞
f(n)
g(n)
= 0; write f(n) =
ω(g(n)) or equivalently f(n)  g(n) if f(n)
g(n)
→ ∞ as n → ∞; write f(n) = O(g(n)) if there
exists a constant C > 0 such that f(n) ≤ C · g(n); write f(n) = Ω(g(n)) if there exists
a constant c > 0 such that f(n) ≥ c · g(n); write f(n) = Θ(g(n)) if f(n) = O(g(n)) and
f(n) = Ω(g(n)).
A graph G consists of a vertex set V (G) and an edge set E(G). The edge set E(G) is a
set of unordered pairs of vertices in V (G). Two vertices x and y are adjacent, denoted by
x ∼ y, if they form an edge e ∈ E(G) and x, y are the endpoints of the edge e. The order of
a graph G is the number of vertices in G and the size of G is e(G) := |E(G)|, the number of
edges in G. Given two disjoint vertex subsets A and B of G, denote by E(A,B) the set of all
edges in G with one endpoint in A and the other in B and denote by e(A,B) := |E(A,B)|.
6A set A ⊆ [n] is a Sidon set if there do not exist distinct a, b, c, d ∈ A such that a+ b = c+ d.
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Let G[A] denote the subgraph induced on vertex set A, i.e. E(G[A]) consists of all edges in
E(G) with both endpoints in A.
Here are some useful graphs. A path on t vertices, denoted by Pt, is a graph whose
vertices can be ordered as v1, v2, . . . , vt such that vi is adjacent to vj if and only if |i− j| = 1.
A cycle on t vertices, denoted by Ct, is a graph whose vertices can be ordered as v1, v2, . . . , vt
such that vi is adjacent to vj if and only if i − j = 1 or −1 modular t. A complete graph
on t vertices, denoted by Kt, is a graph in which every pair of vertices forms an edge. A
complete bipartite graph on vertex set X ∪ Y , denoted by K|X|,|Y |, is a graph in which two
vertices form an edge if and only if one of them is in X and the other one is in Y .
Given a graph G, a set I ⊆ V (G) is an independent set if I induces no edge in G. The
independence number of G, denoted by α(G), is the size of the largest independent set in
G. A graph G = (V,E) is r-partite if the vertex set V can be partitioned into r disjoint
sets V1, V2, . . . , Vr such that each Vi, 1 ≤ i ≤ r, is an independent set. Given a vertex
x ∈ G, denote by NG(x) the neighborhood of x in G, i.e. the set of vertices adjacent to x
in G. The degree of x, denoted by dG(x) or degG(x), is the number of edges incident to
x, i.e. |NG(x)| (we drop the subscript G when it is clear from the contents). Denote by
∆(G) := max
v∈V (G)
deg(x) and δ(G) := min
v∈V (G)
deg(x) the maximum degree and minimum degree
of G respectively. For any vertex subset U ⊆ V (G), denote N(U) := ⋂v∈U N(v).
Given an integer k, a k-coloring of a graph G is a function φ : V (G) → [k]. A coloring
φ is proper if no two adjacent vertices receive the same color, i.e. φ(x) 6= φ(y) if x ∼ y.
The chromatic number χ(G) of a graph G is the minimum integer k such that there exists
a proper k-coloring of G.
Given two graphs H and G, we say that H is a subgraph of G, denoted by H ⊆ G, if
there is an injection f : V (H)→ V (G) that preserves adjacency, i.e. f(x) ∼G f(y) if x ∼H y.
We say that G is H-free if G does not contain H as a subgraph. The extremal number of H,
denoted by ex(n,H), is the maximum number of edges an n-vertex H-free graph can have.
A hypergraph H consists of a vertex set V (H) and an edge set E(H). The edge set is a
collection of subsets of the vertex set V (H). A hypergraph H is r-uniform if every edge in
E(H) contains r vertices.
Denote by G(n, p) the probability space, introduced by Erdo˝s and Re´nyi [39], over the
set of all graphs on vertex set [n], in which each edge is presented with probability p inde-
pendently of all others.
We will often use the following Chernoff bound (see e.g. [5]).
Lemma 1.3.1. Let X =
∑
iXi, where X1, . . . , Xn are independent 0-1 random variables
6
with P[Xi = 1] = p. Writing EX = µ, then for any 0 < δ < 1,
P[X > (1 + δ)µ] ≤ e− δ
2µ
3 ,
and
P[X < (1− δ)µ] ≤ e− δ
2µ
2 .
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Chapter 2
Supersaturation
Let G be a K4-free graph. An edge in its complement is a K4-saturating edge if the addition
of this edge to G creates a copy of K4. Erdo˝s and Tuza [35] conjectured that for any n-vertex
K4-free graph G with bn24 c+ 1 edges, one can find at least (1 + o(1))n
2
16
K4-saturating edges.
We construct a graph with only 2n
2
33
K4-saturating edges. Furthermore, we prove that it
is best possible, i.e., one can always find at least (1 + o(1))2n
2
33
K4-saturating edges in an
n-vertex K4-free graph with bn24 c+ 1 edges.
2.1 Introduction
Mantel [67] showed that the maximum number of edges in an n-vertex triangle-free graph
is bn2
4
c. Rademacher in 1941 (unpublished) extended this result by showing that any n-
vertex graph with bn2
4
c + t edges contains at least tbn
2
c triangles, for t = 1. Lova´sz and
Simonovits [65], improving a result of Erdo˝s [33], proved this for every t ≤ n
2
. Erdo˝s [34]
showed analogue results for cliques, and Mubayi [71, 72] proved relevant results for color-
critical graphs and some hypergraphs.
In general, Erdo˝s-Rademacher-type problem is defined as follows: for any extremal ques-
tion, what is the number of forbidden configurations appearing in a graph somewhat denser
than the extremal graph? This type of problems have been studied in various contexts: A
book of size q consists of q triangles sharing a common edge. Khadzˇiivanov and Nikiforov [58]
showed that any n-vertex graph with bn2
4
c + 1 edges contains a book of size at least n
6
. In
the context of Sperner’s Theorem [85], Kleitman [59] determined the minimum number of
2-chains in a poset whose size is larger than its largest anti-chain. Recently, this theorem
was extended to k-chains by Das, Gan and Sudakov [29].
Let G be an n-vertex K4-free graph. An edge in its complement G is a K4-saturating edge
if the addition of this edge to G creates a copy of K4. Denote by f(G) the number of K4-
saturating edges in G and by f(n, e) the maximum integer ` such that every n-vertex K4-free
graph with e edges must have at least ` K4-saturating edges. The first extremal result related
to clique-saturating edges was by Bolloba´s [21], who proved that if every edge in G is a Kr-
8
saturating edge, then e(G) ≥ (n
2
)− (n−r+2
2
)
and this bound is best possible. Later the result
in [21] was extended by Alon [1], Frankl [43] and Kalai [57] using linear algebraic method.
Saturation problems have been phrased in the language of ‘graph bootstrap percolation’,
see [6] and [7] for recent developments.
In the case of K4, Bolloba´s’ example [21] is the following: let F be an n-vertex K4-free
graph obtained from adding an edge to the partite set of size two in K2,n−2. This graph has
only 2n − 3 edges, and yet all edges in F are K4-saturating edges. To the other extreme,
Kdn
2
e,bn
2
c shows that a graph could have up to bn24 c edges with no K4-saturating edge, i.e.
f(n, bn2
4
c) = 0. Erdo˝s and Tuza [35] conjectured that if a K4-free graph G has bn24 c+1 edges,
then suddenly there are at least (1 +o(1))n
2
16
K4-saturating edges. They also stated, without
giving any specific example, that there is a graph with at most (1 + o(1))n
2
16
K4-saturating
edges. Our guess is the following: add a new vertex and make it adjacent to roughly half of
vertices in each partite set of Kdn
2
e−1,bn
2
c. This conjecture can be considered, as formulated
before, an Erdo˝s-Rademacher-type problem concerning the number of K4-saturating edges.
Conjecture 2.1.1 (Erdo˝s-Tuza [35]).
f
(
n,
⌊
n2
4
⌋
+ 1
)
= (1 + o(1))
n2
16
.
We disprove this conjecture. We give a counterexample with only 2n
2
33
K4-saturating
edges. Furthermore, we prove that (1 + o(1))2n
2
33
is best possible, that is, one can always find
at least (1 + o(1))2n
2
33
K4-saturating edges in an n-vertex K4-free graph with bn24 c+ 1 edges.
Theorem 2.1.2. For n ≥ 73,
2n2
33
− 3n
11
≤ f
(
n,
⌊
n2
4
⌋
+ 1
)
≤ 2n
2
33
− 7n
33
.
We shall prove the following theorem, which implies the lower bound in Theorem 2.1.2.
Theorem 2.1.3. Let G be an n-vertex K4-free graph with bn24 c edges, for n ≥ 73. If G
contains a triangle, then
f(G) ≥ 2n
2
33
− 3n
11
.
This is best possible when n is divisible by 66.
Proof of Theorem 2.1.2. The upper bound is by the construction described in Section 2.2.
For the lower bound, let G be a K4-free graph with bn24 c+ 1 edges. By Mantel’s theorem, it
contains a triangle. Let G′ be a subgraph obtained from G by removing an edge such that
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G′ contains a triangle. By Theorem 2.1.3, f(G′) ≥ 2n2
33
− 3n
11
. The relation f(G) ≥ f(G′)
completes the proof.
Remark: (i) A slight modification of our proof gives the following stability result: Given any
K4-free graph G with (1−o(1))n24 edges, if G contains a triangle, then f(G) ≥ (1−o(1))2n
2
33
.
(ii) Unlike the case about the number of triangles in [33] and [65], where each additional edge,
up to n
2
edges, gurantees bn
2
c additional triangles, in our problem, even with linear many
extra edges, the number of K4-saturating edges is still at most (1 + o(1))
2n2
33
. In particular,
f
(
n, bn2
4
c+ t
)
= 2n
2
33
+O(n) for 1 ≤ t ≤ n
66
.
(iii) One might define a Kr-saturating edge of a graph G, for r ≥ 5, as we did for K4.
Denote by ex(n,Kr−1) the maximum size of an n-vertex Kr−1-free graph. We think that a
similar phenomenon holds: if G is Kr-free and e(G) = ex(n,Kr−1) + 1, then the number
of Kr-saturating edges is at least
(
2(r−3)2
(r−1)(4r2−19r+23) + o(1)
)
n2. A generalization of our con-
struction shows that if the conjecture is true, then it is best possible. (The construction is
an appropriate blow-up of the following graph: take a new vertex and make it adjacent to
exactly one vertex in each partite set of a (r − 2)-partite complete graph K2,...,2.) Some of
the ideas of our proof works for r ≥ 5 as well, but some does not.
This chapter is organized as follows: We give a construction for the upper bound in
Theorem 2.1.2 and an extremal example for Theorem 2.1.3 in Section 2.2. The proof for
Theorem 2.1.3 is given in Section 2.3. We will omit floors and ceilings when it is not critical
and we make no effort optimizing some of the constants.
2.2 Upper bound constructions
Fix an integer n divisible by 66. We present an n-vertex K4-free graph H with
n2
4
+ n
66
edges
and f(H) = 2n
2
33
− 7n
33
. Note that from this graph one can easily remove n
66
− 1 edges without
changing the number of K4-saturating edges. We also give an extremal example showing the
bound in Theorem 2.1.3 is best possible.
Construction for Theorem 2.1.2: To construct H, start with a C5 on {v1, v2, v3, v4, v5}
with a chord v1v3. Blow up each vi to an independent set Vi of the following size: |V1| =
|V3| = 16n66 , |V2| = 4n66 + 1, |V4| = 15n66 and |V5| = 15n66 − 1, see Figure 2.1. Then H is K4-
free with n
2
4
+ n
66
edges. The only K4-saturating edges are those in V1, V2, V3, which gives
f(H) = 2n
2
33
− 7n
33
. The ratio of the blow-up is obtained by solving the following optimization
problem. Set x = |V1|
n
= |V3|
n
, y = |V4|
n
= |V5|
n
and z = |V2|
n
. Minimize x2 + z
2
2
, subject to (i)
2x+ 2y + z = 1, and (ii) 2xz + 2xy + x2 + y2 ≥ 1
4
.
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V5
15n
66
V4
15n
66
− 1
V3
16n
66V1
16n
66
V2
4n
66
+ 1
Figure 2.1: A K4-free graph H with e(H) =
n2
4
+ n
66
and f(H) = 2n
2
33
− 7n
33
.
Construction for Theorem 2.1.3: Define H ′ the same way as H, except that |V ′2 | = 4n66
and |V ′4 | = 15n66 . This graph is K4-free with n
2
4
edges and f(H ′) = 2n
2
33
− 3n
11
.
2.3 Proof of Theorem 2.1.3
Let G be a K4-free graph with
n2
4
edges and containing a triangle. Fix in G a maximum
family of vertex-disjoint triangles, say T = {T1, T2, ..., Ttn}, where 0 < t ≤ 13 . We write
V (T ) for ⋃tni=1 V (Ti), E(T ) for E(G[V (T )]) and e(T ) := |E(T )|. Let G′ = G− V (T ), since
T is of maximum size, G′ is a K3-free graph with e(G′) ≤ (1−3t)2n24 . Denote by r1n2 the
number of K4-saturating edges incident to V (T ), and by r2n2 the number of K4-saturating
edges in V (G′). Hence f(G) = (r1 + r2)n2. First we give a lower bound on r1.
Lemma 2.3.1.
r1n
2 ≥
(
1
4
− t+ 3t
2
2
)
n2 − e(G′)− 3
2
tn ≥
(
t
2
− 3t
2
4
)
n2 − 3
2
tn.
Proof. Let ti = e(Ti, G \
⋃i
j=1 Tj), clearly
∑tn
i=1 ti = e(G)− e(G′)− 3tn. Since G is K4-free,
every vertex can have at most two neighbors in each triangle. Thus ti − (n− 3i) is a lower
bound on the number of vertices in G \⋃ij=1 Tj having degree 2 in Ti, each of which gives
a K4-saturating edge. Indeed, say V (T1) = {x, y, z}, and w ∈ N(x) ∩ N(y), then wz is a
11
K4-saturating edge. Thus,
r1n
2 ≥
tn∑
i=1
(ti − (n− 3i)) = (e(G)− e(G′)− 3tn)−
(
tn2 − 3tn(tn+ 1)
2
)
≥
(
1
4
− t+ 3t
2
2
)
n2 − e(G′)− 3
2
tn ≥
(
t
2
− 3t
2
4
)
n2 − 3
2
tn,
where the last inequality follows from e(G′) ≤ (1−3t)2n2
4
.
Let Ti ∈ T be a triangle in T . Denote by Nj(Ti) ⊆ V (G′), for 0 ≤ j ≤ 3, the set
of vertices in G′ that has exactly j neighbors in Ti. Since G is K4-free, N3(Ti) = ∅, for
every Ti’s. Further define p0(Ti) =
|N0(Ti)|
n
, p1(Ti) =
|N1(Ti)|
n
and p2(Ti) =
|N2(Ti)|
n
. Thus by
definition, p0(Ti) + p1(Ti) + p2(Ti) = 1− 3t.
The next lemma shows that there is a triangle T ∈ T with large |N2(T )|.
Lemma 2.3.2. There exists a triangle T ∈ T , such that
(i) e(T,G′) ≥ (3
2
− 21t
4
)
n, and
(ii) p2(T ) ≥ 12 − 9t4 + p0(T ).
Proof. (i) The edge set of G can be partitioned into E(G′), E(T , G′) and E(T ). Notice that
since G is K4-free, there are at most 6 edges between any pair of triangles in T . Hence
e(T ) ≤ 3tn+ 6(tn
2
)
= 3t2n2.
Thus we have e(T , G′) = e(G)− e(G′)− e(T ) ≥ n2
4
− (1−3t)2n2
4
− 3t2n2 ≥
(
3t
2
− 21t2
4
)
n2.
Therefore, there exists a triangle T ∈ T with e(T,G′) ≥ e(T , G′)/(tn) ≥ (3
2
− 21t
4
)
n.
(ii) Let T ∈ T be a triangle satisfying (i). Note that 2p2(T ) + p1(T ) = e(T,G′)n . Using
p0(T ) + p1(T ) + p2(T ) = 1− 3t, we have p2(T )− p0(T ) ≥ 32 − 21t4 − (1− 3t) = 12 − 9t4 .
From now on, we let T = {x, y, z} be a triangle in T sending the most edges to G′, hence
it has the two properties of Lemma 2.3.2. For brevity we write pj = pj(T ) and Ni = Ni(T )
for 0 ≤ j ≤ 2. Furthermore, define A = NG′(xy), B = NG′(yz) and C = NG′(xz). Note
that A,B,C are pairwise disjoint independent sets, otherwise T ∪A∪B∪C contains a copy
of K4. Define Nx := NG′(x), Ny := NG′(y) and Nz := NG′(z). Let a =
|A|
|N2| , b =
|B|
|N2| and
c = |C||N2| , thus a + b + c = 1. For 1 ≤ k ≤ 3, we say that T spans a k-joint-book, if among
A,B,C, exactly 3− k of them are empty sets.
Lemma 2.3.3. If T spans a 3-joint-book, then we have
r2n
2 ≥ 1
6
[
3
2
− 21t
4
]2
n2 − e(G′)− (1− 3t)n.
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Proof. First notice that Nx, Ny and Nz are all independent sets. Indeed, suppose Nx contains
an edge, then T ∪Nx∪B contains two vertex-disjoint triangles, contradicting the maximality
of T .
Note that
(|Nx|
2
)
+
(|Ny |
2
)
+
(|Nz |
2
) ≤ r2n2 + e(G′). Indeed, every pair of vertices in Nx, Ny
or Nz gives a non-edge in G
′ and those K4-saturating edges in A,B,C are counted twice.
Additionally, |Nx|+ |Ny|+ |Nz| = e(T,G′) ≥
(
3
2
− 21t
4
)
n, and e(T,G′) ≤ 2(1− 3t)n. Thus,
r2n
2 + e(G′) ≥
(|Nx|
2
)
+
(|Ny|
2
)
+
(|Nz|
2
)
≥ 3
(
e(T,G′)/3
2
)
=
1
6
(e(T,G′))2 − 1
2
e(T,G′) ≥ n
2
6
[
3
2
− 21t
4
]2
− (1− 3t)n.
We first show that if T spans a 3-joint-book, then f(G) ≥ 2n2
33
− 3n
11
.
Lemma 2.3.4. For n ≥ 73, if T spans a 3-joint-book, then f(G) ≥ 2n2
33
− 3n
11
.
Proof. Note that e(G′) + e(G′) = (1−3t)
2n2
2
− (1−3t)n
2
. By Lemmas 2.3.1 and 2.3.3, we have
f(G) = (r1 + r2)n
2 ≥
(
1
4
− t+ 3t
2
2
)
n2 − e(G′)− 3
2
tn
+
1
6
[
3
2
− 21t
4
]2
n2 − e(G′)− (1− 3t)n
≥
(
51t2
32
− 5t
8
+
1
8
)
n2 − n
2
≥ 13n
2
204
− n
2
≥ 2n
2
33
− 3n
11
,
since 51t
2
32
− 5t
8
+ 1
8
≥ 13
204
when 0 < t ≤ 1
3
, and the last inequality holds for n ≥ 73.
Proof of Theorem 2.1.3. By Lemma 2.3.4, we may assume that T spans a k-joint-book with
k ≤ 2. Without loss of generality assume that B = ∅, i.e. b = 0. Then a + c = 1 and
|A|+ |C| = p2n. Notice that each pair of vertices in A and C is a K4-saturating edge, hence
r2n
2 ≥
(|A|
2
)
+
(|C|
2
)
≥ 2
(
p2n/2
2
)
=
p22
4
n2 − p2n
2
. (2.1)
If t ≥ 1
5
, then Lemma 2.3.1 implies f(G) ≥ r1n2 ≥
(
t
2
− 3t2
4
)
n2 − n
2
≥ 2n2
33
for n ≥ 54. Thus
we may assume that t < 1
5
. The right hand side in (2.1) is minimized when p2 is at its lower
bound provided by Lemma 2.3.2, as 1
2
− 9t
4
> 1
n
for n ≥ 20. Hence
r2n
2 ≥ 1
4
(
1
2
− 9t
4
)2
n2 − 1
2
(
1
2
− 9t
4
)
n.
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Therefore using Lemma 2.3.1, we have
f(G) = (r1 + r2)n
2 ≥
((
t
2
− 3t
2
4
)
+
1
4
(
1
2
− 9t
4
)2)
n2 − 1
2
(
3t+
1
2
− 9t
4
)
n
=
(
33t2
64
− t
16
+
1
16
)
n2 − 1
2
(
3t
4
+
1
2
)
n ≥ 2n
2
33
− 3n
11
− 3
44
,
where the function on the right hand side is minimized at t = 2
33
+ 4
11n
. Since both tn and
f(G) are integers, checking all n modulo 33, we have
f(G) ≥ 2n
2
33
− 3n
11
.
We remark that the extremal example corresponds to the last case when t < 1
5
and T spans
a 2-joint book with |A| = |C|.
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Chapter 3
Forbidding large cliques
In 1987, Kolaitis, Pro¨mel and Rothschild [63] proved that, for every fixed r ∈ N, almost every
n-vertex Kr+1-free graph is r-partite. In this chapter we extend this result to all functions
r = r(n) with r ≤ (log n)1/4. The proof combines a new (close to sharp) supersaturation
version of the Erdo˝s–Simonovits stability theorem [40], the hypergraph container method
developed by Balogh, Morris and Samotij [17], and by Saxton and Thomason [81]; and a
counting technique developed by Balogh, Bolloba´s and Simonovits [9].
3.1 Introduction
Determining the extremal properties of graphs which avoid a clique of a given size is one of
the oldest problems in combinatorics, going back to the early paper of Mantel [67] and the
groundbreaking work of Ramsey [75], Erdo˝s and Szekeres [42] and Tura´n [88] over 70 years
ago. The study of the typical properties of such graphs was initiated by Erdo˝s, Kleitman
and Rothschild [38], who proved in 1976 that almost all triangle-free graphs on n vertices
are bipartite.1 This result was extended to Kr+1-free graphs, for every fixed r ∈ N, ten years
later by Kolaitis, Pro¨mel and Rothschild [63], who showed that almost all such graphs are r-
partite. Various extensions of this theorem have since been obtained, see for example [9, 74]
for work on other forbidden subgraphs, and [18, 73] for a sparse analogue.
In this chapter we extend the result of Kolaitis, Pro¨mel and Rothschild [63] in a different
direction, to Kr+1-free graphs where r = r(n) is a function which is allowed to grow with n.
More precisely, we prove the following theorem.2
Theorem 3.1.1. Let r = r(n) ∈ N0 be a function satisfying r ≤ (log n)1/4 for every n ∈ N.
Then almost all Kr+1-free graphs on n vertices are r-partite.
Note that if r ≥ 2 log2 n then almost all graphs are Kr+1-free (and almost none are
r-partite if r  n/ log n), so the bound on r in Theorem 3.1.1 is not far from being best
1That is, the proportion of n-vertex triangle-free graphs that are not bipartite goes to zero as n→∞.
2All logs are natural unless otherwise stated.
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possible. It would be extremely interesting (and likely very difficult) to determine the largest
α ∈ [1/4, 1] such that the theorem holds for some function r = (log n)α+o(1). It may well
be the case that this supremum is equal to 1, though we are not prepared to state this as a
conjecture.
Theorem 3.1.1 improves a recent result of Mousset, Nenadov and Steger [70], who showed
that, for the same3 family of functions r = r(n), the number of n-vertex Kr+1-free graphs is
2tr(n)+o(n
2/r), (3.1)
where tr(n) = ex(n,Kr+1) denotes the number of edges of the Tura´n graph, the r-partite
graph on n vertices with the maximum possible number of edges. A bound of this type for
fixed r ∈ N was originally proved in [38], and extended to an arbitrary (fixed) forbidden
graph H in [37]. The problem for H-free graphs with v(H) → ∞ as n → ∞ was first
studied by Bolloba´s and Nikiforov [22], who proved bounds corresponding to (3.1) whenever
v(H) = o(log n) and χ(Hn) = r + 1 is fixed. For more precise bounds for a fixed forbidden
graph H, see [8], and for similar bounds in the hereditary (i.e., induced-H-free) setting,
see [2, 10, 23] and the references therein.
The proof of Theorem 3.1.1 has three main ingredients. The first is the so-called ‘hyper-
graph container method’, which was recently developed by Balogh, Morris and Samotij [17],
and independently by Saxton and Thomason [81]. This method was used by Mousset,
Nenadov and Steger [70] to prove Theorem 3.3.2, below, from which they deduced the
bound (3.1) using a supersaturation theorem of Lova´sz and Simonovits [65].
In order to obtain the much more precise result stated in Theorem 3.1.1, we will use the
method of Balogh, Bolloba´s and Simonovits [8, 9], who determined the structure of almost
all H-free graphs for every fixed graph H. This powerful technique (see Sections 3.4 and 3.5)
allows one to compare the number of Kr+1-free graphs that are ‘close’ to being r-partite,
with the total number of Kr+1-free graphs.
The missing ingredient is the main new contribution of this work. In order to deduce from
Theorem 3.3.2 a bound on the number of Kr+1-free graphs that are ‘far’ from being r-partite,
we will need an analogue of the Lova´sz–Simonovits [65] supersaturation result, mentioned
above, for the well-known stability theorem of Erdo˝s and Simonovits [40]. Although a weak
such analogue can easily be obtained via the regularity lemma, this gives bounds which are
far from sufficient for our purposes. Instead we will adapt an argument due to Fu¨redi [44]
in order to prove the following close-to-best-possible such result. We say that a graph G is
3In fact, a very slightly weaker theorem was stated in [70], but a little additional case analysis easily gives
the result for all r ≤ (log n)1/4.
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t-far from being r-partite4 if χ(G′) > r for every subgraph G′ ⊂ G with e(G′) > e(G)− t.
Theorem 3.1.2. For every n, r, t ∈ N, the following holds. Every graph G on n vertices
which is t-far from being r-partite contains at least
nr−1
e2r · r!
(
e(G) + t−
(
1− 1
r
)
n2
2
)
copies of Kr+1.
Note that the graph obtained by adding t edges to the Tura´n graph Tr(n) is t-far from
being r-partite and has roughly t·(n/r)r−1 copies of Kr+1, so Theorem 3.1.2 is sharp to within
a factor of roughly er. We remark also that the Erdo˝s–Simonovits stability theorem [40] for
an arbitrary graph H follows from Theorem 3.1.2 together with the well-known result of
Erdo˝s [36] that the Tura´n density of any k-partite k-uniform hypergraph is zero. Indeed,
given c > 0, every graph G with n vertices and e(G) ≥ tr(n) − cn2 edges that is 2cn2-far
from being r-partite contains at least εnr+1 copies of Kr+1 for some ε = ε(c, r) > 0. By the
result of Erdo˝s [36], it follows that G contains a copy of Kr+1(s), the s-blow-up of Kr+1,
as long as n ≥ n0(c, r, s) is sufficiently large. We would like to thank Wojciech Samotij for
pointing out to us this consequence of Theorem 3.1.2.
We will prove Theorem 3.1.2 in Section 3.2, and use it in Section 3.3 to count the Kr+1-
free graphs that are n2−1/r
2
-far from being r-partite. We prove various simple properties of
almost all Kr+1-free graphs in Section 3.4, and finally, in Section 3.5, we use the Balogh–
Bolloba´s–Simonovits method to deduce Theorem 3.1.1.
3.2 A supersaturated Erdo˝s-Simonovits stability
theorem
In this section, we prove our ‘supersaturated stability theorem’ for Kr+1-free graphs. As
noted in the Introduction, we do so by adapting a proof of Fu¨redi [44].
Given a graph G, a vertex v ∈ V (G) and an integer m ∈ N, let us write Km(G) for the
number of m-cliques in G, and Km(v) for the number of such m-cliques containing v.
Proof of Theorem 3.1.2. We will prove by induction on r that
Kr+1(G) ≥ n
r−1
c(r)
(
e(G) + t−
(
1− 1
r
)
n2
2
)
, (3.2)
4Similarly, we say that G is t-close to being r-partite if it is not t-far from being r-partite.
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where c(r) := 2(r + 1)r−1rr−1/r!, for every graph G on n vertices that is t-far from being
r-partite. Since c(r) ≤ e2rr!, the theorem follows from (3.2).
Note first that the theorem holds in the case r = 1, since a graph is t-far from being
1-partite if and only if e(G) ≥ t, and hence G has at least e(G)+t
2
copies of K2, as required.
So let r ≥ 2 and assume that the result holds for r − 1. Let n, t ∈ N, and let G be a graph
that is t-far from being r-partite.
First, for each v ∈ V (G), set Bv = N(v) (the set of neighbours of v in G) and Av =
V (G) \Bv, and observe that ∑
u∈Av
d(u) = e(G) + e(Av)− e(Bv), (3.3)
where e(X) denotes the number of edges in the graph G[X]. Now, the graph G[Bv] is(
t− e(Av)
)
-far from being (r − 1)-partite, and so, by the induction hypothesis,
Kr+1(v) ≥ |Bv|
r−2
c(r − 1)
(
e(Bv) + t− e(Av)−
(
1− 1
r − 1
) |Bv|2
2
)
, (3.4)
since each copy of Kr in G[Bv] corresponds to a copy of Kr+1 in G that contains v.
Combining (3.3) and (3.4), noting that |Bv| = d(v), and summing over v, it follows that
(r + 1) ·Kr+1(G) ≥
∑
v∈V (G)
d(v)r−2
c(r − 1)
(
e(G) + t−
∑
u∈Av
d(u)−
(
1− 1
r − 1
)
d(v)2
2
)
. (3.5)
We claim that∑
v∈V (G)
∑
u∈Av
d(u)d(v)r−2 ≤
∑
v∈V (G)
∑
u∈Av
d(v)r−1 =
∑
v∈V (G)
d(v)r−1
(
n− d(v)). (3.6)
Indeed, letX =
{
(v, u) : v ∈ V (G), u ∈ Av
}
denote the set of ordered pairs in the sum above,
and note that (v, u) ∈ X if and only if uv 6∈ E(G). Since X is symmetric, the inequality
in (3.6) is in fact an equality for r = 2, and for r = 3 we apply the Cauchy-Schwarz inequality
to obtain ∑
(v,u)∈X
d(u)d(v) ≤
( ∑
(v,u)∈X
d(u)2
)1/2( ∑
(v,u)∈X
d(v)2
)1/2
.
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For r ≥ 4, applying Ho¨lder’s inequality5 with p = r − 2 and q = (r − 2)/(r − 3) gives
∑
(v,u)∈X
d(u)d(v)r−2 ≤
( ∑
(v,u)∈X
d(u)r−2d(v)
)1/p( ∑
(v,u)∈X
d(v)r−1
)1/q
,
since
(
r− 2− 1
r−2
)
r−2
r−3 =
r2−4r+3
r−3 = r− 1. Once again using the symmetry of X, and noting
that 1− 1/p = 1/q, the claimed inequality (3.6) follows.
Combining the inequalities (3.5) and (3.6), we obtain
(r + 1) ·Kr+1(G) ≥
∑
v∈V (G)
d(v)r−2
c(r − 1)
(
e(G) + t− d(v)n+
(
1 +
1
r − 1
)
d(v)2
2
)
.
Since the factor in parentheses is minimized when d(v) = r−1
r
· n, it follows that
(r + 1) ·Kr+1(G) ≥
∑
v∈V (G)
d(v)r−2
c(r − 1)
(
e(G) + t−
(
1− 1
r
)
n2
2
)
.
Finally, note that every graph G is
(
e(G)/r
)
-close to being r-partite (take a random parti-
tion), and hence we may assume that
(
1 + 1
r
)
e(G) ≥ (1− 1
r
)
n2
2
, since otherwise the theorem
is trivial. Thus, by the convexity of xr−2,
∑
v∈V (G)
d(v)r−2 ≥ n ·
(
2e(G)
n
)r−2
≥
(
r − 1
r + 1
)r−2
nr−1,
and so, since c(r − 1) · (r + 1)r−1 = c(r) · (r − 1)r−2, it follows that
Kr+1(G) ≥ n
r−1
c(r)
(
e(G) + t−
(
1− 1
r
)
n2
2
)
,
as claimed.
3.3 An approximate structural result
In this section we will prove the following approximate version of Theorem 3.1.1.
Theorem 3.3.1. Let r = r(n) ∈ N be a function satisfying r ≤ (log n)1/4 for each n ∈ N.
Then almost all Kr+1-free graphs on n vertices are n
2−1/r2-close to being r-partite.
5The discrete version of Ho¨lder’s inequality states that
∑n
i=1 |xiyi| ≤ (
∑n
i=1 |xi|p)1/p (
∑n
i=1 |yi|q)1/q for
n ∈ N, x, y ∈ Rn and p, q > 1 satisfying 1/p+ 1/q = 1.
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Theorem 3.3.1 is a straightforward consequence of Theorem 3.1.2 and the following ver-
sion of ‘container’ theorem in [70] using the hypergraph container method of Balogh, Morris
and Samotij [17] and Saxton and Thomason [81]. The following theorem is slightly stronger
than the result stated in [70], but follows easily from essentially the same proof. We remark
that the deduction of this theorem from the main results of [17, 81] is the only point in
the proof of Theorem 3.1.1 where we use our assumption that r ≤ (log n)1/4, although in
Sections 3.4 and 3.5 we will require a similar (but somewhat weaker) upper bound on r.
Theorem 3.3.2. Let r = r(n) ∈ N be a function satisfying r ≤ (log n)1/4. Then there exists
a collection C of graphs such that the following hold for each sufficiently large n ∈ N:
(a) every Kr+1-free graph on n vertices is a subgraph of some G ∈ Cn,
(b) Kr+1(G) ≤ nr+1−2/r2 for every G ∈ Cn, and
(c) |Cn| ≤ exp
(
n2−2/r
2)
,
where Cn =
{
G ∈ C : v(G) = n}.
Deducing Theorem 3.3.1 from Theorems 3.1.2 and 3.3.2 is straightforward.
Proof of Theorem 3.3.1. For each t ∈ N, set
Ft =
{
G : e(G) ≥
(
1− 1
r
)
v(G)2
2
− t
2
and G is t-far from being r-partite
}
,
and observe that if G ∈ Ft, then
Kr+1(G) ≥ v(G)
r−1 · t
e2r+1 · r! ,
by Theorem 3.1.2. Therefore, letting C be the collection of graphs given by Theorem 3.3.2,
and setting t = n2−1/r
2
, it follows from property (b) and the bound r ≤ (log n)1/4 that we
have Cn ∩ Ft = ∅ for all sufficiently large n ∈ N.
Now, for each Kr+1-free graph G on n vertices that is n
2−1/r2-far from being r-partite,
we have G ⊂ C for some C ∈ Cn, and by the observations above and the definition of Ft, it
follows that
e(C) ≤
(
1− 1
r
)
n2
2
− t
2
.
Therefore, summing over all members of Cn, the number of such graphs is at most
exp
(
n2−2/r
2) · 2tr(n)−t/2  2tr(n)−t/4,
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which is clearly smaller than the number of Kr+1-free graphs on n vertices, as required.
3.4 Some properties of a typical Kr+1-free graph
In this section we will prove some useful structural properties of almost all Kr+1-free graphs.
These structural properties will allow us (in Section 3.5) to count the Kr+1-free graphs that
are close to being r-partite, and hence to complete the proof of Theorem 3.1.1. We emphasize
that the lemmas in this section were all proved for fixed r ∈ N in [8], and no extra ideas are
required in order to extend their proofs to our more general setting.
Let us fix throughout this section a function 2 ≤ r = r(n) ≤ (log n)1/4, and let us denote
by G the collection of Kr+1-free graphs on n vertices that are n2−1/r2-close to being r-partite,
where n is assumed to be sufficiently large. We begin with two simple definitions.
Definition 3.4.1 (Optimal partitions). An r-partition (U1, . . . , Ur) of the vertex set of a
graph G is called optimal if the number of interior edges,
∑r
i=1 e(Ui), is minimized.
Definition 3.4.2 (Uniformly dense graphs). We say that a graph G is uniformly dense if
for every optimal r-partition (U1, . . . , Ur) and every i, j ∈ [r] with i 6= j, we have
e(A,B) >
|A||B|
32
(3.7)
for every A ⊂ Ui and B ⊂ Uj with |A| = |B| ≥ 2−10rn.
Lemma 3.4.3. The number of graphs in G that are not uniformly dense is at most
2tr(n)−2
−22rn2 ,
and therefore almost all Kr+1-free graphs are uniformly dense.
Proof. In order to count such graphs, we first choose the optimal partition U = (U1, . . . , Ur),
the pair {i, j} ⊂ [r], and the sets A ⊂ Ui and B ⊂ Uj for which (3.7) fails. We then choose
the edges between A and B, and finally the remaining edges. Note first that we have at most
rn choices for U , at most r2 choices for {i, j}, and at most 22n choices for the pair (A,B).
Now, the number of choices for the edges between A and B is at most
|A||B|/32∑
k=0
(|A||B|
k
)
≤ n2(32e)|A||B|/32 ≤ 2|A||B|/4,
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and the number of choices for the remaining edges is at most
2tr(n)−|A||B|
(
n2
n2−1/r2
)
≤ 2tr(n)−|A||B| exp
(
n2−1/r
2
log n
)
≤ 2tr(n)−|A||B|/2,
since U is optimal, |A||B| ≥ 2−20rn2, and each G ∈ G is n2−1/r2-close to being r-partite.
It follows that the number of graphs in G that are not uniformly dense is at most
rn+2 · 22n · 2tr(n)−|A||B|/4 ≤ 2tr(n)−2−22rn2 ,
as claimed.
Our next definition controls the maximum degree inside the parts of an optimal partition.
Definition 3.4.4 (Internally sparse graphs). A graph G is said to be internally sparse if,
for every optimal partition U = (U1, . . . , Ur) of G, we have
∆
(
G[Ui]
) ≤ 2−5rn (3.8)
for every 1 ≤ i ≤ r. Otherwise we say that G is internally dense.
Lemma 3.4.5. If G ∈ G is internally dense then it is not uniformly dense.
We will prove Lemma 3.4.5 using the following embedding lemma6 from [3].
Lemma 3.4.6. Let 0 < α < 1, G be a graph, and W1, . . . ,Wr ⊂ V (G) be disjoint sets of
vertices. Suppose that for every pair {i, j} ⊂ [r] and every pair of sets A ⊂ Wi and B ⊂ Wj
with |A| ≥ αr|Wi| and |B| ≥ αr|Wj|, we have e(A,B) > α|A||B|.
Then G contains a copy of Kr with one vertex in each set Wj.
Proof of Lemma 3.4.5. Suppose for a contradiction that G ∈ G is both internally dense and
uniformly dense. Let U = (U1, . . . , Ur) be the optimal partition given by Definition 3.4.4, and
suppose that v ∈ U1 has degree at least 2−5rn in G[U1]. For each i ∈ [r], let Wi = N(v)∩Ui,
and observe that |Wi| ≥ 2−5rn, since U is optimal.
Observe that W1, . . . ,Wr satisfy the conditions of Lemma 3.4.6 with α = 1/32, since G
is uniformly dense, so e(A,B) > |A||B|/32 for every pair {i, j} ⊂ [r], and every A ⊂ Ui and
B ⊂ Uj with |A| = |B| ≥ 2−10rn. Thus, by Lemma 3.4.6, there exists a copy of Kr in the
neighborhood of v, which (including v) gives a copy of Kr+1 in G, but this is a contradiction,
6In fact, the version stated here is slightly more general than [3, Lemma 3.1], but follows from exactly
the same proof.
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since our graph is Kr+1-free. Thus, every internally dense graph G ∈ G is not uniformly
dense, as claimed.
Our final definition controls the sizes of the parts in an optimal partition.
Definition 3.4.7 (Balanced graphs). A graph G is said to be balanced if, for every optimal
partition U = (U1, . . . , Ur) of G, we have
n
r
− 2−5rn ≤ |Ui| ≤ n
r
+ 2−5rn (3.9)
for every 1 ≤ i ≤ r. Otherwise we say that G is unbalanced.
Lemma 3.4.8. The number of unbalanced graphs in G is at most
2tr(n)−2
−12rn2 ,
and therefore almost all Kr+1-free graphs are balanced.
Proof. Let G ∈ G be an unbalanced graph, and let U = (U1, . . . , Ur) be an optimal partition
of G for which (3.9) fails. Note that
r−1∑
i=1
r∑
j=i+1
|Ui||Uj| ≤ tr(n)− 2−11rn2,
since moving a vertex from a set of size at least n/r+a to one of size n/r− b creates at least
a+ b− 1 new potential cross edges. The number of such graphs G ∈ G is therefore at most
rn · 2tr(n)−2−11rn2 ·
(
n2
n2−1/r2
)
≤ 2tr(n)−2−12rn2 ,
as claimed.
3.5 Proof of Theorem 3.1.1
In this section we will deduce Theorem 3.1.1 from Theorem 3.3.1, using the method of
Balogh, Bolloba´s and Simonovits [8, 9]. Recall from the previous section that almost all
Kr+1-free graphs are uniformly dense, internally sparse and balanced.
Let us fix throughout this section a function 2 ≤ r = r(n) ≤ (log n)1/4, and assume that
n is sufficiently large.
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Definition 3.5.1. Let Q(n, r) denote the collection of Kr+1-free graphs on n vertices that
are not r-partite, but are n2−1/r
2
-close to being r-partite, and are moreover uniformly dense,
internally sparse and balanced.
Let K(n, r) denote the collection of Kr+1-free graphs on n vertices. We will prove the
following proposition, which completes the proof of Theorem 3.1.1.
Proposition 3.5.2. For every sufficiently large n ∈ N,
|Q(n, r)| ≤ 2−2−6rn · |K(n, r)|.
The idea of the proof is as follows. We will define a collection of bipartite graphs Fm
(see Definition 3.5.8) with parts Q(n, r,m) and K(n, r), where the sets Q(n, r,m) form a
partition of Q(n, r) (see Definitions 3.5.4 and 3.5.5). These bipartite graphs will have the
following property: the degree in Fm of each G ∈ Q(n, r,m) will be significantly larger than
the degree of each G ∈ K(n, r) (see Lemmas 3.5.10 and 3.5.12). The result will then follow
by double counting the edges of each Fm and summing over m.
In order to define Q(n, r,m) and Fm, we will need the following simple concept.
Definition 3.5.3 (Bad sets). Let G be a graph and let U ⊂ V (G). A set of r vertices
R ⊂ V (G) \ U is said to be bad towards U if it has no common neighbor in U .
In the following definition we may choose the partition U and the sets X(1), . . . , X(r)
arbitrarily, subject to the given conditions.
Definition 3.5.4. For each G ∈ Q(n, r), fix an optimal partition U = (U1, . . . , Ur) of
V (G), and for each j ∈ [r] choose a maximal collection of vertex-disjoint sets X(j) ={
R
(j)
1 , . . . , R
(j)
`(j)
}
such that R
(j)
i is bad towards Uj for each i ∈ [`(j)]. We define
m(G) := max
{
`(j) : j ∈ [r]},
let j(G) denote the smallest j for which this maximum is attained, and set
X(G) := R
(j(G))
1 ∪ · · · ∪R(j(G))`(j(G)).
With this definition in place, it is natural to partition Q(n, r) by the size of m(G).
Definition 3.5.5. For each m ∈ N, we define
Q(n, r,m) = {G ∈ Q(n, r) : m(G) = m}.
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Before continuing, let us note a simple but key fact.
Lemma 3.5.6. For every G ∈ Q(n, r), m(G) ≥ 1 .
Proof. This follows from the fact that G is not r-partite. Indeed, suppose that m(G) = 0
and let x0x1 ∈ E(G[U1]) be an ‘interior’ edge of G with respect to U . Since there are no
bad r-sets towards Uj for any j ∈ [r], we can recursively choose vertices xj ∈ Uj such that
{x0, . . . , xj} forms a clique. But this is a contradiction, since G is Kr+1-free.
In order to establish an upper bound on those m which we need to consider, we count
those graphs in Q(n, r) for which m(G) is large.
Lemma 3.5.7. If m ≥ 2−8rn, then
|Q(n, r,m)| ≤ 2tr(n)−mn/23r .
Proof. Let m ≥ 2−8rn, and consider the number of ways of constructing a graph G ∈
Q(n, r,m). We have at most rn choices for the partition U , at most (n
r
)m
choices for the set
X(G), and r choices for j = j(G). Moreover, since 2r − 1 ≤ 2re−1/2r , we have at most
2tr(n)−|Uj ||X(G)|
(
2r − 1)|Uj ||X(G)|/r ≤ 2tr(n)−mn/22r
choices for the edges between different parts of U , since X(G) is composed of r-sets that
are bad towards Uj, and G is balanced. Finally, we have at most n
O(n2−1/r
2
) choices for the
edges inside parts of U , since G is n2−1/r2-close to being r-partite.
It follows that
|Q(n, r,m)| ≤ rn ·
(
n
r
)m
· r · nO(n2−1/r2 ) · 2tr(n)−mn/22r ≤ 2tr(n)−mn/23r
as required, since m ≥ 2−8rn, so n2−1/r2 log n 2−3rmn.
From now on, let us fix a function 1 ≤ m = m(n) ≤ 2−8rn. We are ready to define the
bipartite graph Fm.
Definition 3.5.8. Define a map Φm : Q(n, r,m)→ 2K(n,r) by placing H ∈ Φm(G) if and only
if H can be constructed from G by first removing all edges of G that are incident to X(G),
and then adding an arbitrary subset of the edges between X(G) and V (G)\ (X(G)∪Uj(G)).
Let Fm be the bipartite graph with edge set {(G,H) : H ∈ Φm(G)}. Moreover, for each
H ∈ K(n, r), let us write Φ−1m (H) = {G ∈ Q(n, r,m) : H ∈ Φm(G)}.
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We first observe that the map Φm is well-defined.
Lemma 3.5.9. If G ∈ Q(n, r,m) and H ∈ Φm(G), then H is Kr+1-free.
Proof. This follows easily from the fact that G is Kr+1-free, and the maximality of X(G).
Indeed, if there exists a copy of Kr+1 in H, then it must contain a vertex of X(G), and
therefore it must contain no other vertices of X(G) ∪ Uj(G). Hence it contains exactly r
vertices of V (G) \ (X(G) ∪ Uj(G)), and by the maximality of X(G) these have a common
neighbor in Uj(G). But this contradicts our assumption that G is Kr+1-free, as required.
We are now ready to prove our first bound on the degrees in Fm.
Lemma 3.5.10. For every G ∈ Q(n, r,m),
log2 |Φm(G)| ≥
(
1− 1
r
− 1
25r
− mr
n
)
mnr.
Proof. This follows immediately from the fact that G is balanced. Indeed, we have two
choices for each of the
|X(G)| · ∣∣V (G) \ (X(G) ∪ Uj(G))∣∣ ≥ mr · (1− 1
r
− 1
25r
− mr
n
)
n (3.10)
potential edges between X(G) and V (G) \ (X(G) ∪ Uj(G)).
In order to bound the degrees in Fm of vertices in K(n, r), we will need the following
lemma, which counts the optimal partitions in the neighborhood of such a vertex. We note
that here, the upper bound on m from Lemma 3.5.7 is crucial.
Lemma 3.5.11. For each H ∈ K(n, r), there are at most 2n/23r distinct partitions U of
V (H) such that U is an optimal partition of some graph G ∈ Φ−1m (H).
Proof. We will use the fact that each G ∈ Φ−1m (H) is uniformly dense and n2−1/r2-close to
being r-partite to show that the optimal partitions in question must be ‘close’ to one another.
To be precise, let G1, G2 ∈ Φ−1m (H), and let U = (U1, . . . , Ur) be an optimal partition of
G1 and V = (V1, . . . , Vr) be an optimal partition of G2. We claim that∣∣{j ∈ [r] : |Ui ∩ Vj| > 2−8rn+ 2mr}∣∣ ≤ 1
for every i ∈ [r]. Indeed, suppose that
∣∣Ui ∩ Vj∣∣ > 2−8rn+ 2mr and ∣∣Ui ∩ Vj′∣∣ > 2−8rn+ 2mr,
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set A =
(
Ui ∩ Vj
) \ (X(G1)∪X(G2)) and B = (Ui ∩ Vj′) \ (X(G1)∪X(G2)), and note that,
since G2 is uniformly dense, we have eG2(A,B) > |A||B|/32 > 2−16r−5n2. But these edges
are all contained in Ui, so this contradicts the fact that G1 is n
2−1/r2-close to being r-partite,
as required.
It follows that (by renumbering the parts if necessary) we have
∣∣Ui \ Vi∣∣ ≤ r · (2−8rn+ 2mr) ≤ 2−6rn
for every i ∈ [r], where second inequality follows since m ≤ 2−8rn. Set Di = Ui \ Vi, and
observe that the partition V and the collection (D1, . . . , Dr) together determine U . It follows
that the number of optimal partitions is at most
( 2−6rn∑
k=0
(
n
k
))r
≤ nr ·
(
n
2−6rn
)r
≤ 2r logn · (e26r)r2−6rn ≤ 2n/23r , (3.11)
as required.
We can now bound the degrees on the right hand side of (3.11). Recall that in Defini-
tion 3.5.4 we chose a ‘canonical’ optimal partition for each graph G ∈ Q(n, r).
Lemma 3.5.12. We have
log2
∣∣Φ−1m (H)∣∣ ≤ (1− 1r − 124r
)
mnr
for every H ∈ K(n, r).
Proof. Let us fix a partition U = (U1, . . . , Ur), and count the number of graphs G ∈
Q(n, r,m) with H ∈ Φm(G) whose optimal partition is U . To do so, first note that we
have
(
n
r
)m ≤ nmr choices for X(G), and at most r choices for j = j(G). Now, since G is
balanced, i.e.,
∣∣|Ui| − n/r∣∣ ≤ n/25r for each i ∈ [r], there are at most (1 − 2/r + 2/25r)n
possible neighbours for each v ∈ X(G) not in its own part of U or in Uj. Moreover, since G
is internally sparse, each vertex v ∈ X(G) has at most 2−5rn neighbours in its own part of
U . Thus we have at most
2(1−2/r+2/2
5r)n
2−5rn∑
k=0
(
n
k
)
≤ 2(1−2/r+1/23r)n
choices for the edges between each vertex v ∈ X(G) and V (G)\Uj, by bounding as in (3.11).
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Finally, by the definition of bad sets, and since G is balanced, we have at most
(2r − 1)(1/r+1/25r)mn ≤ 2(1/r+1/25r)mnre−mn/r2r ≤ 2(1/r−3/23r)mnr
choices for the edges between X(G) and Uj.
Since, by Lemma 3.5.11, we have at most 2n/2
3r
choices for the partition U , it follows
that
log2
∣∣Φ−1m (H)∣∣ ≤ mr log n+ log r + (1− 2r + 123r + 1r − 323r + 123r
)
mnr
≤
(
1− 1
r
− 1
24r
)
mnr,
as claimed.
Finally we put the pieces together and prove Proposition 3.5.2.
Proof of Proposition 3.5.2. We claim first that
|Q(n, r,m)| ≤ 2−2−5rmnr · |K(n, r)| (3.12)
for every m ≤ 2−8rn. To prove this, we simply double count the edges of Fm, using Lem-
mas 3.5.10 and 3.5.12. Indeed, we have
log2
( |Q(n, r,m)|
|K(n, r)|
)
≤
(
1− 1
r
− 1
24r
)
mnr −
(
1− 1
r
− 1
25r
− mr
n
)
mnr,
which implies (3.12) since m ≤ 2−8rn.
Summing (3.12) over m, and recalling that G is n2−1/r
2
-close to being r-partite, we obtain
|Q (n, r)| ≤
2−8rn∑
m=1
2−2
−5rmnr · |K(n, r)| +
n∑
m=2−8rn
2tr(n)−mn/2
3r ≤ 2−2−6rn · |K(n, r)|,
by Lemmas 3.5.6 and 3.5.7 (since |K(n, r)| ≥ 2tr(n)), as required.
Finally, let us deduce Theorem 3.1.1.
Proof of Theorem 3.1.1. By Theorem 3.3.1, almost all Kr+1-free graphs on n vertices are
n2−1/r
2
-close to r-partite. We further showed in Lemmas 3.4.3, 3.4.5, and 3.4.8 that almost all
of these graphs are either r-partite, or in Q(n, r). Since by Proposition 3.5.2, for sufficiently
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large n, the size of Q(n, r) is (almost) exponentially small compared to K(n, r), it follows
that almost all Kr+1-free graphs are r-partite, as required.
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Chapter 4
Number of maximal sum-free sets,
part I
Cameron and Erdo˝s [26] raised the question of how many maximal sum-free sets there are
in {1, . . . , n}, giving a lower bound of 2bn/4c. In this chapter we prove that there are in fact
at most 2(1/4+o(1))n maximal sum-free sets in {1, . . . , n}. Our proof makes use of container
and removal lemmas of Green [49, 48] as well as a result of Deshouillers, Freiman, So´s and
Temkin [30] on the structure of sum-free sets.
4.1 Introduction
A fundamental notion in combinatorial number theory is that of a sum-free set: A set S
of integers is sum-free if x + y 6∈ S for every x, y ∈ S (note x and y are not necessarily
distinct here). The topic of sum-free sets of integers has a long history. Indeed, in 1916
Schur [83] proved that, if n is sufficiently large, then any r-colouring of [n] := {1, . . . , n}
yields a monochromatic triple x, y, z such that x+ y = z.
Note that both the set of odd numbers in [n] and the set {bn/2c+ 1, . . . , n} are maximal
sum-free sets. (A sum-free subset of [n] is maximal if it is not properly contained in another
sum-free subset of [n].) By considering all possible subsets of one of these maximal sum-
free sets, we see that [n] contains at least 2dn/2e sum-free sets. Cameron and Erdo˝s [25]
conjectured that in fact [n] contains only O(2n/2) sum-free sets. The conjecture was proven
independently by Green [49] and Sapozhenko [79]. Recently, a refinement of the Cameron–
Erdo˝s conjecture was proven in [4], giving an upper bound on the number of sum-free sets
in [n] of size m (for each 1 ≤ m ≤ dn/2e).
Let f(n) denote the number of sum-free subsets of [n] and fmax(n) denote the number of
maximal sum-free subsets of [n]. Recall that the sum-free subsets of [n] described above lie in
just two maximal sum-free sets. This led Cameron and Erdo˝s [26] to ask whether the number
of maximal sum-free subsets of [n] is “substantially smaller” than the total number of sum-
free sets. In particular, they asked whether fmax(n) = o(f(n)) or even fmax(n) ≤ f(n)/2εn
for some constant ε > 0.  Luczak and Schoen [66] answered this question, showing that
fmax(n) ≤ 2n/2−2−28n for sufficiently large n. More recently, Wolfovitz [90] proved that
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fmax(n) ≤ 23n/8+o(n).
In the other direction, Cameron and Erdo˝s [26] observed that fmax(n) ≥ 2bn/4c. Indeed,
let m = n or m = n− 1, whichever is even. Let S consist of m together with precisely one
number from each pair {x,m−x} for odd x < m/2. Then S is sum-free. Moreover, although
S may not be maximal, no further odd numbers less than m can be added, so distinct S lie
in distinct maximal sum-free subsets of [n].
We prove that this lower bound is in fact, ‘asymptotically’, the correct bound on fmax(n).
Theorem 4.1.1. There are at most 2(1/4+o(1))n maximal sum-free sets in [n]. That is,
fmax(n) = 2
(1/4+o(1))n.
The proof of Theorem 4.1.1 makes use of ‘container’ and ‘removal’ lemmas of Green [48,
49] as well as a result of Deshouillers, Freiman, So´s and Temkin [30] on the structure of
sum-free sets (see Section 4.2 for an overview of the proof).
Next we provide another collection of maximal sum-free sets in [n]. Suppose that 4|n
and set I1 := {n/2 + 1, . . . , 3n/4} and I2 := {3n/4 + 1, . . . , n}. First choose the element
n/4 and a set S ⊆ I2. Then for every x ∈ I2 \ S, choose x − n/4 ∈ I1. The resulting set is
sum-free but may not be maximal. However, no further element in I2 can be added, thus
distinct S lie in distinct maximal sum-free sets in [n]. There are 2|I2| = 2n/4 ways to choose
S.
Notation: Given a set A ⊆ [n], denote by fmax(A) the number of maximal sum-free subsets
of [n] that lie in A and by min(A) the minimum element of A. Let 1 ≤ p < q ≤ n be integers,
denote [p, q] := {p, p + 1, . . . , q}. Denote by E the set of all even numbers in [n] and by O
the set of all odd numbers in [n]. A triple x, y, z ∈ [n] is called a Schur triple if x + y = z
(here x = y is allowed).
Throughout, all graphs considered are simple unless stated otherwise. We say that a
graph G is a graph possibly with loops if G can be obtained from a simple graph by adding
at most one loop at each vertex. Given a vertex x in G, we write degG(x) for the degree of
x in G. Note that a loop at x contributes two to the degree of x. We write δ(G) for the
minimum degree of G and ∆(G) for the maximum degree of G. Given a graph G, denote by
MIS(G) the number of maximal independent sets in G. Given T ⊆ V (G), denote by Γ(T )
the external neighbourhood of T , i.e. Γ(T ) := {v ∈ V (G) \ T : ∃u ∈ T, uv ∈ E(G)}. Denote
by G[T ] the induced subgraph of G on the vertex set T and let G \ T denote the induced
subgraph of G on the vertex set V (G) \ T . Denote by E(T ) the set of edges in G spanned
by T and by E(T, V (G) \ T ) the set of edges in G with exactly one vertex in T .
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4.2 Overview of the proof and preliminary results
4.2.1 Proof overview
We prove Theorem 4.1.1 in Section 4.3. A key tool in the proof is the following container
lemma of Green [49] for sum-free sets. The first container-type result in the area (for counting
sum-free subsets of Zp) was given by Green and Ruzsa [51].
Lemma 4.2.1 (Proposition 6 in [49]). There exists a family F of subsets of [n] with the
following properties.
(i) Every member of F has at most o(n2) Schur triples.
(ii) If S ⊆ [n] is sum-free, then S is contained in some member of F .
(iii) |F| = 2o(n).
(iv) Every member of F has size at most (1/2 + o(1))n.
We refer to the elements of F from Lemma 5.2.1 as containers. In [49], condition (iv)
was not stated explicitly. However, it follows immediately from (i) by, for example, applying
Theorem 4.2.2 and Lemma 4.2.3 below. Lemma 5.2.1 can also be derived from a general
theorem of Balogh, Morris and Samotij [17], and independently Saxton and Thomason [81]
with better bounds in (i) and (iii).
Note that conditions (ii) and (iii) in Lemma 5.2.1 imply that, to prove Theorem 4.1.1, it
suffices to show that every member of F contains at most 2n/4+o(n) maximal sum-free subsets
of [n]. For this purpose, we need to get a handle on the structure of the containers; this is
made precise in Lemma 5.2.2 below. The following theorem of Deshouillers, Freiman, So´s
and Temkin [30] provides a structural characterisation of the sum-free sets in [n].
Theorem 4.2.2. Every sum-free set S in [n] satisfies at least one of the following conditions:
(i) |S| ≤ 2n/5 + 1;
(ii) S consists of odd numbers;
(iii) |S| ≤ min(S).
We also need the following removal lemma of Green [48] for sum-free sets. (A simpler
proof of Lemma 4.2.3 was later given by Kra´l’, Serra and Vena [64].)
Lemma 4.2.3 (Corollary 1.6 in [48]). Suppose that A ⊆ [n] is a set containing o(n2) Schur
triples. Then, there exist B and C such that A = B∪C where B is sum-free and |C| = o(n).
Together, Theorem 4.2.2 and Lemma 4.2.3 yield the following structural result on con-
tainers of size close to n/2.
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Lemma 4.2.4. If A ⊆ [n] has o(n2) Schur triples and |A| = (1
2
−γ)n with γ = γ(n) ≤ 1/11,
then one of the following conditions holds.
(a) All but o(n) elements of A are contained in the interval [(1/2− γ)n, n].
(b) Almost all elements of A are odd, i.e. |A \O| = o(n).
Proof. Applying Lemma 4.2.3 to A, we have A = B ∪ C with B sum-free and |C| = o(n).
The conclusion then follows from applying Theorem 4.2.2 to B. Indeed, alternative (i) is
impossible, since |B| ≥ (1 − o(1))|A| > 2n/5 + 1. If alternative (ii) occurs, then we have
|A \O| ≤ |C| = o(n). If alternative (iii) occurs, then min(B) ≥ |B| ≥ (1/2− γ − o(1))n. So
all but except o(n) elements of A are contained in [(1/2− γ)n, n].
We remark that Lemma 5.2.2 was already essentially proven in [49] (without applying
Lemma 4.2.3). Note that γ could be negative in Lemma 5.2.2. The upper bound 1/11 on γ
here can be relaxed to any constant smaller than 1/10 (but not to a constant bigger than
1/10). Roughly speaking, Lemma 5.2.2 implies that every container A ∈ F is such that (a)
most elements of A lie in [n/2, n], (b) most elements of A are odd or (c) |A| is significantly
smaller than n/2. Thus, the proof of Theorem 4.1.1 splits into three cases depending on the
structure of our container. In each case, we give an upper bound on the number of maximal
sum-free sets in a container by counting the number of maximal independent sets in various
auxiliary graphs. (Similar techniques were used in [90], and in the graph setting in [19].) In
the following subsection we collect together a number of results that are useful for this.
4.2.2 Maximal independent sets in graphs
Given a graph G, denote by MIS(G) the number of maximal independent sets in G. Moon
and Moser [68] showed that for any graph G, MIS(G) ≤ 3|G|/3. We will need a looped
version of this statement. Since any vertex with a loop cannot be in an independent set, the
following statement is an immediate consequence of Moon and Moser’s result.
Proposition 4.2.5. Let G be a graph possibly with loops. Then
MIS(G) ≤ 3|G|/3.
When a graph is triangle-free, the bound in Proposition 4.2.5 can be improved signifi-
cantly. A result of Hujter and Tuza [55] states that for any triangle-free graph G,
MIS(G) ≤ 2|G|/2. (4.1)
The following lemma is a slight modification of this result for graphs with ‘few’ triangles.
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Lemma 4.2.6. Let G be a graph possibly with loops. If there exists a set T such that G \ T
is triangle-free, then
MIS(G) ≤ 2|G|/2+|T |/2.
Proof. Every maximal independent set in G can be obtained in the following two steps:
(1) Choose an independent set S ⊆ T .
(2) Extend S in V (G) \ T , i.e. choose a set R ⊆ V (G) \ T such that R ∪ S is a maximal
independent set in G.
Note that although every maximal independent set in G can be obtained in this way, it
is not necessarily the case that given an arbitrary independent set S ⊆ T , there exists a set
R ⊆ V (G) \ T such that R ∪ S is a maximal independent set in G. Notice that if R ∪ S is
maximal, R is also a maximal independent set in G \ {T ∪Γ(S)}. The number of choices for
S in (1) is at most 2|T |. Since G\{T ∪Γ(S)} is triangle-free, by the Hujter–Tuza bound, the
number of extensions in (2) is at most 2(|G|−|T |)/2. Thus, we have MIS(G) ≤ 2|T | ·2(|G|−|T |)/2 =
2|G|/2+|T |/2.
The following lemma gives an improvement on Proposition 4.2.5 for graphs that are ‘not
too sparse and almost regular’. The proof uses an elegant and simple idea of Sapozhenko [80];
see [56] for a closely-related result.
Lemma 4.2.7. Let k ≥ 1 and let G be a graph on n vertices possibly with loops. Suppose
that ∆(G) ≤ kδ(G) where δ(G) ≥ f(n) for some real valued function f with f(n) → ∞ as
n→∞. Then
MIS(G) ≤ 3( kk+1)n3 +o(n).
Proof. Fix a maximal independent set I in G and set b := δ(G)1/2. We will repeat the
following process as many times as possible. Let V1 := V (G). At the i-th step, for i ≥ 1,
choose vi ∈ Vi ∩ I such that degG[Vi](vi) ≥ b and set Vi+1 := Vi \ ({vi} ∪ Γ(vi)). This process
is repeated j ≤ n/b times. Let U := Vj+1 be the resulting set. Define Z := {v ∈ U :
degG[U ](v) < b}. Notice that degG[U ](v) < b for all v ∈ I ∩ U , hence I ∩ U ⊆ Z. We have
δ(G) · |Z| ≤
∑
v∈Z
deg(v) = 2|E(Z)|+ |E(Z, V \ Z)| ≤ b|Z|+ ∆(G) · (n− |Z|).
Hence,
|Z| ≤ ∆(G) · n
δ(G) + ∆(G)− b ≤
k
k + 1
n+
2n
b
. (4.2)
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By construction of U , no vertex in I \ U has a neighbour in U . So as Z ⊆ U , no vertex
in Z is adjacent to I \ U . Together with the fact that I is maximal, this implies that I ∩ U
is a maximal independent set in G[Z]. By the above process, every maximal independent
set I in G is determined by a set I \ U of at most n/b vertices and a maximal independent
set in G[Z]. Note that n/b = o(n). Thus, Proposition 4.2.5 and (4.2) imply that
MIS(G) ≤
∑
0≤i≤n/b
(
n
i
)
3(
k
k+1)
n
3
+ 2n
3b≤ 3( kk+1)n3 +o(n). (4.3)
Note that one could relax the minimum degree condition in Lemma 5.3.4 to (for example)
a large constant, at the expense of a worse upper bound on MIS(G). However, Lemma 5.3.4
in its current form suffices for our applications.
4.3 Proof of Theorem 4.1.1
Let F be the family of containers obtained from Lemma 5.2.1. Recall that given a set
A ⊆ [n], fmax(A) denotes the number of maximal sum-free subsets of [n] that lie in A. Since
every sum-free subset of [n] is contained in some member of F and |F| = 2o(n), it suffices to
show that fmax(A) ≤ 2(1/4+o(1))n for every container A ∈ F .
Lemmas 5.2.1 and 5.2.2 imply that every container A ∈ F satisfies at least one of the
following conditions:
(a) |A| ≤ (1/2− 1/11)n ≤ 0.45n,
or one of the following holds for some −o(1) ≤ γ = γ(n) ≤ 1/11:
(b) |A| = (1
2
− γ)n and |A ∩ [(1/2− γ)n]| = o(n);
(c) |A| = (1
2
− γ)n and |A \O| = o(n).
We deal with each of the three cases separately.
For any subsets B, S ⊆ [n], let LS[B] be the link graph of S on B defined as follows. The
vertex set of LS[B] is B. The edge set of LS[B] consists of the following two types of edges:
(i) Two vertices x and y are adjacent if there exists an element z ∈ S such that {x, y, z}
forms a Schur triple;
(ii) There is a loop at a vertex x if {x, x, z} forms a Schur triple for some z ∈ S or if
{x, z, z′} forms a Schur triple for some z, z′ ∈ S.
The following simple result will be applied in all three cases of our proof.
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Lemma 4.3.1. Suppose that B, S are both sum-free subsets of [n]. If I ⊆ B is such that
S∪I is a maximal sum-free subset of [n], then I is a maximal independent set in G := LS[B].
Proof. First notice that I is an independent set in G, since otherwise S ∪ I is not sum-free.
Suppose to the contrary that there exists a vertex v 6∈ I such that I ′ := I ∪ {v} is still an
independent set in G. Then since I ′ ⊆ B is sum-free, the definition of G implies that S ∪ I ′
is a sum-free set in [n] containing S ∪ I, a contradiction to the maximality of S ∪ I.
4.3.1 Small containers
The following lemma deals with containers of ‘small’ size.
Lemma 4.3.2. If A ∈ F has size at most 0.45n, then fmax(A) = o(2n/4).
Proof. Lemma 5.2.1 (i) implies that we can apply Lemma 4.2.3 to A to obtain that A = B∪C
where B is sum-free and |C| = o(n). Notice crucially that every maximal sum-free subset of
[n] in A can be built in the following two steps:
(1) Choose a sum-free set S in C;
(2) Extend S in B to a maximal one.
(As in Lemma 4.2.6, note that it is not necessarily the case that given an arbitrary sum-free
set S ⊆ C, there exists a set R ⊆ B such that R ∪ S is a maximal sum-free set in [n].)
The number of choices for S is at most 2|C| = 2o(n). For a fixed S, denote by N(S,B) the
number of extensions of S in B in Step (2). It suffices to show that for any given sum-free set
S ⊆ C, N(S,B) ≤ 20.249n. Let G := LS[B] be the link graph of S on B. Since |A| ≤ 0.45n
and S and B are sum-free, Lemma 4.3.1 and Proposition 4.2.5 imply that
N(S,B) ≤ MIS(G) ≤ 3|B|/3 ≤ 3|A|/3 ≤ 30.45n/3  20.249n.
4.3.2 Large containers
We now turn our attention to containers of relatively large size.
Lemma 4.3.3. Let −o(1) ≤ γ = γ(n) ≤ 1/11. If A ⊆ [n] has o(n2) Schur triples, |A| =(
1
2
− γ)n and |A ∩ [(1/2− γ)n]| = o(n), then
fmax(A) ≤ 2(1/4+o(1))n.
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Proof. Let A ∈ F be as in the statement of the lemma. Let A1 := A ∩ [bn/2c] and A2 :=
A \ A1. Since |A ∩ [(1/2 − γ)n]| = o(n), we have that |A1| ≤ (γ + o(1))n. Every maximal
sum-free subset of [n] in A can be built from choosing a sum-free set S ⊆ A1 and extending
S in A2. The number of choices for S is at most 2
|A1|.
Let G := LS[A2] be the link graph of S on vertex set A2. Since S and A2 are sum-
free, Lemma 4.3.1 implies that N(S,A2) ≤ MIS(G). Notice that G is triangle-free. Indeed,
suppose to the contrary that z > y > x > n/2 form a triangle in G. Then there exists
a, b, c ∈ S such that z − y = a, y − x = b and z − x = c, which implies a + b = c
with a, b, c ∈ S. This is a contradiction to S being sum-free. Thus by (5.1) we have
N(S,A2) ≤ MIS(G) ≤ 2|A2|/2. Then we have
fmax(A) ≤ 2|A1|+|A2|/2 = 2|A1|+((1/2−γ)n−|A1|)/2 = 2n/4+(|A1|−γn)/2 ≤ 2n/4+o(n),
where the last inequality follows since |A1| ≤ (γ + o(1))n.
Lemma 4.3.4. If A ∈ F such that |A \O| = o(n), then
fmax(A) ≤ 2(1/4+o(1))n.
Proof. Let A ∈ F be as in the statement of the lemma. Notice that if S ⊆ T ⊆ [n] then
fmax(S) ≤ fmax(T ). Using this fact, we may assume that A = O ∪ C with C ⊆ E and
|C| = o(n). Similarly as before, every maximal sum-free subset of [n] in A can be built from
choosing a sum-free set S ⊆ C (at most 2|C| = 2o(n) choices) and extending S in O to a
maximal one. Fix an arbitrary sum-free set S in C and let G := LS[O] be the link graph of
S on vertex set O. Since O is sum-free, by Lemma 4.3.1 we have that N(S,O) ≤ MIS(G).
It suffices to show that MIS(G) ≤ 2n/4+o(n). We will achieve this in two cases depending on
the size of S.
Case 1: |S| ≥ n1/4.
In this case, we will show that G is ‘not too sparse and almost regular’. Then we apply
Lemma 5.3.4.
We first show that δ(G) ≥ |S|/2 and ∆(G) ≤ 2|S| + 2, thus ∆(G) ≤ 6δ(G). Let x be
any vertex in O. If s ∈ S such that s < max{x, n− x} then at least one of x− s and x+ s
is adjacent to x in G. If s ∈ S such that s ≥ max{x, n − x} then s − x is adjacent to x in
G. By considering all s ∈ S this implies that degG(x) ≥ |S|/2 (we divide by 2 here as an
edge xy may arise from two different elements of S). For the upper bound consider x ∈ O.
If xy ∈ E(G) then y = x+ s, x− s or s− x for some s ∈ S and only two of these terms are
positive. Further, there may be a loop at x in G (contributing 2 to the degree of x in G).
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Thus, degG(x) ≤ 2|S|+ 2, as desired.
Since δ(G) ≥ |S|/2 ≥ n1/4/2 we can apply Lemma 5.3.4 to G with k = 6. Hence,
MIS(G) ≤ 3( 67)n/23 +o(n)  20.24n+o(n) = o(2n/4).
Case 2: |S| ≤ n1/4.
In this case, it suffices to show that G has very few, o(n), triangles, since then by applying
Lemma 4.2.6 with T being the vertex set of all triangles in G, we have |T | = o(n) and then
MIS(G) ≤ 2n/4+o(n). Recall that for each edge xy in G, at least one of the evens x + y and
|x− y| is in S. We call xy a BLUE edge if |x− y| is in S and a RED edge if |x− y| 6∈ S and
x+ y ∈ S.
Claim 4.3.5. Each triangle in G contains either 0 or 2 BLUE edges.
Proof. Let xyz be a triangle in G with x < y < z. Suppose that xyz has only one BLUE
edge xz. Then s1 := z − x, s2 := x+ y and s3 := y + z are elements of S and s1 + s2 = s3, a
contradiction to S being sum-free. All other cases, including when all the edges are BLUE,
are similar, we omit the proof here.
Consider an arbitrary triple {s1, s2, s3} in S (where s1, s2 and s3 are not necessarily
distinct). We say that {s1, s2, s3} forces a triangle T in G if the vertex set {x, y, z} of T is
such that s1, x, y; s2, y, z and; s3, x, z form Schur triples. Note that by definition of G, every
triangle in G is forced by some triple in S.
Fix an arbitrary triple {s1, s2, s3} in S. We will show that {s1, s2, s3} forces at most 24
triangles in G. This then implies that G has at most 24|S|3 = o(n) triangles as desired.
By Claim 4.3.5, a triangle xyz with x < y < z can only be one of the following four
types: (1) all edges are RED; (2) xy is the only RED edge; (3) yz is the only RED edge; (4)
xz is the only RED edge.
It suffices to show that {s1, s2, s3} can force at most 6 triangles of each type. We show
it only for Type (1), the other types are similar. Suppose that xyz is a Type (1) triangle
forced by {s1, s2, s3}. Set M :=
 1 1 00 1 1
1 0 1
. Then u = (x, y, z)T is a solution to M ·u = s
for some s whose entries are precisely the elements of {s1, s2, s3}.
Since det(M) = 2 6= 0, if a solution u exists to M · u = s, it should be unique. The
number of choices for s, for fixed {s1, s2, s3}, is 3! = 6. Thus in total there are at most 6
triangles of Type (1) forced by {s1, s2, s3}.
This completes the proof of Lemma 5.4.17.
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Chapter 5
Number of maximal sum-free sets,
part II
1Cameron and Erdo˝s [26] asked whether the number of maximal sum-free sets in {1, . . . , n}
is much smaller than the number of sum-free sets. In the same paper they gave a lower
bound of 2bn/4c for the number of maximal sum-free sets. In this chapter, we prove the
following: For each 1 ≤ i ≤ 4, there is a constant Ci such that, given any n ≡ i mod 4,
{1, . . . , n} contains (Ci + o(1))2n/4 maximal sum-free sets. Our proof makes use of container
and removal lemmas of Green [49, 48], a structural result of Deshouillers, Freiman, So´s and
Temkin [30] and a recent bound on the number of subsets of integers with small sumset by
Green and Morris [50]. We also discuss related results and open problems on the number of
maximal sum-free subsets of abelian groups.
5.1 Introduction
A triple x, y, z is a Schur triple if x + y = z (note x, y and z may not necessarily be
distinct). A set S is sum-free if S does not contain a Schur triple. Let [n] := {1, . . . , n}.
We say that S ⊆ [n] is a maximal sum-free subset of [n] if it is sum-free and it is not
properly contained in another sum-free subset of [n]. Let f(n) denote the number of sum-
free subsets of [n] and fmax(n) denote the number of maximal sum-free subsets of [n]. The
study of sum-free sets of integers has a rich history. Clearly, any set of odd integers and any
subset of {bn/2c + 1, . . . , n} is a sum-free set, hence f(n) ≥ 2n/2. Cameron and Erdo˝s [25]
conjectured that f(n) = O(2n/2). This conjecture was proven independently by Green [49]
and Sapozhenko [79]. In fact, they showed that there are constants C1 and C2 such that
f(n) = (Ci + o(1))2
n/2 for all n ≡ i mod 2.
In a second paper, Cameron and Erdo˝s [26] showed that fmax(n) ≥ 2bn/4c. Noting that all
the sum-free subsets of [n] described above lie in just two maximal sum-free sets, they asked
whether fmax(n) = o(f(n)) or even fmax(n) ≤ f(n)/2εn for some constant ε > 0.  Luczak and
Schoen [66] answered this question in the affirmative, showing that fmax(n) ≤ 2n/2−2−28n for
1For the convenience of the readers and to make this chapter self-contained, we repeat some background
from Chapter 4.
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sufficiently large n. Later, Wolfovitz [90] proved that fmax(n) ≤ 23n/8+o(n). More recently,
the authors [14] proved that the lower bound is essentially tight, proving that fmax(n) =
2(1/4+o(1))n. In this chapter we give the following exact solution to the problem.
Theorem 5.1.1. For each 1 ≤ i ≤ 4, there is a constant Ci such that, given any n ≡ i
mod 4, [n] contains (Ci + o(1))2
n/4 maximal sum-free sets.
The proof of Theorem 5.1.1 is given in Section 5.4, with the main work arising in Sec-
tion 5.4.1. The proof draws on a number of ideas from [14]. In particular, as in [14] we make
use of ‘container’ and ‘removal’ lemmas of Green [49, 48] as well as a result of Deshouillers,
Freiman, So´s and Temkin [30] on the structure of sum-free sets. In order to avoid over-
counting the number of maximal sum-free subsets of [n], our present proof also develops a
number of new ideas, thereby making the argument substantially more involved. We use a
bound on the number of subsets of integers with small sumset by Green and Morris [50] as
well as several new bounds on the number of maximal independent sets in various graphs.
Further, the proof provides information about the typical structure of the maximal sum-free
subsets of [n]. Indeed, we show that almost all of the maximal sum-free subsets of [n] look
like one of two particular extremal constructions (see Section 5.2.3 for more details).
In Section 5.2 we give an overview of the proof and highlight the new ideas that we
develop. We state some useful results in Section 5.3 and prove Theorem 5.1.1 in Section 5.4.
In Section 5.5 we give some results and open problems on the number of maximal sum-free
subsets of abelian groups.
5.2 Background and an overview of the proof of
Theorem 5.1.1
5.2.1 Independence and container theorems
An exciting recent development in combinatorics and related areas has been the emergence
of ‘independence’ as a unifying concept. To be more precise, let V be a set and E a collection
of subsets of V . We say that a subset I of V is an independent set if I does not contain any
element of E as a subset. For example, if V := [n] and E is the collection of all Schur triples
in [n] then an independent set I is simply a sum-free set. It is often helpful to think of (V, E)
as a hypergraph with vertex set V and edge set E ; thus an independent set I corresponds to
an independent set in the hypergraph.
So-called ‘container results’ have emerged as a powerful tool for attacking many problems
that concern counting independent sets. Roughly speaking, container results state that the
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independent sets of a given hypergraph H lie only in a ‘small’ number of subsets of the vertex
set of H (referred to as containers), where each of these containers is an ‘almost indepen-
dent set’. Balogh, Morris and Samotij [17] and independently Saxton and Thomason [81],
proved general container theorems for hypergraphs whose edge distribution satisfies certain
boundedness conditions.
In the proof of Theorem 5.1.1 we will apply the following container theorem of Green [49].
Lemma 5.2.1 (Proposition 6 in [49]). There exists a family F of subsets of [n] with the
following properties.
(i) Every member of F has at most o(n2) Schur triples.
(ii) If S ⊆ [n] is sum-free, then S is contained in some member of F .
(iii) |F| = 2o(n).
(iv) Every member of F has size at most (1/2 + o(1))n.
We refer to the sets in F as containers.
In [14] we used Lemma 5.2.1 to prove that fmax(n) = 2
(1+o(1))n/4. Indeed, we showed that
every F ∈ F contains at most 2(1+o(1))n/4 maximal sum-free subsets of [n] which by (ii) and
(iii) yields the desired result. To obtain an exact bound on fmax(n) it is not sufficient to
give a tight general bound on the number of maximal sum-free subsets of [n] that lie in a
container F ∈ F . Indeed, such an F ∈ F could contain O(2n/4) maximal sum-free subsets
of [n], and thus together with (iii) this still gives an error term in the exponent. In general,
since containers may overlap, applications of container results may lead to ‘over-counting’.
We therefore need to count the number of maximal sum-free subsets of [n] in a more
refined way. To explain our method, we first need to describe the constructions which imply
that fmax(n) ≥ 2bn/4c.
5.2.2 Lower bound constructions
The following construction of Cameron and Erdo˝s [26] implies that fmax(n) ≥ 2bn/4c. Let
n ∈ N and let m = n or m = n − 1, whichever is even. Let S consist of m together with
precisely one number from each pair {x,m − x} for odd x < m/2. Then S is sum-free.
Moreover, although S may not be maximal, no further odd numbers less than m can be
added, so distinct S lie in distinct maximal sum-free subsets of [n].
The following construction from [14] also yields the same lower bound on fmax(n). Sup-
pose that 4|n and set I1 := {n/2 + 1, . . . , 3n/4} and I2 := {3n/4 + 1, . . . , n}. First choose
the element n/4 and a set S ′ ⊆ I2. Then for every x ∈ I2 \ S ′, choose x − n/4 ∈ I1. The
resulting set S is sum-free but may not be maximal. However, no further element in I2 can
41
be added, thus distinct S lie in distinct maximal sum-free sets in [n]. There are 2|I2| = 2n/4
ways to choose S.
5.2.3 Counting maximal sum-free sets
The following result provides structural information about the containers F ∈ F . Lemma 5.2.2
is implicitly stated in [14] and was essentially proven in [49]. It is an immediate consequence
of a result of Deshouillers, Freiman, So´s and Temkin [30] on the structure of sum-free sets
and a removal lemma of Green [48]. Here O denotes the set of odd numbers in [n].
Lemma 5.2.2. If F ⊆ [n] has o(n2) Schur triples then either
(a) |F | ≤ 0.47n;
or one of the following holds for some −o(1) ≤ γ = γ(n) ≤ 0.03:
(b) |F | = (1
2
− γ)n and F = A∪B where |A| = o(n) and B ⊆ [(1/2−γ)n, n] is sum-free;
(c) |F | = (1
2
− γ)n and F = A ∪B where |A| = o(n) and B ⊆ O.
The crucial idea in the proof of Theorem 5.1.1 is that we show ‘most’ of the maximal
sum-free subsets of [n] ‘look like’ the examples given in Section 5.2.2: We first show that
containers of type (a) house only a small (at most 20.249n) number of maximal sum-free
subsets of [n] (see Lemma 5.4.3). For type (b) containers we split the argument into two
parts. More precisely, we count the number of maximal sum-free subsets S of [n] with the
property that (i) the smallest element of S is n/4±o(n) and (ii) the second smallest element
of S is at least n/2 − o(n). (For this we use a direct argument rather than counting such
sets within the containers.) We then show that the number of maximal sum-free subsets of
[n] that lie in type (b) containers but that fail to satisfy one of (i) and (ii) is small (o(2n/4)).
We use a similar idea for type (c) containers. Indeed, we show directly that the number of
maximal sum-free subsets of [n] that contain at most one even number is O(2n/4). We then
show that the number of maximal sum-free subsets of [n] that lie in type (c) containers and
which contain two or more even numbers is small (o(2n/4)).
In each of our cases, we give an upper bound on the number of maximal sum-free sets in
a container by counting the number of maximal independent sets in various auxiliary graphs.
(Similar techniques were used in [90, 14], and in the graph setting in [19].) In Section 5.3.3
we collect together a number of results that are useful for this.
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5.3 Notation and preliminaries
5.3.1 Notation
For a set F ⊆ [n], denote by MSF(F ) the set of all maximal sum-free subsets of [n] that
are contained in F and let fmax(F ) := |MSF(F )|. Also, denote by min(F ) and max(F )
the minimum and the maximum element of F respectively. Let min2(F ) denote the second
smallest element of F . Denote by E the set of all even and by O the set of all odd numbers
in [n]. Given sets A,B, we let A + B := {a + b : a ∈ A, b ∈ B}. We say a real valued
function f(n) is exponentially smaller than another real valued function g(n) if there exists
a constant ε > 0 such that f(n) ≤ g(n)/2εn for n sufficiently large. We use log to denote
the logarithm function of base 2.
Throughout, all graphs considered are simple unless stated otherwise. We say that G is
a graph possibly with loops if G can be obtained from a simple graph by adding at most one
loop at each vertex. We write e(G) for the number of edges in G. Given a vertex x in G, we
write degG(x) for the degree of x in G. Note that a loop at x contributes two to the degree of
x. We write δ(G) for the minimum degree and ∆(G) for the maximum degree of G. Denote
by G[T ] the induced subgraph of G on the vertex set T and G \ T the induced subgraph of
G on the vertex set V (G)\T . Given x ∈ V (G), we write NG(x) for the neighourhood of x in
G. Given S ⊆ V (G), we write NG(S) for the set of vertices y ∈ V (G) such that xy ∈ E(G)
for some x ∈ S.
We write Cm for the cycle, and Pm for the path on m vertices. Given graphs G and H
we write GH for the cartesian product graph. So GH has vertex set V (G)× V (H) and
(x, y) and (x′, y′) are adjacent in GH if (i) x = x′ and y and y′ are adjacent in H or (ii)
y = y′ and x and x′ are adjacent in G.
Throughout the chapter we omit floors and ceilings where the argument is unaffected.
We write 0 < α  β  γ to mean that we can choose the constants α, β, γ from right to
left. More precisely, there are increasing functions f and g such that, given γ, whenever
we choose some β ≤ f(γ) and α ≤ g(β), all calculations needed in our proof are valid.
Hierarchies of other lengths are defined in the obvious way.
5.3.2 The number of sets with small sumset
We need the following lemma of Green and Morris [50], which bounds the number of sets
with small sumset.
Lemma 5.3.1. Fix δ > 0 and R > 0. Then the following hold for all integers s ≥ s0(δ, R).
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For any D ∈ N there are at most
2δs
(
1
2
Rs
s
)
DbR+δc
sets S ⊆ [D] with |S| = s and |S + S| ≤ R|S|.
5.3.3 Maximal independent sets in graphs
In this section we collect together results on the number of maximal independent sets in a
graph. Let MIS(G) denote the number of maximal independent sets in a graph G.
Moon and Moser [68] showed that for any simple graph G, MIS(G) ≤ 3|G|/3. When
a graph is triangle-free, this bound can be improved significantly: A result of Hujter and
Tuza [55] states that for any triangle-free graph G,
MIS(G) ≤ 2|G|/2. (5.1)
The next result implies that the bound given in (5.1) can be further lowered if G is addi-
tionally not too sparse.
Lemma 5.3.2. Let n,D ∈ N and k ∈ R. Suppose that G is a triangle-free graph on n
vertices with ∆(G) ≤ D and e(G) ≥ n/2 + k. Then
MIS(G) ≤ 2n/2−k/(100D2).
The following result for ‘almost triangle-free’ graphs follows from Lemma 5.3.2.
Corollary 5.3.3. Let n,D ∈ N and k ∈ R. Suppose that G is a graph and T is a set such
that G′ := G \ T is triangle-free. Suppose that ∆(G) ≤ D, |G′| = n and e(G′) ≥ n/2 + k.
Then
MIS(G) ≤ 2n/2−k/(100D2)+101|T |/100.
We defer the proofs of Lemma 5.3.2 and Corollary 5.3.3 to the end of this subsection.
The following result gives an improvement on the Moon–Moser bound for graphs that
are not too sparse, almost regular and of large minimum degree. (The result is proven as
equation (3) in [14].)
Lemma 5.3.4 ([14]). Let k ≥ 1 and let G be a graph on n vertices possibly with loops.
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Suppose that ∆(G) ≤ kδ(G) and set b := √δ(G). Then
MIS(G) ≤
∑
0≤i≤n/b
(
n
i
)
3(
k
k+1)
n
3
+ 2n
3b .
Fact 5.3.5. Suppose that G′ is a (simple) graph. If G is a graph obtained from G′ by adding
loops at some vertices x ∈ V (G′) then
MIS(G) ≤ MIS(G′).
The following lemma from [12] gives an improvement on (5.1) when G additionally con-
tains many vertex disjoint P3s. Its proof is similar to that of Lemma 5.3.2.
Lemma 5.3.6 ([12]). Let G be an n-vertex triangle-free graph, possibly with loops. If G
contains k vertex-disjoint P3s, then
MIS(G) ≤ 2n2− k25 .
Here we give the proofs of Lemma 5.3.2 and Corollary 5.3.3. The following simple facts
will be used in the proof of Lemma 5.3.2.
Fact 5.3.7. Suppose that G is a graph. For any maximal independent set I in G that
contains x, I \ {x} is a maximal independent set in G \ (NG(x) ∪ {x}).
Given x ∈ V (G), let MISG(x) denote the number of maximal independent sets in G that
contain x.
Fact 5.3.8. Suppose that G is a graph. Given any x ∈ V (G),
MIS(G) ≤ MISG(x) +
∑
v∈NG(x)
MISG(v).
Notice that Fact 5.3.8 is not true in general if G is a graph with loops.
Lemma 5.3.9 (Fu¨redi [45]). For m ≥ 6, MIS(Cm) = MIS(Cm−2) + MIS(Cm−3).
Lemma 5.3.9 implies the following simple result.
Lemma 5.3.10. For all m ≥ 4, MIS(Cm) < 20.49m.
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Proof. It is easy to check that the lemma holds for m = 4, 5, 6. For m ≥ 7, by induction,
Lemma 5.3.9 implies that
MIS(Cm) = MIS(Cm−2) + MIS(Cm−3) < 20.49m(2−0.98 + 2−1.47) < 20.49m.
Corollary 5.3.11. If G is the vertex-disjoint union of cycles of length at least 4 then
MIS(G) < 20.49|G|.
We now combine the previous results to prove Lemma 5.3.2.
Proof of Lemma 5.3.2. We proceed by induction on n. The case when n ≤ 4 is an easy
calculation. We split the argument into several cases.
Case 1: There is a vertex x ∈ V (G) of degree 0.
By induction G′ := G \ {x} is such that MIS(G′) ≤ 2(n−1)/2−k/(100D2) and clearly MIS(G) =
MIS(G′).
Case 2: There is a vertex x ∈ V (G) of degree 1.
First suppose that x is adjacent to a vertex y of degree 1. Then consider G′ := G \ {x, y}.
Note that MIS(G) = 2·MIS(G′). Further, |G′| = n−2, e(G′) ≥ (n−2)/2+k and ∆(G′) ≤ D.
Thus, by induction we have that
MIS(G) = 2 ·MIS(G′) ≤ 2× 2(n−2)/2−k/(100D2) = 2n/2−k/(100D2),
as desired.
Otherwise x is adjacent to a vertex y of degree d ≥ 2. Consider G′ := G \ {x, y}. So
|G′| = n − 2, e(G′) ≥ (n − 2)/2 + k − d + 1 and ∆(G′) ≤ D. Therefore by induction and
Fact 5.3.7,
MISG(x) ≤ MIS(G′) ≤ 2(n−2)/2−(k−d+1)/(100D2) ≤ 2n/2−k/(100D2)(2−1+d/(100D2)). (5.2)
Consider G′′ := G \ (NG(y) ∪ {y}). So |G′′| = n− d− 1, e(G′′) ≥ n/2 + k − (d− 1)D − 1 ≥
(n− d− 1)/2 + (k − (d− 1)D) and ∆(G′′) ≤ D. Thus, by induction and Fact 5.3.7,
MISG(y) ≤ MIS(G′′) ≤ 2(n−d−1)/2−(k−(d−1)D)/(100D2)
= 2n/2−k/(100D
2)(2−(d+1)/2+(d−1)/100D). (5.3)
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Now as 2 ≤ d ≤ D we have that
2−1+d/(100D
2) + 2−(d+1)/2+(d−1)/100D ≤ 2−1+1/100 + 2−3/2+1/100 < 1.
So (5.2) and (5.3) together with Fact 5.3.8 imply that
MIS(G) ≤ MISG(x) + MISG(y) < 2n/2−k/(100D2),
as desired.
Case 3: δ(G) ≥ 4.
Let v ∈ V (G) be the vertex of smallest degree in G and write degG(v) = i − 1 ≥ 4.
Given any w ∈ NG(v) ∪ {v} let G′ := G \ (NG(w) ∪ {w}). So |G′| = n − degG(w) − 1,
e(G′) ≥ n/2 + (k − degG(w)D) ≥ |G′|/2 + (k − degG(w)D) and ∆(G′) ≤ D. Hence by
induction and Fact 5.3.7
MISG(w) ≤ MIS(G′) ≤ 2(n−degG(w)−1)/2−(k−degG(w)D)/100D2) ≤ 2(n−i)/2−(k−iD)/(100D2).
Thus by Fact 5.3.8 we have that
MIS(G) ≤ i× 2(n−i)/2−(k−iD)/(100D2) ≤ (i2−i/2+i/100)2n/2−k/(100D2) < 2n/2−k/(100D2),
as desired. (Here we used that for i ≥ 5, i2−i/2+i/100 < 1.)
Case 4: δ(G) = 2 and there exist v, w ∈ V (G) such that degG(v) = 2, degG(w) ≥ 3 and
vw ∈ E(G).
By arguing as before (using induction and Facts 5.3.7 and 5.3.8) we have that
MIS(G) ≤ MISG(v) +
∑
u∈NG(v)
MISG(u) ≤ 2× 2(n−3)/2−(k−2D)/(100D2) + 2(n−4)/2−(k−3D)/(100D2)
< 2n/2−k/(100D
2),
as desired. (Here we have used that 2 · 2−3/2+1/50 + 2−2+3/100 < 1.)
Cases 1–4 imply that we may now assume that G consists precisely of 2-regular compo-
nents and components of minimum degree at least 3.
Case 5: There exist v, w ∈ V (G) such that degG(v) = 3, degG(w) ≥ 4 and vw ∈ E(G).
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By arguing similarly to before (using induction and Facts 5.3.7 and 5.3.8) we have that
MIS(G) ≤ MISG(v) +
∑
u∈NG(v)
MISG(u) ≤ 3× 2(n−4)/2−(k−3D)/(100D2) + 2(n−5)/2−(k−4D)/(100D2)
< 2n/2−k/(100D
2),
as desired. (Here we have used that 3 · 2−2+3/100 + 2−5/2+1/25 < 1.)
We may now assume that G consists only of 2- and 3-regular components and components
of minimum degree at least 4. However, if there is a component of minimum degree at least
4 then by arguing precisely as in Case 3, we obtain that MIS(G) ≤ 2n/2−k/(100D2). So we
may now assume G consists of 2- and 3-regular components only.
Case 6: G contains a 3-regular component.
Here we use the fact that MIS(G) ≤ MIS(G\{v})+MIS(G\(NG(v)∪{v})) for any v ∈ V (G).
Indeed, by induction we have
MIS(G) ≤ 2(n−1)/2−(k−5/2)/(100D2) + 2(n−4)/2−(k−7)/(100D2) < 2n/2−k/(100D2),
as desired. (Here we have used that 2−1/2+1/40 + 2−2+7/100 < 1.)
Case 7: G is 2-regular.
Since G is triangle-free, Corollary 5.3.11 implies that MIS(G) ≤ 20.49n ≤ 2n/2−k/(100D2), as
desired.
Finally, we show that Corollary 5.3.3 follows from Lemma 5.3.2.
Proof of Corollary 5.3.3. Every maximal independent set in G can be obtained in the
following two steps:
(1) Choose an independent set S ⊆ T .
(2) Extend S in V (G) \ T = V (G′), i.e. choose a set R ⊆ V (G′) such that R ∪ S is a
maximal independent set in G.
Note that although every maximal independent set in G can be obtained in this way,
it is not necessarily the case that given an arbitrary independent set S ⊆ T , there exists
a set R ⊆ V (G′) such that R ∪ S is a maximal independent set in G. Notice that if
R ∪ S is maximal, R is also a maximal independent set in G′′ := G \ (T ∪ NG(S)). The
number of choices for S in (1) is at most 2|T |. Note that G′′ is triangle-free, ∆(G′′) ≤ D
and e(G′′) ≥ e(G′) − |T |D2 ≥ |G′′|/2 + (k − |T |D2). Thus, Lemma 5.3.2 implies that the
number of extensions in (2) is at most 2n/2−(k−|T |D
2)/(100D2). Therefore, we have MIS(G) ≤
2|T | · 2n/2−(k−|T |D2)/(100D2), as desired.
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5.4 Proof of Theorem 5.1.1
Let 1 ≤ i ≤ 4 and 0 < η < 1. To prove Theorem 5.1.1, we must show that there is a constant
Ci (dependent only on i) such that if n is sufficiently large and n ≡ i mod 4 then
(Ci − η)2n/4 ≤ fmax(n) ≤ (Ci + η)2n/4. (5.4)
Given η > 0 and sufficiently large n with n ≡ i mod 4, define constants α, δ, ε > 0 so
that
0 < 1/n α δ  ε η < 1. (5.5)
Let F be the family of containers obtained from Lemma 5.2.1. Since n is sufficiently
large, Lemma 5.2.2 implies that |F| ≤ 2αn and for every F ∈ F either
(a) |F | ≤ 0.47n;
or one of the following holds for some −α ≤ γ = γ(n) ≤ 0.03:
(b) |F | = (1
2
− γ)n and F = A∪B where |A| ≤ αn and B ⊆ [(1/2− γ)n, n] is sum-free;
(c) |F | = (1
2
− γ)n and F = A ∪B where |A| ≤ αn and B ⊆ O.
Throughout the rest of the chapter we refer to such containers as type (a), type (b) and
type (c), respectively.
For any subsets B, S ⊆ [n], let LS[B] be the link graph of S on B defined as follows. The
vertex set of LS[B] is B. The edge set of LS[B] consists of the following two types of edges:
(i) Two vertices x and y are adjacent if there exists an element z ∈ S such that {x, y, z}
forms a Schur triple;
(ii) There is a loop at a vertex x if {x, x, z} forms a Schur triple for some z ∈ S or if {x, z, z′}
forms a Schur triple for some z, z′ ∈ S.
The following simple lemma from [14] will be applied in many cases throughout the proof.
Lemma 5.4.1 ([14]). Suppose that B and S are both sum-free subsets of [n]. If I ⊆ B is
such that S ∪ I is a maximal sum-free subset of [n], then I is a maximal independent set in
G := LS[B].
The next lemma will allow us to apply (5.1) to certain link graphs.
Lemma 5.4.2. Suppose that B, S ⊆ [n] such that S is sum-free and max(S) < min(B).
Then G := LS[B] is triangle-free.
Proof. Suppose to the contrary that z > y > x > max(S) form a triangle in G. Then there
exists a, b, c ∈ S such that z − y = a, y − x = b and z − x = c, which implies a+ b = c with
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a, b, c ∈ S. This is a contradiction to S being sum-free.
In the proof we will use the simple fact that if S ⊆ T ⊆ [n] then
fmax(S) ≤ fmax(T ). (5.6)
The following lemma is a slightly stronger form of Lemma 3.2 from [14], which deals with
containers of ‘small’ size. The proof is exactly the same as in [14].
Lemma 5.4.3. If F ∈ F has size at most 0.47n, then fmax(F ) ≤ 20.249n.
Thus, to show that (5.4) holds it suffices to show that there is a constant Ci such that in
total, type (b) and (c) containers house (Ci ± η/2)2n/4 maximal sum-free subsets of [n]. In
Section 5.4.1 we deal with containers of type (b) and in Section 5.4.2 we deal with containers
of type (c).
5.4.1 Type (b) containers
The following lemma allows us to restrict our attention to type (b) containers that have at
most εn elements from [n/2].
Lemma 5.4.4. Let F ∈ F be a container of type (b) so that |F ∩ [n/2]| ≥ εn. Then
fmax(F ) ≤ 2(1/4−δ)n.
Proof. Define c ≥ ε so that |F ∩ [n/2]| = cn. Since F is of type (b), F = A ∪ B where
|A| ≤ αn and B is sum-free where min(B) ≥ 0.47n. Therefore cn ≤ (0.03 + α)n.
As |F ∩ [n/2]| = cn, |B ∩ [0.47n, n/2]| ≥ (c−α)n and so trivially |(B+B)∩ [0.94n, n]| ≥
(2c − 4α)n. Therefore, since B is sum-free, F is missing at least (2c − 4α)n numbers from
[0.94n, n]. Partition F = F1 ∪ F2 where F1 := F ∩ [n/2] and F2 := F \ F1. Note that
|F2| ≤ (1/2− 2c+ 4α)n.
The following observation is a key idea for the proof of this lemma. Every maximal
sum-free subset of [n] in F can be built in the following two steps. First, fix an arbitrary
sum-free set S ⊆ F1. Next, extend S in F2 to a maximal one. Since |F1| = cn, there are at
most 2cn ways to pick S. By Lemma 5.4.1, the number of choices for the second step is at
most the number of maximal independent sets I in LS[F2].
Claim 5.4.5. There are at most 2(1/4−ε/20)n maximal sum-free subsets M of [n] in F such
that |M ∩ F1| ≤ cn/4.
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Proof. Choose an arbitrary sum-free set S ⊆ F1 such that |S| ≤ cn/4 (there are at most
cn
(
cn
cn/4
)
/4 choices for S). By Lemma 5.4.2, L := LS[F2] is triangle-free. So MIS(L) ≤
2|F2|/2 ≤ 2(1/4−c+2α)n by (5.1). Thus, the number of maximal sum-free subsets of [n] in F
with at most cn/4 elements from F1 is at most
cn
4
(
cn
cn
4
)
· 2(1/4−c+2α)n ≤ 2(1/4−c/10+2α)n ≤ 2(1/4−ε/20)n,
where the last inequality follows since α ε ≤ c.
Let S ⊆ F1 be sum-free such that |S| > cn/4. Claim 5.4.5 together with our earlier ob-
servation implies that to prove the lemma it suffices to show that MIS(LS[F2]) ≤ 2(1/4−c−2δ)n.
By Lemma 5.4.2, LS[F2] is triangle-free. We may assume that F is missing at most
(2c+ 4δ)n numbers from [0.94n, n]. Indeed, otherwise by (5.1), MIS(LS[F2]) ≤ 2(1/4−c−2δ)n,
as required.
Claim 5.4.6. We may assume that (2c− 4α)n ≤ |[n/2 + 1, n] \ F | ≤ (2c+ 9δ)n.
Proof. Since we already know that (2c − 4α)n ≤ |[0.94n, n] \ F | ≤ (2c + 4δ)n, to prove
the claim we only need to prove that F is missing at most 5δn elements from [0.5n, 0.94n].
Suppose to the contrary that F is missing at least 5δn numbers from [0.5n, 0.94n]. Then
|F2| ≤ (1/2−2c+4α−5δ)n ≤ (1/2−2c−4δ)n and so by (5.1), MIS(LS[F2]) ≤ 2(1/4−c−2δ)n.
Claim 5.4.7. Set m := min(S). Suppose that m < (1/4 − 2c)n or m > (1/4 + ε)n. Then
MIS(LS[F2]) ≤ 2(1/4−c−2δ)n.
Proof. Suppose that m > (1/4 + ε)n. Then in L := LS[F2] a vertex x ∈ [(3/4− ε)n, (3/4 +
ε)n] =: N is either isolated or adjacent only to itself. Thus MIS(L) = MIS(L′) where
L′ := L \N . Recall that (2c− 4α)n ≤ |[0.94n, n] \ F |. Hence, (5.1) implies that, MIS(L) ≤
2(1/4−c+2α−ε)n ≤ 2(1/4−c−2δ)n.
Now suppose that m < (1/4 − 2c)n. Then L := LS[F2] contains at least 100δn vertex-
disjoint copies of P3. Indeed, consider the set of all P3s with vertex set {n/2 + i, n/2 +
m + i, n/2 + 2m + i} for all 1 ≤ i ≤ n/2 − 2m. Since m ≤ (1/4 − 2c)n, we have at least
n/2− 2m ≥ 4cn such P3s. By Claim 5.4.6, at most (2c+ 9δ)n elements from [n/2 + 1, n] are
not in F . Hence, L contains at least (2c − 9δ)n ≥ 700δn of these copies of P3. Note that
these copies of P3 may not be vertex-disjoint, but given one of these copies P of P3, there
are at most 6 copies of P3 of this type that intersect P in L. So L contains a collection of
100δn vertex-disjoint copies of P3. Using Lemma 5.3.6, we have MIS(L) ≤ 2(1/4−c+2α)n−4δn ≤
2(1/4−c−2δ)n.
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By Claim 5.4.7 we may now assume that (1/4− 2c)n ≤ m ≤ (1/4 + ε)n.
Claim 5.4.8. Set b := min2(S). If b ≤ (1/2− 4c)n then MIS(LS[F2]) ≤ 2(1/4−c−2δ)n.
Proof. We claim that L := LS[F2] contains at least 100δn vertex-disjoint copies of P3.
Consider the set of all P3s with vertex set {n/2 + i, n/2 + b + i, n/2 + b − m + i} for all
1 ≤ i ≤ n/2 − b. Since b ≤ n/2 − 4cn, we have at least n/2 − b ≥ 4cn such P3s. Note
that F might be missing up to (2c + 9δ)n elements from [n/2 + 1, n]. Hence, L contains at
least (2c − 9δ)n ≥ 700δn of these copies of P3. Note that these copies of P3 may not be
vertex-disjoint, but given one of these copies P of P3, there are at most 6 copies of P3 of this
type that intersect P in L. So L contains a collection of 100δn vertex-disjoint copies of P3.
Hence, Lemma 5.3.6 implies that MIS(LS[F2]) ≤ 2(1/4−c−2δ)n.
So now we may assume that |S| > cn/4, (1/4−2c)n ≤ m ≤ (1/4+ε)n and b ≥ (1/2−4c)n.
Thus, at least cn/4 elements from [(3/4 − 6c)n, (3/4 + ε)n] lie in S + m. Every element of
S+m is either missing from F2 or has a loop in LS[F2]. Recall that F2 is missing (2c− 4α)n
elements from [0.94n, n]. Thus, altogether at least 2cn− 4αn+ cn/4 ≥ 2cn+ 4δn elements
from [n/2 + 1, n] are either missing from F2 or have a loop in LS[F2]. Hence, we have,
MIS(LS[F2]) ≤ 2(1/4−c−2δ)n.
Lemma 5.4.9. Let F ∈ F be a container of type (b) so that |F ∩ [n/2]| ≤ εn. Let f ∗max(F )
denote the number of maximal sum-free subsets M of [n] in F that satisfy at least one of the
following properties:
(i) min(M) > (1/4 + 2ε)n or min(M) < (1/4− 175ε)n;
(ii) min2(M) ≤ (1/2− 350ε)n.
Then f ∗max(F ) ≤ 2(1/4−ε)n.
Proof. Since F is of type (b), F = A ∪ B for some A,B where |A| ≤ αn and B is sum-free
where min(B) ≥ 0.47n. Partition F = F1 ∪ F2 where F1 := F ∩ [n/2] and F2 := F \ F1. So
|F1| ≤ εn by the hypothesis of the lemma. By (5.6) we may assume that F2 = [n/2 + 1, n].
Every maximal sum-free subset of [n] in F that satisfies (i) or (ii) can be built in the
following two steps. First, fix a sum-free set S ⊆ F1. Next, extend S in F2 to a maximal one.
To give an upper bound on the sets M satisfying (i) we choose S ⊆ F1 where m := min(S)
is such that m > (1/4 + 2ε)n or m < (1/4 − 175ε)n (there are at most 2|F1| ≤ 2εn choices
for S). Then by arguing similarly to Claim 5.4.7 we have that MIS(LS[F2]) ≤ 2(1/4−2ε)n.
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To give an upper bound on the setsM satisfying (ii) we choose S ⊆ F1 where b := min2(S)
is such that b ≤ n/2− 350εn (there are at most 2|F1| ≤ 2εn choices for S). Then by arguing
similarly to Claim 5.4.8 we have that MIS(LS[F2]) ≤ 2(1/4−2ε)n.
Altogether, this implies that f ∗max(F ) ≤ 2(1/4−ε)n as desired.
Throughout this subsection, given a maximal sum-free set M we write m := min(M)
and b := min2(M) and define S := (M ∩ [n/2]) \ {m}. Lemmas 5.4.4 and 5.4.9 imply that,
to count the number of maximal sum-free subsets of [n] lying in type (b) containers, it now
suffices to count the number of maximal sum-free sets M with the following structure:
(α) m ∈ [(1/4− 175ε)n, (1/4 + 175ε)n].
(β) b ≥ (1/2− 350ε)n.
In particular, the next lemma shows that almost all of the maximal sum-free subsets of
[n] that satisfy (α) and (β) lie in type (b) containers only.
Lemma 5.4.10. There are at most ε2n/4 maximal sum-free subsets of [n] that satisfy (α)
and (β) and that lie in type (a) or (c) containers.
Proof. By Lemma 5.4.3, at most 20.249n ≤ ε2n/4/2 such maximal sum-free subsets of [n] lie
in type (a) containers.
Suppose that M is a maximal sum-free subset of [n] that satisfies (α) and (β) and
lies in a type (c) container F . Thus, F = A ∪ B where |A| ≤ αn and B ⊆ O. Define
F ′ := B ∩ [n/2 − 350εn, n]. So, |F ′| ≤ (1/4 + 175ε)n. By Lemma 5.4.1, M = I ∪ S where
min(S) = m for some m ∈ [(1/4−175ε)n, (1/4 + 175ε)n], (S \{m}) ⊆ A and I is a maximal
independent set in G := LS[F
′]. By the Moon–Moser bound,
MIS(G) ≤ 3(1/12+60ε)n ≤ 2(1/4−ε)n.
In total, there are at most 2αn choices for F , at most 350εn choices for m and at most 2αn
choices for S \ {m}. Thus, there are at most
2αn × 350εn× 2αn × 2n/4−εn ≤ ε2n/4/2
maximal sum-free subsets of [n] that satisfy (α) and (β) and that lie in type (c) containers,
as desired.
For the rest of this subsection, we focus on counting the maximal sum-free sets that
satisfy (α) and (β). Fix m, b such that m ∈ [(1/4 − 175ε)n, (1/4 + 175ε)n] and b ≥ (1/2 −
350ε)n. Define t := |m−n/4| andD := n/2−b, so t,D ≤ 350εn. (Notice that if b > n/2, then
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D is negative.) Let S ⊆ [b, n/2] such that b ∈ S, S ∪ {m} is sum-free and set s := |S| ≤ D.
In the case when b > n/2, we define S := ∅.
Denote by L := L(n,m, S) the link graph of S ∪ {m} on vertex set [n/2 + 1, n]. So L
is triangle-free by Lemma 5.4.2. We will need the following two bounds on the number of
maximal independent sets in L.
Lemma 5.4.11. We have the following two bounds on MIS(L).
(i) MIS(L) ≤ 2n/4−D/25;
(ii) Let R be defined so that |S + S| = Rs. Then MIS(L) ≤ 2n/4−(R+1)s/2.
Proof. If D ≤ 0 then (i) follows from (5.1). So assume D > 0. Notice that there are D
vertex-disjoint P3s in L: {n/2 + i, n + i − D,n + i − D −m} for each 1 ≤ i ≤ D. (These
paths are vertex-disjoint since D ≤ 350εn and m ∈ [(1/4 − 175ε)n, (1/4 + 175ε)n].) The
bound follows immediately from Lemma 5.3.6.
For (ii), notice that in L we have loops at all vertices in S + S and S + m (in total
(R+ 1)s vertices). MIS(L) = MIS(L′) where L′ is the graph obtained from L by deleting all
the vertices with loops. The bound then follows from (5.1).
The following lemma bounds the number of maximal sum-free sets M satisfying (α) and
(β) and with b sufficiently bounded away from n/2 from above.
Lemma 5.4.12. There exists a constant K = K(ε) such that the number of maximal sum-
free sets M in [n] that satisfy (α), (β) and b ≤ n/2−K is at most ε2n/4.
Proof. Let K be such that δ  1/K  ε. Our first claim implies that there are not too
many maximal sum-free subsets of [n] with t or D ‘large’.
Claim 5.4.13. There are at most ε2n/4/5 maximal sum-free sets M which satisfy (α) and
(β) and with
(a) b ≤ n/2−K;
(b) t ≥ 3D or D ≥ 109s.
Proof. Fix any m, b such that m ∈ [(1/4 − 175ε)n, (1/4 + 175ε)n] and n/2 − 350εn ≤ b ≤
n/2 −K. Define t and D as before. Let S ⊆ [b, n/2] such that b ∈ S, S ∪ {m} is sum-free
and set s := |S| ≤ D. Define the link graph L as before.
Suppose that t ≥ 3D. If m = n/4 − t then for each i with D + 1 ≤ i ≤ 2t − D
consider the subgraph Hi of L induced by {n/2 + i, 3n/4 + i − t, n + i − 2t}. Ignoring
loops, Hi spans a P3 component in L and so MIS(Hi) ≤ 2. Indeed, since t,D ≤ 350εn and
min(S) = b = n/2−D, the vertex 3n/4 + i− t has no neighbour in L generated by S. Also,
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since n/2 + i+ b = n+ i−D > n and n+ i−2t− b = n/2 + i−2t+D ≤ n/2, neither n/2 + i
nor n+ i− 2t has a neighbour generated by S in L. Recall L and thus L′ := L \ ∪2t−Di=D+1Hi
is triangle-free. Thus by (5.1) we have
MIS(L) ≤ MIS(L′) ·
∏
i
MIS(Hi) ≤ 2[n/2−3(2t−2D)]/2 · 22t−2D ≤ 2n/4−(t−D) ≤ 2n/4−2t/3.
Otherwise m = n/4+ t and then there are 2t isolated vertices {3n/4− t+1, . . . , 3n/4+ t}
in L. Then by (5.1), MIS(L) ≤ 2n/4−t.
Given fixed t, there are 2 choices for m. There are at most 2t/3 choices for S so that
D ≤ t/3. Further, fixing S determines b and D. Altogether, this implies that the number of
maximal sum-free subsets M of [n] that satisfy (α), (β), (a) and t ≥ 3D is at most
2 ·
∑
t≥3D≥3K
2t/3 · 2n/4−2t/3 ≤ 2 ·
∑
t≥3K
2n/4−t/3 ≤ ε
10
· 2n/4, (5.7)
where the last inequality follows since 1/K  ε and n is sufficiently large.
Suppose now that t ≤ 3D and D/s ≥ 109. For fixed D ≥ K there are 3D choices for
t and so at most 6D ≤ 22 logD choices for m. Given fixed D, there are D = 2logD choices
for s. For fixed D, s there are
(
D
s
) ≤ ( eD
s
)s ≤ 2s log(eD/s) choices for S. Note that when
D/s ≥ 109, 3 logD + s log(eD/s) ≤ D/50. Together, with Lemma 5.4.11(i), this implies
that the number of maximal sum-free subsets M of [n] that satisfy (α), (β), (a) and with
t ≤ 3D and D/s ≥ 109 is at most∑
D≥K
22 logD · 2logD · 2s log(eD/s) · 2n/4−D/25 ≤
∑
D≥K
2n/4−D/50 ≤ ε
10
· 2n/4. (5.8)
By Claim 5.4.13, to complete the proof of the lemma it suffices to count the number of
maximal sum-free subsets M of [n] that satisfy (α), (β) and
(γ1) b ≤ n/2−K;
(γ2) s ≥ D/109 ≥ K/109;
(γ3) t < 3D.
Fix any m, b such that m ∈ [(1/4−175ε)n, (1/4+175ε)n] and n/2−350εn ≤ b ≤ n/2−K.
Let S ⊆ [b, n/2] such that b ∈ S, S ∪ {m} is sum-free and set s := |S| ≤ D. Define the link
graph L as before.
Choose s and D such that s ≥ D/109. For each fixed s there are at most 109s choices
for D. For a fixed s ≥ D/109, there are at most 6D ≤ 1010s ≤ 22 log s choices for m so that
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t < 3D and at most
(
109s
s
)
choices for S. So there are at most
109s · 22 log s ·
(
109s
s
)
≤ 109s · 22 log s · 2s log(e·109) ≤ 249s (5.9)
choices for the pair S,m given fixed s. Let R be defined so that |S + S| = Rs. We now
distinguish two cases depending on the size of S + S.
The number of maximal sum-free subsets M in [n] that satisfy (α), (β), (γ1)–(γ3) and
R ≥ 100 is at most ∑
s≥K/109
249s · 2n/4−50s ≤
∑
s≥K/109
2n/4−s ≤ ε
10
· 2n/4. (5.10)
(Here we have applied (5.9) and Lemma 5.4.11 (ii).)
Let s0(1/9, 100) be the constant returned from Lemma 5.3.1. Since we choseK sufficiently
large, we have that s ≥ K/109 ≥ s0(1/9, 100).
Now suppose R ≤ 100. Then by Lemma 5.3.1 the number of choices for S is at most
2s/9
(
1
2
Rs
s
)
DbR+1/9c ≤ 2s/9 · 2Rs/2 · 24R log s ≤ 2Rs/2+2s/9. (5.11)
Recall that for a fixed s, the number of choices for m is at most 22 log s. Together with
Lemma 5.4.11(ii) and (5.11), we have that the number of maximal sum-free subsets M in
[n] that satisfy (α), (β), (γ1)–(γ3) and R ≤ 100 is at most∑
s≥K/109
22 log s · 2Rs/2+2s/9 · 2n/4−(R+1)s/2 ≤
∑
s≥K/109
2n/4−s/2+s/3
≤
∑
s≥K/109
2n/4−s/6 ≤ ε
10
· 2n/4. (5.12)
Thus by Claim 5.4.13, (5.10) and (5.12), we have that the number of maximal sum-free sets
that satisfy (α), (β) and b ≤ n/2−K is at most ε · 2n/4.
The following lemma bounds the number of maximal sum-free sets when t is large.
Lemma 5.4.14. There are at most ε2n/4 maximal sum-free sets in [n] that satisfy (α) and
(β) and with |m− n/4| = t and b = n/2−D such that D ≤ K and t ≥ 50K.
Proof. Let us first assume that m = n/4 + t. If b ≤ n/2 then let S ⊆ [b, n/2] where
b ∈ S. Otherwise let S = ∅. Then in the link graph L := L(n,m, S), every vertex in
{3n/4 − t + 1, 3n/4 + t} =: N is either isolated or adjacent only to itself. Since D ≤ K,
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the number of choices for S is at most 2K . Let L′ := L \ N , then by (5.1) the number of
maximal sum-free sets in this case is at most∑
t≥50K
2K ·MIS(L′) ≤
∑
t≥50K
2K · 2n/4−t ≤ ε2n/4/2.
Otherwise, suppose m = n/4 − t. If b ≤ n/2 then let S ⊆ [b, n/2] where b ∈ S. Otherwise
let S = ∅. The link graph L := L(n,m, S) contains 2t vertex-disjoint P3s on the vertex set
{n/2 + i, 3n/4 − t + i, n − 2t + i} where 1 ≤ i ≤ 2t. Then by Lemma 5.3.6, the number of
maximal sum-free sets in this case is at most∑
t≥50K
2K ·MIS(L) ≤
∑
t≥50K
2K · 2n/4−2t/25 ≤ ε2n/4/2.
By Lemmas 5.4.12 and 5.4.14, we now need only focus on maximal sum-free sets with
t,D ≤ 50K, i.e. S ⊆ [n/2− 50K,n/2] and m ∈ [n/4− 50K,n/4 + 50K], (5.13)
where here D may be negative and S = ∅. Given any m,S satisfying (5.13) so that 2m 6∈
S, define C(n,m, S) := |MIS(L(n,m,S))|
2n/4
. Notice that not every maximal independent set in
L(n,m, S) necessarily gives a maximal sum-free set in [n]. This happens exactly when a set
I is a maximal independent set in both L(n,m, S) and L(n,m, S∗) for some sum-free S∗ ⊃ S
such that S∗ ⊆ [n/2]\{m, 2m}. Let I(n,m, S) be the set of all maximal independent sets in
L(n,m, S) that do not correspond to maximal sum-free sets in [n]. For each I ∈ I(n,m, S),
define S∗(I) to be the largest sum-free set such that S ⊆ S∗(I) ⊆ [n/2] \ {m, 2m} and
I is also a maximal independent set in L(n,m, S∗(I)). Further partition I(n,m, S) :=
I1(n,m, S) ∪ I2(n,m, S), in which I1(n,m, S) consists of all those I ∈ I(n,m, S) with
S∗(I) ⊆ [n/2− 50K,n/2]. Let MSF(n,m, S) be the number of maximal sum-free sets M in
[n] that satisfy (α) and (β) with min(M) = m and (M ∩ [n/2]) \ {m} = S. For i = 1, 2,
further define Ci(n,m, S) :=
|Ii(n,m,S)|
2n/4
. Then clearly by the definition we have
MSF(n,m, S) = [C(n,m, S)− C1(n,m, S)− C2(n,m, S)]2n/4.
Notice that every set I ∈ I2(n,m, S) is a maximal independent set in L(n,m, S∗(I)) with
min(S∗(I)) ≤ n/2−50K, it then follows from Lemma 5.4.12 that∑m,S: t,D≤50K C2(n,m, S) ≤
ε.
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Thus, the number of maximal sum-free sets M in [n] that satisfy (α) and (β) is at least∑
m,S: t,D≤50K
MSF(n,m, S) =
∑
m,S: t,D≤50K
[C(n,m, S)− C1(n,m, S)− C2(n,m, S)]2n/4
≥
∑
m,S: t,D≤50K
[C(n,m, S)− C1(n,m, S)]2n/4 − ε2n/4.
On the other hand, by Lemmas 5.4.12 and 5.4.14, the number of maximal sum-free sets M
in [n] that satisfy (α) and (β) is at most∑
m,S
MSF(n,m, S) =
∑
m,S: t,D≤50K
MSF(n,m, S) +
∑
m,S: max{t,D}>50K
MSF(n,m, S)
≤
∑
m,S: t,D≤50K
[C(n,m, S)− C1(n,m, S)]2n/4 + 2ε2n/4.
By defining C(n) :=
∑
m,S: t,D≤50K [C(n,m, S)−C1(n,m, S)], together with Lemmas 5.4.4, 5.4.9
and 5.4.10, we have that the number of maximal sum-free sets of [n] contained in type (b)
containers is (C(n)± 4ε)2n/4.
We now proceed to prove that for any n′ ≡ n mod 4, C(n′) = C(n). We need the
following lemma, which roughly states that for any “fixed” choice of m and S, the link
graphs on [n/2 + 1, n] and [n′/2 + 1, n′] differ by a component consisting of an induced
matching of size (n′ − n)/4. To be formal, fix t ∈ [−50K, 50K], S0 ⊆ [50K] and ` ∈ N.
Define
n′ := n+ 4`, m := n/4− t, m′ := n′/4− t, S := n/2− S0, S ′ := n′/2− S0. (5.14)
The proof of the following lemma for the case m = n/4 + t and m′ = n′/4 + t is almost
identical except only simpler, we omit it here.
Lemma 5.4.15. Let n′,m,m′, S, S ′ be given as in (5.14). Then L(n′,m′, S ′) is isomorphic
to the disjoint union of L(n,m, S) and a matching of size `.
Proof. Let I1 := [n
′/2 + 200K + 1, 3n′/4− 200K + t] and I2 := [3n′/4 + 200K + 1− t, n′ −
200K]. Notice first that the induced subgraph of L′ := L(n′,m′, S ′) on I1∪ I2 is a matching:
{n′/2+200K+1, 3n′/4+200K+1−t}, . . . , {3n′/4−200K+t, n′−200K}. LetM be the first
` matching edges in L′[I1∪I2], i.e. {n′/2+200K+1, 3n′/4+200K+1−t}, . . . , {n′/2+200K+
`, 3n′/4 + 200K+ `− t}. Define L′′ := L′ \M. It is a straightforward but tedious task to see
that L′′ is isomorphic to L := L(n,m, S). We give here only the mapping f : V (L)→ V (L′′)
that defines an isomorphism:
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• [n/2 + 1, n/2 + 200K] → [n′/2 + 1, n′/2 + 200K];
• [n/2 + 200K + 1, 3n/4 + 200K − t] → [n′/2 + 200K + `+ 1, 3n′/4 + 200K − t];
• [3n/4 + 200K − t+ 1, n− 200K] → [3n′/4 + 200K + `− t+ 1, n′ − 200K];
• [n− 200K + 1, n] → [n′ − 200K + 1, n′].
Fix n′,m,m′, S, S ′ satisfying (5.13) and (5.14). By the definition of C(n), to show
that C(n) = C(n′), it suffices to show that C(n,m, S) = C(n′,m′, S ′) and C1(n,m, S) =
C1(n,m, S). Let M and f be the matching of size ` and the mapping from Lemma 5.4.15.
As an immediate consequence of Lemma 5.4.15, we have
C(n′,m′, S ′) =
|MIS(L(n′,m′, S ′))|
2n′/4
=
|MIS(L(n,m, S))| ·MIS(M)
2n/4 · 2` = C(n,m, S).
As for C1(n,m, S), it suffices to show that every I ∈ I1(n,m, S) corresponds to precisely
2` sets in I1(n′,m′, S ′). Fix an arbitrary I ∈ I1(n,m, S) and recall that S ⊆ S∗(I) ⊆
[n/2 − 50K,n/2]. Let S∗∗ be the “counterpart” (as in S ′ to S in (5.14)) of S∗(I) in [n′],
i.e. S∗∗ := n′/2−(n/2−S∗(I)) ⊆ [n′/2−50K,n′/2]. By the definition ofM, edges generated
by S ′, S∗∗ ⊆ [n′/2− 50K,n′/2] on [n′/2, n′] are not incident to any vertex in M. Hence by
adding any maximal independent set ofM to f(I), we obtain |MIS(M)| = 2` many maximal
independent sets I ′ in I1(n′,m′, S ′) with S∗(I ′) = S∗∗ as required. We have concluded the
following main result of this subsection.
Lemma 5.4.16. For each 1 ≤ i ≤ 4, there is a constant Di such that, if n ≡ i mod 4 then
the number of maximal sum-free subsets of [n] in type (b) containers is (Di ± 4ε)2n/4.
5.4.2 Type (c) containers
The next result implies that the number of maximal sum-free subsets of [n] that contain at
least two even numbers and that lie in type (c) containers is ‘small’.
Lemma 5.4.17. Let F ∈ F be a container of type (c). Then F contains at most 2(1/4−ε/2)n
maximal sum-free subsets of [n] that contain at least two even numbers.
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Proof. Let F ∈ F be as in the statement of the lemma. Let K be a sufficiently large constant
so that ∑
0≤i≤n/K
(
n
i
)
3
5n
36
+ n
3K ≤ 20.249n. (5.15)
Since 1/n ε 1, we have that ε 1/K2. By (5.6), we may assume that F = O∪C with
C ⊆ E and |C| ≤ αn. Similarly as before, every maximal sum-free subset of [n] in F can be
built from choosing a sum-free set S ⊆ C (at most 2|C| ≤ 2αn choices) and extending S in O
to a maximal one. Fix an arbitrary sum-free set S in C where |S| ≥ 2 and let G := LS[O]
be the link graph of S on vertex set O. Since O is sum-free and α ε, Lemma 5.4.1 implies
that, to prove the lemma, it suffices to show that MIS(G) ≤ 2(1/4−ε)n. We will achieve this
in two cases depending on the size of S.
Case 1: |S| ≥ 2K2.
In this case, we will show that G is ‘not too sparse and almost regular’. Then we apply
Lemma 5.3.4.
We first show that δ(G) ≥ |S|/2 and ∆(G) ≤ 2|S| + 2, thus ∆(G) ≤ 5δ(G). Let x be
any vertex in O. If s ∈ S such that s < max{x, n− x} then at least one of x− s and x+ s
is adjacent to x in G. If s ∈ S such that s ≥ max{x, n − x} then s − x is adjacent to x in
G. By considering all s ∈ S this implies that degG(x) ≥ |S|/2 (we divide by 2 here as an
edge xy may arise from two different elements of S). For the upper bound consider x ∈ O.
If xy ∈ E(G) then y = x+ s, x− s or s− x for some s ∈ S and only two of these terms are
positive. Further, there may be a loop at x in G (contributing 2 to the degree of x in G).
Thus, degG(x) ≤ 2|S|+ 2, as desired.
Note that δ(G)1/2 ≥ K. Thus, applying Lemma 5.3.4 to G with k = 5 we obtain that
MIS(G) ≤
∑
0≤i≤n/K
(
n
i
)
3
5n
36
+ n
3K
(5.15)
≤ 20.249n.
Case 2: 2 ≤ |S| ≤ 2K2.
As in Case 1 we have that ∆(G) ≤ 2|S| + 2 ≤ 5K2. Additionally, we need to count
triangles in G.
Claim 5.4.18. G contains at most 24|S|3 triangles.
The claim is shown in the proof of Lemma 3.4 in [14], so we omit the proof here. Let
T ⊆ V (G) such that |T | ≤ 24|S|3 and G \ T is triangle-free.
Let G1 denote the graph obtained from G by removing all loops. Given any x ∈ O
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and s ∈ S, one of x − s, s − x is adjacent to x in G. In particular, if 2x 6= s, then one of
x− s, s− x is adjacent to x in G1. Therefore each s ∈ S gives arise to at least (|O| − 1)/2
edges in G1. Given distinct s, s
′ ∈ S, there is at most one pair x, y ∈ O such that s, x, y and
s′, x, y are both Schur triples. Thus, since |S| ≥ 2, this implies that e(G1) ≥ |O| − 2. Set
G′ := G1 \ T . Note that ∆(G1) ≤ 5K2, |G′| ≤ |O| and e(G′) ≥ |O| − 2− |T |5K2 ≥ 3|O|/4.
Thus Corollary 5.3.3 implies that MIS(G1) ≤ 2(1/4−ε)n. Fact 5.3.5 therefore implies that
MIS(G) ≤ 2(1/4−ε)n, as desired.
Note that the argument in Case 2 of Lemma 5.4.17 immediately implies the following
result.
Lemma 5.4.19. Given any distinct x, x′ ∈ E,
MIS(L{x,x′}[O]) ≤ 2(1/4−ε)n.
Given n ∈ N, let f ′max(n) denote the number of maximal sum-free subsets of [n] that
contain precisely one even number. The next result implies that f ′max(n) is approximately
equal to the number of maximal independent sets in the link graphs Lx[O] where x ∈ E.
Lemma 5.4.20.∑
x∈E
MIS(Lx[O])− 2 ·
∑
x 6=x′∈E
MIS(L{x,x′}[O]) ≤ f ′max(n) ≤
∑
x∈E
MIS(Lx[O]). (5.16)
In particular, ∑
x∈E
MIS(Lx[O])− 2(1/4−ε/2)n ≤ f ′max(n) ≤
∑
x∈E
MIS(Lx[O]). (5.17)
Proof. Given any maximal sum-free subset M of [n] that contains precisely one even number
x, M \ {x} is a maximal independent set in Lx[O]. So the upper bound in (5.16) follows.
Claim 5.4.21. Suppose x ∈ E and S is a maximal independent set in Lx[O]. Let M denote
the maximal sum-free subset of [n] that contains S ∪ {x}. Then M \ S ⊆ E.
Proof. Suppose not. Then there exists S ′ ⊆M such that S ⊂ S ′ ⊆ O. But as M is sum-free,
S ′ is an independent set in Lx[O], a contradiction to the maximality of S.
Suppose y ∈ E and S is a maximal independent set in Ly[O]. If S∪{y} is not a maximal
sum-free subset of [n] then Claim 5.4.21 implies that there exists y′ ∈ E \ {y} such that
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S ∪ {y, y′} is sum-free. In particular, S is a maximal independent set in L{y,y′}[O]. In total
there are at most
2 ·
∑
x 6=x′∈E
MIS(L{x,x′}[O])
such pairs S, y. Thus, the lower bound in (5.16) follows.
The lower bound in (5.17) follows since, by Lemma 5.4.19,
2 ·
∑
x 6=x′∈E
MIS(L{x,x′}[O]) ≤ 2n2 · 2(1/4−ε)n ≤ 2(1/4−ε/2)n,
where the last inequality follows since n is sufficiently large.
The next result determines
∑
x∈E MIS(Lx[O]) asymptotically and thus, together with
Lemma 5.4.20 determines, asymptotically, f ′max(n).
Lemma 5.4.22. Given 1 ≤ i ≤ 4, there exists a constant D′i such that, if n ≡ i mod 4,
(D′i − ε)2n/4 ≤
∑
x∈E
MIS(Lx[O]) ≤ (D′i + ε)2n/4.
Proof. Suppose that n ≡ 0 mod 4. The proofs for the other cases are essentially identical,
so we omit them. Let 2n/3 < m ≤ n be even. Consider G := Lm[O]. The edge set of G
consists of precisely the following edges:
• An edge between i and m− i for every odd i < m/2;
• A loop at m/2 if m/2 is odd;
• An edge between i and m+ i for all odd i ≤ n−m < n/3.
In particular, since m > 2n/3, if i < m/2 is odd then in G, m − i is only adjacent to i.
Altogether this implies that if m/2 is even then G is the disjoint union of:
• (n−m)/2 copies of P3;
• A matching containing (3m− 2n)/4 edges.
In this case MIS(G) = 2(n−m)/2 × 2(3m−2n)/4 = 2m/4. If m/2 is odd then G is the disjoint
union of:
• (n−m)/2 copies of P3;
• A single loop;
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• A matching containing (3m− 2n− 2)/4 edges.
In this case MIS(G) = 2(m−2)/4.
Thus,
∑
m∈E :m>2n/3
MIS(Lm[O]) ≤
n∑
m=4 :m≡0 mod 4
2m/4 +
n∑
m=2 :m≡2 mod 4
2(m−2)/4
=
n/4∑
m=1
2m +
n/4−1∑
m=0
2m ≤ (3 + ε/2)2n/4. (5.18)
Further,
∑
m∈E :m>2n/3
MIS(Lm[O]) ≥ (3− ε/2)2n/4 −
2n/3∑
m=1
2m/4 ≥ (3− ε)2n/4. (5.19)
Consider m ∈ E where m ≤ 2n/3 and set G := Lm[O]. It is easy to see that G is the
disjoint union of paths that contain at least 3 vertices and in the case when m/2 is odd,
an additional path of length at least 2 which contains a vertex (namely m/2) with a loop.
Every such graph on n/2 vertices contains at least n/10 − 1 vertex-disjoint copies of P3.
Therefore, by Lemma 5.3.6 we have that∑
m∈E :m≤2n/3
MIS(Lm[O]) ≤ n2n/4−n/250+1. (5.20)
Overall, we have that
(3− ε)2n/4
(5.19)
≤
∑
x∈E
MIS(Lx[O])
(5.18),(5.20)
≤ (3 + ε/2)2n/4 + n2n/4−n/250+1 ≤ (3 + ε)2n/4,
as desired.
We showed that the constantD′4 in Lemma 5.4.22 is equal to 3. By following the argument
given in the proof, it is easy to see that D′1 = 3 · 2−1/4, D′2 = 23/2 and D′3 = 25/4.
The next lemma shows that almost all of the maximal sum-free subsets of [n] that contain
precisely one even number lie in type (c) containers only.
Lemma 5.4.23. There are at most ε2n/4 maximal sum-free subsets of [n] that contain pre-
cisely one even number and that lie in type (a) or (b) containers.
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Proof. By Lemma 5.4.3, at most 20.249n ≤ ε2n/4/2 such maximal sum-free subsets of [n] lie
in type (a) containers.
Suppose that M is a maximal sum-free subset of [n] that lies in a type (b) container
F and only contains one even number. Define F ′ := F ∩ O. Since F is of type (b),
|F ′| ≤ (0.53n)/2 + αn ≤ 0.27n. By Lemma 5.4.1, M = I ∪ {m} where m is even and I is a
maximal independent set in G := Lm[F
′]. By the Moon–Moser bound,
MIS(G) ≤ 30.09n ≤ 2(1/4−ε)n.
In total, there are at most 2αn choices for F and at most n/2 choices for m. Thus, there are
at most
2αn × n
2
× 2n/4−εn ≤ ε2n/4/2
maximal sum-free subsets of [n] that that lie in type (b) containers and only contain one
even number, as desired.
Notice that this completes the proof of Theorem 5.1.1. Indeed, for each 1 ≤ i ≤ 4, set
Ci := Di +D
′
i. Lemmas 5.4.3, 5.4.16, 5.4.17, 5.4.20, 5.4.22 and 5.4.23 together imply that if
n ≡ i mod 4, then
(Ci − η)2n/4 ≤ fmax(n) ≤ (Ci + η)2n/4,
as desired.
5.5 Maximal sum-free sets in abelian groups
Throughout this section, unless otherwise specified, G will be an abelian group of order n
and we denote by µ(G) the size of the largest sum-free subset of G. Denote by f(G) the
number of sum-free subsets of G and by fmax(G) the number of maximal sum-free subsets
of G. Given a set F ⊆ G, we write fmax(F ) for the number of maximal sum-free subsets of
G that lie in F .
The study of sum-free sets in abelian groups dates back to the 1960s. Although Diananda
and Yap [31] determined µ(G) for a large class of abelian groups G, it was not until 2005
that Green and Ruzsa [52] determined µ(G) for all such G. In particular, for every finite
abelian group G, 2n/7 ≤ µ(G) ≤ n/2. Further, Green and Ruzsa [52] determined f(G) up
to an error term in the exponent for all G, showing that f(G) = 2(1+o(1))µ(G).
Given G, what can we say about fmax(G)? Is it also the case that fmax(G) is exponentially
smaller than f(G)? Wolfovitz [90] proved that fmax(G) ≤ 20.406n+o(n) for every finite group
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G. For even order abelian groups G this answers the second question in the affirmative since
µ(G) = n/2 for such groups.
Our next result strengthens the result of Wolfovitz for abelian groups, and implies that
indeed fmax(G) is exponentially smaller than f(G) for all finite abelian groups G. Let G be
fixed. By a container lemma [52, Proposition 2.1] and a removal lemma [48, Theorem 1.4]
for abelian groups, there exists a collection of containers F such that:
(i) |F| = 2o(n) and F ⊆ G for all F ∈ F ;
(ii) Given any F ∈ F , F = B ∪ C where B is sum-free with size |B| ≤ µ(G) and
|C| = o(n);
(iii) Given any sum-free subset S of G, there is an F ∈ F such that S ⊆ F .
Given sets S, T ⊆ G, we can define the link graph LS[T ] analogously to the integer case. In
particular, it is easy to check that an analogue of Lemma 5.4.1 holds for such link graphs.
Let F ∈ F be fixed. Every maximal sum-free subset of G contained in F can be chosen
by picking a sum-free set S in C (at most 2o(n) choices by (ii)), and extending it in B (at
most MIS(LS[B]) ≤ 3|B|/3 ≤ 3µ(G)/3 choices by Lemma 5.4.1 for abelian groups and the
Moon-Moser theorem). Therefore, together this implies the following result.
Proposition 5.5.1. Let G be an abelian group of order n. Then
fmax(G) ≤ 3µ(G)/3+o(n). (5.21)
We do not know how far from tight the bound in Proposition 5.5.1 is. In particular, it
would be interesting to establish whether the following bound holds.
Question 5.5.2. Given an abelian group G of order n, is it true that fmax(G) ≤ 2µ(G)/2+o(n)?
For the group Zk2 := Z2 ⊗ Z2 ⊗ · · · ⊗ Z2, the answer to the above question is affirmative
and the upper bound is essentially tight.
Proposition 5.5.3. The number of maximal sum-free subsets of Zk2 is 2
(1+o(1))µ(Zk2 )/2.
Proof. Let n := |Zk2 |. It is known that µ(Zk2 ) = n/2. We first give a lower bound fmax(Zk2 ) ≥
2n/4. Write Zk2 = Z2⊗Z2⊗H, where H := Zk−22 . Let x := (0, 1, 0H) and U := {1}⊗Z2⊗H.
Notice that the link graph Lx[U ] is a perfect matching. Indeed, for any vertex y = (1, a, h) ∈
U , all of its possible neighbours in U are x + y = (1, 1 + a, h), x − y = (1, 1 − a,−h) and
y−x = (1, a− 1, h) and these elements of Zk2 are identical. To build a collection of sum-free
subsets, we first pick x and then pick exactly one of the endpoints of each edge in Lx[U ].
Since |U | = n/2, we obtain 2n/4 sum-free subsets S in this way. These sets might not be
65
maximal, but no further elements from U can be added into any of these sets. Hence distinct
S lie in distinct maximal sum-free subsets. Therefore we have
fmax(Z
k
2 ) ≥ 2n/4.
We now proceed with the proof of the upper bound. Let F be the family of 2o(n)
containers defined before Proposition 5.5.1. It suffices to show that fmax(F ) ≤ 2(1/4+o(1))n
for every container F ∈ F . Fix a container F ∈ F . We have F = B ∪ C with B sum-free,
|B| ≤ µ(Zk2 ) = n/2 and |C| = o(n). Every maximal sum-free subset of Zk2 in F can be built
by choosing a sum-free set S in C and extending S in B to a maximal one. The number of
choices for S is at most 2|C| = 2o(n). For a fixed S, let Γ := LS[B] be the link graph of S on
B. Then Lemma 5.4.1 (for abelian groups) implies that the number of extensions is at most
MIS(Γ). Observe that Γ is triangle-free. Indeed, suppose to the contrary that there exists a
triangle on vertices a, b, c ∈ B ⊆ Zk2 . Since for any x ∈ Zk2 , x = −x, we may assume that
a+b = s1, b+c = s2 and a+c = s3 for some s1, s2, s3 ∈ S. Furthermore, s1, s2, s3 are distinct
elements in S since a, b, c are distinct in B. Then we have s1 + s2 = a+ 2b+ c = a+ c = s3,
contradicting S being sum-free. Thus by (5.1), we have
MIS(Γ) ≤ 2|B|/2 ≤ 2n/4
and so
fmax(F ) ≤ 2|C| · 2n/4 = 2(1/4+o(1))n,
as desired.
The following construction gives a lower bound fmax(Zn) ≥ 6(1/18−o(1))n. Let n = 9k+i for
some 0 ≤ i ≤ 8 and M := [3k+1, 6k]. Set Γ := L{k,−2k}[M ]. Then |M |/6−o(n) components
of Γ are copies of K3K2 as there are at most a constant number of components of Γ that
are not copies of K3K2. Observe that K3K2 contains 6 maximal independent sets. Thus,
MIS(Γ) ≥ 6(1/18−o(1))n, yielding the desired lower bound on fmax(Zn). It is known that
µ(Zp) = (1/3 + o(1))p, if p is prime, so together with (5.21), we obtain the following result.
Proposition 5.5.4. If p is prime then
1.1p−o(p) ≤ 6(1/18−o(1))p ≤ fmax(Zp) ≤ 3(1/9+o(1))p ≤ 1.13p+o(p).
It would be interesting to close the gap in Proposition 5.5.4.
We end this section with two more constructions that would match the upper bound in
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Question 5.5.2 if it is true. For this, we need the following simple fact.
Fact 5.5.5. Suppose G is an abelian group of odd order. Then given a fixed x ∈ G, there
is a unique solution in G to the equation 2y = x.
Notice that Fact 5.5.5 is false for abelian groups of even order.
Proposition 5.5.6. Suppose that 3|n where n is not divisible by a prime p with p ≡ 2
mod 3. Then fmax(G) ≥ 2(n−9)/6 = 2(µ(G)−3)/2.
Proof. First note that µ(G) = n/3 for such groups (see [52]). Let H ≤ G be a subgroup
of index 3. Then there are three cosets 0 + H, 1 + H, 2 + H. Pick some x ∈ 2 + H. Then
consider the link graph Γ := Lx[1 + H] on n/3 vertices. There is a loop at 2x ∈ V (Γ). For
every y ∈ 1 + H, x + y ∈ 0 + H, y − x ∈ 2 + H and x − y ∈ 1 + H. So y has only one
neighbour x− y in 1 +H (unless y = 2x, which has a loop). By Fact 5.5.5, there is a unique
y ∈ 1 +H such that x− y = y. Overall this implies that Γ consists of the disjoint union of a
matching M of size (n−3)/6, with a loop at at most one of the vertices in M , together with
an additional vertex with a loop. Clearly MIS(Γ) ≥ 2(n−9)/6 and so fmax(G) ≥ 2(n−9)/6.
Proposition 5.5.7. Suppose that n is only divisible by primes p such that p ≡ 1 mod 3.
Suppose further that the exponent of G (the largest order of any element of G) is 7. Then
f(G) ≥ 2n/7−1 = 2µ(G)/2−1.
Proof. First note that µ(G) = 2n/7 for such groups (see [52]). Let H ≤ G be a subgroup of
index 7. Then pick some x ∈ 1 +H. Consider the link graph Γ := Lx[(2 +H)∪ (3 +H)] on
2n/7 vertices. There is a loop at 2x ∈ 2 +H in Γ. The remaining edges of Γ form a perfect
matching between 2+H and 3+H. Therefore MIS(Γ) = 2n/7−1 and so fmax(G) ≥ 2n/7−1.
We conclude the section with two conjectures.
Conjecture 5.5.8. For every abelian group G of order n,
2n/7 ≤ fmax(G) ≤ 2n/4+o(n),
where the bounds, if true, are best possible.
We also suspect that there is an infinite class of finite abelian groups for which the upper
bounds in Conjecture 5.5.8 and Question 5.5.2 are far from tight.
Conjecture 5.5.9. There is a sequence of finite abelian groups {Gi} of increasing order
such that for all i,
fmax(Gi) ≤ 2µ(Gi)/2.01.
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Chapter 6
k-AP-free sets
Addressing a question of Cameron and Erdo˝s [25], we show that, for infinitely many values of
n, the number of subsets of {1, 2, . . . , n} that do not contain a k-term arithmetic progression
is at most 2O(rk(n)), where rk(n) is the maximum cardinality of a subset of {1, 2, . . . , n}
without a k-term arithmetic progression. This bound is optimal up to a constant factor in
the exponent. For all values of n, we prove a weaker bound, which is nevertheless sufficient
to transfer the current best upper bound on rk(n) to the sparse random setting. To achieve
these bounds, we establish a new supersaturation result, which roughly states that sets of
size Θ(rk(n)) contain superlinearly many k-term arithmetic progressions.
Our proof uses the hypergraph container method, which has proven to be a very powerful
tool in extremal combinatorics, and a new supersaturation theorem for arithmetic progres-
sions.
6.1 Introduction
A subset of [n] := {1, 2, . . . , n} is k-AP-free if it does not contain a k-term arithmetic
progression. Denote by rk(n) the maximum size of a k-AP-free subset of [n]. Cameron and
Erdo˝s [25] raised the following question: How many subsets of [n] that does not contain a
k-term arithmetic progression are there? In particular, they asked the following question.
Question 6.1.1 (Cameron-Erdo˝s). Is it true that the number of k-AP-free subsets of [n] is
2(1+o(1))rk(n)?
Since every subset of a k-AP-free set is also k-AP-free, one can easily obtain 2rk(n) many
k-AP-free subsets of [n]. In fact, Cameron and Erdo˝s [25] slightly improved this obvious
lower bound: writing Rk(n) for the number of k-AP-free subsets of [n], they proved
lim sup
n→∞
Rk(n)
2rk(n)
=∞. (6.1)
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The only progress on the upper bound in the last 30 years was improving the bounds
on rk(n), until recently Balogh, Morris and Samotij [17], and independently Saxton and
Thomason [81], proved that: for any β > 0 and integer k ≥ 3, there exists C > 0 such
that for m ≥ Cn1−1/(k−1), the number of k-AP-free m-sets in [n] is at most (βn
m
)
. This deep
counting result implies the sparse random analogue of Szemere´di’s theorem [87], however,
this bound is far from settling Question 6.1.1.
One of the reasons for the difficulty in finding good upper bounds on Rk(n) is our
limited understanding of rk(n). Indeed, despite much effort, the gap between the current
known lower and upper bounds on r3(n) is still rather large; closing this gap remains one of
the most difficult problems in additive number theory. For the lower bound on r3(n), the
celebrated construction of Behrend [20] shows that
r3(n) = Ω
(
n
22
√
2
√
log2 n · log1/4 n
)
.
This was recently improved by Elkin [32] by a factor of
√
log n, see also Green and Wolf [53].
Roth [77] gave the first non-trivial upper bound on r3(n), followed by the improvements of
Heath-Brown [54], Szemere´di [86] and Bourgain [24]. The current best bound was provided
by a recent breakthrough result of Sanders [78]:
r3(n) = O
(
n(log log n)5
log n
)
. (6.2)
For k ≥ 4, the best known estimates are as follows: there exists ck, c′k > 0 such that
n
2ck(logn)1/(k−1)
≤ rk(n) ≤ n
(log log n)c
′
k
, (6.3)
where the lower bound is due to Rankin [76] and upper bound is by Gowers [46, 47].
Notice that using the lower bound in (6.3), we can get the following trivial upper bound
for Rk(n):
Rk(n) ≤
rk(n)∑
i=0
(
n
i
)
< 2
(
n
rk(n)
)
< 2
(
en
rk(n)
)rk(n)
= 2O(rk(n)·(logn)
1
k−1 ).
We show that for infinitely many n, the (log n)
1
k−1 term in the exponent is not needed, i.e. our
result is optimal up to a constant factor in the exponent.
Theorem 6.1.2. The number of k-AP-free subsets of [n] is at most 2O(rk(n)) for infinitely
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many values of n.
An immediate corollary of Theorem 6.1.2 is the following.
Corollary 6.1.3. For every ε > 0, there exists a constant b > 0 such that the following
holds. Let A(b) ⊆ Z consist of all integers n such that the number of k-AP-free subsets of
[n] is at most 2b·r(n). Then
lim sup
n→∞
|A(b) ∩ [n]|
n
≥ 1− ε.
Enumerating discrete structures with certain local constraints is a central topic in com-
binatorics. Theorem 6.1.2 is the first such result in which the order of magnitude of the
corresponding extremal function is not known. It is also worth mentioning that two other
natural conjectures of Erdo˝s are false: it was conjectured that the number of Sidon sets1 in
[n], denoted by S(n), is 2(1+o(1))s(n), where s(n) denotes the size of a maximum Sidon set.
However, it is known that 21.16s(n) ≤ S(n) = 2O(s(n)), where the lower bound is by Saxton
and Thomason [81] and the upper bound is by Kohayakawa, Lee, Ro¨dl and Samotij [62] (see
also [81]). Another conjecture of Erdo˝s states that the number of C6-free
2 graphs on vertex
set [n], denoted by H(n), is 2(1+o(1))ex(n,C6), where ex(n,C6) is the maximum number of edges
in a C6-free graph. However, 2
1.16ex(n,C6) ≤ H(n) = 2O(ex(n,C6)), where the lower bound is by
Morris and Saxton [69] and the upper bound is by Kleitman and Wilson [61]. In view of
these examples and (6.1), it is not inconceivable that the answer to Question 6.1.1 is “no”.
The proof of Theorem 6.1.2 uses the hypergraph container method, developed by Balogh,
Morris and Samotij [17], and independently by Saxton and Thomason [81]. In order to
apply the hypergraph container method, we need a supersaturation result. Supersaturation
problems are reasonably well-understood if the extremal family is of positive density. For
example, the maximum size sum-free subset of [n] has size dn/2e, while any set of size
(1
2
+ ε)n has Ω(n2) many triples satisfying x + y = z, see [48]. In the context of graphs,
the Erdo˝s-Stone theorem gives3 ex(n,G) = (1− 1
χ(G)−1 + o(1))
n2
2
, while any n-vertex graph
with (1 − 1
χ(G)−1 + ε)
n2
2
many edges contains Ω(n|V (G)|) many copies of G. However, the
degenerate case is significantly harder. Indeed, a famous open conjecture in extremal graph
theory asks whether an n-vertex graph with ex(n,C4)+1 edges has at least two copies of C4.
In terms of arithmetic progressions, a weak supersaturation result by Varnavides [89] states
that any subset of [n] of size Ω(n) has Ω(n2) many k-APs. However, nothing about sets of
1A set A ⊆ [n] is a Sidon set if there do not exist distinct a, b, c, d ∈ A such that a+ b = c+ d.
2Denote by Ck the cycle of length k. Given a graph H, a graph G is H-free if G does not contain H as
a subgraph.
3We use standard graph theoretical terminology. Denote by ex(n,G) the maximum number of edges a
G-free graph can have. The chromatic number of G, denoted by χ(G), is the minimum number of colors
needed to color the vertices of G such that no two adjacent vertices receive the same color.
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sublinear size is known. We need a much stronger supersaturation for sets of size Θ(rk(n))
for the application of the container method. Our second main result shows that the number
of k-APs in any set A of size somewhat larger than rk(n) is superlinear in |A|.
Theorem 6.1.4. Given k ≥ 3, there exists a constant C ′ = C ′(k) > 0 and an infinite
sequence {ni}∞i=1, such that the following holds. For any n ∈ {ni}∞i=1 and any A ⊆ [n] of size
C ′rk(n), the number of k-APs in A is at least
log3k−2 n ·
(
n
r(n)
)k−1
· n.
For all values of n, we obtain the following weaker estimate.
Theorem 6.1.5. If rk(n) ≤ nh(n) , where h(n) ≤ logc n for some c > 0, then the number
of k-AP-free subsets of [n] is at most 2O(n/h(n)). Furthermore, for any γ > 0, there exists
C = C(k, c, γ) > 0 such that for any m ≥ n1− 1k−1+γ, the number of k-AP-free m-subsets of
[n] is at most (
Cn/h(n)
m
)
.
Theorem 6.1.5 improves the counting result of Balogh-Morris-Samotij [17] and Saxton-
Thomason [81] with a slightly weaker bound on m. We say that a set A ⊆ N is (δ, k)-
Szemere´di if every subset of A of size at least δ|A| contains a k-AP. Denote by [n]p the
p-random subset of [n], where each element of [n] is chosen with probability p independently
of others. As mentioned earlier, the counting result of [17] and [81] implies the following
sparse analogue of Szemere´di’s theorem, which was only recently proved by a breakthrough
transference theorem of Conlon and Gowers [27] and Schacht [82]: For any constant δ > 0
and integer k ≥ 3, there exists C > 0, such that [n]p is (δ, k)-Szemere´di almost surely for
p ≥ Cn− 1k−1 . As an easy corollary of Theorem 6.1.5, we obtain the following sharper version,
in which δ could be taken as a function of n. In fact, it transfers current best bounds on
rk(n) of Sanders [78] and Gowers [46, 47] to the random setting. Proving Corollary 6.1.6
from Theorem 6.1.5 is similar as in [17], thus we omit the proof here. We remark that the
bound on p is optimal up to the additive error term γ in the exponent.
Corollary 6.1.6. If rk(n) ≤ nh(n) , where h(n) ≤ (log n)c for some c > 0, then for any
γ > 0, there exists C = C(k, c, γ) > 0 such that the following holds. If pn ≥ n− 1k−1+γ for all
sufficiently large n, then
lim
n→∞
P
(
[n]pn is
(
C
h(n)
, k
)
-Szemere´di
)
= 1.
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Combining the upper bounds in (6.2) and (6.3) with Corollary 6.1.6, for some C > 0,
we have that almost surely [n]p is
(
C(log logn)5
logn
, 3
)
-Szemere´di for p ≥ n− 12+o(1); and for k ≥ 4
that almost surely [n]p is
(
C
(log logn)
c′
k
, k
)
-Szemere´di for p ≥ n− 1k−1+o(1).
Another immediate corollary of Theorem 6.1.5, together with bounds in (6.2) and (6.3),
is the following.
Corollary 6.1.7. The number of 3-AP-free subsets of [n] is at most 2O(n(log logn)
5/ logn). For
k ≥ 4, the number of k-AP-free subsets of [n] is at most 2O
(
n/(log logn)c
′
k
)
.
Organization. The rest of the chapter will be organized as follows. In Section 6.2, we
introduce the hypergraph container method and some lemmas needed for proving supersat-
uration. In Section 6.3, we prove our main result, Theorem 6.1.2, and also Corollary 6.1.3,
Theorem 6.1.4 and Theorem 6.1.5.
Notation. We write [a, b] for the interval {a, a + 1, . . . , b} and [n] := [1, n]. Given a set
A ⊆ [n], denote by Γk(A) the number of k-APs in A. We write log for logarithm with base
2. Throughout the chapter we omit floors and ceilings where they are not crucial.
6.2 Preliminaries
In the next subsection, we present the hypergraph container theorem and derive a version
tailored for arithmetic progressions. We then prove some supersaturation results needed for
the proof of Theorem 6.1.4 in Section 6.2.2.
To see how they work, we give a quick overview of the proof of Theorem 6.1.2. We first
apply the hypergraph container theorem (Corollary 6.2.2) to obtain a small collection of
containers covering all k-AP-free sets in [n], each of these containers having only few copies
of k-APs. Then we apply the supersaturation result (Theorem 6.1.4) to show that every
container necessarily has to be small in size (O(rk(n))), from which our main result follows.
6.2.1 The hypergraph container theorem
An r-uniform hypergraph H = (V,E) consists of a vertex set V and an edge set E, in which
every edge is a set of r vertices in V . An independent set in H is a set of vertices inducing no
edge in E. The independence number α(H) is the maximum cardinality of an independent
set in H. Denote by χ(H) the chromatic number of H, i.e., the minimum integer `, such
that V (H) can be colored by ` colors with no monochromatic edge.
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Many classical theorems in combinatorics can be phrased as statements about inde-
pendent sets in a certain auxiliary hypergraph. For example, the celebrated theorem of
Szemere´di [87] states that for V (H) = [n] and E(H) consisting of all k-term arithmetic
progressions in [n], α(H) = o(n). The cornerstone result of Erdo˝s and Stone [41] in extremal
graph theory characterizes the structure of all maximum independent sets in H, where V (H)
is the edge set of Kn and E(H) is the edge set of copies of some fixed graph G.
We will use the method of hypergraph containers for the proof of Theorem 6.1.2. This
powerful method was recently introduced independently by Balogh, Morris and Samotij [17],
and by Saxton and Thomason [81]. Roughly speaking, it says that if a hypergraph H has a
somewhat uniform edge-distribution, then one can find a relatively small collection of sets
covering all independent sets in H. Among others, this method provides an alternative proof
of a recent breakthrough transference theorem of Conlon and Gowers [27] and Schacht [82]
for extremal results in sparse random setting. We refer the readers to [17, 81] for more
details and applications, see also [14] for more recent applications of container-type results
in the arithmetic setting.
Let H be an r-uniform hypergraph with average degree d. For every S ⊆ V (H), its
co-degree, denoted by d(S), is the number of edges in H containing S, i.e.,
d(S) = |{e ∈ E(H) : S ⊆ e}|.
For every j ∈ [r], denote by ∆j the j-th maximum co-degree of H, i.e.,
∆j = max{d(S) : S ⊆ V (H), |S| = j}.
For any τ ∈ (0, 1), define
∆(H, τ) = 2(r2)−1
r∑
j=2
2−(
j−1
2 ) ∆j
dτ j−1
.
We need the following version of the hypergraph container theorem (Corollary 3.6 in [81]).
Theorem 6.2.1. Let H be an r-uniform hypergraph on vertex set [n]. Let 0 < ε, τ < 1/2.
Suppose that τ < 1/(200r!2r) and ∆(H, τ) ≤ ε/(12r!). Then there exists c = c(r) ≤ 1000r!3r
and a collection of vertex subsets C such that
(i) every independent set in H is a subset of some A ∈ C;
(ii) for every A ∈ C, e(H[A]) ≤ εe(H);
(iii) log |C| ≤ cnτ log(1/ε) log(1/τ).
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Given an integer k ≥ 3, consider the k-uniform hypergraph Hk encoding the set of all
k-APs in [n]: V (Hk) = [n] and the edge set of Hk consists of all k-tuples that form a k-AP.
It is easy to check that the number of k-APs in [n] is n2/(2k) < e(Hk) < n2/k. Note that
∆1 ≤ k · nk−1 < 2n and
d = d(Hk) ≥ n
2
, ∆k = 1, ∆i ≤ ∆2 ≤
(
k
2
)
< k2 for 2 ≤ i ≤ k − 1. (6.4)
Using the k-AP-hypergraph Hk, we obtain the following adaptation of Theorem 6.2.1 to
the arithmetic setting.
Corollary 6.2.2. Fix an arbitrary integer k ≥ 3 and let 0 < ε, τ < 1/2 be such that
τ < 1/(200k2k) and εnτ k−1 > k3k. (6.5)
Then for sufficiently large n, there exists a collection C of subsets of [n] such that
(i) every k-AP-free subset of [n] is contained in some F ∈ C;
(ii) for every F ∈ C, the number of k-APs in F is at most εn2;
(iii) log |C| ≤ 1000k3knτ log(1/ε) log(1/τ).
Proof. Consider the k-AP hypergraph Hk. Fix any 0 < ε, τ < 12 such that τ < 1200k2k < 2−3k
and εnτ k−1 > k3k. Define αj := 2
−(j−12 ) · τ−(j−1) for 2 ≤ j ≤ k. Since τ < 2−3k, we have that
for 2 ≤ j ≤ k − 2,
αj
αj+1
=
2(
j
2) · τ j
2(
j−1
2 ) · τ j−1
= 2j−1τ < 2kτ < 1 and
k3αk−1
αk
= k32k−2τ < 1. (6.6)
Note that for any k ≥ 3, we have that τ < 1/(200k2k) < 1/(200k!2k). We now bound the
function ∆(Hk, τ) from above as follows:
∆(Hk, τ) = 2(
k
2)−1
k∑
j=2
αj
∆j
d
(6.4)
≤ 2(k2)−1
(
k−1∑
j=2
αj
k2
d
+
αk
d
)
(6.6)
≤ 2(k2)−1
(
(k − 2)αk−1k
2
d
+
αk
d
)
(6.6)
≤ 2(k2)−1 · 2αk
d
=
2k−1
dτ k−1
(6.4)
≤ 2
k
nτ k−1
(6.5)
≤ ε
12k!
.
We can now apply Theorem 6.2.1 on Hk to obtain C. Then the conclusions follow from
the observation that every independent set in Hk is a k-AP-free subset of [n].
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6.2.2 Supersaturation
In this subsection, we present the second main ingredient for the proof of Theorem 6.1.2: a
supersaturation result, Lemma 6.2.5, which states that many k-APs start to appear in a set
once its size is larger than rk(n).
First notice that for any A ⊆ [n] of size K · rk(n), the following greedy algorithm gives
Γk(A) ≥ (K − 1) · rk(n). (6.7)
Set B := A. Repeat the following process (K − 1) · rk(n) times: since |B| > rk(n), there is a
k-AP in B; update B by removing an arbitrary element in this k-AP. We can use a random
sparsening trick to improve this simple argument.
Lemma 6.2.3. For every A ⊆ [n] of size K · rk(n) with K ≥ 2, we have
Γk(A) ≥
(
K
2
)k
· rk(n).
Proof. Let T be a set chosen uniformly at random among all subsets of A of size 2rk(n).
Then the expected number of k-APs in T is
E[Γk(T )] =
(|A|−k
|T |−k
)(|A|
|T |
) · Γk(A) ≤ ( |T ||A|
)k
· Γk(A) = Γk(A)
(K/2)k
.
Thus, there exists a choice of T such that Γk(T ) ≤ Γk(A)(K/2)k . On the other hand, from (6.7),
Γk(T ) ≥ rk(n), hence Γk(A) ≥
(
K
2
)k · rk(n) as desired.
However, the bound given above is still linear in |A|, which is not sufficient for our
purposes. A superlinear bound is provided in the following lemma, which implies that
Γk(A) ≥ |A|·polylog(n)4 for infinitely many values of n (as in Theorem 6.1.4). We remark
that all previously known supersaturation results only apply to sets of size linear in n, see
Varnavides [89] and also Croot-Sisask [28]. A key new idea in our proof is that an averaging
argument is carried out only over a set of carefully chosen arithmetic progressions with prime
common differences. We first state the Prime Number Theorem (see e.g. [84]) that will be
used later.
Theorem 6.2.4 (Prime Number Theorem). Let pi(x) be the number of primes less than
4We write polylog(n) for a function that is a polynomial in log n.
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equal to x. Then
lim
x→∞
pi(x)
x/ log x
= 1.
Lemma 6.2.5. For any 1 ≤ M ≤ n and A ⊆ [n], if |A|
M
is sufficiently large and |A|
n
≥
8K · rk(M)
M
with K ≥ 2, then
Γk(A) ≥ |A|
2
M2
· K
k · rk(M)
2k+4 log2 n
.
Proof. Define x = |A|/(4M), and assume that it is sufficiently large that the Prime Number
Theorem [84] holds, i.e., the number of prime numbers less than x is at least x/ log x and
at most 2x/ log x. Let Bd denote the set of M -term arithmetic progressions with common
difference d in [n] and set
B :=
⋃
d is prime
d≤x
Bd,
that is, B consists of all M -APs whose common difference is a prime number not larger
than x. We notice first that any k-AP can occur in at most M log n many members of B.
Indeed, fix an arbitrary k-AP, say Q′, with common difference d′. Note that every M -AP Q
containing Q′ can be constructed in two steps:
(i) choose 1 ≤ i ≤M and set the i-th term of Q to min(Q′);
(ii) choose the common difference d for Q.
There are clearly at most M choices for (i). As for (ii), in order to have Q′ ⊆ Q, we need
d|d′. Since Q ∈ B, d must be a prime divisor of d′. Since the number of prime divisors of d′
is at most log d′ ≤ log n, the number of such choices is at most log n. As a consequence, we
have that
Γk(A) ≥ 1
M log n
∑
B∈B
Γk(A ∩B). (6.8)
Let G ⊆ B consists of all B ∈ B such that |A ∩ B| ≥ K · rk(M). Then by Lemma 6.2.3,
we have Γk(A ∩B) ≥ (K/2)k · rk(M) for every B ∈ G. Together with (6.8), this gives that
Γk(A) ≥ 1
M log n
∑
B∈G
Γk(A ∩B) ≥ |G| · K
k · rk(M)
2kM log n
. (6.9)
Our next goal is to give a lower bound on |G|, to achieve this, we will do a double-counting
on
∑
B∈B |A ∩B|.
For each d ≤ x, define Id := [(M − 1)d+ 1, n− (M − 1)d]. Then every z ∈ Id appears in
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exactly M members of Bd. Since x = |A|/(4M),
|A ∩ Id| = |A| − 2(M − 1)d ≥ |A| − 2Mx ≥ |A|
2
.
As an immediate consequence of the Prime Number Theorem [84], the number of primes
less than x, which is the number of choices for d, is at least x/ log x and at most 2x/ log x
for sufficiently large x. Therefore,
∑
B∈B
|A ∩B| =
∑
d is prime
d≤x
∑
B∈Bd
|A ∩B| ≥M
∑
d is prime
d≤x
|A ∩ Id| ≥M · x
log x
· |A|
2
. (6.10)
On the other hand, since |Bd| < n, for each d we have |B| ≤ 2xlog x · n, hence∑
B∈B
|A ∩B| ≤M |G|+K · rk(M) · |B \ G| ≤M |G|+K · rk(M) · 2xn
log x
. (6.11)
Combining (6.10) and (6.11), we get
|G| ≥ x
log x
· |A|
2
−K · rk(M)
M
· 2xn
log x
=
x
log x
( |A|
2
− 2K · rk(M)
M
· n
)
≥ x
log n
· |A|
4
=
|A|2
16M log n
,
where the last inequality follows from |A|
n
≥ 8K · rk(M)
M
. Thus, by (6.9), we have
Γk(A) ≥ |A|
2
16M log n
· K
k · rk(M)
2kM log n
=
|A|2
M2
· K
k · rk(M)
2k+4 log2 n
.
6.3 Proof of Theorem 6.1.2
Throughout this section, we fix k a positive integer and write r(n) instead of rk(n) and
define f(n) = r(n)/n. We will use the following functions:
M(n) =
n
log3k n
(
r(n)
n
)k+2
, ε(n) =
log3k−2 n
n
(
n
r(n)
)k−1
, τ(n) =
r(n)
n
1
log3 n
. (6.12)
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We first observe a simple fact about the function r(n). Since the property of having no k-AP
is invariant under translation, for any given m < n, if we divide [n] into consecutive intervals
of length m, then any given k-AP-free subset of [n] contains at most r(m) elements from
each interval. Thus,
r(n) ≤
⌈ n
m
⌉
· r(m). (6.13)
Since 1
n
· ⌈ n
m
⌉
< 2
m
for any m < n, dividing by n on both sides of (6.13) yields:
Fact 6.3.1. For every m < n, f(n) < 2f(m).
We also need that the function r(n) is “smooth”.
Lemma 6.3.2. Given k ≥ 3, there exists C := C(k) > 4 and an infinite sequence {ni}∞i=1,
such that
C
r(ni)
ni
≥ r(M(ni))
M(ni)
for all i ≥ 1, where M(n) is defined as (6.12).
Proof. Fix C = C(k) > 4 a sufficiently large constant. From Behrend’s construction,
we know that f(n) > 2−5
√
logn. We need to show that, for infinitely many n, Cf(n) ≥
f(M(n)) = f
(
n
log3k n
f(n)k+2
)
. Suppose to the contrary, that for all but finitely many n,
f(n) ≤ C−1f(M(n)). Let n0 be the largest integer such that f(n) > C−1f(M(n)).
Define a decreasing function g(x) = 2−(5k+11)
√
log x for x ≥ 1. Note that for sufficiently
large n, since f(n) > 2−5
√
logn,
M(n) =
n
log3k n
f(n)k+2 >
n
log3k n
· 2−5(k+2)
√
logn > n · 2−(5k+11)
√
logn = n · g(n).
Then by Fact 6.3.1, we have f(M(n)) < 2f(n · g(n)). Therefore, by the definition of n0, we
have that for any n > n0,
f(n) ≤ C−1f(M(n)) <
(
C
2
)−1
f(n · g(n)). (6.14)
Fix an integer n > n20 and set integer t = b12
√
logn
5k+11
c. We will show by induction that for
every 1 ≤ j ≤ t,
f(n) <
(
C
4
)−j
f(n · g(n)j). (6.15)
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The base case is given by (6.14). Suppose (6.15) holds for some 1 ≤ j < t. Define n′ :=
n · g(n)j. Then
n′ > n · g(n)t = n · 2−(5k+11)
√
logn·b 1
2
√
logn
5k+11
c ≥ n · 2− 12 logn = √n > n0.
So by (6.14), f(n′) <
(
C
2
)−1
f(n′ · g(n′)). Since n′ < n and g(x) is decreasing, n′ · g(n′) >
n′ · g(n). Then by Fact 6.3.1, f(n′ · g(n′)) < 2f(n′ · g(n)). Hence, f(n′) < (C
4
)−1
f(n′ · g(n)).
Thus by the induction hypothesis, we have
f(n) <
(
C
4
)−j
f(n · g(n)j) =
(
C
4
)−j
f(n′)
<
(
C
4
)−j (
C
4
)−1
f(n′ · g(n)) =
(
C
4
)−(j+1)
f(n · g(n)j+1).
Write j = t in (6.15) and note that f(n) ≤ 1 and that f(n · g(n)t) < 2f(√n) by Fact 6.3.1:
f(n) <
(
C
4
)−t
f(n · g(n)t) <
(
C
4
)−t
· 2f(√n) ≤ 2
(
C
4
)−t
= 2
(
C
4
)−b 1
2
√
logn
5k+11
c
< 2−5
√
logn
for C sufficiently large, a contradiction.
Theorem 6.1.4 follows immediately from Lemmas 6.2.5 and 6.3.2.
Proof of Theorem 6.1.4. Let K be the constant from Lemma 6.2.5. Let C be the constant
and {ni}∞i=1 be the sequence from Lemma 6.3.2. Define C ′ = 8CK. Fix an arbitrary
n ∈ {ni}∞i=1 and write M = M(n) as defined in (6.12). Let A ⊆ [n] be an arbitrary set of
size C ′r(n). Then by Lemma 6.3.2,
|A|
n
=
8CK · r(n)
n
≥ 8Kr(M(n))
M(n)
.
By Fact 6.3.1, 2r(M)
M
> r(n)
n
. Thus by Lemma 6.2.5 and that K ≥ 2, C > 4, we have
Γk(A) >
|A|2
M2
· K
k · r(M)
2k+4 log2 n
=
(8CK)2r(n)2
M2
· K
k · r(M)
2k+4 log2 n
=
r(n)2
M log2 n
· 2r(M)
M
· (8CK)
2Kk
2k+5
>
r(n)2
M log2 n
· 2r(M)
M
>
r(n)2
M log2 n
· r(n)
n
= log3k−2 n
(
n
r(n)
)k−1
n.
Proof of Theorem 6.1.2. Let {ni}∞i=1 be the infinite sequence guaranteed by Lemma 6.3.2.
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We will show that the conclusion holds for this sequence of values of n. Let M = M(n), ε =
ε(n) and τ = τ(n) be as defined in (6.12). For sufficiently large n, we have that τ < 1
200k2k
and
εnτ k−1 =
log3k−2 n
n
(
n
r(n)
)k−1
· n ·
(
r(n)
n
1
log3 n
)k−1
= log n > k3k.
Thus by Corollary 6.2.2, there is a family C of containers such that every k-AP-free subset
of [n] is a subset of some container in C. By (6.12), log 1
ε
log 1
τ
< log2 n, thus
log |C| ≤ 1000k3knτ log 1
ε
log
1
τ
< 1000k3kn · r(n)
n
1
log3 n
· log2 n = o(r(n)).
Since for every container A ∈ C, the number of k-APs in A is at most εn2, then by
Theorem 6.1.4, |A| < C ′r(n) for every A ∈ C. Recall that every k-AP-free subset is contained
in some member of C. Hence, the number of k-AP-free subsets of [n] is at most∑
A∈C
2|A| ≤ |C| ·max
A∈C
2|A| < 2o(r(n)) · 2C′r(n) = 2O(r(n)).
Proof of Corollary 6.1.3. Let {ni}∞i=1 be a sequence of integers for which the conclusion of
Theorem 6.1.2 holds. Fix an arbitrary ε > 0 and ni. From Theorem 6.1.2, we know that the
number of k-AP-free subsets of [ni] is at most 2
c·r(ni) for some absolute constant c > 0. For
any εni ≤ m < ni, by (6.13), we have that r(ni) ≤
⌈
1
ε
⌉·r(m) < 2
ε
·r(m). Therefore, by setting
b = 2c/ε, we have that the number of k-AP-free subsets of [m] is at most 2c·r(ni) ≤ 2b·r(m).
It then follows that m ∈ A(b) for any εni ≤ m < ni and that |A(b) ∩ [ni]|/ni ≥ 1 − ε as
desired.
The proof of Theorem 6.1.5 is along the same lines as of the proof of Theorem 6.1.2,
hence we provide here only a sketch of it.
Proof of Theorem 6.1.5. Fix an arbitrary 0 < γ < 1. We apply Corollary 6.2.2 with ε =
n−γ/2, τ = n−
1
k−1+γ/2 and let C be the family of containers of size log |C| = o(n1− 1k−1+γ).
Each container contains at most εn2 = n2−γ/2 many k-APs. It follows that for every A ∈ C,
|A| ≤ C′n
h(n)
for some C ′ = C ′(k, c, γ), since otherwise applying Lemma 6.2.5 on A with
M = nγ/4 would imply Γk(A) > n
2−γ/3 > εn2, a contradiction. Thus, the number of k-AP-
free subsets of [n] is at most |C| · 2C′n/h(n) = 22C′n/h(n), as desired. Similarly, the number of
k-AP-free m-subsets of [n] is at most |C| · (C′n/h(n)
m
) ≤ 2m · (C′n/h(n)
m
) ≤ (2C′n/h(n)
m
)
, where the
first inequality follows from m ≥ n1− 1k−1+γ ≥ log |C|.
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