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1. Introduction and results 
Let 
a(t) = (2 log t) ~/2 (1.1) 
and 
(') loglogt + log ~ (1.2) b(t) = 21ogt + ~ 
Darling and Erdrs (1956) proved that 
lim P a(logn) max - -  ~ X,<~t+b( logn)  =exp( -e  -t)  (1.3) 
n--~cx~ l <~k<~n {7 k l <~i<;k 
for all t, assuming that {X/, 1 ~<i < oc} are independent random variables having 
mean zero, common finite positive variance and uniformly bounded finite absolute 
third moment and a~ = Var (~ 1 <i~<~ Xi). Oodaira (1976) and Shorack (1979) extended 
(1.3) to the case of weakly dependent {X,, 1 ~ i  < oc} and Einmahl and Mason (1989) 
obtained (1.3) for martingale difference sequences. Einmahl (1989) found the necessary. 
and sufficient condition for (1.3) when {Xi,1 ~<i < oc} are independent identically 
distributed random variables. A multivariate version of (1,3) is proven in Horv~tth 
(1993) and it is applied to the change-point problem by Gombay and Horvfith (1994). 
Several applications of (1.3) to statistics can be found in Shorack and Wellner (1986) 
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and in Cs6rg6 and Horvfith (1993). The main aim of this paper is to get analogues of 
(1.3) in case of strongly dependent random variables. 
We assume that 
Let 
{X/, 1 ~<i < cxz} is a stationary Gaussian sequence with 
EX/ :  0 and EX/Xj : r(i - j ) .  (1.4) 
S (k )= ~ X/ and a2(k )=VarS(k ) .  (1.5) 
l <~i<~k 
Assuming that 
~ r ( i -  j )  = n~f(n), 
1 <~i<~n 1 <~j<<.n 
(1.6) 
where E is a slowly varying function at c~, Taqqu (1975) proved that {(1/an) 
~<~i<~ntXi, O<~t<~l} converges weakly, as n --~ c~, to a fractional Brownian mo- 
tion, if 0 < ~ < 2 and Taqqu (1977) obtained the functional aw of iterated logarithm 
for {(1/an)~-]~1 <~i <~nt ~' '  0 ~ t ~ 1 }. For a survey on long-range dependence and its ap- 
plications we refer to Taqqu (1986). 
Let 0 < ~ < 2 and {Y(t),O<<.t < cxz} be a separable stationary Gaussian process 
with 
EY( t )  = - t  ~ and Cov(Y(t), Y(s))  = s ~ + t ~ - Is - tff. (1.7) 
Pickands (1969a) showed that 
H,  = l i ra  -~ eUp sup Y(t )  > u du (1.8) 
IO<~t<~T 
is finite and positive and Shao (1994) gave upper and lower bounds for Ha. We note 
that H1 = 1 (cf. Adler, 1990, p. 140). Next we define 
b~(t )=21ogt+ - log log t + log 2-~-~ ' (1.9) 
Theorem 1.1. We assume that (1.4) and (1.6) hoM with some 0 < ~ < 2, 
max f ( i ) /E(n)  ~ 1 as n ---+ ~ (1.10) 
n ~< i ~< n(log log n )l/~ 
and fo r  some 0 > ~/2 
max E(m) _ 1 ~ 0 as n--~ cxz. (1.11) 
n<m<~2n ~(n) 
Then we have 
max ~<t + b~(logn) = exp(-e  - t )  (1.12) nlim P a(logn) l~<k~<n ~ 
fo r  all t. 
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Taqqu (1977, Corollary A2) obtained the functional aw of iterated logarithm for 
S(k), when the covariance function r(k) is regularly varying at oo. The following 
theorem gives ErdSs-Darling-type r sult when the strongly dependent summands have 
regularly varying covariance function. 
Theorem 1.2. We assume that (1.4) holds" and 
r( k ) = k-D L( k ) with some O <D <2,  (1,13) 
where L is a slowly varying function at oo. 
(i) I f0  < D < 1 and 
max L(i)/L(n) ~ 1 as n --~ oc, (l.14) 
n<~i<~n(loglogn) I/I2 D) 
then (1.12) holds with c~ = 2 -  D. 
(ii) I f  1 < D < 2, (1.14) is satisfied and 
r (0 )+2 ~ r ( i )=0,  (1.15) 
1 ~<i<oc 
then (1.12) holds with ct = 2 -  D. 
(iii) I f  }-~q<i<o~ Ir(i)l < oo and r (0)+ 2~1~<i< ~ r(i) ¢ O, then (1.12) holds with 
0~=l .  
Remark. We note that (1.10) (resp. (1.14)) is a very weak assumption, which is satis- 
fied by a large class of slowly varying functions uch as (log log x)~, (log x) ~, e (l°gx)l~, 
where 7 is real and 0 < /~ < 1. 
In the next section we establish some preliminary lemmas and prove Theorems 1.1 
and 1.2 in the last section. 
2. Lemmas 
Throughout this section we assume that the conditions of Theorem 1.1 are satisfied. 
Let 
7(i, j)  = ES(i)S(j)/~r(i)~r(j). 
By (1.6) we have 
a2(n)=n~(n) .  (2.1) 
The first lemma gives some elementary properties of 7. Let {W~(t),O<~t < oc} 
be a fractional Brownian motion with parameter c~, i.e., W~ is a Gaussian process 
with stationary increments atisfying W~(0) = O, EW~(t) = 0 and EWe(t)  = t ~. Also 
x A y = min(x, y). 
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Lemma 2.1. For any 1 < a < b < oo we can find 0 < 7~,b < 1 and 1 < na, b < oo 
such that 
sup sup Iv( i , j ) l  < 7a, b. (2 .2)  
na, t, <<.i< oo ai~j<~bi 
Also, 
((~/c~/4A(0- ~/2)/2  
y(i,j) = o as j/i --+ oo and i --~ oo, (2.3) 
and for all a > 0 we have 
l imsup sup 17(i,j)l < 1, (2 .4)  
i--* oo a i <~ j < oo 
where 0 is defined in (1.11 ). 
Proof. By (2.1) we have 
02( i )  + o-2(j)  - 0-2(Ij - iJ) 
7(i,j) = 2a(i)a(j) 
= l  { ( ~ )~/e (E(J))  I + ( ~ )~/2 (( ( i )  ~ - I__J--il~f(l___~J " -  i[____.)) 
J~/2i~/2El/2(i)#l/2(J) J "
(2.5) 
Since 
W~(j)W~(i) 1{ +(~)  [_j-- il~ ~ 
E j~/2 i~/2 -2  (~)~/2 . ~/2 J~/2i~/2J ' 
the uniform convergence of slowly varying functions (cf. Bingham et al., 1987, p. 6) 
yields 
lim sup ja/2i~/2y(i,j)/EW=(j)W=(i)= 1. (2 .6)  
i----~oo ai~j<~bi 
It is easy to see that 
I EW~(j)W~(i) I 
max j~/2 i~/2 ai <~ j <~ bi 
sup sup EW~(et ) W~---~(es ) 
logi~<s<oo s+loga<~t<oo I et~/2es~/2 [
] EW~(e')W~(e s) ~< sup sup et~/2eS~/2 O~<s<oo s+l g a<~t < oo 
EW~(1)W~(et) le - - , -  
= sup ~,.-75- < 1, loga~<t<oo (2.7) 
which immediately implies (2.2). 
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We can assume, without loss of generality, that e/2 < 0 < 1. Similar to (2.5) we 
have 
(j)./2(f(i))Vz (([),/2 (j)t/2)'f.(j)__f(j_i) (2.8) 
+ \ f ( j ) J  + " _ tl/2(i)fl/2(j) ' 
if i < j, and therefore 
/{  (~),-./2 (,(j)),/2 (j)./2 (,(i).)I/2 
lim 27(i,j) ct 
j/i--~ \ -~  J + \ f(j) ] 
+ (~)~/2( ( ( J ) )  ' /2 [ ( j ) - ( ( j -1 )  ~)~ = 1. (2.9) 
Since t-~<<.((t)<<.t ~ for all e > 0, as t -~ oo, condition (1.11) implies 
(0--c~/2)/2 
(2.10) 
G)' 
~0 
~-~-O 
as j/i --+ oo and i ~ ~.  
It is easy to see that (2.2) and (2.3) imply (2.4). 
(4 ~1/2 Lemma 2.2. Far all x > ~Sj we have 
P{  max } ( ~)  a-~>~x ~<Klognexp - 
with some constant 0 < K < oo. 
Proof. By Lemma 2.2 of Csfiki et al. (1992) we have 
P~max ,S(i),>~xff(n)} '<~'<~n 
Let v = (4)l/z~. It is easy to see that 
P{max IS ( i ) '}  ~f ,S(i)[ } 1~<i~<,, a -~>x ~<P max max - ->~x 
~0<~k~<logzn k<~i<~r k+l a(i) 
P ~( max ]S(i)l>~x rain a(i)~. (2.13) ~< 
0~<k~<log~n 1, 1 ~<i~< zt+l zk<~i<~zk+l J 
[] 
(2.11 
(2.12) 
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By (2.1) we have 
lim 1 rain a( i ) = z -~/2, 
k--~oo 0"(~ "k+l )  zl:~i<~z TM 
and hence there is an integer/co such that 
min a(i)>~z-~a(z k+l) if k>~ko. 
Using (2.12) we have that 
P{  max IS(i)l>/x min a(i)} 
ko ~<k ~<log~ n l <~ i <~ zTM zk <~ i <~ zTM 
(2.14) 
(2.15) 
fl°°A(le -u') du<~Cnl(J). (2.19) 
I f  x > 0 and 0 < 6 <~ 1 satisfy 
4(l + 4Cn)2A2 (1 )  x2 ~63F2, (2.20) 
and 
.< max 
ko ~<k~<log~ n I. 1 ~<i~<z k+l 
~<K(logzn - ko)exp [-~x/ 1 2z-2~). (2.16) 
Elementary arguments give that 
P{ max } - -~  >>.x ~2koe -*2/2, (2.17) 
and therefore (2.13) and (2.16) yield Lemma 2.2. [] 
The following result is well-known and it will be used in the proof of Lemma 2.4 
several times. 
Lemma 2.3 (Fernique, 1964). Let { G( t ), O<~ t <~ l } be a Gaussian process with EG( t )= 
O, EG2(t) <<. F and E(G(t)- G(s)) 2 <~ A2(lt-s[), where A is a continuous, non-decreasin9 
function satisfying f~ A(e -u2) du < oc. Then for all x > 0 we have 
P(oSuPl'G(t)[ >x(F+4j°°A(e -U2)du)}~dfx°Ce-y2 /2dy ,  
where d is an absolute constant. 
Lemma 2.4. We assume that {G(t),O<~t<~ 1} is a Gaussian process satisfyin9 the 
conditions of Lemma 2.3. We also assume that 
EG(s)G(t)~EG2(t) for all 0~<s < t~<l (2.18) 
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then we have 
P ~ sup 
I ,O~s~<l 
G(s)>~x} ~<P/maxl, ~<~<nG(~) >x-!}+dnexp(-~-~2 ) 
~-dexp(-x2/2F2)~3/2Fexp(_ 1 ) ~_, (EG2(i/n)) -I/2, 
X ~'2  1 ~i~n 
(2.21) 
where d is an absolute constant. 
Proof. Clearly, we have 
~<P{maxl~i~<~G(i/n)>~x-!} 
+ ~ P / sup G(s)~x,G(i/n) < x - - 
l<~i~n [(i--l)/n<~s<~i/n 
~<P { maxl~i<<.n G(i/n)>~x-~} 
X 
where 
and 
1 <~i<~n ~(i--1)/n<~s<~i/n 
+ }-~ P(  sup G(s)>~x,O<~G(i/n) <x-~} 
l<~i<~n ~(i--1)/n<~s<~i/n 
<~P~ max G(i/n)>~x-!} +Ii ~ Ji, 
l <~i~n 
11= 3~ P /  sup G(s)-G(i/n)>~x} 
l<~i<~n ~(i--1)/n<~s<~i/n 
Ji = P I sup G(s)>~x,O<<. G(i/n)<.x - 6- }. 
~ (i-- l )/n<~s<~i/n X 
By Lemma 2.3 and (2.20) we have 
11 ~< dn e -u2/2 du ~< dn e -u2/2 du 
a(n) x/b(n) 
X 2 d exp 
(x4) 
~< dn exp - ~ , 
where a(n) = ,4(1/n) + 4 fl ~ A((1/n)e -u2 ) du and b(n) ~- A(1/n)(1 + 4C~). 
(2.22) 
(2.23) 
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Let q$i be the density function of G(i/n). Since G(i/n) and 
q(s) = G(s) - (EG(s)G(i/n)/EGZ(i/n))G(i/n) 
are independent random variables we can write 
i = Jo cbi(y)P Ea(s)a(i/n)y) >~x dy 
( (i-1)/n<s~i/n EG2(i/n) 
f - *  ~bi(x+u/X)p~ sup (r /(s)+ (X+x) )  >~x}d u = EG(s)G( i /n )  u 
X 2 X t(i_l)/n<~s<~i/n EG2(i/n) 
= fx-2 ~ fbi(x + u/X) p ( sup (r/(s) + (EG(s)G(i/n) 
X ,(i--l)/n<~s,i/n • ~ 1) (X-{-~)) 
>/-  du. 
Now (2.18) yields 
ji<<.fx-I ~)i(x+u/X)p~ sup ~l(s)>~-u/x}du. 
X t(i_l)/n<~s<~i/n 
It is easy to see that 
(2.24) 
{ }2 EOl(t) - q(s)) 2 = E G(t) - G(s) - E((G(t) - G(s))G(i/n)) G(i/n) 
EG2( i/n ) 
= E(G(t) - G(s)) 2 - (E((G(t) - G(s))G(i/n))) 2
EO2(i/n) 
<~ A2(lt - s[). 
Applying again Lemma 2.3, we obtain 
sup u x}=, sup (il ) 
t(i--1)/n<<-s<~i/n 1,0~<s~<l n + ~ -- n ix  
U 2 
~< dexp (2x2( l+4~n)2A2( l /n ) ) .  (2.25) 
By (2.24), (2.25) and (2.20) we have 
i ' , ( ~x u)7 ) Ji <~ d EG2(i /n)  x2 x(EG2(i/n))~/2 exp - + x 
U 2 
xexp(  2(l +4C-~2A2(~)x2) du 
x(EG2(i/n))l/2 exp ~5 + exp J-x2 2(1 + 4Cn)2A2(1)x 2 du 
<~ x(EG2(i/n))l/2 x 2 exp F2 2(1 +4~A2(1)x  2 du 
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dexp x2j2 2,  (e,p u2 ) 
<~ x(EG2(i/n)) 1/2 x 2 4(1 +4C-~2A2(1)x2 
d exp(-x2/2F 2) a3/2Fe_l/ar,~. 
<~ x(EG2(i/n))l/2 
Now (2.21) follows from (2.22), (2.23) and (2.26). [3 
du 
(2.26) 
Lemma 2.5. Let {G(t),O<~t<~l} be a Gaussian process with EG(t)= O, EGZ(t)= 1 
and E(G(t) - G(s)) 2 <.AZ(It - sl) , where A is a continuous, non-decreasing function 
0(2 satisfying fl A(e -u2 ) du < oo. I f  2 <~x < oc and 
4 oo 
2 ( l  + A(l/n~--~ f A (~e-~: )  du) A(l/n)x<<- I, 
then we have 
(2.27) 
P~t0~s~<~sup G(s)>~x)<~Knexp( -~)x  (2.28) 
with some constant K. 
Proof. We use Lemma 2.4 with 6 = F = 1 and Cn = fl°~A((1/n)e-~2)du/A(1/n) 
Since 
EG(s)G(t) <<. (EG2(t))I/2(EG2(s)) 1/2 = 1 = EG2(t), 
(2.18) holds. It is easy to see that 
P~max G(i/n)>~x-1}<~n(1-Cb(x-1)) <~ (2 ~/2ene-x~/2 
~ l <~t<~n X ' 
and therefore (2.28) follows from (2.21). [] 
(2.29) 
Lemma 2.6. For all ~ > 0 we can find a constant K = K(6) such that jor all 
0 < h<~l, 
P ~ max S(i)/a(i)>~x} <~K(hl/ex2/~ + 1)-le -x~/2 (2.30) 
(exp(kh) ~< i ~< exp((k+ 1)h ) X 
provided kh >~ exp(bx2). 
Proof. Let ~(t) = S([t])/a([t]), where [t] is the integer part of t. Next we define 
f(O) = O,f(x) = ((i),x = i(i = 0, 1,2 .... ),f(x) is the linear interpolation of f(i) and 
f ( i+  1) i f /  < x < i+ l ,  
ff2(x)= sup y~E(y), a2(x)=x~f(x) 
0<y<x 
and 
Gk(t) = ~(ekh+th), O<.t<.l,h > O. 
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Obviously, 6 is a continuous, non-decreasing function and there is a constant C such 
that 
(72(x)<.~f2(x)<.~Ca2(x) for all 0~<x < oo. (2.31) 
First we note 
ES(i)S(j) E(~(i) - ~(j))2 = 2 - 2 
a(i)a(j) 
1 = 2 a(i)a(j)((72(i) + (72(j) _ a2(ij _ il)) 
(72(li - Jl) ((7(i) - (7(j))2 
(7(i)(7(j) a(i)a(j) 
62(I i - Jl) <~ 
a(i)a(j) 
Then for all O<~s<~t<~ 1 we have 
E(Gk(t) - Gk(s)) 2 <~ 
<~ 
~< 
(72([eth+kh]_ [e,h+kh]) 
a([e kh+th])a([e kh+sh]) 
~2(2(eth+kh _ eSh+kh)) 
(7( [ e kh+th ] )(7([e kh+sh ] )
82(6ekhh(t -- s)) 
(7([e ~+th])(7([e ~+sh]) 
(2.32) 
Let n = max(x2/~Cshl/2, 6). Then we have 
(h)~/2(((6ekhh/n))  
2(1 + 4C4)Ak(1/n)x <~ 2(1 + 4C4)xC~/2 ~ j 
and 
f~A l~(~e-Y2)  dy~C2f°~(he-ya)  ~E(6e~e-y2k/n) 
f(ekh) dy 
(~ )~ E(6ekhh/n) f~  e-~y2 f(6ekhe-Y2h/n) 
= C2 E(ek h) f(6ekhh/n) 
(h )  ~ ((6ekhh/n) 
<~ c3 ~(ekh) 
~C4Ak(1)  • 
1/2 
dy 
(2.35) 
~2(6ekhh(t -- s) ) 
~< C1 tr2(ekh) , (2.33) 
where C~ is a constant. From now on C~ stand for generic constants whose values do 
not depend on k and h. Let A2(t) = C162(6ekhth)/(72(ekh). By (2.31) we have 
A~(t) <~ C2(ht) ~ ((6ekhht) (2.34) 
~(e kh) 
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<~2C5~/2(lq-4C4)CJ/2h~/4(E(6ekhh/n)) 1/2{( ) 
1/2 
~< 2C5~/2(1 + 4C4 )CJ/2 C6 h~/8 ( ( ( 6ekhh/n ) ~ 
\  Tg4 J 
~< 2(1 + 4C4)C~/2C6C7 (2.36) 
C5/2 ' 
where in the last step we used (2.10). Choosing a large enough C5 we get 
( 4 f~ (! )dy)Jk(I/n)x<~l. (2.37) 2 1 + Ak(1/n~-  Ak e -y2 
Thus, we can apply Lemma 2.5 and obtain 
P~ max S(i)/a(i))x} 
[ exp(kh) ~< i ~< exp((k + 1 )h ) 
=P~ max ~(i) >~x} 
[ exp(kh ) ~< i ~< exp((k+ 1 )h) 
o..,.., sup ..,)..} 
1 x2/2 <~K(hl/2x /~ + 1)-e- , (2.38) 
X 
which completes the proof of Lemma 2.6. [] 
Lemma 2.'/. For all A > 0 we can find a constant K = K(A) such that for all 
0 < e < 1 and 2<~x<~A(loglogn) 1/2 we have 
P {l<max S(i)/a(i)~x} <~K ((logn)l/3exp ( -~)  
+(~logn + l )x-l+2/~ exp ( -~)  ). 
Proof. We can write 
P{  1 max<~i<~n,: S(i)/a(i)>~x} 
By Lemma 2.2 we have 
12 <~K(log n)J/3e -x'/4. 
~<P{ max S(i)/a(i)>~x} 
1 ~< i ~< exp((log n) t;3 ) 
+ P ~ max S(i)/a(i)>~x} 
I . exp((log n) I/3 ) ~< i ~< n~: 
=/2+/3.  
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Using Lemma 2.6 with h = 1 and 6 = 1/(3A2), we get 
/3 ~< P [ max max 
[,(logn) 1/3 <~k <~ elog n e k <~ i <~ ek+~ 
max 
(logn)l/3<~k<~elogn ~ ek<~i<~e k+'
<~ K(e log n + 1 )x- l+2/~e-X2/2. 
The proof of Lemma 2.7 is complete now. [] 
S(i)/tr(i) >ix } 
S(i)/a(i) >Ix} 
3. Proofs of Theorems 1.1 and 1.2 
Proof of Theorem 1.1. We recall from the previous ection that { W~, 0 ~< t ~< ~} stands 
for the fractional Brownian motion of order c~ and ¢(t) = S([t])/a([t]). First we prove 
lira sup Pn~oo L.~a(l°g n) l~<k~nmax S(k)/a(k)<~y+b~(logn)} 
for all y. Let 0 < h, e, 6, r/ < 1 and define 
y + b~(logn) 
and q, = 6(21oglogn) -1/~. Un - a(log n) 
Elementary arguments yield 
Let 
~e -e -y  (3 .1 )  
P max S(k) / f f (k )~un~ ~e ~ max ¢(k)<~Un~ 
l<~k~n J ~n~k~n J 
= P ~ max max 
~tlogn/h<~ i<~(logn--1)/h eih~< k~ e (i+l)h 
~<P [ max 
I elogn/h~ i<~(logn--1)/h 
0 <~ j <~n~la-3~l)h/qn ~( e(i+" )h+jqn ) ~ Un } .  
p(k, m, i,j) = E~(e (k+~)h+iq" )~(e (m+q)h+jq" ). 
Using the normal comparison lemma, we get (cf. Berman, 1992, p. 35) 
max max ~(e (i+q)h+jq~) ~ u n P 
[ e logn/h~ i~<(logn-- 1)/h 0<~ j~<(1 -q)h/qn ) 
- l-I P [ max ~(e (i+q)h+jq") ~Un~ 
elogn/h~ i <~ log(n--l)/h (O<~j<~(1-q)h/q. ) 
Ip(k, m, i,j)[ exp(- 
<~ ~ ~ (1-p2 (k, m, i,j)) 1/2 k e log n/h <~ k ~ m <~ log n/h 0 <~ i,j <~ ( 1 - q )h/qn 
=I  n . 
(3.2) 
1 + [p(k,m, i,j) I J 
(3.3) 
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By (2.2) and (2.4) we can find a constant 0 < 70 < 1 such that 
max max [p(k,m,i,j)l<~7o (3.4) 
~: log n/h <~ k 7 ~ m <~ log n/h 0 <~ i,j <~ (1 - q)h/q~ 
if n is large. Applying (2.3) we can find two constants C1 and C2 such that 
Ip( k, m, i, j )[ <. C2 exp( -C ,  [k - mlh ), (3.5) 
for all 0~<i, j~<(1 -r l )h/qn and elogn/h<~k, m<~ logn/h, assuming again that n is 
large enough. Thus, we get 
In <~ C3 ~ ~ e-C'lk-"Lhe -u~n/(l+;'°) 
log n/h ~ k ~ m <~ log n/h 0 <~ i,j ~ ( 1 - I1 )h/q. 
qn 1 + 70 ,/ 
= o(1), as n--~ oo, (3.6) 
since Un/(21oglogn) 1/2 ~ l(n --~ cxD). By (3.2), (3.3) and (3.6) we have (3.1), if we: 
can establish that 
lim sup lim sup lim sup 1-I P ~ max ~(e(i+")h+jq")<~ u. "
e,6,r/~0 h---~O n---~cxz ~logn/h <~ i<~ logn/h ~O<.j<~(1-q)h/qn ) 
~< exp( -e  -y )  (3.7) 
for all y. 
Let 
#i,k = {(e(k+rt)h+iq"). 
Since cr is a regularly varying function at ~xD, elementary calculations yield 
p(k,k, 1 { max i,j) -- e - ( J - i )qn: ( /2 (~i ,k / ( j ,k ) l /2  Aw e( J - i )q"~/2(~j ,k / ( i ,k) l "2  
O<~i <~j <~(1--rl)h/qn 
(e(k+n)h+jq" -- e(k+n)h+iq° )~ (([e(k+")h+Jq'~]~ - [e(k+rt)h+iq"]~ ) I 
e(2(k+~l)h+iq.+jq.)~/2 (#([e(k+•)h+jq.])(([e(k+rl)h+iq.])) l /2 J 
= o(e -khc~/4) as k ~ cx~. (3.8) 
The uniform convergence of slowly varying functions (cf. Bingham et al., 1987, p. 6) 
gives 
max ](i,k/(O,k -- 11 = O(1), as k ~ ,~x~. (3.9) 
O<~i~(1--rl)h/q. 
We can also assume without loss of generality that 0 of  (3.11 ) satisfies ~/2< 0 < 1. Us- 
ing (3.11) and (3.9) we get uniformly in 0~<i < j~<( l  - q)h/qn that for all k>~elogn/h 
we have 
e(i j )q .~/2(~i ,k/{ j ,k  ) l/2 Ar - e( J - - i )q.~/e(f  j, k/~i,k )I/2 
= - - (E~,k / ( / , k )  ' } ( ( i , k /~ j ,k ) l /2  Ai - ( ( j , k / ( i , k ) l /2  .~_ ( j  i )qn2  {(~ j ,k /# i ,k ) l /2  1/2 
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+O(( ( j  - i)qn )2) 
{ ~' j 'k-~i 'k  = 2 + {({i,k/fj, k) '/4 -- (~j,k/~i,k)]/2}  + ( j  -- i )qn;  
+O(( ( j  - i)qn) 2) 
= 2 -Jl-O (~'~/k 2 _L ~1/2/~]/4~,I/4 / / 
" j ,k:  fi, k j,k / / 
{ ( e(k+,)h+jq° _ ek(,+,)h+,q..o) 
+0 ~( j  - i )q. \ ~+~h-gfqT. ] J 
+O(( ( j  -- i )q.)2) 
=2+O~\  e~3h+--~. 
+O(( ( j  -- i)qn) l+°) + O((( j  -- i)q,,~) 
= 2 + O(( ( j  -- i)qn]O). (3.10) 
Applying again (3.9), we obtain similarly to (3.10) that 
f j, k -- Ei, k _ ( j  _ i)qn + o( ( j  -- i)qn) 
(o,k 
(3.1l) 
and there is a constant C5 > 0 such that 
qn >1 Cs(log log e(k+n)h) -1/~ (3.12) 
for all elogn/h<~k<~ logn/h. Arguing as in (3.10), by (3.10)-(3.12) we get 
(e(k+q)h+jq. _ e(k+n)h+iq. )~ E([e(k+~t)h+jq.] _ [e(k+q)h+iq.]) 
e(2(k+q)h+iq.+Jq.)~/2 (l([e(k+q)h+iq,,])f([e(k+q)h+jq,,]))l/2 
= (e(J-i)q./2 _ e(i-j)qn/2)~ fl([e (k+~1)h+jq,,] -- [e(k+~)h+iq. ]) 
f(e(k+~)h) 
+o( ( ( j  - i)qn) ~) 
= ( ( j  - i)qn) c' + o((( j  - i )q . )  e~) (3.13) 
uniformly on 0~<i<j~<(1 - r l )h /q  n and elogn/h<~k<~ logn/h. Putting together (3.8), 
(3.10) and (3.13) we obtain 
p(k ,k , i , j )  = 1 - ½((j - i)qn) ~ + O(((j -- i)qn) °') (3.14) 
uniformly on 0~<i<j~<(1 -q )h /q .  and e logn/h<~k~ logn/h. 
Next we define 
~c(t) = e -ct~/2 W~(e ct ), (3.15) 
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where {W,(t), 0 <t < cm} is a fractional Brownian motion of order CI. Let fi,(t,s) = 
E&(t)&(s). It is easy to check that 
iTt,s) = fi,(O, It - 4) 
=I-$lt-s/“+o(/t-s(“) as It-.sl ---f 0. 
Thus, for all 0 < c < 1 we can find h = h(c) small enough such that 
(3.16) 
for all 0 < i < j < (1 - q)h/q,, if n is large enough. Thus, we can apply Slepian’s lemma 
(cf. Adler, 1990, p. 43) and get 
It follows from the definition of u, that 
lim uziaq, = 6. 
fl-CK (3.19) 
By (3.16) and (3.19) we can apply Lemma 12.2.4 of Leadbetter et al. (1983) and 
obtain 
CU lb =( > 2 K(d) 
and 
;:H,(G)/H, = 1. (3.21) 
Now (3.20) implies 
(3.20) 
= lim exp 
(1 -q)(l-E) c” lia 
- 
0 
.2’a-‘e-U:/2H~(6)logn 
(27r)‘lZ z n 
(3.22) 
n-CC 
It is easy to check that 
lim (2~)-1/241a-1e-u~/2 f 0 
‘Ia 
f&(& p-Y 
n-CL% 
H,(d)logn = cHe 
1 
(3.23) 
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Putting together (3.18), (3.22) and (3.23) we get 
lim sup M P ~ max ~(e(i+q)h+jq")<~Un) 
n--~oo ~logn/h<~i<~ logn/h ~ O<~j<~(1-rl)h/q" 
~ exp (--  ~3) (1  -- r/)(1 -- e)ce-Y) . (3.24) 
Letting r/ ~ 0, e ~ 0, 6 --~ 0 and c T 1 in (3.24), we obtain (3.7) and therefore the 
proof of (3.1) is complete. 
Next we prove 
limsupPn~o~ l l k~n ~ max S(k)/a(k)>~Un} ~<1- exp(-e-Y) .  (3.25) 
i and 0 < r/~<h 3. First we note that We assume that O<e,q,f,h < 
P { lmaxnS(k )/~r(k ) >~un } 
~<P~ max ~(k)>~un}+P~ max ~(k)>~Un} 
(1  <<.k<~n  ~n ~<~k<~n 
= Is(n) + I2(n). (3.26) 
By Lemma 2.7 we have 
11 (n) ~< C6((log n) 1/2 exp(-u~/4) + (e log n)u~ 1+2/~ exp(-u]/2)) .  (3.27) 
Since Un(21oglogn) ~/2 ~ 1 and 
2(1/c0+ 1/2.i~1/2 
lim Un ~+2/~ exp(-Un2/2) log n -- e -y, (3.28) 
n ---+ (x3 H~ 
by (3.27) we can find a positive constant C7 such that 
lira sup I1 ( n ) <~ eCve - y. (3.29) 
n ---+ ~ 
It is easy to see that 
12(n) = P ~ max max ~(j)>~un} 
~. ~ log n/h <~ i <~ log n/h e ih <~ j <~ e(i+l) h
~<P~" max max ~(j)>~Un) 
( elogn/h<~ i <~ logn/h e(i+n)h<~ j<<. e(i+l) h
+P~ max max ~(j)>/Un) 
I .  e log n/h ~ i <~ log n/h e ih <~ j <~ e(i+n) h 
= I3(n) + In(n). (3.30) 
Since 
I4(n) = P ~" max max 
[. e log n/h ~ i <~ log n/h e(i/~)~h <<.j <_ e(,&+ i )nh 
~( j )~Un) ,  
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we can apply Lernma 2.6 and get 
C8 log n (~h,U/Zu_l+2/~ 14(n) ~< -~ 't J n exp(--u2,/2) 
Csh(log n)u; 1+2/~ exp(-u2J2) (3.31 ) 
on account of q~<h 3. Putting together (3.28) and (3.31) we obtain 
lim sup I 4 ( n ) <~ hCge - y (3.32) 
n~c)c 
with some positive constants C9. 
1 For any 0 < 7 < ~ we have 
I3(n) <~ P { max max ~(e(i+~)h+tq")>~un} 
e, logn/h<~ i<~ logn/h O<~t<~(1--~l)h/qn 
~<P~ max max ~(e(i+rl)h+jq") > Un - 7 } 
e log n/h <~ i <~ log n/h 0 <~j ~< ( 1 -- q ~h/q, bl n 
+ ~ ~'~ P ~ sup ~(e(i+~l)h+tq")>/Un, 
c, logn/h<~ i<. logn/h O<~j<~(1-q)h/qn [j<~t<~j+l 
~(e  (i+~l)h+jq") < un --  7 
bltl ) 
= 1 - Is(n) + 16(n), (3.33) 
where 
Is(n)=P~ max max ~(e0+")h+lq") ~< un - --7 }.  
I. ~ log n/h <~ i <~ log n/h 0 <~j <~ ( I -- ~l)h/q, bl n 
Along the proofs of Lemmas 2.4-2.6 one can find a positive constant Cl0 such that if 
C :~ 2<c~3 loqnun..~ or Clo6~<73, then 
16(n) ~<C, 1 { log n ( lh  q?)h (exp(_u4)+exp(-U2n/2)exp(_~))lu~ 
~< ~_2_ l og  n {U2n/~t exp(--u4)+ u; '+2/~ exp(--U2n/2)exp ( -~) ) .  (3.34) 
Choose 7 such that C106~<~ 3 ~<(21og(1/6)) -3. Then, (3.28) yields 
l imsupl6(n)<~-e-Yexp(-~)~ ~C13e-Y exp ( -~7)  . (3.35) 
By (3.3) and (3.4) we have 
/s(n) - H P ~" max ~(e (i+rDh+jq') < u, -- un ~ 0 (3.3(') 
e, logn/h<~i<~ logn/h (O<~j<~(l-r l )h/q,  
as n ---+ cx~. By (3.14) and (3.16) for all c > 1 we can find a sufficiently small h ~- h(c) 
such that 
p(k, k, i,j) >~ c(iq,,jqn) (3.3"7) 
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for all 0~<i<j~<(1 -q)h/qn and alogn/h<~k<<, logn/h, if n is large. Applying again 
Slepian's lemma (cf. Adler, 1990, p. 43) we get 
• ,} max ~(e (i+~)h+jq") < Un - P 
t O<~j<~(l-q)h/qn 
~>P[ max ~c(Jqn) < Un - Z )  
( O<<_j<~(l--~l)h/qn U n 
s.. < u. } 
kO~s<~h - -  Unn " 
Lemmas 2.5 and 2.9 of Pickands (1966b) (cf. also Leadbetter et al., 1983, p. 232) 
imply 
lim p(  stlp ~c(S) > u n ~) }/ {hunl+2/~ ( ) I~ 
"~ t.o~s~<h - Unn (2re) 1/2 
× H~exp ( -~ +, )  } = 1. (3.39) 
Thus, we get 
limsup (P  ~ max ~c( jqn)<Un- -~)  (1-~)l°gn/h 
n---*cx3 ~O<~j<~(l-q)h/qn U n ) / I  
~limmup(1-e{n___.c~ kO< s<~hSUp ~c(S) > Un-- 2 -} )  
=l imsupexp(  (1-a)l°gnhunl+2/~ (c---2) 1/~ (~ ) )  ~ h (2~) 1/2 Ha exp - + 7 . (3.40) 
Using (3.23), (3.36), (3.38) and (3.40) we obtain 
lira sup Is(n)>>- exp(-(1 - e)ceTe-Y). (3.41) 
n~e~ 
It follows from (3.26), (3.29), (3.30), (3.32), (3.33), (3.35) and (3.41) that 
sup P {a(logn) max S(k)/a(k)~y + b~(logn)~ lim 
n- -~ ~ 1 <~k<~n ) 
<~ C7e- Y+ h C9e- Y + C13 exp ( -  ~-~ ) e- Y + l - exp( - (1-  e )ce~ e- Y ). ( 3. 4 2 ) 
Letting e ~ 0, h --~ 0, ~ ---+ 0 and c+ 1 in (3.42), we get immediately (3.25). [] 
Proof of Theorem 1.2. It suffices to verify that (1.6), (1.10) and (1.11) hold. It is 
easy to see that 
a2N= ~ ~ r(li - j[) 
l <~i<~N I <~j<~N 
= Nr(O) + 2 ~ (N - i)r(i) 
l <~i<~N--1 
= Nr(O) + 2 ~ (N - i)i-DL(i). (3.43) 
1 <~i<~N-- 1
L. Horvhth,  Q. -M.  Shao I Stochast ic  Processes and their Appl icat ions 63 (1996)  117 137 
(i) I f  0 < D < 1, then we write 
(N - i)i-DL(i) = N ~ i-DL(i) -- ~ i 1-DL(i). 
1 <~i<~N--I l<~i<~X--1 1 ~i<~N-- I  
Since L is a slowly varying function at cx:, we get 
l imN ~ i -DL( i ) / ( I~N2-DL(N) )=I  
N~oo l <~i <~N-1 I 
and 
135 
lira ~ il-DL(i) / (2~N2-DL(N) )  = I 
N~oo l <~i<~N--1 
(cf. Bingham et al., 1987, p. 26) and therefore we have 
lim a2(N) /  ( 1 D)N:_DL(N)) 
m~o~ (1 - D) (2  - = 1. 
Thus, (1.6) holds with ~ = 2 -  D and ((n)  -- nD-Z~r2(n) is a slowly varying function 
at exp. It is clear that (1.13) implies (1.10). Next we verify (1.11). For n<~m<~2n we
have 
[ (m) 
~(n) 
°'2(m) / °2(n) 
1-- m2_D / n2_D 1 
m -- n 02(m) 02(m) 
= 1 - -1  + 1 
m 
lim sup max 
n---*cxD n <~ rn <~ 2n 
and 
By (3.43) we have 
1 m - n)  2-° _ 1 °'2(m) 
(3.44) 
0<3. 
cr2(m) 
- -  - -  1 
o-2(n) 
(m - n)r(O) + 2 ~-]~l <~i~m_l(m - n)i-DL(i) + (n - 2)  ~n<~i<~m_ l il-DL(i) 
o'2(n) 
= o (m -- n + (m -- n)ml-DL(m) + (n-- 2)(m -- n)ml-DL(m)  
n2-DL(n) 
uniformly on n < m <~ 2n, and therefore (1.11 ) holds. 
( i i )  I f  1 < D < 2, then (3 .43)  and (1 .15)  yield 
c r2 (N)=-2N ~ r ( i ) -2  ~ ir(i). 
N <~i<cx~ l ~i<~N-- I  
(3.45) 
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Using again the properties of regularly varying functions we get 
/ / N I -D "~ 
lim Z i-DL(i) [=----TL(N)] = 1, 
N---*oc~ N <~ i < oo \1 ) -1 ]  
t Ne-D \ 
lim Z i-DL(i) ~ ~Z--DL(N)) = 1, 
N---+~o l <~i<~N--I 
and thus we have 
lim a2(N) / (  2 _D)N2-DL(N)) 
N---+~ (O-  1)(2 = 1. 
Let f(n) = nD-2o2(n). It is clear that (1.6) and (1.10) hold. Uniformly on n < m~2n 
we have 
~(m) 1 
f(n) 
( (  ) 2-D ) a2(rn) a2(rn) _ a2(n )= 1 m--n --1 + 
m ~ o2(n) 
(m - n)r(O) + 2 ~l<~i<~m_l(m - n)r(i) + (n -- 2)ff~n<~i<~m-1 il-°L(i) 
a2(n) 
(~- -~)  (m--rt)~-]~m<~i<~r(i)+(n--2)~n<~i<<-m-lil-DL(i) 
= O + a2(n )
= O (~-~)  , (3.46) 
and therefore (1.11 ) is established. 
(iii) If ~-'~i~l r(i) < oc, and 1 + ~1~i<~ r(i) # O, then (3.43) gives 
lim a2(N) -r(O)+2 ~ r(i). 
N---* oo N 1 ~<i<oo 
Since a2(N)~>0, we get that r (0 )+ 2~-~l<~i<oor(i ) > 0. Let E(n) = a2(n)/n. Now 
(1.6) and (1.10) hold and similarly to (3.44)-(3.46) one can show that 
f(rn) 1 =o(m~ n)  f(n) - -  uniformly on n< m<~2n, 
and therefore (1.11) is satisfied. 
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