Abstract: Degenerate tri-Hamiltonian structures of Shivamoggi and generalized Raychaudhuri equations are exhibited. For certain specific values of the parameters, it is shown that hyperchaotic Lü and Qi systems are superintegrable and admit tri-Hamiltonian structures.
Introduction
Higher dimensional differential systems provide a setting and scope for studies of diverse physical phenomena together with their associated mathematical properties. In the case of integrable systems, for even dimensions, one can investigate the existence of symplectic structures; often in case of odd dimensions there exists what are known as Poisson structures displaying a range of mathematical possibilities emerging from the satisfaction of the Jacobi identity. Again from the dynamical point of view higher dimensional systems form a basis for occurrence of chaos which has become an intense field of study for a number of years now. Many applications of such higher dimensional differential systems have been found in the fields of engineering, biology, finance, medicine, climate studies etc. A major hurdle in the analysis of higher-order ODEs arises from the limited number of techniques at our disposal for their analysis. A majority of such systems, which have applications in real life situations, are nonlinear in character and until the advent of computational tools were beyond the realm of concrete analysis by conventional methods. This, however, should not be construed to undermine the power and utility of analytical investigations of such systems, since they often provide a basis for launching more focussed numerical investigations specially when dealing with practical problems.
The analysis of higher-order ODEs is greatly aided by the existence of first integrals since these allow for a reduction of the order of the system through elimination of one or more variables. The determination of first integrals is in itself a difficult task requiring, at times, substantial guile as well as some amount of luck often in equal measure. While for planar systems of ODEs there are some semi algorithmic methods depending on the nature of the functions that are involved, the same cannot be said for non-planar systems, thereby further complicating their analysis. Nevertheless one can often adapt certain tools and techniques tailored for planar systems and employ them for the analysis of non-planar systems.
The first nontrivial dimension for both the occurrence of chaos and non canonical Hamiltonian formalism is the three dimensions where, the foremost example of a chaotic systems, namely, the Lorenz system [25] , has been observed to admit non canonical bi-Hamiltonian structure for certain values of parameters involved, see [15] . This structure has been extended to integrable cases of Lotka-Volterra, May-Leonard, Lü system, Chen system etc. as well as to the Kermack-McKendrick model and some of its generalizations describing the spread of epidemics [5, 11, 13, 15, 27] . Important properties of three dimensional Poisson structures surrounding all these globally integrable bi-Hamiltonian systems are that the Jacobi identity is a scalar equation and is invariant under multiplication with arbitrary function.
2 Integrals, Superintegrability and Multi-Hamiltonian Systems
The first and second integrals
A first integral of a system of ODE'ṡ
is a differentiable function I(t, x 0 , x 1 , ..., x n−1 ) that retains a constant value on any integral curve of the system, that is, its derivative with respect to time t vanishes on the solution curves of the system (1), see [10, 29] . After introducing a vector field
a first integral can be defined by the condition X(I) = 0. When the coefficient functions X a in (1) have no explicit dependence on the time t, the system is called autonomous. In this case, a first integral may still contain t explicitly.
A second integral is a C 1 function J satisfying the identity
Here, ϑ is a real valued function called cofactor of the second integral. Polynomial second integrals for (polynomial) vector fields, called Darboux polynomials, simplify the determination of the first integrals [6] . When we have two relatively prime Darboux polynomials P 1 and P 2 , having a common cofactor, of a (polynomial) vector field X, then the fraction P 1 /P 2 is a rational first integral of X. 
Method of Jacobi's last multiplier
The Jacobi's last multiplier is a useful tool for deriving an additional first integral for a system of n first-order ODEs when n − 2 first integrals of the system are known. It allows us to determine the Lagrangian/Hamiltonian of a planar system in many cases [10, 16, 17, 37] . In recent years a number of articles have dealt with this particular aspect [11, 22, 23] .
For the case n = 2, Jacobi's last multiplier lets us to find a transformation (x, y, t) → (Q, P, t) such that the systemẋ = f (x, y, t),ẏ = g(x, y, t).
may be expressed in the form of Hamilton's equationṡ
The method goes as follows. Wedge product of the Cartan one-forms θ
The Hamiltonian formulation in the extended phase space R 2 × R 2 is characterized by the Poincaré-Cartan one-form Θ = P dQ − Hdt from which we may define a closed two-form Ω by minus the exterior derivative of Θ, that is,
It follows that, the two-form ω in Eq. (5) is proportional to Ω with
for some function M , called Jacobi Last Multiplier. Since Ω is closed, M ω must be closed. This leads to the following differential equation
determining M . After solving equation (8), the canonical coordinates can be obtained by substituting M into Eq. (7). To determine the Hamiltonian function H, there are two possible cases depending whether ∂ t M vanishes or not. If the multiplier M does not depend on the time t then the first term on the left hand side of Eq.(8) drops. In this case, from the equality M ω = Ω, we arrive at
which relates M with the Hamiltonian function H. When the multiplier M depends on time explicitly, we introduce two auxiliary functions φ and ψ such that the structure of Eq. (9) is preserved, that is, for a pair of functions ψ and φ we have
for a real valued function ϑ of (Q, P, t), [4] . This occurs if the condition
is satisfied. By adding and subtracting two-form M ψdy ∧ dt − M φdx ∧ dt into Eq. (7), we obtain
where the first two-form in the last line is the symplectic two-form
and the latter can be obtained by taking the exterior product of both sides of Eq. (10) by dt. Note that, substitutions of the auxiliary functions ψ and φ, and the multiplier M into Eq.(10) will enable us to find the Hamiltonian function whereas substitutions into Eq. (12) will determine the canonical coordinates.
Poisson structures and superintegrability
A Poisson structure on an n-dimensional space is a skew-symmetric bracket { , } on the space of real-valued smooth functions satisfying the Leibnitz and the Jacobi identities [19, 24, 29, 36] . We define the Poisson bracket of two functions F and H by
where ∇F and ∇H are gradients of the functions F and H respectively, and N is Poisson matrix. The Poisson bracket (13) automatically satisfies the Leibnitz identity. In a local chart (x a ), the Jacobi identity takes the form
where N ab are components of the Poisson matrix N and, [ ] refers anti-symmetrization. The Jacobi identity (14) is trivially satisfied in two dimensions, it gives a scalar equation in three dimensions and, it results in four equations in four dimensions.
A dynamical system is Hamiltonian if it can be written aṡ
for H being a real valued function, called Hamiltonian function, and N being a Poisson matrix. For autonomous Hamiltonian systems, the Hamiltonian function is conserved, that is it is also a first integral of the system. It is also possible to find a Hamiltonain formulation of a nonautonomous system, but in this case the Hamiltonian is not a constant of motion, hence not a first integral of the system [1] . A Hamiltonian system in n dimensions is called maximally superintegrable if there are n−1 first integrals. Existence of n − 1 integrals lets one to reduce the systems of differential equations to one quadrature. For the case of three dimensions, two first integrals are required for maximal superintegrability whereas for four dimensions, three first integrals are needed.
Superintegrability, bi-Hamiltonian systems and Lorentz example
A dynamical system is bi-Hamiltonian if it admits two different Hamiltonian structureṡ
such that any linear pencil N (1) + cN (2) of Poisson matrices satisfies the Jacobi identity [2, 3, 20, 29] . In this case, one can generate recursively enough constants of motion to ensure integrability [8, 28] . In [15] , it is shown that, Hamiltonian structures of dynamical systems in three dimensions always come in compatible pairs to form a bi-Hamiltonian structure with Poisson matrices
where ǫ ij and ǫ abc are completely antisymmetric tensors of rank two and three, respectively. In the rest of this subsection, we, particularly, focus on Lorentz system. Although it is chaotic, for some certain values of its parameters, it is superintegrable and bi-Hamiltonian [15] . In that sense, Lorentz system has a motivational importance for this paper.
The Lorenz model [25] is a three component dynamical systeṁ
where σ and ρ are the Prandtl and Rayleigh numbers, respectively, and β is another dimensionless number, the aspect ratio. It exhibits chaotic behavior for most values of these parameters. However, it admits biHamiltonian structure in two limits which can, most conveniently, be characterized by the Rayleigh number ρ, namely ρ = 0 and ρ → ∞.
The case ρ = 0, σ = 1/2, β = 1 is known to admit two time-dependent conserved quantities [38, 39, 40, 41] .
of dynamical variables and time brings the Lorenz system to the form
with prime denoting differentiation with respect tot. In terms of the new dynamical variables we find that
are conserved. The Hamiltonian structure functions are given by
The second completely integrable case of the Lorenz system is the conservative limit [39] , [42] obtained through the scaling of Eq.(16) with
and taking the limit ǫ → 0. This brings Eq.(16) to the forṁ
possessing two first integrals
The Poisson structures are defined by the matrices
which are compatible.
We have shown that, in two extreme cases Lorentz system is completely integrable and admits biHamiltonian structure. In [15] , it was shown that, these two cases are the same, hence they can be recognized as an example of a Nambu system [26] because the equations of motion take the forṁ
where ǫ ijk is the completely skew Levi-Civita tensor.
Superintegrability and tri-Hamiltonian systems in four dimensions
In [9] , a construction of multi-Hamiltonian formalism of maximal superintegrable systems is presented. For the case of four dimensions, this construction results with a tri-Hamiltonian systeṁ 
which enables us to define three-component vector functions U = U 1 , U 2 , U 3 and V = V 1 , V 2 , V 3 of four variables (u, x, y, z) = (u, x) . Accordingly, we denote the gradient vector as follows
where ∇ = (∂ x , ∂ y , ∂ z ). The Jacobi identity in Eq. (14) gives four equations that can be divided into one scalar equation and one vector equation
Note that, the left-hand sides of Eqs. (27) and (28) vanish for degenerate (U · V = 0) matrices. Let H 1 and H 2 be two time-independent first integrals, we define three-component vector functions
Note that, the vector functions U and V in Eq.(29) are orthogonal which implies N is degenerate for arbitrary C 1 functions H 1 and H 2 . For Jacobi identity expressed in Eqs. (27) and (28), we compute
For a given four component dynamical vector field X = (X u , X), the Hamilton's equations (15) take the particular formu
One can obtain the conservation equations
for Hamiltonian function H as well as for functions H 1 and H 2 defining the Poisson structure. The conservation laws (31) for H 1 and H 2 show that these functions are Casimirs of the Poisson matrix N they constructed, that is N∇H i = 0 for i = 1, 2.
By interchanging cyclically the roles of the functions (H 1 , H 2 , H = H 3 ) one obtains tri-Hamiltonian structure of the system. In a compact notation, the coefficients of Poisson matrices are in form
where ǫ ijk and ǫ abcd are completely antisymmetric tensors of rank three and four, respectively. In the vector notation, let (U 1 , V 1 ) , (U 2 , V 2 ) and (U 3 , V 3 ) be three-component vector functions of three Poisson matrices N (1) , N (2) and N (3) given by
respectively. It is straight forward to verify that the conditions
are satisfied to guarantee Jacobi identities for all Poisson matrices N (i) , i = 1, 2, 3. It is also straightforward to see that
which shows that all three Hamiltonian structures are mutually compatible. Thus, Poisson structures for superintegrable systems in dimension four always form compatible pairs.
Examples

Shivamoggi equations
Shivamoggi equations are arising in the context of four dimensinal magnetohydrodynamics and are given bẏ
see [13, 34] . The first integrals of this system of equations are
From Eq. (33), we identify the vectors U i and V i of Poisson matrices N (i) for the Hamiltonian functions H 1 , H 2 and H 3 , i = 1, 2, 3, we find
respectively. Note that, all of these three Poisson matrices are degenerate, since U i · V i = 0 holds for all i = 1, 2, 3. The equations of motion can be written as
up to multiplication with a conformal factor ϑ for all three.
The quadratic system (36) may be related to certain four dimensional Lie algebra by defining a linear Poisson structure [24] . Using the first two first integrals, it is possible to define the Hamiltonian
for the system (36) satisfyingẊ = N∇H. Here, N is a Poisson matrix defined by U = (0, y, 0) while V = (−x, 0, −2u). Note that, U · V = 0 so that the this Poisson structure is also degenerate.
Generalized Raychaudhuri equations
The generalized Raychaudhuri equations are a set of coupled first-order ODEs related to geodesic flows on surface of a deformable media [32] . In the case of a two dimensional curved surface of constant curvature they give rise to the following set of equationṡ
upon use of the exact solutions of geodesic equations. The vector field
is associated to a particular case obtained by setting all the four parameters α = β = γ = δ = 0. This system admits the following Darboux polynomials
together with cofactors
respectively, see [11, 35] . This is the case where the Darboux polynomails have common cofactor −x, hence we have several first integrals obtained by the fractions of the Darboux polynomials. For example,
The three-component vector functions defined in Eqs. (33) for Poisson matrices corresponding to the Hamiltonian functions H 1 , H 2 , H 3 are
respectively. The equations of motion can be written as
where the conformal factors ϑ are the same for all three. It may be instructive to start with two Hamiltonian functions H 1 and H 2 in Eq. (42), and obtain H 3 using the method of Jacobi's last multiplier. On the common level sets of H 1 = κ and H 2 = τ , the dynamics generated by the vector field (41) reduces to the dynamicṡ
where we have eliminated y = τ z and u = z/κ in favour of x and z, and µ = 2/κ 2 − 2τ 2 − 2 is a constant for dynamics of (43). By solving the defining PDE in Eq. (8) for the case of the reduced dynamics in Eq.(43), we find the multiplier M = 1/z 2 . This enables us to determine the Hamiltonian function
The canonical coordinates are Q = x and P = −1/z, hence the symplectic two form is Ω = 1/z 2 dx ∧ dz. Substitutions of µ, κ and τ into the Hamiltonian function H in Eq.(44) result a scalar multiple of H 3 in Eq. (42) 
for arbitrary functions l, m and n. We find that these functions are subjected to the condition
Hyperchaotic Lü system
We consider a hyperchaotic system of four first-order ODEs obtained from the Lü system [5] by adding an additional variable. The set of equations isu
where α, β, γ, and δ are real constant parameters. When the parameters γ = −β = δ, we obtain two time-dependent first integrals
We change the variables (u, x, y, z) with (s, p, q, r) according to
In this new coordinates, the Lü system becomes nonautonomouṡ
whereas the first integrals I 1 and I 2 in Eq.(47) become time-independent
On the intersection of the level hypersurfaces H 1 = κ and H 2 = τ , the set of equations (48) reduces to a nonautonomous planar systeṁ
where we have eliminated s = (κ − q) and r = τ − q 2 in favor of p and q. It is straightforward to verify that the Jacobi's last multiplier for the system (50) is
Consequently, we write a Hamiltonian function
In terms of the canonical variables
nonautonomous system (50) takes the forṁ
whereas the Hamiltonian H in Eq.(51) becomes
so that, we write the system (53) in form of Hamilton's equationsQ = ∂H/∂P andṖ = ∂H/∂Q. The system (53) is nonautonomuous, hence the time-dependent Hamiltonian H in (54) is not an integral invariant of the motion because its total derivative dH/dt with respect to time t equals to ∂H/∂t [1] . If we substitute κ and τ with their expressions in terms of the variables q, r and s, then H in Eq.(51) has the form
which is the Hamiltonian function of the nonautonoumous system (50) with a degenerate Poisson matrix having three-component vectors U = (0, −r, 0) and V = (r, 0, q). Since the Lü system (48) is the nonautonoumous the Hamiltonian H in Eq. (55) is not an integral invariant of the Lü system. To have a time-independent first integral of the Lü system (48), we choose γ = −2α and define a new time variablet = −e −at /a. This enables us to write the system in an autonomous form
where prime denotes derivative with respect to the time parametert. In this case, the reduced dynamics in Eq.(50) becomes autonomous
Integrating this we find that
is the Hamiltonian of the system (57) and it is conserved. Substituting H 1 = κ and H 2 = τ from Eq.(49), we arrive at the third autonomous conserved quantity H 3 (s, p, q, r) = 1 2 p 2 + (q + s) arcsin2 + r 2 − (α − 1)r,
of the Lü system. Note that, we started with Lü system in Eqs. (45) and showed that when the parameters are satisfying the relations γ = −β = δ = −2α, the system has three time-independent first integrals, namely H 1 , H 2 in Eq.(49) and H 3 in Eq.(58). Now, we follow the definitions in Eqs. (33) in order to obtain the three-component vector functions U 1 = (−2αq + s + r arcsin(2 + r 2 ), −rp, qp), V 1 = −2 arcsin(2 + r 2 ) (0, q, r) , U 2 = (α − 1 + (q + s)2 + r 2 , 0, p), V 2 = (−p, − (q + s) r q 2 + r 2 , α − 1 + (q + s)2 + r 2 ), U 3 = 2r(1, 0, 0), V 3 = 2(0, q, r), of mutually compatible Poisson structures N (1) , N (2) and N (3) , respectively. The common conformal factor is −1/2.
Hyperchaotic Qi system
The hyperchaotic Qi system is given by the following set equationṡ u = −δu + λz + xy, x = α(y − x) + yż y = β(x + y) − xż z = −γz − ǫu + xy
where α, β, γ, ǫ, δ and λ are real constants called the parameters. When the parameters satisfy the constraints
Qi system admits the following time-dependent first integrals I 1 = (z − u)e (γ+λ)t , I 2 = (x 2 + y 2 )e 2αt .
So that, the canonical system (69) can be recasted asQ = ∂H/∂P andṖ = −∂H/∂Q. Note that, the
