The purpose of this work is to present an algorithm to solve nonlinear constrained optimization problems, using the filter method with the inexact restoration (IR) approach. In the IR approach two independent phases are performed in each iteration-the feasibility and the optimality phases. The first one directs the iterative process into the feasible region, i.e. finds one point with less constraints violation. The optimality phase starts from this point and its goal is to optimize the objective function into the satisfied constraints space. To evaluate the solution approximations in each iteration a scheme based on the filter method is used in both phases of the algorithm. This method replaces the merit functions that are based on penalty schemes, avoiding the related difficulties such as the penalty parameter estimation and the non-differentiability of some of them. The filter method is implemented in the context of the line search globalization technique. A set of more than two hundred AMPL test problems is solved. The algorithm developed is compared with LOQO and NPSOL software packages.
Introduction
Fletcher and Leyffer [1] have proposed the filter method as an alternative to the merit functions. These authors presented a SQP algorithm with a trust-region technique to solve nonlinear constrained optimization problems. The motivation given by these authors for the development of the filter method is to avoid the necessity to determine a suitable value of the penalty parameter in the merit function. In constrained optimization, the two competing aims, minimization of the objective function and the satisfaction of the constraints, are combined into a single minimization problem, using a merit function. In the filter strategy two separated aims are considered instead of a combination of both.
The inexact-restoration method introduced by Martínez and Pilotta [2, 3] (see also [4] ) and also used in [5] treats feasibility and optimality as two independent phases. Each iteration of the method proceeds in two phases. At the first phase, feasibility of the current iterate is improved (a 'more feasible' point is computed with respect to the current point). The second phase reduces the objective function value (an 'optimal' point is calculated) in an approximate feasible set. The point that results from the second phase is compared with the current point using a merit function that combines feasibility and optimality.
Gonzaga et al. [6] suggests an algorithm to solve nonlinear constrained optimization based on the inexact restoration (IR) approach with the filter method. In this theoretical algorithm the methods in IR phases are not specified and its implementation motivates this work -combining the IR approach with the filter method. In each phase of the IR method a filter scheme with line search technique is used instead of a merit function.
This paper is organized into four sections. The next section defines the problem to be solved, presents the concepts of inexact-restoration and the filter method with line search. Section 3 presents the Filter IR algorithm specifying the feasibility and optimality phases, the filter update scheme and a graphic example. Finally numerical experiments are performed to compare the algorithm with LOQO and NPSOL solvers. Some conclusions and suggestions to future work are reported.
Optimization approaches
The general nonlinear constrained optimization problem is defined by
where f (x) : R n → R is a nonlinear objective function, x ∈ R n and lb x , ub x ∈ R n are the lower and the upper bounds of the variable x, respectively, and c(x) : R n → R m is a set of m general constraints whose lower and upper bounds are lb c and ub c , respectively. It is possible to include one-sided constraints by setting the lower bound to −∞ or the upper bound to ∞, depending on which bound is required.
Inexact restoration
The point of view of the IR approach is that feasibility is an important feature of the problem that must be controlled independently of optimality. So, the methods based on IR consider feasibility and optimality at different phases of a single iteration. A well known drawback of feasible methods is their inability to follow very curved domains, which can cause very short steps to be computed far from the solution. IR methodology tries to avoid this inconvenience using procedures that automatically decrease the tolerance of infeasibility as the solution is approximated. In this way, large steps on an enlarged feasible region are computed at the beginning of the process. An essential feature of this methodology is that one is free to choose different algorithms both for the feasibility and for the optimality phase, so that problem characteristics can be exploited. In [5] it is shown that the use of the Lagrangian function in the optimality phase favours practical fast convergence near the solution.
Line search filter method
In the constrained optimization problem two conflicting criteria are always present, the minimization of the objective function, f (x), and the satisfaction of the constraints c(x). All the constraints defined in (NLP) will be handled as c(x) ≤ 0 and the optimization problem is formulated in its minimization form. A merit function combines these aims into a single minimization problem. These two competing aims can be written as two minimization problems
where
) being the sum of the constraints violation. A filter is defined as a set of pairs (f (x k ), h(x k )) so that no pair dominates any other. The dominance concept comes from multi-objective optimization and establishes that
) represents all the filter pairs. The filter, in figure 1, can be represented in R 2 as a set of pairs (f, h), defining the forbidden and allowed regions as well as the envelope that defines the sufficient reduction imposed in the filter acceptance. When a point x k is accepted by the filter, which means that it belongs to the allowed region, the corresponding pair (f (x k ), h(x k )) is introduced in the filter. All the pairs dominated by it will be removed from the filter.
Fletcher and Leyffer [1] introduced the concept of a filter in an SQP algorithm with the trust-region technique. The filter SQP algorithm starts with an initial point, the solution of the current QP subproblem, produces a trial step, and with it the new trial point is determined. If it is accepted by the filter, this will be the new point, otherwise the step will be rejected, the trust-region radius is reduced and a new QP subproblem must be solved again. With this algorithm the usual criterion of descent in the penalty function is replaced by the requirement that the new point is accepted by the filter. A more feasible and/or optimal point is achieved by the adjustment of the trust-region in the iterations of the algorithm. The idea is to use the filter as a criterion for accepting or rejecting a step.
Antunes and Monteiro [7] presented a SQP algorithm based on Fletcher and Leyffer's idea where the trust-region is replaced by the line search technique (see also [8] [9] [10] [11] [12] for other line search approaches). The main difference is that instead of using the trust-region to determine a trial point, they use the line search method. The combination of the line search technique with the filter method determines the step length acceptance. First the search direction is computed from a given initial point, solution of the current QP subproblem and with it a trial point x k+1 is computed. After this the point will be checked by the filter and if it is accepted, it is introduced into the filter. Otherwise, α is divided by two and the trial point x k+1 is updated and checked again by the filter, without solving another QP subproblem.
Filter IR algorithm
The advantage of IR philosophy is the freedom of choosing the internal algorithm for each phase. In the feasibility phase a new optimization problem is solved in order to enforce the iterative procedure towards the feasible region. The problem aims to minimize the constraints violation, in the set of satisfied constraints, to obtain a 'more feasible' intermediate point. The optimality phase solves the initial optimization problem from the intermediate point.
Feasibility phase
The iteration k starts with the evaluation of the x k feasibility -if x k is already feasible the feasibility phase is not performed. From x k , the constraints of the original problem are evaluated in order to identify the subsets of the violated and satisfied constraints. These subsets are linearized in x k to formulate the feasibility phase optimization problem as follows:
The new problem has as objective function the sum of all the linearized violated constraints, subject to the linearized satisfied constraints set. From the point x k the aim is to reach a more feasible point z k . This point is obtained solving the following LP subproblem:
T is the Jacobian matrix of the constraints and, J and J ⊥ are the sets of violated and satisfied constraints, respectively. The solution of this LP subproblem, which is also an iterative procedure, is the search direction d
fea is obtained by the line search technique using the filter, where α ∈ R is the step length. Note that both objective and constraints functions are linear functions in d fea .
The management of this Filter IR is quite different from the one used by Fletcher and Leyffer in [1] and Antunes and Monteiro in [7] . 
for all pairs (f (x l ), h(x l )) in the filter, where β and γ are parameters such that 0 < γ < β < 1, with β close to one and γ close to zero. Then it is also verified if this pair causes a sufficient decrease in h when compared to the temporary pair
If conditions (2) and (3) are not satisfied then the intermediate point z k is rejected and α is divided by two until the point is accepted or α is smaller than a tolerance. If the intermediate point z k is a Kuhn-Tucker point and there is no constraints violation at z k then the algorithm terminates with success, otherwise the next phase will be performed.
Optimality phase
The goal of the optimality phase is to reduce the objective function from the z k point. The corresponding QP subproblem is an approximation to the original problem (NLP):
where 
opt is obtained. Then this point is tested by the filter, which is a similar procedure to the one described in the previous phase and it is compared to the intermediate point
If this condition is verified and the point is accepted by the filter then x k+1 is the next point.
Filter update and stop criterium
Finally, if the following condition
is verified then the temporary pair (f (x k ), h(x k )) is inserted into the filter and the dominated pairs are removed (ω in (5) is a small positive constant).
The first condition of the stop criterium is concerned with stationarity (normalized residuum r) and the second with feasibility analysis:
, ν and λ are the Lagrange multiplier vectors of the simple bounds constraints and of the general constraints, respectively, is a small positive constant, ξ represents the zero and μ max = max i g 672
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The algorithm
UNTIL Accept z k or α ≤ T olAlpha; If z k satisfies the stop criterium Then Stop with success.
Else
Optimality phase:
Convergence assumptions
The global convergence was studied by Gonzaga [6] , where it is proved that this method is independent of internal algorithms used in each iteration, since these algorithms satisfy some requirements in their efficiency. It is shown that, under some assumptions, for a filter with a minimal size, the algorithm generates a stationary accumulation point and that for bigger filters, all the accumulation points are stationary.
The general hypotheses are:
The iterates x k and z k remain in a convex compact domain X ⊂ R n . H2: The objective and constraints functions (f (x) and c(x)) are Lipschitz continuously differentiable in an open set containing X.
H3: All feasible accumulation points x ∈ X of x k satisfy the Mangasarian-Fromovitz (M-F) qualification condition, namely, the gradients of equality constraints are linearly independent, and there exists a direction d ∈ R n such that A E (x)d = 0 and A I (x)d < 0, where I = {i ∈ I |c i (x) = 0} (A E (.) and A I (.) are the Jacobian matrix of equality constraints and active inequality constraints, respectively).
There are two more assumptions related to the internal algorithms. The first one (H4) with the feasibility phase algorithm and the other (H5) with the optimality phase algorithm: H4: At all iterations k ∈ N, the feasibility step must satisfy h(z k ) < (1 − α)h(x k ) and z k cannot belong to the forbidden region. H5: Given a feasible non-stationary point x ∈ X, there exists a neighbourhood V of x such that for any iterate
and x k+1 cannot belong to the forbidden region.
A graphic example
In order to illustrate the algorithm behaviour, a graphic example has been developed. Consider figure 2 with some pairs representing a filter, defining the allowed and the forbidden region. The blue point is the initial temporary point. This point is in the allowed region of the filter, but it does not satisfy all the constraints, so, the feasibility phase will be performed. From the feasibility phase results the intermediate point z k , shown in figure 3. z k is not a KKT point, so, the optimality phase will be performed, and the point x k+1 is reached from z k , in figure 4. Finally, it will be analysed if the temporary point x k will be inserted in the filter or not. From figure 5, it can be stated that point x k is in the filter allowed region, and that the point x k+1 , in green, has a worse value of f than x k , in blue. Then, the temporary point x k must be inserted in the filter ( figure 6 ). This update leads to the filter dominance analysis.
As can be seen in figure 7 , the point inserted dominates two of the filter points, so these will be removed from the filter. After the dominated points removal, the filter will be like in figure 8 . The new trial point x k+1 , shown in figure 9 , will be the next temporary point tested in the next iteration. 
Numerical tests
This section presents the numerical experiences performed to test the algorithm. The computational experiences were made on a centrino with 504 MB of RAM. The algorithm was implemented in C language for the Windows operating system. The (LP) and (QP) subproblems are solved by the LSSOL subroutine [13] from the NPSOL solver [14] .
The 235 test problems (www.sor.princeton.edu/˜rvdb/ampl/nlmodels) are in AMPL language [15] . Some of these problems are from the CUTE database codified in the AMPL language. The program was interfaced with the AMPL modelling language [16] to read the problems automatically, as figure 10 shows. The file written in AMPL language is converted into an intermediate file and then this file is automatically loaded into the algorithm structures.
The first numeric results of this algorithm were presented in [17] , where the algorithm robustness and the relevance of the feasibility phase was evaluated, by testing two versions of the algorithm-the first one with feasibility phase and the second with optimality phase only. The results show that Filter IR with feasibility phase reaches an optimal point faster. In this paper, the filter management is analysed and a comparison with LOQO and NPSOL solvers is presented.
Filter management analysis refers to the number of filter updates during the algorithm process and its final size. The following graphics show, for problems that converge, that the number of filter updates and the number of elements in the end is very small, less than five in more than 90% of cases (figures 11 and 12).
For problems that do not converge, 52 out of 235 problems, the number of filter updates increases considerably ( figure 13 ). In 60% of the problems, the number of filter updates is between 400 and 800, and in 25% it is greater than 800. Nevertheless, the final filter size is small-less than 40 in 73% of problems ( figure 14) . 1,6% 6,0%
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Comparison with LOQO and NPSOL solvers
The computational experience uses the IR algorithm to test all the problems in order to evaluate the algorithm robustness. 235 inequality constrained optimization problems are tested. These results are reported in table 1. The table shows the results of the three codes: Filter IR, LOQO [18] (an interior point method) and NPSOL [14] (an SQP method). The table shows the problem name (Problem), its dimension (n) and the number of constraints
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Filter Size <40 40<Filter Size<80 Filter Size >=80 Figure 14 . Elements in final filter. The comparison with NPSOL and LOQO shows that the problems that do not converge have the same optimal solution as both solvers or at least one of them. These problems are denoted by b). Note that most of these cases were identified in [17] as problems suffering from Marato's effect.
Another interesting remark, denoted by c), is related to the problems with the same solution for the three solvers, but the Filter IR reached the solution in less than half the iterations and in most of these cases the difference between the number of iterations is greater than double.
Comparatively, numeric results approach the ones obtained by NPSOL and 34% of cases have the same solution with less or the same number of iterations. Filter IR performance increases when compared with LOQO, 41% of problems have the same solution, but Filter IR has less iterations.
Finally, it was noted, by d), the problems where Filter IR has a better solution in terms of f than both solvers.
Dolan and Moré in [19] present a tool for the evaluation and performance of optimization codes. The performance profile for a solver is the (cumulative) distribution function for a performance metric. Performance profiles provide a means of visualizing the expected performance difference among solvers, while avoiding arbitrary parameter choices and need to discard solver failures from the performance. This comparison is very interesting when the test set has a large number of problems. Graphically it is interpreted as the probability distribution that a given solver is at worst x times slower than the best. An easy interpretation of this graphic is that for any given measure a solver is the best when its graphic is tending faster to 1. The graphic of performance profiles with respect to the number of iterations is presented in figure 15 , where a log scale is used. This figure shows that in almost 60% of the problems the Filter IR has the highest probability of being the optimal solver for the number of iterations.
Some conclusions and future work
The algorithm is still in an improvement phase but some conclusions can already be made. With respect to IR philosophy, one can conclude that the feasibility phase speeds up the convergence. The filter method is very simple to implement and replaces the penalty function. The temporary pair creates filters with smaller size, improving its management. The line search strategy in the filter method avoids the resolution of another subproblem when the trial point is not accepted by the filter whereas in the trust-region another subproblem must be solved.
Future work perspectives will be concerned with the algorithm performance, namely, to expand the algorithm for solving equality constraints optimization problems and improvement of the filter management. To study other schemes to estimate the Lagrange multipliers, to introduce second-order corrections to avoid Marato's effect and to implement the filter restoration phase are also ideas to consider. The algorithm evaluation with other performance measurements, such as CPU time, gradient and function counts and its convergence analysis with internal procedures, are other suggestions for future work.
