The changes in indices of modified graphs  by Bo, Zhou
Linear Algebra and its Applications 356 (2002) 95–101
www.elsevier.com/locate/laa
The changes in indices of modified graphs
Zhou Bo
Research Center for Fundamental Science, Xi’an Jiaotong University, Xi’an 710049,
People’s Republic of China
Department of Mathematics, South China Normal University, Guangzhou 510631,
People’s Republic of China
Received 30 October 2001; accepted 31 January 2002
Submitted by P. Rowlinson
Abstract
We obtain upper bounds for the indices of two types of modification of a connected graph
G; one is obtained from G by adding edges between the vertices of an independent set such
that it induces a clique, the other is obtained from G by adding a new vertex with prescribed
set of neighbors.
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1. Introduction
We consider only finite undirected graphs without loops or multiple edges. The
eigenvalues of a graph are the eigenvalues of the adjacency matrix of this graph.
The largest eigenvalue of a graph G is called the index of G, written µ1(G). If a
graph G is connected, then the unique positive unit eigenvector x corresponding to
µ1(G) is called the principal eigenvector of the labelled graph G. The study of graph
perturbations is concerned primarily with changes in eigenvalues which result from
modifications of a graph. Maas [3] and Rowlinson [4,5] investigated the indices of
various modifications of a connected graph.
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We consider two types of modification of a connected graph G; one is obtained
from G by adding edges between the vertices of an independent set such that it
induces a clique, the other is obtained from G by adding a new vertex with prescribed
set of neighbors. Using the technique of intermediate eigenvalue problems of the
second type, we obtain upper bounds for the indices of the two types of modified
graphs, which generalize the results of [3,5].
2. Intermediate eigenvalue problems of the second type
Our proof of the theorems is based on intermediate eigenvalue problems of the
second type. We outline the results required from [7] (also see [2]) in terms of
an n-dimensional Euclidean space V in which (u, v) denotes the inner product of
vectors u and v. Let A˜ be a symmetric linear transformation of V and let B˜ be
a positive linear transformation of V. For a symmetric transformation T of V, let
λ1(T ), . . . , λn(T ) denote the eigenvalues of T in non-decreasing order; we also
use λmin(T ) and λmax(T ) to denote the smallest and the largest eigenvalues of T,
respectively.
A second inner product is defined on V by [u, v] = (B˜u, v). Choose any basis
{v1, . . . , vn} for V and, using the second inner product, let Pr be the orthogonal
projection onto the subspace spanned by v1, . . . , vr (1  r  n). Thus Pn = I
and if P0 is the zero transformation of V then [Pr−1v, v]  [Prv, v], whence
((A˜+ B˜Pr−1)v, v)  ((A˜+ B˜Pr)v, v) for all v ∈ V and 1  r  n. Note that for
0  r  n, B˜Pr is a symmetric transformation of the original inner product
space V, and that for any symmetric transformation T of V, λi(T ) is the minimum
of max{(T v, v) : ‖v‖ = 1, v ∈ U} taken over all i-dimensional subspaces U of V.
It follows that
λi(A˜) λi(A˜+ B˜P1)  λi(A˜+ B˜P2) · · ·  λi(A˜+ B˜Pn−1)
 λi(A˜+ B˜)(1  i  n).
The problem of determining the eigenvalues of A˜+ B˜Pr for some r is called an
intermediate eigenvalue problem of the second type.
Let A˜ui = λ˜iui where λ˜i = λ˜i (A˜) (i = 1, . . . , n) and u1, . . . , un are ortho-
nomal. Choose vi = B˜−1ui (i = 1, . . . , n). Then Pruj =∑ri=1 γij vi , where (γij )−1
is the r × r Gram matrix Tr with (i, j)-entry [vi, vj ] (i, j = 1, . . . , r); moreover
the matrix of A˜+ B˜Pr with respect to the basis {u1, . . . , un} is
diag(λ˜1, λ˜2, . . . , λ˜n)+
(
T −1r O
O O
)
.
In what follows we take V = Rn, (u, v) = uTv and identify a linear transfor-
mation on Rn and its matrix with respect to the standard basis of Rn. As usual, Jn
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denotes the n× n matrix with all entries equal to 1, and In denotes the n× n identity
matrix. If A and A+ B are the adjacency matrices of a graph G and the modified
graph G′, then we take
A˜ = −A− (λmax(B)+ δ)I and B˜ = (λmax(B)+ δ)I − B, where δ > 0.
Thus B˜ is positive,
A˜+ B˜ = −A− B and µ1(G′) = −λmin(A˜+ B˜)  −λmin(A˜+ B˜Pr).
For given r, we can choose δ to optimize this upper bound for µ1(G′).
3. Results
Let G be a connected graph, and let S be any independent set with |S|  2, and
let GS be the graph obtained from G by adding edges between the vertices in S such
that it induces a clique. In [3], Maas obtained upper bounds for the index of GS with
|S| = 2. In the following theorem we obtain upper bounds for the index of GS for
any S with |S|  2.
Theorem 1. Let G be a connected graph with eigenvalues µ1, µ2, . . . , µn (in non-
increasing order), let (x1, x2, . . . , xn)T be the principal eigenvector of G, and let
S be an independent set with s = |S|  2. Then µ1(GS)  µ1 + s − 1 + δ − γ
where
γ = δ(s − 1 + δ)(s + δ)
(s − 1)
(∑
i∈S
xi
)2
+ δ
(
s + δ + 2 ∑
j,k∈S,j /=k
xj xk
) = µ1 − µ2.
Proof. Suppose without loss of generality that S = {1, . . . , s}. Let A, A+ B be
the adjacency matrices of G and GS , respectively. Note that the largest eigenvalue
of B is s − 1. Using the notation in Section 2, we have A˜ = −A− (s − 1 + δ)In,
B˜ = (s − 1 + δ)In − B, and hence λ˜i = −µi − s + 1 − δ (i = 1, . . . , n),
B˜−1 =
( 1
s+δ Is + 1δ(s+δ)Js O
O 1
s−1+δ In−s
)
.
Write y1 = (x1, x2, . . . , xs)T. We use the results in Section 2 with r = 1 and with
u1 = (x1, x2, . . . , xn)T. The matrix of the transformation A˜+ B˜P1 with respect to
the basis {u1, . . . , un} is diag(λ˜1 + γ, λ˜2, . . . , λ˜n) where
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γ−1 = γ11 = [v1, v1] = [B˜−1u1, B˜−1u1] = (u1, B˜−1u1)
= y
T
1 y1
s + δ +
(x1 + · · · + xs)2
δ(s + δ) +
1 − yT1 y1
s − 1 + δ
= (s − 1)(x1 + · · · + xs)
2 + δ (s + δ + (x1 + · · · + xs)2 − yT1 y1)
δ(s − 1 + δ)(s + δ)
and hence
γ = δ(s − 1 + δ)(s + δ)
(s − 1)(x1 + · · · + xs)2 + δ
(
s + δ + 2 ∑
1j<ks
xj xk
) .
Now λmin(A˜+ B˜P1) = min{λ˜1 + γ, λ˜2} and so
µ1(G
S)= −λmin(A˜+ B˜)  −λmin(A˜+ B˜P1)
= max{µ1 + s − 1 + δ − γ, µ2 + s − 1 + δ}.
As a function of δ (δ > 0), γ has range (0,∞) and so we may choose δ > 0 such
that γ = µ1 − µ2. This proves the theorem. 
Example 1. Let G be the complete bipartite graph Km,m with m  3 (for which
µ1 = m = n/2 and µ2 = 0), and let S be any independent set of G with s = 3. By
Theorem 1, µ1(GS)  δ + 2 where δ2 − ((n/2)− 2)δ − 3 = 0 (after cancellation
of δ + 3 in the numerator and denominator of γ ). Then δ < (n− 4)/2 + 6/(n− 4)
and we obtain µ1(GS) < n/2 + 6/(n− 4). If m = 14 then the upper bound for
µ1(GS) is 14.25, compared with the actual value of 14.2429.
It is straightforward to modify the argument in Theorem 1 to obtain the following
result, which includes [5, Theorem 5.1].
Theorem 2. Let G be a connected graph with eigenvalues µ1, µ2, . . . , µn (in non-
increasing order), let (x1, x2, . . . , xn)T be the principal eigenvector of G, and let
S be an clique with s = |S|  2. Let GS¯ be the graph obtained from G by deleting
all the edges between any two vertices of S. Then µ1(GS¯)  µ1 + s − 1 + δ − γ
where
γ = δ(s − 1 + δ)(2s − 2 + δ)
(s − 1)∑
i∈S
x2i + (s − 2 + δ)(2s − 2 + δ)− 2(s − 1 + δ)
∑
j,k∈S,j /=k
xj xk
= µ1 − µ2.
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Let G be a connected graph with n vertices, let S be a non-empty vertex subset of
G, and let GS be the graph obtained from G by adding a new vertex whose neighbors
are the vertices in S. In [5], Rowlinson obtained upper bounds for the index of GS
with |S| = 1 and |S| = n, respectively. In [6] (cf. [2, Theorem 4.3.11]), Rowlinson
obtained a formula for characteristic polynomial of GS using the characteristic poly-
nomial and angles of G. In the following theorem we obtain upper bounds for the
index of GS for any S with 1  |S|  n.
Theorem 3. Let G be a connected graph with eigenvalues µ1, µ2, . . . , µn (in non-
increasing order), let (x1, x2, . . . , xn)T be the principal eigenvector of G, and let S
be a non-empty set of {1, 2, . . . , n} with |S| = s. If
µ1 − µ2 − s1/2  µ2 + s−1/2
(∑
i∈S
xi
)2
 µ2s1/2(µ1 − µ2)−1
then µ1(GS)  µ2 + s1/2; otherwise µ1(GS)  µ1 + # where # > 0 and
#3 + (2µ1 − µ2)#2 + (µ21 − µ1µ2 − s)# − (µ1 − µ2)
(∑
i∈S
xi
)2
= 0.
Proof. Let β = (∑i∈S xi)/√s. Suppose without loss of generality that S = {1, . . . ,
s}. Thus β = (x1 + · · · + xs)/√s. Let G0 be the graph consisting of G and an iso-
lated vertex labelled 0. Then GS is obtained from G0 by joining vertex 0 to vertices
1, . . . , s.
Let A, A+ B be the adjacency matrices of G0 and GS , respectively. Note
that the largest eigenvalue of B is
√
s. We use the notation in Section 2 modified
to take account of the vertex 0: thus we take u0 = (1, 0, . . . , 0)T, u1 = (0, x1, . . . ,
xn)
T
,
λ˜0 = −
√
s − δ, λ˜i = −µi −
√
s − δ (i = 1, . . . , n).
Write a = √s + δ. Then B˜ = aIn+1 − B,
B˜−1 =
( 1
a
Is+1 O
O O
)
+


a
a2−s − 1a 1a2−s · · · 1a2−s
1
a2−s
1
a(a2−s) · · · 1a(a2−s)
...
... · · · ...
1
a2−s
1
a(a2−s) · · · 1a(a2−s)
O
O 1
a
In−s


,
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and
B˜−1u0 =


a
a2−s
1
a2−s
...
1
a2−s
0
...
0


, B˜−1u1 =


1
a2−s (x1 + · · · + xs)
1
a
x1 + 1a(a2−s) (x1 + · · · + xs)
1
a
xs + 1a(a2−s) (x1 + · · · + xs)
1
a
xs+1
...
1
a
xn


.
If P1 denotes the usual projection onto the subspace spanned by v0, v1 (v0 = B˜−1u0,
v1 = B˜−1u1) and T1 denotes the 2 × 2 Gram matrix with (i, j)-entry [vi, vj ] (i, j =
0, 1), then we have
[v0, v0] = uT0 B˜−1u0 =
a
a2 − s ,
[v0, v1] = uT0 B˜−1u1 =
1
a2 − s (x1 + · · · + xs) =
√
sβ
a2 − s ,
[v1, v1] = uT1 B˜−1u1 =
1
a
(x21 + · · · + x2n)+
1
a(a2 − s) (x1 + · · · + xs)
2
= a
2 − s + sβ2
a(a2 − s)
and hence by the results in Section 2 with r = 2:
T1 = 1
a2 − s
(
a
√
sβ
√
sβ
a2−s+sβ2
a
)
, T −11 =
(
a2−s+sβ2
a
−√sβ
−√sβ a
)
.
It follows that the matrix of the transformation A˜+ B˜P1 with respect to the basis
{u0, u1, . . . , un} is(
M O
O D
)
, where M =
(
s(β2−1)√
s+δ −
√
sβ
−√sβ −µ1
)
and D = diag(−µ2 −√s − δ, . . . ,−µn −√s − δ). Therefore
λmin(A˜+ B˜P1) = min
{
F(δ),−µ2 −
√
s − δ}
where F(δ) is the smaller eigenvalue of M. It can be readily checked that F is in-
creasing on [0,∞) and so we may choose δ > 0 such that F(δ) = −µ2 −√s − δ if
and only if F(0) < −µ2 −√s. This condition holds if and only if
−
√(√
s(1 − β2)− µ1
)2 + 4sβ2 < µ1 − µ2 −√s − (µ2 +√sβ2) ,
i.e., either µ1 − µ2 −√s > µ2 +√sβ2 or
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s(1 − β2)− µ1
)2 + 4sβ2 > (µ1 − µ2 −√s − (µ2 +√sβ2))2 ;
the latter is equivalent to µ2 +√sβ2 > µ2√s(µ1 − µ2)−1. In these circumstances,
we write F(δ) = −µ2 −√s − δ = −µ1 − # and we find
µ1(GS)  −λmin(A˜+ B˜P1) = µ1 + #
where # satisfies
det
(
−# − µ1 − s(β2−1)#+µ1−µ2
√
sβ√
sβ −#
)
= 0,
i.e.,
#3 + (2µ1 − µ2)#2 + (µ21 − µ1µ2 − s)# − (µ1 − µ2)sβ2 = 0.
Otherwise, µ1(GS)  µ2 +√s + δ for all δ > 0 and so we complete the proof. 
Example 2. Let G = C6 and let S be the set of any two adjacent vertices of G.
By Theorem 3, µ1(GS)  2 + # where #3 + 3#2 − 2/3 = 0. Clearly # < 0.45. We
have µ1(GS) < 2.45. Note that GS is the graph number 8–61 in [1, p. 180]. By [1],
µ1(GS) = 2.41421.
Example 3. Let G be the Petersen graph and let S be the vertex set of G. Then
µ1 = 3, µ2 = 1. By Theorem 3, we have µ1(GS)  5, while it can be checked that
µ1(GS) = 5.
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