This paper presents a conceptually simple and resource efficient method for robust parameter design. The proposed method varies control factors according to an adaptive one-factor-at-a-time plan while varying noise factors using a two-level resolution III fractional factorial array. This method is
MOTIVATION
This paper further advances a line of inquiry actively pursued by our research group for the last few years. A series of empirical and theoretical studies have explored the benefits of adaptive one-factor-at-a-time experimentation and the mechanisms by which it operates. We now seek to translate these results to robust parameter design. In this paper, a set of case studies is used to test the most promising technique we have developed so far. This serves two purposes.
1) The case studies enable us to evaluate the comparative advantage provided by the new robust design method. Previously, model-based studies gave initial estimates suggesting that the new method gives better and more consistent results than crossed arrays. Case studies provide a form of corroboration requiring fewer assumptions than the previous studies. The four cases presented here are a critical step in assembling a body of evidence needed to bring about a change in the theory and practice of robust parameter design.
2) The case studies provide additional insight into the mechanisms by which the new robust design method provides its advantages over the alternative methods. Previously, our research showed how adaptive methods can be effective in the simpler task of improving the nominal response via experimentation. The case studies presented here reveal how these mechanisms map into the more challenging task of robust parameter design.
The next two sections provide more complete background in robust parameter design and adaptive experimentation. After that, the case studies are presented in sequence, analyzed as a set, and conclusions are drawn. One important aspect of Taguchi's method was use of orthogonal arrays that provide advantages of balanced search and efficiency in the presence of experimental error. In most applications of Taguchi methods, a crossed array arrangement is suggested in which control factors are allocated to an "inner" array and noise factors are allocated to an "outer" array. The "outer array" describes the way that the noise factors are varied systematically (they are brought under the experimenter's control for the purpose of the experiment). In a "crossed" array, the same pattern of noise factor variations are induced for each combination of control factor settings in the inner array.
A simple crossed array is depicted in Figure 1 . Here an L4 or 1 3 2 − III array is used for both the inner and outer arrays. The noise factors are a, b, and c and the control factors are D, E, and F. The noise and control factors are depicted in the same 3D space for the purpose of the figure, but in practice they would be physically distinct. Also, in practice, the inner and outer arrays are usually not the same design. In particular, the inner array is usually a larger, more complex arrangement which allows exploration of more control factors and more levels of the control factors.
Taguchi's methods have been subject of considerable debate. Those readers interested in more detail may find it helpful to review the set of discussion papers organized by Nair (1992) . One of the main issues raised has been the use of crossed arrays as compared to combined arrays (in which control and noise factors are varied jointly according to a single plan). A key advantage of the combined array approach is that it provides flexibility for the designer to rule out certain effects a priori and thereby accomplish savings in run size. Welch et al. (1990) were the first to propose the combined array which was later expanded upon by Shoemaker et al. (1991) , Borror and Montgomery (2000) , and others. A systematic approach to selection of combined arrays was provided by Wu and Zhu (2003) . Despite the convincing theoretical case for combined arrays, some empirical studies suggest that cross arrays provide superior outcomes (Kunert et al., 2006) .
A major concern in robust parameter design is the degree to which adaptation can be leveraged. Although robust design methods are sometimes applied iteratively, the vast majority of published case studies employ a "one shot" approach in which the experiment is conducted as initially planned with only a confirmation experiment being dependent on what the data reveal. Box (1999) argued that such "one shot" procedures result in less improvement than would be attained with more opportunities for iteration and revision of the plan based on what data reveal. Many adaptive methods have been proposed for experimental planning and response optimization (Friedman and Savage, 1947 , Box and Wilson, 1951 , Pronzato, 2000 , Henkenjohan, et. al., 2005 , but no adaptive method is currently in wide use for robust design. The authors suggest that this is due to the complexity and resource intensiveness of the alternatives available. Simple, efficient methods might have a large practical impact if their advantages can be demonstrated convincingly.
BACKGROUND ON THE ADAPTIVE OFAT METHOD
Textbooks and academic papers have consistently recommended fractional factorial designs for a wide range of engineering applications including robust parameter design. By contrast, one-factor-at-a-time (OFAT) plans are generally discouraged for any use primarily because they: 1) require more runs for the same precision in effect estimation; 2) cannot estimate interactions, 3) can miss optimal settings of factors. These cautions are valid, but it does not logically follow that OFAT should be discouraged in all cases.
Nevertheless, OFAT is frequently characterized as naïve. One text goes so far as to state:
One way of thinking of the great advances of the science of experimentation in this century is as the final demise of the one-factor-at-a-time method, although it should be said that there are still organizations which have never heard of factorial experimentation and use up many man hours wandering a crooked path. [Logothetis and Wynn, 1989] Contrasting the strong warnings in most modern texts, there are a few advocates of a role for one-at-a-time plans. For example, Milton Friedman and Leonard Savage argued for one-at-a-time plans as an effective means of seeking maxima. They articulated certain deficiencies of factorial (balanced) designs --that it "devotes observations to exploring regions that turn out, in the light of the results, to be of no interest because they are far from the maximum" [Friedman and Savage, 1947] . They argued that "an efficient design for the present purpose ought to be sequential; that is, ought to adjust the experimental program at each stage in light of the results of prior stages." Cuthbert Daniel also appreciated the value of one-at-a-time plans emphasizing the advantages as part of a learning process: [Daniel, 1973] The insights of Friedman, Savage, and Daniel motivated an effort by Frey et al. (2003) to examine an adaptive onefactor-at-a-time (aOFAT) approach that is essentially a discrete version of the sequential one-factor adaptive approach suggested by Friedman and Savage (1947) . In an empirical study, performance of aOFAT plans was compared with performance of orthogonal arrays based on data from 66 response variables in 27 full factorial experiments. The meta-analysis demonstrated that when experimental error is small compared to the factor effects or the interactions among control factors are more than one quarter of all factor effects, an adaptive one-at-a-time strategy achieves greater gains on average than those provided by orthogonal arrays.
To better understand the theoretical basis of these experimental results, Frey and Wang (2006) developed a mathematical model of adaptive experimentation. Based on this model, it was proven that, in addition to exploiting main effects, aOFAT exploits two-factor interactions with moderately high probability even though it lacks the resolution to estimate these effects, where a factor effect was defined to be "exploited" when the effect contributes positively to the value of the response y after some set of procedures have been carried out. Frey and Wang (2006) also proved that if an interaction is large, it will be exploited by aOFAT with substantially higher probability, about 80% if interactions are fairly large and error is fairly small. As a result, aOFAT yields slightly more than 80% of the potential improvement whereas resolution III designs provide only about 70% if interactions are not small (1/3 the size of main effects on average). As interaction sizes rise, the improvement afforded by aOFAT drops slowly and stabilizes at about 75% whereas the improvements from resolution III designs drop precipitously -they are less than 30% when the interactions are as large as main effects. In order to check whether the parameters in these probability models were reasonable, Li et al. (2006) analyzed 116 full factorial data sets. This study revealed that the ratio of interactions and main effects in a typical engineering system are on the order of 1/5.
In order to determine why the results from the previous studies emerged, Frey and Jugulum (2006) analyzed the mechanisms at work in aOFAT. From a set of case studies, four mechanisms were identified and explained. Two of these mechanisms required conditions regarding the "synergy" of the interactions -a property describing relationships among the signs of the main effects and interactions. The other two do not require such conditions and will be explored in more depth in this paper. 1. When a two-factor interaction is smaller than one participating main effect and larger than the other, the process of aOFAT will tend to exploit the interaction in 3 of 4 combinations of starting points and ordering of factors. 2. When main effects are not overwhelming (that is, not larger than all combinations of participating interactions), aOFAT either exploits the main effects or otherwise produces comparable improvements by exploiting interactions that offset the losses due to unexploited main effects.
The results described in this section are all related to the use of aOFAT in improving a response of an engineering system. Robust parameter design is, of course, also concerned with improving an engineering system, but it is a more complex process. To improve a system in both its nominal environment and also its consistency across a range of possible environments, one must both expose the design to off-nominal conditions and also seek improvements in consistency. The goal of this paper is to determine whether aOFAT can be successfully adapted for use in robust parameter design and whether the quantitative results and the underlying mechanisms translate to this domain. To pursue these ends, it was necessary to propose a way to include noise factors in the aOFAT method (which is the topic of Section 4) and to test the proposed approach realistically via case studies (which is the topic of Section 5).
THE ADAPTIVE OFAT METHOD APPLIED TO ROBUST PARAMETER DESIGN
In this paper, we consider a method combining aOFAT with two-level, resolution III fractional factorial outer noise arrays. The method proceeds as follows: 1. A starting point for the search must be selected. The starting point may be selected at random. On the other hand, experience, judgment, or physical insight may be used to select a promising point to begin the search. 2. The robustness of the design is evaluated. Instead of observing a single scalar response at each design configuration as in Frey et al. (2003) , an outer noise array is run. The variance across the observations in the outer array and/or a summary measure of quality such as a signal to noise ratio is computed. 3. A control factor is selected at random and its level is changed from its value at the starting point its other possible values. At each of these values, step #2 is repeated so that an outer array is run and a measure of quality is computed. From this set of values of the quality measure, the best one is selected and its corresponding set of factor levels is adopted as the new baseline from which future changes will be made. 4. The remaining control factors are varied one-at-a-time according to the procedure in step #3. They are selected at random without replacement so that the order of the control factors is random but each factor is varied at some point in the process. As described in step #3, changes in the control factors that improve the overall measure are retained, but other changes are reversed before proceeding. 5. After all the control factors have been varied by the process described in step #4, there is no further experimentation. The current baseline is adopted as the final design. Therefore, the set of control factor levels corresponding to the best quality observed during the process is the combination that is finally adopted. An example of this approach is depicted graphically in Figure 2 . To keep the scenario simple, there are only three control factors and three noise factors. Here, the noise factors are labeled as a, b, and c and the control factors are labeled as D, E, and F. As in Figure 1 which depicts a crossed array, the noise factors and control factors are separate, physically distinct factors despite the fact that they are depicted here in a single 3D space. In Figure 2 , the control factor setting at the top, left, and back of the design space was selected as the starting point, but any other location could have been used. As indicated by the small cube at that vertex with just four corners labeled with dots, the noise outer array was run at the starting point control factor settings. Next, control factor D is toggled to its other level (here the factors all have two levels only) and the outer array is run again at this new setting. According to Figure 2 , the new setting of factor D reveals an improvement in quality and so it is retained as the new baseline. Subsequently, factor E is chosen at random from among the remaining factors and its value is toggled. The outer array is run revealing that quality appears to become worse and so the change in factor E is reversed before proceeding. Finally, factor F is changed which results in an apparent improvement in quality. Therefore the process results in factors D and F having different values as compared to the starting point but factor E being set finally at the same level at which it started. In the end, 16 experiments were required for the aOFAT approach of Figure 2 which is the same number of experiments as in the crossed array depicted in Figure 1 .
The resource consumption of the OFAT approach compared to the crossed array method with resolution III fractional factorial inner array is shown in Figure 3 . The ordinate represents the number of resources consumed, assuming that both methods use an identical outer array of size 2 n-p , where n is the number of noise variables and p is the order of the fraction. The abscissa shows the number of control factors. A similar trend is seen when using 3 level factors. Figure 3 shows that the aOFAT approach with an outer array generally requires fewer experiments than an approach using crossed orthogonal arrays and in the worst case requires the same number of experiments. The aOFAT approach to robust design has been evaluated using a model-based technique (Frey and Li, 2004) . A hierarchical probability model was used to generate a large population of response surfaces to which both the proposed method and the fractional factorial crossed array were applied. The model-based evaluation suggested that the aOFAT method performed better on average and more consistently than a crossed array approach.
These results however depended on the assumptions used in building the model. One major goal of the present paper is to test these results via case studies so that it can be determined if the assumptions of the model are frequently violated and, if so, whether the comparative advantages of aOFAT are sensitive to these assumptions.
A second major hypothesis to be tested regarding the approach proposed in this section concerns the mechanisms by which it operates. It has been established that aOFAT can exploit two-factor interactions. A hypothesis to be tested is that crossing aOFAT with a resolution III outer array will enable the experimenter to exploit additional effects including those involving two or more control factors and a noise factor.
CASE STUDIES
This section presents four case studies in which both the aOFAT method and a crossed array method are used for robust parameter design. Each case study provides: 1) some background and context; 2) details needed for the reader to replicate the outcomes of the case; 3) the outcomes when applying the robust design methods; 4) some discussion of the underlying mechanisms explaining what was observed.
In each case study, every robust design method is repeated in a total of 110,000 trails. Pure experimental error is simulated by adding a normally distributed pseudorandom variable to every observation made in the simulated experiments. To asses the effect of the pure experimental error, 11 different levels of error are induced with 10,000 trails allocated to each level of error.
In each case study, two alternatives of the aOFAT method are evaluated. The alternatives differ only in the choice of starting point. In one alternative, denoted aOFAT random, the starting point is selected at random from the space of control factor settings. In the other alternative, denoted aOFAT informed, the starting point is selected by setting each control factor independently so that the probability of starting at the correct level is 75% for twolevel factors and 66.7% for three-level factors. These values were chosen to be halfway between the extremes of guessing at random and having perfect knowledge of the best level. This aOFAT informed alternative is meant to model what the authors believe to be typical of robust design practice --that the experimenters are not indifferent among the alternative levels of the control factors, but rather have some ability to infer the best levels a priori based on their engineering experience and physical insight.
The crossed array method is also subject to variation from trial to trial. The inner array is chosen randomly from among all the possible fractions of the stated factorial design. In practice, the experimenters might be able to use some a priori knowledge of the system to choose intelligently among the fractions. However, we did not attempt to model this sort of judgment within our simulations. The results should be viewed in light of this fact.
In each case study, we ran a crossed inner and outer array, analyze the main effects of the control factors on a signal-to-noise ratio, and chose the levels of the factors offering the highest predicted measure. As discussed in the previous section, many practitioners prefer either response modeling or modeling of the mean and dispersion. Both of these approaches require more interpretation to apply to individual cases so we chose to use the "classical analysis" as the more straightforward comparator across the case studies. A further advantage is that the "classical analysis" was generally the most effective technique for analysis of the crossed array according to our previous research.
SHEET METAL SPINNING
The engineering system in this case study is sheet metal spinning process -a flexible forming process used to manufacture axially symmetric, hollow, metal objects. The process begins with a piece of sheet of metal which is rotated as it is deformed by a CNC controlled rolling tool as depicted in Figure 4 . Kunert et al. (2005) published a study in which various methods were used to improve the robustness of the process. The noise factors were the type of alloy, heat treatment of the stock, and endpoint of the path at the rim of the workpiece (designated m, n. and o respectively). The control factors (designated A through F) included the number of passes made by the rolling tool and other factors describing the nominal geometry of the rolling tool's path. The response recorded in the experiments was A 20 -a nonnegative quantity describing an area on a graph of 20 measured values of the wall thickness. An ideal process would produce an article with wall thickness the same as the stock sheet metal uniformly across the part, giving an A 20 of zero.
The sheet metal spinning process should preferably deliver consistently low values of A 20 despite variation of the noise factors.
A physical experiment was conducted by Kunert et al. (2006) including a total of 108 observations. The following equation "gives a possible explanation for the results of all four series of experiments" (Kunert et al., 2006) (1) where the value of A 20 is in mm 2 and x A through x o represent the values of the control and noise factors coded so that +1 and -1 represent the high and low values used in the experiments. Kunert reported --"we do not claim this is the true model, but the predictions fit quite nicely to all the observations." The model is reasonably parsimonious including only seven out of 36 possible two-factor interactions and only three out of 84 possible three-factor interactions and attains an adjusted R 2 value of over 98%. In this case study, Equation 1 will be taken as the response surface characterizing the physical behavior of the sheet metal spinning process. We will assume that the goal of the simulated robust design study is to attain consistently low values of A 20 and that the sum squared values of A 20 across a population of manufactured articles is to be minimized.
Figure 5. Results for three methods of robust design applied to the sheet metal spinning model.
The results of the robust design simulations for crossed arrays, aOFAT random, and aOFAT informed are presented in Figure 5 . The ordinate is smaller-the-better S/N ratio. For this system, given the assumed behavior in Equation 1 and assuming that the control factor levels are limited to the discrete coded levels, the maximum S/N ratio that can be achieved is -4.4 dB which is 7.4 dB higher than the average S/N ratio across the design space considered in this study. This best result occurred at coded levels of A=+1, B=+1, C=-1, D=-1, and F=-1. The performance of the system is the same regardless of level of E because it has no main effect, participates in no significant control by control interactions, and participates in no control by noise interactions in which the participating noise has a main effect. With the optimal selection of factor levels, the following effects all tend to offset the grand mean: F, B, BC, AC, BCD. In addition, the Cn interaction is exploited to offset the main effect of n but the DEo interaction fails to be exploited to offset the Eo interaction because exploiting the BCD interaction takes priority.
The abscissa of Figure 5 is the standard deviation of pure experimental error added to values of A 20 in the simulations (the units of A 20 are mm 2 ). The values on the abscissa range up to 2 mm 2 which is a large amount of error given that the biggest main effect in the system was 0.8mm 2 according to Equation 1. The lines plotted denoted the average outcome of the robust design methods. Each datum on the figure is based on 10,000 simulations of the respective method.
The most salient feature of Figure 5 is that all the robust design methods were reasonably effective. When experimental error was low, all three methods improved signal to noise ratio by a large margin. As experimental error increased, the benefits afforded by all the methods dropped.
In addition to showing the overall benefits of robust design, Figure 5 reveals the comparative performance of the alternative methods. The performance of the crossed array and the aOFAT random methods of robust design were nearly identical for this case study with a slight advantage afforded to the aOFAT random method as long as experimental error was low. At low values of error, the improvement in signal to noise ratio was -6.7 dB for the aOFAT random method, compared to -7.5dB for the crossed array method (with standard deviations of 2.1dB and 1.9dB respectively). Because the number of samples was so high (n=10,000) even this modest difference in means is statistically significant at much better than 99% confidence (using t-test assuming unequal variances), although for any paired comparison of two individual values, aOFAT random provides as much or more improvement than crossed arrays in only about 2 out of 3 instances.
In this case study, aOFAT provides an advantage over crossed arrays when experimental error is low, but the situation is reversed as experimental error increases. The performance of aOFAT random and crossed arrays intersect when experimental error is roughly two and a half times the size of the largest control main effects.
The method with the best performance on this case study was aOFAT informed. Given an assumption that a designer could choose promising starting conditions for the search, the percentage increase in signal to noise ratio could be improved by an increment of about 1 dB as compared to aOFAT random with the increment shrinking gradually over the range of experimental error considered in this study.
It is interesting to consider the mechanisms underlying the data in Figure 5 which begin to explain the performance of the robust design methods evaluated here. A specific hypothesis proposed in section 4 was that aOFAT when crossed with an outer noise array would, with high probability, exploit effects involving two or more control factors and a noise factor. In this case study, aOFAT random exploits the DEo interaction in 91% of instances when error is low or 72% when error is high. Results for aOFAT informed are slightly better. By comparison, the crossed array exploits the BC interaction with odds comparable to random chance.
Not depicted on Figure 5 are facts concerning the variability in performance of the robust design methods.
The outcomes of the crossed array varied substantially due to the selection of the inner array among the eight possible fractions of the 3 6 2 − III . The best outcome included the best possible outcome of -4.4 dB which occurred in 1/4 of all the simulations. When experimental error was low, these good outcomes corresponded to any cases in which the inner array was selected so that it included defining relations D=-AB and F=BC. The worst outcome was a signal to noise ratio of -15.9 dB which occurred in 1/4 of all the simulations. When experimental error was low, these poor outcomes corresponded to any cases in which the inner array was selected so that it included defining relations D=AB and F=-BC.
With this choice of experimental design, the BC interaction consistently failed to be exploited to offset the grand mean and the Cn interaction consistently failed to be exploited to offset the main effect of n. There does not seem to be any simple explanation why the best and worst choice of inner array lead to these outcomes and it seems implausible that a priori knowledge of the experimenter would enable them to choose these best fractions or avoid the worst ones. It might also be interesting to note the marginal increase in performance of the crossed array method as error increases from 0 to 0.27mm 2 . While it might be counter-intuitive to see an increase in performance with increase in experimental error, closer inspection revealed that the small error helped certain detrimental aliasing patterns to conclude in positive results that could not arise at zero error.
The outcomes of the aOFAT random method also varied substantially due to the random selection of the starting point and order in which factors were varied. The range and variance of the outcomes were closely comparable to those of the crossed array method. The best outcome included the best possible outcome of -4.4 dB which occurred in 40% of all the simulations. These good outcomes corresponded most often to cases in which the starting point included 3 of 5 relevant factors set correctly regardless of which ones they were. This seems significant since the judgments needed are of the sort "for good dimensional consistency which is more promising --8 passes of the forming tool at low force or 4 aggressive passes?" If 75% of engineers can choose the better answer (in this case, 8 passes), then the aOFAT informed method can be used and therefore better results can be obtained.
The worst outcomes of aOFAT were a -16.9 dB S/N ratio which occurred in less than 2% of all the simulations and a -15.9 dB S/N ratio which occurred in less than 3% of all the simulations. These poor outcomes tended to correspond to any cases in which the starting point had B=-1 and C=-1 and B was set after C which was set after A. With this relatively rare and unfortunate choice, the factor A would be set at -1 due to the large AC interaction given the current level of C, then C would switch to +1 given the large BC interaction given the current level of B, then B would in about half the cases be held at -1 due to the large BC interaction which was already exploited making the conditional main effect of B small. The case illustrates nicely that, although an aOFAT method can lead to a poor outcome under a defined set of circumstances, the probability of these circumstances is often very small. The small probability of poor outcomes observed in this case study is generally consistent with the mechanisms identified by Frey and Jugulum (2006) , which predict that the probability of the undesirable outcomes are 25% when the interactions are intermediate between the relevant participating effects or else 0% when the interactions are overwhelming. This case study represents a more complex mixture of mechanisms, yet the useful properties of aOFAT persisted.
Overall, aOFAT was a superior approach in this case study unless the degree of experimental error is very large --more than twice the largest control main effect. The advantage of aOFAT was substantially greater if the experimenter could choose a promising starting point for the robust design process. The case study illustrates that a crossed array also provides good results and also provides a high degree of robustness to experimental error.
OPERATIONAL AMPLIFIER
The engineering system in this case is an operational amplifier (op-amp). The case was developed by Phadke (1989) to demonstrate the use of crossed arrays for robust design using computer simulations. The op-amp design has 15 circuit elements whose parameters are to be chosen so that the offset voltage of the circuit exhibits little variance due to manufacturing variations. The op-amp was to be manufactured by a lithography process which implies that the variations are likely to be strongly correlated. There are 21 noise factors which affect the offset voltage (operating temperature plus 20 factors characterizing the circuit elements). As in Phadke (1989) , we modeled some of the noise factors as correlated and some as independent, defined some noise factors as lognormally distributed, and used an L36 with sliding levels. In other words, we used the same outer array as Phadke (1989) .
We developed a simulation of the op amp circuit depicted in Figure 6 based on an Ebers-Moll model of the transistors. To check that the model was correctly implemented, the results were checked against Phadke's published results for the L36 outer array. Once the simulation was verified, we went on to simulate the robust design methods using the simulation.
Phadke defined five control factors each having three levels. Using these same factors and levels, adaptive OFAT requires 11 repetitions of the outer array. Phadke's crossed array approach employed an L36 inner array. To make the resource demands more nearly similar to that of OFAT, we reduced the inner array to an L18 which Phadke had recommended as "the best choice for studying five control factors at three levels each" but which had not been used in the case study since simulation effort was not the critical issue.
The results of the robust design simulations for crossed arrays, OFAT random, and OFAT informed are presented in Figure 7 . The ordinate is the "signed target" signal to noise "ratio" (-10log(σ 2 )) of the resulting op-amp after robust design. The abscissa is the standard deviation of pure experimental error in our simulations. The maximum amount of error, 10mV, was selected to adequately illustrate the effect of experimental error on the data. The abscissa includes the median sized noise factor main effect across the design space, but does not include the largest noise factor effect, that of the transistor gain SIENP which is very large (almost 30mV) since the noise factor was varied so aggressively (by more than a factor of 7). The results for the crossed array method of robust design (Fig. 7) indicate that it was highly effective and consistent. On average, the method improved the signal to noise ratio to 37.2dB which represents an 8.5dB improvement and was within 0.1dB of the highest possible value within the discrete space of design options. When experimental error was low, the crossed array method provided different outcomes depending on the assignment of factors to the L18 --37.3dB (in slightly over half of the simulations), 37.2dB (in almost 1/3 of the simulations), and 37.0dB (in just over 1/10 of the simulations). These results are so consistent because the crossed array always exploits the large control by noise interaction between RPEM and SIENP to offset the overwhelmingly large SIENP noise main effect and also always exploits the small synergistic interactions with RNEM and CPCS. However, the level of RFM is frequently (42% of the time) set at something other than the optimum level. This arises because the beneficial effects of setting RFM at level 1 are substantially due to an RFMxRPEMxSIENP interaction which the crossed array cannot resolve rather than from the RFMxSIENP effect which it can resolve. Depending on the various aliasing patterns in the L18, the effect of RFMxSIENP which is very small is aliased with other control by noise interactions which cause the effects RFM on the signal to noise ratio to be positive or negative with nearly equal probability. In this case study, these inner array aliasing patterns cause the crossed array to perform slightly off optimum at low experimental error. However, in this case these problems are offset by the insensitivity of the crossed array to larger degrees of experimental error which is observed in Figure 7 .
The results for the aOFAT methods indicate that they were also highly effective.
On average, if pure experimental error was small, aOFAT random improved the signal to noise ratio to slightly under 37.2dB and aOFAT informed improved the signal to noise ratio to slightly over 37.2dB. When experimental error was low, the aOFAT random method provided different outcomes depending on the starting point and ordering in which the factors were varied --37.3dB (in about 88% of the simulations), 37.2dB (in about 2% of the simulations), and also some poorer outcomes 36.3dB (in 6% of the simulations) and 34.1dB (in 2% of the simulations). These results are in one sense better than that of crossed arrays in that the chance of getting the ideal outcome is much higher, but in this case the tail of the distribution is longer on the negative side. Like the crossed array, aOFAT always exploits the large control by noise interaction between RPEM and SIENP to offset the overwhelmingly large SIENP noise main effect. However, unlike the crossed array, aOFAT sometimes failed to exploit the smaller interactions of noise factors with RNEM and CPCS. Perhaps most importantly, aOFAT exhibits more sensitivity to experimental error than crossed arrays as can be observed in Figure 7 .
It is interesting to consider the mechanisms underlying the fact that aOFAT random attained the optimum in 88% of the simulations at low experimental error. In order to do this, it had to exploit the rather small control by control by noise interaction RFMxRPEMxSIENP with probability 88%. Since the interaction is smaller than the participating effect of RPEMxSIENP but larger than the effect RFMxSIENP, the mechanism in Frey and Jugulum (2006) would predict that the interaction should be exploited in 75% of cases. Since the interaction is also synergistic with some small control by noise interactions, the probability observed in this case is slightly higher than predicted by the mechanism were it operating exclusive of other mechanisms.
The small differences among the three methods should be viewed in light of the overall benefit of robust design of more than 8dB. All the methods provided nearly the full benefits attainable within the chosen space of discrete design factor levels. The greater sensitivity of aOFAT to pure error is an important consideration if robust design is being conducted using physical experiments, however, in a computer simulated case study the experimental error is effectively zero. Note that aOFAT requires 11 repetitions of the outer array whereas the crossed array required 18 repetitions.
Overall, for this case study, all the methods give essentially equivalent results, but crossed arrays provide substantially lower sensitivity to experimental error. The cross array requires about twice the experimental or computational effort in this application. Therefore in performing robust design via computer simulations, the aOFAT methods may be preferred in this case study as well.
PAPER AIRPLANE
The engineering system in this case is a paper airplane, folded from a template developed by Eppinger (1995) which is depicted in Figure 8 . This case study, unlike the other three in this paper, is based on a physical experiment rather than a computer simulation. The physical experiment was added to the set of cases to make it possible for interested readers to demonstrate these results in the presence of actual experimental error as well as simulated error in computer simulations.
Using the template in Figure 8 , the first five folds are the same across the set of aircraft, but then 81 different aircraft configurations are produced by choice among four three-level control factors: weight position (A), stabilizer "flaps" (B) (which are actually not flaps but are more akin to winglets or vertical stabilizers), nose length (C), and wing angle (D). Three two-level noise factors were devised and implemented: which hand was used, whether or not gloves were worn, whether the thrower stands on one or both feet. A crossed array physical experiment was conducted with a full factorial inner array 3 4 and an outer array 1 3 2 − III . Flight distance (inches) was recorded for each of the 324 observations in the crossed array. With this data, we were able to simulate adaptive OFAT and crossed array experiments since any needed observations could be looked up in the data table regardless of the choice of fraction for the crossed array and regardless of the starting point design or search path in adaptive OFAT. It is worth noting that the primary source of observed variation in this experiment was not the noise factors induced in the outer array which account for somewhat less than half of the observed variations due to noise. Most of the variations observed were due to noises not deliberately induced such as changes in the throwing speed, drafts in the room, and small variations in folding the planes. It is generally believed that crossed arrays have an advantage over single array designs in such circumstances (Nair, 1992) . Since all of the robust design methods compared here have a crossed structure, this issue should not come into play.
For the paper airplane study, the results of the robust design simulations are presented in Figure 9 . The ordinate is the improvement in larger-the-better signal to noise ratio. For the paper airplane, among the 81 planes the highest signal-to-noise ratio was 41dB which occurred with control factors set at A=3, B=1, C=1, D=1. This plane flew and average of 225in and did so very consistently. The abscissa of Figure 9 is the standard deviation of pure experimental error added to values of flight distance looked up in the robust design process simulations. The values on the abscissa range up to 50in which is a very large amount of error, about 4 times that observed in the physical experiment due to the combined noise factors and even more than the largest control main effect in the system of 30in (which is the effect of removing the stabilizer flap at the tip of the wings).
The most salient feature of Figure 9 is that, although all the robust design methods were effective to some degree, the aOFAT methods are clearly superior to the crossed array even in the presence of a large degree of experimental error. In addition, for this case study, the use of an informed starting point for aOFAT substantially improved the outcomes, roughly splitting the difference between the aOFAT random outcomes and the maximum possible performance. The crossed array exhibited less sensitivity to experimental error, but this was not enough to compensate for the large advantage of aOFAT in this case study.
Not depicted on Figure 9 are facts concerning the variability in performance of the robust design methods. The outcomes of the crossed array varied substantially due to the selection of the inner array among the nine possible fractions of the L9. When experimental error was very low, each of the fractions of the L9 resulted in a different design and not a single control factor was consistently set to a preferred level. The range of outcomes (36.7dB to 40.4dB) did not include the best possible outcome of 41dB. The outcomes of the aOFAT methods also varied substantially due to the random selection of the starting point and order in which factors were varied. The variance of the outcomes were closely comparable to those of the crossed array method. The key difference is that the aOFAT methods varied about a much better mean outcome than the crossed array.
Due to the large number of samples (n=10,000) all of the differences in mean performance plotted on Figure 9 are statistically significant at much better than 99% confidence (using a t-test assuming unequal variance). It should be noted, however, that in individual paired comparisons, the outcomes are frequently reversed. For example, in the paper airplane case study, aOFAT random provides a better or equal outcome than a crossed array in about 8 of 10 instances when error is low and about 6 of 10 instances when error is high.
It is interesting to seek reasons that explain the relatively poor performance of the crossed array on this case study. In analyzing the data from the full factorial experiment, the main effects of control factors (on the signal to noise ratio) account for just over 70% of the sum squared variance leaving about 30% of the variance to be explained by interactions involving two or more control factors. These interactions are not sparse, meaning that no small number of interactions can be used to explain the majority of the effects. Hence, there is no simple mechanistic explanation of why some choices regarding assignment of factors to the L9 work better than others. It also seems implausible that a priori knowledge of the experimenter would enable them to choose these best fractions or avoid the worst ones. It is probably more fruitful to simply consider that the interactions affect the outcomes as if they were experimental errors and that these interactions should be reduced by redefining the control factors, or the response, or both. However, it is not clear to the authors how this can be done in general or even how it can be done in this case study. As Frey and Wang (2006) demonstrated, interactions involving two control factors pose significant difficulties for resolution III and resolution IV fractional factorial designs. This case study (which, as previously discussed, contains large interactions among control factors) demonstrates that these difficulties also translate to robust parameter design in which control by control by noise interactions must frequently be exploited to get good results.
It is also interesting to seek reasons that explain the relatively good performance of the aOFAT random method on this case study. First, note that the paper airplane case study is different from the others in that the noises induced in the outer array account for much less of the variance than dispersion effects generally. Therefore, rather than seeking to explain the mechanisms in terms of interactions with specific noise factors, it is more sensible to consider the control by control interactions with dispersion. Analyzing the population of 10,000 simulations of aOFAT random with experimental error at a low level, we find that 100% of the final designs exploit the largest control effect on the mean (having the stabilizer "flaps" either up or down), 98% exploit the largest control effect on dispersion (avoiding C=3 which results in poor lateral stability), over 80% exploit the largest control by control interaction effect on the mean (by avoiding having the paper clip back if the fold D is angled inward). Concerning the hypothesis proposed in section 4, the largest interaction effect involving two control factors and dispersion is related to the fact that deploying the winglet either up or down (setting B to -1 or 1) reduces the variance if the nose of the airplane is short (C=-1) whereas the same design change increases the variance if the nose of the airplane is relatively long (C=0 or +1). The process of aOFAT random exploits this effect in 81% of instances if the experimental error is low and in 67% of instances if the experimental error is high. The probabilities are substantially higher if an informed starting point is used. Another large interaction effect in this system involves avoiding BD=+1 because the fold D is angled inward when the stabilizing flap is down. The aOFAT approach exploited this effect in 60% of instances.
In addition to the good baseline performance of the aOFAT random method, it is worth considering the prospects for the substantial additional gains afforded by a good starting point (as indicated for the aOFAT informed method in Figure 9 ). Most all of the best starting point designs have B=1 or B=3 meaning that they have a vertical surface to stabilize the flight in yaw. As observed in student design exercises (Magee and Frey, 2006) most people with some engineering training will select designs with these features when given an opportunity to experiment sequentially with this template. In the opinion of the authors, although a priori selection of a promising L9 seems implausible, it seems quite reasonable that experimenters can pick a favorable starting point for the aOFAT method.
Overall, aOFAT was a substantially superior approach in this case study even when the degree of experimental error was large.
The advantage of aOFAT was substantially greater if the experimenter could choose a promising starting point for the robust design process. In this case study, insensitivity of the crossed array to experimental error could not compensate for other aspects affecting relative performance of these robust design methods. As the discussion here illustrates, this system includes some large physical effects involving two control factors. Neither of the robust parameter design methods considered here has the resolution to estimate these effects. This case study illustrates that such circumstances severely degrade the performance of crossed arrays. By contrast, the case study provides further evidence that aOFAT can provide good outcomes even in these challenging circumstances because it can exploit such high order interactions with relatively high probability.
FREIGHT TRANSPORTATION SYSTEM
The engineering system in this case study is a regional freight transportation system. Glazner and Sgouridis (2005) Sterman; . This case differs from the other studies listed in this paper, in that the system under question is a macro-level socio-technical configuration whereas the other case studies concern the physical design details of products and processes. The control factors are all parameters of public policies and the noise factors are exogenous forces of the region wherein the transportation system is operated.
The simulation model uses up to five control factors and six noise factors. However, for the purpose of this case study only four control factors and three noise factors were studied while maintaining the others constant. Control variables of interest were the gas tax, truck weight limit, product tax and carbon emission tax levels. Noise variables of interest were the fuel efficiency of the truck, the landfill price, and truck emissions. There are multiple output variables for this system and a single objective function that incorporates all the outputs was adopted from Glazner and Sgouridis (2005) . The aim of the study was to maximize this objective function. Both the designs result in two half-fractions that can cover their respective full matrices. As in the other case studies the arrays were selected at random for both inner and outer arrays making all four combinations of inner and outer arrays equally likely. For aOFAT there are 16 possible starting points. The larger-the-better signal to noise ratio was the measure used to assess the control factor combinations chosen by each method.
The output resulting from the objective function attempts to compare the economic influences directly with the environmental impacts by monetizing emission and landfill externalities (Glazner and Sgouridis; 2005) . The typical range of this value when tested was found to be between $550 million and $-900 million. In order to objectively evaluate certain quality measures (such as signal to noise ratio) it is imperative that all the response values are either positive or negative. Hence, an offset (the lowest required) was applied to the response in order to eliminate changing signs. The case study results presented here were not strongly affected by the selection of the offset value.
The results of robust design simulations are presented in Figure 11 . The standard deviation of the experimental error was varied from $0 to $400 million. A notable feature of Figure 11 is that the aOFAT methods perform much better than the crossed array as long as experimental error is low. However, as experimental error increases the performance of the crossed array is found to be better. The crossover point is seen when the standard deviation of the experimental error is approximately $125 million which is about half of the largest control factor effect. The crossed arrays exhibit extremely low sensitivity to experimental error in this case and even perform slightly better in the presence of some error than with none at all.
The mean signal to noise ratio is 19.7 dB and the maximum possible increase is 23.0 dB. The maximum SN ratio is obtained by setting the four control factors, gas tax = +1, truck weight limit = -1, product tax = -1 and carbon tax = -1. From Figure 11 we can see that all three methods were highly effective. At low error levels the aOFAT methods provided 97% of the available opportunity for robustness improvements. By comparison, crossed arrays provided 93% which is still an excellent outcome. At high levels of experimental error comparable to the largest control factor effect, the aOFAT methods are reduced in effectiveness but still provide more than 80% of the potential improvements available. By comparison, the crossed arrays exhibit almost no reduction in effectiveness. A possible explanation for the relatively high performance of the crossed arrays comes from the fact that the selection of inner array is not highly fractioned. Also, 12 of the 16 possible treatment combinations produce signal to noise ratios within 1dB of the optimum. This feature of the design space can be partly explained by the fact that the response exhibits strong anti-synergistic interaction effects. In this case, selection of a poor control factor level in terms of main effects is often partly compensated for by the interaction which has the opposite effect.
Due to the large number of samples (n=10,000) the differences in mean performance at low experimental error are statistically significant at much better than 99% confidence (using a t-test assuming unequal variance). It should be noted, however, that in individual paired comparisons, the outcomes are frequently reversed due to random choices of starting point and fraction of the factorial design. For example, in the freight transportation case study, aOFAT random provides a better or equal outcome than a crossed array in 93% of all instances when error is low, and 40% when error is high (across a range of error as indicated on Figure 11 ).
It is interesting to seek reasons that explain the relatively good performance of the aOFAT random as compared to crossed arrays for the freight transportation system. This system proves to be a counter-example to the general trend in that the largest interaction involving two control factors and noise is exploited in only 10% of circumstances.
Despite this fact, the outcomes are generally very good. Looking at distribution of effects and their significance, it was found that there were seven effects that were significantly larger than the rest. These were, gas tax, truck capacity, fuel efficiency of the truck, the three two-way interactions and one three-way interaction resulting from these variables. Also, the nature of the halfeffects and signs were such that six out of the eight treatment combinations that could result from the enumeration of these three factors resulted in approximately the same good outcome. Analyzing the population of 10,000 simulations of aOFAT random with experimental error at a low level, we find that there is no single instance when aOFAT recommends the two (of eight) inferior solutions. At low errors this is found to be true for crossed arrays as well. However, the relative advantage that aOFAT has over crossed arrays, at this error level, arises from the exploitation of all the other smaller effects in the system (primarily the remaining two control factors). The two control factors, product tax and carbon emission tax, are both exploited in 72% of the simulations and at least one of the two is exploited in 95%. This is much lower for crossed arrays which exploits both factors in approximately 50% of the simulations and at least one of the two in 75%. The reason is that in two of the four possible fractions (2 inner arrays, 2 outer arrays), both factors are exploited, while in one of the remaining fractions only one of the main effects is exploited.
In this case, the aOFAT informed method performs only slightly better than aOFAT random. Five of the 16 starting point designs tend to lead to superior results if there is low experimental error. However, at high levels of experimental error, these advantages are not sustained. In addition, two of the worst starting point designs in this case produce the opposite effect; they lead to poor outcomes when experimental error is low, but lead to generally good outcomes if experimental error is increased.
Variance in the performance of the three robust design methods all increases with experimental error. At low experimental error all three methods produce similar variance in outcomes, although the crossed array exhibits slightly higher variance. At high experimental error, it was found that the crossed array provided much more consistent outcomes (1.5 to 2 times better) than the aOFAT methods.
In this case it was found that all the methods produced large improvements in robustness. The primary factor affecting the relative performance of the methods in this case was experimental error. When experimental error was low, the aOFAT methods provided substantially better outcomes regardless of the stating point design. Therefore, the aOFAT methods can be successfully conducted even when the designer has minimal a priori knowledge of the system. However, if experimental error was larger than about half of the largest control factor effect, then crossed arrays provided better results on average and provided more consistent results. Table 1 summarizes the results of the four cases in terms of the improvement in signal to noise ratio attained in each case study and on average across all four case studies. Table 3 is based on the data in Table 1 but here the data was transformed into percentages of the maximum available improvements within the design space. These results, as a set, are consistent with the following principal conclusions:
DISCUSSION OF CASE STUDIES AS A SET
• If experimental error is low, aOFAT crossed with an outer noise array provides substantially better outcomes than crossed orthogonal arrays. Under these conditions, Tables 1 and 3 show that aOFAT random provided, on average, and additional 0.4 dB or an additional 10% of the potential improvement as compared to crossed arrays.
• The use of a good starting point for the aOFAT process substantially improves both the average performance and the consistency of the results. This can be observed by comparing the aOFAT informed and aOFAT random columns in Tables 1 and 3. • If a system contains substantial interactions involving two control factors, the advantages of aOFAT crossed with an outer noise array as compared to crossed factorial arrays is larger and persists in the presence of greater experimental error. The sheet metal spinning and paper airplane case studies illustrate this point.
• In most of the case studies, crossed orthogonal arrays provide an advantage over aOFAT random if experimental error is high because the performance of crossed arrays is relatively insensitive to experimental error. But on average across the set of case studies, the advantage is modest (about 0.2 dB or 2% of the available improvement) even though the degree of experimental error applied was large.
• The results of aOFAT do depend on such somewhat arbitrary decisions as the starting point and order in which factors are varied, but not quite as much as the choice of an inner orthogonal array depends on such relatively arbitrary choices as which factor to assign to which column. As a consequence, aOFAT methods provide more consistency across different applications than crossed arrays (this is distinct from consistency in the presence of experimental error in which crossed arrays exhibit an advantage).
• The additional benefits of an informed starting point are so large that, even at high experimental error, aOFAT informed is to be preferred to crossed arrays since it provides slightly greater improvement on average and exhibits less variance across different applications. This can be observed by comparing the fractional array
and aOFAT informed columns in Tables 1  and 3 . 1.5 to 8.4 2.5 to 7.6
1.9 to 7.5 TABLE 2. Robust design methods applied to hierarchical probability models (adapted from Frey and Li, 2004) . The main conclusions listed here and the numerical results in Table 1 are consistent with previous studies using hierarchical probability models (Frey and Li, 2004) . Table  2 presents the data from Frey and Li (2004) , not in the form originally published (as percent reductions in transmitted variance), but instead transformed into equivalent increases in signed target S/N ratio to simplify direct comparison with values in Table 1 . The model-based study had considered two scenarios: 1) one wherein high order effects such as control by control by noise (CxCxN interactions) are present at rates consistent with empirical studies (Li, et al., 2006) ; and 2) one wherein control by noise interactions were present, but all higher-order effects were inactive. Both of these scenarios were run with relatively low experimental error.
In the set of four case studies, two (sheet metal spinning and paper airplane) involved large interactions involving two or more control factors, one (freight transport) involved some small control by control by noise (CxCxN) interactions, and one (the operational amplifier) was strongly dominated by lower order effects involving exactly one control factor. For the one case without CxCxN interactions (the op amp), the case is slightly outside and above the range of results we predicted. Note that given a sample of four case studies, it is likely that one will fall outside a range of 25% to 75% fractiles. Of the remaining three case studies, all three cases are within the corresponding fractile range of the model-based study assuming CxCxN interactions and low error. Overall, the data from the four case studies (Table 1) at low error is consistent (at α=0.05) with the hypothesis that the four case studies are drawn from the same population as the model-based studies. With only four case studies, a large range of performance has to be viewed as consistent with the previous results. Nevertheless, the four case studies give additional credence to the previous model-based studies (Frey and Li, 2004) indicating advantages in average performance and consistency of aOFAT as an alternative to crossed arrays.
The main conclusions listed here are also consistent with previous studies using probability theory (Frey and Wang, 2006) . Table 3 shows that on average across the four case studies, aOFAT random provided 84% of the potential improvement. Previous research showed that aOFAT when used for response improvement (without explicitly considering robust parameter design) provided in excess of 80% of the possible improvements on average if experimental error is not too large (Frey and Wang, 2006) . Table 3 shows that on average across the four case studies, the amount of improvement predicted by theory decreases to 64% if pure experimental error is high, which in this set of case studies corresponded to errors multiple times larger than the main effects. The results of Frey and Wang (2006) predict a similarly mild decrement of performance although the size of experimental error in that study was not as large as that considered here.
Previous research showed that a major reason for the good performance of aOFAT when used for response improvement is its ability to exploit two-factor interactions (Frey and Wang, 2006 ) and a variety of mechanisms were demonstrated by which this occurs (Frey and Jugulum, 2006) . The case studies are consistent with the hypothesis that, when used for robust design by crossing it with a resolution III noise array, aOFAT is able to exploit not only two-factor interactions, but also higher order effects involving two or more control factors and noise factor. Table 4 summarizes results of the case studies listing the probability of exploiting the largest single interaction effect involving two control factors and either one noise factor or else dispersion effects generally. We defined a factor effect has being "exploited" when the effect contributes positively to the value of the value of the chosen measure such as the signal to noise ratio after some set of procedures have been carried out. For the case of low pure experimental error using aOFAT random had high probability (81% to 91%) of exploiting the largest interaction in three cases and a 10% probability in one case. Across the four cases there was an overall 67% probability of exploiting the largest interaction involving two or more control factors. This is consistent with the predictions of Theorem 5 in Frey and Wang (2006) if we assume that the ratio of lower order effects and higher order effects is about 1/5 as suggested by Li and Frey (2006) .
The data in Table 4 is also consistent with the mechanisms derived by Frey and Jugulum (2006) . Since the previous study had only concerned response improvement rather than robust parameter design, care must be taken in mapping those results onto the case studies. Supported by the case studies, we propose that two of the mechanisms maps onto robust design as follows: 1. When a control by control by noise interaction is smaller than a two-factor interaction between the same noise factor and one of the control factors and is larger than the two-factor interaction between the same noise factor and the other control factor, adaptive OFAT crossed with a resolution III noise array will tend to exploit the interaction in about 75% of combinations of starting points and ordering of factors. This mechanism was observed in the sheet metal and paper airplane case studies. 2. When control by noise interactions are not overwhelming (that is, not larger than all combinations of participating higher order interactions), adaptive OFAT crossed with a resolution III noise array either exploits the control by noise interactions or otherwise produces comparable improvements by exploiting interactions that offset the losses due to unexploited main effects. This was observed in the op amp and the freight transportation case studies. The Tables in this section include labels "Low ε" and "High ε," therefore it is important to consider how the size of pure experimental error can be evaluated across different case studies. Across the four cases considered here, the standard deviation of the pure experimental error was varied from zero to approximately twice the value of the largest control factor (on average). This was done in order to illustrate the idea that the relative advantage of aOFAT over crossed arrays is a function of experimental error. However, we believe that the high error levels reported in this study might be well beyond that seen in typical engineering systems subject to experimentation. In the op amp case, being based on deterministic simulations there was no actual experimental error (it had to be simulated for the purpose of this study), the difference in performance at zero error was very small, and the advantage in run size for aOFAT was a factor of two. In the other three cases, the actual experimental error in the system was computed from replicates. This value was found to be within the lower 15% of the entire range of experimental error levels in each case. Furthermore, the observed error levels were lower than the error at crossover. We conclude that, given the actual degrees of experimental error, aOFAT would be a better choice in all four of these specific cases.
CONCLUSIONS AND FUTURE WORK
Our research group is involved in a long term effort to better understand adaptive experimentation. Robust parameter design is one of the most promising potential applications of these adaptive approaches, so we devised studies to compare adaptive methods to other alternatives.
In this paper, we tested these results against a set of four case studies. We find that this set of cases is generally consistent with our previous results and that the following conclusions are supported:
• The adaptive one-factor-at-a-time approach is demonstrated to be superior to crossed arrays, on average, when pure experimental error is much smaller than the effects to be exploited. The adaptive onefactor-at-a-time approach is also superior to crossed arrays, even in the presence of high experimental error, for systems that contain large interactions involving two or more control factors. These conditions for selection of adaptive plans were established for nominal response improvement by Frey et al. (2003) and the case studies here suggest they map well into robust parameter design.
• As experimental error rises, there is often a crossing point above which it is better to used crossed arrays. This crossing point occurs at higher error levels if large interactions involving two or more control factors are present. These trends were established for nominal response improvement by Frey and Wang (2006) and the case studies here demonstrate that they also hold in robust parameter design.
• The benefits of adopting a more adaptive rather than "one-shot" approach to robust parameter design are substantial. Across the set of four case studies presented here, the benefits of aOFAT over crossed arrays were, on average, about 10% to 20% more improvement with equal or fewer resources expended. Model-based studies by Frey and Li (2004) had suggested the advantages of aOFAT were even higher. Further studies are needed to establish the size of the advantage more precisely, but the weight of evidence including theory, model-based studies, and case studies now strongly favors aOFAT over crossed arrays.
• The mechanisms that have been demonstrated to explain aOFAT for nominal performance improvement appear to translate to robust parameter design. When aOFAT is used for nominal improvement, its ability to exploit large two-factor interactions is essential. When aOFAT is crossed with a resolution III fractional factorial design, it then has the ability to exploit control by control by noise interactions and other high order effects involving two or more control factors. Such high order interactions are of practical importance since they were shown to be common in a meta-analysis of a large set of data from published factorial experiments (Li et al., 2006) .
The above conclusions concern only a small number of alternative methods from among the large variety of published methods. These comparators were chosen in this study because they were the most competitive choices among a larger set of methods tested in a model-based study (Frey and Li, 2004) . Comparison of methods by case studies is a more onerous process than model-based assessment, therefore we feel it is wise to screen out only the most promising alternatives using models and then more exhaustively test a small number of comparators as is the practice in medical research and development (Frey and Dym, 2006) .
In this paper, we have shown that the effectiveness of the experimentation methods, and therefore their preferential selection, is a function of the experimental error. As a result, the a priori knowledge of the size of experimental error (or lack thereof) becomes an important aspect of consideration for the practitioner .Similar considerations also apply when a practitioner seeks to detect an effect of a given size and seeks to establish a plan that provides adequate power (Wheeler, 1974) . Although estimates of pure error are often rough, they are nevertheless needed to develop confidence that an experimental plan will be adequate. To make these rough estimates, the practitioner will often rely on the fact that he is using measurement devices and equipment that have been used in other experiments previously. If not, a gage R&R study will often be done to establish the adequacy of the equipment prior to running a large experiment (Burdick, Borror, and Montgomery, 2005) . Once the components of the system have been characterized, estimates for the overall experimental error should be developed as part of good practice and such estimates are often developed by means of error propagation formulae (Wheeler and Ganji, 1996, Frey, 2004) .
The above conclusions should now be translated into more authentic engineering practice. We seek to conduct field tests of the adaptive robust design method --ideally, head-to-head comparisons can be made on industrially relevant applications using the best known methods as comparators. By this means, we hope to subject these proposed methods to the strictest possible assessments of their comparative benefits and risks.
Another possibility for future work is to delve into the influence of an experimenter's a priori knowledge in robust design. This paper showed a simple way that physical knowledge can provide direct benefits. The ability to recognize good starting points was clearly shown to provide additional gains. However, we don't know how well experimenters can actually recognize good starting designs. Our experience with practitioners and students suggests they can do this well (Magee and Frey, 2006) , especially compared to the kinds of insights asked for in traditional uses of DOE in engineering applications. A study of these human factors in robust design is of practical and theoretical interest.
