Abstract. We determine, within 1, the value of N for which i s1 i s2 N s1 N −i N i achieves its maximum value. Here s 1 and s 2 are fixed integers. This problem arises in studying the most likely value of |A∪B∪C| if A and C are disjoint sets of cardinality s 1 , and |B| = s 2 . Attempting to remove the 1 unit of indeterminacy leads to interesting conjectures about a family of rational functions.
Introduction
The question considered here arises from problems involving estimating sizes of crowds. You count sizes of certain subsets and want to estimate the size of the union.
The case considered here involves three sets A, B, and C with the property that A ∩ C = ∅, but B may intersect the other sets. Suppose also that |A| = s 1 , |B| = s 2 , and |C| = s 3 . What is the most likely value for |A ∪ B ∪ C|? This question was suggested to the author by Fred Cohen, along with the mathematical model which we now present.
such that |A 1 | = |B 1 |, |B 2 | = |C 2 |, and B 1 ∩ B 2 = ∅. Thus A 1 and B 1 correspond to A ∩ B in the earlier formulation, and we have |A ∪ B ∪ C| = s 1 + s 2 + s 3 − |B 1 | − |B 2 |.
We assume that each element of the sample space is equally likely. Let E i,j denote the event that |B 1 | = i and |B 2 | = j. Then .
If E N is the event that |B 1 | + |B 2 | = N, i.e., that |A ∪ B ∪ C| = s 1 + s 2 + s 3 − N, then
Hence the most likely value of |A ∪ B ∪ C| is s 1 + s 2 + s 3 − N, where N maximizes .
We focus attention primarily on the case in which s 1 = s 3 . In this case we obtain in Corollary 1.3 a simple formula for the maximizing N within 1, and in 1.10 a muchless-tractable formula which removes the indeterminacy. In Section 3, we attempt to obtain a more useful approximation to 1.10, and in doing so we notice fascinating patterns in a family of rational functions, but can only conjecture that these patterns persist. See Table 3 and Conjecture 3.9. In Section 4, we consider the general case when s 1 and s 3 need not be equal. Our results there are somewhat similar, but not so complete.
Our main theorem is for integer values of N. For each s 1 and s 2 , there is an integer, which we denote by g(s 1 , s 2 ), such that f s 1 ,s 2 (N) is an increasing function of N for N ≤ g(s 1 , s 2 ), and a decreasing function of N for N ≥ g(s 1 , s 2 ). Moreover, 
It is conceivable that f s 1 ,s 2 might achieve equal maxima at both N and N + 1. In such a case, we accept either as an allowable value of g(s 1 , s 2 ).
To illustrate the efficacy of our formula, we consider the typical case s 1 = 15, and tabulate in Table 1 the actual values of g(15, s 2 ) for all s 2 , and in Table 2 the five values of s 2 for which δ = 1 in (1.2). Note how in these five cases the expression whose integer part appears in (1.2) falls slightly short of the required value.
The following proposition generalizes the beginning and end of Table 1 . Theorem 1.1 is true with δ = 0 in these cases. Note also that the case d = 0 of part (b) of Proposition 1.4 shows that if B is much larger than A and C, then the most likely occurrence is that both A and C are contained in B. Next we introduce the polynomials involved in the proof. We will usually replace s 1 by x, both because it will occur as a variable in polynomials, and so that we can use the notation
We will prove the following key result in Section 2.
If f is as in 1.1, then, if x and d are integers,
.
In Section 2, we will also prove the following result, the proof of which is less straightforward than that of Lemma 1.6.
Now we can prove the main theorem.
Proof of Theorem 1.1. By Lemma 1.8, increasing d by 1 changes R d (x)/P d (x) by at most 1/2, and clearly it decreases
by more than 1/2. Thus, for x > d/2, the RHS of (1.7) is a decreasing function of d, at least for integer values of d. This, with (1.7), implies the unimodality part of the theorem, with maximum of f s 1 ,s 2 (N) occurring for N = 2s 1 − d for the smallest integer d such that the RHS of (1.7) is satisfied.
We will show that Lemma 1.8 also implies that
where d 1 satisfies
To prove (1.9), write d 1 = d 2 − t, with 0 ≤ t < 1, and d 2 an integer. Thus
The RHS of (1.7) is satisfied using d 2 since, using 1.8 at the last step,
. Therefore g(s 1 , s 2 ) ≥ 2s 1 −d 2 . We will now show that the RHS of (1.7) is not satisfied
. Therefore when d = d 2 − 2, using Lemma 1.8 again,
) < 0, as desired.
In terms of R d /P d , we give in 1.10 a precise result about whether δ = 0 or 1 in Theorem 1.1. The usefulness of this is limited by the complicated nature of
In Section 3, we discuss a very strong conjecture regarding R d /P d , which, if proved, would make Theorem 1.10 more useful. See Theorem 3.2. The evidence for this conjecture leads to remarkable conjectural patterns among some rational functions. See Table 3 and Conjecture 3.9.
Theorem 1.10. Let
Then (1.2) is true with δ = 1 iff
If d 1 is an integer, then d 0 = d 1 and the (> 0)-condition in (1.11) is not satisfied, and the RHS of (1.7) is not satisfied when d = d 1 − 1 by an argument similar to the proof of 1.1. Hence g(s 1 , s 2 ) = 2s 1 − d 1 , verifying Theorem 1.10 in this case.
If d 1 is not an integer, then (1.2) is true with δ = 1 iff the RHS of (1.7) is satisfied
, but the RHS of (1.7) is exactly the ≤-part of (1.11). Note that the (> 0)-part of (1.11) is certainly satisfied in this case, since the middle expression in (1.11) equals 0 using d 1 , and is a strictly decreasing function of d.
Combinatorial proofs
In this section we prove Lemma 1.6, Proposition 1.4, and Lemma 1.8.
Proof of Lemma 1.6. Cancelling common factors in the binomial coefficients involving s 2 , we find that the LHS of (1.7) is equivalent to
Cancelling (2x − d)! and letting j = x − i, we obtain the equivalent condition
Multiplying both sides by (x!) 2 , the inequality becomes
and this readily yields
Our next claim is that the leading terms of P d (x) are given by (2.2)
The proof of (2.2) makes frequent use of (2.3)
which is true since each side is the coefficient of
We have used symmetry in the first step. Note that the i(i − 1) comes as
The next coefficient of P d (x) is obtained similarly, but involves much more work.
Noting that
we obtain
Thus, using symmetry, the coefficient of
Next note that
Hence the desired coefficient equals
as asserted in (2.2).
Next we claim that
, with deg(R d (x)) < 2d, the claim of the first part of Lemma 1.6. This can be discovered by division of polynomials, using (2.2), but it is simpler just to verify that
Combining (2.1) and (2.4), we obtain (1.7).
Proof of Proposition 1.4. (a). One can easily show that the bracketed expression in (1.2) is always less than s 2 + 1, and equals s 2 if and only if s 2 satisfies the hypothesis of 1.4(a). Noting that g(s 1 , s 2 ) is ≥ the bracketed expression of (1.2) by Theorem 1.1, and is ≤ s 2 since f s 1 ,s 2 (s 2 + 1) = 0, part (a) follows. (b). The first statement is true since f s 1 ,s 2 (2s 1 + 1) = 0.
After cancelling common factors in the numerator and denominator, one can compute that
Thus (1.5) follows immediately from (1.7) if d = 0 or 1.
− 2 is either an integer or an integer plus 1/3, an integer s 2 satisfies
and so (1.5) follows from (1.7).
A similar argument works for d = 3 and 4. For d = 3, we have that
is an integer plus 1/2, and for x ≥ 2, −0.25 ≤ R 3 (x)/P 3 (x) < 0. If d = 4 and x > 3, then
is an integer or an integer plus t with t ≥ 0.2, while −0.12 ≤ R 4 (x)/P 4 (x) < 0. If d = 4 and x = 3, (1.7) says s 2 ≥ 2.8 − 0.55, while the hypothesis says s 2 ≥ 2.8. These are, of course, equivalent.
Proof of Lemma 1.8. We begin by removing common factors in P d (x) and P d+1 (x). Since parity of d plays a role, we let d = 2b + ǫ with ǫ ∈ {0, 1}. When considering R 2b+ǫ (x), we let, for δ ∈ {0, 1},
Note that P 2b+ǫ+1 (x)/ P 2b+ǫ (x) has the same quotient as P 2b+ǫ+1 (x)/P 2b+ǫ (x), while
i=0 (x − i) 2 , and hence
To prove the lemma, we will prove 
Part (1) is true since P 2b+ǫ (x + b) is a sum of nonnegative terms including the term b j=1−ǫ (x + j) 2 , which is positive for x > 0.
Next we consider (2) with ǫ = 1. We compute
where
Here δ i,b is the Kronecker delta.
The first term of (the last form of) F i and second term of F i−1 , when multiplied by the appropriate double products, cancel. Thus we obtain
One can easily prove that
Note also that the double products are increasing with i for x > 0. Thus our expression for The proof for (2) when ǫ = 0 is extremely similar. We have q 2b (x+b) = 2 2b+1
where now
The rest of the argument follows exactly the same steps as in the last paragraph of the above proof of the case ǫ = 1, using (3) is essentially the same, except that we are subtracting 1/2 from q 2b+ǫ (x + b). The effect, when ǫ = 1, is to add (b + 1)
which is clearly positive for x > 0. The proof when ǫ = 0 is similar.
Conjectures about
In Theorem 1.10, we determined the precise value of our focal function g(s 1 , s 2 ) in terms of R d (s 1 )/P d (s 1 ). In order to make this result useful, we need better information about the family of functions R d (x)/P d (x). In this section, we present several conjectures about this family of functions, one of which is supported by remarkable patterns. See Table 3 and Conjecture 3.9. We also discuss their implications.
We now state the simplest of these conjectures.
The implication of this conjecture is given by the following theorem. 
≥ 5.
Then (1.2) is true with
For s 1 ≤ 38, the only cases in which (1.2) is true with δ = 1 which are missed by this theorem are (s 1 , s 2 ) = (6, 4), (18, 56), (36, 16), and (38, 155) . The significance of the 0.995 in 3.1 is that it is, to three decimal places, the largest number for which the inequality appears to be true.
Proof of Theorem 3.2. Let d = 4s
. The theorem is
, and so, using (1.7), the assertion that (1.2) is true with δ = 1 can be stated as
This will follow from (3.3) and our assumption of Conjecture 3.1 once we know that
Since 4s
is a decreasing function of s 2 , and d 0 < d, it suffices to prove s 1 ≥ 1 2
Solving the latter equation for s 1 yields exactly s 1 = 1 2
Extensive Maple calculation led the author to expect that, for d ≥ 5 and x > d/2,
To understand how good is the approximation (3.4), we consider the ratio of the two sides, using the reduced versions R and P . As this will be close to 1, we study
is the quotient in (2.4). We would like to prove that
Similarly to the methods in deriving (2.2), we can show that (3.6) lim
. To see this, note that the numerator and denominator of (3.5) are both polynomials
]. The desired limit in (3.6) is the ratio of their leading coefficients. We omit the details in this computation.
We begin by considering Q 25 (x). It is a ratio of two polynomials of degree 24.
Maple computes that the derivative of Q 25 (x) is 0 only at x ≈ 4.0409 and 60.50336. Moreover, Maple plots the graph of Q 25 (x), which turns out to look something like the rough sketch in the top half of Figure 3 .7. This sketch is not at all to scale. We are particularly interested in the values for x ≥ 13. As x increases from 13 to 60.5, Q 25 (x) decreases from 0.01672 to −0.006867. The amazing observation is that, for all odd d, Q d (x) apparently has a form very similar to that in the top half of Figure 3 .7, with only one local maximum and one local minimum, which are the absolute maximum and minimum. Note that Q d (x) is a ratio of two polynomials of degree d − 1, yet it apparently has this simple form for all odd d. In Table 3, Figure 3 .7. Note that the graph is drawn wildly out of scale. Similarly to Q 25 , it has an absolute maximum at x = 3.87 and an absolute minimum at x = 58.003. But instead of decreasing steadily between these, it has an additional single local minimum and local maximum which occur between x = 12 and 13. Maple calculations strongly suggest that for all even d, the graph of Q d will have a form similar to that in the bottom half of Figure 3 .7, and that the positions and values of the maxima and minima will have patterns extremely similar to those for odd d in Table 3 . We will not pursue those here, as we prefer to concentrate on the simpler situation when d is odd.
The reader will immediately be struck by the pattern in Table 3 , which seems especially striking for x min (d). We have extended these calculations through d = 151, using 80 digits of accuracy in Maple. Then for k = 3, . . . , 10, we have found the real numbers c 0 , . . . , c k which satisfy
Each c i seems to stabilize as k increases in (3.8). Moreover, using the formula (3.8) 
The initial digits of c 1 , . . . , c 6 are −. 176504629629629, .16562740498, .20004439, .291872, .3215 , and .28. . The series for Q d (x min ) seems to converge more slowly than the others.
We wish to emphasize that we cannot prove that Q d (x) for odd d has a unique maximum and minimum. This is all based on Maple calculations obtained by setting its derivative equal to 0, where Q d is a ratio of two polynomials of degree d − 1. 
This latter statement would follow from Conjecture 3.9 expanded to include a formula for Q d (x min ) and to include even values of d, together with a proof that
. Some justification for this conjecture is given by Table 4 , which also shows why we use .005.
There is one value of Q d (x), occurring just before the crucial range x > d/2, for which the value of Q d (x) is easily determined. This is given in the following result, whose easy proof we omit. . 4. The general case (s 1 and s 3 not necessarily equal)
In this section, we present our analysis of the general case, which is similar to, but not nearly so thoroughly developed as, the case s 1 = s 3 considered in the preceding sections.
For arbitrary s 1 , s 2 , and s 3 , now let f s 1 ,s 2 ,s 3 (N) := Maple suggests that for any values of the s i this f s 1 ,s 2 ,s 3 is a unimodal function of N. If so, we can find the value of N at which f achieves a maximum by an analysis extremely similar to that employed in the case s 1 = s 3 . The formula for f is symmetric in s 1 and s 3 . We write s 1 = x and s 3 = x + ∆, ∆ ≥ 0. Let d = s 1 + s 3 − N, and
Generalizing (2.4), which is the case ∆ = 0, we have (4.1)
The easy generalization of (1.7) is as the most likely number of elements in the union, assuming remainder terms are negligible. More analysis of the remainder terms is required.
We have seen that when s 1 = s 3 , the remainder terms can apparently only affect the value of N by 1. In Table 5 we present data when s 3 = s 1 + 8, indicating rather good agreement. Here "actual N" is where the maximum actually occurs.
Department of Mathematics, Lehigh University, Bethlehem, PA 18015, USA E-mail address: dmd1@lehigh.edu
