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DESIGN AND CONTROL OF REPEAT GROUND TRACK ORBITS
IN HIGH FIDELITY DYNAMICAL MODEL VIA HIGH ORDER
POINCARE´ MAPPING
Roberto Armellin ∗, Yanchao He †, and Ming Xu ‡
A semi-analytical technique for both the design and control of repeat ground-
track (RGT) orbits in a high fidelity dynamical model, including non-conservative
forces and accurate Earth orientation parameters, is introduced. The method is
based on the use of high-order expansion of Poincare´ maps to propagate forward in
time regions of the phase space for one, or more, repeat cycles. This map provides
the means to efficiently study the effect that an impulse, applied at the Poincare´
section crossing, produces on the ground-track pattern, thus enabling highly ac-
curate design and control. The approach is applied to the design and control of
missions like TerraSAR-X, Landsat-8, SPOT-7, IRS-P6, and UoSAT-12.
INTRODUCTION
Repeat ground-track (RGT) orbits, characterized by the repetitive observation of the same ground
target after a regular interval of time, are used in most of the Earth’s remote sensing missions, such as
TerraSAR-X, Landsat-8, SPOT-6/7, and PRISMA.1 Furthermore, RGT orbits are potentially useful
in deep space exploration missions to the Moon,2, 3 Europa,4 Mars,5 and asteroids.6
To design a RGT orbit the effects due to the non-spherical gravitational field of the main attracting
body must be taken into account. For missions about the Earth, the simplest and most commonly
used model considers the effect of J2 zonal harmonic. However, for practical missions, such as the
ToPEX/Poseidon one, it was shown that the J2 model is highly inaccurate, as pointed by Aorpimai
and Palmer.7 To remedy this, researchers have developed techniques to design RGT orbits includ-
ing higher-order geopotential harmonics. Lara8 investigated the RGT orbits as the periodic-orbit
families in the Earth rotating frame with both second-order zonal and tesseral harmonics (J2, C2,2).
Furthermore, starting from a rough RGT orbit obtained in the J2 model as the initial guess, Lara
and Russell9 devised a differential correction method for the fast design of RGT orbits in the full
geopotential. This was followed by a series works by the same authors to extend the design by
combining a high-order gravity potential with the restricted three body problem, e.g. for missions
about the Moon and Europa.2–4 Aorpimai and Palmer7 also showed the methods for acquisition of
RGT orbits by introducing the epicycle elements with the zonal harmonics up to J4 and J22 .
Apart from guaranteeing the ground-track repetition pattern, some specific properties or con-
straints are frequently considered during the design phase of RGT missions, like desired revisit
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time and optimal spacecraft tilt,10 cross-track attitude maneuver capability,11 orbit injection er-
rors,12 etc. For this reason, the RGT obit design can be also formulated as an optimization problem.
Abdelkhalik and Gad13 showed how to optimize with a genetic algorithm (GA) the design of a Sun-
synchronous (SS) and RGT orbits that covers as many given ground sites as possible in minimum
time. In Reference 14, starting with the input of user requirements, the GA was used to search for
an optimal orbit including constraints on the observation site, observation conditions, and sensor
characteristics. A multi-objective optimization problem was formulated in Reference 15 to design
the RGT orbit of an agile satellite, including spatial and temporal resolution as performance criteria.
As can be concluded from the references above, algorithms for RGT orbit design in high-fidelity
dynamical models are available. However, the effect of non-conservative perturbations (such as
atmospheric drag and solar radiation pressure) has been neglected during the design phase and
included in orbit maintenance process only. In particular, non-conservative forces, especially the at-
mospheric drag, cause the ground-track to drift from the nominal repeating pattern, thus maneuvers
are required to compensate for these effects. Efforts were made to investigate the orbit maintenance
problem based on the design of reference RGT orbit, such that the ground-track remains near the
designed repeat pattern. The multiple-burn strategy proposed by Aorpimai and Palmer7 was im-
plemented to autonomously maneuver a satellite from initial condition toward a RGT condition.
Furthermore, a maintenance strategy considering the presence of errors in the orbital measurements
and control, as well as in the estimation of the semi-major axis decay rate, was introduced in Ref-
erence 16 and validated in the full geopotential plus drag perturbation. RGT orbit maintenance
strategies to deal with the atmospheric drag were also presented in References.17, 18
The aim of this work is to introduce a semi-analytical technique for both the design and control
of RGT orbits in a high fidelity dynamical model,19 including non-conservative forces and highly
accurate Earth orientation parameters. The idea is based on the use of high-order expansion of
Poincare´ maps20 to propagate forward in time regions of the phase space for one, or more, repeat
cycles. This tool provides the means to efficiently study the effect that a δv applied at the Poincare´
crossing produces on the ground-track pattern, thus enabling the highly accurate design and control
of RGT missions. The methodology can be summarized as the construction of high order Poincare´
maps combined with nonlinear optimization techniques.
To fulfill the requirements of a particular mission, many remote sensing missions usually have
other specified properties in addition to the RGT feature, e.g. frozen and/or SS.21 The frozen,
SS, RGT condition obtained in Reference 22 in the J15 zonal problem is used in this work as the
initial guess for the accurate design in both single- and multiple-cycle scenarios. A single-impulse
maneuver is then introduced to optimally correct this guess in the high fidelity dynamics. In a
similar way an impulse is introduced at the end of each repeat cycle to maintain the RGT condition
either with stringent- or loose-accuracy requirements. The proposed methodology is applied to
different test cases (including TerraSAR-X, Landsat-8, IRS-P6 and SPOT-7 missions) with repeat
cycle duration up to 26 days. The results show that the method is simple and enables achieving
high-accurate RGT patterns with limited propellant.
The paper is organized as follows. We first briefly introduce the differential algebra (DA) tech-
niques and their use for the high-order expansion of the solution of ordinary differential equations
(ODEs) and parametric implicit equations (PIEs). Then the Routh’s reduction approach is employed
to describe the orbital dynamics in zonal problem and quasi-circular orbit with RGT and SS proper-
ties are determined. A systematic DA-based method combined with the high-order Poincare´ maps
in a high-fidelity dynamical model is proposed to compute the RGT orbits for single- and multiple-
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cycle design scenarios. This is followed by the development of single-impulsive control strategy to
enable the RGT control with tight- and loose-accuracy. Finally, some conclusions are drawn.
DIFFERENTIAL ALGEBRA TECHNIQUES
A brief introduction on the DA framework and its application to the automatic computation of
high order expansions of the solution of ODEs and PIEs is provided. The interested reader can find
further details in References 23 and 24.
The Framework of Differential algebra
DA supplies the tools to compute the derivatives of functions within a computer environment.
More specifically, by substituting the classical implementation of real algebra with the implemen-
tation of a new algebra of Taylor polynomials, any deterministic function f of v variables that is
Ck+1 in the domain of interest [−1, 1]v (these properties are assumed to hold for any function dealt
with in this work) is expanded into its Taylor polynomial up to an arbitrary order k with limited
computational effort. In addition to basic algebraic operations, operations for differentiation and
integration can be easily introduced in the algebra, thus finalizing the definition of the differential
algebraic structure of DA. Similarly to algorithms for floating point arithmetic, various algorithms
were introduced in DA, including methods to perform composition of functions, to invert them, to
solve nonlinear systems explicitly, and to treat common elementary functions.23 The DA used for
the computations in this work by Dinamica25 in the software DA Computational Engine (DACE),
including all core DA functionality and a C++ interface.
High Order Expansion of the Flow of an ordinary differential equation
An important application of DA is the automatic computation of the high order Taylor expansion
of the solution of ODE with respect to either the initial conditions and/or any parameter of the
dynamics.24, 26 This can be achieved by replacing the classical floating point operations of the
numerical integration scheme, including the evaluation of the right hand side, by the corresponding
DA-based operations. In this way, starting from the DA representation of the initial condition x0,
the DA-based ODE integration supplies the Taylor expansion of the flow in x0 at all the integration
steps, up to any final time tf . Any explicit ODE integration scheme can be adapted to work in the
DA framework in a straightforward way. For the numerical integration used in this paper, a DA
version of a 7/8 Dormand-Prince (8-th order solution for propagation, 7-th order solution for step
size control) Runge-Kutta scheme is used. The main advantage of the DA-based approach is that
there is no need to write and integrate variational equations to obtain high order expansions of the
flow. It is therefore independent on the particular right hand side of the ODE and the method is
quite efficient in terms of computational cost.
Expansion of the solution of parametric implicit equations
Well-established numerical techniques (e.g., Newton’s method) exist to compute numerically the
solution of an implicit equation
c(x) = 0, (1)
with c : Rn → Rn. Suppose the vector function c depends explicitly on a vector of parameters p,
which yields the PIE
c(x,p) = 0. (2)
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The solution of (2) is the function x = f(p) that solves the equality for any value of p.
DA techniques can effectively handle the previous problem by representing f(p) in terms of its
Taylor expansion with respect to p. This result is achieved by applying partial inversion techniques
as detailed in Di Lizia et al.26 The final result is
x = T kf (p), (3)
which is the k-th order Taylor expansion of the solution of the implicit equation. For every value
of p, the approximate solution of c(x,p) = 0 can be easily computed by evaluating the Taylor
polynomial (3). Apparently, the solution obtained by means of the polynomial map (3) is a Taylor
approximation of the exact solution of Eq. (2). The accuracy of the approximation depends on both
the order of the Taylor expansion and the displacement of x from its reference value.
The capability of expanding the solution of PIEs is of key importance for this work, as these
appear in the high order expansion of Poincare´ sections and the computation of quasi-circular orbit
with prescribed properties (e.g., RGT and SS).
REPEAT GROUND-TRACK ORBITS IN THE ZONAL PROBLEM
In this section we present the method to compute RGT orbits in the Earth zonal problem. This
method is based on the work presented in He et al.,22 in which the design of bounded relative motion
about RGT orbits was studied.
Reduced Orbital Dynamics of the Zonal Problem
In the zonal problem we ignore the precession and nutation of the Earth’s spin axis and we define
an inertial frame with the origin located at the centre of the of an axial symmetric body, with the
xˆ axis pointing to the vernal equinox, the zˆ axis along the body’s pole direction and the yˆ axis
completing the orthogonal triad, as shown in Figure 1.
The zonal gravitational potential is modeled as
V = −µ
ρ
+
µ
ρ
∞∑
n=2
Jn
(
R
ρ
)n
Pn(sinα), (4)
in which µ is the gravitational parameter of the central body, ρ is the distance of the spacecraft from
the mass center of the body, R is the mean radius of the body, Jn (n ≥ 2) is the zonal harmonic
coefficient of degree n, α is the latitude of the spacecraft, and Pn(sinα) are the latitude-associated
Legendre polynomials.
Using Routh reduction27–32 and introducing the cylindrical coordinate variables (r, z, φ) with the
coordinate transformation {
sinα = z/ρ,
ρ =
√
r2 + z2,
(5)
the Jn Hamiltonian governing the motion is expressed by
H(r, z, r˙, z˙) = 1
2
(r˙2 + z˙2 +
H2z
r2
) + V (r, z), (6)
in which the integral of motion Hz = r2φ˙ is the polar component of the angular momentum,
(r˙, z˙, φ˙) are the conjugate momenta of variables (r, z, φ). The variables (r, z, φ) represent the dis-
tance from the spacecraft to the zˆ axis, the height above or below the equatorial plane, and the
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Figure 1: Schematic illustration of the inertial frame.
instantaneous longitude of meridian plane of the spacecraft, respectively. As the Jn Hamiltonian
[Eq. (6)] is time-independent, it is an integral of motion and it coincides with the energy E of the
system. As in previous studies, the pair (E,Hz) is also used in our work to parameterize the orbits.
The time evolution of the spacecraft reduced state x = [r, z, r˙, z˙]T is determined in the zonal
problem by the integration of the system of ODEs
x˙ = f (x, Hz) =

r˙
z˙
H2z
r3
− ∂V∂r
−∂V∂z
 . (7)
Once the reduced state is integrated, the time derivative of the longitude is computed by φ˙ =
Hz/r
2 and the longitude φ(t) by the integral
φ(t) = φ0 +Hz
∫ t
t0
1
r2(τ)
dτ , (8)
in which φ0 is its initial value at time t0.
The six-dimensional Cartesian state of the spacecraft y = [x, y, z, x˙, y˙, z˙]T is determined via the
transformation: 
x(t) = r(t) cosφ(t),
y(t) = r(t) sinφ(t),
z(t) = z(t),
x˙(t) = r˙(t) cosφ(t)− r(t)φ˙(t) sinφ(t),
y˙(t) = r˙(t) sinφ(t) + r(t)φ˙(t) cosφ(t),
z˙(t) = z˙(t).
(9)
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Finally, two relevant quantities to compute RGT orbits are the nodal period, Td, and the drift
of the right ascension of the ascending node (RAAN) in one nodal period, ∆Ωd. The first one is
defined as the time interval between any two consecutive passages of the spacecraft at the ascending
node. The latter can be computed from the spacecraft longitude by
∆Ωd = φ(t0 + Td)− φ0 − 2pi sgn(Hz) = ∆φ− 2pi sgn(Hz), (10)
in which sgn(∗) indicates the sign function.
Quasi-Circular Repeat Ground-Track Orbits
The spacecraft crosses the equatorial plane twice during one nodal period with the vertical ve-
locity z˙ > 0 and z˙ < 0, respectively. Here, we can select the surface of section S(r, z, r˙, z˙) =
z = 0, z˙ > 0 to find the fixed point (known also as quasi-circular orbit) on it with some specified
properties. As a result, only two degrees of freedom are available in the state, namely [r, r˙]T , as the
the vertical velocity z˙ can be computed from the conserved energy E [Eq. (6)], as already identified
from the previous researches,28–30 and the motion for φ is decoupled as shown by Eq. (8).
To compute the quasi-circular orbit we start by changing the independent variable of Eq. (7) from
t into τ = t/Td, where the coefficient τ ∈ [0, 1]. Accordingly, Eq. (7) can be rewritten as{
dx
dτ = Td f (x, Hz) ,
dl
dτ = 0,
(11)
in which the adjoint variable l satisfies the condition l(0) = Td. In this way, the state of the dynamics
x is augmented to X =
[
xT , φ, l
]T .
Suppose that an initial guess for [r0, r˙0]T is available together with a reference value for the
orbit energy, polar component of the angular momentum, and nodal period (later in this section we
provide the details for their computation). If these variables are all initialized as DA variables, the
integration of Eq. (11) delivers the high order Taylor map
Xf = TXf (r0, r˙0, E,Hz, Td). (12)
The first, second and third components of this map are
rf = Trf (r0, r˙0, Td, E,Hz),
zf = Tzf (r0, r˙0, Td, E,Hz),
r˙f = Tr˙f (r0, r˙0, Td, E,Hz),
(13)
on which the following constraints can be imposed to obtain a fixed point
Trf (r0, r˙0, Td, E,Hz)− r0 = 0,
Tzf (r0, r˙0, Td, E,Hz) = 0,
Tr˙f (r0, r˙0, Td, E,Hz)− r˙0 = 0.
(14)
This set of equations represents three constraints in 5 variables, thus the additional two degrees
of freedom can be used to specify some additional properties for the quasi-circular case. A first
constraint is added to impose the RGT condition and a second one is introduced to obtain a SS
orbit. Note that this last constraint is introduced here only for illustrative purposes, as most of the
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RGT orbits used for remote sensing mission are also SS. However, as we will see later, the SS
constraint can be lifted and the remaining degree of freedom can be used to impose other properties
(In Reference 22 E and Hz degrees of freedom were used to generate large amplitude bounded
orbits).
The RGT and SS constraints are{
nN (ωETd −∆Ωd)− 2pinM = 0,
∆Ωd/Td − ωS = 0, (15)
in which nN and nM are integer numbers representing the number of nN nodal periods in nM days,
ωE = 7.2921159× 10−5 s−1 is the rotation rate of the Earth, and ωS = 1.99096871× 10−7 s−1 is
the angular rate of the Earth around the Sun. When also these two constraints are evaluated in DA
framework the complete set of constraints becomes
Trf (r0, r˙0, Td, E,Hz)− r0 = 0,
Tzf (r0, r˙0, Td, E,Hz) = 0,
Tr˙f (r0, r˙0, Td, E,Hz)− r˙0 = 0,
nN [ωETd − T∆Ωd(r0, r˙0, Td, E,Hz)]− 2pinM = 0,
T∆Ωd(r0, r˙0, Td, E,Hz)/Td − ωS = 0.
(16)
The computation of the fixed point [r∗, r˙∗]T , its nodal period T ∗d , and the value of the energy
and polar component of the angular momentum that enables RGT and SS properties are achieved
by solving numerically the polynomial constraints given by Eq. (16). In this work the trust-region
dogleg method implemented in the MATLAB fsolve solver is used.
A circular orbit is always found to provide a good initial guess for the computation of a fixed point
(known as quasi-circular orbit). A guess for the nodal period is obtained from Td = TsnM/nN , in
which Ts is a sidereal day. From Td the guess for the radial position is computed by r0 = a0 =(√
µTd
2pi
)2/3
, which also determines the specified value of orbit energy by E = −µ/(2a0). To
compute the polar component of the angular momentum, we first determine the inclination of the
circular orbit for which the secular variation of RAAN induced by J2 equates the angular velocity,
ωS , of the Earth around the Sun: −32J2R2
√
µa
−7/2
0 cos i0 = ωS .
33 With these guesses, the DA
approach (at 6-th order and including J15 zonal harmonic perturbations) computes the fixed point
with prescribed RGT and SS properties in few iterations.
REPEAT GROUND-TRACK ORBITS IN HIGH FIDELITY DYNAMICS
This section presents a method to refine the RGT orbit obtained in the zonal problem in a high
fidelity model. The approach is based on the computation of the high order expansion of a Poincare´
mapping followed by the solution of a polynomial optimization problem.
High Order Poincare´ Maps
To compute the RGT orbits in the high fidelity model, a DA-based approach is proposed to
generate a high order Poincare´ map that projects any point on the surface of section to the same
surface of section after one full repeat cycle.
Consider the RGT orbit with a nM : nN repeat pattern. The algorithm starts from the availability
of a fixed point, i.e. the one satisfying the RGT and SS constraints. The state can be transformed
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into a full Cartesian Earth-centered inertial (ECI) state using the expression of the energy and polar
component of the angular momentum, and by suitably selecting the initial value of φ (this is done
by ensuring a suitable ground-track location at the reference epoch).
The initial state is first transformed from ECI reference frame into Earth-centered, Earth-fixed
(ECEF) reference frame using SPICE ITRF93 high accuracy Earth rotation model.34 The fixed
point state after the transformation from ECI frame to ECEF frame at a chosen reference date t0
and φ0 is given by X∗ = [x∗, y∗, z∗, v∗x, v∗y , v∗z ]T with the repetition period T ∗ = nNT ∗d , in which
z∗ is forced to be zero as the orbit design always starts from the equatorial plane. Note that for the
sake of a lighter notation, although in this section we work in ECEF reference frame, we will use
the same notation adopted in the previous section in which the state was defined in ECI.
The state variables and the repetition period T (not to be confused with the nodal period Td)
are all initialized as DA variables and a high fidelity propagation over one repeat cycle is performed
using the Accurate Integrator for Debris Analysis (AIDA) propagator. The perturbations included in
AIDA35 are the geopotential acceleration, atmospheric drag, solar radiation pressure, and third-body
perturbations. The gravitational model selected for the numerical propagator is EGM200836 with the
field model downloaded from the International Centre for Global Earth Models (ICGEM) website∗.
The default degree n and order m for the gravitational harmonics are set to 15 based on a trade-off
between accuracy and computational time. The computation of the perturbing acceleration due to
atmospheric drag is based on the Naval Research Laboratory’s Mass Spectrometer and Incoherent
Scatter Radar of year 2000 (NRLMSISE-00) model37 with solar and geomagnetic data from up-
to-date space weather files downloaded from CelesTrack†. The gravitational attraction of the Sun
and the Moon is based on NASA JPL’s DE430 ephemeris.38 The same ephemeris model is used to
account for the contribution due to solar radiation pressure for which a dual-cone shadow model is
adopted.
This integration produces the following high order Taylor approximation
Xf = TXf (x, y, vx, vy, vz, T ). (17)
The T degree of freedom is the first to be removed by solving for the PIE
zf = Tzf (x, y, vx, vy, vz, T ) = 0, (18)
i.e., finding the zero of the third component of Taylor map (17). The application of algorithm of
expanding the solution of PIEs delivers
T = TT (x, y, vx, vy, vz), (19)
which is then substituted back into map (17) and provides
Xf = TXf (x, y, vx, vy, vz). (20)
The polynomial (20) is the high order expansion of the Poincare´ map that maps points on the
equatorial plane after a repeat cycle and the polynomial (19) provides the approximated time of
passage. Note that, as long as the deviation between consecutive passages is small (as in the case of
∗http://icgem.gfz-potsdam.de/ICGEM/
†http://celestrak.com/SpaceData/SpaceWx-format.asp
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RGT orbits) the approximation provided by Eq. (20) can be used to propagate the initial conditions
forward for multiple repeat cycles.
Lastly, it has to mention that the equations of motion are propagated in the ECI frame while the
orbital states involved in the maps (17), (19) and (20) and PIE (18) are expressed in the ECEF frame,
thus the transformation from the ECI frame to the ECEF frame needs to be performed through the
time dependent rotation matrixM provided by the SPICE routine sxform. A linear time dependence
ofM is assumed
M(T ) =M(T0) +M′(T0)δT, (21)
where T0 is the constant part of the Taylor polynomial (19),M′(T0) is the approximated variation
rate of M, evaluated at T0 and obtained by the first-order derivative of M in the proximity of
T0, and δT is the DA variable indicating the small deviation from T0. The map (20) projects any
point starting from the equatorial plane (z = 0) in the neighborhood of the reference X0 onto the
equatorial plane after one repeat cycle, and the map (19) provides the required time.
Computation of Repeat Ground-Track Orbits
The polynomial (20) is used in this section to compute RGT orbits in the high fidelity model
provided by AIDA. Due to the effects of different types of perturbations existing in the near-Earth
dynamical environment, especially the non-conservative forces, the conditions obtained in the zonal
problem will result in orbits drifting away from the reference one. As a result, orbit maneuvers are
necessary to negate this drift and maintain the ground-tracks pattern within the prescribed accuracy.
Here our objective is to include as many perturbations as possible in the design phase of the mission
with the goal of reducing the station keeping frequency or improve the accuracy of the repetition
pattern.
In the exact nM : nN repeat pattern, the nominal longitudes of the spacecraft ground-tracks at
the equator are given by
λi = λ0 + 2pi
nM
nN
i, (22)
where λ0 is the initial longitude, and λi is the longitude of the i-th orbital revolution at the ascending
node. This ideal sequence of longitudes can be used to verify the absolute accuracy of the design
of RGT orbit, i.e. by computing distance between the actual longitudinal crossings at the equator
and the ideal ones. In contrast, the relative accuracy is defined as the distance of the longitudinal
crossings between consecutive repeat cycles, without comparing them against the ideal pattern.
A high absolute accuracy is obtained when RGT constraints are enforced after one repeat cycle,
i.e. when after one repeat cycle the initial X0 is equal to the final state Xf in the ECEF frame.
We refer to this case as the single-cycle design. Lower absolute accuracy is achieved when the final
state Xf at the n-th (n ≥ 1) repeat cycle is equal to the initial state X0. In this case, the orbit
can drift significantly from the ideal pattern of longitudes before arriving at the n-th (n ≥ 1) repeat
cycle, when the constraintXf = X0 is imposed. We refer to this case as the multiple-cycle design.
Independently from the selected scenario, the RGT design is formulated as a multi-objective
optimization problem, in which the optimization vector is the corrective δv to be applied at the
equatorial crossing to the initial guess computed in the zonal problem as described before. The
objective functions to be minimized are
F = [|δv| , |x0 − xf | , |v0 − vf | ,
∣∣∣Ω˙− ωS∣∣∣]T , (23)
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in which, in addition to the corrective δv, we minimize the violation of the RGT and SS constraints.
It is worth mentioning that these constraints are formulated as objective functions as, due to the
presence of perturbations, some violations cannot be completely avoided. For an assigned δv, the
final position and velocity of the spacecraft at the ascending node after one (single-cycle design) or
multiple repeat cycles (multiple-cycle design), xf and vf , are obtained by the fast evaluation of the
polynomial approximation of the Poincare´ map (20). Similarly, the average drift rate of the RAAN,
Ω˙, is computed from the Taylor approximations of the RAAN drift and repeat period from Eq. (19).
Thus, a polynomial approximation of the objective functions is evaluated during the optimization:
TF = [|δv| ,
∣∣x0 − Txf ∣∣ , ∣∣v0 − Tvf ∣∣ , ∣∣TΩ˙ − ωS∣∣]T . (24)
Of course the SS objective can be removed or replaced by other ones, such as at the specific value
of inclination; this is determined by the particular requirement of the mission, which will be illus-
trated in loose accuracy requirements control section. The problem (24) is solved using MATLAB
fgoalattain algorithm, in which each objective is scaled by 1, 10−6, 10−4 and 5×10−7, respectively.
It is worth noting that the single- and multiple-cycle design scenarios differ only from the number
of times the Poincare´ map (20) is evaluated to compute the approximation of the final states.
TerraSAR-X, Landsat-8, IRS-P6, and SPOT-7 missions with the corresponding repeat patterns of
11:167, 16:233, 24:341, and 26:379, are used as test cases for the design of RGT and SS missions
in high fidelity dynamics. The actual and ideal longitudes of the orbit at each ascending node are
visualized in Figure 2, in which the nominal values are computed from Eq. (22) and the actual ones
are obtained by numerically propagating in AIDA the initial values obtained by the optimization of
the objective (24).
As revealed by this figure, for different repeat patterns of RGT orbits, the actual values of the
longitudes are located at the center of the ideal ones, showing that Taylor Poincare´ mapping is
sufficiently accurate for the design. Furthermore, the errors of longitudes at the ascending nodes of
all orbital revolutions compared to the ideal values are displayed in Figure 3. The absolute accuracy
is always better than 8 × 10−3 deg, equal to 0.89 km. The reason that the TerraSAR-X pattern
has the maximum value is due to the lower altitude of this mission (semi-major axis of 6883.513
km), resulting in a stronger atmospheric drag. Note that, as the high fidelity model is propagated
without the filtering out the short-periodic terms, this oscillations are captured in the variation of
the longitude errors. However, if we fit the data of these deviations, near-parabolic profiles similar
to those obtained by working with mean orbital elements16, 18, 21 would emerge. Even though high
fidelity perturbations are included in the method, highly accurate results are obtained for the RGT
orbit design.
ORBIT MAINTENANCE
For any RGT mission, a primary goal is to prevent the spacecraft to drift away from the designed
reference orbit. If the spacecraft ground-tracks drift is larger than a prescribed tolerance, then a
maintenance maneuver is necessary to restore the RGT condition. In this section we present a
method to calculate an impulsive station-keeping maneuver at equatorial crossings leveraging the
availability of the high order expansion of the Poincare´ map.
Impulsive Control Strategy
Starting from the initial conditions of the RGT orbit, the spacecraft will drift from the ideal
pattern due to the unavoidable errors in the orbit design and the effect of perturbations. The control
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(a) TerraSAR-X pattern (b) Landsat-8 pattern
(c) IRS-P6 pattern (d) SPOT-7 pattern
Figure 2: Visualization of repeat pattern of RGT during one repeat cycle (only for the ascending
passes).
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(a) TerraSAR-X pattern (b) Landsat-8 pattern
(c) IRS-P6 pattern (d) SPOT-7 pattern
Figure 3: Absolute accuracy during one repeat cycle.
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maneuvers are implemented to negate the displacement of the state from the ideal state. In our
strategy we propose to nominally implement a single impulsive maneuver at the equatorial crossing
at the beginning of a repeat cycle. The strategy can be summarized as:
1. The nominal condition for the RGT orbit is computed following the method presented in the
RGT orbits computation section;
2. The nominal conditions are propagated forward with AIDA for one or more repeat cycles.
The predicted state at the last ascending crossing of interest is used to rebuild a new DA
Poincare´ map for the next repeat cycle;
3. The initial conditions for the next repeat cycle are obtained by using the new Poincare´ map
and the |δv| to be applied at the predicted state are computed to target the nominal RGT
conditions.
The implementation process of this strategy can be visualized by Figure 4.
Figure 4: Illustration of the control strategy.
In this way, the ground-tracks of the orbit can be maintained within a range around the ideal
ground-track pattern to ensure the required accuracy. It needs to be mentioned that the determination
of the target state should be based on some accuracy requirements. To this end, an optimization
problem is formulated by defining the objective function and constraints as
J = |δv|2 ,
s.t.

|x0 − T xf | ≤ xt,
|v0 − T vf | ≤ vt,∣∣ωS − TΩ˙∣∣ ≤ Ω˙t.
(25)
The optimization vector is δv = [δvx, δvx, δvz]T , while xt, vt, and Ω˙t are, respectively, the toler-
ances on position, velocity, and RAAN drift rate as prescribed by the mission designer. Similarly
to the design phase, the constraints are reduced in polynomial form by the use of DA. These con-
straints are enforced after an integer number of repeat cycles, provided that the Taylor expansion of
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Table 1: Control results of TerraSAR-X pattern
States
First repeat cycle Second repeat cycle
Initial Final Initial Final
x, [km] 6784.509118 6784.508908 6784.508908 6784.508491
y, [km] -1198.825274 -1198.825404 -1198.825404 -1198.825332
z, [km] 0 0 0 0
vx, [km/s] -0.268267730 -0.268211934 -0.268272691 -0.268244003
vy, [km/s] -1.463279438 -1.463277386 -1.463278583 -1.463459538
vz , [km/s] 7.544055446 7.544025069 7.544055978 7.544001930
t, [sec] 9.5039938× 105 9.5039938× 105 9.5039964× 105 9.5039964× 105
the Poincare´ map is accurate enough. Also in this case we distinguish between single-cycle control
and multiple-cycle control scenarios. In the first one, the constraints are enforced at the end of each
repeat cycle, while in the second at the end of multiple cycles. As for the design case, a larger drift
between the actual tracks and the ideal ones is accepted in the multiple-cycle case. In addition,
the tolerance in Eq. (25) can be chosen according to the mission requirements on ground-track
repetition accuracy.
The Taylor polynomial maps computed with the DA techniques are usually valid for several
repeat cycles. In an operative scenario these maps can be computed on-ground and uploaded on-
board the spacecraft when it is accessible from the ground stations. As the evaluation of polynomials
requires limited computational resources, the proposed control strategy could be evaluated on-board,
provided that the spacecraft can predict its state at the end of a repeat cycle with sufficient accuracy.
Single-Cycle Control with Tight Accuracy
In this section, the simulations for the single-cycle control combined with tight accuracy require-
ments on ground-track repetition are presented. The tolerances used in Eq. (25) are set to 10−6
km, 10−3 km/s, and 10−7 deg/s to guarantee an accurate RGT pattern. For consistency, the same
missions analyzed in the design section are used here.
Based on the control strategy proposed before, the intermediate states involved in the control
process are displayed in Tables 1,2,3, and 4 in ECEF frame. The first column represents the initial
state computed in the design process, and thus also represents the state to be targeted at the end of
each repeat cycle. The second column represents the actual state at the end of the first repeat cycle,
i.e. the state at which the impulse is applied. The third column represents the state at the beginning
of the second cycle after the maneuver has been implemented, and finally the fourth column is the
state at the end of the second cycle. The maneuver is obtained by subtracting the velocity vector
of the third and second column. The calculated magnitudes, |δv| per cycle, for the missions are
6.8178 cm/s, 6.6070 cm/s, 9.7281 cm/s, and 13.8476 cm/s, for TerraSAR-X, Landsat-8, IRS-P6,
and SPOT-7, respectively. With these maneuvers, the displacement between the ground-tracks is
maintained to meet the tight accuracy requirements.
To further assess the performance of the maintenance strategy, the ground-tracks relative accuracy
is shown in Figure 5. As can be observed, the relative errors are of order of 10−4 deg, correspond-
ing to a separation between ground-tracks at the equator of less than 100 m. Consequently, the
combination of single-cycle design and control coupled with tight accuracy constraints can produce
missions with very accurate repeat patterns.
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Table 2: Control results of Landsat-8 pattern
States
First repeat cycle Second repeat cycle
Initial Final Initial Final
x, [km] 6975.552101 6975.551558 6975.551558 6975.551381
y, [km] -1232.582639 -1232.582799 -1232.582799 -1232.582778
z, [km] 0 0 0 0
vx, [km/s] -0.285046636 -0.285007355 -0.285073308 -0.285030544
vy, [km/s] -1.561515791 -1.561706363 -1.561705676 -1.561855639
vz , [km/s] 7.426314342 7.426284548 7.426288429 7.426264784
t, [sec] 1.3823991× 106 1.382399× 106 1.3823996× 106 1.3823996× 106
Table 3: Control results of IRS-P6 pattern
States
First repeat cycle Second repeat cycle
Initial Final Initial Final
x, [km] 7091.011029 7091.010546 7091.010546 7091.010247
y, [km] -1252.984275 -1252.984999 -1252.984999 -1252.984943
z, [km] 0 0 0 0
vx, [km/s] -0.295622153 -0.295550878 -0.295647647 -0.295609033
vy, [km/s] -1.623266169 -1.623412825 -1.623403153 -1.623752336
vz , [km/s] 7.356222412 7.356200355 7.356202783 7.356149740
t, [sec] 2.0735994× 106 2.0735994× 106 2.0736005× 106 2.0736005× 106
Table 4: Control results of SPOT-7 pattern
States
First repeat cycle Second repeat cycle
Initial Final Initial Final
x, [km] 6970.943818 6970.943286 6970.943286 6970.943262
y, [km] -1231.768354 -1231.768256 -1231.768256 -1231.768262
z, [km] 0 0 0 0
vx, [km/s] -0.284622245 -0.284508222 -0.284645430 -0.284559914
vy, [km/s] -1.558854687 -1.558988959 -1.558971806 -1.559282956
vz , [km/s] 7.429163324 7.429140827 7.429148259 7.429100728
t, [sec] 2.2463974× 106 2.2463974× 106 2.2463989× 106 2.2463989× 106
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(a) TerraSAR-X pattern (b) Landsat-8 pattern
(c) IRS-P6 pattern (d) SPOT-7 pattern
Figure 5: Relative accuracy of single-cycle control strategy.
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(a) TerraSAR-X pattern (b) Landsat-8 pattern
(c) IRS-P6 pattern (d) SPOT-7 pattern
Figure 6: Evolution of semi-major axis maintained by the single-impulse maneuvers.
Differently from the previous methods for the RGT orbit maintenance that usually control the
semi-major axis and inclination separately, the proposed method is directly based on the correction
of the velocity, thus changing all orbital elements, as shown in Figures 6 ,7 and 8, respectively. The
relevant parameters of semi-major axis (a), inclination (i), and drift rate of RAAN (Ω˙) in two repeat
cycles are displayed in the True of Date (TOD) frame and the horizontal dotted lines in Figure 8
indicate the angular velocity of Earth around the Sun ωS .
In a real-world scenario, the implementation of the maneuver will be effected by errors both due to
the non-ideal performance of the propulsion system, finite duration of the maneuver and inaccurate
timing. Thus, it is necessary to assess the robustness of the maneuvers to these errors. This analysis
can be performed by running a Monte Carlo simulation and exploiting the same Poincare´ map used
for the computation of the control. The Monte Carlo simulation is performed by evaluating the map
multiple times by adding to the nominal maneuver (δvx,0, δvy,0, δvz,0) the implementation errors
(Eδvx,0 , Eδvy,0 , Eδvz,0), i.e., (δvx,0 + Eδvx,0 , δvy,0 + Eδvy,0 , δvz,0 + Eδvz,0).
Assume the errors are normally distributed, with the statistical properties reported in Table 5. A
1000-sample simulation is run for different maneuver errors for the missions above. The distribution
of position after one repeat cycle is shown in Figure 9, in which the red circles indicate the position
corresponding to the nominal velocity corrections (δvx,0, δvy,0, δvz,0). It can be seen that the equa-
torial crossings are almost disperse along a straight line, thus with a limited dispersion in longitude
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(a) TerraSAR-X pattern (b) Landsat-8 pattern
(c) IRS-P6 pattern (d) SPOT-7 pattern
Figure 7: Evolution of inclination maintained by the single-impulse maneuvers.
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(a) TerraSAR-X pattern (b) Landsat-8 pattern
(c) IRS-P6 pattern (d) SPOT-7 pattern
Figure 8: Evolution of drift rate of RAAN maintained by the single-impulse maneuvers.
from the nominal longitude value, as highlighted by Figure 10. It should be noted that with the use
of expansion of Poincare´ map, the Monte Carlo simulations require only the simple evaluation of
the polynomials instead of intensive numerical propagations, thus the robustness analysis could be
easily embedded in the design of the control.
Multiple-Cycle Scenario with Loose Accuracy
For practical RGT orbit missions there are also cases in which the requirements on the ground-
track repetition are not stringent, and larger displacements between the ground-tracks are tolerated.
In these cases, we can use both multiple-cycle design and control strategy in combination with larger
tolerances in Eq. (25).
Table 5: Statistical dispersion of initial conditions in the Monte Carlo simulation
Errors
Dispersion
Mean value Standard deviation (3− σ)
Eδvx , [km/s] 0 0.05× |δvx,0|
Eδvy , [km/s] 0 0.05× |δvy,0|
Eδvz , [km/s] 0 0.05× |δvz,0|
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(a) TerraSAR-X pattern (b) Landsat-8 pattern
(c) IRS-P6 pattern (d) SPOT-7 pattern
Figure 9: Distribution of position by the single-impulse maneuvers with implementation errors.
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(a) TerraSAR-X pattern (b) Landsat-8 pattern
(c) IRS-P6 pattern (d) SPOT-7 pattern
Figure 10: Distribution of longitude difference by the single-impulse maneuvers with implementa-
tion errors.
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(a) Design process (b) Control process
Figure 11: Comparison of the longitude values obtained by the DA Poicare´ mapping and numerical
propagation.
To perform this simulation, the UoSAT-12 Earth observation mission operated by Surrey Satellite
Technology Ltd (SSTL)39 is used as an example. The results computed with the proposed approach
are compared with those obtained by the method developed for this mission.7
UoSAT-12 is a 300 kg mini-satellite, working on an orbit at the inclination of 64.57 deg with
an altitude of approximately 650 km. The repeat pattern of the orbit is 7 days for 102 orbital
revolutions. As it is not a SS orbit, we replace the SS constraint with the specific value of inclination
of the mission for the generation of quasi-periodic orbit as the initial guess in the orbit design
process. We use the DA expansion of the Poincare´ map (20) three times to propagate the dynamics
over three repeat cycles. With the multiple-cycle design, the orbit allows for the drift of ground-track
during the repeat cycles, but it will go back at the end of the third repeat cycle.
Assume that it is only required that the displacement of the initial position and final position over
three repeat cycles are kept within a given tolerance. Besides, the inclination control condition is
introduced to replace the SS constraint in Eq. (25) and utilized to control the drift of ground-track
drift at the particular latitude. The optimization problem for the control can be then formulated as
J = |δv|2 ,
s.t.
{ ∣∣x0 − Txf ∣∣ ≤ xt,∣∣i0 − Tif ∣∣ ≤ it, (26)
and the distance tolerance value xt is set to be 1 km as an illustrative example to show the loose
accuracy requirements of the orbit maintenance strategy. The variation threshold of initial and final
inclinations it is determined to be 0.00236 deg, which guarantees a displacement of the ground-track
at the latitude of 50 deg of less than 0.3 km.
Because we are working with the Taylor approximations of a Poincare´ map and we use it to
propagate the states over three repeat cycles, it is first necessary to validate the accuracy of the DA
map. The longitude values at the end of each repeat cycle obtained by the DA Poincare´ mapping
and by numerical propagation are displayed in Figure 11. This shows that the results achieved by
the DA Poincare´ mapping are sufficiently close to those obtained by the numerical propagation.
The DA approach allows for the efficient design of the RGT orbit under the loose RGT conditions.
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(a) (b)
Figure 12: Absolute accuracy over three repeat cycles.
This approach requires one DA propagation for one repeat cycles and three evaluation of this map to
map forward the initial states for three repeat cycles. The results obtained for the design are shown
in Figure 12(a), in which the actual and nominal longitudes of ground-tracks over three repeat cycles
are displayed. In Figure 12(b) the absolute accuracy of the ground-track for the three repeat cycles
is reported.
The states involved in the control process are displayed in Table 6. Starting from the initial
conditions recorded in the first column, the ground-track drifts during three repeat cycles, but goes
back in the proximity of the initial conditions, as given in the second column, and already shown
in Figure 12(b). The value of the single impulse maneuver is obtained by the difference of the
velocity vector between the third and the second column, and this impulse forces the spacecraft to
conclude the following three repeat cycles in the proximity of the ideal conditions (in accordance
with the imposed tolerances). The absolute longitude displacements of the ground-tracks from the
ideal conditions are kept below 0.01097 deg, approximately 1.22 km in distance on the equator, as
indicated by Figure 13 for three repeat cycles. It has to be mentioned that the reason that the actual
drift value is a bit more than the drift allowance is due to the fact that this is achieved within the
three repeat-cycles used for the design, during which we are not controlling the orbit. One option
to reduce this drift would be to use two-repeat cycles for trajectory design and control. The plot of
relative ground-tracks errors (maximum separation between ground-tracks over six repeat cycles) is
shown in Figure 14. The results are here comparable with those of the absolute accuracy as multiple
cycles have been used for the design and control of the mission.
The evolution of semi-major axis and inclination in TOD frame maintained by the single impulse
control are illustrated in Figure 15. Comparing the initial and final values of inclination over three
repeat cycles after the maneuver, the drift of inclination is only 3.28× 10−4 deg and the osculating
variation range of the inclination over this cycles is 0.00577 deg around the nominal inclination.
The magnitude of the maneuver |δv| is 4.182 cm/s, whose mean value is only 1.9914 mm/s per day.
This is comparable with that obtained in Reference 7, but our proposed method has the advantage
of a lower frequency of the maneuvers and a better accuracy in the ground-tracks repetition, even in
the full-force model.
Similarly to the scenario of the single-cycle with tight accuracy, the Monte Carlo simulations
with errors in the implementation of the maneuver are also performed based on Poincare´ mapping.
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(a) (b)
Figure 13: Absolute accuracy over three repeat cycles after orbit control.
Figure 14: Relative error over six repeat cycles, including one impulse for orbit control.
Figure 16 shows the distribution of position and longitude difference after the maneuver over three
repeat cycles. From Figure 16(b) it can be noticed that, even considering the maneuver implemen-
tation errors, the maximum dispersion of longitudes is of the order of 0.0125 deg, equal to 1.39 km
distance at the equator, which comparable with the absolute accuracy presented in by Figure 13.
CONCLUSIONS
In this paper, the design and control of the repeat ground-track (RGT) orbits in a high fidelity
dynamical model was addressed by a differential algebra-based semi-analytic approach. Starting
from the availability of a first guess in the reduced zonal problem, the high order approximations
of Poincare´ maps were employed to determine the conditions leading to ground-track repetition,
over one and multiple cycles, taking into account all the main sources of perturbations, including
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(a) (b)
Figure 15: Evolution of semi-major axis (a) and inclination (b) over six repeat cycles.
Table 6: Control results for the loose-accuracy scenario
States
First three repeat cycles Second three repeat cycles
Initial Final Initial Final
x, [km] -1684.585533 -1684.557695 -1684.557695 -1683.710455
y, [km] -6825.045240 -6825.075509 -6825.075509 -6825.336757
z, [km] 0 0 0 0
vx, [km/s] 2.639184352 2.639184978 2.639202579 2.639470949
vy, [km/s] -0.666622091 -0.666525543 -0.666529978 -0.666194965
vz , [km/s] 6.802425811 6.802352323 6.802389999 6.802199740
t, [sec] 1.7942989× 106 1.7942987× 106 1.7942964× 106 1.7942965× 106
non-conservative ones.
The same polynomial representation of the Poincare´ map was then used to implement a single
impulse control strategy for orbit maintenance. The impulse can be apply at the end of each repeat
cycle when high accuracy is needed, or at the end of multiple cycles for less stringent accuracy
requirements. The approach reduces the frequency of station keeping maneuvers and has the ca-
pability of combining both semi-major axis and inclination corrections in a single maneuver. The
longitudinal difference between the ground-track in successive cycles can be maintain very small
(in the order of 10−4 deg) with a δv budget as low as cm/s-level per cycle.
Finally, the expansion of the Poincare´ map allows us to efficiently perform Monte Carlo analyses
to study the effect that errors in the implementation of the maneuvers have on the mission accuracy.
The performed analyses have validated the robustness of the proposed single impulsive control
strategy.
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