Fig. 1. The cluster of the "ùtefan cel Mare" University of Suceava

The k-means algorithm
The k-means algorithm aims to identify distinct k groups (clusters), so as the data of each class to be similar enough [4] - [5] . Every class will have a representative considered to be the centre of the class. These centers are random defined. The affiliation of each point to a cluster is determined. Every segmentation by clustering [6] will be followed by the labeling of the segmented image to identify the individual objects. If the points do not change the clusters they belong to, then the grouping is finished. In the opposite situation, the centers for each cluster must be recalculated due to the points that are part of it. After the calculation of these centers, the affiliation of each point to a cluster is determined. As such, a curl is generated. At every iteration in the curl, the clusters change their centre. The issue from the curl may be achieved in the moment the clusters do not change their centers.
If the data set [11] [12] contains n points (x 1 , x 2 ,…x n ), in which every point is considered as an observation vector of the dimension d (d=3), then the k-means clustering involves dividing of this set into k partitions (classes) disjunct and non-zero (k<n) S={S 1 ,S 2 ,…S k } so that the similarity function minimizes [10] (sum of the square distances from the cluster inside) [5, 6] ¦ ¦ , (1) where c i is the mean of S i .
The ISODATA algorithm
An important role in the segmentation process is constituted by the initial choice of the number of classes. A wrong choice causes the errors of over-segmentation or sub-segmentation. The over-segmentation may be corrected by the further unification of the objects already determined and, thus, it is preferable to choose a greater k than necessary.
Initially one wants the segmentation of the image into k clusters, but he ISODATA algorithm [7] allows the number of the clusters to be automatically modified during an iteration by fusing the similar groups and dividing those with great standard deviations. At the beginning, the k centers are arbitrarily chosen, then each point is attributed to the closest cluster. If there are clusters with fewer Ϊ N points (threshold value which a minimum number of samples from each cluster may have) then these are far off, each centre remaining to be recalculated [8] . If there are too few clusters, the first step is taken to separate, by determination, the vector of the standard deviations for each cluster. The centre of the cluster is divided into two new cluster centers, then kĸk+1 is also erased. If there are too many clusters, the first step to fusion is taken. The fusing centers and kĸk-l are erased. The algorithm is finished if the maximum iteration number I is attained [9] . Thus, the algorithm is restarted/retaken by attributing each point to the closest cluster.
The ISODATA algorithm, used to reduce the colors, receives, at entering, an image in the BMP format, using as a model the RGB color system and optionally the position of every RGBXY pixel. The pixels, which will present in the image a similar color and position, will be regrouped and each pixel will be identified by the number that shows the color class to which it is the most similar. The program contains two functions isodataRGBXY and isodataRGB, the first modifies the image using the ISODATA algorithm, considering both the color and the pixel position, while as the second uses for grouping only the color of each pixel.
Parallel implementation of the k-means and ISODATA algorithms
In the parallel implementation will be partitioned the calculations that will be achieved by associating every operation with the data it operates with. This partitioning produces a number of tasks, each containing data and a set of operations for them. There might be cases in which an operation must be performed on the data of the different tasks. In these cases, it is necessary to achieve the communication among these tasks [8, 10, 11] .
For the present case we will use the strategy of achieving the same set of calculations on different data sets. Thus, the data are divided into equal parts, their number being equal to the number of processes to be executed in parallel. The implementation of these algorithms is achieved with the help of the MPL standard.
Experimental results
The ISODATA is tested on color images to see which of the two ways, RGBXY or RGB, is more efficient. We may notice that RGBXY way offers better results almost all the time, although there also are some "extreme" cases (when the image is reduced to a small number of colors and the original image has a small number of colors, too), when the RGB modality succeeds to capture a greater number of details and thus is more efficient.
Image 7 (Fig. 8) is one of those "extreme" cases. One may notice that the RGB processing way is by far better than the RGBXY one.
As a conclusion, for the color images we shall use the RGBXY variant and the white-black ones, variant RGB.
Image 4 (Fig. 5) original and image 5 ( Fig. 6 ) processed in the RGBXY way will be transformed into grayscale image then segmented and the interest zone will be extracted, with parallel k-means and ISODATA algorithms. The images were segmented into 5 classes with kmeans algorithms and the image belonging to class 1 was extracted. Applying the parallelized ISODATA algorithm to the interest set, namely the image in figure 4 , segments the pixels also into 5 classes, extracted being the image belonging to class 0 (Fig. 12) .
Comparing the extracted interest zones, with the two parallelized algorithms k-means and ISODATA using image 4 original (Fig. 5) , we notice that the pixel group with parallelized ISODATA algorithm offers much better results.
Conclusions
In this article, we presented the parallel algorithm to segment the k-means images and the parallel ISODATA algorithm with the two variants both for image segmentation and for color number reduction.
The increase of the volume of information of the image type asks for stocking, which implies space. That is why we proved that reducing the number of colors does not influence the quality of the results as segmentation follow-up.
We proved that the parallel ISODATA algorithm used in image segmentation is much better compared to the k-means algorithm, the zone/area extracted with ISODATA is of greater similarity to the one from the original image. 
