Diagnostic problem solving
Gives description of the subpopulation of the original population or individual cases
Marginal probabilities P * (V ) = P (V | E) for every vertex V , e.g., P (WILSON'S DISEASE = yes | E) for entered evidence E (red vertices, with probability for one value equal to 1)
Prediction of associated findings
Gives description of the findings associated with a given class or category, such as Wilson's disease Marginal probabilities P * (V ) = P (V | E) for every vertex V , e.g., P (Kayser-Fleischer Rings = yes | E) with E evidence 
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Expert judgements
Qualitative probabilities:
Qualitative orders: 
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Expert judgements (cont.)
Quantitative, subjective probabilities: A bottleneck in Bayesian networks
The number of parameters for the effect given n causes grows exponentially: ≥ 2 n (for binary causes)
Unlikely evidence combination: P (f ever|f lu, rabies, ear_inf ection) =?
Problem: for many BNs too many probabilities have to be assessed
Special form Bayesian networks
Solution: use simpler probabilistic model, such that either the structure becomes simpler, e.g.,
or, the assessment of the conditional probabilities becomes simpler (even though the structure is still complex), e.g.,
C is a class variable E i are evidence variables and E ⊆ {E 1 , . . . , E m }. We have E i ⊥ ⊥ E j | C, for i = j. Hence, using Bayes' rule:
with:
by cond. ind.
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Example of Naive Bayes
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Example of Naive Bayes (1) Tree-Augmented BN (TAN)
Extension of Naive Bayes: reduce the number of independent assumptions Each node has at most two parents (one is the class node) interaction function f , defined such that
Divorcing multiple parents
Note that as I i ⊥ ⊥ I j | ∅, and I i ⊥ ⊥ C j | C i , for i = j, it holds that: Interactions among causes, as represented by the function f and P (E | I 1 , I 2 ), is a logical OR Meaning: presence of any one of the causes C i with absolute certainty will cause the effect e (i.e. E = true) P (e|C 1 , C 2 ) = ?
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Causal independence: Noisy OR (cont.)
E OR P (e|C 1 , C 2 ) = I 1 ,I 2 P (e|I 1 , I 2 , C 1 , C 2 )P (I 1 , I 2 |C 1 , C 2 ) = ?
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E OR P (e|C 1 , C 2 ) = I 1 ,I 2 P (e|I 1 , I 2 , C 1 , C 2 )P (I 1 , I 2 |C 1 , C 2 ) = f (I 1 ,I 2 )=e P (e|I 1 , I 2 ) k=1,2 P (I k |C k )
