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 Synchrotron based experiments of quantum coupled states reveal a delicate balance 
of energy levels facilitating the Mott driven antiferromagnetic state responsible for High 
Temperature Superconductivity (HTSC). High resolution spectroscopic experiments 
including Angle Resolved Photoemission (ARPES), Resonant Elastic X-ray Scattering 
(REXS), X-ray Natural and Magnetic Circular Dichroism (XNCD & XMCD) are used to 
investigate the Cuprate, Iridate, and Rutheno-Iridate systems. Highly correlated Mott 
driven systems producing the antiferromagnetic Cuprate and Iridate series of layered 
perovskites are perturbed using doping and temperature to elucidate the correlation of 
states within the materials. Similar to the Cuprate HTSC, the Rutheno-Iridate system 
undergoes a phase segregation of magnetic domains resulting in Sr3IrRuO7 where ARPES 
measurements reveal a temperature and momentum dependent pseudogap. Electronic band 
structure investigations yield a Fermi surface with gap parameters similar to extended s-
wave symmetry. Additional observations of a p-wave symmetry centered at the (π, π) 
scattering vector within Fermi surface maps provide evidence for long range magnetic 
coupling. 
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Dedication 
 The adventure of life continuously changes us all, and through this evolutionary 
exploration of the world we seek to understand our connection to the universe.  
 




 Observation and quantification of phenomena into subsets and degree to which 
theory describes the natural world depends primarily upon the basis set used. Structural, 
electrical and magnetic similarities between groups of materials allow for qualification-
based quantification into multiple sets grouped by similar properties. Isostructural 
similarities between crystals allows material science to investigate the interaction of 
various elements within similar structural circumstances and the specific response to 
external stimuli. Through the process of exploratory, hypothesis driven studies minute 
variations in lattice constants, structural distortions, etc. allow investigations of the 
transition from insulator to metal within ceramic perovskite system. Multiple techniques, 
both laboratory and synchrotron based, can provide insight into the complex interactions 
resulting from doping of the Copper Oxide (CuO2) based high temperature superconductors 
(dubbed the Cuprates for obvious reasons).  
Angle-resolved photoemission spectroscopy (ARPES) measures the energy 
distribution of photo-electrons, electrons ejected from the surface normal of a sample when 
struck by an incident photon, with respect to angle (momentum) or kinetic energy. Through 
coupling of electronic states with other energy scales dispersion kinks or various exotic 
coupling phenomena can result yielding interesting properties. The ability of ARPES to 
resolve energy-momentum dispersions validates many theoretically based assumptions 
within material science where other possible band structure measurements cannot provide 
equivalent resolution. ARPES was used to intensely study the Antiferromagnetic (AFM) 
 xiii 
Mott insulating Cuprate system for 30 years providing detailed insight regarding the exotic 
Fermi surface of the HTSC Cuprates.   
Correlations resulting from interactions couple energy levels or reduce the 
symmetry of the system elucidating a greater understanding of complex materials by 
perturbing the available variables. All forms of magnetism, impurities, dopants, interstitial 
or absent atoms within a crystalline structure impose a unique combination of observable 
properties with increased complexity of states overlapping. Through combinatorial 
processing guided by the physical knowledge of materials engineering long past we 
investigate the similarities and differences among material groups. This thesis seeks to 
observe phenomenon through a symmetric based perspective above all in an attempt to 
reconcile the pervasive use of broken symmetry arguments to explain natural phenomenon. 
 Chapter 1 attempts to cover the intertwined properties of Mott systems through a 
doping and distortion perspective relying on several symmetry arguments to convey the 
interactions of magnetic and electronic dynamics. The complex interactions and dynamic 
variables responsible for quantum materials to exist and result in superconductivity within 
the Cuprates are discussed as a general overview. Chapter 2 provides introductory 
background information regarding the Cuprates and Iridates along with the specific 
experimental techniques covered within this thesis. All chapters were penned solely by the 
author with the exception of Section 2 in Chapters 3, 4, 5, 6, 7.  
 xiv 
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1.0  Correlations and Interactions 
Investigating complex quantum materials to elucidate the underlying mechanisms 
responsible for interesting, and sometimes unexpected phenomena is at the very core of 
condensed matter physics. These materials often have electronic and magnetic properties 
arising through the interactions of lattice, orbital, spin and/or charge degrees of freedom 
resulting in characteristics not intrinsic to similar materials. Magnetic and/or charge 
ordering, metal-insulator transitions, magnetoresistance, high-temperature 
superconductivity and other exotic properties result from interactions of two or more 
dynamic properties of a material. These resultant low-energy interactions give rise to 
quantum coupling between the parameters resulting in macroscopic properties that are 
often exotic and hard to predict. 
Several spectroscopic methods can be used to probe the single-particle, double-
particle, and collective excitations and each method has its own intrinsic value toward 
understanding the root of these, sometimes difficult to explain, properties. While most 
investigatory methods can illuminate, either directly or indirectly, the result of such 
interactions, only photoemission spectroscopy can grant direct access to the density of 
single-particle interactions through accessing the electronic band structure of solids. 
General photoemission spectroscopy (PES) is in essence the integration of an Angle-
resolved photoemission spectroscopy (ARPES) spectra, yielding only the density of states 
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of a material from a single crystallographic plane1. In some cases, ARPES is not ideal such 
as where the solid is non-crystalline resolving the angle does not improve the results or the 
analysis, though any photoemission spectroscopy will provide direct access to the Density 
of States DOS of a material since it is related to the one-particle Green’s function. In this 
context, the time-ordered one-electron Green’s function represents the propagation of a 
single electron in a many-body system. Generally interpreted, it is the probability 
amplitude that an electron added to the system in a Bloch state with momentum k at t=0 
will still be found in the same state after a time t. 
ARPES the energy-momentum relationships for thorough investigations of 
crystalline band structures, often revealing unique coupling parameters. Coupling 
parameters are manifested in a discontinuity or deviation from smoothly varying functions 
resulting in dispersion kinks, matrix element effects, polarization effects, re-normalization 
of bandwidth and a variety of other reflexive actions. Though we gain great insight into 
these electronic structures, the underlying interactions resulting in the unique dispersions 
measured are still under debate. Regardless of origin, coupling parameters in the copper 
oxide based High Temperate Superconductors (HTSC) allow for the existence of a 
quantum phenomenon at “high” (~ 135K) temperatures. Intense scrutiny of Cuprate 
superconductor band structure advanced the experimental frontline of modern ARPES 
measurement. Mott physics, which can be seen in many insulators became the forefront of 
material engineering as modern measurements investigated the strongly correlated nature 
found in the cuprate family of materials2.    
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1.1 Superconductivity 
Classical treatment of conductors produced accurate predictions using simple 
empirically derived formulae yet failed to predict the possibility of a coherent 
superconducting state. The revelation that an abrupt first order transition results in a loss-
less conducting material below a critical temperature was only possible through the recent 
liquefaction of Helium (He). Simple elemental crystals are the broadest category of 
superconducting materials yet found to have both element and isotope specific 
superconducting transition temperatures (Tc). Material properties can change in presence 
of a magnetic field (H) whereby increasing H can destroy the superconducting state of a 
material. Susceptibility of the transition temperature gradient on externally imposed 
magnetic fields allow further sub-grouping of the elements known to cross over into this 
delicate state. Type 1 superconductivity in materials has a critical field above which 
magnetization destroys the pairing mechanism needed to create a coherent state. Critical 
magnetic fields (Hc) have a unique ability to split the pairing between two electrons moving 
together along a periodic vibrating lattice by Lorentz forces and scattering. Cooper pairing 
has been established as a sufficient description of the occurrence by coupling harmonic 
frequencies present in near zero temperatures thereby inherently reducing thermal 
excitations to background levels. Conducting electrons ride waves of periodic simple 
harmonic vibrating modes together through the same sample that conducts normally by 
increasing temperature by ~ 0.5° K. Coupling both the energy and mass of Cooper pairs 
over naturally occurring random thermal background contributions allows the delicate state 
to exist as long as the background states are negligible.  
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The transition undergone by materials entering a superconducting (SC) state is at 
heart coherent, as collective excitations on a local level always have potential to disrupt or 
destroy the delicate state created. Impurities within materials and their ability to augment 
properties have yet to be resolved due to the multitude of combinations possible among the 
elemental mixtures. Many other materials become superconductors at low temperatures 
other than elemental crystals. Composite materials comprised of 2 or more elements have 
far surpassed the maximum Tc found in the single element family. Maximum Tc for the 
elements are shown in Fig. 1.1 (a) and summarizes the conditions required to establish a 
material as superconductor in Fig. 1.1 (b-e). High Temperature Superconductors (HTSC)s 
currently reign supreme with Tc surpassing 77° K (boiling point for Liquid Nitrogen 
(LN2)), resulting in the Cuprates emerging as viable components in modern electronic 
systems. Prior to the advent of HTSCs the highest Tc required Liquid Helium (LHe) to 
precipitate superconducting behavior down to LHe boiling point of 4.22 K. Recent 
measurements using He3 dilution refrigeration has allowed measuring of Tc in the mK 
range and increased environmental pressure systems have filled out the possible 
superconducting elements. Increasing a chambers gas while measuring sample 
conductivity results in forces exerted isotopically to compress the lattice uniaxially. 
Compression of crystalline lattices under pressure can drastically change material 
properties as pico- and femto- meter displacements in a unit cell reorient bonding 
coordination to relieve or respond to the strain imposed by the gas pressure. Perfection is 
required in material synthesis as slight variations of impurity or fabrication process destroy 











 Through field interactions we have come to understand physics and chemistry 
relying on reactions based upon the elements more specifically. Grouping materials by 
properties has allowed the creation of tables to convey information across a large swath 
or people resulting in the most complex: The Periodic Table.  
 
Standard Periodic Table of Superconducting Elements - Elements superconducting at 
temperatures correlated to Red, Blue, and Green colors noted above D-block. 
 
Sufficient and Necessary Conditions for Superconductivity- Properties illustrated 
below the periodic table have been found in all superconducting materials. Though onset 
and transitions may not be as abrupt as illustrated the existence of all phenomenon have 
been observed within SC materials.   
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1.1.1 Meissner Effect 
Magnetic fields have a unique ability to probe systems without physically being in 
contact with a material. Field strengths in tens of Tesla (T) can now be sustained through 
the use of H-Field superposition rules to investigate a materials magnetic, thermal, or 
electric response. Newer systems can be pulsed even higher with the use of 
superconducting materials facilitating measurements utilizing higher field strengths in 
order to quantify material properties. Measuring the change in resistance vs H field strength 
of a material w.r.t. specific crystalline axis provides information regarding the Magneto-
resistivity present in a sample. Typically, magnetic susceptibility measurements (applying 
a magnetic field and measuring changes in properties) allow for determining a wide variety 
of material properties from structural and magnetic phase transitions to resistance changes.  
Materials entering a superconducting state, regardless of type, expel any magnetic 
field present resulting in little or no field lines within a sample dubbed the Meissner state3. 
Superconducting Quantum Interference Devices (SQUID) now found in laboratory settings 
have ability to impose fields up to 7 T sustained in a constant temperature and H-field. 
Oscillating the sample in field then magnetizes the sample and responds proportionally by 
increasing its own field strength depending on magnetization type within the material being 
measured and orientation. Capable of measuring down to ~2 K the onset of 
superconducting behavior is evident by an abrupt first order response to the imposed field 
signaling expulsion of the magnetic field. Superconducting “type” is determined by a 
materials response to increased field strength when in the Meissner state. Type 1 
superconductors respond abruptly when materials are in the presence of a magnetic field 
at a critical strength (Hc) by actively destroying the superconducting Meissner state. Onset 
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of such a state precludes the existence of a first order transition occurring within the 
material, though not all materials (including pure elemental superconductors) exhibit type 
1 properties.  
Type 2 superconductors exhibit a second order transition into the superconducting 
state whereby the “abrupt” nature of the measured transition can be defined by existence 
of two transition temperatures. Materials with Type 2 properties have both an onset 
temperature profile and critical field strength similar to existence of impurity atoms in 
elemental superconductors. The definition of Hc in Type 1 SC materials bifurcates into Hc1 
and Hc2. Hc1 signals when the SC state becomes diminished and accompanied by the 
destruction of coherent collective modes across the entire sample as the Hc2 corresponds to 
complete destruction of the SC state. This intermediate field phase deemed the “vortex” 
state is distinguished by increased field penetration of the sample and becomes much more 
delicate to scattering and thus applied current. Understanding the coupling between 
magnetic field penetration and SC type becomes more complicated since impurities can 










  Materials entering into a superconducting state expel magnetic fields present when 
undergoing a phase transition from normal to SC states. Primarily depending upon the 
material quality, presence of vortex states can occur in Type 2 superconductors naturally 
or through presence of impurity (or defect) found within the crystal of Type 1 SCs. 
Superfluid states of electrons in the SC material orbit around magnetic field lines that are 
able to penetrate the sample, creating swirling vortex states and conserving the current.  
 Perfect diamagnetism within a material manifests the same characteristics as 
Meissner states and tend towards the expulsion of all magnetic field lines. Increased H 
fields will impose a greater density of magnetic field lines perpendicular to the surface 
normal and reach a critical threshold where a few H-field lines can penetrate the sample. 
Any flux lines able to penetrate the sample surface when in a SC state will grow the size 
of vortex, progressively destroying the superconducting state, until the growing field 
reaches a maximum. Circulating currents of charges around penetrating H field lines reduce 
the maximum conducting current by increasing the density of near vortex states trapping 
charges as electron precession around vortex states.   
Flux pinning can occur by vortex states trapping field lines while undergoing the 
SC phase transition. Defect states or polycrystalline superconductors allow for magnetic 
field lines to be trapped; as H field lines present while in the normal state can be pinned 
w.r.t. field intensity and geometries present. These materials also respond to the presence 
of similar magnetic field configurations as the ones in which the SC state was formed 
revealing a SC magnetic memory.   
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1.2 HTSC Properties 
Cuprate superconductors have been intensely studied for more than three decades 
reaching a plateau in boosting the critical temperature Tc 4. The changing critical 
temperature has been linked to different coupling parameters resulting in the formation of 
a superconducting state. Spin and charge density waves signify the existence of ordering 
parameters not understood by current theory and presence of these phenomenon are 
typically seen when a sample enters a unique state. Conducting charges with zero resistance 
requires the sample to form a coherent quantum state when superconducting, making the 
collective excitations of the entire crystalline structure coupled on a global level. The 
coherent nature of superconducting materials presents a conundrum where little is 
understood regarding the collective excitations that can occur locally with global 
implications. Decades of material science has led to understanding similarities among 
materials through initially grouping by structure and then further subgrouping by intrinsic 
properties. Structural isoforms retain the ability to transfer ordering across length scales, 
typically dependent upon scaling factors and can be used to compare and contrast structural 
vs electronic properties in materials.  
 Transition metal oxides (TMO)s crystalize in multiple structural formations 
depending on processing conditions and a variety of other possible environmental 
conditions. Perovskites result from the high temperature oxide formation between S-shell, 
P-shell, and D-shell valence atoms to form a basic cubic or pseudo-cubic 113 structure. 
BaTiO3 and SrTiO3 present a basic perovskite 113 structure from a d-shell metal, oxygen 
and alkali atom bonding periodically. At high temperatures most perovskites relieve 
distortions by expansion of the unit cell volume and become cubic or pseudo-cubic. 
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Principally, the important part of the perovskite structure is the coordination of oxygen 
around the Ti atom creating an octahedral structure. Distortion of this octahedra and the 
coupling with all 6 Oxygen atoms to the central Ti atom are governed by orbital interactions 
with semi-empirical rules.  
 
1.2.1 Perovskites 
Crystalline systems with ABO3 symmetry form a higher symmetry group than simple 
ionic crystal whereby several bonding conditions need be met in order for the proper crystal 
formation to occur5. Large temperature gradient changes over time are required to form 
perovskites resulting in structures often far from symmetric in more than one crystalline 
direction. SrTiO3 and BaTiO3 are useful in modern electronics due to their high 
polarization resulting from a slightly displaced central Ti atom from the 3D axial 
symmetric center of the unit cell. Octahedral distortions occurring within the crystal and 
displacements of the central Ti atom induce a polarization field. At high temperatures 
thermal energy increases the unit cell volume allowing for reorientation of the electron 
spin. Tendency of perovskites toward cubic symmetry at high temperatures stems from 
relieving Jahn-Teller O6 distortions. Increased volume in the octahedra allows the Ti atom 








(a) Cubic perovskite crystal structure with central Barium atom in green and blue Titanium 
atom within an octahedral cage of Oxygen atoms. The basic chemical unit cell (BaTiO3) 
includes only the green Ba atom, blue Ti atom, and 3 Oxygen atoms that form a plane 
separating the two atoms.  
  
(b) Symmetrized bonding of the O6 octahedral around the Ba atom showing bonding from 
the bonding between A-site (Ba) or B-site (Ti) with Oxygen shown in red. Typically not 






Charge imbalance and supersymmetry in crystalline systems, or the lack there of, are 
two perturb-able avenues available when attempting to improve existing materials. Higher 
symmetry systems create larger modes capable of sustaining a global symmetry allowing 
imperfections to be passed over with less effect on properties. HTSC have long range 
structural, magnetic and electronic properties observable when the crystal systems are 
doped and cooperatively facilitate the existence of a coherent superconducting state. The 
effective independence of different dopant species on the cuprate HTSC system show the 
superconducting state is loosely tied to choice of atomic species used to add charge carriers. 
Another ubiquitous property shared among the cuprate HTSCs are their conformation to 
the An+1BnO3n+1 crystal structure allowing for investigation of structural analogues. 
 Ruddlesden-Popper series perovskite structures are a group of materials that 
increase dimensionality through layered distortions of a unit cell. Fig. 1.4 (a) illustrates the 
basic 113 perovskites as typically shown in SrRuO3. Increased dimensionality creates unit 
cells that begin stacking the 113 structure between layers with crystal structures analogous 
to basic rock-salt. Changing the dimensional variable (n) allows for the structures to be 
categorized by perovskite layers existing within the structural unit cell (n = 1, 2...). Analysis 
of materials with similar structures across the periodic table allows comparison of the 
HTSC copper oxide based Cuprates and ruthenium oxide based Ruthenate 1.5 K 
superconductor. An+1BnO3n+1 based crystal structures conform to increasing perovskite 
layers found within a single unit cell by numbering associated with n∞ yielding a single 
113 perovskite unit cell. Fig. 1.4 illustrates the unit cells for (a) n=∞, (b) n=1, and (c) n=2 
structural unit cell outlined by thin black lines and show how n corresponds to the number 
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of perovskite structures being sandwiched between rock salt structures. Cuprates, 
Ruthenates, Iridates among many other materials conform to R-P structures that contain 
phase transitions predicated on distortions and rotations of the O6 octahedral cage revealing 
interdepended of structural, magnetic and electronic properties.  
1.3.1 Multi-Layered Materials 
Multi-layer systems provide additional symmetry breaking not present in single layer 
variants. Most layered materials exist with layers coupled by van der Waals forces, though 
perovskites present larger coupling between layers. These materials exhibit unique 
characteristics when perturbed by appropriate interaction methods (electric, magnetic, 
thermal, doping, etc.).  Multiple interactions from any number of excitations combine to 
generate exotic properties such as Colossal Magnetoresistance (CMR), Ferroelectric 
ceramics, High Temperature Super Conductors (HTSC), etc7. Distortions, defects, dopants 
and spin waves culminate in unique electrical, magnetic or thermal properties coupled to 
one another and the environmental conditions. Increased ordering of the O6 octahedra 
around a central Ti atom while maintaining the need for periodic symmetry pushes 
perovskites into a new category where layering of the octahedra allows for symmetric unit 
cells to be defined (Fig. 1.4). Perovskites defined by the chemical formula: An+1BnO3n+1 









Increased Layering Within the R-P Perovskite Family 
 
(a) Simple cubic perovskite unit cell (n = ∞), or rather (n = |0|) 
 
(b) Single layer variant of the R-P structure (n = 1) 
 
(c) Double Layer variant of the R-P structure (n = 2)  
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1.3.2 Associated Electrical Properties 
Structural similarities allow us to draw correlations between materials, though 
isostructural properties of one atomic oxide species typically do not carry over within d-
shell metals. Transition Metal Oxides (TMO)s in either simple oxide or perovskite crystal 
configurations bond through molecular orbital interactions among the metals within the 
periodic table d-group. This allows for the various configurations of orbitals found in this 
block to form stable oxide systems with similar cubic, pseudo-cubic, distorted, or reduced 
symmetry crystalline systems (i.e. trigonal, tetragonal, etc.). O6 Oxygen octahedral bonds 
provide the backbone of coordinated octahedra throughout these materials, though vast 
variations occur from similar bonding sizes, configurations and many other seemingly 
small differences. Isostructural analogues allow for useful comparisons between different 
TMOs by contrasting the similarities found within the same structural group of materials. 
Such analysis allows the comparison between the Cuprates, Ruthenates, and Iridates as all 
form R-P structures with a simple cubic perovskite basis that are obtained when n = ∞ (Fig. 
1.4a). 
Unique electronic properties resulting from the specific TMO bonding 
configuration form the basis upon which we quantify most materials; including oxidation 
and configuration states. Through stable bonding with Oxygen we attempt to model the 
conversion of a pure metallic conductor into an insulating material by finding some 
generality within the d-block. Perovskite oxides present a general case in which drastically 
differing properties occur when changing atomic species. Formation of Anti-ferromagnetic 
states within a crystal structure is not seen as readily as paramagnetic or ferromagnetism 
due the need for valence states to be half-filled. Particular crystal structures can allow 
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doping to occur without destroying the characteristics responsible for superconductivity by 
contributing charge carriers to (what may be considered) an atomically perfect corrugated 
plane.  
 Half-filling of the conducting states resulting in AFM R-P crystals can be seen in 
the Mott insulating Cuprate and Iridate systems. Though, Sr2RuO4 crystals form 
conducting ceramics with ferromagnetic behavior (unlike Cuprate and Iridates) changing 
the A-site to Ca2RuO4 yields a Mott insulator8. Sr2RuO4 condenses into a delicate 
superconducting state at low temperatures with a maximum Tc = 1.5 K and is “highly” 
dependent upon the crystal quality and impurities. The superconducting state in Sr2RuO4 
gives way to Fermi liquid behavior above TC with strong interactions stemming from an 
enhanced (w.r.t. other metals) quasi-particle effective mass.  Similar properties can be seen 
in ARPES scans of the doped Cuprate and Iridate systems as the AFM insulating behavior 
is progressively destroyed9. Overdoped Cuprate and Iridate samples (x~0.2) progress into 
a Fermi liquid like state when an overpopulation of charge carriers begins to close the 
exotic Fermi-arc seen in Cuprate ARPES Fermi surface maps. 
 R-P materials have a natural cleavage plane (basal plane) allowing for ARPES 
investigation of the band structure responsible for conduction occurring on the Metal-
Oxygen plane. The cleavage pane always exposes the A-site atom making Scanning 
Tunneling Microscopy (STM) difficult by hiding the M-O bond. Thus, out-of-plane vs in-
plane resistance measurements always reveal lower conductance since electrons must 





In & Out of Plane  






(a) Electrical and Thermal Properties of Superconductors- Thermal (Specific Heat) 
and electrical (Resistivity) of the superconducting transition normalized by the 
superconducting transition temperature.  
 
(b) Structural Unit Cell of (n=2) R-P Structure- Illustrating the (a, b) Metal-Oxygen 
bonding plane occurring perpendicular to the crystalline c-axis defining intra-layer and 
inter-layer measurements as In-Plane and Out-of-Plane respectively. 
 
(c) Layered Materials- Illustrations of multi-layered materials whereby electrons conduct 
along the plane or perpendicular to the basal plane (along the c-axis). Electrons conducting 
between layers require a larger energy (π) to jump from layer to layer than needed to 
conduct along the Metal-Oxygen (M-O) bonding plane. Conduction occurring along the c-
axis requires the interactions of the M-O “chains” instead of the M-O “plane”. 
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1.3.3 Magnetization in Perovskite Oxides 
Un-polarized O6 octahedra (i.e. without distortions) form structurally symmetric 
crystals resulting in a cubic or near cubic unit cell10. Decreasing temperature shrinks the 
unit cell volume of all materials and in cases where the overlapping orbitals must realign 
in order to preserve bonding symmetry a phase transition resides. Definition and distinction 
aside, the percolation of a phase transition signifies a changing symmetry within a systems 
energy structure. Structural reduction of symmetry provides a natural, energy independent 
scale through which we view the physics behind materials. Classification of phase 
transitions is continuously evolving by defining structural, magnetic and electronic phase 
contributions to each transition providing a multitude of occurrences that seem to be 
disconnected. In reality we lack the ability to describe the concomitant occurrence and 
cooperative behavior between structural, magnetic, and electronic properties of any given 
material. Therefore, we continue to investigate and describe the observations through the 
use of symmetry defined theories or equations.  
Definition of magnetic properties inherently relies upon the structure in which the 
magnetization occurs (be it single or multiple atomic species) and the spin basis set used 
to describe magnetic properties. Experimentally, we have greater control over structural 
and electronic properties of materials while spin remains an unavoidable barrier to 
describing systems without invoking the use of broken symmetry arguments. Therefore, 
we develop classifications that explain the occurrence of phenomenon by a conglomerate 
or broken symmetry principles sidestepping the larger issue at hand. Materials can have 
any number of magnetic states including Ferromagnetism (FM), Anti-Ferromagnetism 
(AFM), Diamagnetism and a host of other intermediary states including Ferrimagnetism. 
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Refining the classification groups helps the quest for understanding quantum and 
macroscopic effects, yet hurts those efforts by setting definite lines between groups 
preventing the filed to be described by a single theory.  
TMOs provide a unique look into the bonding properties spanning the d-shell block 
resulting in materials that have similar structural and electronic properties. The R-P TMO 
subgroup of perovskites require incorporating a magnetic unit cell to accurately describe 
their properties. In essence, this boils down to fine-structure and hyper-fine structure 
interactions among bonding orbitals which are responsible for the interactions among 
atoms and consequently vibrational properties. Structural distortions and reductions from 
cubic symmetry induce reorganization of atomic orbitals and when magnetism imposes an 
additional symmetry breaking can relieve the structural instability without undergoing a 
first order phase transition. Ordering of spins, best described within a cubic system is 
shown for the perovskite structures in Fig. 1.6 where we understand the in and out of plane 
interactions responsible for conduction of electrons across a material. When electrons 
conduct through materials they jump from one atomic site to another and depending upon 
the neighboring spin with jumping parameters exist for each type possible action the 
electron could take. Electron jumps between sites are termed the J-parameter quantifying 
the energy needed to jump from a site with spin up (for example) to a site needing a spin 










Magnetic Unit Cells Found in Common Perovskite Oxides  
 
(a) A-Type Antiferromagnetic Ordering- Ferromagnetic ordering along parallel planes 
or sheets creating antiferromagnetic layered magnetism resulting from inter-plane 
interactions.  
(b) Dimer Bi-layer AFM- Successive Dimer reversal along a planar 2D surface as well 
as interlayer spin reversal. 
(c) C-Type Antiferromagnetic Ordering- Antiferromagnetic coupling contributions 
from intra-plane and Ferromagnetic coupling from inter-plane coupling.  
(d) G-Type Antiferromagnetic Ordering- Antiferromagnetic coupling contributions 
from inter- and intra-plane coupling.  
(e) E-Type Antiferromagnetic Ordering- Extended inter-layer symmetry breaking.  
(f) F-Type Magnetic Ordering-Ferromagnetic ordering of spins aligned in a single 
direction parallel to one another.  
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1.3.4 Doping Effects 
Site selective doping can vastly change the phase diagram through a mixture of 
structural defects imposed when a non-native atomic species is present11.  Driving these 
changes are size differences between dopant and substituted atomic species inducing Jahn-
Teller distortions of the O6 oxygen octahedral coordination. Higher layered perovskite 
systems can benefit from these O6 distortions due to their temperature sensitivity based 
upon selected elemental dopant and available valence interactions that do not preclude 
formation into a coherent crystal during growth. HTSCs and other systems have higher Tc 
values when larger ordering is conserved, though ordering of dopants at low concentrations 
is difficult due to thermal Brownian motion during crystalline growth. Various doping 
types including hetero- and multi-valence substitution, interstitial atomic species, and site 
deficiencies can contribute different types of charge carriers allowing for better tailoring 
of material properties.  
In principle, all types of dopants integrated within a crystal distort the crystalline 
lattice of an undoped parent compound by destroying translational symmetry. Increased 
doping leads to localization of dopants into ordered or randomly distributed states. 
Scattering techniques resolving the supersymmetry present within a low doped crystalline 
system can reveal structural, electronic or magnetic ordering. Ordering is then imposed 
w.r.t. the periodicity of the crystal system and such phenomenon is either commensurate 
or incommensurate. Periodicity of supersymmetry observed states such as spin and charge 
density waves are measured with respect to length scales found within the structural crystal 
cell. Typically discussed w.r.t unit cell lattice parameters, if the length scale of the density 
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wave yields an integer when divided by a lattice parameter it is termed commensurate. If 
the ratio is a non-integer the wave is considered non-commensurate.  
Structurally commensurate ordering would reflect dopant ordering in real space. 
Investigations of periodic dopant ordering can be seen by supersymmetric peaks in X-ray 
diffraction (XRD) representing a simple structural ordering. Inelastic scattering techniques 
such as X-ray and neutron diffraction provide information of structural resonances 
produced by distribution of atoms in periodic structures and refine by numerical 
calculations.  
Cubic systems provide no broken symmetry and are the natural end point for high 
temperature pseudo-cubic systems as conversely decreased temperature leads to structural 
distortions. Distortions removing geometric symmetry from cubic to tetragonal and 
orthorhombic systems can undergo structural phase transitions with decreased temperature 
and electronic phase transitions precipitated by dopant incorporation. Substitutions of 
atomic species in crystals provide electron or hole doping based upon amount of replaced 
atoms.  
Progression of a doping by regime: 
1. Undoped 
2. Translational Symmetry Breaking  
3. Local Effective Doping (∆ µ1) 













Multi-Layer Stacking-  
 
(a) Single Unit Cell- Represents the off axis view of a cubic “113” perovskite (n = ∞) 
(b) Perovskite (a, b) Plane- Image of (a) with a view along the c-axis diagraming the 
structural (a, b) unit cell plane responsible for providing the electronic bands necessary for 
superconductivity in the R-P perovskites.  
(c)  3x3x3 Unit Cells- Large “single crystal” comprised of 3x3x3 (n = 2)  27*(Sr12Ir8O28) 
 27*4*(Sr3Ir2O7) R-P unit cells containing a total of 324-A-site, 216-B-site , 756-C-site 
(Oxygen) atoms. Pertaining to a structural 3/2/7 rational unit cell expansion along the a, b, 
and c structural axis and 1% atomic replacement yields 3.2 A-site, 2.2 B-site, and 7.5 
Oxygen atoms. 
(d) Twinned Unit Cell- Twinned unit cell with single structural unit cell outlined in black 
lines with all A, B, and C site colors previously defined.  
(e) Magnetic Unit Cell- Single structural unit cell of octahedra with all other atoms 
removed from unit cell to visualize the continual distortions occurring along the c-axis 
(long axis).  
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1.3.5 Structural Distortions  
Though doping affects the O6 by distorting, systems can benefit from annealing in 
high temperature environments whereby any number of gasses are applied at any pressure, 
including vacuum.  The latter is used to deprive the crystal of oxygen by heating to and 
above the Neil and Curie temperatures (which must be affected by the oxygen loss) and 
gradually cooled.  At high temperatures a negative pressure gradient is applied across the 
crystalline surface when exposed to vacuum, and with the application of heat oxygen atoms 
become freed by essentially out-gassing in a High Vacuum system.  Inducing oxygen 
deficiencies throughout a crystal, or removing enough oxygen to re-assemble a longer 
range electronic ordering causes these HTSC systems to be not only hole-doped, but an 
additional stoichiometric imbalance due to the loss of oxygen imparts a change in carrier 
concentration.  Not only is this a property of HTSC, similarly most other perovskite 
systems become highly polarizable when doping is low allowing the original parent 
compound symmetry to be preserved as much as possible.  Super-structure ordering in 
layered crystals will lead to greater control when tailoring material properties, as is evident 
from all of Physics and science.  
 Fig. 5 (a, b) illustrate the single cell 113 perovskite structure on edge perspective 
(a) and along the c-axis showing the configuration (b). A 3x3x3 crystal structure comprised 
of the Sr3Ir2O7 unit cell translationally repeated to yield a structure with 33*(4*(Sr3Ir2O7)) 
 324 Sr atoms, 216 Ir atoms, and 756 Oxygen atoms. Replacing a single Sr atom with La 
would add a single electron and divide the effective charge among the other 323 Sr atoms. 
In other words, a 1% La doping would incorporate ~3.2 Sr atoms within the 3x3x3 unit 
cell, while a 1% electron doping of the B-site would require only ~2.2 atoms per 33 unit 
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cell. Incorporating 3 Sr atoms would only account for replacing 3 orthogonal corners of 
the representative unit cell making the ordering superstructure within this model to occur 
along the 111 Miller plane. Such a length scale would represent a commensurate ordering 
with (3*a)2 + (3*b)2 + (3*c)2 and applied to the Iridate (n = 2) anti-ferromagnetic BZ: 
(3*5.5Å)2 + (3*5.5Å)2 + (3*20.7Å)2 = 272.25a, 272.25b, 3856.5c  4,400Å3  32.8Å.  
Typically investigated along or w.r.t. the conducting a, b plane, which lies 
perpendicular to the c-axis. Most R-P systems have band structures predicated upon the 
metal-oxygen bonding and subsequent ligand overlaps based upon atomic species. 
Distortions of the O6 octahedra are the result of according d-symmetry ligand overlap with 
oxygen bonding orbitals and changes based upon atomic bonding orbitals and affected by 
crystal field splitting present within a single material. Additional symmetry breaking 
present in the d-block include spin-orbit coupling (SOC) occurring with greater strength 
with Z (atomic number) resulting from hyper-fine structure interactions among orbital 
bonding. Iridium possesses a high SOC atomic structure, and when forming (n=1) & (n=2) 
structures yield anti-ferromagnetic properties due to the half filling occurring in the 
Srn+1IrnO3n+1 system. Any and all symmetry breaking occurring including on-site coulomb 
repulsion U contribute to the arrangement of and subsequent filling of orbitals when 
crystals are formed. Distortions arising from intrinsic or induced properties (Jahn-Teller & 
doping induced respectively) contribute to the symmetry breaking often not correctly 
modeled. Though often correctly predicted many material properties can be semi-









(a) Cleaved Unit Cell- Exposed Basal plane: (a x b) crystal plane with a single unit cell 
BZ outlined in black. For obvious reasons the distortions induced require the doubling of 
the single octahedral unit cell conforming now to 2 Ir atoms per single BZ rather than a 
single Ir atom. Reducing the distortions would make the symmetry cubic whereby only ¼ 
of the structure remains.    
 
Specular Axis Views (a & b) - Single R-P structural unit cell viewed off normal axis 
where specular reflections are observed illustrating the ordering of octahedral distortions 





1.3.6 Symmetry Driven Systems 
 Increased dimensionality occurring with R-P crystals allows for generality among 
the transition metal oxides of several B-site families. Specific groups of materials have 
become notable for exotic properties condensing from highly ordered metallic oxide planes 
running perpendicular to the c-axis. The quasi-2D electronic states comprising the oxide 
plane are derived from CuO2 bonds of the Cuprate crystal structure and arranged in a planar 
square lattice resulting in superconductivity with appropriate doping. Interlayer effects 
allow coupling to take place over longer ranges with increased dimensionality of the R-P 
series, as shown by increased Tc. Structural progression of the R-P series crystal 
symmetries leads to a simple cubic perovskite when n ∞. Structural progression of the 
series for the first 3 examples are shown in Fig. 1.4 where it can be seen that definition of 
the unit cell becomes ambiguous when interlayers exist and impossible as n increases. The 
basis of the perovskite structure is primarily defined by the oxygen octahedral and with 
increased distortions and twinning leads to definition of a unit cell further reduced from 
the structural. Particular interest in the Cuprate and Ruthenate R-P series stem from the 
presence of superconductivity, although with starkly different mechanisms. Table 1 
compares important properties pertaining to the existence of unique states within the 
Cuprate, Ruthenate, and Iridate family of R-P crystalline structures.  
 Similarities between families of materials can prove useful when attempting to 
understand or create new materials with unique properties. Beyond elemental 
superconductors, which are primarily Type 1, materials found with high Tc have been 
attributed to systems with multiple layers and/or magnetically ordered. Ruthenates and 
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Cuprates both possess superconductivity, although the paring mechanism for 
superconductivity to exist within both systems is of a fundamental difference yet the effect 
is the same. Ferromagnetism within the Ruthenate 214 structure at low temperatures 
condenses to form a superconducting state affecting the RuO2 planar similar to the Cuprate 
superconducting state found within the electronic structure of the CuO2 basal plane. 
Although, upon minimal doping the superconducting state is immediately destroyed and a 
maximum Tc = 1.5 K occurring within the undoped (x = 0) case. Conversely, the presence 
of superconductivity within undoped Cuprates has been reported, but remains an open 
question due to uncontrollable structural effects occurring from sample to sample. What is 
not open for debate is the occurrence of an optimal doping within both the hole and electron 
doped portions of the phase diagram of the Cuprate HTSCs.  
Shared existence of an optimal doping among the Cuprate families of materials is 
expected to an extent since they are Mott insulators. This unique property of the Cuprates 
are not shared with the Iridate family of R-P crystal structures even though they share a 
great many properties that have been directly linked with the existence of the HTSC state 
in the Cuprates. In both Cuprate and Iridate undoped parent compounds are 
antiferromagnetic with similar magnon dispersions as shown by Resonant Inelastic X-ray 
Scattering (RIXS). The Cuprates have little to no spin orbit coupling, while the Iridates 
have a greater contribution coming from the SOC than the Coulomb repulsion responsible 










R-P System Cuprates Ruthenates Iridates 
    
Magnetism  Anti-ferromagnetic Ferromagnetic Anti-ferromagnetic 
Superconductivity Tc = 138 K Tc = 1.5 K N/A 
Metallicity Mott Insulator Conductor Mott Insulator 
Orbital Structure Cu-3d9 Ru-4d4 Ir-5d5 
Interactions 
Present 
U>>SOC U>SOC U & SOC 
Doping at 
Optimal TC 




1.3.7 Counting and Symmetry 
Symmetry driven systems do not always conform to expected norms and while 
unique properties arise due to structural similarities, the root causes can be drastically 
different depending on materials. Anti-ferromagnetism and ferromagnetism, both present 
magnetic ordering, though AFM ordering requires a basis set yet to be conceived. Due to 
our inability to merge structural, magnetic and electric properties of materials we rely on 
repetition of a single unit cell to describe the natural crystalline ordering observed. Anti-
ferromagnetic ordering presents a problem as the predicate requires a basic unit cell to 
include both spin states thereby increasing structural size and in turn reducing the 
reciprocal unit space Brillion Zone (BZ). Octahedral canting resulting from Jan-Teller 
distortions impose a displacement of the B-site atom from the central octahedral cage 
position requiring a nearby B-site atom to reflect the same distortion, but through a mirror 
symmetry.  
Defining a system by the chemical or structural unit cell may not contain the 
necessary length scale needed to describe the physics observed. Magnetic properties 
observed in many AFM materials can only be described by symmetrizing the magnetic 
spin states, doubling the unit cell. Anti-ferromagnetic states double the size of a structural 
unit cell to include two Ir atoms per unit cell as opposed to only one in an undistorted 
structure. Doubling of the structural unit cell size reduces the corresponding Brillion Zone 
(BZ) accordingly resulting in a distorted BZ containing half the structural symmetry area 
in momentum space. Increasing the real space geometry of a single unit cell requires the 
BZ scale by the appropriate inverse length scale thereby coupling the real space geometry 
found in crystal bonding expressed through the inverse energy space (k-space). 
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Measurements that access k-space in order to probe materials require interactions occurring 
on energy-momentum scales incorporating naturally occurring energy, spin, and atomic 
functional overlapping energy levels. All measurements are unable to decouple the 
interactions present in materials thereby requiring superposition of magnetic on structural 
unit cells in order to properly describe the physics occurring. Similar to how structural unit 
cells require symmetric bonding to occur periodically, the translational periodicity of a 
magnetic unit cell requires the initial symmetry to be first established and then 
translationally replicated.  
Distortions and their accompanied B-site displacement from the center of a 
perfectly formed octahedra contribute to spin dynamics in materials. Long range coupling 
among the distortions leading to ordering of spin states found in the atomic B-site metal 
positions manifest as spin density waves. Spin and charge density waves (SDW & CDW) 
exist as interactional mediators facilitating interlayer coupling of the unit cell and their 
existence have been linked to superconductivity in several materials. Modern discussions 
regard these density waves as being in coopetition, rather than cooperation with 
superconductivity. Regardless of paring mechanism the magnetic unit cell requires 
symmetrically increasing the dimensionality of the unit cell only possible through 
assignment of spins within a single structural unit cell. Fig. 1.9 illustrates the 
summarization of atoms within the unit cell necessary to express the complete structural 





Magnetic Unit Cell 
 
Symmetry of the Magnetic Unit Cell 
 
(a) Single Twinned Unit Cell- Double the structural unit cell with octahedral distortions 
defining rotational vectors when viewed along the basal plane. Single structural unit cell 
outlined in black defining half the twinned unit cell with the translational half illustrated 
below. Counted for clarity all atoms within the (n = 2) structural unit cell require the 
symmetric 3D folding to occur resulting in 4*(3-Sr, 2-Ir, 7-O) total atoms  
 
(b) Translational Twinned Unit Cell- At each end of the structural unit cell are two 
octahedra ((a)-blue #1,2 & #7,8) which require symmetric ordering therefore each end 
must coordinate to form a translational unit cell ordering along the c-axis as shown. Spin 
states representing Anti-ferromagnetic ordering within the unit cell are represented in red 
and blue illustrating the periodic coupling occurring between structural. magnetic, and 
rotational degrees of freedom needed to satisfy all observable properties found within the 
Iridate R-P system.  
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1.3.8 Anti-ferromagnetism 
Common to all materials are spin orderings resulting in magnetic states where the 
entire system undergoes a magnetic phase transition and responds to external stimuli 
through similar means. Magnetic measurements have allowed the definition of magnetic 
properties w.r.t. the material specific structural properties and can best be explained as 
previously done in Fig. 1.6 to exist on the corners of a cubic unit cell. Fig. 1.9 continues 
the analogy by describing the interactions present when discussing conduction of electrons 
in materials since any electron needing to travel across a crystal must hop from site to site. 
This jump from one structural site to another neighbor or 2nd nearest neighboring site 
requires the incorporation of spin dynamics since any spin up electron will require a 
different set of dipole selection rules to govern the transition occurring when excited. 
Excitations thereby either exist as spin flipped or not and illustrated thusly in Fig. 1.9 where 
the J coupling constants are defined in both the Bi-layer Dimer model and simple cubic 
unit cell. Hopping occurring between sites is mediated by the type, whether the conduction 
occurs along a line, plane or volume the analog is that of Miller indices with individual 
scaling parameters. Models of this nature are needed to explain the multitude of magnetic 
states observed within materials short of implementing a natural basis set to describe the 
phenomenon. The observance of AFM in many R-P structures reveals that the magnetism 
is pervasive across dimensional parameters needing additional descriptions. Successive 
ordering of spin states in 3D requires additional symmetry breaking and within the Bi-layer 












Dimer Pair Identification and Hopping Constants 
 
Outlined in grey dashed boxes are dimer pairs linking the layers through a 
symmetry necessary for the spin dynamics to exist in certain materials. Translational 
repetition and parity inversion of the Dimer couple are illustrated by “spin-in & spin-out” 
pairs represented in black and red respectively. Anti-ferromagnetic ordering occurring in 
all 3 crystal directions requires the pairs to form successive spin flips along the basal plane. 
Coupling constants with appropriate J notations are listed accounting for the available 






1.3.9 Complexity and Dimensionality of Materials 
When investigating a new material, the basis on which the evidence collected is 
interpreted often becomes the major issue at hand. As scientists we try to frame the new 
observations on an amalgamation of prior interpretations and through each subsequent 
assumption all correctly defined subsets become entangled. These issues are most obvious 
in particle physics where massive assumptions must be made in the face of overwhelming 
evidence to the contrary. It is often hard to decouple phenomena from the interactions 
imposed during the investigation and without a fully natural basis set in which to describe 
the photon will remain lacking. Our inability to fully describe the physics behind photons 
without invoking broken symmetry arguments reveals the most basic of our assumptions 
to be ostensibly correct. Approximations of hard sphere scattering are the basis on which 
we understand diffraction occurring in crystalline systems by virtue of the interacting probe 
(high kinetic energy photons or neutrons or electrons) possessing far greater energies than 
those being probed. All particle beams fundamentally probe the periodic structural 
properties of materials yielding diffraction patterns, though the use of each provides unique 
information about the coupling of modes able to be probed. 
Complex systems often present problems when determining how to interoperate the 
results and often stems from lacked understanding of dimensional effects which require 
more than just a symmetry argument to satisfy. Increased dimensionality within the R-P 
systems requires symmetry counting to occur with differing scaling for each n value. Fig. 
1.11 illustrates the counting required to accurately portray the unit cells for (a) (n = 1) and 
(b) (n = 2) R-P structures by a 5-fold structural increase from chemical stoichiometry. 
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Incorporation of AFM unit cell will only require a 4-fold increase to satisfy the magnetic 
unit cell (c) shown in outline in black. Though accounting for twinning within the system 
would require inclusion of 2 unit cells along the c-axis as fully illustrated in (c) which 
would require then a (4 x 2) fold degenerate system to exist. 
Increased dimensionality in the R-P system allows for various interlayer couplings 
to occur since the undistorted structural properties would conform to cubic parameters 
refinement to near perfect octahedra. Undistorted systems would result in zig-zagged unit 
cells and then becomes a matter of semantics to identify the correct space group as is seen 







Chemical, Structural & Magnetic  




Distortions and/or Octahedral Rotation Symmetry Breaking 
 
(a) Sr2IrO4 Structural Unit Cell 
 
(b) Sr3Ir2O7 Structural Unit Cell 
 





1.4 Valence, Conduction Bands & Fermi-Level 
Fermi-level (EF) is defined using theoretical constructs in order to provide a 
reference from which we may base our measurements and their results. Conduction bands 
are therefore defined by existence of partially filled energy states interacting with the 
itinerant electron structure of materials called a Fermi-sea. Fermi-level can therefore only 
be defined by a local experiment able to define, probe or perturb the sample or material 
under investigation. Physical measurements must overcome internal and contact resistance 
requiring the probe to be of appreciable energy initially basic properties including a 
material work function. The work function and crystal field come into existence when a 
material is created thereby quantifying two types of energy fields that form a coherent, 
cohesive system. Materials form based upon creation of a continuous Bloch wave utilizing 
the environmental conditions yielding a coherent crystal. Materials respond to 
investigatory probes through complicated interactions based upon the type of probe, and 
when using electrons to conduct across samples the creation of a unique Fermi level is 
created each time.  
Every material has a fixed number of carriers depending upon the parent compound 
and number of dopants added or removed from the system. The bands forming from 
overlapping Bloch waves within a crystal create a 3-D energy structure quantifying the 
total electronic energy within a material. Visualization of this energy space without 
preferentially choosing a direction leads to a perfectly symmetric (spherical) energy space 
containing all the energy within a material. The edge of this energy sphere ripples with 
interactions, both thermal and electronic, as external energy sources interact with the 
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crystal forming the Fermi-sea and Fermi-surface. Fig. 1.12 illustrates how on-site Coulomb 
interactions (U) result in partially filled states for Mott-Hubbard systems and charge 
transfer insulators. Opening of the charge gap between an unfilled conduction d-band 
above Fermi-level and completely filled valence band below EF creates insulating behavior 
in materials regardless of valence orbital type. Interactions stemming from excitations 
across EF into the unfilled d-band occur between orbitals with similar (d-d) or dis-similar 









Correlated Insulators  
 
(a) Mott-Hubbard Energy Diagram- Interactions occurring during perturbation (i.e. 
experimental probes) break degeneracy by exciting materials in order to probe any 
property. Diagramed on the left is an undisturbed system and subsequent band splitting 
occurring on the right as a gap appears between the Hubbard band with filled and unfilled 
states forming separated by Fermi level (EF). 
 
(b) Charge Transfer Energy Diagram- Similar energy diagram with U interactions 
creating a charge gap between the valence p and unfilled d bands rather than splitting the 
d band  
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1.4.1 Crystal Field Splitting 
Symmetry in real space yields periodicity with correlated frequency values in k-
space reflecting the interactions of this state with other occurring energy modes. Only 
through an energy space can we understand the effect imposed by the real space symmetry 
breaking occurring during the formation of a crystalline structure. Band splitting can occur 
from the presence of non-symmetrically configured geometrics and typically result from 
the formation of a crystal field around a single unit cell. Creation of a coherent crystalline 
system requires formation of Bloch states based upon elements available in the crucible 
mixture. Environmental effects of the bulk crystal upon a specific unit cell containing a 
defect reduce the symmetry of the system through translational symmetry breaking. 
Conversely, the absence of any other element besides the precursors within the crucible 
melt is crucial and brings to mind the presence of a broken symmetry. Subsequently, 
depriving a system of alternative avenues or means to form a different crystalline structure 
at lower temperatures could be considered an act of symmetry breaking.    
Depletion of Oxygen within the Cuprate superconductor BSCCO by sample 
annealing in vacuum boosts Tc significantly through effective electron doping facilitated 
by structural effects. Interstitial defects within crystalline structures also plays a large role 
and accomplished by sample annealing in high pressure gas atmosphere (Oxygen for 
example). Beginning with a stoichiometric mixture forming a crystal of any type Oxygen 
annealing can inject single gas atoms into a unit cell through osmotic surface pressure 
coupled with rising temperatures. Structural distortions resulting from either case and/or 
charge doping occurring concomitantly provide environmentally based sample processing 
that can drastically change material properties. Depending upon ones definition of 
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symmetry breaking the act of growing a system isolated from all other natural influences 
could be viewed as the primary event. Precipitated growth of a crystal could then in turn 
be an effect of symmetry breaking by preventing the influence of any other atomic species 












1.4.2 Spin Orbit Coupling 
Bonding between atomic orbitals occur on energy levels necessary to invoke 
relativistic properties always associated with fine-structure and hyper-fine structure 
constants. Even within the Hydrogen spectrum we observe the need for describing orbital 
interactions through relativistic effects, which increases as energy transitions between 
shells reduces. There is still a need to describe angular momentum and bonding properties 
of elements with high atomic weight through a relativistic effect coupling the orbitals with 
the dynamic spins found in the atom.  
Ultimately, the quantified effect resulting from a relativistic fine tuning of bonding 
orbitals manifests as imposing an additional symmetry breaking able to occur simply 
through choice of atomic species. Increased atomic number (Z) accompanies higher 
degrees of orbital interactions and within the d-block SOC increases as the rows descend 
and illustrated in Fig. 1.14. Within the O6 octahedra bonding properties occur between a 
B-site metal atom and 6 oxygen atoms through ligand interactions. With each increasing 
row of d-shell elements the orbital degrees of freedom grow dimensionally. Additionally, 
in principle, crystals trap available energy at time of creation and those able to utilize 
additional degrees of freedom during formation benefit from possessing these fine and 
hyper-fine interactions. Therefore, when materials such as TMOs are created at 
temperatures of ~1500 K all available energy is trapped within the system as they cool. 
Any bonding avenue utilizing available SOC parameters (i.e. angular momentum orbital 
interactions) can retain the energy state as formation occurs through slightly distorted 
bonds which are not present in the (n-1) row orbital analogue. Upon formation into a stable 
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Bloch state, crystal structures retain the heat energy through orbital bonding and 
subsequently impose this energy field in the form of crystal field splitting, SOC, or a variety 
of quantifiable interactions12. 
 The additional imposition of an SOC field unique to each crystal during formation 
similar to crystal field splitting occurs when orbital interactions are governed by relativistic 
effects. Systems created while under the influence of multiple fields remove degeneracies 
otherwise not resolved as seen in Fig. 1.13 and when contributions from SOC rise to 
influence the band structure additional energy level splitting is possible. Availability of 
complex interactions to occur through greater dimensional degrees of freedom are 
facilitated through angular momentum properties. SOC field splitting affects the angular 
momentum properties of material bonding orbitals through an effective scale removing 
additional degeneracies through process illustrated in Fig. 1.13 (a). Degeneracies removed 
through the available mixing facilitated by orbitals able to bond with greater degrees of 
freedom are key to formation of the AFM Iridate family. It is this removal of degeneracy 
that allows the lowest lying states to be initially filled and the half-filling of the Iridates to 
be realized. By virtue of electron count, the orbital filling occurs similar to the cuprates 
resulting in a half-filled valence band insulator within a layered ceramic perovskite. 
Regardless of origin the Iridates conform to unique structural, magnetic and electronic 
properties only found previously within the Cuprate HTSC systems have been established 





Energy Diagram of Spin Orbit Coupling  






(a) Interaction Driven SOC Band Splitting- Orbital interactions present within the 
Iridate system causing the antiferromagnetic behavior where presence of a crystal field 
splits the eg and t2g bands which are further split by Spin Orbit Coupling allowing the 
bands to form two J bands. 
 
(b, c, d) Various Models of Metallic and Insulating Behavior 
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1.4.3 Vibrational Modes (Debye Modes) 
Raman Spectroscopy directly probes the presence of vibrational modes within a 
material, discussed here within the crystal. Investigations of modes present in the Terra-
Hertz (THZ) region of the Electromagnetic (EM) spectrum, i.e. visible light describe 
simple harmonic motion based vibrational modes in a crystal. Simple Harmonic Oscillators 
(SHO)s depict the coupling between masses at distances with periodicity and accurately 
describe many observed vibrational modes. Despite the valuable amount of knowledge 
obtainable through Raman spectroscopy, it requires a larger background that cannot be 
covered here. Observations of Raman peaks and correlation to vibrational modes 
dynamically couple the existence of, peak shape and shift to Debye modes. Coupling of 
bosonic modes to electronic states are observable through not only Raman spectroscopy, 
but ARPES as well.  
Kinks in smoothly varying photoemission dispersions signal the presence of mode 
coupling within a material. Regardless of whether coupled energy states observed stem 
from surface or bulk interactions the resultant ARPES signal appears as discontinuous or 
disjoint band. In fact, only the presence of available nearby bands whether resolvable or 
not must exist within the BZ facilitating the transition and can be among all 3-k and 3-real 
space axis. Coupling momentum and energy transfers in a 3x3 dimension through the k-
space, real space reciprocity allows for analysis of vibrational modes by electronic 
perturbations. K-space periodicity in 3D represents the vibrational modes present in real 
space coupling atoms within a crystal and correctly modeled as Bloch waves. Energy 
interactions are represented by dispersive bands according to overlapping Bloch functions 
of atomic orbitals present within k-space. Many investigatory methods can probe the 
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interactions occurring between atoms producing a variety of unique perspectives on the 
vibrational properties in 3 energy and 3 momentum directions.  
Salient with perovskite TMO bonding are the modes illustrated in Fig. 1.15 
depicting out-of-plane (a, b), in-plane (c, d) and octahedral breathing (e) since the primary 
basis of perovskite symmetry is surrounding a metal atom with an octahedral cage of 
Oxygen atoms periodically. Modes responsible for Cuprate HTSC and a host of other 
properties reside within the plane created by a 2D metal-oxygen bonds illustrated in Fig. 
1.13 (e). Along this plane which bisects the symmetric axis of an elongated octahedra as 
shown in Fig. 1.15 (e) the metal atom and relevant out of plane atomic displacement occur 
as a result of the bonding properties necessary to retain coherent bonding at the temperature 
measured. Delicate states can exist periodically ordered along this metal-oxide plane 
responsible for HTSC stemming from AFM in the Cuprate R-P crystal family. 
Condensation of modes present along this 2D plane have been proven responsible for 
Cuprate HTSC and electronic band structure measurements have produced evidence of 














Common Vibrational Modes Found in Perovskite Structures with Out of Plane 




1.4.4 Localization of Defects, Dopants & Interactions 
Material processing has reduced unwanted impurities within crystalline precursors 
allowing higher quality crystals to be grown and interesting properties to emerge. We must 
look no further than superconductivity within the Sr2RuO4 crystal structure that is 
extremely sensitive to doping whereby the purity of precursors can effect or completely 
destroy the 1.5 K maximum Tc. Upon doping a parent compound (x = 0) the first effect 
must destroy translational symmetry within a perfect crystal at dopings x~0.01 (1%) 
substitution. Effective symmetry breaking within a Wigner crystal occurs on a global scale 
and depends on distance between substitutions. Effective interactions occur between 
dopant sites over long ranges within a crystalline system and depend on resultant changes 
to the remaining bulk (undoped) crystal. Theoretically treated as an un-gapped state, the 
incorporation of low dopants or defects into a crystal would be only possible at a random 
distribution of dopants. Should dopants organize into larger periodicity within the crystal 
a supersymmetry peak would appear in XRD and the result would be primarily structural. 
Absent of ordering throughout the crystal, random distributions of charge carriers within 
an insulator is treated as a gapless state with these states at EF become localized resulting 
in Anderson localization.    
Anderson localization occurs at low doping and considered single particle 
interactions between electrons and defect ions. The doping range in which Anderson 
localization occurs varies with each atomic dopant species and crystalline species 
combination. Regardless of dopant scheme, Wigner localization plays a role by 
concomitantly imposing long range Coulomb interactions at low doping. Increased 
substitutions do not always lead to increased conductivity and depending on dopant species 
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can occur with an isovalent (hetero-valence)  contributing 0 (≠ 0) charge carriers. 
Substitutions of a 4+ valence atom with a 3+ valence atom would electron dope a crystal by 
one electron per replaced atom resulting in a hetero-valence donation. Ca doped Sr2RuO4 
- (Sr1-x, Cax)2RuO4 progresses from a metallic (x=0) ferromagnetic state to Mott insulating 
anti-ferromagnetism at x=1 recovering Ca2RuO4 and would exemplify a metal insulator 
transition through isovalent substitution8.  
Typically, key when investigating new material properties is the crossover from a 
metal to insulating behavior or vice versa. Whether through dopant concentration or defect 
control, increased carrier density occurs with an effective nature. Effectivity of the dopants 
dependent upon how two long range dipoles interact with one another and the surrounding 
background in which they exist. Should the occurrence of many overlapping energy states 
result in a Mott insulating behavior; whereby dopant charge contribution is mediated by 
the parent compound, the contributions become difficult to decouple. Rescaling of 
properties local and globally occur and result in renormalization of states depending upon 
temperature, pressure, surface adsorbent type, and in general rely on the measurement 













(a) Exposed 111 surface of an (n = 2) R-P structure taken from a 5x5x5 unit cell  
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2.0  Angle-Resolved Photoemission Spectroscopy 
2.1 ARPES Introduction 
Scientifically speaking, the act of measuring photoemission vectors and signals 
discriminated w.r.t. angle surveys the reciprocal space (experimentally looking at the 
specific BZ) of a material; mapping out the repeating energy structures within the energy 
(k-space). ARPES requires the most scrutiny and least explanation of all spectroscopic 
techniques given it accurately depicts the full band structure of materials. Matrix element 
effects stemming from polarization or sample orientations must be considered when 
analyzing ARPES scans and even heating from a 60um2 beam spot used for measurements 
must be accounted when the sample is at 4 K. Appropriately calibrated and monitored 
results can provide detailed information regarding tiny changes of states observed directly 
and in “real-time”.  
 ARPES measurements provide vast amounts of qualitative and quantitative 
information regarding material properties through the acquisition of images depicting the 
space where electrons reside. Repeating patterns tied to the macroscopic structural bonds 
between atoms in a sample can be directly probed by ARPES revealing the electronic band 
structures possessed by all materials. Variations of these electronic states due to 
temperature, pressure, or dopant type can be monitored allowing greater control over 
directed evolution of a material system. When exotic properties are found, such as Cuprate 
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superconductivity, analytical techniques are needed to understand phenomenon that do not 




Einstein’s realization in 1905 a phenomenon observed by Hertz (1887) was a 
manifestation of light interacting with a material in quantized states allowed him to explain 
this interaction yields the ejection of an electron. Energy imparted to the electron through 
the absorption of a photon and escapes the material with Kinetic energy: Ek = hν – Φ (it is 
important to note the work function (Φ) of most materials is 2-6 eV). ARPES utilizes soft 
X-rays (~7 eV – 1 keV) incident upon the surface of a crystal sample to determine the 
direction, speed and scattering process of valence electrons. Photon energies available are 
determined from the setup of the beamline (synchrotron light source) or laser which is used 
to eject the photoelectron1. 
Measuring the angle and kinetic energy of the ejected electrons allows construction of 
the momentum in k-space based upon the density and binding energy of electrons at 
specific (kx, ky, kz) points. Mapping of the momentum-energy space provides detailed 
information on the band dispersions and Fermi surface of a material. Fig. 2.2 shows the 
typical experimental setup of an ARPES system where a hemispherical analyzer captures 
the ejected electrons through the magnetic “lens” (tip of the snout). The electrons are then 
subjected to an electric field inside the hemispherical part of the analyzer which separates 
the electrons by their kinetic energy. The photoelectrons then strike a fluorescent plate 
(MCP) with one axis that represents the energy dispersion while the other axis represents 
the momentum dispersion. CCD cameras image the fluorescent plate taken at a particular 
analyzer angle (i.e. kx or ky) these are called energy cuts in k-space. Subsequently moving 
the analyzer or sample in a direction of another axis (tilt or rotation) will yield another cut 
in k-space reflecting the real-space detector geometry changes. Stitching together several 
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of these cuts provides a 3D representation (kx, ky, Energy) of a materials band structure.  
By changing incident photon energy (Eph), the dispersion linked to a repeating unit cell 
along the kz direction can be investigated. Since there is little kz dispersion of the Cuprate, 
Iridate and other R-P band structures they have a quasi-2D nature. ARPES came to the 
forefront of research due to intense focus on the Cuprates and importance of their band 
structure. The field has made leaps from the mid 90’s where the systems could only 
measure the density of states at a specific (kx, ky) point with resolution ~200meV. The 
advent of new analyzers can measure an entire fermi surface and constant energy plane in 
one image with sub meV resolutions allow high spatial-temporal and energy resolutions. 
When performing ARPES experiments several considerations must be taken into 
account since the incident photons are low energy there is a finite penetration depth. The 
depth penetration is material and photon energy dependent; making soft X-rays only able 
to penetrate tens of nm into the sample. This makes ARPES and any photoelectric 
spectroscopy highly surface sensitive and requires a pristine surface for the measurement 
to be taken. Since at ambient pressure free electrons (photoelectrons) are scattered and/or 
absorbed by molecules in the air an extremely high vacuum is required to allow unimpeded 
ejection of the electrons (~ x10-11 torr). To remedy both of these requirements samples are 
placed in vacuum then immediately prior to measurement are “cleaved” (broken) along the 
basal plane to expose a fresh surface free of contamination or absorbents. 
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Cuprates have a natural cleavage surface parallel to the CuO2 plane exposing the Sr 
atoms to hard vacuum which is the exposed surface investigated by STM. Several other 
2D materials such as the Van der Waal layered materials cleave to expose any of the layered 
sheets yielding a true 2D band structure. Should any molecules absorb to the surface they 
can donate or remove electrons causing the sample surface to become electron or hole 
doped. Utilizing the fact absorbents contribute charge carriers to the band structure of the 
surface an interesting technique utilizes a Potassium source to sputter K ions onto the 
surface thereby electron doping the sample surface. The band structure evolution can be 
monitored to observe the effective doping influence upon the Bloch states of a crystalline 
material.  
2.1.2 3-Step Model 
A basic model for the photoelectron ejection process can be described either by a single 
step or 3-step model, both of which are phenomenological descriptions. Regardless of 
model type, the conservation of energy and momentum transferred from the photon to 
electron and subsequently photoelectron form the basic theory behind ARPES 
measurements. The physical process describing the ejection of photoelectron in 3-steps is 
listed below: 
1: Optical excitation of the electron by the photon from initial to final Bloch eigenstates  
2: Traveling of excited electron to surface 
3: Escape of the photoelectron into vacuum 
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Step 2 can be described as an effective mean free path, proportional to the probability 
that the excited electron will escape without scattering. Step 3 describes the transmission 
probability through the surface which depends on the energy of the excited electron and 
the material work function. In reality additional random scattering takes place contributing 
to background noise. 
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Excitation of an electron to a final eigenstate still must obey all quantum mechanical 
rules such as the dipole transition rule, momentum-energy conservation, etc. Interaction 
with the photon in step 1 is treated as a perturbation and utilizing Fermi’s golden rule we 
can determine the transition probabilities from initial to final states. Many-body effects can 
be seen by ARPES since measuring photoelectrons gives information about the single 
particle Greens function describing the physics in a material. A single step model 
symmetrically defines the interaction as a surface resonant effect ejecting energy in the 
form of an electrons. The models become more necessary to consider when analyzing 
layered materials, since electrons can eject from one layer and be absorbed by a second 
layer or slowed down before leaving the sample surface. Energy fields experienced by 
electrons as they exit a sample measured by ARPES are illustrated in Fig. 2.1 with and 
without the presence of an electrical bias. Placing samples in thermo-electric contact with 
any system defines EF as is described by Fig. 2.1 illustrating the relative energy references 











Schematic energy-level diagram for photoemission from a conductive sample in 
electrical contact with the spectrometer, (a) with or (b) without an applied electrical 
bias (−Vb) between the sample and the spectrometer. Figure is reproduced from Chapter 
4 (Ref. 4.11). 
  
 62 
2.2 ARPES Systems 
Synchrotron radiation can provide highly polarized light in Linear Horizontal (LH) and 
Vertical (LV) as well as Circular Left (CL) and Circular Right (CR) polarizations using an 
undulator to “wiggle” a beam of electrons traveling near the speed of light in a periodic 
fashion. For many systems not based at a synchrotron light source a UV laser or Helium 
lamp can be utilized to eject the electrons, though these systems do not have a dynamic 
range of photon energies available2. Fundamentally, (regardless of system type) the 
determination of an exact fermi level is made by measuring polycrystalline Au, Cu, or any 
other metal (with a high DOS near Ef) that is in direct thermal and electric contact with the 
sample and system. Fitting the Fermi edge of the Au gives a high quality (meV resolution) 
determination of the Fermi level during investigation of a material3. 
Most interesting physics occur at metal‐insulator crossovers, and as ARPES constantly 
removes electrons from the material there needs to be a steady flow of electrons unimpeded 
to replace them; thus all ARPES samples are electrically connected to ground. Placing an 
electrical bas across a sample surface while measuring ARPES spectra can employ 
effectively controlled band bending, useful for measuring semiconductor properties as 
shown in Fig. 2.1.  
 Ubiquitous to insulating compounds, the Fermi surface exists within a gapped 
energy range and varies with respect to slight impurities imbued inside the crystal structure. 
Obviously, the purity of precursors is important to the quality of crystalline growth, but 
when the sample properties are affected by the presence of small impurities or 
imperfections it becomes difficult to analyze. Without digression into solid state physics it 
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is safe to say any insulator must have no electron conduction modes for which the material 
may transfer appreciable amounts energy at Fermi level. This leads to a subtle question; 
what is fermi level? For this to be understood the experimental setup and procedure must 
be analyzed to a fault.  
Particularly with respect to ARPES measurements; the Fermi level is determined 
by the electron detector due to the work function of the system. Implied within this 
statement is the fact that even an electron analyzer is comprised of a particular apparatus 
containing several elements combined to provide the ground state of the system. Again, 
begging the question of where (or what) is the true Fermi level? It begins to become more 
apparent the notion of Fermi level is more perceptive and only experimentally useful, as if 
every system has (by default) a specific ground state how can the idea of metals or 
insulators be precisely defined. Moreover, the probe properties complicate things; as 
photoelectrons leave the surface, ejected by photons incident upon the crystal a loss of 
negatively charged particles causes the crystal to become positively charged. This, in turn 
creates a positive charged surface whereby electrons are velocity boosted by being ejected 
from a positively charged system and no longer a charge neutral crystal. When meV 
resolution is essential the specific charge of each crystal must be checked by varying the 
intensity to see if the band structure shifts. Should the crystal not possess sufficient 











(a) BZ CuO2 Basal Plane in Cuprate HTSC- Incoming photons (hν) ejecting electrons 
along momentum vector (p).   
 
(b) Umklapp Scattering- of Main Bands (MB) in (a) 
 
(c) Full Fermi Surface- with Main Bands, scattering vectors (q)  
 
(d) ARPES Measurement Geometry- Photons (hν) strike the sample surface ejecting 
electrons (e-). X, Y, Z and Phi rotational vectors are defined w.r.t the spectrum analyzer 





2.2.1 Symmetry and Analysis of Spectra 
Photoemission Spectroscopy (PES) provides information regarding the Density of States 
(DOS) found within a material. The Brillion Zone (BZ) is a volume in energy (k-space) 
containing the electronic structure of a material. At any momentum point in k-space [(kx, 
ky), (kz)] the number of electrons at any given energy represents a density. Fig. 2.3 
illustrates the usefulness of analyzing ARPES spectra in a variety of different ways where 
the waterfall of Energy Dispersion Curves (EDCs) in (a) are symmetrized in (b) at EF. The 
curves displayed in Fig. 2.3 (a, b) come from integrating area of the scan image shown in 
(c) with color coordinated stripes denoting the center of each EDC. Most ARPES 
measurements are carried out using analyzers capable of providing an actual “image” of 
the electronic structure within materials. Fig. 2.3 (c) is an ARPES intensity image of a 
material from where the EDCs in (a) are taken. Often, various ways of viewing and 
analyzing ARPES data can elucidate minor DOS changes responsible for large 
characteristic changes as is the case with Peierls transitions seen by Van Hove singularities.  
2.2.1.1 Energy Dispersion Curve (EDC) 
EDCs are used to show the DOS of a single kx, ky point. This corresponds to the intensity 
of the spectra at a particular energy thus relating back to the single-particle Green’s 
function. By integrating into discrete steps across momentum space (as shown by color 
bars scan image) and displaying the curves in a waterfall fashion; Fig. 2.3 (a) highlights 
several characteristics that are not easily observable in (c). The abrupt drop of intensity 
occurring at 0 Binding Energy (EB) for all curves is the Fermi level at which all excitation 
interactions occur. Symmetrizing the curves by reflecting the intensity across from the 
 66 
negative to positive Binding Energies allows measurement of the gap function through the 
use of several phenomenological derived gap functions. Theoretical functions that reflect 
the interactions at Fermi level including BCS, Dynes, Fermi liquid, etc. all rely on the 
symmetric properties of interactions occurring across the conductive Fermi plane.  
2.2.1.2 Momentum Dispersion Curve (MDC) 
 
ARPES spectral intensity integrated along the momentum axis yields MDC’s at a 
constant energy. This can be useful to determine band dispersions and kF for a particular 
band crossing EF. MDC’s are particularly useful when determining the shift in kx, ky 
position of a particular band. Integration of photoemission intensity along Fermi level 
allows determination of bands responsible for conducting electrons within materials. The 
white curve plotted above EF in Fig. 2.3 (c) represents the spectral weight of states crossing 
the Fermi level in this scan. Areas of the MDC with higher intensity have electronic 
structures crossing the Fermi level contributing to the conduction of itinerant electrons. 
Conversely, areas with little or no spectral weight are either gapped (no states present) or 
pseudo-gapped. MDCs allow precise measurement of bands crossing fermi level, and thus 












(a) Energy Dispersive Curve (EDC) Waterfall- Integrated Density of States (DOS) 
obtained by integrating photoemission intensity from scan in (c) along the momentum axis. 
Colors correspond to those in (b, c) with quasiparticle peaks near EF and other dispersing 
bands near EF. 
 
(b) Symmetrized EDC Waterfall @ EF- EDC’s in (a) symmetrized about Fermi Level 
showing the evolution of gapped states along the momentum shown in (c).  
 
(c) ARPES Image of Sr3(Ir0.25 Ru0.75)2O7- Photoemission scan along dispersive 
quasiparticle near EF with shaded lines (Green – Red – Blue) and arrow denoting integrated 
EDC’s shown in (a & b). White curve above dashed Fermi Level line shows an integrated 







2.2.1.3 Fermi Surface Mapping 
 
Fig. 2.4 illustrates the result of multiple ARPES measurement cuts (E vs ky) stitched 
together to form a (kx ky, Energy, Intensity) 4 variables cube. Once assembled, this energy 
cube represents the measured energy space covered by an ARPES experiment. The 
presence of electronic states at EF (0.0 in Fig. 2.3) can be integrated across a window, 
typically +/- 10 meV representing the Fermi surface states for each measurement scan. 
Fermi surface maps are generated by creating an image of the calculated intensity of states 
crossing Fermi level. As seen in Fig. 2.4 (a, c); the presence of states crossing EF contribute 
to the conduction of electrons within materials, while the gapped portions are interaction 
driven insulating states. Typically, the fermi surface should not have discontinuous 
intensity of states at EF (i.e. the images should both have solid intensity lines). Though, the 
Cuprates and other strongly correlated materials have interactions stemming from magnetic 
or electronic ordering causing the dead spots of spectral weight5. Additionally, the 
extremely bright spots in both Fermi Surface Maps (FSM)s pointed out by the MDC 
illustrated in Fig. 2.4 (b) are the exotic “Nodal” states. These nodal bands crossing Fermi 
level are found along the high symmetry cut along the vertical green line. Bands crossing 
EF at the “Anti-Nodal” portion of the BZ are seen crossing EF near the blue lines.  













(a) Fermi Surface Map of NCCO (x = 0.11)- ARPES Fermi surface taken at 30K and 
stitched together to form a false color intensity map illustrating the gapped and un-gapped 
states crossing this energy plane. FSM created by integrating +/- 10 meV from EF for each 
scan and subsequently converted to k-space. All scans were taken using 16.75 eV CR 
photons at 30K at SSRL BL 5-4, cleaved at ~4 x 10-11 torr just prior to measurement. 
 
(b) MDC of FSM in (c)- MDC taken along the high symmetry cut at kx = 0.0 (Γ-Point) of 
FSM shown in (c). High intensity spikes represent the nodal peaks found in Cuprate HTSC 
NCCO. 
 




2.2.1.4 Electron‐Electron Interactions and Pseudogap 
 
Normal metals conduct electrons through bands with no break in states at the Fermi 
surface whereby electrons at any atomic site within a crystal feel the same effective 
potentials. Fermi surface maps of the Cuprate HTSC reveal a non-symmetric band 
dispersion and can only be accountable by suppression of spectral weight at EF due to 
interactions. AFM Mott insulators are materials that change their global properties with 
increased carrier doping becoming superconducting when temperatures decrease 
minimizing background noise. Interactions resulting from charges being localized or freed 
create pinch-points in band structures as illustrated by Fig. 2.5 where kinks in smoothly 
varying functions (bands) as shown in the zoomed portion of (a) result from Boson 
interactions with Electrons. Fig. 2.5 illustrate the presence of Bosonic modes (Phonons, 
Magnons, etc.) (b) and d-f electron hybridization of bands (c) represented by a Green line. 
These interactions create hybridization of bands around where the overlap occurs 
highlighted by black circles.  
Interactions of states responsible for conduction and superconductivity within 
materials can create the discontinuous spectral weight at Femi level as observed in the 
Cuprate HTSC. Three decades after the discovery of Copper Oxide based 
superconductivity the still remains an open question. Regardless of the origin, a 
phenomenon associated with the superconductivity was observed in all Cuprate HTSC 
materials termed the “Pseudogap”. Theoretically, materials are either gapped insulators or 
un-gapped metals and this is reflected in the band structure. Parent compounds of the 
Cuprate HTSC have been found to be Mott insulators driven by AFM ordering and upon 
doping with enough carriers become superconducting. The doping range from x=0 to 
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x~0.11 results in crystals that are not superconducting at any temperature because the 
dopants have not contributed enough carriers to the system. A general doping phase 
diagram for the Cuprate family of superconductors illustrated in Fig. 2.5 (d) shows the 
range of dopings from x=0 to x~0.11 create Mott insulators with a pseudogapped Fermi 
surface. Observations of pseudogapped FSMs for all Cuprate HTSC have been linked to 
the underdoped electronic phase, while increased doping past the superconducting dome 
and results in closed Fermi surfaces and Fermi liquid behavior. Optimal doping is defined 
by maximal Tc and sits atop the superconducting dome that represents the portion of doping 
and temperature phase space where superconductivity has been observed. A quantum 
critical point (QCP) is theorized to exist at T = 0K, and x = 0.15 where the focal point of 
all energy spheres overlap. Magnetism has been closely related to the existence of charge 
ordering leading to spin and charge density waves found in all Cuprates and many other 













(a) Dispersion Kinks- Simplistic representation of a smoothly dispersing energy band 
distorted by the presence of a bosonic mode and the resultant kink shown in the enlarged 
circle. 
 
(b) Electron-Boson Coupling- Different, yet similar representation as (a) illustrating (in 
color) the Boson (green), electron (blue), and resultant measured band (black). 
 
(c) Electron-Electron Hybridization- The presence of a low bandwidth state with an f-
character can cause the breaking of symmetry between similar electronic states causing 
hybridization and Van Hove singularities.   
 
(d) Cuprate Doping Phase Diagram- Diagrammatic representation of interaction energy 
phases within the Cuprate HTSC family of materials as doped from the AFM insulating 
parent compound to an over-doped metal with Fermi Liquid (FL) type behavior.   
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2.2.1.5 Superconducting Gap and Quasiparticle Peaks 
 
Interactions among energy states (electronic bands) within materials create exotic 
phases of materials, including superconductivity. Band structures near EF change 
drastically and open up a superconducting gap representative of the interactions coupling 
electrons creating Cooper pairs. The evolution of nodal DOS plotted in Fig. 2.6 (a) 
illustrates the increasing spectral weight (Intensity) approaching EF as the doping increases 
from 4% to 10% where we can see a pseudogapped DOS. Better illustrated through 
symmetrizing the EDCs at EF a superconducting gap at x=0.11 can be seen in Fig. 2.6 (b). 
Additionally, the red line illustrating the 10% doping is pseudogapped showing a gradual 
decrease of DOS near EF. When compared to a metallic DOS shown by a green line in (b, 
c) the gap properties become more obvious. The sharp peak just prior to superconducting 
gap represents a quasiparticle due to the building up of DOS in a material. In principle, the 
spectral weight needed to complete the gap using a smoothly varying function is piled up 
below EF causing a build-up of charges. ARPES measurements quantify the minute 
changes in spectra and EDCs to qualitatively describe the superconducting nature of 
materials not only w.r.t doping, but also temperature. Increased temperatures destroy the 









(a) Nodal EDCs- Raw data EDCs collected by integrating spectral intensity at kF for each 
sample. Dopings are listed as percentage values of Cerium (Ce) incorporated into the parent 
Nd2CuO4 crystal.  
 
(b) Symmetrized EDCs from (a)- By symmetrizing the EDCs plotted in (a) we can see 
the changing gap properties through a symmetric point (EF) and appearance of 
pseudogapped states in dopings below 10%. Abrupt onset of superconductivity is notable 
through opening of a SC gap and appearance of a sharply defined quasiparticle peak near 
EF. Plotted in Green above the NCCO scans is the symmetrized Fermi function measured 
from an Au reference representing the profile an un-gapped state would be. As doping 
increases past the optimal doping we see the orange line begin to take on a typical 
conducting profile where there is little to no gap present.  
 
(c) Selected EDCs with Au (green line)- Selected doping EDCs from (a) are reproduced 
with Au reference (green line) plotted from +50 meV to -250 meV. All scans were taken 






2.2.1.6 Dispersion Kinks (electron-quasi-particle interactions) 
 
ARPES measurements provide qualitatively more information regarding material 
properties due to the direct access of energy space. As discussed before, the interactions 
occurring between energy and length scales occurs within k-space (energy space) and when 
coupling between modes has appreciable effects can be observed by ARPES. Fig. 2.6 
discusses the evolution of states as NCCO is continuously electron doped raising the nodal 
electronic state towards EF. Coupling between the conduction band and bosonic modes 
distorts the smoothly dispersing band near EF which is more obvious when the 2nd 
derivative is taken along the momentum axis (x-axis). Such a distortion can be seen just 
below EF in Fig. 2.6 (b) and quantified in (e, f) where the change in Full-Width Half-Max 
(FWHM) and position reveal a deviation from linearity near EF. Such a line profile reveals 
the presence of an energy mode at 53 meV where the band would continue without the 









Nd2-xCexCuO4 -(a) (x = 0.4), (b) (x = 0.8), (c) (x = 0.10)-Photoemission intensity scan 
images with MDCs overlaid from EF to 200 meV EB of the Nodal state for selected 
dopings. MDCs are integrated every 10 meV and plotted near their representative energy 
level. Bold lines at EF illustrate the presence (or lack thereof) of states at EF.  All scans 
were taken using 16.75 eV CR photons at 30K at SSRL BL 5-4, cleaved at ~4 x 10-11 torr 
just prior to measurement. 
 
(d) (x = 0.11)- 2nd derivative along k-axis of the 11% (x = 0.11) sample where distortions 
of the band top are obvious 
 
(e, f) Correlated Changes in Self Energy (FWHM) and Momentum Position- FWHM 
(e) and peak position (f) of fitted MDCs along the nodal high symmetry direction (similar 
to those shown by (a, b, c) in a waterfall fashion). 
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2.2.1.7 In-Situ Surface Dosing with Potassium (K ions) 
 
Augmenting crystalline structures by increased dopant substitutions can be driven 
to percolation thresholds whereby the crystal can no longer incorporate an increasing 
number of dopants within a system. Typically, insulators are doped with species resulting 
in p or n type substitutions driving the semiconductor behavior of materials through 
contribution of hole or electron states respectively. Contributions of atoms through 
substitutions (not including distortion driven size differences) will have either electron or 
hole character donations unless there is no change in valence when substituting atoms, i.e. 
replacing Sr2+ for Ca2+ is an isovalent substitution.  
In lieu of creating multiple samples to cover a large doping range, some ARPES 
systems can effectively dope a material through controlled surface adsorption. Systems 
equipped with an in-situ alkali evaporator capable of sputtering the surface of a material 
with alkali metal ions can deposit and subsequently measure the band structure. Typically, 
these evaporator devices are used to dope semiconductors during fabrication allowing for 
inter-dispersal of K, Rb, etc. ions. Interstitial doping of semiconductors during fabrication 
(usually polycrystalline) allows for carrier contribution with or without incorporating into 
the crystal structure as they can just as easily adhere to the outside of grains and be 
permanently contained in the bulk when cooled. Through this idea, the creation of a single 
monolayer by systematically (resistively) sputtering ions to the surface of a crystal in 
vacuum is possible. Creation of a monolayer created by K-ions will contribute electrons to 
the surface by surface adsorption and back donations until formation of a complete 
monolayer6.  
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Completion of a monolayer on the surface of a crystal can be determined by ARPES 
through measuring the emergence of the K-3p core level within increased dosing. Chapter 
6 discusses in detail the process and application of surface dosing to the Sr2IrO4 system. 
Fig. 2.7 illustrates the general process where (a) depicts the cleavage plane occurring in 
the R-P crystal structures for n = 1 & n = 2 as a translucent plane within the unit cell 
exposing to vacuum the surface as shown in (b). Fig. 2.7 (c) illustrates the deposition of 
K-ions that occurs during the in-situ dosing onto the exposed surface of a cleaved crystal 













Cleavage Plane & K-Surface Dosing 






(a) Illustration of the R-P Cleavage Plane- Basal plane created by cleaving a portion of 
the sample away exposing the Sr atoms to environmental conditions. Cleavage plane noted 
by semi-transparent grey area is identical for all (n) values of R-P materials, and shown 
here with (n = 1) left, and (n = 2) right.  
 
(b) Exposed Basal plane of R-P Perovskite- When viewed from above the crystal (along 
the c-axis) the exposed crystal structure resembles the visualized atoms shown. This image 
represents the (a, b) crystalline plane where the majority of interactions takes place within 
the R-P structures.  
 
(c) Deposition of Potassium (K) Ions- Sputtering of K-ions to the surface creates donation 
of electrons through surface adsorption allowing the band structure to be chemically 





2.2.2 Orientation by Laue Backscattering 
Inelastic X-ray scattering gives insight into structural properties of materials and is 
useful for sample preparation. Laue backscattering measures the 2D backscattered 
diffraction intensity of (for example) CuKα radiation from a collimated beam probing a 
sample surface. Fig. 2.8 shows Laue scattering of ARPES samples for multiple 
Ruddlesden-Popper (R-P) perovskite structures for Ir-214, NCCO, and Ir-327. Samples 
were mounted to a brass as previously described and aligned by the use of Laue 
backscattering of sample surface prior to gluing of the top post on the sample. Proper 
understanding of crystalline axis allows for fundamental estimation of BZ size, as well as 
anisotropy within crystal structures1.   
 
2.2.3 NCCO Crystal Structure & Laue Image 
Laue backscattering can provide a great deal about the sample orientation, 
configuration, and several structural properties, though ARPES has but a single use. 
Sample alignment and verification of structural identification through symmetry analysis, 
since most modern ARPES systems have at least 4 and up to 6-axis degrees of freedom. 
When investigating new material, the unknown system properties rely on a fundamental 
understanding of maximizing the symmetry of the observed system. The BZ of any crystal 
depends completely upon the symmetry of the exposed crystal surface cleaved in UHV that 
is investigated. Thus, the cleavage plane becomes the one in which measurements are 
conducted providing information regarding the R-P series d-Metal-Oxide plane. In 
Cuprate, Ruthenate, and Iridate physics the Oxide plane plays an important role in the 
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creation of HTSC, 1.5K SC, and AFM Mott states. The exposed basal plane contains the 
primary physics behind the R-P materials regardless of metallic species Cu, Ru, or Ir and 






Laue Backscattering Images of  




(a, b) Laue Diffraction Images of Sr2IrO4- With (a) and without (b) grid overlay 
illustrates the high quality of samples and crystalline symmetry properties. 
 
(d, e, f) Laue Images of NCCO and Ru-doped Ir-327- Additional Laue images illustrate 
the generality of symmetries found within the R-P family of materials (particularly the 
broken 4-fold symmetry stemming from the octahedral distortions.   
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2.2.4 SEM & EDX of Materials 
Microscopy can provide information important to ARPES analysis, and systems 
possessing Energy Dispersive X-Ray Spectroscopy (EDX or EDS) detectors allow for 
accurate measurement of dopants near a sample surface. EDS utilizes the available 
Scanning Electron Microscope (SEM) system to first image and then provide either area, 
spot, or map analysis of X-rays emitted from the surface. X-rays are emitted naturally when 
any decelerating electron is absorbed by a material and is either part of an elastic or inelastic 
scattering process7. Typically, electron beam energies of 15 keV or 30 keV are used to 
bombard a specific area of the sample surface for an exposure time around 2 minutes. Each 
electron used strikes the sample surface interacts with a surface atom releasing a 
reactionary photon. Photons released can contribute to the background radiation or a 
resonant elastic response based upon the cross-section interaction between an electron 
point particle with angular specific momentum energies. The interaction between the 
electron having >30 keV allows the excitation of orbitals with high binding energies to be 
probed since the electron can eject another electron from the orbital shell it resides. 
Subsequent creation of a hole state in the energy structure of any atom will be filled by the 
above energy level shifts needed to return to a ground state.  
Perturbation of a sample with an electron beam of high energy and intensity allows 
for indiscriminate depopulation of any and all electron shells in which the cross-section 
allows for interaction. Jumps between energy levels within atoms represent transitions 
between orbital occupational states and are governed by dipole-dipole interaction rules and 
many others. Regardless of the random atom or orbital interacting with the photon, an 
electron with 30 keV has the potential to extract deep core electrons allowing for analysis 
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to include jumps between s, p, and d shells depending on the atomic species. Background 
contributions from electrons decelerated through multiple possible scattering events can be 
seen in Fig. 2.9 as a broad red hump on which multiple larger peaks reside. Subtraction of 
the background and analysis of peak height (intensity or counts) are performed first by 
identification of peak through energy position w.r.t. known orbital transitions. Tables 
containing multiple peak transitions by cross-section are applied to the measured intensity 
to compare the ratio of counts between observed peaks. Through comparison the scattering 
ratio with references assumptions are able to be made about the presence of multiple 
properties and the respective mass ratios measured in a specific area.  
EDS can provide detailed information about the elemental topography and 
homogeneity of interspersed dopants post ARPES analysis allowing for quantification of 
dopant levels in a real space map. Use of ARPES beam spots ranging from ~200 um and 
below depending upon system, optical configuration, and many other properties allows for 
better understanding of the dopant level measured when coupled with EDS analysis. 
Together EDS and ARPES determined doping estimate based upon Luttinger volume help 










(a, b) EDX spectrum of NCCO- Low lying energy (a) and higher energy (b) spectrum of 
NCCO EDX measurement highlighting several peaks used for fitting EDX spectrum. 
Specific energy shell references exist allowing comparison of the peak position, intensity 
and broadening w.r.t. all known elements thereby providing an accurate measurement of 








2.3 ARPES Measured Band Structure of  
Iridate System 
Fermiology inherent to specific materials allows for the direct viewing of 
conduction modes responsible for the metallic properties of said sample. Dispersive modes 
propagating along the high symmetry BZ planes reflect the bonding symmetry parameters 
uniquely found within each material. Repeating patterns resulting from the symmetric 
bonding of the unit cell yields a coherent crystalline system up to a point. Breaking of 
translational symmetry within a crystal by defect or dopant renders a local charge 
imbalance resulting in an impurity state emerging. Through instigating or removing defects 
the electronic band structure becomes augmented to reflect incorporation of dopants or 
degradation of impurity states. Reciprocal space measurements provided by ARPES 
contain specialized information about not only the valence and conduction band properties, 
but also any surface states present.  
 Multilayered perovskites of particular families typically share a structural similarity 
in the 2D conducting plane created by the CuO2 and IrO2 bonding. Along these 2D planes 
modes present conduct across the surface and in the case of the cuprates are responsible 
for entering into the superconducting state. Staggered magnetism within this plane creates 
the spin dynamics responsible for anti-ferromagnetism. In-plane (parallel) and out of plane 
(perpendicular) (to the 2D bonding plane) resistivity reveals a sizeable difference 
contributing to the idea atoms not within this plane contribute no useful conductive modes. 
Whilst all atoms in a crystal are important those lying within the conducting plane possess 
a unique fragility, and doping into A-site yields charge donors from an insulating reservoir.  
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2.3.1 Sr3Ir2O7 (Ir-327) 
Increased layer stacking of the R-P iridate crystal structure to include (n = 2) 
produces a stable crystal with two perovskite cells and two rock-salt cells. The crystalline 
structure hosts a 2D Metal-Oxygen bonding plane similar to Cuprates. Replacing the Cu in 
the conducting plane with Ir allows for isostructural comparison of the Iridates with 
Cuprates and Ruthenates8. Fig. 2.10 (a – i) illustrate successive constant energy cuts of the 
Ir-327 band structure. This AFM Mott insulator has hole bands extending from the X-point 
of the Ir-327 BZ toward EF as shown by Fig. 2.10 (j) with MDC plotted in black above the 
dispersion representing the spectral weight found at EF within that scan. Though this 
material forms a completely closed hole pocket with band top visually present, the state is 
completely destroyed upon minor (~1%) electron or hole doping. The MDC plotted is 
scaled by x10,000 illustrating the presence (although vanishingly small) of states at EF in 
the undoped parent compound (x=0). This is also verified by the FSM shown in Fig. 2.10 
(b) where states slightly above background noise are visible. Presence of minimally small 
states within a clean charge gap illustrates the difficulty of describing highly correlated 




Sr3Ir2O7 Band Structure and 






Near EF Dispersions of Sr3Ir2O7 (x = 0) at 30K with Eph = 25 eV (LH) 
 
(a) ARPES constant energy cut above Fermi level with Binding Energy EB = (-)30 meV 
and integration window (+/-)10 meV.    
 
(b) Fermi surface map (EB = 0) meV with (+/-)10meV window. 
 
(c - i) ARPES constant energy cuts below Fermi level with (+/-)10 meV window for 
various EB (0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7).    
 
(j) Photoemission intensity along the M-X-M high symmetry plane of undoped (x=0) 
parent compound centered at the X-hole pocket. Bold black line inset shows MDC 




2.3.2 Sr2IrO4 (Ir-214) 
Isostructurally and magnetically analogous to the bilayer Cuprate parent compound 
La2CuO4, anti-ferromagnetism in Sr2IrO4 is driven by crystal field splitting with SOC 
rather than on site-coulomb repulsion U 9. Similarities between cuprates include lattice 
parameters, magnon dispersions among various other properties though the Iridates have 
not been shown to enter into a superconducting state upon doping10. Pseudogap phases 
present in both materials when doped have been observed by ARPES, 4-probe resistance, 
and other methods11. Observations of a discontinuous Fermi surface and the associated 
temperature dependent pseudogap state in the Cuprate superconductors makes any material 
with similar properties a potential for investigation. (Sr(1-x), Lax)2IrO4 electron dopes the 
crystal by replacing the A-site Sr with a single La atom on an atomic scale, and increased 
doping leads to the development of a temperature dependent pseudogap phase.  
 Incoherent Fermi surface weight at the high symmetry X-point of all undoped (x=0) 
crystals was observed in all ARPES measurements of both the Ir-214 and Ir-327 structures 
as discussed in the previous section. Fig. 2.11 (a-f) illustrates the photon energy 
dependence of the Sr2IrO4 band structure measured precisely along the high symmetry X-
M-X plane of the AFM BZ. White MDCs shown above EF in (a-f) represent the spectral 
weight at Fermi level integrated within a +/-10 meV window and scaled by x10,000. Near 
EF states can be seen using 28 and 27 eV photons as well as the fully gapped hole pocket 
with a band “top” at ~0.2eV in (a, b). Constant energy cuts near EF shown by Fig. 2.11 (g-
j) reveals clean background +10meV above EF from raw data in (g) and existence of states 
with intensity slightly above background levels in (h) increasing intensity at -10meV (i). 
 90 
Integrated Fermi surface intensity from +/- 10meV in (j) shows the slight presence of hole 
pocket spectral weight at the AFM BZ corners, i.e. X-points.  
 The presence of spectral weight tens and hundreds of meV above band tops in all 
Iridate ARPES (x=0) measurements suggests an underlying connection. In fact, the pristine 
cleaved surface of a crystal structure can only represent a 2D projection of the bonding 
properties and never fully representative of the 3D symmetry found in a bulk crystal. 
Therefore, we may assume the cleaved surface represents only a portion of the electronic 
band structure and by symmetry we can make a few assumptions knowing the crystal 
structure. Primarily, the layered effect of the R-P crystal structure causing mirrored 
octahedral distortions within a single unit cell requires breaking the c-axis if the crystal 
structure is cleaved along the IrO2 basal plane. The twinned half of the crystal structure 
cleaved away represents the mirror symmetry piece removed from the bulk band structure 
indicative of canting and symmetry breaking at the surface. Reconstitution of both crystal 
halves along the cleaved plane would effectively reverse the symmetry and present a 3D 
insulating band structure, though the act of cleaving portions of the sample break time 
reversal symmetry. Light Fermi surface weight can be seen in crystals that have adsorbed 
surface molecules or are not of the highest quality. Though, this can be ruled out by 
repeated observations and the observance of the Dirac Hole “dark state” dispersing linearly 
forming a V centered at 0.0 (AFM M-point) which is only visible in the highest quality 
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Near EF Dispersions of Sr2IrO4 (x = 0) at 70K with Various Eph 
 
(a - f) Near EF Dispersions of Sr2IrO4 (x = 0) at 70K with Various Eph- Photoemission 
intensity scans of the X-M-X high symmetry cut collected using (a) 28 eV (b) 27 eV (c) 26 
eV (d) 25 eV (e) 24 eV (f) 21 eV photons. White MDC’s above EF represent intensity of 
states at EF integrated with a +/- 10 meV energy window. 
 
Constant Energy Cuts of Sr2IrO4 Using 28 eV Eph- (g) +10 meV, (h) EF, (i) -10 meV, 
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3.0  X-ray Scattering in the Cuprates 
3.1 Chapter Summary 
 
Synchrotron facilities produce high intensity photons, available across a large keV 
energy range, to strike resonant effects within atoms causing large jumps in scattering 
intensities through electron-photon scattering cross-section. Many experimental techniques 
require a specific energy range in which to operate, either mandated by the beamline optics, 
or simply usefulness of bandwidth. Resonant effects occur due to the incoming beam 
having an energy or spatial relationship to the material under study. Thus, adjusting an 
incoming beam of photons to the CuL edge would excite copper atoms within the sample, 
and should the sample contain no copper, the outgoing photons will display no change in 
rate over an energy sweep. Conversely, should the sample contain high amounts of Cu; the 
photons are adsorbed and re-emitted after interacting with the adjacent energy levels that 
interact with these atoms. This effect is called a resonant step edge, and is a basic concept 
behind many X-ray Adsorption Spectroscopy (XAS). Basic XAS monitors the change in 
core electron X-ray spectrum shifts and peak shape deviations vs temp, doping, field, etc. 
Further analysis of the resonant effects has led to the introduction of more refined 
techniques whereby the deviations pre- and post-edge are measured for insight into the 
bonding effects of the (for example) CuL edge is associated with in a CuO2 crystal.        
 Probing material properties with X-ray energies allows for investigations targeting 
bonding properties linked to specific atomic species being probed by an incoming beam 
photon beam. When the energy of photons becomes resonant with orbitals in a sample the 
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corresponding total electron yield and total fluorescence yield spike as more photons 
contribute to the interaction. Detection of X-rays re-emitted by the sample represents the 
total fluorescence yield (TFY), while total electron yield (TEY) is measured by monitoring 
electrons depleted during this process through the electrical draw of the sample needed to 
maintain electrically neutral and at EF. Materials that have a preferred direction of X-ray 
emission are scattered along a Bragg direction representative of the interactions occurring 
from an ordered supersymmetry within that system. Supermodulations stemming from 
magnetic or electronic ordering occur similarly to the structural diffraction of Cukα 
radiation and can be detected by the use of scintillation and CCD cameras. Analysis of the 
signal produced from these experiments w.r.t. the photon energies used (or sweep range) 
can provide detailed information regarding bonding properties, including coordination 
dependent studies of materials. The need for a variable photon energy range relegates these 
experiments to being performed only at synchrotron facilities further promoting the need 
for user facilities of this nature.     
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3.2 Observation of a Three-Dimensional Quasi-Long-Range 
Electronic Supermodulation in YBa2Cu3O7−x/La0.7Ca0.3MnO3 
Heterostructures 
 
3.2.1 Section Introduction 
Recent developments in high-temperature superconductivity highlight a generic 
tendency of the cuprates to develop competing electronic (charge) supermodulations. 
While coupled to the lattice and showing different characteristics in different materials, 
these supermodulations themselves are generally conceived to be quasi-two-dimensional, 
residing mainly in individual CuO2 planes, and poorly correlated along the c-axis. Here we 
observed with resonant elastic x-ray scattering a distinct type of electronic supermodulation 
in YBa2Cu3O7−x (YBCO) thin films grown epitaxially on La0.7Ca0.3MnO3 (LCMO). This 
supermodulation has a periodicity nearly commensurate with four lattice constants in-
plane, eight out-of-plane, with long correlation lengths in three dimensions. It sets in far 
above the superconducting transition temperature and competes with superconductivity 
below this temperature for electronic states predominantly in the CuO2 plane. Our finding 
sheds new light on the nature of charge ordering in cuprates as well as a reported long-




3.2.2 Scientific Investigation 
A key feature of unconventional superconductors is the presence of multiple 
ordering tendencies, with some competing (and often coexisting) with 
superconductivity for electronic states otherwise available for pairing. A case quite 
often encountered is that these competing orders are affected by, if not entirely driven 
by, the same underlying interactions that mediate superconductivity [1]. Elucidating 
the exact nature of these interactions would thus promise both useful practical guidance 
to manipulate superconductivity (via effects on the competing orders) and 
complementary theoretical insights into the microscopic mechanisms for 
superconductivity. 
Remarkable progress has been made in recent years in identifying charge ordering 
as a generic competing instability within the cuprate superconductors; nevertheless, a 
unified understanding of its diverse manifestations in different materials is still 
lacking. In general, the observed charge orders fall into two main categories. One has 
an in-plane periodicity close to four lattice constants (period-4) and has been found in 
La-based cuprates 2,3,4, Ca2−xNaxCuO2Cl2 [5], Bi2Sr2CaCu2O8+δ (Bi2212) [6–8], YBCO 
[9], Bi2Sr2−xLaxCuO6+δ (Bi2201) [10] and Nd2−xCexCuO4 [11]. Another category has a 
periodicity generally different from four lattice constants that varies in Bi2201 [12], 
YBCO [13–17], Bi2212 [8] and HgBa2CuO4+δ [18]. For bulk YBCO, charge order with 
periodicity close to three lattice constants (period-3) was observed in resonant elastic 
x-ray scattering (REXS) and hard x- ray diffraction experiments in zero or relatively 
low magnetic field. This ordering has an onset at ∼ 110-160 K upon cooling and 
maintains short-range order at even lower temperatures 13-17. A period-4 charge order 
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was found in nuclear magnetic resonance (NMR) experiments at high fields which has 
long-range order and develops below ∼ 45-60 K in addition to the period-3 order 19. It 
remains uncertain whether the two categories of order reflect the same charge ordering 
mechanism in the cuprates that is prone to the effects of various internal (crystalline 
environment, quenched disorder) and external factors (magnetic field), or whether they 




In this section we investigate the observation of a distinct electronic order in YBCO 
thin films grown epitaxially on LCMO layers. This order shares similarities with both 
categories of charge order found in bulk YBCO, yet shows important distinctions. Like 
the bulk orders, the novel electronic order propagates along the Cu-O bond directions, 
predominantly involves electronic states in the CuO2 plane, and competes with 
superconductivity. It has a similar periodicity as the bulk period-4 charge order and 
also shares a long correlation length in the CuO2 plane, but has a much higher onset 
temperature, ∼ 220 K. These characteristics are different from those of the period-3 
bulk charge orders found under similar experimental conditions using the same 
technique, REXS. Crucially, this electronic order exhibits a remarkable correlation 
along the crystalline c-axis, which is unprecedented among all the charge orders found 
so far in the cuprates. We found that the onset of the electronic order does not coincide 
with that of bulk ferromagnetism in the LCMO layer. Our observations add a 
significant piece to the puzzle of high-temperature superconductivity, providing new 
insights into the nature of charge ordering in cuprates. Additionally, this three-
dimensional (3D) long-range competing order in YBCO/LCMO heterostructures 
provides a new angle for interpreting the long-range proximity effect between 





3.2.3 REXS Results 
In-plane component of the electronic supermodulation 
REXS combines the periodic spatial information of x-ray diffraction with the 
sensitivity to local electronic bonding environment found in soft x-ray absorption fine 
structure. By using photons with energy near the Cu L3 absorption edge (2p3/2 → 3d 
transition) [Fig. 3.1b], REXS can directly detect the ordering of valence electronic 
states in cuprates that involves modulations in their charge density and/or band energy. 
Earlier experiments have shown that REXS is particularly sensitive to charge order 13, 
15, 16. 
The YBCO thin films were grown epitaxially on LCMO layers 
(Supplementary Fig. S3.1). The intensity of x-rays scattered from YBCO/LCMO 
films (Fig. 3.1a) were measured as a function of momentum transfer along primary 
crystallographic directions using photons both on resonance (930.85 eV) and off 
resonance (926 eV). Diffraction spots (Fig. 3.1c) were observed with resonant photons 
at symmetric points in reciprocal space, (±H, 0, L), where indices H and L indicate 
scaling of the reciprocal lattice units (r.l.u.), 2π/a, and 2π/c, respectively. Line cuts 
through the diffraction peaks along the in-plane Cu-O bond direction (a-axis) are 
shown for (0.245, 0, 1.38) [Fig. 3.1d] and (−0.245, 0, 1.38) [Fig. 3.1e]. The on-
resonance diffraction peaks are superimposed upon a diffuse background of 
comparable intensity. The diffuse background contains components of x-ray 
fluorescence from the sample as well as scattered x-rays that do not contribute to the 
diffraction signal. As shown in Figs. 3.1d & e, the on-resonance diffuse background–
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measured at detector angles slightly away from the diffraction condition–closely 
matches the shape of the scattered intensity line cuts every- where except in close 
proximity to H = ±0.245. By subtracting the diffuse background, the true on-resonance 





Identification & Analysis of Supermodulation Peak 
 
 
In-plane component of the electronic supermodulation-  
(a) Schematic of the heterostructure in Sample #1. The individual atomic layers (AO 
and BO2) of the ABO3-type perovskite are indicated by different colors.  
(b) X-ray absorption spectrum measured near the Cu L3 absorption edge in total 
fluorescence yield. Main configuration-dependent contributions to the spectrum are 
marked by red and grey bars as reproduced from Ref. [13]. Red and grey bars mark 
the energy positions of states derived from the Cu sites in the CuO2 plane (Cu2) and 
those in the Cu-O chain layer (Cu1), respectively. Inset: Schematic of the scattering 
geometry with linear (π) incident polarization in the horizontal scattering plane.  
(c) In-plane reciprocal space projection derived from a single CCD image measured at 
930.85 eV (indicated by blue arrow in (b) showing a diffraction peak near (−0.245, 0, 
1.38). Note that the raw image contains the L range from ∼1.31 to ∼1.45 and only its 
projection onto the (H, K, 0) plane is shown here.  
(d, e) Scattered intensity line cuts along H measured at 50 K and 930.85 eV at fixed L 
= 1.38 and K = 0. Each point on the red (grey) curve indicates average intensity in the 
region of the corresponding CCD image marked by the red (grey) rectangle in c. Blue 
curve is the difference between red and grey curves showing the diffracted intensity. 
The intensity in e and diffracted intensity in d-f all share the same scale with the 
intensity in d.  
(f) Diffracted intensity measured at 926 eV (green curve, indicated by the green arrow 
in b) and 930.85 eV (blue curve, reproduced from e) at fixed L = 1.38 and K = 0, 
compared alongside the K scan of La1.875Ba0.125CuO4 (reproduced from Ref. [21]; note 
that equivalent modulations exist along both the H and K directions in the low-
temperature tetragonal phase of La1.875Ba0.125CuO4). All results were obtained from 
sample #1 r.l.u (reciprocal lattice units) 
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These diffraction peaks are located at |H| = 0.245 ± 0.005 (the error bars come 
from the uncertainties in the determination of the peak positions), very close to the 
commensurate wavevector 1/4, indicative of a supermodulation having a period close 
to 4a (a = 3.855 Å [13]) along the Cu-O bond direction. This periodicity is different 
from those of the period-3 charge orders found in the bulk YBCO by REXS with 
wavevector ∼ 0.31 − 0.34 [13–17], but consistent with the one inferred from a NMR 
study 9. The observed diffraction peak has a full width half maximum (FWHM) 
δH = 0.0075, corresponding to a correlation length ξab =̇ a(πδH)−1 ∼ 164 Å (∼ 42 
unit cells, u.c.) for the supermodulation, which is two times larger than the longest 
correlation length reported on the period-3 charge orders in bulk YBCO 16, 17. We note 
that both the periodicity and correlation length of the supermodulation in 
YBCO/LCMO are quantitatively similar to those of the long-range charge stripe order 
in La1.875Ba0.125CuO4 [21] (Fig. 3.1f). Moreover, we observed that the supermodulation 
diffraction peaks diminish rapidly away from resonance (Fig. 3.1f). Such a strong 
resonant effect indicates a sizable electronic character of the supermodulation that 
necessarily involves Cu 3d valence states.  
 
Out-of-plane component of the electronic supermodulation 
Fig. 3.2a shows the scattered intensity and nearby background intensity as a 
function of L at (−0.245, 0, L). Their difference is plotted in Fig. 3.2b to reveal the true 
diffraction peak, similar to the line cuts along H shown in Fig. 3.1. The diffracted 
intensity exhibits a strong L-dependence, dominated by a prominent peak with FWHM 
δL = 0.017. This suggests a remarkable correlation of the supermodulation along the 
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c-axis with a correlation length ξab =̇ a(πδH)−1 ∼ 219 Å (∼19 u.c.; c = 11.64 Å). This 
result strongly contrasts with the weak L-dependent modulations of the diffracted 
intensity and the short c-axis correlation length (∼ 1 u.c.) of the charge orders found 
in various bulk cuprates by REXS 4, 10, 13. It points to a 3D quasi-long-range order of 
the electronic supermodulation in YBCO/LCMO. 
The diffraction peak is located at L = 1.38 ± 0.02, very close to the 
commensurate wavevector L = 11/8, hinting at an approximate 8c period of the 
supermodulation along the c-axis. Within the experimentally accessible L range, no 
diffraction peak is found near commensurate wavevectors L = 10/8 and L = 12/8. As 
shown in Supplementary Fig. S3.2, we have calculated diffraction structure factors 
for four representative types of period-8 charge density modulation along the c-axis 
each with a different phase relation within the CuO2 bilayer as well as between 
neighboring bilayers. A common feature of these calculations is that diffraction peak 
is present at odd harmonics of L = 1/8 but not at even harmonics, although the relative 
peak intensity varies with the form of modulation. Such a robust qualitative aspect of 
the calculations is consistent with our experimental observation for the out-of-plane 







Elastic X-ray Scattering Measurement of Supermodulation Peak 
 
 
Out-of-plane component of the electronic supermodulation 
a) Scattered intensity line cuts along L measured on Sample #1 at 50 K and 930.6 eV 
at fixed H = −0.245 and K = 0. Average intensity in the peak region and background 
region of the CCD image is shown in red and grey curves, respectively.  
b) Diffracted intensity for the same line cut which is the difference between red and 
grey curves in a. The diffracted intensity in b shares the same scale with the intensity 
in a.  
c) Calculated diffraction structure factor for one representative type of charge density 
modulation along the c-axis. 
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Temperature evolution of the electronic supermodulation 
We have studied the diffraction peak centered at (−0.245, 0, 1.38) as a function 
of temperature on the same YBCO/LCMO sample, with results summarized in Fig. 
3.3a & b. No diffraction peak is found at room temperature. It emerges upon lowering 
the temperature, showing a clear onset behavior that appears more abruptly than those 
observed on the period-3 charge orders in bulk YBCO [13–17]. This onset occurs at 
Tco ∼ 220 K, substantially higher than the period-3 charge ordering onset ∼ 150 K. Tco 
is also significantly higher than the Curie temperature of the LCMO layer Tm ∼ 175 K, 
which was determined by a magnetization measurement on the YBCO/LCMO sample 
(the red curve in the inset of Fig. 3.3b). 
The diffracted intensity grows at first rapidly upon further lowering the 
temperature and then more gradually ∼ 140 K (Fig. 3.3b). The intensity reaches a 
maximum at Tmax ∼ 50 K, below which intensity decreases. During the entire 
temperature evolution, the diffraction peak stays at roughly the same position (Fig. 
3.3a) with only modest changes to the peak width (Supplementary Fig. S3.3). We 
note that the superconducting transition temperature of the YBCO layer Tc was 
determined from a four-probe resistivity measurement on the YBCO/LCMO sample 
to be 55 ± 10 K (the blue curve in the inset of Fig. 3.3b), which is nearly 
indistinguishable from Tmax on this sample (Sample #1). 
We have performed similar measurements on a second YBCO/LCMO sample 
(Sample #2) that was grown with a different interface termination than Sample #1 (see 
Methods and Discussion). Sample #2 shows a slightly higher Tc = 72 ± 7 K than 
Sample #1 but a similar Tm (the inset of Fig. 3.3d). A similar supermodulation was 
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found in this sample, with an overall similar temperature evolution of the diffraction 
peak (cf. Fig. 3. 3a & b vs. c & d). A notable difference is Tmax, which is now ∼ 75 K. 
We emphasize that Tmax ≈ Tc in each sample. 
The observed suppression of the diffraction peak below the superconducting 
transition in YBCO/LCMO is reminiscent of those observed in bulk YBCO [13–17]. 
Similar temperature- dependent behavior has generally been taken as evidence for a 
microscopic coexistence and dynamic competition between two distinct orders [22, 
23]. Such coexistence can occur in a homogenous state. Nevertheless, a rather typical 
situation is that the two orders are phase separated at the nanoscale with a volume 
fraction that changes with temperature. Regardless of which type of spatial coexistence 
is present, the observed temperature dependence suggests that a considerable portion 
of electronic states that participated in the electronic supermodulation above Tc are 
instead consumed by superconductivity below Tc. Because the states involved in 
superconductivity lie primarily within the CuO2-plane, the electronic supermodulation 
in YBCO/LCMO is accordingly expected to have a sizable contribution from the states 










Temperature evolution of the electronic supermodulation  
 
(a) Diffracted intensity of a line cut along H measured at resonance (930.85 eV) on 
Sample #1 at selected temperatures at fixed L = 1.38 and K = 0.  
 
(b) Temperature dependence of the peak intensity (normalized to the maximum 
value) in a. Red (green) dashed line marks Tc (Tm) determined from the resistivity 
(magnetization) measurement shown in the insets.  
 
(c & d) Results of Sample #2. The diffracted intensity in a & c share the same scale 
as before. Insets of a & c are schematics of the heterostructure for Samples #1 & #2, 
respectively. Error bars reflect the uncertainty due to mean-square deviation in 




Primary CuO2 plane origin of the electronic supermodulation 
A period-4 supermodulation in the ab-plane could in principle be caused by the 
ordering of oxygen into arrays of full and empty chains in the Cu-O chain layer. While 
such period-4 (aka ortho-IV) oxygen order has, to our knowledge, not been reported 
in YBCO thin films, it has been observed in bulk YBCO at and above the optimal 
doping level [24, 25]. Like other oxygen orderings the ortho-IV order persists well 
above room temperature (up to 500 K) and has a weak temperature dependence, with 
no anomaly observed at Tc. It remains short-ranged in the ab-plane and poorly 
correlated along the c-axis, with correlation lengths ∼3-6 u.c. and < 1 u.c., 
respectively. All of these characteristics strongly contrast with our observations in 
YBCO/LCMO. 
Our REXS experiment provides further insights into the chain (Cu1) vs. plane 
(Cu2) origin of the observed electronic supermodulation; here we maintain the copper 
site (Cu1, Cu2) terminology used in Ref. [13]. By analyzing the photon energy 
dependence of the diffracted intensity, we directly probe the site, configuration and 
orbital nature of the states that participate in the associated supermodulation. This 
resonance profile of the diffraction peak is generally distinct from the x-ray absorption 
spectrum that is obtained, e.g., from the fluorescence near the Cu L3 edge that involves 
all unoccupied Cu 3d orbitals, regardless of whether they are ordered. As shown in 
Fig. 3.4a, the resonance profile measured at (−0.245, 0, 1.38) in our YBCO/LCMO 
sample shows a dominant peak close to the L3 ab- sorption maximum at 931 eV. This 
situation qualitatively resembles the case of the period-3 charge order in bulk YBCO, 
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an example of which is reproduced from the literature in Fig. 3.4b 15. This peak has 
been ascribed to a 3d9 ground-state configuration at the Cu (Cu2) site in the CuO2 plane 
(as marked in Fig. 3.1b) 13, 15. In our study, the peak is observed ∼0.55 eV below the 
absorption maximum. This finite energy difference between the Cu2 3d9 peak of the 
resonance profile and the absorption maximum is not uncommon for cuprates, and its 
size has been found to vary considerably among different experiments 3, 4, 15, 26 even in 
the same class of materials. We note that the possible presence of “dead” layers on the 
sample surface could account for this energy difference. These surface layers would 
not contribute to the scattered intensity but would absorb and effectively suppress the 
peak intensity around the absorption maximum, thereby shifting the apparent 
diffraction peak toward lower energy. On the other hand, if this energy difference is 
intrinsic, it may provide a useful constraint on the type of spatial modulation that 
underlies the electronic supermodulation, e.g., whether it is dominated by direct 
modulation of the local charge density or else, such as the local Cu 2p → 3d transition 
energy [15]. In this context, future studies might investigate to what extent the larger 
energy difference found in YBCO/LCMO versus in the bulk (cf. Fig. 3.4a vs. b) 








Comparison on the resonance profile for various orders.  
 
a) Photon energy dependence of the diffracted intensity (normalized to the maximum) 
at (−0.245, 0, 1.38) associated with the electronic supermodulation (resonance profile; 
blue curve), in comparison with that of the fluorescence (x-ray absorption spectrum; 
black), measured on Sample #1 at 50 K.  
b) Resonance profile of the period-3 charge order and x-ray absorption spectrum in a 
bulk YBCO sample, re- produced from Ref. [15].  
c) Resonance profiles of various oxygen orderings, ortho-II, ortho-III and ortho-VIII, 
in different bulk YBCO samples, reproduced from Refs. [15, 27]. Dashed curve is the 
x-ray absorption spectrum of Sample #1 reproduced as a guide to the eye. Slight energy 
offsets in the energy axis between different experiments have been corrected by setting 
the corresponding L3 absorption peak to the same energy. Note that conditions may 
vary in different experiments. 
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We next consider that a shoulder is clearly present in our resonance profile at 
∼ 1 eV above the main peak (Fig. 3.4a). Based on this energy separation, we 
tentatively assign the shoulder feature to the 3d9 L configuration at the Cu2 site (as 
marked in Fig. 3.1b) [13]. Nevertheless, a theoretical calculation that takes into 
account all possible states in proximity, such as the 3d9 configuration at the Cu (Cu1) 
site in the Cu-O chain layer, might be needed for a concrete understanding of this 
secondary feature. Most notably the well-defined three-dimensionality of the 
electronic supermodulation probably involves cooperation with the entire lattice, 
which would necessitate that additional sites outside of the CuO2 planes contribute to 
the resonance profile. Its detailed line shape thus holds a key to further elucidate the 
electronic supermodulation and its distinction from the bulk charge order. 
In contrast, our measured resonance profile looks qualitatively different from 
those for various oxygen orders in the Cu-O chain layer of bulk YBCO, which we 
reproduce in Fig. 3.4c [15, 27]. Although the spectral line shape depends on the actual 
configuration of the oxygen order and the doping level, a common characteristic of 
these resonance profiles is that the dominant peak is located at least 2 eV above the 
absorption edge. The relevant states in this energy range are mostly associated with a 
d9 L configuration of the Cu1 site [13] which is directly impacted by the oxygen 
ordering. Because these features are so distinct from the characteristics we observed, 
it appears unlikely that the resonance profile of the electronic supermodulation can be 
consistent with an ordering of oxygen in the chain layer. 
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Consistent with the temperature dependence results, all of these details gleaned 
from the resonance profile support a scenario in which the CuO2 planes are the primary 







What is the nature of the observed electronic supermodulation? Although some 
unconventional orders have been proposed to exist in cuprates, only 2D charge and 
spin orders have been found experimentally, with the in-plane charge ordering 
wavevectors located around (0, 0) and the spin ordering wavevectors around (1/2, 1/2). 
In this context, our electronic supermodulation with an in-plane wavevector (0.245, 0) 
is likely a charge order. Our 30-nm YBCO films contain structurally twinned domains 
and have a pseudo-tetragonal structure, similar to the case in Nd1.2Ba1.8Cu3O7 (NBCO) 
epitaxial films [28]. This has made it difficult to distinguish between uniaxial and 
biaxial supermodulations with the typical spot size (100×100 µm2) of our x-ray beam 
much larger than the domain size. Because of the relatively small photon momentum 
at the Cu L3 resonance, the measured intensity line cuts along H and L cover only a 
limited range in the reciprocal space [e.g., (−0.245, 0, 13/8) is inaccessible] and do not 
provide sufficient information to reconstruct the full arrangement of charge 
disproportionation (spatial configuration) of the supermodulation. Future scattering 
experiments promise further insights into this order, in terms of its charge vs. spin 
nature by studying the polarization dependence of the diffracted intensity [13]; in terms 
of the in-plane anisotropy (order along a- vs. b-axis) via spatially-resolved scattering 
experiments; and in terms of the spatial configuration based on diffraction structure 
factors determined from measurements over a wider region of the reciprocal space 
using hard x-rays [29]. Despite these open questions, the 3D electronic 
supermodulation we directly observed is the first of its kind ever reported in cuprates. 
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To the extent that our observation is indeed charge order, its in-plane periodicity 
suggests a close link with the period-4 charge order found in bulk YBCO by NMR [9]. 
As a local probe, NMR does not readily distinguish whether an order is 2D or 3D in 
layered materials, although its finding on YBCO has been interpreted by assuming a 
2D order typical for cuprates. In light of the ubiquity of period-4 charge orders in 
various cuprate families, it is not implausible that both orders reflect the same inherent 
tendency toward period-4 charge ordering. In such a scenario, possible variations in 
the dimensionality, correlation length, and onset temperature of the orders may reflect 
the susceptibility of such tendency to various internal (strain, quenched disorder) and 
external factors (crystalline environment, magnetic field) as recently discussed [20]. 
However, because two different types of (period-3 and period-4) electronic 
supermodulation have been observed in nominally the same material (YBCO) with the 
same technique (REXS) under similar experimental conditions, a new question is 
posed: What is the possible cause for such a difference? To pinpoint this cause would 
be the first step to understand whether or not both types of supermodulation should be 
attributed to distinct tendencies of different origins [20]. 
We first consider the carrier concentration. Determining and controlling the 
oxygen con- tent in oxide thin film growth is still a general experimental challenge. 
While our deposition and annealing recipe is optimized for the growth of an optimally-
doped YBCO thin film directly on the SrTiO3 (001) substrate (see Methods), the 
overall oxygen content of the YBCO film that is instead grown on the intermediate 
LCMO layer could likely shift the effective doping away from the optimal level, given 
the different crystalline environment during the growth. Moreover, charge transfer at 
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the YBCO/LCMO interface tends to de- crease the overall hole concentration of the 
YBCO layer [30]. It was recently found [31] that the charge transfer is stronger at the 
La0.7Ca0.3O-terminated interface (associated with our Sample #1 of Tc = 55 K) than at 
the MnO2-terminated interface (associated with our Sample #2 of Tc = 72 K). It is thus 
likely that both the YBCO thin films in Samples #1 & #2 with period-4 
supermodulations present are located in the underdoped regime, where period-3 charge 
orders were observed in the bulk. Therefore, carrier concentration may not be essential 
to account for the aforementioned difference. 
Given the magnetic properties of LCMO, we must certainly consider their 
effect on charge order. We found that Tco is 45 K higher than Tm, which marks the 
onset of macroscopic ferromagnetism in the LCMO layer. Ferromagnetism has been 
found to set in at the YBCO/LCMO interface slightly below Tm [32], in contrast to the 
temperature of Tco that we observe. Therefore, the long-range ferromagnetism of 
LCMO does not appear to be directly relevant to the formation of the electronic 
supermodulation. While short-range ferromagnetism may possibly persist above Tm, it 
is unlikely to play a major role in light of the abrupt onset at Tco and the lack of anomaly 
at Tm observed in the temperature evolution of the electronic supermodulation. In bulk 
YBCO, we note that the charge ordering onset is independent of external magnetic 
field. But magnetic field suppresses superconductivity and can consequently enhance 
the charge order near and below Tc [14]. In the case of YBCO/LCMO, ferromagnetism 
at the interface or induced in the YBCO layer may exert a similar indirect effect on the 
electronic supermodulation via the exchange field. Whether the two can couple in a 
different way remains to be explored. 
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Therefore, we turn our attention to the effects of strain. Strain can affect the 
energetics of competing ordering tendencies or the forms in which a given tendency 
manifest by tipping the balance one way or the other. Compared with bulk YBCO, all 
thin films in our samples are subject to an additional (biaxial) tensile strain due to the 
SrTiO3 substrate [33]. This strain may undergo subtle variations between sample 
growth with and without the LCMO layer due to changes in the growth environment 
and relaxation within the LCMO layer. These considerations may help to rationalize 
why we could not find diffraction peaks associated with an electronic supermodulation 
(whether period-3 or period-4) on 30-nm YBCO thin films (Tc ∼ 60 K) grown directly 
on the SrTiO3 substrate. Incidentally, we note that no period-3 charge order has yet 
been reported on YBCO thin films, including Ref. [13] in which charge orders were 
found in NBCO thin films but not in YBCO. A systematic study of YBCO thin films 
with varying substrates and post-annealing conditions may provide a good means to 
elucidate the effects of strain on the charge ordering phenomena in YBCO, as well as 
whether other effects brought about by the LCMO layer are also essential to the 
manifestation of period-4 electronic supermodulation. 
The aforementioned three factors are implicated with another phenomenon for 
which YBCO/LCMO heterostructures have been known–the long-range proximity 
effect between superconductivity and ferromagnetism as the two major competing 
orders in the system. As in other superconductor-ferromagnet heterostructures [34], 
superconductivity in YBCO and ferromagnetism in LCMO tend to suppress each other 
at the interface and extend their influence into the opposing layer. But because of the 
short superconducting coherence length along the c-axis in YBCO (< 3 Å), the high 
 118 
spin polarization (close to 100 %) and large exchange splitting (∼ 3 eV) in LCMO, the 
mutual suppressions of both orders in this system are expected to be limited to within 
a close vicinity of the interface (~1 nm away). Instead, several experiments have 
uncovered persistent effects that exist over a remarkably long range of several tens of 
nanometers [33, 35–38]. Understanding such an unusual effect requires consideration 
of factors beyond (singlet) superconductivity and ferromagnetism. While long-range 
effects caused by charge transfer [39, 40], strain [33], disorder, defects [41] and triplet 
superconductivity [42, 43] are under debate, a possible relevance of competing orders 
has been discussed very little, in part because existing candidates for the competing 
order, such as antiferromagnetism [32] induced at the interface, are not sufficiently 
long ranged. Our observation of a new 3D long-range order inherent in YBCO/LCMO 
heterostructures that competes with superconductivity provides a new angle for 
addressing this problem: Superconductivity far from the interface can be directly 
suppressed by the electronic supermodulation even if ferromagnetism is absent or 
limited to the interfacial region. To what degree this mechanism is relevant to the 







3.2.4 Methods & Supplemental Information 
3.2.4.1 Samples 
 Each of the studied YBCO thin films has 25 u.c. and a thickness of ∼ 30-nm, and 
was grown by pulsed laser deposition on top of a 25 u.c. (∼ 10-nm) LCMO layer, which 
was initially deposited on the (001)-oriented SrTiO3 (STO) substrate. A KrF (λ=248-nm) 
excimer laser, with 10 Hz repetition rate and 250 mJ power, was used to evaporate the 
target. The STO substrate was treated with HF-NH4F buffer solution to produce a uniform 
TiO2 termination. Direct deposition of YBCO/LCMO on top of the TiO2-terminated STO 
makes a MnO2-terminated interface (La0.7Ca0.3-MnO2-BaO-CuO2) between YBCO and 
LCMO (Sample #2), whereas insertion of a buffer layer of 1.5 u.c. SrRuO3 (SRO) between 
the STO substrate and LCMO layer produces a La0.7Ca0.3O- terminated interface (MnO2-
La0.7Ca0.3-CuO2-BaO) (Sample #1) [31, 44]. The growth temperature was set at 700 ◦C and 
715 ◦C with an oxygen pressure of 80 mTorr and 200 mTorr for the deposition of LCMO 
and YBCO layers, respectively. All oxide layers were grown layer-by-layer as monitored 
in-situ by reflection high-energy electron diffraction (Supplementary Fig. S3.1). An 
annealing treatment at 600 ◦C with an oxygen pressure of 700 Torr was performed in situ 
on each grown sample for 40 minutes followed by a slow cool down to room temperature 
to ensure full oxygenation. A capping layer of ∼ 10-nm LaAlO3 was used to protect a 












Layer-by-layer growth of the oxide layers. Reflection high-energy electron diffraction 
(RHEED) oscillations recorded during the growth of the La0.7Ca0.3O-terminated (a) and 
MnO2-terminated (b) samples. 
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3.2.4.2 Characterizations  
Four-probe resistivity and SQUID magnetization measurements were performed on 
the sample soon after the growth. The superconducting transition temperature (Tc) of 
Samples #1 & #2 are 55 ±10 K and 72 ±7 K, respectively. During the magnetization 
measurement, a 100 Oe magnetic field was applied perpendicular to the sample surface, 
and the field-cooled results are presented. The magnetic Curie temperature (Tm) was found 
to be the same for all samples studied, ∼ 175 K, irrespective of slight variations in the 
growth and annealing conditions. This value is similar to that reported earlier on 










Calculation of diffraction structure factor for period-8 charge density 
modulations in different forms  
 
Four types of period-8 charge density modulations, 𝑁𝑁�(?⃗?𝑟) are considered (left column), 
with in-phase (a & b) or out-of-phase (c & d) modulation of the intra-bilayer charge 
density and in-phase (b & c) or out-of-phase (a & d) modulation of the inter-bilayer 
charge density. 25 u.c. are used to model each modulation. Diffraction structure factors 
(right column) are calculated as |𝑁𝑁�(𝑞𝑞�⃗ )|2, where 𝑁𝑁�(𝑞𝑞�⃗ ) is the Fourier transform of 𝑁𝑁�(?⃗?𝑟). 
Note the presence of a peak at L’=11 (in 2π/8c) and the absence at L’=10 and L’=12 
in all cases. Results of b are reproduced in Fig. 3.2c. 
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3.2.4.3 REXS  
REXS experiments were mainly carried out in the scattering endstation at BL 4.0.2 
of the Advanced Light Source (ALS). Main results have been reproduced in experiments 
performed in two additional scattering endstations located at BL 8.0.1 of the ALS and the 
REIXS beamline of the Canadian Light Source. Scattered intensity was measured using an 
in-vacuum CCD detector. CCD images were captured at a combination of detector and 
sample incidence angles, with each experimental geometry corresponding to a specified 
(H, 0, L) reflection near the center of the CCD screen. Within each raw CCD image, the 
horizontal axis is parallel to the primary scattering plane, cutting through the diffraction 
peak in the (H, 0, L) plane with a trajectory depending on the photon energy, and the sample 
and detector angles. The vertical axis of each image is perpendicular to the scattering plane 
and essentially parallel to the [0, K, 0] direction. Fig. 3. 1c shows one such image projected 
onto the (H, K, 0) plane. Intensity line cuts as a function of H at fixed K, L and photon 
energy (Figs. 3.1d-f, 3a & c), as a function of L at fixed H, K and photon energy (Fig. 
3.2a-b) and as a function of photon energy at fixed H, K and L (Fig. 3.4a), are extracted 
from a sequence of CCD images taken at different sample and detector angles with the 
center of each image corresponding to the designated (H, 0, L). We note that when the 
diffraction condition is met for the supermodulation peak, its intensity is only in or around 
the central area of the CCD. Additionally, reciprocal space maps constructed from the full 
CCD pixel array were used to confirm the 3D nature of the supermodulation 
(Supplementary Fig. S3.4 and Supplementary Note 1). In-plane lattice constant a = 
3.855Å is assumed by averaging the a- and b-axis lattice constants reported on bulk and 
thin film samples at comparable doping levels [13]. The c-axis lattice constant c = 11.64 Å 
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is an averaged value of those determined from the (0, 0, 1) (lattice) Bragg peak for samples 
at ∼50 K. Various factors contributed to the estimated experimental uncertainties in the 
supermodulation wavevector, including variations in the measured lattice constant among 
different experiments and as a function of temperature, imperfect sample-to-beam 











Temperature dependence of the full width half maximum (FWHM) of the diffraction 
peak measured on two samples.  
 
The FWHM at each temperature is given by fitting the diffraction peak (as shown in Fig. 
3.3) with a Lorentzian plus a constant background. The error bars reflect the uncertainty 
due to mean-square deviation in the peak fitting. 
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3.2.4.4 Supplementary Note 1:  
 
In the main text we presented a simplified data processing method for extracting 
REXS intensity from the CCD images, essentially treating the CCD as a selected area point 
detector. Although a point detector can miss significant features—including the 3D shape 
of a diffraction peak—when insufficient reciprocal volume has been sampled, we have 
verified the validity of the simplified method for the current study. Accordingly, we have 
constructed reciprocal space maps (RSMs) from the full CCD pixel array that provide a 
view of the 3D reciprocal volume measured by each scan. 
 
Supplementary Fig. S3.4 shows several representative slices of reciprocal space (H-K 
maps at various L, as well as H-L maps at various K) that cover the extent of the diffraction 
peak. A strong diffraction peak appears in the H-K map at L = 1.38 (r.l.u.). This peak 
becomes weaker and disappears as L (or H or K) moves farther away from its center value 
(ΔL = ΔH = ΔK = 0). Notably the intensity of the diffraction peak diminishes appreciably 
in every direction away from the peak center, and no rod-like feature is observed along any 
direction. Therefore, we can conclude that the supermodulation we observe by REXS truly 
exhibits three-dimensional order. Additionally, we note that the line scans in Figs. 3.1 & 
2.2 that were compiled by the simplified method described earlier are indeed valid and 
equivalent to results obtained from full RSMs because the only notable intensity peak 












Reciprocal space maps of the supermodulation diffraction peak.  
 
The three-dimensional nature of the supermodulation is verified by examining the 
reciprocal space volume around the corresponding diffraction peak. Coordinates are 
defined relative to the center of the diffraction peak, such that (ΔH, ΔK, ΔL) = (H, K, L) – 
(-0.245, 0, 1.38).  
 
Top row: Plan-view slices (H-K maps) at ΔL = (a) -0.015, (b) -0.007, (c) 0, (d) +0.007, and 
(e) +0.015.  
 
Bottom row: Cross-sectional slices (H-L maps) at ΔK = (f) -0.004, (g) -0.001, (h) 0, (i) 
+0.001, and (j) +0.004.  
 
The background level of intensity far from the peak center can be seen in a & e for the H-
K maps, including a quasi-periodic pattern that is intrinsic to the CCD detector. Similarly, 
f & j display mainly the background level of intensity for the H-L maps; the strong linear 





3.3 Application of X-Ray Natural Circular Dichroism 
(XNCD) 
 
All materials exhibit a change in their index of refraction with application of 
dichroic photons yielding a perceived parity breaking between the states. Typically, this 
symmetry breaking occurs due to the structural (geometric) dichroism present within the 
crystalline system. Detailed studies provide direct evidence dichroic signals measured are 
often confused with those arising from improper sample alignment causing photon probes 
to not extinguish normal to the surface. Structural dichroism is far less a problem when 
photons have wavelengths greater than the perceived nanoscale ordering within the system. 
Since Kerr rotation signal is produced from an investigatory beam covering several 
hundred unit cells investigations of dichroism on samples using X-rays requires viewing 
the smaller wavelength to interact on an atomically local level.                
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3.3.1 REXS & XNCD 
The absorption of photons with differing polarizations called dichroism, in 
particular circular dichroism, refers to a specific subset of material reactions to photons 
with different helicities. Flipping of incident photon polarizations having defined linear 
direction is called linear dichroism as opposed to the photons having circular polarizations 
in which the photons are left handed or right handed resulting in circular dichroism. Optical 
spectroscopy relies heavily upon the polarization studies and can be found in Raman 
spectroscopy where wavelengths range from UV & visible to THZ. Since wavelengths 
decrease as energy increases; measurements utilizing THz & MHz photons possess little 
energy with large wavelengths, whereas the visible and UV regions have higher energies 
and smaller wavelengths.  
Experimentally these two systems probe different energy levels of samples and 
approaching energies involving ionization of atoms requires using X-rays and introduces 
even smaller wavelengths at higher energies. Though it may seem obvious, it is important 
to recognize the structural similarities of doping and photonic studies as dichroism within 
all the aforementioned regimes exists, the symmetry of the crystal dictates the effects 
probing the surface. Simply put; dichroism of a crystal in the THZ region measures micron 
length scales since the photon can penetrate much further into the sample and often has 
wavelengths larger than the crystal unit cells. Conversely studies performed within the 
visible spectrum probe nanometer length scales which begin to probe individual atomic 
interactions. Raman spectroscopy performs this task when incident photons ranging from 
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400nm to 700nm strike the surface of a material (here we stick to crystals for simplicity) 
which probes far fewer unit cells of the crystal.  
The importance of the experimental parameters must be more stringent since the 
incident photons then have a radial effect in the hundreds of nanometers, and this length 
scale now becomes site dependent on the sample. We should take care to understand that 
a Raman spectroscopy study will not probe a circle of 200 to 350 nm as the photons do not 
come from a point source. In reality the photons are collimated by blocking all but a pin 
hole prior to striking the sample. Even if the experimenter were to request a pinhole with 
diameter near that of the photons it would prove utterly useless as the photons would 
diffract. This is a well-known basic physics experiment where the interference of light (red 
lasers) on pinholes or slits yield single or multiple interference patterns thus dubbed single, 
double slit experiments. As well-known as the experiment, the physical properties 
occurring during the interaction of the photons is still not understood, and in the words of 




Decreasing the wavelength means the area each photon investigates is smaller as 
well and becomes highly specific when length scales are close to that of the unit cell. At 
even higher energies nearing the X-ray regime local probes take on a specific interaction 
where the wavelengths can be not only unit cell specific, but also atomic site specific. Once 
the wavelength of the incident photons decreases to the point where atoms interact 
individually crystalline diffraction occurs and presents a new regime of studies. Individual 
interactions of photons with single atoms of a crystal occur on a length scale smaller than 
the unit cell and can then only be specific to the atom being struck.  
Properties endemic to cuprate superconductors are often rooted in an increased 
ordering either structural or electronic in nature. Competition between ordering types via 
electronic, spin, distortion, etc. result with interaction dominated exotic properties such as 
a pseudogap and HTSC. Resulting interactions within various Cuprate systems can lead to 
a higher Tc although ultimately reach a maximum due to onset of what is viewed as a 
separate type of incipient ordering. Charge ordering has been proposed as a competing 
ordering that reduces effective doping influence on a material Tc with evidence of possible 
commensurate and several incommensurate properties. Assigning a wave-like property to 
model showing periodicity vs length revives the notion of a charge and/or spin density 
wave (CDW, SDW). CDW and SDW existence in cuprate systems illustrates the presence 
of an ordering that again reminds us of our limited understanding between charge and spin 
seemingly killing the superconducting state leading to the washed out Fermi surface 






3.3.2 Electronic Supermodulation and X-ray Natural Circular 
Dichroism  
Several phenomena occur at one time when high energy photons strike the surface 
of a sample. First, the sample becomes charged due to the ionizing nature of the photons. 
Second, photons being ejected are either diffracted, or scattered by the crystal structure. 
Third, the energy changes by a set ∆E (in steps or integrally) to sweep over a range while 
a detector measures the outgoing signal. Within this description we have the ability to 
measure total photon yield through the use of a scintillator detector and total electron yield 
by the bias current needed by the sample to stay in static equilibrium with the system. A 
sizeable loss of electrons within a sample during the experiment amounts to charge 
depletion of the sample. Though the thermo-electric contact with the system provided 
through the sample holder a reconstitution of the sample electron structure is possible. The 
measurement platform provides a static Ef in which the sample and system occupy the same 
Fermi-level. Therefore, measuring the drain (static positive charge) of the sample on the 
system provides the total amount of electrons being lost by ionizing the sample at any given 
time.   
Typically, diffraction-based techniques require the investigation of several 
diffraction spots within a 2D area to understand the structure of a sample. Synchrotron 
based XAS investigates the changes in a single, specific diffraction spot properties such as 
intensity, energy, shape, and position as a function of sample temperature, field, doping, 
etc. Special techniques like these require highly precise systems to track and adjust the 
CCD camera to record scintillation events as sweeping the incident beam energy physically 
changes the position in real-space of the diffraction spot under investigation. Thanks to 
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those whom have the insight and forethought to design such equipment it is possible to 
monitor the gradual and minute changes of photons that have been adsorbed, interacted 
with and re-emitted by a sample. Placing a magnetic field upon the sample allows for 
measurement of the magnetic signal of these samples as well, and subtraction of the 
dichroic signal between these two states allows for the measurement of (X-ray Magnetic 
Circular Dichroism) XMCD. Absence of such a field would lead to the measurement of 
(X-ray Natural Circular Dichroism) XNCD, which is the effect provided by only the 
sample in its unperturbed ground state to display effective differences between the dichroic 
signals. 
Regardless of the origination of such properties, their existence is of importance 
and therefore any changes in such a dichroic signal will produce insight into ordering 
length scales that can be measured. This presents a problem when materials have little to 
no dichroic signal, and such a pursuit can ultimately be tracking noise within the 
measurement. Such is the case for supermodulation within the dichroic signal from XNCD 
measurements on the cuprate superconductor LBCO (1/8). It has been postulated a 
supermodulation could exist within this small doping range (x~0.125) due to the mounting 
evidence, primarily the independence of doping atom (within specific rules) to insight 
superconductivity. Though not all dopants will provide the structural and electrical 
properties needed to form within the LBCO crystal, those who have been found to 
matriculate from journal articles through the years tend to require a doping of x~0.125 and 
above to onset superconductivity within the doping system.         
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3.3.3 Search for Supermodulation Signal in LBCO x = 1/8  
3.3.3.1 Chirality, Parity and Tc in Cuprate Superconductors 
 
Onset of incipient electronic orderings related to the diminishment of a 
superconducting state manifests in the form of a charge density wave, and within the 
cuprates are specific to the R-P doping family under scrutiny45. Competing orders from 
charge and spin density waves are common to all cuprate superconductors and presents 
evidence understanding these modes would be a key development to resolving the coupled 
nature of HTSC. Direct evidence of a generic mode within all cuprate families came by 
multiple reports of onset Kerr, polar, rotation at specific temperatures signaling a broken 
symmetry state. 
A materials response to incoming photons of different helical polarizations is the 
dichroic portion of a material response. The dichroism of a material can be probed on 
several energy levels (wavelengths) by calculating the relative difference of the sample 
signal D = (ICL - ICR) / (ICL + ICR). Chiral symmetry breaking within a crystalline structure 
would represent a parity breaking and evidence can be seen by a change in the polar Kerr 
signal. La2-xBaxCuO4 (x = 1/8)46 shows similar Kerr rotation onsets as other cuprate 
families including YBCO47, Bixx48 and others at temperatures correlated to the respective 
superconducting transition (Fig 3.5). Despite reduced correlation length scales similar 
onset revealed by X-ray scattering in both Y-based cuprates49 and Bi-based50 promote the 
idea all would share a similar chiral charge ordering as seen in LBCO-1/8. Studies 
presented here illustrate no change in the dichroism signal down to x 10-6 that does not rise 
above noise level from 25 K to 300 K suggesting there is no nematic (random orientation 
of spin) phase change occurring during the charge ordering temperature.  
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Cuprate lineage notwithstanding, the Kerr onset within LBCO-1/8 contains slight 
discrepancies from the other families. Larger (x5) and possessing a more abrupt onset, the 
Kerr rotation maximal size within the unique LBCO-1/8 system gives credence to 
increased interplay between chirality and charge ordering. Coupling between competing 
ordered parameters responsible for destruction of the superconducting state have been 
observed throughout the cuprate family and doping elements. Consistent among the generic 
cuprate family is the existence of evidence for charge ordering at doping (x = 0.125) 
making LBCO-1/8 a primary candidate to shed light on the type of charge ordering within 
the cuprate system.  
 XNCD measurements were performed at the European Synchrotron Radiation 
Facility (ESRF) beamline ID-12. We would like to thank Dr. Andrei Rogalev, Dr. Fabrice 
Wilhelm, and Dr. Francois Guillou for the highly precise, finely tuned beamline as well as 




Temperature Independence of X-ray Natural Circular Dichroism (XNCD)  





(a) Circular Dichroism Scans- Measurements at 25 K, 67 K, and 300 K of the dichroic 
signal produced by monitoring the XAS signal. Grey line at 0 represents no intensity 
change of the XAS edge jump when samples are subject to C+ vs C-, i.e. CR vs CL.  
 
(b) Additional Measurement with Small Beam Spot- Plotted in blue, the dichroism 
produced from a far smaller beam measured at 25 K produces little difference in overall 
shape compared to other temperatures.  
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3.4 Chapter Conclusion and Future Directions 
The complex nature of Dichroic response within materials can be investigated using 
techniques such as REXS and XNCD. From these experiments we may gleam an 
understanding into the long range ordering among the Cuprate HTSC systems as discussed 
in Sec. 3.2 Though correlations regarding the supermodulation of materials requires 
understanding the effective nature of probing a material first. We can see this by what may 
be viewed as negative results in Sec. 3.3 where the quest for a temperature dependent 
XNCD signal was not observed. Photons in the visible portion of the Electromagnetic EM 
spectrum are unable to diffract from the surface of a crystal since the wavelength is larger 
than the interatomic distances. X-rays with photons at 9 keV have wavelengths of 0.138 
nm and can diffract within a single crystal, and even within a single grain. The idea behind 
the Kerr interpretation breaks down when grain sizes preclude the existence of 
supermodulations present across grain boundaries. In essence, the act of measuring a 
change in dichroism using X-rays says little about the whole system, but more about the 
intra-granular changes.  
 Sec. 3.3 allows us to understand the observations in the LBCO (x = 1/8) system as 
a long range effect that is comprised of grains (that must be smaller than a few hundred 
nm, i.e. visible light wavelengths) collectively producing a long range ordering. 
Temperature independence of the dichroic signal reveals fundamental information 
regarding the Kerr experiments conducted on LBCO (x = 1/8). Specifically, any Cu atom 
on the CuO2 plane has the same response regardless of temperature or measurement 
apparatus. 9 keV X-rays probe systems via a highly local perturbation of the atoms 
surrounding Cu sites sweeping incident photon energy allowing matching resonant 
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structural properties with electronic states. Edge jumps signal the increased scattering 
cross-section between photon and electronic states therefore not observing the same 
response as Kerr experiments gives two options.  
First, probing atomic bonding sites with no change in XNCD signal reveals the 
supermodulations present must have a wavelength larger than the probe can analyze. This 
does not mean the dichroic signal is not present, just not measurable using such a high 
energy photon. Second, the act of blasting a sample with high intensity photons can destroy 
the superconducting state by excessive heating and can be further destructive due to the 9 
keV energies used (no matter how low a beam). Regardless of cause, the conclusive 
evidence suggests no measurable XNCD within the LBCO (x = 1/8) system can be found 
with expenditure of multiple beamtimes. Further investigations could benefit from 
application of a magnetic field to measure XMCD vs temperature and angle. In-situ 
analysis of samples to determine surface quality could provide useful for probing different 
domains as well as utilizing a differing energy range with lower photon flux.  
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4.0  Angle-Resolved Photoemission Spectroscopy 
(ARPES) of the Cuprates  
4.1 Chapter Summary 
 
Modern photoemission studies became more advanced within the past 30 years 
even though integrated photoemission has been performed for nearly 100 years. Advent of 
hemispherical analyzer with a phosphorous coated plate allows for a CCD camera to 
capture 2D (Angle & Energy) images of the outgoing photoelectrons. Cuprate 
superconductors motivated this push for more refined photoemission techniques revealing 
the usefulness of resolving one further degree of freedom (angle). Utilizing the angle 
dependent measurement of photoelectrons, it became possible to measure the unpredictable 
band structure and Fermi surface of curate superconductors. The cuprates were intensely 
studied for decades possessing discontinuous fermi surfaces, electron photon coupling 
through dispersion kinks and waterfall-like energy independent bands. To this day several 
questions remain despite great effort on the part of many and the continued effort remains 
important while analogues for the Cuprates are searched for the world over.  
Varieties of dopants and processes have been applied to the cuprate system in hopes 
of correctly tweaking the properties needed to insight room temperature superconductivity. 
Through trial and error, a consensus emerged, stipulating the importance of each property 
able to boost Tc at each point over the decades. Several important factors have been 
identified including the number of layered stacking possible for the unit cell to possess as 
well as dopant or oxygen saturation/depletion within the sample. Ordering within a sample 
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will provide some evidence through perturbation from a probe source if the probe energy 
is sufficient. ARPES utilizes a wide range of photon energies to map out the 6-D energy 
space (kx, ky, kz, Energy, Intensity, Spin*) responsible for the electronic band structures 
found in various materials (Note: Spin resolution adds dimensional variable). 
The need for more detailed study was evident when band structure measurements 
yielded broken Fermi surfaces and nodal dispersions contrary to theoretical predictions of 
normal superconductors. Intense scientific scrutiny has been applied to the HTSC band 
structures including the search for dichroism within ARPES measurements. Discussed in 
this chapter are two highly precise experiments. The first; utilizing precise ARPES 
measurements in order to quantify the structural vs electronic dichroism in the Cuprates, 
and the second; an in-depth study of the NCCO doping from x=0.4 Ce to x=0.2 Ce content.  
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4.1.1 ARPES Dichroism and the Cuprates 
Cuprate superconductor band structure measurements have been studied for almost 
three decades now in the hopes of uncovering the root of HTSC. Intensely scrutinized 
ARPES measurements revealed a theoretically unimagined discontinuous fermi surface, 
some marked by fermi arc dispersions with preferential scattering vectors within the first 
BZ. High precision ARPES scans measured with various photon energies have concluded 
the these “broken” fermi surfaces to be a real phenomenon of great importance. Various 
Umklapp scattering vectors appear for specific types of cuprate superconductor revealing 
a preferential electron scattering direction within the crystal. Presence of scattering vectors 
within a single crystal is to be expected, though in the cuprates the scattering vector is 
predominantly present along the (π, π) q-vector.  
Excitations at EF in all materials are of the greatest importance, through stimulation 
of the excitations can provide insight into the electronic properties through a response 
driven measurement. Similar to Chapter 3, dichroism in ARPES measurements stems from 
2 sources (structural and electrical), particularly when the photon wavelength is between 
10 and 100 nm (UV light). Efforts can be made to minimize contamination from structural 
dichroism by choosing specific high symmetry cuts to measure responses to CL vs CR 
light. As shown in S3.3 the absence of dichroism in samples can be the result of multiple 
factors and must account for all possible sources of error. Successful measurement of 
dichroic ARPES scans can reveal a host of electronic ordering expressible through the 









4.2 Angle-resolved Photoemission with Circularly Polarized 
Light in the Nodal Mirror Plane of Underdoped 
Bi2Sr2CaCu2O8+δ Superconductor 
 
4.2.1 Section Introduction 
 Unraveling the nature of pseudogap phase in high-temperature superconductors 
holds the key to understanding their superconducting mechanisms and potentially 
broadening their applications via enhancement of their superconducting transition 
temperatures. Angle-resolved photoemission spectroscopy (ARPES) experiments using 
circularly polarized light have been proposed to detect possible symmetry breaking state 
in the pseudogap phase of cuprates. The presence (absence) of an electronic order which 
breaks mirror symmetry of the crystal would in principle induce a finite (zero) circular 
dichroism in photoemission. Different orders breaking reflection symmetries about 
different mirror planes can also be distinguished by the momentum dependence of the 
measured circular dichroism. Here, we report ARPES experiment on an underdoped 
Bi2Sr2CaCu2O8+δ (Bi2212) superconductor in the Γ (0,0)-Y (π,π) nodal mirror plane using 
circularly polarized light. No circular dichroism is observed on the level of ~ 2% at 
low temperature, which places a clear constraint on the forms of possible symmetry 
breaking orders in this sample. Meanwhile, we find that the geometric dichroism remains 
substantial very close to its perfect extinction such that a very small sample angular offset 
is sufficient to induce a sizeable dichroic signal. It highlights the importance to establish 
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a perfect extinction of geometric dichroism as a prerequisite for the identification of any 
intrinsic circular dichroism in this material. 
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4.2.2 Scientific Investigation 
 High-temperature superconductors have attracted much attention due to their 
unique properties for applications. These applications can potentially be expanded 
dramatically if we understand the superconducting mechanism and devise ways to enhance 
the superconducting transition temperature. However, a prerequisite for the above tasks is 
to understand the nature of the normal state in cuprates–pseudogap phase from which 
superconductivity emerges at low temperatures.1–5 Among the numerous efforts that have 
been made in both theories and experiments, proposals to detect the possible symmetry 
breaking state in angle-resolved photoemission spectroscopy (ARPES) measurements 
using circularly polarized light have held a unique position.6,7 An electronic order that 
breaks the mirror symmetry of the system would contribute to the circular dichroism in 
photoemission. Various orders breaking the reflection symmetry about different mirror 
planes could also be differentiated by the momentum dependence of the measured circular 
dichroism. For example, an ordered pattern of circulating currents was predicted to break 
the reflection symmetry about the Γ (0,0)-M (π,0) antinodal mirror plane which gives a 
maximum circular dichroism at the antinode (π,0).6 On the other hand, the 
antiferromagnetic order with wavevector Q = (π,π) and the “d-density wave” order would 
break the reflection symmetry about the Γ (0,0)-Y (π,π) nodal mirror plane.7 Another 
electronic order with increasing interest is the charge order observed in various cuprates8–
11 which has been proposed to be of a chiral nature.12,13 Chiral symmetry breaking generally 
breaks all mirror symmetries of the system and would thus contribute to circular dichroism 





 A prominent experimental realization of the proposal is the report of 
circular dichroism in ARPES spectra at antinode (π,0) of Bi2212 below pseudogap 
temperature T*.14–19 The  observed circular  dichroism was first interpreted as direct 
evidence for the breaking of time-reversal symmetry,14 which seemed to be consistent with 
the theoretical proposal of a spontaneous ordered pattern of circulating currents.6,7 This 
interpretation was later challenged by others considering structural supermodulations in 
the Bi-O layer (superstructures) which break the reflection symmetry about the Γ (0,0)-M 
(π,0) antinodal mirror plane (Fig. 4.1(a) vs. Fig. 4.1(b)) and give rise to the circular 
dichroism at antinode (π,0). 15,17,19–21  
 Compared to the Γ (0,0)-M (π,0) antinodal mirror plane (Figs. 4.1(a) and 
4.1(b)), the Γ (0,0)-Y (π,π) nodal mirror plane provides an alternative platform to study 
possible electronic orders. As shown in Fig. 4.1(c), this nodal plane remains a mirror plane 
even with the presence of superstructures.1,21 Therefore, the presence/absence of circular 
dichroism along the Γ (0,0)-Y (π,π) momentum cut in the nodal mirror plane would 
provide clear information about the nature of possible symmetry breaking orders in the 
sample.  
 An equally important, yet technical issue regarding circular dichroism 
experiments arises from the experimental geometry (geometric dichroism) which might 
mask the circular dichroism intrinsic to the sample.15,16 Ideally, the geometric dichroism 
should be zero if the propagation vector of the light, the sample surface normal, and the 
final state momentum are all  in a mirror  plane of the sample.14,22 However, a finite 
deviation from the desired perfect experimental geometry always exists and gives rise 
to geometric dichroism with a magnitude that depends on the deviation and the material. 
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This leads to a natural question: how accurate the experiment needs to be performed 
before the intrinsic circular dichroism can be determined in this system? 
 In this paper, we report a study of the circular dichroism along the Γ (0,0)-
Y (π,π) momentum cut in the nodal mirror plane of Bi2212 underdoped Tc = 75 K sample 
(as shown in Fig. 4.1(c)). No circular dichroism is observed on the level of ~2% at low 
temperature, which places a clear constraint on the forms of possible symmetry breaking 
orders that might exist in this system. Meanwhile, the geometric dichroism in this material 
is found to be very sensitive to any slight deviation of the sample angle from its perfect 
experimental geometry. An angular offset as small as 0.3º–0.5º is sufficient to induce a 






Schematic of Photoemission Measurements  




(a) Basic Photoemission Event- Incident photon hν, sample surface normal, and final state 
momentum p are all in the Γ (0,0)-M (π,0) antinodal plane (blue plane). This plane is a 
mirror plane of the crystal without superstructures.  
 
(b) The Reflection Symmetry of the Γ (0,0)-M (π,0) Antinodal Plane- This plane is 
broken with the appearance of superstructures. Superstructures are indicated by pink 
dashed lines and marked as MB + q to be distinguished from the main bands (MB).  
 
(c) The Γ (0,0)-Y (π,π) Nodal Mirror Plane- This plane remains a mirror plane even with 
the appearance of superstructure bands and shadow bands (SB). MB + q and MB + 2q 
represent the Fermi surface sheets from first order and second order superstructure bands, 
respectively. The horizontal slit (yellow line) of the electron analyzer enables the 
measurement along Γ (0,0)-Y (π,π) momentum cut in the nodal mirror plane.  
 
(d) Schematic of the Photoemission Measurement- with the definition of the θ rotation 
angle.  
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 The ARPES measurements were carried out at Beamline- 9A of the 
Hiroshima Synchrotron Radiation Center with circularly polarized 21.2 eV photons. The 
system is equipped with a R4000 electron analyzer with a horizontal slit and a sample 
holder on a 6-axis manipulator. The experimental energy resolution was ~12 meV, and the 
angular resolution was ~0.3º. Only the center region of the detector (±10º) was selected to 
eliminate any edge effect of the electron analyzer. The Fermi level was referenced to that 
of a polycrystalline Au piece in electrical contact with the sample. Measurements were 
performed at 30 K with a base pressure better than 5 x 10-11 Torr. 
 A perfect sample alignment is a prerequisite for the experiment. We use 
Fermi surface mapping over a large momentum range to align the sample.1,5,23 With the aid 
of clearly resolved fine structures on the underlying Fermi surface (Fig. 2(a)), the sample 
was well aligned such that the propagation vector of the light, the sample surface normal, 
and the final state momentum are all in the Γ (0,0)-Y (π,π) nodal mirror plane. If the 
reflection symmetry is (not) broken by the electronic order, we should expect a finite (zero) 
circular dichroism along Γ (0,0)-Y (π,π) where the geometric dichroism is zero.  
 As presented in Fig. 4.2(c), when the momentum cut lies perfectly within the Γ 
(0,0)-Y (π,π) nodal mirror plane (Figs. 4.2(a) and 4.2(b)), the photoelectrons excited by 
lights with left- and right-handed circular polarizations exhibit identical intensities (ICL = 
ICR) along the entire cut, giving rise to zero circular dichroism within an error of ~2% (Fig. 
4.2(d)). While the intrinsic and geometric circular dichroism could happen to cancel each 
other and give zero dichroism at a certain momentum point when the sample is not perfectly 
aligned,15,16 it is unlikely that they always have the same magnitude but with an opposite 
sign over the entire momentum cut. Therefore, our results suggest an absence of both the 
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intrinsic and geometric dichroism (on the level of ~ 2%) along the nodal direction of our 
sample.  
To understand the implications of our result, we consider various electronic orders. 
It has been suggested that the anti-ferromagnetic order with Q = (π,π) and the “d-density 
wave” order would break the reflection symmetry about the nodal mirror plane and give 
rise to a finite circular dichroism in ARPES spectra.7 In principle, chiral symmetry 
breaking can also produce a non-zero circular dichroism. Nevertheless, one might ask 
whether the chiral symmetry breaking in cuprates can in principle be detected along the 
nodal direction: The pseudogap phenomena, implicated with the chiral order, are known 
to have a vanishing effect on the nodal electronic states near the Fermi level (EF). 
Therefore, the nodal states, as the initial states of the photoemission process related to 
our observation, may not be chiral. Nevertheless, we note the studies on chiral molecular 
systems have shown that the circular dichroism in photoemission is dominated by final-
state(delocalized) interactions-scattering of the outgoing photoelectrons off the chiral 
molecular framework.24 Such a mechanism should be at work independent of the nature 
of chirality, whether structural or electronic. Therefore, if a chiral order exists in the 
material, whether it involves the nodal states, a circular dichroism associated with the latter 
on the mirror plane along the nodal direction should not be zero. On a quantitative level, a 
dichroism asymmetry factor on the order of 20% was seen in chiral molecular systems.24 
The absence of circular dichroism in our result does not seem to be consistent with the 





Absence of circular dichroism along  





(a) Underlying Fermi Surface Mapping- obtained by integrating the spectral weight over 
a small energy window [ 10 meV, 10 meV] around the Fermi level. The theoretical Fermi 
surface sheets from main band, shadow band and superstructure bands are appended.  
 
(b) Photoemission Intensity- plot for the momentum cut along Γ (0,0)-Y (π,π) direction, 
marked by the black line in (a).  
 
(c) Energy Integrated [60 meV, 30 meV] Spectral Intensity- as a function of momentum 
for left- handed (ICL, red curve) and right- handed (ICR, black curve) circularly polarized 
light. The energy window for the integration is marked by the red dashed rectangle in (b).  
 
(d) Relative Difference- D = (ICL - ICR) / (ICL + ICR) of the energy integrated spectral 
intensity shown in (c). No difference is observed on the level of ~2%.  
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Nevertheless, a final conclusion about the existence of the aforementioned 
electronic orders has to be based on more theoretical efforts which aim to quantitatively 
determine the magnitude of the expected circular dichroism. This is especially true for the 
chiral order, of which limited knowledge is currently available. The expected value might 
be below our experimental sensitivity, different from the case of chiral molecular systems. 
In this regard, our study places an upper limit, ~2%, to the circular dichroism in 
photoemission due to the possible existence of these electronic orders. Another possibility 
is that the symmetry breaking electronic orders only exist in a sample with lower doping 
level and/or at a particular temperature region between TC and T*, since our 
measurements were performed on an underdoped 75 K sample below TC. While more 
doping and temperature dependent measurements are needed to fully address this issue, 
we note the circular dichroism at the anti- node (π,0) was observed on samples with similar 
doping levels and at various temperatures below T*, regardless of TC.14  
The absence of circular dichroism along the nodal direction also provides a unique 
chance to study the geometric dichroism as a function of the sample angle deviation. Fig. 
4.3 shows the results for the momentum cuts in the vicinity of the Γ (0,0)-Y (π,π) nodal 
direction. The difference in angle (tilt angle h, see Fig. 4.1(d) for its definition in the 
experimental setup) between these cuts is within 0.5º. Energy-integrated photoemission 
intensities for left-handed (ICL) and right-handed (ICR) circularly polarized lights along 
these cuts (Fig. 4.3(a)) are shown in Figs. 4.3(b)–4.3(e), respectively. A moderate 
geometric dichroism starts to show up at θ = 0.3º and becomes pronounced when θ reaches 
0.5º. Our results suggest that the geometric dichroism in Bi2212 is very sensitive to small 













(a) Underlying Fermi Surface Mapping- obtained by integrating the spectral weight over 
a small energy window [ -10 meV, 10 meV] around the Fermi level.  
(b)–(e) Energy Integrated [- 60 meV, 30 meV] Spectral Intensity- as a function of 
momentum for left-handed (red curve) and right-handed (black curve) circularly polarized 
light along 4 momentum cuts θ = 0º ~ 0.5º [shown in (a)]. 
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To understand the origin of the geometric dichroism, we consider the 
photoemission under three-step model and sudden approximation. The photoemission 
intensity I is proportional to |Mf,i|2, where  Mf,i ≡ �∅𝑓𝑓�𝐻𝐻�∅𝑖𝑖� is the one-electron dipole matrix 
element describing the ejection of an electron from an initial state |∅𝑖𝑖⟩ to a final state|∅𝑖𝑖⟩.1 
When the incident light is circularly polarized, the dipole operator containing  the  vector  
potential  of  photons  with  different polarizations can be written as HCL (circular left) and 
HCR (circular right). Then the circular dichroism is denoted as D ≡ 
|�∅𝑓𝑓�𝐻𝐻𝐶𝐶𝐶𝐶�∅𝑖𝑖�|2− |�∅𝑓𝑓�𝐻𝐻𝐶𝐶𝐶𝐶�∅𝑖𝑖�|2. 22 If we define an operator R as reflection of the blue 
plane of Fig. 4.1(a), then R-1HCLR = HCR and �∅𝑓𝑓�𝐻𝐻𝐶𝐶𝐶𝐶�∅𝑖𝑖� =  |�∅𝑓𝑓�𝑅𝑅−1𝐻𝐻𝐶𝐶𝐶𝐶𝑅𝑅�∅𝑖𝑖�. When 
the blue plane is a mirror plane R|∅𝑖𝑖⟩ =  ±|∅𝑖𝑖⟩ , R|∅𝑓𝑓� =  ±|∅𝑓𝑓� and thus D is zero. 
However, if there is a small angular offset and the blue plane is no longer a mirror plane, 
then the dichroism has a nonzero value. In this regard, materials with different electronic 
structure would generally have different responses in the photoemission circular dichroism 
to the angle deviation in experimental geometry. Theoretical calculations considering the 
band structure of Bi2212 are needed to understand the high sensitivity of the geometric 
dichroism in this system on a quantitative level.  
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4.2.3 Section Summary 
In summary, by measuring the photoemission spectra along Γ (0,0)-Y (π,π) in the 
nodal mirror plane of a Bi2212 underdoped 75 K sample with circularly polarized light, 
we report the absence of a detectable circular dichroism on the level of ~2% at low 
temperature. This result is not affected by the structural supermodulations, thus places a 
clear constraint on the forms of possible symmetry breaking electronic orders. Our result 
also reveals a high sensitivity of geometric dichroism to the slight angle deviation from the 
perfect experimental geometry. It highlights the importance to establish a perfect 




4.3 Superconducting Transition in Nd2-xCexCuO4 
 
4.3.1 Near EF States 
Superconductivity within the Cuprates has several characteristics independent of 
the dopant type (p or n type) i.e. hole or electron, though slight variations of the band 
structure are evident. ARPES measurements of hole doped Cuprates covered in Section 
4.2 are representative of the dominant characteristics observed in most hole doped Cuprate 
HTSC materials. Electron doping the Nd2CuO4 through Cerium substitution of 
Neodymium facilitates superconductivity at dopings near (x = 0.11). Coupling between 
electronic and bosonic modes seen by hole doped Cuprate ARPES measurements are 
observed within the electron doped analogues resulting in dispersion kinks. The presence 
of nodal dispersion kinks allows for understanding the coupling mechanism responsible 
for HTSC. 
Fundamentally different Fermi surfaces than those of the hole doped counterparts 
are expected and observed to follow Luttinger liquid rules allowing quantification of the 
Fermi surface. Fermi arcs are seen in ARPES measurements of the SC and pseudogap state 
as well, though without the presence of Umklapp scattering seen in hole doped compounds. 
The existence of “hot spots” representing incoherent scattering occurring are observed and 
illustrate the itinerant electron conduction occurring through a commensurate (or nearly) 
scattering vector. Fig. 4.4 (a) is representative of a typical “underdoped” NCCO Fermi 
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surface resulting in nodal dispersions where bands that cross EF are symmetrically 
discontinuous if plotted in a circle. The FSM shown in Fig. 4.4 (b) contrasts the Fermi 
surface weight in (a) with a more symmetric version, revealing the tendency toward Fermi 
liquid like behavior. Increased doping leads to closed Fermi surface curves allowing for 
conduction across the sample and destroying the overlapping symmetry created by electron 










(a) Fermi Surface Map of NCCO (x = 0.11)- ARPES Fermi surface taken at 30K and 
stitched together to form a false color intensity map illustrating the pseudogapped states 
crossing this energy plane. FSM created by integrating +/- 10 meV from EF for each scan 
and subsequently converted to k-space. All scans were taken using 16.75 eV CR photons 
at 30K at SSRL BL 5-4, cleaved at ~4 x 10-11 torr just prior to measurement. 
 
(b) MDC of FSM in (c)- MDC taken along the high symmetry cut at kx = 0.0 (Γ-Point) of 
FSM shown in (c). High intensity spikes represent the nodal peaks found in Cuprate HTSC 
NCCO. 
 




4.3.2 Mode Coupling and Nodal Dispersion Kinks 
ARPES measurements of the nodal dispersion representing the high symmetry (π/2, 
π/2) M-point in the Cuprate band structure reveal mode coupling occurring near Fermi 
level. Fig. 4.5 (a – d) display the doping evolution occurring at (x = 0.04), (x = 0.08), (x = 
0.1), and (x = 0.11) respectively. The nodal dispersion collapses the charge gap resulting 
in lightly coherent states near EF as shown the waterfall of MDCs plotted at their 
representative energy. MDCs graphed integrate 10 meV energy windows with the bold top 
curve representing +/- 5 meV at EF. The appearance of slight fermi surface weight at 
dopings between x = 0.8 to x = 0.11 is observed and denotes the presence of a 
pseudogapped phase. Upon doping the NCCO system to x = 0.11 (d) the superconducting 
phase is possible to be observed at low temperatures.  
Fig. 4.5 (e, f) plots the Full-Width Half-Max of the Lorentzian fitted MDCs from 
200 meV to EF where an obvious deviation from linearity in both FWHM and peak position 
occur at the same energies. Colored sections segregate the mode coupled region (green) 
from the hole like valence band (red) and conduction band (blue). Section 2.5? discusses 
a similar case where a bosonic mode overlaps both bands causing transference of energy 
across a momentum vector. These modes are visible when graphing the FWHM since it is 
directly correlated to the real part of the self-energy in Greens functions. As we can see the 
break from linear decreasing FWHM denotes the changing of band character, and is 
accompanied by a break in linearity of the nodal dispersion. Both graphs are extracted from 
the scan seen in (d) which highlights the break in dispersion through a second derivative 
along the momentum axis.  
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Mode coupling occurs at states near EF and often signals the existence of Peierls 
transitions visible as Van Hove Singularities (VHS) signaling the hybridization of bands. 
Facilitated by bosonic mode coupling or the presence of overlapping bands, ARPES results 
can resolve discrepancies while creating more questions. The presence of a band dispersing 
from above EF can be seen by the black markers in Fig. 4.5 (f) and blue markers bending 
backwards as their FWHM flattens at 31 meV until it drops at 17 meV. Further 
measurements utilizing different photon energies may resolve an electron like band dipping 









Nd2-xCexCuO4 -(a) (x = 0.04), (b) (x = 0.08), (c) (x = 0.10)-Photoemission intensity scan 
images with MDCs overlaid from EF to 200 meV EB of the Nodal state for selected 
dopings. MDCs are integrated every 10 meV and plotted near their representative energy 
level. Bold lines at EF illustrate the presence (or lack thereof) of states at EF.  All scans 
were taken using 16.75 eV CR photons at 30K at SSRL BL 5-4, cleaved at ~4 x 10-11 torr 
just prior to measurement. 
 
(d) (x = 0.11)- 2nd derivative along k-axis of the 11% (x = 0.11) sample where distortions 
of the band top are obvious 
 
(e, f) Correlated Changes in Self Energy (FWHM) and Momentum Position- FWHM 
(e) and peak position (f) of fitted MDCs along the nodal high symmetry direction (similar 
to those shown by (a, b, c) in a waterfall fashion). 
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4.3.3 Ubiquitous Existence of Nodal Dispersion Kinks in the 
Cuprate HTSC- Nd2-xCexCuO4 
As previously discussed, the presence of mode coupling and Peierls transitions 
often occur together to form VHS, which is used to define the AFM BZ of a material. As 
temperatures decrease, the overlap of bands near BZ are affected by less vibrational 
freedom restricting movement closer to absolute lattice positions. Fig. 4.6 illustrates the 
doping dependence of the NCCO system through EDCs taken at the AFM BZ nodal point. 
(π/2, π/2). The lowest doping shown represents x= 0.04 in black where the DOS has a clear 
charge gap and then an increase of spectral weight between 100 and 200 meV with a 
smooth flat DOS abruptly changing just before 200 meV. This can be seen from kink 
dispersions found in underdoped (UD) NCCO where a flat portion of the DOS moves 
towards EF consistently with doping. At a critical point the formation of a peak signals the 
onset of superconductivity evident by the “peak-dip-hump” feature seen throughout 
Cuprate SC ARPES measurements.  
 Development of a sharp quasiparticle peak is required for superconductivity to 
occur by allowing a large build-up of states near Fermi level to be diverted away from EF. 
The coupling of electrons opening up a SC gap is facilitated by the AFM properties of the 
Cuprate HTSC system. Indeed, the AFM Mott system collapses into a Fermi liquid like 
material when over doped which can be seen with doping above x = 0.13 and the EDCs 
take on a typical metallic DOS collapsing the pseudogap. Quantification of the “peak” and 
“dip” plotted in Fig. 4.6 (a) is shown in (b) where the peak and dip (identified by squares 
and diamonds respectively) track together with increased doping maintaining a constant 
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gap, though not initially evident when looking at (b). Error bars represented in (b) set an 
energy range in which the characteristics are defined in (a) with corresponding symbols. 
Though geometric offsets from precise measurements along the nodal symmetry M-Γ-M 
can increase or decrease the gap between peak and dip an average can be assumed until 
just after the SC doping region. Once dopants contribute too many carriers in order for 
superconductivity to occur within NCCO a broad DOS can be seen along the nodal M-
point merging the two characteristics.  
 Simple analysis will conclude the concomitant shift toward EF of both features, 
subsequent change of characteristic DOS and destruction of mode coupling occurring at 
optimal SC doping are all linked. Strongly correlated systems such as a Mott driven AFM 
are, by definition, the resultant of multiple gap formations where the AFM gap and Mott 
gap are related, but not the same phenomenon. Defining the structural properties of a 
material through the AFM BZ requires the subsequent doping schemes follow the initial 
model. Therefore, as states rise toward EF a critical density of states held back by the AFM 
gap is allowed to mix when the charge gap sufficiently interacts with states above EF 
facilitating the formation of superconductivity. Once the conduction band dips far enough 
below EF it forms a properly hybridized state as Fig. 4.5 (f) illustrates the foreshadowing 
of interactions between the nodal (red) and above EF states (blue) increasing with increased 











(a) Nodal EDCs- Raw data EDCs collected by integrating spectral intensity at nodal kF for 
metallic samples and (π/2, π/2) for insulating samples. Dopings are listed as percentage 
values of Cerium (Ce) incorporated into the parent Nd2CuO4 crystal.  
 
 
(b) Doping Evolution of Nodal CDW(Peak) and SDW (Dip)- Measured values of nodal 




Fig. 4.7 illustrates the formation of a SC gap through symmetrizing the EDCs as 
shown in (b) where the SC gap and quasiparticle peak are evident at x=0.11. After the SC 
gap collapses into a Fermi liquid state the DOS takes on the characteristics seen when 
measuring Au (green line). This is expected when the over-doped case approaches, yet is 
still slightly pseudogapped evident by the yellow line in (c) not collapsing to half the states 
above and half below EF. The green Au line bisected at 0.0 eV illustrates the gap properties 
of a Fermi liquid model showing similar DOS as over-doped NCCO as expected.  
4.3.4 Section Summary 
Various descriptions of the superconductivity in the HTSC systems always are 
predicated upon the AFM states being of utmost importance. The formation of a magnetic 
gap is agreed upon across the board, through whether the doped AFM states giving rise to 
charge or spin density waves or CDW and SDW exist beforehand may remain a chicken 
and egg discussion. Evidence presented here suggests the AFM gap exists throughout the 
doping range measured signaling the superposition of gaps resulting in a SC state may be 
needed. Rather; it may be more precise to say CDW and SDW will always occur when 
symmetry breaking is present in materials through spin (translational) and charge (time-
reversal) symmetry breaking. This would fit with a phenomenological understanding of the 
nodal DOS where at dopings ~ x=0.10 the charge gap is closed and the interactions of the 
closing AFM gap occur between x=0.11 and x=0.15 closing at ~ x=0.18. Since the change 
of line shape occurs at the doping most associated with NCCO CDW-SDW it may be more 
appropriate to model the spin and charge contributions on equal footing rather than an 
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effective potential. A cluster model presented in Chapter 8 Describes the destruction of 
an AFM through simple fractional modeling upon doping and must have specific transition 
points when the spin and charge are directly coupled and stems from another magnetic R-
P system.    
ARPES measurements were performed at Stanford Synchrotron Radiation Facility 
(SSRL) within the Stanford Linear Accelerator (SLAC) National Accelerator Laboratory 
at Beamline 5.2 and 5.4. We would like to thank Dr. Makoto Hashimoto and Dr. Donghui 









(a) Nodal EDCs- Raw data EDCs collected by integrating spectral intensity at kF for each 
sample. Dopings are listed as percentage values of Cerium (Ce) incorporated into the parent 
Nd2CuO4 crystal. Same data set as Fig. 4.6 (a). 
 
(b) Symmetrized EDCs from (a)- By symmetrizing the EDCs plotted in (a) we can see 
the changing gap properties through a symmetric point (EF) and appearance of 
pseudogapped states in dopings below 10%. Abrupt onset of superconductivity is notable 
through opening of a SC gap and appearance of a sharply defined quasiparticle peak near 
EF. Plotted in Green above the NCCO scans is the symmetrized Fermi function measured 
from an Au reference representing the profile an un-gapped state would be. As doping 
increases past the optimal doping we see the orange line begin to take on a typical 
conducting profile where there is little to no gap present.  
 
(c) Selected EDCs with Au (green line)- Selected doping EDCs from (a) are reproduced 
with Au reference (green line) plotted from +50 meV to -250 meV. All scans were taken 




4.4 Chapter Conclusion and Future Directions 
Doping evolutions of the HTSC Cuprate systems have revealed the delicate 
interplay between magnetism and electronic states. ARPES measurements discussed 
within this chapter outline a collapse of the AFM gap within the Cuprate NCCO system 
when doping creates an empty electron pocket dipping below EF. When the half-filled Mott 
system becomes doped at low concentrations the effective impurity states contribute 
charges and are screened depending on the parent compound. NCCO band top at Nodal 
point contains a kink at dopings as low as 4%. The kink proceeds to track towards EF with 
increased La concentrations, yet retains the same line shape which forms into the 
characteristic peak-dip-hump found in all superconducting Cuprate samples. MDC fitting 
vs energy reveals the discontinuous real and imaginary portions of the spectrum just below 
EF. We can understand the electron pocket existing above EF dipping below to complete 
the Bloch state as the kink at 11% and SC gap signal the optimal doping regime.  
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5.0  Electron Doped Ir-327 
5.1 Chapter Summary 
 
ARPES provides unrivaled detail and precision in both momentum and energy 
space to reveal the frequency domain in which electrons reside and exist in a collective 
nature. Despite the information provided by these measurements, we are at a loss to explain 
even the most basic three body problem. The multitude of experimental techniques can be 
interpreted in conjunction with or excluding properties purported by other experimental 
reports. The lowest energy states near EF are of primary importance to band structure 
measurements since the conduction properties of itinerant electrons exist within those 
crossing Fermi level. Specific band properties often suffer from incomplete analysis or are 
lacking in experimental detail. Systematic measurements often reveal unique properties as 
incomplete studies or based upon ambiguous evidence and must be well characterized in 
the future. 
Understanding of the experimental parameters is paramount when determining the 
physical nature of subsequent results. Scientists often regard experiments to be standard 
across the board without regard to sample, which can lead to ambiguous results only 
explained by complicated theoretical assumptions. Usually, the case is subtler and 
attributed to not fully comprehending the effect caused from perturbing and/or probing the 
system. Spin orbit coupling occurring within transition metal oxides (TMO)s presents a 
case study from which we may understand orbital dynamics based upon existing crystal 
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field theory. The overlap of energy levels within the Iridate crystal system allow splitting 
of the degenerate levels resulting in a half filled valence orbital typically resulting in a 
conductor. Though, the presence of spin orbit coupling (SOC) with additional on-site 
Coulomb repulsion (U) create a splitting between effective pseudospin states resulting in 
the creation of a relativistic Mott insulator.       
Measurements of near EF states with ARPES allow theoretical understanding of 
complex systems. Theories arising from experimental investigations rely on the accuracy 
of reports and reproducibility of said occurrences. Though ARPES presents an unrivaled 
ability to obtain detailed band structure measurements, the coupling between photon 
energy used and kz is a nontrivial event. Surface or bulk states from which photoelectrons 
are ejected contain angle, polarization, energy, and (kx, ky) coupling parameters even prior 
to SOC and U contributions. Collectively, photoemission reflect properties and parameters 








5.2 Fermi Arcs vs. Fermi Pockets in Electron-doped Perovskite 
Iridates 
 
5.2.1 Section Introduction 
We report on an angle resolved photoemission (ARPES) study of bulk electron-
doped perovskite iridate, (Sr1−xLax)3Ir2O7. Fermi surface pockets are observed with a total 
electron count in keeping with that expected from La substitution. Depending on the energy 
and polarization of the incident photons, these pockets show up in the form of disconnected 
“Fermi arcs”, reminiscent of those reported recently in surface electron-doped Sr2IrO4. Our 
observed spectral variation is consistent with the coexistence of an electronic 













5.2.2 Scientific Investigation 
Many exotic phenomena take place after metallicity sets in when Mott insulators 
are doped with carriers. A spectacular example is provided by the 3d transition-metal 
copper oxides (cuprates) in which high-temperature superconductivity can be realized by 
doping the parent Mott state [1]. Many aspects of the transition of a Mott insulator to a 
metal, however, remain poorly understood. In particular, the observation of “Fermi arcs,” 
which are disconnected gapless segments of an otherwise gapped Fermi surface in the 
normal or pseudogap state of the cuprates [2–10] presents a theoretical challenge. It is 
important, therefore, to establish the extent to which Fermi arcs are a universal feature of 
the electronic spectrum of a doped Mott insulator, signaling the emergence of 
fundamentally new physics in the material. 
Perovskite strontium iridium oxides (iridates), the 5d electronic counterpart of the 
cuprates, have attracted much recent interest as a playground for understanding the effects 
of spin-orbit coupling in the presence of strong Coulomb interactions [11–14]. Spin-orbit 
coupling can split the t2g manifold into J = 3/2 and J = 1/2 bands. In this way, the effective 
width of the valence bands is reduced, so that a moderate on-site Coulomb repulsion U can 
now be sufficient to cause a further splitting of the J = 1/2 band into upper and lower 
Hubbard bands. Such a “spin-orbit Mott insulator”, when doped, might serve as an ideal 
system to test the universality of various emergent phenomena found in cuprates and other 
doped Mott insulators. Notably, it has been proposed that superconductivity may be 
realized in the perovskite iridates with electron doping [15]. Remarkably, Fermi arcs have 
been reported recently in Sr2IrO4 based on surface electron doping via potassium 
deposition [16], raising many open questions, such as: Is there any conventional Fermi 
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surface segment, which might coexist with Fermi arcs but may be masked due to 
unfavorable experimental conditions [17–20]. Is the existence of Fermi arcs a property of 
the electron-doped iridates independent of the doping method? Are the Fermi arcs a 
universal feature of the electron- doped perovskite iridates irrespective of the material 
families as in the case of the hole-doped cuprates? 
In order to address some of the aforementioned questions, we have carried out an 
ARPES study of perovskite iridate system, Sr3Ir2O7. By substituting Sr atoms with La, 
electrons are doped into the bulk material, which leads to an insulator-metal transition at x 
∼ 0.033 [21]. Fermi pockets are observed with a total area consistent with the carrier 
concentration induced by La doping. The momentum location and overall shape of the 
observed pockets agree well with the corresponding first-principles calculations. In 
particular, we find that different types of low-energy electronic states in (Sr1−xLax)3Ir2O7 (x 
= 0.066) can be excited selectively by tuning the incident photons. Spectral intensity 
associated with parts of the Fermi pockets is suppressed due to matrix element effects when 
particular combinations of photon energy and polarization are used, giving these pockets 
the appearance of apparent open-ended Fermi arcs. The manner in which this partial 
spectral suppression occurs is consistent with the existence of an electronic 
supermodulation in the system. Our results, which are based on bulk doping, suggest that 
Fermi arcs are at least not universal to electron- doped perovskite iridates. Whether they 
exist in electron-doped Sr2IrO4 should be further scrutinized with the photoemission matrix 
element effects taken into account. 
Single crystals of (Sr1−xLax)3Ir2O7 (x = 0.066) were grown by flux methods similar 
to the previous studies [22]. ARPES experiments were performed at Beamline 5-4 of the 
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Stanford Synchrotron Radiation Laboratory with an energy resolution of ∼ 9 meV using a 
range of photon energies and polarizations. The Fermi level of the sample was referenced 
to that of a polycrystalline Au specimen in electrical contact with the sample. 
Measurements were done at 30 K with a base pressure of better than 3×10−11 torr. 
Fermi pockets are observed in our sample based on our Fermi surface mapping 
shown in Fig. 5.1 (a), which is consistent with the metallic nature of the bulk material. In 
contrast to the cuprates, perovskite iridates crystallize in a nearly tetragonal structure with 
small rotations of the IrO6 octahedra about the c-axis. The corresponding Brillouin zone 
(BZ) (gray dashed line in Fig. 5.1 (a)) is smaller than that for the undistorted square lattice 
(white dashed line). In order to allow a direct comparison with the cuprates, however, we 
present our results in the undistorted (larger) BZ hereafter. Note that (Sr1−xLax)3Ir2O7 
contains two IrO2 planes with two Ir sites in each undistorted unit cell, which is to be 
contrasted with the case of the single-layer Sr2IrO4. Incident light with p-polarized 25 eV 
photons (see Fig. 5.2 (a) for the experimental setup and identification of p polarization) 
was used for this particular measurement. Fermi pockets (red dashed ellipses are to guide 
the eye) can be seen clearly, whose number, shape and location in momentum agree with 
our first-principles calculations (Fig. 5.1 (b)). In particular, considering eight Fermi 
pockets in the undistorted BZ yields an electron count of about 0.096 electrons/Ir or 
x∼0.064 in (Sr1−xLax)3Ir2O7, which is consistent with the La substitution level x = 0.066 
determined independently via energy-dispersive x-ray spectroscopy measurements.  
In order to gain further insight, energy-momentum dispersion along Cut1 in Fig. 
5.1 (a) was measured. Raw ARPES spectra (energy distribution curves, EDCs, Fig. 5.1 
(c)), second- derivative EDC (Fig. 5.1 (d)) and MDC (momentum distribution curves) 
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images (Fig. 5.1 (e)) along this cut all clearly reveal the presence of two parabolic electron-
like bands, which yield two electron pockets at the Fermi level. Each parabolic band 
contains two branches, each producing one Fermi crossing (kF), four in total for the two 
bands (kF 1∼kF 4 in Fig. 5.1 (d)). kF 2 and kF 3 are largely overlapping because the two 
pockets are located very close to each other (Fig. 1 (a)). Similar measurements along Cut2 
(Fig. 5.1 (a)) are shown in Figs. 5.1 (f-h), where the two parabolic bands are separated to 










(a) Fermi surface consisting of 8 electron pockets in the first Brillouin zone (BZ) of the 
undistorted square lattice. Red dashed ellipses are drawn as guides to the eye. BZ boundary 
is marked by white dashed lines. The BZ for the distorted structure (gray dashed lines), 
which reflects IrO6 octahedral rotations, is smaller. The undistorted BZ is useful for making 
a direct comparison with the cuprates. (b) Theoretical Fermi surface. (c) Photoemission 
spectra (energy distribution curves, EDCs) of the electron-like bands along cut1 in (a). 
Black triangles mark the parabolic dispersions, which are also evident in the corresponding 
second-derivative EDC (d) and MDC (e) images. (f-h) Similar to (c-e), respectively, but 
for cut2 in (a).  
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Very different results are found when the incident polarization and/or photon 
energy is changed, see Fig. 5.2 (a) for the experimental setup. Fig. 5.2 shows 
measurements taken along Cut1 with p-polarized 25 eV light (b-d), s-polarized 20 eV light 
(e-g), and s-polarized 25 eV light (h-j). The Fermi surface measured by p-polarized 25 eV 
photons is reproduced from Fig. 5.1 (a) on an expanded scale in Fig. 5.2 (b) for 
comparison. With this incident light, at least three branches (marked #1, #3 & #4) out of 
the four related to the two parabolic bands are clearly visible in the raw (Fig. 5.2 (c)) as 
well as the second-derivative MDC image plots (Fig. 5.2 (d)). The weak branch (#2) can 
also be identified when the raw EDCs in Figs. 1c & 2c are carefully inspected. In sharp 
contrast, only one branch of each parabolic band can be observed with s-polarized 20 eV 
light, showing two nearly parallel “bands” in Fig. 5.2 (f-g). These “bands” are actually 
only two branches (#1 & #3) of the two parabolic bands, which give rise to two apparent 
Fermi arcs at the Fermi level with each being approximately one half of the Fermi pocket 
(cf. Fig. 5.2 (b, e)). A more striking observation is that with s-polarized 25 eV light only 
one branch (#1) of one parabolic band remains visible and the other band is entirely absent 
in both image plots (Fig. 5.2 (i-j)). In this case, only one Fermi arc is seen in the Fermi 
surface map (Fig. 5.2 (h)) (see Supplementary Fig. 5.3 for results with other photon 
energies). 
The preceding observation of an apparent Fermi arc accompanies a “pseudogap”-
like behavior in the spectral function measured with s-polarized 25 eV light. By tracing (to 
the extent possible) the local maxima of spectral weight at the Fermi level both in and away 
from the arc region, one can define a hypothetical “underlying Fermi surface” connecting 
their momentum positions, e.g., points 1−6 (green crosses in Fig. 5.4 (a)). Fig. 5.4 (b) 
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shows the corresponding symmetrized EDCs along this “underlying Fermi surface”. A 
single peak at the Fermi level is seen at points 1−4, while a spectral weight suppression is 
observed at points 5 & 6. The overall situation is reminiscent of the hole-doped cuprates in 
which nodal electronic states produce a gapless Fermi arc, while states away from that 















(a) A schematic of experimental setup, where with p polarization geometry, the electric 
field E lies in the pink plane that is defined by the incident light and lens axis of the electron 
analyzer, and E is perpendicular to this plane with s polarization geometry. Here, p and s 
polarizations are defined loosely in that the angle between the pink plane and sample plane 
is ∼75◦ instead of 90◦. This angle is determined by the momentum region we measure and 
the photon energy of the incident light when the analyzer is fixed. The incident angle of 
the light is ∼45◦. Fermi surface (b), photoemission intensity plot (c) along cut1, and the 
corresponding second-derivative MDC image (d) are first measured by p-polarized 25 eV 
light in which two Fermi pockets and parabolic electron-like bands can be well recognized. 
(e-g) and (h-j) are the same measurements but with s-polarized 20eV and 25eV incident 
light, respectively. Only parts of the two electron-like bands are visible (f-g and i-j), which 
results in apparent “Fermi arc(s)” (e, h). (k) Schematic segments of Fermi pockets from 




However, results of Fig. 5.2 show clearly that the apparent Fermi arc in our iridate 
sample is merely one part of a closed pocket with the photoemission intensity of other parts 
being suppressed due to the use of s-polarized 25 eV light. Excitation with p-polarized 25 
eV light reveals a clear band gap spanning the Fermi level beyond the pocket regions as 
shown by the band dispersion maps along the two high-symmetry directions (Fig. 5.4 (e-
f)). Consistent with these observations, our first-principles calculations suggest that the 
conduction band gives rise to two well-separated electron pockets near the M point while 
the valence band is entirely gapped with the band top located at the X point (Fig. 5.4 g). 
Here, the EDC measurements along the hypothetical “underlying Fermi surface” therefore 
show an energy gap away from the arc region (e.g., point 6 in Fig. 3e). Because of the 
broad energy linewidth of the valence band, its non-vanishing spectral weight extends up 
to the Fermi level, which causes an impression that the gap is not a full gap but a pseudogap. 
Note that this gap along the hypothetical “underlying Fermi surface” is not monotonic in 
that we expect a larger gap in the intermediate region between the M and X points than 
near the X point. This can be seen in the experimental results in Fig. 3e, and also in Fig. 3b 










Measurements along the (0,0) - (π, π) cut using other photon energies and 
polarizations. Photoemission intensity plot (a) and the corresponding second-derivative 
MDC image (b) using p-polarized 23 eV light. (c & d), the same as (a & b) but with p-
polarized 30 eV light. The momentum cut is the same as that shown in Fig. 2 of the main 
text.  
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(Sr1−xLax)3Ir2O7 displays quasi-three-dimensional transport characteristics [21], 
which could indicate the presence of a significant kz dispersion and variations in band 
dispersion and Fermi surface probed with different photon energies. Nevertheless, our 
observation that the Fermi pocket and an apparent arc can both be seen at the same photon 
energy (25 eV) with different polarizations cannot be ascribed to this factor. Calculations 
have also been performed to investigate the kz dependence of the electronic structures. 
While some of the valence bands exhibit kz dispersion, the conduction band which forms 
the Fermi surface is found to display little kz dependence, and thus the associated Fermi 
surface area is essentially independent of kz (see Ref. [23] for details). A more sensible 
explanation lies in photoemission matrix element effects [20, 24, 25], which can suppress 
the spectral intensity from parts of a Fermi surface and even render the related dispersion 
branches invisible for certain photon energies and/or polarizations. The ARPES matrix 
element encodes differences in the way initial states of various symmetries and orbital 
characters are excited by photons of different energies and polarizations. This occurs 
naturally in the case the J = 1/2 band through the coupling between the two neighboring 
IrO2 planes, which leads to the formation of bonding (|kBB >) and anti-bonding bands (|kAB 
>) of distinct orbital characters. It has been demonstrated in the familiar bilayer cuprate 
material, Bi2212, that such bonding and anti-bonding bands can be selectively highlighted 
in ARPES by using different photon energies and/or polarizations [17–20, 24]. 
Another mechanism is band folding around a certain wave vector Q, which would 
mix states of wave vectors |k + Q > and |k >. For the iridates, the likely Q would be (π, π). 
This can be a consequence of IrO6 octahedral rotations, which are known to exist in the 
undoped as well as the doped (Sr1−xLax)3Ir2O7[21]. In related systems, Sr2RuO4 and 
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Sr2RhO4, a similar structure distortion can lead to pairs of |k > and |k + Q > bands of similar 
photoemission intensity [26, 27], reminiscent of our observation in (Sr1−xLax)3Ir2O7. 
Alternatively, the (π, π) wave vector in (Sr1−xLax)3Ir2O7 could be a consequence of local 
antiferromagnetic correlations. A J = 1/2 antiferromagnetic order has been found at x = 0 
[22]. It is likely that this long-range order persists over shorter length scales in the metallic 









Energy gaps along the “underlying Fermi surface” and high symmetry dispersions. 
(a) Symmetrized Fermi surface shown in a quadrant of the undistorted BZ measured by s-
polarized 25eV incident light. (b) Symmetrized EDCs measured at points 1 to 6 with the 
same experimental conditions as in (a). The corresponding momentum positions are 
marked by green crosses in (a). A symmetrizing procedure is used to remove the effect of 
the Fermi function. (c) Calculated Fermi surface in a quadrant of the BZ. (d) The 
“underlying Fermi surface” (dashed black line) is separated into three regions with the two 
regions away from the “arc” being gapped. Second-derivative EDC images along cut3 (e) 
and cut2 (f) are measured by p-polarized 25eV incident light in order to show all the 
branches along the high symmetry directions. Cut3 is slightly curved with its center at the 
X point in the experimental setup used. The two ends of this cut are close to but not at the 
M points, which have captured a tail from the electron-like band near M. The pink arrow 
in (e) indicates the momentum location of point 6 in (a&b). (g) First principles calculations. 
Spin-orbit coupling strength is set at 1.9 times the GGA + U self-consistently obtained 
value and U=0.727eV. 
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Our first-principles calculations suggest that a structural distortion or 
antiferromagnetic correlations could in principle open a partial gap and induce formation 
of pockets at the Fermi level (Supplementary Figs. S2a-c). However, the preceding 
calculations require a fairly large value of spin-orbit coupling strength or U, and yield gap 
sizes and valence- band dispersions that are substantially different from experimental 
observations. On the other hand, if we include both a structural distortion and 
antiferromagnetic correlations in the calculation simultaneously, the values of U or spin-
orbit coupling strength required to open a partial gap and produce Fermi pockets of a 
similar size are smaller (compare Supplementary Fig. S2d with Figs. S2b and c), yielding 
a reasonable overall agreement with experiment (cf. Supplementary Fig. S2d vs. Fig. 3f). 
We thus conclude that Fermi pockets in (Sr1−xLax)3Ir2O7 arise from a subtle interplay 
between structural distortion, antiferromagnetism, spin-orbit coupling, and electron 
correlation effects. 
Despite the uncertainty regarding the precise origin of the (π, π) order, it is 
reasonable to designate the four branches of the two parabolic bands we have observed 
with p-polarized 25 eV light (#1∼#4) as |kBB + Q >, |kAB >, |kAB + Q >, and |kBB > states 
respectively (Fig. 2k), which all arise from the putative single J = 1/2 band. It appears that 
s polarization at both 20 eV and 25 eV suppresses photoemission from the |k > states, while 











Interplay of effects of structural distortion and antiferromagnetic correlations on the 
low-lying band structure. Fermi surface (a) and dispersion along high-symmetry 
directions in the Brillouin zone (b) for the undistorted crystal structure (i.e., without 
octahedral rotations) including antiferromagnetic correlations. U = 2 eV and spin-orbit 
coupling strength is set at 1.9 times the GGA+U self-consistently obtained value, i.e. 
SOC=1.9. (c) Band structure for the paramagnetic state (PM) with distorted lattice. 
SOC=2.5. (d) Band structure when both the structural distortion and antiferromagnetic 
correlations (U = 0.727 eV, SOC=1.9) are included in the computation.  
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Our observation of Fermi arcs (Fig. 2h-j) looks superficially similar to that on 
Sr2IrO4 reported recently with surface electron doping [16]. The shape and momentum 
location of the Fermi arcs seen in both cases are similar. However, we note two differences: 
The Fermi arcs of Sr2IrO4 show a nontrivial temperature dependence, and cross the 
antiferromagnetic (smaller) Brillouin zone boundary; effects not seen in Sr3Ir2O7. It will be 
interesting to analyze details of spectral intensities and their dependencies on the energy 
and polarization of incident photons to gain further insight into the present spectra and their 
differences from the corresponding ARPES results on the Sr2IrO4 system. As far as 
Sr3Ir2O7 is concerned, our study points instead to the existence of Fermi pockets, and leads 
to a fundamentally different picture for the low-lying excitations of the metallic perovskite 
iridates [29]. Its clear departure from the Fermi-arc picture can be due to the possibility 
that the two materials have different properties, with Sr2IrO4 supporting Fermi arcs but 
Sr3Ir2O7 harboring Fermi pockets with electron doping. This scenario would then imply 
that Fermi arcs are not a universal feature of electron-doped perovskite iridates, in sharp 
contrast to underdoped cuprates where Fermi arcs appear to be a generic feature of all 
single and bilayer families [2–10]. Another possibility is that Fermi arcs reported in Sr2IrO4 
are tied to a unique surface state, which is only realized with surface potassium deposition 
and may not exist in bulk doped materials. These two possibilities could be distinguished 
via a comparative study of bulk- (La-doped) and surface-doped Sr2IrO4. Our study also 
points to keeping the importance of the ARPES matrix element in mind when adducing the 




5.2.3 Supplemental Information & Discussions 
ARPES spectra along the (0,0) - (π, π) cut at other photon energies and polarizations. 
 
Measurements along the (0,0) - (π, π) cut (the same momentum cut as that shown 
in Fig. 2 of the main text) with p-polarized 23 eV and 30 eV light are shown in Fig. 
S1. It is clear that #1 and #2 bands are strongly suppressed with p-polarized 23 eV 
light (panels a and b of Fig. S1), while #3 and #4 bands are enhanced. On the other 
hand, the corresponding spectra at 30 eV in panels c and d of Fig. S1 preferentially 
enhance #1 and #2 bands. These results further highlight strong ARPES matrix 




Interplay of effects of structural distortion and antiferromagnetic correlations on the 
low-lying band structure. 
 
Here we consider results of first-principles calculation without the presence of 
octahedral rotations (undistorted lattice). By considering antiferromagnetic 
correlations (AFM), Fermi pockets are seen to be clearly reproduced near M in panel 
a of Fig. S2. This is also seen in the related dispersion in panel b in which two electron-
like bands appear near M, which produce the Fermi pockets. We have also carried out 
calculations in the paramagnetic state (PM) for the distorted lattice. Using a larger 
spin-orbit coupling strength, two similar electron-like bands and Fermi pockets can be 
produced near M (Fig. S2c). Note, however, that the calculations in panels a-c assume 
a fairly large value of spin-orbit coupling strength or U, and yield gap sizes and 
valence-band dispersions which differ substantially from the corresponding 
experimental results. On the other hand, if we include both a structural distortion and 
antiferromagnetic correlations in the calculation simultaneously, the values of U or 
spin-orbit coupling strength required to open a partial gap and produce Fermi pockets 
of a similar size are smaller [compare panel (d) with panels (b) and (c)], yielding a 
reasonable overall agreement with experiment as seen by comparing panel (d) here 
with main Fig. 3f. We thus conclude that Fermi pockets in (Sr1−xLax)3Ir2O7 arise from 
a subtle interplay between structural distortion, antiferromagnetism, spin-orbit 





5.3 Spin Orbit Coupling in Ir-214 System 
Exciting new phenomena occur when overlapping energy levels split degenerate 
states within a system. Degenerate band splitting occurring from spin orbit coupling within 
the iridate system allows for establishment of anti-ferromagnetic states. Crystal field 
splitting of the Eg and t2g energy levels within d-orbitals and additional spin orbit coupling 
further splitting degenerate spin J=1 states into effective pseudospin orbitals. Effective 
J=1/2 & J=3/2 states formed produce anti-ferromagnetism by the half-filling of electron 
provided by a stoichiometric balanced mixture of Sr2IrO4. Half-filled J=1/2 band above 
(below) the Fermi level forms the upper (lower) Hubbard band of a Mott insulator. Lower 
Hubbard Band (LHB), by definition must be the closest to EF and responsible for gap 
dynamics within the system. Detailed ARPES analysis of Sr2IrO4 band dispersions reveal 
additional degeneracies removed within the effective J=1/2 states.  
Within this section, observed degenerate states at the X-point (π,0) hole pocket are 
resolved to trifurcate from the low lying anti-bonding states making up the JEff =1/2 band. 
Upon further high energy resolution investigations; the existence of multiple band splitting 
occurring at additional high symmetry points can be identified. Regarding the system as 
undergoing additional symmetry breaking with increased carrier density may account for 
the existence and doping dependence of the observed dispersions. Through the use of 
complimentary doping methods; K-surface dosing and La-bulk doping of the Sr2IrO4 
crystal complex, allows for greater understanding of a dynamic system with incremental 
donor control. The structural electronic dynamics driving a relativistic Mott insulator are 
studied with respect to both Fermi level and chemical potential. Low coulomb screening 
within the iridate system allow efficient electron donation to the highly insulating parent 
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compound (x=0) whereby samples with un-gapped metallic states emerge at dopings 









High quality (Sr1-x La)2IrO4 single crystals produced by flux based solid state 
reactions were cleaved under high vacuum (~3x10-11 torr) prior to preforming ARPES 
scans. Cleaved, and maintained at 70K, the undoped parent compound must be measured 
at higher temperatures than the La-bulk doped samples due to the extreme insulating 
behavior at low temperatures. Upon minimal La doping the system rapidly becomes 
metallic allowing for all x>0 samples to be cleaved and measured at 30K. Space and surface 
charging effects upon ARPES scans were ruled out by varying beam intensity and checking 
for any shift in DOS. Energy shifting of bands w.r.t beam intensity down to the system 
resolution (few meV) was not seen, thus preventing band bending from interfering with the 
measurements. The two electron donation techniques used, bulk A-site La and K-surface 
dosing require a complimentary study of the increasing charge carrier density to properly 
asses the physics at play. In order to understand the interplay within band structures of a 
relativistic Mott insulating system electron donation through surface and bulk donation 
both techniques were carried out on multiple samples.  
K-surface dosing of the x=0 undoped parent compound allows for incremental 
adsorption of an increasing K monolayer. Surface dosing the highly insulating crystalline 
structure will allow hybridization with surface states and an effective electron donation. 
Repeated sputtering of K upon the surface at consistent rates and intervals allows for the 
progressive evolution of a band structure subject to electron donors. Prior to acquisition of 
each ARPES scan the in-situ surface dosing takes place by applying a constant power to a 
commercially available SAES evaporator. Incrementally increasing the percentage of K 
coverage on the cleaved crystal surface additionally imposes the K-3p core level band on 
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any photoemission spectrum. Monitoring the K-3p core level for saturation and growth of 
additional peaks allows for definition of first and second monolayer completion 
respectively.       
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5.3.2 ARPES Systems 
K-surface dosing was performed in both nodal and anti-nodal orientations at 
Stanford Synchrotron Radiation Lightsource (SSRL) Beamline 5-4. by. A Scienta R4000 
electron analyzer, beamline optics and 25 eV (linearly) s-polarized photons provide total 
energy resolution ~9 meV. Additional measurements were performed using a Scienta 
R8000 analyzer with 70 eV (linearly) p-polarized photons (~13 meV resolution) at 
Beamline 4.0.3 Advanced Lightsource (ALS). Both systems provide in-situ current 
controlled K sputtering through which incremental dosing of K ions monotonically 
increases surface coverage and thus electron donation. Within every measurement set, 
scans of the K-3p and 2DEG quantum well band are performed to monitor K-monolayer 
growth.  
Bulk La doped samples were cleaved at 30 K and measured using 25 eV s-polarized 
photons at SSRL BL5-4 unless otherwise noted. Lanthanum concentrations were 
determined by Energy Dispersive X-ray Spectroscopy (EDS) performed on the cleaved 
surface used for ARPES scans post beamtime. Multiple spot sizes and repeated 
measurements of the surface are carried out to determine the most probable localized 
concentration measured by ARPES scans. Samples measured and independently cleaved 
several times reveal slight variations of localized dopants within the crystal and were 




5.3.3 ARPES Results 
The Mott physics driving the Iridate system have been shown through several 
studies illustrating two distinct points; SOC resulting in splitting of the UHB and LHB and 
rapid collapse of the charge gap with A-site doping. Observed band structures in the Ir-214 
and Ir-327 can be accurately described by Local Density Approximation (LDA) with 
incorporating on-site repulsion (U) and spin orbit coupling (SOC) as previously discussed. 
Together, these calculations provide accurate bandgaps and dispersions similar to ARPES 
observations. Fig. 5.6 (a) diagrams the Sr2IrO4 BZ and including the structural (grey) and 
AFM (red dashes) BZ with colored arrows across high symmetry points correlating cuts 
within the image. Fig. 5.6 (b, c) reproduces theoretical dispersions of the un-gapped and 
gapped (metallic and insulating) band structure using LDA+U+SOC from Ref. Colored 
lines in (c) represent the pseudospin character present within the calculated band structure. 
These representations accurately describe the initial Iridate ARPES results showing single 
hole pockets at X-point and Γ. Upon further investigation, the hole pockets appear to have 
additional degeneracy removed that can only be accurately accounted for by theory by a 
“pseudospin”. The existence of exotic phases are typically unknown factors expressed 
through complex interactions, rather than unique phases of matter. Theoretical calculations 
must always be understood through the light of a specific experiment which can shed light 









(a) BZ & Cuts- Structural (grey) reduced (red) BZ with color coordinated arrows noting 
cuts illustrated within this image. 
(b) Theory Bands- Un-gapped (left) and gapped (right) band structures illustrated along 
the high symmetry cuts  
(c) LDA+U+SOC- Pseudopotential character of the bands reveals variations where the 
yellow is more J=1/2 character. 
(d) ARPES EDC 2nd Derivative- Undoped (x = 0) Ir-214 band structures along the high 
symmetry cuts represented in (c) where the colored bands that should have degenerate 
band tops are split into three peaks    
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EDC 2nd derivatives of undoped Ir-214 photoemission spectrum are illustrated in 
Fig. 5.6 (d) where three distinct bands can be seen at X-point (π,0) and Γ (0,0). Dispersions 
near M-point (π/2,π/2) reveal little dispersion besides a shoulder as can be seen in the 
calculations. Clear dispersions overlap at higher binding energies as the three bands merge 
near the AFM BZ, though each band contains multiple distinct peaks at X and Γ. This 
highlights a type of magnetic interaction occurring at M-point where the bands can be 
thought to swirl around creating a current or “pseudo-current”. Equivalently, this can be 
simply described through a Peierls transitions since increasing electron doping destroys the 
symmetry point at (π/2, π/2) and by translational symmetry breaking. By this analysis we 
can describe a stable magnetically driven system constructed by three overlapping bands 
at M-point have enough overlap to create a VHS. Both descriptions are accurate as is any 
that incorporates the Mott driven physics to reside at the M-point.  
Since we can resolve three bands at each high symmetry point, there must be an 
underlying cause. Interestingly, the presence of SOC, U, and crystal field splitting within 
a single material may further split the degeneracies by (for example) the crystal field adding 
additional splitting on the effective J states. Identification of bands through 2nd derivative 
analysis must be carefully scrutinized as the direction of derivative (axis) can provide 
qualitatively different information. EDC 2nd derivative and MDC 2nd derivatives of the 
same photoemission scan are illustrated in Fig. 5.7 (a) and (b) respectively where vastly 
different dispersions are highlighted. The most notable difference between the two images 
is the final state Dirac dispersion overlapping initial state intensity in (b) compared to (a) 
where no evidence can be seen. Evidence of this Dirac final state has been seen in multiple 
samples measured by the author and further discussions can be found in Chapter 10. A 
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summary would conclude the observed final states have been only measured in very high 
quality samples and when quantified can only be explained through interlayer coupling. 
Low screening causes the photoelectron emitted three unit cells deep to be re-absorbed and 
re-emitted with a loss of energy able to be seen. These, among many other observations 
provide evidence of the low screening within a Mott driven system leading to natural 




Energy vs Momentum 2nd Derivative  






(a) 2nd Derivative of Energy Axis- EDC 2nd Derivative of Sr2IrO4 measured at 30 K 
 
(b) 2nd Derivative of Momentum Axis- MDC 2nd Derivative of Sr2IrO4 measured at 30 
K 
 





5.4 Temperature Dependence of (Sr0.914La0.086)3Ir2O7 ARPES 
Spectra 
Correlation driven by spin orbit coupling (SOC) describes much of the physics 
behind the Mott insulating Iridate system. Similarities between Cuprate and Iridate 
properties include structural, magnetic, and electronic. Sr2IrO4 has recently been shown to 
possess discontinuous Fermi surfaces as do the cuprates which evolve over a doping and 
temperature range revealing a pseudogapped state. Electron doped Sr3Ir2O7 has recently 
been reported to exhibit signs of Negative Electronic Compressibility (NEC) whereby a 
change of the carrier density decreases the chemical potential which is in itself a sign of 
the strong correlations within the system. Determination of the interplay between 
correlation and SOC becomes a necessity for systems such as these where neither can be 
disentangled without a holistic view of the driving mechanisms. Temperature effects play 
a large role in the low energy states near EF of metallic systems whereby the changing 




5.4.1 Temperature Effect on Near EF States 
Due to rotation of the O6 octahedra Sr3Ir2O7 crystalizes in a reduced tetragonal 
crystal structure and thereby has an increased unit cell along the IrO2 plane.  Representative 
of this fact is the reduction of the Brillion zone (BZ) as shown in Fig. 5.8 (a) where the 
white (black) dashed lines are the undistorted (distorted) Brillion zones overlaid on the 
Fermi surface map of (Sr0.914La0.086)3Ir2O7.  Electron doping of the Iridate system in general 
strongly reduces the correlation gap between conduction and valence bands and in the case 
of (Sr1-xLax)3Ir2O7 an interesting phenomenon of Negative Electronic Compressibility 
(NEC) is discussed more thoroughly in Chapter 6. Through both these viewpoints we seek 
to examine the evolution of the valence bands vs temperature, taking great care to cycle, 
re-measure and verify any sample aging.    
Excitations near and at EF are responsible for the conduction properties of materials 
and can have a strong or weak temperature dependence. Changes in spectral weight 
measured by ARPES summarized in Fig. 5.8 is reflective of the evolution from a correlated 
material at low temperatures to an un-gapped metallic state at high temperatures in Mott 
driven systems. Fig. 5.8 (b, c, d) illustrates the changes occurring within the metallic 
(Sr0.914La0.086)3Ir2O7 band structure along the high symmetry cuts (M-Γ-M) and (M-X-M) 
stitched together at the middle M-point. Second derivatives taken along the energy axis 
(2nd Der. EDC) illustrate the evolution pictorially by highlighting the most distinct features 
of a peak. Increasing temperatures from 30 K to 60 K there is a noticeable drop in spectral 
weight at EF when comparing the blue and green lines. Comparison between line shapes at 
50 meV reveal similarities until an abrupt drop of intensity from blue to green (i.e. 30K 
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and 60K). Within this temperature range we also see a drop in DOS at EF and opening of a 
small gap which can be proven simply by assuming the blue line should follow just above 
the green with no correlation taken into account. 
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The slight presence of extra spectral weight at EF and nearly flat EDC occurring at 
30 K and 150 K respectively quantifies the two regimes. The un-gapped nodal state is 
correlated with temperature even without the existence of Fermi arcs since we can clearly 
see EDCs at 60 K, 90K, and 120 K progress through a pseudogapped state. This clearly is 
seen by the crossing at EF not changing while spectral weight diminishes, finally resulting 
in an un-gapped Fermi liquid DOS profile at 150 K. Normal temperature effects will reduce 
the quasiparticle peak through increasing the chemical potential towards Fermi level 
thereby forcing more excitations to occur across EF. Since the chemical potential contains 
the total energy within a material increasing temperature results in phase changes occurring 
structurally, magnetically or electronically from adding more thermal energy. At the 
overlap is the definition of an AFM BZ where diffraction observations can define a 
structural component with magnetic coupling.  
Magnetic transitions occurring through magnetic re-orientation of the O6 octahedra 
result in the doubling of the AFM BZ through which bands interact through bi-layer 
correlations. Increasing distances between these layers reduces the interactions by adding 
an additional structural (space) gap occurring between layers similar to a capacitor. As 
temperatures increase the layers grow further apart and at a critical temperature the 
magnetization of each layer is less influential on neighboring layers. As discussed 
previously, the electron pocket(s) dipping below EF can be resolved to have a bi-layer 
folding and thus two electron pockets on each side of M-point. The octahedral distortion 
seen in Ir-327 parent compound disappears at 50 K. Evidence of this transition can be seen 
as temperatures increase two pockets reduce to form one large pocket defined by the 
outside curves of the two electron pockets straddling M-point. Evolution of the electron 
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pocket vs temperature can be better understood through Fig. 5.10 where the pockets 








Fermi surface and low energy band structure of (Sr0.914La0.086)3Ir2O7    
(a) Fermi surface map obtained with 25 eV LH polarized light cleaved at 30 K.  White 
(black) dashed lines outline the undistorted (distorted) Brillion zone (BZ) boundary.  
(b - d) EDC -Second-derivative along the MGM and MXM high symmetry directions for 
(b) 30 K, (c) 90 K, and (d) 120 K.  No shift within experimental error was observed for 
valence band throughout all temperatures. 
 
Low energy dispersion summary and shift   
(e)  Conduction band EDC at M point for selected temperatures all measured on the same 
sample cleave at 30K.   
(f)  Temperature dependence of low binding energy band at Gamma point blue, black, and 
red markers denote samples cleaved at 30 K, 90 K and 150 K. 
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Evidence presented here reveals there is no shift of the valence band at X-point with 
change in temperature, and therefore no change of the correlation gap from 30K to 180K 
as seen in Fig. 5.8 (b, c, d).  Strikingly though the band at Γ ~300meV below EF shifts 
around 50meV in the same temperature range and is attributed to the JEff = 3/2 character. 
EDC second-derivative images illustrate non-rigid band shift with increase in temperature. 
Fig. 5.8 clarifies this point by presenting the raw EDC along M point where the electron 
pockets are positioned.  The conduction band peak position does not shift although 
broadens as temperature is increased.  Broadening of low energy bands is to be expected 
and often noted in cuprate studies as temperatures rise from the pseudogap phase into the 
“bad metal” phase. 
Key to determining the actual band shift with temperature is minimizing two 
effects: sample ageing and thermal ageing.  This is achieved by repeated measurements of 
the same sample cleaved at different temperatures.  Fig. 5.8 (f) summarizes the intrinsic 
shift of the band at Gamma with a binding energy of ~320meV as derived from all 
measurements.  Cleaving of the sample at 30K is noted in blue where it was subsequently 
increased in temperature and measured, while the black markers were cleaved at 90K and 
similarly measured. Red markers denote sample cleaving at 150K and a lowering of 
temperature with a larger ∆ T and all changes in temperature were carried out at 1K/min 
ramp rate to minimize thermal aging.    
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5.4.2 Deep Valence Bands 
Deep valence bands are often used to determine the shift of chemical potential as 
they are naturally screened from itinerant electrons. This technique has recently been used 
to show the Sr3Ir2O7 system undergoes NEC when electron doped (Chapter 6) thus a 
systematic study of these J=3/2 bands can lead to better understanding of Mott physics. 
Fig. 5.9 illustrates a decrease of the binding energy occurs with an increase in temperature 
for the non-bonding Deep Valence Band (DVB) at Γ.  Orbital characteristics for these 
bands are shown in the bottom graph overlaying EDC 2nd derivatives of photoemission 
scans. Analysis of orbital characteristics from LDA+U+SOC concludes the band at Gamma 
has mostly t2g contributions concluding their correlation to the crystal chemical potential 
rather than correlation gap. Shifting of these DVB reveal all k-points shift rigidly with 
average shift of -1.13 meV/K between 30 K and 180 K. Qualitatively this agrees with the 
JEff band at Γ and electron pockets all shifting towards EF without the interaction of the 
hole pocket at X-point (Fig. 5.10). Logically we can state the increased temperature would 
make it more difficult (larger gap) for the holes to contribute to conduction within the 
sample while true conduction is adjusted to relieve thermodynamic properties by the 
electron pocket. This is a complex way of describing the DVB shifts are linked to the 
chemical potential of the whole crystal while the non-bonding band closest to EF at Γ shifts 
far less (1/3 the energy ~40 meV). The complex dynamics at play reveal a highly correlated 










EDC-Second-derivative of deep valence band along MGM cut  
Band dispersions along high symmetry cut at G for temperatures measured.  Scans from 
30K & 60K are from single cleave while 90K and above are from a second sample cleaved 




Deep Valence Band Dispersions and Related Shifts   
(a) Photoemission spectra of deep valence bands along MGM high symmetry direction 
with first principal calculations overlaid.  (b) First principal calculations from (a).  (c) 
Temperature dependence of band shift at Gamma point blue, black, and red markers denote 
samples cleaved at 30 K, 90 K and 150 K. (slope of 3.6eV trend line:  -1.15meV/K) (slope 





5.4.3 Section Summary 
Correlation within materials is typically predicated upon the existence of certain 
unique properties loosely defined since the act of labeling a correlated system means you 
do not understand certain aspects. Mott physics was derived in order to describe materials 
that benefit through interaction with minute dopants since current theory is not able to 
incorporate translational symmetry breaking. Materials that change their band structure in 
response to the presence of charges dispersed within its matrix have physical properties 
correlated to the Mott character or “Mott-ness”. Since the parent compounds of the Iridates 
and Cuprates should be metallic without correlation and form AFM-insulators, small 
charge imbalances can drive patches to become metallic in a local region. When small 
conductive puddles separated by long distances of insulators can “communicate” with one 
another they effectively impose an electric field within the AFM undoped areas. Formation 
of dipole pairs or a general dipole field imposes an additional symmetry breaking similar 
to crystal field splitting. Increased doping, even at ranges of low charge carriers can affect 
the undoped region by applying an effective electron field similar to a capacitor where the 
E-field jumps between the impurity states. Temperature effects on the near EF states, and 
the DVB shifts together conclude the correlation changes character with temperature 













(a) Electron pockets dispersing below EF at the high symmetry AFM M-points containing 
4-fold symmetry w.r.t. Γ. Illustrated using a forced perspective view to better highlight the 
pocket orientation where we can see the overlapping bands from the interlayer effects. 
NOTE: Sizes are not consistent and for conceptual purposes only.    
 
(b) Similar representation of (a) showing spectral weight that disappears when the two 
pockets rise above EF as the overlapping dark grey area. Here, the M-point bisected by 
the AFM BZ (thin black line) can either be a single pocket centered at M-point as shown 
by the inset with a black dashed circle, or two distinct pockets.  
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6.0  Negative & Positive Electronic Compressibility 
NEC & PEC 
6.1 Chapter Summary 
 
Electronic compressibility encapsulates the effective change in density of states in 
a material based upon a defined chemical potential within a material. Whether associated 
with local or long range properties each measurement probe defines chemical potential 
differently. Typically, each experiment defines the Fermi level and therefore pins EF in 
order to establish a reference point for the measurement. Defined by specific material 
properties, the establishment of EF can occur within a band gap or a conduction band if the 
material is insulating or metallic respectively. Insulators come in a variety of types 
depending on the underlying interactions present, and can be categorized by the 
modification of material properties when doped. Crystalline Mott insulators result when 
interactions occurring from electron-electron repulsion or spin-orbit coupling (SOC) 
impose additional degeneracy as a crystal forms. In addition to the underlying crystal field 
splitting occurring, these field interactions allow for reshuffling of the eg and t2g orbitals in 
perovskite crystal structures. Transition meatal oxides can form multilayered structures 
increasing in dimensionality defined by the number of O6 octahedra found within each 
layer and are called Ruddlesden-Popper (R-P) structures. High temperature 
superconductors based upon the R-P copper oxide crystal structure have shown the ability 
of minute dopants to effectively drive the exotic superconducting state from various parent 
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compounds. Within this chapter we will investigate the electron doping of the Ir-327 and 








6.2 Spectroscopic evidence for negative electronic 
compressibility in a quasi-three-dimensional spin–orbit 
correlated metal 
 
6.2.1 Section Introduction 
Negative compressibility is a sign of thermodynamic instability of open1-3 or 
nonequilibrium4,5 systems. In quantum materials consisting of multiple mutually-coupled 
subsystems, the compressibility of one subsystem can be negative if it is countered by 
positive compressibility of the others. Manifestations of this effect have so far been limited 
to low-dimensional dilute electron systems6-11. Here we present evidence from angle-
resolved photoemission spectroscopy (ARPES) for negative electronic compressibility 
(NEC) in the quasi-three-dimensional (3D) spin-orbit correlated metal (Sr1−xLax)3Ir2O7. 
Increased electron filling accompanies an anomalous decrease of the chemical potential as 
indicated by the overall movement of the deep valence bands. Such anomaly, suggestive 
of NEC, is shown to be primarily driven by the lowering in energy of the conduction band 
as the correlated bandgap reduces. Our finding points to a distinct pathway toward an 
uncharted territory of NEC featuring bulk correlated metals with unique potential for 
applications in low-power nano-electronics and novel meta-materials. 
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6.2.2 Negative Electronic Compressibility (NEC) 
Electronic compressibility is defined as xe = (1/n2)(∂n/∂µ), where n is the carrier 
density and µ the chemical potential. It is a fundamental thermodynamic quantity that 
contains important information about the single-particle band structure as well as many-
body effects in a material. Such information is experimentally accessible through ARPES, 
which provides independent measures of n and changes in µ, as we shall demonstrate in 
this study.  
Sr3Ir2O7 is an insulator drive by the cooperative interplay between correlation 
effects and strong spin–orbit coupling of the Ir 5d electrons12-15. It crystallizes in a near-
tetragonal structure containing two square IrO2 planes per unit cell, with the planar 
projection of the 3D Brillouin zone as indicated by the white dashed line in Fig. 6.1 (a) 16-
19. Sr3Ir2O7 exhibits a significantly stronger three-dimensionality compared to the cuprates 
in that the c-axis and in-plane resistivities in Sr3Ir2O7 differ only by a factor of ~ 8, whereas 
cuprates show a corresponding difference of two to four orders of magnitude16. Substituting 
one Sr atom with La effectively dopes one electron into the system, leading to an insulator–
metal transition at x > 0.03 in (Sr1−x Lax )3Ir2O716. Our ARPES experiments (see Methods) 
show that the doped electrons initially populate the conduction band around its bottoms 
near the M points, forming four apparent electron pockets at the Fermi level in each planar 
Brillouin zone (Fig. 6.1 a). The number, momentum location, overall shape of the observed 
pockets and the associated band dispersions, all agree well with our first-principles 
calculations (compare Fig. 6.1 a, c with d, g and Fig. 6.5). As x increases, electron 
pockets expand in momentum, as indicated by an increasing separation between the two 
given Fermi momenta on the pocket (Fig. 6.1 c, e). Values of both n and the effective La 
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substitution level xARPES can be estimated for each measured sample on the basis of the 
known lattice constants20 and the total percentage area of the Fermi surface pockets in 
the planar Brillouin zone, with a small uncertainty arising from the relatively weak 
band dispersion along the c axis (see Supplementary Discussion 1 and Figs 6.6 and 
6.7). The xARPES value determined via ARPES is consistent with the La substitution level 










(a) Fermi surface map featuring two electron pockets (red dashed ellipses) around each M 
point. Brillouin zone boundary for the distorted (undistorted) lattice is marked by white 
(gray) dashed line.  
(b, c), Energy distribution curves (EDCs) (b) and band dispersion map (c) along the brown 
arrow in a, revealing two bands close to the Fermi level as traced by red triangles in b. a 
= 5.50 Å. (d, g), Calculated Fermi surface  
(d) and band dispersion (g) in comparison with (a, c).  
(e), Momentum distribution curves at the Fermi level for selected x values, showing peaks 
at kF1 and kF2 as indicated by the red arrows (also shown in (c)).  
(f), La substitution level and the corresponding electron density, determined by EDS (red 
circles) and ARPES (black triangles) for various samples studied. Error bars reflect the 
spatial variation on a given sample surface (EDS) and uncertainty in determining the 
Fermi momentum (ARPES).  
 231 
Photoemission can measure relative changes in µ as a function of doping in a 
given material with reference to electronic states located sufficiently far away from the 
Fermi level such that their energies are largely unaffected by changes in doping (see 
Supplementary Discussion 2). Two types of electronic reference are generally used, the 
core levels and the (deep) valence bands located at a binding energy of ~ 6 eV, for which 
consistent results have been demonstrated experimentally 21,22. Use of core levels as 
references requires an understanding of energy shifts due to various factors other than 
changes in µ itself 23. These other effects, however, are expected to be averaged out for 
deep valence bands, which adopt an increased itinerancy relative to the core levels (as 
exemplified by the substantial dispersion in Fig. 6.2 a), and the associated energy shifts 
can then simply represent changes in µ (Supplementary Discussion 2). Our observations 
in (Sr1−x Lax )3Ir2O7 are consistent with this deep-valence-band approach, where the 
general shape of the spectra containing multiple orbital components remains qualitatively 
unchanged with doping (Fig. 6.2 a, b, d, e). For example, as x increases, we see that, in 
Fig. 6.2 d, the O 2p orbital at the X point18 systematically decreases in binding energy, 
revealing in turn a decrease of µ. A similar behavior was found for different states, such as 
those around r, which are of a mixed Ir–O character and exhibit an unambiguous 
overall upward band shift (Fig. 6.2 a, b, e). Relative shifts in µ deduced from various 
deep valence band states observable under our experimental conditions are 
summarized in Fig. 6.2 c, and consistently show a systematic decrease of µ with 
increasing electron filling. This trend is also in qualitative accord with limited results 
obtained by using core-level references (Fig. 6.8 and Supplementary Discussion 2). 
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In a rigid-band picture, all bands exhibit the same shift in binding energy with 
fixed inter-band separations. Electron doping in such a case would necessarily lead to 
an increase of µ and, hence, a positive electronic compressibility. Rather, we observed 
a decrease of µ, indicative of a NEC, in metallic (Sr1−x Lax )3Ir2O7. This suggests a 
breakdown of the rigid-band picture and necessitates changes in the separations of 
certain bands in the system (and their associated ‘internal’ energy). To obtain insights 
into the physical mechanism underlying the observed NEC, we thus turn our attention 
away from the high-binding-energy region in which bands appear ‘rigid’ to search for 
outliers accountable for the NEC. As we shall show, these are the conduction and 
(shallow) valence bands located at low binding energies, which exhibit non-trivial 











(a) EDC-second-derivative band dispersion maps along the red arrow (inset) in the deep 
valence band region around the Γ point for selected x values.  
(b, d, e), EDCs at Γ (b, e) and X (d) shown in different energy ranges for various x. 
Symbols indicate spectral peaks for states with a mixed Ir-O (in b, e) or O 2p character (in 
d). a shows the dispersions of the peaks in b. See Fig. 6.13 for assignments of orbital 
character to states based on calculations.  
(c) Chemical potential shift (guided by the grey dashed line) as a function of x and the 
calculated electron density, deduced from the corresponding states marked in b, d, e. The 
chemical potential for x = 0.035 is set, for convenience, as a zero reference for the relative 




With increasing electron filling, the conduction band bottom near M sinks 
deeper under the Fermi level (Fig. 6.3 c), whereas the valence band top at X rises (Fig. 
6.3 a, b), resulting in a decrease of the associated (indirect) bandgap (Fig. 6.3 d). 
Closer inspection suggests that the conduction and valence band movements are not 
only momentum dependent (Fig. 6.5) but also asymmetric, as shown in Fig. 6.4 (a), 
where we have combined the information concerning the doping dependence of µ (Fig. 
6.2 c) with that of the conduction and shallow valence bands. The conduction band 
bot- tom is seen to decrease continuously (by ~100 meV) as x increases from 0.035 to 
0.086, whereas the apparent valence band top exhibits an abrupt increase in energy (by 
~150 meV) across x ~0.05, and an otherwise moderate (if any) shift away from this 
doping region. This abrupt variation indicates a change in character of the dominant 
states defining the apparent valence band top. The observed spectral evolution across 
x ~0.05 is consistent with a spectral weight transfer from the original valence band 
states to new states which appear at lower energy inside the original bandgap (Fig. 6.9 
g). This type of spectral weight transfer is typical of electron-doped transition metal 
oxides24, including Sr2−x Lax IrO4 25. 
The marked overall reduction of bandgap, appearance of in-gap states, and spectral 
weight transfer over a wide energy range, all with moderate electron doping, point to the 
correlated nature of the low-lying states close to µ. The overall situation is similar to that 
of electron-doped cuprates, Nd2−x Cex CuO4 26; see Fig. 6.4 b, c), where the bandgap 
between the lower-lying (in-gap) shallow valence band and the conduction band is 
understood as being due to antiferromagnetic correlations, and the higher-lying 
(original) shallow valence band is a remnant of the lower Hubbard band26, 27. Whether 
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or not the bandgap in metallic (Sr1−x Lax)3Ir2O7 is magnetic in nature, we note the 
possibility that the J = ½ antiferromagnetic correlations at x = 0, driven by on-site 
Coulomb repulsion and spin–orbit coupling12 -15, might persist over a short range in the 
metallic regime and weaken with increasing doping, as in Nd2−x Cex CuO4 26.   
However, a reduction of the correlation gap is not a sufficient basis for 
understanding the counterintuitive shift in µ observed in (Sr1−x Lax )3Ir2O7, as µ was found 
to evolve in the normal way with doping in Nd2−x Cex CuO4 23,26 (see Fig. 6.4 b, c). Another 
essential aspect is the manner in which the bandgap decreases. In general, the Fermi level 
tends to move up in energy relative to the conduction band bottom, reflecting increased 
electron filling, whereas it is insensitive to the movements of the shallow valence band as 
long as it stays occupied. But, in (Sr1−x Lax )3Ir2O7, the conduction band bottom itself moves 
down rapidly as the bandgap shrinks, resulting in an effective lowering of µ. In contrast, in 
Nd2−x Cex CuO4, the conduction band bottom barely moves with x instead, the valence band 





Doping evolution of the valence band top and conduction  







(a) EDC-second-derivative band dispersion maps of the shallow valence band along the 
red arrow (inset) for selected x values.  
(b, c) Doping evolution of the extracted shallow valence band (b) and conduction band (c) 
dispersions along, respectively, the red and green arrows shown in the inset of a. Valence 
band spectra at x = 0.056, 0.057 and 0.063 contain multiple features (see Fig. 6.9).  
(d) Doping evolution of the indirect bandgap. The valence band top is defined by the 
dominant valence band feature in a, which changes character across x ∼ 0.057. The 
apparent bandgap has accordingly different characters as guided by the dashed lines. Grey 
shaded area denotes the bandgap roughly defined with the higher-energy feature (color 
shaded area in b) of the shallow valence band at x ∼ 0.057. Error bars reflect the 






Therefore, the unique evolution of the correlation gap holds the key to understanding our 
observed NEC. Several microscopic aspects make the case of (Sr1−x Lax )3Ir2O7 distinct 
from Nd2−x Cex CuO4. First, as a result of a negative (∂n/∂µ), local electron-density 
fluctuations will promote electronic phase separation, which would be frustrated by the 
long-range Coulomb interactions and confined to a microscopic scale28. Although in-gap 
states can exist in systems without microscopic phase separation (for example, in Nd2−x Cex 
CuO4 26, their presence along with a nanoscale phase separation in La2−x Srx CuO4 might 
be involved in the doping independence of µ observed in a certain doping range23,29. 
Whether microscopic phase separation exists in metallic (Sr1−x Lax )3Ir2O7 warrants further 
study. Second, strong spin–orbit coupling in the iridates is responsible for the formation of 
an effective J = 1/2 band from a mixture of three t2g orbitals, enabling a putative Mott 
transition to take place in this band without the need for strong on-site Coulomb 
repulsion12–15. It has been pointed out that a large inter-orbital charge transfer with NEC is 
feasible in a multi-band model with at least one band being close to a Mott transition30. On 
the other hand, weakening electron correlations may lead to an effective spin–orbit 
coupling strength that decreases with electron doping31. Interestingly, an electron- density 
dependence of one type of spin–orbit coupling was proposed to be essential for the NEC 
found at an oxide heterointerface28. Last, a unique form of structural distortion in (Sr1−x Lax 
)3Ir2O7 contributes to the bandgap formation (Fig. 6.10), and may bring about other subtle 
changes in the electronic structure via deformation potentials32. The extent to which the 
strong spin–orbit and/or multi-orbital nature of the correlated electronic states, as well as 
the structural effects, are at play in their non-trivial doping-dependent movements should 
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(a) Extracted dispersions of the conduction band (circles; along the brown arrow in Fig. 
6.1 a), the shallow valence band (squares and shaded areas; along the red arrow in Fig. 
6.3 a), and selected deep valence bands (diamonds, largely overlapping; along both 
arrows), for various x values. Results are plotted on a common energy scale relative to 
their respective chemical potentials (dashed lines), with zero defined by that of x = 0.035 
(Fig. 6.2 c).  
 
(b, c), Doping evolution of the conduction band, shallow valence band and chemical 
potential for (Sr1−xLax)3Ir2O7 and Nd2−xCexCuO4 (after refs. [23, 26]), respectively. Their 
conduction (red) and valence (black) bands are located at different momenta, as covered 
by the arrows in the respective (symmetrized) Fermi surface maps. The grey shaded areas 
denote possible higher-energy features of the shallow valence bands. Error bars are 




6.2.3 Supplementary Discussion 1:  
Broader characterization of the electronic structure 
 
6.2.3.1  Survey over a wide in-plane momentum range 
 
Figs. 6.5 (a-d) show the doping evolution of band dispersions measured along two 
in-plane high-symmetry directions. We see that the valence band maxima at both the X 
and Γ points decrease in binding energy as doping increases, nevertheless the one at X 
decreases faster and is always located at a lower binding energy than the latter. On the 
other hand, no additional conduction band minima except those around the M point appear 
when doping is changed. Both these observations are consistent with our first-principles 
calculations shown in the corresponding Figs. 6.5 (e-h). These results indicate that the 
location of the top/bottom of the valence/conduction band does not change in momentum 
in (Sr1−xLax)3Ir2O7 as a function of doping, and that the bandgap maintains its indirect 
nature. 
It is important to note that the observed overall decrease/increase in the binding 
energies of the valence/conduction bands with increasing doping seen in experiments 
(Figs. 6.5 a-d) is consistent with our calculations (Figs. 6.5 e-h). This strongly indicates 
that not only the indirect bandgap but also the energy separation between the centroids of 
the valence and conduction bands decrease with increasing doping. This further supports 
our understanding of the negative electronic compressibility as being driven by the 
decrease of some internal energy of the entire electronic system with increasing electron 
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filling. On the other hand, as far as (Sr1−xLax)3Ir2O7 is concerned, the evolutions of the 
valence band top and conduction band bottom represent fairly well the overall evolution 
of the low-lying electronic structure. 
Interestingly, we see that different (shallow) valence bands near the Fermi level 
exhibit different rates of decrease in binding energy. For example, the energy of the 
valence band maximum at X changes more rapidly than that at Γ. This difference is also 
captured by our first-principles calculations, and highlights the non-rigid band shifts of 
shallow valence bands with doping. Consistent with our discussion in Section 2 below, 










(a-d) Experimental results obtained at four doping levels along two momentum cuts (indicated in 
the inset of d) are compared with the corresponding first-principles calculations, where the 
strength of spin-orbit coupling is assumed to be 1.9 times the value obtained in self-consistent 
computations, and U =1.795, 1.615, 0.832 and 0.548 eV for (e-h), respectively. Note that 
the momentum cut Cut2 (green) is not a straight line in momentum space and slightly 
deviates from the nominal high-symmetry direction.  
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6.2.3.2  Survey over a wide out-of-plane momentum range 
 
Figs. 6.6 (b, c) show the kz-dependent variations of the characteristic momentum 
structures of the spectral functions integrated over their respective energy regions for the 
conduction and shallow valence bands. No substantial kz dispersion is observed in the 
conduction band spectra. In contrast, a clear kz dispersion is seen in the shallow valence 
band spectra, despite the fact that these spectra contain contributions from multiple 
valence bands in the same energy range. These observations are consistent with our first-
principles calculations. Figs. 6.6 (d – f) show that one of the valence bands (red lines) 
exhibits a strong kz dispersion 1. This band crosses other valence bands at in-plane 
momenta that also vary with kz (cf. Figs. 6.6 e vs. f). Nevertheless, the lowest binding 
energy portions of this band show very little kz dispersion. A similar lack of a significant 
kz dispersion is also observed at the conduction minimum near the M (vs. Mz) point 2 and 
at the valence band minimum at X (vs. Xz) (cf. Figs. 6.6 e vs. f), which are the bands lying 
closest to the Fermi level (EF ). These results indicate that kz dispersion does not alter the 
momentum location of the top/bottom of the valence/conduction band in (Sr1−xLax)3Ir2O7. 
Notably, a moderate kz dispersion is not inconsistent with the quasi-3D nature of 
the electronic states in (Sr1−xLax)3Ir2O7. In this connection, Fig. 6.7 shows that the 
calculated kz dispersion of Sr3Ir2O7, overall, has an intermediate magnitude between that 
of Bi2Te3—a 3D system with a 5-fold difference between the c-axis and in-plane 
resistivity3, and Bi2Sr2CaCu2O8+δ —a quasi-2D system with a ∼ 104 corresponding 













Description for Fig. 6.6 
 
 
Measurements were performed with variable hν = 30 ∼ 128 eV (in 2 eV steps) along a 
momentum cut with its in-plane projection on the in-plane Z-M -Γ-M -Z axis (see the top 
view in a), which amountsto sweeping this cut along the kz-axis. The sample is 
(Sr1−xLax)3Ir2O7 at x ∼ 0.08 with ∼0.2 ML potassium deposited on its surface in UHV.  
 
(a) Isometric (in the [1 1 0] direction; tetragonal notation, i.e., kx//Γ-X) and side ([1 -1 0]) 
and top ([0 0 1]) views of the momentum cuts with different hν in the 3D Brillouin zone. 
The planar projection of the 3D Brillouin zone used in the main figures is also shown. kz is 
calculated15 using: kz = �
2𝑚𝑚𝑒𝑒
ℏ
(ℎ𝜈𝜈 − 𝑒𝑒𝜙𝜙𝑚𝑚 − 𝐸𝐸𝐵𝐵 + 𝑉𝑉𝑖𝑖𝑖𝑖) −  𝑘𝑘2𝑥𝑥 − 𝑘𝑘2𝑦𝑦 where EB = 0, eϕm = 
4.6 ± 0.2 eV, and the inner potential Vin = 12.5 ± 0.2 eV yields the best fit to the observed 
kz dispersion in c.  
 
(b, c) Momentum distribution curves (MDCs) along the momentum cuts with different hν, 
each integrated around EB = 15 & 500 meV over a binding energy window ±15 meV and 
±100 meV to capture the overall momentum structures of the conduction and shallow 
valence bands, respectively. Dashed lines are guides to the eye for the kz dispersions of the 
identifiable peak features. The MDCs for cuts centered close to the equivalent Z points at 
(kx, ky, kz) = (0, 0, n ∗ 4π/c) (where c = 20.86Å 16 and n is a half integer) are marked in 
purple, and are determined based on a comparison between the observed periodic behavior 
of the kz dispersion in c and the calculations (e & f).  
 
(d – f) Calculated band dispersions along high-symmetry directions near EF. The band in 
red shows a substantial kz dispersion. First-principles calculations were performed by 
assuming the strength of spin-orbit coupling to be 1.9 times the value obtained in self-




 Fig. 6.7 
 
Comparison of kz dispersion in Bi2Sr2CaCu2O8+δ, (Sr1−xLax)3Ir2O7 and Bi2Te3 
 
 
(a - c) Calculated band dispersions along a similar high-symmetry direction along the c-
axis on the Brillouin zone face in the three materials. Note that Bi2Te3 has a very different 
crystal structure than Bi2Sr2CaCu2O8+δ and (Sr1−xLax)3Ir2O7. First-principles calculations 
for Bi2Te3 are based on the strength of spin-orbit coupling obtained self-consistently. See 






6.2.4 Supplementary Discussion 2:  
Potential energy references and energy shifts  
of the core level and deep valence band 
 
6.2.4.1 Rationale for using deep valence bands as energy references 
 
Because the local vacuum level Evac (at high potential energy) cannot be used as 
an absolute reference (see Section 3 below), in order to determine the doping evolution of 
the chemical potential µ, it is natural to look for references at low potential energies, which 
are insensitive to doping. In simple metals, dopants are screened by conduction electrons 
closest to the EF . As a result, potential energy of states away from EF is not changed by 
doping, and these states exhibit ‘rigid’ shifts in binding energy. As discussed later in this 
section, such shifts are mainly the result of changes in µ for the deep valence bands, along 
with other possible changes in the energies of localized core levels. 
 
In correlated metals, screening involves conduction and valence states over an 
extended energy range around the EF , which is set by the related correlation energy scales. 
Within this range, electron correlations renormalize band dispersions, resulting in possible 
changes in bandwidths and non-rigid energy shifts. For example, in the cuprates, doping 
induced band renormalization effects are only evident within ∼ 0.5 eV of EF (where the 
‘waterfall’ feature is located 5, which is approximately the antiferromagnetic exchange J 
scale. This is the theoretical basis for the use of deep valence bands located ∼ 5 eV below 
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EF as a doping-independent potential energy reference for the µ shift, which has been 
experimentally verified via a comparative study of shifts of these bands and core levels in 
the same cuprate material 6, 7. Iridates have comparatively weaker correlation (U, J ) scales. 
The deep valence bands located at a similarly high binding energy are thus expected to 




6.2.4.2  Measured band energy shifts independent of  
sample work function variation 
The binding energy of electronic states measured by ARPES is independent of the 
work function of the sample itself, which is given by EB = hν – EKmeas − eφs, where hν is 
the energy of the incident photon, EKmeas is the kinetic energy of photoelectrons measured 
by the detector in the electron spectrometer or the analyzer, and eφs is the work function 
of the spectrometer. As illustrated in Fig. 6.11 (a), EF of the sample and the spectrometer 
are aligned when they are electrically connected in an experiment. Because of differences 
in the work functions, an electric field exists between the sample and the analyzer, which 
accelerates or decelerates photoelectrons. As a result, EKmeas is typically different from the 
kinetic energy of the photoemitted electrons (EK) on the sample surface: EKmeas + eφs=EK 
+ eφm, where eφm is the sample work function. For photoemission from states at a given 
EB, any change in eφm would result in a change in EK, but not in EKmeas. 
 
6.2.4.3  Factors dictating binding energy shifts of  
core levels and deep valence bands 
For a core level, the binding energy shift ∆E relative to chemical potential µ is 
determined by several key energy terms 8, i.e., ∆E = ∆µ + K∆Q + ∆VM + ∆ER, where ∆µ 
is the change in µ; ∆Q is the change in the number of valence electrons on the atom, K is 
a constant, and K∆Q is the so-called chemical shift; ∆VM is the change in Madelung 
potential; and, ∆ER is the change in the screening of the core hole. For perovskites 
(AxByOz), it is expected that K∆Q has an opposite sign for the cation B and anion O states 
in the BO2; ∆VM has an opposite sign for the cation and anion states in general; and, ∆ER 
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is much larger for states in the metallic BO2 plane than those poorly screened in the 
insulating A-O charge reservoir layer. It follows that if many core levels shift in the same 
direction by the same amount, one can adduce that it is µ that is changed; those few core 
levels which shift differently are additionally influenced by some of the other energy terms 
which need not be negligible. Such an approach has been applied successfully for 
understanding shifts in µ in various materials, including several cuprates in which µ was 
found to shift in the normal way upon hole/electron doping; only K∆Q appears to have a 
measurable effect on some specific core level shifts8. 
For deep valence bands which are free from correlation effects (see the preceding 
discussion), it was suggested that the energy shifts simply represent ∆µ 6. The 
effectiveness of this valence- band approach is attributed to the consideration that the 
effects due to the K∆Q, ∆VM and ∆ER terms, which are site-dependent and/or local, can be 
averaged out due to an increased itinerancy of the deep valence states relative to the core 
levels. Its quantitative agreement with results using the core-level approach was later 
demonstrated in a detailed study on the same cuprate material 7. In our case of 
(Sr1−xLax)3Ir2O7, we find that the Ir and O states in IrO2 plane are shifted similarly (Fig. 
6.2 c) 9, which is consistent with the notion that the K∆Q, ∆VM and ∆ER terms have little 
contribution to the deep valence band shifts. 
6.2.4.4  Core level shift measurement of (Sr1−xLax)3Ir2O7 
We have studied the energy shifts of the Ir 4f and Sr 3d core levels at selected x 
values, and the results are summarized in Fig. 6.8 (c). The relatively large error bars on 
these shifts (cf. Fig. 6.2 c) reflect the poor energy resolution (∼ 50 meV)10 and the broad 
inherent width of core level spectral peaks. Despite these and other uncertainties outlined 
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above in interpreting chemical potential shifts in terms of core level shifts, it is interesting 
that the shift of the Sr states appears to be comparable to that of the Ir states. Importantly, 
both core level states exhibit a lowering of binding energy as x increases, which 
qualitatively resembles the behavior of the deep valence band. This consistency further 







6.2.5 Supplementary Discussion 3:  
Work function and its relation with chemical potential 
 
6.2.5.1  Relationship between the work function and chemical potential 
The chemical potential (µ) of electrons in a conductor is the energy it takes to 
add/remove one electron to/from the conductor from/to infinity, which is the Fermi level 
EF relative to the vacuum level at infinity (E0)11, i.e., µ = EF − E0. The work function (eφm) 
is the minimum energy needed to remove an electron from a solid to a point in the vacuum 
immediately outside the solid surface, which is the difference in potential energy of an 
electron between the local vacuum level (Evac) and EF , i.e., eφm = Evac − EF . One thus has 
µ + eφm = Evac − E0. While µ is a bulk property, eφm (or Evac) is not a characteristic of a 
bulk material, but rather a property of the surface of the material (depending on crystal 
face and contamination) 12. An often invoked example is a small Cu single crystal 
surrounded by (001), (110), and (111) faces. µ is aligned within the bulk Cu crystal, yet 
Evac is different near different faces due to differences in the surface charge density, dipole 
arrangement and electric field distributions. This results in differences in eφm measured on 
different faces, e.g., 4.6 eV, 4.5 eV, 4.9 eV for Cu (001), (110), and (111) faces, 
respectively 13. 
Notably, in our case, in order to dope the IrO2 plane with electrons, the charge 
reservoir layer is electrically charged via the substitution Sr2+ →La3+, which implies that 
the electric field distribution in the surface region and hence Evac may also change with 
doping. Most photoemission studies involve cleaved sample surfaces with morphological 
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irregularities and non-uniformities; the experimental geometry and the detailed manner in 
which electrical bias is applied determine the electric field distribution between the sample 
and the spectrometer. These variations in sample surface and experimental conditions can 
lead to extrinsic variations in Evac and eφm (on the 100 meV scale) depending on the probe 
location on the sample surface, and yield differences in spectral lineshapes measured in 
different experiments 11. 
 
6.2.5.2  Method of measuring the sample work function with photoemission 
 
 The sample work function (eφm) can be measured via photoemission by applying 
a small negative bias (−Vb) to the sample relative to the (grounded) spectrometer. From 
Fig. 6.11 (b), one has eφm + Vb = eφs + Ec, where Ec is the difference between the local 
vacuum levels of the sample surface (Evac) and the spectrometer surface (ESvac), i.e., Ec = 
Evac − ESvac spectrum, ESvac corresponds to the zero of EKmeas; Evac manifests itself as the 
minimum kinetic energy cutoff. The latter is due to the fact that an electron leaving the 
sample with energy less than Evac does not have sufficient kinetic energy to escape, and 
hence it is not detected by the spectrometer. eφs can be determined on a grounded gold 
reference sample using hν = (Emeas)K , Max+ eφs, where (Emeas)K , Max is the highest measured 
kinetic energy cutoff corresponding to photoemission from states at EF.  
 
6.2.5.3  Photoemission measurement of the work function of (Sr1−xLax)3Ir2O7 
 We performed eφm measurements on two samples at x = 0.035 & 0.086, and the 
results are summarized in Fig. 6.12. The low kinetic energy portion of the photoemission 
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spectrum shows a pronounced variation of the lineshape depending on the probe location 
on the sample. The local eφm value determined from the minimum kinetic energy cutoff 
(Ec) of the spectrum exhibits a wide spread (∼ 0.2 eV) for both studied samples, which is 
not unexpected. For this reason, it is difficult to discuss the doping evolution of eφm in 
(Sr1−xLax)3Ir2O7 on a quantitative level. However, it is interesting to note that the x = 0.035 
sample shows smaller overall local eφm values than x=0.086. This qualitative aspect of our 






Core level shift measurements on (Sr1−xLax)3Ir2O7 
 
 
Ir 4f and Sr 3d core levels were measured for three samples with x = 0.035, 0.038 & 0.056 
using hν = 180 eV:  
 
(a, b) Ir 4f7/2 & Sr 3d5/2  
 
(c) Energy shift as a function of x extracted from a and b; the calculated electron density 
is also shown. For convenience, µ of x = 0.035 is set as the zero reference. Error bars 
reflect the uncertainty in determining the energy position of the raw EDC peak or centroid. 
Dashed line is the eyeguide reproduced from Fig. 6.2 c for the chemical potential shift 









(a - f) Data were taken along the red cut shown in the inset of Fig. 6.3 (a).  
 
(g) EDCs at X for selected x values are shown in black in (a – f). The grey and black peaks 
serve as eyeguides only for the dominant states that define the valence band top at x< 
0.056 and x ≥ 0.056, respectively, with a spectral weight transfer between them. Spectra 









Band dispersions along the in-plane high-symmetry directions in the Brillouin zone 
calculated for (Sr1−xLax)3Ir2O7 in a crystal structure without (a) and with (b) distortion due 
to the 12◦-rotation of the IrO6 octahedra. The strength of spin-orbit coupling is assumed to 
be 1.9 times the value obtained in self-consistent computations, and U =2 eV. The bandgap 
generally decreases as the structural distortion weakens, although the amount of reduction 






















Schematic energy-level diagram for photoemission from a conductive sample in 





(a) with or (b) without an applied electrical bias (−Vb) between the sample and the 
spectrometer. See Section 3 for the meaning of various symbols. Figure is reproduced 
















Measurements were performed on two samples with x = 0.035 & 0.086 using hν = 83 eV, 
a photon beam spot size of ∼ 20 µm×150 µm on the sample, and an electric bias of −Vb = 
−3 eV, applied to the same side of the holder where the sample was mounted. 
Photoemission spectra were measured in the normal emission geometry and partial angle 
integration mode.  
(a) Spectra in the low kinetic energy range at 18 different probe locations on the x = 0.035 
sample surface (sample size ∼ 1 mm×1 mm). Note that the spectra are mainly from 
secondary electrons. The line shape variations may be due to surface condition of the 
sample, and the geometry-related electric field distribution that can vary with probe 
location (see Section 3 for discussion).  
(b) Selected spectra with the lowest measured minimum kinetic energy cutoff from x = 
0.035 (black) and x = 0.086 (red) samples. The minimum kinetic energy cutoff Ec (and its 
error bar) was determined by convention 13 as the energy (and its uncertainty) of the 
trailing edge mid-point of the spectrum. c, Summary of the local eφm values obtained from 
the probe location dependent studies performed on both samples based on eφm + Vb = eφs 
+ Ec. eφs = 4.42 eV. Shadings are added to indicate approximate energy distributions of 









(a, b) Comparison of the orbital-specific partial densities of states from first-principles 
calculations with the experimental EDCs for x = 0.035 at the Γ and X points, respectively. 
Note, however, that the positions of calculated bands may differ from the experimental 
values by appropriate renormalization factors (cf. Figs. 6.1 c & g). As a result, we expect 
differences between the experimental and calculated line shapes and the precise energy 
positions of band features. Nevertheless, the comparison still allows us to deduce that the 
two EDC peaks seen at the Γ point (red star and black diamond, as shown in Fig. 6.2 b & 
e, respectively) are associated with states of a dual Ir and O character, while the peak at X 
(blue triangle, as shown in Fig. 6.2 d) is predominantly O-derived (consistent with Ref. 
18). The observation that all peaks exhibit a similar energy shift with changes in doping 
(Fig. 6.2 c) supports the notion that this shift reflects shift in chemical potential. See 
Section 2 for discussion.  
 261 
6.2.6 Section Summary 
 
Our finding suggests that the quasi-3D electron system in metallic (Sr1−x Lax )3Ir2O7 
represents the first experimental case of NEC in three dimensions, which has been 
discussed theoretically30,33 as an important complement to the lower-dimensional cases that 
have been found in the conventional6,7 or oxide8 semiconductor heterojunctions, 
monolayer9 and bilayer10 graphene, and carbon nanotubes11. The earlier lower-dimensional 
cases were established mainly by probing xe via quantum capacitance6,8,9,11or electric field 
penetration7,8, both quantities being proportional to (∂n/∂µ). The application of these 
techniques for investigating (Sr1−x Lax )3Ir2O7 single crystals will be complicated by the 
relatively high value of ∂n/∂µ = (5.71018 meV−1 cm−3) deduced from ARPES, the 
requirements of surface flatness and/or thickness in the nanoscale for related device 
fabrications, and the need to tune carrier concentration during measurements; it would 
probably be more promising to work with thin-film samples, which have yet to be grown. 
In any case, our ARPES study adds 3D NEC to the growing list of unusual properties of 
the iridates. 
We have presented evidence of a new pathway for realizing NEC in which the 
electron correlation energy dominates, whereas in all other known cases of NEC, it is the 
exchange energy that dominates6–11. Such a route could in principle apply to many 
correlated materials30. Correlated metals such as doped transition metal oxides or di-
chalcogenides with strong spin–orbit coupling and/or the presence of multiple bands might 
provide a fertile ground for exploring novel NEC phenomena.  
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Bulk materials with NEC would lead to unique possibilities for research and 
applications. The compressibility sum rule33 implies that a NEC will lead to a negative 
dielectric constant near zero frequency. The bulk nature of NEC materials would thus allow 
the RF/optical study of xe, and applications in metamaterials as active components, neither 
being feasible for their lower- dimensional counterparts. The use of metal electrodes with 
negative quantum capacitance in transistors could effectively enhance their gate 
capacitances, presenting an alternative to the use of ‘high- κ’ dielectrics for miniaturization 
of devices that switch at low voltage with minimal gate-to-channel leakage8. In contrast to 
two-dimensional electron/hole systems6–8, doped correlated metals are typically associated 
with a high correlation energy scale (on the order of 100 meV; ref. 24), and owing to their 
3D bulk nature, they are amenable to changes of environment as well as deposition onto 
any substrate, creating devices with working resistance tunable by film thickness. 
Application of materials with NEC in transistors thus promises good adaptability to the 
existing CMOS architecture, and potentially enables room-temperature (field independent) 






Single crystals of (Sr1−x Lax )3Ir2O7 with different x were grown by flux techniques 
similar to earlier reports16,20 . Samples were cleaved at 30 K in ultra-high vacuum before 
ARPES measurements. The presented ARPES results were obtained at 30 K, mostly at 
Beamline 5-4 of the Stanford Synchrotron Radiation Lightsource (SSRL) of SLAC 
National Accelerator Laboratory using 25 eV photons with a total energy resolution of ∼9 
meV and a base pressure better than 3 × 10−11 torr. Stability of the photon energy and 
energy position of the sample Fermi level was constantly monitored by measuring a 
polycrystalline Au reference sample in electrical contact with the iridate sample, which 
showed a typical variation < (+/-)1 meV during the measurement on each sample. Fermi 
surface maps shown resulted from an integration over a ~10-meV window around the 
Fermi level. A related preliminary experiment was performed on the x = 0.08 sample at 
Beamline 9 A of the Hiroshima Synchrotron Radiation Center (HSRC). Core-level and 
work function measurements were performed at Beamlines 10 & 4 of the Advanced Light 
Source (ALS) at Lawrence Berkeley National Laboratory using 180 eV and 83 eV photons 
with total energy resolutions of ~50 meV and ~20 meV, respectively. A related preliminary 
experiment was performed at BL47XU of SPring-8 using 8 keV photons. As noted in 
Supplementary Discussions 2 and 3, variations of the sample work function do not affect 
the measured energy shifts of deep valence bands and core levels (Fig. 6.11); limited results 
of work function measurements on (Sr1−x Lax )3Ir2O7 via photoemission are not inconsistent 





First-principles calculations were performed along the lines described in ref. 19 using 
the Vienna Ab initio Simulation Package (VASP). The core and valence electrons were 
treated by the projector augmented wave (PAW) and a plane wave basis, respectively. 
Exchange-correlation effects were incorporated using the generalized gradient 
approximation (GGA). A √2 × √2 super-lattice was used with an in-plane lattice constant 
of 3.9 Å to take into account the 12°-rotation of the oxygen octahedra surrounding the Ir 
atoms. Antiferromagnetic order, when present, does not further change the size of the unit 
cell. Electron–electron interaction between the correlated d electrons on Ir atoms was 
included at the GGA U (on-site Coulomb repulsion) mean-field level. To simulate the 
experimental results shown in Fig. 6.1, we set U = 1.1 eV and increased the strength of 
spin–orbit coupling by a factor of two compared to the value obtained in self-consistent 
computations. The chemical potential is set in the calculations such that the Fermi surface 







6.3 Crossover from PEC to NEC in La doped Ir 214 
Physically, the observation of an NEC state simply describes the interaction 
between energy levels to compensate for some unknown factor, as it is natural for most 
materials to have a positive dµ/dn. Also, an abrupt change in the chemical potential as a 
function of doping is not expected, though in the case of electron doped Ir-214 we reveal a 
non-monotonic evolution of the chemical potential shift. Similar to NEC in Ir-327 (Section 
6.2) further studies into the 214 system reveal a trending chemical potential with an abrupt 
change when the onset of metallicity occurs as a function of La doping. High precision 
measurement of the nodal and anti-nodal pseudogap vs doping dependence reveal an 
empirically evident correlation between the change in chemical potential and metallicity 
of the system. Systematic K-surface dosing allows intermediate dopings to be induced for 
detailed study of insulator-metal transitions revealing similar intrinsic properties linking 
the bulk doped and K-dosed paradigms allowing for a more complete understanding of the 
electronic dynamics at play in electron doped Sr2IrO4. 
 The phenomenon of NEC covered in Sec. 6.2 is driven by correlation effects 
stemming from the Mott nature found within the Iridate system. Upon minute electron 
doping the system undergoes a metal insulator transition whereby itinerant electrons are 
able to conduct through the crystal. Naturally, the onset of metallic states is described by 
the effective screening provided by the creation of a Fermi-sea at EF. The Fermi liquid 
theoretical description uses the increased population of the conduction band as a coherent 
state similar to the existence of a closed band or core level. When increased charge carriers 
doping a material reach a critical doping threshold Mott driven systems undergo a phase 
transition linked to the charge and/or spin imbalance. Through the use of in-situ K 
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deposition and bulk La doping we can explore minute variations within the electronic 
structure when investigating the AFM relativistic Mott insulator. Electron doped Sr2IrO4 
undergoes a rigid band shift towards EF until doping/dosing effects reverse the chemical 
potential shift. When viewed in light of the previous section the system can be understood 
through evolution of a normal; Positive Electronic Compressibility (PEC) system abruptly 
changing into a correlated NEC system. The abrupt change of chemical potential is 
observed in various cases and can be linked to the pseudogap properties found at both nodal 
and anti-nodal. Regardless of the origin and thermodynamic explanation, a simple 





6.3.1 Negative Electronic Compressibility  
ARPES measurements of Ir-214 core electrons, deep valence band shifts, both 
nodal and anti-nodal pseudogap properties vs La doping and K dosing reveal concurrent 
trends when viewed together. The light screening found in Iridate perovskites allows for 
the electric and magnetic fields of individual dopant atoms to retain a long range effective 
nature. Whether structural or electronic in nature lightly screened electron potentials of 
dopant atoms when on the order of x = 0.01 can be much more effective than those in 
materials with higher screening. Evidence of low screening is evident by the onset of 
metallic states with dopant concentrations near that of impurities, where on the order of 
x=0.04 the system has become slightly metallic with formation of incoherent fermi surface 
weight. As doping increases so does metallicity within the system and increases up to x~0.1 
at which doping reaches a percolation threshold and the crystalline system can no longer 
uptake La dopants.  
The long range effective nature of low La doping within the Ir-214 system allows 
for a compressed phase diagram in comparison to the Cuprates, where the percolation 
threshold for NCCO is x~0.18. Increased effectivity of a single dopant allows for less atoms 
to be replaced within the crystal and result in a similar conductivity. In other words, the 
effective doping nature of La on metallic states in the Ir-214 system is stronger than the 
Cuprates since the electron potential is screened less and hence a more effective electron 
donor. Within this study we investigate a discontinuous shift of the chemical potential 
concomitant with onset of metallic states and beginning of coherent spectral weight at 
Fermi level to gain insight into the evolution of electron doped Ir- 214 band structures.  
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Rigid band shifting is the basis upon which solid state physics is established where 
the combined shift of all bands including core level electrons represents the shifting 
chemical potential. Correlation between chemical potential and conduction states are 
governed by dipole selection rules and screening within the system. Thus, each material 
forms a unique state shifting electron core binding energies; which can be seen when 
comparing the reported Sr-4s core level binding energy of (38.9 eV) and a measured ~38 
eV binding energy in Ir-214. Differences in energies result due to the Madelung potential 
changing from elemental Ir orbitals to a formed oxide which already exhibit a shift of ~1 
eV when in an oxide crystal field. Once the establishment of antiferromagnetic ordering 
within the crystal is achieved by stoichiometric sintering the parent compound. 
Introduction of minimal amounts (~1% to ~8%) of La doping destroy the AFM ordering 
and create a nodal Fermi-liquid by breaking translational symmetry creating conducting 
Nano-scale phase separated regions. Mott physics driven gap dynamics instigated by phase 
separated regions creates doping and/or magnetically ordered systems. These systems play 
host to many unique properties including HTSC, CMR, etc. and contain underlying physics 
behind near EF states salient to their exotic nature. In-depth studies suggest long range 
relationships between precipitated states are the cause of such phenomenon and accounted 
for by the presence of charge or spin density waves. 
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Spin and charge density waves, which have been discussed thoroughly in previous 
chapters, are the direct evidence for increased symmetry breaking beyond those able to be 
modeled currently. Various exotic states including HTSC exhibit first or second order 
changes in measured signals suggestive of such ordered states and temperature dependent 
investigations vs doping yield greater insight. In lieu of creating every possible doping the 
use of K-dosed surface as a percentage of surface monolayer (ML) allows a discrete study 
of electron doping within a crystal system. This technique has been used to stepwise 
electron dope the band structure of several cuprate HTSC’s to elucidate the evolution of 
the nodal “Fermi Arcs” with great precision through effective electron dosing. Though 
temperature dependence of such a technique is not accurate due to the increased thermal 
depopulation of the K-surface layer, constant temperature ARPES measurements can be 
systematically carried out with little loss of K from the surface.  
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Systematic K-surface dosing allows for not only monitoring of near EF states but 
also deep valence bands and core level electronic states given the material does not possess 
large screening. Fig 6.14 shows ARPES measurements of a Sr-4s core level integrated at 
Γ for Ir-214 increased K-Monolayer. There is a strong band bending in LSCO 
photoemission scans where the Ir-214 has little change in line shape during growth of the 
K Monolayer. Differing responses of LSCO and Sr2IrO4 to the adhesion of K-ions is 
attributable to the screening difference between the systems. Low screening allows for 
greater surface penetration of surface donors and less band bending that responds inversely 
to the creation of a single atomic layer of K forming a monolayer of positive charges on 
the surface. Thus, lower screening allows the effective electron donors to be distributed 
throughout the bulk more readily and evenly doping the surface with increasing K 




Fig. 6.14  
 
K-Dosing Monolayer Determination  




(a, b) Photoemission intensity scans of K-Monolayer 2 DEG quantum well dispersions 
superimposed upon ARPES intensity scan of Sr2IrO4 dosed (1 ML) band dispersions 
measured at 30K along the MGM high symmetry plane with 25 eV & 72 eV photons 
respectively. Intensity scale bar denoted high (white) to low (blue). 
 
(c) Integrated photoemission EDCs of the Sr-4p core level with increased K-Monolayer 
adhesion as the K-3p core level grows uniformly until 1 ML is reached (bold blue line). 
Emergence of additional peaks denote the completion of first ML and 2nd layer growth 






6.3.2 Non-Uniform Chemical Potential Shift in Sr2IrO4 
Data presented within this study is from samples cleaved at 30 K under ~3x 10-11 
torr and measured at SSRL BL 5-4 or ALS BL 10.0.3 MERLIN using 72 eV photons with 
linear horizontal (LH) polarization and remained at 30 K unless otherwise noted. Dosing 
of the surface using a controlled, incremental sputtering of alkali metals (specifically 
Potassium (K)) is monitored for completion of the surface monolayer. Graphs 
representative of such dosing schemes are color coded coordinating the beginning (0 ML) 
and completion (1 ML) as green and blue lines respectively. Green-Red-Blue 
correspondence applies regardless of integral step size allowing for a normalization across 
multiple images.  
Detailed studies of the deep valence band and core electron level shifts with 
increased La doping in (Sr1-x, Lax)3Ir2O7 reveal a shifting chemical potential that saturates 
and begins a regressive trend back towards EF. This non-monotonic shift seen in Fig. 6.15 
(a) through the change in energy of all bands is obvious when viewing the EDC 2nd 
derivative of photoemission intensity scans along the M-X-M high symmetry cut. Peak 
positions of all bands seen in Fig. 6.15 (a) shift away from Fermi level initially pulling the 
chemical potential downward as the insulating doping region begins to saturate at dopings 
~3%. Regardless of momentum or energy the rigid band shift begins a regressive 
movement towards EF at dopings > 4%. The saturation subsequently leads to a crossover 
marked by a rigid band shift now collapsing a gap towards Fermi level with increased La 
doping that contributes electron donors to the system. Investigation of core electron energy 
shifts with increased doping is regarded as a more reliable representative of the chemical 
potential shift. Though deep valence bands are all non-bonding bands their dispersion could 
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be augmented upon doping leading to a non-rigid band shift, a phenomenon which is absent 
in core level photoemission studies. Such core levels are accessible by ARPES systems at 
synchrotron facilities able to tune photon energy high enough to excite and measure core 
levels such as the Sr-4p shown in Fig. 6.15 (b). As shown, the core level shifts of selected 
dopings concur with trends visible in Fig. 6.15 (a) images of EDC 2nd derivative making 
the evident crossover a property of the entire band structure w.r.t EF. With increased 
electron doping the apparent shifting chemical potential away from EF is expected signaling 
the collapse of an insulating gap.  
 Fig. 6.15 to 6.23 catalogue multiple concomitant changes in the chemical potential 
for both bulk and surface dosing. Regardless of doping type, rigid band shifting can be seen 
in all measurements illustrating the doping independence of the chemical potential shift. 
Descriptions accompanying the images explain in full detail the cut specific doping/dosing 




Fig. 6.15  
 
Doping Dynamics of  
Deep Valence Bands Along the MXM;  





(a) Doping Dependence of (Sr(1-x), Lax)2IrO4 Deep Valence Bands- EDC 2nd Derivative 
of photoemission intensity scans for dopings listed above representative scans. Green 
arrow on x=0.021 represents the cut symmetry w.r.t. BZ diagram in Fig.7. Scan of x = 
0.085 is of 1 ML surface augmenting band structure of x = 0.055 to an approximated 
effective doping of x = 0.085 as calculated by Luttinger volume from FSM. 
 
(b) EDC of Sr-4p Core Level- Integrated photoemission intensity of scans covering 
energy range measuring the Sr-4p core level shifts with La dopings measured by EDX 
listed next to the representative curve. Trend of band shifts correlates with those in (a) 
where an abrupt change in chemical potential shift occurs at doping ranges where metallic 








Dynamics of Deep Valence Bands in Sr2IrO4  




(a) Identification of (Sr(1-x), Lax)2IrO4 Deep Valence Bands Tracked- EDC 2nd 
Derivative of photoemission intensity scans along the MΓM high symmetry cut with 
references to tracked peaks illustrated as EDC waterfall graphs in (b, c, d). White outlined, 
color filled shapes correlate multiple graphs to respective high symmetry points whereby 
high intensity DOS revealed by raw intensity EDCs (shown in panels b, c, d) are plotted 
w.r.t. increased surface K-dosing up to 1 ML.  
 
(b, c) Γ-Point: (0, 0)- Labeled (S3a) & Z-Point: (π, π)- Labeled (S3b); K-Dosing 
Dependence of Sr2IrO4 Deep Valence Bands- Shift plotted w.r.t increased ML (%) by 
K-dosing from 0 (Green) to 1 ML (Blue). Band identified in (a) by black diamond with 
white label above (b) and (c) denoting band shift denoted in (a) by purple diamond with 
white label (c) above marker. 
 
(d) M-Point: (π/2, π/2)- Labeled (1d); K-Monolayer Dependence of Sr2IrO4 Deep 
Valence Bands- Shift plotted w.r.t increased ML (%) by K-dosing from 0 (Green) to 1 ML 
(Blue). Band identified in (a) as those lying along the energy axis with white label (1d) and 
a line of markers at energies tracked and plotted with blue trapezoids, red diamonds and 
black downward triangles showing the shifting peak position with increased electron 












Tracking of Multiple Deep Valence Bands  







Description for Fig. 6.17 
 
 
(a, b) X-Point (S2a) & M-Point –Left (S2b); K-Dosing Dependence of Sr2IrO4 Deep 
Valence Bands- Shift plotted w.r.t increased ML (%) by K-dosing up to 0.8 ML. 
 
(c) Identification of (Sr(1-x), Lax)2IrO4 Deep Valence Bands Tracked- EDC 2nd 
Derivative of photoemission intensity scans along the MXM high symmetry cut with 
references to tracked peaks illustrated as EDC waterfall graphs in (a, b, d). White outlined, 
color filled shapes correlate multiple graphs to respective high symmetry points whereby 
high intensity DOS revealed by raw intensity EDCs (shown in panels a, b, d) are plotted 
w.r.t. increased surface K-dosing.  
 
(d) M-Point –Right (S2c); K-Dosing Dependence of Sr2IrO4 Deep Valence Bands- 
Shift plotted w.r.t increased ML (%) by K-dosing up to 0.8 ML. 
 
(e) Figure Summary- Shifts plotted in panels (a, b, d) showing EDC vs dosing 
summarized with offsetting binding energy to 0 revealing an ~250 meV semi-rigid band 












Deep Valence Band at G Showing Crossover from NEC to PEC- 2nd Derivative of 
photoemission intensity scans along energy axis (Y-axis) centered at Γ for various dopings. 
Non-monatomic shift of band around 6 eV marked by reversing of trend at doping ~3% La 






Deep Valence Band Shifts Vs Doping  






2nd Derivative EDC of Photoemission Intensity at Γ- Deep valence band used in previous 
sections to monitor doping vs band shift in Ir-327 La doping. Dopings listed above scans 
showing three unique points with undoped (x = 0) 0%, 3.1% & 5.5% La dosed to 8.5% by 





K-Dosing Induced Shift of Sr2IrO4  
Deep Valence Bands Along the MXM;  






(a) 2nd Derivative (EDC, i.e. y-axis) of Photoemission Intensity- Scans of Sr2IrO4 with 
increased K-monolayer from 0 to 0.8 ML with high symmetry points (M & X) noted at 
bottom. Symbols colored and outlined in white on the 0ML scan denote dispersions tracked 
and referenced to EDC waterfalls shown in figures correlated by Red tags at bottom of 0 
ML scan. Increased dosing (0.15 ML, 0.3 ML, 0.5 ML, 0.8 ML) show dispersions tend 
toward higher binding energy until saturation and regression moving back toward EF at 
dosing ~0.3 ML.  
 
(b) BZ Schematic of Sr2IrO4 with high symmetry points and cuts measured noted by 





K-Dosing Induced Shift of Sr2IrO4  






(a) EDC @ Γ-Point- Increased K-dosing from 0 ML (Green) 1 ML (Blue) with noted 
peaks referenced to 2nd Derivative image plots in Fig. 6.16 (a) 
 
(b) EDC @ Ζ-Point (π, π)- Increased K-dosing from 0 ML (Green) 1 ML (Blue) with 





Ir-5p3/2 & Sr-4s  





(a) Ir-5p3/2 core level EDC- Shift of Ir-5p3/2 core level with increased dosing up to 1 ML 
(blue)  
 
(b)  Sr-4s core level EDC- Shift of Sr-4s core level with increased dosing up to 1 ML 
(blue)  











EDC evolution with increased K-Dosing- First 10 dosing shifts of the Sr-4p core level 
from 0 ML to 0.68 ML prior to the emergence of the K-3p core level peaks that change 




6.3.3 Electron (Bulk Doping & K-Dosing) Dependence of 
Metallic Near EF States in Sr2IrO4 
Regardless of doping type (bulk or surface) the non-monotonic shift observed by 
core level photoemission occurs in a systematic fashion. Correlation of the chemical 
potential dynamics with near EF gap dynamics can provide understanding between the 
interaction of AFM states as the system is progressively doped. Antiferromagnetism decays 
with increased electron doping precipitously decreasing when doping instigates symmetry 
breaking and charge imbalance. The insulating properties transitioning into a correlated 
system (pseudogap and nodal/anti-nodal dispersions) upon moderate electron doping 
reveals the low screening found within the Iridates. Eventual evolution into a metallic 
Fermi liquid state also reveals the similarities to Cuprate band structure. As discussed in 
Sec. 6.2 the shifting chemical potential can have complex relations to the band gap and 
correlations found in the Iridate R-P crystals. Presented within this section are 
photoemission measurements categorizing the evolution of a relativistic Mott insulator into 
a Fermi liquid state and can be seen in Fig. 6.24 to 6.30. Most notably, as the chemical 
potential reaches doping thresholds so too does the pseudogapped Fermi surface linking 




K-Surface Dosing Sr2IrO4 Band Dispersions  




(a) Pristine surface of undoped Ir-214- EF MDC intensity plotted above dashed line 
shows spectral weight at Fermi level integrated along a (+/-) 10 meV window. Red 
diamond represents high symmetry point (M-Point). 
 
(b) Emergence of Fermi surface weight at 0.3 ML- EF MDC intensity plotted above 
dashed line shows spectral weight as increased dosing yields metallic states with minimal 
spectral weight at EF. Purple diamond denotes emergence of peak at EF not along high 
symmetry point, further toward Gamma.  
 
 
(c) Establishment of electron pocket at 1 ML - EF MDC intensity plotted above dashed 
line shows 2 sets of clear peaks with increased intensity closer to Gamma. Band dispersions 
seen in image clearly illustrate the existence of an electron pocket with Green diamond 
above high intensity vertical dispersion and strong spectral weight at Fermi level forming 











(a) Symmetrized Fermi surface map of (x = 0.055) measured at 30K with 25 eV LH 
photons symmetrized with undistorted (Grey) and distorted (AFM) BZ (White Dash). 
High intensity surface weight of electron pocket evident with little spectral weight 
present from outside pocket dispersions.  
 
(b) K-Dosed Symmetrized FSM- Fermi surface intensity map of (x = 0.055) measured 
with same parameters in (a) dosed to 1ML and smoothed to show intensity comparison of 
inside vs outside pocket. Larger electron pockets can be seen with significantly higher 
intensity arcs on the outside of the BZ boundary with (still un-gapped) inside pocked 






Spectral Weight at EF  





(a) Symmetrized EDCs at EF- Spectral weight at M-point vs dosing ML (%) noted in 
legend showing the emergence of Fermi surface states fully establishing a non-negligible 
presence of conducting modes.   
 
(b) Low Energy Spectral Weight- Raw EDCs for dosing (0 ML)-Light Green, (0.3 ML)-
Dark Green, and (0.8 ML)-Purple normalized at 0.3 eV showing the emergence of states 
correlated to increased metallic states. As noted establishment of un-gapped states occurs 





M-Point Band Splitting with Increased  






MDC 2nd Derivative of ARPES Image- Scan taken along MXM cut of 0.27 ML &1 ML 
K-dosing for (a) & (b) respectively and smoothed to illustrate branching and subsequent 
splitting. Symmetric bands in (a) emerging from M-Point (π/2, π/2) reaching appreciable 
Fermi surface weight and dispersion branching beginning at a dosing of 0.27 ML. 
Continued onset of metallic states through effective electron doping by surface dosing in 
(b) at 1 ML where strong intensity dispersions become evident forming what have been 






M-Point MDC Intensity at EF with  






Description for Fig. 6.28 
 
 
(a) Increased Spectral Weight at EF- EF MDC intensity reveals emergence of electron 
pocket with increased K-Monolayer coverage and onset of spectral weight at Fermi level 
integrated using a (+/-) 10 meV window around EF. Selected K-surface dosing percentages 
as non-negligible spectral weight become evident at Fermi level along the MΓM cut with 
black dashed line representing M-Point and two grey dashed lines denoting the Fermi 
surface pocket width needed for Half Filling in the AFM BZ. Note: 0.44 ML & 0.38 are 
scaled x5 & x1.5 respectively beyond others in figure scaled to 1.  
 
(b) X-Point Anti-nodal MDC Intensity at EF- EF MDC intensity from 0 to 1 ML with 
progressively increasing K-Monolayer coverage using a 10 meV window about EF. Inset 
shows electron pocket summary on next image. 
 
(c, d) Incremental Dosing- Sr-4s core level photoemission intensity for different dosing 
rates collected along the nodal (a) (at Γ) and anti-nodal (b) (at M) with different dispersions 






Evolution of Quasiparticle Peak in  




(a) Emergent Quasiparticle at (π/2, π/2)- Integrated EDCs around kF as increased dosing 
to 1 ML increases spectral weight at Fermi level with dosing % (ML) in legend follow 
color scheme describing increased dosing from 0 ML (Green) to 1 ML (Blue). 
 
(b) Emergence of Fermi Surface Weight at M-Point- Onset of metallic states begins at 
dosing 0.2~0.3 ML. EDC stack shown with 0 ML dosing removed for clarity.  
 
(c) Electron Pocket Growth and Establishment- Summary of M-Point kF movement vs 
dosing shown with markers above 0.4 ML signifying the existence of verifiable peaks. 
Broad colored lines reflect kF uncertainty when deciding peak position. Inset provides 
pseudogap information vs dosing from 0.4 to 1 ML calculated from leading edge shift.  
 
(d) Anti-nodal MDC Intensity- Reproduced from previous Fig. 6.28. 
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6.3.4 PEC-NEC Crossover 
Comparison between bulk doping and surface dosing can be achieved by 
individually tracking changes in properties specific to the crystalline system. Properties 
such as pseudogap values can be measured in both nodal and antinodal orientations, others 
such as chemical potential shift (core electrons) are much more general, though should be 
measured at the same point in k-space for every sample to minimize dispersions. Other 
parameters can be utilized to correlate the doping/dosing relationship using the nodal 
position of the “fermi-arc” within the BZ to calculate the radial distance in k-space 
determining the Luttinger volume. Repeatedly measuring a variety of samples with 
multiple doping properties a complete picture coalesces, though only with the aid of the K-
dosing. After ruling out any external factors and measuring dozens of doped, undoped, 
dosed and disregarding any aged samples is apparent the discontinuous evolution of the 
chemical potential marks a uniquely defined insulator metal transition. Driven by 
correlation effects, the Iridate (n = 1) R-P system evolves similarly to the NCCO case as 
can be seen in Section 3.3. Similar though distinct, repeated attempts to measure the 
effective electron doping using K-surface dosing failed due to large band bending observed 
with increased monolayer adhesion. Overall observations within this chapter lead to a 
single conclusion: the strong “Mott-ness” as can be seen by transition to metallic states at 
low dopings and is affected by the SOC and U concomitantly. The interactions between 




6.3.5 Dynamics of Interacting Energy Scales 
Correlation between doping (x) and K surface dosing ML (%) achieved by 
overlapping common properties including pseudogap at both nodal (circles) and anti-nodal 
(squares) kF changes shown in bold. Fermi level intensity at both X & M-Point shown 
similarly with thin color gradient line dispersing away from the 0 intensity dashed black 
line revealing the onset of metallicity within the system at a dosing range between 0.2~0.3 
ML. Doping properties of the nodal and antinodal pseudogap shown by grey markers to 
possess similar pseudogap values showing clear overlap between scaled K-dosing 
properties. Shifting chemical potential (µ) calculated by averaged shift of all bands 
considered rigidly, while uncertainty covers the magnitude to which all band points 
measured would be included. Pink side of graph represents the insulating portion of the 
phase diagram responsible for the initial change in chemical potential and purple portion 
represents a metallic region with the middle representing a metal-insulator transition 
intermediate state.     
Systematic evolution of the K-dosing applied to Ir-214 surface allows for viewing 
the band structure changes resulting from an insulating to metallic behavior in a more 
continuous scheme. Tracked changes in properties mentioned before are carefully 
compared to measurements taken from bulk La doped samples which were measured by 
EDX for La doping levels. Overlay of these properties shows a direct correlation between 
the two types of doping schemes with the onset of pseudogap and abrupt change in 
chemical potential defining the crossover point. Definition of a crossover point is akin to 
being able to delineate a peak within a second derivative, as the abrupt change in chemical 
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potential will be reflected in the second derivative of this line. Crossover from an insulating 
to metallic phase takes place over a doping/dosing range that can both be covered within 
their independent phase diagrams. Due to the low screening effects allowing the La dopant 
and K dosing to both have a large effective doping rate they are able to show a transition 
from insulating to metallic phase over the ranges: (x=0 , 0% ML)  (x=0.1 , 12% ML) 
respectively. When viewed together (Fig. 6.30) these measurement schemes collectively 
provide evidence of the correlation between the pseudogap collapse both nodal and anti-








Summary plot as a function of Doping (x) (top axis) and K-surface Dosing ML (%) 
(bottom axis) achieved by overlapping common properties including pseudogap at nodal 
(circles) and anti-nodal (squares) kF with gap dynamics referring to Pseudogap (meV) 
(right axis). Averaged Chemical Potential Shift (meV) (left axis) determined from all core 
level peaks shown in blue where error bars cover the deviation from average for all 
measurements (i.e. all data points fall within the blue area regardless of specific band).   
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6.4 Chapter Conclusion and Future Directions 
Whether it is called a changing chemical potential or the effective screening in 
materials, the perception of one scenario over the other can be just a definition without a 
distinction. Discussions over the existence, presence and onset of an exotic phase (NEC) 
is most likely attributed to the correlation within the parent compound rather than a global 
variable. This implication requires all locally sites to be equally felt by all undoped sites, 
i.e. lower screening within the whole crystal. Bonding between the Oxygen and Iridium 
atoms occurs utilizing a much larger degree of orbital interactions since the Ir atom has far 
more ligands with which to form bonds. Since each Ir site is pseudo-unique due to O6 
distortions and a local impurity field (electric or magnetic) the bonds will have slightly 
different angles w.r.t. the oxygen atoms allowing mixing of states not predicted. This is 
evident through trifurcation of the near EF hole pocket states at G and X-point within the 
AFM BZ discussed in Fig. 5.6. 
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7.0  Ru doped Ir327 (x < 0.6) 
7.1 Chapter Summary 
 
Quantum magnetism in many transition-metal oxides (TMOs) has been proposed 
as the roots of several exotic characteristics including CMR and HTSC. Length scales at 
which quantum magnetism would dominate require background fields that present little 
fluctuations upon the coherent field. Subsequently, many of these phenomena appear in 
perovskite ceramics, where the slight octahedra rotation and/or ion offset yield only a slight 
magnetism in bulk. Doping of these materials by site replacement and inducing a localized 
magnetic defect, particularly on the nanoscale, presents the roots of quantum magnetism. 
Initial doping adds breaking of symmetry within the system (Volume, Charge, Distance, 
Spin, Amount, ect.), and the correlation between many of these properties with the system 












The unconventional electronic ground state of Sr3IrRuO7 is explored via resonant 
x-ray scattering techniques and angle-resolved photoemission measurements. As the Ru 
content approaches x = 0.5 in Sr3(Ir1 – x Rux )2O7, intermediate to the Jeff = 1/2 Mott state 
in Sr3Ir2O7 and the quantum critical metal in Sr3Ru2O7, a thermo-dynamically distinct 
metallic state emerges. The electronic structure of this intermediate phase lacks coherent 
quasiparticles, and charge transport exhibits a linear temperature dependence over a wide 
range of temperatures. Spin dynamics associated with the long-range antiferromagnetism 
of this phase show nearly local, overdamped magnetic excitations and an anomalously large 
excitation gap of 200 meV—an energy scale far in excess of exchange energies present 
within either the Sr3Ir2O7 or Sr3Ru2O7 solid-solution endpoints. Overdamped quasi- 
particle dynamics driven by strong spin-charge coupling are proposed to explain the 




7.2.1 Section Introduction 
The doping and disorder-induced breakdown of the Mott insulating state in 
transition metal oxides has long been the subject of intensive experimental and theoretical 
investigation. This collapse often stabilizes nearby correlated metallic states with 
unconventional properties, ranging from high temperature superconductivity 1 to 
pseudogap formation 2–4 to intertwined spin and charge density wave states 5. Particularly 
intriguing are ill-defined “intermediate” metallic phases that retain the magnetic order of 
the parent Mott phase after the charge gap has closed, yet prior to the formation of a 
coherent Fermi liquid. In a Hubbard model, such a state can be induced by filling control 6 
and strong disorder also presents an avenue for inducing an intermediate magnetic metallic 
state 7. In the strong Mott limit, where the charge gap EG far exceeds the magnetic exchange 
J, this apparent antiferromagnetic metallic phase originates from a local quenching of EG 
within a phase separated antiferromagnetic ground state. 
Studies of the Jeff = 1/2 Mott states inherent to the Ruddlesden-Popper iridates 
Sr1+nIrnO2n+1 present a new avenue for exploring such intermediate states in the opposite, 
weak Mott limit, where EG ~ J 8–10.  Here, the charge gap relies on strong, cooperative spin-
orbit coupling and crystal electric field effects which allow for a modest on-site Coulomb 
repulsion U to split the half-filled Jeff = 1/2 valence band. The enhanced covalency inherent 
to the extended Ir 5d valence orbitals of these systems also results in enhanced hopping, 
reflected in strong J 11–13. Consequently, the bilayer n = 2 system Sr3Ir2O7 realizes a Mott 
state with EG/J = 1.44 close to the weak limit U/W ≈ 1 11, 14. 
Prior studies exploring the collapse of the weak Mott state in Sr3(Ir1 – xRux)2O7 via 
substituting Ir (5d5) with Ru atoms (4d4) uncovered an unusual electronic phase diagram 
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15. The introduction of Ru4+ impurities initially generates local, nanoscale, metallic regions 
which percolate and eventually condense into a global, albeit inhomogeneous metallic 
phase near x = 0.5. AF order endemic to the parent Sr3Ir2O7 Mott state survives in this 
disordered metal and TAF shows a pronounced maximum near this concentration. This 
suggests the formation of an intermediate state where the charge gap has globally collapsed 
yet vestiges of the parent Mott state remain. The origin and nature of this intermediate 
antiferromagnetic metallic phase formed between the antiferromagnetic Mott state of 




7.2.2 Scientific Investigation 
Here we explore the nature of the AF metallic phase realized within Sr3IrRuO7 by 
using Ir L3-edge resonant inelastic x-ray scattering (RIXS) and angle-resolved 
photoemission (ARPES) measurements. ARPES data reveal an incoherent Fermi surface 
lacking well-defined quasiparticle peaks, while resonant x-ray scattering data show the 
persistence of long- range AF order whose dynamics dramatically differ from the AF Mott 
state of Sr3Ir2O7. Magnons become overdamped, reflecting a strong coupling to the charge 
carriers, and the disordered metallic state screens long-range spin interactions such that spin 
excitations form a nearly local band at ∆E = 200 meV (substantially larger than the 
exchange energies of the iridate and Ruthenate endpoints). Our data present a unique 
window into the strong coupling between carrier dynamics and magnetic order realized 
once the charge gap has collapsed into the intermediate AF metallic phase of a weak Mott 
state. 
Single crystals of Sr3(Ir1 – xRux)2O7 were grown using a halide flux 17, 18 and 
characterized using x-ray diffraction as well as energy dispersive x-ray analysis. Transport 
and magnetization data were collected in a Quantum Design PPMS Dynacool and MPMS3 
SQUID magnetometer, respectively. RIXS measurements were performed at the Ir L3 edge 
(E   = 11.215 keV) on  27-ID-B  at  the  Advanced Photon Source, Argonne National 
Laboratory 17. ARPES data were collected at the Stanford Synchrotron Radiation 
Lightsource BL 5-4 with linearly polarized 25 eV photons. The samples were cleaved 
under ~3 x10−11 torr at 30 K. Neutron scattering experiments were performed on the HB-
3A instrument at the High Flux Isotope Reactor, Oak Ridge National Laboratory 17. 
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Momentum space positions are indexed using an orthorhombic Bbcb cell, with lattice 










(a) Schematic electronic phase diagram of Sr3(Ir1 – x Rux )2O7. 
 
(b) Scattering intensity of an x = 0.48 sample collected at the (1, 0, 24) Bragg position 
above and below TN.  
 
(c) 1/ (χ χ0) as a function of temperature for x = 0.51, with Hab = 100 Oe.  The solid line 
is the result to a Curie-Weiss fit as detailed in the text.  (d) ab-plane resistivity plotted as a 




The phase diagram of Sr3(Ir1 – xRux)2O7 is reproduced in Fig. 7.1 (a). A globally 
metallic state with inhomogeneous local density of states is found near x = 0.5, and previous 
neutron scattering results detected the presence of AF correlations in this phase 15. Higher 
resolution, resonant elastic x-ray scattering data plotted in Fig. 7.1 (b) show that this AF 
state in- deed has long-range order. Momentum scans through the AF Bragg reflection Q = 
(1, 0, 24) yield a resolution-limited peak with a minimum spin-spin correlation length of 
ξmin = 300 Å. Magnetization data plotted in Fig.  7.1 (c) are however dominated by the 
local moments attributable to the Ru-dopants fit to a Curie-Weiss form with a sizable 
ΘW=- 70 and µeff = 2.68 µB. The size of µeff is consistent with the expected concentration 
50% S = 1 (Ru4+) impurities and the absence of local Jeff = 1/2 moments bound by the 
strong J of this material 19. 
Notably, there is no direct signature of the Ru moments participating in the onset of 
AF order near 200 K 15. The ordered AF state in the metallic regime of Sr3(Ir1 – xRux)2O7 
is then best envisioned as Ir Jeff = 1/2 moments within a disordered magnetic background 
of Ru S = 1 impurities which maintain a local, Curie-Weiss response far below TN. 
Electrical resistivity data of an x = 0.5 sample collected within the ab-plane are 
plotted in Fig. 7.1 (d) and show a linear temperature dependence of the resistivity over a 
wide range of temperatures above a small, disorder-driven upturn for T < 10 K. This is 
emblematic of a strange metal state. While the large residual resistivity indicates that 
disorder- induced scattering is significant in this sample, transport values do not violate the 
Mott-Ioffe-Regel limit. 
Looking at this metallic state in greater depth, Fig. 7.2 (a, b) shows ARPES spectra 
collected along high-symmetry directions in a x = 0.5 sample. These reveal broadened 
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bands dispersing toward the Fermi level (EF). The Fermi surface of the system consists of 
multiple equivalent hole pockets centered at the X-points and, possibly, electron pockets 
centered at the M-points (Fig. 7.2 (c)). Energy distribution curves (EDCs) at the Fermi 
momenta (kF) along the M-Γ-M and X-M-X cuts are shown in Fig. 7.2 (d). They possess 
highly incoherent spectral line shapes with the absence of clear quasiparticle peaks at low 
energies, emblematic of the presence of strong disorder or strong correlations in the system. 
Despite the absence of a well-defined nesting wave vector for the underlying Fermi 
surface (Fig. 7.2 (c)), long-range AF order remnant from the Jeff = 1/2 Mott state of 
Sr3Ir2O7 remains in this metallic phase; however, the dynamics under- lying this AF state 
are distinct. Representative RIXS spectra taken at T = 40 K at the magnetic zone centers 
and zone boundaries for one crystal within the AF insulating regime (x = 0.17) and one 









(a, b) Photoemission spectra collected along high-symmetry directions for x = 0.5. Red 
symbols show the dispersions of the hole bands near E EF = 0, extracted from peaks in 
momentum- distribution cuts (see supplementary information [17]).  
 
(c) Fermi surface map for x = 0.5. Dashed white square shows the Brillouin zone of the 
Bbcb unit cell, while the high symmetry directions are indicated with respect to the smaller 
tetragonal unit cell. Red dashed circles indicate diffuse hole pockets centered around the 
X-points, with a possible electron-pocket centered at the M-point. The arrows indicate the 
momentum cut directions in (a) and (b).  
 
(d) Representative energy distribution curves collected at kF , at positions indicated in 
figures (a) and (b).  
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Looking first at Figs.  7.3(a) and 7.3(b), the excitations in the x = 0.17 sample are 
reminiscent of those observed in Sr3Ir2O7. An elastic line (El), two high-energy (D1, D2) 
and two lower-energy features (M, M*) are fit to the data. Consistent with previous reports 
11, 13, these are ascribed to d-d crystal field excitations and magnon/multimagnon spin 
excitations, respectively. Naively, alloy disorder induced by Ru substitution adds a damping 
term to the magnon modes and partially screens extended exchange interactions. 
Correspondingly, the M feature was fit to the form 20, 21: 
𝜒𝜒∥(𝜔𝜔) =  𝜒𝜒∥ 0
𝛾𝛾𝜔𝜔
(𝜔𝜔2 −  𝜔𝜔20)2
 +  𝛾𝛾2𝜔𝜔2
 
Here 𝜒𝜒∥0,  ω0  and γ/2 are the momentum integrated intensities, characteristic energy 
scales and widths of the magnetic excitations, respectively. 
For the x = 0.48 AF metallic sample, only a single broad magnetic excitation is 
resolved along with the higher energy d-d modes as shown in Figs. 7.3(c) and 7.3(d).  We 
note here that the reduction in Ir-atoms in the sample also leads to a strong reduction of the 
overall intensity.  Upon the onset of   a global metallic state, the M feature becomes 
overdamped with a pronounced high-energy tail. Unlike in the insulating x = 0.17 crystal 
where magnons remain in the underdamped regime, the free carriers and disorder in x = 
0.48 induce significant damping within the spin excitations. 
The dispersion of the M modes along high symmetry directions in both samples are 
plotted in Fig. 7.4 (a). For reference, the magnon dispersion of Sr3Ir2O7 is also reproduced 
from Ref. 11. The x = 0.17 sample shows a dispersion consistent with the ground state of 
the x = 0 system, albeit slightly modified via disorder that weakens extended exchange. 
This leads to a slightly enhanced zone center gap value (EG = 105 meV) and a reduced 
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magnon bandwidth (~50 meV). The in- verse lifetimes of the magnon modes are plotted in 
Fig. 7.4 (b) and are consistent with the spin system being in the under damped regime 
(γ/2 < ω0). 
Conversely, the dispersion of the x = 0.48 AF metallic sample is dramatically 
renormalized. Here the excitations are strongly overdamped with a characteristic energy ω0 
pushed upward in energy. The bandwidth is further narrowed to a nearly dispersion-less 
band of excitations centered about E≈200 meV. Extended exchange interactions are 
screened, which can be inferred from the flat dispersion along the magnetic zone boundary. 
The inverse lifetimes shown in Fig. 7.4 (b) become comparable to the excitation energy 
(γ/2 ≈ω0), and the magnons no longer exist as coherent quasiparticles, acquiring a highly 
local character. 
As a consistency check, the lattice structure of an x = 0.5 crystal was investigated 
via neutron diffraction in order to quantify any potential changes in bond angles and 
distances that may impact magnetic exchange. The two endpoints of the phase diagram 
Sr3Ir2O7 and Sr3Ru2O7 are structurally similar 22, 23 and interatomic distances, as well as 
octahedral rotation angles in the x = 0.5 sample are intermediate between the two endpoints 
17. No indication of a preferred site for Ru or Ir was observed, and we therefore conclude 
that structural changes are not the underlying cause of the renormalization of the spin 









Representative RIXS spectra for x = 0.17 sample collected at the magnetic zone center (a) 
and the zone boundary (b) and for the x = 0.48 sample at the zone center (c) and boundary 
(d). All spectra were collected at T = 40 K. Solid red line is a fit to the data utilizing the 
spectral components discussed in the text in addition to a linear background term.  
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As a simple parameterization of the overdamped magnon spectrum in the x = 0.5 
sample, a mean-field bond operator model with dominant out-of-plane, interlayer exchange 
was used. A fit using the dimer-like model can capture the dispersion using an in-plane J 
= 60(3) meV and interlayer Jc = 184(8) meV with θ = 45◦ and is plotted in Fig.  7.4 (a). 
However, we stress this is just an empirical parameterization using a model not intended 
for an itinerant spin system. 
The RIXS data can instead be understood considering Sr3IrRuO7 as a doped Mott 
insulator with strong spin-orbit coupling. A key feature of this state is the strongly 
correlated motion of charged vacancies and spins, generated as the sys- tem minimizes the 
formation of energetically costly doubly occupied sites. In the presence of G-type AF order, 
the bilayer system is divided into antiparallel spin sublattices. There are three main 
processes leading to motion of vacancies in this magnetic background 17. The first is via 
the direct hopping of electrons, both in-plane and out-of-plane, between opposite 
sublattices which incurs an exchange penalty. The second occurs via hopping of electrons 
across sublattices (both in-plane and across layers) with accompanying spin flip in the 
presence of spin-orbit coupling. In this second scenario, since the spin order is not 
disturbed, a hole can move coherently, though quantum fluctuations of spins around this 
classical background can lead to additional inelastic processes. The third process is via 
hopping of electrons within the same sublattice on next-nearest neighbor sites, which also 
leads to further neighbor exchange, important for modeling the observed magnon dispersion 
at half-filling 11. The key point is that due to the latter two mechanisms, holes can move 
coherently without disturbing the background spin-pattern. 
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Thus, the broadening of the magnon spectral function arises from inter-sublattice 
hopping. To provide a physical picture for understanding the energy scales over which the 
broadening can occur, it is useful to treat the spins within a Schwinger son formalism and 
the vacancies as fermions, i.e. c†iσ = b†iσ hi, with b†iσ biσ + h†i hi = 1, where c† is the electron, 
b†σ are Schwinger bosons representing the spins and the fermionic h† is the vacancy creation 
operator. Magnetic ordering is equivalent to a condensation of the b bosons, with the 
Bogoliubov modes of b corresponding to the magnon excitations. The coupling between 
the magnons and the vacancies is then analogous to an electron-phonon interaction, with 
the vacancies playing the role of the “electrons” and the magnons playing the role of 
“phonons”. 
The dressing of the magnon spectral function by the mobile vacancies is given in 
terms of a self-energy that is proportional to the particle-hole excitations of the h fermions 
17. The Self-energy amplitude is proportional to the hopping parameters that are much 
larger than the spin exchange scales. Consequently, the spectral weight of the magnons 
is dominated by the self-energy, i.e., by the charge motion rather than the bare dispersion 
governed by spin-exchange. Therefore, the in- coherent ARPES spectrum leads to non-
dispersive features in the polarization function, that feeds into the magnon spectral 
functions. Ref. [24] provides an estimate of the bandwidth of 400 meV in Sr3Ru2O7 that is 
close to the damping scale seen in the RIXS experiments. Finally, strong spin-charge 
correlation arising from proximity to a Mott insulator can ex- plain two distinct features of 
the magnon spectrum: its non- dispersive nature and the approximate scale of the damping. 
While a more detailed modeling of the system is required to obtain the precise peak 
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position of 200 meV, it is only possible to justify such a scale if it is controlled by charge 








(a) Characteristic energies ω0 for the M modes in x = 0 (reproduced from Ref. [11]), x = 
0.17 and x  = 0.48.  Solid line is a fit using an effective mean-field bond operator model as 
discussed in the text.  
 
(b) Inverse lifetimes γ/2 of the M modes across the Brillouin zone in both the underdamped 
x = 0.17 and overdamped x = 0.48 samples.  
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Similar phenomena have been reported in the single layer system Sr2Ir1 – xRuxO7. 
Here Ru substitution leads to a spin- flop transition, coincident with the opening of a 
sizable gap in the magnetic excitation spectra 25, 26. Upon further Ru substitution magnetic 
order is suppressed completely, while the magnetic excitations become dispersion-less 
with gap values similar to those observed in Sr3IrRuO7 27. Strong S = 1 disorder, together 
with quenching of exchange couplings past nearest-neighbor, was invoked to explain the 
single flat band of excitations; however, this crucially cannot explain the strong 
enhancement of excitation gap. Instead, we propose that the strong interactions between 
spin excitations and charge quasiparticles as the genesis of the unconventional dynamics 
associated with the AF state in Sr3IrRuO7. Comparable damping and coupling of magnons 
to the charge channel are also reported in doped Mott states of electron-doped high- Tc 







7.2.3 Section Summary 
In summary, the intermediate AF metallic state realized following the global 
collapse of the charge gap in Sr2(Ir1 – xRux)2O7 is characterized by a strange metallic state 
with an incoherent Fermi surface. Strong coupling between the spin and charge 
excitations is reflected in the incoherent quasiparticle spectrum, which enhances the 
energy scale of excitations within the spin channel. Sr3IrRuO7 therefore stands as an 
intriguing example of an intermediate AF metallic state realized absent nanoscale 
electronic phase separation, instead possessing an intimate link between the global carrier 
dynamics inherent to the Fermi liquid boundary and the vestigial long-range AF order 
inherent to the Mott boundary. 
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7.3 Re-emergence of a Hole Doped Mott Insulator 
Investigation of the Ru hole doped Iridate 327 Fermi surface near x=0.5 show 
diffuse hole pockets centered at X point and little to no defined spectral weight at Ef. 
Multiple measurements were performed to improve ARPES results on multiple samples in 
several orientations at different instruments with unique photon properties. Highly 
dependent upon sample orientation and photon polarization, the fermi surface and over all 
band structure resembles a constant energy cut of the undoped parent compound (x = 0) as 
shown in Fig. 7.5. Utilizing the x = 0 samples to judge orientation and potential band 
structure changes through the basis of rigid band shifting it is possible to correlate the BZ 
of both materials. 
Constant energy cuts of samples with x = 0 at ~ 700 meV show not only a similar 
hole like symmetry, but also a similar polarization dependence seen to the pseudogapped 
fermi surface of the semi-metallic portion of the phase diagram. Doping past ~20% Ru 
shows increased Fermi surface weight as the metallic states begin to form within the 
crystal. Long range interactions between small, highly metallic areas surrounding the Ru 
dopant above 40% where near 50% hole doping the fermi surface is completely 
pseudogapped. Above 60% Ru localized doping of the Ru atoms become indistinguishable 
from a Ru based perovskite where Sr3(Ir1-x , Rux)2O7    Sr3(Ru1-x , Irx)2O7. Formation of 
distinguishable quasiparticles at or near Ef suggests the temperature dependence of these 
pseudogapped regimes is of great importance and requires a larger discussion which will 






Similarities Between (x = 0) Constant Energy Cut at 0.7 eV  






(a) Constant energy cut at binding energy (0.7 eV) of undoped (x=0) Sr3Ir2O7 with blue 
square outlining reduced AFM BZ, and white dashes outlining the undistorted BZ.  
 
(b, c) Fermi surface map of (x=0.5) & (x=0.54) respectively with blue square outlining 
reduced AFM BZ, and white dashes outlining the undistorted BZ. Samples measured 




Findings of increased metallicity seen through transport measurements within 
samples containing higher Ru doping agree with increased Fermi surface weight observed 
by ARPES over the complete Sr3(Ir1-x, Rux)2O7 doping regime.  ARPES scans of x < 0.5 
show little to no spectral weight near Ef, while the underlying emergent band structure 
(though at all dopings remains pseudogapped) all bare shocking resemblance to the x = 0.5 
sample fermi surface, and a constant energy cut at ~700 meV binding energy of the parent 
compound band structure.  While not shocking; the apparent agreement with a hole doped 
Sr3Ir2O7 suggests the underlying electronic structure over the doping regime tends towards 
Ef and can be confirmed by ARPES doping evolution measurements not shown here.  How 
the Mott gap collapses as the lowest doped samples already present a large global 
pseudogap washing away the top of the X point hole pocket is unknown.  Though, it should 
be noted all near Ef states have shown no coherent QP at any temperature presenting a 
pseudogapped relativistically driven Mott-SOC system.   
Samples were measured at Stanford Synchrotron Radiation Lightsource (SSRL) BL 
5-4 with 25 eV LH photons after being cleaved under ~ 3 x 10-11 torr, at a constant 
temperature of 30 K.  Figure 7.6 (a) shows a constant energy cut of the parent compound 
Sr3Ir2O7 at 700 meV with +/- 30 meV integration window, including an overlay of the 
reduced (blue) and extended (white dash) Brillion Zone (BZ) while (b, c) show a 
polarization dependent, emergent fermi surface with incoherent quasiparticle (QP) spectral 
weight upon significant (x ~ 0.5) doping.  Sample x = 0.5 (b) was measured at 45° w.r.t. x 
= 0 (a) and x = 0.54 (c) eliminating errant matrix element effects and illustrates the vacant 
hole pocket located at (π,0) regardless of sample orientation.  Color cuts denote and 
correlate the scan line along the fermi surface with the corresponding energy cut scan 
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across the doping regime since the BZ structure changes little.  Noting the slight change in 
structural lattice parameter (and no structural change) over the whole doping regime we 
can safely say the representative cuts along the high symmetry directions of x = 0 
correspond directly with doping up to x = 0.5.  These cuts are shown over a schematic of 
the BZ in (d) denoting the high symmetry points and along which zone boundary the color 
coded cuts were measured.  High symmetry ARPES scans along cut 1 (yellow) and cut 2 
(green) of the parent compound (x=0) are shown in (e) with a dashed yellow arrow leading 
into a green dashed line at ~ -700 meV from where the constant energy cut shown in (a) 
originates.  Sr3(Ir0.46, Ru0.54)2O7 momentum cuts are shown in (f) where highly linear 
vertical dispersions lend themselves to incoherent spectral weight coherently 
pseudogapped out to an energy ~50 meV below Ef.  An un-rotated, symmetrized fermi 
surface of (b) is represented in (g), with the original data outlined in a light black frame to 
further illustrate the contrast with measurements obtained in a π/4 azimuthally orientated 











(a) ARPES intensity scans along high symmetry cuts noted by color coordinated arrows in 
(b) measured at 30K with 25 eV LH photons.    
 
(b) Brillion Zone (BZ) diagram with labeled high symmetry points and cuts referenced in 
(a, d-e). Red circles represent hole pockets at X-point related to the undoped parent 
compound. 
 
(c, d) EDC waterfall of image in (a) with arrows that traverse a high symmetry momentum 
plane between two high symmetry points related to the AFM BZ. Cuts correlated by color 
and direction noted in (b) show energy dispersions for Gamma (Red), M-point (blue), and 
X-point (green). 
 
(e) Fermi Surface Intensity Map (x = 0.54) with reduced (AFM) outlined by blue square 
and full BZ (1 Ir-O) per BZ. 
 
(f) EDC’s (Density of States) taken at M-Point (blue lines in (c, d)) measured with Eph = 











(a) ARPES intensity scans along high symmetry cuts noted by color coordinated arrows in 
(b) measured at 30K with 25 eV LH photons from Fig. 7.6.    
 
(b) Brillion Zone (BZ) diagram with labeled high symmetry points and cuts referenced in 
(a, d-e). Red circles represent hole pockets at X-point related to the undoped parent 
compound. 
 
(c, d) MDC waterfall of image in (a) with arrows that traverse a high symmetry momentum 
plane between two high symmetry points related to the AFM BZ. Cuts correlated by color 
and direction noted in (a, d). 
 
(e) Fermi Surface Intensity Map (x = 0.54) with reduced (AFM) outlined by blue square 
and full BZ (1 Ir-O) per BZ from Fig. 7.6. 
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7.3.1 Fermi Surface Reconstruction of the Sr3IrRuO7 
ARPES measurements of the cuprates often suffer from Fermi surface 
reconstruction caused by cleaving samples at low temperatures. Sample measurements at 
low temperatures are susceptible to the conditions under which the crystals are cleaved 
prior to measurement. Comparison between FSM resulting from ARPES measurements on 
samples cleaved at low (~4 K) vs high (150 K) temperatures and subsequently quenching 
the sample to 4 K are useful. Differences between these FSMs allow understanding 
between types of bonding occurring within the crystal vs surface and a host of other factors. 
7.3.2 Extended S-Wave (s′) vs P-Wave (p) Pseudogap 
Evidence presented thus far conclusively proves the development, existence, and 
evolution of a pseudogapped insulating phase within the Rutheno-Iridate system. In later 
chapters’ further evidence will be presented quantifying an increased hole doping when Ru 
site replacement of Ir reaches 75%. Samples near this doping range develop a Quantum 
Critical Point (QCP), therefore understanding the dynamics creating the FSM of lower 
doping is useful. ARPES observations of a possible superconducting gap among other 
unique properties within the doping range (x = 0.5 to x = 0.75) making the pseudogapped 
portion of the phase diagram important. Among the characteristics that describes a Mott 
insulating system is a progressive suppression of states (spectral weight or photoemission 
intensity) with high intensity at BZ boundaries progressively decreasing towards Γ.  
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Fig. 7.9 is a Fermi surface map of a sample cleaved and measured at 6 K using 25 
eV LH photons constructed by stitching together several smaller maps. Together they 
reveal a nearly octagonal Fermi surface connecting the AFM BZ shown in grey dashes 
while the structural BZ (white dashes) retains a higher symmetry than the reduced BZ. It 
is obvious the primary band structure can only be described through the structural BZ since 
both Ruthenates and Iridates share a structural similarity. Regardless of BZ definition or 
choice all photoemission events decrease towards Γ. Suppression of states at Fermi level 
can be seen in Chapter 8 where the Rutheno-Iridates are studied more in-depth. If one 
were to define the FSM by the AFM BZ and map out the pseudogap they would find 
similarities to p-wave or extended s-wave (s’) rather than d-wave or s-wave symmetry. 
This is not unexpected since the Ruthenates and Iridates are known multiband R-P 
structures, therefore sharing a single octahedral coordination the magnetization can play a 
much larger role. Cuprates, on the other hand do not have several ligand bonding avenues 









(a) Photoemission intensity along high symmetry cuts noted by green arrow in (d) 
measured at 19K with 72 eV LH photons.  Black line above EF is the MDC intensity at EF 
along “green” cut with vertical dashes highlighting MDC peaks and labeled kF-# 
coordinating with (b)- kF-1, (c)- kF-2, (e)- kF-3, (f)- kF-4,   
 
(b, c) Overlapping EDCs at (b)- kF-1 and (c)- kF-2 for temperatures (19, 30, 45, 65, 85, 111, 
114, and 4K*). Scans measured with temperature rising, i.e. (19k  114K), and 
temperature EDC color coded from blue (19K to 114K) with added cyan bold line imposed 
behind the EDC stack denoting EDC intensity after quenching sample from 114K to 4K 
within 2 min. Inset: EDC intensity shifts shown for 200 meV below EF all showing similar 
magnitude of leading edge gap shifts ~24meV for the 19K  114K.      
 
(d) Fermi surface intensity map (x = 0.5) with outlined high symmetry planes in blue 
dashes. 
 
(e, f) Overlapping EDCs at (b)- kF-3 and (c)- kF-4 for temperatures (19, 30, 45, 65, 85, 111, 
114, and 4K*). Scans measured and labeled as in (b, c) though remarkably, the two sets (b, 
c) and (e, f) begin with different binding energies (~ 90 meV & ~45 meV respectively) and 





Fermi Surface Map of 50% Ru Doped Ir-327 
 
 
Measured at 6 K using 25 eV (LH) with AFM BZ (a = 5.55Å) outlined by Grey dashed 
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8.0  Quantum States in the Sr3(Ir(1-x), Rux)2O7  
(0.5 < x < 0.75)  System 
8.1 Introduction 
Chapters 1 – 7 investigate quantum states arising when materials form unique 
interaction properties leading to non-monotonic chemical potential shifts and presence of 
a pseudogap. Whether discussing the origins of superconductivity within the cuprates or 
colossal magneto resistive (CMR) ceramic materials the pervasive existence of such an 
undefined state presents complications when trying to quantify the phase diagram of these 
materials. With no solid definition, several observed phenomena can only be discussed 
with respect to the crystalline system undergoing a quantum transition. Dopant type, 
sample preparation and various other quantities can then only be discussed with respect to 
the exotic behavior found within the system. Therefore, investigative projects tend to 
compile the greatest amount of data by tracking the incorporation of ever-increasing dopant 
into the crystalline system until a percolation threshold is reached.  
Percolation thresholds exist w.r.t electronic, magnetic and structural components 
whereby any mixing of the three components can instigate a quantum state. The 
superconducting region of the phase diagram gives rise to an over-doped “standard” 
metallic state with a closed, un-gapped Fermi surface. Origins of thresholds must be 
interoperated when identified often leading to phenomenological based theories after 
exhaustive measurements. Such is the case as the Ru doping approaches ~70% replacement 
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of Ir in the Sr3Ir2O7 double layer perovskite. Detailed ARPES measurements of crystals 
doped with x > 0.6 show the undefinable bands present in the pseudogapped x=0.5 give 




8.2 Electronic Band Structure 
Measurements of multiple crystal growths provide a final percolation band 
structure whereby the doping properties of Ru for Ir converge to provide a clearly definable 
fermi surface. Systematic tracking of near Ef conduction and valence bands with increased 
B-site doping of Ru for Ir reveals a highly correlated Relativistic Mott Metal (RMM). The 
resultant electronic structure retains the high bandwidth and linear “waterfall” like 
properties seen in the semi-metallic region of the Ir-Ru phase diagram similar to cuprates. 
More akin to incoherent metallicity, ARPES measurements suggest a pseudogapped 
metallic state due to the greater degree of coherence between the Ir atoms vs the Ru dopant. 
Fermi surface measurements of the basal plane reveal a hole doped Ir-327 band structure 
reminiscent of a nearly perfect tetragonal phase where multiple bands disperse above EF 
centered at X-point.  
Substitution of Ru for Ir atoms presents an interesting query since we know the end 
product of Sr3Ru2O7 has a single layered variant, Sr2RuO4, which is a known fragile 
superconductor where extremely minimal amounts of dopants destroying the modes 
responsible for the Tc. Incorporation of Ru dopants forces the system to grow through 
randomly distributed dopant puddles separated due to the ferromagnetic Ru-327 clusters 
forming within an antiferromagnetic Ir-327 background. ARPES measurements confirm 
the hole doping occurring throughout the AFM portion of the phase diagram (x < 0.4) 
where onset of pseudogapped metallic states can be found. Band structure measurements 
along the high symmetry cuts seen in Fig. 8.1 illustrated the evolution of near EF states 
with increased Ru doping. Trending of the hole pocket at X-point reveals the correlation 
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gap increases with Ru doping and not hole doping specifically. Gradual formation of 
nanoscale magnets due to phase separation within the Sr3IrRuO7 system occurs through 
aggregated Sr3Ru2O7 unit cells.  
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Brownian motion within a crystal melt allows for materials to form complex 
systems through random dispersal of dopants or allowing ordering to occur. Control of 
temperature gradients and other variables can further promote formation of specific 
crystalline properties. High Z elements creating the crystal structure allow for greater 
incorporation of smaller sized dopants and lattice distortions change to accommodate the 
bonding properties of specific orbital symmetries. Of particular importance is the spin 
dynamics of a particular dopant, and in this respect the S = 0 of Ru atoms vs the S = 1 in 
Ir presents a basis on which to understand the band structure progression. Similar 
coordination numbers for Ir and Ru also allow greater integration of the smaller Ru atom 
into the Ir site. Together with the general hole doping provided by a lower valence atom 
the crystal must present a coherent phase diagram and is best understood by first relating 
the properties to a change in chemical potential. 
Traditionally, B-site doping of layered perovskites is not as investigated as A-site 
doping due to evidence suggesting the origin of high Tc cuprates lies within the coherence 
of modes present within the Cu-O bonding plane. Typical A-site doping leads to increased 
Tc by adding charges in lieu of Sr or La thereby adding electrons or holes to a region of the 
unit cell not affecting the Cu-O plane. Conversely, B-site doping directly disrupts the Cu-
O modes by placing a non-periodic atom within a “perfect” Cu-O bonding plane. As 
electrons stream across this plane any dopant presents a unique scattering disruption. 
Similar doping within the iridates removes an Ir atom from the ever important Ir-0 plane 
responsible for the AFM. 
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8.2.1 Fermi Surface Properties 
Investigation of the Ru hole doped Iridate-327 Fermi surface near x=0.5 show 
diffuse hole pockets centered at X point and little to no defined spectral weight at Ef. 
Multiple measurements were performed to improve ARPES results on multiple samples in 
several orientations at different instruments with unique photon properties. Highly 
dependent upon sample orientation and photon polarization, the Fermi surface and overall 
band structure resembles a constant energy cut of the undoped parent compound (x = 0) as 
shown in Fig. 7.5. Utilizing the x = 0 samples to judge orientation and potential band 
structure changes through the basis of rigid band shifting it is possible to correlate the BZ 
of both materials.  
Constant energy cuts of samples with x = 0 at ~ 700 meV show not only a similar 
hole like symmetry, but also a similar polarization dependence seen to the pseudogapped 
Fermi surface of the semi-metallic (underdoped) portion of the phase diagram. Doping past 
~20% Ru shows increased Fermi surface weight as the metallic states begin to form within 
the crystal. Long range interactions between small, highly metallic doped areas occur 
above 40% and near 50% hole doping the Fermi surface is completely pseudogapped, while 
above 60% Ru localized dopant atoms become indistinguishable from a Ru based 
perovskite where Sr3(Ir1-x , Rux)2O7    Sr3(Ru1-x , Irx)2O7. Evidence of the pseudogapped 
state can be see in Fig. 8.1 where the formation of distinguishable quasiparticles at or near 
Ef is destroyed. Chapter 7 discussed the electronic and magnetic properties associated with 
Sr3IrRuO7 pointing out the temperature dependence of pseudogapped states by ARPES.  
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 Assuming the reader is thoroughly satisfied the observed Fermi surface maps thus 
far constitute a properly defined pseudogapped state; the remaining discussions will focus 
on the features discovered within this state. ARPES measurements of the x < 0.5 Ru doping 
range reveal incoherent states unresolved due to little or no spectral weight at Fermi level. 
Features visible within the FSM in Fig. 8.1 are the resultant of multiple bands interacting 
at EF where overlapping Bloch states hybridize. Pseudogap properties can define the 
symmetry of interactions occurring within a system and evident as the Cuprates d-wave 
symmetry pairing can be found in both the SC and pseudogap phase. Pseudogapped Fermi 
surfaces evolve into the HTSC counterpart through progressively reducing interaction gap 
properties thereby linking the pseudogap and SC phase dispersions. Most importantly, we 
can draw the conclusion a similar phenomenon to Cuprate pseudogap and HTSC Fermi 
surface evolution is occurring within the Ir-Ru system. Through rigorous ARPES analysis 
the Fermi Surface Maps in Fig. 8.1 to Fig. 8.9 highlight several relevant properties needed 
to identify the unique dispersions found within the Rutheno-Iridate system. In particular, 
the multiband nature and pseudogapped dispersions resemble an extended s-wavy pairing 
symmetry with a scattering vector (π, π) that more resembles a p-wave symmetry. These 
conclusions are understandable since the high SOC and heavy elements (Sr, Ru, Ir) make 
this evolution into a superconductor coupled similar to a heavy fermion superconductor 







Fermiology of x = 0.63 
 
 
Fig. 3 Fermi Surface Map of Sr3(Ir(1-x), Rux)2O7 (x = 0.5)  
 
(a) ARPES Fermi Surface map measured at 4K with 72 (eV) LH photons. Outlined in blue 
dashes are the high symmetry planes clearly visible within the mapping using a repeating 
unit cell derived from structural lattice constant (a = 3.98 Å). Measured off-normal 
emission provides additional insight into higher degrees of ordering within the (x = 0.63) 
doping range. Evident are the intersecting circular BZ that form a completely symmetric 
Fermi surface within a BZ area 4x greater than the structural BZ. Regardless of zone center 






Influence of Polarization on the Fermi Surface  







a) Linear Vertical- ARPES Fermi Surface map measured at 6 K with 72 (eV) LV photons. 
Blue dashed outlines carried over from previous figures and superimposed hour glass 
figures with green and red infill illustrate the polarization reversal within the expanded 
structural unit cell. 
 
b) Linear Horizontal- Similar conditions as (a) produce a clearer Fermi surface map with 
Linear Horizontal polarization due to the matrix element effects within such a highly 
correlated crystal system. Green and red infilled hourglasses rotated w.r.t color denoting 
the chirality between the scans at BZ centers giving approximate visualization of correlated 













(a) ARPES Fermi Surface map measured shown in Fig. 8.1. 
 
(b) Fermi surface map of (x = 0.48) measured at 19K with 40 eV LH photons covering a 
portion of the Fermi surface shown in (a) as what appears to be a (π, π) scattering vector. 
Full momentum range shown (-0.8, 0.8) represents an unfolded tetragonal BZ and has a 
scattering vector not commensurate along the  /2 vector.       
 
(c, d) Fermi surface intensity map of (x = 0.5) and (x = 0.75) measured with 72 eV LH at 
19K and 7.2K respectively. Clear changes in dispersion are evident as well as the 
enlargement of the circular pocket abutting the -0.8 (A-1) high symmetry plane.  
 
(e, f) Overlapping EDCs of (Fig. 7 (e)- kF-3 & (f)- kF-4) and ((b)- kF-1 & (c)- kF-2) for 
temperatures (19, 30, 45, 65, 85, 111, 114, and 4K*). EDC line profile, temperature change 







Rigid Band Shift Comparison Between (x = 0.5) EF  
& (x = 0) Constant Energy Cut at 0.7 eV 
 
 
Collapse of Insulating Gap with Increased Bandwidth  
 
(a) Constant energy cut at binding energy (0.7 eV) of undoped (x=0) Sr3Ir2O7 with blue 
square outlining reduced AFM BZ, and white dashes outlining the undistorted BZ.  
 
(b) Fermi surface map of (x=0.54) with similar BZ notations as in (a)  
 
(c, d) High symmetry cuts along the MGM (c) & XMX (d) directions with green and 
yellow arrows corresponding to cuts taken along BZ in (a). Vertical dashed lines correlate 
high symmetry points outlined in (a) with colors representing: Green (M-Point), White 
(Gamma), and Red (X-Point). 
 
(e, f) High symmetry cuts along the MGM (c) & XMX (d) of (x=0.54) with similar color 




Constant Energy Cuts of  




Near EF Dispersions of Sr3(Ir1-x, Rux)2O7 (x = 0.54) at 30K & Eph = 25 eV (LH) 
 
(a) ARPES constant energy cut above Fermi level with Binding Energy EB = (-)50 meV 
and integration window (+/-)20 meV.    
 
(b) Fermi surface map (EB = 0) meV with (+/-)20meV window. 
 
(c - f) ARPES constant energy cuts below Fermi level with (+/-)20 meV window for 









Pseudogap and Fermi Surface  
Weight of x = 0.54  
 
 
Symmetrized Fermi Surface Map of (x=0.54) & M-Point EDC shifts over low doping 
(x=0  x=0.5) 
 
(a) Fermi surface map (EB = 0) meV with (+/-)40meV window, 25 eV (LH). 
 
(b) Symmetrized Fermi surface map of x=0.5 with AFM BZ in grey solid line and 
undistorted BZ in white dashes. Measured 45° w.r.t. x=0.54 shown in, and rotated as to 
respect the same BZ symmetry  
 






Gap Properties  
 
 
(a) EDC waterfall representing DOS along momentum vector denoted in Fermi surface 
map in (d). Inset shows of EDCs symmetrized at 0 eV noting first yellow EDC represents 
G and last black EDC represent M-point.  
 
(b) Gap size as determined from Dynes fitting shown in (e) and color coordination to 
EDCs in (a). Inset showing intensity at EF from fitting across the M-Γ-M high symmetry 
plane represented by black arrow 
 
(c) Fermi surface map measured at 7K with Eph = 25 eV LH, black arrow corresponding 
to high symmetry cut from G to M-point.  
 









Observed Band Crossings in Sr3(Ir 0.46, Ru 0.54)2O7  
 
(a) Photoemission intensity scan of (x=0.54) along M-Γ-M high symmetry cut with EF 
MDC overlaid in black integrating +/- 10 meV around EF.   
 
(b) Black MDC waterfall stacked above EF representing the first 9 MDCs above EF 
integrating 4 meV per line ranging from +4 meV (bottom) to +36 meV. Scan shows 
bands with significant weight dispersing across EF. 
 
(c, d) Subtracted Fermi-Dirac function (c) and symmetrized photoemission (d) scan along 





Temperature Dependence of (x = 0.54) Near EF States  
 
(a – d) Temperature dependence of EDCs collected at momentum points noted in (e, f) 
(e, f) Photoemission intensity scan of (x=0.54) along the M-Γ-M (a) and X-M-X (b) 
momentum planes measured at 6 K with Eph = 25 eV LH, blue MDCs plotted show 
intensity integrated with +/- 15 meV window revealing band crossings used to measure 
temperature dependence in (a - d)  
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8.3 Ferromagnetic Cluster Expansion Model 
Mean field theories take the essence of imperfection out of the equation and impose 
parameters in which each theory is scenario specific. Just as the Fermi liquid model can 
provide an accurate description of the metallic behavior in materials, it fails to describe the 
insulating and magnetic states within materials. The rigidity of most theoretical models 
require their application to only a few systems that fit the initial conditions. Treatment of 
the spin and charge states within materials and their periodicity are often difficult to 
categorize, let alone theorize. Several models can be put forth to describe Ferromagnetism 
and the transition into the ordered magnetic state from a disordered magnetic material. 
Materials exhibit magnetic ordering when temperatures reduce past a critical point and the 
onset of quantum states (including ferromagnetism) can be observed. This originates from 
the spin states found within materials and ordered due to their chemical bonding properties, 
magnetism can take on several distinct phases. Transitions between these possible 
magnetic phases are cumulative reactions of quantum states within specific bonding sites 
of materials. HTSC materials have a remarkable codependence with the oxygen cage 
forming an octahedral structure with oxygen atoms on the external vertices and a metal ion 
at or near the center. Magnetic moments reside within each metal atom and periodic 
distributions of these spin states form a long range ordering.  
The ability of external applied fields to affect the magnetic moments present in 
materials allows quantification of the magnetic states through hysteresis and temperature 
measurements. Materials can have Ferromagnetic, Ant-Ferromagnetic, or Para-magnetic 
ordering depending on their chemical properties and processing conditions. Transitions 
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between magnetic states are driven by the presence of an external factor, be it temperature, 
field, dopant (not controlled by the crystal), etc. Often structural transitions accompany the 
magnetic phase changes, though R-P perovskites have the ability to transition between 
magnetic phases utilizing Peierls transitions. By allowing octahedral distortions to reduce 
energy within a crystal by changing symmetry, the crystal can undergo a magnetic phase 
transition without the need for structural reordering. These transitions allow materials to 
decouple the structural from magnetic portion of the free energy lowering the required 
energy to enter/exit one of these quantum states. Materials existing near Quantum Critical 
Points (QCP) have signatures of many magnetic properties, often transitioning from PM to 
FM to AFM as temperatures decrease. As the sample cools, phonons decrease frequency 
and the structural unit cell contracts this puts a strain on the alignment of magnetic 
moments and can force the entire material to snap into a single quantum state.  
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Paramagnetic materials have randomly oriented spin vectors originating at each 
magnetic site within the crystal lattice. Alignment of the spins through cooling below the 
Curie temperature institutes a ferromagnetic ordering of the spin states to a global vector. 
Formation of the global vector is highly material dependent, through the end result is a 
single magnetic vector shared by the entire material. Anti-ferromagnetism requires 
breaking additional symmetries within a 2D plane if only considering the mirror symmetry 
and effective nature of a down spin electron. In other words, if the initial field is required 
to be either a single spin up or down basis set correlated by mirror symmetry the problem 
would need to include superposition of the states.  
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8.3.1 Doping Symmetries & Density Thresholds 
Treating charge and spin on equal footing requires abandoning calculation based 
theoretical modeling for one that is empirically based. The ability of cluster models to 
describe physics in simplistic terms stems from force diagrams taught to undergraduate 
physics students in order to visually represent the forces at work. Most famous spin model 
is the Ising model used to describe magnetism within materials and can successfully 
provide accurate descriptions of interactions occurring among atoms within a crystal. 
Though, within this model the translational symmetry is always irreversibly broken upon 
flipping 4 spins (2D) or adding 2 charges regardless of size and model. Additionally, the 
placement of atoms at sites not commensurate with a superstructure will always perturb the 
system, therefore the model is susceptible to incongruities it created. Attempting to 
decrease the dimensionality of the phenomena in a mean field fashion wipes away phase 
information. Since quantum mechanical treatments are simply concerned with the real parts 
of the Hamiltonian, interactions stemming or residing in phase space are never fully 
accounted. Solving Hamiltonians using the interaction picture still cannot resolve many 
body physics since the mathematics builds in automatic | |2 of any observable. Cluster 
models can express those interactions through depiction by working with an understanding 
of what the symbols and colors mean. The versatility automatically imbued within the 
cluster models removes the need for solving complicated Hamiltonians, or can reduce the 




8.3.1.1 Constant Volume Cluster Expansion of Ferromagnetic States 
 
In Figure 8.10, increasing Ferromagnetic moments are shown by red boxes replace 
sites initially populated by Anti-ferromagnetic states (blue boxes) within a defined unit cell 
volume. Cluster states defined here are the non-trivial solutions for expansion of the 
magnetic unit cell starting with the red square defined in the (32) cluster. Defining the 
expansion along a single direction natural to AFM materials will ease the calculations, thus 
we choose a (π, π) wavevector represented by the red arrow. Restricting the growth to a 
1D model within a 2D surface we can only quantify the phases unique to incremental 
growth when a filled diagonal state becomes completely full. (42) to (52) increases the 
fractional volume of FM/AFM moments. Completion of the nesting (π, π) wavevector from 
the 32 cluster defined by the red arrow additionally defining the full cluster BZ as the FM 
phase becomes dominant in the (62)   and (72) clusters.  
 


















Top Row:  1-D Cluster Expansion 
Middle Row:  1-D Cluster Expansion Through (π,π) Vector Growth 







8.3.1.2 Translational Symmetry Pairing of Cluster States 
 
Growth of Ferromagnetic regions within a crystal vs doping can be described by 
inclusion of island growths eventually coalescing into a single structure. Prior to a single 
Ferromagnetic material forming the island growths must remain separated or the definition 
of the cluster is lost. Illustrated with increasing dopant concentrations from left to right, the 
122 cluster supercell can represent a variety of incremental doping percentages by 
tessellations of any of the first order cluster basis set. Illustrated in succession are a 
combination of 4 cluster unit cells with total dopant concentrations listed above the image.  
They all share a single origin where no spins reside and only a vanishingly small 
symmetry point exists for reference purposes. Defining the unit cell based upon structural, 
electronic or magnetic properties requires the translational symmetry within materials to 
be preserved, though inclusion of clusters during percolation doping ranges can be useful. 
No longer defining the origin as a unique point allows quantification of the field which 
forms the basis of mean field theories (MFT). The deficiency of theoretical models based 
upon a mean field approach is the need to quantify the entire field; making any 
imperfection, impurity, or distortion not periodic a complex variable. By assigning 
complex variables to point particles within a mean field any imperfections can be 
categorized by assigning random phases which interact based upon their phase difference 
w.r.t the excitations. Simply put, MFT base approaches utilize the phase space to describe 
interaction parameters, though only the scalar portions can be determined. So, if an electron 
streaks across a crystal and comes nearby several imperfections they are all treated first, as 
imperfections and then based upon what atomic species. 
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As FM states overtake AFM states within the expansion cluster model only the need 
of a first-order basis set are required. Tessellations of the various cluster squares allows 
incremental averaging of the unit cell over a larger range covering what amounts to a 
second order perturbation within the system. Grey crosshairs represented in Fig. 8.10 
(bottom row) illustrate the sharing of a vanishingly small symmetry point among 4 cluster 
unit cells regardless of FM concentrations. Illustrated are a selected combination of cluster 
models with incrementally increased FM dopant concentrations sharing a common 
symmetry point. Regardless of the FM/AFM ratio present in any quadrant the total is 






2-D Cluster Expansion 
 




Top Row:  Translational Symmetry Pairing of Cluster States with and Without 
AFM background (i.e. Paramagnetic background) 




8.3.2 Boundary Matching Conditions 
Automatic, as long as the restrictions are kept preventing the outside border we can 
rely on scaling and translational distribution in 3D. Since we restrict the unit cell size, each 
clusters border must maintain a degree of normalize-ability by requiring each unit cell to 
have an AFM border. By normalizing the Unit Cell Quartet (UCQ) choosing a dopant site 
becomes an investigative tool rather than a symmetry breaking. Key to this model is the 
inclusion of defects or impurity fields by restricting all other BZ symmetry choices to 
contain the same energy and size. This model will not provide underlying bonding 
properties of a material, only normalize and describe the effective changes within a system 
regardless of carrier choice.  
Defining the out-of-plane asymmetry is easily done by utilizing a null point rather 
than an atomic site for defining the highest symmetry point.  Fig. 8.12 illustrates the 
usefulness of maintaining a unique null point (green arrow going through left stack) during 
calculations whereby we can see progressive rotation by π allows for inter-layer cluster 
effects to be calculated. Since intra-layer energies are calculated by the cluster and 
normalized w.r.t. the nearby quadrant they will always play the dominating force as out-
of-plane coupling requires considerably more energy. Thus it is natural to consider the local 
quadrant and subsequently nearest neighbors and z-axis layering since we control the 
scaling within the system as the state emerges. 
Control of the impurity state formation can lead to instances where the dopant is 
strongly or loosely ordered out-of-plane (along the “c-axis”) w.r.t the AFM or the FM 
ordering. Allowing each to retain spin direction independent of one another forces the 
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growth to occur along a 1D chain whereby the incremental growth occurs at cubic stages. 
As illustrated in Fig. 8.11 the increased FM phase destroys the AFM portion along the 
diagonal real space axis, which corresponds ONLY to the same spin axis. If two dopant 
atoms were to coalesce, the lowered energy state is first out of plane, and the second would 
be supersymmetry scattering by a (π, π) vector. Only when dopant atoms reach 12.5% 
(with mirror symmetry) or 25% (without mirror symmetry) do phase transitions occur from 
the electronic-magnetic coupling.  
Most materials cannot exceed a percolation threshold due to random incorporation 
of impurities and materials that can form phase separated regions. Phase separation occurs 
since the lowered energy state is a puddle of similar material when in the crucible and 









3-D Cluster Expansion 












8.3.3 Ruthenate Band Structure 
The Ruthenate basal plane Fermi surface can be constructed by employing 
symmetry rules and illustrated in Fig. 8.13 (a, c) for the Ru-214 and Ru-327 systems where 
the hybridized Fermi surface resulting from conduction bands consisting of Ru-O bonds 
are on the left. Bi-layer interactions become evident when hybridization of the conduction 
bands in Ru-327 break rotational symmetry pinching in several k-points. The Ru-327 basal 
plane image does not depict the system with an O6 octahedral rotation usually found in the 
Ruthenates intentionally and any distortion would fold the image by a (π, π) vector. It is 
this scattering that is absent in the Rutheno-Iridate system resulting in Fermi surfaces 
similar to the basal plane plotted in (c). Theoretical calculations illustrated in Fig. 8.13 (b, 
d) are reproduced to illustrate the LDA+SOC band structures of the Ru-214 system and the 






Ruthenate & Iridate Band Structures 
 
 
(a, c) Ru-214 and Ru-327- Basal plane Fermi surface with Ru-O bonding chains and Ru-
O bonding planes illustrated on the left by circles and lines (vertical and horizontal) 
respectively. Hybridized Fermi surface resulting from conduction bands constructed of Ru-
O bonds are on the right. The conduction states modeled here are for perfect tetragonal 
structures, and no O6 distortions. 
 
Fig. 6.10:  Effect of octahedral rotations on the bandgap 
 
Band dispersions along the in-plane high-symmetry directions of the Brillouin zone 
calculated for (Sr1−xLax)3Ir2O7 in a crystal structure without (a) and with (b) distortion due 
to the 12◦-rotation of the IrO6 octahedra. The strength of spin-orbit coupling is assumed to 
be 1.9 times the value obtained in self-consistent computations, and U =2 eV. The bandgap 
generally decreases as the structural distortion weakens, although the amount of reduction 
depends on the parameters used in the computations. 
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8.3.4 Rutheno-Iridate Band Structure 
Inter-growth of two phases of material Ir-327 and Ru-327 occurs along several 
routes besides magnetism, namely structural and electronic interactions. Formation of a 
single crystal requires a coherent state otherwise the system will result in small particle 
sizes with grains of each phase present. Early attempts to grow Rutheno-Cuprate 
Ferromagnetic Superconductors (FMSC) resulted in small grains destroying 
superconductivity that could only be found in very high quality crystals. The incorporation 
of Ru created a complicated magnetic system and largely abandoned due to the Cuprate 
popularity and HTSC properties. Aggregation of FM nano-magnets forming Ru-214 
puddles in Cu-214 systems caused structural distortions at the domain edge placing a high 
strain propagating throughout the Cu planes. When in the melt, a lower energy state rather 
than forming long range correlations is to break symmetry reducing the system size and 
forming small grains with multiple domains. Though the chemical and structural properties 
are correct, the formation into a single crystalline state is prevented due to the 
incompatibility between the two phases.  
Rutheno-Iridates are less susceptible to forming individual grains and more likely 
to form a global state when properly processed. ARPES and subsequent SEM 
investigations of measured surfaces reveal high quality samples all which cleave into 
layered materials regardless of Ru doping. Larger, better quality crystal surfaces which 
always correlated to higher quality ARPES scans reveal the compatibility between the band 
structures not evident in Rutheno-Cuprate literature. Fig. 8.14 (c) reproduces Fig. 8.13 with 
an overlay of the undistorted Iridate AFM BZ where doping induced electron pockets can 
be found emerging at M-point from Chapter 5. Various calculations plotted in Fig. 8.14 
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(c) illustrate the possible band structures associated with the Ir-327 system categorized by 
distortion and magnetism.  
When viewed together, the band overlaps occurring at domain edges must preserve 
a bonding symmetry between the Iridate and Ruthenate band structure for inter-growth to 
occur without translational symmetry breaking resulting in multi-grain rather than multi-
domain crystals. Because the need to preserve translational symmetry is of paramount 
importance, the 2D layered structure provides an avenue of lower energy formation by 
allowing FM aggregating along the plane rather than in 3D. Since 3D effects require 
interlayer FM coupling the predominant band structure comes from the Metal-Oxygen 
bonding plane. By visual analysis of Fig. 6.10 reproduced below Fig. 8.13 (d) it is possible 
to identify the most likely bonding avenue between an Iridate and Ruthenate BZ. Requiring 
separated puddles of Ir-327 and Ru-217 to grow among each other we can look to bands at 
~300-500 meV in Fig. 6.10 and Fig. 8.13 (d) at Z and Γ respectively to see the bonding 
coordination, symmetry and energy would provide the most likely avenue for planar 
bonding. Simply put, the Ru and Ir octahedra would most likely form bonds between the 
Ru Z-point and Ir Γ-point since the overlaps at X and M point are primarily dominated by 










(a, b) Reproduced from Fig 8.13 with overlaid Undistorted AFM (a) in (c) illustrating the 
placement of an electron pocket pair at each AFM Nodal point (π/2, π/2). 
 
(c) Fig. 5.5: Interplay of effects of structural distortion and antiferromagnetic 
correlations on the low-lying band structure.  
Fermi surface (a) and dispersion along high-symmetry directions in the Brillouin zone (b) 
for the undistorted crystal structure (i.e., without octahedral rotations) including 
antiferromagnetic correlations. U = 2 eV and spin-orbit coupling strength is set at 1.9 times 
the GGA+U self-consistently obtained value, i.e. SOC=1.9. (c) Band structure for the 
paramagnetic state (PM) with distorted lattice. SOC=2.5. (d) Band structure when both the 
structural distortion and antiferromagnetic correlations (U = 0.727 eV, SOC=1.9) are 
included in the computation. 
(e) Fig. 5.6 Reproduction  
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8.4 Waterfall and Linear Dispersions in IrRu-327 
 
Another prerequisite for Mott driven systems with correlation driven physics are 
highly linear dispersions of near EF spectra. Data thus far presented proves a hole doped 
Iridate forms when Ru atoms replace the Ir sites. Therefore, the effective hole doping of 
the background Ir-327 AFM-I results in a metallic state provided by islands of magnetic 
Ru clusters. Rigid band shift of the Iridate (x = 0) band structure towards EF (see Fig. 8.14 
(d)) would result in a hole doped metal by way of the X-point and possibly Γ-point hole 
pockets dispersing above EF. The onset of metallic states with increased Ru doping 
confirms the evolution of the system towards a metallic state with evidence suggesting the 
AFM portions seamlessly bond in-plane Ru and Ir octahedra along the perimeter of a FM 
nano-magnet. Since the Iridates and Ruthenates share a similar in-plane structural ordering, 
the lattice mismatch between the AFM and FM sites is reduced to considering the magnetic 
and structural (Ru vs Ir) ion size. Correlation between the unit cell volumes at both ends of 
the doping spectrum vs the Sr3IrRuO7 volume may reveal the amount of structural strain 
placed on the border states. This allows the only bonding between Ru and Ir unit cells to 
occur at cluster perimeters defined by the “borders” drawn in the AFM-FM cluster 
diagram. We can assume the outer border created by the AFM states buffers the internal 
FM states and scales the resultant doping by scaling the electronic or magnetic part of the 
free energy.  
 Even though the Sr3IrRuO7 system forms metallic samples the Mott physics 
responsible for creating the AFM-I state still remain, though the bulk Ir-327 crystal volume 
becomes effectively doped similar to a Field Effect Transistor (FET). Waterfall dispersions 
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are observed in all samples with (x > 0.4) similar to Cuprate HTSC where a definite 
collapse of the charge gap occurs. This marks the onset of a pseudogap phase responsible 
for discontinuous Fermi surfaces and loss of spectral weight observed in all samples with 
(x > 0.5). Eventual doping of Ru for Ir results in highly linear nodal dispersions reminiscent 
of Cuprate ARPES images where dispersion kinks and a superconducting gap have been 
observed in both. Chapter 9 discusses observations of exotic phenomenon within the Ir-
Ru system including a superconducting gap, dispersion kinks, Bogoliubov QPs observed 








(a - r) Photoemission intensity scan of (x=0.75) along momentum vector denoted in 









(s - gg) Photoemission intensity scan of (x=0.75) along momentum vector denoted in 
Fermi surface map in (hh).  
 
(hh) Fermi surface map measured at 7 K with Eph = 80 eV CR, colored lines correspond 
to labeled cuts and arrows used in figure (a – gg) 
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8.5 Pseudogapped Fermi Surface 
Yet another hallmark of the Mott characteristic observable by ARPES measurement 
is a decreased coherence of states when progressing from the BZ edge towards Γ evident 
by loss of spectral intensity. Fermi surface maps depicted in the remaining images all reveal 
a suppression of spectral intensity at Γ decreasing tending towards the BZ edges. The 
clarity and presence of nearly complete band dispersions begin to emerge from the 
suppressed states as the pseudogap begins to collapse. As expected, the pseudogap 
properties associated with correlation effects trend directly with the changes in electronic 
and magnetic properties. Observations of the chemical potential, correlation band-gap and 
other data obtained not provided here concur to provide a phase separated pseudogapped 
Mott metal picture. The effectively hole doped band structure of an Ir-327 can be observed 
with components of the Ru-327 band structure, though neither forms coherent 
quasiparticles at EF when dopings are near 50%. Magnetism between Ir and Ru puddles 
destroys the conductive coherence of each other’s band structure resulting in ARPES FSM 
highly pseudogapped. When doping reaches (x > 0.5) the conductivity is predominantly 
facilitated by Ru-327 Fermi surfaces, while the underdoped case (x < 0.5) are completely 
pseudogapped and reminiscent of a perfectly tetragonal Ir-327 band structure and basal 
plane Fermi surface.  
Figures 8.17 to 8.38 systematically catalog multiple cases of correlation driven 
physics occurring including pseudogapped FSMs, linear dispersions, mode coupling, 
dispersion kinks, and above EF states. The supplemental information can be regarded as a 
precursor for quantum states to manifest and express great influence when appropriately 
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doped. Chapter 9 concludes the discussion with observations of superconducting states 














ARPES Fermi surface maps measured at 7K with 72 (eV) LH photons. Measured 
45° w.r.t to each other and reoriented to show the influence of sample orientation on 
ARPES Fermi surface measurement. Non-homogenous gapped Fermi surfaces in both (a 
&b) reveal similarly gapped portions shown by intensity graph. Together, these images 
prove the doping levels near 60% creates crystals where even the structural BZ has a 
pseudogapped Fermi surface with both orientations (0 and 45) presenting similar 
dispersions. Note: Both images produced from the same sample within a 2-hour period 
reveal the π/4 rotational symmetry is respected by a structural BZ. Additionally, regarding 
the AFM BZ (yellow dashes) to be a definable surface it is evident the breaks in Fermi 
surface dispersions making this a truly pseudogapped nodal band structure. The question 
remaining is what type of coupling could be occurring and may be answered by the 
invariance of orientation with the broken Fermi surface. Together, these are signs of 
extended s-wave (s’) or p-wave symmetry since the smaller Fermi surface (yellow dash 
diamond) is not representative of the full symmetry BZ even with scattering accounted. 
When viewing the hybridization of bands in these two images an extended s-wave pairing 
can be seen by the pinch-points occurring along the AFM BZ perimeter. The most likely 
scenario is a (π, π) scattering of a p-wave symmetry forming a pseudogap between the 











(a) Photoemission Intensity- ARPES cut measured at 7K with 72 (eV) LH photons along 
cut identified by arrow in (c). MDC EF intensity shown in red from integrating +/- 10 meV 
at EF and white arrows identify Fermi crossings kF. White vertical dashed line at 0 indicates 
center of mass identifiable by symmetric identification of sets of peaks.  
 
(b) Low Intensity MDC Peaks- Rescaled plot from (a) with and vertically scaled red 
MDC plot offset shown above Fermi level with white arrows detailing possible peaks  
 
(c) Fermi Surface Map of Sr3(Ir0.4, Ru0.6)2O7 – Illustrates the direction and length of scan 
shown in (a, b) and the degree to which it is canted from symmetry axis. Image plotted is 











(a) Photoemission Intensity- ARPES cut measured at 7K with 72 (eV) LH photons. High 
intensity dispersion shown in white approach EF yet do not have defined quasiparticles 
with the MDC plotted above EF showing the emission intensity at EF. The definable peaks 
represent nodal dispersions crossing Fermi level yet have slightly gapped EDCs. 
 
(b) Linearity of Dispersion- Reproduced image from (a) (-0.4 eV to +0.05eV) offset to 
have 0.0(k//) define the x-intercept of the linear dispersion. Grey open circles identify the 
peaks through fitting MDCs with a Lorentzian peak as can be seen in (c). The over-scaled 
intensity of the image provides insight into slight spectral weight connecting EF and the 












(a & b) MDC Waterfalls – With the linear dispersion tracked from Fig. 8.19 with 
additional features identified by purple, blue and red arrows.  
 
c) Peak Characteristics- Full-Width Half-Max (FWHM) plotted in red and coordinated 
to left axis as shown by arrow. Peak Position plotted in k|| (Å-1) plotted in blue and 
coordinated to right axis as shown by arrow. Colors do not coordinate with arrows in (a, b) 
and are only to identify axis. Properties plotted are for the dispersion fitting associated with 





Evidence of Mode Coupling in  







(a & b) EDC Waterfalls – EDCs taken along kF in Fig. 8.33 (c) for the Left (-k||) and Right 
(+k||) nodal kF dispersions correspond to (a) and (b) respectively. Photon energy used here 
is 95 eV LH compared to 72 eV LH in Fig. 8.23. The difference in quasiparticle intensity 












(a & b) Symmetrized EDC Waterfalls - Symmetrized EDCs along the nodal cut reveal 
the complexity of near EF states as the prominent red lines in (a) show discontinuities in 
the DOS at energies ~125 meV, similar to Fig. 8.21. EDCs plotted in (b) cover the same 
momentum range as those in opaque red lines do with double the momentum resolution 












(a) Energy Dispersive Curve (EDC) Waterfall- Integrated Density of States (DOS) 
obtained by integrating photoemission intensity from scan in (c) along the momentum axis. 
Colors correspond to those in (b, c) with quasiparticle peaks near EF and other dispersing 
bands near EF. 
 
(b) Symmetrized EDC Waterfall @ EF- EDC’s in (a) symmetrized about Fermi Level 
showing the evolution of gapped states along the momentum shown in (c).  
 
(c) ARPES Image of Sr3(Ir0.25 Ru0.75)2O7- Photoemission scan along dispersive 
quasiparticle near EF with shaded lines (Green – Red – Blue) and arrow denoting integrated 
EDC’s shown in (a & b). White curve above dashed Fermi Level line shows an integrated 












Fermi Surface Map reproduced in color of Fig. 8.17 
 
FSM of Sr3(Ir0.4, Ru0.6)2O7 - ARPES Fermi Surface map measured at 7K with 72 (eV) LH 
photons with multiple sizes of BZ overlaid to illustrate the various symmetries present in 














FSM of Sr3(Ir0.25, Ru0.75)2O7  
 










ARPES Cut Identification 
 
FSM of Sr3(Ir0.25, Ru0.75)2O7- ARPES Fermi Surface map measured at 7K with 80 (eV) 
CR photons. The AFM BZ is overlaid in grey dashes, while solid black square with black 
dots identifies the structural (undistorted) BZ). Black dots represent p scattering vectors. 
False color plot reveals gap variance across the structural BZ. Semi-transparent colored 



































LH vs LV Polarization at 72 eV Along Cuts in (a) for: 
(b, c) Left 
(d, e) Middle 
(f, g) Right 
2nd derivatives taken along the momentum axis (MDC 2nd Der.) reveal nodal dispersions 
within 200 meV of EF become highly linear and take on dispersions consistent with the 












Nodal dispersions plotted in Fig. 8.29 can be seen with the help of second derivative 
analysis, though investigations of the nodal kF are needed. Within this image the EDC 
versions of LV and LH scans illustrate the pseudogap through symmetrized EDCs along 
high symmetry cuts of the x = 0.6 case. There is no need to quantify the pseudogap since 
the ubiquity found within the measurements presents a global pseudogap with several 
dispersions crossing EF identifiable. Utilizing the dispersions evident in Fig. 8.29 the 
bolded EDCs represent the various kF identifiable. Extraction of the bolded lines from the 
EDC waterfalls and comparison is made in Fig. 8.31 where the gap is compared between 








Bolded EDCs from Fig. 8.30 extracted and scaled to compare gap properties including the 









(a) EDC Waterfall at Nodal KF- Measured using 95 eV LH photons at 7K, the EDCs 
reveal a kink and non-trivial dispersion of states above EF. Both phenomenon occur when 
materials are in a correlated state.   
 









(a) ARPES Nodal Cut- Vertical dispersions towards EF highlighted by grey arrows 
symmetrically about 0 cross EF resulting in EDCs shown by (b)-Left and (c)-Right kF.  
 
(b, c) Nodal EDCs Near kF- EDCs reveal nodal dispersions with multiple kinks and 
quasiparticle peaks, though when accurately measured the black lines are the exact kF 









(a) Fermi Surface Map of (x =0.75)- Identifying the various photon energy cuts in  









2nd Derivative of x = 0.6 FSM- (a) and (c) are 2 types of 2nd derivatives (a) taken along 
the MDC axis prior to mapping and (c) d/x/d/y while (b) illustrates a 1st derivative taken 
along the kx axis. Slight variations in the symmetry can be identified between the maps 










(a) Raw Data 
(b) 2nd Derivative- Highlighting bands consistent with Ru-327 conduction states as plotted 









(a) Raw Data 
(b) 2nd Derivative- Highlighting bands consistent with Ru-327 conduction states as plotted 









(top row) 2nd Derivative- Highlighting bands consistent with Ru-327 conduction states as 
plotted in Fig. 8.13. 
 
(bottom row) Raw Data for (a) where hole like pockets can be seen at X-point with 
intense nodes and broken Fermi surfaces indicative of an extended s-wave symmetry which 





9.0  Exotic States Observed in Iridate and  
Rutheno-Iridate Systems 
Previous chapters have covered several correlations driven quantum properties 
from a temperature dependent pseudogap to X-ray dichroism. Within this Chapter we will 
review ARPES observations of exotic states not reconcilable with published reports and 
seek to find a simple explanation. The two discussions cover a phenomenon involving final 
state photoemission within a layered system and measurements of a superconducting gap 
by ARPES while the magnetic properties say otherwise. Deriving experimentally based 
theory is the definition of an empirically based phenomenological approach to physics. 
Though the observations within this chapter can be described utilizing quantum mechanical 
calculations, linking multiple experimental observations to understand the coupling 
occurring can be an easier avenue.  
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9.1 Dark States 
 
Various simplistic models of ARPES tend to neglect screening, depth penetration, 
as well as the possible existence of a final state band structure and the effect their inclusion 
would have within the same modeling. The totality of this section will be a discussion of 
ARPES measurements in which a suppression of photoelectron intensity is present with 
highly linear dispersions creating a Dirac-like cone. Observation of suppressed states is 
highly dependent upon photon energy used and crystalline quality, but when resolved is 
universal within the Iridate family of R-P crystals. Regardless of structure type Ir-214 or 
Ir-327 both display a sensitivity to photons between the 19 eV and 35 eV range where 
linear dispersions can be seen tracing past initial ARPES states. Suppressed states (Dark 
States) are further reported to have a second counterpart with a much higher kinetic energy. 
Though exotic these findings may seem, it can be more simply explained through a multiple 
scattering photoemission process involving several layers rather than a single bulk 
material.  
Mode coupling occurring in materials allows for interactions to suppress or bolster 
underlying quantum properties often resulting in unique phenomenon otherwise not found. 
Resonant effects occurring when incoming energy waves match resonant properties of a 
system culminating in an anomalous cascade are achieved through maximizing the cross-
sectional interaction space. Absorption edge jumps used in resonant elastic X-ray scattering 
tune a photon to match known properties of a material in order to probe the bonding 
structure of a material. Resonant in-elastic X-ray scattering provides information regarding 
lost momentum of similarly scattered photons and therefore probes momentum transfer 
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along an interactional plane parallel to the measured crystalline axis. Regardless of 
measurement type the use of photons to interact and provide momentum transfer properties 
is reliant on the cross-sectional interaction provided by the photon beam and material.  
Materials where exotic properties have emerged from all have the same 
commonality; systems transitioning through entropy or ordering phenomena will be 
perceived as broken unless the null interactional space is taken as the center of motion. 
When temperature decreases and ordering increases clear dispersions become evident with 
coupling parameters found in dispersion kinks. Interlayer coupling occurs when multiple 
layers of a material are intertwined due to a structural, magnetic and/or electrical ordering 
(i.e. van der Waals forces in graphene) pervading between the layers. Saturating all 
materials are the associated forces and fields that create the crystal complex initially and 
result in fine and hyper-fine structure interactions. Crystal field splitting removes 
degenerate states and can interact with other ordering parameters such as SOC an U.  
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9.1.1 Screening Effects 
Screening properties inherent and specific to materials stems primarily from the 
probe being used to investigate or perturb the system. Lower screening of any system 
amounts to the treatment of the system as being more bosonic rather than fermionic and is 
a basic part of the scattering cross section calculation. Integration of the coefficient leads 
to treatment of direction as arbitrary rather than an integral part of the system. Diffraction 
using thermal neutrons or high energy X-rays allows for scattering cross sections that have 
interaction scale and energies on the nucleus or electron cloud level respectively. Only 
through the use of high energy particles could the bosonic nature be manifested due to the 
low lying energy states that reside near Fermi level. Bonding properties of atoms create 
conduction and valence bands near EF which are physical and energetically the first energy 
level to interact with incoming energy waves including photons used for ARPES 
measurements.  
Photons, or any incoming energy wave, will initially interact with the work function 
material field that must be overcome and subsequently the orbitals residing within a crystal 
structure. Each material contains electrical properties stemming from the elements, crystal 
structure, impurity amount and is accessible through interaction with the periodic array of 
atoms. Band structures of near EF states represent the bonding properties of a material 
nearest the Fermi level in a periodically dispersive fashion and depending on the orbital 
interactions can have drastically different screening properties. Increased photon energies 
can overcome the potentials of orbitals with higher binding energies until either the 
interaction cross-section reaches a resonant property or diffraction occurs. Regardless, the 
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depth penetration is coupled to incident photon energies at low energies until “soft” X-rays 
(100 eV – 1 keV).  
Discussed previously in several chapters (K-dosing), the screening effects in the 
Iridate family of layered perovskites is quite low as seen by minimal screening when 
increased monolayer is present. No band bending was observed in Iridate scans showing 
rigid band shifting upon electron doping where dispersive character was maintained by 
deep valence bands with increased electron donation. Similar experiments performed on 
NCCO & LSCO yielded only highly distorted deep valence bands upon increased K-
surface monolayer signaling the existence of band bending. Sputtering the surface of a 
material until a coherent monolayer of alkali metal forms is the analogue of tunnel junction 
formation within p-n junctions. Increased surface adsorption of K ions donates electrons to 
surface states and are conductive across the sample or localized depending on the material, 
though the physical surface state created by a monolayer of metal atoms imposes a 
tunneling junction. This physical monolayer must be overcome by incoming and exiting 
electrons and photons allowing for the analogue to be complete would allow for correlation 
between screening and band bending. Simply put, should the electrons donated by the 
monolayer reside near the physical surface because the sample is not conductive enough to 
distribute and make donated electrons there will be an electrical barrier that must be 
overcome. Lower screening would imply the surface electrons are easily dispersed through 
a material contributing to the electronic band structure evolution through charge donation. 
  
 404 
9.1.2 Depth Penetration 
Bombarding a surface with photons of a specific energy above an ordering length 
scale will produce diffraction of ordered energy states that can be probed by the photon. 
Crystalline X-ray diffraction illustrates this point by using photons typically Cu kα to probe 
the atomic ordering within a crystal producing diffraction patterns of spots and/or Debye 
rings. Obviously, the high energy photons used in XRD are different in magnitude from 
those used in ARPES (typically <100 eV), though their basic premise carries over into 
several fields including neutron diffraction. When photons reach visible wavelengths they 
can then produce slit diffraction patterns taught to first year students Single, double slit 
experiments at heart are when the wavelength is of a length scale that can interact with the 
material (pattern) being investigated, and in all the applications discussed the overarching 
take away is: λ < ordering length scale. 
Discussed in the previous section is the unique property of the iridate system where 
screening seems to be considerably low, especially when compared to the cuprates. 
Because of the low screening present it becomes important to consider the physical 
interactions of the photons with the crystalline structure from a diffraction point of view. 
Wavelengths of Cu kα are sufficiently small to fit between the atoms within a lattice and 
diffract with little preference other than mass and distance variations. Diffraction of 
photons with kinetic energy ~25 eV cannot diffract between the individual atoms, but when 
considering each unit cell in plane as a bosonic up or down state the diffraction takes on 
different conditions.  
A photon with high energy useful for diffraction purposes (for example 9 keV) 
incident upon any material would become adsorbed by interacting with a specific orbital 
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within a specific atom or bond. The subsequent ejection of a scattered photon from these 
bonds can be measured and thus would be akin interactions measured by NEXAFS or 
XAFS. Interaction of the photon with an atom or bond could be either elastic or not leading 
to the detailed investigation of X-ray adsorption spectra where the tail end of the spectrum 
(high energy and above edge) are intensely scrutinized. When photons reach wavelengths 
between 10 and 100 nm the scattering can occur should there be a responsive structure (a 
nano structure or meta-material pattern for example). Structures existing within materials 
respond to incoming energy appropriately, through this light we shall seek to find the 






9.1.2.1 Photon Dependence of Energy States 
 
Regardless of origin the occurrence of resonant conditions can always be initially 
probed by varying photon energy and polarization. Changes in spectra must be viewed 
about the symmetry point created by Ef, thus understanding a change in photon energy may 
not correlate with a distinct band near conduction. Core electrons present a constant from 
which to measure physical relations, including the chemical potential as covered in Chapter 
Y. Standard fermi surface mapping with laser, He gas ARPES lamps, etc. lack the photon 
energy needed to eject core electrons but use of synchrotron light allows for mapping and 
core measurements without changing the beam properties. Tracking changes in the core 
levels, which are not point particles, requires detailed measurements of chemical potential 
during ARPES allow for verification any shift. Though the shift induced due to differences 
in beam energy may change slightly the ARPES scans provide a background signal that 
can be monitored. By changing the Eph from 25 eV to 30 eV the resultant emission spectra 
would only begin to shift the image out of the measured window since the measurement 
window is based upon the photoelectron kinetic energy.      
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9.1.3 Photoemission Scans 
Illustrated in Fig. 9.1 (a – h) are successive momentum cuts corresponding to blue 
arrows in Fig. 9.1 (i) starting at Γ (a) continuing to M-point (h). Evident among the 
dispersions are highly linear suppressions of spectral weight with large bandwidth creating 
a Dirac-like node at 3.1 eV binding energy (Γ). Linear suppression of spectral weight 
identifiable across the BZ is highlighted in Fig. 9.1 and Fig. 9.2 by identifying the Dirac 
node progression across momentum space. Red dots identify where the linear dispersions 
converge to create an energy node in the top row and MDCs shown in the bottom row with 
red lines to illustrate the dispersion evolution. Parabolic dispersion from 3.1 eV toward EF 
tracks lower by 1 eV once the end of the AFM BZ is reached (h) as the Dirac node binding 
energy satisfies BZ boundaries. Fig. 9.1 (i) identifies the progression of momentum cuts 
along the AFM BZ starting with the high symmetry cut M-Γ-M represented in (a) and 
progressing to the right ending with the high symmetry cut X-M-X. Evident in the constant 
energy cut used for identification of ARPES scans taken at 500 meV binding energy are 
anomalous elliptical suppression of spectral weight in a 4-fold symmetric pattern about Γ. 
Fig. 9.1 (j) summarizes the momentum dependence of the observed Dirac node where 
corresponding labels next to the representative kinetic energy position refer to panels (a – 
h) w.r.t. the AFM BZ. Approximated energy change of the energy node reveals a 1 eV 









(a - h) Top Row: Raw intensity images of BZ cuts from Gamma (a) to M point (h) with 
red dots tracking dispersions across the BZ. 
  
(a - h) Bottom Row: MDC waterfall of cuts in (a) tracking Binding Energy (eV) of 
dispersion node across BZ. 
 
(i) Constant Energy cut of Sr3Ir2O7 at 500 meV with blue arrows indicating momentum 
cuts shown in (a – h) and corresponding to alphabetically labeled energy shifts in (j). 
 
(j) Shift of Dirac-like point created by Dark State overlapping wave function with BZ 







Constant Energy Cuts, Polarization Effects  




(a) Constant Energy Cuts taken at 25 eV LV, stack was obtained by taking MDC 2nd 
derivative then forming a map from the processed cuts.  
 
(b, c) Raw Intensity scans of x=0 taken at 25 eV (top) and 23 eV (bottom), (LV 
polarization) overlaid in Kinetic Energy to illustrate the final state nature (existence 
regardless of Ef) of the observed suppressive band structure. Dashed lines in c are only 
difference between b & c.   
 
(d, e): 2nd Derivative & (f, g): Raw Intensity Map of 1st BZ Sr3Ir2O7 (x = 0) showing the 














(a - h) Top Row: BZ cuts from Gamma (a) to M point (h) with red dots tracking dispersions 
across the BZ as shown in Fig. 9.1 
Middle Row: 25 eV (LV) MDC-2nd Derivative shown in Binding Energy (eV)  
Bottom Row 25 eV (LV) MDC-2nd Derivative shown in Binding Energy (eV) with 
intensities inverted from the Middle Row set.  
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9.1.4 Verification of Final State Dispersions 
Fig. 9.3 provides conclusive evidence of the dark state dispersions link to final state 
energies near 19 eV photon energy. For the non-ARPES crowd; the observed shift 
highlighted by red triangles on the top row becomes completely flat when the dispersion is 
plotted vs Kinetic Energy (Ek) instead of Binding Energy (EB). ARPES relies on the 
photons striking the surface of a material to conserve energy and momentum within the 
excitation and ejection of a photoelectron for a photons energy. When this symmetry 




9.1.5 Doping Independence of Final State 
Dark state dispersions have high E/k slopes resulting in little evidence of their 
existence if taking the EDC 2nd derivative as show in Fig. 9.4 (a) where there is little 
evidence of the same dispersions that are visible in Fig. 9.4 (b) after taking MDC 2nd 
derivative. Scans in Fig. 9.4 (a & b) are of the undoped parent compound (x=0), and the 
remainder of Fig. 9.4 (c – j) are various La dopings measured, and a 19% Ru (B-site) doped 
sample Fig. 9.4 (j). Regardless of doping type, amount, or effective doping properties (such 
as metallicity) there remains a (semi) consistent Dirac crossing at ~ 3eV binding energy. 
More salient to the existence and clarity of Dark state occurrences are the quality of crystal 
growth; as less clear dispersions are seen in smaller, less well ordered iridate crystals. 
Though clarity of Dark state dispersion is mainly based upon crystal quality yielding less 
diffuse Dirac cones, almost every sample measured contained similar dispersions at similar 
energies. Dashed lines converging at ~3 eV track the linear dispersions for each image and 
are exactly the same (Dirac node energy & E/k slope) to show the doping independence of 









(a - g) Binding Energy (Top Row): Photon Energy (Eph = 31,30,29,28,27,26,25 eV 
respectively) dependence of E-k raw intensity scans shown in Binding Energy (eV) vs 
Momentum (ky). 
 
(a - g) Kinetic Energy (Bottom Row): Photon Energy (Eph = 31,30,29,28,27,26,25 eV 
respectively) dependence of E-k raw intensity scans shown in Kinetic Energy (eV). Red 
triangles illustrate constant Kinetic Energy of Dark State node vs photon energy. 
 
(g) Brown outline of bottom (g) correlates to energy range of brown box on top row 
continuously shifting with photon energy to provide the Kinetic Energy window used in 










(a & b) EDC-2nd Derivative [d/dy(E)]2 & MDC-2nd Derivative [d/dx(kx)]2 respectively 
shown in Binding Energy (eV) vs Momentum ky for (x=0) parent compound. Linear 
dispersions highlighted in all scans represented by dashed lines converging ~3.1 eV shown 
in (a) are absent due to 2nd Derivative along Energy not Momentum. 
 
(c - i) MDC-2nd Derivative shown in Binding Energy (eV) vs Momentum ky for various La 
dopings ranging from x=0.017 (c) to x=0.063 (i) with dashed lines overlaying vertical 
dispersions to show no shift in node energy vs doping. 
 
(j) MDC-2nd Derivative shown in Binding Energy (eV) vs Momentum ky for a single Ru 
(B-site) doping at x=0.19 with dashed lines overlaying vertical dispersions as in (a – i) to 






Establishment of Final State Dispersions Through  





(a - e) Photon Energy (Eph = 25,28,32,34,36 eV respectively) dependence of E-k raw 
intensity scans shown in Binding Energy (eV) vs Momentum (ky). 
 
(f) Integrated photoemission DOS of Sr 4p core level vs Binding Energy (eV) highlighting 
core level peaks found in images (a-e) with color coded dashed lines corresponding to Sr 














(a - e) Photon Energy (Eph = 25,28,32,34,36 eV respectively) dependence of E-k scans 
MDC-2nd Derivative [d/dx(kx)]2 shown in Kinetic Energy (eV) vs Momentum ky. 
 
(f & g) 32 eV (LV & LH respectively) Eph MDC-2nd Derivative shown in Binding Energy 
(eV)  
 
(h & i) 32 eV (LV & LH respectively) Eph Raw Data shown in Kinetic Energy (eV)  
 
Note: (c & g) are the same scans with similar processing, though momentum space 
processing creates a substantially smaller BZ when scans converted to Binding Energy 
prior to momentum space conversion. Here, we can see the dichotomy of final state 
dispersion in Kinetic Energy Space (c), or Binding Energy Space (g).  
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Together images Fig. 9.7 (c & g) begin to reveal the dichotomy between physical 
concepts that require delineation at this point. Momentum and kinetics sharing an energy 
space can be construed as the same phenomenon scaled differently in energy space. 
Momentum equation (p=mv) and Kinetic energy equation (Ek=1/2mv2) embody the 
different dispersion types available within energy space pertaining to the first order or 
second order dependence on velocity. This dependence relegates linear energy dispersions 
for momentum as kinetic energy is quadratic in nature, and mapping between the two 
becomes a derivative argument. Perception between the two descriptions requires any 
energy dispersion linear in nature be momentum based, while kinetic energy bands 
naturally occur within a quadratic energy space. Hence, when simple mapping converting 
the (Θ, Ek -> EB) energy space becomes more compressed due to an absolute value 
difference from the EF to (EB and Ek), which are assumed to be symmetric about Fermi 
level. Considering momentum compression of this nature is often not need, since most 
ARPES occurs near EF to investigate conduction and/or valence band structures. With the 
measurement of higher binding energies comes a higher Θ to BZ area ratio therefore the 
same dispersion in Fig. 9.7 (c) only covers a fraction of the BZ area. Fig. 9.7 (c & g) both 
have exactly the same MDC 2nd derivative processing and then either conversion into EB 
as in Fig. 9.7 (g), or to have no further adjustment as in Fig. 9.7 (c) prior to conversion of 
Θ into k// (Å-1).  
What may seem as a distinction without a difference has greater implications when 
studying systems that have highly correlated properties. Such a digression would serve to 
point out the highly linear nature of the dispersions when converted to k// in a binding 
energy scheme. Moreover, the dispersions increasing the E/k slope by making the higher 
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binding energy scale mappings from parabolic or hyperbolic dispersing bands in nature to 
extremely linear with a Dirac node at Gamma (0.0). Within these two seemingly similar 
images we can notice a basic difference between the two with one having energy 
dispersions that are linear Fig. 9.7 (g) and Fig. 9.7 (c) containing E-k dispersions that can 
only be explained with the use of second order curve fitting. Therefore, a simplistic 
explanation would suggest Fig. 9.7 (g) as purely momentum space energy dispersions and 
counterpart in Fig. 9.7 (c) to be according kinetic energy dispersions with near-linear 
dispersions near hyperbolic or parabolic in nature.  
Fig. 9.7 (h, i) EDC 2nd derivative of scans with dark state dispersions overlapping 
Sr4p core level dispersions and resulting intensity interactions that are corresponding to 
the MDC-2nd derivative shown Fig. 9.7 (f, g). Applying a derivative along the momentum 
axis where core level electrons possess nearly no dispersion and are constant in energy 
space reveals only the 2nd derivative signal from the final state. Differences in Fig. 9.7 
Linear Vertical (LV) (f, h) and Linear Horizontal (LH) (g, i) dispersions reveal little 
structural difference between dispersions in the scans. Lower beam intensity of LV 
polarization causes lower ejected photoelectrons and thus lower quality scans, though when 









(a) EDC 2nd Derivative along MGM (G= 0.0) cut at Eph = 32eV LH plotted in Kinetic 
Energy (eV). Blue and red lines denote EDC’s chosen for (e, f) to highlight dispersion 
kinks. 
 
(b) Integrated EDC’s of Raw Data along k// also denoting blue and red EDC’s used for (e, 
f)  
 
(c) MDC waterfall used in (g) offset in momentum to illustrate the continuous suppression 
and enhancement of spectral weight regardless of intensity along highly linear dispersions. 
Note: offsets used only to show intensity profile, image not to scale.   
 
(d) Raw Data plotted in Kinetic Energy (eV) vs k// also denoting blue and red EDC’s used 
for (e, f).  
 
(e, f) Normalized EDC’s at Gamma (blue (e)) and ky = -0.2 (A-1) (red (f)) vs Kinetic Energy 
(eV).  
 





9.1.6 Exciton Mediated Surface States vs ARPES Diffraction 
 in Sr3Ir2O7 and Sr2IrO4 
A phenomenon resulting in linearly suppressed states variable through changing 
the photon energy would assume the material under investigation would have a structural 
ordering facilitating the coupling. SOC within the iridates provides a uniquely low screened 
lattice structure allowing photons to penetrate deeper within the crystal surface. Increased 
depth penetration by photons means the photon can interact with several layers while 
crossing the physical surface of a crystal leading to possible diffraction events. Fig. 9.8 
provides information regarding the Fano line-shapes found in both momentum and energy 
axis suggestive of coupling occurring between and among the definable variables (since 
energy and momentum are just variables). Additionally, the observation of any linear 
dispersions (real or otherwise) must be a topologically protected state since the dispersions 
in electron band structures are always parabolic.  
Depending on how one describes the photoemission process either a multiple step 
model consists of several scattering and absorption events or a single resonant based model. 
We can understand these phenomenon occurring and yielding the same results within this 
study by noting the determined Kinetic Energy of the dark state near EF is twice that of the 
one in Fig. 9.8. The approximate EK of 19 eV in Fig. 9.4 is very close to being twice the 
binding energy of the observed 8 eV Dirac states. Choosing only an empirically derived 
approach we can relate the doubling of a wavelength to diffraction conditions in which  
nλ = 2d*Sin(θ) 
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Coupled within this equation is what would be the length scale of bosonic states the 
diffraction is occurring through. Therefore, neglecting the sin portion nλ = 2d yields a 
simple relation that must be satisfied and allows us to understand the 19 eV as 65 nm and 
8 eV as 155 nm.  Notable additional coupling between the photon beam and resonant 
properties happens when 25 eV photons correspond to 50 nm wavelength and 70 eV 
photons correspond to 17.2 nm wavelength. All of these resonant properties occur when 
energy levels couple allowing inter-layer diffraction and photoemission to happen within 
the same event. Together we can understand how a photon can penetrate the first layer, be 
absorbed by the second and then ejected passing back through the first layer being 
diffracted by a topological bosonic state. When photoelectrons coming from the second 
layer do not tunnel through the first layer and escape into the continuum (vacuum) they are 
absorbed and re-emitted as photons causing a measurable change of intensity profiles. 
Whether the observations are discussed as Excitons or just coupling between electronic 
and magnetic ordering through diffraction the topologically protected nature of these 
findings cannot be in dispute as the linear dispersions cannot exist, and is not observed 
with photons outside the range discussed.  
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9.2 Observation of a Superconducting State  
in the Rutheno-Iridate- Sr3(Ir(0.25), Ru0.75)2O7  
 
Systems existing on the verge of a quantum critical point express the mixture of 
frustrated states through exotic means and proposed as the root cause behind Cuprate 
HTSC. Based upon the R-P crystal structure, the Iridate and Ruthenate family of 
multilayered perovskites are isostructurally analogous to the Cuprates, possessing a 
conducting metal oxide plane. Within the 2D plane created by the perovskite structure, 
only the B-site contributes to the modes primarily responsible for superconductivity and 
anti-ferromagnetism. Though structural analogues, the Ruthenates and Iridates are not 
magnetically associated, as the (n = 2,3) Ru based perovskite structure forms a 
ferromagnetic state and Iridate antiferromagnetic.   
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9.2.1 Bogoliubov Quasiparticles 
ARPES, like all other experimental methods first imposes a Fermi level through 
which the experiment defines a reference point. States and properties measured are always 
done so w.r.t. the established energy level sharply defined by Fermi-Dirac statistics near 
EF. Samples take on the experimental EF upon coming into thermoelectric contact with 
measurement systems above which no particles would exist. The Fermi level is closely 
tracked and defined by the conduction of a nearby Au reference measured during ARPES 
beamtime. EF is extremely important and requires highly precise positional measurements 
(X, Y, Z, θ, Φ, Ψ) with even greater energy resolution to define and resolve momentum 
dispersions during ARPES scans. Interactions and conduction of electrons occur at and 
across the Fermi sphere in k-space (3D Fermi level) where collective modes can promote 
coherent excitations when samples contain structural or magnetic modes able to facilitate 
the coupling.  
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9.2.2 Strongly Correlated Systems Under Observation 
Strongly correlated systems express coupling between energy levels through 
competitive or constructive interactions occurring in k-space (energy space) where 
momentum and energy exist coherently within a 6D space. When experimentally probing 
strongly correlated materials straddling a quantum critical point all physical probes affect 
the system through perturbations. The initial perturbation of any experiment is the 
establishment of Fermi level as any sample in physical contact with a measurement system 
will “ground” with, and assume all physical properties of the system. Fermi level occurs at 
the most susceptible energy range within the band structure of a material and application 
of electrical bias can induce band shifting allowing effective hole or electron doping within 
materials. Stacking, or multiple overlapping bands nearby (kx, ky, kz) can form Van Hove 
singularities by orbital hybridization. Such hybridization illustrates the ability of mixing 
states and through ARPES are seen as kinks in smoothly varying electron dispersions.  
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9.3 Nodal Quasiparticle Peak at 19 K   
ARPES EDCs plotted in Fig. 9.9 quantify the nodal high symmetry cut revealing 
an un-gapped nodal quasiparticle peak with multiple pseudogapped bands dispersing below 
EF. Dispersions such as this are typical of Cuprate ARPES images with only a single band 
present rather than several. The pseudogapped bands crossing EF can be seen by a gap in 
the symmetrized EDCs (Fig. 9.9 b) taken from the cut in (c) revealing a multiband 
conductor. The observation of a quasiparticle driven pseudogap system at 19 K evolving 
from an AFM-I into a PM-M through phase separation allows the Mott physics to persist 
since the structural properties are similar. Without the presence of an insulating phase one 
would not group the Rutheno-Iridates with Cuprates, though magnetic measurements are 
similar to Rutheno-Cuprates. Theoretically, we can understand a phase separation 
occurring while the presence of Ru vs Ir per volume will contribute a metallic magnetic 
island growth whereby the highly conductive Ru puddles are the primary mode of 
conduction. In the presence of a conductive field, the segregated Mott insulating portion 




9.4 Observation of Bogoliubov Quasiparticles by ARPES   
Among the sufficient conditions shown in Fig. 1.1, the presence of a 
superconducting gap can be accompanied by the existence of quasiparticle states crossing 
EF even within the SC gap. Bogoliubov quasiparticles form through interactions stemming 
from particle-hole symmetry pairing. Excitations above the ground state (EF) require the 
coupling of these hole states to bound electron states below Fermi level. These neutral 
fermions reveal the presence of quantum states and pairing mechanisms not always found 
in superconducting materials. Illustrated in Fig. 9.10 (a, b) are EDCs from the LH+LV 
scans where the momentum area used is highlighted by grey bars in Fig. 9.12 (g) where 
multiple stacked peaks can be seen emanating from the nodal kF (Red arrow at EF) with red 
semi-transparent curves highlight the dispersion kinks occurring. Multiple rings encircling 
the nodal point are obvious and is a sign of a highly correlated quantum state. Fig. 9.11 
and 9.12 identify additional properties synonymous with superconductivity where nodal 













(a) Energy Dispersive Curve (EDC) Waterfall- Integrated Density of States (DOS) 
obtained by integrating photoemission intensity from scan in (c) along the momentum axis. 
Colors correspond to those in (b, c) with quasiparticle peaks near EF and other dispersing 
bands near EF. 
 
(b) Symmetrized EDC Waterfall @ EF- EDC’s in (a) symmetrized about Fermi Level 
showing the evolution of gapped states along the momentum shown in (c).  
 
(c) ARPES Image of Sr3(Ir0.25 Ru0.75)2O7- Photoemission scan along dispersive 
quasiparticle near EF with shaded lines (Green – Red – Blue) and arrow denoting integrated 
EDC’s shown in (a & b). White curve above dashed Fermi Level line shows an integrated 





Excitations Above Fermi Level  





(a & b) EDC Waterfall – With (a) and without (b) eye-guides to rippled energy 
dispersions emanating from nodal kF. The momentum area covered by the EDCs are noted 
by the black arrow in (b) and correlates to the Left (negative kF) nodal dispersion in Fig. 
9.12 (g). 
 
(c) Above EF Dispersions- evidently symmetric across EF with the Fermi function (black 
lines) superimposed illustrating the shifted Fermi level as can be seen in (e). Blue arrows 
and black lines illustrate the deviation of several dispersions occurring above Fermi level. 
 
(d) FSM- Collected at 19K with 80 eV CR photons. White-Grey lines represent the 
progression of size and position where photon dependent energy cuts were taken (Fig. 
8.34). 
 
(e) Superconducting Gap- Regardless of any other measurement, the plot illustrated 
conveys the red nodal kF EDCs and yellow are polycrystalline Au Fermi level. The yellow 
lines are identical, yet one is shifted to convey the EDC EF profile is followed, though small 
states 10 to 30 meV above EF are identifiable by a blue arrow. The black arrows illustrate 
the superconducting gap where the leading edge midpoint is shifted to accommodate the 
opening gap. The SC gap and Bogoliubov QP strength are highly dependent upon crystal 













Constant Energy Cuts- Energy cuts illustrating spectral weight present across the Ir-Ru 
BZ, where above EF little dispersion is evident though slight patches of dispersions are 
evident. At EF the nodal dispersions (black dots with red and yellow concentric circles) 
appear disconnected from the rest of the dispersions and little changes with increased 
binding energy. When integrated into a single image, the +/- 10 meV FSM illustrates how 
even summing all the spectral weight at EF still presents a pseudogapped conduction band 





Orbital Selective Excitation of  






When investigating materials with ARPES, the orientation and polarization play a 
complex role by allowing or preventing some interactions from occurring (i.e. the photon 
has a polarization the bond can or cannot absorb). Plots (a) and (b) are the same cut 
measured minutes apart using Linear Horizontal and Linear Vertical 72 eV photons 
respectively. Separately, the scans are not symmetric representative of the polarization 
preferentially exciting the negative or positive side of the scan. (c) Merges the two scans 
and normalizes the photoemission intensity where a hole pocket becomes visible from 
where two nodal dispersions emerge. The Fermi surface map in (d) is reproduced from the 
+/- 10 meV FSM in Fig. 9.11 with the green arrow corresponding to (a, b, c). Reproduced 
in (e, f, g) are the energy states near EF in (a – c) with grey lines dropped on the black 
MDCs noting the momentum positions of several identifiable peaks. Grey dashed vertical 
lines denote +/- 0.8 Å-1 corresponding to a structural BZ size. 
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9.6 Quantum Critical Points 
Increased doping within the Cuprate family of R-P TMOs reveals interactions 
driving the Mott transition from AFM Insulator (AFM-I) to over-doped Fermi-liquid like 
Paramagnetic Metal (PM-M). Similarly, the Iridate hole doped phase diagram consists of 
similar properties over a much larger doping range when Ir is substituted for Ru atoms. 
Increasing Ru concentrations above 50% in Ir-327 transitions the pseudogapped Fermi 
surface into a nodal, temperature dependent multiband (possible) superconductor based 
upon ARPES measurements. The Quantum Critical Point (QCP) can be expressed as an 
overlap in the phase diagram between competing orders within a material. In the case of 
the Rutheno-Iridates this QCP occurs between x = 0.5 and x = 0.75. It has been theorized 
a QCP exists beneath the superconducting dome at optimal doping allowing the HTSC to 
grow from a fundamental bosonic coupling. QCPs of any material is the resultant state of 
a material as T  0 K and quantum properties competing become more evident 
culminating in a specific doping region. The Rutheno-Iridates have shown in Fig. 7.1 (at x 
= 0.5) magnetization properties of a paramagnet until low temperatures, and future 
magnetic measurements may resolve measurements provided here at dopings where x > 
0.6. 
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9.7 Superconducting Ferromagnetism (SCFM) 
 of a Rutheno-Iridate  
Superconductivity is defined by the observation of several phenomena discussed in 
Chapter 1, though the existence of all the properties listed in Fig. 1.1 is not required. It is 
safe to say the necessary condition for superconductivity is the presence of a discontinuous 
Thermal and Electrical component, therefore the only stringent restrictions are the specific 
heat and resistance properties. Observations of a SC gap, paring mechanism, or Meissner 
state only add to the mounting evidence of superconductivity within a material and are used 
to further group and subgroup materials. Differences between necessary and sufficient 
conditions describing the behavior of a SC material are often overlooked as the presence 
of a Meissner state in the Rutheno-Cuprate HTSC is not always observed. 
Materials with segregated grains of differing components separate by forming small 
grains at high temperatures and as the temperature decreases pool together. The size of, 
and distance between, these phase separated grains depends on proximity to other atoms 
within the melt during formation. Phase separated materials have the ability to retain 
structural properties of two materials while facilitating intergrowth between two non-trivial 
systems. Phase separation grows out of a need to reduce free energy within the whole 
crystal rather than a localized region once the amount of dopant reaches a percolation 
threshold. As discussed in Chapter 8, the first order interactions of a material with 
equivalent spin and charge doping occur when the FM/PM ratio reaches specific 
thresholds.  
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The Rutheno-Iridate system exhibits similar magnetization curves as those found 
to be superconducting variants of the Cuprates, whereby a ferromagnetic transition at high 
temperature is observed. Additionally, the presence of a Meissner state is not always 
observed, depending on the dopant type and SC transition temperature. While 
counterintuitive, the effective nature of inter-doping the Metal-Oxygen plane with 
magnetic and electric components allows nanoscale phase separated regions to form. STM 
measurements of dopings <75% reveal FM and AFM regions growing inter-dispersed with 
one another. The cluster model in Chapter 8 can provide understanding of this system 
since the spin and charge are linked; and as growing the ratio of FM/AFM states increases 
past 0.8 the dominating field is provided by the FM states. Doping the Ru for Ir contributes 
a single electron per doped site, additionally each Ru site must be Ferromagnetic in a 
background of AFM moments. FM transition temperatures in the Rutheno-Cuprates can be 
directly correlated to the undoped Ru-237 parent compound, and the AFM contributions 
from the Cuprate AFM state. Together the magnetic contributions from both AFM and FM 
puddles separated at the nanoscale produce a system near a quantum critical point and 
through oxygen doping can become superconducting. Reported M vs T within these 
materials was performed when processing only could produce small grained variants and 
not the high quality layered structures seen with normal Cuprate crystal growth. SEM 
images reveal the Rutheno-Iridate system routinely forms multilayered materials creating 
a lowered ground state and thus a more stable system.  
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10.0  Conclusions and Perspectives 
The Iridate system presents several doping properties similar to the Cuprates 
including magnon dispersions and Fermi surface properties. Presence of a pseudogapped 
phase within both the Ir-327 and Ir-214 La doped samples at low doping concentrations 
precipitate a rapidly developed metallic state at x > 0.05. Electron doping Fermi surface 
properties and shifting chemical potential reveal the collapse of the AFM gap (0 < x >0.03), 
followed by the insulating gap (0.03 < x >0.05), and finally the correlation gap (x. 0.05). 
Inherently low screening of the Iridate system allows long range effective doping nature of 
La within the crystal structure. The Mott states between the localized dopants within the 
crystal are then affected as the presence of more charges are shared. This becomes 
reminiscent of an effective field imposed on the undoped parent compound (the remaining 
95% of the sample). Correlation driven properties stem from SOC and U interactions which 
result in pseudogap and Fermi-arcs similar to several hole doped cuprate families.  
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10.1 Electron Doped Iridate Systems  
Single layer Sr2IrO4 (n = 1) rapidly evolves from an AFM-Insulator into a PM-
Metal through the collapse of a relativistic Mott gap. Electron doping via bulk La doping 
of the A-site or effective dosing by K-ion surface adsorption reveal similarities with 
increased carrier donation as illustrated by the combined phase diagram. Fig. 10.1 plots 
several ARPES determined band structure properties with a colored background 
representing the insulating (pink) and metallic (purple) portions of the electron doping 
regime. The dark purple region from 0.4 ML to 0.6 ML covers a doping portion where 
samples verge on the Insulator-Metal transition. Precise tracking of pseudogap properties 
(nodal and anti-nodal EF intensity and Leading Edge Midpoint) reveal a crossover as the 
doping collapses the correlation gap above 5% ML. Shifting chemical potential (µ) 
saturates as doping approaches x = 0.03 where Fermi surface weight becomes evident yet 
remains pseudogapped until x = 0.05. The bold rainbow gradient line and grey diamonds 
represent pseudogap properties (nodal-(π/2, π/2) (squares) and anti-nodal-(π, 0) (circles)). 
Above x = 0.05 the antinodal pseudogap (PG) reaches 0 meV while it takes until x = 0.08 
for the nodal PG to reach 0 meV.  
 Bilayer Sr3Ir2O7 (n = 2) presents a similar doping evolution with increased La 
substitutions as the existence of negative electronic compressibility (NEC) is observed 
within both systems above x = 0.025. Absent, or yet unmeasured is the abrupt crossover 
from a positive electronic compressibility (PEC) region below x = 0.025 in Sr3Ir2O7 where 
localization of dopants becomes a key factor. ARPES measurements of La doped Sr3Ir2O7 
and Sr2IrO4 reveal similar phase diagrams as a Mott insulator is lightly doped (0 < x < 0.2) 
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collapsing the insulating gap. Lanthanum dopings (0.02 – 0.04) yield semi-conductors 
where very little Fermi surface weight is identifiable, yet all states at EF are pseudogapped 
until the antinodal PG collapses at x > 0.04. 
 Fig. 10.1 summarizes the evolution of Iridate crystal structure (Sr(1-x), Lax)2IrO4 
with low electron carrier concentration to illustrate the progression of a doped relativistic 
Mott insulator vs the electron surface adsorption case. Overlaid, it is possible to see the 
bulk La measurements agree with surface dosing properties, and by this understand how 
screening in the Iridates plays a vital role in the insulator-metal transition. High precision 
of La dopings and high resolution of ARPES measurements allow the effective screening 
induced to be measured and analyzed. By performing such a comparison, it is possible to 
understand how localized dopant fields are not screened since the surface adsorption is 
similarly not screened allowing high mobility of the donated electrons. Regardless of 
dopant type it seems the contributed electrons have a long range effective doping nature 
which should not be a surprise since these are very strong insulators at x = 0. The case of 
electron dosing through A-site La or surface K-ion adsorption is similar to placing charges 
on the surface of a balloon where they become evenly distributed across the surface 







Electron Doping Phase Diagram of Sr2IrO4  
 
 
Bulk La: (Sr(1-x), Lax)2IrO4 and Effective Electron Doping: K-Surface Dosing    
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10.2 B-Site Hole Doped Iridate System 
Sr3(Ir(1-x), Rux)2O7 evolves from an AFM-Insulator to a PM-Metal at x = 0.5 with a 
pseudogapped Fermi surface across the entire structural BZ ~50 meV. Symmetric 
pseudogap properties when x > 0.5 form with appreciable spectral weight at EF, though 
remains gapped until nodal formation. Pseudogap properties reveal a temperature 
dependent gap with extended s-wave and possibly p-wave symmetry as can be seen from 
Fig. 10.2. Samples with x > 0.6 form sharp quasiparticle peaks and nodal dispersions 
forming from the evolved pseudogap resulting from the changing correlation with 
increased Ru dopants. Multiple samples with x > 0.7 reveal ARPES scans containing 
several properties indicative of superconductivity often found in the Cuprates. Observation 
of Bogoliubov QP’s, a superconducting gap, temperature dependence, doping dependence, 
and strong QP mass enhancement are all indicative of HTSC properties. Fig. 10.2 is a 
collection of different Ru doped Fermi surface maps throughout the chapters whereby the 









Fermi surface Diagrams, Maps, and 2nd Derivative images from Chapters 8 and 9. 
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10.3 Rutheno-Iridates 
Sr3(Ir(1-x), Rux)2O7 crystalizes into a half-filled Mott insulating system at x = 0 with 
anti-ferromagnetic moments lying along the IrO2 bonding plane. When doped with 
Ruthenium to replace the B-site Iridium atoms the presence of metallic states measured by 
ARPES reveal a pseudogapped Fermi surface at x > 0.3. Spectral weight near the BZ center 
is suppressed while the AFM dispersions and structural BZ dispersions reveal the 
development of pseudogapped metallic states from 0.3 < x < 0.5. Samples with dopings 
between 0.3 and 0.5 present temperature dependent pseudogap properties with hole-like 
band dispersions crossing EF. Symmetry properties of Fermi surface maps reveal 
development of a coherent nesting vector at dopings x > 0.5 as dispersions become more 
prevalent and form coherent quasiparticles. Strong mass enhancement can be seen in the 
highest doped samples x~0.75 as are shown in Fig. 10.3 f where EDCs along the high 
symmetry cut form clear nodal dispersions with kinks, Bogoliubov QP’s, and several other 
characteristics of superconducting materials (Chapter 9). Evidence presented here reveal 
the likelihood for developing the Rutheno-Iridate system into a viable superconducting 




Band Structure of Sr3(Ir0.25, Ru0.75)2O7  
 
 
(a) Fermi Surface Map of (x = 0.75)- Measured with 80 eV photons, colored arrows 
coordinate with high symmetry cuts in (b – g).  
(b, c, d) High Symmetry Cuts-  ARPES measured photoemission spectra along high 
symmetry cuts where large linear band dispersions are visibly crossing EF created by 
stitching several scans together 
(e) Color Reproduction of Band Dispersion in (d)- Clear Quasiparticles, dispersion 
kinks, electron mass enhancement, and linear dispersions all are observable in this image 
(f) EDC’s from (e)- Density of State (DOS) for several points along the high symmetry 
cut illustrated in (e) 
(g) Re-scan of cut in (b)- Measurements of the scan in (b) utilizing a different Pass Energy 
(EP), step size and resolution to verify the dispersions and gap properties observed in (b).  
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10.4 Conclusions of this Graduate Student 
My time as a graduate student has afforded me opportunities I would have never 
thought possible by getting to understand the physical universe surrounding us always. 
Though my time has exposed me to a fraction of physical studies, it stands my firm belief 
the physics performed today are incomplete assumptions based on fractal derivatives. 
There will be no coherent theory accountable for the whole of phenomena until use of 
proper basis sets are employed, and as we fail to sufficiently explain Hydrogen we fail 
immeasurably when explaining Helium. Simple facts will remain open questions until 
resolutions are presented to accurately describe physics behind photons, decay, magnetism, 
and many other systems without invoking the acceptable use of describing nature as 
broken. Truly, we are the broken ones to assume symmetry within nature is imperfect and 
all we interact with must fit our theories.  
 A fundamentally natural basis set originating from the elements and their 
interactive field space is the only available alternative to a universe of broken symmetries, 
holograms and virtual particles. Failing to understand the interactions behind the physics 
means the observations we make tell only part of the story. This thesis covers quantum 
correlated materials with relativistic properties and struggles to convey principles. Several 
observations of quantum coupling occur because the rarity among elements being brought 
together which have near zero probability of occurring naturally. The need to describe 
relativistic effects as secondary and tertiary components only reveals the need for a more 
holistic approach. Mathematical quantification can only build upon the basis in which it 
was programmed, therefore all quantum calculations will always require assumptions and 
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cutoffs. Future developments of an elemental based impurity localization field theory may 
provide insight where our mathematical constructs fail us.  
 It is the author’s hope this thesis will promote a new perspective in which to view 
our universe, one which includes the observer as a part of the system. Even the search for 
such a paradigm shift is needed to bring about a change in this world; inspiring everyone 
to reach higher, dream bigger, and find a better way… not only in science but in everyday 
life as well.  
 
For those hoping the future brings a better world, 
 
Stay Tuned. 
 
 
