The network planning tool is important for both systems vendors and network operators as it is used in the various stages of the telecommunications business. In the budgeting and implementation stages, a planning tool offering a cost-efficient solution to the network operator can be decisive to the system vendor. After, in the operation stage, the planning tool can be used to re-optimize the available resources, bringing additional cost savings to network operators. In this context, we present an overview of our previous work on the development of tools for the planning of multilayer optical transport networks. Optimization methods for the various stages of the network planning were proposed, namely physical topologies design, and greenfield and multi-period nodes dimensioning.
INTRODUCTION
Nowadays, various planning tools for optical transport networks are commercially available, providing solutions in a non-vendor specific environment [1] . However, due to their commercial nature, these tools usually only provide support for mature, and with large market penetration, technologies. Even though, systems vendors and network operators desire to make prospective studies on competing technologies, take into account specialized implementation constraints or proprietary technology. Consequently, many operators and vendors make use of tailored in-house developed software [2] . Once again, due to their proprietary nature, these tools are not publicly available to perform comparative studies and evaluate the quality of the obtained solutions [3] . In this context, the development of methodologies and optimization tools for transport networks planning is being intensively investigated. Due to the challenges and importance of the subject for both academia and industry, in this work we overview dimensioning models that can be used in the various stages of the multilayer optical networks planning, namely survivable topological design, and greenfield and multi-period nodes dimensioning.
The first stage of the overall network design process is the deployment of the network links [4] , [5] . Therefore, a genetic algorithm for the design of survivable physical topologies with minimum CapEx for links was proposed in [5] . As the convergence of the genetic algorithms depends on the used genetic operators, we analyze their impact on the quality of the obtained solutions. After the deployment of the network links, the nodes must be planned. Thus, dimensioning models for nodes to use in greenfield scenarios are proposed in [6] , [7] . Finally, the last stage of the overall network design process is the multi-period (or brownfield) planning. At this stage, capacity is already deployed in the network and the goal is to accommodate the new client signals in an optimized manner. Therefore, in [8] , [9] optimization models for multi-period planning are proposed. All the models calculate the number and type of modules required to implement fixed and flexible architectures, for both the electrical and the optical layer. Moreover, the proposed models take into consideration the specific hardware implementation constraints. Nevertheless, they are sufficiently generic in a way that they are not vendor or technology specific.
SURVIVABLE TOPOLOGICAL DESIGN
Assuming that the nodes localization is known, the first stage of the overall network planning process is the deployment of the network links. In order to deal with this problem we extensively analyzed real-world transport networks and identified their relevant characteristics. Based on those observations, we proposed a method to generate topologies that resemble real-world optical transport networks characteristics [4] . The proposed method is based on the Waxman model [4] . However, in order to more accurately satisfy survivable transport networks characteristics, the method differs in the following: (a) the plane is divided into regions; and (b) nodes placement and connectivity obey certain constraints. Initially, the nodes are placed into a plane which is divided into regions. Afterwards, if two nodes are located into the same region they will be directly connected; if three or more nodes exists they will be connected as a closed cycle. After this initial procedure the network survivability is ensured by connecting each region to two other regions. During this process, the probability of a pair of nodes being directly connected is given by the Waxman link probability [4] . Using this method we generated an initial population and from that, through a genetic algorithm, we progressively improve the obtained solutions [5] .
The convergence of a genetic algorithm is dependent on the used operators. Therefore, two initial population generators, two selection methods, and two crossover operators were compared within the genetic algorithm [5] . Regarding the initial population generation, we considered one that generates completely random topologies and the topology generator that resembles the properties of real-world networks proposed in [4] . After, the solutions are encoded using the concatenation of the upper triangular matrix of the graph adjacency matrix. The solutions evaluation consists in determining the CapEx for links. Finally, the selection of individuals for crossover is performed using two methods that differ in the selection pressure: the roulette wheel and the tournament method. To assess the impact of the crossover operator in the quality of the obtained solutions two crossover operators are used: the single point crossover and the uniform crossover. To benchmark the solutions obtained using the genetic algorithm we used an integer linear programming (ILP) model. Figure 1 shows the evolution of the gap for the best solution for initial populations generated using the random topology generator, see Fig. 1(a) , and using the topology generator presented in [4] , see Fig. 1(b) . The computational results are obtained for the node location of nine real telecommunications networks [5] . 
Figure 1. Evolution of the gap for the best solution obtained for the nine reference networks in each iteration
for initial populations generated with the: (a) random topology generator and (b) topology generator presented in [4] .
As can be seen, for initial populations generated using the random topology generator, the optimal solution is obtained for the three smallest networks. With the increase in the number of nodes the gap also increases reaching almost 15%. For initial populations generated using the topology generator presented in [4] the genetic algorithm also obtains the optimal solution for the smallest networks. Increasing the number of nodes, the gap also increases. However, the solutions obtained within 100 iterations always have gaps smaller than 10%.
Comparing the combinations of operators, results showed that the uniform crossover obtains better solutions than the single point crossover, independently of the selection method [5] . The uniform crossover does not preserve large blocks of the progenitors genetic code to the offsprings, therefore it increases the population diversity and allows the genetic algorithm to obtain better solutions. On the other hand, fixing the crossover operator, the solutions obtained using the roulette wheel selection method are quite similar to the ones obtained using the tournament method [5] . Improvements are observed when using the roulette wheel selection method.
GREENFIELD NODES PLANNING
Usually, nodes dimensioning models have been neglecting the constraints imposed by the hardware implementation such as the types of available modules, the size of the backplane, the number of ports per module, or the extra modules for OAM and switching control [10] . However, optimal module planning is an important problem in network dimensioning and deployment. An optimized module planning can minimize the total number of modules, shelves and racks resulting in cost reduction joint with power consumption and footprint requirements savings. Moreover, it allows an alignment between the planned solution and the deployed one. Thus, it is important to optimally plan and organize the modules. In this context, a dimensioning model that calculates the number and type of modules at each node providing that the traffic requirements are fully supported was proposed in [6] , [7] . The model considers various architectures for the electrical layer (muxponders-based, non-blocking electrical cross connects (EXC), and partial non-blocking EXCs) and for the optical layer (reconfigurable optical add/drop multiplexers (ROADMs) with fixed frequency, fixed direction, colorless, directionless, and contentionless capabilities). Using the developed models, techno-economic studies focusing on the CapEx, power consumption, and footprint requirements were performed [6] , [7] , [11] , [12] . The followed methodology assumes a single node, varying the factors that have an impact on the node performance. For the comparative analysis of the electrical layer architectures, different traffic loads and client traffic patterns were considered. Regarding the optical layer architectures, different number of add/drop channels and nodal degrees were taken into consideration.
The obtained results suggested that an heterogeneous network, i.e. a network where each node is equipped with a different architecture, can present lower cost than an homogeneous network, i.e. a network where all the network nodes are equipped equally. A given architecture do not presents the lower CapEx, power consumption and footprint requirements, it depends on the scenario where the node is operating and cost factor in analysis [6] , [7] , [11] , [12] . As a result, an optimization method based on node architecture selection is proposed in [6] . The optimization method is based on statistical and simple rules, identifying the scenarios where a determined architecture (electrical and optical) brings advantages. Then, when considering the network and using the rules, the total network cost can be minimized by selecting the architecture of each node accordingly. Figure 2 presents the obtained cost savings provided by using the optimized method [6] . Figure 2(a) presents the savings provided by the optimized method in homogeneous networks with the electrical layer architectures (black lines), low flexibility ROADMs (red lines), and high flexibility ROADMs (blue lines). Figure 2(b) presents the minimum and the maximum total savings. Minimum savings are calculated as the difference between the least expensive electrical layer architecture together with the least expensive ROADM architecture, and the optimized solution. Maximum savings are calculated using the most expensive electrical layer and ROADM architecture. 
Figure 2. Percentage of cost savings provided by using the optimized method in spite of a homogeneous network architecture: (a) for the electrical layer and ROADM architectures alone and, (b) for the minimum and maximum total network savings.
Considering only the electrical layer architectures (black lines), the optimized solution can bring savings up to 47%. Regarding low flexibility ROADMs (red lines), the savings are smaller. In this case, the optimized solution presents savings between 0% and 25%. The fixed frequency and directionless architecture always presents the lower cost, therefore an homogeneous architecture employing this type of ROADM achieves the same solution as an optimized one. Considering high flexibility ROADMs (blue lines) the savings span between 0.1% and 15%. As can be observed, only for the fixed frequency and directionless architecture the optimized solution does not achieve any savings. For all the remaining scenarios the heterogeneous network architecture presents lower cost. Regarding the total cost (electrical + optical), it can be observed that the minimum savings span between 0.1% and 4% and that the maximum savings span between 15% and 45%. Hence, in all the scenarios the proposed optimization method achieves cost savings, which is a significant result supporting the relevance of this type of analysis.
MULTI-PERIOD NODES PLANNING
The last stage of the overall network design process is the multi-period (or brownfield) planning. At this stage, capacity is already deployed in the network and the goal is to accommodate the new client signals in an optimized manner. Moreover, as flexible electrical layer architectures enable remote reconfiguration, re-optimization of the grooming configurations can be performed whenever traffic changes. Hitless re-grooming is then defined has the ability to re-optimize the grooming configurations without traffic disruption. We developed detailed dimensioning models to use in multi-period planning [8] , [9] . Importantly, the models also support hitless re-grooming in flexible architectures.
Using the developed models we analyze the impact of node architecture flexibility in the number of line interfaces required, and assess the potential savings attained by exploiting hitless re-grooming.
In order to identify the traffic conditions where such savings are expected to be more significant, we considered two different number of destination nodes (five and ten), and two traffic patterns. Under pattern 1 the majority of the client traffic bit rate is much smaller than the line bit rate whereas under pattern 2 the majority of the client traffic bit rate is close to the line signal bit rate. Moreover, the initial total traffic is of 200 Gbit/s, increasing 10% in each of the 20 periods considered, thus being of 1.2 Tbit/s in the last period. Additionally, and in order to evaluate the impact of traffic variability, three scenarios were used for each combination of destination nodes and traffic pattern. In the first scenario only added trafic exist. In the remaining two scenarios, apart of the added traffic, some of the established traffic is forced to change its destination. One considers that 20% of the traffic change its destination, and the other considers 40% of traffic changing destination.
Results showed that enhancing node flexibility tends to imply a decrease in the number of line interfaces required [8] , [9] . As expected, the full non-blocking EXC always requires less number of line interfaces, whereas in the opposite side is the fixed architecture. Partial non-blocking EXCs is always in between. Moreover, the results suggest that re-grooming only enables savings for the partial non-blocking EXC. In non-blocking EXC there are no restrictions in the interconnection between client and line modules, thus the bandwidth is almost always well exploited. In partial non-blocking EXCs, some line interfaces can have wasted bandwidth due to the lack of available client ports in their shelf. In this case, re-grooming enables an optimization of the relation between the client and line ports in each shelf. Table 1 presents the percentage of line interface increase compared to the non-blocking EXC with hitless re-grooming, in the 20 th period. As can be observed in Table 1 , the increase in the number of line interfaces due to the lack of node flexibility tends to decrease from pattern 1 to pattern 2. As can be seen, there are only 3 exceptions out of 24 cases. The partial non-blocking EXCs architecture for 5 destination nodes, in both scenarios that traffic changes destination, and the non-blocking EXC architecture for 10 destination nodes and 20% of traffic changing destination. Comparing the results obtained for the different number destination nodes, it can be seen that the percentages raised from 5 to 10 destination nodes. The unique exceptions are the muxponders-based in pattern 1, and the non-blocking EXC architecture in pattern 1 and in scenarios where traffic is only added and 20% of the traffic is changing destination. These observations suggest that enhanced node flexibility produce more relative savings in scenarios where the majority of the client traffic is much smaller than the line bit rate and the number of destination nodes is high. Regarding the hitless re-grooming, it tends to present more relative savings in pattern 2 than in pattern 1. In the pattern 2 the majority of the client traffic is close to the line signal bit rate, therefore just a few demands need to be re-allocated in order to save a line signal. The opposite happens in pattern 1, where the majority of the client signals is of very low granularity. In this type of pattern the line signal carries a huge number of small demands, therefore the amount of demands that needs to be re-optimized in order to save a line signal is much higher than in pattern 2.
CONCLUSIONS
This paper overviews our recent work on the development of optimization models for the various planning stages of a multilayer transport network. We start by proposing a genetic algorithm for the design of physical topologies with minimum CapEx for links. After, ILP models for the nodes dimensioning in both greenfield and multi-period scenarios are also developed. The models take into account the several hardware implementation constraints and limitations. Using the developed models, a methodology to perform detailed techno-economic analysis is proposed, focusing on the CapEx, power consumption and footprint requirements of a node. Finally, results obtained in multi-period scenarios showed that besides the expected decrease in cost when adopting more flexible architectures, these savings are greater when the client traffic bit rate has very low granularity, and the number of destination nodes is high. Moreover, traffic re-grooming can assist in mitigating the limitations that arise when deploying the more scalable partial non-blocking EXCs. In fact, when traffic variability is large, the utilization of re-grooming enables partial non-blocking EXCs to attain almost the same performance as that of a non-blocking EXC.
