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CHARACTERIZATIONS OF THE HARDY SPACE H1FIO(Rn) FOR FOURIER
INTEGRAL OPERATORS
ZHIJIE FAN, NAIJIA LIU, JAN ROZENDAAL AND LIANG SONG
Abstract. The Hardy spaces for Fourier integral operators H p
FIO
(Rn), for 1 ≤ p ≤ ∞, were intro-
duced by H. Smith in [16] and A. Hassell et al. in [10]. In this article, we give several equivalent
characterizations of H1
FIO
(Rn), for example in terms of Littlewood–Paley g functions and maximal
functions. This answers a question from [13].
1. Introduction
Hardy spaces have long been of great importance in harmonic analysis and related fields. In fact,
the Hardy space H1(Rn) is the natural harmonic analytic substitute of the Lebesgue space L1(Rn) for
the study of singular integral operators. In turn, there are many characterizations of Hardy spaces,
such as in terms of area functionals, Littlewood–Paley g functions, maximal functions, and so on.
These characterizations are useful tools for the study of singular integral operators. For more on
the theory of Hardy spaces, see e.g. [9, 18].
Although singular integral operators are bounded on H1(Rn), and thus bounded from H1(Rn) to
L1(Rn), the situation is quite different for oscillatory integral operators. Indeed, Fourier integral
operators (FIOs) of order zero are generally not bounded from H1(Rn) to L1(Rn) unless n = 1.
Fourier integral operators are typical examples of oscillatory integrals, and they arise naturally
in classical analysis and partial differential equations, for example as the solution operators for
wave equations. As shown by Seeger, Sogge and Stein in [15], an FIO T of order zero, asso-
ciated with a local canonical graph and having a compactly supported Schwartz kernel, satisfies
T : 〈D〉− n−12 H1(Rn) → L1(Rn), and the exponent n−1
2
cannot be improved. Here 〈D〉− n−12 is the
Fourier multiplier with symbol ξ 7→ 〈ξ〉− n−12 = (1 + |ξ|2)− n−14 . This result is often summarized by
saying that FIOs “lose” (n − 1)/2 derivatives on H1(Rn). Using duality and interpolation, one in
turn obtains optimal results about the Lp-boundedness of FIOs. For more on the theory of Fourier
integral operators, we refer to [5, 11, 17] and the references therein.
In [16], H. Smith introduced a Hardy space, denoted by H1FIO(Rn), that is invariant under suit-
able Fourier integral operators of order 0, and this space is large enough to allow one to recover the
results in [15]. Recently, based on Smith’s work, in [10] A. Hassell, P. Portal and the third author
of this article introduced a full scale of Hardy spaces H p
FIO
(Rn), p ∈ [1,∞], for Fourier integral
operators. These spaces are invariant under Fourier integral operators of order 0, and they are large
enough to allow one to directly recover the optimal results about about Lp-boundedness of Fourier
integral operators. Very recently, in [13], the third author of this paper proved several character-
izations of H p
FIO
(Rn) for 1 < p < ∞. First he characterized H p
FIO
(Rn) in terms of Lp(Rn)-norms
of parabolic frequency localizations. Then, as a corollary, any characterization of Lp(Rn) yields a
corresponding version of H p
FIO
(Rn). In particular, in this manner one obtains characterizations of
H p
FIO
(Rn) in terms of Littlewood-Paley g functions and in terms of maximal functions. It was left
as an open question whether similar characterizations hold forH1
FIO
(Rn) andH∞
FIO
(Rn).
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In the present article, we obtain several equivalent characterizations ofH1
FIO
(Rn), for example in
terms of Littlewood–Paley g functions and maximal functions. This answers the question in [13]
regardingH1FIO(Rn).
Tomake our results precise, we first recall the definition ofH p
FIO
(Rn) for 1 ≤ p < ∞. Throughout,
fix n ≥ 2. The results in this article go through for n = 1 but reduce to classical statements about
the local Hardy space H1(R). Let S ∗(Rn) = Rn × S n−1 be the cosphere bundle over Rn, endowed
with the standard measure dxdω and with a metric d that arises from contact geometry (see Section
2.2 for details). We note that (S ∗(Rn), d, dxdω) is a doubling metric measure space. For σ > 0
and (x, ω) ∈ S ∗(Rn), we let B√σ(x, ω) :=
{
(y, ν) ∈ S ∗(Rn) : d(y, ν; x, ω) < √σ} be the ball around
(x, ω) of radius
√
σ with respect to the metric d. Let q ∈ C∞c (Rn) be a smooth cut-off function
such that q(ξ) = 1 for |ξ| ≤ 2, and let q(D) be the corresponding Fourier multiplier operator. Also,
for 0 < σ < 1 we let θν,σ ∈ C∞c (Rn) be a smooth function localized to the high frequency region{
ξ ∈ Rn : |ξ| h σ−1,
∣∣∣ ξ|ξ| − ν∣∣∣ h σ 12 } (see (2.2) for the exact definition of θν,σ). For f ∈ S′(Rn) and
(x, ω) ∈ S ∗(Rn), set
(1.1) S ( f )(x, ω) :=
( ∫ 1
0
?
B√σ(x,ω)
|θν,σ(D) f (y)|2 dydνdσ
σ
)1/2
.
Definition 1.1. For p ∈ [1,∞), letH p
FIO
(Rn) consist of all f ∈ S′(Rn) such that S ( f ) ∈ Lp(S ∗(Rn))
and q(D) f ∈ Lp(Rn), endowed with the norm
‖ f ‖H p
FIO
(Rn) :=
( ∫
S ∗(Rn)
(
S ( f )(x, ω)
)p
dxdω
)1/p
+ ‖q(D) f ‖Lp(Rn).
To defineH∞
FIO
(Rn) one has to replace the conical square function in (1.1) by a Carleson measure
condition (see [10, Section 6]). However, H∞
FIO
(Rn) will not play a significant role in this article.
We also note that Definition 1.1 is not the original definition of H p
FIO
(Rn) from [10]. However, it
follows from [13, Corollary 3.8] that Definition 1.1 is equivalent to the original definition.
Next, we define the Littlewood-Paley g function for FIOs as follows: for f ∈ S′(Rn) and (x, ω) ∈
S ∗(Rn), set
(1.2) G( f )(x, ω) :=
( ∫ 1
0
|θω,σ(D) f (x)|2dσ
σ
)1/2
.
Definition 1.2. Let H1
FIO,G
(Rn) consist of all f ∈ S′(Rn) such that G( f ) ∈ L1(S ∗(Rn)) and q(D) f ∈
L1(Rn), endowed with the norm
‖ f ‖H1
FIO,G
(Rn) := ‖G( f )‖L1(S ∗(Rn)) + ‖q(D) f ‖L1(Rn).
By [2, Proposition 2.1 and Remark 2.2], the following continuous inclusion holds: H1
FIO
(Rn) ⊆
H1FIO,G(Rn). However, until now it was not clear whether one also has H1FIO,G(Rn) ⊆ H1FIO(Rn). In
this article we show that this inclusion also holds, so thatH1
FIO
(Rn) = H1
FIO,G
(Rn).
We will give two additional characterizations of H1
FIO
(Rn). To state these, let α > 0 and, for
f ∈ S′(Rn) and (x, ω) ∈ S ∗(Rn), set
G∗α( f )(x, ω) :=
( ∫ 1
0
∫
S ∗(Rn)
|θν,σ(D) f (y)|2
σn(1 + σ−1d(x, ω; y, ν)2)nα
dydν
dσ
σ
)1/2
.
Also, let Φ ∈ S(Rn) be a Schwartz function such that Φ(0) = 1, and for σ > 0 and ξ ∈ Rn let
Φσ(ξ) := Φ(σξ). The function ϕω ∈ C∞(Rn) which occurs below is supported on a paraboloid in
the direction of ω ∈ S n−1, and it is introduced in Section 2.3. We recall that a tempered distribution
f ∈ S′(Rn) is a bounded distribution if f ∗ g ∈ L∞(Rn) for all g ∈ S(Rn).
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Definition 1.3. LetH1
FIO,G∗α(R
n) consist of all f ∈ S′(Rn) such thatG∗α( f ) ∈ L1(S ∗(Rn)) and q(D) f ∈
L1(Rn), endowed with the norm
‖ f ‖H1
FIO,G∗α
(Rn) := ‖G∗α( f )‖L1(S ∗(Rn)) + ‖q(D) f ‖L1(Rn).
Let H1FIO,max(Rn) consist of all f ∈ S′(Rn) such that ϕω(D) f is a bounded distribution for almost
all ω ∈ S n−1,
∫
S ∗(Rn) sup
σ>0
|Φσ(D)ϕω(D) f (x)| dxdω < ∞, and q(D) f ∈ L1(Rn), endowed with the norm
‖ f ‖H1
FIO,max
(Rn) :=
∫
S ∗(Rn)
sup
σ>0
|Φσ(D)ϕω(D) f (x)| dxdω + ‖q(D) f ‖L1(Rn).
The following theorem is our main result.
Theorem 1.4. Let α > 2. Then
H1FIO(Rn) = H1FIO,G(Rn) = H1FIO,G∗α(Rn) = H1FIO,max(Rn),
with equivalence of norms.
Theorem 1.4 is proved in the main text as Theorems 3.7, 4.2 and 5.1.
In [13], it is shown for 1 < p < ∞ that an f ∈ S′(Rn) satisfies f ∈ H p
FIO
(Rn) if and only
if ϕω(D) ∈ Lp(Rn) for almost all ω ∈ S n−1,
∫
S n−1 ‖ϕω(D) f ‖
p
Lp(Rn)
dω < ∞, and q(D) f ∈ Lp(Rn).
Moreover, in this case one has
‖ f ‖H p
FIO
(Rn) h
( ∫
S n−1
‖ϕω(D) f ‖pLp(Rn)dω
)1/p
+ ‖q(D) f ‖Lp(Rn)
for an implicit constant independent of f . Using classical characterizations of Lp(Rn) in terms of
Littlewood–Paley g functions and maximal functions, one obtains from this similar characteriza-
tions of H p
FIO
(Rn) for 1 < p < ∞ in terms of Littlewood–Paley g functions and maximal func-
tions as are given in Theorem 1.4 for p = 1. In fact, Theorem 1.4 answers an open question
from [13] whether such characterizations also hold for p = 1. More precisely, in [13, Remark 4.3]
the question is posed whether each f ∈ S′(Rn) such that ϕω(D) ∈ H1(Rn) for almost all ω ∈ S n−1,∫
S n−1 ‖ϕω(D) f ‖H1(Rn)dω < ∞, and q(D) f ∈ L1(Rn), satisfies f ∈ H1FIO(Rn) and
‖ f ‖H1
FIO
(Rn) .
∫
S n−1
‖ϕω(D) f ‖H1(Rn) dω + ‖q(D) f ‖L1(Rn)
for an implicit constant of f . Using classical characterizations of H1(Rn) in terms of maximal func-
tions, it is easy to see that the right hand side of this inequality is in fact the norm ofH1
FIO,max(R
n).
Hence Theorem 1.4 gives an affirmative answer to the question from [13, Remark 4.3], and it ex-
tends the characterizations ofH p
FIO
(Rn) given in [13] for 1 < p < ∞ to p = 1. We leave as an open
problem the question whether a similar characterization also holds for p = ∞ (see Remark 5.2).
It should be noted that the techniques used in this article to prove Theorem 1.4 are quite different
from those employed in [13] to deal withH p
FIO
(Rn) for 1 < p < ∞, although we do use the parabolic
frequency localizations that played a key role in [13]. More precisely, the characterizations of
H p
FIO
(Rn) for 1 < p < ∞ are proved in [13] by showing that each f ∈ H p
FIO
(Rn) satisfies ϕω(D) ∈
Lp(Rn) for almost all ω ∈ S n−1,
∫
S n−1 ‖ϕω(D) f ‖
p
Lp(Rn)
dω < ∞, and q(D) f ∈ Lp(Rn), with( ∫
S n−1
‖ϕω(D) f ‖pLp(Rn)dω
)1/p
+ ‖q(D) f ‖Lp(Rn) . ‖ f ‖H p
FIO
(Rn).
After that one uses duality to obtain the reverse inequality. In the terminology of the present article,
this amounts to showing thatH p
FIO
(Rn) ⊆ H p
FIO,G
(Rn), whereH p
FIO,G
(Rn) is defined in an analogous
manner as in Definition 1.2, and then using duality to obtain the reverse inclusion. For p = 1,
4 ZHIJIE FAN, NAIJIA LIU, JAN ROZENDAAL AND LIANG SONG
where we are interested in the inclusionH1
FIO,G
(Rn) ⊆ H1
FIO
(Rn), such an approach does not appear
to work. This is both because H1
FIO
(Rn) is not the dual of H∞
FIO
(Rn), and because the norm of
H∞
FIO
(Rn) is of a different nature than that ofH p
FIO
(Rn), p < ∞, so that the techniques in [13] do not
apply there. Instead, we prove the inclusionH1FIO,G(Rn) ⊆ H1FIO(Rn) directly, using e.g. pointwise
inequalities for a maximal function of Peetre type, as well as boundedness of the vector-valued
Hardy-Littlewood maximal function. Our proof is motivated in part by arguments from [3, 4, 12].
This article is organized as follows. In Section 2, we recall some notation and background on
the metric d and the wave packets that are used to define H1FIO(Rn). In Section 3 we then show
that H1
FIO
(Rn) = H1
FIO,G
(Rn), and in Section 4 we prove that H1
FIO
(Rn) = H1
FIO,G∗α(R
n). Finally, in
Section 5 we show thatH1
FIO,G
(Rn) = H1
FIO,max(R
n), thereby completing the proof of Theorem 1.4.
2. Notation and preliminaries
2.1. Notation. The natural numbers are N = {1, 2, . . .}, and Z+ := N ∪ {0}. Throughout, n ∈ N
with n ≥ 2 is fixed. For ξ, η ∈ Rn we write 〈ξ〉 := (1 + |ξ|2)1/2 and 〈ξ, η〉 := ξ · η, and for ξ , 0 we
set ξˆ := ξ/|ξ|. We use multi-index notation, where ∂α
ξ
= ∂
α1
ξ1
. . . ∂
αn
ξn
for ξ = (ξ1, . . . , ξn) ∈ Rn and
α = (α1, . . . , αn) ∈ Zn+.
The Schwartz class and the class of tempered distributions on Rn are denoted by S(Rn) and
S′(Rn), respectively. The Fourier transform of an f ∈ S′(Rn) is denoted by F f , and for f ∈ L1(Rn)
it is normalized as follows:
F f (ξ) =
∫
Rn
e−iξ·x f (x) dx (ξ ∈ Rn).
For m : Rn → C a measurable function of temperate growth, m(D) is the Fourier multiplier with
symbol m.
The volume of a measurable subset B of a measure space is denoted by V(B). If V(B) < ∞, then
for an integrable function f : B → C we write?
B
f (x) dx :=
1
V(B)
∫
B
f (x) dx.
The indicator function of a set E is denoted by 1E. For (X, µ) a measure space and p, q ∈ [1,∞), we
denote by Lp(X; ℓq) the space of all sequences { f j} j∈N of measurable functions f j : X → C, j ∈ N,
such that
‖{ f j} j∈N‖Lp(X;ℓq) :=
( ∫
X
‖{ f j(x)} j∈N‖pℓqdµ(x)
)1/p
< ∞.
We write f (s) . g(s) to indicate that f (s) ≤ Cg(s) for all s and a constant C ≥ 0 independent of s,
and similarly for f (s) & g(s) and g(s) h f (s).
2.2. A metric on the cosphere bundle. In this subsection, we collect some background on the
underlying metric measure space which will be considered throughout. The relevant metric arises
from contact geometry, but for this article we will only need a few basic facts about this metric. For
more details on the material presented here, see [10, Section 2.1].
Throughout, we denote elements of the sphere S n−1 by ω or ν, and we let gS n−1 be the standard
Riemannian metric on S n−1. Let S ∗(Rn) := Rn × S n−1 be the cosphere bundle of Rn, endowed with
the standard measure dxdω. The 1-form αS n−1 := ξˆ · dx on S ∗(Rn) determines a contact structure on
S ∗(Rn), the smooth distribution of codimension 1 hypersurfaces of T (S ∗(Rn)) given by the kernel
of αS n−1 . Then (S
∗(Rn), αS n−1) is a contact manifold. Together, the product metric dx2 + gS n−1 and
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the contact form determine a sub-Riemannian metric d on S ∗(Rn):
d(x, ω; y, v) := inf
γ
∫ 1
0
|γ′(s)| ds.(2.1)
for (x, ω), (y, ν) ∈ S ∗(Rn). Here the infimum is taken over all piecewise C1 curves γ : [0, 1] →
S ∗(Rn) such that γ(0) = (x, ω), γ(1) = (y, ν) and αS n−1(γ′(s)) = 0 for almost all s ∈ [0, 1]. Moreover,
|γ′(s)| is the length of the vector γ′(s) with respect to dx2 + dgS n−1.
It is shown in [10, Lemma 2.1] that
d(x, ω; y, ν) h
(|〈ω, x − y〉| + |x − y|2 + |ω − ν|2)1/2
for an implicit constant independent of (x, ω), (y, ν) ∈ S ∗(Rn). The following is [10, Lemma 2.2].
Lemma 2.1. There exists a constant C > 0 such that, for all (x, ω) ∈ S ∗(Rn), one has
1
C
τ2n ≤ V(Bτ(x, ω)) ≤ Cτ2n
if τ ∈ (0, 1) and
1
C
τn ≤ V(Bτ(x, ω)) ≤ Cτn
if τ ≥ 1. In particular,
V(Bλτ(x, ω)) ≤ Cλ2nV(Bτ(x, ω))
for all τ > 0 and λ ≥ 1, and (S ∗(Rn), d, dxdω) is a doubling metric measure space.
2.3. Wave packets. In this subsection we introduce the wave packets that are used to define the
Hardy spaces for Fourier integral operators. For more on this material, see [10, Section 4] and [13,
Section 3].
Fix a non-negative ϕ ∈ C∞c (Rn) such that ϕ ≡ 1 in a neighborhood of zero and ϕ(ξ) = 0 for
|ξ| > 1. For σ > 0, ω ∈ S n−1 and ξ ∈ Rn \ {0} set cσ :=
( ∫
S n−1 ϕ(
e1−ν√
σ
)2dν
)−1/2
, where e1 is the first
basis vector of Rn (this choice is immaterial), and ϕω,σ(ξ) := cσϕ
( ξˆ−ω√
σ
)
. Also let ϕω,σ(0) := 0. Next,
let Ψ ∈ S(Rn) be a non-negative radial function, with Ψ(ξ) = 0 if |ξ| < [1
2
, 2], Ψ(ξ) = c > 0 if
|ξ| ∈ [3
4
, 3
2
], and ∫ ∞
0
Ψ(σξ)2
dσ
σ
= 1 (ξ , 0).
For σ > 0 and ξ ∈ Rn set Ψσ(ξ) := Ψ(σξ). Now, for ω ∈ S n−1, write
ϕω(ξ) :=
∫ 4
0
Ψτ(ξ)ϕω,τ(ξ)
dτ
τ
and, if σ ∈ (0, 1),
(2.2) θω,σ(ξ) := Ψσ(ξ)ϕω(ξ).
These wave packets were introduced in [13], and in this article they have already appeared in
Definitions 1.1, 1.2 and 1.3.
We also introduce some new wave packets. Set
(2.3) η(ξ) :=

Ψ(ξ)∑
j∈Z Ψ(2− jξ)2
for ξ , 0,
0 for ξ = 0,
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and, for ω ∈ S n−1 and 0 < σ < 1,
(2.4) χω,σ(ξ) :=

η(σξ)ϕω(ξ)∫
Sn−1 ϕν(ξ)
2dν
for ξ ∈ supp(θω,σ),
0 otherwise.
We collect some properties of these wave packets in the following lemma.
Lemma 2.2. For ω ∈ S n−1 and 0 < σ < 1, let γω,σ ∈ {θω,σ, χω,σ}. Then γω,σ ∈ C∞c (Rn), and
supp(γω,σ) ⊆
{
ξ ∈ Rn : 1
2
σ−1 ≤ |ξ| ≤ 2σ−1, |ξˆ − ω| ≤ 2√σ}.
Moreover, for all α ∈ Zn+ and β ∈ Z+, there exists a constant Cα,β ≥ 0 such that
|〈ω,∇ξ〉β∂αξγω,σ(ξ)| ≤ Cα,βσ−
n−1
4
+
|α|
2
+β(2.5)
for all (ξ, ω, σ) ∈ S ∗(Rn) × (0, 1). For each N ≥ 0, there exists a constant CN ≥ 0 such that
|F −1(γω,σ)(x)| ≤ CNσ− 3n+14 (1 + σ−1|x|2 + σ−2〈ω, x〉2)−N(2.6)
for all (x, ω, σ) ∈ S ∗(Rn) × (0, 1).
Proof. For γω,σ = θω,σ, the required statements are contained in [13, Lemma 3.2]. It is also shown
there (see [13, Remark 3.3]) that, for all α ∈ Zn+ and β ∈ Z+, there exists a constant C′α,β ≥ 0 such
that
(2.7)
∣∣∣∣〈ω,∇ξ〉β∂αξ (
∫
S n−1
ϕν(ξ)
2dν
)−1∣∣∣∣ ≤ C′α,βσ |α|2 +β
and
(2.8) |〈ω,∇ξ〉β∂αξϕω(ξ)| ≤ C′α,βσ−
n−1
4
+
|α|
2
+β
for all ω ∈ S n−1, 0 < σ < 1 and ξ ∈ supp(θω,σ).
For γω,σ = χω,σ, we first use the properties of Ψ to note that∑
j∈Z
Ψ(2− jξ)2 ≥ c
for all ξ , 0, since for all such ξ there exists a j ∈ Z such that 2− j|ξ| ∈ [3
4
, 3
2
]. In turn, this implies
that η is well defined, and it is straightforward to see that in fact η ∈ C∞c (Rn). It now follows that
χω,σ ∈ C∞c (Rn) is well-defined with supp(χω,σ) = supp(θω,σ). Moreover, clearly
|∂αξη(σξ)| = σ|α||(∂αξ η)(σξ)| . σ|α|
for all α ∈ Zn+, with an implicit constant independent of σ > 0 and ξ ∈ Rn. By combining this with
(2.7) and (2.8), it follows that χω,σ satisfies (2.5). Finally, for (2.6) one integrates by parts with
respect to the operator
L :=
(
1 + σ−1|x|2 + σ−2〈ω, x〉2)−1(1 − σ−1∆ξ − σ−2〈ω,∇ξ〉2)
in the expression
F −1(χω,σ)(x) := 1
(2π)n
∫
Rn
eix·ξχω,σ(ξ) dξ (x ∈ Rn),
using (2.5) and the support properties of χω,σ. See [10, Lemma 4.1] for more details. 
We will also need the following corollary. The estimates in (2.9) were called off-singularity
bounds in [10], and they are crucial for showing that an operator is bounded onH p
FIO
(Rn), 1 ≤ p ≤
∞.
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Corollary 2.3. For w, ν ∈ S n−1 and σ, τ ∈ (0, 1), let Kω,νσ,τ be the integral kernel associated with the
operator
f 7→ θω,σ(D)χν,τ(D) f
on S(Rn). Then for each N ≥ 0 there exists a CN ≥ 0, independent of ω, ν, σ and τ, such that
(2.9) |Kω,νσ,τ (x, y)| ≤ CN min
(σ
τ
,
τ
σ
)N
ρ−n(1 + ρ−1d(x, ω; y, ν)2)−N
for all x, y ∈ Rn, where ρ = min(σ, τ).
Proof. To obtain (2.9), it suffices to repeat the arguments in [13, Proposition 3.6] (see also [13,
Remark 3.7] and [10, Theorem 5.1]), which rely only on integration by parts and on the properties
of the wave packets in Lemma 2.2. 
3. The Littlewood–Paley g function characterization
This section is devoted to showing that H1FIO(Rn) = H1FIO,G(Rn). By [2, Proposition 2.1 and
Remark 2.2] one has H1FIO(Rn) ⊆ H1FIO,G(Rn), so it suffices to show that H1FIO,G(Rn) ⊆ H1FIO(Rn).
To do so, we first collect some preliminary results that will be used to prove the required embedding.
3.1. Preliminary results. In this subsection we first obtain a Sobolev embedding forH1
FIO,G
(Rn).
Then we prove a technical lemma that will afterwards be used to obtain a pointwise inequality for a
maximal function of Peetre type. This maximal function will in turn play a crucial role in proving
the main result of this section.
Proposition 3.1. One hasH1FIO,G(Rn) ⊆ W−
n−1
4
,1(Rn) continuously.
Proof. First note that, for each τ > 0 and ξ , 0,
dτ :=
∫
S n−1
ϕω,τ(ξ) dω =
∫
S n−1
cτϕ
(
ξˆ−ω√
τ
)
dω
is a constant independent of ξ, and it is straightforward to show (see [10, Equation (7.4)]) that
dτ h τ
n−1
4 for implicit constants independent of τ. Now, for ξ ∈ Rn, set
m(ξ) :=
∫
S n−1
ϕω(ξ) dω =
∫
S n−1
∫ 4
0
Ψτ(ξ)ϕω,τ(ξ)
dτ
τ
dω =
∫ 4
0
dτΨτ(ξ)
dτ
τ
.
Then m ∈ C∞(Rn), and using the properties of Ψ it is straightforward to check that for each α ∈ Zn+
there exists a Cα > 0 such that
(3.10) |∂αξm(ξ)| ≤ Cα〈ξ〉−
n−1
4
−|α| (ξ ∈ Rn),
and that there exists a C′ > 0 such that
(3.11)
1
C′
|ξ|− n−14 ≤ m(ξ) ≤ C′|ξ|− n−14
for all ξ ∈ Rn with |ξ| ≥ 1
2
.
Now fix f ∈ H1FIO,G(Rn) and write h := (1 − q)(D) f . Then
‖ f ‖
W
− n−1
4
,1
(Rn)
= ‖〈D〉− n−14 f ‖L1(Rn) ≤ ‖〈D〉−
n−1
4 h‖L1(Rn) + ‖〈D〉−
n−1
4 q(D) f ‖L1(Rn)
. ‖〈D〉− n−14 h‖L1(Rn) + ‖q(D) f ‖L1(Rn),
where we used that q ∈ C∞c (Rn). Hence, by definition of ‖ f ‖H1FIO,G(Rn), it suffices to show that
(3.12) ‖〈D〉− n−14 h‖L1(Rn) . ‖ f ‖H1
FIO,G
(Rn).
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To this end, let q˜(ξ) ∈ C∞c (Rn) be such that q˜(ξ) = 1 for |ξ| ≤ 12 and q˜(ξ) = 0 for |ξ| ≥ 2, and set
m˜(ξ) :=
〈ξ〉
− n−1
4 m(ξ)−1(1 − q˜(ξ)) for |ξ| > 1
2
,
0 otherwise.
It follows from (3.10) and (3.11) that m˜ ∈ C∞(Rn), and that for each α ∈ Zn+ there exists a C′α > 0
such that
|∂αξ m˜(ξ)| ≤ C′α〈ξ〉−|α| (ξ ∈ Rn),
In particular, m˜(D) : H1(Rn) → H1(Rn) is bounded (see [6, Theorem 7.30]). We can now combine
the continuous embedding H1(Rn) ⊆ L1(Rn) with the identity
h = (1 − q)(D) f = (1 − q˜)(D)(1 − q)(D) f = (1 − q˜)(D)h
to write
‖〈D〉− n−14 h‖L1(Rn) . ||〈D〉−
n−1
4 h||H1(Rn) = ‖〈D〉−
n−1
4 (1 − q˜)(D)h‖H1(Rn) = ‖m˜(D)m(D)h‖H1(Rn)
. ‖m(D)h‖H1(Rn).
Hence for (3.12) it suffices to show that
(3.13) ‖m(D)h‖H1(Rn) . ‖ f ‖H1
FIO,G
(Rn)
for an implicit constant independent of f .
To prove (3.13), we use the characterization of H1(Rn) in terms of Littlewood-Paley g functions
(see [18] or [19]), which yields
(3.14)
‖m(D)h‖H1(Rn) h
∫
Rn
( ∫ 1
0
|Ψσ(D)m(D)h(x)|2 dσ
σ
)1/2
dx
≤
∫
Rn
( ∫ 1
0
|Ψσ(D)m(D) f (x)|2
dσ
σ
)1/2
dx +
∫
Rn
( ∫ 1
0
|Ψσ(D)m(D)q(D) f (x)|2
dσ
σ
)1/2
dx.
We will bound each of these terms separately. For the first term, note that
Ψσ(D)m(D) f (x) =
∫
S n−1
θω,σ(D) f (x) dω.
Hence Minkowski’s inequality yields∫
Rn
( ∫ 1
0
|Ψσ(D)m(D) f (x)|2 dσ
σ
)1/2
dx =
∫
Rn
( ∫ 1
0
∣∣∣∣ ∫
S n−1
θω,σ(D) f (x) dω
∣∣∣∣2dσ
σ
)1/2
dx
≤
∫
S n−1
∫
Rn
( ∫ 1
0
|θω,σ(D) f (x)|2
dσ
σ
)1/2
dxdω
= ||G( f )||L1(S ∗(Rn)) ≤ ‖ f ‖H1
FIO,G
(Rn).
On the other hand, for the second term one can note that m(ξ) = 0 if |ξ| < 1
8
, and in particular
m(ξ)q(ξ) = 0 if |ξ| < [1
8
, c] for some c > 2 which depends on supp(q). It follows that∫
Rn
( ∫ 1
0
|Ψσ(D)m(D)q(D) f (x)|2 dσ
σ
)1/2
dx =
∫
Rn
( ∫ 1
1
2c
|Ψσ(D)m(D)q(D) f (x)|2 dσ
σ
)1/2
dx
.
∫
Rn
sup
1
2c
≤σ≤1
|Ψσ(D)m(D)q(D) f (x)| dx
.
∫
Rn
∫
Rn
|q(D) f (y)|
(1 + |x − y|)n+1dydx
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. ‖q(D) f ‖L1(Rn) ≤ ‖ f ‖H1
FIO,G
(Rn).
Here we also used that
|F −1(Ψσm)(z)| . (1 + |z|)−n−1
for an implicit constant independent of z ∈ Rn and σ ∈ [ 1
2c
, 1], as is straightforward to see by
integrating by parts. Combining the estimates for each of the terms with (3.14), we obtain (3.13):
||m(D)h||H1(Rn) . || f ||H1
FIO,G
(Rn).
This concludes the proof. 
Remark 3.2. The reader might observe that we have in fact proved a stronger statement in Propo-
sition 3.1, namely that 〈D〉− n−14 : H1FIO,G(Rn) → H1(Rn) is continuous. Here H1(Rn) is the local
real Hardy space due to Goldberg [8], which for r ∈ C∞c (Rn) fixed consists of all f ∈ S′(Rn) such
that r(D) f ∈ L1(Rn) and (1 − r)(D) f ∈ H1(Rn), with the norm
‖ f ‖H1(Rn) h ‖r(D) f ‖L1(Rn) + ‖(1 − r)(D) f ‖H1(Rn) ( f ∈ H1(Rn)).
Up to norm equivalence, this definition does not depend on the choice of r. The same embedding
was obtained for H1
FIO
(Rn) in [10, Theorem 7.4] with a somewhat similar proof, but we cannot
appeal to that result here since we have not yet shown thatH1FIO,G(Rn) ⊆ H1FIO(Rn) (and in fact we
will use Proposition 3.1 to prove this inclusion).
We will also need the following technical lemma.
Lemma 3.3. Let 0 < r ≤ 1, and let {bl}∞l=1 ⊆ [0,∞] and {dl}∞l=1 ⊆ [0,∞) be two sequences. Assume
that there exist C0,N0 > 0 such that
(3.15) dl ≤ C02lN0 (l ∈ N),
and that for each N > N0 there exists a CN > 0 such that
(3.16) dl ≤ CN
∞∑
j=1
2−| j−l|Nb jd
1−r
j (l ∈ N).
Then
drl ≤ CN
∞∑
j=1
2−| j−l|Nrb j (l ∈ N).
Proof. The proof of Lemma 3.3 is essentially contained in [14], but for the reader’s convenience
we give a simple proof here. Without loss of generality, we may assume that {dl}∞l=1 is not the zero
sequence, and then (3.15) shows that Dl,N := supk∈N 2
−|l−k|Ndk ∈ (0,∞) for all l ∈ N and N > N0.
Now (3.16) yields
Dl,N ≤ sup
k∈N
2−|l−k|NCN
∞∑
j=1
2−| j−k|Nb jd
1−r
j ≤ CN
∞∑
j=1
2−| j−l|Nb jd
1−r
j
≤ CN
∞∑
j=1
2−| j−l|Nb j2
| j−l|N(1−r)D1−rl,N = CN
∞∑
j=1
2−| j−l|Nrb jD
1−r
l,N
for all j ∈ N. Multiplying by Dr−1
l,N
, we obtain from this the required conclusion:
drl ≤ Drl,N ≤ CN
∞∑
j=1
2−| j−l|Nrb j. 
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For the main result of this section we will work with a Peetre type maximal function. For α > 0,
f ∈ S′(Rn) and (x, ω, σ) ∈ S ∗(Rn) × (0,∞), set
M∗α( f )(x, ω, σ) := sup
(y,ν)∈S ∗(Rn)
|θν,σ(D) f (y)|
(1 + σ−1d(x, ω; y, ν)2)α
,
where the metric d on S ∗(Rn) is as in Section 2.2. We will apply Lemma 3.3 to a sequence arising
from this maximal function, and in the following lemma we show that the growth condition (3.15)
is satisfied for this sequence.
Lemma 3.4. Let α > 0. Then there exists a Cα > 0 with the following property. For all f ∈
W−
n−1
4 ,1(Rn), (x, ω) ∈ S ∗(Rn), l ∈ N and σ ∈ (1, 2), one has
M∗α( f )(x, ω, 2
−lσ) ≤ Cα2ln‖ f ‖
W
− n−1
4
,1
(Rn)
.
Proof. Fix f ∈ W− n−14 ,1(Rn), (x, ω) ∈ S ∗(Rn), l ∈ N and σ ∈ (1, 2). For τ ∈ (0, 1) and ξ ∈ Rn, set
θ˜ω,τ(ξ) := τ
n−1
4 〈ξ〉 n−14 θω,τ(ξ). It is straightforward to see that θ˜ω,τ ∈ C∞c (Rn), with the same support
properties and upper bounds as θω,τ from Lemma 2.2, with constants independent of τ. In particular,
using (2.5), we obtain
M∗α( f )(x, ω, 2
−lσ) = sup
(y,ν)∈S ∗(Rn)
|θν,2−lσ(D) f (y)|
(1 + 2lσ−1d(x, ω; y, ν)2)α
≤ sup
(y,ν)∈S ∗(Rn)
|θν,2−lσ(D) f (y)|
≤ 2 n−14 l sup
(y,ν)∈S ∗(Rn)
|θ˜ν,2−lσ(D)〈D〉−
n−1
4 f (y)|
≤ 2 n−14 l sup
(y,ν)∈S ∗(Rn)
∫
Rn
|F −1(θ˜ν,2−lσ)(y − z)〈D〉−
n−1
4 f (z)| dz
. 2nl
∫
Rn
|〈D〉− n−14 f (z)| dz = 2nl‖ f ‖
W
− n−1
4
,1
(Rn)
. 
Having verified the conditions of Lemma 3.3, we can now apply this lemma to obtain a useful
inequality for our maximal function.
Proposition 3.5. Let α > 0 and r ∈ (0, 1). Then for each N > 0 there exists a Cα,r,N > 0 such that,
for all σ ∈ (1, 2), l ∈ N and f ∈ W− n−14 ,1(Rn) with F f (ξ) = 0 for |ξ| ≤ 2, one has
[M∗α( f )(x, ω, 2
−lσ)]r ≤ Cα,r,N
∞∑
j=1
2−| j−l|N
∫
S ∗(Rn)
2ln(1 + 2ld(x, ω; z, µ)2)−αr |θµ,2− jσ(D) f (z)|rdzdµ.
Note that the Fourier transform F f of an f ∈ W− n−14 ,1(Rn) is a function of at most polynomial
growth, so the pointwise condition F f (ξ) = 0 for |ξ| ≤ 2 is well defined. We also note that the
assumption f ∈ W− n−14 ,1(Rn) can be extended to f ∈ W s,1(Rn) for some s ∈ R, but we will not need
such generality in the remainder.
Proof. Clearly we may consider N ≥ α. Fix (x, ω) ∈ S ∗(Rn), σ ∈ (1, 2), l ∈ N and f ∈ W− n−14 ,1(Rn)
with F f (ξ) = 0 for |ξ| ≤ 2. Recall from the proof of Lemma 2.2 that η, as defined in (2.3), satisfies
η ∈ C∞c (Rn) and supp(η) = supp(Ψ) ⊆ {ξ ∈ Rn : 12 ≤ |ξ| ≤ 2}. As we did for Ψ, write ητ(ξ) := η(τξ)
for τ > 0 and ξ ∈ Rn. Then, by definition, the following identity holds for ξ , 0:∑
j∈Z
η2− jσ(ξ)Ψ2− jσ(ξ) = 1.
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Now, by the assumption on the support of F f and because σ ∈ (1, 2), one has Ψ2− jσ(D) f = 0 for
j ≤ 0. Hence, using the definition of χµ,2− jσ from (2.4), a direct calculation yields
θν,2−lσ(D) f (y) =
∑
j∈Z
θν,2−lσ(D)η2− jσ(D)Ψ2− jσ(D) f (y) =
∞∑
j=1
θν,2−lσ(D)η2− jσ(D)Ψ2− jσ(D) f (y)
=
∞∑
j=1
∫
S n−1
θν,2−lσ(D)χµ,2− jσ(D)θµ,2− jσ(D) f (y) dµ
for all (y, ν) ∈ S ∗(Rn). Now apply Corollary 2.3 to
K
ν,µ
2−lσ,2− jσ(y, z) = F −1(θν,2−lσχµ,2− jσ)(y − z) =
1
(2π)n
∫
Rn
ei〈y−z,ξ〉θν,2−lσ(ξ)χµ,2− jσ(ξ) dξ,
for (z, µ) ∈ S ∗(Rn) and j ∈ N, to obtain
|θν,2−lσ(D) f (y)| ≤
∞∑
j=1
∣∣∣∣ ∫
S n−1
θν,2−lσ(D)χµ,2− jσ(D)θµ,2− jσ(D) f (y) dµ
∣∣∣∣
≤
∞∑
j=1
∫
S n−1
∫
Rn
|Kν,µ
2−lσ,2− jσ(y, z)θµ,2− jσ(D) f (z)| dzdµ
.
∞∑
j=1
2−| j−l|N
∫
S ∗(Rn)
2ln(1 + 2ld(y, ν; z, µ)2)−N |θµ,2− jσ(D) f (z)| dzdµ.
In turn, we can use that d is a metric and that N ≥ α to derive from this that
M∗α( f )(x, ω, 2
−lσ) . sup
(y,ν)∈S ∗(Rn)
|θν,2−lσ(D) f (y)|
(1 + 2ld(x, ω; y, ν)2)α
. sup
(y,ν)∈S ∗(Rn)
∞∑
j=1
2−| j−l|N
∫
S ∗(Rn)
2ln(1 + 2ld(y, ν; z, µ)2)−N(1 + 2ld(x, ω; y, ν)2)−α|θµ,2− jσ(D) f (z)| dzdµ
≤
∞∑
j=1
2−| j−l|N
∫
S ∗(Rn)
2ln(1 + 2ld(x, ω; z, µ)2)−α|θµ,2− jσ(D) f (z)| dzdµ
=
∞∑
j=1
2−| j−l|N
∫
S ∗(Rn)
2ln(1 + 2ld(x, ω; z, µ)2)−α|θµ,2− jσ(D) f (z)|r|θµ,2− jσ(D) f (z)|1−rdzdµ
≤
∞∑
j=1
2−| j−l|N
∫
S ∗(Rn)
2ln
(1 + 2 jd(x, ω; z, µ)2)α(1−r)
(1 + 2ld(x, ω; z, µ)2)α
|θµ,2− jσ(D) f (z)|rdzdµ(M∗α( f )(x, ω, 2− jσ))1−r.
Moreover, since one has
1 + 2 jd(x, ω; z, µ)2 ≤ (1 + 2ld(x, ω; z, µ)2)2|l− j|
for all j ∈ N and (z, µ) ∈ S ∗(Rn), we can write
M∗α( f )(x, ω, 2
−lσ)
.
∞∑
j=1
2−| j−l|N
∫
S ∗(Rn)
2ln
(1 + 2 jd(x, ω; z, µ)2)α(1−r)
(1 + 2ld(x, ω; z, µ)2)α
|θµ,2− jσ(D) f (z)|rdzdµ(M∗α( f )(x, ω, 2− jσ))1−r
≤
∞∑
j=1
2−| j−l|(N−α)
∫
S ∗(Rn)
2ln(1 + 2ld(x, ω; z, µ)2)−αr |θµ,2− jσ(D) f (z)|rdzdµ
(
M∗α( f )(x, ω, 2
− jσ)
)1−r
.
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Finally, we can apply Lemmas 3.3 and 3.4 to this estimate to obtain
(M∗α( f )(x, ω, 2
−lσ))r .
∞∑
j=1
2−| j−l|(N−α)r
∫
S ∗(Rn)
2ln(1 + 2ld(x, ω; z, µ)2)−αr |θµ,2− jσ(D) f (z)|rdzdµ. 
To conclude this subsection we collect the following result from [14].
Lemma 3.6. Let (X, d˜, µ) be a metric measure space, where d˜ is a metric and µ is a nonnegative,
doubling, Borel measure. Let p, q ∈ [1,∞) and N > 0, and let {g j} j∈Z be a sequence of nonnegative
measurable functions on X. For each l ∈ Z set
hl :=
∞∑
j=−∞
2−| j−l|Ng j.
Then there exists a C = C(p, q,N) > 0 such that
||{hl}l∈Z||Lp(X;ℓq) ≤ C||{g j} j∈Z||Lp(X;ℓq).
3.2. The main embedding. After this preliminary work, we are ready to prove the main result of
this section.
Theorem 3.7. One has
H1FIO(Rn) = H1FIO,G(Rn)
with equivalent norms.
Proof. As already noted, it follows from [2, Proposition 2.1 and Remark 2.2] that H1FIO(Rn) ⊆
H1
FIO,G
(Rn) continuously. More precisely, it is shown in [2, Proposition 2.1 and Remark 2.2] that
the following inequality holds for the square functions S and G from (1.1) and (1.2), respectively:
(3.17) ‖G(g)‖L1(S ∗(Rn)) . ‖S (g)‖L1(S ∗(Rn)) (g ∈ S′(Rn)).
So it remains to prove thatH1
FIO,G
(Rn) ⊆ H1
FIO
(Rn).
Fix f ∈ H1FIO,G(Rn). First note that one trivially has q(D) f ∈ L1(Rn) and
‖q(D) f ‖L1(Rn) ≤ ‖G( f )‖L1(S ∗(Rn)) + ‖q(D) f ‖L1(Rn) = ‖ f ‖H1
FIO,G
(Rn).
So it suffices to show that S ( f ) ∈ L1(S ∗(Rn)) and
‖S ( f )‖L1(S ∗(Rn)) . ‖ f ‖H1
FIO,G
(Rn).
To this end, we decompose f into its low-frequency and high-frequency components:
‖S ( f )‖L1(S ∗(Rn)) ≤ ‖S (q(D) f )‖L1(S ∗(Rn)) + ‖S ((1 − q)(D) f )‖L1(S ∗(Rn)).
For the low-frequency part we use that 〈D〉− n−14 : H1(Rn) → H1
FIO
(Rn) is continuous (see [10,
Theorem 7.4]), where H1(Rn) is the local Hardy space defined in Remark 3.2. Choosing r in the
definition ofH1(Rn) such that r ≡ 1 on supp(q), we obtain
(3.18)
‖S (q(D) f )‖L1(S ∗(Rn)) ≤ ‖q(D) f ‖H1
FIO
(Rn) . ‖〈D〉
n−1
4 q(D) f ‖H1(Rn)
h ‖〈D〉 n−14 q(D) f ‖L1(Rn) . ‖q(D) f ‖L1(Rn) ≤ ‖ f ‖H1
FIO,G
(Rn),
where in the penultimate inequality we used that q ∈ C∞c (Rn).
Next, we consider the high-frequency component h := (1 − q)(D) f . We fix α > n and claim that
it suffices to prove the following two inequalities:
(3.19) S (h)(x, ω) .
( ∫ 1
0
[M∗α(h)(x, ω, σ)]
2 dσ
σ
)1/2
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for all (x, ω) ∈ S ∗(Rn), and
(3.20)
∫
S ∗(Rn)
( ∫ 1
0
[M∗α(h)(x, ω, σ)]
2 dσ
σ
)1/2
dxdω . ‖G(h)‖L1(S ∗(Rn)).
Indeed, by combining these inequalities with (3.18) and (3.17), we obtain
‖S ( f )‖L1(S ∗(Rn)) ≤ ‖S (q(D) f )‖L1(S ∗(Rn)) + ‖S (h)‖L1(S ∗(Rn)) . ‖ f ‖H1
FIO,G
(Rn) + ‖G(h)‖L1(S ∗(Rn))
≤ ‖ f ‖H1
FIO,G
(Rn) + ‖G(q(D) f )‖L1(S ∗(Rn)) + ‖G( f )‖L1(S ∗(Rn))
. ‖ f ‖H1
FIO,G
(Rn) + ‖S (q(D) f )‖L1(S ∗(Rn)) + ‖ f ‖H1
FIO,G
(Rn) . ‖ f ‖H1
FIO,G
(Rn).
Hence in the remainder we will focus on proving (3.19) and (3.20).
Estimate (3.19). This estimate follows from a straightforward calculation. For all (x, ω) ∈ S ∗(Rn),
σ > 0 and (y, ν) ∈ B√σ(x, ω) one has 1 ≤ 1 + σ−1d(x, ω; y, ν)2 ≤ 2. Hence
S (h)(x, ω) =
( ∫ 1
0
?
B√σ(x,ω)
|θν,σ(D)h(y)|2 dydν
dσ
σ
)1/2
≤
( ∫ 1
0
sup
(y,ν)∈B√σ(x,ω)
|θν,σ(D)h(y)|2 dσ
σ
)1/2
.
( ∫ 1
0
sup
(y,ν)∈B√σ(x,ω)
|θν,σ(D) f (y)|2
(1 + σ−1d(x, ω; y, ν)2)2α
dσ
σ
)1/2
≤
( ∫ 1
0
sup
(y,ν)∈S ∗(Rn)
|θν,σ(D) f (y)|2
(1 + σ−1d(x, ω; y, ν)2)2α
dσ
σ
)1/2
=
( ∫ 1
0
[M∗α(h)(x, ω, σ)]
2 dσ
σ
)1/2
.
Estimate (3.20). The idea of the proof is to write∫
S ∗(Rn)
( ∫ 1
0
[M∗α(h)(x, ω, σ)]
2 dσ
σ
)1/2
dxdω =
∫
S ∗(Rn)
( ∞∑
l=1
∫ 2
1
[M∗α(h)(x, ω, 2
−lσ)]2
dσ
σ
)1/2
dxdω
=
∥∥∥∥∥{(
∫ 2
1
[M∗α(h)(·, ·, 2−lσ)]2
dσ
σ
)r/2}∞
l=1
∥∥∥∥∥1/r
L1/r(S ∗(Rn);ℓ2/r)
for a suitably chosen r ∈ (0, 1). We will bound the sequence in the final term by a suitable ex-
pression involving the Hardy–Littlewood maximal function, and then we combine boundedness
properties of this maximal function with Lemma 3.6 to obtain (3.20).
For the moment, fix (x, ω) ∈ S ∗(Rn) and l ∈ N. We will use the pointwise estimate in Proposition
3.5 for M∗α(h). Note that Proposition 3.5 indeed applies to h, given that Proposition 3.1 shows that
f ∈ W− n−14 ,1(Rn) and therefore h = (1 − q)(D) f ∈ W− n−14 ,1(Rn) as well. And one has
F h(ξ) = (1 − q(ξ))F f (ξ) = 0
for |ξ| ≤ 2 because q(ξ) = 1 for such ξ. Now, since α > n we can choose r ∈ (n/α, 1) and N > 0
and apply Proposition 3.5 to obtain
[M∗α(h)(x, ω, 2
−lσ)]r .
∞∑
j=1
2−| j−l|N
∫
S ∗(Rn)
2ln(1 + 2ld(x, ω; y, v)2)−αr |θν,2− jσ(D)h(y)|r dydν
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for all l ∈ N and σ ∈ (1, 2). Hence the triangle inequality and Minkowski’s inequality yield
(3.21)
( ∫ 2
1
[M∗α(h)(x, ω, 2
−lσ)]2
dσ
σ
)r/2
.
( ∫ 2
1
( ∞∑
j=1
2−| j−l|N
∫
S ∗(Rn)
2ln(1 + 2ld(x, ω; y, v)2)−αr |θν,2− jσ(D)h(y)|r dydν
)2/r dσ
σ
)r/2
≤
∞∑
j=1
2−| j−l|N
∫
S ∗(Rn)
2ln(1 + 2ld(x, ω; y, v)2)−αr
( ∫ 2
1
|θν,2− jσ(D)h(y)|2
dσ
σ
)r/2
dydν.
Next, we will bound each of the terms is this series separately.
Momentarily fix j ∈ N, and write
F(y, ν) :=
( ∫ 2
1
|θν,2− jσ(D)h(y)|2
dσ
σ
)r/2
for (y, ν) ∈ S ∗(Rn). Also let M be the centered Hardy-Littlewood operator on (S ∗(Rn), d, dxdω)
given by
M( f )(x, ω) := sup
(x,ω)∈B
1
V(B)
∫
B
| f (y, ν)| dydν
for f ∈ L1
loc
(S ∗(Rn)), where the supremum is taken over all balls B ⊆ S ∗(Rn) with center (x, ω).
Then∫
S ∗(Rn)
2ln
(
1 + 2ld(x, ω; y, v)2
)−αr
F(y, ν) dydν =
∞∑
k=0
∫
Ck
1
2−ln
(
1 +
d(x, ω; y, v)2
2−l
)−αr
F(y, ν) dydν,
where
C0 = {(y, ν) ∈ S ∗(Rn) : d(x, ω; y, v) ≤
√
2 2−l/2} = B√2 2−l/2(x, ω)
and
Ck = {(y, ν) ∈ S ∗(Rn) : 2k/22−l/2 < d(x, ω; y, v) ≤ 2(k+1)/22−l/2}
for k ∈ N. We bound each of the terms in this series separately, recalling from Lemma 2.1 that
V(Bτ(x, ω)) . τ
2n for all τ > 0. We obtain∫
C0
1
2−ln
(
1 +
d(x, ω; y, v)2
2−l
)−αr
F(y, ν) dydν ≤
∫
C0
2lnF(y, ν) dydν
= V(B√2 2−l/2(x, ω))2
ln
?
B√
2 2−l/2 (x,ω)
F(y, ν) dydν . 2nM(F)(x, ω)
and, for k ∈ N,∫
Ck
1
2−ln
(
1 +
d(x, ω; y, v)2
2−l
)−αr
F(y, ν) dydν ≤ 1
2kαr
1
2−ln
∫
Ck
F(y, ν) dydν
≤ 1
2kαr
1
2−ln
V(B2(k+1)/22−l/2(x, ω))
?
B
2(k+1)/22−l/2 (x,ω)
F(y, ν) dydν .
1
2k(αr−n)
2nM(F)(x, ω).
Since r > n
α
, the series converges and we obtain∫
S ∗(Rn)
2ln
(
1+2ld(x, ω; y, v)2
)−αr
F(y, ν) dydν .M(F)(x, ω) =M
[( ∫ 2
1
|θ·,2− jσ(D)h(·)|2
dσ
σ
)r/2]
(x, ω).
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Now (3.21) yields
(3.22)
( ∫ 2
1
[M∗α(h)(x, ω, 2
−lσ)]2
dσ
σ
)r/2
.
∞∑
j=1
2−| j−l|NM
[( ∫ 2
1
|θ·,2− jσ(D)h(·)|2
dσ
σ
)r/2]
(x, ω).
We have now obtained suitable bounds for each of the terms in our original sequence, and we will
use these bounds to complete the proof of (3.20).
For (x, ω) ∈ S ∗(Rn) and j ∈ N, write
g j(x, ω) :=M
[( ∫ 2
1
|θ·,2− jσ(D)h(·)|2
dσ
σ
)r/2]
(x, ω),
and for l ∈ N set
hl(x, ω) :=
∞∑
j=1
2−| j−l|Ng j(x, ω).
Then we can combine (3.22) with Lemma 3.6, as well as the boundedness ofM on L1/r(S ∗(Rn); ℓ2/r)
(see [7, Section 6.6]), to obtain∫
S ∗(Rn)
( ∫ 1
0
[M∗α(h)(x, ω, σ)]
2 dσ
σ
)1/2
dxdω =
∥∥∥∥∥{(
∫ 2
1
[M∗α(h)(·, ·, 2−lσ)]2
dσ
σ
)r/2}∞
l=1
∥∥∥∥∥1/r
L1/r(S ∗(Rn);ℓ2/r)
. ‖{hl}∞l=1‖1/rL1/r(S ∗(Rn);ℓ2/r) . ‖{g j}∞j=1‖
1/r
L1/r(S ∗(Rn);ℓ2/r) =
∥∥∥∥∥{M[(
∫ 2
1
|θ·,2− jσ(D)h(·)|2
dσ
σ
)r/2]}∞
j=1
∥∥∥∥∥1/r
L1/r(S ∗(Rn);ℓ2/r)
.
∥∥∥∥∥{(
∫ 2
1
|θ·,2− jσ(D)h(·)|2
dσ
σ
)r/2}∞
j=1
∥∥∥∥∥1/r
L1/r(S ∗(Rn);ℓ2/r)
=
∥∥∥∥∥(
∫ 1
0
|θ·,σ(D)h(·)|2 dσ
σ
)1/2∥∥∥∥∥
L1(S ∗(Rn))
= ‖G(h)‖L1(S ∗(Rn)).
This concludes the proof of (3.20) and thereby of the theorem. 
Remark 3.8. It follows from the proof of Theorem 3.7, and specifically from (3.17) and (3.18), that
an f ∈ S′(Rn) satisfies f ∈ H1FIO(Rn) if and only if G((1−q)(D) f ) ∈ L1(S ∗(Rn)) and q(D) f ∈ L1(Rn),
and that
‖ f ‖H1
FIO
(Rn) h ‖G((1 − q)(D) f )‖L1(S ∗(Rn)) + ‖q(D) f ‖L1(Rn).
Since (1 − q)(D)Ψσ(D) = 0 for all σ ≥ 1 and θω,σ = Ψσϕω for all ω ∈ S n−1, we in turn have
‖ f ‖H1
FIO
(Rn) h
∫
S ∗(Rn)
( ∫ ∞
0
|θω,σ(D)(1 − q)(D) f (x)|2dσ
σ
)1/2
dxdω + ‖q(D) f ‖L1(Rn).
This slightly different characterization will be useful in the proof of Theorem 5.1 below.
4. G∗α characterization
In this section, we will prove thatH1FIO(Rn) = H1FIO,G∗α(Rn) for α > 2. To do so, we will need the
following quantitative change of aperture formula from [13, Lemma 2.1] (see also [1]).
Lemma 4.1. There exists a C ≥ 0 such that, for all λ ≥ 1 and F ∈ L2
loc
(S ∗(Rn) × (0,∞)), one has∫
S ∗(Rn)
( ∫ ∞
0
?
Bλ
√
σ(x,ω)
|F(y, ν, σ)|2 dydνdσ
σ
)1/2
dxdω
≤ Cλn
∫
S ∗(Rn)
( ∫ ∞
0
?
B√σ(x,ω)
|F(y, ν, σ)|2 dydνdσ
σ
)1/2
dxdω
whenever the second term is finite.
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For the next theorem, recall that H1
FIO,G∗α(R
n) consists of all f ∈ S′(Rn) such that G∗α( f ) ∈
L1(S ∗(Rn)) and q(D) f ∈ L1(Rn), endowed with the norm
‖ f ‖H1
FIO,G∗α
(Rn) = ‖G∗α( f )‖L1(S ∗(Rn)) + ‖q(D) f ‖L1(Rn).
Here
G∗α( f )(x, ω) =
( ∫ 1
0
∫
S ∗(Rn)
|θν,σ(D) f (y)|2
σn(1 + σ−1d(x, ω; y, ν)2)nα
dydν
dσ
σ
)1/2
for (x, ω) ∈ S ∗(Rn).
Theorem 4.2. Let α > 2. Then
H1FIO(Rn) = H1FIO,G∗α(Rn)
with equivalent norms.
Proof. We first show that H1
FIO,G∗α(R
n) ⊆ H1FIO(Rn). Let f ∈ H1FIO,G∗α(Rn). It suffices to prove
that S ( f ) ∈ L1(S ∗(Rn)) with ‖S ( f )‖L1(S ∗(Rn)) . ‖G∗α( f )‖L1(S ∗(Rn)). To this end, observe that for all
(x, ω) ∈ S ∗(Rn), σ > 0 and (y, ν) ∈ B√σ(x, ω), one has 1 + σ−1d(x, ω; y, v)2 ≤ 2. Moreover, Lemma
2.1 yields that V(B√σ(x, ω)) h σ
n for all σ ∈ (0, 1). Hence
S ( f )(x, ω) =
( ∫ 1
0
?
B√σ(x,ω)
|θν,σ(D) f (y)|2 dydνdσ
σ
)1/2
.
( ∫ 1
0
∫
B√σ(x,ω)
|θν,σ(D) f (y)|2
V(B√σ(x, ω))(1 + σ−1d(x, ω; y, ν)2)nα
dydν
dσ
σ
)1/2
. G∗α( f )(x, ω).
Thus S ( f ) ∈ L1(S ∗(Rn)) with ‖S ( f )‖L1(S ∗(Rn)) . ‖G∗α( f )‖L1(S ∗(Rn)).
For the other inclusion we let f ∈ H1FIO(Rn) and show that ‖G∗α( f )‖L1(S ∗(Rn)) . ‖S ( f )‖L1(S ∗(Rn)).
Note that
(1 + s)−nα ≤ 1[0,1](s) + 2
∞∑
k=1
2−k1
[0,1]
(
s
2k/(nα)
)
=: g(s)
for all s ≥ 0, as can be seen for s > 1 by letting k0 ∈ N be such that 2(k0−1)/nα < s ≤ 2k0/nα. Now
apply Lemma 2.1 to obtain, for all (x, ω) ∈ S ∗(Rn),
G∗α( f )(x, ω) ≤
( ∫ 1
0
∫
S ∗(Rn)
σ−n|θν,σ(D) f (y)|2g(σ−1d(x, ω; y, ν)2) dydν
dσ
σ
) 1
2
h
( ∫ 1
0
∫
B√σ(x,ω)
σ−n|θν,σ(D) f (y)|2dydνdσ
σ
+
∞∑
k=1
2−k
∫ 1
0
∫
B
2k/(2nα)
√
σ
(x,ω)
σ−n|θν,σ(D) f (y)|2 dydνdσ
σ
) 1
2
.
( ∫ 1
0
?
B√σ(x,ω)
|θν,σ(D) f (y)|2dydνdσ
σ
+
∞∑
k=1
2−k+k/α
∫ 1
0
?
B
2k/(2nα)
√
σ
(x,ω)
|θν,σ(D) f (y)|2dydνdσ
σ
) 1
2
.
( ∫ 1
0
?
B√σ(x,ω)
|θν,σ(D) f (y)|2dydν
dσ
σ
) 1
2
+
∞∑
k=1
2(−k+k/α)/2
( ∫ 1
0
?
B
2k/(2nα)
√
σ
(x,ω)
|θν,σ(D) f (y)|2dydν
dσ
σ
) 1
2
.
We can then conclude the proof using Lemma 4.1, with F(y, ν, σ) = θν,σ(D) f (y):
‖G∗α( f )‖L1(S ∗(Rn))
. ‖S ( f )‖L1(S ∗(Rn)) +
∞∑
k=1
2−k/2+k/(2α)
∫
S ∗(Rn)
( ∫ 1
0
?
B
2k/(2nα)
√
σ
(x,ω)
|θν,σ(D) f (y)|2dydν
dσ
σ
)1/2
dxdω
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. ‖S ( f )‖L1(S ∗(Rn)) +
∞∑
k=1
2−k/2+k/α‖S ( f )‖L1(S ∗(Rn)) . ‖S ( f )‖L1(S ∗(Rn)),
where for the final inequality we used that α > 2. 
5. Maximal function characterization
In [13], the third author of this article obtained a maximal function characterization ofH p
FIO
(Rn)
for 1 < p < ∞. In this section, using the Littlewood-Paley characterization from Section 3, we
extend this characterization toH1
FIO
(Rn) by showing thatH1
FIO
(Rn) = H1
FIO,max(R
n).
Theorem 5.1. One has
H1FIO,G(Rn) = H1FIO,max(Rn)
with equivalence of norms.
Proof. From the maximal function characterization of H1(Rn) (see [9, Theorem 2.1.4]), we know
that an f ∈ S′(Rn) satisfies f ∈ H1FIO,max(Rn) if and only if q(D) f ∈ L1(Rn), ϕω(D) f ∈ H1(Rn) for
almost all ω ∈ S n−1, and ∫
S n−1
‖ϕω(D) f ‖H1(Rn) dω < ∞.
Moreover, in this case one has
(5.23) ‖ f ‖H1
FIO,max
(Rn) h
∫
S n−1
‖ϕω(D) f ‖H1(Rn) dω + ‖q(D) f ‖L1(Rn).
On the other hand, by Remark 3.8, an f ∈ S′(Rn) satisfies f ∈ H1FIO(Rn) if and only if q(D) f ∈
L1(Rn) and
∫
S ∗(Rn)
( ∫ ∞
0
|θω,σ(D)(1 − q)(D) f (x)|2 dσσ
)1/2
dxdω < ∞, with
‖ f ‖H1
FIO
(Rn) h
∫
S ∗(Rn)
( ∫ ∞
0
|Ψσ(D)ϕω(D)(1 − q)(D) f (x)|2dσ
σ
)1/2
dxdω + ‖q(D) f ‖L1(Rn).
Using the Littlewood–Paley g function characterization of H1(Rn) (see [18] or [19]), one in turn
has f ∈ H1FIO(Rn) if and only if q(D) f ∈ L1(Rn), ϕω(D)h ∈ H1(Rn) for almost all ω ∈ S n−1, and∫
S n−1 ‖ϕω(D)h‖H1(Rn)dω < ∞, with
(5.24) ‖ f ‖H1
FIO
(Rn) h
∫
S n−1
‖ϕω(D)(1 − q)(D) f ‖H1(Rn)dω + ‖q(D) f ‖L1(Rn).
Using these characterizations it becomes an easy matter to prove the theorem.
Let f ∈ H1FIO,max(Rn). To see that f ∈ H1FIO(Rn), by (5.23) and (5.24) it suffices to show that
(5.25)
∫
S n−1
‖ϕω(D)q(D) f ‖H1(Rn)dω . ‖q(D) f ‖L1(Rn).
To this end we again use the Littlewood–Paley characterization of H1(Rn), as well as the fact that
q(ξ)ϕω(ξ) = 0 if |ξ| < [18 , c] for some c > 2 which depends on supp(q). This yields
‖ϕω(D)q(D) f ‖H1(Rn) h
∫
Rn
( ∫ ∞
0
|Ψσ(D)ϕω(D)q(D) f (x)|2
dσ
σ
)1/2
dx
.
∫
Rn
sup
1
2c
≤σ≤16,ω∈S n−1
|Ψσ(D)ϕω(D)q(D) f (x)| dx
.
∫
Rn
∫
Rn
|q(D) f (y)|
(1 + |x − y|)n+1 dydx . ‖q(D) f ‖L1(Rn)
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for all ω ∈ S n−1, where the bounds for the kernel of Ψσϕω follow from integration by parts. This
proves (5.25).
Finally, let f ∈ H1FIO(Rn). Then, to see that f ∈ H1FIO,max(Rn), by (5.23) and (5.24) one can again
apply (5.25). This concludes the proof. 
Remark 5.2. It follows from Theorem 1.4 and (5.23) that an f ∈ S′(Rn) satisfies f ∈ H1
FIO
(Rn) if
and only if q(D) f ∈ L1(Rn), ϕω(D) f ∈ H1(Rn) for almost allω ∈ S n−1, and
∫
S n−1 ‖ϕω(D) f ‖H1(Rn) dω <∞. In this case one has
‖ f ‖H1
FIO
(Rn) h
∫
S n−1
‖ϕω(D) f ‖H1(Rn) dω + ‖q(D) f ‖L1(Rn).
A similar characterization of H p
FIO
(Rn) was obtained in [13] for 1 < p < ∞, but it is not clear
whether one can also characterizeH∞
FIO
(Rn) in this manner. More precisely, a natural question is
whether an f ∈ S′(Rn) satisfies f ∈ H∞
FIO
(Rn) if and only if q(D) f ∈ L∞(Rn), ϕω(D) f ∈ BMO(Rn)
for almost all ω ∈ S n−1, and ess supω∈S n−1 ‖ϕω(D) f ‖BMO(Rn) < ∞, and whether in this case
‖ f ‖H∞
FIO
(Rn) h ess sup
ω∈S n−1
‖ϕω(D) f ‖BMO(Rn) + ‖q(D) f ‖L∞(Rn).
One can use duality to show that if q(D) f ∈ L∞(Rn), ϕω(D) f ∈ BMO(Rn) for almost all ω ∈ S n−1,
and ess supω∈S n−1 ‖ϕω(D) f ‖BMO(Rn) < ∞, then f ∈ H∞FIO(Rn) with
‖ f ‖H∞
FIO
(Rn) . ess sup
ω∈S n−1
‖ϕω(D) f ‖BMO(Rn) + ‖q(D) f ‖L∞(Rn).
However, it is not clear whether the reverse inequality also holds. We leave this as an open problem.
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