Normal mixture (NM) GARCH models are better able to account for leptokurtosis in financial data and offer a more intuitive and tractable framework for risk analysis and option pricing than student's t-GARCH models. We present a general, symmetric parameterisation for NM-GARCH(1,1) models, derive the analytic derivatives for the maximum likelihood estimation of the model parameters and their standard errors and compute the moments of the error term. Also, we formulate specific conditions on the model parameters to ensure positive, finite conditional and unconditional second and fourth moments.
Introduction
One of the main lines of research in finance is focused on finding an appropriate quantitative description for market returns. Already forty years ago, Mandelbrot (1963) and Fama (1965) , followed by many others, showed that time invariant normal distributions do not offer an appropriate framework, given the excess kurtosis and volatility clustering that characterize returns in financial markets. Consequently there has been a keen interest in developing tractable non-normal models for option pricing and risk analysis. In particular, there is a large growing literature on the class of hyperbolic distributions, pioneered by Barndorff-Nielsen (1977) and lately developed by Eberlein and Keller (1995) and Barndorff-Nielsen and Shephard (2001, 2002) .
One of the simplest and most tractable hyperbolic distributions is the mixture of normal densities, introduced to the financial community by Ball and Torous (1983) and Kon (1984) . 1 Normal mixture (NM) densities are weighted sums of normal densities of the form:
(1) ) ( ) ( use of normal mixtures on market data. For example, the normal densities in the mixture may arise from the different types of traders in the market, having different expectations regarding returns and volatilities according to which they form their own prices and trade. In this context it is the proportions of the different types of traders that determine the mixing law (Epps & Epps, 1976) .
Turning now to the literature on conditional densities of market returns, a key issue for modelling returns in all financial markets is the time-variation in volatility. The option theoretic approach treats volatility as a continuous-time process.
2 In this paper we focus on the classic econometric approach to volatility modelling -the generalised autoregressive conditional heteroscedasticity (GARCH) models that were pioneered by Engle (1982) and Bollerslev (1986) . For example, in the univariate symmetric normal GARCH(1,1) model, the regression equation for the return y t has conditionally normal errors: 
In such a model (with daily data) today's conditional variance (σ t 2 ) is affected by yesterday's squared unexpected return ( ) and yesterday's conditional variance. Heavy tails in unconditional returns distributions can be captured by even the simplest GARCH(1,1) models, where the conditional returns distributions are assumed to be normal. The tractability of normal mixture densities has led to their extensive use for option pricing. Recently Brigo and Mercurio (2000, 2001) proved that if the risk neutral density of the log price is a normal mixture then, under certain conditions, the local volatility function has a simple analytic form. A consequence is that option prices and hedge ratios are simply averages of Black-Scholes prices and hedge ratios weighted by the mixing law. Consequently, closed-form normal mixture GARCH option prices will be weighted sums of the closed-from normal GARCH option prices derived by Heston and Nandi (2000) , where the weights are those given in the mixing law. 5 Also, the short-term implied volatility smile effect of the normal mixture diffusion local volatility model matches the term structure of excess kurtosis that is implied by statistical volatility models, such as GARCH (Alexander et. al., 2003) . Although the diffusion limit of the normal mixture GARCH will be a stochastic volatility model, recent research on the normal mixture diffusion encompasses this interpretation, where the mixing law gives the probabilities that the volatility takes a specific value. Normal mixture price (and discrete time returns) densities also result from other stochastic volatility models -see Andersen, Bollerslev and Diebold (2002) and Barndorff-Nielsen and Shephard (2002) .
The individual variances are related through their common dependence on ε t and also through crossequation effects (where lagged values of the k th variance component affect the current value of each variance component). However, as Haas, Mittnik and Paolella have observed, the cross dependence of individual variances does not appear to lead to significant improvements of the model.
These models are related to another important GARCH model with non-normal error distributions, the Markov Switching (MS) GARCH model -both of them assume more than one volatility regime and both have K individual conditional variance equations. The difference between the two models is that, whilst a MS-GARCH model estimates the probability (time-varying) that each observation belongs to a given volatility regime, for the NM-GARCH model what is important is the overall probability (time-invariant) that a given regime occurs over the entire sample. Hamilton and Susmel (1994) and Cai (1994) introduced the MS-ARCH model, but also concluded that GARCH models with regimes are impossible to estimate due to the dependence of the instantaneous volatility on the ruling regime.
Later, a tractable MS-GARCH model was presented by Gray (1996) and a modification of this was suggested by Klaassen (1998) . Here the variance, instead of being equal to the variance of the existing regime (as it would be in a pure MS model), is the weighted average of all the regime-specific variances, no matter what is the ruling regime. The model is basically a combination of normal mixture and Markov switching GARCH models. It is similar to a normal mixture specification in the sense that the conditional distribution of the error term is a normal mixture, but it is a Markov switching model in the sense that, having time-varying probabilities, the model estimates the regime for each time step.
The purpose of this paper is to extend the literature on symmetric normal mixture GARCH models in the following ways: (1) to derive analytic expressions for the derivatives in the maximum likelihood optimisation and standard error computation, thus avoiding the need for time-consuming and imprecise numerical methods; (2) to compute the moments of the error term; (3) to derive explicit parameter conditions for the positivity of the second and fourth moments of the error term; (4) to assess the potential bias and inefficiency in parameter estimates, as a function of the mixing law parameters; and (5) to determine the optimal number of normal densities in the mixture when the model is applied to historical returns. To achieve this last aim we apply symmetric NM(K)-GARCH(1,1) models to three US dollar exchange rates: the British pound, the euro and the Japanese yen, with one, two and three normal densities in the mixture.
The structure of the paper is the following: the next section describes the symmetric NM(K)- exchange rate modelling, describes the historical data used in this study and discusses our empirical results. Section five concludes.
The Symmetric NM(K)-GARCH(1,1) Model
The general model (3) as formulated by Haas, Mittnik and Paolella (2002) has a very large number of parameters. Since there is no demonstrated advantage of allowing for cross-equation effects, or of using more than one lag in each of the individual conditional variance equations, we shall examine only this form of NM-GARCH model, which we label the NM(K)-GARCH(1, 1) models. Also, since the focus of the GARCH is a volatility model and not a returns model, we shall assume that the conditional mean equation contains no explanatory variables, not even a constant, so that y t = ε t .
6
Finally, and only this assumption has an obvious limit on our results, we shall assume the error term follows a conditional normal mixture distribution with zero mean:
where the density is the normal mixture density with φ
K zero-mean normal density functions with variance at time t given by σ it 2 . A mixture density of normal densities with the same means has leptokurtosis -that is, it has heavier tails than the normal density of the same variance -but no skewness. Thus our results can only be applied to markets where the underlying price densities are expected to be symmetric and fat-tailed: that is, the foreign exchange markets.
The NM(K)-GARCH(1,1) model requires K equations to specify the conditional variance, and in the symmetric case the variance of each normal in the mixture is assumed to follow a GARCH(1,1) process:
Since p 1 + …. + p K = 1, the last mixing parameter can be expressed as a function of the others, so the symmetric NM(K)-GARCH(1, 1) model that we study here has 4K-1 parameters:
To obtain the optimal values for the parameter estimates, we maximize using a gradient method.
[
implemented for the gradient vectors used to derive the optimal values for the parameter estimates and the Hessian matrices that are required to estimate the standard errors of the parameters. Here, in Appendix A, we derive analytic expressions for the first and second order derivatives of the likelihood function with respect to the parameters for the symmetric NM(K)-GARCH(1,1) model. Consequently, these have been used in a more efficient implementation of the optimisation algorithm to obtain the simulation and historical estimation results reported in this paper. Also, in order to avoid estimation problems and to ensure the conditional (instantaneous) and unconditional (long-term) variance and kurtosis of the error term exist and are positive and finite, we have imposed restrictions on the parameters (in the case that K ≥ 2) as follows:
R1. To avoid negative values for the conditional variances all parameters need to be positive. Also, to ensure that the variance processes are not explosive, each β i must be less than one. Thus we have the following first set of restrictions:
R2. All individual long-term variances must exist and be finite and positive. In fact, a finite and positive overall long-term variance is sufficient to ensure that all individual long-term variances are finite and positive. This observation follows from the restrictions R1 and the following relationship between the individual and overall long-term variances:
Appendix B derives the expressions for the long-term variances and kurtosis, giving the following expression for the overall long-term variance in the case of a symmetric NM(K)-GARCH(1,1) model:
The numerator of is always finite and positive, given R1, so a (necessary and sufficient) additional condition for a finite positive second moment is:
important one of these is the Broyden-Fletcher-Goldfarb-Shanno algorithm, based on an approximating and updating method for the information matrix. 8 One major problem in any type of optimisation is the search for appropriate starting values, to ensure that the optimisation process leads to the global optimum, instead of a local one. To overcome this problem, as suggested by Doornik (2000) , an initial grid search is performed. However, the difficulty of optimisation increases with the number of parameters, thus with the number of components in the mixture.
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It can be noticed that if the sum α i + β i < 1 for all i, then this condition is met. However, this is a sufficient, and not a necessary condition and the condition above is more exact. Actually it is too strict a condition to force α i + β i < 1 for all individual variance components. To see this, note that is the probability-weighted average of the individual long-term variances, which means that at least one of these variances is higher than . Thus there exists at least one i, 1 ≤ i ≤ K such that:
which can be written as:
and it can happen that the left hand side is negative. In fact, our own empirical results in section four and the results of Haas, Mittnik and Paolella (2002) Such a region for the mixing parameter, keeping the other parameters constant, is shown in Fig. 1 .
The graph also shows that the positivity of the second moment does not ensure the existence of the fourth moment. The final condition is therefore: Fig. 1 about here] 
Simulation Results
One of the main problems with the NM(3) and higher order GARCH models is that often at least one of the mixing parameters takes very low values. In this section we show that biased parameter estimates result for the variance component(s) having low weight in the mixture and the entire model will be adversely affected. 9 We used Monte Carlo simulations to check the accuracy of the symmetric NM(2)-GARCH(1,1) model parameter estimates. The reason for choosing a NM(2) model is that it has only seven parameters (so the likelihood surface is better conditioned than it is for higher order normal mixture GARCH models) but it can still account for the excess kurtosis in the data. A symmetric NM(2)-GARCH(1,1) model is sufficient to illustrate the dependency of the estimation of the parameters on the mixing law.
The simulation has the following steps: first, the individual variance processes of the model are simulated together with the time series for the error term. Secondly, the parameters of this simulated process and their standard errors are estimated. We generated 5000 time series of length 2000 and hence estimated the symmetric NM(2)-GARCH(1,1) model 5000 times. We expect the histograms of the estimated parameters to be centred on their true values, and the standard error of the estimated parameters should be around the Cramér-Rao lower bound. Intuitively, when the mixing parameter associated with a component is high, we have many observations drawn from this density leading to a better precision of the estimation of the associated parameters. Also, we see how nicely the standard errors of the estimation match the Cramér-Rao bound, indicating the efficiency of the estimation. 12 One good thing to conclude, comparing the two sets of graphs, is that in all cases the average bias is less than the standard error of the estimation.
[Collections 1 and 2 about here]
Empirical Application of the Model
The use of a GARCH framework for exchange rate modelling is an established approach in the literature. Applications arguably began with Hsieh (1988) , who examined the statistical properties of daily exchange rates and concluded that exchange rate returns have a distribution which varies over time (a similar result was obtained by Zhou, 1996) and rejected the hypothesis that the data has a heavy-tailed distribution with fixed parameters over time. In a subsequent paper, Hsieh (1989) proved that a GARCH model can explain a significant proportion of the observed non-linearities for five major exchange rates, but it cannot account for the entire leptokurtosis in the data. Similar results were found by Johnston and Scott (2000) . Other studies using a GARCH framework to model the statistical properties of exchange rate rates include Baillie and Bollerslev (1989, 1991) , Engle, Ito and Lin (1990) and Engle and Gau (1997) .
The empirical evidence on the leptokurtosis found in the distribution of high frequency data makes GARCH techniques preferable, and their superiority for modelling exchange rates in particular has been stressed by many authors: Mckenzie (1987) , West and Cho (1994) , Christoffersen (1998) to mention but a few. Nevertheless, other related lines of research on exchange rate behaviour include the use of a mixed jump diffusion -see Jorion (1988) -and, more recently, Markov switching models, as in Engel and Hamilton (1990) and Engel (1994) . Another alternative to analyse exchange 12 The reason for getting standard error estimates in some cases lower than the Cramér-Rao bound is that we use restrictions for the parameters and also that with the initial grid search we have a better chance of finding the global and not only local maximum.
rate return variability, proposed by Andersen, Bollerslev, Diebold and Labys (2000 , 2001 , 2003 , is to estimate the realized volatility directly by simply summing the intra-day squared returns.
We are currently witnessing a debate concerning the performance of these models. The results of Tucker and Pond (1988) and Akgiray and Booth (1988) favour the mixed jump model. On the other hand, a study of Johnston and Scott (1999) concludes that none of these models consistently dominates the others. In a recent study, Hansen and Lunde (2001), comparing 330 GARCH models for volatility forecasting, cannot point out one single model that outperforms the others in the case of exchange rate rates, although they found that models based on leptokurtic distributions do better than those based on Gaussian distributions. They conclude that the best models do not provide a significantly better forecast than the GARCH(1,1) model, and that none of the models that they considered capture totally the behaviour of exchange rates: even the t-GARCH models were not able to fully explain the excess kurtosis in the data. A possible explanation for their results is that symmetric student's densities have only three parameters, so they are not flexible enough to capture the heavy tails of the empirical distributions. On the other hand, normal mixture distributions have more parameters (for example, a mixture of just two normal densities already has five parameters), so they are more flexible in capturing leptokurtosis.
Normal mixture distributions have been applied to unconditional exchange rate returns by many authors: Boothe and Glassman (1987) , Zangari (1996) and Hull and White (1998) to mention but a few. However, the empirical literature on NM-GARCH modelling of exchange rate returns is still in its infancy. The study of Vlaar and Palm (1993) on weekly European exchange rates shows that their model is capable, in most cases, of accounting for the excess conditional kurtosis present in the data.
Also, Bai, Russell and Tiao (2001, 2003) using intra-day data on the Deutsche mark, French franc and Japanese yen exchange rates, obtained significant improvements on the unconditional kurtosis estimates, compared to the GARCH(1,1) model.
Data
The data consists of daily prices of three foreign currencies (British pound, euro and Japanese yen) in terms of US dollar, covering a fourteen-year period from 2 nd January 1989 to 31 st December 2002 (a total of 3652 observations), provided by Datastream. Daily returns are computed as the (annualised) difference in the logarithm of daily closing prices. 13 The time evolution of the returns is presented in Fig. 3 , and Table 1 reports some statistical properties of the data. 14 From the first four moments of the unconditional distributions, we see that the mean returns are not significantly different from zero for 13 Zero returns have been removed as they most often indicate missing data and distort the likelihood surface. 14 Based on the BIC criteria, the following AR (1) any of the three exchange rates. The skewness is significant for the GBP and JPY rates, while the significance of the excess kurtosis for all three currencies is high, especially for the Japanese yen.
Also, the Ljung-Box statistic shows that the data provide no evidence of autocorrelation.
[ Fig. 3 and Table 1 about here]
Since the focus of this section is to estimate the parameters of symmetric NM(K)-GARCH(1,1) models, for different values of K, and to test the moment specifications of these models, and since these models are designed to capture, specifically, the time-variation in the second and fourth moments of conditional distributions of returns, we need to test for the existence of these moments in the sample data used. We therefore compute the maximal moment exponent Hill (1975) . Let
where s is a positive integer and ε 1 ≤ … ≤ ε n are the ordered returns. Hall (1982) showed that if n is large enough, s=s(n) is a function of n of a pre-specified order, s/n small enough and the tails of the distribution have the asymptotic Pareto-Lévy form then ) ( a a s s − has an approximate normal distribution with standard deviation a. Table 2 presents the estimates for the maximal moment exponent and the test results for the existence of the fourth moment. According to the results, we cannot reject the existence of the fourth moment.
[ Table 2 about here]
Results
Three symmetric NM(K)-GARCH(1,1) models, for K = 1, 2 and 3 respectively, are estimated for each of the three exchange rate series, using the whole fourteen years of data. 15 Of course, the NM(1)-GARCH(1,1) model is equivalent to the normal GARCH(1,1). In the second and third model, the error term follows a mixture of two and three normal densities with GARCH(1,1) conditional variance equations, respectively. Though useful for estimating models with many parameters -and the NM(3)-GARCH(1,1) has eleven -many GARCH empiricists would consider fourteen years too long a sample to obtain meaningful parameter estimates from the GARCH estimation. Therefore, in addition to the entire period under study each model is estimated on three sub-periods: the first four years (2 This split of the sample could also be useful for checking the robustness of our parameter estimates.
However, from both Fig. 3 and Table 6 we see that, although the three sub-periods were simply chosen to be of roughly equal length, they do have quite different characteristics. For the British pound, the first sub-period is characterized by an average volatility of 11.8% and an excess kurtosis of 1.58, the second sub-period is more stable, with a lower average volatility of 8.4%, but has a higher excess kurtosis, of 2.86, and the last sub-period has a very low average volatility, only 7.2%, and the excess kurtosis decreases to 1.12. Similarly, in the case of the euro, the first period is the most volatile, and the excess kurtosis, probably due to the outliers, is highest for the second period, having a value of 3.8. The last period is characterized by a very low excess kurtosis of only 1.23. For the Japanese yen, the last period is the most volatile and also has an exceptionally high excess kurtosis, of 8.91. Given the different characteristics of each of the sub-periods, we do not expect the model parameter estimates to be nearly identical in all three periods. Tables 3, 4 and 5 present the estimation results for the three exchange rates for the entire period and the three sub-periods. Twelve samples are considered (three exchange rates, each having four different sample periods) and three models are estimated for each sample. Standard errors are computed as the square root of the diagonal elements of the information matrix (see Appendix A for its derivation).
[ Tables 3, 4 and 5 about here]
When fitting the NM(2) model, the components of the mixture distributions can easily be differentiated: for eleven out of the twelve samples, the lower long-term volatility component has the higher value for the mixing parameter. Thus the model is able to quantify two regimes in exchange rate volatility, a 'normal market circumstance' (long-term) volatility which occurs most of the time, and an 'extreme market circumstance' (long-term) volatility which occurs rarely, but which is higher than the normal one. The estimated weights in the mixing law may be interpreted as the frequencies with which these two states occurred during the sample period.
Note that our simulation results indicate that the parameter estimates are likely to be biased, or indeed convergence problems may be encountered in their estimation, if one of the regimes occurs with very low frequency. However, for the EUR and JPY rates, all estimates of the mixing law parameters are far from the boundary, so the parameters in the variance equations are estimated without bias. Also for the GBP rate, the mixing parameters are almost always higher than 0.3, so again no significant biases are expected in the estimation. As expected a high value for the unconditional kurtosis is associated with a high value for the extreme long-term volatility and/or a low probability for this extreme. For instance, the JPY rate has the highest long-term individual volatilities and these extreme volatilities are associated with very low probabilities, leading to a high model excess kurtosis, especially during the last two sub-periods.
When fitting a NM(3) model for the GBP and EUR rates, the component with the highest mixing parameter has an average long-term volatility, and the other two components (with lower and higher long-term volatilities) each have a smaller mixing parameter. 16 In this case the model is capturing two 'exceptional circumstances' in volatility -one corresponding to unusually tranquil markets, and the other corresponding to unusually volatile markets. In the case of the GBP rate, the 1993-1997 and 1998-2002 periods have a very low value for the third mixing parameter (0.05 and 0.02, respectively) and this could be the reason why, for these periods, our estimates of α 3 are greater than one and our estimate of β 3 is very low. For the EUR rate, all parameter estimates seem to be reasonable although the moment specification tests for the 1989-1992 and 1998-2002 periods -discussed in detail belowreveal that probably a local and not the global maximum has been reached.
The JPY rate has the peculiarity that the highest probability is associated with the component with the lowest long-term volatility and the component with highest long-term volatility has the smallest mixing parameter. However, from Table 4 we see that the estimation of the third volatility component for the Japanese yen is highly problematic and unrealistic parameter estimates were obtained.
To decide which model has the best in-sample fit, we have first applied the usual model selection criteria, namely the Akaike Information Criterion (AIC) and Schwartz's Bayesian Information Criterion (BIC) and the results are reported in the lower rows of Tables 3, 4 and 5. Schwarz's criteria always prefers the NM(2) specification, whilst the AIC is oscillating between the NM(2) and NM (3) models. In no case, for any exchange rate, and over any sub-period, is the normal GARCH(1,1) model the preferred specification, according to any of these criteria.
To check the adequacy of each model to capture the higher moments of the conditional returns densities, Tables 3, 4 and 5 also report the results of moment specification tests. In order to test whether the moments of the error densities match the ones specified by the estimated normal mixture distribution, the errors must be transformed into a series that has a standard normal distribution under the null hypothesis that the NM(K) model is valid. Thus for each realization of the error term ε t , the cumulative normal mixture distribution is computed:
where K is the number of normal densities in the mixture, and Φ k is the cumulative normal distribution function of the k th element of the mixture. Under the null hypothesis, P t will be independently and uniformly distributed and then the inverse cumulative standard normal distribution of P t gives a series u t = Φ −1
( P t ) which should be i.i.d. standard normally distributed. Following
Harvey and Siddique (1999), this is verified by checking its moments for the following conditions:
Since the transformed errors should not exhibit any autocorrelation in the squares or fourth powers, we also should have that:
A cumulative test is also carried out that the all of the conditions for the even powers of the error term The above conditions test whether the estimated model's first four moments match the empirical ones -note that we are not modelling skewness -and whether there is any first order autocorrelation in these moments. 17 Our results show that the GARCH(1,1) model has severe rejections of model appropriateness, especially when testing the fourth moment. In a few isolated cases, the NM (2) model also rejects the 4 th moment tests, showing that this model cannot always account for the excess kurtosis present in the data. Still, it gives a major improvement on the normal GARCH model. The NM(3) model can account for almost all excess kurtosis in the data, since the residuals show no clearcut evidence of non-normality, but this is at the expense of the estimation problems discussed above.
The NM(3) model has eleven parameters to be estimated by maximizing a highly non-linear likelihood function, and we have seen, both from our simulations and from our empirical results, that 17 Moment tests for higher order of autocorrelation were also performed generally leading to non-rejection of normality.
this can lead to a substantial bias in the estimated parameters. It should also be noted that too good a fit is not always desirable because it might indicate noise-fitting, and poor out-of-sample performance.
Finally, we consider the relative properties of the three models when estimated over the entire fourteen year sample period, comparing the conditional volatility and excess kurtosis amongst the three models, and comparing the long-term excess kurtosis from each of the three models with that computed directly from the data. In making this last comparison, note that differences can arise from three sources: First, the mixing parameters could be close to boundary values, leading to biased parameter estimates, as shown by the simulation results; Secondly, just a few outliers can artificially influence the estimates (and this is the case in all GARCH models); Thirdly, when the unconditional parameters are estimated directly from the data we compute 'average' volatility and excess kurtosis within the sample, but when estimated via a normal mixture GARCH model, we are estimating longterm parameter values, being steady state limits of the conditional volatility and excess kurtosis series.
Collection 3 presents the conditional volatility and conditional excess kurtosis series derived from the estimated NM(2)-and NM(3)-GARCH(1,1) for the three exchange rates. These have a strong timevarying pattern, but the two volatility series shown on each graph are similar, for all three exchange rates. 18 The excess kurtosis graphs derived from the NM(2) and NM(3) models are more different:
they do display a similar shape for the GBP and EUR rates (as expected, the excess kurtosis often increases at times when the conditional volatility decreases) but the NM(3) excess kurtosis is both higher and more volatile than the NM(2) excess kurtosis, particularly for the EUR rate. In the case of the JPY rate, the conditional excess kurtosis series from the NM(3) model is totally useless, probably due to the bias generated by the very low third mixing parameter.
19 Table 6 presents the unconditional 'realised' excess kurtosis and the long-term excess kurtosis derived from each of the three models, estimated over the whole sample period and sub-periods. 20 Clearly the GARCH(1,1) model is not able to capture the full extent of the leptokurtosis in the data. The NM(2)-GARCH(1,1) model is closest to the realized excess kurtosis in 11 of the 12 cases and the NM(3)-GARCH(1,1) model greatly overestimates the excess kurtosis in the data.
[Collection 3 and Table 6 about here]
18 They are also similar to the NM(1)-GARCH(1,1) conditional volatility series, although this series has not been shown. 19 Note that the conditional kurtosis for the NM(1)-GARCH(1,1) model is zero. 20 The unconditional realized excess kurtosis is computed as ( 
Summary and Conclusions
This paper has examined the properties of the symmetric GARCH(1,1) model where the error term follows a normal mixture distribution, thus integrating the two major approaches in volatility modelling in a unified framework. Our contributions may be summarized as follows:
1. The analytic framework for the estimation of symmetric NM(K)-GARCH(1,1) models has been developed: we have derived expressions for the derivatives of the likelihood function, derived the moments of the error term and set specific parameter conditions for finite positive second and fourth moments; 2. Simulations have been used to examine the efficiency of parameter estimates, and to indicate the direction and size of the potential bias in the estimation, as a function of the mixing law; 3. Symmetric NM(K)-GARCH(1,1) models have been estimated using daily data for major US dollar exchange rates, over several different time periods. Information criteria and moment based specification tests on these models, long-term kurtosis estimates and observations on our simulation results lead us to conclude that the mixture of two normlas model is the preferred specification for all these series.
The analytic framework (detailed Appendix A) improves the efficiency of estimation algorithms and the specific conditions we set allow α + β > 1 for some components. Simulations indicate potential convergence problems and a possible bias on parameter estimates for the variance components having low weights in the mixture. Our empirical results have a natural and appealing interpretation: for each of the data series, the estimated parameters of the conditional variance equations can easily be distinguished. In particular, in almost all cases the component with the lower volatility in the NM(2) model has the higher value for the mixing parameter. Thus the model is able to quantify two components in exchange rate volatility, a 'normal market circumstances' volatility process which occurs most of the time, and an 'extreme market circumstance' volatility process which occurs only rarely. When fitting a NM(3) model to the exchange rates, the component with the highest mixing parameter has an average long-term volatility. In this case the model quantifies two 'exceptional' market circumstances, i.e. relatively tranquil, and relatively volatile markets. However, the NM(3) model has 11 parameters, and this leads to estimation problems, the most severe of which is the bias on parameters of the 'high' and 'low' volatility regimes that occur only rarely. Based on all our results, we conclude that the NM(2)-GARCH(1,1) model is preferred.
Among the possible extensions of the model, the different types of asymmetric parameterisations would be of interest, as well as the multivariate case. Potential uses of the model include the use of the analytic term structure forecasts for the excess kurtosis and its application to option pricing and hedging models hypothesizing that the risk neutral density is a normal mixture.
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Appendix A. Estimation with Analytical Derivatives of the NM(K)-GARCH(1,1) Model
The specification of the model comprises K + 1 equations: the first one for the conditional mean and the next K 
Since the sum of the mixing law weights is one, it is only necessary to use (K-1) parameters for the probabilities.
We use the following notation for the parameters: The updating formula has the following form, where g is the gradient vector, H the Hessian matrix and s represents the step-length:
To compute the Hessian matrix and the gradient, we need to compute the first and second order derivatives of m t (θ) with respect to θ. The first order derivatives are:
Also, we have that
This way we get: From (3) and (4) we obtain the following result:
The second order derivatives are:
To compute the partial derivatives on the right hand side of (7), we use (2) to derive the following expression:
which, using (4), simplifies to: 
Using equation (4) again we obtain that: Combining and grouping (4), (7), (8) and (9) 
Combining (11) and (12) we obtain:
Again using (5), we can write the cross-derivative with respect to γ i and γ j as:
Using (2) and (4) 
( 1 4 ) The first and second order derivatives of with respect to γ still need to be computed: The second order derivative is: 
where the conditional variance is:
We use the following notations:
and i = 1,…, K. Taking expectations of (1) and (2) gives:
Equation (4) is equivalent to:
After solving the system formed by (3) and (4) 
Using the notations v , v and ) (
Computing from the individual conditional variance equation (1) we obtain:
We denote the first (known) part of the RHS by : . Note that m where
we have:
so (9) becomes:
So (10) may be written in matrix form as:
Denoting the elements of 1 − A by ( ) ij a , the individual elements of the vector m can be expressed as: 
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Also, using the notations
and we obtain the following result: ( 1 1 ) Let B denote the matrix:
and introduce the vectors: and so that (11) may be written as:
Substituting this into (7) In the case of a mixture of two normal densities, equations (6) and (12) become: 
The specifications of the model present an error term that has a normal mixture conditional distribution. Given θ the k-dimensional vector of parameters, θ the parameter estimates and the standardized residuals, the estimated vector of restrictions, can be written as: 
