Abstract. All our words (strings) are over a xed alphabet. A square is a subword of the form uu = u 2 , where u is a nonempty word. Two squares are distinct if they are of di erent shape, not just translates of each other. A word u is primitive if u cannot be written in the form u = v j for some j 2. A square u 2 with u primitive is primitive rooted. Let M(n) denote the maximum number of distinct squares, P(n) the number of distinct primitive rooted squares in a word of length n. We prove: no position in any word can be the beginning of the rightmost occurrence of more than two squares, from which we deduce M(n) < 2n for all n > 0, and P(n) = n?o(n) for in nitely many n.
Introduction
We consider words (strings, sequences) over a xed alphabet throughout. A square is a pair of identical adjacent subwords, such as 1011010110 = 10110 2 over the binary alphabet. Two squares are distinct if they are of di erent shape, not just translates of each other. Denote by M(n) the maximum number of distinct squares occurring in a word of length n, the maximum being taken over all words of length n. A word u is primitive if u cannot be written in the form u = v j for some integer j 2. Otherwise u is nonprimitive. The squares u 2 in the sequel do not necessarily have the property that u is primitive, unless explicitly stated so. For the case of squares u 2 such that u is not necessarily primitive, we consider distinct squares, as the problem of computing the number of repeated squares becomes trivial if we count repetitions of a square: the word 0 n has n 2 =4 or (n 2 ? 1)=4 repeated squares as n is, respectively, even or odd. This is clearly the maximum number of squares, since every even length block is a square.
It is clear that M(n) bn=2c for all n, since this bound is achieved by the word 0 n . Values of M(n) for binary squares and low n have been calculated and are shown in Table 1 below. The rightmost column gives the number of distinct words each of which has the corresponding maximum number of squares.
Our rst main result states that no position in a string can be the beginning position of the rightmost occurrence of more than two squares. To state this precisely, we introduce a little notation. Consider the word a 1 a 2 a n . For i = 1; : : : ; n we let s i be the number of squares beginning at Table 1.   Max number  Number of  n  Example  M(n) of squares  maximal words  1  0  0  2  2  1  00  2  3  1  000  4  4  2  0000  4  5  2  00000  20  6  3  000000  12  7  3  0000000  66  8  4  00000000  46  9  5  001001010  20  10  6  0010110110  12  11  7  00110110101  4  12  7  000010110110  36  13  8  0000110110101  48  14  9  16  11  18  12  20  13  22  15 position i which do not appear to the right of i. For example, in the word 001001010 we have s 1 = 1 since 001001 is a square beginning with a 1 which doesn't appear later on. The square 00 also begins with a 1 but this does not a ect the value of s 1 since 00 appears later in the word. The other values are s 2 = 1, s 3 = 0, s 4 = 1, s 5 = 1, s 6 = 1, s 7 = 0, s 8 = 0, s 9 = 0. From this example one might suspect that s i can only take the values 0 and 1 but this is not the case. In the word 0100101001 we have s 1 = 2. If one might suspect that s 1 = 2 implies s 2 1, then the word 001000010010000100001001000 shows that we can have s 1 = 2 (with (00100001) 2 ; (0010000100100) 2 ) and s 2 = 2 (with (01000010) 2 ; (0100001001000) 2 ) and s 3 = 1 (with (10000100) 2 In x3 we prove a lower bound result, namely, Theorem 2. For in nitely many positive integers n we have M(n) = n ? o(n).
In fact, we show that Theorem 2 holds even for a binary alphabet. For other alphabets, larger upper bounds may apply.
In a complementary paper FrS1995], we established the minimum number of distinct squares that can exist in a binary word. A binary word containing no square has maximum length 3; in fact, the only binary squarefree words of length 3 are 010 and its 1-complement 101. Let g(k) denote the length of a longest binary word containing at most k distinct squares. Thus g(0) = 3. A computer disclosed that g(1) = 7, g(2) = 18. The main result of the complementary paper was to show that g(3) = 1, i.e., there is an arbitrarily long binary word containing only 3 squares; such a word, containing only the squares u 2 = 0 2 , 1 2 and (01) 2 , was constructed there. Note that each of the three u is primitive. Previously it had been shown that g(5) = 1; see EJS1974].
A square u 2 with u primitive will be called a primitive rooted square. Denote by P(n) the maximum number of distinct primitive rooted squares in a word of length n. The method of proof of Theorem 2 permits us to show the following result:
Corollary 3. Similarly to Corollaries 1 and 2, for an arbitrary xed alphabet, P(n) 2n?8 for n 5; for the binary alphabet, P(n) 2n ? 29 for n 22. Further, P(n) = n ? o(n) for in nitely many n. Fibonacci words have been used for giving lower bounds on the number of repeated primitive squares. In Cro1981], Lemma 10, it was shown that R(n) 1 6 F n log 2 F n for n 5. Theorem 11
in CrR1995] asserts that the number of square pre xes of a word w is < log jwj. For w = f n this implies R(n) < F n log F n = F n log 2 F n = log 2 1:441F n log 2 F n . In FrS 1997] an exact formula for R(n) is derived, which implies: R(n) = 2 5 (3 ? ')nF n + O(F n ) ( 2 5 (3 ? ') 0:7962).
We don't know whether there is a class of words which has a number of repeated primitive squares larger than Fibonacci words.
The Upper Bound
For establishing Theorem 1 we prove the following lemma. Lemma 1. Let u 2 , v 2 , w 2 be three pre xes of a word x such that w is primitive and p > q > r, where p = juj, q = jvj, r = jwj. Then p q + r.
Proof. If u; v; w are all primitive, the result is Lemma 10 of CrR1995]. Examining their proof we see that actually only the primitivity of w is used.
Remarks. For each square, some occurrence of it (the rightmost) adds one to the value of s i for some i. Hence we have P n i=1 s i M(n); and if x is a word of length n which achieves the maximum of M(n) squares, then
for x. Incidentally, since we cannot have a square beginning with the last letter of a word, we have s n = 0 for every word of length n.
A period of a word x = a 1 a 2 : : :a n is any integer p in f1; : : :; ng for which a i = a i+p for all i 2 f1; : : :; n ? pg. The following is the weak form of the Periodicity Lemma of Fine Proof of Theorem 1. We prove this by contradiction. Suppose that there exists a word x of length n and some i 2 f1; : : :; n ? 1g for which s i 3. Then x = a i a i+1 : : :a n has three pre xes u 2 , v 2 , w 2 which do not occur elsewhere in the word, and for which, without loss of generality, p > q > r, where p = juj, q = jvj and r = jwj. If p 2r, then w 2 occurs again at position p + 1, because u occurs there | a contradiction. Thus p < 2r, so (4) p > q > r > p 2 : By (4), p < 2r < q + r. It follows from Lemma 1 that w is nonprimitive, so there exists a primitive y such that w = y t for some integer t 2. Let r 1 = jyj, so r = tr 1 . Then u 2 , v 2 and y 2 are pre xes of x with y primitive, so by Lemma 1, (5) r 1 + q p : Note that r 1 is a period of w 2 ; it is also a period of u, since p < 2r (by (4)). Also q is a period of u since q < p < 2q by (4), so u is a pre x of v 2 . Using (5) we can therefore apply the Periodicity Lemma to conclude that gcd(r 1 ; q) = d is also a period of u. Then djr 1 and djq. Since y is primitive, we have d = r 1 . Thus r 1 jq. Now r = tr 1 , so q = (t + s)r 1 for some integer s 1. Therefore v 2 has length 2(t + s)r 1 and w 2 has length 2tr 1 . It follows that w 2 appears also at r 1 + 1, which is a contradiction.
Proof of Corollary 1. Since s i 2 for all i (Theorem 1) and s n = 0, we conclude that M(n) < 2n. It is easy to verify that the three left columns of Table 1 are valid for any xed alphabet for n 5. Thus the tail end of length 5 of any word of length ge5 contains at most 2 squares. Such a word has thus at most 2(n ? 5) + 2 = 2n ? 8 squares.
Proof of Corollary 2. The same argument as in the preceding proof applies, but Table 1 now shows that the tail end of length 22 of any binary word of length ge22 contains at most 15 squares.
Such a word has thus at most 2(n ? 22) + 15 = 2n ? 29 squares.
The Lower Bound
We construct a class of words realizing the lower bound enunciated in Theorem 2. For examining the properties of these words, we prove two lemmas.
For i 1, let q(i) be the word 0 i+1 10 i 10 i+1 1. Thus q(1) = 00101001, q(2) = 00010010001, etc. For m 1, let Q = Q(1; m) be the concatenation q(1)q (2) Proof. Denote the number of squares in Q which contain 0, 2 and 4 1s by n 0 , n 2 and n 4 respectively. We calculate each of these and then show that the word contains no other squares. The total number of squares is then the sum of these three amounts. We have Finally we need to show there are no squares in the word containing more than 4 1s. Each half of such a square would contain a subword 10 x 10 y 1, but it is not hard to see that such words are unique in Q except that q(i)q(i + 1) = 0 i+1 10 i 10 i+1 1 0 i+2 10 i+1 10 i+2 1 contains twin appearances of the word 10 i+1 10 i+2 1, but they share a common 1-bit (the rst 1-bit in q(i + 1)). Therefore they cannot be in adjacent halves of a square. Thus Q contains only squares with 4 or fewer 1s and the number of squares is n = n 0 + n 2 + n 4 = 3m 2 =2 + b(m + 1)=2c + 7m=2 ? 3 ; as required.
Proof of Theorem 2. The di erence between the length (3m 2 + 13m)=2 of Q and the number n of the form (6) of squares it contains, is 3m ? b(m + 1)=2c + 3. For every " > 0, this di erence is < "n for all su ciently large n of the form (6).
Proof of Corollary 3. The upper bound carries over from Corollaries 1 and 2 for n 5 and n 22 respectively, since P(n) M(n), which follows directly from the de nition of P(n) and M(n). As to the lower bound, note that the squares in the word Q de ned at the beginning of this section are all primitive rooted, except for the blocks of length > 2 of consecutive 0s. Remark. It is actually clear that P(n) = M(n) for n 2 f1; : : :; 5g for any xed alphabet; and Table 2 shows that P(n) = M(n) for n 2 f1; : : :; 13g for the binary case.
We end with some natural questions. (a) Close the gap between Corollaries 1, 2 and Theorem 2. In particular, is it true that for every xed alphabet, M(n) < n for all n > 0? (b) Is there an upper bound for P(n), better than that implied by Corollary 1 or Corollary 2? (c) Is there a lower bound for either M(n) or P(n), better than that of Theorem 2 for a xed nonbinary alphabet? (d) Find upper and lower bounds for the smallest number of repeated nonprimitive/primitive rooted squares in a word. (The case of distinct nonprimitive/primitive rooted squares was solved in FrS1995].)
