Multi-depot routing problems arise in distribution logistics where a set of vehicles based at several depots are used to serve a number of clients. Most variants of this problem have the basic requirement that the route of each vehicle starts and ends at the same depot. This paper describes new inequalities, namely multicut constraints (MCC), that enforce this requirement in mathematical programming formulations of multi-depot routing problems. The MCCs are exponential in size, and are equivalent to a compact three-index formulation for the problem in terms of the associated linear programming relaxations. The paper describes how a generalization of the MCCs can be obtained, in a similar manner, by using a stronger version of the three-index formulation. The connection between the compact and the exponential formulations implies a separation procedure based on max-flow/min-cut computations, which has reduced complexity in comparison with a previously known set of constraints described for the same purpose. The new inequalities are used in a branch-and-cut algorithm. Computational results are presented for instances with up to 300 clients and 60 depots.
Introduction
Multi-depot routing problems (MDRPs) arise in serving a set of clients from at least two depots, with at least one vehicle available at each depot, and where the aim is to minimize the total cost of the routing, often measured by the total distance traveled by all the vehicles. The depot locations can either be fixed, or are alternatively chosen from a potential set of locations. The two types of restrictions that are typically found in such problems are that (i) each client is served in one and only one route, and (ii) each route contains exactly one depot. The latter set of constraints require further elaboration. In particular, if a route does not contain a depot, it will be one of client nodes alone and disconnected from the depots. Inequalities that prevent the formation of such routes are known as subtour elimination constraints. Alternatively, if a route contains two or more depots, this implies that there exists a vehicle traveling on a path between two different depots. When a vehicle needs to return to its home base after the travel, as is typically required in MDRPs, any such paths that exist between pairs of depots will not be acceptable. We refer to such paths as infeasible paths, and to inequalities that disallow such paths as path elimination constraints.
Valid mathematical programming formulations for MDRPs need to include sets of constraints to prohibit both subtours and infeasible paths. Whilst the literature on subtour elimination constraints is rich (see, e.g., Öncan et al. 2009 , Godinho et al. 2011 , Roberti & Toth 2012 , for surveys on the topic), this is not the case for path elimination constraints within multi-depot routing problems. Earlier work on such constraints goes as far back as Laporte et al. (1983) in the context of location-routing problems, who describe the so-called chain barring constraints. Later, Laporte et al. (1986) build on the chain barring constraints, leading to an improved set of path elimination constraints which have been used in recent studies (see, e.g., Benavent & Martínez-Sykora 2013 , Sundar & Rathinam 2017 . A slightly different set of path elimination constraints, based on a new set of variables, was proposed by Belenguer et al. (2011) . Benavent & Martínez-Sykora (2013) describe one type of an MDRP that is very similar to one of the variants investigated in this paper. The authors present the multi-depot multiple TSP (MDMTSP) and study the related polyhedron, where they show that the path elimination constraints used in their problem are facet-defining under very mild conditions. In addition, they present the conditions under which inequalities that are facet-defining for the TSP are also facet-defining for the MDMTSP. They also present a new set of comb-like inequalities that utilize the multi-depot characteristic of the problem and prove that they are also facet-defining. All inequalities, along with exact and heuristic separation algorithms, are used within a branch-and-cut algorithm for the MDMTSP that allows them to solve instances of up to 280 nodes and 25 depots within 20 minutes of computational time.
This paper extends the line of work on inequalities that eliminate infeasible paths that might arise in multidepot routing problems. We study two main variants of the problem, one with fixed depots and the other where depots can be chosen from within a set of candidate sites, both in their simplest setting. In particular, we do not consider any additional constraints on, e.g., capacity or time, to be able to study the effect of the new inequalities in isolation from the potential impact of any other additional constraint. The contributions of this paper are as follows: (i) we propose new path elimination inequalities, called multi-cut constraints (MCCs), valid for both variants of the problem and for extensions involving multiple vehicles per depot; (ii) using projection, we show the connections between the basic version of the MCCs and a compact three-index formulation (i.e., with a polynomial number of constraints and variables), and then present a generalization of the MCCs by using a stronger version of the three-index formulation; (iii) we present theoretical and computational comparisons between the MCCs and the existing path elimination constraints, and (iv) we describe a branch-and-cut algorithm that uses the MCCs and present computational results on a variety of instances with up to 300 clients and 60 depots.
Routing Problems with Multiple Depots
The MDRP is defined on a complete directed graph G = (V, A), with a set V = {1, . . . , n} of nodes, a set A = {(i, j) : i, j ∈ V, i = j} of arcs, and a cost function c associated to each arc. The node set V is partitioned into a set D of potential depots (with |D| = p) and a set C of clients (with |C| = n − p). There are k d vehicles available at each depot d ∈ D. The objective of the MDRP is to find a minimum cost set of circuits such that each node in C is in one and only one circuit, and that at most k d circuits depart from and end at depot d ∈ D.
We consider two variants which arise depending on whether or not every depot must be part of a route, or equivalently, at least one vehicle from each depot d ∈ D must be used. If the latter constraint is imposed, we denote the resulting variant as Fixed-MDRP (F-MDRP), which requires that all depots must be used. Otherwise, the former variant arises where additional decisions need to be taken as to whether a depot should be used, which we denote as the Location-MDRP (L-MDRP). The L-MDRP is also known as the Location-Routing Problem (see, e.g., Albareda-Sambola 2015) where there is often a fixed cost of using a depot, which we do not consider in this study for reasons similar to excluding additional constraints, but such costs can easily be incorporated to the models described in the ensuing exposition.
As the arcs between depots can never be used, the size of the arc set A can be reduced by removing every arc that links two depots. In order to simplify the text, we will still refer to this "improved" arc set as A. In addition, let A c = {(i, j) ∈ A : i, j ∈ C, i = j} be the set of arcs between client nodes, and for all
We first consider a single-vehicle version of the problem which means that every depot houses one vehicle, which is assumed to have unlimited capacity (as in, e.g., parcel deliveries or postal distribution). In other words, we assume that k d = 1 for every depot d ∈ D. In a later section we will show how to easily adapt the new formulations to variants of the problem where k d > 1.
In the single-vehicle F-MDRP, the objective is to find a minimum cost set of exactly p disjoint circuits on graph G such that:
• Each route starts at one of the depots and ends at the same depot, and
• Each client in C is visited exactly once.
In the single-vehicle version of the L-MDRP, the objective is to find a minimum cost set of at most p disjoint circuits on graph G such that:
• Each route starts from and ends at the same depot (provided the vehicle at that depot is used), and
Both problem variants can be formulated by using two sets of binary variables: variables x ij indicating whether or not arc (i, j) ∈ A is used in one of the circuits, and variables y d indicating whether or not the vehicle on depot d ∈ D is used in one of the circuits. The following is a generic valid integer linear programming formulation of the location variant of the problem:
{(i, j) ∈ A : x ij = 1} contains no circuit with zero depots (5) {(i, j) ∈ A : x ij = 1} contains no circuit with two or more depots (6)
The fixed variant of the problem is obtained when we add constraints
In this case, the variables y d can be eliminated from the model. We can also consider a mix of the fixed and location variants by setting y d = 1 for a only a subset of D. For reasons of simplicity, we omit this variant in the remainder of the text.
The system (1)-(4) and (7) is quite similar to the well-known assignment relaxation that appears in formulations for the traveling salesman problem (TSP) and several of its variants. It is clear that any feasible solution of the assignment relaxation is a set of disjoint circuits. In the case of the F-MDRP every node is included in one such circuit whereas in the L-MDRP some depots may not be used in the solution. Such a solution, however, may not be feasible for the variant being modeled, namely the F-MDRP or the L-MDRP, since it may include circuits with no depots, or circuits with two or more depots. For this reason, the generic constraints (5) and (6) are used to forbid such solutions, respectively. In the following sections we discuss modeling approaches that address both situations.
Before initiating the discussion on sets of constraints to model (5) and (6) we introduce some notation to simplify the presentation.
For singleton subsets (of clients or depots), say I = {i}, we write i instead of {i}. We denote the linear programming (LP) relaxation of a formulation F by F L , and use v(F ) to denote the optimal value of formulation F . Finally, we use P x,y (P ) to denote the projection of a polyhedron P onto the space of the (x, y) variables.
Eliminating circuits without any depot
In this section, we briefly describe inequalities that can be used in place of (5) to eliminate circuits with zero depots, or, equivalently, client-only circuits. These inequalities have been widely studied in the context of the TSP and its variants, and can be easily adapted for the MDRP. Consider the following subtour elimination constraints:
By using the assignment constraints (4), inequalities (10) can be equivalently written in cut form as follows:
Observe that in the case of the fixed variant, the subset S in the two previous constraints can be restricted to |S| ≤ |C| − |D| since each depot must linked to at least one client node.
Although exponential in size, inequalities (10) (or (11)) can be combined with a cutting plane approach provided that there exists a procedure for implicitly adding them to the formulation. In fact, it is well-known that inequalities (11) can be separated in polynomial time by max-flow/min-cut computations (see, e.g., Ahuja et al. 1993 ). In addition, there exists a compact flow based formulation that is equivalent in terms of the corresponding linear programming relaxation bound to the formulation involving the inequalities (11). Again, this is a direct consequence of the max-flow/min-cut theorem and the corresponding flow based formulation is closely associated to the separation routine for the cut inequalities.
The literature on the TSP and its variants is rich, and includes surveys (see, e.g., Öncan et al. 2009 , Godinho et al. 2011 , Roberti & Toth 2012 on subtour elimination constraints and their equivalent flow based formulation, as well as other types of constraints to deal with client-only circuits, both compact and exponential in size. These surveys also include comparisons of polyhedra, and present different models with possibly weaker linear programming relaxation bounds but which can be used to solve medium-sized problems for practical purposes.
Given the extensive research that exists on modeling approaches for eliminating client-only circuits in routing problems, we will restrict our attention to those used to eliminate circuits with two or more depots, which are more relevant to the multi-depot routing problems. Further details are given below.
Eliminating circuits with more than one depot
In this section we present several modeling approaches for eliminating paths between different depots, or, equivalently, circuits with more than one depot, that is, approaches to model the generic inequalities (6).
Multi-cut inequalities
We start by presenting a new set of inequalities that involve only the x and the y variables. Proposition 1. The following multi-cut constraints are valid for the MDRP and eliminate circuits with two or more depots:
Proof. Constraints (12) We will refer to inequalities (12) as 1-MCC. It is also easily shown that with these constraints alone we obtain a valid representation of (6). We denote by F = the model defined by (1)- (4), (11), (12), (7) and (8).
Given the form in which inequalities (12) are presented, it might be more appropriate to view them as path forcing constraints rather than path elimination constraints, in that they force paths to start and end at the same depot. In Section 2.4, we will show an alternative form of these inequalities that is more typical of elimination inequalities. We believe that this alternative representation is a unique characteristic of the cuts we present in this paper.
Connections with a 3-index formulation
Arguably the most intuitive formulation to ensure circuits that only have one depot (i.e., routes starting from and ending at the same depot) is based on binary variables z d ij which have value 1 if arc (i, j) ∈ A is used in the circuit of depot d, and 0 otherwise. Four such similar formulations are given by Albareda-Sambola et al. (2005) , Bektaş (2012) , Fernández & Rodríguez-Pereira (2016) and by Hill & Voß (2016) for variants of multi-depot problems. Clearly, an arc with an endpoint in a depot d ∈ D cannot be used in the circuit of depot d ∈ D \ {d} or else we could have a path between depots d and d , hence we can define variables z d ij for any d ∈ D only for arcs
It is easy to see that the following relation between the "old" x variables and the "new" z variables holds:
Consider the following constraints
and let (3I) denote the equation system (13)- (17), (7) and (8). It is easy to see that (13)- (17) is a valid representation of (6). Furthermore, the constraints (17) can be relaxed to z d ij ≥ 0 without violating the validity. This follows because we can view (3I) as a path model in a 3-layered graph where the set D is replicated into setD, with each noded ∈D being the copy of the original node d ∈ D. With respect to the arc set defined in the new graph, the only difference is that arcs entering node d in the original graph now enter noded. In this representation, a feasible circuit in the original graph corresponds to a path from a node d to its copyd, and hence a feasible solution to the problem defined in the original graph corresponds to at most p paths (exactly p paths in the F-MDRP variant) from each node in D to its copy inD in this 3-layered graph.
To the best of our knowledge, this 3-layered graph approach was first proposed by Albareda-Sambola et al. (2005) , for a capacitated version of the L-MDRP. Later, Bektaş (2012) proposed a similar approach, albeit in a stronger form (see the next subsection), for a more general version of the the fixed variant of the problem. The whole system defined by (3I) can be viewed as a flow system guaranteeing that y d units of flow are sent from each node d to its copy, the z d ij variables can then be interpreted as indicating whether arc (i, j) is used to send flow from node d to its copy, and this path interpretation shows that the integrality requirement on the z variables can be relaxed.
Let (3I) L denote the LP relaxation of (3I), more precisely, obtained from (3I) by replacing constraints (17), (7) and (8) with:
We can now relate the 1-MCC with the 3-index formulation as follows.
is given by the 1-MCC inequalities (12), (19) and (20).
Proof. This follows from the max-flow/min-cut theorem. Given the interpretation of the (3I) L system in the 3-layered graph, we redefine variables z d id and x id as z d id and x id , respectively, whered is the copy of node d ∈ D. The max-flow/min-cut theorem indicates that for each depot d, y d units of flow are sent from d to its copyd if and only if every cut separating d fromd has capacity at least
Redefining the variables x id into x id , we obtain the desired multi-cut inequalities (12).
A stronger 3-index formulation and generalization of the 1-MCC inequalities
The linear programming relaxation of the system (3I) can be strengthened by replacing constraints (13) with the following,
since any arc (i, j) ∈ A c can only be used in at most one circuit given the requirement that the circuits for each depot are disjoint. Let (S3I) denote the equation system (3I) with (21) and (22) replacing (13). Consider now the following generalization of the 1-MCC inequalities.
In the remainder of the paper, we denote the inequalities given above for sets D , where |D | = k, by k-MCC. Their validity follows from similar arguments given for the case |D | = 1. We also note that any k-MCC associated to a depot subset D is stronger than the sum of m inequalities k 1 -MCC, . . . , k m -MCC associated, respectively, to depot subsets
As will be shown next, the k-MCC inequalities can be derived from the stronger 3-index formulation providing an indirect proof of their validity.
Proposition 3. P x,y ((S3I) L ) is contained in the polyhedron defined by the MCC inequalities (23), (19) and (20).
Proof. The proof of this Proposition follows from the max-flow/min-cut theorem and also from the fact that we can view the (S3I) system in the 3-layered graph. 
Redefining the variables x id into x id , we obtain the desired generalized multi-cut inequalities (23).
It is still an open question as to whether we have a strict inclusion or an equality on the result of Proposition 3. The 3-index formulation can still be "strengthened" by observing that equality holds in both of the previous inequalities (21) and (22) since, respectively, if an arc (i, j) ∈ A c is used then it needs to be used in one and only one of the circuits, and if an arc with an endpoint in a depot d ∈ D is used then it needs to be used in the circuit of the same depot, that is, we can further strengthen the 3-index formulation by replacing the inequalities (21) and (22) by:
We conjecture that the LP bound does not improve by using equalities instead of inequalities. In fact, this is easy to prove for the case of constraints (25). To see this, consider by contradiction an inequality (22), assume that d ∈ D and suppose also that there exists
where the first equality is given by constraints (14) and the second equality is given by constraints (1). Thus, constraints (22) and (25) are equivalent.
Equivalence is still open with respect to replacing (21) with (24). In some computational experiments made, the LP bounds obtained were the same with either sets of inequalities. The point of using the equality version of these constraints is that we can eliminate the x variables from the model, and by redefining the z d ij variables as 0-1 variables, we obtain a valid formulation for the problem involving only the z d ij (and y d variables) as in the four previous works by Albareda-Sambola et al. (2005), Bektaş (2012) , Fernández & Rodríguez-Pereira (2016) and Hill & Voß (2016) .
Separation of the k-MCC inequalities
We now present a separation procedure for the k-MCC inequalities that is strongly associated with the previously given relations between the flow systems (3I) and (S3I) and the new inequalities. Let (x , y ) be the current solution of the linear programming relaxation. Consider an MCC constraint associated with a subset of depots D and let us build the corresponding 3-layered graph with an additional source node s and a target node t, new arcs connecting s to every node in D and new arcs connecting the copies of the nodes in D to t. All the new arcs have a flow capacity of 1, whereas all the remaining arcs (i, j) have a flow capacity that is equal to the value of x ij . The separation algorithm consists in checking whether a flow from the source s to the target t of value y(D ) exists in the extended 3-layered graph or not. If the maximum flow is less than y(D ), then we have found a violated MCC inequality which is identified by the corresponding minimum cut.
Observe that repeating this procedure for all subsets D does not lead to a polynomial-time algorithm, although in practice it may not be as inefficient as one would expect, since typically MDRP instances involve few depots. Also, as we shall show in the next subsection, we need not separate all the MCC inequalities since more than half of them are redundant in the presence of the others. Finally, in such a procedure we can start by separating the constraints associated to the cases where |D | = 1, which would provide a polynomial-time algorithm. Observe that, as pointed out before, the 1-MCC inequalities suffice in providing a valid representation of (6) and thus, the separation of k-MCC inequalities for k > 1 is completely optional. In the computational results we evaluate the potential usefulness of the more general MCC.
Properties of the multi-cut inequalities
This section presents two properties of the multi-cut inequalities, one related to the strength of the LP relaxation of the main formulation using these inequalities, and another on a feature of these constraints that implies a reduction in the number of inequalities that need to be separated. We start with the first result.
Proposition 4. Consider an instance with symmetric costs and a solution (x * , y * ) that satisfies the depot assignment constraints (1) and (2). Then, there exists a solution (x , y ) that satisfies (1), (2) and all MCC inequalities (23), and has the same cost as (x * , y * ).
Proof. Let (x , y ) be defined as follows:
Clearly, both (x * , y * ) and (x , y ) have the same objective function value since costs are symmetric (that is, c ij = c ji ) and we can easily see that (x , y ) satisfies (1) and (2). Consider a subset of client nodes S ⊆ C and a subset of depots D ⊆ D. Let S = C \ S. We have the following:
Note that x(D , C) = y(D ) = x(C, D ) results from adding up inequalities (1) and (2) for every depot d ∈ D , and that both x(S , S) and x(S, S ) are non-negative. Thus, we have proved that any MCC inequality (23) is satisfied by the new solution (x , y ).
The implication of Proposition 4 is that, for symmetric instances, v(F = L ) remains the same irrespective of whether F = L includes the multi-cut inequalities or not. We note, however, that even in this case the MCC are needed to provide a valid integer programming formulation for the problem, at least in what concerns the simpler set given by the 1-MCC inequalities. We also note that this result only holds for symmetric instances. As will be evidenced by the computational results, the multi-cut constraints may improve the value of F = L in the case of asymmetric instances.
Our second result concerns the redundancy of a subset of k-MCCs, which has implications on the reduction of the computational effort needed to separate these inequalities. We start by presenting an equality that holds for F = L and is relevant for the proof of Proposition 5.
Lemma. The assignment constraints (1)-(4) imply the following equality:
Proof. Let S = C \ S and D 2 = D \ D 1 . The proof is based on four valid equalities that are obtained by adding the assignment constraints (1)-(4) for adequate subsets and then combining the resulting equalities.
i) by adding the assignment constraints (1) for d ∈ D 1 and partitioning C into S and S , we obtain
iii) by adding constraints (3) for i ∈ S and partitioning V into D 1 , D 2 , S and S , we obtain x(S , D 1 ) + x(S , D 2 ) + x(S , S) + x(S ) = |S |; iv) similarly, by adding constraints (4) for i ∈ S we obtain x(
By combining the two last equalities we obtain x(S , Proof. The first statement is a direct consequence of the equality (26) written for D 1 = D and the fact that x(S, S ) ≥ 0. From equality (26) we also obtain that ∀S ⊆ C, ∀D 1 ⊂ D,
if and only if
The previous result indicates that, in practice, it suffices to separate only up to about half of the k-MCCs, as those that are not separated will be implied by the ones that are. For example, for an instance with six depots, we only need to search for violated 1-MCCs, 2-MCCs and half of the 3-MCCs. This reduction does not yield a polynomial-time algorithm for separating all MCCs. However, and as pointed out before, in a branch-and-cut procedure we can start by separating the 1-MCCs, which would provide a polynomial-time algorithm, and extend the search to k-MCCs with k > 1 if we so decide. Finally, due to Proposition 4, this result is only interesting for asymmetric instances.
Comparison of the MCC inequalities with existing inequalities
In this section, we investigate how the MCCs relate with similar sets of inequalities described earlier in the literature. To the best of our knowledge, this work is the first to describe path elimination constraints on a directed graph, using variables defined for arcs instead of edges. Previous studies describe formulations on undirected graphs using edge variables only, in which the use of binary edge variables automatically excludes two-node cycles (i.e., cycles with a depot and a client) unless suitable modifications are performed. In particular, Benavent & Martínez-Sykora (2013) use a variable u ij , defined as binary for every pair i, j ∈ C to indicate whether the edge {i, j} between clients i and j is used in the solution, and defined as {0,1,2} for every pair d ∈ D, i ∈ C indicating, respectively, whether the edge linking depot d and client i is not used or if it is used once or twice, with the latter case forming a two-node cycle. The edge variables in Benavent & Martínez-Sykora (2013) can be related with the directed variables x ij through the equalities u ij = x ij + x ji for every edge {i, j}. Observe that the directed model satisfies the inequalities x ij + x ji ≤ 1 for i, j ∈ C, which are a subset of the subtour elimination constraints (10), and thus the inequality u ij ≤ 1 for i, j ∈ C is satisfied. This relation allows us to write the path elimination constraints described by Benavent & Martínez-Sykora (2013) using directed variables and therefore allows a comparison with the new ones proposed in this work.
To establish the connection, we start by observing that by using the assignment constraints (2) and (4), the MCC inequalities (23) can be rewritten in packing form as follows:
As previously pointed out, some of the constraints (27) are redundant. For simplicity, however, we assume the entire set of MCC inequalities in the following exposition. Consider, now, the following weaker version of (27)
and add up the inequality (28) written for sets D and S with the same inequality written for sets D \ D and the same set S, where i and j are swapped. This operation results in the following inequality:
Clearly this constraint is redundant since it is obtained by adding two valid inequalities. In fact, we can even observe that from an integer point of view, it does not even eliminate circuits with more than one depot. However, if |S| ≥ 3 we can reduce the right-hand side of constraint (29) to 2|S| − 1 and obtain the following valid inequality for the problem:
The inequalities above, under the relation between the undirected variables u and the directed variables x, correspond to the directed version of the path elimination constraints used by Benavent & Martínez-Sykora (2013) , originally described by Laporte et al. (1986) , and the proof of their validity follows from arguments similar to the ones used for the undirected case, as in the previously cited papers.
As observed above, the inequalities (30) are not valid when S = {i, j} and thus circuits of the type (d 1 , i, j, d 2 , p, q, d 1 ), in which d 1 and d 2 are depots and i, j, p and q are clients, are not guaranteed to be cut off. To prohibit such solutions, we consider the following inequalities, that are also the directed version of similar inequalities for the undirected case described in Benavent & Martínez-Sykora (2013):
One observation concerns particular circuits of the typeσ = (
, that is, infeasible circuits which alternate between a depot and a client. As has been shown in Laporte et al. (1986) , circuits of the typeσ are never optimal if we consider symmetric costs, since there always exists a feasible solution that is cheaper or at most as costly. Here, we provide a proof for the sake of completeness. Consider a solution σ 1 that consists of m single-client return trips as (d j , i j , d j ) for j ∈ {1, . . . , m}. Consider now another solution σ 2 , also consisting of m return trips, but now in the form (d j , i j−1 , d j ) for j ∈ {2, . . . , m} and (d 1 , i m , d 1 ) . We claim that the cheapest of these two feasible solutions σ 1 and σ 2 is cheaper than the alternating circuitσ. Letc be the cost of circuitσ, and c 1 , c 2 be the costs of solutions σ 1 and σ 2 , respectively. Since costs are symmetric, then 2c = c 1 + c 2 . Suppose, without loss of generality, that c 1 ≤ c 2 . Then 2c ≥ 2c 1 , hencec ≥ c 1 .
Infeasible depot-client alternating circuits are always eliminated by the 1-MCC inequalities (12) for single node sets S. Whilst eliminating circuits of this type is redundant for symmetric instances, the 1-MCCs are needed in the case of asymmetric instances, since solutions containing circuits of this type are not necessarily dominated by the two alternative solutions with m return trips mentioned above.
The reason why we have included the constraints (30) and the version for two client sets (31) in this paper is that they also provide a valid representation of (6) in the generic model but only in the case of symmetric cost instances, since the infeasible depot-client alternating circuits are not eliminated by (30) nor (31). In addition, for symmetric instances, and in contrast to what happens with the MCC inequalities (23) as shown by Proposition 4, these inequalities may improve the LP bound of the F = model as our computational results shall show. In order to solve asymmetric cost instances, inequalities (30) and (31) do not suffice, so an additional set of inequalities (e.g, the 1-MCC inequalities (12) for single node sets S, as pointed out before) will need to be considered.
As a final conclusion to this section, we note that another set of undirected path elimination constraints is presented by Belenguer et al. (2011) , however they are based on a different set of binary variables to model twonode cycles. For this reason, a direct comparison between their inequalities and inequalities (30) and (31) is not straightforward and requires further investigation.
Variations
In this section, we look at two variations of the generic model, one where the depot assignment constraints are relaxed, and the other to cater for multiple vehicles at each depot.
Analyzing the impact of the depot assignment constraints
This section is motivated by the formulations described in the two papers by Belenguer et al. (2011) and Benavent & Martínez-Sykora (2013) where no information is given on the value of the degree of the depot nodes. We first observe that solutions composed by chains such as (d 1 , i 1 , . . . , i m , d 2 ), where d 1 and d 2 are two different depots and i 1 , . . . , i m are clients, are feasible for the models proposed by Belenguer et al. (2011) and Benavent & Martínez-Sykora (2013) without the path elimination constraints. However, such solutions are not feasible for the generic model proposed in Section 2 without the path elimination constraints, since the assignment constraints (1) and (2) require that, for each depot, the in-degree and the out-degree must be equal to one another.
We observe that when S = C and S = ∅, the 1-MCC inequalities (12) are equivalent, respectively, to con-straints:
Therefore, when the 1-MCCs are used in model F = , it is possible to replace constraints (1) and (2) by the following weaker set of constraints
and still obtain a valid model for the MDRP. In particular, we will refer to the model F = where (1) and (2) are replaced by (34) and (35) as F ≤ . The main observation for the formulation F ≤ is that its LP relaxation without the 1-MCC inequalities (12) admits paths that connect depots but that are not necessarily part of circuits, and the corresponding LP relaxation bound may be weaker when compared with the LP relaxation bound given by model F = . This may lead to a difference in the performance of each model within the branch-and-cut algorithm described in Section 3.
Extensions to the multi-vehicle case
In this section we show how to extend the models to the cases where some depots may have more than one vehicle available to use, that is,
For the F-MDRP variant, bearing in mind that at least one vehicle from each depot is needed, the decisions in the multi-vehicle case would entail choosing between 1 and k d vehicles to use at each depot. To this end, the binary y d variable would be changed to be a general integer, to indicate the number of vehicles used at depot d ∈ D. The domain constraints for the y variables would then be changed as y d ∈ {1, . . . , k d }, ∀d ∈ D. As for the L-MDRP variant, the new integrality requirements would be as y d ∈ {0, 1, . . . , k d }, ∀d ∈ D, as one would use any number of vehicles between 0 and k d . In addition, for both variants, the depot assignment constraints (1) and (2) are written in the same way but, owing to the new definition of the y variables, they now state that the out-degree and the in-degree of each depot should be equal to the number of vehicles used from that depot.
For both variants, the 1-MCC inequalities (12) would be written in the same way and are still valid considering the new definition of the y variables. Also, generalizations of the 1-MCC inequalities involving subsets of depots, that is, the k-MCC inequalities (23), can also be adapted in a straightforward manner.
The relation between the 1-MCC inequalities (respectively, the k-MCC inequalities) and the 3-index formulation (respectively, the stronger 3-index formulation) is also valid in the multi-vehicle per depot case, with the difference that we can now have between 0 and k d paths (1 and k d paths in the F-MDRP variant) from each depot d ∈ D to its replicad ∈D. Given the interpretation of the (3I) L (respectively, the (S3I) L ) system in the 3-layered graph, we can once more use the max-flow/min-cut theorem to prove a result similar to Proposition 2 (respectively, Proposition 3). Additionally, given the new definition of the y variables, both Proposition 4 and Proposition 5 are also valid, since their proofs depend only on the assignment constraints, which are unchanged in terms of their mathematical expression, and not on the fact that the y variables were defined as 0-1 variables.
We omit the formal proofs in the multi-vehicle per depot case since our objective in this section is merely to state that the new proposed path elimination constraints are still applicable in more general multi-depot routing problems which may involve other sets of constraints (e.g., capacities) that may require the use of more than one vehicle per depot.
Computational Results
This section describes computational experiments conducted to address the four aims listed below: i) To assess the performance of a branch-and-cut algorithm that uses the 1-MCC inequalities (12) . We also analyze the effect of imposing the 1-MCC inequalities (12) on the integer solutions.
ii) To compare the performance of F = with F ≤ within the branch-and-cut algorithm.
iii) To evaluate the effect of introducing the k-MCC inequalities (23) for k > 1 on the LP relaxation bound for asymmetric instances.
iv) To numerically compare the quality of the 1-MCC inequalities (12) with the quality of the inequalities (30) and (31), in terms of LP relaxation bounds, for symmetric as well as asymmetric instances.
Instances
Three sets, A, B and C, of instances are used in the experiments. The first set A is a subset of the symmetric benchmark location-routing problem instances available at http://prodhonc.free.fr/, also used by Benavent & Martínez-Sykora (2013) , comprising a total of nine instances, six with 100 clients and with either 5 or 10 depots, and three with 200 clients and 10 depots. In these instances, we are given coordinates for each node and, following Benavent & Martínez-Sykora (2013) , the costs c ij and c ji are determined as the Euclidean distance between nodes i and j multiplied by 100 and rounded up to the nearest integer. These instances are named as |C|-|D|-t, where t = 1, 2, 3 indicates how the points are distributed, where 1 represents uniform distribution, and 2 and 3 denote two and three clusters, respectively. The instances in set B are also symmetric, where the node coordinates have been generated by uniformly placing as many points as needed in a 200 × 200 continuous grid. The set includes a total of 17 instances, comprising nine with 100 clients, three with 200 clients and a five with 300 clients. For the first subset, we initially generate an instance with 100 clients and 20 depots. Removing 10 depots from this instance gives rise to another instance with 10 depots. Finally, a further removal of five depots results in an instance with five depots. The construction is used to obtain a geographically interrelated set of instances with the same set of clients, and where the depot locations have a nested structure. By repeating this process twice more, we obtain a total of nine 100-client instances. The same process has been used to generate three instances with 200 clients and either 10, 20 or 40 depots, and five instances with 300 clients and either 10, 20, 30, 40 or 60 depots. The instances with 100 clients are named as bgs-100-|D|-t, where t = 1, 2, 3 denotes the instance number, whereas the instances with 200 or 300 clients are named as bgs-|C|-|D|.
The instances in set C are asymmetric and are obtained by transforming the symmetric instances in set B. The transformation consists in increasing or decreasing the cost of an arc (i, j) by a percentage p ij ∈ [0.25, 0.75]. More precisely, for each edge {i, j}, we randomly choose either arc (i, j) or arc (j, i) with equal probability. The cost of the chosen arc is increased, and the cost of the arc in the opposite direction is decreased by the specified percentage. The instances in set C are named as the original symmetric instance from which they derive with an added suffix "a".
Description of the branch-and-cut algorithm
The branch-and-cut (B&C) algorithm operates on the generic formulation described in Section 2, within which two sets of cuts, namely the subtour elimination constraints (11) and the 1-MCC inequalities (12), are separated.
In the B&C algorithm, in each node of the branch-and-bound tree, we first separate the subtour elimination constraints (11) by using a standard heuristic procedure (see, e.g., Fischetti et al. 1997) , which consists in finding client-only connected components induced by the fractional solution x * by considering only the arcs (i, j) ∈ A such that x * ij > 0. If no heuristic subtour elimination constraints are found then we proceed by applying exact separation algorithms. Both the subtour elimination and the 1-MCC constraints are separated exactly by using standard algorithms (see, e.g., Ahuja et al. 1993) for the former and the procedure described in Section 2.2.4 for the latter. A maximum of 20 inequalities of both types are added before re-optimizing the LP, including subtour elimination constraints found with the heuristic procedure, but, if more than five violated inequalities (11) are found, then the separation of 1-MCCs is skipped and the re-optimization phase begins immediately.
In the computational experiments related with evaluating the k-MCC inequalities for k > 1, the k-MCCs are separated in an ascending order of k but, as in the standard branch-and-cut, the algorithm does not attempt to separate a k-MCC if more than five violated (k − 1)-MCCs are found. The separation procedure used for separating these inequalities was described in Section 2.2.4.
In the computational experiments where inequalities (30) and (31) are used, the branch-and-cut functions in a similar way but uses the separation algorithm described by Belenguer et al. (2011) and adapted for arc variables, which will be discussed further in Section 3.5.
The B&C algorithm was ran on an Intel Core i7-4790 3.6GHz processor with 8GB of RAM, within which CPLEX 12.6.1 Concert Technology for C++ was used. A time limit of 10800 seconds (three hours) has been imposed on the solution time of each instance.
Evaluating the effect of the 1-MCC inequalities (12)
We now present computational results to assess the performance of the B&C, for both the F-MDRP and L-MDRP, in solving the symmetric and asymmetric instances to optimality. In addition, we compare the integer solutions obtained with and without 1-MCC inequalities, in order to study the impact of these inequalities on the feasibility of the resulting solutions. Finally, we compare the performance of the B&C for both F = and F ≤ so as to analyze the effect of imposing additional information on the degree constraints of the depots, as was discussed in Section 2.5.1. Due to the result given in Proposition 4 we divide this study in two subsections, one concerning the symmetric instances and the other for the asymmetric instances.
Symmetric instances
The results for the sets A and B of instances are given in Table 1 for the F-MDRP and Table 2 for the L-MDRP. Each table presents the results separately for formulations F = and F ≤ . The columns are divided into two groups, one for the B&C without 1-MCCs, indicating that only the subtour elimination constraints (11) are separated, and the other where the 1-MCCs were included in the B&C. For each instance, the columns LP and t L show the linear programming relaxation bound of the corresponding formulation and the associated computation time, and the columns OPT and t show the optimal value of the problem and the associated computational time. When the instance was not solved within the 10800 second time limit, this is shown by a "*", in which case the OPT column shows the best lower and upper bounds obtained. The column named 'Feas?' indicates whether the solution identified without the 1-MCCs is feasible with respect to the path elimination constraints. Finally, columns #CC and #MC show the total number of subtour elimination constraints and 1-MCCs separated in the B&C tree, respectively. The additional column DU in Table 2 shows the number of depots used in the optimal solution identified by the algorithm. There are three main sets of implications of the results for symmetric instances:
• We initially restrict our attention to the results obtained with model F = , reported in the upper half of Tables 1 and 2 . A comparison of the LP bounds of model F = with and without 1-MCCs supports the theoretical result of Proposition 4, both for the F-MDRP and the L-MDRP. Additionally, when compared purely in terms of value, the optimal solutions identified with 1-MCC inequalities (12) are not very different from those obtained without the use of the 1-MCC inequalities. However, as the column 'Feas?' indicates, most of the former sets of solutions are not feasible for the F-MDRP. This is rather obvious given that path elimination constraints are an integral part of the model to ensure feasibility. The situation, however, is rather different for the L-MDRP, where every solution obtained without the 1-MCCs is feasible, excluding two of the instances with 300 clients (although these remain unsolved, hence we cannot be sure that the optimal solution will not be also feasible). This can be explained by the fact that the model will not choose to use all available depots, and only select those that are sufficiently distant from one another, reducing the likelihood that circuits containing two depots or more will be formed. Nevertheless, separating the 1-MCC inequalities can be seen to improve the solution time to optimality even when the instances are feasible without the use of these inequalities. This is evident from the results shown for instances 200-10-1, 200-10-2, 200-10-3, bgs-200-20 and bgs-200-40 , for which the solution time to optimality decreased by up to about 30% with the use of the 1-MCC inequalities. Finally, as for the L-MDRP instances, we observe the expected behavior of reduction of the cost when more depots are allowed.
• We now analyze the results obtained with model F ≤ reported in the lower half of the tables. In this case, we find that all the solutions obtained without the use of the 1-MCC inequalities yield path-infeasible solutions. In addition, the B&C usually identifies additional 1-MCCs in comparison to model F = , particularly for instances with 200 clients. The discussion provided earlier in Section 2.5.1 explains the reasons behind these findings, in particular that the relaxed depot assignment constraints allow infeasible paths that are not contained in circuits, and that feasible (and optimal) solutions cannot be obtained without enforcing the 1-MCCs. The conclusion is that providing more information on the degree of the depots prevents the formation of many path-infeasible solutions, and avoids the use of many (or in some cases all) path elimination constraints that would otherwise be needed. However, the degree information itself cannot guarantee that optimal solutions obtained without path elimination constraints would be path-feasible, as will be seen in the case of asymmetric instances.
• When models F = and F ≤ are compared in terms of the strength of the LP relaxation, it can be seen that, in the case of the F-MDRP, the LP bounds provided by the former are substantially better when 1-MCCs are not separated. This is also an indication that model F = permits a significantly less number of infeasible solutions, particularly as the LP value of model F = without 1-MCC inequalities is generally larger than the optimal value of model F ≤ without 1-MCC inequalities. This, for example, is evidenced across all instances in the case of the F-MDRP. Nevertheless, these observations do not necessarily suggest that the B&C based on model F ≤ should not be considered. In fact, the B&C based on model F ≤ slightly outperformed the B&C based on model F = in some cases (e.g., instance 200-10-3). However, the results suggest that, on average, the B&C based on model F = seems to be the best option for solving both the F-MDRP and the L-MDRP. For this reason, we did not try to solve the instances with 300 clients using the B&C based on model F ≤ .
In conclusion, the performance of the B&C approach is such that it is able to solve all the symmetric instances tested here with 100 clients and up to 20 depots within a minute of computation time. As for the instances with 200 clients and up to 40 depots, the B&C based on model F = is able to solve all instances within the time limit of three hours, except for the instance bgs-200-20 in the F-MDRP case, which is, however, solved by the B&C based on model F ≤ . Finally, we were unable to solve any of the instances with 300 clients and up to 60 depots within the time limit.
Asymmetric instances
This section reports the results obtained on the set C of instances, separately for the F-MDRP in Table 3 and for the L-MDRP in Table 4 , much in the same way as in the previous section. The results show that most of the observations made for the symmetric instances also apply here. One exception is the difference in the LP relaxation bounds obtained by the B&C with and without 1-MCC inequalities for the F-MDRP, which is expected given that Proposition 4 does not hold in the case of asymmetric instances. In particular, for 10 out of the 17 F-MDRP instances tested with the B&C based on model F = , the LP bound obtained with the 1-MCC inequalities is larger than the optimal integer value obtained without them. This is the same for all instances tested with the formulation F ≤ . However, the LP bound values obtained with and without 1-MCC inequalities do not show any difference for the L-MDRP, when tested with formulation F = , except in instance bgs-300-60a.
In addition, and in slight contrast to the observations made for symmetric instances on the integer solutions obtained without the use of 1-MCCs for the L-MDRP variant, there were four out of nine instances with 100 clients, three out of three instances with 200 clients and five out of five instances with 300 clients where the solution obtained is not feasible with respect to the 1-MCCs.
Evaluating the effect of the k-MCCs
In this section, we report our computational experience with using the more general k-MCC inequalities (23) for k > 1 to further improve the LP bounds provided by model F = with the B&C on instances with 100 clients. Due to Proposition 4, we have only tested the asymmetric instances in set C. The results are shown in Table 5 for the  F-MDRP variant and Table 6 for the L-MDRP variant, where the k-MCC inequalities were separated for up to k = 5. The results show that only minor improvements in the LP bounds were obtained for the F-MDRP, namely for instances bgs-100-10-1a, bgs-100-20-1a, bgs-100-10-3a and bgs-100-20-3a, and no improvements in the case of the L-MDRP. The latter result is not surprising, given the earlier results with the 1-MCCs. The computational time requirements to solve the LP with k-MCCs with up to k = 5 increases considerably with the number of depots, which is expected.
The results speak in favor of not using generalizations in the form of k-MCCs for k ≥ 2. In particular, the results suggest that there seems to be no computational benefit in terms of the LP bounds and reduction in the time to solve the instances to optimality. It would therefore suffice to use 1-MCCs which have reduced separation complexity and provide just as good bounds as their generalizations.
Comparing the 1-MCC with inequalities (30) and (31)
The discussion in Section 2.4 suggests that there should not be any dominance relationship between the 1-MCC inequalities (12) and the inequalities (30) and (31), at least in the space of the directed x variables. In this section, we compare the LP bounds obtained using the formulation F = by using either the 1-MCC inequalities (12) or using the inequalities (30) and (31), for both he F-MDRP and the L-MDRP. For the comparison within asymmetric instances, and for reasons explained at the end of Section 2.4, we have added the 1-MCC inequalities (12) for single node sets S to the inequalities (30) and (31) in order to obtain a valid formulation. Table 7 presents  the comparison results for the F-MDRP variant and Table 8 for the L-MDRP. In our experiments, we used exact separation for the two sets of inequalities. The results concerning the symmetric instances indicate that there are improvements in the LP bound, in some cases significant, when inequalities (30) and (31) are used. This is the case for both variants of the problem, and is in contrast to using the 1-MCC inequalities (12). These results also suggest that for sparser instances with only a few client nodes linked to the depots, the previously known inequalities (30) could be more advantageous. However, the exact separation procedure used to identify violated inequalities (30) and (31) is more time-consuming than the separation procedure for finding violated 1-MCC inequalities. More precisely, if M F is the complexity of the max-flow algorithm, then separating the 1-MCC inequalities has a worst-case computational complexity of O(M F × |D|), since one max-flow has to be calculated for each depot, whereas separating inequalities (30) and (31) has a worst-case computational complexity of O(M F × |C| 2 ), since a max-flow has to be calculated for each pair of clients. In fact, the expression defining inequalities (30) and (31), even suggests that a max-flow has to be calculated for each pair of clients and each subset of depots. However, the exact separation procedure described in Belenguer et al. (2011) indicates a clever way of determining, for all inequalities associated to a given pair of client nodes i and j, the most violated inequality, if any exists, for all subsets of depots. This strategy was also used in our computational experiment.
For asymmetric instances we observe the opposite situation, but quite surprisingly, only for the F-MDRP instances. For the L-MDRP instances, the two sets of inequalities provide the same bounds.
A word of caution on the results above is in order. As previously pointed out, the comparison was done using exact separation, leading to the suggestion that the multi-cut constraints prove to be much easier and computationally more efficient on average to separate. The comparative findings may change, however, if other bespoke separation routines were to be devised and used for each of the set of inequalities, as was done by Benavent & Martínez-Sykora (2013) for inequalities (30) and (31).
Conclusions
Although multi-depot routing problems have long been studied, those that investigate the problem in its simplest setting are few and far between. Our study belongs to the latter category. In this paper, we have described new path elimination constraints for multi-depot routing problems, with and without location considerations, studied their properties and connections between existing inequalities, and presented computational results to numerically assess their relative strength. The results suggest that the basic version of the multi-cut constraints, namely 1-MCCs, are computationally efficient and effective.
Through computational experiments, we have offered some insight into the nature of the problem and the way in which it is formulated. In particular, whilst the path elimination constraints are needed to ensure feasibility of the resulting solutions, we empirically showed that the way that the depot assignment constraints are modeled significantly affects the number of path elimination constraints required within the B&C algorithm, as well as the time spent to solve the problem to optimality.
We have also provided a generalization of the 1-MCC inequalities, namely the k-MCCs, however computational results do not indicate that they are computationally effective. Nevertheless, it is still an open question as to whether there might be other classes of instances, or variants of multi-depot problems, for which the more general k-MCCs might yield more significant improvements both in the LP relaxation bounds or in the computational times, in which case more efficient separation procedures for these constraints may be needed.
