This paper concerns the numerical schemes describing solute transport in fissured systems which are characterized by the tectonic blocks and spatial repartition of hydraulic properties with dual permeability structures composed of high-and low-permeability blocks of the chalk aquifer (Northern France). Both advection and diffusion mechanisms are taken into account. The novel mathematical approach is based on the Total Variation Diminishing (TVD) schemes. Diffusion processes are considered by comparing five numerical schemes: Upwind, Minmod, Van Leer, Superbee and MUSCL. The estimation of the infected surface shows that the Superbee scheme has the ability to limit the numerical diffusion and reduces the numerical dispersion.
Introduction
Contamination of freshwater bodies by salt water poses one of the most significant environmental challenges. Within the past few decades, the water quality in many of the coastal aquifers across the world has rapidly degraded. Overexploitation of the groundwater basins [1] has led to drops of water tables and seawater intrusion in the aquifers. In many countries, e.g., Morocco [2] , Spain [3, 4] , Mexico [5] and Saudi Arabia [6] , hundreds of wells along the coastline had to be shut down. A common source of this salt water is the sea, although naturally occurring brines, landfill leachate and irrigation practices can also result in contamination. The migration of salt contaminant plume in a porous environment is modeled with the advection-dispersion equation. Most mathematical models for predicting solute transport are based on advection-dispersion equation with constant dispersion. However, both field and laboratory experiments indicate that dispersion generally increases with solute transport distance [7] . The increase of dispersion with travel distance results from the heterogeneous nature of porous media. The spatial variability of dispersivity is generally assumed to be scaledependent dispersion [8] [9] [10] [11] [12] [13] [14] [15] [16] . Researchers have applied numerical solutions [13, 11] and analytical solutions [12, 15, 16] to investigate scale-dependent dispersive transport in a uniform flow field. Few researchers have developed solutions to a two-dimensional advection-dispersion equation with scale-dependent dispersion in a uniform flow field. Hunt [17] developed a one-, two-and three-dimensional analytical solution for a scale-dependent dispersion equation. Alternatively, Aral and Liao [8] developed analytical solutions for a two-dimensional advection-dispersion equation with a time-dependent dispersion coefficient.
In this paper, we employ a TVD numerical procedure to simulate the evolution in time of a plume of salt contaminant in a typical chalk aquifer of the Nord Pas-de-Calais shoreline (Northern part of France). After a series of numerical tests on an analytical solution of the performances of some limiters (Minmod, Van Leer, Superbee, Monotonized Centered (M.C. called also MUSCL scheme)), we present the application to the hydrogeology area of one of the flux limiter schemes which was used initially in the gas dynamic modelling, and recently in the oceanographic flows situations [18, 19] . The Superbee combines the stability and precision corresponding, respectively, to schemes of first and second order. They reduce the numerical diffusion introduced by the space discretization and the numerical diffusion introduced by the truncation errors due to the third order derivatives. The implementation of TVD schemes is carried out using the advection-diffusion model which run off-line, and hydrodynamic equations are solved by ModFlow computer code [20] . In this model, a subsurface domain is discretized using an unstructured integrated-finite-difference grid, while the time discretization uses a backward Euler scheme. We present an application example to demonstrate that TVD schemes are, in general, able to reduce numerical diffusion effectively when applications concern the single phase porous media flow.
Governing equations
The equation for groundwater flow in a saturated porous medium [21] can be written as:
While the equation that describes the transport of a nonreactive solute can be expressed as:
In (1) and (2) K is the hydraulic conductivity tensor, h = z + p/γ is the hydraulic potential head, z is the elevation, p is the pressure of water, γ is the specific weight of water, S s is the specific elastic storage of the medium, t is the time, f is the distributed mass rate of the solute per unit volume, C 1 is the concentration of solute injected/withdrawn with the fluid source/sink, C is the concentration of the solute, q represents distributed source/sink, n is the porosity and
the Darcy velocity. The dispersion tensor D is defined as
Where δ ij is the Kronecker delta, τ is the tortuosity, D 0 is the molecular diffusion coefficient, α L and α T are the longitudinal transverse dispersivities, respectively and u and v are the x-component and y-component of the velocity vector − → v .
Method of the discretization of the transport equation
In [19] , we presented, in a detailed manner, the discretization of the transport equation in one-dimensional form using the TVD schemes. In this section, we present directly a method of discretization of the transport equation of a two-dimensional form. For this study, we assume that salt water intrusion can be modelled by a simplified form of Eq. (2) as a two-dimensional advection-diffusion equation given as follows:
The generalization of the numerical schemes to the multi-dimensional case is not always an easy task. For example, in the 2D case the Lax-Wendroff scheme introduces the cross derivative terms. These terms must be included in spatial discretization if the second order approximation in time is desired. Besides accuracy problems of the schemes, sometimes also some mathematical properties are not applicable directly from one dimension to two dimensions [22] . However, numerical experiments [22] have shown that 2D schemes using the splitting techniques (1D second order accurate TVD scheme in each direction) give accurate results, with no oscillations.
To solve Eq. (3) numerically, the vertex centered finite volume discretization method is applied to this equation. After the generation of the node locations, cells are built around the nodes (x i , y j ) (the four edges of the control volume are located at positions x i+ 1 2 , x i− 1 2 , y j+ 1 2 and y j− 1 2 ) respectively.
The discretization procedure consists in integrating the Eq. (3) in space under the current cell
, y j+ 1 2 , we obtain:
to obtain the semi-discrete equation
The terms FX and FY are usually referred to as the numerical fluxes functions (sum of advective and diffusive flux) that approximate the time integral of the physical flux within t n and t n+1 over the edges of the closed boundary which define the cell. The estimations of the numerical fluxes require knowledge of pointwise values assumed by the unknown C . This is provided by a procedure usually called ''reconstruction'', which consists in defining a piecewise polynomial representation of C within each cell, starting from a discrete set of cell-averaged data. Harten and Osher [23] introduced a class of nonlinear early stable interpolating schemes which are TVD, a property which ensures that no spurious oscillations are generated, retaining at the same time higher-order accuracy (usually second order).
Higher-order TVD schemes are generally constructed from first-order accurate schemes for one-dimensional hyperbolic conservation laws, via the introduction of ''limiters''. In this work, we considered the approach discussed by Sweby [24] and Le Veque [25] . Considering the conservative numerical scheme (5), the flux-limiter method constructs a high order numerical flux of the form 2 :
where FX HO i+ 1 2 ,j is the high order numerical flux (TVD flux), FX SO i+ 1 2 ,j is the second order numerical flux, FX FO i+ 1 2 ,j is the first order numerical flux and Ψ n i+ 1 2 is a limiter.
Note that expression (6) can be interpreted as follows: FX HO i+ 1 2 ,j is the sum of the diffusive first order upwind term and an ''anti-diffusive'' one, and consequently the limiter is chosen such that if the data is smooth, then the limiter is 1 (second order approximation), but if the data is near discontinuity, the limiter is 0 (first order approximation). The higher order anti-diffusive part is multiplied by the flux limiter, which depends locally on the nature of the solution by means of the non-linear function θ i+ 1 2 ,j . This function is expressed by the slopes ratio at the neighborhood of the interfaces in the upwind direction.
Note that development of the numerical flux FX i+ 1 2 ,j shows that this expression is a function of C i−1,j , C i,j and C i+ 1 2 ,j . Consequently, the scheme is totally determinate if we are able to give an approximation of C i+ 1 2 ,j . Introducing the function θ and the limiter function Ψ , we give the complete expressions of the interface values C n i+ 1 2 ,j and C n i,j+ 1 2 for an arbitrary velocity field:
2 We give an example of such construction for FX i+ 1 2 ,j . Others numerical fluxes can be computed in the same manner. The limiting procedure must be carried out under some constraints to ensure stability of the scheme. In this paper, the flux-limiter must be built to satisfy the TVD concept due to Harten [26] and following Sweby [24] (for more details see [19] ). The interface value C n i− were obtained from (8) and (9) by substituting, respectively, the index i by i − 1 and
Among the most popular limiter function, we use, in this study, the following limiter function that fully satisfies the TVD constraint. The Minmod and Superbee limiters have been introduced by Roe in [27, 28] . The Van Leer limiter was introduced in [29] and the MUSCL limiter was also introduced by Van Leer in a later paper [30] .
Due to the Harten's theorem [26] ''A Total Variation Diminishing scheme is monotonicity preserving'', schemes using one of the above limiters ensure the monotonicity is preserving.
We recall that the discrete solution C n i is called monotonic if, for each i
So, a scheme given by Eq. (8) 
Application to the Nord Pas-de-Calais site
One example is presented to demonstrate the application of the TVD schemes in handling transport through fractured media. The sample problem is based on a two-dimensional model developed for investigations of the chalk aquifer in the Nord Pas-de-Calais (France) (Fig. 1) .
This aquifer is very important in the Artois-Picardie Basin and represents 97% of water supply. Many works [31] [32] [33] [34] demonstrate, locally, that an almost impervious layer of marl facies from Middle Turonian, separates two superposed aquifers: (i) the first aquifer which is composed of white chalk with flints of the Upper Turonian-Senonian; (ii) and the second made of Cenomanian chalk without flint. Nevertheless, near the coastline, the Cretaceous series may be considered as homogeneous. These are divided into two sectors, easily distinguished by their topographic and geologic features: (i) on the one hand, the western zone is a recent coastal alluvial plain limited to the west by sandy dunes where the chalk aquifer is confined; (ii) on the other hand, the eastern zone is characterized by smooth chalk hills separated from the above mentioned plain by a line of ''fossil'' cliffs, beyond which the aquifer becomes unconfined. Fig. 2 presents the groundwater flow toward the Manche region. Let us note that in the northern part of the study area, isopiezes become appreciably perpendicular with the coastal line. Let us suppose that the sea plays the barrier hydraulic role. The fissured chalky aquifer is characterized by a high total porosity (30% to 45%) [35] but with little void space (0.1 to 1 mm for the chalky of the Upper Turonian-Senonian). In these discontinuous medias, the geometry of conducting fissured networks is complex. Moreover, the advance of fluids in the fractures network does not depend solely on their connectivity but also on tortuosity [36] .
Taking into account the various geometrical arguments, hydrogeological knowledge and elements resulting from the piezometric analysis, the hydrodynamical model was calibrated in order to identify the spatial distribution of the hydraulic conductivities. The model is based on the resolution of the piezometric head (diffusivity equation) by using the finite difference method (ModFlow code) [20] , with 476-km square meshes.
Determination of the boundary conditions of the hydrodynamical model is related to several parameters: geometrical reconstruction of the aquifer (top and bottom of aquifer, thickness of layers), pumping test and piezometric head. The boundary conditions partially impose the exchanges of flow to and from the aquifer. They are defined by the reference piezometric map. The studied area is geometrically subdivided into several fields: natural boundary corresponding to the coastal line or more artificial boundaries. The northern and eastern boundaries are considered as limits with inflow conditions. The specified head boundary is adopted in the western limit. The using average estimated of the input flows in the north and in the east, calculated by the Darcy law, varies between 0.2 and 8 × 10 −5 m 3 s −1 . For more precision, infiltration values were estimated from the daily water balance, which were computed using the Thornthwaite method. The effective rainfall was thus calculated using daily precipitation. The value obtained is 12.6 × 10 −3 m 3 s −1 per mesh.The flux of discharge and transmissivity values of the chalky aquifer is introduced in the model ( Table 1) .
The chalk aquifer is characterized by tectonic blocks (horsts and grabens). This geometrical configuration is affected by a faults network whose directions are N030E and N110E [37, 38, 32] . The faulting device controls the repartition of the hydrogeological blocks and the spatial distribution of the hydraulic conductivity. The hydraulic conductivity varies from (Fig. 3) . The chalk aquifer is connected to the Quaternary aquifers and, in particular, to the sea water. A series of water samplings for chemical analysis were taken at the boreholes in particular between Merlimont and Berck (Fig. 1) Table 2 . The hydrochemical analysis of the groundwater reveals several contaminants in particular chloride [40] . Water samples numbered 11 and 13 (Table 2) recorded, respectively, a high concentration in chloride about 690 and 760 mg/l. Hydrochemical investigations show that the seawater intrusion is the principal source of the chloride contamination.
The Na + and Cl − correlation shows that the salinity identified in water samples results from the mixture of the sea and fresh water. This intrusion is confirmed by the correlation coefficient which is very close to one (Fig. 4) .
To test the performance of each limiter functions given above, we solve, in the studied area (Fig. 1) , the time-depending advection-diffusion equation, by injecting during 1.5 h an arbitrary concentration of 800 mg/l at (x 0 , y 0 ) location (x 0 and y 0 are the coordinates of the injection point). The outflow condition is applied to all boundaries of the studied area. In this study, where we have no data relating to the velocity of the contaminant, we present five simulations which examine the prediction of propagation of an accidental pollution of the groundwater near the Canche river. For this case, we simulate 1.5 years propagation with an injection of 1.5 h (surface infected is about 1 km 2 ). In order to show the power of the different schemes, we have estimated infected surfaces for five schemes defined in Table 3 (Upwind, Minmod, Van Leer, MUSCL and Superbee) which were used in the hydrodispersive modelling of the contaminant in the chalk aquifer. Fig. 5 shows that the Upwind scheme exhibits an excessive, and not a realistic, diffusion due to the numerical approximation of the advective term (first order). For this scheme, the infected surface is about 62.46 km 2 (Fig. 6 ) and MUSCL schemes (Fig. 7) are similar in the hydrodispersive modelling. The Superbee limiter shows less diffusive propagation and the infected surface. Consequently the Supebee flux limiter is more conservative than the Upwind, Minmod and Van Leer schemes.
Conclusion
In this study, the Upwind scheme (first order scheme) was compared with a higher-order TVD flux limiter scheme (Superbee). This limiter scheme has the ability to limit the numerical diffusion and reduces the numerical dispersion introduced by the third-derivative term due to truncation errors. The second order (Lax-Wendroff or leap-frog) scheme has become a trusted scheme in numerical porous media modelling because it is easy to implement, has no numerical damping and conserves quadratic quantities, but it is dispersive. The usual technique to suppress the under-and over-shooting of the second order scheme is to use higher-values of the physical coefficient of diffusion. However, this leads to large damping of the solution and smearing of interfaces. In response to these shortcomings, a large number of advective schemes have been developed over the past few decades, including the flux-corrected transport (FCT ) scheme, the essentially non-oscillatory (ENO) scheme and various anti-diffusion schemes.
The classical tests clearly illustrate the problem encountered during the numerical modelling of sharp discontinuities. This is a particular problem when dealing with sharp gradients and it highlights the need for both high resolution and higher-order schemes. The numerical test presented here demonstrates that the higher-order TVD limited schemes can easily be implemented, and the one recommended here is the Superbee limiter. The Superbee scheme is selected because the detailed one-and two-dimension cases in which it was tested [18, 41] show its superior performance over a number of the other limiters commonly referenced in the literature.
The Superbee provides a best result concerning the propagation of the pollutant, but in our opinion and from the management risk point view, it is better to use the upwind approximation to predict the contaminated surface. This scheme over-estimates the contamination zone. This over-estimation will be useful to delimit the contaminated zone after decontamination. Our ongoing research involves the application of these schemes with an implicit time scheme in order to reduce the computational cost. Finally, note that, through this study, we can give a classification of these limiters as: The Minmod limiter gives a best result compared to the upwind method, while the performances of the MUSCL limiter could be situated between those of the Van Leer and the Superbee limiters.
