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1. Introduction
The qualitative analysis of the distribution of the zeroes of the solutions of the equation
(p(x)y′)′ + q(x)y = 0, x > x0, (1)
has become a discipline in itself since the early results of Sturm in [1]. Since then many papers have tried to provide more
insights on the problem and powerful tools have been devised for that.
In this sense one of the most popular problems has been the calculation of bounds for the distance between consecutive
zeroes and, associated to it, the calculation of the distance between a zero and the critical point (i.e. a zero of the derivative
of a solution of (1)) immediately before or afterwards. In fact, the calculation of lower bounds has provided inequalities
as famous as that of Lyapunov and La Vallée–Poussin, both of which have generated in turn a lot of subsequent literature
(basically improvements and extensions), partially collected in the excellent monography of [2].
The tools used there have been very varied: real analysis [3–5], Prufer transformations [6], Opial inequality [7] or
extensions of Boyd’s and Brink’s work on the Sobolev inequality [8].
However for the calculation of upper bounds between zeroes the amount of research published so far is significantly
lower and older, and typically linked to the estimation of the number of zeroes of a solution of (1) on a given interval [6,9].
If one focuses his search on the determination of upper bounds between zeroes and critical points the situation becomes
even worse, up to the point it is almost impossible to find a single reference that treats specifically the topic, which
is somewhat bizarre in a way given the success that the equivalent problem with lower bounds has enjoyed. The only
possibility left to the interested reader seems to be to reuse the methods employed in the calculation of upper bounds
between zeroes with the hope that they can be applicable to this problem. [6] is an example of that.
With this landscape in mind, the purpose of this paper is to present a method to find such upper bounds between
zeroes and critical points of solutions of (1), by making smart use of the properties of the functions appearing in a Prufer
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transformation associated to that equation. The problem of determining such upper bounds is relevant not only for the
qualitative analysis of the solutions of (1) but also for methods which use them to set bounds for the value of the solutions
of (1), like those presented in [10,11] and [12] (in fact the nature of the expressions obtained in [12] makes that concrete
method especially sensitive to poor upper bounds for the mentioned distances, an issue that the present method can
dramatically improve). In addition to the upper bounds, some consequences will also be derived for special cases of the
functions p(x), q(x).
The organization of the paper is as follows. Section 2 will prove the main results. Section 3 will provide some examples
to illustrate advantages and disadvantages of themethod presented here versus the existing literature. Finally Section 4will
draw several conclusions.
2. Main results
The following extended mean value theorem for integrals, which condenses theorems 3 and 4 of [11], is the key for the
results of this paper:
Theorem 1 (Extended Mean Value Theorem for Integrals). Let a(x), f (x), g(x), m(x) be piecewise continuous functions on [a, b]
with f (x),m(x) ≥ 0. Let K be defined by
K =
 b
a a(x)f (x)dx b
a f (x)dx
. (2)
Then if f (x)m(x) is monotonic increasing on [a, b] one has b
a min{a(s); x ≤ s ≤ b}m(x)dx b
a m(x)dx
≤ K ≤
 b
a max{a(s); x ≤ s ≤ b}m(x)dx b
a m(x)dx
. (3)
If f (x)m(x) is monotonic decreasing on [a, b] one has b
a min{a(s); a ≤ s ≤ x}m(x)dx b
a m(x)dx
≤ K ≤
 b
a max{a(s); a ≤ s ≤ x}m(x)dx b
a m(x)dx
. (4)
With the aid of Theorem 1 it is possible to prove the next theorem:
Theorem 2. Let y(x) be a solution of (1) with p(x) and q(x) piecewise continuous and positive on an interval I ∈ ℜ. Let a, b be
real numbers such that [a, b] ∈ I . Suppose that a(x) is any positive piecewise continuous function on [a, b].
Then, if y′(a) = y(b) = 0 one has∫ b
a
min

1
p(s)a(s)
, x ≤ s ≤ b

a(x)dx
∫ b
a
min

q(s)
a(s)
, a ≤ s ≤ x

a(x)dx ≤ π
2
4
, (5)
and ∫ b
a
max

1
p(s)a(s)
, x ≤ s ≤ b

a(x)dx
∫ b
a
max

q(s)
a(s)
, a ≤ s ≤ x

a(x)dx ≥ π
2
4
. (6)
If y(a) = y′(b) = 0 one has∫ b
a
min

1
p(s)a(s)
, a ≤ s ≤ x

a(x)dx
∫ b
a
min

q(s)
a(s)
, x ≤ s ≤ b

a(x)dx ≤ π
2
4
, (7)
and ∫ b
a
max

1
p(s)a(s)
, a ≤ s ≤ x

a(x)dx
∫ b
a
max

q(s)
a(s)
, x ≤ s ≤ b

a(x)dx ≥ π
2
4
. (8)
Proof. Let us focus first on proving (5). To that end, let us define the following Prufer transformation of the Eq. (1)
tanΦ(x) = sinΦ(x)
cosΦ(x)
= v(x)
y(x)
, (9)
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where
v(x) = p(x)y
′(x)
A
, (10)
y(x) is a solution of (1) and A > 0 is a constant to be fixed later.
The application of (9) and (10) to (1) gives the equation
Φ ′(x) = − A
p(x)
sin2Φ(x)− q(x)
A
cos2Φ(x). (11)
From the hypotheses p(x), q(x) > 0 on I and (11), Φ(x) must be decreasing on I . From (9), if a, b are defined such
that y′(a) = y(b) = 0 we can write Φ(a) = nπ and Φ(b) = (2n − 1)π2 for n being a natural number, so that
sin2Φ(a) = cos2Φ(b) = 0. As a result sin2Φ(x)will bemonotonic increasing on [a, b] and cos2Φ(x)monotonic decreasing
on the same interval.
In parallel, from (9) and (11) one has
π
2
= Φ(a)− Φ(b) = −
∫ b
a
Φ ′(x)dx
=
∫ b
a
A
p(x)
sin2Φ(x)dx+
∫ b
a
q(x)
A
cos2Φ(x)dx. (12)
Let a(x) be a piecewise continuous and positive function on [a, b]. Since sin2Φ(x) is monotonic increasing on [a, b] we
can apply (3) to yield∫ b
a
A
p(x)
sin2Φ(x)dx =
 b
a
A
p(x) sin
2Φ(x)dx b
a a(x) sin
2Φ(x)dx
∫ b
a
a(x) sin2Φ(x)dx
≥ A
 b
a min

1
p(s)a(s) , x ≤ s ≤ b

a(x)dx b
a a(x)dx
∫ b
a
a(x) sin2Φ(x)dx. (13)
Likewise we can apply (4) to yield∫ b
a
q(x)
A
cos2Φ(x)dx =
 b
a
q(x)
A cos
2Φ(x)dx b
a a(x) cos
2Φ(x)dx
∫ b
a
a(x) cos2Φ(x)dx
≥ 1
A
 b
a min

q(s)
a(s) , a ≤ s ≤ x

a(x)dx b
a a(x)dx
∫ b
a
a(x) cos2Φ(x)dx. (14)
Let us take now
A =
  ba min

q(s)
a(s) , a ≤ s ≤ x

a(x)dx b
a min

1
p(s)a(s) , x ≤ s ≤ b

a(x)dx
. (15)
From (12) to (15) one has∫ b
a
min

1
p(s)a(s)
, x ≤ s ≤ b

a(x)dx
∫ b
a
min

q(s)
a(s)
, a ≤ s ≤ x

a(x)dx
·
 b
a a(x) sin
2Φ(x)dx b
a a(x)dx
+
 b
a a(x) cos
2Φ(x)dx b
a a(x)dx

=
∫ b
a
min

1
p(s)a(s)
, x ≤ s ≤ b

a(x)dx
∫ b
a
min

q(s)
a(s)
, a ≤ s ≤ x

a(x)dx ≤ π
2
, (16)
which gives (5).
The proof of (6)–(8) is similar and will not be repeated here. 
Remark 1. The conditions p(x), q(x) > 0 on [a, b] of Theorem 2 are only used to guarantee in (11) that Φ(x) is monotonic
decreasing on [a, b]. These constraints can be relaxed if it can be proved that their violation will not force Φ(x) to cease
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being monotonic decreasing on the interval of interest (e.g. because the negativity of either function happens very close to
one of the extrema a or b of the interval where the associated term withΦ(x) is close to zero).
Setting a(x) = 1 in Theorem 2 it is straightforward to obtain the following corollary, which will be used in the examples
of Section 3:
Corollary 1. Let y(x) be a solution of (1) with p(x) and q(x) piecewise continuous and positive on an interval I ∈ ℜ. Let a, b be
real numbers such that [a, b] ∈ I .
Then, if y′(a) = y(b) = 0 one has∫ b
a
min

1
p(s)
, x ≤ s ≤ b

dx
∫ b
a
min {q(s), a ≤ s ≤ x} dx ≤ π
2
4
, (17)
and ∫ b
a
max

1
p(s)
, x ≤ s ≤ b

dx
∫ b
a
max {q(s), a ≤ s ≤ x} dx ≥ π
2
4
. (18)
If y(a) = y′(b) = 0 one has∫ b
a
min

1
p(s)
, a ≤ s ≤ x

dx
∫ b
a
min {q(s), x ≤ s ≤ b} dx ≤ π
2
4
, (19)
and ∫ b
a
max

1
p(s)
, a ≤ s ≤ x

dx
∫ b
a
max {q(s), x ≤ s ≤ b} dx ≥ π
2
4
.  (20)
Theorem 2 and Corollary 1 can be used to establish upper and lower bounds for the distance between a zero and a critical
point of a solution of (1). This is quite evident in the case of the lower bound, since the left hand sides of (6) and (8) are both
increasing functions of the extreme b. Therefore the smallest b that gives an equality on (6)-for the case y′(a) = y(b) = 0-
or on (8)-for the case y(a) = y′(b) = 0- will be the lower bound for the searched zero or critical point of the solution of (1),
as any smaller bwill not satisfy (6) or (8), respectively, at all, and therefore cannot be a zero or a critical point. It is relevant
to say, in any case, that although the formulas (6) are (8) are Lyapunov-type inequalities that can (in some cases) give better
lower bounds (i.e. larger lower bounds) than the Lyapunov inequalities presented in [4,5] (this is easy to verify since in
the present case a product of integrals is compared to π
2
4 whereas in [4,5] another product of integrals is compared to 1,
both products being identical under certain circumstances), we have not been able to find a single case that improves the
lower bounds obtained by Brown and Hinton in [7], the only possible advantage of the present method being, potentially,
its greater facility of calculation. One can only conjecture, then, that Brown & Hinton’s inequality is better than the present
one in all cases.
In the case of upper bounds, the left hand sides of (5) and (7) are not necessarily increasing with b, regardless of them
being products of positive integrals. The reason for that lies on the fact that the integrands of all integrals appearing in such
inequalities contain minima of functions on an interval: if the length of the interval grows (as b grows) the minima can
become smaller.
However, if when increasing b from a starting point a (e.g., a critical point of (1)) one finds a b∗ such that∫ b∗
a
min

1
p(s)a(s)
, x ≤ s ≤ b∗

a(x)dx
∫ b∗
a
min

q(s)
a(s)
, a ≤ s ≤ x

a(x)dx = π
2
4
, (21)
then such a value b∗ will be an upper bound for the next zero of the solution of (1). To prove that let us pick any b > b∗ and
let us select
A(b∗) =
  b∗a min

q(s)
a(s) , a ≤ s ≤ x

a(x)dx b∗
a min

1
p(s)a(s) , x ≤ s ≤ b∗

a(x)dx
, (22)
according to (15) in Theorem 2. From (13), (14), (21) and (22) one has∫ b
a
A(b∗)
p(x)
sin2(Φ(x))dx+
∫ b
a
q(x)
A(b∗)
cos2(Φ(x))dx
=
∫ b∗
a
A(b∗)
p(x)
sin2(Φ(x))dx+
∫ b∗
a
q(x)
A(b∗)
cos2(Φ(x))dx
+
∫ b
b∗
A(b∗)
p(x)
sin2(Φ(x))dx+
∫ b
b∗
q(x)
A(b∗)
cos2(Φ(x))dx >
π
2
, (23)
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given that p, q > 0 on [a, b]. It is clear that (23) violates (12) and therefore b cannot be the next zero of y(x). A similar result
can be proved for the case a being a zero and b being a critical point.
The previous reasoning gives also a possible approach for determining upper bounds when the left hand sides of (5) or
(7), depending on the case, find a maximumM lower than π
2
4 for a value b
∗. Fixed b∗, it basically consists in determining the
lowest b such that∫ b
b∗
min

A(b∗)
p(x)
,
q(x)
A(b∗)

dx = π
2
−√M, (24)
with
A(b∗) =
  b∗a min

q(s)
a(s) , a ≤ s ≤ x

a(x)dx b∗
a min

1
p(s)a(s) , x ≤ s ≤ b∗

a(x)dx
, (25)
for the case y′(a) = y(b) = 0, and
A(b∗) =
  b∗a min

q(s)
a(s) , x ≤ s ≤ b∗

a(x)dx b∗
a min

1
p(s)a(s) , a ≤ s ≤ x

a(x)dx
, (26)
for the case y(a) = y′(b) = 0. From (13) to (14) and (24)–(26) one has∫ b
a
A(b∗)
p(x)
sin2(Φ(x))dx+
∫ b
a
q(x)
A(b∗)
cos2(Φ(x))dx ≥ √M +
∫ b
b∗
min

A(b∗)
p(x)
,
q(x)
A(b∗)

dx = π
2
.
It is important to remark, in any case, that this mechanism does not guarantee success in the search of the upper bound
b in all cases, as the integral between b∗ and∞may not get to be large enough to fulfil the difference between π2 and
√
M .
Next we will prove the following corollary:
Corollary 2. Let y(x) be a solution of (1) with p(x) and q(x) piecewise continuous and positive on an interval I ∈ ℜ. Let a, b be
real numbers such that [a, b] ∈ I . Suppose that a(x) is any positive piecewise continuous function on [a, b].
Then, if y′(a) = y(b) = 0 one has∫ b
a

min

1
a(s)p(s)
, x ≤ s ≤ b

min

q(s)
a(s)
, a ≤ s ≤ x

a(x)dx ≤ π
2
. (27)
If y(a) = y′(b) = 0 one has∫ b
a

min

1
a(s)p(s)
, a ≤ s ≤ x

min

q(s)
a(s)
, x ≤ s ≤ b

a(x)dx ≤ π
2
. (28)
Proof. From the Cauchy–Schwarz inequality it is straightforward to prove∫ b
a

min

1
a(s)p(s)
, x ≤ s ≤ b

min

q(s)
a(s)
, a ≤ s ≤ x

a(x)dx
2
≤
∫ b
a
min

1
p(s)a(s)
, x ≤ s ≤ b

a(x)dx
∫ b
a
min

q(s)
a(s)
, a ≤ s ≤ x

a(x)dx (29)
and ∫ b
a

min

1
a(s)p(s)
, a ≤ s ≤ x

min

q(s)
a(s)
, x ≤ s ≤ b

a(x)dx
2
≤
∫ b
a
min

1
p(s)a(s)
, a ≤ s ≤ x

a(x)dx
∫ b
a
min

q(s)
a(s)
, x ≤ s ≤ b

a(x)dx. (30)
Now, from (5) to (29) one gets (27). Likewise, from (7) to (30) one gets (28). 
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The interest of Corollary 2 lies not only on the simplicity of the obtained bound (with just one integral) but also on the
fact that, under certain circumstances, the left hand side of (27) and (28) can become∫ b
a

q(x)
p(x)
dx,
integral which appears very frequently in the estimation of the number of zeroes of y(x) on a given interval (see for
example [9] and [13, Section 2.10]).
To complete this section we will use Theorem 2 to establish a result on the distance between zeroes and consecutive
critical points of the solutions of (1) when p(x), q(x) are monotonic.
Theorem 3. Let p(x), q(x) be positive, piecewise continuous and monotonic functions on an interval I ∈ ℜ. Let y1(x), y2(x) be
solutions of (1) such that y1(a) = y′2(a) = 0, with a ∈ I . Let b1 and b2 be defined such that y′1(b1) = y2(b2) = 0, i.e., b1 is the
critical point of y1(x) consecutive to a and b2 the zero of y2(x) consecutive to a, and let us suppose that [a, b1] and [a, b2] ∈ I .
If p(x) and q(x) are both monotonic decreasing on [a,max(b1, b2)] then b2 ≤ b1.
On the contrary, if p(x) and q(x) are both monotonic increasing on [a,max(b1, b2)] then b2 ≥ b1.
Proof. Let us first suppose that p(x) and q(x) are both monotonic decreasing on [a,max(b1, b2)]. From (17) one has∫ b2
a
dx
p(x)
∫ b2
a
q(x)dx =
∫ b2
a
min

1
p(s)
, x ≤ s ≤ b2

dx
∫ b2
a
min {q(s), a ≤ s ≤ x} dx ≤ π
2
4
. (31)
From (20) one has∫ b1
a
dx
p(x)
∫ b1
a
q(x)dx∫ b1
a
max

1
p(s)
, a ≤ s ≤ x

dx
∫ b1
a
max {q(s), x ≤ s ≤ b1} dx ≥ π
2
4
. (32)
From (31) to (31) one gets∫ b2
a
1
p(x)
dx
∫ b2
a
q(x)dx ≤
∫ b1
a
1
p(x)
dx
∫ b1
a
q(x)dx,
which obviously gives b2 ≤ b1.
The case p(x) and q(x) being monotonic increasing on [a,max(b1, b2)] can be easily proved in the same manner. 
3. Some examples
Throughout this section we will introduce examples where upper bounds for the distance between a zero and a critical
point of a solution of (1) will be provided by means of two different methods: the one based on Theorem 2 and presented
in the previous section and that extracted from Moore [6, Theorem 8], which was originally devoted to the determination
of bounds between zeroes but which can be extended to the problem treated in this paper with very little effort. Moore’s
procedure basically consists of searching for the positive value A that minimizes the value of the extreme b such that∫ b
a
min

A
p(x)
,
q(x)
A

dx = π
2
. (33)
The method does not distinguish between a being a critical point and b a zero or vice versa: it applies to both cases.
Such a method dates at least from 1955, but as explained in the Introduction there does not seem to have been much
progress in the introduction of new tools to solve the problem since then. In fact, later papers which treat the topic indirectly
(e.g., to get upper bounds for eigenvalues in the eigenvalue problem associated to (1)), like [8, Theorem 3.2], basically use a
less sophisticated version of (33) with a fixed A. As a consequence, [6] still seems to be the most advanced method existing
so far to approach the mentioned problem and as such it will be used for comparison.
Example 1. Let us consider the following linear differential equation
y′′ + 1√
x
y = 0, x ≥ 1. (34)
Fixed a = 1, the application of (33)–(34) gives the same upper bound b ≤ 2, 96142 for both cases y′(1) = y(b) = 0 and
y(1) = y′(b) = 0, whereas Corollary 1 gives the upper bounds b ≤ 2, 81788 for the case y′(1) = y(b) = 0 and b ≤ 3, 08112
for the case y(1) = y′(b) = 0. Clearly the method presented here improves Moore’s one for the case y′(1) = y(b) = 0 and
is worse for the case y(1) = y′(b) = 0.
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In fact for the case y′(1) = y(b) = 0 the bound is not far away from the real zero b = 2, 74 which can be calculated by
noticing that the solution of (34) in the case y′(1) = 0 is a multiple of the function
y(x) = √x
 Y ′23  43 + 12Y 23  43 
J 2
3
 4
3

Y ′2
3
 4
3
− J ′2
3
 4
3

Y 2
3
 4
3
 J 2
3

4
3
x
3
4

+
− 12 J 23
 4
3
− J ′2
3
 4
3

J 2
3
 4
3

Y ′2
3
 4
3
− J ′2
3
 4
3

Y 2
3
 4
3
Y 2
3

4
3
x
3
4
 , (35)
as can be seen in [14, p. 132].
Example 2. Let us consider the following linear differential equation
y′′ + xy = 0, x ≥ 1. (36)
Fixed a = 1, the application of (33)–(36) gives the same upper bound b ≤ 2, 34812 for both cases y′(1) = y(b) = 0 and
y(1) = y′(b) = 0, whereas Corollary 1 gives the upper bounds b ≤ 2, 57080 for the case y′(1) = y(b) = 0 and b ≤ 2, 23508
for the case y(1) = y′(b) = 0. In this case the method presented here improves Moore’s one for the case y(1) = y′(b) = 0
and is worse for the case y′(1) = y(b) = 0.
Example 3. Let us consider the following linear differential equation
1√
x
y′
′
+ xy = 0, x ≥ 1. (37)
Fixed a = 1, the application of (33)–(37) gives the same upper bound b ≤ 2, 16817 for both cases y′(1) = y(b) = 0
and y(1) = y′(b) = 0. In this example, rather than Corollary 1 it is better to apply Theorem 2 with a(x) = √x to the
case y(1) = y′(b) = 0, which yields b ≤ 2, 12666, better than Moore’s bound (the application of Corollary 1 would give
b ≤ 2, 23508, worse thanMoore’s). For the case y′(1) = y(b) = 0 the bound obtained with Corollary 1 is b ≤ 2, 24163, also
worse than Moore’s.
Example 4. Let us consider the following linear differential equation
(exy′)′ + exy = 0, x ≥ 0. (38)
Fixed a = 0, the application of (33)–(38) gives the same upper bound b ≤ 3, 07794 for both cases y′(1) = y(b) = 0 and
y(1) = y′(b) = 0, whereas Corollary 1 gives the upper bound b ≤ 1, 44246 for the case y(0) = y′(b) = 0, clearly better
than Moore’s. In fact the solution to (38) for the case y(0) = 0 is a multiple of
y(x) = e− x2 sin

3
4
x

, (39)
as one can easily check just derivating the first term of the left hand side of (38) and dividing both sides of the equation by
ex. (39) gives a value b = 1, 20919, quite close to the one obtained with Corollary 1.
As for the case y′(0) = y(b) = 0, neither the application of Corollary 1 nor the method explained at the end of Section 2
yield a valid bound which can be compared with Moore’s one.
4. Conclusions
The method described in this paper provides an upper bound for the distance between a zero and a critical point of a
solution of (1) which improves previous results in many (not all) cases, as the examples presented in Section 3 show. In
addition, its application is quite simple and does not require difficult calculations, especially in comparison to [6] (which
requires maximizing the resulting integral versus the constant A).
The method can also be applied to yield lower bounds for the distance between a zero and a critical point with simple
calculations, although it does not seem to improve other (somewhat more complex) methods applicable to that problem
like Brown and Hinton’s one [7].
The main disadvantage of the presented method is that it imposes the need for both functions p(x) and q(x) of (1) to be
strictly positive on the interval where the calculation is performed.
As a side note, this paper shows that the extended mean value theorem for integrals of [11] can become a powerful
tool to approach this type of problem where the knowledge of the solution function is limited to some properties like
monotonicity. In fact, we believe that there is still somemargin for the improvement of the present method through the use
of more sophisticated versions of such a theoremwhich take into account other properties beyond mere monotonicity, like
convexity, concavity, etc.
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