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Exactly solvable multistate Landau-Zener (MLZ) models are associated with families of operators that com-
mute with the MLZ Hamiltonians and depend on time linearly. There can also be operators that satisfy the
integrability conditions with the MLZ Hamiltonians but depend on time quadratically. We show that, among
the MLZ systems, such time-quadratic operators are much more common. We demonstrate then that such
operators generally lead to constraints on the independent variables that parametrize the scattering matrix.
We show how such constraints lead to asymptotically exact expressions for the transition probabilities in the
adiabatic limit of a three-level MLZ model. New fully solvable MLZ systems are also found.
I. INTRODUCTION
In quantum mechanics, the evolution in time-
dependent fields is described by the nonstationary
Schro¨dinger equation
i
d
dt
|Ψ(t)〉 = H(t)|Ψ(t)〉. (1)
A nonperturbative and nonadiabatic time-dependence of
the Hamiltonian parameters in (1) generally destroys the
energy conservation and leads to fast entanglement gen-
eration. Therefore, a common intuition about stationary
quantum mechanics usually, for such systems, does not
apply. For example, an operator I(t) that commutes with
a time-dependent Hamiltonian H(t) does not describe a
conserved quantity anymore. For solving the correspond-
ing time-dependent Schro¨dinger equation, knowledge of
the eigenvalues and the eigenstates of H(t) is usually use-
less. This is why a multistate evolution with explicitly
time-dependent parameters is hard to study both analyt-
ically and numerically.
Nevertheless, a considerable progress can be achieved
in studies of integrable time-dependent Hamiltonians
that belong to the families of the Hermitian operators
Hj with conditions
1
∂Hi
∂τj
− ∂Hj
∂τi
= 0, i, j = 1, . . . ,M ≥ 2, (2)
[Hi, Hj ] = 0, (3)
where the dependence of Hj on its parameters is known
analytically, and τj is the parameter that can be treated
as the true physical time for the time-evolution with the
Hamiltonian Hj .
The integrability conditions (2), (3) have been used
broadly in the theory of solitons2. More recently, they
were used as a starting point for deriving fully solv-
able quantum models with a simple parameter time-
dependence. Thus, a large family of such models was dis-
covered within the multistate Landau-Zener (MLZ) class
of the Hamiltonians3:
H(t) = Bt+A, (4)
where B and A are Hermitian N×N matrices. B can be
always diagonalized in a time-independent basis, which
is called diabatic basis. In what follows, we will assume
that all matrices are written in this basis. Eigenvalues
of the matrix Bt are called diabatic energy levels. They
are different from the adiabatic energies, which are the
eigenstates of the whole Hamiltonian H(t). For MLZ
models, diabatic and adiabatic energies merge with each
other asymptotically as t→ ±∞.
A model (4) is called solvable if for any initial state at
t = −∞ we can find the analytical expression for this
state at t = +∞. For simplicity, here we will be inter-
ested only in the transition probabilities, Pm→n, of that
the system is found in any diabatic state n at t = +∞ if
at t = −∞ the system was in diabatic state m.
It was noticed in4 that several solvable MLZ models
had nontrivial linear or quadratic in time commuting op-
erators. The authors of4 speculated that this fact could
be related to solvability of MLZ models. Indeed, it was
shown later5 that all known fully solvable MLZ systems
are associated with the existence of at least one commut-
ing, with the MLZ Hamiltonian, operator that depends
on time t linearly, and also shows a simple dependence on
a second time-like variable, τ . Namely, for the model’s
complete solvability, the commuting operator must have
the form
H ′t/τ (t, τ) = B0t+B1τ +A+ C/τ, (5)
where B0, B1, A and C are real symmetric (t, τ)-
independent matrices, such that the Hamiltonians (4)
and (5) satisfy the integrability conditions (2) and (3)
for two time-like variables, τ1 = t and τ2 = τ . Even
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2though there are exceptional solvable MLZ models that
do not have a commuting operator of the form (5), all
such models could be obtained from the models that had
the commuting operator (5) by considering special limits
of the parameters.
If the reader is not familiar with the developments on
solvable MLZ systems, we advise to study-look in our
prior publications3,5. We also refer to6–10 for applications
and other recent developments on this topic. According
to5, if one of the Hamiltonians has the MLZ form
H(t, τ) = B(τ)t+A(τ), (6)
where τ is an arbitrary parameter, then conditions (2)-
(3) can be generally satisfied by a t-quadratic operator
H ′(t, τ) =
∂τB(τ)t
2
2
+ ∂τA(τ)t+D(τ), (7)
where the Hermitian matrices B(τ), A(τ), and D(τ) sat-
isfy the conditions
1
2
[∂τB(τ), A(τ)] + [∂τA(τ), B(τ)] = 0, (8)
[∂τA(τ), A(τ)] + [D(τ), B(τ)] = 0, (9)
[A(τ), D(τ)] = 0, (10)
and B(τ) is diagonal. Equations (8)-(10) are the most
general integrability conditions for all MLZ models.
Given that the fully solvable MLZ models have much
simpler commuting operators, the notion of integrability
is more general than the complete model’s solvability.
Thus, we formulate the main questions for the present
article:
(i) how common are the t-quadratic commuting oper-
ators within the MLZ theory? and,
(ii) what is generally the advantage of knowing that an
explicitly time-dependent quantum model is integrable?
We will explore these questions for the MLZ Hamil-
tonians (6) by finding t-quadratic commuting operators.
Having their explicit forms, we will then judge how use-
ful they are for analytical studies of an explicitly time-
dependent evolution.
II. GENERAL THREE-STATE LANDAU-ZENER (LZ)
MODEL
As a first example, we consider the general case of the
three-state model with the Hamiltonian
H3 =
 b1t g12 g13g∗12  g23
g∗13 g
∗
23 −b2t
 , (11)
where b1 , b2, , g12, g23, g13 are free parameters, and we
allow complex values of the off-diagonal couplings. All
other MLZ models with n = 3 are obtained from (11)
by time shifts t → t + t0 and gauge transformations
H → (bt+c)1ˆ3, which do not change the transition prob-
abilities, and can be trivially included after our analysis
of the model (11)11. The model (11) is found frequently
in research, for example, on photoionization12, physics of
neutrino13, and Landau-Stuckelberg interferometry14.
A. Commuting partner
Comparing (11) and (6), we find
A(τ) =
 0 g12 g13g∗12  g23
g∗13 g
∗
23 0
 , B(τ) =
 b1 0 00 0 0
0 0 −b2
 ,
(12)
where all parameters can be functions of the second time
variable τ .
Substituting (12) into (8), we find that
|gij(τ)|2
Bii(τ)−Bjj(τ) = |γij |
2, i 6= j = 1, 2, 3, (13)
where γ12, γ13, γ23 are τ -independent constants. This
can be achieved if we assume that b1 and b2 in (12) are
arbitrary functions of τ , whereas the off-diagonal cou-
plings depend on τ as
g12 = γ12
√
b1(τ)/β1, g23 = γ23
√
b2(τ)/β2,
g13 = γ13
√
(b1(τ) + b2(τ))/(β2 + β1), (14)
β1 ≡ b1(1), β2 ≡ b2(1),
where we introduced the parameters β1,2 to set, for con-
venience, that gij = γij at τ = 1.
Note that condition (13) has a simple meaning.
Namely, for the model (11) to have a nontrivial commut-
ing partner, the dependence of its parameters on τ should
conserve the LZ adiabaticity parameters for all pairs of
diabatic levels. The same property is also found in the
fully solvable MLZ models with time-linear commuting
partner operators5.
For a general three-state matrix A(τ) with nondegen-
erate eigenvalues, we can satisfy the condition (10) by
assuming that the matrix D(τ) has the form
D(τ) =
r2(τ)
2
A(τ)2, (15)
where r2(τ) is, at this stage, an arbitrary function of τ .
The remaining conditions in (9) are equivalent to three
coupled equations on all parameters. Substituting (15)
into (9), we find that they all are satisfied if
r2(τ) =
b2∂τ b1 − b1∂τ b2
b1b2(b1 + b2)
, (16)
∂τS(τ) = 0, (17)
where
S(τ) =
2
2
(
1
b1
+
1
b2
)
. (18)
3FIG. 1. Blue lines are the time-dependent diabatic energy
levels of the Hamiltonian (11). The blue triangle has these
levels as its boundary. The area of this triangle is S(τ) =
(τ)2[1/b1(τ) + 1/b2(τ)]/2.
From Eq. (17), we find explicitly that
(τ) = 0
√
b1(τ)b2(τ)
b1(τ) + b2(τ)
, (19)
where 0 is an arbitrary constant parameter.
Summarizing, there is generally a nontrivial partner
operator for the 3-state Hamiltonian (11):
H ′3(t, τ) = B(τ)t
2 +A(τ)t+
r2(τ)
2
A(τ)2, (20)
where matrices B(τ) and A(τ) are given in (12), and
where only the τ -dependence of b1(τ) and b2(τ) is arbi-
trary, whereas the couplings gij(τ) and (τ) are given by
equations (14) and (17), and r2(τ) is given by (16), with
free constant parameters γij and 0. Operators H3(t, τ)
and H ′3(t, τ) satisfy the integrability conditions (2)-(3)
with τ1 = t and τ2 = τ .
B. Area conservation rule
Function S = S(τ) in (18) has a simple geometric in-
terpretation. Consider the plot of diabatic levels, i.e., the
time-dependence of the diagonal elements of the Hamilto-
nian (11). Figure 1 shows that the diabatic levels enclose
a triangle whose area is precisely S(τ) from Eq. (18).
Thus we can formulate the condition (17) as the prop-
erty that in order to have the integrability partner op-
erator (20), the τ -dependence of the Hamiltonian (11)
should be such that the area enclosed by the diabatic
levels is independent of τ . This property is an extension
of the “zero area” rule that is found in all known fully
solvable MLZ models3.
FIG. 2. An integration path P (blue arrows) with τ = 1
and t ∈ (−∞,+∞) can be deformed into the path P∞, such
that the horizontal part of P∞ has τ = τ0 6= 1 (dashed black
arrows). Such deformations do not change the evolution ma-
trix. Vertical legs of P∞ have t = ±T with T → ∞, so they
contribute only to the trivial adiabatic phases in the evolu-
tion matrix, and do not affect the transition probabilities. For
the three-state LZ model, the path P∞ can be chosen so that
b1 →∞ along the horizontal piece of this path.
C. Invariant transition probabilities
The precise form of the commuting operator H ′3 is not
important for our further analysis. What is important
for the MLZ problem is that the integrability conditions
allow deformations of the integration path in the two-
time space (t, τ). Namely, let us define the evolution
operator
U = TˆP exp
(
−i
∫
P
H3(t, τ) dt+H
′
3(t, τ) dτ
)
, (21)
where TˆP is the path ordering operator along P in the
two-time space (t, τ). The integrability conditions (2)-(3)
mean that the nonabelian gauge field with components
A(t, τ) = (H3, H
′
3) has zero curvature. This means in
turn that the result of integration in (21) does not change
after smooth deformations of P that keep only the initial
and final points of P intact1, and avoid singularities of
the τ -dependent Hamiltonians, as we show in Fig. 2.
Let the physical evolution correspond to changes of
t from −∞ to +∞ at τ = 1. Then, P starts at the
point (t, τ) = (−∞, 1). We are free to fix, initially, t and
change τ from this point to another value, and only then
perform t-evolution at fixed new τ . After this, we can
bring τ back to τ = 1 at t = +∞1,2.
The τ -evolution at fixed t = −∞ or t = +∞ is purely
adiabatic due to the quadratic dependence of the diago-
nal elements of H ′3 on t. Therefore, the transition prob-
ability matrices of the 3-state LZ-models that differ only
by τ , are identical.
Thus, if we change b1(τ) and b2(τ) arbitrarily and ad-
just the other parameters according to (14) and (19),
then the transition probabilities in the model (11) do not
change. Figure 3 shows our results of the numerical so-
lution of the time-dependent Schro¨dinger equation with
4FIG. 3. The numerical check for the transition probability
independence of the level slope b1 in model (11). The other
parameters of this model are given by Eqs. (14) and (19).
Here, we assume that b1 = τ and b2 = const. The fixed
parameters for the simulations were b2 = 1, γ12 = 0.354,
γ23 = 0.3, γ13 = 0.327, 0 = 0.52. The evolution starts from
the 2nd diabatic state (whose level has zero slope).
the Hamiltonian (11). We fixed b2 to a constant and as-
sumed that b1 = τ , i.e., we identified τ with the slope of
the first diabatic level. This figure shows that, indeed,
the variations of b1, with adjustments of the other pa-
rameters according to (14) and (17), did not change the
transition probabilities.
This is the most general effect of the integrability in
the sense of Eqs. (2)-(3). Generally, such conditions do
not lead to the possibility to write the scattering ma-
trix in terms of known special functions. Rather, the
integrability means that there is a possibility to identify
a nontrivial parameter τ whose changes do not change
the transition probabilities and only trivially change the
phases of the scattering matrix elements.
D. Reduction of the order of the evolution equation
The independence of the transition probabilities of τ
simplifies the analysis of the scattering amplitudes. In
what follows, for simplicity of notation, we will assume
that all gij are purely real. Generalization to complex
gij is straightforward.
1. Time-scale separation as b1 →∞
As in the example in Fig. 3, let us identify τ with the
slope b1: b1 = τ , and then consider the limit b1 → ∞.
A simplification follows then because the nonadiabatic
transitions between two diabatic states i and j happen
during the effective time
δt ∼ gij/(Bii −Bjj). (22)
Our τ -transformations keep γij = g
2
ij/(Bii − Bjj) being
constant. Hence, in the limit b1 →∞ the time for nona-
diabatic transitions to and from the level 1 is vanishing
in comparison to such transitions between levels 2 and 3.
Thus, as far as the interactions of level 1 are concerned,
for b1 → ∞, we can disregard the coupling g23 between
levels 2 and 3, and disregard slopes of these levels in
comparison to b1. The effective interaction between the
three levels is then described by simplified equations:
ia˙1 = b1ta1 + γ12
√
b1a2 + γ13
√
b1a3, (23)
ia˙2 = γ12
√
b1a1, (24)
ia˙3 = γ13
√
b1a1. (25)
It is convenient now to introduce two orthogonal states:
|ψ1〉 = γ12|2〉+ γ13|3〉√
γ212 + γ
2
13
, |ψ2〉 = γ13|2〉 − γ12|3〉√
γ212 + γ
2
13
. (26)
We can then introduce their amplitudes, so that(
a2
a3
)
= α1(t)|ψ1〉+ α2(t)|ψ2〉. (27)
Substituting (32) into (24)-(29), we find that
α2 = const, (28)
and
ia˙1 = b1ta1 + γα1,
iα˙1 = γa1, (29)
where
γ ≡
√
b1(g212 + g
2
13). (30)
Equations (29) are the evolution equations for the two-
state Landau-Zener (LZ) model, whose scattering matrix
is known in analytical form.
2. Initially empty level 1
If level 1 is initially empty, then the survival amplitude
α1(t = +∞) for Eqs. (23)-(29) is given by the exact LZ
formula:
α1(t)t→∞ = e−pi(γ
2
12+γ
2
13)α1(−t)t→∞. (31)
5Let us define the evolution operator U0 such that(
a2(t)
a3(t)
)
t→∞
= U0
(
a2(−t)
a3(−t)
)
t→∞
. (32)
From (28) and (31) we find that
U0 = e
−pi(γ212+γ213)|ψ1〉〈ψ1|+ |ψ2〉〈ψ2|. (33)
Knowledge of U0 is not sufficient to find the transition
probabilities in the original three-state model because U0
defines the scattering due to fast interactions with level
1. The value t = +∞ in (32), is actually a time that is
much larger than δt ∼ γ/b1 but much smaller than the
time scale for other interactions between levels 2 and 3.
For much longer times than the interval δt ∼ γ/b1
around t = 0, where b1 →∞ and γ is defined in (30), the
diabatic states |2〉 and |3〉 interact with each other via
two channels. First, the Hamiltonian (11) for b1 → ∞
has a finite coupling in the phase space of the states |2〉
and |3〉:
H023 =
(
0 g23
g23 −b2t
)
, (34)
where 0 is given by Eq. (19) according to the area conser-
vation, of the triangle in Fig. 1, after changes of b1 from
its initial value to b1 → ∞. In addition, the virtual in-
teractions of levels 2 and 3 with level 1 happen even long
after the termination of the nonadiabatic transitions to
level 1. The virtual transitions renormalize the couplings
and the diabatic energies of levels 2 and 3. This effect
on the effective two-state Hamiltonian is needed up to
the zeroth order in 1/b1, and can be calculated pertur-
batively.
To include this renormalization we recall that the am-
plitudes of the diabatic states are analytic functions of
time. If we integrate over the effect of the 1st level, the
fast transitions throughout the 1st level can be included
by adding a ∼ 1/t term to the effective Hamiltonian of
states 2 and 3:
H23(t) = H
0
23(t)−
γ2
b1t
|ψ1(t)〉〈ψ1(t)|, (35)
and assuming that the integration over time happens
along the path shown in Fig. 4. Note that γ ∼ √b1,
so the last contribution to (35) does not depend on b1
explicitly.
The integration path encloses the point t = 0 from an
infinitesimally small distance in the lower complex half
plane, as shown in Fig. 4. This small deviation of the
time into the complex plane produces the exponential
prefactor in Eq. (33). The ∼ 1/t interactions along the
real time are then needed to keep the causality of the
response to this perturbation15.
The transition probabilities between levels 2 and 3 are
found then from the evolution matrix with the Hamilto-
nian (35) during the time interval (−∞,+∞). To find
the transition probability from level 2 or 3 to level 1,
FIG. 4. The integration path for the evolution with the
Hamiltonian (35) that provides the transition amplitudes be-
tween levels 2 and 3 in the original three-state LZ model (11)
when the level 1 is initially empty.
we should find the scattering probability from the initial
level as t → −∞ to |ψ1〉 as t → 0−, and then multiply
this probability by 1− e−2piγ2/b1 , which is the LZ proba-
bility to turn to level 1 during a short time interval near
t = 0.
3. Initially filled level 1
For the initial conditions with a1(−∞) = 1, a2(−∞) =
a3(−∞) = 0, Eqs. (24) and (29) lead to
a3(t) =
γ13
γ12
a2(t).
Substituting this into (23) and introducing a new variable
a′2 =
√
γ212 + γ
2
13a2
γ12
,
we find the standard two-state LZ model:
ia˙1 = b1ta1 + γa
′
2,
ia˙′2 = γa1, (36)
(37)
where γ is defined in (30).
The LZ probability to remain on the 1st level as t →
+∞ is then given by
P1→1 = e−2pi(γ
2
12+γ
2
13). (38)
This result is exact but well known. Since level 1 has the
highest slope among the three diabatic levels of the orig-
inal three-state system, the survival probability for the
corresponding diabatic state is given by the Brundobler-
Elser formula11, which applies to any MLZ system and
which in our case produces the probability (38).
More interesting consequences are found for the tran-
sition probabilities to the other states. After the direct
fast transitions from level 1 terminate, i.e. near t = 0+,
the system is in the state |ψ1〉 with the probability
P1→ψ1 = 1− e−2piγ
2/b1 .
Then, |ψ1〉 becomes the initial state for the “slow” evolu-
tion in the subspace of states |2〉 and |3〉 with the Hamil-
tonian H23 from Eq. (35). State |1〉 is then considered
6completely decoupled. Let Pψ1→2 be the transition prob-
ability for this evolution from t→ 0+ to t→ +∞. Then,
the transition probability P1→2 in the original three-state
model is given by
P1→2 = P1→ψ1Pψ1→2, (39)
and there is an analogous formula for P1→3:
P1→3 = P1→ψ1Pψ1→3. (40)
Summarizing this section, we found that the transi-
tion probabilities in the original three-state model can
be found from the scattering probabilities in a simpler
two-state problem with the Hamiltonian (35). If the lat-
ter problem is solvable then the original MLZ problem
is solvable too. This happens for  = 0 and g13 = 0.
Then, the Schro¨dinger equation with the Hamiltonian
(35) reduces to the confluent hypergeometric equation,
whose solution has known asymptotic behavior. Indeed,
the original three-state LZ model for  = 0 has a known
exact expression for the transition probabilities.
Unfortunately, if  6= 0, the two-state model (35) does
not reduce to a hypergeometric equation. For a 2nd or-
der ordinary differential equation, whose coefficients have
simple time-dependence, this means that the problem is
likely not solvable analytically. In turn, this means that
there is likely no analytical solution of the general three-
state LZ model either. However, the reduction of the
complexity from a 3rd order to a 2nd order differential
equation leads to considerable simplifications for asymp-
totic analysis.
III. THE TRANSITION PROBABILITIES IN THE
ADIABATIC LIMIT
Two-state scattering problems for evolution between
t = ±∞, with an explicitly time-dependent Hamilto-
nian, have a general semiclassical solution. In the adi-
abatic limit, this solution becomes asymptotically ex-
act. Namely, the Dykhne formula16 provides the over-gap
transition probability:
PD = e
−2Im[
∫ t1
t0
(E+(t)−E−(t)) dt], (41)
where E± are the larger/smaller eigenvalues of the 2×2
Hamiltonian, t0 is any time point on the real time axis,
and t1 is the value of time in the upper half of the complex
plane for which
E+(t1) = E−(t1).
The integration path in (41) goes so that the imaginary
part of the integral is always growing along this path.
Generally, there are many such time points. In order to
obtain the leading exponent, one has to find t1 for which
the integral in (41) has the smallest value.
Interestingly, for the three-state scattering problem,
there is no general analog of the Dykhne formula. This
FIG. 5. The time-dependent eigenenergies of the Hamiltonian
(42). The numbers mark the diabatic levels, with which the
eigenenergies merge as t → ±∞. The gaps between diabatic
levels 1 and 2, as well as 2 and 3, are induced by direct inter-
actions between the corresponding states. The gap between
levels 1 and 3 is smaller because it is induced by indirect in-
teractions. The choice of parameters: b = 1, g = 1, ε = 3.
difficulty was noticed in the analysis of17. There have
been efforts to solve this problem18–21 but with only
a limited progress. Nevertheless, our finding that the
three-state LZ problem is reducible to a 2nd order scat-
tering problem can be used to estimate the transition
probabilities using the formula (41). For illustration, we
consider a simple case:
H3 =
 bt g 0g ε/√2 g
0 g −bt
 , (42)
where we assume that the parameters satisfy the adia-
baticity condition:
g2/b 1, (43)
and we restrict this example only to
ε > 0, b > 0.
In Fig. 5, we show the time-dependent spectrum of
the Hamiltonian (42). The diabatic levels 1 and 3 do
not couple to each other directly but a gap between the
corresponding eigenenergies appears due to higher order
interactions. For ε < g, all gaps are of the order of g.
Condition (43) leads then to the adiabatic evolution, such
that the system transfers from level 1 to level 3 with
almost unit probability. However, as ε increases, the gap
7between diabatic levels 1 and 3 diminishes. Hence, for
ε  g, the system passes on level 1 throughout the gap
with level 3 nonadiabatically and then remains on level
2. Thus, as ε increases, the transition probability from
level 1 to level 2 changes from almost 0 to almost 1.
Let us quantify this process. We are interested in the
transition probability P 31→2, in which the upper index 3
means that this probability describes the evolution with
the three-state Hamiltonian (42). Following the previous
subsection, we find for our case that |ψ1〉 = |2〉. The
problem reduces then to finding the over-gap scattering
probability for the evolution with the Hamiltonian
H2(t) =
( −κ/t+ ε g
g −bt
)
, κ = g2/b. (44)
Let us mark the diabatic states ofH2 by indices 2 and 3 in
order to keep their relations to the corresponding states
of H3. We also define the probability P2→2 to be in the
state |2〉 of this two-state model as t → +∞ given that
as t→ 0+, the system starts in this state too. Since the
system passes through an avoided level crossing, P2→2
is also the probability of the over-gap transition for the
evolution with the Hamiltonian (44), so, we can apply
the Dykhne formula to describe it.
The evolution over t ∈ (0+,+∞) can be transformed
into the evolution over τ ∈ (−∞,∞) after a change of
variables
t = eτ ,
which sets the problem to the standard form for appli-
cation of the Dykhne formula. However, for t0 > 0 in
(41), this change of variables is not needed because it
leads to the same final expression as to what we get if
we apply the Dykhne formula to the Hamiltonian H2(t)
right away. Hence, we will set t0 = 1, apply the Dykhne
formula without the change of variables, and verify the
validity of our results at the end numerically.
The difference of the eigenvalues of H2(t) is
∆E ≡ E+ − E− =
√
(ε− κ/t+ bt)2 + 4g2. (45)
The points with branch cuts are given by
ε− κ/t+ bt = ±i2g. (46)
This is a quadratic equation on t, so its roots in the upper
complex plane can be found analytically:
t1,2 =
2ig − ε±
√
ε2 − 4iεg
2
. (47)
We verified numerically (Fig. 6) that if we take the
route t1, and then substitute it into (41) with a trivial in-
tegration path that connect t1 and t0 = 1 along a straight
line, the Dykhne formula describes the desired transition
probability correctly. The deviations do appear (they are
not visible in Fig. 6) but only for small ε and only for the
FIG. 6. The Dykhne formula prediction (green solid curve) for
the over-gap transition probability in the model (44) at g = 2,
b = 1, κ = g2/b, η = 1. The black dashed curve is the result of
numerically exact solution of the time-dependent Schro¨dinger
equation during the time interval t ∈ (−1000, 1000).
exponential prefactor, which remains of the order O(1).
That is, the desired transition probability is
P2→2 = ηe−2Im[
∫ t1
1 ∆E dt], (48)
where η is the prefactor.
We attribute the difference of numerically found η from
unity, for small ε, to two facts. First, the semiclassical
theory applies to the domain g2/b  1. In our simula-
tions, g2/b = 4 was not made very large in order to keep
the desired calculation precision. Second, at ε = 0 the
routes t1 and t2 coincide. Hence, this is where our ap-
proach has to be upgraded. It is not surprising then that
for finite but small ε subdominant exponents produce
visible contributions.
In fact, the case with ε = 0 is exactly solvable22, and
predicts that
P2→2(ε = 0) =
2e−pig
2/b
1 + e−pig2/b
. (49)
The standard perturbative approach in small ε near this
exact solution can be developed but this would be be-
yond our goals here. We note also that such a higher
order degeneracy of the branch cut is described by the
semiclassical theory of A. Joye23 that predicts η = 2 at
ε = 0, which is confirmed by the exact solution.
Finally, using the results of section II D 3, we find the
desired leading exponent for the transition probability in
8FIG. 7. The semiclassical prediction of equation (50) (colored
solid curves) for the probabilities of transitions from the state
with the highest energy level slope to the state with zero en-
ergy level slope in the model (42) with b = 1, η = 1, and
g = 0.3 (green), g = 1 (cyan), g = 1.5 (red) and g = 2.5 (or-
ange). The black dashed curves are the results of numerically
exact solution of the time-dependent Schro¨dinger equation
within the time interval t ∈ (−1000, 1000).
the three-state LZ model:
P 31→2 =
(
1− e− 2pig
2
b
)
P2→2 = (50)
=
(
1− e− 2pig
2
b
)
e−2Im[
∫ t1
1 ∆E dt].
The inclusion of e−2pig
2/b in (50) is, formally, beyond the
precision of our calculations. However, we found it useful
because it produces accurate prediction for P 31→2 even
when g2/b is small, as we show in figure 7. It is, actually,
surprising how accurately the formula (50) applies in the
whole domain of the parameters with positive ε.
We provided this example to illustrate that the inte-
grability leads to the very possibility of such a semiclas-
sical analysis, which for more than two interacting states
remains generally undeveloped. In our example, the in-
tegrability conditions (2)-(3) play a role that is similar
to how the integrability in classical mechanics helps to
study quantum mechanical systems. Indeed, if a classi-
cal model with a time-independent Hamiltonian is inte-
grable, then there is a straightforward path to explore
the quantum version of this model semiclassically using
the well-developed WKB approach. Analogously, our ex-
ample suggests that there can be classes of mutlistate
time-dependent problems whose analytical description is
possible using the integrability conditions (2)-(3).
It is interesting whether this analogy can be extended.
For example, nonintegrable classical systems have dis-
tinctly different properties after their quantization, e.g.,
the energy level repulsion. There can be differences, cer-
tainly of other kinds, in the behavior of integrable and
nonintegrable time-dependent quantum models too.
We would like also to attract attention to the fact that
for g2/b > 1 the transition probability curve P 31→2(ε) in
Fig. 7 has a sigmoidal shape. Such a dependence of a
response function on a parameter is often needed in neu-
ral networks and various memory devices. The transition
probability P 31→2 can describe, e.g., an electronic trans-
port between molecular levels in response to an optical
control pulse, whereas ε can be a parameter that is con-
trolled by local gate voltage. Thus, the results in Fig. 7
suggest that the three-state LZ model (11) may describe
the work of a quantum memory device structure.
IV. BIPARTITE MODELS
Equation (9) is equivalent to N(N−1)/2 ∼ N2 coupled
constraints on the parameters, where N is the dimension
of the Hilbert space. However, the matrix D(τ) that
satisfies (10) can generally be written as
D(τ) =
N−1∑
k=1
rk(τ)
k!
Ak, (51)
with some functions rk(τ). The number of independent
rk(τ) is growing as∼ N with the size of the model, as well
as the number of diagonal elements of the MLZ Hamilto-
nian, such as Bii(τ) and Aii(τ). This means that not all
MLZ models have such a quadratic commuting operator
with conditions (2)-(3).
Nevertheless, large classes of models do have time-
quadratic commuting operators. Let us describe here
such a case that describes bipartite interactions. Namely,
the diabatic states of bipartite MLZ models split into two
disjoint sets, X1 and X2, so that only states from these
different sets couple to each other directly. That is, for
any a, b ∈ X1 and c, d ∈ X2, we have Aab = Acd = 0 but
generally Aac 6= 0.
Let us introduce the parameters that characterize slope
differences between diabatic levels:
∆ij ≡ Bii −Bjj , ∀i, j. (52)
As in the three-state model, condition (8) means that
for τ -dependent ∆ij(τ) the couplings must satisfy the
conditions
|Aij(τ)|2
∆ij(τ)
= |γij |2, (53)
where γij are τ -independent.
Looking for D(τ) in the form
D(τ) = −r
2
A2(τ), (54)
9where r is a constant, and assuming that a, b ∈ X1, c ∈
X2, we find that for bipartite models Eq. (9) leads to the
conditions on the parameters:
∂τ∆ac
∆ac
− ∂τ∆bc
∆bc
= r(∆ac −∆bc). (55)
(56)
Equations (55)-(56) can be solved sequentially. Below,
we will show two specific examples.
1. LZ-chains
Consider a special case of a MLZ model, which is called
the LZ-chain24:
Aij = 0 ∀ |i− j| > 1. (57)
It is convenient to denote the nonzero parameters as
βn ≡ Bnn, εn ≡ Ann, gn ≡ An,n+1. (58)
For simplicity, here we consider only the case with
βn = βn, εn = 0, ∀n. (59)
Odd and even n-indices correspond to the states of the
two different sets of the bipartite graph. We also denote
∆n = βn+1 − βn. (60)
We assume now that βn are functions of τ with initial
conditions ∆n(0) = β. Conditions (56) become
∂τ∆n
∆n
− ∂τ∆n+1
∆n+1
= −r(∆n + ∆n+1). (61)
Equations (61) can be solved sequentially. Let us denote
q(τ) ≡ eβrτ .
We find then ∆0 = β, and
∆1 =
βq(τ)
2− q(τ) ,
∆2 =
∆2
3− 2q(τ) ,
∆3 =
2∆2
4− 3q(τ) −∆2,
and so on. Substituting this into (60) we find a simple
pattern that leads to the general expression for the level
slopes:
βn =
βn
n− (n− 1)q(τ) =
βn
n[1− q(τ)] + q(τ) . (62)
From (62), we then recover the general solution for ∆n:
∆n =
βq
[n(q − 1)− 1][n(q − 1)− q] . (63)
The coupling constants then depend on q(τ) as
gn(q) = g
q=1
n
√
q
[n(q − 1)− 1][n(q − 1)− q] . (64)
Note that the original model is recovered at q(τ) = 1.
Hence, the models that are obtained by setting q 6= 1
can be called q-deformations of the original model.
2. Deformed solvable chain models
If q(τ) changes continuously, the transformations (62)
and (64) do not change the transition probabilities. Let
us illustrate how this fact can be employed. Consider
a simple model of a molecular bosonic field dissociation
into atomic Bose condensates:
AB → A+B, (65)
where A and B are different bosonic modes, and AB-
mode is treated in the mean field approximation as a
c-number24. The Hamiltonian of this model is
H = βtaˆ†aˆ+
g√
2
[
aˆ†bˆ† + aˆbˆ
]
, (66)
where aˆ is the bosonic annihilation operator.
The model (66) is fully solvable, e.g., its transition
probabilities can be written in terms of simple functions
of the model’s parameters24. For example, let us look at
the evolution of the bosonic operators in the Heisenberg
picture:
i
daˆ
dt
= βtaˆ+
g√
2
bˆ†, i
dbˆ†
dt
= − g√
2
aˆ. (67)
This equation pair is equivalent to the parabolic cylinder
equation, whose solution has a well known asymptotic
behavior at t = ±∞25. In our case, the Hamiltonian con-
serves the parity of the number of bosons, so the sectors
with even and odd numbers of bosons are independent of
each other. Consider the sector whose vacuum state is
|0〉 ≡ |0, 1〉, (68)
which contains no a-bosons and one b-boson. The dia-
batic states in this sector are marked by the number of
a-bosons:
|n〉 ≡ |n, n+ 1〉. (69)
A particularly simple expression is found then for the
average number, 〈n〉, of a-bosons as t → +∞ if the sys-
tem starts in the vacuum state |0〉 as t→ −∞25. Namely,
the solution of (67) is
aˆ(+∞) = epig2/(2β)aˆ+ cbˆ†,
where aˆ and bˆ are the initial bosonic operators, and c is
a coefficient, such that
|c|2 = epig2/β − 1.
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FIG. 8. The numerical check of the analytical prediction (the
solid blue curve): 〈n〉 ≡ 〈0|nˆ|0〉 = 2
(
epig
2/β − 1
)
as t→ +∞,
where nˆ is defined in (73). The black points are the results of
numerical simulations of the evolution with the Hamiltonian
(72), which was truncated to the first 12 diabatic states. The
simulation time is t ∈ (−700, 700), and β = 1/2. The initial
state is |0〉 for all parameter choices.
The phase of c will not be important. We find then
〈n〉 ≡ 〈0|aˆ†(+∞)aˆ(+∞)|0〉 = |c|2〈0|bˆbˆ†|0〉 =
= 2
(
epig
2/β − 1
)
. (70)
To generate a new solvable model we note that in the
basis (69) the Hamiltonian has the form of the LZ-chain
with βn = βn, and
gn =
g√
2
√
(n+ 1)(n+ 2), n = 0, 1, 2, . . . . (71)
By applying, to our bosonic Hamiltonian, the transfor-
mation (62)-(63) at q = 1/2, we find that the deformed
Hamiltonian has the form:
H[q=1/2] =
∑
n≥0
[
2βnt
n+ 1
|n〉〈n|+ g (|n〉〈n+ 1|+ |n+ 1〉〈n|)
]
,
(72)
This Hamiltonian describes a semi-infinite chain with
identical off-diagonal couplings and energy levels whose
slopes depend on n nonlinearly. In fact, the slopes satu-
rate as n → ∞ at β∞ = 2β. Such features are found in
the diagrams of diabatic levels in physically relevant but
unsolvable MLZ models26. Hence, the exact solution of
the model (72) may be useful for obtaining a physical in-
tuition about the nonadiabatic transitions through such
dense regions in the energy spectrum.
As the q-deformations do not change the transition
probabilities, the average of the operator
nˆ =
∞∑
n=0
n|n〉〈n| (73)
at the end of the evolution that starts with the state |0〉
is still given by (70). In Fig. 8 we show the results of our
numerical check of this formula in the context of model
(72). We reemphasize that model (72) is a new analyti-
cally solvable MLZ model. It became possible to identify
due to the presence of a known t-quadratic commuting
operator for the LZ-chains.
3. 4-state LZ model
As another example, we consider a bipartite 4-state
model in which levels 1 and 4 interact with levels 2 and
3 with arbitrary couplings between the levels of different
groups. Equations (56) are then given by
∂τ log
∆12
∆24
= r2(∆12 + ∆24),
∂τ log
∆13
∆34
= r2(∆13 + ∆34),
∂τ log
∆12
∆13
= r2(∆13 −∆12),
∂τ log
∆24
∆34
= r2(∆24 −∆34). (74)
Using that ∆12 + ∆24 = ∆13 + ∆34 and ∆13 − ∆12 =
∆24 −∆34, we find that
∆12∆34 = c∆13∆24, (75)
where c is a constant. Also, from the definition of ∆ij ,
we find
∆13 −∆12 = ∆24 −∆34. (76)
If we set one of the slope differences to be a constant,
e.g.,
∆34 = b = const, (77)
then we only should solve the last equation from (74),
which is straightforward. Thus, we find
∆34 = b, (78)
∆24 = b(b+ b1)/[b+ b1(1− er2bτ )], (79)
∆13 = −b(b+ b1)er2bτ/[b(er2bτ − 2) + b1(er2bτ − 1)], (80)
∆12 = −b3er2bτ/[(b+ b1(1− er2bτ ))(b(er2bτ − 2) + b1(er2bτ − 1))], (81)
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where b1 is another constant, such that ∆24(τ = 0) =
b1 + b.
4. Solvable 4-state model with degeneracy
Let us now introduce another fully solvable model.
Imagine that levels 2 and 3 from the previous example
are degenerate:
H4 =
 bt g1 g2 0g∗1 0 0 g∗3g∗2 0 0 g∗4
0 g3 g4 −bt
 , (82)
where we allow all couplings to be complex-valued. For
such a degeneracy, the diabatic states 2 and 3 do not
coincide with the adiabatic states as t→ ±∞. However,
the scattering probabilities between levels 1 and 4 are
well-defined, as well as the scattering probabilities from
1 or 4 to the whole subspace of states 2 and 3.
The τ -deformations keep the probabilities intact. We
set er2bτ → 2. According to (80) and (81), this makes
level 1 have an infinite slope. We then choose a new
basis in the degeneracy subspace:
|ψ1〉 = g1|2〉+ g2|3〉√|g1|2 + |g2|2 , |ψ2〉 = g2|2〉 − g1|3〉√|g1|2 + |g2|2 . (83)
Following the steps for the reduction of the order of
the Schro¨dinger equation, we integrate out the level with
the infinite slope. We find then that in the basis of
states (|ψ1〉, |ψ2〉, |4〉), the effective Hamiltonian is the
time-dependent 3×3 matrix:
H3 =
 −κ/t 0 γ10 0 γ2
γ∗1 γ
∗
2 −bt
 , (84)
where
κ ≡ (|g1|2 + |g2|2)/b, (85)
γ1 ≡ g1g
∗
3 + g2g
∗
4√|g1|2 + |g2|2 , γ2 ≡ g2g
∗
3 − g1g∗4√|g1|2 + |g2|2 . (86)
The probability of a transition P1→4 is given by the LZ
probability, 1 − e−2piκ, to transfer from level 1 to |ψ1〉,
times the probability Pψ1→4 of a transition from |ψ1〉 as
t → 0+ to level 4 as t → +∞ during the evolution with
the Hamiltonian H3.
In order to find the latter probability we should solve
the model (84). Fortunately, this model is exactly solv-
able. It is a special case of the model that was explored
in27 in detail. The model in27 describes the interaction
of a single level with a Coulomb band, in which diabatic
energies change with time according to ∼ ki/t law. In our
case, k1 = −κ, and k2 = 0. The transition probabilities
FIG. 9. The numerical check of the exact solution (90). The
blue solid curve is the analytical prediction for the transition
probability P1→4 versus the phase φ ∈ (0, 2pi) of one of the
coupling constants. The black dots are the results of the
numerical simulations of evolution with the 4×4 Hamiltonian
(82). The choice of the parameters is b = 1, g1 = ge
iφ,
g2 = g3 = g4 = g, where g = 0.5.
can be read directly from the solution of the three-state
model in27, namely, let
κ± = (|γ1|2 ± |γ2|2)/b, (87)
and
s± =
κ+ + κ±
√
κ2+ + κ(κ− 2κ−)
2
. (88)
The exact solution of the model (84) predicts27:
Pψ1→4 =
e−pi(κ++κ)(epis+ − 1)(epis− − 1)
1− e−2pik . (89)
Returning to the model (82), the probability of the tran-
sition from level 1 to level 4 is
P1→4 = e−pi(κ++κ)(epis+ − 1)(epis− − 1), (90)
where κ, κ±, and s± are defined in (85), (87), and (88),
respectively.
In addition to the probability (90), the Brundobler-
Elser formula provides the probability to remain on the
energy level with the largest slope11:
P1→1 = e−2piκ,
and the unitarity of evolution provides the probability of
the transition to the degenerate subspace:
P1→deg = 1− P1→1 − P1→4.
This solution has an interesting property, which distin-
guishes it from all previously solved models that had t-
linear commuting operators. Namely, all such previously
12
found transition probabilities depended only on the ab-
solute values of the coupling constants. In the present
model, the parameter combinations |γ1,2|2, and conse-
quently the transition probability P1→4, which depends
on them, generally depend on the phases of the original
couplings gk. Figure 9 shows results of our numerical
simulations that confirm our analytical prediction (90)
and illustrate the dependence of P1→4 on the phase φ of
one of the coupling parameters.
V. DISCUSSION
We demonstrated that many MLZ models, which
are generally considered unsolvable, have nontrivial t-
quadratic operators that satisfy the integrability con-
ditions (2)-(3) with the original model’s Hamiltonian.
Here, we studied only one possible form of this operator
and did not attempt to provide a general classification
of integrable families. Our goal was rather to make an
insight into the properties of such integrable models.
Our results show that the integrability, in the sense of
Eqs. (2)-(3), is generally not equivalent to the existence
of an analytical solution. The main effect of integrability,
within the MLZ theory, is the existence of a continuous
family of models with identical transition probabilities.
This invariance does not follow from some simple discrete
symmetry of the Hamiltonian. Instead, this is an exam-
ple of a nontrivial symmetry that is specific to explicitly
time-dependent quantum systems.
Using the t-quadratic commuting operators, we were
able to derive a pair of new exactly solvable MLZ mod-
els. One model was an extension of a previously known
exactly solvable model, and the other one described the
case with a degeneracy of two diabatic levels. A novel
application of the t-quadratic operators, which we found,
was the extension of the semiclassical Dykhne’s approach
to a multistate Hamiltonian.
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