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Capitolo 1
Introduzione
1.1 Descrizione generale del contesto di ricerca
La Biologia molecolare e` una scienza che studia la funzione e la compo-
sizione delle molecole preposte ai processi vitali mediante esperimenti di
laboratorio [1]. Negli anni ’90, negli Stati Uniti e` stato lanciato il proget-
to Genoma Umano [2][16], al fine di mappare l’intera sequenza del genoma
umano, descriverne la struttura, la funzione e la posizione delle migliaia di
geni che caratterizzano la specie umana. Per portare a termine la ricer-
ca, il lavoro e` stato svolto su DNA offerto da un certo numero di donatori
selezionati. I risultati di tali ricerche non hanno confermato le certezze del-
la biologia molecolare, in quanto originariamente si era certi che la specie
umana avesse centinaia di migliaia di geni, mentre ne sono stati contati cir-
ca 30.000. Inoltre nella mappatura del genoma umano sono stati rilevati,
oltre ai geni che definiscono il 3% del totale, una quantita` di materiale di
cui ancora non se ne conosce funzionamento o scopo [2]. Questa parte di
DNA prende il nome di DNA non codificato in quanto non e` soggetto a
trascrizione in RNA [3]. A tal fine, si e` resa necessaria l’introduzione di
strumenti combinatori che permettano l’eliminazione di dati non neccesari.
Negli ultimi anni sono stati introdotti vari metodi computazionali dando
origine alla biologia molecolare computazionale [1]. Quest’ultima e` un set-
tore dell’algoritmica che studia problemi di carattere biologico, primo fra
tutti la classificazione delle molecole di DNA, RNA e proteiche in insiemi
detti famiglie. Una famiglia e` un insieme di sequenze simili. E’ biologica-
mente importante scoprire queste famiglie in quanto regioni simili all’interno
di due o piu` sequenze possono indicare un’origine evolutiva comune con sim-
ilarita` funzionali e strutturali. Da un punto di vista informatico, possiamo
considerare una sequenza di DNA come una stringa, ed una regione come
un pattern (o motif), che e` una sottostringa della sequenza. Quindi sco-
prire queste famiglie di regioni simili equivale a fare Pattern Discovery su
Dataset composti da sequenze di DNA. I pattern che si cercano, non sono
2
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noti a priori ma bisogna scoprirli tramite l’esplorazione dell’intero spazio di
ricerca. Esplorare l’intero spazio di ricerca implica una degradazione della
performance computazionale.
1.2 Obiettivo della tesi
L’obiettivo della tesi e` studiare la letteratura riguardo al Pattern Discovery
su sequenze biologiche, scegliere ed estendere, mediante l’aggiunta di vincoli,
un algoritmo per il Pattern Discovery su sequenze di DNA con l’uso ottimiz-
zato dei vincoli. L’algoritmo scelto e` Teiresias, il quale e` stato modificato
affinche` operasse su sequenze di DNA piuttosto che su sequenze biologiche.
Viene preso in considerazione un insieme di vincoli interessanti e ne
vengono studiate le proprieta`. Sulla base di queste proprieta` si modifica
l’algoritmo Teiresias aggiungendo i vincoli. L’utilizzo dei vincoli aiuta a
ridurre l’insieme dei pattern estratti, focalizzando l’attenzione solo sui pat-
tern di interesse riducendo al tempo stesso lo spazio di ricerca e quindi i
tempi di esecuzione.
1.3 Struttura della tesi
La tesi si struttura nel seguente modo:
Capitolo 1. Descrizione generale del contesto di ricerca ed introduzione al
lavoro svolto.
Capitolo 2. In questo capitolo viene fatta una trattazione dal punto di
vista biologico del DNA.
Capitolo 3. Viene presentata una panoramica sullo stato dell’arte del Pat-
tern Discovery classico e del Pattern Discovery su sequenze biologiche.
Ne vengono esposte caratteristiche, argomenti correlati, algoritmi pro-
posti e problematiche affrontate. Si effettua una classificazione degli
algoritmi in base a determinate caratteristiche.
Capitolo 4. Lo scopo del capitolo e` esporre il problema di come spin-
gere i vincoli all’interno di Teiresias. Partiamo dall’esposizione del-
l’algoritmo Teiresias, definiamo il problema computazionale, presen-
tiamo la soluzione in dettaglio fino ad arrivare alla spiegazione dello
pseudocodice dell’algoritmo.
Capitolo 5. In questo capitolo viene illustrato il sistema dal punto di vista
implementativo. Ne viene illustrato il comportamento tramite FlowChart.
Capitolo 6. In questo capitolo vengono illustrati ed analizzati i test ef-
fettuati sull’algoritmo proposto e comparati con un algoritmo per il
confronto.
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Capitolo 7. Conclusioni e sviluppi futuri.
Capitolo 2
Panoramica sul DNA
Obiettivo primario della tesi e` lo studio per l’estrapolazione di conoscenza
da sequenze di DNA. L’algoritmo studiato, progettato ed implementato che
viene esposto all’interno della tesi come solozione, opera su sequenze di
DNA e per tale motivo ritengo necessario, prima di passare alle spiegazioni
tecniche del lavoro svolto, fare una breve panoramica sul DNA [8].
2.1 Un po` di storia
Fino a circa 30 anni fa, la genetica consisteva essenzialmente in un labo-
rioso e paziente processo di selezione di varianti (virus, batteri, piante o
animali) e di elaborazione di esperimenti di incrocio al fine di capire come
venissero ereditati i geni. Lo studio della genetica umana procedeva molto
piu` lentamente, in quanto sull’uomo, e` possibile studiare solo le conseguenze
di cio` che avviene naturalmente senza alcuna forzatura. Il 1970 e` un anno
fondamentale per la ricerca genetica in quanto furono inventate le tecniche
che consentirono di tagliare il DNA in maniera precisa in specifici frammenti
per poterli successivamente unire in combinazioni differenti. Tale invenzione,
rese per la prima volta possibile isolare e studiare il comportamento di speci-
fici geni. Tali tecniche potevano essere applicate anche negli studi sull’uomo
ed ebbero un grande e fondamentale impatto sulla genetica umana. In par-
allelo, furono sviluppate le tecniche ibridazione molecolare, che consentirono
l’individuazione di specifiche sequenze di DNA. Grazie a questi avanzamenti
tecnici e al progressimo aumentare della performance computazionale dei
calcolatori, in breve tempo e` stato possibile determinare l’intera sequenza
del genoma umano.
Tale rivoluzione non si esaurisce con la comprensione di come funzio-
nano i geni e di come l’informazione gentica viene trasmessa. La genetica
molecolare e` alla base di tutte le scienze biologiche. Attraverso lo studio e
la manipolazione di specifici geni, e` possibile comprendere l’interazione fra
di loro al fine di produrre le caratteristiche di un determinato organismo.
5
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Tutti questi studi possono spaziare dai mecaanismi che consentono la mo-
bilita` dei batteri, alle cause delle malattie genetiche umane, ai meccanismi
che causano la generazione incontrollata delle cellule tumorali. E’ possibile
determinare che il cambiamento nel genoma di un batterio lo rendera` re-
sistente ad un determinato antibiotico e che il cambiamento di una base nel
DNA umano potra` causare una malattia. Gli studi fino ad ora illustrati non
rappresentano che una piccola parte del potenziale di queste tecniche.
2.2 Lo scheletro del DNA
La manipolazione degli acidi nucleici in laboratorio si basa sulle proprieta`
chimico-fisiche, le quali si riflettono nella funzione biologica degli acidi stessi.
Il DNA e` una molecola intrinsecamente molto stabile, infatti e` stato possibile
estrarre DNA di purezza sufficiente per essere clonato a partire da tessuti
congelati di Mammut o da mummie vecchie migliaia di anni. E’ il robusto
scheletro ripetitivo di zucchero-fosfato presente in ogni filamento di DNA
a fornirne tale robustezza. I legami tra questi atomi di fosforo, ossigeno e
carbonio sono tutti legami covalenti. La degradazione controllata del DNA
richiede l’utilizzo di enzimi che rompono questi legami covalenti. Le nucleasi
si dividono in:
• endonucleasi : tagliano i legami all’interno di un filamento di DNA;
• esonucleasi : digeriscono le molecole alle estremita`.
Le molecole di RNA, che contengono lo zucchero ribosio invece del desossiri-
bosio presente nel DNA, sono meno stabili rispetto al DNA. Cio` e` dovuto al
fatto che le molecole di RNA sono piu` sensibili alla degradazione chimica,
specialmente in condizioni alcaline.
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Figura 2.1: Scheletro del DNA.
Figura 2.2: Zuccheri degli acidi nucleici.
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2.2.1 Le basi
Oltre allo zucchero e al fosfato, le molecole del DNA contengono al loro
interno quattro basi azotate:
• timina ≡ T ;
• citosina ≡ C;
• guanina ≡ G;
• adenina ≡ A.
Timina e citosina sono dette basi pirimidine, mentre le altre due guanina
e adenina sono dette basi purine. Dato che le purine sono piu` grandi delle
pirimidine, in una doppia elica regolare (quale e` la struttura del DNA) una
purina in un filamento e` sempre accompagnata dalla presenza di una pirim-
idina nell’altro filamento. La struttura a doppia elica richiede la formazione
di legami ad idrogeno fra le basi, in maniera da garantire una perfetta con-
catenzione fra le basi. Da quanto detto risulta che una base A si contrappone
sempre ad una base T ed una base G fronteggia sempre una C. Tali accop-
piamenti fra base prendono il nome di complementarieta` e ci si riferisce ad
un filamento come al complementare dell’altro.
Figura 2.3: Appaiamenti fra le basi del DNA.
I due filamenti del DNA sono orientati in direzione opposta. Dal momen-
to che i due filamenti sono complementari, tutta l’informazione contenuta in
un filamento puo` essere dedotta dal suo complementare. Per tale motivo si
usa rappresentare una sequenza di DNA a doppio filamento scrivendo solo
la sequenza di uno dei due. L’appaiamento fra le due basi complementari
fa si che i due filamenti possano esere separati in condizioni che determi-
nano la rottura dei legami idrogeno tra le basi. Questo fenomeno e` detto
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denaturazione del DNA e, a differenza della denaturazione proteica che e`
spesso irreversibile, e` un processo reversibile. La complementarieta` delle
basi rende possibile la riassociazione dei due filamenti tramite il processo
di rinaturazione. In provetta, il DNA puo` essere facilmente denaturato me-
diante il calore e il processo prende il nome di melting. La denaturazione
di molecole di DNA a doppio filamento avviene entro un limitanto range di
temperatura ed il valore medio di questo intervallo viene definito temper-
atura di melting (Tm), dipendente dalla composizione in basi del DNA. Dal
momento che le coppie di basi CG sono unite da tre legami di idrogeno,
il loro appaiamento e` piu` forte rispetto alle coppie AT che ne hanno so-
lo due. Quindi e` possibile calcolare la Tm di un dato frammento di DNA
conoscendone la sequenza.
La struttura a doppia elica del DNA, oltre ad essere stabilizzata dai lega-
mi ad idrogeno, e` stabilizzata anche da interazioni idrofobiche fra le basi.
La natura idrofobica delle stesse basi rende quindi instabile una struttura
a singolo filamento in cui le basi sono esposte ad ambiente acquoso. In-
vece, l’appaiamento delle basi garantisce l’isolamento dall’ambiente acquoso
circostante.
Figura 2.4: Struttura a doppia elica del DNA.
Abbiamo fino ad ora parlato di acido nucleico a doppio filamento. Es-
istono anche acidi nucleici a singolo filamento, cosa che accade normalmente
per l’RNA, ma esistono anche molecole di DNA a singolo filamento. Una
molecola di acido nucleico a singolo filamento tendera` a ripiegarsi su se stes-
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sa per formare regioni a doppio filamento. Tale ripiegamento sottrae le basi
all’interazione con l’acqua circostante. Talvolta, questa situazione puo` ver-
ificarsi anche per le molecole di DNA a doppio filamento. Tali situazioni
rendono piu` facile lo svolgimento del DNA da parte degli enzimi, e quindi
la separazione dei due filamenti. Queste sequenze possono svolgere un ruolo
nella regolazione dell’espressione genica e nell’inizio della replicazione del
DNA.
Un ulteriore allontanamento-separazione dei due filamenti puo` esser causato
dalla carica negativa presente sui gruppi fosfato dello scheletro del DNA. La
forte carica negativa da vita ad una repulsione elettrostatica che tende a far
allontanare i due filamenti. L’eventuale presenza di sali, crea una nuvola
di controioni che circonda la molecola controbilanciando e neutralizzando la
carica negativa dei gruppi fosfato. Se invece, viene ridotta la concentrazione
di sale, qualsiasi tipo di interazione debole fra i filamenti verra` distrutta in
seguito alla repulsione elettrostatica. Di conseguenza, si possono usare basse
concentrazioni saline per aumentare la specificita` dell’ibridazione.
2.2.2 L’RNA
Dal punto di vista chimico, l’RNA e` molto simile al DNA. La differenza
fondamentale sta` nel fatto che lo scheletro dell’RNA contiene il ribosio sen-
za il gruppo ossidrile nella posizione 2, anziche` il desossiribosio pesente nel
DNA. Tale piccola differenza ha un importante effetto su determinate propri-
eta` dell’acido nucleico, in particolar modo sulla sua stabilita`. In condizioni
di pH elevato, l’RNA viene velocemente denaturato.. Nelle medesime con-
dizioni, il DNA risulta essere stabile nonostante venga denaturato nei suoi
due filamenti, in quanto i filamenti rimangono integri e possono rinaturare
nel momento in cui il pH dovesse tendere alla neutralita`. Un’altra differenza
sostanziale fra DNA e RNA sta` nel fatto che l’RNA contiene uracile al posto
della timina.
Mentre la maggior parte del DNA e` composta a doppio filamento, l’RNA
e` a filamento singolo. La distinzione tra DNA e RNA non e` un a caratter-
istica intrinseca, ma e` una conseguenza del loro differente ruolo svolto nella
cellula e nel meccanismo di sintesi. Il DNA rappresenta, in tutti gli organ-
ismi cellulari, il materiale ereditario responsabile della composizione gentica
della cellula ed il meccanismo di replicazione che si e` evoluto e` basato su
una molecola a doppio filamento. Invece i ruoli dell’RNA nella cellula non
necessitano della presenza di un secondo filamento in quanto, tale presenza,
ne precluderebbe il ruolo nella sintesi proteica.
2.2.3 Avvolgimento e superavvolgimento
Il DNA puo` essere denaturato e rinaturato, deformato e ristrutturato, man-
tenendone ancora le funzioni inalterate. Tale caratteristica e` fondamentale
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in quanto una molecola di grandi dimensioni come il DNA, dovra` essere
ripiegata per poter essere contenuta nella cellula. Infatti, il DNA di un
cromosoma umano misurerebbe diversi centimetri nel caso in cui venisse sti-
rato fino ad ottenere una doppia elica totalmente distesa. Per tale motivo,
la sopravvivenza delle cellule dipende dall’impacchettamento del DNA in
configurazioni modificate.
Esistono varie forme di DNA :
• forma B del DNA : doppia elica destrogira con 10 coppie di basi per
giro dell’elica. Le interazioni idrofobiche fra basi consecutive sullo
stesso filamento contribuiscono alla curvatura dell’elica;
• forma A del DNA : doppia elica destrogira ma con 11 basi per giro
d’elica;
• forma Z del DNA : doppia elica levogira con un aspetto piu` irregolare.
Tale forma e` di particolare interesse in quanto specifiche regioni della
sequenza possono causare un cambiamento dalla forma B destrogira
alla forma Z levogira.
Il DNA presente in natura e` per la maggior parte della sua composizione in
forma B. Tuttavia la struttura del DNA non e` cos`ı semplice, in quanto sono
presenti conformazioni di ordine superiore. La doppia elica e` a sua volta
ripiegata su se stessa dando vita al fenomeno del superavvolgimento. E ’
presente una relazione fra l’avvolgimento dell’elica e il grado di superavvol-
gimento. Nel caso in cui le estremita` di una molecola di DNA dovessero
essere bloccate, una variazione del grado di avvolgimento dei due filamenti
determinera` una variazione nel livello di superavvolgimento e viceversa.
Il DNA in vivo e` vincolato in quanto le sue estremita` sono fissate e non
sono libere di ruotare. L’effetto dell’avvolgimento e del superavvolgimen-
to percio` e` fisso, e non sara` possibile modificarlo senza rompere uno dei
due filamenti. In natura sono presenti determinate categorie di enzimi, i
topoisomerasi i quali agiscono rompendo i filamenti di DNA, in modo da
permettere la rotazione delle estremita` che saranno in seguito riunite. Tutto
cio` modifica il grado di avvolgimento dell’elica e conseguentemente anche il
superavvolgimento del DNA.
Nel caso in cui uno dei due filamenti dovesse rompersi in un punto qual-
siasi, il DNA diventera` libero di ruotare in quel punto assumendo una con-
formazione rilassata e non superavvolta, acquisendo la caratteristica forma
B dell’elica. Questa configurazione e` nota con il nome di forma circolare
aperta.
2.3 Struttura ed organizzazione genica
La definizione di gene risulta essere piuttosto vaga. Le sue origini risalgono
agli albori della genetica, quando veniva fatto un utilizzo del termine allo
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scopo di descrivere l’unita` di informazione necessaria alla descrizione di un
fenotipo. Con l’avanzare della qualita` della ricerca, e` stato possibile utiliz-
zare il termine gene per identificare una sequenza di DNA che codifica un
determinato polipeptide.
Solitamente si utilizza il termine gene per identificare quella regione com-
presa fra i codoni di inizio e di fine della traduzione. Nei geni batterici, tale
regione e` presente sotto forma di sequenza ininterrotta. Negli eucarioti, la
presenza di introni rende questa definizione un po` piu` complicata in quanto
la regione del cromosoma che contiene le informazioni relative ad un dato
polipeptide puo` essere molte volte piu` lunga della reale sequenza codificante.
Bisogna fare attenzione a come viene utilizzato il termine gene in funzione
del fatto che ci si stia riferendo solo alla regione codificante, alla sequenza
che viene trascritta in mRNA o all’intera unita` funzionale.
2.3.1 Operoni
E’ molto frequente, all’interno dei batteri, che gruppi di geni siano trascritti
in un’unica molecola di RNA. Questo gruppo di geni prende il nome di Oper-
oni. Prendendo in considerazione i geni codificanti per proteine, l’RNA mes-
saggero ovvero l’mRNA (che altro non e` che il prodotto della trascrizione),
viene poi tradotto in un dato numero di polipeptidi differenti. Cio` si verifica
perche` i ribosomi, una volta raggiunto il codone di stop del polipeptide da
tradurre, iniziano la traduzione del polipeptide successivo.
Esitono situazioni in cui una singola molecola di RNA puo` dar vita a piu`
proteine, ma il meccanismo e` differente :
• mediante modificazione del processo di maturazione dell’mRNA;
• o grazie alla sintesi di una lunga poliproteica precursore che viene che
viene successivamente suddivisa e tagliata in proteine differenti.
2.3.2 Esoni e introni
Solitamente, all’interno dei batteri, esiste una relazione fra la sequenza cod-
ificante del DNA, l’mRNA e la proteina. Cio` non e` vero per le cellule
eucariotiche, nelle quali il prodotto iniziale della trascrizione e` nella mag-
gior parte delle volte piu` lungo di quello necessario per la traduzione della
proteina. Esso infatti contiene al suo interno blocchi si sequenze, gli introni,
i quali vengono rimossi tramite maturazione per generare la molecola finale
di mRNA ai fini della traduzione.
Gli introni sono presenti anche nei batteri, ma risultano essere molto
rari in quanto la cellula batterica necessita di mantenere ridotte il piu` pos-
sibile le dimensioni del genoma. Piu` sara` piccolo il genoma piu` sara` elevata
la velocita` di crescita della cellula. Esiste quindi una pressione evolutiva
tendente alla rimozione del genoma di tutto il materiale non necessario. Dal
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momento che i ribosomi iniziano a tradurre l’mRNA mentre questo e` ancora
in corso di sintesi, non c’e` possibilita` di rimuovere parti dell’RNA prima
della traduzione.
2.4 L’espressione genica
Il DNA rappresenta il materiale genetico fondamentale per il trasferimento
di informazioni da una generazione alla successiva. Affinche` il suo effetto
si manifesti sulle caratteristiche di una cellula e` necessaria una sua iniziale
copiatura in una molecola di RNA (trascrizione) e che successivamente ques-
ta molecola venga tradotta dai ribosomi in un polipeptide. Sono necessarie
ulteriori modificazioni affinche` la proteina acquisisca la sua attivita`, tipo
il ripiegamento del polipetide e o, quando necessario, la glicosilazione o la
fosforilazione. In determinati casi il prodotto finale di un gene puo` essere
una molecola di RNA anziche` una proteina, come nel caso degli RNA di
trasferimento.
2.4.1 Trascrizione
La trascrizione e` attuata da un particolare enzima, l’RNA polimerasi. Tale
enzima riconosce e lega una sequenza specifica, il promotore e inizia la sintesi
dell’mRNA da una posizione adiacente.
Un tipico promotore batterico contiene due sequenze consenso, che sono
due sequenze strettamente conservate in tutti i geni :
• TTGACA;
• TATAAT .
La RNA polimerasi ha una maggiore affinita` per certi promotori rispetto ad
altri, non solo in funzione della specifica sequenza delle due regioni conser-
vate ma anche in grado minore della sequenza di una regione piu` estesa di
DNA.
Negli eucarioti la situazione e` piu` complessa in quanto il promotore copre
un’area piu` ampia attorno al sito della trascrizione. All’interno di questa
regione, fattori trascrizionali che agiscono in trans si legano ad un certo
numero di elementi che agiscono in cis del promotore.
Negli eucarioti, il trascritto primario, detto anche RNA eterogeneo nu-
cleare (hnRNA), ha vita brevissima in quanto viene velocemente maturato.
L’mRNA precursore viene tagliato in un punto specifico nel quel viene inseri-
ta una coda di poli-A, contenente una lunga sequenza di residui di adenosi-
na. Nel passo finale l’mRNA subisce il processo di splicing, durante il quale
vengono rimossi gli introni e vengono unite fra di loro le sequenze esoniche.
All’interno delle cellule, i ribosomi che traducono l’mRNA seguono a
breve distanza la RNA polimerasi e la sintesi del polipeptide e` gia` in corso
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prima che sia terminata quella dell’mRNA corrispondente. Negli eucarioti
il processo e` differente. La molecola di mRNA maturata viene trasformata
fuori dal nucleo nel citoplasma e solo l`ı avviene la sua traduzione in proteina.
Il livello di proteina sintetizzata dipende dalla quantita` di mRNA specifi-
co disponibile. Il livello dell’mRNA viene controllato dalla velocita` della sua
degradazione oltre che dal suo tasso di sintesi. All’interno dei batteri, molte
molecole di mRNA vengono degradate molto velocemente . Tale instabilita`
implica la capacita` dei batteri di modificare molto rapidamente il loro pro-
filo di espressione genica. La vita media della maggior parte di molecole
di mRNA si misura in ore anziche` in minuti, di conseguenza le molecole di
mRNA tendono ad essere piu` stabili negli organismi multicellulari, rispetto
ad esempio ai lieviti.
Figura 2.5: Interazione fra DNA e RNA.
2.4.2 Traduzione
Nei batteri la traduzione inizia in un sito specifico, precisamente in posizione
adiacente al codone di inizio della traduzione. La sequenza precisa di questo
sito e la sua distanza dal sito di inizio della traduzione condiziona l’efficienza
della traduzione stessa. Inoltre l’efficienza della traduzione dipende dalla
relazione tra i codoni sinonimi e l’abbondanza nella cellula dei tRNA che li
riconoscono.
Nelle cellule batteriche la traduzione e la trascrizione avvengono nel-
lo stesso compartimento cellulare. Cio` implica che i ribosomi si legano alla
molecola dell’mRNA appena e` stato iniziato l’RBS dando vita ad una proces-
sione di ribosomi che seguono la RNA polimerasi e traducono il messaggero
mentre viene sintetizzato.
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Negli eucarioti, il meccanismo e` piu` complicato in quanto i ribosomi
al posto di legarsi prima del sito di inizio della traduzione, si legano al cap
presente nell’estremita` 5′ dell’mRNA e scorre finche` non raggiunge il codone
di inizio
Capitolo 3
Stato dell’Arte
Il capitolo si articola in due parti,la prima parte in cui viene illustrato lo
Stato dell’Arte per quanto riguarda l’estrazione dei pattern in generale,
mostrando gli approcci e le tecniche piu` diffusi. La seconda in cui viene
illustrato lo Stato dell’Arte per quanto riguarda l’estrazione di pattern da
sequenze biologiche.
3.1 Stato dell’Arte del Pattern Discovery
Con il passare del tempo, si e` avvertita sempre di piu` la necessita` di acquisire
ed estrarre conoscenza dai dati memorizzati nel Data Base. Non limitatarsi
solo ad un utilizzo dei dati come informazione memorizzata ma anche per
estrarne informazioni non presenti nel Data Base a partire dai dati esistenti.
Da questa esigenza e` nato il KDD, il Knowledge Data Discovery, una se-
quenza iterativa di passi nei quali i dati vengono manipolati e trasformati al
fine di estrarne informazioni utili. Lo step dell’intero processo di KDD che a
noi interessa maggiormente e` quello di Data Mining. Lo scopo di questo step
e` la scoperta di pattern frequenti all’interno di un insieme di data sequences
fornite come input.
3.1.1 Data Mining
I primi algoritmi furono introdotti da Agrawall e Srikant [4]. I pattern erano
considerati sequenze di insiemi di item, e ne veniva valutata la frequenza
tramite la percentuale di datasequences contenenti il pattern (il supporto)
[5]. La scoperta dei sequential patterns e` la tecnica di Data Mining piu`
popolare per l’estrazione di conoscenza da grandi quantita` di dati. Alle
volte un utente puo` non essere interessato a tutte queste informazioni, ma
solo ad una parte ristretta di queste , tipo:
• particolari classificazioni delle stesse;
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• insiemi di oggetti descritti attraverso eventi sequenziali associati con
loro.
3.1.2 Sequential Pattern Mining
Questa tecnica di Data Mining ottiene l’informazione piu` significativa da un
Data Base considerando il fattore tempo, cercando di trovare le relazioni
esistenti tra le occorrenze di eventi sequenziali. Elenchiamo alcuni concetti
[6] fondamentali per poter continuare l’esposizione:
• Data Base = sequenza di dati;
• Transazione = insieme di items (itemset);
• Sequenza = insieme di transazioni ordinate nel tempo;
• Supporto = % dei datasequences contenenti il pattern.
La scoperta di relazioni sequenziali o pattern frequenti si e` rivelata molto
utile in vari campi come:
• Predizione di eventi;
• Analisi di WebLog;
• Strategie di produzione e marketing;
• Analisi comportamentali delle reti di telecomunicazione;
• Analisi di sequenze biologiche.
Con il passare del tempo, lo studio del Sequential Pattern Mining si e` focal-
izzato sulle gerarchie degli items e sui vincoli temporali con la scoperta di
particolari tipologie di pattern : gli episodi [5].
Definizione 3.1 (Episodio). Un episodio e` una particolare tipologia di pat-
tern. E’ una sequenza di eventi che occorrono con un ordine parzialmente
definito all’interno di un certo limite di tempo [7].
Quindi gli episodi sono particolari collezioni di eventi che occorrono
insieme frequentemente. Possiamo classificarli in tre tipologie [7] :
• episodi seriali : gli eventi occorrono in un ordine specificato;
• episodi paralleli : l’occorrenza degli eventi non segue nessun oridina-
mento specifico;
• episodi composti : composizione di eventi seriali e paralleli.
CAPITOLO 3. STATO DELL’ARTE 18
Una relazione fra particolari tipologie di eventi puo` essere rappresentata
mediante un grafo diretto aciclico dove un nodo rappresenta un evento o un
insieme di eventi e un arco diretto da A a C indica che gli eventi di tipo A
occorrono prima degli eventi di tipo C.
Esistono algoritmi specializzati nell’estrazione di episodi.
Il loro compito e` :
Data una classe di episodi e un input di sequenze di eventi, trovare tutti gli
episodi che occorrono frequentemente nella sequenza di eventi. Gli algoritmi
piu` utilizzati sono il Winepi e il Minepi, i quali utilizzano due tipologie di
approccio differente [7].
• Winepi : inizialmente trova tutti gli episodi frequenti di piccole di-
mensioni e poi progressivamente trova quelli piu` grandi;
• Minepi : trova gli episodi frequenti facendo uso delle occorrenze min-
imali.
Questo illustrato ora e` un ramo un po` piu` specifico del Sequential Pattern
Mining. Torniamo ora ad esaminare il Sequential Pattern Mining in maniera
piu` generale esponendo alcuni concetti base [9] che poi torneranno utili nel
corso della trattazione.
• Consideriamo il Data Base come un insieme di sequenze contenenti
items;
• Indichiamo con I = {x1, x2, ......, xn} l’insieme degli elementi distinti
presenti nel Data Base. Ogni elemento e` un item;
• Un Itmeset e` un insieme non vuoto di item;
• Una sequenza e` una lista ordinata di Itemset, α = 〈X1, X2, ......, Xm〉.
ESEMPIO : α = 〈bb(asj)jk(dghl)〉
questa sequenza e` formata da quattro Itemset :
• bb;
• (asj);
• jk;
• (dghl).
α[i] indica l’Itemset che si trova nella posizione i− esima all’interno
di α.
Il supporto di una sequenza e` dato dal numero di datasequences contenenti
la sequenza in questione.
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Definizione 3.2. Dato un intero positivo min sup come soglia di supporto,
una sequenza γ e` un sequential pattern in SDB (SequenceDataBase) se
sup(γ) = min sup.
Il problema del Sequential Pattern Mining si occupa di trovare l’insieme
completo di pattern sequenziali all’interno di un datoDataSequences rispetto
ad una soglia di min sup.
Come in molti problemi sui pattern frequenti ci sono due grandi difficolta`:
• per primo sviluppa tutto l’insieme dei patterns, molti dei quali sono
inutili e o di scarso interesse per l’utente;
• l’efficienza del processo di estrazione dei patterns sequenziali da grandi
basi di dati. Tale processo e` molto oneroso in termini di tempo di
esecuzione, per tale motivo e` cruciale l’utilizzo di procedure efficienti.
3.1.3 Constraint-based Sequential Pattern Mining
Entrambe le difficolta` possono essere superate con l’introduzione dei vincoli
passando al Constraint-based Sequential Pattern Mining. Con tale approc-
cio vengono estratti solo quei patterns che soddisfano il vincolo imposto
dall’utente [9].
Data questa affermazione, possiamo suddividere gli algoritmi per il Se-
quential Pattern Mining in due grandi famiglie:
• Algoritmi con restrizioni sui dati;
• Algoritmi senza restrizioni sui dati.
Tecnicamente le restrizioni sono stabilite da un insieme di vincoli.
L’estensione del Sequential Pattern Mining con l’aggiunta dei vincoli,
aiuta a supererare quei limiti di efficienza e di efficacia esposti prima, in
quanto lo spazio di ricerca risulta essere drasticamente ridotto. Esistono
diverse tipologie di restrizioni [9][10][11] :
• restrizioni sugli Item;
• restrizioni sulla lunghezza del pattern;
• restrizione aggregata : viene fatta sull’insieme di Items del pattern
(sum, max, min etc.);
• restrizione di durata : essa puo` essere appplicata solo nei Data Base
dove ogni sequenza ha associato un timestamp;
• intervallo massimo o minimo fra gli elementi di una sequenza;
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• restrizione di espressione regolare CRE : la restrizione viene specificata
sotto forma di espressione regolare su un insieme di Item. Qui un
pattern soddisfa CRE solo se e` accettato dal suo automa deterministico
a stati finiti equivalente.
Dagli ultimi studi effettuati nell’ambito del Constraint-based Sequential
Pattern Mining e` risultato che le restizioni sono caratterizzate dalle seguenti
proprieta` [9] :
Monotonicita` : una restrizione C e` detta monotona se presa una se-
quenza α che la soddisfa allora ogni super-sequenza di α soddisfera`
C;
Anti-Monotonicita` : una restrizione C e` detta anti−monotona se presa
una sequenza α che soddisfa C allora ogni sottosequenza non vuota di
α soddisfera` C;
Concisione : una restrizione e` concisa se esiste una formula precisa e
tramite questa possono essere generati tutti e soli quei patterns che la
soddisfano.
Di seguito vengono citati alcuni fra i piu` popolari algoritmi utilizzati nel
contesto di Constraint-based Sequential Pattern Mining :
Spirit : [9][12] il vincolo viene espresso sotto forma di espressione regolare.
L’output sara` l’insieme di tutti quei pattern sequenziali che soddisfano
la restrizione di espressione regolare imposta dall’utente;
Prefix-Growth : [9] si basa sulla proprieta` prefix−monotone (proprieta`
di cui godono anche le espressioni regolari). Fa uso di una proiezione
del Data Base su una data sequenza α. Viene proiettato il Data Base
composto solo dalle sequenze aventi α come sottosequenza. Quindi
l’algoritmo prende come input un Data Base di sequenze, un minimo
supporto e un vincolo C di tipo prefix − monotone. L’output sara`
dato dall’insieme di tutti i pattern che soddisfano C;
GenPrefix-Growth : [10][11] come l’algoritmo Prefix−Growth si basa
sui vincoli prefix−monotone. Oltre alla possibilita` di trattare vinvoli
esistenziali e temporali, ha la possibilita` di trattare vincoli esprimibili
mediante linguaggi liberi da contesto. Se tratta solo vincoli esistenziali
allora il suo comportamento e` uguale a quello di PrefixSpan.
In molti di questi algoritmi e` possibile specificare come vincolo il min-
imo supporto che ognuno dei patterns di input deve avere affinche` possa
essere considerato interessante. Un’importante trattazione sugli algoritmi
sul Constraint-based Sequential Pattern Mining la si puo` fare in base alla
tipologia di supporto di cui fanno uso:
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• supporto fisso;
• supporto variabile.
Utilizzando un supporto costante, vengono generati i pattern frequenti senza
tenere in considerazione la lunghezza dei pattern esaminati. I pattern che
hanno una cardinalita` ridotta necessitano di un supporto alto affinche` pos-
sano ritenersi interessanti, mentre i pattern con un’alta cardinalita` lo sono di
per se e possono continuare ad esserlo anche con un supporto relativamente
piccolo [13]. Quindi mantenendo un supporto costante, potrebbe verificarsi
la perdita di informazioni potenzialmente utili. A tal fine, nell’ultimo perio-
do la ricerca si e` focalizzata sul trovare itemset frequenti il cui supporto sia
una funzione che dipende dalla loro lunghezza.
Un algoritmo che e` implementato seguendo questo approccio prende
il nome di SLP-Miner. Il suo obiettivo e` quello di trovare itemset il cui
supporto diminuisce come una funzione della lunghezza dell’itemset stesso.
3.2 Stato dell’Arte del Pattern Discovery in Bi-
ologia
Dopo aver esaminato e illustrato i concetti fondamentali del Sequential Pat-
tern Mining passiamo a dare una introduzione all’argomento della tesi :
Constraint-Based Pattern Discovery su sequenze di DNA, ovvero la ricerca
di un insieme di pattern frequenti all’interno di sequenze di DNA.
L’obiettivo del lavoro e` lo studio e l’implementazione di un algoritmo
per individuare ed estrarre pattern frequenti da sequenze di DNA. Siamo
nell’ambito della Bioinformatica, quindi procedo prima con una breve in-
troduzione a questo contesto per poi seguire con una brevissima esposizione
del problema in generale. Infine verranno illustrati alcuni fra i piu` significa-
tivi lavori sul Pattern Discovery su sequenze di DNA concentrando parti-
colarmente l’attenzione sull’algortimo Teiresias [14] e l’algoritmo ToMMS
[15].
Il termine Bioinformatica e` stato coniato alla fine degli anni ottanta per
indicare l’applicazione di tecniche informatiche nel dominio applicativo delle
scienze della vita. La Bioinformatica e` il campo della scienza in cui biologia
e informatica si fondono in un’unica disciplina per facilitare nuove scoperte
biologiche e determinare nuovi paradigmi computazionali sul modello dei
sistemi viventi. La Biologia Computazionale pone l’accento sugli aspetti
algoritmici dei problemi biologici e sull’efficienza delle loro soluzioni [16].
Negli ultimi anni, lo studio delle sequenze biologiche ha preso sempre piu`
piede nell’ambito della ricerca diventando un tema molto attuale. Si ha a
disposizione un insieme di sequenze, che possono essere proteine o DNA, non
allineate e funzionalmente correlate. Tutte le sequenze condividono regioni
simili, e tali regioni comuni poterbbero essere responsabili della funzione
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delle sequenze. Un approccio Pattern Discovery e` mirato al raggiungimento
del seguente obiettivo:
Individuare regioni simili all’interno di due o piu` sequenze per scoprire
origini evolutive comuni e o funzioni comuni [17].
Per le biosequenze (DNA, RNA e proteine), una forte similarita` di solito
implica una significativa similarita` funzionale o strutturale.
Essendo lo studio delle sequenze biologiche un campo di ricerca relati-
vamente giovane ed in forte espansione, in letteratura esistono diversi lavori
riguardo il Pattern Discovery su sequenza biologiche [14][15][18][19][20][21][23][26].
Di seguito vengono citati alcuni fra i piu` significativi:
[27] : Viene presentato un algoritmo per il calcolo di tutti i pattern massi-
mali con k occorrenze, all’interno di una stringa di lunghezza n, con
complessita` O(n lg n). L’algoritmo utilizza due Suffix-Tree, uno per la
stringa originale ed uno per la sua inversa.
[22] : Viene illustrato il comportamento di un algoritmo per la ricerca, al-
l’interno di una stringa, di Irredundant Motif in un tempo O(3n) dove
n e` la lunghezza della stringa. Gli Irredundant Motif sono una partico-
lare famiglia di Motif che formano le basi per tutti gli altri Motif pre-
senti nella stringa. In altri termini, a partire da questo piccolo insieme
di Irredundant Motif e` possibile ricostruire tutti i Motif (Redundant)
presenti all’interno della stringa.
L’algoritmo opera in due fasi, la prima fase in cui vengono individuati
tutti i Motif che hanno esattamente due caratteri specificati all’inizio
e alla fine. Ad ogni iterazione, due Motif concatenabili vengono con-
catenati per ottenere un Motif piu` lungo. In tale maniera, l’insieme
dei Motif candidati si riduce drasticamente in modo da non esplodere
esponenzialmente.
MUSCA : [24][25] MUSCA e` un algoritmo, operante su due fasi, per cal-
colare l’allineamento di sequenze multiple su un insieme di N sequen-
ze. Durante la prima fase, si usa Teiresias per scoprire i motif che
sono comuni all’interno di un sottoinsieme delle sequenze di input.
Questi motif vengono utilizzati nella seconda fase per generare e ri-
portare l’allineamento di sequenze multiple. I motif vengono mappati
sui vertici di un grafo diretto : se due motif pi e pj non occorrono
simultaneamente in ogni sequenza, non ci sara` nessun arco che collega
i due nodi nel grafo; due motif pi e pj sono collegati da un arco se
compaiono simultaneamente in tutte le sequenze e la direzione dell’ar-
co dipende dall’ordine di apparizione. Larco nasce in pi e muore in
pj se il motif pi compare prima del motif pj in tutte le sequenze dove
compaiono entrambi. Le etichette dei nodi vengono etichettate in base
a tre parametri : se sono pair-wise incompatibili, se hanno istanze che
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si sovrappongono o se sono pair-wise compatibili ma non hanno is-
tanze che si sovrappongono. Vengono scartati i vertici che sono uniti
da archi incompatibili ed i vertici coinvolti in cicli. Dopo aver ridotto
il numero dei vertici, tramite una semplice funzione di costo vengono
rietichettati e con il successivo utilizzo di un algoritmo greedy viene
individuato il numero di vertici da rimuovere. Il grafico risultante e`
utilizzato per determinare i blocchi che implicano sovrapposizioni fra
motif. Successivamente si ottiene l’allineamento finale allineando cor-
rettamente i blocchi e le riempiendo con caratteri non significativi i
gaps esistenti.
Due algoritmi che affrontano in maniera efficiente il problema del Pattern
Discovery su sequenze biologiche sono:
• Teiresias [14];
• ToMMS [15].
Il primo basato su un approccio Bottom-Up mentre il secondo e` basato
su un approccio Top-Down. Di seguito viene illustrata l’idea implementativa
alla base dei due algoritmi e ne verranno confrontate le prestazioni in termini
di tempo di esecuzione e di spazio di ricerca esplorato.
3.2.1 Algoritmo Teiresias
Teiresias e` un algoritmo per la ricerca di pattern in sequenze biologiche.
L’algoritmo e` basato su un metodo combinatorio e mira a produrre tutti i
pattern che appaiono in un numero minimo di sequenze. E’ basato su un
approccio Bottom-Up ed e` a supporto fisso. Tuttavia risulta essere molto
efficiente evitando l’enumerazione dell’intero spazio di ricerca dei pattern.
Il numero dei pattern riportati in output e` il massimo ed ognuno di essi si
trova nella sua forma piu` specifica [14][28]. L’algoritmo e` output sensitive:
il suo tempo di esecuzione e` semi-lineare rispetto alla dimensione dei dati di
output.
Teiresias opera in due fasi :
• Scanning;
• Convolution.
Durante la fase di Scanning vengono identificati i pattern con sufficiente
supporto. Questi pattern elementari costituiscono la base per la successiva
fase di Convolution. Essi verranno man mano combinati in pattern via via
piu` grandi fin quando tutti i pattern massimali verranno generati. L’ordine
in cui le convolution verranno realizzate rendera` facile individuare e scartare
tutti i pattern non massimali.
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Comportamento dell’Algoritmo
Gli viene passato in input un insieme di sequenze S e una soglia di supporto
K. Inizia con la scansione delle sequenze contenute in S e localizza tutti i
pattern elementari con supporto almeno uguale a K. Un pattern elementare
e` un pattern 〈L,W 〉 contenente esattamente L residui ed al piu` W −L don’t
care. Alla fine della fase di Scanning abbiamo a disposizione l’insieme di
tutti i pattern elementari che soddisfano la soglia minima di supporto ; tale
insieme sara` l’input per la fase di Convolution.
L’operazione principale della fase di Convolution e` riaccorpare i pattern
elementari per risalire al pattern originale. La chiave della fase di Convo-
lution sta` nel concetto che un pattern P puo` essere ricostruito tramite la
fusione di due pattern intermedi A e B se un suffisso di A e` uguale ad un
prefisso di B.
Tale operazione prende il nome di Convolution.
Definizione 3.3 (Convolution [14]). La Convolution fra due patter P e Q
e` un nuovo pattern R cos`ı definito :
P ⊕ Q = P·Q’ se suff(P) = pref(Q);
Dove Q’ e` tale che pref(Q)·Q’ = Q.
Quindi tale operazione viene effettuta solo tra due pattern elementari
con prefisso e suffisso uguale. Il pattern risultante dalla Convolution e` dato
dalla concatenazione del primo pattern con il complemento del prefisso del
secondo pattern. Gli obiettivi sono :
• generare tutti i pattern;
• individuare e scartare rapidamente tutti i pattern non massimali.
Al fine di aumentare la performance della fase di Convolution, sono stati
introdotti due ordinamenti parziali sull’universo dei pattern. Grazie a questi
due ordinamenti Teiresias e` in grado di garantire che tutti i pattern di
interesse verranno generati e che un pattern massimale P verra` generato
prima di tutti i pattern non massimali contenuti in P.
Operazioni effettuate da Teiresias
I pattern risultati, vengono generati e riportati in stages. Ogni stage costru-
ira` i pattern massimali con supporto K ′ ≥ K. Per ogni stage si fa uso di
uno stack. All’inizio dello stage, tale stack viene inizializzato con tutti i pat-
tern elementari di supporto minimo K. Le entrate dello Stack sono ordinate
in base all’ordinamento parziale presente sui pattern. L’algoritmo lavora
sempre con il pattern in cima allo stack che prende il nome di current-top.
Per prima cosa viene esteso a destra (suffix-wise) con un pattern Q presente
nello stack che sia convolvable con current-top. Se ne esistono piu` di uno,
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per ognuno di essi verra` fatta la convolution con P, uno alla volta. Sia R il
pattern risultante dalla Convolution, se matcha con meno di k sequenze di
input allora R viene scartato e il current-top non cambia e si passa a fare
la prossima Convolution. Altrimenti R viene posto in cima allo stack e di-
venta il nuovo current-top. Una volta terminate le possibili Convolution sul
suffisso, si procede con l’estensione sulla sinistra. Si cerca un pattern Q tale
che Q⊕P 6= 0, la scelta viene fatta sempre in base all’ordinamento parziale
del suffisso. Quando l’estensione e` terminata in entrambe le direzioni, il
current-top viene tolto dalla cima dello stack e si controlla se e` massimale
o meno. Se risulta essere massimale verra` riportato tra i risultati di output
e il processo riparte dal nuovo top dello stack. La computazione dello stage
corrente termina quando non ci sono piu` pattern nello stack.
La procedura ora descritta non riporta tra i risultati di output pattern
che non sono massimali.
3.2.2 Algoritmo ToMMS
L’algoritmo ToMMS e` un algoritmo per l’estrazione di pattern frequenti da
sequenze biologiche. Esso e` basato su un approccio Top-Down. Si pone
l’obiettivo di limitare il numero di pattern estratti , generando prima i pat-
tern piu` specifici e poi quelli piu` generali, effettuando solo le generalizzazioni
minime delle sequenze candidate non frequenti. ToMMS si basa sull’utilizzo
dei grafi di concetto che successivamente verranno esposti. Come gia` det-
to sopra, l’approccio ToMMS restringe il risultato della ricerca ai pattern
frequenti Specifici, tutti gli altri pattern frequenti possono essere generati
da questi su richiesta [15]. Questo particolare algoritmo non enumerera` mai
un pattern candidato che non esiste all’interno del Data Base il che riduce
notevolmente lo spazio di ricerca. Inoltre puo` determinare in maniera effi-
ciente la lunghezza massima dei pattern frequenti prima di enumerarli tutti.
Un determinato simbolo puo` essere sostituito da uno simile senza perdita
della funzione all’interno del pattern.
Nel caso specifico delle proteine, sono stati scoperti dei rapporti fonda-
mentali fra amminoacidi differenti rappresentabili mediante i grafi di con-
cetti.
Prima di procedere con la spiegazione e` necessario illustrare una serie di
concetti al fine di renderla piu` comprensibile.
• Sia Σ = {K,E,Q,D,N, P,R, S, T,G,A, Y,H, I,W,L,M, V, F,C} il nos-
tro alfabeto dato da un insieme di simboli che rappresentano venti
amminoacidi;
• Sia invece Ω un insieme di concetti tale che Σ ∩ Ω = ∅;
• I concetti possono rappresentare i sottoinsiemi dell’insieme di tutti gli
amminoacidi con uguali proprieta` chimico-fisiche;
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• Sulla base di Σ e Ω definiamo un grafo di concetti Γ come un grafo
aciclico diretto dove un arco diretto (X, Y) rappresenta una relazione
del tipo X e` un Y. La dove X puo` essere un concetto o un amminoacido
e Y e` un concetto;
• dist(Vi, Vj) e` la distanza fra due vertici Vi e Vj ed e` il numero di archi
lungo il percorso minimo fra Vi e Vj .
Il livello di un simbolo x appartenente a Σ ∪ Ω in Γ e` cos`ı definito:
• ∀x ∈ Σ : level(x) = 0;
• ∀x ∈ Ω : level(x) = max{dist(x, y)|y ∈ Σ}.
Un pattern e` una sequenza P = e1, e2, e3, .........em con ei ∈ σ ∪ Ω. Un pat-
tern concreto contiene solo simboli appartenenti all’alfabeto, ad esempio P
= AEG e` un pattern concreto. Un pattern non concreto, oltre a contenere
simboli appartenenti all’alfabeto, contiene anche simboli appartenenti al-
l’insieme dei concetti. Ad esempio il pattern P = AEgH e` un pattern non
concreto.
Il livello di un pattern e` dato dalla somma dei livelli di tutti gli elementi
del pattern nel grafo dei concetti.
Un pattern P’ e` piu` specifico di un pattern P se P’ puo` essere generato a
partire dal pattern P tramite la specializzazione di uno o piu` dei suoi elementi
facenti parte dei concetti. Un pattern P e` frequente se il suo supporto
e` uguale almeno alla soglia minima di supporto dichiarata dall’utente. Il
Pattern P e` detto pattern specifico piu` frequente se non esiste un P’ pattern
frequente con supporto maggiore di P.
L’insieme dei patterns frequenti lo si puo` derivare dall’insieme di tutti i
pattern specifici frequenti generalizzando uno di essi.
Comportamento dell’algoritmo
Dato un Data Base di sequenze D, un grafo di concetti Γ e un minimo
supporto δ, ToMMS estrarra` in maniera efficiente tutti i pattern frequenti
che soddisfano quella data soglia di minimo supporto.
L’approccio e` basato sui seguenti concetti :
• i pattern concreti frequenti devono essere sottosequenze del Data Se-
quences;
• i pattern piu` specifici dovranno essere generati prima di quelli meno
specifici per evitare generazione di pattern frequenti che non saranno
e o non sono quelli specifici.
Per sfruttare tali osservazioni, al posto del metodo usuale Bottom-Up
viene fatto uso di un metodo Top-Down per esplorare lo spazio di ricrca.
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L’algoritmo inizia con tutte le sottosequenze delle sequenze date riducendole
man mano di un elemento finche` non diventano frequenti. Mentre i patterns
non frequenti vengono generalizzati mediante il grafo dei concetti Γ finche`
non diventano frequenti.
Assumendo massima lunghezza = 4, ToMMS partira` solo dalle sottose-
quenze di lunghezza 4. Supponiamo che la prima sottosequenza in esame sia
ACDE e che sene voglia trovare il supporto. Se tale sottosequenza risulta
essere infrequente, vengono generate tutte le sue sottosequenze di lunghez-
za = 3, ad esempio ACD e CDE. Se esse risultano essere frequenti, le
mandiamo in output e stoppiamo la generazione delle loro sottosequenze.
Supponendo che maxlength = L e che ci siano in tutto n sequenze di
questa lunghezza, allora il numero massimo di pattern che verranno generati
sara` : nLL−12 = O(nL
2).
Nella fase di generalizzazione, la generalizzazione del pattern avviene
in maniera incrementale fin quando il pattern non diventa frequente. Per
ottenere una minima generalizzazione, una coppia di due pattern infrequenti
viene matchata mediante il grafo dei concetti. Con riferimento al grafo di
concetti precedentemente illustrato, i candidati infrequenti ADC e AEC
possono essere minimamente generalizzati con AbC.
Strategie di ricerca per Pattern Generalizzati
L’obiettivo e` evitare di generare i patterns infrequenti. Questo obiettivo
viene realizzato tramite :
• l’utilizzo di una ricerca Top-Down, generalizzando solo i pattern infre-
quenti mediante il grafo dei concetti;
• per tali pattern, viene applicata solo ad un sottoinsieme molto piccolo
di tutte le generalizzazioni possibili, cioe` solo a quelle che realmente
incrementano il supporto.
Una generalizzazione non necessariamente incrementa il supporto di un pat-
tern. Generare solo i pattern che generalizzano due pattern infrequenti.
Assumendo che l’insieme delle sequenze di supporto di due pattern di input
non sono adeguate per entrambi, il supporto del pattern generalizzato sara`
maggiore di quello dei singoli.
Definiamo un match di n pattern come l’insieme di tutti i pattern di
uguale lunghezza che generalizzano tutti i pattern di input tali che non
esista pattern piu` specifico con uguale proprieta`.
Un match del genere non esiste per ogni coppia di pattern e a volte puo`
essere uguale all’insieme vuoto.
Il match di due pattern puo` essere effettuato in maniera efficiente : per
ogni coppia di elementi corrispondenti dei due pattern di input determiniamo
gli specifici predecessori comuni nel grafo dei concetti che formano le loro
possibili combinazioni.
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3.2.3 Confronto fra i due Algoritmi
Entrambi gli algoritmi Teiresias e ToMMS effettuano l’estrazione di pattern
frequenti da seuenze di dati biologici.
A livello implementativo la differenza fondamentale sta` nel fatto che
Teiresias e` basato su un approccio Bottom-Up , partendo da piccole se-
quenze specializzandole man mano fino a raggiungere i pattern frequenti piu`
significativi; mentre ToMMS e` basato su un approccio Bottom-Up, parte da
sequenze specifiche molto grandi andando alla ricerca dei pattern frequenti
generalizzando e riducendo di volta in volta tali sequenze. E’ palese che
gli spazi di ricerca esplorati , in termini di dimensioni, sono notevolmente
differenti.
ToMMS genera un numero notevolmente inferiore di patterns rispetto a
Teiresias(i pattern in questione sono non significativi) con un conseguente
tenpo di esecuzione inferiore.
Come detto in precedenza l’algoritmo Teiresias e` output sensitive, quindi
il suo tempo di esecuzione e` in funzione semi-lineare della complessita` dei
dati di output.
ToMMS funziona benissimo quando i pattern da trovare sono molto
lunghi e come dimostra il grafico sottostante ha la caratteristica di mantenere
un tempo di esecuzione costante.
Come mostra la figura sotto stante l’algoritmo ToMMS mantiene un
tempo di esecuzione costante, mentre Teiresias tende ad aumentare il suo
tempo di esecuzione al diminuire della soglia di minimo supporto.
Teiresias risulta essere leggermente piu` efficiente di ToMMS con valori
alti per quanto riguarda la soglia di minimo supporto.
Figura 3.1: Tempi di esecuzione dei due algoritmi.
Capitolo 4
C-Teiresias: Teiresias con
vincoli
Lo scopo del capitolo e` esporre il problema di come spingere i vincoli all’in-
terno di Teiresias [14]. Partiamo dall’esposizione dell’algoritmo Teiresias,
definiamo il problema computazionale, presentiamo la soluzione in dettaglio
fino ad arrivare alla spiegazione dello pseudocodice dell’algoritmo.
4.1 Obiettivo e contributi
Obiettivo della tesi e` sviluppare un sistema per la scoperta di pattern da
sequenze di DNA basato su vincoli definiti dall’utente. Si definisce formal-
mente il problema e si studiano le proprieta` di alcuni vincoli interessanti.
Sulla base di queste proprieta` si modifica l’algoritmo Teiresias aggiun-
gendo i vincoli. L’utilizzo dei vincoli aiuta a ridurre l’insieme dei pattern
estratti, focalizzando l’attenzione su quelli di interesse e riducendo al tempo
stesso lo spazio di ricerca e quindi i tempi di esecuzione.
4.2 L’algoritmo Teiresias
Teiresias e` un algoritmo per la ricerca di pattern in sequenze biologiche.
L’algoritmo e` basato su un metodo combinatorio e mira a produrre tutti i
pattern che appaiono in un numero minimo di sequenze. E’ basato su un
approccio Bottom-Up ed e` a supporto fisso. Tale modo di operare risulta
essere molto efficiente evitando l’enumerazione dell’intero spazio di ricerca
dei pattern. Il numero dei pattern riportati in output e` il massimo ed ognuno
di essi si trova nella sua forma piu` specifica. L’algoritmo e` Output sensitive:
il suo tempo di esecuzione e` semi-lineare rispetto alla dimensione dei dati di
output [14][28].
L’algoritmo Teiresias opera in tre fasi:
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• Scanning ;
• Preconvolution;
• Convolution .
Durante la fase di Scanning vengono identificati i pattern con sufficiente
supporto. Tali pattern Elementari costituiscono la base per la successiva
fase di Convolution. Prima della fase di Convolution, esiste la fase interme-
dia di Preconvolution all’interno della quale i pattern Elementari vengono
ordinati secondo il prefix-wise e per ognuno dei pattern elementari vengono
create due liste contenenti i pattern Elementari con cui e` possibile fare la
convolution sulla destra e sulla sinistra. Durante la fase di Convolution,
i Pattern Elementari verranno man mano combinati in pattern via via piu`
grandi fin quando tutti i Pattern Massimali verranno generati. L’ordine in
cui le convolutions verranno generate rendera` facile individuare e scartare
tutti i Pattern non Massimali.
4.2.1 Comportamento dell’Algoritmo
L’algoritmo riceve in input un insieme di sequenze S e una soglia di supporto
δ. Inizia con la scansione delle sequenze contenute in S e localizza tutti i
pattern elementari con supporto almeno uguale a δ.
Definizione 1 (〈L,W, δ〉 Elementary Pattern [14]). E’ un pattern con-
tenente esattamente L residui, al massimo W − L simboli di don’t care
(rappresentati da ) e che abbia supporto maggiore o uguale a δ.
Alla fine della fase di Scanning abbiamo a disposizione l’insieme di tutti i
pattern elementari che soddisfano la soglia minima di supporto ; tale insieme
sara` l’input per la fase di convolution. L’operazione principale della fase di
Convolution e` riaccorpare tutti questi pezzi per risalire al pattern originale.
La chiave della fase di convolution sta nel concetto che un pattern P’ puo`
essere ricostruito tramite la fusione di due pattern intermedi P e Q se il
suffisso di P e` uguale al prefisso di Q. Fra la fase di Scanning e la fase di
Convolution, esiste una fase intermedia di Preconvolution. Lo scopo di tale
fase e` aumentare la performance della fase di convolution, a tal fine verranno
introdotti due ordinamenti parziali sull’universo dei pattern elementari :
l’ordinamento parziale prefix-wise-less e l’ordinamento parziale suffix-wise-
less. Durante la fase di Preconvolution, per ogni pattern elementare P,
verranno create due liste : Left(P) e Right(P). La lista Left(P) conterra` tutti
i pattern elementari con cui il pattern padre della lista puo` fare convolution a
sinistra, tali pattern sono ordinati in base al suffix-wise-less; mentre la lista
Right(P) contiene i pattern elementari con cui fare convolution a destra, tali
pattern vengono ordinati in base all’ordinamento prefix-wise-less. Grazie a
questi due ordinamenti siamo in grado di garantire che tutti i pattern di
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interesse verranno generati e che un pattern massimale P verra` generato
prima di tutti i pattern non massimali contenuti in P.
Definizione 2 (〈L,W, δ〉 Maximal Pattern). Un pattern P e` massimale se
non c’e` nessun pattern P ′ piu` specifico di P con ugual numero di occorrenze
di P .
Esempio 1. Si considerino i seguenti due pattern:
• CGT
• C  T
entrambi con n occorrenze, C  T risulta essere non massimale. In questo
caso si dice che CGT sussume C  T .
Definiamo ora una nuova operazione binaria tra ogni coppia di pat-
tern.Siano P e Q due pattern arbitrari con almeno L residui.
La convolution di P con Q e` un nuovo pattern R cos`ı definito :
P
⊕
Q = P◦Q’ se suff(P) = pref(Q);
Dove Q’ e` tale che pref(Q)◦Q’ = Q. Quindi tale operazione viene effettuta
tra due pattern elementari che abbiano prefisso e suffisso uguale. Il pattern
risultante dalla convolution e` dato dalla concatenazione del primo pattern
con il complemento del prefisso del secondo pattern.
Esempio 2. il seguente esempio illustra il comportamento dell’algoritmo:
siano
• L = 3;
• W = 4;
• δ = 3;
• S = {S1 = SDFBASTS, S2 = LFCASTS, S3 = FDASTSNP}
Di seguito e` illustrata la fase di Scanning:
La fase di Convolution opera nel seguente modo:
Utilizzare la convolution come mezzo principale per la ricostruzione dei
pattern originali risulta essere molto efficiente. Nell’estensione di un pattern
P, viene focalizzata l’attenzione solo sui pattern P◦Q tali che P e Q siano
convolvable. Di conseguenza, solo un numero ridotto di pattern Q vengono
presi in considerazione, diminuendo notevolmente lo spazio di ricerca. I
pattern risultati, vengono generati e riportati in stages, uno stage per ogni
pattern elementare. Ogni stage costruira` i pattern massimali con supporto
δ’ ≥ δ. Per ogni stage si fa uso di uno stack. All’inizio dello stage, tale
stack viene inizializzato con un pattern elementare di supporto minimo δ.
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Figura 4.1: Fase di Scanning.
Figura 4.2: Fase di Convolution.
L’algoritmo lavora sempre con il pattern in cima allo Stack che prende il
nome di current-top. Per prima cosa lo estendiamo a sinistra con un pattern
Q presente nei suoi Left tale che sia convolvable con current-top (i pattern
presenti in Left e Right sono ordinati in base agli ordinamenti parziali). Sia
R il pattern risultante dalla convolution, se matcha con meno di δ sequenze
di input R viene scartato e il current-top non cambia e si passa a fare
la prossima convolution. Altrimenti R viene posto in cima allo Stack e
diventa il nuovo current-top. Una volta terminate le possibili convolution
sul prefisso, si procede con l’estensione sulla destra. Quando l’estensione e`
terminata in entrambe le direzioni, il current-top viene tolto dalla cima dello
stack e si controlla se e` massimale o meno. Se risulta essere massimale verra`
riportato tra i risultati di output e il processo riparte dal nuovo top dello
stack. La computazione dello stage corrente termina quando non ci sono piu`
pattern nello stack.
La procedura ora descritta non riporta tra i risultati di Output pattern che
non sono massimali.
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4.2.2 Pseudocodice
In questo paragrafo viene riportato lo pseudocodice dell’algoritmo Teiresias
[29][30].
Scanning:
SCAN()
EP = null
for all ’a’ in Alphabet
create pattern p = ’a’
find all occurrences of p in Sequences
if support p >= K
EXTEND p
end-for
EXTEND(pattern p)
a = number of residues in p
if a = L
add p to EP
return
for dots = 0 to W - |p| - L + a
for all ’a’ in Alphabet
create pattern p’[’a’] = p + dots*’.’ + ’a’
end-for
for(x,y) in p.pffsetList
pos 0 y + |p| + dots
if pos < Sequence(x).size
’a’ = Sequence(x)[pos]
add(x, y) to p’[’a’].offsetList
end-for
for all ’a’ in Alphabet
if support p’[’a’] >= K
EXTEND p’[’a’]
end-for
end-for
Preconvolution:
PRECONVOLVE()
sort EP by prefix-wise <
construct Left & Right
clear Maximal
clear Stack
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Convolution:
CONVOLVE()
for all p in EP
if notSubsumed p
push p
else
continue
* while Stack not empty
t = Stack.top
forall q remaining in Left[t]
r = q convolve t
if r.nOccur = t.nOccur
pop Stack
if support r >= K and notSubsumed r
push r onto Stack
go to *
end-for
forall q remaining in Right[t]
r = t convolve q
if r.nOccur = t.nOccur
pop Stack
if support r >= K and notSubsumed r
push r onto Stack
go to *
end-for
t = pop Stack
add t to Maximal
end-while
end-for
4.3 Definizione formale del problema
In questa sezione viene introdotta una definizione formale del problema af-
frontato. Prima di procedere in tale direzione, vengono introdotte alcune
definizioni necessarie per rendere piu` comprensibile la successiva trattazione.
Definizione 3 (Supporto [31]). Dato un pattern P ed un database di se-
quenze S, il supporto del pattern P Sup(P) e` dato dal numero di sequenze
in S che contengono il pattern P .
Definizione 4 (Numero Occorrenze [31]). Dato un pattern P ed un database
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di sequenze S, il numero di occorrenze del pattern P e` dato dal numero di
volte che il pattern P compare all’interno del datasequences.
Definizione 5 (Degeneracy [31]). La Degeneracy per una position ≥ 2 e`
data dal numero di simboli che compaiono in quella position. La Degeneracy
per un pattern e` data dalla somma delle degeneracy di ogni position del
pattern.
Esempio 3. Si consideri il seguente pattern:
C[AC]G[CGT ]T [ACGT ]T
• la position 2 [AC] ha degeneracy pari a 2;
• la position 4 [CGT ] ha degeneracy pari a 3;
• la position 6 [ACGT ] ha degeneracy pari a 4;
• la degeneracy del pattern e` data dalla somma delle degeneracy delle
position : 2 + 3 + 4 = 9.
Definizione 6 (CGCount). Dato un pattern P , il suo CGCount e` dato da:
• CGCount(P ) = numero di basi di Citosina e Guanina presenti in P .
Definizione 7 (CGRatio). Dato un pattern P , il suo CGRatio rappresenta
la frazione di basi di Citosina e Guanina presente in P ed e` dato da:
• CGRatio(P) = CGCount(P )|P |
Definizione 8 (CG − RichPattern). Dato un pattern P ed una soglia di
CGRatio λ, e` detto essere CG−Rich se CGRatio(P ) ≥ λ.
Esempio 4. dati:
• λ = 0.5;
• P = ACCGT.
Il pattern P soddisfa il vincolo del CGRatio in quanto CGRatio(P ) = 35 =
0.6.
Nel seguito di questo documento utilizzeremo CG−RichPattern e V alidPattern,
rispetto al vincolo di CGRatio, come sinonimi.
Definizione 9 (〈ll, ul, ld, ud, loδ, λ〉 Maximal CG-rich Pattern). Un pattern
P e` Maximal CG-rich Pattern se:
• ha un supporto almeno uguale a δ;
• ha una lunghezza compresa fra ll e ul;
CAPITOLO 4. C-TEIRESIAS: TEIRESIAS CON VINCOLI 36
• ha una degeneracy compresa fra ld e ud;
• ha un numero di occorrenze almeno uguale a lo;
• ha un valore di cgratio almeno uguale alla soglia λ;
• non esiste nessun pattern P’ piu` specifico di P con ugual numero di
occorrenze di P e con valore di cgratio almeno uguale alla soglia λ.
Definizione 10 (Problem definition). Dati come input :
• un DataBase di sequenze S;
• δ soglia di supporlo minimo;
• λ soglia di cgratio minimo;
• ll lunghezza minima dei pattern risultato;
• ul lunghezza massima dei pattern risultato;
• ld degeneracy minima dei pattern risultato;
• ud degeneracy massima dei pattern risultato;
• lo numero minimo di occorrenze dei pattern risultato.
Calcolare tutti i Maximal CG-rich Pattern all’interno del DB.
4.3.1 Studio dei vincoli e le loro proprieta`
In questa sezione vengono definiti i vincoli e ne vengono studiate le proprieta`.
Teiresias nella sua versione originale calcola tutti i pattern massimali
all’interno del datasequences dato in input. Gli unici vincoli su cui opera
Teiresias sono:
• supporto minimo δ;
• densita` di basi dei pattern elementari L;
• lunghezza massima dei pattern elementari W ;
Obiettivo della tesi e` inserire all’interno di Teiresias un insieme di vincoli in
modo da ridurre l’insieme dei pattern estratti focalizzando l’attenzione solo
sui pattern interessanti e allo stesso tempo ridurre lo spazio di ricerca con
una conseguente riduzione dei tempi computazionali.
I vincoli introdotti sono i seguenti :
• lunghezza minima;
• lunghezza massima;
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• degeneracy minima;
• degeneracy massima;
• minimo numero di occorrenze;
• minimo CG-Ratio.
Per poter computare seguendo l’approccio di Teiresias e` necessario mappare
i parametri di input su L e W . Tale operazione viene effettuata nel modo
seguete:
• L = lunghezzaminima. In questo modo settiamo il parametro cor-
rispondente alla densita` di basi all’interno del pattern elementare;
• W = lunghezzaminima + bdegeneracymassima2 c. In questo modo setti-
amo il parametro corrispondente alla lunghezza massima del pattern
elementare e allo stesso tempo siamo in grado di calcolare il massimo
numero di position non specificate all’interno del pattern elementare.
Dopo aver definito come mappare i valori di input sui parametri di Teiresias,
siamo in grado di esporre e studiare i vincoli introdotti e le loro proprieta`.
Lunghezza minima : questo vincolo impone la lunghezza minima che un
pattern risultato deve soddisfare. Il vincolo gode della proprieta` di
monotonicita` in quanto se un patter P soddisfa la lunghezza minima,
anche un superPattern di P la soddisfera`. Data tale proprieta`, il vin-
colo potra` essere spinto nella fase di Scanning per la generazione dei
pattern elementari in quanto i successivi pattern generati nella fase di
Convolution saranno una espansione dei pattern elementari generati
nello Scanning e anch’essi soddisferanno il vincolo;
Lunghezza massima : questo vincolo impone la lunghezza massima che
un pattern risultato deve soddisfare. Il vincolo gode della proprieta`
di antiMonotonicita` in quanto se un pattern P soddisfa la lunghezza
massima, ogni sottoPattern di P la soddisfea`. Il vincolo puo` essere
spinto nella fase di Scanning in quanto se un pattern elementare P
non soddisfa il vincolo di lunghezza massima (ha lunghezza maggiore
della lunghezza massima) i successivi pattern generati nella fase di
Convolution saranno una espansione dei pattern elementari generati
nella fase di Scanning, quindi anch’essi non soddisferaano il vincolo;
Degeneracy minima : questo vincolo impone la degeneracy minima che
un pattern risultato deve soddisfare. Il vincolo gode della proprieta`
di Monotonicita` in quanto se un pattern elementare P soddisfa la
degeneracy minima, anche un superPattern di P la soddisfera`. Data
tale proprieta`, il vincolo potra` essere spinto nella fase di Scanning per
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la generazione dei pattern elementari in quanto i successivi pattern
generati nella fase di Convolution aranno una espansione dei pattern
elementari generati nello Scanning e anch’essi soddisferanno il vincolo;
Degeneracy massima : questo vincolo impone la degeneracy massima che
un pattern risultato deve soddisfare. Il vincolo gode della proprieta`
di antiMonotonicita` in quanto se un pattern P soddisfa la degeneracy
massima, ogni sottoPattern di P la soddisfera`. Il vincolo puo` essere
spinto nella fase di Scanning in quanto se un pattern elementare P non
soddisfa il vincolo di degeneracy massima (ha degeneracy maggiore
della degeneracy massima) i successivi pattern generati nella fase di
Convolution saranno una espansione dei pattern elementari generati
nella fase di Scanning e di conseguenza anch’essi non soddisferanno il
vincolo;
Minimo numero di occorrenze : questo vincolo impone il minimo nu-
mero di occorrenza che un pattern risultato deve soddisfare. Il vincolo
gode della proprieta` di antiMonotonicita` in quanto se un pattern P
soddisfa il numero minimo di occorrenze, ogni sottoPattern di P lo
soddisfera`. Il vincolo puo` essere spinto nella fase di Scanning in quan-
to se un pattern P non soddisfa il minimo numero di occorrenze (ha
un numero di occorrenze minore del minimo numero di occorrenze)
i successivi pattern generati nella fase di Convolution saranno una
espansione dei pattern elementari generati nella fase di Scanning ;
CG Ratio minimo : piu` complessa e` la situazione per quanto riguarda il
vincolo di essere CG−Richness. Il vincolo di essere CG−Rich non
gode delle proprieta` dimonotonicita` o di antiMonotonicita`, quindi non
e` stato possibile immetterlo nella fase di Scanning in quanto potreb-
bero essere scartati pattern che in seguito convoluti diano vita ad una
soluzione. La fase di scanning genera tutti i pattern elementari sen-
za tener conto del loro CGRatio. I seguenti esempi mostrano quanto
affermato sopra.
Esempio 5. Mostriamo che il vincolo di CG − Richness non e` ne`
monotono ne` antimonotono: Dato il pattern P = ACCT e i seguenti
due pattern Q = CTAA e S = CTGC facenti parte di Right(P )
abbiamo:
• R = P ⊕Q = ACCTAA con il CGRatio di P che diminuisce;
• R = P ⊕ S = ACCTGC con il CGRatio di P che aumenta.
Si potrebbe essere portati a pensare che la convolution fra due pattern
entrambi CG−Rich, dia vita ad un pattern a sua volta CG−Rich. O
anche che la convolution fra due pattern nonCG−Rich dia vita ad un
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pattern nonCG−Rich. Purtroppo non e` cos`ı, come viene dimostrato
nei due esempi seguenti:
Esempio 6. data come soglia di CGRatio λ = 0.5 e dati i pattern
P = AACC e Q = CCTT entrambi con CGRatio = 0, 5, la loro
convolution R = P ⊕ Q = AACCTT ha CGRatio(R) = 0.33 e non
rispetta la soglia.
Esempio 7. data come soglia di CGRatio λ = 0.5 e dati i pat-
tern Q = CCAAA e S = AAC entrambi con CGRatio minore del-
la soglia minima, la loro convolution R = Q ⊕ S = CCAAAC ha
CGRatio(R) = 0.5 e rispetta la soglia.
Dalle considerazioni appena fatte risulta essere evidente che il vincolo
di CG − Richness non presenta proprieta` evidenti, e quindi risul-
ta assai difficile spingerlo nella computazione. Nelle prossime sezioni
mostriamo come invece sia possibile farlo.
4.4 Come spingere i vincoli in Teiresias
In questa sezione viene illustrato come spingere i vincoli all’interno dell’al-
goritmo Teiresias, laddove sara` necessario, verra` esposto lo pseudocodice.
Iniziamo con il descrivere per primi i vincoli piu` semplici quali :
• Lunghezza minima;
• Lunghezza massima;
• Minimo numero di occorrenze;
che richiedono una trattazione piu` semplice proseguendo poi con i vincoli
riguardanti :
• Degeneracy minima;
• Degeneracy massima;
• Minimo CGRatio;
i quali richiedono una trattazione piu` approfondita.
4.4.1 Come spingere il vincolo di lunghezza minima e mas-
sima
Come detto in precedenza, il vincolo di lunghezza minima gode della pro-
prieta` di Monotonicita` mentre il vincolo di lunghezza massima gode della
proprieta` di antiMonotonicita`.
CAPITOLO 4. C-TEIRESIAS: TEIRESIAS CON VINCOLI 40
Entrambi i vincoli possono essere spinti nella fase di Scanning. Il vincolo
di lunghezza minima ci permette di inserire fra l’insieme dei pattern ele-
mentari solo quei pattern che hanno una lunghezza maggiore o uguale alla
lunghezza minima inserita in input dall’utente,in quanto grazie alla proprieta`
di Monotonicita` siamo in grado di dire che se un pattern elementare soddis-
fa la lunghezza minima, tutte le sue estensioni la soddisferanno. Mentre il
vincolo di lunghezza massima ci permette di scartare e quindi non inserire
fra i pattern elementari tutti quei pattern la cui lunghezza e` maggiore della
lunghezza massima inserita in input dall’utente, in quanto grazie alla propri-
eta` di antiMonotonicita` siamo in grado di dire che se un pattern elementare
ha lunghezza maggiore della lunghezza massima, di sicuro la avranno anche
le sue estensioni.
Le modifiche apportate alla fase di Scanning consistono nell’aggiunta
di un controllo sulla lunghezza del pattern prima di inserirlo nell’insieme
dei pattern elementari. Viene effettuato il controllo sulle basi, se il numero
di basi e` uguale alla densita` fissata L = lunghezzaminima, si controlla la
lunghezza del pattern, se tale lunghezza e` maggiore della lunghezza minima
e minore della lunghezza massima il pattern viene aggiunto all’insieme dei
pattern elementari.
Di seguito viene illustrato il relativo pseudocodice:
SCAN()
EP = null
for all ’a’ in Alphabet
create pattern p = ’a’
find all occurrences of p in Sequences
if support p >= K
EXTEND p
end-for
EXTEND(pattern p)
a = number of residues in p
if a = L
if p.lenght >= lunghezza minima
&& p.lenght <= lunghezza massima
add p to EP
return
. . . .
. . . .
Per quanto riguarda la fase di Convolution, prima di convolvere due pattern
si controlla se il futuro pattern convoluto ha una lunghezza massima minore
uguale alla lunghezza massima.
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Vengono apportate due motifiche, una nel ramo della convolution sulla
sinistra ed una nel ramo della convolution sulla destra. Le convolution
avvengono fra il pattern in cima allo stack ed i pattern contenuti nei Left e
nei Right dello stesso. Prima di convolvere i due pattern si fa il test seguente:
• Convolution sulla sinistra: si controlla se la somma fra la lunghezza
del pattern in cima allo stack e la lunghezza della testa del pattern in
esame fra i Left e` minore uguale della lunghezza massima;
Esempio 8. dati:
– pattern P = AAGTAA;
– pattern Q = CAAAG;
– lunghezza massima = 7.
si effettua il seguente controllo : P.length + HEAD(Q).length ≤ lunghez-
za minima. In questo caso abbiamo P.length = 6, HEAD(Q).length
≡ (AG).length = 2 con P.length + HEAD(Q).length = 6 + 2 = 8
che e` maggiore della lunghezza massima fissata. In questo caso la
convolution non va aventi e si passa al prossimo pattern in Left(P);
• Convolution sulla destra : si controlla se la somma fra la lunghezza
del pattern in cima allo stack e la lunghezza della coda del pattern in
esame fra i Right e` minore uguale della lunghezza massima.
Esempio 9. dati:
– pattern P = CCGTAC;
– pattern Q = TACTT;
– lunghezza minima = 9.
si effettua il seguente controllo : P.length + TAIL(Q).length ≤ lunghez-
za minima. In questo caso abbiamo P.length = 6, TAIL(Q).length ≡
(TT).length = 2 con P.length + TAIL(Q).length = 6 + 2 che e` mi-
nore della lunghezza minima fissata. In questo caso la convolution va
avanti e si fanno i successivi controlli su supporto, CGRatio, numero
occorrenze e massimalita`.
Di seguito viene riportato lo pseudocodice relativo alle modifiche apportate
alla fase di Convolution :
CONVOLVE()
for all p in EP
if notSubsumed p
push p
else
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continue
* while Stack not empty
t = Stack.top
forall q remaining in Left[t]
if (t.length + HEAD(q).length) <= maxlength
r = q convolve t
. . .
. . .
end-for
forall q remaining in Right[t]
if (t.length + TAIL(q).length) <= maxlength
r = t convolve q
. . .
. . .
end-for
. . .
. . .
end-while
end-for
4.4.2 Come spingere il vincolo di numero minimo di occor-
renze
Il vincolo di numero minimo di occorrenze gode della proprieta` di anti-
Monotonicita`. Data questa proprieta`, possiamo spingerlo sia nella fase di
Scanning che nella fase di Convolution.
All’interno della fase di Scanning vengono riportati fra i pattern elemen-
tari i soli pattern il cui numero di occorrenze e` maggiore uguale al minimo
numero di occorrenze settato dall’utente. Tutto cio` perche` se un pattern ele-
mentare P non soddisfa il vincolo i successivi pattern convoluti, che saranno
estensione dello stesso, non soddisferanno il vincolo.
Per quanto riguarda la fase di Convolution, prima di inserire il pattern
convoluto nello stack, oltre a controllarne supporto e massimalita`, ne viene
controllato anche il numero di occorrenze.
Di seguito viene riportato lo pseudocodice, relativo alle modifiche appor-
tate allo pseudocodice di Teiresias, al fine di applicare il vincolo di numero
minimo di occorrenze:
SCAN()
EP = null
for all ’a’ in Alphabet
create pattern p = ’a’
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find all occurrences of p in Sequences
if support p >= K
EXTEND p
end-for
EXTEND(pattern p)
a = number of residues in p
if a = L
if p.length >= lunghezza minima && p.length <= maxlength
if p.#occorrenze >= minimo #occorrenze
add p to EP
return
. . .
. . .
CONVOLVE()
for all p in EP
if notSubsumed p
push p
else
continue
* while Stack not empty
t = Stack.top
forall q remaining in Left[t]
if (t.length + HEAD(q).length) <= maxlength
r = q convolve t
. . .
if support r >= K and notSubsumed r
and r.#occ >= min #occ
push r on to stack
. . .
end-for
forall q remaining in Right[t]
if (t.length + TAIL(q).length) <= maxlength
r = t convolve q
. . .
if support r >= K and notSubsumed r
and r.#occ >= min #occ
push r on to stack
. . .
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end-for
. . .
. . .
end-while
end-for
4.4.3 Come spingere il vincolo di degeneracy minima e mas-
sima
I due vincoli di degeneracy minima e degeneracy massima godono rispet-
tivamente della proprieta` di Monotonicita` e antiMonotonicita`. Il vincolo
di degeneracy minima, godendo della proprieta` di Monotonicita`, puo` essere
spinto nella fase di Scanning per la generazione dei pattern elementari per le
stesse considerazioni fatte in precedenza riguardo il vincolo della lunghezza
minima. Stesso discorso per quanto riguarda la degeneracy massima. Come
per la lunghezza massima, anch’essa gode della proprieta` di antiMonotonic-
ita` e puo` essere spinto sia nella fase di Scanning che nella fase di Convolu-
tion. All’interno della fase di Scanning i pattern elementari con degeneracy
maggiore della degeneracy massima vengono scartati, mentre nella fase di
Convolution viene utilizzata come limite per tagliare lo spazio di ricerca.
Le modifiche apportate allo pseudocodice sono uguali a quelle apportate
al fine di spingere in Teiresias i vincoli relativi alla lunghezza minima e
massima, i pattern elementari generati in fase di Scanning entrano a far
parte dell’insieme dei pattern elementari solo se il loro valore di degeneracy
e` compreso fra la degeneracy minima e la degeneracy massima, mentre nella
Convolution prima di proseguire con il pattern convoluto si fa controllo con
la tail e l’head del pattern candidato.
Nel trattare tale vincolo l’attenzione e` stata rivolta soprattutto alla ricer-
ca della degeneracy piu` specifica durante la scoperta dei pattern elementari
(fasi di Scanning). Ad ogni don’t care presente in un pattern e` associato il
seguente albero di degeneracy:
Durante la fase di Scanning, mentre vengono generati i pattern, prima di
estenderli si controlla se il pattern in questione ha al suo interno don’t care.
Se cos`ı fosse se ne controlla l’albero di degeneracy per trovarne la forma di
degeneracy piu` specifica.
La procedura funziona nel modo seguente:
• il pattern contenente don’t care viene passato alla procedura;
• si individua il primo don’t care all’interno del pattern;
• viene applicato l’albero di degeneracy a quel don’t care nel modo
seguente :
– si controlla se il pattern nella sua forma piu` specifica soddisfa
supporto e minimo numero di occorrenze;
CAPITOLO 4. C-TEIRESIAS: TEIRESIAS CON VINCOLI 45
Figura 4.3: Albero di Degeneracy.
– se le soddisfa, si passa ad esaminare il livello 2 dell’albero. Nella
position contenete il don’t care di interesse, vengono inseriti in
successione i valori contenuti nei nodi :1, 2, 3, 4;
– per ognuno di questi quattro pattern si controlla il supporto e il
numero di occorrenze. Se almeno uno di questi quattro pattern
soddisfa entrambi i vincoli, la radice dell’albero viene marcata
come false ed il nodo in questio viene marcato come true. Tramite
tale marcatura siamo in grado di individuare quali saranno i
pattern da restituire in output dalla procedura;
– dopo aver visitato il livello 2, si passa ad esaminare il livello 3.
Durante questa visita non vengono provati tutti i possibili 6 pat-
tern ma solo quelle combinazioni per cui i nodi padre soddisfano
i vincoli di supporto e numero minimo di occorrenze. Ad esempio
il nodo 1-2 verra` controllato solo se il nodo 1 e il nodo 2 soddis-
fano entrambi i vincoli. Si procede cos`ı per ognuno dei sei nodi
foglia.
– supponendo di avere almeno un nodo foglia i cui padri soddisfano
i vincoli, per tale nodo, ne viene controllato il supporto ed il
numero minimo di occorrenze. Se la foglia supporta i vincoli, i
nodi padre vengono marcati come false ed il nodo foglia viene
marcato come true.
– si cercano i nodi marcati come true e si restituiscono in output i
pattern contenenti nella position del don’t care i valori dei nodi
marcati come true.
Come detto in precedenza, tale ricerca viene effettuata durante la fase di
Scanning nella ricerca dei pattern elementari. Non ne viene fatto uso du-
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rante la fase di Convolution in quanto i pattern risultato, generati durante
tale fase, sono combinazioni dei pattern elementari generati nella fase di
Scanning.
Nella fase di Scanning i pattern elementari vengono generati, a partire
dai singoletti {A,C,G, T}, mediante l’estensione con basi e don’t care dei
pattern intermedi fin quando non si raggiunge la densita` di basi specificata.
Prima di estendere un pattern si controlla se al suo interno contiene don’t
care, se cos`ı fosse viene richiamata la procedura Knowledge-Degeneracy su
quel pattern e poi viene esteso. Se il pattern non contiene don’t care, viene
direttamente esteso.
Nel seguente pseudocodice vengono illustrate le modifiche apportate al-
la fase di Scanning, in particolare la sezione riguardante l’estensione dei
pattern:
for all ’a’ in Alphabet
if support p’[’a’] >= K
if p’[’a’] is without don’t care
EXTEND p’[’a’]
else
tree_pattern[] = KnowledgeDegeneracy(p’[’a’])
forall p" in tree_pattern
EXTEND p"
end-for
end-for
In precedenza e` stata illustrata la procedura Degeneracy-Tree che viene
applicata per ogni don’t care del pattern, invece la procedura Knowledge-
Degeneracy lavora sull’intero pattern e per ogni don’t care dello stesso,
richiama la Degeneracy-Tree su un determinato don’t care.
Knowledge-Degeneracy
La procedura prende in input un pattern P ed applica l’albero di degener-
acy per ognuno dei suoi don’t care. Lavora con uno stack, prende il pat-
tern in cima e controlla se contiene ancora don’t care ai quali non e` anco-
ra stata applicata la Degeneracy-Tree, se ne esistono chiama la procedura
Degeneracy-Tree su quel don’t care.
Di seguito viene riportato lo pseudocodice relativo alla proceduraKnowledge-
Degeneracy :
KNOWLEDGE_DEGENEACY(pattern p)
stack.push(p)
while(stack not empty)
p’=stack.pop
//si cerca il primo don’t care di p e lo si marca con D
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//si prende anche l’offset del don’t care
offset = change first . of p with D
if offset = -1
//la DegeneracyTree e` stata applicata
//a tutti i don’t care del pattern
put p’ in RES
else
pattern_deg[] = Degeneracy_Tree(p’, offset)
forall p" in pattern_deg
stack.push(p")
end-for
end-if
end-While
return RES
4.4.4 Come spingere il CG-Ratio
Come detto in precedenza, dato che il vincolo del CG − Richness non
gode della propieta` della monotonia, e` impossibile inserirlo all’interno del-
lo Scanning. La fase di Scanning genera tutti i pattern elementari senza
tenere conto del loro CG−Ratio. Il vincolo di CG−Richness viene inserito
nella fase di Convolution. Prima di proseguire nella descrizione delle scelte
progettuali ed implementative, vengono esposte alcune nozioni fondamentali
per rendere piu` comprensibile e leggera la trattazione successiva.
Definizione 11 (Tail e Head di un pattern). dato un pattern P definiamo:
• Tail(P ) come il complemento del prefisso di P ;
• Head(P ) come il complemento del suffisso di P .
Esempio 10. Sia P = ACCGT con Pref(P ) = ACC e Suff(P ) = CGT
abbiamo che:
• Tail(P ) = GT ;
• Head(P ) = AC.
Definizione 12 (RightValid pattern e LeftValid pattern). dato un pattern
P:
• RightV alid(P )⇔ V alid(Tail(P )) ∨ ∃S ∈ Right(P ) : RightV alid(S);
• LeftV alid(P )⇔ V alid(Head(P )) ∨ ∃Q ∈ Left(P ) : LeftV alid(S).
Date le considerazioni della sezione precedente, le quali ci impedivano di
giungere ad importanti considerazioni riguardo lo spingimento del vincolo
del CG − Richness all’interno della computazione, introduciamo ora un
importante teorema che ci permettera` di spingere il vincolo all’interno della
computazione.
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Teorema 1. Dati due pattern P e Q ed il loro convoluto R = P
⊕
Q:
• 1) Valid(R) ⇒ Valid(P) ∨ Valid(Tail(Q));
• 2) Valid(R) ⇒ Valid(Head(P)) ∨ Valid(Q).
Dimostrazione. Dimostriamo la 1 :
• Supponiamo per assurdo che V alid(R)∧¬V alid(P )∧¬V alid(Tail(q));
• CGRatio(R) = CGCount(P )+CGCount(Tail(Q))|P |+|Tail(Q)| ≥ λ;
• CgCount(P )− λ|P |+ CGCount(Tail(Q))− λ|Tail(Q)| ≥ 0;
ma in base all’ipotesi iniziale abbiamo che :
• i CGRatio(P ) < λ⇒ CGCount(P )|P | < λ⇒ CGCount(P )− λ|P | < 0;
• ii CGRatio(Tail(Q)) < λ⇒ CGCount(Tail(Q))|Tail(Q)| < λ⇒ CGCount(Tail(Q))−
λ|Tail(Q)| < 0;
Sommando due quantita strettamente minori di 0, i e ii, dovremmo avere
come risultato una quantita` maggiore o uguale a 0, il che e` impossibile.
La 2 viene dimostrata come la 1.
Corollario 1. Dal Teorema1 risulta che dato un pattern P ,se risulta V alid(P )
allora si puo` fare la Convolution con qualsiasi S ∈ Right(P ) e con qualsiasi
Q ∈ Left(P ). Un discorso differente va fatto nel caso in cui, dato il pattern
P, dovesse risultare ¬V alid(P ). In tale caso, nel momento in cui ci doves-
simo imbattere in un pattern S ∈ Right(P ) : ¬RightV alid(S), e` inutile fare
P ⊕ S in quanto il pattern risultante dalla convolution non solo non sara`
una soluzione, ma neanche la base per una successiva convolution a destra.
Stesso discorso per i Q ∈ Left(P ).
Entriamo ora un po` piu` nei dettagli e mostriamo come e dove vengono
applicate le considerazioni fino ad ora fatte.
Pushing del CG−Richness
L’obiettivo e` spingere il vincolo all’interno di Teireisias in modo da calco-
lare tutti i MaximalCG − Richpattern, presenti nel database di input, in
maniera efficiente e riducendo lo spazio di ricerca. Per raggiungere tale
traguardo, e` necessario scartare le convolution che potrebbero non portare
ad un pattern soluzione, e cio` e possibile grazie a quanto affermato dal
Teorema1. Infatti, applicando tale teorema, siamo in grado di imporre
che la convolution tra due pattern P e Q, puo` esser fatta sse V alid(P ) o
RightV alid(Q). Una parte di tali informazioni e` settabile nel momento in cui
i pattern elementari vengono creati, altre nel momento in cui vengono create
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le liste Left e Right ed altre nel momento in cui viene creato un pattern con-
voluto. La fase di Scanning genera l’insieme dei Pattern Elementari, prima
che il generico pattern elementare P venga inserito nell’insieme EP, vengono
calcolati e settati : V alid(P ), LeftV alid(P )eRightV alid(P ).Successivamente,
nella fase di Preconvolution, tali pattern vengono ordinati secondo l’ordi-
namento prefix-wise-less e per ognuno di essi vengono create due liste:
• Left: dato il pattern P, contiene tutti i pattern elementari che possono
essere convoluti sulla sinistra di P;
• Right: dato il pattern P. contiene tutti i pattern elementari che pos-
sono essere convoluti sulla destra di P.
A questo punto viene fatto checking sui Left e sui Right di ogni pattern
elementare in quanto bisogna fare convolution solo fra pattern che soddis-
fano il predicato Valid o che siano Left/RightValid (Teorema1). Si iniziano
a scandire i pattern elementari P ∈ EP , per ognuno di essi, si control-
la se e` verificato LeftV alid(P ). Se e` verificato allora per ogni pattern
S ∈ EP : P ∈ Left(S) si setta S.LeftV alid = TRUE. Stesso procedimento
per i Right(P ): se e` verificato RightV alid(P ), allora per ogni Q ∈ EP :
P ∈ Right(Q) si setta Q.RightV alid = TRUE. Invece, durante la fase di
Convolution, prima di inserire il pattern convoluto nello stack, se ne devono
calcolare e settare i valori di : V alid(convoluto), LeftV alid(convoluto) e
RightV alid(convoluto). I valori di LeftV alid(convoluto) eRightV alid(convoluto)
vengono ereditati dai pattern che son stati convoluti, mentre V alid(convoluto)
viene calcolato. A questo punto siamo in possesso di tutte le informazioni
necessarie affinche` vengano prese in esame solo convolution promettenti.
Riportiamo di seguito un esempio.
Esempio 11. Dato l’insieme di Pattern Elementari EP ={ CCCC, CCTA,
TACC, CCTT, TTA , CATA, TTTA}, λ = 0.5 ed L = 2 (numero di
residui contenuti nel prefisso e/o suffisso) il checcking che viene fatto sui
Right pattern e` il seguente:
Valid RightValid Pattern Right
1 1 CCCC CCTA, CCTT
1 0 CCTA TACCT
1 1 TACC CCCC, CCTA, CCTT
1 0 CCTT TTA
0 0 TTA ∅
0 0 CATA TACC
0 0 TTTA TACC
Tabella 4.1: Fase di Checking 1.
Le informazioni relative al V alid e RightV alid di ogni pattern, sono
quelle settate nella fase di scanning. A questo punto si procede con lo
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scandire i pattern elementari ed individuare quelli RightV alid. Il primo
ad essere individuato e` CCCC, e` RightV alid e compare in Right(TACC),
TACC e` gia` RightV alid quindi non si setta nulla. Ora viene preso TACC,
esso compare in: Right(CCTA), Right(CATA) e Right(TTTA). CCTA,
CATA e TTTA vengono settati come RightV alid. CCTA ora e` marcato
come RightV alid, appare nei Right(CCCC) e Right(TACC) i quali sono
gia` RightV alid. I restanti due pattern elementari, marcati come RightV alid,
CATA e TACC non sono presenti nei Right di nessun pattern. La situ-
azione che si presenta dopo il checking e` la presente:
Valid RightValid Pattern Right
1 1 CCCC CCTA, CCTT
1 1 CCTA TACCT
1 1 TACC CCCC, CCTA, CCTT
1 0 CCTT TTA
0 0 TTA ∅
0 1 CATA TACC
0 1 TTTA TACC
Tabella 4.2: Fase di Checking 2.
Esempio 12. Mostriamo ora le serie di convolution per arrivare al pattern
soluzione CCCCTACCT  T  A :
• currentTop = CCCC, V alid(CCCC)→ CCCC ⊕ CCTA;
• il pattern convoluto e` CCCCTA, risulta V alid(CCCCTA) ed eredita
i Right(CCTA) e il settaggio RightV alid(CCTA);
• facciamo ora CCCCTA⊕TACC = CCCCTACC, risulta V alid(CCCCTACC)
ed eredita i Right(TACC) e il settaggio RightV alid(TACC);
• facciamo ora CCCCTACC ⊕ CCT  T = CCCCTACCT  T , risulta
V alid(CCCCTACCT  T ) eredita i Right(CCT  T ) ed il settaggio di
RightV alid(CCT  T ) che in questo caso e` FALSE;
• il pattern ora inquestione, CCCCTACCT T , risulta essere ¬RightV alid
pero` essendo V alid(CCCCTACCT  T ) possiamo convolverlo con i
suoi Right (Teorema 1);
• CCCCTACCT  T ⊕ T  T  A = CCCCTACCT  T  T  A che e` la
soluzione cercata.
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Pseudocodice
In questa sezione verra` esposto e spiegato lo pseudocodice dell’algoritmo.
Viene riportato solo lo pseudocodice relativo alle modifiche apportate, ac-
compagnato dalle scelte che le hanno motivate (il resto e` uguale allo pseu-
docodice di Teiresias precedentemente illustrato).
Le parti in cui sono state applicate le modifiche riguardano:
• Scanning
• Preconvolution;
• eliminazione dei pattern dallo stack (Convolution);
• svuotamento dello stack (Convolution).
Modifiche alla fase di Scanning all’interno della fase di Scanning, pri-
ma di inserire un pattern fra l’insieme dei pattern elementari, ne viene
settato il campo V alid, LeftV alid e RightV alid.
EXTEND(pattern p)
a = number of residues in p
if a = L
Set p.Valid
Set p.RightValid
Set p.LeftValid
add p to EP
return
Modifiche alla Preconvolution All’interno della fase di Preconvolution
e` stato inserito il Checking sui pattern precedentemento descrtitto.
Tale Checking viene fatto con lo scopo di ridurre lo spazio di ricerca
ed evitare di iniziare convolution che non soddisferanno mai il vincolo
di CGRatio.
sort EP by prefix-wise <
construct Left & Right
CHECKING LEFT & RIGHT
clear Maximal
clear Stack
Eliminazione dei pattern dallo stack Teiresias, nella sua computazione,
nel momento in cui crea un pattern convoluto controlla se il numero
di occorrenze del convoluto e` uguale al numero di occorrenze della
radice. Se tale uguaglianza si verifica, la radice viene tolta dalla stack
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in quanto i due pattern sostanzialmente sono lo stesso pattern (han-
no la stessa occourrence list...). Nel trattare il vincolo del CGRatio e`
emerso il seguente problema : dato un pattern P , lo convolvo con un
altro generico pattern e do vita al pattern R. Se R e P hanno uguale
Occurrence List, scartando P, potrei scartare una possibile soluzione
nel caso in cui le convolution successive non dovessero dar vita ad un
pattern il cui CGRatio soddisfi la soglia λ. Per evitare cio`, quando
viene creato un nuovo pattern, oltre a confrontare la cardinalita` del-
l’Occourrence List, se ne controlla anche il CGRatio. Solo nel caso in
cui il CGRatio del convoluto e` maggiore del CGRatio della radice, la
radice vine tolta dallo stack. Tali modifiche vengono apportate sia nel
ramo destro che nel sinistro della Convolution.
forall q remaining in Left[t]
if t.Valid OR q.LeftValid
r = q convolve t
if r.nOccur = t.nOccur AND CGRatio(r)>= CGRatio(t)
pop Stack
if support r >= K and notSubsumed r
set r.Valid
r.LeftValid = q.LeftValid
push r onto Stack
. . .
. . .
. . .
forall q remaining in Right[t]
if t.Valid OR q.RightValid
r = t convolve q
if r.nOccur = t.nOccur AND CGRatio(r)>= CGRatio(t)
pop Stack
if support r >= K and notSubsumed r
set r.Valid
r.RightValid = q.RightValid
push r onto Stack
Svuotamento dello stack La modifica precedentemente apportata, se lo
pseudocodice e` laciato cos`ı com’e`, potrebbe causare problemi di ridon-
danza. Tale situazione potrebbe verificarsi nel caso in cui la radice
viene lasciata nello stack perche` il convoluto ha CGRatio minore di
essa, ma lo stesso convoluto alla fine della convolution risulta radice
di un pattern soluzione.
Esempio 13. abbiamo il pattern ACCT che soddisfa il vincolo di
CGRatio ≥ 0.5, convoluto da vita al pattern ACCTT che non sod-
disfa il CGRatio. A sua volta ACCTT viene convoluto e da vita
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a ACCTTG che e` soluzione. Lasciando lo pseudocodice cos`ı com’e`,
se ACCT e ACCTTG hanno la stessa Occurence List, avremo fra i
risultati un pattern sottopattern dell’altro.
Tenendo conto del fatto che si fa utilizzo di una struttura dati stack,
con inserimento ed estrazione in testa, quando i pattern verranno es-
tratti ed inseriti nello stack, l’ultimo pattern sara` quello con dimen-
sione minore. Quindi introducendo il seguente pseudocodice prima di
inserire un pattern fra i risultati, il problema viene risolto :
t = pop Stack
if CGRatio(t) >= lambda and t.nOccur > coc
then
coc = t.nOccur
add t to Maximal
end-while
Nell’esempio precedente, supponendo che ACCTTG e ACCT abbiano
la stessa cardinalita` dell’Offset List uguale ad n, viene preso in esame
prima ACCTTG che soddisfa il CGRatio e coc viene settato ad n. Al
passo successivo, quando verra` preso in esame ACCT , si soddisfera` il
CGRatio, pero` la cardinalita` della sua Offset List e` n non maggiore di
coc e non verra` inserito nello stack. Inoltre, ad ogni iterazione del for
padre, ogni volta che un nuovo pattern elementare viene preso come
radice di convolution, coc va settato uguale a zero.
for all p in EP
if notSubsumed p
push p
coc = 0
Capitolo 5
Implementazione
In questo capitolo viene descritto il sitema dal punto di vista progettuale
ed implementativo. Verra` presentata e descritta l’interfaccia che il sistema
offre all’utente e il FlowChart dell’intero sistema. L’attenzione verra` mag-
giormente concentrata sui moduli piu` significativi dal punto di vista com-
putazionale e funzionale. Di tali moduli verra` illustrato il funzionamento e,
in alcuni casi, ne verra` presentato lo pseudocodice.
5.1 Descrizione del progetto informatico
Scopo del lavoro di tesi e` apportare un contributo, dal punto di vista com-
putazionale, all’algoritmo Teiresias. Vengono aggiunte nuove funzionalita`
nella ricerca dei pattern frequenti all’interno di sequenza di DNA tramite
l’introduzione di nuovi vincoli. La ricerca dei pattern viene implementata in
modo da focalizzare l’attenzione solo sui pattern interessanti, ma soprat-
tutto si cerca di fare un utilizzo intelligente degli stessi vincoli. Tali vincoli
sono stati pushati all’interno dei vari moduli del sistema in modo da ridurre
lo spazio di ricerca evitando di utilizzarli come banale filtro sull’otput di
Teiresias.
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Il sistema si presenta all’utente con la seguente interfaccia :
Figura 5.1: Interfaccia del sistema.
Una volta inseriti i parametri di input, viene effettuato un controllo sulla loro
compatibilita` (ad esempio si controlla se valore lunghezza minima < valore
lunghezza massima). Se i parametri immessi dall’utente sono incompatibili
fra loro viene inviato all’utente un messaggio di errore. Nel caso in cui i
parametri fossero fra loro compatibili avviene la lettura del DataSequences.
Una volta letti i dati da memoria parte la fase di Scanning. Queta fase
crea tutti i PatternElementari che soddisfano i vincoli specificati in input,
nello specifico lunghezza minima, degeneracy minima e degeneracy massima.
Questi pattern elementari, etichettati con EP , rappresentano la base per la
fase di Convolution all’interno della quale vengono combinati fra loro per
dare vita ai pattern risultato.
Dopo la fase di Scanning viene effettuato il controllo sull’insieme dei
pattern elementari. Se EP e` vuoto, la computazione si ferma qui in quanto
e` impossibile andare avanti. In questo caso l’utente viene avvisato con uno
specifico messaggio a video. Nel caso in cui EP non e` vuoto, ma contiene
pattern elementari, si prosegue con le successive fasi.
Prima della fase di Convolution abbiamo una fase di Preconvolution.
Scopo di questa fase e` organizzare i pattern elementari in modo da perfor-
mare la successiva fase di Convolution. Il primo passo consiste nell’ordinare
i pattern in base al Prefix− wise e al Suffix− wise, tali ordinamenti ci
garantiscono che verranno generati per primi i pattern massimali.
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Una volta ordinati i pattern, per ogni pattern elementare vengono create
due strutture dati :
• Left : sono tutti quei pattern elementari con cui e` possibile fare
convolutiona a sinistra. Tali pattern sono ordinati per Suffix−wise;
• Right : sono tutti quei pattern elementari con cui e` possibile fare
convolution a destra. Tali pattern sono ordinati per Prefix−Wise.
La fase successiva e` la fase di Checking. All’interno di questa fase i pat-
tern elementari vengono marcati come LeftV alid o RightV alid a seconda
del contenuto delle loro struttura Left e Right [vedi teorema].
Una volta terminata la fase di Checking, sono terminate tutte le oper-
azioni preliminari alla fase di Convolution.
Durante la fase di Convolution, i pattern vengono combinati fra loro in
modo da dar origine ai pattern risultato. Le convolution vengono effettuate
prima sulla sinistra e dopo sulla destra.
Nei paragrafi successivi ognuno di questi moduli verra` spiegato con mag-
giori dettagli.
Di seguito viene riportato il FlowChart del sistema per riassumerne il
comportamento.
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Figura 5.2: FlowChart del sistema.
5.2 La classe Pattern
In questa sezione viene illustrata la classe Pattern. Fondamentalmente il
sistema e` basato su di un main che, all’interno del suo flusso, gestisce e
manipola istanze della classe Pattern mediante specifiche procedure.
Ora viene introdotta tale classe, descrivendone la sua struttura con i suoi
field ed i metodi esposti. Nelle sezioni successive illustreremo le procedure
che manipolano le istanze di tale classe.
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La struttura della classe Pattern e` la seguente:
Figura 5.3: La classe Pattern.
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5.3 Scanning Phase
Come gia` detto, Teiresias opera in due fasi principali : Scanning e Convolution.
Nella fase di Scanning vengono generati tutti i pattern elementari che
soddisfano i vincoli seguenti :
• esattamente lowlen basi;
• una lunghezza massima pari a (lowlen+ buppdeg2 c);
• degeneracy minima uguale a lowdeg;
• degeneracy massima uguale a upperdeg;
• supporto minimo uguale a K;
• numero minimo di occorrenze uguale a lowocc.
La fase di Scanning inizia con l’esaminare i singoletti {A,C,G, T}, ne
controlla il numero di occorenze ed il supporto. Se il numero di occorrenze
ed il valore del supporto soddisfano i parametri specificati in input, il pattern
viene passato alla procedura Extend. Suddetta procedura, come dice il suo
nome, estende un pattern con una base appartenente a {A,C,G, T} oppure
con un numero di don′tcare . che puo` variare da 1 a (buppdeg2 c).
I pattern elementari trovati nella fase di Scanning devono avere esatta-
mente lowlen basi, quindi prima di estendere un pattern, si controlla quante
basi contiene al suo interno. Se tale numero di basi e` uguale a lowlen, allora
si controlla se soddisfa i vincoli di lunghezza minima, degeneracy minima
e degeneracy massima. Se tutti questi vincoli vengono rispettati il pat-
tern verra` inserito nell’insieme dei patter elementari EP e sara` un futuro
candidato nella fase di Convolution.
Come introdotto nel capitolo 4 uno dei contributi apportati a Teiresias
nell’ambito di questo lavoro e` l’individuazione, dato un determinato pat-
tern, della generalizzazione piu` specifica riguardo i suoi don’t care. Cio` e`
realizzato applicando il degeneracy − Tree; procedura che, per ogni don’t
care all’interno del pattern, ne trova la sua generalizzazione piu` specifica.
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Riportiamo di seguito il FlowChart relativo alla fase di Scanning:
Figura 5.4: FlowChart della fase di Scanning.
5.3.1 Knowledge Degeneracy
I pattern elementari trovati nella fase di Scanning hanno una determinata
densita` di basi, tale densita` e` data da lowlen. Oltre alla densita’ di basi
abbiamo un numero massimo di don’t care . dato dal valore (lowlen +
buppdeg2 c). Se una position di un generico pattern contiene un don’t care, vuol
dire che quella position puo` contenere una base qualsiasi fra {A,C,G, T}.
Uno dei contributi apportati a Teiresias consiste nell’individuare all’in-
terno del pattern la generalizzazione piu` specifica.
Ad ogni don’t care e` associato un albero di degeneracy. Al fine di trovere
la generalizzazione piu` specifica, per ogni don’t care contenuto nel pattern
in esame ne viene visitato l’albero di degeneracy.
La visita di tale albero viene fatta per livelli in modo di cercare di ridurre
i tempi cpmputazionali.
Riportiamo di seguito l’albero di degeneracy.
Ad un don’t care . e` associato il seguente degeneracy − Tree :
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Figura 5.5: Albero di Degeneracy.
Ora viene descritto il modo di operare della procedura. La generaliz-
zazione piu` specifica, per un don’t care contenuto in un dato pattern, viene
cercata visitando l’albero per livelli nel modo seguente:
Per ogni don’t care contenuto nel pattern P
• si controlla se P, con il don’t care in questione, e` frequente e se ha un
numero di occorrenze sufficiente;
• se le due condizioni sono rispettate, si passa ad esaminare il livello 2 :
– il don’t care . del pattern P viene sostituito, in successione, con
i valori dei nodi del livello 2 (ad esempio, dato il pattern P =
ACG.T, vengono testati in ordine i pattern seguenti : ACG[ACG]T,
ACG[ACT]T, ACG[AGT]T e ACG[CGT]T);
– per ognuno di questi quattro nuovi pattern viene calcolato il
supporto e il numero di occorrenze;
– se nessuno di questi quattro pattern ha supporto e numero oc-
correnze uguale alla radice ( il pattern originale P con .), allora
la radice viene inserita fra i risultati e restituita in output. Ci si
ferma a questo livello nella visita dell’albero in quanto se non e`
frequente il pattern piu` generalizzato, di sicuro non lo sara` quello
piu` specifico;
– se almeno uno dei quattro ha supporto e numero occorrenze
uguale alla radice, allora il pattern di partenza viene marcato
in modo da non inserirlo nei risultati.
• se sono stati trovati pattern frequenti al livello 2, si passa ad esaminare
il livello 3 :
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– a questo livello dell’albero, non verranno provati tutti i possibili
pattern ma solo quelli i cui padri sono frequenti e soddisfano
il numero di occorrenze (ad esempio,per il patter ACG13T cioe`
ACG[AC] ne verranno controllati supporto e numero occorrenze
solo se i padri ACG[ACG]T e ACG[AGT]T soddisfano supporto
e numero di occorrenze);
– se non esiste nessun pattern foglia che soddisfa il supporto e il
numero di occorrenze, i pattern del livello 2 che soddisfano i vin-
coli di supporto e di numero di occorrenze vengono mandati in
output;
– se esistono pattern foglie che soddisfano i vincoli di supporto min-
imo e numero occorrenze, i padri vengono marcati in modo da non
essere restituiti in output;
• vengono restituiti in output i pattern non marcati.
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5.4 Ordinamento per Prefix-Wise e Suffix-Wise
Al fine di aumentare la performance della fase di Convolution, vengono
introdotti due ordinamenti sull’universo dei pattern. Grazie a questi due
ordinamentisiamo in grado di garantire che tutti i pattern vengono generati
e che un pattern massimale P venga generato prima di ogni pattern non
massimale contenuto in P. In questo modo, un pattern massimale viene in-
dividuato con il minimo sforzo confrontandolo con tutti i pattern individuati
fino a quel momento.
Descriviamo le operazioni dell’ordinamento tramite un esempio:
• dati P e Q due pattern arbitrari:
• P = ACT...C
• Q = AC.GGT.CG
• P, nell’ordinamento per Prefix-Wise precede Q in quanto P nella po-
sition 3 contiene una base mentre Q contiene un don’t care.
• allo stesso modo, nell’ordinamento per Suffix-wise, Q precede P in
quanto nella penultima position P contiene un don’t care mentre Q
contiene una base.
Quindi necessitiamo di una copia dell’insieme dei pattern elementari EP
in modo da avere :
• pattern elementari ordinati per Prefix-Wise;
• pattern elementari ordinati per Suffix-Wise.
5.5 Creazione dei Left e dei Right
Questa e` un’altra fase di preconvolution. Ad ogni pattern sono associate
due strutture dati :
• Left : contiene tutti i pattern con cui il pattern padre puo` effetture la
convolution sulla sinistra. I pattern contenuti nella struttura dati Left
sono ordinati secondo il Suffix-Wise;
• Right : contiene tutti i pattern con cui il pattern padre puo` effettuare
la convolution sulla destra. I pattern contenuti nella struttura dati
Right sono ordinati secondo il Prefrix-Wise.
Come detto in precedenza, nella fase di ordinamento vengono replicati i
pattern elementari in modo da avere due insiemi, uno ordinato per Prefix-
Wise e l’altro ordinato per Suffix-Wise.
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Le strutture dati Left e Right vengono create solo per l’insieme di pattern
elementari ordinati per Preix-Wise in quanto la convolution lavorera` su tale
insieme di pattern.
La creazione di tali strutture dati avviene nel modo seguente :
Per ogni pattern P contenuto in EP for Prefix-Wise
• Creazione Left :
– Scandisci EP for Suffix-Wise ;
– se l’i-esimo pattern di EP for Suffix-Wise ha il suffisso uguale al
prefisso di P, aggiungilo a LEFT ;
– altrimenti passa al pattern successivo.
• Creazione Right
– Scandisci EP for Prefix-Wise ;
– se l’i-esimo pattern di EP for Prefix-Wise ha il prefisso uguale al
suffisso di P, aggiungilo a Right ;
– altrimenti passa al pattern successivo.
5.6 Checking
Al fine di ridurre lo spazio di ricerca nell’individuare i pattern che soddisfano
il CG-Richness, e` necessario marcare i Left ed i Right come LeftValid e
RightValid in base alle proprieta` del pattern padre [teroma e corollario]. La
procedura opera nel seguente modo :
per ogni pattern P appartenente a EP for Prefix-Wise :
• se P e` LeftValid
– scandisci tutti i pattern apparteneti a Right di P e settane il
campo LeftValid a True;
• se P e` RightValid
– scandisci tutti i pattern apparteneti a Left di P e settane il campo
RightValid a True;
Di seguito viene riportato il relativo FlowChart:
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Figura 5.6: FlowChart della fase di Checking.
5.7 Convolution Phase
Terminate le fasi di preConvolution i pattern sono stati preparati per la fase
di Convolution.
Grazie ai due ordinamenti e alla fase di Checking siamo in grado di
sfruttare le assunzioni fatte nel capitolo 4 in merito al CG-Richness riducen-
do l’insieme dei pattern estratti, focalizzando solo sui pattern di interesse e
riducendo al tempo stesso lo spazio di ricerca e quindi i tempi di esecuzione.
I pattern risultato, vengono generati e riportati in stages, uno stage per
ogni pattern elementare. Per ogni stage si fa uso di uno stack. All’inizio
dello stage, lo stack viene inizializzato con l’i-esimo pattern elementare.
L’algoritmo lavora sempre con il pattern che si trova in cima allo stack che
prende il nome di current top. Per prima cosa si controlla se il current top
e` Valid (soddisfa il CGRichness ?). Se lo soddisfa, allora possiamo provare
le convolution con qualsiasi pattern presente nei suoi Left e successivamente
nei suoi Right, altrimenti le convolution sulla sinistra possono essere fatte
solo con i pattern LeftValid e le convolution sulla destra solo con i pattern
RightValid [vedi corollario].
Una volta soddisfatto uno dei precedenti vincoli, si estende il pattern
elementare sulla sinistra con un pattern Q appartenente ai suoi Left (tali
pattern sono ordinati per Suffix-Wise). Sia R il pattern risultante dalla con-
volution, se soddisfa i vincoli di degeneracy massima e lunghezza massima
se ne calcola il supporto e il numero occorrenze (se non soddisfa i vincoli
prima detti e` inutile calcolare il supporto in quanto andremmo a scandire
inutilmente il DataSequences). A questo punto si controlla se R e current top
hanno lo stesso numero di occorrenze; se cos`ı dovesse risultare e se CGRa-
tio(R) ≥ CGRatio(current top) il current top viene tolto dallo stack. Se R
soddisfa la soglia di supporto minimo e se e` massimale (non e` sussunto) R
diventera` il nuovo current top altrimenti si passa alla prossima convolution.
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Una volta terminate le possibili convolution sul prefisso, si procede con
l’estensione sulla destra. Quando l’estensione e` terminata in entrambe le
direzioni, il current top viene tolto dalla cima dello stack e si controlla se
soddisfa il vincolo del CGRichness. Se soddisfa il vincolo viene riportato tra
i risultati di output ed il processo riparte dalla nuova cima dello stack. La
computzione sul pattern corrente termina quando lo stack si svuota.
La fase di convolution termina quando vengono effettuati tutti gli stage
relativi a tutti i pattern elementari.
Di seguito viene riportato il FlowChart relativo alla fase di Convolution:
Figura 5.7: FlowChart della fase di Convolution.
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Di seguito viene riportato lo pseudocodice della fase di Convolution :
CONVOLVE()
for all p in EP
if notSubsumed p
push p
coc = 0
else
continue
* while Stack not empty
t = Stack.top
forall q remaining in Left[t]
if t.Valid OR q.LeftValid
r = q convolve t
if r.nOccur = t.nOccur AND CGRatio(r)>= CGRatio(t)
pop Stack
if support r >= K and notSubsumed r
set r.Valid
r.LeftValid = q.LeftValid
push r onto Stack
go to *
end-for
forall q remaining in Right[t]
if t.Valid OR q.RightValid
r = t convolve q
if r.nOccur = t.nOccur AND CGRatio(r)>= CGRatio(t)
pop Stack
if support r >= K and notSubsumed r
set r.Valid
r.RightValid = q.RightValid
push r onto Stack
go to *
end-for
t = pop Stack
if CGRatio(t) >= lambda and t.nOccur > coc
then
coc = t.nOccur
add t to Maximal
end-while
end-for
Capitolo 6
Test e risultati
In questo capitolo vengono analizzati i test al fine di valutare le prestazioni
dell’ algoritmo C-Teiresias, implementato come descritto nelle sezioni prece-
denti. I risultati ottenuti dai test efettuati sul nostro algoritmo verrano con-
frontati con i risultati ottenuti applicando all’algoritmo Teiresias i vincoli
come filtro sull’output finale (un semplice post filter, senza tener conto dei
vincoli nella generazione dei pattern).
Lo scopo e` mostrare la notevole riduzione dell’esplorazione dello spazio di
ricerca e dei tempi computazionali, che si ottiene facendo un uso intelligente
dei vincoli.
Tutti i test sono stati eseguiti su un Intel(R) Core(TM)2 DUO CPU
T7250 2.00 GHz con 2GB di RAM eMicrosoft Windows Vista Home Edition
versione 2007.
6.1 Post Filter su Teiresias
Obiettivo della tesi e` apportare un contributo all’algoritmo Teiresias [14],
che consiste nello spingere all’interno di Teresias un insieme di vincoli stu-
diandone le proprieta`. L’aggiunta di questi vincoli, oltre a estrarre l’insieme
dei pattern di interesse, deve aiutare a ridurre lo spazio di ricerca e quindi
i tempi di esecuzione.
Al fine di valutare se e quanto il nostro algoritmo effettivamente rag-
giunge tale obiettivo, e` stato applicato all’algoritmo Teiresias un post filter
sul suo output in modo da poterne confrontare le prestazioni con il nostro
C-Teiresias.
L’algoritmo Teiresias, con il post filter aggiunto, riceve in input gli stessi
parametri ricevuti dall’algoritmo C-Teiresias :
• Soglia di CGRatio;
• Supporto minimo;
• Lunghezza minima;
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• Lunghezza massima;
• Degeneracy Minima;
• Degeneracy Massima;
• Numero minimo di occorrenze;
• densita` di residui dei pattern elementari L;
• lunghezza massima dei pattern elementari W.
Come spiegato in 4.3.1, l’algoritmo C-Teiresias mappa i parametri di
input sui parametri L e W nel modo seguente :
• L = lunghezza minima;
• W = lunghezza minima+ bdegeneracymassima2 c.
All’algoritmo Teiresias con post filter invece vanno passati esplicitamente.
In questo modo i due algoritmi eseguiranno la generazione dei pat-
tern elementari (nella fase di Scanning) e le giustapposizioni (nella fase di
convolution) in base agli stessi parametri.
L’algoritmo Teiresias con post filter, prima di inserire un pattern fra
i risultati, controlla se il pattern in questione soddisfa i vincoli inseriti in
input dall’utente.
Di seguito viene riportato lo pseudocodice della fase di Convolution dove
e` stata apportata tale modifica :
Scan()
. . . .
. . . .
. . . .
t = pop Stack
if lunghezza minima <= t.length <= lunghezza massima
if degminima <= t.degeneracy <= degmassima
if t.CGRatio >= minCGRatio
if t.#Occ >= min#Occ
add t to Maximal
end-while
end-for
Apportando tale modifica, in determinati casi e` possibile che si verifichi
una perdita di informazione (pattern risultato) da parte di Teiresias con post
filter. Cio` e` possibile in quanto puo` verificarsi che un pattern massimale
che non soddisfi i vincoli, sussuma uno o piu` pattern che li soddisfano.
Spieghiamo il concetto ora illustrato mediante un esempio:
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Esempio 14. siano dati i seguenti parametri di input :
• lunghezza minima = 3;
• lunghezza massima = 7;
• degeneracy minima = 2;
• degeneracy massima = 4;
• numero minimo di occorrenze = 5;
• minimo CGRatio = 0,5.
supponiamo che ad un certo punto della computazione si inizi a convolvere
il pattern P = CC[AC]A. P soddisfa tutti i vincoli quindi potrebbe essere
un possibile candidato dell’insieme risultato. Iniziando le convolution, P
viene convoluto con Q = C[AC]A[ACGT]T. Il risultato e` il pattern R =
CC[AC]A[ACGT]T che sussume P , il quale viene tolto dallo stack. Quando
R verra` controllato per verificare se soddisfa i vincoli, verra` scartato in
quanto ha una degeneracy pari a 6, che e` maggiore della degeneracy massima
specificata dall’utente.
In questo modo il pattern P , che sarebbe stato di sicuro una soluzione,
andra` perso.
6.2 File utilizzato per i Test
L’algoritmo C-Teiresias e` stato testato empiricamente su un Dataset di nove
sequenze.
Il Dataset e` il seguente :
>M00930-1-embl
gatctccgctaactcctgctttgcaattcagaattattatttccaaataccagtaaagaaatgggtga
ctccatggtggtcaaacagaaatattcccagctagttcctcattctcctgccagtagtcatagtcatc
tgccaactgcagatgtaccataattaagaagctt
>M00930-10-embl
aagtgtacttacgtttcagctccagcttggtcccagcaccgaacgtgagaggatagctgctatattgc
tggcagaaataatctgccaggtcttcagactgcatattgctgatggtgagagtgaaatctgtcccaga
tccactgcctgtgaagcgatcagggactccagtgtaccgattggatgccgagtaaatcagtagtttag
gagattgtcctggtttctgttgataccaggctacagcagtacccaca
>M00930-11-embl
tctagaggatctcgtcatggatggttgtgaaccaccatgtggttgctgggatttgaactccggacctt
tggaaaagaagtcgggtgctcttacccactgaaccatctcaccagccccacagcaaactcttatacaa
gaagaagagggctgtgttgagggcctagacttcattttcttcctcctcttcctcctcctcctctttct
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cttcttcctcttcttcctcctcctcttgagacagagcagtgaccatggccacactggtgctgtcttcc
atgccctgccactggctgttgttcctgc
>M00930-12-embl
ctgtctcaaaaaaaaaaaaccttaattaatccccatatacaaatagaaaacattacttcatcgagtac
tcaagagtatttcaaatattaacaattattaaaaaaaaaagttctttgttacaaaacggccccaagag
gaaactggcctgccccagatactcctcctactgcctccagctgctcagagggtttctcatattccagt
caagctt
>M00930-2-embl
aaagatgaaagttctttctactggaatctaataaaagtcattttcctcatttccacctctcttttctc
aaagtcaaaattgtccatctagatttttagaggcgctccttaggccctaaaacattaccactgggtct
cagcccagttagtcctctgcagtttcttcacccccaaccccagtatcttcaaacagctcacaccctgc
tgtgctcagatcaatactcagttgtctaagttgcctcgagactaaaggcaacagggctgaaacatctc
ctggactcaccttgaagttctcaggatccacatgcagcttgtcacagtgcagttcactcagctgggca
aaggtgcccttgagatcatccaggtgctttatggcatctcccaaggaagtcagcaccttcttgccatg
tgccttgactttggggttgcccatgatggcagaggcagaggacaggttgccaaagctgtcaaagaacc
tctgggtccatgggtagacaaccaggagcctgtgagattgacaagaacagctctaaccttgctagatt
ataatgccagaagctctggaattc
>M00930-20-embl
ccataggccatcggcgcatgcgtggaatctgatttctttccttccattcgagatctcctcgacaccgc
ctctgctctgtatagggaggccttagagtctccggaacattgttcacctcatcatacagcactcaggc
aagctattctgtgttggggtgagttgatgaatctggccacctgggtgggaagtaatgggctttattct
tctactgtacctgtctttaatcctgagtggcaaactaagagacagtcatcctcaggccatgcagtgga
a
>M00930-21-embl
cgggtcttgccgcgtcctgggcccaacccgcatgttgtccaggaaggtgtccgccatttccagggccc
acgacatgcttttcccgacgagcaggaagcggtccacgcaacggtcgccgccggtcgcctcgacgagg
gcgttcctcctgcgggaaggcacgaacgcgggtgagccccctcctccgcccccgcgtccccccctcct
ccgcccccgcgtccccccctcctccgcccccgaaccgggaagtcggggcccgggccccgccccctgcc
cgttcctcgttagcatgcggaacggaagcggaaaccgccggatcgggcggtaatgagatgccatgcgg
ggcggggcgcggacccacccgccctcgcgccccgcccatggcagatggcgcggatgggcggggccggg
ggttcgaccaacgggccgcggccacgggcccccggcgtgccggcgtcggggcggggtcgtgcataatg
gaattc
>M00930-6-embl
tgattacttcctgtctttggtagtacttttgactgtttatttaacctggatactctcaaacagctgtg
taatttacttccttatttgatgactactttgcatagatccctagaggccagcacagctgctcatgatt
tataaaccaggtctttgcagtgagatctgaaatacatcagaccagcatacactt
>M00930-7-embl
gccgtgcgtcgtgacgtcatttgcatcgtcttctctcgtccaatcagcgttggctccgccccgaaacc
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gttaaaattcaaaagctcatttgcatattaacttttgtttactttgtggggtatattattgatgaag
L’algoritmo C-Teiresias e` stato testato su di un unico Dataset in quanto
il suo comportamento, al variare della qualita` e delle dimensioni dei dati,
e` simile al comportamento di Teiresias e tali risultati sono gia` noti in let-
teratura [28][14][30]. L’obiettivo dei test e` dimostrare che effettivamente
C-Teiresias ha prestazioni superiori rispetto a Teiresias con post filter.
6.3 Test su C-Teiresias
In questo paragrafo viene illustrato il comportamento dell’algoritmo C-
Teiresias al variare dei parametri di input.
Nella figura seguente viene illustrata l’esecuzione dell’algoritmo C-Teiresias
al variare del supporto minimo mantenendo tutti gli altri parametri costan-
ti. Dal grafico possiamo vedere che al crescere del supporto diminuisce
linearmente il tepo di esecuzione di C-Teiresias.
Figura 6.1: Tempo di esecuzione di C-Teiresias al variare del supporto.
Di conseguenza anche il numero di soluzioni esplorate decresce linear-
mente al crescere del supporto come e` evidente dal seguente grafico.
Nella sottostante tabella vengono riportati i valori relativi ai test ef-
fettuati al variare del supporto. Tutti gli altri parametri di input restano
costanti e precisamente sono :
• Lunghezza minima = 4;
• lunghezza massima = 10;
• Degeneracy minima = 0;
• Degeneracy massima = 4;
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Figura 6.2: Soluzioni esplorate da C-Teiresias al variare del supporto.
• numero minimo di occorrenze = 8;
• minimo CGRatio = 0,7.
Supporto Tempo Soluzioni Esplorate Pattern Elementari Soluzioni
2 0.0.27.456 196155 995 721
4 0.0.6.910 16606 882 164
6 0.0.4.20 2418 404 32
8 0.0.2.610 66 64 5
Tabella 6.1: Valori relativi all’esecuzione di C-Teiresias al variare del
supporto mantenendo gli altri parametri costanti
Dai valori riportati nella tabella risulta evidente che anche il numero di
pattern elementari generati in fase di Scanning ed il numero di soluzioni
torvate diminuisce linearmente al crescere del valore del supporto.
6.4 Confronto con Teiresias post filter
In questo paragrafo vengono illustrati e confrontati fra di loro i risultati
ottenuti su C-Teiresias e su Teiresias con post filter. Mostreremo che il
numero di soluzioni esplorate ed i tempi computazionali di C-Teiresias sono
nettamente inferiori rispetto a Teiresias con post filter.
Sono state effettuate tre tipologie differenti di test :
• riguardo la variazione del supporto;
• riguardo la variazione del CGRatio;
• riguardo la variazione della differenza fra W ed L.
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6.4.1 Variazione del supporto
Vengono riportati e confrontati i risultati di C-Teiresias e Teiresias al vari-
are del supporto minimo. Tutti gli altri valori restano costanti. Dalla figu-
ra 5.10 risulta evidente che lo spazio di ricerca esplorato da C-Teiresias e`
notevolmente inferiore rispetto allo spazio di ricerca di Teiresias con post
filter.
Cio` e` dovuto a varie ragioni:
• in primis la cardinalita` dell’insieme dei Pattern elementari, generati
dalla fase di Scanning di C-Teiresias, risulta essere molto inferiore
rispetto a quella generata dallo Scanning di Teiresias con post filter
(Tabella 5.2 e Tabella 5.3). Cio` influisce sulle possibili combinazioni
di giustapposizioni provate nella fase di Convolution;
• in secondo luogo, nella fase di Convolution di C-Teiresias vengono
inseriti nello Stack solo quei pattern che non violano i vincoli e che
siano promettenti per cio` che riguarda il vincolo del CGRatio. Cosa
che invece non avviene in Teiresias, dove vengono inseriti nello Stack
i pattern che soddisfano il supporto e che non sono sussunti.
Il seguente grafico illustra quanto detto.
Figura 6.3: Confronto fra lo spazio di ricerca esplorato da C-Teiresias e lo
spazio di ricerca esplorato da Teiresias con post filter al crescere del supporto.
Essendo inferiore lo spazio di ricerca esplorato da C-Teiresias rispetto a
quello esplorato da Teiresias con post filter di conseguenza anche i tempi di
esecuzione risultano essere differenti.
Nelle sottostanti tabelle vengono riportati i valori relativi ai test effet-
tuati su C-Teiresias e Teiresias con post filter al variare del supporto. Tutti
gli altri parametri di input restano costanti e precisamente sono :
• Lunghezza minima = 4;
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Figura 6.4: Confronto fra i tempi di esecuzione di C-Teiresias e i tempi di
esecuzione di Teiresias con post filter al crescere del supporto.
• lunghezza massima = 10;
• Degeneracy minima = 0;
• Degeneracy massima = 4;
• numero minimo di occorrenze = 8;
• minimo CGRatio = 0,7.
Supporto Tempo Soluzioni Esplorate Pattern Elementari Soluzioni
2 0.0.27.456 196155 995 721
4 0.0.6.910 16606 882 164
6 0.0.4.20 2418 404 32
8 0.0.2.610 66 64 5
Tabella 6.2: Valori relativi all’esecuzione di C-Teiresias facendo variare il
supporto e mantenendo costanti tutti gli altri parametri.
Supporto Tempo Soluzioni Esplorate Pattern Elementari Soluzioni
2 0.9.54.815 2502951 2498 591
4 0.0.32.47 101029 2084 164
6 0.0.7.88 11130 1037 32
8 0.0.3.514 346 144 5
Tabella 6.3: Valori relativi all’esecuzione di Teiresias con post filter facendo
variare il supporto e mantenendo costanti tutti gli altri parametri.
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Confrontanto il campo Soluzioni della prima riga delle tabelle 5.2 e 5.3
risultano valori differenti per i due algoritmi. Cio` e` dovuto a quanto detto
in merito al fatto che l’applicazione dei vincoli come filtro sull’output di
Teiresias puo` causare perdita di informazioni [5.8.1].
6.4.2 Variazione del CGRatio
In questa sezione vengono analizzati i risultati dei test, effettuati sui due
algoritmi, al variare della soglia di minimo CGRatio. Per quanto riguarda C-
Teiresias, le dimensioni dello spazio di ricerca tendono a diminuire al crescere
del CGRatio, in quanto maggiore sara` il valore di CGRatio minimo e minore
sara` il numero di pattern promettenti fra gli insiemi Left e Right di ogni
pattern elementare, di conseguenza diminuiscono il numero di convolution.
Diminuendo il numero di convolution diminuira` anche il tempo di esecusione
all’aumentare della soglia di CGRatio. Quindi lo spazio di ricerca esplorato
e i tempi di esecuzione di C-Teriresias diminuiscono semi-linearmente al
crescere della soglia di CGRatio come dimostrano le figure 5.4 e 5.5.
Per quanto riguarda Teiresias con post filter invece sia i tempi di ese-
cuzione che lo spazio di ricerca esplorato variano di pochissimo al crescere
della soglia di CGRatio. Quindi siamo in grado di dire che anche in questo
caso l’algoritmo C-Teiresias risulta essere piu` performante rispetto a Teire-
sias con post filter.
I due grafici seguenti illustrano quanto detto.
Figura 6.5: Confronto fra i tempi di esecuzione di C-Teiresias e i tempi di
esecuzione di Teiresias con post filter al crescere del CGRatio.
Nelle sottostanti tabelle vengono riportati i valori relativi ai test effet-
tuati su C-Teiresias e Teiresias con post filter al variare della soglia di
CGRatio. Tutti gli altri parametri di input restano costanti e precisamente
sono :
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Figura 6.6: Confronto fra lo spazio di ricerca esplorato da C-Teiresias e
lo spazio di ricerca esplorato da Teiresias con post filter al crescere del
CGRatio.
• supporto minimo = 6;
• Lunghezza minima = 4;
• lunghezza massima = 6;
• Degeneracy minima = 0;
• Degeneracy massima = 4;
• numero minimo di occorrenze = 20.
CGRatio Tempo Soluzioni Esplorate Pattern Elementari Soluzioni
0,3 0.0.4.672 69 36 30
0,5 0.0.4.376 69 36 30
0,7 0.0.3.860 62 36 10
0,9 0.0.3.041 52 36 5
Tabella 6.4: Valori relativi all’esecuzione di C-Teiresias facendo variare la
soglia di CGRatio e mantenendo costanti tutti gli altri valori.
6.4.3 Variazioni della differenza fra W ed L
In questa sezione i test sui due algoritmi verranno effettuati facendo variare
la differenza fra W ed L. Come detto nelle sezioni precedenti, il parametro
L equivale alla densita` di basi che un pattern elementare deve contenere,
mentre W rappresenta la lunghezza massima che lo stesso pattern elementare
puo` avere.
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CGRatio Tempo Soluzioni Esplorate Pattern Elementari Soluzioni
0,3 0.0.8.476 11148 1037 30
0,5 0.0.8.371 11148 1037 30
0,7 0.0.8.460 11164 1037 10
0,9 0.0.8.727 11164 1037 5
Tabella 6.5: Valori relativi all’esecuzione di Teiresias con post filter facendo
variare la soglia di CGRatio e mantenendo costanti tutti gli altri valori.
All’aumentare della differenza fra questi due parametri, aumenta linear-
mente anche lo spazio di ricerca esplorato e i tempi di esecuzione. Questo e`
dovuto a tre cause :
• aumentando la differenza fra W - L, aumenta la dimensione dei pat-
tern elementari. Di conseguenza, nella fase di Scanning verra` preso
in considerazione un numero maggiore di pattern elementari con un
conseguente aumento dei tempi di esecuzione della fase diScanning ;
• venendo preso in considerazione un numero maggiore di pattern ele-
mentari ne aumenta la cardinalita` dello stesso insieme quindi maggiore
sara` il successivo numero di convolution effettuate. Aumenta lo spazio
di ricerca esplorato e di conseguenza aumentano i tempi di esecuzione
della fase di Convolution;
• essendo W = lunghezza minima + bdegeneracymassima2 c, se la lunghez-
za minima rimane costante e se la differenza fra W ed L aumenta,
vuol dire che aumenta il valore di Degeneracy Massima. Aumentan-
do tale valore aumenta il numero di pattern intermedi, nella fase di
Convolution, che non violano il vincolo di degeneracy massima. Di
conseguenza aumentano anche le convolution con una ripercussione su
spazio di ricerca e tempi di esecuzione.
Analizzando i risultati dei test efettuati sui due algoritmi risulta per
entrambi che l’esplorazione del loro spazio di ricerca e i tempi di esecuzione
aumentano linearmente all’aumentare della differenza fra W ed L.
Anche in queso caso C-Teiresias risulta essere piu` performante rispetto
a Teiresias con post filter.
I due grafici seguenti illustrano quanto detto.
Nelle sottostanti tabelle vengono riportati i valori relativi ai test effet-
tuati su C-Teiresias e Teiresias con post filter al variare della della differenza
fra W ed L. Tutti gli altri parametri di input restano costanti e precisamente
sono :
• supporto minimo = 6;
• Lunghezza minima = 4;
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Figura 6.7: Confronto fra i tempi di esecuzione di C-Teiresias e i tempi di
esecuzione di Teiresias con post filter al crescere della differenza fra W ed L.
Figura 6.8: Confronto fra lo spazio di ricerca esplorato da C-Teiresias e
lo spazio di ricerca esplorato da Teiresias con post filter al crescere della
differenza fra W ed L.
• lunghezza massima = 12;
• Degeneracy minima = 0;
• numero minimo di occorrenze = 30;
• CGRatio minimo = 0,6.
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W-L Tempo Soluzioni Esplorate Pattern Elementari Soluzioni
2 0.0.3.360 10 9 3
3 0.0.10.478 10 9 3
4 0.0.26.350 37 18 8
5 0.0.54.476 37 18 8
6 0.1.42.169 73 34 19
Tabella 6.6: Valori relativi all’esecuzione di C-Teiresias facendo variare W-L
e mantenendo costanti tutti gli altri parametri.
W - L Tempo Soluzioni Esplorate Pattern Elementari Soluzioni
2 0.0.7.490 11164 1037 3
3 0.0.24.498 28704 2109 3
4 0.1.16.331 61931 3740 8
5 0.2.53.260 115133 5998 8
6 0.5.4.593 195823 8976 19
Tabella 6.7: Valori relativi all’esecuzione di Teiresias con post filter facendo
variare W-L e mantenendo costanti tutti gli altri parametri.
Capitolo 7
Conclusioni e sviluppi futuri
La biologia molecolare e` una scienza che studia la funzione e la composizione
delle molecole preposte ai processi vitali mediante esperimenti di laborato-
rio. La nascita del progetto Genoma Umano per la mappatura dell’intera
sequenza ha messo in evidenza i limiti dei vecchi metodi computazionali
facendo scaturire l’esigenza di nuovi metodi piu` performanti.
Cio` e` dovuto al fatto che si lavora con grandi quantita` di informazioni,
gran parte delle quali irrilevante dal punto di vista biologico. Proprio per
questo motivo e` necessario focalizzare l’attenzione su quelle informazioni
rilevanti e questo e` possibile applicando il Pattern Discovery sulle sequenza
biologiche.
7.1 Conclusioni
Il lavoro si articola in due fasi principali, una piu` teorica con la ricerca e
lo studio del materiale in lettaratura e l’altra piu` pratica con l’implemen-
tazione di un algoritmo per l’estrazione di pattern frequenti che soddisfano
un insieme di vincoli.
Nella fase teorica ci siamo inizialmente concentrati sul dominio di appli-
cazione delle tecniche di mining facendo una rassegna sullo stato dell’arte del
Data Mining. In seguito ci siamo spostati sullo studio della letteratura del
Pattern Discovery in biologia, studiando il comportamento di due algoritmi
: ToMMS e Teiresias.
La parte teorica della tesi si e` conclusa con la scelta dell’algoritmo da im-
plementare : Teiresias che estrae pattern mediante un metodo combinatorio
basato su approccio Bottom Up.
E’ stato individuato un insieme di vincoli e ne sono state studiate le
proprieta`. Sulla base di queste proprieta` si e` modificato l’algoritmo Teiresias
aggiungendo i vincoli. L’utilizzo dei vincoli aiuta a ridurre l’insieme dei
pattern estratti, focalizzando l’attenzione su quelli di interesse e riducendo
al tempo stesso lo spazio di ricerca e quindi i tempi di esecuzione.
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Il linguaggio di programmazione utilizzato e` C#. e l’ambiente di sviluppo
e` Microsoft Visual Studio 2005.
La parte pratica della tesi si conclude con i test fatti su C-Teiresias ed
il suo confronto con Teiresias con post filter che, a differenza di C-Teiresias
restituisce un sottoinsieme dell’insieme delle soluzioni.
Dai test effettuati risulta che C-Teiresias e` molto piu` performante di
Teiresias con post filter. I due algoritmi in determinati casi danno output
differenti in quanto e` possibile che Teiresias con post filter perda qualche
risultato rispetto a C-Teiresias [4.3.1] con tempi di esecuzione ed esplo-
razione dello spazio di ricerca nettamente a favore di C-Teiresias.
7.2 Spunti per sviluppi futuri
Il lavoro svolto in questa tesi proseguira` con il miglioramento dell’algorit-
mo C-Teiresias. Un primo obiettivo e` quello di introdurre nuovi vincoli
sull’estrazione dei pattern [31].
Per semplicita` in questa tesi si e` implementata una versione di C-Teiresias
che contiene in memoria l’intero Dataset quindi un altro naturale migliora-
mento e` quello di realizzarne una versione che lavori su Dataset piu` gran-
di. Per endere possibile cio` e` necessario progettare ed implementare un
gestore della memoria dedicato che permetta di utilizzare in maniera effi-
ciente la memoria e che, tramite opportuni prefetching, non degradi troppo
le performance computazionali.
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