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Abstract
We discuss fermions for arbitrary dimensions and signature of the metric,
with special emphasis on euclidean space. Generalized Majorana spinors are
defined for d = 2, 3, 4, 8, 9 mod 8, independently of the signature. These
objects permit a consistent analytic continuation of Majorana spinors in Min-
kowski space to euclidean signature. Compatibility of charge conjugation with
complex conjugation requires for euclidean signature a new complex structure
which involves a reflection in euclidean time. The possible complex structures
for Minkowski and euclidean signature can be understood in terms of a modulo
two periodicity in the signature. The concepts of a real action and hermitean
observables depend on the choice of the complex structure. For a real action
the expectation values of all hermitean multi-fermion observables are real.
This holds for arbitrary signature, including euclidean space. In particular, a
chemical potential is compatible with a real action for the euclidean theory.
We also discuss the discrete symmetries of parity, time reversal and charge
conjugation for arbitrary dimension and signature.
1 Introduction
Analytic continuation from Minkowski space to euclidean space is a central tool in
quantum field theory. Many non-perturbative computations, as lattice gauge theory
for quantum chromodynamics, are directly performed in euclidean space-time. If
the euclidean functional integral obeys Osterwalder-Schrader positivity [1], and if a
continuous analytic continuation of the action from euclidean space to Minkowski
space can be realized, the scattering amplitudes of the physical world in Minkowski
space can be obtained from the scattering amplitudes computed in euclidean space.
More precisely, the n-point functions in momentum space can be computed by an-
alytic continuation of the momenta. For all momenta within the range where the
n-point functions remain analytic, these analytically continued values coincide with
the physical n-point functions as computed from the functional integral in Minkowski
space [2]. Euclidean and Minkowski space differ by the signature of the metric. An-
alytic continuation from euclidean to Minkowski signature affects the properties
of the generalized Lorentz transformations. The standard Lorentz transformations
SO(1, d − 1) for Minkowski signature become the (euclidean) rotations SO(d) for
euclidean signature.
For fermions, the mapping between Minkowski space and euclidean space is,
however, not without problems. The basic issue is a modulo two periodicity in
signature for the reality properties of representations of the generalized Lorentz
group. While the two fundamental spinor representations 2L,R of the Lorentz group
in four dimensions are complex, the fundamental spinors 21, 22 are (pseudo)-real for
the orthogonal group SO(4). Complex conjugation maps the spinor representations
of SO(1, 3) into each other, 2L ↔ 2R, while the SO(4)-spinors 21 and 22 are mapped
into themselves.
This simple property has important consequences if one tries to define charge con-
jugation and Majorana spinors in terms of complex conjugation. Often, Majorana
spinors are associated to real 2[
d
2 ]-component spinor representations of the general-
ized d-dimensional Lorentz group (with
[
d
2
]
= (d − 1)/2 for odd). For Minkowski
signature, they exist for d = 2, 3, 4, 8, 9 mod 8 [3]. (In four dimensions, a four-
component Majorana spinor can be associated to a two-component complex Weyl
spinor - the four real components can be obtained as linear combinations of the real
and imaginary parts of the Weyl spinors.) A similar prescription for euclidean sig-
nature would allow Majorana spinors for d = 2, 6, 7, 8, 9 [3]. No euclidean Majorana
spinor would exist for d = 4 according to this definition.
It is therefore sometimes advocated that the number of spinor degrees has to be
doubled if four-dimensional Majorana spinors are described with euclidean signa-
ture. From the point of view of analytic continuation a different number of spinor
components for euclidean and Minkowski signature would obviously not be a very
satisfactory situation. Continuity is not compatible with a sudden jump of the
number of degrees of freedom. In this paper we advocate that the correct imple-
mentation of Majorana spinors in quantum field theory should not be based on the
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reality properties of the representations of the generalized Lorentz group.
Majorana spinors are eigenstates of a suitable charge conjugation operator. We
present a definition of charge conjugation for which physical Majorana spinors can
be implemented whenever the symmetric product of two identical 2[
d
2 ]-component
spinors contains a vector with respect to the generalized Lorentz transformations.
This is the case for d = 2, 3, 4, 8, 9 mod 8, independently of the signature. Imposing
the Majorana constraint reduces the number of independent degrees of freedom by a
factor 1/2. This is the same for Minkowski and euclidean signature. To every model
in Minkowski space corresponds then a euclidean model with the same number of
spinor degrees of freedom. No “doubling of degrees of freedom” is necessary for
Majorana spinors in four-dimensional euclidean space. What has to be questioned,
however, is the relation of the discrete symmetries like charge conjugation, to the
notion of complex conjugation. In this paper we present a detailed discussion of the
complex structure that is compatible with analytic continuation.
We discuss quantum field theories for fermions in the context of Grassmann
functional integrals [2]. Dirac spinors are based on a Grassmann algebra that is
constructed from two sets of independent Grassmann variables ψγ(x) and ψ¯γ(x),
where the number of components γ equals 2[
d
2 ]. This basic setting does not need
the notion of a complex conjugation that relates ψ and ψ¯. For Majorana spinors
the Grassmann variables ψ¯ are no longer independent - they can be expressed as
linear combinations of the Grassmann variables ψ. Correspondingly, the functional
integral involves only an integration over ψ, in contrast to the integration over ψ and
ψ¯ for Dirac spinors. The number of independent Grassmann variables for Majorana
spinors is only half the number for Dirac spinors. Dirac spinors can be interpreted
as two independent Majorana spinors.
For Dirac spinors both ψ and ψ¯ belong to the same representation of the gener-
alized Lorentz group (which may be reducible). From the point of view of a consis-
tent implementation of generalized Lorentz transformations no obstacle prevents the
identification of ψ¯γ(x) with a suitable linear combination of variables ψγ(x). The
restrictions arise from the requirement that for physical Majorana spinors it must
be possible to construct a Lorentz invariant kinetic term from a single Majorana
spinor. This requires that the symmetric product of two identical Majorana spinors
contains a vector of the generalized Lorentz transformations. This is not the case
for d = 5, 6, 7 mod 8.
For all other dimensions, d = 2, 3, 4, 8, 9 mod 8, we will construct generalized
Majorana spinors which make euclidean and Minkowski signature compatible. They
are similar to the definition of Majorana spinors by Nicolai [4] (see also ref. [5]) and
generalize this concept. Our setting also leads to a generalized concept of “reality”
of the action, closely related to the old observation that hermiticity for the action in
Minkowski space corresponds to Osterwalder-Schrader positivity in euclidean space
[1]. The notion of “reality” for spinors is no longer linked to the representation
theory of the generalized Lorentz group, but rather to eigenstates of a generalized
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complex conjugation. Similar remarks actually apply to the chiral antisymmetric
tensor representation of rank d/2 (for even dimensions), where the reality properties
also jump with a modulo two periodicity in the signature [6].
We present a unified picture of the discrete symmetries parity, time reversal and
charge conjugation for arbitrary dimension and signature. The basic formulation
involves the independent Grassmann variables ψ and ψ¯ for Dirac spinors and is in-
dependent of the complex structure. If we express charge conjugation in terms of
complex conjugation it reflects the property that complex conjugation in euclidean
space involves a reflection in euclidean time and the zero-component of momen-
tum q0. (With t the Minkowski time and τ = it the euclidean time, the complex
conjugation (it)∗ = −it = −τ indeed results in τ → −τ .) As a byproduct of our
investigation, we develop a consistent notation for spinors and discrete symmetries
in arbitrary d and for arbitrary signature.
Our definition of the action and the symmetries for euclidean spinors is such that
a continuous analytic continuation from euclidean to Minkowski signature is always
possible. The Greens functions in Minkowski space can then be computed from the
analytically continued euclidean Greens functions. Besides analytic continuation,
euclidean spinors are also of interest in thermal field theories. In this case the eu-
clidean time is on a torus with circumference 1/T , reflecting the temperature T .
Our formulation of euclidean spinors implements this concept for arbitrary dimen-
sions. The properties of the spinor representations of the two-dimensional rotation
group (two euclidean dimensions) are particularly interesting in this respect, since
symmetries could forbid mass terms in this case. Finally, euclidean spinors in higher
dimensions are crucial if analytic continuation is used as a tool for unified theories.
This applies, in particular, to proposals that the difference between space and time
could originate from spontaneous symmetry breaking [7].
In sect. 2 we start with basic notions of spinor fields in the functional integral
approach to quantum field theory. We formulate analytic continuation in sect. 3
in terms of an analytic continuation of the vielbein for fixed Grassmann variables
and coordinates.(This is briefly compared to other versions of analytic continuation
[8], [9].) We proceed in sect. 4 to a formulation of Majorana spinors for euclidean
signature which is compatible with analytic continuation. We discuss the case of
four dimensions rather explicitly in order to give a first account of the concepts
involved.
We then proceed to general signature and general d. The discussion of sects.
5-9 concerns the complex structure. The usual notion of complex conjugation in
Minkowski space is discussed in sect. 5. We interpret this as a mapping θM in
the space of spinor components. In sect. 6 we introduce the analogous mapping θ
in euclidean space. It includes a reflection of the time coordinate. We discuss an
important modulo two periodicity in the signature, by which the role of θ and θM is
switched as the number of time-like dimensions increases by one unit. In particular,
the map θ for euclidean signature induces the same type of map between the Weyl
spinors as θM does for Minkowski signature.
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In sect. 7 we describe a generalized complex conjugation for spinors with eu-
clidean signature. It is based on the map θ and therefore involves an additional
reflection of the zero-component of the momentum or a reflection of euclidean time.
This is used in sect. 8 in order to define a real action as a Grassmann element
that is invariant under the transformation θ or θM . (The action of θ and θM in the
Grassmann algebra includes a total reordering of all Grassmann variables (transpo-
sition).) The functional integral with a real action yields a real result. We generalize
this discussion to the possible presence of bosonic fields in addition to the fermionic
spinors. In sect. 9 we discuss hermitean spinor bilinears which can be used in order
to construct a real action and for providing observables that have a real expectation
value. We show that a chemical potential is compatible with a real action for the
euclidean theory. The expectation values of “real observables” can be computed
with real weight factors in presence of a nonvanishing chemical potential.
In sects. 10, 11 we turn to the proper definition of physical Majorana and
Majorana-Weyl spinors for arbitrary signature, and in particular for euclidean signa-
ture. Physical Majorana spinors do not coincide with the real spinor representations
of the rotation group SO(d). We define in sect. 10 a generalized charge conjugation
which maps the spinor ψ to its conjugate spinor ψ¯. If this map defines an involution
CW we can define in sect. 11 the generalized Majorana spinors as the eigenstates
of CW with eigenvalues +1 or −1. For Majorana spinors the Grassmann variables
ψ and ψ¯ in the functional integral are no longer independent, ψ¯ can be expressed
in terms of ψ [4]. The generalized Majorana constraint reduces the number of de-
grees of freedom by a factor two, as expected for Majorana spinors. For Minkowski
signature the generalized Majorana spinors coincide with the algebraic notion of
Majorana spinors. We define physical Majorana spinors by the constraint that an
invariant kinetic term in the action should be allowed. Physical Majorana spinors
exist for d = 2, 3, 4, 8, 9 mod 8, and physical Majorana-Weyl spinors are allowed for
d = 2 mod 8. The existence of physical Majorana spinors therefore depends only
on the dimension d, and not on the signature s. In particular, analytic continuation
between Minkowski and euclidean signature is always possible for physical Majorana
and Majorana-Weyl spinors. We also address in sect. 11 the compatibility of the
Majorana constraint with the complex structure.
In sect. 12 we extend our discussion to the appropriate definitions of parity and
time reversal which are compatible with analytic continuation. These symmetries
can be defined consistent with the Majorana constraint and with analytic contin-
uation. In sect. 13 we address possible continuous internal symmetries acting on
the spinors. For N species of Dirac spinors the kinetic term is invariant under the
group SL(2N,C) of regular complex 2N × 2N matrices. The chiral transforma-
tions U(N)× U(N) are a subgroup of this group. While the chiral transformations
are compatible with the complex structure, this does not hold for the generalized
SL(2N,C) transformations. We present our conclusions in sect. 14.
Detailed conventions for four dimensions are collected in appendix A and a short
general discussion of possible complex structures for a real or complex Grassmann
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algebra is given in appendix B. The appendix C summarizes various properties of
the Clifford algebra which are needed in this paper.
2 Spinor degrees of freedom
Let us consider an arbitrary number of dimensions d with arbitrary signature s,
where the diagonal metric ηmn has d−s eigenvalues +1 and s eigenvalues −1. Later
we will concentrate on the euclidean case s = 0 and compare it with a Minkowski
signature s = 1 (or s = d− 1). We start with Dirac spinors described by associated
elements of a Grassmann algebra ψ and ψ¯. This Grassmann algebra is generated
by two sets of independent Grassmann variables ψu and ψ¯v which fulfill the usual
anticommutation relations
{ψu, ψv} = {ψu, ψ¯v} = {ψ¯u, ψ¯v} = 0. (2.1)
We may choose ψu ≡ ψaγ(x) or ψu ≡ ψaγ(q) in a coordinate or momentum represen-
tation. Here γ are the “Lorentz-indices” on which the generalized Lorentz group
SO(s, d − s) acts, while the index a denotes further possible internal degrees of
freedom or different species of Dirac spinors.
Integration and differentiation with Grassmann variables obey the usual rules∫
dψug =
∂
∂ψu
g ,
∫
dψuψv = δuv,
∫
dψuψ¯v =
∫
dψu = 0
{ ∂
∂ψu
,
∂
∂ψv
} = 0, {dψu, dψv} = 0, (2.2)
such that ∫ ∏
u′
(dψu′dψ¯u′) exp(ψ¯uAuvψv) = det A. (2.3)
Elements of the Grassmann algebra are sums of products of Grassmann variables
with complex coefficients. Spinors are elements of the Grassmann algebra which
are linear in ψu or ψ¯v. In particular, for a Dirac spinor one has ψ =
∑
u auψu, ψ¯ =∑
v bvψ¯v, with ψ
2 = 0, ψ¯2 = 0, {ψ, ψ¯} = 0. For example, a spinor wave function in
position space can be expressed in terms of the Grassmann variables ψaγ(q) by
ψaγ(x) =
∑
q
exp(iqµx
µ)ψaγ(q). (2.4)
We can consider ψaγ(x) as new Grassmann variables obeying eqs. (2.1), (2.2) such
that eq. (2.4) amounts to a change of basis for the Grassmann algebra. Indeed, every
regular linear transformation A defines a new set of Grassmann variables,
ϕu = Auvψv ,
d
dϕw
= A−1vw
d
dψv
,
d
dϕw
ϕu = δwu. (2.5)
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Every complete set of spinors can be taken as a complete set of Grassmann variables.
The products of Grassmann variables from a complete set define a basis for the
Grassmann algebra. We observe that the Grassmann algebra G is defined over the
complex numbers, i.e. λg is defined for all g ∈ G and λ ∈ C, but we do not assume
a priori the existence of a complex conjugation within G, i.e. g∗ (or ψ∗) is not
necessarily defined.
We define the “functional measure”∫
DψDψ¯ =
∫ ∏
u′
(dψu′dψ¯u′) (2.6)
and the partition function
Z =
∫
DψDψ¯ exp (− SE [ψ, ψ¯]). (2.7)
Here the euclidean action SE is a polynomial of an even number of Grassman vari-
ables. (For s = 1, SE will be related to the “Minkowski action” SM by SE = −iSM .)
The action may contain appropriate source terms such that Z becomes the generat-
ing functional for Greens functions in the standard way.
A Dirac spinor has 2[
d
2
] components labeled by the spinor index γ with [d
2
] = d
2
for d even and [d
2
] = d−1
2
for d odd. The spinor ψγ transforms under generalized
infinitesimal Lorentz transformations as1
δψγ = −1
2
ǫmn(Σ
mn) δγ ψδ. (2.8)
Here the generators Σmn of the group SO(s, d−s) are related to the Clifford algebra
by
Σmn = −1
4
[γm, γn] , {γm, γn} = 2ηmn, (2.9)
with (γm)† = γm for ηmm = 1 and (γm)† = −γm for ηmm = −1. (Hermitean
generators can be obtained from Σmn by suitable multiplication of factors i.) We
postulate that an infinitesimal Lorentz transformation of ψ¯ reads
δψ¯ =
1
2
ǫmnψ¯Σ
mn. (2.10)
Then the bilinears ψ¯ψ, ψ¯γmψ, ψ¯Σmnψ etc. transform as Lorentz scalars, vectors,
second rank antisymmetric tensors and so on. A Lorentz-invariant action can be
constructed from these building blocks.
1Here ǫmn = −ǫnm = ǫ∗mn and the index m runs from 0 to d − 1 in order to be close to
standard Minkowski space notation. For an euclidean signature s = 0 the Lorentz transformations
correspond to standard SO(d) rotations. We do not write explicitly the Lorentz transformation of
coordinates or momenta.
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In even dimensions Dirac spinors are reducible representations. They may be
decomposed into Weyl spinors by use of the d-dimensional generalization of the
γ5-matrix γ¯, which is defined as
γ¯ = ηγ0γ1...γd−1 = −ηγ1 · · ·γd−1γ0. (2.11)
We require γ¯2 = 1 such that (1± γ¯)/2 are projectors. This implies for the phase η
η2 = (−1) d2−s. (2.12)
With this phase γ¯ is hermitean. The matrix γ¯ anticommutes with all Dirac matrices
γm and therefore indeed commutes with Σmn. We summarize the properties of γ¯ by
γ¯2 = 1, γ¯† = γ¯, {γm, γ¯} = 0, [Σmn, γ¯] = 0. (2.13)
Finally, we fix the phase as
η = (−i) d2−s. (2.14)
Weyl spinors 2 are defined as ψ± =
1
2
(1± γ¯)ψ.
The spinor kinetic term reads
Skin =
∫
ddxψ¯(iγµ∂µ)ψ. (2.15)
For flat space one has γµ = δµmγ
m, whereas for more general geometries the vielbein
em
µ replaces δµm. The kinetic term is invariant under both Lorentz and internal
U(N) transformations. (Gauge invariance and general coordinate invariance can
be implemented as usual by employing covariant derivatives instead of ∂µ.) We
emphasize that the kinetic term is given by eq. (2.15) for arbitrary signature and
arbitrary dimension. This fixes3 the relative phase convention between ψ and ψ¯.
In even dimensions a Dirac spinor is composed from two Weyl spinors with
opposite “helicity”
ψ± =
1
2
(1± γ¯)ψ , ψ¯± = 1
2
ψ¯(1∓ γ¯). (2.16)
We have chosen here conventions for ψ¯± such that ψ¯+ψ+ = 0, ψ¯γ
mψ = ψ¯+γ
mψ+ +
ψ¯−γ
mψ− as one is used to from Minkowski space in four dimensions
4. The kinetic
term (2.15) decomposes then into independent kinetic terms for the Weyl spinors
ψ+ and ψ−
Skin =
∫
ddx
{
ψ¯+(iγ
µ∂µ)ψ+ + ψ¯−(iγ
µ∂µ)ψ−
}
. (2.17)
2In analogy to the four dimensional notation in Minkowski space one may identify ψ+ =
ψL, ψ− = ψR.
3Different conventions for the kinetic term can be related to ours by multiplication of ψ¯ with a
phase or with γ¯.
4Note that ψ¯+ denotes here the “plus component of ψ¯” rather than the Lorentz representation
which is the complex conjugate to the Weyl spinor ψ+. The latter would be (ψ+) =
1
2 ψ¯(1+(−1)sγ¯)
[3]. In this respect our notations differ from ref. [3].
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For arbitrary signature it is invariant under separate “chiral rotations” of ψ+ and
ψ−. Such a chiral rotation acting only on ψ+
ψi+ −→ U ijψj+ , ψi− −→ ψi− (2.18)
must transform ψ¯± according to
ψ¯i+ −→ ψ¯ j+ (U †) ij , ψ¯i− −→ ψ¯i−. (2.19)
The Weyl spinors ψ¯+ and ψ+ correspond to inequivalent spinor representations of
the Lorentz group in d = 4 mod 4, and to equivalent ones in d = 2 mod 4.
3 Analytic continuation
The Minkowski signature s = 1 and euclidean signature s = 0 can be connected
by analytic continuation. Rather than continuing the time coordinate we will use
here a formulation with a vielbein. The analytic continuation multiplies the 0−m-
components of the vielbein with a phase. (This is, of course, equivalent to the usual
continuation of time.) One may compute Greens functions in the background of a
Vielbein whose value can be analytically continued from a euclidean to a Minkowski
signature of the metric. Since the vielbein enters directly the definition of squared
momenta this version of analytic continuation is equivalent to the usual analytic
continuation of the momenta. The physical Greens functions in Minkowski space can
be computed in this way by analytic continuation of the euclidean Greens functions.
Let us start with euclidean signature with a free massless Dirac spinor
SE = Skin = i
∫
ddxeψ¯γmem
µ∂µψ (3.1)
with vielbein eµ
m = δmµ , inverse vielbein em
µ obeying em
µeµ
n = δnm, and e =
det(eµ
m). We may now consider eµ
m as a free variable on which the partition
function depends. In particular, we consider the choice for the vielbein
e0
m = eiϕδm0 , ek
m = δmk , k = 1 . . . d− 1. (3.2)
Correspondingly, one has e = eiϕ and the inverse vielbein obeys em
0 = e−iϕδ0m, em
k =
δkm. We do neither transform the coordinates nor the Grassmann variables ψ, ψ¯. As
usual in general relativity we define the matrices
γµ = γmem
µ, {γµ, γν} = emµenνδmn = gµν . (3.3)
If we specialize to ϕ = π/2, eiϕ = i, [7] we find gµν = ηµνM where η
µν
M has now
the Minkowski signature s = 1, i.e. η00M = −1. Correspondingly, we may identify
the Dirac matrices γµ with the matrices defined by eq. (2.9) for s = 1. This also
holds for Σµν = −1
4
[γµ, γν ] which now generates the Lorentz group SO(1, d− 1). In
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short, the theory with s = 1 (and vielbein eµ
m = δmµ ) can be seen equivalently as a
theory with euclidean signature (s = 0) and complex vielbein given by eq. (3.2 with
e0
0 = i). This continuation procedure is partly analogous to the continuation of the
metric proposed in ref. [8], but we do not employ the additional rotation between
γ0 and γ5 proposed in this paper. The latter is not needed if the fundamental
Grassmann variables are ψ and ψ¯.
For the Dirac algebra the only change from euclidean to Minkowski signature is
therefore the relation
γ0M ≡ γµ=0M = −iγ0E . (3.4)
The matrix γ¯ remains identical for both euclidean and Minkowski signature since
by virtue of eq. (2.14) one finds for s = 1 the phase ηM = iηE . We may replace in
the definition (2.11), (2.14) the factor is by e,
γ¯ = (−i) d2 e
∏
µ
γµ = (−i) d2
∏
m
γm, (3.5)
with properly ordered and symmetrized products. This clearly shows that γ¯ is not
affected by analytic continuation.
If we formulate Skin in terms of γ
µ
(M) the analytic continuation of eq. (3.1) be-
comes in Minkowski space iSkin, where the factor i results from the continuation
of the determinant of the vielbein e. Thus for the partition function the kinetic
term contributes a factor exp(−Skin) for euclidean signature, and exp(−iSkin) for
Minkowski signature. For euclidean signature the natural definition of the action is
S
(s=0)
E =
∫
d4xeELE with eE = 1 in flat space. For a Minkowski signature the histor-
ical convention contains an additional minus sign S
(s=1)
M =
∫
d4xLM = −
∫
d4xLE
(anal. contd), corresponding to LM ∼ kinetic energy minus potential energy (T−V ).
(V does not change under analytic continuation). This implies
S
(s=1)
M = iS
(s=0)
E (anal. contd.) (3.6)
where in addition to the minus sign a factor i accounts for the fact that the definition
of SE (anal. contd.) includes the analytical continuation of the volume element e
which is not included in the definition of SM . (The kinetic term contributes SM =
−Skin + . . . ) The transition from LE to −LM could be realized by a change from
euclidean to Minkowski γm-matrices with a simultaneous change of the signature for
ηmn. Instead, we keep here γ
m and ηmn fixed and perform the analytic continuation
(3.2) in the vielbein.5 Going from euclidean to Minkowski signature the weight
factor in the partition function changes then only by a change of the “background”
vielbein, with exp(iSM ) = exp(−S(s=0)E (anal. contd)). In particular, if one would
construct gravity theories where the vielbein is a complex integration variable one
5In flat space the analytic continuation in the vielbein can be replaced by an analytic continu-
ation in the time variable. Our convention corresponds to t = −iτ , with τ/t the time variable in
euclidean/Minkowski space, respectively.
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has the same weight factor for all signatures. This also holds for theories where no
explicit vielbein or ηmn appears, like for spinor gravity [10], [7]. Note that for all
procedures the analytical continuation of γµ = γme µm and g
µν = 1
2
{γµ, γν} is the
same.
The analytic continuation of the vielbein is convenient for its simplicity. Equiva-
lent versions obtain by applying a generalized Lorentz-transformation on the spinors
and the vielbein which leave the action invariant. This does not change the analytic
continuation of the metric. There are also alternative formulations of analytic con-
tinuation that keep the metric fixed and change the time coordinate instead. Again,
this can be accompanied by a generalized Lorentz transformation [9]. A Lorentz
transformation of the spinors can also be transferred to an equivalent Lorenz trans-
formation of the γµ-matrices, as in [8].
4 Euclidean Majorana spinors
In a group theoretical sense Majorana spinors can be defined whenever it is possible
to identify the Grassmann variables ψ¯γ(x) with suitable linear combinations of vari-
ables ψγ(x), such that this identification is consistent with the generalized Lorentz
transformations. For Dirac spinors ψ and ψ¯ belong to equivalent representations of
the Lorentz group. We can therefore always find a linear combination
ψcγ(x) =Wγδψ¯δ(x) (4.1)
which transforms under Lorentz transformations (2.8) in the same way as ψγ(x).
(In sect. 9 the matrix W is identified with W1 = (C
T )−1 = C∗.) The identification
ψc = ψ therefore expresses ψ¯γ(x) = W
−1
γδ ψδ(x) as a linear combination of ψγ(x) and
is compatible with the Lorentz transformations. Thus the identification
ψcγ(x) = ψγ(x) (4.2)
defines a Majorana spinor in a group theoretical sense. This is obviously possible
for arbitrary dimension and signature.
For physical Majorana spinors we have to impose an additional requirement,
namely that eqs. (4.1), (4.2) are compatible with a kinetic term (2.15), such that
a free propagating fermion can be described by the Grassmann functional integral.
This is not the case for arbitrary dimension. Using the Majorana constraint we can
write
Skin = i
∫
x
ψT (W T )−1γµ∂µψ. (4.3)
This expression is non-vanishing only if the matrix (W T )−1γµ is symmetric. The
Pauli principle is expressed by the anticommuting properties of the Grassmann
variables, and one finds for an arbitrary matrix A by partial integration∫
x
ψTA∂µψ = −
∫
x
(∂µψ)
TATψ =
∫
x
ψTAT∂µψ, (4.4)
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such that an antisymmetric part of A does not contribute. Physical Majorana
spinors therefore require the condition
(
(W T )−1γµ
)T
= (W T )−1γµ (4.5)
or
W T (γµ)T = γµW. (4.6)
This condition can be met only if the symmetric product of two identical Ma-
jorana spinors contains a Lorentz-vector. This group-theoretical property depends
on the dimension, but not on the signature. For odd dimensions, the symmetric
product of two (identical) fundamental spinor representations contains a vector for
d = 3, 9 mod 8, but not for d = 5, 7 mod 8. Physical Majorana spinors can therefore
not be implemented for d = 5, 7 mod 8. For even d the issue is more subtle since
the irreducible spinor representations also obey a Weyl constraint. For d = 2 mod
8 a vector is contained in the symmetric product of two identical Weyl spinors. For
d = 2 mod 8 we can therefore implement Majorana-Weyl spinors for arbitrary signa-
ture. For d = 4, 8 mod 8 the symmetric product of two identical Weyl spinors does
not contain a vector, such that physical Majorana-Weyl spinors are not possible.
The vector is contained in the product of two inequivalent Weyl spinors, as manifest
in eq. (2.17) where ψ¯+ and ψ+ belong to inequivalent Lorentz representations for
d = 4, 8 mod 8 . We can, however, still impose a Majorana constraint by identifying
ψ¯− with ψ+. This allows for the implementation of physical Majorana spinors for
d = 4, 8 mod 8 which are equivalent to Weyl spinors. Finally, for d = 6 mod 8 both
ψ¯+ and ψ+ are in equivalent representations of the Lorentz group. A Majorana
constraint would therefore have to identify ψ¯+ with ψ+. However, the symmetric
product of two identical Weyl spinors does not contain a vector, such that physi-
cal Majorana spinors do not exist for d = 6 mod 8. We summarize that physical
Majorana spinors exist for d = 2, 3, 4, 8, 9 mod 8, independently of the signature.
These group theoretical properties will be reflected by the explicit construction of
Majorana spinors in sect. 11. For a complex Grassmann algebra the reduction of
the number of independent Grassmann variables by imposing a Majorana constraint
does not interfere with analytic continuation. Analytic continuation is possible for
Majorana spinors in arbitrary dimensions.
Symmetry transformations are defined by their action on ψ and ψ¯. A given
symmetry is consistent with a Majorana constraint (4.2) if ψ and ψc transform
identically. For example, in d = 4 mod 4 dimensions a global unitary transfor-
mation of ψ+ must be accompanied by the same transformation of ψ¯−, since the
Majorana constraint identifies ψ+ and ψ¯−. In these dimensions we can actually de-
fine all symmetries for Majorana spinors in terms of the Weyl spinors ψ+ and ψ¯+.
The identification of ψ+ and ψ¯−, as well as ψ¯+ and ψ−, by the Majorana constraint
defines in this case the appropriate symmetry transformations of ψ− and ψ¯−. This
transfers the symmetry transformations from the Weyl basis (ψ+, ψ¯+) to the Majo-
rana basis (ψ+, ψ−). The analytic continuation of symmetries for Majorana spinors
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in Minkowski space to a euclidean signature can be implemented in this way. One
first expresses the symmetries in the Weyl basis by their action on ψ+, ψ¯+. In this
basis the action is analytically continued, and the euclidean symmetries correspond
to transformations of ψ+ and ψ¯+ which leave the action for euclidean signature
invariant. These transformations can then be expressed as transformations of the
equivalent euclidean Majorana spinors. This construction applies for all symme-
tries, including supersymmetry. For the definition of the action of supersymmetry
transformations on euclidean Majorana spinors it is sufficient to formulate the su-
persymmetry for euclidean Weyl spinors.
A different issue concerns the question if a quantum theory for Majorana spinors
can be formulated in terms of a real Grassmann algebra. In other words, we may ask
if it is possible to employ a “real” functional integral, where all coefficients in the
euclidean action SE are real. Analytic continuation preserves the symmetry prop-
erties of matrices as (W T )−1γµ and does therefore not interfere with the existence
of Majorana spinors. However, it changes the properties of such matrices under
complex conjugation. If SE is real for a given dimension and signature, its analytic
continuation will no longer share this property. One may therefore expect that the
reality properties of SE can depend on the signature.
An observation that a given SE involves complex numbers is, however, not suffi-
cient to exclude that a real Grassmann algebra can be formulated for a suitable basis
of Grassmann variables. A complex similarity transformation among the Grassmann
variables changes the reality properties of SE and may be used in order to trans-
form SE into a real object. General obstructions which would forbid the formulation
of a real Grassmann algebra are difficult to formulate since many possible complex
structures can be formulated for a given Grassmann algebra. (By a “real Grassmann
algebra” we understand here a Grassmann algebra using only linear combinations
of ψγ(x) as basis elements - or of ψγ(x) and ψ¯γ(x) in case of Dirac or Weyl spinors -
and involving only real coefficients in a suitable basis. It is trivial to reformulate any
complex Grassmann algebra as a real Grassmann algebra with twice the number of
elements.)
Consider the presence of an involution, g → θ¯(g), within a complex Grassmann
algebra. We suppose the property θ¯(λg) = λ∗θ¯(g). The involution property θ¯2 = 1
implies that the spinors (Grassmann elements linear in the Grassmann variables ψu)
can be divided into real and imaginary spinors
ψR =
1
2
(
ψ + θ¯(ψ)
)
, iψI =
1
2
(
ψ − θ¯(ψ)). (4.7)
The spinors ψR and iψI are even and odd under θ¯, respectively. If the action SE is
invariant under the involution, θ¯(SE) = SE , it can be written in the form
SE = Seven + Sodd, (4.8)
where Seven involves only terms with an even number of iψI and real coefficients
aR, while Sodd involves terms with an odd number of iψI and imaginary coefficients
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iaI . Switching to variables ψR and ψI , Sodd involves an odd number of ψI with real
coefficients ∼ aI . For the formulation of a real Grassmann algebra it is therefore
sufficient to find a suitable involution θ¯ such that SE = θ¯(SE). In this case SE is
an element of a real Grassmann algebra. (This construction involves no reordering
of Grassmann variables, but it can be realized to involutions which also involve a
total reordering of all Grassmann elements as discussed in sects. 7, 8.) Whenever a
formulation in terms of a real Grassmann algebra is possible, the partition function
(2.7) can be interpreted as a real functional of the real coefficients aR, aI . Tak-
ing derivatives with respect to aR, aI yields real values for the associated Greens
functions for composite multi-fermion operators.
Every involution θ¯ defines a complex structure in the space of spinors, which
associates to ψ a complex conjugate spinor ψ∗ = θ¯(ψ). However, the Lorentz trans-
formations are not compatible with every complex structure. Compatibility requires
that ψ∗ transforms as
δψ∗ = −1
2
ǫmn(Σ
mn)∗ψ∗ (4.9)
or
θ¯Σmnθ¯ = (Σmn)∗. (4.10)
(A general discussion of complex structures and consistency requirements can be
found in appendix B.) If this condition is not obeyed, both the Lorentz transforma-
tions and the complex structure θ¯ remain well defined. Only the appropriate choice
of the complex structure changes under Lorentz transformations. We may consider
a general action S, not necessarily Lorentz invariant, which is real with respect to
the involution θ¯, θ¯(S) = S. Applying a Lorentz-transformation yields an action S ′,
and for θ¯ not obeying eq. (5.10) one may find θ¯(S ′) 6= S ′. In this case a different
involution θ¯′ will leave S ′ invariant, θ¯′(S ′) = S ′.
Another independent question asks if the Lorentz group admits a real represen-
tation for Majorana spinors. This means that we can find real 2[
d
2 ] × 2[ d2 ] matrices
Σmn which obey the commutation relations for the generators of the (generalized)
Lorentz group. Furthermore, we require that a non-vanishing kinetic term can be
constructed from Majorana spinors transforming in this representation. This issue
is discussed in detail in ref. [3]. We only remark here that real 2
d
2 × 2 d2 matrices
Σmn exist for all even d. This is trivial since the complex 2(
d
2
−1) × 2( d2−1) matrices
representing the Lorentz generators in the Weyl representation can always be writ-
ten as real 2
d
2 × 2 d2 matrices (cf. eq. (B.11)). However, it is not always possible to
construct a kinetic term from a single Weyl spinor. We emphasize that in quantum
field theory the existence of Majorana spinors neither requires the formulation in
terms of a real Grassmann algebra, nor the existence of real representation of the
Lorentz group.
Before proceeding in the next sections to an explicit discussion of complex struc-
tures, Majorana spinors and discrete symmetries for arbitrary dimension and sig-
nature, it may be useful to illustrate the general statements of the present section
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by the example of a Majorana spinor in four dimensions. For Minkowski signa-
ture (s = 1) we consider the four component spinor ψγ(x) which transforms under
Lorentz transformations (2.8) with real generators
Σ0k = −1
2
Tk , Σ
kl = −1
2
ǫklmI˜Tm. (4.11)
They involve the real matrices
T1 =
(
0, 1
1, 0
)
, T2 =
(
0, c
−c, 0
)
, T3 =
(
1, 0
0, −1
)
, I˜ = −
(
c, 0
0, c
)
,
(4.12)
where c = iτ2. For a Majorana spinor ψ¯ is related to ψ and the action can be written
in terms of ψ alone. The kinetic term is an element of a real Grassmann algebra,
SE = −iSM =
∫
x
ψT (∂0 − Tk∂k)ψ. (4.13)
(For more details and the Lorentz invariance of SE see appendix A.) The complex
structure is trivial, θM(ψ) = ψ, and the Lorentz transformations are compatible
with it since we use a real representation of the Lorentz group.
Analytic continuation to euclidean signature results in
SE =
∫
x
ψT (∂0 + iTk∂k)ψ. (4.14)
The SO(4) rotations of the generalized Lorentz group are represented by generators
Σ0k = − i
2
Tk , Σ
kl = −1
2
ǫklmI˜Tm, (4.15)
which are no longer all real. There is no need to introduce independent spinors
ψ¯ - our setting describes euclidean Majorana spinors. For both Minkowski and
euclidean signature the chiral transformation of a single Weyl spinor is described for
the equivalent Majorana spinor by the infinitesimal transformation
δψ = αI˜ψ. (4.16)
Since I˜ commutes with Tk and I˜
T = −I˜ , I˜2 = −1, both actions (4.13) and (4.14)
are invariant. It is rather obvious that there is no particular problem for the analytic
continuation from Minkowski to euclidean signature.
With respect to the trivial involution θM the action (4.14) is no longer real for
euclidean signature. Also the generalized Lorentz transformations are not compat-
ible with θM since (Σ
0k)∗ = −Σ0k. For euclidean signature we define a different
involution
θψ(t, ~x) = ψ(−t, ~x). (4.17)
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Its action in the Grassmann algebra involves a complex conjugation of all coefficients
and a total reordering of all Grassmann variables. The invariance of the action
(4.14), θ(SE) = SE, reflects Osterwalder-Schrader positivity [1]. With respect to θ
the even elements are even functions of t, and the odd elements are odd in t. We
will define “real and imaginary spinors” as
ψR(t, x) =
1
2
(
ψ(t, x) + ψ(−t, x)),
iψI(t, x) =
1
2
(
ψ(t, x)− ψ(−t, x)). (4.18)
It is instructive to understand this complex structure in Fourier space by putting
(euclidean) time on a torus with circumference 1/T , employing antiperiodic bound-
ary conditions for ψ(t, x). The θ-even part ψR(t, x) can be expanded as
ψR(t, x) =
∞∑
n=0
cos
[
(2n+ 1)πT t
]
ψRn(~x), (4.19)
while the odd part reads
iψI(t, x) =
∞∑
n=0
sin
[
(2n+ 1)πT t
]
ψIn(~x). (4.20)
This describes the setting at nonzero temperature T with Matsubara frequences
given by integers n. We note that no negative n contribute to the sums - they would
not give independent contributions. (We recall that we have only one Grassmann
variable ψγ(t, ~x) for every t, ~x and γ.) Inserting the expansions (4.19), (4.20) into
the action (4.14) yields
SE =
1
2T
∫
~x
∞∑
n=0
{
(2n+ 1)πT
[
ψTRn(~x)ψIn(~x)− ψTIn(~x)ψRn(~x)
]
+i
[
ψTRn(~x)Tk∂kψRn(~x) + ψ
T
In(~x)Tk∂kψIn(~x)
]}
. (4.21)
We note that SE changes sign if ψIn(x) → −ψIn(x), together with a complex con-
jugation of all coefficients. (It remains invariant if one reverses, in addition, the
order of the Grassmann variables.) We may define new Grassmann variables as
ψRn(x) =
√−iϕRn(x), ψIn(x) =
√
iϕIn(x). Under this similarity transformation the
first term ∼ T in eq. (4.21) keeps its form, while for the second term one observes
iψR(Tk∂k)ψR → ϕR(Tk∂k)ϕR and iψI(Tk∂k)ψI → −ϕI(Tk∂k)ϕI . In terms of ϕR and
ϕI the euclidean action (4.21) only involves real coefficients. We can formulate the
euclidean quantum field theory for free massless Majorana spinors in terms of a real
Grassmann algebra.
We finally perform a Fourier transform to momentum space,
ψRn(~x) + iψIn(~x) =
∫
~q
ei~q~x
(
ψ˜Rn(~q) + iψ˜In(~q)
)
(4.22)
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which reads for the variables ψRn, ψIn
ψRn(~x) =
∫
~q
{
cos(~q~x)ψ˜Rn(~q)− sin(~q~x)ψ˜In(~q)
}
ψIn(~x) =
∫
~q
{
cos(~qx)ψ˜In(~q) + sin(~q~x)ψ˜Rn(~q)
}
. (4.23)
The action (4.21) becomes, with ωn = (2n+ 1)πT ,
SE =
1
2T
∞∑
n=0
∫
~q
{
(2n+ 1)πT
[
ψ˜TRn(~q)ψ˜In(~q)− ψ˜TIn(~q)ψRn(~q)
]
−i[ψ˜TRn(~q)qkTkψ˜In(~q)− ψ˜TIn(~q)qkTkψRn(~q)]}
=
1
T
∞∑
n=0
∫
~q
ψ˜TRn(~q)(ωn − iqkTk)ψ˜In(~q). (4.24)
The action (4.24) is invariant under a transformation ψRn(~q)→ ψRn(−~q), ψIn(~q)→
ψIn(−~q), together with a complex conjugation of all coefficients. This involution
permits the formulation of real and imaginary spinors according to eq. (4.7), and
again a formulation in terms of a real Grassmann algebra. It is obvious that the
question if the Grassmann algebra is real or complex depends on the choice of the
Grassmann variables.
5 Complex conjugation for Minkowski signature
In the next four sections we develop the issue of possible complex structures for
Dirac spinors in arbitrary dimensions and with arbitrary signature. A more abstract
discussion of complex structures can be found in appendix B.
In Minkowski space we are used to the notion of a complex conjugation which
relates6 ψ∗ and ψ¯
ψ¯ = ǫDTψ∗ , ǫ2 = 1. (5.1)
Here the matrix D acts only on spinor indices and obeys.
DΣmnD−1 = −(Σmn)† , D†D = 1. (5.2)
6We will not always make a distinction between ψ¯ and ψ¯T such that we may also write ψ¯ = ǫψ†D.
In order to avoid confusion with ref. [3] we emphasize that in [3] ψ¯ denotes the conjugate of ψ in
a group-theoretical sense for which (5.1) holds for arbitrary signature. In other words, the same
complex conjugation is chosen in ref. [3] for all signatures, in contrast to the approach of the
present paper. In the present paper ψ¯ denotes the spinor associated to ψ by the kinetic term
(2.15). The introduction of ǫ is motivated by standard conventions for charge conjugate spinors to
be explained later. Both D and ǫD obey the relation (5.2).
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For even d these conditions can be fulfilled if D is given either by D1 or D2 which
obey
D1γ
mD−11 = (γ
m)† , D2γ
mD−12 = −(γm)†,
D †1 = D1 , D
†
2 = −D2 , D2 = is−1D1γ¯. (5.3)
The matrix D1 can be chosen as D1 = 1, γ
0γ¯, γ0, γ¯ for s = 0, 1, d− 1 and d, respec-
tively, with γ0 = γ0† for s = d−1 and γ0 = −γ0† for s = 1. (A systematic discussion
and details can be found in appendix C. There we use a different naming such that
for s = d−1 the hermitean matrix is γd−1.) The kinetic term (2.15) is hermitean (cf.
sect. 9) for both D1 and D2. Eq. (5.1) defines the notion of the complex conjugate
spinor which has not yet been introduced so far. It is an element of the Grassmann
algebra which can be written in terms of ψ¯ as
ψ∗ = ǫ(DT )−1ψ¯. (5.4)
We will see later that other definitions are also possible.
A linear transformation
ψ(x) −→ Aψ(x′) (5.5)
is compatible with this complex conjugation if
ψ∗(x)→ A∗ψ∗(x′), (5.6)
or if the associated spinor ψ¯ transforms as
ψ¯(x) −→ ψ¯(x′)D−1A†D. (5.7)
We conclude that Lorentz transformations are compatible with the complex con-
jugation. Another example is a unitary matrix A acting only on internal indices
a = 1...N with ψ¯ → ψ¯A†. Then the spinor ψ¯ transforms as the complex conjugate
representation of ψ with respect to the corresponding symmetry group (U(N) or
a subgroup of it) and ψ¯ψ is invariant. We emphasize that transformations A not
obeying the compatibility condition (5.7) or even more general transformations mix-
ing ψ and ψ¯ remain well defined. They simply do not obey the rule (5.6) and can
therefore not be written as complex matrix multiplication for complex spinors. We
will see in sect. 6 that there is an option to define a complex conjugation different
from eq. (5.1) in case of an euclidean signature.
Using the identity
D−1γ¯D = (−1)sγ¯ = (−1)d−sγ¯ (5.8)
we see that the chiral transformations (2.18) are compatible with eq. (5.7) only
if the number of dimensions with negative signature is odd. This indicates that
the association (5.1) of ψ¯ with a complex conjugate spinor ψ∗ is not compatible
with chiral rotations for a euclidean signature. With eq. (5.1), ψ∗ does not rotate
with the opposite phase as ψ. In contrast, for a Minkowski signature the usual
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definition of the complex conjugate spinor ψ∗ according to eq. (5.1) is compatible
with the chiral rotations. The incompatibility of the identification (5.1) with the
chiral structure of the theory is well known and translates a simple property of the
spinor representations of the generalized Lorentz group SO(s, d − s) with respect
to complex conjugation: In four dimensions and for Minkowski signature (s = 1 or
3) the two inequivalent irreducible spinor representations 2L and 2R are complex
conjugate to each other. For an euclidean signature (s = 0 or 4) the corresponding
spinor representations of SO(4) are (pseudo)real.
In four dimensions, a spinor bilinear transforming as a four vector (2L, 2R) cannot
be formed from an irreducible two-component spinor and its complex conjugate if
the signature is euclidean and complex conjugation is defined by eq. (5.4). Similar
features and complications generalize to all even dimensions. This observation has
often led to the opinion that the spinor degrees must be doubled when the signature
is changed from Minkowski to euclidean. We emphasize, however, that the number
of independent spinors ψ aγ (q), ψ¯
a
γ (q) is exactly the same for all signatures. Only
the standard complex structure in the Grassmann algebra which defines ψ∗ in the
usual way (5.1) is not compatible with chiral rotations for a euclidean signature.
The complex and hermitean conjugates of an element g of the Grassmann alge-
bra7
g = aγ1...γp δ1...δqu1...up v1...vqψ
u1
γ1ψ
u2
γ2 ...ψ
up
γp ψ¯
v1
δ1
...ψ¯
vq
δq (5.9)
are defined by
g∗ = (aγ1...γpδ1...δqu1...upv1...vq)
∗(ψu1γ1 )
∗...(ψupγp )
∗(ψ¯v1δ1 )
∗...(ψ¯
vq
δq
)∗,
g† =
(
aγ1...γp δ1...δqu1...up v1...vq
)∗ (
ψ¯
vq
δq
)∗
...
(
ψ¯v1δ1
)∗ (
ψupγp
)∗
...
(
ψu1γ1
)∗
. (5.10)
Here we note that g† involves a transposition which amounts to a total reordering
of all Grassmann variables. The kinetic term (2.15) is therefore invariant under
hermitean conjugation. More generally, hermiticity of the action SM in Minkowski
space is believed to be crucial for the consistency of a field theory since it is closely
related to unitarity.
More generally, a complex conjugation in the space of spinors (linear combina-
tions of ψ and ψ¯) can be defined as a linear map θ¯ in the space of spinors, which
is an involution, θ¯2 = 1. In particular, this involution maps every Grassmann
variable ψuγ , ψ¯
u
γ into a linear combination of Grassmann variables, ψ
u
γ → θ¯(ψuγ ) =
(ψ∗)uγ , ψ¯
u
γ → θ¯(ψ¯uγ ) = (ψ¯∗)uγ . The involution property implies that the only possible
eigenvalues of θ¯ are ±1, and we can divide the spinors into even and odd elements
with respect to θ¯. In our case the numbers of even and odd elements are equal. We
can identify the even elements with the real parts of complex spinors, and the odd
elements with the imaginary parts.
7The index u, v combines here internal indices and space coordinates.
18
With Minkowski signature this involution is realized by the identification (5.1),
i.e. by the mapping ψ → θMψ, ψ¯ → θM ψ¯,
ψ∗ = θMψ = ǫD
∗ψ¯ , ψ¯∗ = θM ψ¯ = ǫD
†ψ. (5.11)
The map θM involves also a complex conjugation of the coefficients of the Grassmann
elements linear in ψ, ψ¯. One easily verifies that θM is an evolution (using D
†D = 1),
θM(λψ) = λ
∗θMψ , θM(λψ¯) = λ
∗θM ψ¯ , θ
2
M = 1. (5.12)
Even spinors ψR and odd spinors ψI are given by
ψR =
1
2
(ψ + ǫD∗ψ¯) , iψI =
1
2
(ψ − ǫD∗ψ¯). (5.13)
We can use ψuγ and (ψ
∗)uγ instead of ψ
u
γ and ψ¯
u
γ as basis elements of the Grassmann
algebra. They are related by the similarity transformation ψ∗ = ǫD∗ψ¯. Alterna-
tively, we could also use (ψR)
u
γ and (ψI)
u
γ as new Grassmann variables and interpret
eq. (5.13) as a change of basis of the Grassmann algebra. The expression of ψ in
terms of ψR and ψI takes the standard form
ψuγ = (ψR)
u
γ + i(ψI)
u
γ . (5.14)
Correspondingly, ψ∗ is defined in the usual way as ψ∗ = ψR − iψI .
An arbitrary element of the Grassmann algebra can be represented in different
ways. Instead of eq. (5.9) one may use
g = bγ1...γpδ1...δqu1...upv1...vqψ
u1
γ1
. . . ψupγp (ψ
∗)v1δ1 . . . (ψ
∗)
vq
δq
(5.15)
or
g = cγ1...γpδ1...δqu1...upv1...vq(ψR)
u1
γ1 . . . (ψR)
up
γp (ψI)
v1
δ1
. . . (ψI)
vq
δq
. (5.16)
Identities of the type
ψuγ (ψ
∗)vδ = −(ψ∗)vδψuγ
= (ψR)
u
γ(ψR)
v
δ + (ψI)
u
γ(ψI)
v
δ − i(ψR)uγ(ψI)vδ + i(ψI)uγ(ψR)vδ (5.17)
permit to change between the expansions (5.15) and (5.16), and ψ∗ is related to ψ¯ by
eq. (5.12). In order to define a complex structure for a Grassmann algebra one has
to extend the involution θ¯ from the space of spinors to the space of all Grassmann
elements. This defines the complex conjugate Grassmann element g∗ = θ¯(g).
The map g → g∗ can also be interpreted as a map of the coefficients a →
θ¯(a), b→ θ¯(b) or c→ θ¯(c) for fixed basis elements by expanding g∗ in a given basis.
This map has to obey θ¯2 = 1 and should be compatible with the multiplication
by complex numbers (in particular i) θ¯(λa) = λ∗θ¯(a). There are obviously many
different possibilities to define a complex structure. One possibility based on θM
uses g∗ as defined in eq. (5.10). An alternative extension of θM to the Grassmann
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algebra involves in addition a total reordering of all Grassmann variables, θM (g) = g
†
according to eq. (5.10). The notion of real and imaginary elements of the Grassmann
algebra depends on the choice of the involution. As another example for a possible
involution one may take a simple complex conjugation of all coefficients in the basis
(5.9), θ′(a) = a∗. This would constitute a perfectly valid alternative candidate for
a complex conjugation. In this case all Grassmann variables ψ and ψ¯ would be
invariant with respect to θ′.
6 Modulo two periodicity in the signature
At this place it is time to ask what should be the euclidean correspondence of
the operations “complex conjugation” or “hermitean conjugation” well known for
spinors in Minkowski space. The principle replacing hermiticity for a euclidean sig-
nature is Osterwalder-Schrader positivity [1]. This requires invariance of the action
with respect to a particular type of reflection of one coordinate θ(x0, x1...xd−1) =
(−x0, x1...xd−1). This transformation transforms ψ into ψ¯ and vice versa
θ(ψ(x)) = H∗ψ¯(θx),
θ(ψ¯(x)) = H−1ψ(θx). (6.1)
For an element of the Grassmann algebra, it involves in addition a complex conju-
gation of all coefficients aγ...u... as well as a total reordering of all Grassmann variables
similar to g† in eq. (5.10). One has, in particular,
θ(ψ¯(x)ψ(x)) = ψ¯(θx)H†H−1ψ(θx) (6.2)
and, more generally, θ(g) is given by replacing in the formula (5.10) for g† the
factors ψ∗ and ψ¯∗ by θ(ψ) and θ(ψ¯). Similar to the conjugation defined by θM the
transformation θ is an involution,8
θ2 = 1. (6.3)
Here we remind that the action in the Grassmann algebra implies θ(H∗ψ¯(θ(x))) =
Hθ(ψ¯(θ(x)) = ψ(x). We observe the close analogy between θ in euclidean space and
hermitean conjugation in Minkowski space.
The operation θ is defined for arbitrary signature. For Minkowski signature it
plays the role of a time reversal operation. Similarly, the Minkowskian hermitean
conjugation (5.1) can be extended to arbitrary signature by introducing the trans-
formation θM
θM (ψ(x)) = ǫD
∗ψ¯(x) , θM(ψ¯(x)) = ǫD
−1ψ(x), (6.4)
with a suitable matrix D. Again, the action of θM on the element of the Grassmann
algebra involves a complex conjugation of all coefficients and a total reordering of
8For a short discussion of the logical possibility θ2 = −1 see ref. [11].
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all Grassmann variables, cf. eq. (5.10). This formulation allows the definition of the
operation θM for arbitrary signature without that ψ
∗ is necessarily defined in this
way. One simply has to replace in eq. (5.10) g† by θM (g) as well as ψ
∗ and ψ¯∗ by
θM(ψ) and θM(ψ¯). Invariance of the kinetic term (2.15) under the transformation
θM follows from the property (5.2) for the matrix D. The involution property can
be written in the form
θ2M = 1. (6.5)
The invariance of the kinetic term with respect to θ necessitates the following
property of H
H†(γ0)†H−1 = −γ0
H†(γi)†H−1 = γi (6.6)
which is equivalent to
H† = −γ0Hγ0 = γiHγi. (6.7)
We show below that an appropriate matrix H exists for arbitrary d and s. In
consequence we always chooseH obeying (6.7) such that for Dirac spinors the kinetic
term is invariant under both transformations θM and θ.
We next consider the properties of the matrix H in some more detail. Since θ
corresponds to a time reflection combined with a complex conjugation of the Lorentz
representation we demand that θψ and θψ¯ transform under Lorentz transformations
according to
δ(θψ) =
1
2
ǫmnΣ˜
Tmnθψ
δ(θψ¯) = −1
2
ǫmnΣ˜
mnθψ¯ (6.8)
with, for i, j 6= 0,
Σ˜0i = −Σ0i , Σ˜ij = Σij . (6.9)
This implies the properties
HΣmnH−1 = −Σ˜†mn
H−1Σ†mnH = −Σ˜mn. (6.10)
The consistency of these relations is guaranteed9 for
H† = ζH, ζ2 = 1. (6.11)
From (6.6) we see that H either commutes or anticommutes with γm according to
the signature and the value of ζ , using (γm)† = ηmmγ
m and
H(γ0)† = −ζγ0H,
H(γi)† = ζγiH. (6.12)
9The fact that ζ must be real can be derived by combining (6.10) with (6.6).
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ThereforeH†H = ζH2 commutes with all γm matrices and we can use an appropriate
scaling of H such that
H†H = 1. (6.13)
Let us first consider an even number of dimensions. The matrices [(γ0)†,−(γi)†]
and [−(γ0)†, (γi)†] obey the same Clifford algebra as [γ0, γi] and there is only one
irreducible representation of the Clifford algebra by complex 2d/2× 2d/2 matrices up
to equivalence transformations. There must therefore exist matrices H1, H2 with
H1γ
0H−11 = −(γ0)†, H1γiH−11 = (γi)†, (6.14)
H2γ
0H−12 = (γ
0)†, H2γ
iH−12 = −(γi)†. (6.15)
By an appropriate scaling of Hi one always has
H†1H1 = H
†
2H2 = 1. (6.16)
Both H1 and H2 obey eq. (6.10). We note that (6.14) and (6.15) fix H1 uniquely up
to an overall phase and similar for H2. We determine this phase by the conditions
H†1 = H1, H
†
2 = −H2, (6.17)
such that both H1 and H2 fulfill eq. (6.6).
The commutation properties of Hi with γ¯ depend on the number of dimensions
with negative signature
Hiγ¯ = (−1)s+1γ¯Hi, (6.18)
and we note that the same relation for H can also be extracted from (6.10). In the
following we will identify H either with H1 or H2, the two matrices being related by
H2 = i
sH1γ¯. (6.19)
A few special cases are of interest. For euclidean signature s = 0, H2 commutes
with γ0 and anticommutes with γi and one finds10 H2 = −iγ0. For the opposite
signature s = d one has H1 = −iγ0. For a Minkowski type signature s = d − 1 we
see that H2 commutes with all matrices γ
m and obtain H1 = γ¯ , H2 = i
s, whereas
for s = 1 the corresponding choices are H1 = 1 , H2 = iγ¯.
For odd dimensions d the Clifford algebra can be constructed from the even
dimensional Clifford algebra in one dimension less by adding the γ¯ matrix of the
preceding even dimensional algebra
γd−1 = ξγ¯. (6.20)
Here ξ must obey ξ = ±1 if the additional dimension has positive signature (γd−1 =
(γd−1)†) whereas ξ = ±i otherwise. Corresponding to the signature of the additional
dimension only one of the matricesH1 orH2 exists, since the commutation properties
10For H = H2 this convention agrees with ref. [11].
22
of Hi with γ
d−1 are fixed by the relation (6.18). One obtains (with s the number of
negative signature dimensions in the odd dimensional theory)
H =
{
H1 for s odd
H2 for s even
. (6.21)
These relations are one aspect of the modulo two periodicity in s mentioned in the
introduction.
For the discrete transformations θ the crucial relation for the modulo two pe-
riodicity in s is equation (6.18). For even d this is translated directly into the
transformation properties of Weyl spinors
ψ+
θ↔ ψ¯+, ψ− θ↔ ψ¯− for s even
ψ+
θ↔ ψ¯−, ψ− θ↔ ψ¯+, for s odd. (6.22)
The mappings (6.22) are to be compared with the action of θM for which the crucial
relation for the modulo two periodicity in s is given by eq. (5.8)
ψ+
θM↔ ψ¯+, ψ− θM↔ ψ¯− for s odd
ψ+
θM↔ ψ¯−, ψ− θM↔ ψ¯+ for s even. (6.23)
For given even d we see how the change of the number of negative signature dimen-
sions by one unit switches the role of θ and θM . In our context this is the most
important feature of the modulo two periodicity in the signature.
In consequence, the simultaneous change of the signature of all dimensions does
not affect the role of θ or θM . On the other hand, changing only the signature of
the 0-direction (time-like dimension) amounts to an exchange of the role of θ and
θM . This also holds if we keep positive signature of the 0-direction and switch to
negative signature for the remaining s = d − 1 dimensions. In particular, we may
compare the euclidean signature s = 0 and the Minkowski type signature s = d− 1
for d even. In both cases we can choose (γ0)† = γ0 and represent γ¯ and γ0 in a Weyl
basis
ψ =
(
ψ+
ψ−
)
, γ¯ =
(
1 , 0
0 , −1
)
, γ0 =
(
0 , 1
1 , 0
)
. (6.24)
For the euclidean signature one has H2 = −iγ0, D1 = 1 whereas for the Minkowski
signature s = d − 1 one may choose D1 = γ0, H2 = is, illustrating the close
correspondence of eqs. (6.1) and (6.4).
We may also discuss the close relation between θ and θM for neighboring signature
s under the aspect of analytic continuation. Indeed, the euclidean matrices Hi for
s = 0 and the Minkowski-matrices ǫDi for s = 1 are identical
H
(s=0)
1 = ǫD
(s=1)
1 = −iγ0E γ¯ = γ0M γ¯,
H
(s=0)
2 = ǫD
(s=1)
2 = −iγ0E = γ0M . (6.25)
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In this sense, the hermitean conjugation θM for s = 1 is the analytic continuation
of the θ-transformation for s = 0: the matrices appearing in eqs. (6.1) and (6.4) are
identical. The only modification is the additional flip of the zero momentum compo-
nent q0 which is related to the additional minus sign under complex conjugation of
the phase in the analytic continuation of the vielbein component e m0 , as discussed
in sect. 3.
We will mainly use a definition of θ and θM based on H2 = −iγ0E , D2 = γ0M for
s = 0, 1. The “dynamical part” of the action, which is the part of Skin containing a
time derivative, takes then in Minkowski space the standard form
SE,dyn = −iSM,dyn =
∫
x
ψ†∂tψ. (6.26)
If we define for euclidean signature ψ† = ψ¯H†2 = iψ¯γ
0
E the relation (6.26) remains
valid. The dynamical part remains invariant under analytic continuation since it
contains both a time integration dt and a derivative ∂t. In our formulation the
factor −i from the analytic continuation of em 0 is canceled by a factor i from e.
7 Generalized complex conjugation with euclidean
signature
Having established the close correspondence of θ for euclidean signature with θM for
Minkowski signature suggests that θ can be used to define a new operation of gen-
eralized complex conjugation within Grassmann algebras with euclidean signature.
Our guiding principle is the observation that θM defines a complex conjugation in
the basis (ψ, ψ¯). If a similar complex conjugation based on θ is defined in the basis
(ψ, ψ¯) for euclidean signature, this operation will induce similar mappings between
Weyl spinors as θM for a Minkowski signature (cf. (6.22), (6.23)). With respect
to the complex conjugation θ the Majorana spinors with euclidean signature should
behave similarly to Majorana spinors with Minkowski signature and conjugation θM .
Also the positivity properties related to hermiticity in Minkowski signature should
carry over to euclidean signature.
In a Fourier representation
ψ(x) =
∑
q
exp(iqµx
µ)ψ(q) , ψ¯(x) =
∑
q
exp(−iqµxµ)ψ¯(q) (7.1)
we define for euclidean Dirac spinors the generalized complex conjugation
ψ∗∗(q) = H∗ψ¯(θq),
ψ¯∗∗(q) = H−1ψ(θq). (7.2)
Here we use the symbol ψ∗∗ for convenience of the reader in order to recall that q0
is reversed. From the formal point of view ψ∗∗(q) is the complex conjugate of ψ(q).
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With our conventions H = −iγ0 for the signature s = 0 this relation is the same as
in Minkowski space s = 1(5.11) up to a q0 reflection, θ(q0, ~q) = (−q0, ~q),
ψ∗∗(q) = i(γ0)∗ψ¯(θq),
ψ¯∗∗(q) = iγ0ψ(θq), (7.3)
or, in the usual “row representation” of ψ¯ (ψ¯T → ψ¯)
ψ¯(q) = −iψ†(θq)γ0 = ψ†(θ)q)γ0M . (7.4)
We can again define real and imaginary parts of ψ by the appropriate linear combi-
nations
ψ(q) = ψR(q) + iψI(q),
ψ∗∗(q) = ψR(q)− iψI(q). (7.5)
This demonstrates again the complete analogy of spinor degrees of freedom in an
Minkowski or euclidean formulation. Instead of ψ and ψ¯ we can also take ψR and
ψI or ψ and ψ
∗∗ as independent fermionic degrees of freedom. The new complex
structure does not necessitate a “doubling” of euclidean spinor degrees of freedom.
The compatibility of a (momentum-independent) linear transformation ψ → Aψ
with the complex conjugation requires again that ψ∗∗ transforms according to ψ∗∗ →
A∗ψ∗∗. This replaces eq. (5.7) by the requirement
ψ¯ → ψ¯H−1A†H. (7.6)
Despite the close similarity of the new complex conjugation (7.2) with the formula-
tion for Minkowski signature we recall that the transformation properties of spinors
are originally formulated in terms of ψ and ψ¯. Not all transformations need to be
consistent with the complex structure. (This is similar to the example of 2M real
scalar fields which can be combined into M complex fields. Among the possible
O(2M) symmetry transformations only the subgroup U(M) is compatible with the
complex structure.) Compatibility with the complex structure holds trivially for
vector-like global unitary transformations where U does not act on spinor indices.
As a consequence of the modulo two periodicity discussed in the last section the
chiral transformations are compatible with the complex structure only if we choose
θ for euclidean signature and θM for Minkowski signature.
The Lorentz transformations, in contrast, are only compatible with the com-
plex structure θM and not with θ (cf. (6.10). For euclidean signature and complex
conjugation θ the Lorentz transformations mix real and imaginary parts of ψ in
a way which cannot be expressed in terms of multiplication with a complex ma-
trix. These properties, together with the reflection of one coordinate, constitute
the main qualitative difference between possible complex structures for Minkowski
or euclidean signature. Whereas for Minkowski signature the complex conjugation
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θM is compatible with both chiral and Lorentz transformations, the same cannot be
realized for euclidean signature. For euclidean Dirac spinors we can, in principle,
define the two different complex structures θ and θM . One is compatible with chiral
transformations (θ), the other with Lorentz transformations (θM ), but none with
both.
In practice, it is most convenient for euclidean spinors to define all transforma-
tions for ψ and ψ¯. We will use the complex conjugation θ since only this is compatible
with the chiral structure and related to the necessary positivity properties of the
fermionic action. This choice also guarantees a close analogy between euclidean and
Minkowski signature. We only have to remember that the Lorentz transformations
of ψ and ψ¯ cannot be represented in the basis (ψR, ψI) by a multiplication of a
complex spinor ψ with a complex matrix. One rather needs the transformations
of both ψ and ψ¯ and can then infer the appropriate transformations of ψR and ψI
using ψR(q) =
1
2
(ψ(q) + iγ0ψ¯(θq)), ψI(q) = − i2(ψR(q)− iγ0ψ¯(θq)).
8 “Real” fermionic actions
A fermionic action Sψ which is invariant under either one of the transformations
θM or θ will be called real. This can be generalized to other involutions which
involve a complex conjugation. We will collectively denote such transformations by
θ¯. In this section we establish for a euclidean signature that the fermionic functional
integration (2.7) with a real fermionic action gives a real result, provided Sψ contains
only terms with an even number of Grassmann variables. The partition function
Z is then real. The reality properties for Minkowski signature follow by analytic
continuation.
The mere existence of the involution θ¯ which maps ψ onto ψ¯ requires that the
fields ψ and ψ¯ come in associated pairs (ψu, θ¯ψu) = (ψu, Euvψ¯v). (Note that θ¯
2 = 1
forbids θ¯ψu = 0.) Using detE = 1 one can always write the functional measure in
the form used in (2.3) and establish its invariance under θ¯∫
DψDψ¯ ≡
∫ ∏
u′
(dψu′dψ¯u′) =
∫ ∏
u′
(dψu′d(θ¯ψu′))
=
∫ ∏
u′
(d(θ¯ψ¯)u′d(θ¯ψ)u′) =
∫ ∏
u′
((dθ¯ψ)u′d(θ¯ψ¯)u′). (8.1)
We assume here and in the following that the number of degrees of freedom ψu is
even. Then detH = ±1 or det ǫD = ±1 implies detE = 1.
Real euclidean action
First we consider a euclidean quadratic fermionic action
SE = ψ¯uAuvψv. (8.2)
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Invariance under θ¯ requires θ¯(A) = A according to
θ¯(SE) = (θ¯ψ)vA
∗
uv(θ¯ψ¯)u = ψ¯u(θ¯(A))uvψv = SE . (8.3)
For the transformations θM and θ one has
θM (A) = D
†A†D−1,
θ(A) = SH†A†H−1S, (8.4)
where S operates a time reflection, i.e. S(ψ(q)) = ψ(θ(q)), S2 = 1. In consequence,
the functional integration (2.3) yields a real result if SE is θ¯ invariant
det(θ¯(A)) = detA† = (detA)∗ = detA. (8.5)
(We employ here the fact that for any variable ψ(q) there is a variable ψ(θ(q))
such that the number of variables ψu is even and therefore det(H
†H−1) =
1, detD†D−1 = 1. The partition function Z = det(−A) = detA (2.7) is there-
fore real.)
For a real euclidean action SE the reality of Z can be generalized for fermionic
actions containing arbitrary polynomials of ψ, ψ¯. We expand SE in powers of ψ and
ψ¯ and denote by b
(n)
i the coefficients of such an expansion, with n the number of
Grassmann variables for a given term. (On the quadratic level the b
(2)
i correspond
to Auv and to coefficients of bilinears of the type ψψ and ψ¯ψ¯.) We consider Z as a
functional of b
(n)
i and first establish the relation(
Z[b
(n)
i ]
)∗
= Z[θ¯(b
(n)
i )] (8.6)
with θ¯(b
(n)
i ) defined after eq. (8.8). This relation follows essentially from the θ¯-
invariance of the functional measure and does not yet assume the reality of S.
In order to simplify the discussion we consider here a finite number of degrees of
freedom ψu, ψ¯u – the limit to infinitely many degrees of freedom can be taken at the
end. By definition of the Grassmann integration the “functional” integration yields
a polynomial in the (complex) quantities b
(n)
i with real coefficients
Z[b
(n)
i ] =
∫ ∏
u′
(dψu′dψ¯u′)e
−SE [ψ,ψ¯;b
(n)
i ] = P (b
(n)
i ). (8.7)
Using the fact that θ¯ involves a complex conjugation of the bi we can write
θ¯(SE[ψ, ψ¯; b
(n)
i ]) = SE [χ, χ¯; η
(n)(b
(n)
i )
∗] = SE [ψ, ψ¯; θ¯(b
(n)
i )], (8.8)
with χu = (θ¯ψ)u, χ¯u = (θ¯ψ¯)u. The factor η
(n) results from the total reordering of
Grassmann variables, η(n) = +1 for n = 0, 1 mod 4, , η(n) = −1 for n = 2, 3 mod 4.
The last equation defines θ¯(b
(n)
i ) in close analogy to eq. (5.15), i.e. by appropriate
multiplication of (b(n))∗i with matrices D or HS.
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We now perform a variable transformation ψ → χ, ψ¯ → χ¯ in the functional
integral and exploit the fact that the Jacobian is unity (cf. eq. (8.1)). One therefore
finds
P
(
θ¯(b
(n)
i
)
= P (η(n)(b
(n)
i )
∗). (8.9)
If the total number of ψu is 2m (u = 1...2m), only those products of b
(n)
i contribute
in P for which the sum of all n equals 4m. (This follows from a Taylor expansion
of the exponential and (2.2).) For SE containing only terms with an even number
of Grassmann variables one always needs an even number of b(n) with n = 2 mod 4.
One infers
P (η(n)b
(n)
i ) = P (b
(n)
i ) , P
(
θ¯(b
(n)
i )
)
= P ((b
(n)
i )
∗) = (P (b
(n)
i ))
∗, (8.10)
where the last identity exploits that the coefficients in the polynomial P (b
(n)
i ) are
real. If these properties are preserved in the limit of infinitely many degrees of
freedom, Z[b
(n)
i ] must be an even functional of the b
(n=2mod4)
i . Eq. (8.10) then
establishes the relation (8.6), with
(
Z[b
(n)
i ]
)∗
= Z∗
[
(b
(n)
i )
∗
]
= Z
[
(b
(n)
i )
∗
]
.
In absence of other fields a real fermionic action requires θ¯(b
(n)
i ) = b
(n)
i . The
relation (8.6) then directly implies that the functional integral over a real SE with
only even numbers of ψ or ψ¯ is real
Z =
∫
DψDψ¯ exp(−SE) = Z∗. (8.11)
Typical fermionic actions only involve even numbers of fermions – for example, this is
a necessary requirement for Lorentz-invariance. Osterwalder-Schrader positivity for
euclidean fermions implies then immediately the reality11 of the fermionic functional
integral. We note that we have not assumed continuity of space-time such that this
observation applies directly to lattice theories.
It is straightforward to show that the expectation values of all θ¯-even operators
are real whereas the ones for θ¯-odd operators are purely imaginary. (We assume
that the operators involve an even number of Grassman variables.) Let us denote
the even and odd operators by OkR and O
l
I , θ¯(OR) = OR, θ¯(Oi) = −OI . One obtains
(with real fk, fl)
〈fkOkR + iflOlI〉 = Z−1
∫
DψDψ¯(fkOkR + iflOlI) exp(−SE)
= 〈fkOkR + iflOlI〉∗ = fk〈OkR〉 − ifl〈OlI〉∗. (8.12)
11We observe that functional integration over fermionic actions with even and odd numbers of
fermions would not give a real result even in case of a real action. For a given m one may replace,
for example, three terms with two fermions ((η(2))3 = −1) by two terms with three fermions
((η(3))2 = 1) such that P would necessarily have an imaginary part. Our discussion does not cover
the case that the b
(n)
i are Grassmann variables themselves as, for example, linear source terms. A
generalization to this case is straightforward.
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(We may consider −ln(fkOkR+iflOlI) as an additional part of a real fermionic action.)
By suitable linear combinations one finds for an arbitrary operator
〈θ¯(O)〉 = 〈O〉∗. (8.13)
Fermions and bosons
We can extend our discussion to the case where the b
(n)
i depend on additional
bosonic fields φ. If the bosonic fields also transform under θ¯ we have to replace in
eq. (8.8) (b
(n)
i )
∗ by b¯
(n)
i = b
(n)∗
i
(
θ¯(φ)
)
and correspondingly generalize the meaning of
θ¯(b
(n)
i ). Repeating the discussion above generalizes eq. (8.6),
Z
[
θ¯
(
b
(n)
i (φ)
)]
= Z
[(
b
(n)
i
)∗(
θ¯(φ)
)]
= Z∗
[(
b
(n)
i
)∗(
θ¯(φ)
)]
. (8.14)
Typically, for the euclidean reflection θ the transformation of a scalar field with
positive θ-parity also involves a reflection of the time coordinate θ
(
φ(x)
)
= φ∗(θx).
(In this case a Yukawa coupling b(2)(φ) = hφ(x) implies
(
b(2)
)∗(
θ¯(φ)
) ≡ h∗φ∗(θ(x)).)
A real action obeys again θ¯
(
b
(n)
i (φ)
)
= b
(n)
i (φ) and therefore
Z∗
[
θ¯(φ)
]
= Z[φ]. (8.15)
In other words, if we expand Z[φ] in terms of polynomials of φ and φ∗ with complex
coefficients c, the replacement φ → θ¯(φ), φ∗ → θ¯(φ∗), c → c∗ leaves Z[φ] invariant.
For a conjugation θ with θ
(
φ(x)
)
= φ∗(θx) we can write eq. (8.15) as(
Z
[
φ(x)
])∗
= Z∗
[
φ∗(x)
]
= Z
[
φ(θx)
]
. (8.16)
Eq. (8.16) can be used for establishing properties of the effective bosonic action
Seff [φ] which obtains by integrating out the fermionic fields
Z[φ] = exp(−Seff [φ]) =
∫
DψDψ¯ exp(−S[φ, ψ, ψ¯]). (8.17)
In general, the fermionic functional integral with a real action can lead to an imag-
inary part of Z if θ¯
(
φ∗(x)
) 6= φ(x),
Im exp(−Seff [φ]) = − i
2
{
exp
(− Seff [φ])− exp (− S∗eff [φ∗])}
= − i
2
{
exp(−Seff [φ])− exp(−Seff [(θ¯(φ∗))∗]
}
. (8.18)
As an example we may consider euclidean signature with a real scalar field obeying
θ
(
φ(x)
)
= φ(θx). For a real effective action, S∗eff [θ¯(φ)]) = Seff [φ], a possible local
term in the effective action with an odd number of time derivatives must have an
imaginary coefficient. An example for such a local term is (α real).
Seff = iα
∫
x
ǫµνρσ∂µφ∂νφ∂ρφ∂σφ+ . . . (8.19)
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We may also evaluate Z[φ] for a given time odd scalar field configuration φ(θx) =
−φ(x), with
ImZ[φ] = − i
2
(
Z[φ]− Z[−φ]). (8.20)
The imaginary part of Z[φ] does not vanish if Seff [φ] contains terms that are odd
in φ.
Real expectation values
Often one is interested in the expectation value of some operator
< O[φ, ψ, ψ¯] >=
∫
DφDψDψ¯O[φ, ψ, ψ¯] exp(−S[φ, ψ, ψ¯]). (8.21)
Let us assume that the functional measure
∫
Dφ is invariant under θ¯ in the sense
that it can be written in the form
∏∫
dφd(θ¯(φ)). For real S one concludes
< θ¯(O[φ, ψ, ψ¯]) > = < O[φ, ψ, ψ¯] >, (8.22)
such that the expectation values of all θ¯-odd operators vanish. We can therefore
restrict the discussion to θ¯-even operators. For the case θ¯(φ) = φ∗ the imaginary
part of the fermionic integration vanishes and the remaining bosonic integral is real,
implying < O >=< O >∗. This situation is typically realized for θ¯ ≡ θM . On
the other hand, for an euclidean signature the action may only be invariant under
θ and not under θM . Then the time reflection implies θ¯(φ) 6= φ∗. In this case we
further assume that the bosonic functional measure can be written as a product∏∫
dφd(θ¯(φ))∗. We distinguish between real operators obeying
OR[φ, ψ, ψ¯] = θ¯OR[φ
∗, ψ, ψ¯] (8.23)
and imaginary operators for which (8.23) involves a minus sign. From θ¯(φ∗) =
(θ¯(φ))∗ and (8.15) one concludes
< θ¯O[φ∗, ψ, ψ¯] >=< O[φ, ψ, ψ¯] >∗ . (8.24)
Real operators have therefore always real expectation values, whereas the expec-
tation values of imaginary operators are purely imaginary. For real operators the
imaginary parts (8.18) of the contributions to the functional integral from φ and
(θ¯(φ))∗ exactly cancel. They can therefore simply be omitted and one can replace
exp(−Seff ) by its real part.
These properties have implications for euclidean lattice simulations of gauge
theories with fermions. For a computer simulation the fermionic functional integral
has to be performed analytically and the result is in general not real. As long as
only the expectation values of real operators are computed, one can simply omit the
imaginary parts of the fermionic integration and work with a real effective action
defined by
exp(−S¯eff [φ]) = Re exp(−Seff [φ]) = 1
2
{exp(−Seff [φ]) + exp(−Seff [(θ¯(φ))∗])}.
(8.25)
30
The result remains exact. More precisely, the l.h.s. of eq. (8.25) is a real, but not
necessarily positive weight factor. The formal expression exp(−Seff ) in eq. (8.17)
stands for Z[φ]. It is possible that the real part of Z becomes negative. Examples
for θ¯-even and real operators are φ(x)+φ∗(θx), φ∗(θx)φ(x), or all hermitean fermion
bilinears (see next section) which do not involve φ.
Bosonization
Finally we notice that the positivity properties should be respected if one (par-
tially) bosonizes a fermionic theory. Bosonization typically replaces a fermion bilin-
ear by a bosonic field. Let us consider an euclidean signature with fermion bilinears
represented by Lorentz scalars φ. If one wants to represent the action of θ on φ
by standard complex conjugation θ(φ(x)) = φ∗(θx), one has to make sure that
φ(x) + φ∗(θx) corresponds to a real fermionic bilinear operator. For d even and a, b
internal indices for different fermion species, the real scalar bilinears are
ψ¯a−(x)ψ
b
+(x)− ψ¯b+(θx)ψa−(θx) , i(ψ¯a−(x)ψb+(x) + ψ¯b+(θx)ψa−(θx)). (8.26)
We emphasize that ψ¯ψ is an imaginary operator whereas ψ¯γ¯ψ is real. Operators of
the type ψ¯aψb, ψ¯aγ¯ψb have no definite reality property for a 6= b. Corresponding to
(8.26) one may bosonize the bilinear ψ¯a−(x)ψ
b
+(x) by a complex scalar field φ
ab(x).
The complex conjugated field (φab(x))∗ corresponds then to −ψ¯b+(x)ψa−(x), whereas
ψ¯a+(x)ψ
b
−(x) is replaced by −(φ†)ab(x). The bilinears iψ¯a(x)ψb(x) and ψ¯a(x)γ¯ψb(x)
transmute into hermitean scalar fields.
Reality for Minkowski signature
Formally, a real quadratic Minkowski action SM is also sufficient to guarantee a
real partition function Z =
∫ Dψ exp(iSM). For SM = ψ¯uAMuvψv we now have the
relation
Z = det(iAM) = det
(
iθ¯(AM)
)
= det
(
i(AM)†
)
=
(
det(−iAM ))∗ = ( det(iAM ))∗.
(8.27)
For the last relation we use once more the property that the number of spinors ψu
is even. Again, Z∗ = Z. Furthermore, if the number of spinors ψu is 4 mod 4 one
may use det(−iAM ) = det(AM). For an interacting theory this formal reality of Z
does not remain valid, however, in the presence of the poles characteristic for the
momentum integrals with Minkowski signature. In this case it is destroyed by the
non-hermitean regulator terms that have to be added to SM in order to make the
momentum integrals well defined. As a result, the momentum integrals appearing
in the computation of lnZ produce a factor i such that the fluctuation contribution
to −i lnZ is real, just as the classical part, −i lnZcl = SM [ψ = 0].
As an example, we investigate a Yukawa coupling between spinors and a complex
scalar field φ for d = 4
− SM =
∫
x
iψ¯γµ∂µψ + h(ψ¯RφψL − ψ¯Lφ∗ψR). (8.28)
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With real h and θM(φ) = φ
∗ the action is real with respect to θM , θM(SM) = S
†
M =
SM . Performing the Gaussian integral for the fermions yields formally for constant
φ, with q
/
= γµqµ,
lnZ[φ] = tr
∫
d4q
(2π)4
ln
(
− q/+hφ1 + γ¯
2
− hφ∗1− γ¯
2
)
. (8.29)
We are interested in the φ dependence of lnZ (Ω4: four volume, ρ = φ
∗φ)
1
Ω4
∂2 lnZ
∂φ∂φ∗
= 2h2
∫
q
q2
(q2 + h2ρ)2
= µ˜2(ρ). (8.30)
In order to avoid discussing the complications of the UV-regularization we consider
here the UV-finite derivative
∂2µ˜2
∂ρ2
= 12h6
∫
q
q2
(q2 + h2ρ)4
=
i
48π2h2ρ
. (8.31)
Even though the q− integral is formally real the momentum integration is well
defined only by adding to q2 a small imaginary part, q2 → q2 − iǫ, ǫ > 0. The poles
at q0 = ±
√
~q2 + h2ρ− iǫ are now away from the real axis and the integration yields
an imaginary result. This demonstrates that the formally real expression ln detAM
turns actually out to be imaginary.
More generally, we expect that functional integration over fermions with a real
Minkowski-action SM yields a real effective action
12
SM,eff [φ] = −i lnZ[φ]. (8.32)
and therefore purely imaginary lnZ. Indeed, if the Minkowski-action SM obtains
from the euclidean action SE by analytic continuation (−iSM = SE (anal. contd.))
we may exploit analyticity also for the effective action. As demonstrated above, a
θ-invariant SE yields a real effective action Seff . By analytic continuation one infers
that SM is θM -invariant. Also the analytic continuation of Seff yields −iSM,eff . In
turn, SM,eff should now be real with respect to θM (hermitean conjugation).
9 Hermitean spinor bilinears
Let us now concentrate on hermitean spinor bilinears. In particular, from hermitean
bilinears containing both ψ and ψ¯ one can easily construct real fermionic actions
obeying θ¯(A) = A in eq. (8.2). For θM and D = D1 the action of θM reorders the
γ-matrices according to
θM (ψ¯(q)γ
mγn...γpψ(q)) = ψ¯(q)γp...γnγmψ(q). (9.1)
12Strictly speaking, this holds provided we choose a regularization which is consistent with this
property.
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For even dimensions one also may use
θM (ψ¯(q)γ
mγn...γpγ¯ψ(q)) = (−1)s+Qψ¯(q)γp...γnγmγ¯ψ(q), (9.2)
with Q the total number of matrices γm. For D = D1 the invariants with respect to
θM can then be constructed by multiplying the following terms with real coefficients
13
ψ¯ψ , isψ¯γ¯ψ , ψ¯γmψ , is−1ψ¯γmγ¯ψ , iψ¯Σmnψ , is−1ψ¯Σmnγ¯ψ. (9.3)
If, instead, we use D = D2 the hermitean (θM -invariant) bilinears are
iψ¯ψ , is−1ψ¯γ¯ψ , ψ¯γmψ , is−1ψ¯γmγ¯ψ , ψ¯Σmnψ , isψ¯Σmnγ¯ψ. (9.4)
In consequence, the kinetic term (2.15) is invariant under θM for both D1 and D2.
The corresponding bilinear transformation rules for θ are given by
θ(ψ¯(q)γmγn...γpψ(q)) = κψ¯(θq)γ˜p...γ˜nγ˜mψ(θq),
θ(ψ¯(q)γmγn...γpγ¯ψ(q)) = (−1)s+1+Qκψ¯(θq)γ˜p...γ˜nγ˜mγ¯ψ(θq), (9.5)
with
γ˜0 = −γ0, γ˜i = γi for i 6= 0 (9.6)
and
κ =
{
1 forH = H1
(−1)Q+1 forH = H2
. (9.7)
For H = H2 one finds among the possible θ-invariants with real coefficients cj
(with γi, i 6= 0)
SE =
∫
ddq
(2π)d
ψ¯(q)(cjOj)ψ(q)
Oj = i , i
sγ¯ , iγ0 , γi , qµγ
µ , is+1γ0γ¯ , isγiγ¯ , ... (9.8)
As it should be the list (9.4) of θM -invariants for s = 1 , D = D2 corresponds
precisely14 to the θ-invariants (9.8) for s = 0 , H = H2, reflecting analytic con-
tinuation. For irreducible Weyl, Majorana or Majorana-Weyl spinors some of the
bilinears vanish identically. This is discussed in detail in ref. [3], where tables of al-
lowed and forbidden bilinears, in particular mass terms, can be found. For euclidean
spinors with Osterwalder-Schrader positivity a fermion mass term in our convention
(H = H2) is either imψ¯ψ or mψ¯γ¯ψ.
It is worth mentioning that the euclidean fermion number operator is given by
Nψ = i
∫
dd−1q
(2π)d−1
ψ¯(q)γ0ψ(q) =
∫
dd−1q
(2π)d−1
ψ†(q)ψ(q) (9.9)
13The kinetic term reads − ∫ ddq
(2pi)d
ψ¯(q)qµγ
µψ(q).
14This correspondence holds modulo a factor factor i for each γ0 factor in the θ-invariants
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(cf. eq. (7.4)). Invariance of Nψ with respect to θ guarantees that the fermionic
functional integral results in a real determinant even in presence of a nonvanishing
chemical potential associated to Nψ. Indeed, the analytic continuation of a chemical
potential from Minkowski to euclidean signature is straightforward in our formal-
ism. For a Minkowski signature (s = 1) the chemical potential contributes to the
Minkowski action SM a piece
S
(µ)
M = µ
∫
ddxψ†ψ. (9.10)
We use a complex structure with ǫD2 = γ
0
M as in eq. (6.25). In the vielbein
formalism the corresponding piece in the action SE reads then
S
(µ)
E = µ
∫
ddxeψ¯γ0Mψ, (9.11)
with e = i for Minkowski signature.
Analytic continuation replaces in eq. (9.11) e = 1, according to the euclidean
signature s = 0. (Note that no inverse vielbein appears in S(µ), in contrast to the
term containing a time derivative. The analytic continuation of the combination
−i∂t−µ for s = 1 reads therefore ∂t−µ for s = 0, as appropriate for the Matsubara
formalism where t is usually denoted by τ .) Using further γ0M = −iγ0E results for
s = 0 in the euclidean action
S
(µ)
E = −iµ
∫
ddxψ¯γ0Eψ. (9.12)
According to eq. (9.8) this piece is real with respect to the involution θ for H =
H2 = γ
0
M = −iγ0E . We conclude that the reality of a euclidean action for euclidean
signature is not changed if a piece containing the chemical potential is added. This
statement refers to the complex conjugation based on θ.
The action (9.12) is antihermitean with respect to the transformation θM , both
for D1 and D2, as can be seen from eqs. (9.3), (9.4). In presence of a nonvanishing
chemical potential the action does therefore not remain real with respect to θM . As
we have discussed in sect. 8, reality with respect to θM would imply a real effective
action after integrating out the fermions. Using reality with respect to θ implies for
the effective action only eq. (8.16) or(
Z
[
φi(x)
])∗
= Z
[
φi(θx)
]
. (9.13)
Here φi(x) stands for bosonic fields obeying θ
(
φ(x)
)
= φ∗
(
θx
)
, while generalizations
to more complex transformations of bosonic fields are straightforward. As we have
discussed in sect. 8, however, the imaginary part of Z[φ] can be omitted for the
computation of expectation values of real operators. Real operators can be used,
for example, for an exploration of the phase diagram of QCD. Even in presence of
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a chemical potential their expectation values can be computed using real (but not
necessarily positive) weight factors
ZR
[
φi(x)
]
=
1
2
(
Z
[
φi(x)
]
+ Z
[
φi(θx)
])
. (9.14)
10 Generalized charge conjugation
The properties of the discrete symmetries charge conjugation, parity reflection and
time reversal can depend on the dimension and the signature. Formulated in terms
of the spinors ψ and ψ¯ the charge conjugation is found to be independent of the
signature. Only if we use a complex structure the expression of charge conjugation in
terms of ψ and ψ∗ will also depend on the generalized signature. We call a generalized
euclidean signature (E) the case where θ¯ = θ is used to define a complex conjugation.
For d even (E) corresponds to s even. Conversely, for a generalized Minkowski
signature (M) one uses θ¯ = θM for the definition of the complex conjugation – for d
even this corresponds to s odd.
Charge conjugation and Lorentz symmetry
Since ψu and ψ¯v are independent Grassmann variables the spinors ψ(x) and
ψ¯(x) correspond in a formal group theoretical sense to two distinct Dirac spinors.
If we define a combined spinor ψˆ(x) =
(
ψ(x), ψ¯(x)
)
this will always be a reducible
representation of the Lorentz group, with 2[
d
2 ]+1 components. We therefore expect
that in the group theoretical sense there always exists a generalized Majorana-type
constraint which can reduce ψˆ to a single Dirac spinor, thus eliminating half of the
degrees of freedom. This extends to Weyl spinors if we define ψˆ+ = (ψ+, ψ¯±) with
a choice of ψ¯± such that ψˆ+ contains two equivalent Weyl spinors. We can define
generalized Majorana- and Majorana-Weyl spinors in this way in a group theoretical
sense.
To what extent these representations of the Lorentz group can be used for a de-
scription of physical particles will depend on the possible existence of a kinetic term
in the action. This will not be realized for all generalized Majorana and Majorana-
Weyl spinors. We will see in sect. 11 that for euclidean signature (E) physical
Majorana spinors exist for d = 2, 3, 4, 8, 9 mod 8, and Majorana-Weyl spinors for
d = 2 mod 8. These are precisely the dimensions for which Majorana and Majorana-
Weyl spinors exist for Minkowski signature [3]. They differ from the dimensions for
which euclidean Majorana and Majorana-Weyl spinors exist in an algebraic sense
as “real representations” [3]. We also emphasize that the compatibility of the Ma-
jorana constraint with complex conjugation depends on the choice of the involution
θ¯, typically θM for (M) and θ for (E).
A generalized charge conjugation CW is a map from ψ to ψ¯ which commutes with
the Lorentz transformations. Expressed in the basis ψ, ψ¯ it is purely a map in the
space of spinors. In contrast to the transformations θ or θ¯ it does not involve an
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additional complex conjugation of the coefficients in the Grassmann algebra. Thus
CW constitutes a symmetry if the action is invariant. We emphasize that the charge
conjugation makes no use of the complex structure. This observation will be crucial
for the definition of Majorana spinors in the next section. Majorana spinors will be
associated to eigenstates of CW .
It is convenient to represent CW by a matrix acting on ψˆ(x)
CW ψˆ(x) = CW
(
ψ(x)
ψ¯(x)
)
=
(
0 , W1
W2 , 0
)(
ψ(x)
ψ¯(x)
)
=
(
ψc(x)
ψ¯c(x)
)
. (10.1)
Corresponding to the convention (7.1), CW involves an additional reflection in mo-
mentum space, i.e. ψ(q) → W1ψ¯(−q). In momentum space the combined spinor is
therefore defined as ψˆ(q) =
(
ψ(q), ψ¯(−q)). Commutation with the Lorentz trans-
formations,
[CW , Σˆ] = 0 , Σˆ = −1
2
ǫmn
(
Σmn , 0
0 , −(Σmn)T
)
, (10.2)
requires
W−11 Σ
mnW1 = W2Σ
mnW−12 = −(Σmn)T . (10.3)
This guarantees that ψc and ψ transform identically under Lorentz transformations,
i.e.
δψc = −1
2
ǫmnΣmnψ
c. (10.4)
At this stage it is always possible to choose CW as an involution, in which case
C2W = 1 , W2 =W−11 . (10.5)
We will below also consider more general possibilities for CW .
Invariance of kinetic term
Invariance of the fermion kinetic term −Σqψ¯(q)γµqµψ(q) necessitates
W T2 γ
mW1 = (γ
m)T . (10.6)
We emphasize that a generalized charge conjugation obeying eq. (10.3) can be
defined without the condition (10.6). The latter should be viewed as a condition for
a dynamical theory of fermions of the standard type. We concentrate here on the
case C2W = ǫW = ±1 where
W1 = (C
T )−1, W2 = ǫWC
T , (10.7)
and
CTΣmn(CT )−1 = −(Σmn)T , (10.8)
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such that eq. (10.6) results in the condition
Cγm(CT )−1 = ǫW (γ
m)T . (10.9)
(We omit the possible alternative for even dimensions where C2W = ±γ¯.) We will see
in sect. 11 that eq. (10.9) restricts the choice of ǫW , such that eqs. (10.5) and (10.9)
are not compatible for all dimensions. In turn, this will restrict the dimensions for
which physical Majorana spinors can be defined.
A simultaneous solution of the conditions (10.3) and (10.6) obtains for
CT = δC, δ2 = 1,
CγmC−1 = ǫW δ(γ
m)T ,
CΣmnC−1 = −(Σmn)T . (10.10)
We use the labels [3] C = C1, δ = δ1 for ǫW δ = −1 and C = C2, δ = δ2 for ǫW δ = 1,
with C2 = C1γ¯ for d even. The properties of the matrices C1 and C2 are summarized
in appendix C. Consistency of the relation
(
(γµ)T
)†
=
(
(γµ)†
)T
requires
CDC† = ηDD
T , (10.11)
with ηD some phase. The values δ1,2 characterize the symmetry properties of C and
depend on the number of dimensions [12], [13], [3]
δ1 =
{
1 for d = 6, 7, 8 mod 8
−1 for d = 2, 3, 4 mod 8
δ2 =
{
1 for d = 2, 8, 9 mod 8
−1 for d = 4, 5, 6 mod 8. (10.12)
The matrix C1 does not exist for d = 5 mod 4, and C2 does not exist for d = 3 mod
4. In even dimensions one finds from eq. (10.8) or (10.10)
γ¯T = (−1) d2CT γ¯(CT )−1 = (−1) d2Cγ¯C−1. (10.13)
For even d there is an alternative possibility to fulfill eq. (10.8),
iCT γ¯γm(CT )−1 = ǫW δ(γ
m)T , (10.14)
and eq. (10.9) follows from
C = iδCT γ¯ , δ2 = 1. (10.15)
In this case one may use C = C˜1, δ = δ˜1 for ǫW δ = −1 and C = C˜2, δ = δ˜2
for ǫW δ = 1. For d even the existence of the matrices C1, C2, C˜1, C˜2 obeying eqs.
(10.10), (10.14) is guaranteed by the fact that (γm)T ,−(γm)T , γm and iγ¯γm all
obey the same defining relation for the Clifford algebra.
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Charge conjugation for Weyl spinors
In order to understand the action of CW on Weyl spinors we first introduce a
matrix
Γˆ =
(
γ¯ , 0
0 , (−1)d/2γ¯T
)
, (10.16)
which represents the action of γ¯ on the eight-component spinor ψˆ = (ψ, ψ¯). The
eigenvectors to the eigenvalues ±1 correspond to the two inequivalent spinor repre-
sentations. By the convention (2.16) we always have for block-diagonal γ¯
ψ =
(
ψ+
ψ−
)
, ψ¯ =
(
ψ¯−
ψ¯+
)
, (10.17)
and we recall that ψ¯− is in a representation equivalent to ψ+ for d = 4 mod 4,
whereas ψ¯+ and ψ+ are equivalent for d = 2 mod 4. From eq. (10.13) one concludes
[CW , Γˆ] = 0. (10.18)
The generalized charge conjugation maps equivalent spinor representations in ψ and
ψ¯ into each other.
The matrix Γˆ is, however, not compatible with every complex structure. We
demonstrate this for the complex structure θM and introduce
ˆ¯γ =
(
γ¯ , 0
0 , DT γ¯D∗
)
=
(
γ¯ , 0
0 , −γ¯T
)
. (10.19)
For d = 2 mod 4 one observes compatibility with the complex structure Γˆ = ˆ¯γ,
whereas for d = 4 mod 4 the matrices Γˆ and ˆ¯γ differ and the mapping ψˆ → Γˆψˆ
cannot be expressed by the rules ψ → γ¯ψ, ψ¯ = ǫDTψ∗ → ǫDT (γ¯ψ)∗ which rather
correspond to ψˆ → ˆ¯γψˆ. For the transformation ψˆ → ˆ¯γψˆ one finds
[CW , ˆ¯γ] = 0 for d = 2 mod 4
{CW , ˆ¯γ} = 0 for d = 4 mod 4. (10.20)
For the second solution (10.14) in even dimensions one finds
γ¯T = −Cγ¯C−1 = −CT γ¯(CT )−1 = (−1)d/2CT γ¯(CT )−1. (10.21)
One concludes that this solution is possible only for d = 2 mod 4 where [CW , ˆ¯γ] = 0.
We will not consider this possibility further.
We emphasize that for the generalized charge conjugation the properties (10.13)-
(10.20) depend only on the dimension and not on the signature (in contrast to the
algebraic charge conjugation C discussed in [3]). This is related to the fact that the
definition of CW is based on mappings between ψ and ψ¯ and therefore involves the
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properties of spinor representations under transposition15, which are independent
of the signature. This setting guarantees a close analogy between Minkowski and
euclidean signature. In terms of ψ and ψ¯ we will use the same definition of charge
conjugation both for Minkowski and euclidean signature. We also note that all
relations of this section remain valid if C is multiplied by an arbitrary phase, C →
ηCC , |ηC | = 1.
11 Generalized Majorana spinors
Generalized Majorana spinors correspond to an identification of ψ(x) and±CW (ψ(x)).
Therefore, 1
2
(1± CW ) must be projectors, which requires C2W = 1. Then, for
C2W = 1 , ǫW = 1, (11.1)
generalized Majorana spinors are defined as
ψˆM± =
1
2
(1± CW )ψˆ, ψˆ =
(
ψ
ψ¯
)
. (11.2)
Furthermore, since CW commutes with Γˆ, one can have generalized Majorana-Weyl
spinors which are both eigenstates of CW and Γˆ. We observe that the commutation
of CW with the Lorentz transformations (10.8) gives no restriction on ǫW . In a
group-theoretical sense we can therefore define generalized Majorana-Weyl spinors
in all even dimensions. They correspond to the irreducible spinor representations of
the Lorentz group.
Physical Majorana spinors
The requirement of invariance of the spinor kinetic term changes the picture.
The value of ǫW depends on δ and therefore only on the dimension and not on the
signature. The second eq. (10.10) and the definitions of C1, C2 imply
ǫW = −δ1 for C = C1,
ǫW = δ2 for C = C2. (11.3)
In the following we will fix ǫW by eq. (11.3). The sign ǫ in the definition of θM in
eq. (5.1) will be identified with ǫW and we often drop the index W from now on.
Comparing eq. (11.3) and eq. (10.12) we infer that an invariant kinetic term for
Majorana spinors is not possible for all dimensions. Independently of the signature
“physical” generalized Majorana spinors are possible only for d = 2, 3, 4, 8, 9 mod 8.
Physical generalized Majorana-Weyl spinors exist for d = 2 mod 8. These physi-
cal Majorana spinors are similar to the ones used by H. Nicolai in the context of
euclidean supersymmetric theories [4].
15The algebraic charge conjugation C [3] is based on a mapping ψ → ψ∗ and therefore involves
the properties of representations under complex conjugation which depend on the signature.
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For the solution (10.10), d = 2, 3, 4, 8, 9 mod 8, and Minkowski signature the
generalized Majorana spinors correspond to the standard formulation of Majorana
spinors as real representations of the Lorentz group [3]. This is not the case anymore
for euclidean signature. Indeed, for d = 4 the euclidean rotation group SO(4) has
no real representations for Majorana spinors. A definition of Majorana spinors as
real representations would then imply that four euclidean dimensions do not admit
Majorana spinors [3], in contrast to the setting of this paper. Using the definitions
of sect. 10 the charge conjugate spinor obeys
ψc(x) = CW (ψ(x)) = (CT )−1ψ¯(x),
ψ¯c(x) = CW (ψ¯(x)) = ǫCTψ(x), (11.4)
with ǫ given by eq. (11.3). This definition will be used for all signatures. Majorana
spinors identify ψc and ψ. This is possible for ǫ = 1 which can be realized for
d = 2, 3, 4, 8, 9 mod 8.
Compatibility with complex structure
We next investigate if the definition (11.4) is compatible with a generalized notion
of complex conjugation which corresponds to the involution θ¯. In other words, we
want to express the charge conjugate spinor ψc in terms of the complex conjugate
spinor ψ∗∗ as
ψc(x) = B−1W ψ
∗∗(θ¯x), (11.5)
with θ¯x = x (M) or θ¯x = θx (E), depending on the generalized signature. (For
the complex conjugation based on θM the generalized complex conjugate spinor ψ
∗∗
corresponds to the usual notation of complex conjugation for fixed coordinates, that
we denote by ψ∗.) Inserting the relations between ψ∗ and ψ¯ (5.1) or (7.1), the
comparison of eqs. (11.4) and (11.5) yields
BW = B = ǫ(D
T )−1CT = ǫδD∗C, (M),
BW = (H
T )−1CT = δH∗C. (E). (11.6)
The choice H∗(s = 0) = ǫD∗(s = 1), which guarantees consistency with analytic
continuation, implies that we actually use the same matrix BW for s = 0 and s = 1.
For a Minkowski type signature (M) the matrix B can be identified with the
matrix B1 or B2 discussed in appendix C. From (γ
µ)∗ =
(
(γµ)†)
)T
one infers the
relations
(Σmn)∗ = BΣmnB−1,
(γm)∗ =
{ −σBγmB−1 for C = C1
σBγmB−1 for C = C2
, (11.7)
with σ = 1 for D = D1 and σ = −1 for D = D2. Thus the matrix B coincides (up
to a possible phase) with the matrix B1 in appendix C if we choose for C and D
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the pairs (C1, D1) or (C2, D2). For the other possible pairs (C1, D2) or (C2, D1) it
coincides with B2. Both B and C are unitary,
B†B = 1 , C†C = 1. (11.8)
The involutive property
(
(γµ)∗
)∗
= γµ implies
B∗B = ǫB = ±1. (11.9)
The consistency of the complex structure with the Majorana constraint ψc = ψ
requires ψ∗∗ = Bψ and therefore (ψ∗∗)∗∗ = B∗ψ∗∗ = B∗Bψ = ψ. This is possible
only for ǫB = 1. The values of ǫB are discussed in appendix C. They depend on d
and s. In particular, for a Minkowski signature s = 1 and a suitable choice of B
and C one finds according to eq. (C.1)
ǫB = ǫW = ǫ, (11.10)
such that the charge conjugation is compatible with the complex structure. For this
purpose we select B1 and C2 for d = 5, 8, 9 mod 8, while for d = 3, 4, 7 mod 8 we
take B2 and C1. For d = 2, 6 mod 8 the choice is arbitrary. The Majorana spinors
for d = 2, 3, 4, 8, 9 mod 8 obey then
ψc = B−1ψ∗ = ψ. (11.11)
This coincides with the definition in [3].
For euclidean signature (E) the situation is different since the complex conjuga-
tion involves now also a time reflection (and replaces ǫD∗ → H∗ for BW ). In terms
of complex conjugate spinors ψ∗∗ the euclidean generalized Majorana spinor ψM is
now a non-local superposition
ψM+(x) =
1
2
{ψ(x) + C∗HTψ∗∗(θx)}. (11.12)
This should not obscure the property that in terms of the basic spinor fields ψ(x)
and ψ¯(x) the generalized euclidean Majorana spinor is a perfectly local object
ψM±(x) =
1
2
{ψ(x)± (CT )−1ψ¯(x)}. (11.13)
We will not discuss here in detail the compatibility of the charge conjugation with the
complex structure based on θ. For the most interesting case s = 0 it is guaranteed
by analytic continuation from s = 1.
Majorana spinors and group theory
The action of the generalized charge conjugation is perhaps most apparent in a
basis
(
(CT )−1 = C∗
)
ψˆs =
(
1 , 0
0 , (CT )−1ψ¯
)
ψˆ =
(
ψ
(CT )−1ψ¯
)
, (11.14)
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where the Lorentz transformations are represented by a diagonal matrix (Σ =
−1
2
ǫmnΣ
mn)
Σˆs =
(
1 , 0
0 , (CT )−1
)
Σˆ
(
1 , 0
0 , CT
)
=
(
Σ , 0
0 , Σ
)
. (11.15)
It simply reads
CW (ψˆs(x)) =
(
0 , 1
ǫW , 0
)
ψˆs(x), (11.16)
such that for ǫW = 1 the upper and lower components of ψˆs are exchanged. For d
even ˆ¯γ and Γˆ take in this basis the form
ˆ¯γs =
(
1 , 0
0 , (CT )−1
)(
γ¯ , 0
0 , −γ¯T
)(
1 , 0
0 , CT
)
=
(
γ¯ , 0
0 , τsγ¯
)
,
Γˆs =
(
γ¯ , 0
0 , γ¯
)
, (11.17)
with τs = (−1) d2−1. Since ψ and ψ¯ always contain equivalent Lorentz representations,
ψˆs is a reducible representation which is decomposed into irreducible representations
by suitable projectors 1
2
(1±CW ) (and 12(1± Γˆ) for d even). From a group-theoretical
point of view it is obvious that one can always define the transformation (11.16)
with ǫW = 1 and perform the decomposition.
From a group theoretical point of view one still has to answer the question if
a non-vanishing kinetic term exists for only one irreducible representation of the
Lorentz group. This requires that a Lorentz vector is contained in the symmet-
ric product of two identical irreducible spinor representations, and is the case for
d = 2, 3, 9 mod 8. For these dimensions invariant actions involving a single irre-
ducible generalized Majorana spinor (d = 3, 9 mod 8) or an irreducible generalized
Majorana-Weyl spinor (d = 2 mod 8) can be formulated. For d = 4 mod 8 the
kinetic term involves two inequivalent spinor representations of the Lorentz group.
One can still use generalized Majorana-Weyl spinors, but not a single one. The
minimal setting for an invariant kinetic term consists of two inequivalent general-
ized Majorana-Weyl spinors, which can be combined into one Weyl spinor or one
generalized Majorana spinor. Similarly, for d = 5, 6, 7 mod 8 the vector is in the an-
tisymmetric product of two equivalent irreducible spinors. A kinetic term therefore
requires at least two generalized Majorana spinors, corresponding to a Dirac spinor
for d = 5, 7 mod 8 or a Weyl spinor for d = 6 mod 8. The restrictions from eq.
(10.6) for the possible values of ǫW have a simple group theoretical origin.
In conclusion, the algebraic notion of Majorana spinors is based on the transfor-
mation properties of Lorentz representations under complex conjugation according
to a classification into real, pseudo-real or complex representations. This classifi-
cation depends on the signature [3]. The generalized Majorana spinors are related
to the decomposition of ψ + ψ¯ into irreducible Lorentz representations. This is
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independent of the signature, and only distinguishes between d even or odd. The
existence of physical generalized Majorana spinors is related to the decomposition of
a symmetric product of two irreducible representations. This depends on the dimen-
sion, but not on the signature. The notion of physical Majorana spinors is therefore
compatible with analytic continuation in arbitrary dimension d. For Minkowski sig-
nature, the algebraic notion of Majorana representations coincides with the physical
Majorana spinors. For euclidean signature, algebraic and physical Majorana spinors
differ: the physical Majorana spinors do not coincide with real representations of
SO(d). They correspond to a single spinor representation, where the spinors ψ¯γ
are given by appropriate linear combinations of ψγ , rather than being independent
variables.
12 Parity and time reversal
The Lorentz transformations contain the reflections of an even number of coordinates
with equal signature. Possible additional discrete symmetries involve a reflection of
an odd number of coordinates. We first consider parity in even dimensions with
euclidean (s = 0) or Minkowski (s = 1) signature. It involves the reflection of
d − 1 coordinates xi, i = 1...d − 1, whereas x0 remains unchanged (with η00 = −1
for Minkowski signature). We work here in a fixed coordinate system, where the
reflections act only on the spinor fields. On Dirac spinors a parity transformation
can be defined as
P1(ψ(q)) = ηPγ
0ψ(P (q)),
P1(ψ¯(q)) = η¯P (γ
0)T ψ¯(P (q)), (12.1)
with P (q0) = q0, P (qi) = −qi. Invariance of the kinetic term requires
ηP η¯Pη00 = 1. (12.2)
For s = 0, 1 this implies η¯P = (−1)s/ηP .
Using the connection (5.1) between ψ¯ and ψ∗ one finds for a Minkowski signature
(s = 1)
P1ψ
∗(x) = η¯PD
∗(γ0)DTψ∗
(
P (x)
)
= ση¯P (γ
0)∗ψ∗
(
P (x)
)
, (12.3)
with σ = +1 for D = D1 and σ = −1 for D = D2. Compatibility of P1 with the
complex structure requires
P1ψ
∗(x) =
(
P1ψ(x)
)∗
= η∗P (γ
0)∗ψ∗
(
P (x)
)
, (12.4)
and therefore
η¯P = ση
∗
P . (12.5)
Combining with eq. (12.2) this yields
η∗PηP = ση00. (12.6)
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For s = 1 the compatibility of the parity transformation (12.1) with the complex
structure requires the choice D = D2 such that σ = −1, ση00 = 1. For a euclidean
signature (s = 0) we use the same parity transformation as for s = 1 in order
to remain compatible with analytic continuation, i.e. η
(E)
P γ
0
E = η
(M)
P γ
0
M or η
(E)
P =
−iη(M)P , η¯(E)P = −iη¯(M)P .
Let us now concentrate on D = D2, η
∗
PηP = 1, η¯P = (−1)sη∗P . We still remain
with the freedom of a phase in ηP . In order to fix ηP , we first impose P
2
1ψ = ±ψ
or η2P = η¯
2
P = ±1. Next we require that the parity reflection commutes with the
generalized charge conjugation CW ,
[CW , P1] = 0. (12.7)
This allows us to define the action of parity also for generalized Majorana spinors.
Using (10.10) this yields
η2P = ǫδη00. (12.8)
In particular, for d = 4, s = 1, C = C1 (or ǫδ = −1) one finds ηP = −η¯P =
±1, P 21ψ = −ψ. For euclidean signature C = C1 implies an imaginary phase
ηP = −η¯P = ±i, P 21ψ = −ψ. We choose η(M)P = 1, η¯(M)P = −1, η(E)P = −i, η¯(E)P = i.
The transformation of the fermion bilinears involving ψ¯ and ψ is independent of the
phase ηP and independent of the signature:
P1 : ψ¯+iγ
µ∂µψ+ ↔ ψ¯−iγµ∂µψ− , ψ¯a+ψb− ↔ ψ¯a−ψb+,
ψ¯ψ → ψ¯ψ , ψ¯γ¯ψ → −ψ¯γ¯ψ. (12.9)
In even dimensions there is an alternative version of the parity transformation
involving γ¯
P2
(
ψ(q)
)
= ηPγ
0γ¯ψ
(
P (q)
)
,
P2
(
ψ¯(q)
)
= −η¯Pγ0T γ¯T ψ¯
(
P (q)
)
. (12.10)
The transformations P2 and P1 are related by a chiral transformation P2 = P1R−
where R− changes the sign of ψ− and ψ¯− while ψ+, ψ¯+ are invariant. The relations
(12.2) and (12.5) also hold for P2. We conclude that for s = 1 only the complex
structure built on the choice D = D2 is compatible with the parity transformation.
Using the same phases ηp, η¯p for P1 and P2 one finds P
2
2 = −P 21 , such that for
d = 4, s = 1, C = C1 one obtains P
2
2 = 1. With respect to P2 the transformation
properties of spinor bilinears are
P2 : ψ¯+iγ
µ∂µψ+ ↔ ψ¯−iγµ∂µψ− , ψ¯a+ψb− ↔ −ψ¯a−ψb+
ψ¯ψ → −ψ¯ψ , ψ¯γ¯ψ → ψ¯γ¯ψ. (12.11)
Since for s = 1, D = D2 the bilinear ψ¯γ¯ψ is real (cf. eq. (9.4)) it seems natural
to use the parity transformation P2. In this case a mass term mψ¯γ¯ψ with real m
conserves parity.
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For an odd number of dimensions the parity reflection of d − 1 coordinates is
contained in the continuous Lorentz transformations and needs not to be discussed
separately. There still exist non-trivial reflections of an odd number of space coor-
dinates.
Generalized time reversal TW is a reflection of the remaining 0-component of
the coordinates. This transformation also maps ψ into ψ¯ and vice versa. In even
dimensions one has16
TW (ψ(q)) = ηTγ
0γ¯(CT )−1ψ¯(P (q)),
TW (ψ¯(q)) = η¯T (γ
0)T γ¯TCTψ(P (q)). (12.12)
Invariance of the kinetic term requires
η¯TηT = ǫη00. (12.13)
We may choose the phases such that [CW , TW ] = 0, implying
η¯T = (−1)d/2δηT ,
η2T = (−1)
d
2 ǫδη00 = (−1) d2 η2P . (12.14)
For the convention (12.8) the “time reflection” TW anticommutes then with the
parity reflection, {TW , P} = 0, independent of the choice of the phases ηT and
η¯T . The definition (12.12) for time reversal is not unique. One may use modified
reflections, similar to the possibilities P1 and P2 for parity
One observes that the combination TWCW is a mapping ψ → ψ,
TWCW (ψ(q)) = ǫηTγ0γ¯ψ(−P (q)),
TWCW (ψ¯(q)) = η¯T (γ0)T γ¯T ψ¯(−P (q)). (12.15)
In euclidean space this combination acts similarly to the reversal of any other “space-
like” coordinate. Finally, one obtains for the generalized CPT-transformation for
even dimensions (P = P1)
PTWCW (ψ(q)) = ǫηPηT η00γ¯ψ(−q),
PTWCW (ψ¯(q)) = η¯P η¯Tη00γ¯T ψ¯(−q). (12.16)
For euclidean signature a combination of Lorentz rotations with angle π in the
(01)(23)... planes results in
ψ(q)→ (i) d2 γ¯ψ(−q) , ψ¯(q)→ (−i) d2 γ¯T ψ¯(−q). (12.17)
One concludes that for even d and a euclidean signature the combined transformation
PTWCW is a pure SO(d) transformation. Invariance of the action under CPT is
therefore a simple consequence of the Lorentz symmetry! On the other hand, for
odd dimensions the reflection PTWCW as well as TWCW are not contained in the
continuous Lorentz transformations.
16Note the additional minus sign in momentum space connected to the definition (7.1).
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13 Continuous internal symmetries
We discuss here general continuous global symmetries in even dimensions which com-
mute with the Lorentz transformations. In the basis (10.10) ψˆs = (ψ
a, (CT )−1ψ¯a),
with a = 1...N internal indices, they are represented by regular complex matrices
A(ψˆs) = Aˆsψˆs , [Aˆs, Σˆs] = 0. (13.1)
This implies that Aˆs also commutes with Γˆs and therefore does not mix inequivalent
Lorentz representations. We choose a convention with γ¯ = γ¯T = diag(1,−1) and
define for d = 4 mod 4
ψˆ+(q) =
(
ψ+(q)
(CT )−1ψ¯−(−q)
)
, ˆ¯ψ+ =
(
(CT )−1ψ¯+(q)
ρψ−(−q)
)
, (13.2)
with ρ = ±1 or ±iγ¯. Taking ρ = −δ1 or ρ = δ2 for the solution (10.10) with C = C1
or C2, respectively, and ρ = −iδ˜1γ¯ or ρ = iδ˜2γ¯ for the solution (10.15) with C˜1 or
C˜2, the kinetic term reads simply
Skin = −
∫
ddq
(2π)d
( ˆ¯ψ+(q))
TCγµqµψˆ+(q). (13.3)
In this basis [Aˆs, Σˆs] = 0 implies
A(ψˆ+) = Aψˆ+, A( ˆ¯ψ+) = (A˜−1)T ˆ¯ψ+, (13.4)
with A and A˜ complex 2N×2N -matrices not acting on the spinor indices of ψ+ and
(CT )−1ψ¯−. Invariance of the kinetic term requires A = A˜ and the existence of the
inverse A−1. We conclude that for even dimensional Dirac spinors the most general
continuous invariance group of the kinetic term is SL(2N,C ). These transforma-
tions also leave a standard functional measure invariant (det Aˆs = 1). The chiral
transformations U(N)× U(N) are a subgroup of SL(2N,C ) with
A =
(
U+ , 0
0 , U−
)
, U †+U+ = U
†
−U− = 1. (13.5)
As we have discussed before, this subgroup is compatible with the complex structure,
whereas the transformations (13.4), in general, are not. Nevertheless, they are
genuine symmetries of the kinetic term.
One is often interested in situations where part of the continuous symmetries
are gauged. One wants to know which additional global symmetries are consistent
with the gauge symmetries. We discuss this topic here in a QCD-like setting with
NF flavors where N = 3NF , and the internal index is replaced by a double index
(a, i), a = 1...NF . The gauge group SU(3)c acts (infinitesimally) on the color indices
i = 1...3,
δGψˆ
ia
+ =
i
2
θz(λˆz)
ijψˆja+ , λˆz =
(
λz , 0
0 , λ∗z
)
, (13.6)
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with λz the Gell-Mann matrices, Tr(λyλz) = 2δyz, T rλz = 0.
Gauge invariance of the spinor kinetic term induces a “quark-gluon coupling”
(with g the gauge coupling)
Lg = 1
2
g ˆ¯ψT+(x)Cγ
µAzµ(x)λˆz ψˆ+(x). (13.7)
Global transformations leaving (13.7) invariant obey (with invariant17 Azµ)
A−1λˆzA = λˆz , A =
(
A+ , 0
0 , A∗−
)
, (13.8)
where A± act only on the flavor indices. Since the matrices A± are arbitrary regular
complex matrices in flavor space, the global symmetries form the group SL(NF , C )×
SL(NF , C ). This group is only a subgroup of the invariance group of the kinetic
term. It is, however, still larger than the usually considered global flavor symmetry
U(NF )× U(NF ).
It is instructive to investigate the action of (13.8) on the Lorentz scalars,
Ls = ψ¯−Gw+λwψ+ + ψ¯+Gw−λwψ−, (13.9)
where w runs from 0 to 9 with λ0 =
√
2/3 and Gw± arbitrary flavor matrices.
This follows from the transformation ψ+ → A+ψ+, ψ− → (A†−)−1ψ−, ψ¯+ →
(AT+)
−1ψ¯+, ψ¯− → A∗−ψ¯−. One finds
Gw+ → A†−Gw+A+, Gw− → A−1+ Gw−(A†−)−1. (13.10)
A flavor-singlet mass term is invariant for A†−A+ = 1. For unitary A± = U± this
reduces the symmetry to the vector-like flavor group U(NF ) with U+ = U−. For our
more general transformation, a singlet mass term reduces SL(NF , C )× SL(NF , C )
to the “diagonal” subgroup SL(NF , C ) with A
†
− = A
−1
+ .
The fact that SL(NF , C )×SL(NF , C ) transformations leave the covariant kinetic
term and therefore the classical QCD-action invariant does not yet guarantee that
they are symmetries of the full quantum theory. For this property one also has to
require invariance of the functional measure. For a local gauge theory this is not
trivial. The measure has to be consistent with gauge symmetry which is not the
case for the “naive” SL(NF , C )×SL(NF , C ) invariant measure. In fact, there is an
incompatibility between part of the SL(NF , C ) × SL(NF , C ) transformations and
gauge transformations, leading to an anomaly similar to the usual axial anomaly.
(The axial U(1) transformations are actually part of SL(NF , C ) × SL(NF , C ).)
This anomaly can be most easily seen by an investigation of the anomalous ’t Hooft
multi-fermion interaction [15]. The bilinear ϕ˜
(1)
ab = ψ¯+bψ−a transforms as ϕ˜
(1) →
17More generally, the global transformations could be accompanied by a global SU(3)c transfor-
mation of Azµ.
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(A†−)
−1ϕ˜(1)A−1+ and det ϕ˜
(1) is invariant only for detA+(detA−)
∗ = 1. From ϕ˜
(2)
ab =
−ψ¯−bψ+a, ϕ˜(2) → A+ϕ˜(2)A†− one sees that this is also the condition for the invariance
of det ϕ˜(2). It is straightforward to verify that the ’t Hooft interaction is invariant
precisely under the transformations obeying detA+(detA−)
∗ = 1.
Consider QCD with two massless quarks, d = 4, NF = 2. The SL(2,C)-
transformations leaving the kinetic term and a singlet chiral condensate ψ¯γ¯ψ in-
variant read
ψ′L = AψL , ψ¯
′
L = ψ¯LA
−1,
ψ′R = AψR , ψ¯
′
R = ψ¯RA
−1. (13.11)
The compact subgroup consists of the unitary transformations SU(2) × U(1). A
typical transformation that is not contained in the unitary transformations is the
scaling by a real factor λ
ψ′ = λψ , ψ¯′ = λ−1ψ¯. (13.12)
It is allowed since ψu and ψ¯v are independent Grassmann variables. The functional
measure is clearly invariant under this transformation. On the other hand, the scal-
ing (13.12) is not compatible with the complex structure. A priori the compatibility
with the complex structure is not a restriction that has to be imposed. Symmetries
not compatible with a complex structure are well known from other examples, as for
a scalar field theory for a complex doublet which has the symmetry SO(4) and not
only SU(2)× U(1) - only the latter being compatible with the complex structure.
The question arises what happens if the extended symmetries are spontaneously
broken. The QCD-action for our case is invariant under
ψ′L = AψL , ψ¯
′
L = ψ¯LA
−1,
ψ′R = BψR , ψ¯
′
R = ψ¯RB
−1, (13.13)
while the regular complex matrices A,B obeying the constraint
det(AB∗) = 1 (13.14)
also leave the t’Hooft interaction invariant (A = A+, B = A−). The matrix A can
be represented as
A = exp(iαwτw) , αw ∈ C, (13.15)
with w = 0, 1, 2, 3, τ0 = 1, τk the Pauli matrices, and a similar representation
B = exp(iβwτw). The difference to the unitary transformations arises from the
complex parameters αw, βw instead of real ones. For infinitesimal transformations
the condition (13.14) reads
α0 = β
∗
0 . (13.16)
The real part of α0 corresponds to the U(1) transformations representing fermion
number conservation, while Im(α0) describes the scaling
ψ′L = λψL , ψ¯
′
L = λ
−1ψ¯L,
ψ′R = λ
−1ψR , ψ¯
′
R = λψ¯R. (13.17)
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The scaling (13.12) is anomalous.
We may try to represent the color singlet fermion bilinears with fermion number
zero by complex scalar fields
ϕab = ψ¯a,iR ψ
b,i
L , ϕ˜
ab = −ψ¯a,iL ψb,iR . (13.18)
If we want to guarantee that the real part of ϕ has a real expectation value, and the
same for iImϕ, consistency requires the identification ϕ˜ = ϕ† (cf. sect. 8). On the
level of bosonic fields only those transformations that are consistent with ϕ˜ = ϕ†
can be consistently realized. From eq. (13.13) one infers
ϕ′ = (BT )−1ϕAT , ϕ˜′ = (AT )−1ϕ˜BT ,
(ϕ†)′ = A∗ϕ†(B∗)−1. (13.19)
Consistency of ϕ˜ = ϕ† requires A† = A−1, B† = B−1. Only this subgroup of unitary
transformations is relevant for the discussion of Goldstone bosons and we remain
with the usual scenario.
14 Conclusions
We have discussed a consistent mapping between Minkowski signature and euclidean
signature for all types of spinors, in particular Majorana spinors and Majorana-
Weyl spinors. This holds for arbitrary dimension d. In particular, no discontinuous
“doubling of degrees of freedom” is needed when implementing the four-dimensional
Majorana spinors for Minkowski signature in the corresponding euclidean quantum
field theory. Analytic continuation is always possible.
Care has to be taken, however, for the proper choice of the complex structure.
The hermitean conjugation for Minkowski signature has to be replaced by an in-
volution θ for euclidean signature, which also involves the reflection of the time
coordinate. We find a modulo two periodicity in signature for the choice of the
complex structure.
We define generalized Majorana spinors based on on a general mapping between
the independent Grassmann variables ψ and ψ¯. For Minkowski signature they coin-
cide with the algebraic notion of Majorana spinors. For euclidean signature, however,
the generalized Majorana spinors differ from the real spinor representations of the
rotation group. The physical euclidean Majorana spinors are based on the notion
of generalized Majorana spinors. They exist in precisely the same dimensions as for
Minkowski signature. We also use this setting for a consistent implementation of
the discrete symmetries parity, time reversal and charge conjugation for euclidean
spinors and we discuss the issue of a “real action” and real expectation values.
Taking things together, we realize a consistent description of spinors for arbitrary
dimension and signature of the metric.
The use of a consistent complex structure for euclidean signature based on θ
defines new notions of “reality” and “hermiticity. For euclidean signature the reality
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of the action is closely related to Osterwalder-Schrader positivity. For a real action
the expectation values of hermitean fermion bilinears are real. Also the Grassmann
functional integration over fermions yields a real result. This extends to the presence
of bosonic “background fields” φ in the Grassmann functional as, for example, gauge
fields. For a real fermion action the result of “integrating out” the fermions leads
to an effective weight factor (effective action) for the bosons which is, in turn, real
with respect to θ. This means that the effective weight factor Z[φ] is invariant under
a generalized complex conjugation which includes the complex conjugation of the
bosons as well as a reversal of the time coordinate, φ(x)→ θ(φ(x)) = φ∗(θx). A real
bosonic action (with respect to θ) is real in the usual sense (where all coordinates are
kept fixed) if it contains only terms with an even number of time derivatives. Terms
with an odd number of time derivatives are purely imaginary if all coordinates are
kept fixed. (The “usual” complex conjugation maps φ(x)→ φ∗(x).)
The presence of different complex structures has interesting consequences for
many issues. As one example, we mention a nonvanishing chemical potential in a
euclidean quantum field theory with fermions, as relevant for the phase diagram
of QCD at nonzero baryon density. In the presence of a chemical potential the
euclidean action is not invariant with respect to the usual hermitean conjugation
θM . After integrating out the fermions the effective weight factor Z[φ] is then not
guaranteed to be a real quantity. However, the action remains real with respect
to a generalized complex conjugation based on θ. We have defined the notion of
“real operators” as, for example, all hermitean fermion bilinears not involving φ.
The expectation values of all real operators can be computed by using only the real
part ZR[φ] of the fermionic integral. The effective weight factor for real operators
is therefore real even in the presence of a chemical potential, permitting perhaps a
numerical evaluation.
In summary, the notions of “real” and “imaginary” depend on the choice of the
complex structure. Grassmann integrals for fermions may admit many different
complex structures.
Appendix A: Spinors in four dimensions
Clifford algebra
We collect here the most important relations for a particular representation of the
Clifford algebra in four dimensions. For euclidean signature (s = 0) the hermitean
matrices γm are
γ0E =
(
0 , 1
1 , 0
)
, γi =
(
0 , −iτi
iτi , 0
)
,
γ¯ = −γ0Eγ1γ2γ3 =
(
1 , 0
0 , −1
)
. (A.1)
Here i = 1, 2, 3 and τi are the Pauli matrices. The hermitean generators of the
50
euclidean Lorentz (SO(4)-rotation) group read
σmn =
i
2
[γm, γn] = −2iΣmn =
(
σmn+ , 0
0 , σmn−
)
(A.2)
where
σij+ = σ
ij
− = −ǫijkτk,
σ0kE,+ = −τk , σ0kE,− = τk. (A.3)
Corresponding representations for a Minkowski signature are easily obtained
from (A.1) by appropriate multiplications with a factor (−i). For s = 1 one mul-
tiplies γ0 by a factor −i whereas for s = d − 1 the matrices γi are multiplied by
−i. The matrix γ¯ = diag(1, 1,−1,−1) is the same for all signatures s. The phase
factor in eq. (2.11) is η = −1 for s = 0 and η = −i for s = 1. In particular, for a
Minkowski signature s = 1 one has
γ0M =
(
0 , −i
−i , 0
)
, σ0kM,+ = iτk , σ
0k
M,− = −iτk , γ¯ = −iγ0Mγ1γ2γ3. (A.4)
The matrix γ¯ is usually called γ5 and the Weyl spinors are associated to left
handed and right handed fermions
ψL = ψ+ =
1 + γ¯
2
ψ , ψR = ψ− =
1− γ¯
2
ψ,
ψ¯L = ψ¯+ =
1− γ¯
2
ψ¯ , ψ¯R = ψ¯− =
1 + γ¯
2
ψ¯. (A.5)
Action
We use the same kinetic term
Lkin = iψ¯γ
µ∂µψ (A.6)
for all signatures s. The analytic continuation discussed in sect. 3 implies for
Minkowski and euclidean signature the convention e−SE = eiSM . In our convention
one has for euclidean signature SE =
∫
d4xLkin and for Minkowski signature SM =
− ∫ d4xLkin. For a Minkowski signature s = 1 we use the complex structure
ψ¯ = ψ†γ0M . (A.7)
By virtue of the relation γµ†γ0† = γ0γµ we observe that Lkin is hermitean, L
†
kin =
Lkin. In the notation of sect. 5 one has ǫ = 1 , D = D2 = γ
0
M . For euclidean
signature s = 0 and the choice H = H2 = −iγ0E = γ0M the kinetic term is invariant
under the θ-reflection.
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In our conventions the involutions related to the complex structures therefore
read
s = 0 : θψ(q) = Rψ¯(q˜) , θψ¯(q) = Rψ(q˜),
s = 1 : θMψ(q) = Rψ¯(q) , θM ψ¯(q) = Rψ(q), (A.8)
with q˜0 = −q0 and
R = H∗(s=0) = H−1(s=0) = D∗(s=1) = D−1(s=1) =
(
0 , i
i , 0
)
, (A.9)
or, for s = 1,
ψ∗(x) =
(
0 , i
i , 0
)
ψ¯(x). (A.10)
For our convention D = D2 for s = 1 the list of hermitean bilinears ψ¯Ojψ reads
Oj = i , γ¯ , γ
m , γmγ¯ , iσmn , σmnγ¯. (A.11)
For s = 0 , H = H2, this list also corresponds to terms that are invariant under θ
if an even number of indices m equals zero. On the other hand, these bilinears are
odd under θ for an odd number of zero-indices. In particular, a mass term takes the
perhaps somewhat unusual form
Lm = mψ¯RψL −m∗ψ¯LψR, (A.12)
such that for real m the Dirac operator becomes18
D = iγµ∂µ +mγ¯. (A.13)
This convention simplifies many computations since the squared Dirac operator in
momentum space takes the simple form
D2 = qµqµ +m2. (A.14)
Such a simple form may constitute an advantage for euclidean lattice gauge theory,
since for real m the piece m2 constitutes a gap in the spectrum of D2 and therefore
acts as an effective infrared cutoff for the fermion fluctuations.
The convention with D = iγµ∂µ+m would be obtained if we use D1, H1 instead
of D2, H2 (for s = 1, 0), with ψ¯ = ψ
†γ0γ¯ instead of eq. (A.7). For fixed ψ† the two
conventions would be related by a simple redefinition of ψ¯ , ψ¯′ = ψ¯γ¯. However, the
partition function is defined as a functional integral over ψ and ψ¯ as independent
variables. The two different choices for D should be interpreted as different choices
of the complex structure. In consequence, they are related by a transformation that
is not compatible with a given complex structure.
18This form is familiar from dimensional reduction of higher dimensional theories [18].
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We note that a chiral rotation,
ψ → eiαγ¯ψ , ψ¯ → ψ¯eiαγ¯ , (A.15)
induces a phase change of m in either convention but does not switch from one
convention to the other. We could use this chiral phase in order to bring the mass
term mγ¯ in eq. (A.13) into the perhaps somewhat more conventional form im. (The
latter corresponds to purely imaginary m in eq. (A.12).) The form (A.13), (A.14)
seems, however, most convenient.
For states with a nonzero particle number one adds to the action a piece con-
taining the chemical potential µ. For a Minkowski signature (s = 1) it reads
S
(µ)
E = iµ
∫
d4xψ¯γ0Mψ = −iµ
∫
d4xψ†ψ
= µ
∫
d4x(ψ¯LψL + ψ¯RψR). (A.16)
The associated Minkowski action
S
(µ)
M = iS
(µ)
E = µ
∫
d4xψ†ψ (A.17)
is hermitean, while S
(µ)
E is antihermitean. For a euclidean signature (s = 0) one
finds the hermitean euclidean action
S
(µ)
E = −iµ
∫
d4xψ¯γ0Eψ
= −iµ
∫
d4x(ψ¯LψL + ψ¯RψR). (A.18)
A real euclidean action (with respect to the conjugation θ) remains real if the
piece (A.18) is added. The determinant associated to the Gaussian integration
over fermions remains real.
With time on a torus with circumference 1/T the setting with s = 0 describes
thermal field theory, with partition function
Z =
∫
Dψ exp(−SE) (A.19)
related to thermodynamic Gibbs free energy J and pressure p by the relation
p = −V −13 J = V −13 T lnZ, (A.20)
with V3 the volume. The derivative of p with respect to µ yields the particle number
density
n =
∂p
∂µ |T
= 〈ψ¯iγ0Eψ〉, (A.21)
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where we have assumed a homogeneous ground state. The reality of the action
guarantees that p and n are real. (From eq. (A.11) one infers that the bilinear
iψ¯γ0Eψ is hermitean.) The non-relativistic approximation for particles with a given
charge (no antiparticles) leads to a two-component complex spinor ϕ, with action
containing the kinetic term (A.6), mass term (A.12) and chemical potential (A.18)
reduced to (s = 0)
S =
∫
d4xϕ†
(
∂t − µ−∆/(2m)
)
ϕ. (A.22)
Discrete symmetries
The charge conjugate spinor is defined as
ψc(q) = −C−1ψ¯(q), ψ¯c(q) = −Cψ(q). (A.23)
It involves the charge conjugation matrix (C ≡ C1) which is given by
C =
(
τ2 , 0
0 , −τ2
)
, (A.24)
and obeys (δ = −1)
(γm)T = −CγmC−1 , (σmn)T = −CσmnC−1 , [C, γ¯] = 0 ,
C = −C∗ = −CT = C† = C−1 ,
CCT = −C2 = CC∗ = −1. (A.25)
It is independent of the signature s.
In presence of internal symmetries the generalized charge conjugation CW may
also act on internal spinor indices by a matrix G
CW (ψ) = ψc = −GCψ¯ , CW (ψ¯) = ψ¯c = −G∗Cψ
G†G = 1 , G∗G = ǫG , C2W = ǫG. (A.26)
With
G =
(
g+ , 0
0 , g−
)
(A.27)
and g± unit matrices in (two-component) spinor space, acting only on internal in-
dices, one obtains
ψc+ = −g+τ2ψ¯− , ψc− = g−τ2ψ¯+
ψ¯c+ = g
∗
−τ2ψ− , ψ¯
c
− = −g∗+τ2ψ+. (A.28)
The charge conjugation
CW (ψ±) = ψc± =
1± γ¯
2
ψc (A.29)
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does not change the Lorentz representation of the spinors, corresponding to map-
pings ψ+ → ψ¯− etc. Expressed in terms of ψ and ψ¯ it acts in spinor space without
an additional complex conjugation of the coefficients of the Grassmann algebra (in
contrast to θ, θ¯).
For g+ = g− the bilinears transform as
CW (ψ¯a+ψb−) = ψ¯b+ψa− , CW (ψ¯a−ψb+) = ψ¯b−ψa+,
CW (ψ¯a+γµψb+) = −ψ¯b−γµψa− , CW (ψ¯a−γµψb−) = −ψ¯b+γµψa+,
CW (ψ¯a+σµνψb−) = −ψ¯b+σµνψa− , CW (ψ¯a−σµνψb+) = −ψ¯b−σµνψa+. (A.30)
Here ψ¯+ψ− stands for ψ¯
T
+ψ− and corresponds to a contraction over spinor indices
and internal indices on which G acts. The additional “flavor indices” a, b denote
different species of spinors. (The matrix G acts as a matrix in flavor space.) In
particular, a gauge covariant kinetic term for a vector-like gauge symmetry,
SE = i
∫
d4x{ψ¯+γµ(∂µ − igAµ)ψ+ + ψ¯−γµ(∂µ − igAµ)ψ−}, (A.31)
is invariant under CW if the gauge field has negative C-parity, CW
(
Aµ(x)
)
= −Aµ(x).
On the other hand, a gauge field with purely axial coupling (∼ γµγ¯) has positive C
parity.
For G = 1 one has ψ¯R = −τ2ψcL , ψR = τ2ψ¯cL, such that the number density
n(x) = ψ¯(x)iγ0Eψ(x) = i(ψ¯LψL − ψ¯cLψcL) (A.32)
counts particles and antiparticles with opposite sign. The conserved charge associ-
ated to the chemical potential µ in eqs. (A.17) or (A.18) can be associated with
electric charge. The bilinear n(x) vanishes for Majorana spinors where ψc = ±ψ.
The parity transformation (P = P2)
P(ψ(x0, ~x)) = Pψ(x0,−~x) , P(ψ¯(x0, ~x)) = −ψ¯(x0,−~x)P, (A.33)
is represented by the matrix
P = γ0M γ¯ = −iγ0E γ¯ =
(
0 , i
−i , 0
)
(A.34)
both for euclidean (s = 0) and Minkowski (s = 1) signature. The fermion bilinears
transform as
P : ψ¯−ψ+ → −ψ¯+ψ− , ψ¯+ψ− → −ψ¯−ψ+ ,
ψ¯+γ
µψ+ → −ψ¯−γ˜µψ− , ψ¯−γµψ− → −ψ¯+γ˜µψ+,
ψ¯−σ
µνψ+ → −ψ¯+σ˜µνψ− , ψ¯+σµνψ− → −ψ¯−σ˜µνψ+,
(A.35)
with γ˜0 = −γ0 , γ˜i = γi , σ˜0i = −σ0i , σ˜ij − σij . We observe P 2 =
1 , P2 = 1. For the combined CP-transformation this implies
CWP : ψ¯a−ψb+ → −ψ¯b+ψa− , ψ¯a+ψb− → −ψ¯b−ψa+ ,
ψ¯a+γ
µψb+ → ψ¯b+γ˜µψa+ , ψ¯a−γµψb− → ψ¯b−γ˜µψa− ,
ψ¯a−σ
µνψb+ → ψ¯b+σ˜µνψa− , ψ¯a+σµνψb− → ψ¯b−σ˜µνψa+,
(A.36)
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and we note (CWP)2ψ(x) = −ψ(x).
In our conventions a general mass term consistent with hermiticity (s = 1) or
Osterwalder-Schrader positivity (s = 0) reads
Lm = ψ¯aM
(H)
ab γ¯ψb + ψ¯aM
(A)
ab ψb (A.37)
with M (H) and M (A) the hermitean and antihermitean parts of an arbitrary mass
matrix Mab = M
(H)
ab +M
(A)
ab , (M
(H))† = M (H) , (M (A))† = −M (A). It is invariant
under the charge conjugation CW for M = MT . Invariance with respect to parity
requires a hermitean mass matrix M = M † whereas CP-invariance follows for a
real M = M∗. It is sufficient that these properties hold for an appropriate basis in
spinor-space which may be realized by chiral transformations. In particular, if M
can be transformed to a real diagonal form the possible violations of C, P and CP
occur in other sectors of the theory and are not related to the fermion masses.
Majorana spinors and complex structure
Majorana spinors can be defined by imposing the condition
ψcM+ = ψM+. (A.38)
For both euclidean signature (s = 0) and Minkowski signature (s = 1) this amounts
to the same relation between ψ¯ and ψ,
ψ¯ = −Cψ, (A.39)
where we recall that we use the same matrix C for both signatures. It is obvious that
this definition of a Majorana spinor is possible both for euclidean and Minkowski
signature.
The Majorana constraint (A.39) acts on the Weyl spinors ψ± (A.5) as
ψ¯− = −τ2ψ+ , ψ¯+ = τ2ψ−. (A.40)
We may therefore express ψ− and ψ¯− in terms of ψ+ and ψ¯+ and keep only ψ+ and
ψ¯+ as independent Grassmann variables. This shows that a single Weyl spinor, as
described by ψ+, ψ¯+, is equivalent to a Majorana spinor for both s = 1 and s = 0.
We can formulate the action and all symmetry transformations only in terms of the
Weyl spinor ψ+, ψ¯+. The relation (A.40) translates the symmetry transformations
to the Majorana spinor. This applies for all symmetries, including supersymmetry,
and for both signatures. In particular, if a supersymmetry is formulated for a Weyl
spinor in euclidean space, e.g. for the chiral multiplet, this is translated by eq.
(A.40) in a straightforward way to our version of euclidean Majorana spinors.
For the notion of complex conjugation in Minkowski space we employ the matrix
B = B2 = ǫD
∗
2C
T
1 = −D∗2C1, given by
B = −(γ0M )∗C =
(
0 , iτ2
−iτ2 , 0
)
, (A.41)
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such that
ψ∗ = Bψc , ψ∗M+ = BψM+. (A.42)
The matrix B obeys the relations
B = B∗ = BT = B† = B−1 (A.43)
and
BγµMB
−1 = (γµM)
∗. (A.44)
For euclidean signature the complex conjugation uses the matrix B = H∗2C
T
1 =
−H∗2C1. Since we employ H2 = γ0M the matrix B is the same as for Minkowski
signature, i.e. given by eq. (A.41). The only difference arises from the fact that the
euclidean complex conjugation based on θ involves also a reversal of time or q0, cf.
eq. (A.8). We also have to replace eq. (A.44) by
BγµEB
−1 = (γ˜µE)
∗, (A.45)
where γ˜kE = γ
k
E , γ˜
0
E = −γ0E . If we define the complex structure in terms of ψ and
ψ¯, it is the same for the signatures (E) and (M), except for x→ θx,
ψ∗ = −BCψ¯ = (γ0M)∗ψ¯. (A.46)
Majorana representation
The representation of the Clifford algebra (A.1), (A.4) is particularly convenient
for a description of Weyl spinors. In this representation γ¯ is block diagonal, such that
the upper two and lower two components of ψ correspond to the two inequivalent
complex two-component representations of the Lorentz symmetry. They describe
Weyl spinors with different handedness. The representation (A.1), (A.4) of the Dirac
matrices may therefore be called the “Weyl representation”. In four dimensions Weyl
and Majorana spinors are equivalent for Minkowski signature [3]. This equivalence
extends to euclidean signature for the physical Majorana spinors used in this paper.
Majorana spinors are most conveniently discussed in a “Majorana representa-
tion” of the Dirac matrices given by
γ0(M)M =
(
0 , τ1
−τ1 , 0
)
, γ0(M)E = i
(
0 , τ1
−τ1 , 0
)
, (A.47)
and (for both euclidean and Minkowski signature)
γ1(M) =
( −τ1 , 0
0 , τ1
)
, γ2(M) =
( −τ3 , 0
0 , −τ3
)
, γ3(M) =
(
0 , τ1
τ1 , 0
)
.
(A.48)
In this representation γ¯ remains block diagonal
γ¯(M) = −
(
τ2 , 0
0 , τ2
)
. (A.49)
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The matrices γµ(M) obtain from the Weyl representation γ
µ
(W ) specified by eqs. (A.1),
(A.4) by a similarity transformation
γµ(M) = Aγ
µ
(W )A
−1 , A†A = 1, (A.50)
where
A =
1√
2


1 , 0 , 0 , 1
−i , 0 , 0 , i
0 , 1 , −1 , 0
0 , −i , −i , 0

 . (A.51)
We also will employ the real symmetric matrices Tk = γ
0
(M)Mγ
k
(M) given by
T1 =
(
0 , 1
1 , 0
)
, T2 =
(
0 , c
−c , 0
)
, T3 =
(
1 , 0
0 , −1
)
, (A.52)
with
c = iτ2 =
(
0 , 1
−1 , 0
)
. (A.53)
For Minkowski signature the matrices γµ(M) are all real. The similarity transfor-
mation of the charge conjugation matrix C(W ) (given by eq. (A.24)) reads in the
Majorana representation
C˜(M) = AC(W )A
−1 =
(
0, c
−c, 0
)
. (A.54)
However, this is not the charge conjugation matrix that should be used for the defi-
nition of Majorana spinors in the Majorana representation. In every representation
the definition of the charge conjugation matrix C is related to the properties of
the Dirac matrices under transposition as given by eq. (10.10). These properties
depend on the particular representation. The C-matrices defined by eq. (10.10) for
different representations are not related by a similarity transformation of the type
(A.54). One rather has to use
C(M) = A
∗C(W )A
−1 = γ0(M)M = −iγ0(M)E , (A.55)
which does not coincide with C˜(M) since A is not a real matrix. In particular, one
observes C2(M) = −1, while C˜2(M) = 1.
Majorana spinors are eigenstates of the generalized charge conjugation CW(
ψ
ψ¯
)
M±
=
1
2
(1± CW )
(
ψ
ψ¯
)
=
1
2
(
(1±W1)ψ¯
(1±W2)ψ
)
. (A.56)
With W1 = −C−1,W2 = −C one finds(
ψ
ψ¯
)
M±
= ±CW
(
ψ
ψ¯
)
M±
= ∓
(
C−1ψ¯M±
CψM±
)
, (A.57)
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such that the upper and lower components obey
ψM± = ∓C−1ψ¯M± , ψ¯M± = ∓CψM±. (A.58)
For the Majorana representation (A.55) this yields
ψ¯M± = ∓γ0(M)MψM±. (A.59)
In this representation the number density n(x) reads for s = 0
n(x) = ψ¯(x)iγ0Eψ(x) = (ψ
c)T (x)ψ(x) (A.60)
and vanishes for Majorana spinors due to the Pauli principle.
With respect to the complex structure θM we find for Minkowski signature
ψ¯M+ = (γ
0
(M)M)
Tψ∗M+ = −γ0(M)Mψ∗M+ = −γ0(M)MψM+, (A.61)
such that ψM+ is simply the real part of ψ, obeying
ψ∗M+ = ψM+. (A.62)
Correspondingly, ψM− is the imaginary part with ψ
∗
M− = −ψM . Indeed, the matrix
B reads in the Majorana basis
B(M) = A
∗B(W )A
−1, (A.63)
with B(W ) given by eq. (A.41). This yields
B(M) = −(γ0(M)M)∗C(M) = 1, (A.64)
such that for Minkowski signature the complex conjugate spinor reads
ψ∗ = B(M)ψ
c = ψc, (A.65)
implying for a Majorana spinor ψcM+ = ψM+ that ψ is real.
Real Grassmann algebra for Majorana spinors in Minkowski space and
analytic continuation
In the Majorana basis the Majorana spinors are particularly simple: we can
simply consider one real four-component spinor ψM+. For Minkowski signature the
kinetic part of the action is then an element of a real Grassmann algebra (ψ = ψM+)
SE = −iSM = −
∫
d4xψ¯γµ(M)M∂µψ
=
∫
d4xψT (∂0 −
∑
k
Tk∂k)ψ, (A.66)
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with Tk the real matrices (A.52). For a single Majorana spinor no complex quantities
appear. While SM is hermitean or invariant under the involution θM , the euclidean
action changes sign, θMSE = −SE . No spinors ψ¯ independent of ψ appear in the
action (A.66).
For the analytic continuation to euclidean signature we do not change the real
four-component spinor ψ, which will now describe the euclidean Majorana spinor.
The analytic continuation only changes the action SE (A.66) by multiplication with
an overall factor −i from eE/eM = −i, and a multiplication of ∂0 by a factor i from
(e0
0)E/(e0
0)M = i. The two factors −i and i cancel for the time derivative, such
that the analytic continuation of the action (A.66) becomes for euclidean signature
SE =
∫
d4xψT (∂0 + i
∑
k
Tk∂k)ψ. (A.67)
The euclidean action (A.67) is “real” in the sense of sect. 8, i.e. SE is invariant
under the involution θ. However, the action (A.67) is no longer an element of a
real Grassmann algebra since Tk is multiplied by i. The Lorentz generators in the
Majorana representation can be obtained from eq. (A.3) of (A.4) by applying the
similarity transformation (A.50), or alternatively by computing the commutator
(2.9) in the Majorana representation. They are given in sect. 4 by eqs. (4.11) and
(4.15) for Minkowski and euclidean signature, respectively.
We also can group the four Grassmann variables ψγ into a two-component com-
plex vector ζ = (ζ1, ζ2) according to
ζ1 =
1√
2
(ψ1 + iψ2) , ζ2 =
1√
2
(ψ3 + iψ4),
ζ∗1 =
1√
2
(ψ1 − iψ2) , ζ∗2 =
1√
2
(ψ3 − iψ4). (A.68)
In terms of ζ the action becomes
SE = 2
∫
d4xζ†(∂0 + ρ(s)
∑
k
τk∂k)ζ, (A.69)
with ρ(s = 1) = −1 for Minkowski signature and ρ(s = 0) = i for euclidean signa-
ture. In this form the invariance of the action under a global phase rotation of ζ
is most easily visible. This phase rotation corresponds to the infinitesimal transfor-
mation (4.16) in sect. 4. The spinors ζ transform as Weyl spinors, demonstrating
the equivalence of Weyl and Majorana spinors in four dimensions.
Appendix B: Complex structures for real and
complex Grassmann algebra
A complex structure can be introduced for a real Grassmann algebra (real coefficients
a in eq. (5.9) or similar expressions) in a rather standard way. Let ψˆ be arbitrary
60
vectors of a 2N -dimensional real vector space such that λ1ψˆ1 + λ2ψˆ2 is defined
with real coefficients λ1,2. For example, the components ψˆα may be independent
Grassmann variables or real numbers. A complex structure is defined by two real
2N × 2N matrices K, I obeying
K2 = 1, I2 = −1, {K, I} = 0. (B.1)
Then K plays the role of complex conjugation, ψˆ∗ = Kψˆ, and I stands for the
multiplication with i. Combining the conditions (B.1) one infers
TrK = 0. (B.2)
A typical example is
K =
(
1 , 0
0 , −1
)
, I =
(
0 , −1
1 , 0
)
, (B.3)
with the representation
ψˆ =
(
ψR
ψI
)
, ψˆ∗ = Kψˆ =
(
ψR
−ψI
)
, Iψˆ =
(−ψI
ψR
)
. (B.4)
More generally, we may define the projections
ψˆR =
1 +K
2
ψˆ , ψˆI =
1−K
2
ψˆ. (B.5)
Since ψˆR and ψˆI obey constraints, i.e. KψˆR = ψˆR, they have only N independent
components each. By a suitable change of basis we can always choose the represen-
tation (B.3) and use ψR,I according to (B.4) as the independent components. An
isomorphism maps the 2N -component vector ψˆ to an N -component complex vector
ϕ,
ϕ(ψ) = ψR + iψI , ϕ(Kψˆ) = ϕ
∗(ψ) , ϕ(Iψˆ) = iϕ(ψ). (B.6)
The anticommutation property {K, I} = 0 guarantees (iϕ)∗ = −iϕ∗ according to
KIψˆ = −IKψˆ.
Consider next linear transformations, ψˆ → ψˆ′ = Aˆψˆ, represented by real 2N×2N
matrices Aˆ. For regular Aˆ they form a group. Only a subgroup is compatible with
the complex structure, namely those obeying
[Aˆ, I] = 0. (B.7)
This condition guarantees that the multiplication with i is represented by the same
matrix I for ψˆ′ and ψˆ and commutes with all compatible linear transformations.
One infers from eq. (B.7) that Aˆ can be represented as
Aˆ = AR + AII, (B.8)
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with AR and AI real N×N matrices. Furthermore, we define the complex conjugate
matrix Aˆ∗ as a real 2N × 2N matrix by
Aˆ∗ = KAˆK. (B.9)
For transformations which are compatible with the given complex structure one has
Aˆ∗ = AR −AII, (B.10)
and we see that the “imaginary part” AI is odd under complex conjugation. For
the particular representation (B.3) one has
Aˆ =
(
AR, −AI
AI , AR
)
, Aˆ∗ =
(
AR, AI
−AI , AR
)
. (B.11)
For matrices compatible with the complex structure the isomorphism (B.6) re-
flects complex multiplication with a N ×N matrix A,ϕ→ Aϕ, with
ϕ(Aˆψˆ) = Aϕ(ψˆ) , A = AR + iAI . (B.12)
Here the definition of Aˆ∗ guarantees
(Aϕ)∗ = A∗ϕ∗(ψˆ) = ϕ(KAˆψˆ) = ϕ(Aˆ∗Kψˆ), (B.13)
and the compatibility requirement (B.7) ensures
iAϕ(ψˆ) = Aiϕ = ϕ(IAˆψˆ) = ϕ(AˆIψˆ). (B.14)
It also implies that the real part of Aˆ is even under complex conjugation whereas
the “imaginary part” is odd
AˆR =
1
2
(Aˆ+ Aˆ∗) , AˆI =
1
2
(Aˆ− Aˆ∗) , Aˆ = AˆR + AˆI , [AˆR, K] = 0 , {AˆI , K} = 0.
(B.15)
We note that transformations Aˆ not obeying the compatibility condition (B.7) re-
main well defined - they simply cannot be represented by a complex matrix multi-
plication (B.12).
A special case is the multiplication with complex numbers. It is realized by
diagonal real N × N matrices AR = λR, AI = λI , with Aˆ = λR + λII. In the basis
(B.3) this amounts to
ψˆ → Λˆψˆ , Λˆ =
(
λR, −λI
λI , λR
)
, (B.16)
with
ϕ(Λˆψˆ) = λϕ(ψˆ) , λ = λR + iλI . (B.17)
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Compatibility with the complex structure follows from
KΛˆψˆ = Λˆ∗Kψˆ , Λˆ∗ = KΛˆK, (B.18)
with
Λˆ∗ =
(
λR, λI
−λI , λR
)
(B.19)
and
ϕ(Λˆ∗ψˆ) = λ∗ϕ(ψˆ). (B.20)
If we express complex conjugation by an involution θ(ϕ) = ϕ∗, θ(ϕ∗) = ϕ, one has
θ(λϕ) = λ∗θ(ϕ) , θ(Aϕ) = A∗θ(ϕ), (B.21)
corresponding to
ϕ(KΛˆψˆ) = λ∗ϕ(Kψˆ) = λ∗ϕ∗(ψˆ). (B.22)
Each pair of matrices (K, I) defines a map from the “real” spinors ψˆ to the “com-
plex” spinors ϕ, ϕ∗ and corresponds to a particular complex structure. If we choose
a given matrix I the subclass of linear transformations (B.7), which are compatible
with the complex structure, is uniquely defined. In particular, the multiplication
of spinors by complex numbers is fixed. However, there remain still many different
possibilities for the choice of the involution K obeying eq. (B.1). The complex
structure is determined uniquely only once the action of the complex conjugation
K on the spinors is specified. In other words, the use of a complex Grassmann alge-
bra (complex coefficients a in eq. (5.9)) is not yet sufficient for fixing the complex
structure. One has in addition to specify the action of the involution K or θ on the
Grassmann variables.
As a first simple example, we consider the complex conjugation
K˜ = cosαK + sinαIK = exp(αI)K =
(
cosα , sinα
sinα , − cosα
)
. (B.23)
(For the last expression we work in the basis where (K, I) are given by eq. (B.3).)
The involution K˜ obeys eq. (B.1) and therefore defines a valid complex structure
for arbitrary α, differing from K for α 6= 0. The meaning of real and imaginary
spinors (ψ˜R, ψ˜I) with respect to K˜ differs from (ψR, ψI) which are defined for K or
α = 0:
ψ˜R,I =
1
2
(1± K˜)ψˆ = 1
2
(
ψˆ ± exp(αI)Kψˆ). (B.24)
(Using eq. (B.4) one may express ψ˜R and ψ˜I in terms of ψR and ψI .)
In the complex basis (B.6) defined by K the action of K˜ is expressed by the
isomorphism ψˆ → ϕ as
ϕ(K˜ψˆ) = ϕ∗∗ = eiαϕ∗ = θ˜ϕ. (B.25)
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Here ϕ∗ refers to the complex structure based on K, and ϕ∗∗ denotes the complex
conjugation which uses K˜. The isomorphism respects the division into real and
imaginary parts19
ϕ˜R = ϕ(ψ˜R) =
1
2
(ϕ+ ϕ∗∗) , iϕ˜I = ϕ(ψ˜I) =
1
2
(ϕ− ϕ∗∗). (B.26)
Since θ and θ˜ = eiαθ both define a valid complex conjugation, the phase eiα is
arbitrary. It needs to be fixed for defining the complex structure uniquely.
The multiplication with a phase in eq. (B.25) generalizes to an arbitrary complex
matrix F = FR + iFI which obeys FF
∗ = 1, such that
θ˜ = Fθ , K˜ = FˆK, (B.27)
with
Fˆ = FR + FII =
(
FR, −FI
FI , FR
)
. (B.28)
Indeed, the form (B.27), (B.28) for K˜ is the most general choice obeying {K˜, I} = 0,
and the condition K˜2 = 1 results in
F 2R + F
2
I = 1 , FRFI = FIFR , FF
∗ = 1. (B.29)
We conclude that two complex structures which share the same I are related by
ϕ∗∗ = Fϕ∗ , F ∗F = 1. (B.30)
In a language with 2N -component spinors ϕˆ = (ϕ, ϕ∗) we may view the general
form of the complex conjugation (with fixed I) as a similarity transformation of the
spinors
θ˜(ϕˆ) =
(
θ˜ϕ
θ˜ϕ∗
)
=
(
ϕ∗∗
θ˜ϕ∗
)
= Fˆ ϕˆ, (B.31)
with matrix
Fˆ =
(
0 , F
F ∗ , 0
)
, Fˆ 2 = 1. (B.32)
(In this language no additional complex conjugation of coefficients is involved.) The
relations
θ˜ϕ = Fϕ∗ , θ˜ϕ∗ = F ∗ϕ (B.33)
reflect the involutive property
(ϕ∗∗)∗∗ = θ˜ϕ∗∗ = F θ˜ϕ∗ = FF ∗ϕ = ϕ. (B.34)
19Note the different prefactors in the definitions of ψ˜I and ϕ˜I in the real and complex formulations
(B.24) and (B.26).
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This general discussion applies to our discussion of spinors in a complex Grass-
mann algebra. Since the meaning of multiplication with complex numbers (in par-
ticular i) is fixed, the use of a complex Grassmann algebra corresponds to a fixed I
in a general framework of “real” spinors. Nevertheless, the meaning of the complex
conjugation K needs still to be specified, corresponding to the choice of θ in the
main text. We use the 2N component vector ψˆ composed from the independent
Grassmann variables ψ and ψ¯
ψˆ =
(
ψ
ψ¯
)
. (B.35)
Since multiplication with complex numbers is already defined for ψ and ψ¯, it will not
be represented by a matrix I in this case. General linear transformations are now
represented by complex 2N × 2N matrices Aˆ, ψˆ → Aˆψˆ. However, the possibility
of multiplication with complex matrices does not yet specify the meaning of the
complex conjugate of ψˆ. Only the definition of an involution ψˆ → ψˆ∗∗ fully defines
the complex structure.
A general complex structure is defined by the choice of a matrix F
ψ∗∗ = Fψ¯ , FF ∗ = 1. (B.36)
Here we use eq. (B.30), with ϕ replaced by ψ and ϕ∗ replaced by ψ¯, such that ϕˆ
is replaced by ψˆ. Indeed, the involution ψ ↔ ψ¯ can be associated with ϕ ↔ ϕ∗,
and eq. (B.36) follows from the observation that two complex structures sharing
the same I are related by eq. (B.30). For a complex structure based on θM one has
F = ǫD∗, while for θ one replaces ǫD∗ by H∗ and combines this with the involution
q → θq in momentum space. For ψˆ in eq. (B.35) one has
ψˆ∗∗ = Fˆ ψˆ, (B.37)
with Fˆ given by eq. (B.32).
For linear transformations compatible with complex matrix multiplication one
infers from eq. (B.21)
(Aψ)∗∗ = θ(Aψ) = A∗θψ = A∗ψ∗∗. (B.38)
Among the general complex linear transformations ψˆ → ψˆ′ = Aˆψˆ only a subclass
is compatible with a given complex structure K. For a transformation acting on
ψ, ψ → Aψ, a compatible matrix Aˆ reads
Aˆ =
(
A , 0
0 , A¯
)
, (B.39)
where A¯ is given by
A¯ = F−1A∗F = F ∗A∗F. (B.40)
Indeed, for a compatible transformation ψ → Aψ we require according to eqs.
(B.12), (B.13) the rule ψ∗∗ → A∗ψ∗∗. Inserting ψ∗∗ = Fψ¯ yields ψ¯ → A¯ψ¯, where
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A¯ obeys eq. (B.40). Obviously, the class of compatible transformations depends on
the specific choice of a complex structure K. They form a subgroup of the group
of regular complex linear transformations. If convenient, we will use the standard
symbol ψ∗ instead of ψ∗∗ for the complex conjugate spinor.
Appendix C: Properties of Clifford algebra
In this appendix we collect the relations for the matrices B,C and D for convenience
of the reader. The defining relations are
B1γ
µB−11 = −γµ∗ , B2γµB−12 = γµ∗,
C1γ
µC−11 = −γµT , C2γµC−12 = γµT ,
D1γ
µD−11 = γ
µ† , D2γ
µD−12 = −γµ†.
(C.1)
In even dimensions all these matrices can be realized as unitary transformations
B†iBi = C
†
iCi = D
†
iDi = 1. (C.2)
We concentrate first on even d and choose conventions where
B2 = B1γ¯ , C2 = C1γ¯ , D2 = i
s−1D1γ¯, (C.3)
and
C1 = B1D1. (C.4)
The involutive properties imply
D†i = αiDi , C
T
i = δiCi , B
∗
iBi = ǫi, (C.5)
with
|αi| = 1 , ǫ2i = 1, (C.6)
and
δ1 =
{
1 for d = 6, 8 mod 8
−1 for d = 2, 4 mod 8 , δ2 = (−1)
d
2 δ1. (C.7)
We choose phase conventions for αi such that
D†1 = D1 , D
†
2 = −D2. (C.8)
This guarantees the hermiticity of Skin in eq. (2.15). The appropriate values for ǫ1
and ǫ2 will be computed below.
For even s we can choose20
D1 = τγ
0γ1 . . . γs−1, (C.9)
20Here we use conventions where the matrices γ0 . . . γs−1 are antihermitean. For s = d− 1 it is
more common to denote the hermitean matrix by γ0, which corresponds to γd−1 in the notation
of this appendix.
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while for odd s we take
D1 = τγ
0γ1 . . . γs−1γ¯. (C.10)
The phase τ obeys
τ = 1 for s = 0, 1 mod 8, τ = i for s = 2, 3 mod 8,
τ = −1 for s = 4, 5 mod 8, τ = −i for s = 6, 7 mod 8, (C.11)
guaranteeing eq. (C.8). For even d and s = d this implies, with η = i(d/2), that
D1 = γ¯.) In particular, one has D1 = 1 for s = 0 and D1 = γ
0γ¯, D2 = γ
0 for s = 1.
Eqs. (C.9), (C.10) yield for D1 the relation
C1D1C
−1
1 = ρ1D
T
1 , (C.12)
with
ρ1 =
{
(−1) s2 for s even
(−1) d−s+12 for s odd, (C.13)
and similar for D2
C1D2C
−1
1 = ρ2D
T
2 , (C.14)
with
ρ2 =
{
(−1) d−s2 for s even
(−1) s+12 for s odd. (C.15)
These relations can be used for a computation of ǫi. For
B1 = C1D
†
1 , B
∗
1 = C
∗
1D
T
1 , (C.16)
one obtains
ǫ1 = B
∗
1B1 = ρ1C
∗
1C1D1C
−1
1 C1D
†
1
= ρ1C
∗
1C1 = ρ1δ1C
†
1C1 = ρ1δ1, (C.17)
and therefore for even d
ǫ1 =
{
(−1) s2 δ1 for s even
(−1) d−s+12 δ1 for s odd. (C.18)
Employing D = D2 one finds
B2 = B1γ¯ = (−i)s−1C1D2 = −(−i)s−1C1D†2, (C.19)
such that
ǫ2 = B
∗
2B2 = ρ2δ1 (C.20)
is related to ǫ1 according to [3]
ǫ2 = (−1) d2−sǫ1. (C.21)
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In terms of δ1 and δ2 this yields
ǫi = (−1) s2 δi for s even
ǫ1 = (−1) s−12 δ2 for s odd
ǫ2 = (−1) s+12 δ1 for s odd.
(C.22)
In particular, for s = 1 one obtains
ǫ1 = δ2 , ǫ2 = −δ1, (C.23)
while for s = 0 one has
ǫi = δi. (C.24)
The different properties of ǫ1 and ǫ2 for s even or odd arise from the presence of γ¯ in
the definition (C.10) for D1 for s odd. They are a manifestation of the modulo two
periodicity in the signature. We also note the exchange of ǫ1 and ǫ2 for s→ d− s.
Finally, the transpose of γ¯ in eq. (2.11) obeys for both C1 and C2
γ¯T = (−1) d2Cγ¯C−1. (C.25)
For the complex conjugate one finds the relation
γ¯∗ = γ¯T = (−1) d2B1D1γ¯D−11 B−11
= (−1) d2−sB1γ¯B−11 = (−1)
d
2
−sB2γ¯B
−1
2 , (C.26)
such that for both B1 and B2 one finds
γ¯∗ = (−1) d2−sBγ¯B−1. (C.27)
The Clifford algebra for odd d obtains from the d−1-dimensional Clifford algebra
with the same s by adding γd−1 = γ¯d−1, where γ¯ is given by eq. (2.11) in d − 1
dimensions. The matrices B and C for odd dimensions can therefore be inferred
from the d − 1 dimensional case. However, only one of the matrices C1 or C2 is
compatible with the relations (C.25),
Cγ¯d−1C
−1 = (−1) d−12 γ¯Td−1. (C.28)
For d = 3, 7 mod 8 we have to choose C1, while for d = 5, 9 mod 8 only C2 is
consistent with the definitions (C.1). Similarly, the relation (C.27) restricts the
choice of B to
B =
{
B1 for d− 2s = 3 mod 4
B2 for d− 2s = 5 mod 4. (C.29)
The corresponding relations for δi and ǫi are transported to odd dimensions from
the values of the d− 1-dimensional B and C matrices.
An overview of the values for δi and ǫi for s = 0, 1 is given in Table 1.
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d δ1 δ2 ǫ1(s = 0) ǫ2(s = 0) ǫ1(s = 1) ǫ2(s = 1)
2 mod 8 -1 +1 -1 +1 +1 +1
3 mod 8 -1 - -1 - - +1
4 mod 8 -1 -1 -1 -1 -1 +1
5 mod 8 - -1 - -1 -1 -
6 mod 8 +1 -1 +1 -1 -1 -1
7 mod 8 +1 - +1 - - -1
8 mod 8 +1 +1 +1 +1 +1 -1
9 mod 8 - +1 - +1 +1 -
Table 1: values of δi and ǫi for s = 0 and s = 1.
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