I. Introduction
The Research Seminar in Quantitative Economics (RSQE) at the University of Michigan was established in 1951. One of the first research projects of the seminar was the construction of an econometric model of the U.S. economy. A version of what has come to be known as the Klein-Goldberger model was used in November 1952 to produce the first RSQE forecast. Each year since then, a macroeconomic forecast has been presented at the Annual Conference on the Economic Outlook which is held in November.
The purpose of this paper is to analyze the recent RSQE forecasting record. Such an analysis is of interest for several reasons. Macroeconometric forecasting models have been under attack for a number of years. As Sims [1980, p. 1] notes, "though large-scale statistical macroeconomic models exist and are by some criteria successful, a deep vein of skepticism about the value of these models runs through that part of the economics profession not actively engaged in constructing or using them." Lucas and Sargent [1981, p. 303 ] are less refrained:
"the track record of the major econometric models is, on any dimension other than very short-term unconditional forecasting, very poor .... macroeconometric models were subjected to a decisive test in the 1970s .... the inflationary bias on average of monetary and fiscal policy in this period, according to all of these models, should have produced the lowest average unemployment rates for any decade since the 1940s. In fact, as we know, they produced the highest unemployment rates since the 1930s. This was econometric failure on a grand scale."
II. Models and Forecasts
The Research Seminar forecasts examined in this paper are the forecasts presented at the Annual Conference on the Economic Outlook held in November. These forecasts are based on the Michigan Quarterly Econometric Model (MQEM) of the U.S. Economy. This model has evolved over time from the initial Klein-Goldberger model [Klein and Goldberger, 1955] , which was an annual model consisting of 20 equations. Today, MQEM contains over 200 equations, roughly half of which are stochastic. For a brief overview of the structure of MQEM, see Howrey and Hymans [1995] . The dynamic characteristics of the IS and LM curves implicit in MQEM are described by Green et al. [1991] .
The RSQE forecasts released in November of each year are true ex ante forecasts in the sense that they are based on quarterly data available through the third quarter of the year. They are not, however, pure model forecasts in the sense that they reflect both model projections and the wisdom and expertise of the forecasting team. 1 Thus, the comparisons that follow are not model evaluation tests per se, but rather an evaluation of a model-based forecasting procedure.
For purposes of comparison, a simple four-variable VAR model has been constructed using quarterly data. The four variables are real GNP growth (Y), the rate of inflation as measured by the GNP deflator (P), the unemployment rate (U), and the 90-day Treasury bill rate (R). 2 The number of lags included in VAR models is often determined on an ad hoc basis. As shall be seen, this can lead to an overparameterization of the model and a decrease in forecast accuracy. Order selection criteria can be used to guard against overparameterization of the VAR model. 3
The values of alternative order selection criteria are shown in Table 1 , based on quarterly data for the period 1959:2-1992:4. The values of the four criterion functions shown in Table 1 are Akaike's final prediction error criterion (FPE), Akaike's information criterion (AIC), Schwartz's Bayesian information criterion (BIC), and the Hannan-Quinn criterion (HQ). The estimated order of the VAR is the value of the number of lags that minimizes the criterion function. FPE, AIC, and HQ select a VAR of order 3, while BIC selects a VAR of order 2. It is well known that FPE and AIC tend to overestimate the order of the VAR. Thus, comparisons with the VAR2 forecasts will be highlighted in what follows. However, comparisons with higher-order VAR model forecasts will also be examined to document the decrease in forecast accuracy that can accompany overparameterized models.
In an attempt to ensure comparability of the information sets on which the forecasts are based, the VAR model was estimated using quarterly observations from 1954:2 through the third quarter of the year prior to the forecast year. The same information was used to 1For an attempt to isolate the role of judgment in RSQE forecasts, see Donihue [1993] . 2Sims [1980] used a six-variable VAR model which included real GNP, the GNP deflator, the unemployment rate, the nominal wage rate, and the money supply. Fair and Shiller [1990] added the 3-month Treasury bill rate to this list of variables. Lupoletti and Webb [1986] used the monetary base, real GNP, GNP deflator, manufacturing capacity utilization index, and the Treasury bill rate in their VAR model.
3 For a discussion and Monte Carlo simulation study of alternative criteria for determining the order of a VAR model, see Liitkepohl [1985] . 
III. Comparisons of Forecast Accuracy
The primary series analyzed in this paper are plotted in Figures MV. Figure I shows the actual annual rate of growth of real GNP (in 1987 dollars) for 1971-92, the RSQE forecast of the growth rate announced at the Outlook Conference in November of the previous year, and the projected growth rate from a vector autoregressive model of order 2 (VAR2).
The similarity of the RSQE and VAR2 forecasts for all four variables is readily apparent. With the possible exception of the Treasury bill rate, it is difficult to distinguish between the RSQE and VAR2 forecasts on the basis of simple visual inspection of the graphs. 1971 1973 1975 1977 1979 1981 1983 1985 1987 1989 1991 FIGURE lI 1971 1973 1975 1977 1979 1981 1983 1985 1987 1989 1991 207 208 15.0 -
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FIGURE III
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FIGURE IV
CIVILIAN UNEMPLOYMENT RATE
The root mean squared errors of the RSQE and VAR forecasts, displayed in Table 2 , are potentially more informative. 4 First, confining attention to the VAR forecasts, the forecast error 5 statistics indicate that the second order VAR model produces the best forecasts for all four variables. Note that this is consistent with the BIC-estimated order of the VAR model. As the order of the VAR model is increased beyond two, there is a noticeable decline in the accuracy of the forecasts. This result illustrates the potentially deleterious effect of overparameterization of a VAR model. Notes: Y = annual rate of growth of real GNP (%). P = annual rate of inflation of the GNP Deflator (%). R = annual average Treasury Bill Rate. U = annual average civilian unemployment rate.
4 The use of root mean squared errors to compare models is standard in the literature, but it is not without its critics. See, for example, Clements and Hendry [1993] .
5 Forecast errors were obtained by subtracting predicted values from the actual values as reported in the December 1994 NIPA release. Thus the most recently released data are treated as the "true" values. Implicitly, it is assumed that the purpose of forecasting is to predict the true value of the variable, which may not be known for many years after the fact, not the first-release value,
The RSQE forecasts are better on average than the best of the VAR forecasts for three of the four variables. The sole exception is the rate of growth of real GNP, for which the VAR2 model produces forecasts with a slightly smaller root mean squared error.
Root mean squared error is a function of the variance and the bias of the forecast error. Estimates of forecast bias, defined as the expectation of actual-minus-predicted values, are shown in Table 3 . It is interesting to note that the VAR model forecasts are remarkably free of forecast bias. Over this period, RSQE forecasts of the real growth rate exhibit a small but statistically significant upward bias, and the inflation rate forecasts exhibit a small but statistically significant downward bias. With the exception of the Treasury bill rate, the differences in root mean squared errors of the RSQE and VAR2 forecasts are small. A regression procedure described by Williams [1959] can be used to test the hypothesis that the forecast error variances of two alternative forecast procedures are equal, with the observed differences due to chance variations in the data. Let fl and f2 denote alternative forecasts of the variable y. The procedure involves a regression through the origin of y-[(fl +f2)/2] on f2-fl. A significant positive coefficient indicates that f2 predicts better than fl-A significant negative coefficient indicates thatfl predicts better than f2. The t statistics for a test of the equal variance hypothesis are shown in Table 4 . The level of significance at which the null hypothesis of equal variances would be rejected is shown in parentheses. These results show that for both the Treasury bill rate and the unemployment rate, the equal-variance hypothesis is uniformly rejected using the usual 5 or 10 percent level of significance. There is such a high degree of collinearity of the RSQE and low-order VAR forecasts of output growth and inflation that it is not possible to reject the hypothesis that the observed differences in the root mean squared errors are due to chance variations in the data. 6 
IV. Forecast Encompassing Tests
Turning now to the question of the conditional efficiency of RSQE forecasts, in order to determine if RSQE forecasts are efficient, one asks if they could be improved by combining them with VAR forecasts. 7 For each variable, the actual value is regressed on the RSQE forecast and the VAR forecast. A statistically significant coefficient for the RSQE forecast indicates that the RSQE forecast contains information that is not in the VAR forecast. Similarly, a significant coefficient for the VAR forecast indicates that the VAR forecast contains information that is not contained in the RSQE forecast.
The results are shown in Tables 5-8 for each of the four variables. Following Fair and Shiller [1990] , thep values shown in these tables are based on robust estimates of standard errors obtained using White's [1980] method. The first equation in each of these tables represents the baseline case in which the actual value of the variable is regressed on the RSQE forecast only. The standard error (SE) of these regressions provides a basis for comparison with the other regressions in the table. The results shown in Table 5 for GNP indicate that both the RSQE and the low-order (< 3) VAR forecasts are significant. Neither forecast alone is efficient: the RSQE forecasts contain information that is absent from the VAR forecasts and the VAR forecasts contain information that is absent from the RSQE forecasts. Interestingly, the forecasts of higher-order (_ 4) VAR models are not significant. If only higher-order VAR model forecasts had been examined, the results would have shown that RSQE forecasts of real GNP growth were efficient, according to this definition of efficiency. This indicates a potentially significant sensitivity of the results of this type of test to the order of the time series model that is used in the test. In this particular application, however, the results indicate that the inefficiency of RSQE forecasts is not great in the sense that the SE of the combined forecast is only slightly smaller than the SE of the RSQE forecast.
The results for the GNP deflator shown in Table 6 indicate that RSQE forecasts are efficient relative to low-order ( _ 3) VAR forecasts, but are not efficient relative to higherorder VAR forecasts. Despite the statistical significance of the higher-order VAR forecasts, there is little gain in forecast accuracy as measured by the SE of the combinedforecast regression. It should be noted that the Durbin-Watson statistic is on the low side. When the regression equations are corrected for first-order serial correlation using the Cochrane-Orcutt procedure, the statistical significance of the VAR6 and VAR8 forecasts persists, however. Table 7 shows that the RSQE forecasts of the Treasury Bill Rate uniformly dominate the VAR forecasts. The results in Table 8 show that the VAR forecasts of the unemployment rate contain information that is not captured by the RSQE forecast. Again, the improvement in forecast accuracy of the combined forecast is not very impressive, but it is statistically significant. The previous tests have involved univariate-forecast-encompassing tests in the sense that they have involved the combination of forecasts of only a single variable from two different models. Multivariate-encompassing tests are potentially even more informative. In what follows, two types of multivariate-forecast-encompassing tests are examined. In the first case, the internal consistency of a vector of forecasts is tested in the following way: the actual value of the variable is regressed on the predicted value of that variable and the predicted values of a subset of the other variables in the model. If the forecast is internally consistent, the coefficients of the other predicted values would be expected to be zero, or at least not significantly different from zero. If this condition is satisfied, the forecast is said to be internally consistent; otherwise, the forecast is said to be internally inconsistent. The test statistic that is used is the standard Wald-type test statistic denoted in the table by the symbol X 2. The results of the internal consistency tests for RSQE and VAR2 forecasts are shown in Table 9 . The results shown in this table are largely negative. The only case for which the forecast consistency condition is satisfied is the RSQE forecast of the interest rate. In all other cases, same-model forecasts of other variables contain information about the forecast variable. For the case of RSQE forecasts of GNP, the result is not very informative for diagnostic purposes, since none of the individual other forecast coefficients are individually significant, but as a set they are significant. An examination of the pattern of coefficients in these regressions does not appear to lead to any particularly useful diagnostic results, with the possible exception of the RSQE forecasts of the rate of price inflation. The large negative coefficient on the predicted unemployment rate seems to indicate that the short-run tradeoff between inflation and unemployment exhibited by the data is not captured very well by the model.
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A second type of multivariate-forecast-encompassing test involves testing the conditional efficiency of the forecasts. The test regression is similar to the consistency test regression, except that the other variables in the regression are the forecasts from the other model. If the coefficients of the forecasts of the variables from the other model are not significant, the forecast is said to be efficient. Tables 5-8 , the multivariate test results indicate that except for the RSQE interest rate forecasts, neither the RSQE nor the VAR forecasts are efficient. Statistically significant, but again limited, gains in forecast accuracy could be obtained by combining forecasts from the different models. One of the interesting conclusions that emerges from this table is that improvements in forecast accuracy are not confined to a univariate combination of forecasts. For example, in the regression of the real GNP growth rate on the RSQE forecast and the VAR2 forecasts of Y, P, R, and U, the coefficients of R and U are both significantly different from zero, while the coefficient of Y is marginally significant.
The regression results shown in Tables 9 and 10 indicate that there is a statistical basis for concluding that neither RSQE nor VAR forecasts are conditionally efficient. However, as Nelson [1972] , Diebold [1989] , and Clements and Hendry [1993] have pointed out, combining forecasts is not a theoretically attractive way to try to improve forecast accuracy. A more attractive procedure, at least in principle, is to combine the information sets on which the forecasts are based. The forecast-encompassing tests indicate that there may be some benefit in doing this.
V. Conclusion
The results of this investigation can be summarized as follows: 1) Based on root mean squared error comparisons for the period 1971-92, the RSQE forecasts are more accurate than VAR forecasts for annual averages of the rate of inflation, the interest rate, and the unemployment rate. The VAR2 forecast is more accurate than the RSQE forecast of the average annual rate of growth of real GNP. Using a standard test, the differences in root mean squared errors are not statistically significant for the forecasts of the real GNP growth rate and the rate of inflation. The differences are statistically significant for interest rate and unemployment rate forecasts.
2) Univariate and multivariate encompassing tests indicate that, except for the RSQE interest rate forecasts, neither RSQE nor VAR forecasts are conditionally efficient.
3) There is some indication that an improved forecast could be obtained by combining RSQE and VAR forecasts. However, the estimated standard errors of the forecastencompassing regressions indicate that the potential improvement in forecast accuracy is rather limited.
The empirical results in this paper underscore several points that should be emphasized in connection with the comparison of VAR and econometric model forecasts. First, care needs to be exercised to avoid overparameterizing the benchmark VAR model. If too many lags are included in the model, outside-sample-forecast accuracy may be reduced and forecast-encompassing tests may not detect forecast inefficiency. Model selection criteria can help to avoid the problem of overparameterization associated with using too many lagged values. A similar difficulty may be associated with including too many variables in the VAR model, but this has not been investigated in this paper. Second, root mean squared error comparisons may not reveal model inadequacy. It is common to find that VAR models generate forecasts that rival econometric model forecasts in terms of root mean squared error accuracy. Forecast-encompassing tests may reveal inadequacies that are not apparent from mean squared error comparisons. Finally, multivariate-encompassing tests are a potentially richer source of information about model adequacy than are univariate-encompassing tests.
