Consider solving the interior Neumann problem 
The function is called a double layer density function or a dipole density function. Form the derivative of u(A) in the direction n P , the inner normal to the boundary S at P, and take the limit as A ! P, thus obtaining the normal derivative. For the Neumann problem, this leads to f(P) = @u(P) @n P (1. The integral operator is often referred to as hypersingular, and we are looking for the density function . For some discussion of this for S = U the unit circle, see Atkinson 5,  
x7.3.2].
Section 2 gives preliminary information on integral equations for S = U the unit circle;
and Section 3 relates the hypersingular integral operator to other potential representations.
Section 4 gives a reformulation of the integral equation. Section 5 gives the numerical method and Section 6 gives numerical examples. The numerical method is based on using 3 trigonometric approximations of the unknown density function, and we give what can be regarded as either a discrete Galerkin method or a discrete collocation method.
The general idea of using an approximation scheme using trigonometric approximations is quite old. An early use of this is given in Gabdulhaev 7] . Work from more recent years is given by Amosov 3 After an integration by parts (assuming that ' has an integrable derivative with respect to s) equation ( 
Introduce a function de ned on 0; 2 ], and implicitly on the unit circle U, by
The parameterization of the unit circle is u ( ) = (cos( ); sin( )); 0 2
Using these de nitions, write (4.2) as 
where the kernel B of the integral operator B is Proof: It su ces to show three cases: Case 1: 0 2 (0; 2 ) and ! 0 . Note that we drop the coe cient ?L=2 in (4.4) for convenience and rewrite it as Substituting (4.8) and (4.9) to (4.6) we have Proof: B is expressed in terms of (4.6) and (4.7). (4.7) can be checked easily that it is a very smooth function. For (4.6), we examine (4.10) carefully, we can see that the denominator of 12 (4.10) never equal to zero when and 0 are close to each other. Therefore, (4.6) is n ? 2 times continuously di erentiable if (s) is n times continuously di erentiable. 2 5 The Numerical scheme
We begin by de ning a Galerkin method for solving the hypersingular integral equation (3.8) in the space L 2 (0; 2 ). However, instead of solving equation (3.8), we solve the equation Using P n C u = C u P n ; P n C ?1 u = C ?1 u P n ;
5 THE NUMERICAL SCHEME Generally the integrals in (5.6) must be evaluated numerically, and therefore we introduce a discrete Galerkin method. We give a numerical method which amounts to using the trapezoidal rule to numerically integrate the integrals in (5.6). Introduce the discrete inner product (f; g) n = h In order to prove the equivalence, we begin by assuming (5.13) is solvable. Then ?2 iC u n = Q n g ? Q n B n n 2 X n :
Using (2.5) for C u , this implies n 2 X n and Q n n = n . Using this in (5.13) implies the equation (5.12) . A similar argument shows that (5.12) implies (5.13).
Equation ( The true solution of the second example is u(x; y) = log j (x; y) ? P j;
8 (x; y) 2 D where P is a point out side of D, and we arbitrarily choose P = (1; 2). Boundary data f for the Neumann problem are computed based on these two true solutions. Tables 1 and 2 are errors for the true solutions e x sin y and log j Q?P j, respectively. We also plot the errors as Figures 1 and 2 . The y-axis of the gures are the natural logarithm of the absolute value of the errors.
From Tables 1 and 2 , we have noticed that the closer the points are to the boundary, the larger are the errors. From Figures 1 and 2 , it appears that the rate of convergence is exponential:
u(A) ? u n (A) = O(e ?cn )
for some positive number c, which is better than what is proved in (5.17).
