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vRE´SUME´
Plusieurs extensions du proble`me de tarification sur un re´seau introduit par Labbe´ et al.
[46] (mode´lise´ sous la forme d’un programme a` deux niveaux) ont e´te´ e´tudie´es mais aucun,
a` notre connaissance, ne conside`re la demande e´lastique, qui est le sujet de cette the`se. Plus
pre´cise´ment, ne nous conside´rons le proble`me de maximisation des revenus ge´ne´re´s par les
tarifs impose´s sur un sous-ensemble d’arcs d’un re´seau de transport multi-produits, en tenant
compte que la demande est affecte´e aux chemins de plus petit couˆt et de´pend du couˆt total
(couˆt fixe + tarif) de ces chemins, et que certains arcs du re´seau ont une capacite´ finie.
Cette the`se porte sur une e´tude de mode´lisation suivie d’une mise en œuvre d’algorithmes
et puis d’une e´tude nume´rique du proble`me de tarification sur un re´seau avec demande
e´lastique et contraintes de capacite´ a` partir d’une e´tude approfondie des aspects the´oriques.
Dans la premie`re partie, nous e´tudions le proble`me de tarification sur un re´seau avec
demande e´lastique. Nous proposons, lorsque la demande est line´aire, trois formulations qua-
dratiques en variables mixtes (MIP). Puis, nous montrons qu’il existe des cas ou` le proble`me
est polynomial. Lorsque la demande est non line´aire, nous de´veloppons deux me´thodes exactes
base´es sur une surapproximation des fonctions non line´aires de la fonction objectif d’un pro-
gramme non line´aire en variables mixtes. Les tests nume´riques mettent en e´vidence l’efficacite´
de l’une des me´thodes exactes sur les instances de petite et moyenne taille. Puis, nous de´ve-
loppons deux heuristiques base´es sur une me´thode de re´gion de confiance. Ces heuristiques
fournissent des solutions situe´es en moyenne a` 1% de la borne supe´rieure de la meilleure me´-
thode exacte avec des temps de calcul raisonnable sur des instances de grande taille. L’analyse
de sensibilite´ montre que la difficulte´ de re´solution du proble`me diminue lorsque l’e´lasticite´
de la demande augmente.
Dans la deuxie`me partie, nous e´tudions le proble`me de tarification sur un re´seau avec
demande e´lastique ou` nous incorporons les capacite´s explicites sur les arcs du re´seau. Pour ce
faire, nous commenc¸ons par prouver que les contraintes de capacite´ peuvent eˆtre de´place´es
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au premier niveau. Il s’en suit que les couˆts des chemins utilise´s, pour un produit donne´, sont
tous e´gaux. Ainsi, le proble`me du second niveau se re´duit a` un proble`me de plus court chemin
par produit comme dans le cas du proble`me sans contraintes de capacite´. La technique utilise´e
pour reformuler le proble`me sans contraintes de capacite´ en un programme a` un niveau est
utilise´e pour obtenir un programme a` un niveau. Par la suite, les me´thodes de´veloppe´es dans le
cas du proble`me sans contraintes de capacite´ de la premie`re partie sont adapte´es pour re´soudre
le proble`me avec contraintes de capacite´. Ainsi, lorsque la demande est line´aire, un programme
quadratique en variables mixtes est de´veloppe´. Dans le cas non line´aire, deux me´thodes
exactes sont de´veloppe´es et les tests nume´riques montrent l’efficacite´ de l’une d’elles sur des
instances de petite taille. Une heuristique base´e sur une me´thode de re´gion de confiance est
de´veloppe´e et ses solutions sont situe´es a` 2% de la borne supe´rieure sur les instances de taille
moyenne et grande. Nous remarquons que la difficulte´ de re´solution du proble`me augmente
avec les valeurs des capacite´s sur les arcs. L’analyse de sensibilite´ montre que l’e´lasticite´ de la
demande n’a pas d’influence sur la re´solution du proble`me dans le cas line´aire tandis qu’elle
augmente lorsque l’e´lasticite´ augmente dans le cas non line´aire.
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ABSTRACT
Several extensions of the network pricing problem introduced by Labbe´ et al. [46] (mod-
eled as a bilevel program) have been studied but none, to the best of our knowledge, involves
elastic demand, which is the topic of this thesis. More specifically, we consider the problem
of maximizing the revenue raised from tolls set on a subset of arcs of a multi-commodity
transportation network, taking into account that demand is assigned to cheapest paths, and
is actually dependent on the total cost (initial cost of carrying the products + toll) of these
paths and some arcs of network have finite capacity.
This thesis is concerned with a modeling study followed by an implementation of algo-
rithms and then a numerical study of the network pricing problem with elastic demand and
capacity constraints, from the in-depth study of theoretical aspects.
In the first part, we study network pricing problem with elastic demand. In the case of
linear demand-cost relationship, we propose three mixed integer (MIP) quadratic formula-
tions. Then, we show that special cases can be solved in polynomial time. In the case of
nonlinear demand functions, we develop two exact methods based on an over-estimation of
nonlinear functions in the objective function of a non linear mixed integer program. Nu-
merical tests highlight the efficiency of one of the exact methods on small and medium-size
instances. Then, we design two heuristics based on a trust-region approach. Heuristics pro-
vide solutions whose objective lie within 1% of the upper bound of the best exact method
with reasonable Cpu times, even on large instances. Indeed, sensibility analysis show that
the difficulty of resolution of the problem decreases with the value of the cost elasticity of
demand.
In the second part, we deal with the network pricing problem with elastic demand where
we incorporate explicit capacities on arcs of the network. First, we prove that capacity
constraints can be moved to the first level. It follows that the path used, for each product,
have the same cost. Then, the second level problem reduces to a set of independent shortest-
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paths problem as in the case of the problem without capacity constraints. The technique
used to remodel the problem without capacity constraints as one level program is used to get
a one level program. Thereafter, the methods developed for the problem without capacity
constraints in the first part is adapted to solve the problem with capacity constraints. Then,
in the case of linear demand, we propose a mixed integer (MIP) quadratic program. In
the case of non linear demand, we develop two exact methods and numerical tests show
the efficiency of one of the exact methods on small-size instances. A heuristic based on a
trust-region approach is also designed and its solutions lie within 2% of the upper bound
on medium and large-size instances. We remark that larger the value of capacity on arcs is,
the more difficult the resolution of the problem is. Sensibility analysis shows that elasticity
has no influence on the resolution of the problem in the linear case while it increases with
elasticity in the non linear case.
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1INTRODUCTION
Depuis plusieurs anne´es les entreprises ont re´alise´ que, pour rester compe´titives dans un
marche´ hautement concurrentiel, il e´tait ne´cessaire de raffiner leurs techniques de gestion du
revenu, et plus particulie`rement la tarification de leurs produits. Ce domaine de recherche en
pleine expansion trouve son origine a` la fin des anne´es 1970, alors que la tarification et l’opti-
misation des revenus sont devenues des composantes essentielles de la gestion, des compagnies
ae´riennes d’abord, puis des entreprises offrant des produits pe´rissables et dont les couˆts mar-
ginaux d’exploitation et d’inventaire sont faibles. Ces caracte´ristiques se retrouvent dans le
domaine des te´le´communications, du transport, du spectacle, du tourisme et de l’hoˆtellerie,
entre autres.
Cette the`se traite plus particulie`rement d’un proble`me de tarification sur un re´seau phy-
sique, tel qu’un re´seau autoroutier sujet a` des pe´ages, ou encore un re´seau de te´le´communica-
tions (te´le´phonie, internet) sur lequel des tarifs lie´s a` l’utilisation des lignes de communication
sont impose´s. Le gestionnaire du re´seau cherche a` maximiser les revenus provenant des ta-
rifs, tout en tenant compte du comportement des usagers qui minimisent leur couˆt propre.
La programmation a` deux niveaux constitue un cadre naturel pour ce proble`me. Au niveau
supe´rieur, le meneur (gestionnaire du re´seau) fixe des tarifs sur un sous-ensemble (fixe´ a`
priori) des tronc¸ons du re´seau et les suiveurs (les usagers) minimisent leur couˆt de trans-
port individuel. Labbe´ et al. [46] ont e´te´ les premiers a` formuler ce proble`me sous la forme
d’un proble`me de programmation mathe´matique a` deux niveaux. Par la suite, Roch et al.
[57] et Grigoriev et al. [36] ont montre´ que ce proble`me est NP-difficile, et plusieurs e´tudes
the´oriques ou algorithmiques ont e´te´ consacre´es au proble`me de base ou a` certaines variantes
(Dewez [27], Didi et al. [29], Cirinei [17], Brotcorne et al. [13], Marcotte et al. [52], Brotcorne
et al. [14] et autres). Par contre, l’introduction d’une demande e´lastique, qui fait l’objet de
cette the`se, n’avait encore jamais e´te´ l’objet d’une e´tude syste´matique.
2Le pre´sent travail aborde le proble`me de tarification sur un re´seau avec demande e´lastique,
en y incorporant des capacite´s explicites sur les arcs du re´seau. Notre contribution se situe
a` trois niveaux : mode´lisation, algorithmique et nume´rique. Dans un premier temps, nous
exhibons quelques proprie´te´s du proble`me et pre´sentons des cas polynoˆmiaux. Puis, par
l’interme´diaire des reformulations, nous obtenons des reformulations non line´aires impliquant
a` la fois des variables binaires et des variables continues, pour lesquelles des me´thodes de
re´solution exactes (base´es sur des hyperplans de coupe) ou heuristiques (me´thode de re´gion
de confiance biniveau) sont e´labore´es et mises en œuvre. Au niveau nume´rique, nous validons
les mode`les propose´s sur quatre types d’instances, chacun associe´ a` une topologie de re´seau
particulie`re. Ensuite, une analyse de sensibilite´ permet d’e´valuer l’impact de l’e´lasticite´ de la
demande et des contraintes de capacite´ sur la difficulte´ de re´solution du proble`me.
Cette the`se, qui comporte quatre chapitres, est structure´e de la fac¸on suivante. Le premier
chapitre introduit la notation et effectue une revue bibliographique. Le deuxie`me chapitre est
consacre´ a` l’e´tude du proble`me avec demande line´aire et de ses proprie´te´s. Nous y de´veloppons
trois formulations quadratiques mixtes sous contraintes line´aires. La premie`re est base´e sur
une formulation dans l’espace des arcs et les deux autres sur une formulation dans l’espace des
chemins. Au troisie`me chapitre, nous abordons le cas plus ge´ne´ral de la demande non line´aire.
Apre`s avoir pre´sente´ le mode`le utilise´, nous de´veloppons deux me´thodes exactes base´es sur des
techniques de surapproximation des fonctions non line´aires qui apparaissent dans le mode`le,
et deux heuristiques base´es sur une me´thode de re´gion de confiance. Le quatrie`me et dernier
chapitre est voue´ a` l’e´tude du proble`me ou` nous conside´rons conjointement l’e´lasticite´ de la
demande et les contraintes de capacite´. Apre`s avoir formule´ le proble`me, nous montrons que
les contraintes de capacite´ normalement associe´es au second niveau peuvent eˆtre de´place´es au
premier niveau, ce qui permet d’e´liminer celles-ci du proble`me du second niveau et d’adapter
les me´thodes de´veloppe´es pour le proble`me sans contraintes de capacite´.
3CHAPITRE 1
NOTATIONS DE BASE ET REVUE DE LITTE´RATURE
Dans ce chapitre, nous posons les notations utilise´es, puis nous pre´sentons les re´sultats
existant dans la litte´rature du proble`me de tarification sur un re´seau (PTR) et quelques
extensions. Nous terminons en mettant l’emphase sur la mode´lisation de l’e´lasticite´ de la
demande.
1.1 Notations
Soit un re´seau R mode´lise´ par un graphe oriente´ G = (N , A) ou` N est l’ensemble des
nœuds du re´seau et A l’ensemble des arcs du re´seau. Chaque arc a ∈ A posse`de un couˆt
unitaire fixe note´ ca. Pour tout arc a ∈ A, xa repre´sente le flot total de l’arc a. L’ensemble
des arcs A est partitionne´ selon qu’un tarif puisse ou non eˆtre impose´ : A = A1
⋃
A2 ou` A1
de´signe les arcs taxables qui appartiennent a` un gestionnaire du re´seau et A2 les arcs non
taxables. Le vecteur de tarifs t = (ta)a∈A1 est indexe´ par les e´le´ments de A1. Les usagers
disposent d’un ensemble de K produits a` acheminer en utilisant le re´seau R selon un mode`le
d’affectation de trafic. A` chaque produit k ∈ K est associe´ un couple origine-destination
(o(k), d(k)) et une fonction de demande dk. L’ensemble des chemins allant du sommet o(k)
au sommet d(k) est note´ Pk. Pour tout chemin p ∈ Pk, h
k
p repre´sente le flot du produit k sur
le chemin p. Chaque chemin est caracte´rise´ par son couˆt, e´gal a` la somme des couˆts fixes des
arcs y figurant et des tarifs qui y sont impose´s. Les notations utilise´es sont reporte´es dans le
tableau 1.1.
4G Graphe mode´lisant le re´seau
N Ensemble des sommets du re´seau
A Ensemble des arcs du re´seau
A1 Ensemble des arcs taxables
A2 Ensemble des arcs non taxables
ca Couˆt fixe unitaire de l’arc a
ta Tarif unitaire de l’arc a
xa Flot total sur l’arc a
K Ensemble de produits
(o(k), d(k)) Couple origine-destination du produit k
dk Fonction de demande du produit k
Pk Ensemble des chemins reliant les sommets o(k) et d(k)
xka Flot du produit k sur l’arc a
hkp Flot du produit k sur le chemin p
i− Ensemble des arcs ayant pour destination le sommet i
i+ Ensemble des arcs ayant pour origine le sommet i
Tableau 1.1 Notations utilise´es
1.2 Proble`me de tarification sur un re´seau (PTR)
Le PTR fait intervenir deux agents. Le premier, gestionnaire du re´seau (meneur), de´cide
d’une politique de tarification. Le second, usagers (suiveurs), utilise le re´seau en tenant
compte de la politique de tarification impose´e par le meneur. Le proble`me consiste pour le
meneur a` de´terminer la politique de tarification qui maximise son revenu en anticipant la
re´action des suiveurs aux tarifs. La programmation mathe´matique a` deux niveaux constitue
un outil particulie`rement bien adapte´ pour mode´liser le type d’interaction hie´rarchique et
se´quentielle pre´sent dans ce proble`me.
La premie`re formulation du PTR sous forme d’un proble`me de programmation mathe´ma-
tique a` deux niveaux biline´aire a e´te´ propose´e par Labbe´ et al. [46]. Le premier niveau est
associe´ a` la maximisation des revenus du meneur ge´ne´re´s par l’imposition des tarifs sur un
sous-ensemble des arcs. Le second niveau est associe´ a` la mode´lisation du comportement des
usagers qui utilisent le re´seau pour acheminer leurs produits. Les usagers font le choix des
chemins les moins couˆteux en re´ponse a` la politique de tarification du meneur. La formula-
tion mathe´matique du PTR sous la forme d’un programme mathe´matique a` deux niveaux
5est donne´e comme suit
max
t,x′
∑
a∈A1
ta
∑
k∈K
x
′k
a
x′ ∈ argmin
x
∑
k∈K
(∑
a∈A1
(ca + ta)x
k
a +
∑
a∈A2
cax
k
a
)
(1.1)
s.c
∑
a∈i+
xka −
∑
a∈i−
xka =


dk si i = o(k),
−dk si i = d(k),
0 sinon.
∀k ∈ K, ∀i ∈ N , (1.2)
xka ≥ 0 ∀k ∈ K, ∀a ∈ A. (1.3)
La formulation du PTR nous porte a` faire plusieurs remarques. Tout d’abord, afin d’e´liminer
les solutions triviales procurant un revenu infini au meneur, nous supposons qu’il existe,
pour chaque produit, un chemin empruntant aucun arc taxable. Cette hypothe`se permet de
garantir une borne supe´rieure sur le revenu re´alise´ par le meneur.
La seconde remarque surgit lorsque la re´ponse du suiveur n’est pas unique pour une tari-
fication donne´e. Deux approches peuvent eˆtre conside´re´es. La premie`re approche, optimiste,
suppose qu’en situation d’indiffe´rence, les usagers coope`rent avec le meneur pour maximiser
les revenus ge´ne´re´s, c’est-a`-dire que pour deux chemins de couˆt e´gal, les usagers utilisent le
chemin qui offre le revenu du meneur le plus e´leve´. L’autre approche, pessimiste, conside`re
qu’il n’y a pas coope´ration entre le meneur et les usagers. Dans ce cas, le meneur doit en-
visager le pire de la part des usagers. En re´duisant la valeur du tarif associe´ a` chaque arc
d’une valeur ε suffisamment petite, on peut relaˆcher cette hypothe`se. Dans la suite, nous ne
conside´rons que le cas optimiste.
La dernie`re remarque porte sur le fait que les tarifs ne sont pas contraints a` eˆtre positifs. En
effet, les tarifs ne´gatifs peuvent eˆtre fixe´s sur certains arcs afin d’engendrer des compensations
avec d’autres tarifs lorsque les arcs sont utilise´s par plus de deux produits.
Il a e´te´ de´montre´ par Labbe´ et al. [46] que la fonction objectif du meneur en fonction des
6tarifs est line´aire par morceau et discontinue. Cependant, elle est semi-continue supe´rieure,
ce qui garantit l’existence d’une solution optimale du PTR. Le proble`me du second niveau
(1.1)-(1.3) est se´parable par produits k ∈ K. Les sous-proble`mes associe´s aux produits sont
line´aires et correspondent a` des proble`mes de plus courts chemins.
Il a e´te´ montre´ par Labbe´ et al. [46] et Roch et al. [57] que le PTR est fortement NP-
difficile. Labbe´ et al. [46] montrent aussi que l’ensemble des instances du PTR ne faisant
intervenir qu’un seul arc taxable est de complexite´ polynoˆmiale. On note e´galement que
le proble`me d’optimisation inverse associe´e au PTR, qui consiste a` de´terminer les tarifs
optimaux compatibles avec les chemins utilise´s par les usagers, est polynoˆmial.
1.2.1 Proce´dure de traitement du re´seau
Bouthou et al. [11] ont propose´ une proce´dure de simplification de la topologie du re´seau.
Cette proce´dure a e´te´ renforce´e par Dewez [27]. Elle est compose´e d’une phase de transforma-
tion topologique du re´seau et d’une phase d’e´limination d’arcs. La phase de transformation
construit un re´seau auxiliaire pour chaque produit ou`, entre toute paire d’arcs taxables, l’en-
semble des parcours non taxables est remplace´ par un seul arc dont le couˆt correspond a`
celui du plus court chemin. La phase d’e´limination e´limine l’ensemble des chemins domine´s.
Un chemin est domine´ s’il n’existe aucune tarification sous laquelle il est le plus court. Le
proble`me est ensuite re´solu sur la base des chemins restants.
En pratique, ce pre´traitement re´duit le nombre d’arcs potentiellement utilisables de chaque
produit et par conse´quent le nombre de variables dans la formulation. Il en re´sulte une
re´duction du temps de calcul graˆce a` la re´solution des sous-proble`mes souvent de plus petite
taille mais aucune ame´lioration de la qualite´ de la relaxation line´aire.
1.2.2 Formulation en nombres entiers (MIP)
Les me´thodes de re´solution qui ont e´te´ de´veloppe´es font en ge´ne´ral intervenir une formu-
lation e´quivalente sur un seul niveau. Comme proble`mes de plus courts chemins, chacun des
7sous-proble`mes du second niveau (un par produit) est line´aire. Le the´ore`me de dualite´ forte
s’applique et le second niveau peut eˆtre remplace´ par ses conditions d’optimalite´ primales-
duales. Les conditions d’optimalite´ incluent des contraintes de comple´mentarite´ qui sont par
nature combinatoires et difficiles a` traiter. Suite a` l’introduction de variables binaires et
quelques manipulations, une formulation e´quivalente line´aire en nombres entiers est exhibe´e.
Cette reformulation a e´te´ utilise´e par Labbe´ et al. [46] pour de´finir le programme line´aire
mixte par arcs suivant :
FORM:ARC
max
t,x,λ
∑
k∈K
dk
∑
a∈A1
tka (1.4)
s.c
∑
a∈i+
xka −
∑
a∈i−
xka =


1 si i = o(k)
−1 si i = d(k)
0 sinon
∀i ∈ N , ∀k ∈ K (1.5)
λkj − λ
k
i ≤ ca + ta ∀a = (i, j) ∈ A1, k ∈ K (1.6)
λkj − λ
k
i ≤ ca ∀a = (i, j) ∈ A2, k ∈ K (1.7)∑
a∈A1∪A2
cax
k
a +
∑
a∈A1
tka = λ
k
d(k) − λ
k
o(k) ∀k ∈ K (1.8)
−Mkax
k
a ≤ t
k
a ≤M
k
ax
k
a ∀a ∈ A1, ∀k ∈ K (1.9)
−Na(1− x
k
a) ≤ t
k
a − ta ≤ Na(1− x
k
a) ∀a ∈ A1, ∀k ∈ K (1.10)
xka ∈ {0, 1} ∀a ∈ A1, ∀a ∈ K (1.11)
ou` λki est la variable duale du proble`me du second niveau associe´e a` la contrainte de conserva-
tion de flot (1.2) au noeud i pour le produit k, la variable tka repre´sente le terme non line´aire
tax
k
a et est e´gal a` ta si l’arc a porte du flot et 0 sinon, et ou` M
k
a , Na sont des constantes
suffisamment grandes identiques a` celles de´finies par Dewez [27].
La fonction objectif (1.4) maximise le revenu du meneur. Les contraintes (1.5) et (1.11)
8(respectivement (1.6) et (1.7)) sont les contraintes d’admissibilite´s primale (respectivement
duale) du proble`me du second niveau. Les contraintes (1.8) imposent l’e´galite´ entre les ob-
jectifs primal et dual du proble`me du second niveau. Les contraintes (1.9) et (1.10) imposent
le tarif tka a` ze´ro lorsque x
k
a = 0 et a` ta lorsque x
k
a = 1.
Dans le but de proposer un programme line´aire mixte par chemins, Didi et al. [29] ont
utilise´ cette reformulation afin d’obtenir le programme suivant :
FORM:CH
max
t,h,T,U
∑
k∈K
dkTk (1.12)
s.c Tk ≤
∑
a∈p∩A1
ta +Mk(1− h
k
p) ∀p ∈ Pk, ∀k ∈ K (1.13)
∑
a∈p
ca +
∑
a∈p∩A1
ta −M
k
p (1− h
k
p) ≤ Uk ∀p ∈ Pk, ∀k ∈ K (1.14)
Uk ≤
∑
a∈p
ca +
∑
a∈p∩A1
ta ∀p ∈ Pk, ∀k ∈ K (1.15)
Uk = Tk +
∑
p∈Pk
hkp
∑
a∈p
ca ∀k ∈ K (1.16)
∑
p∈Pk
hkp = 1 ∀k ∈ K (1.17)
hkp ∈ {0, 1} ∀p ∈ Pk, ∀k ∈ K. (1.18)
ou` Uk de´signe le couˆt maximal des chemins utilise´s. Puisqu’un seul chemin est utilise´ pour
chaque produit, Uk repre´sente le couˆt du chemin utilise´, Tk le revenu ge´ne´re´ par unite´ de flot
du produit k et Mk et M
k
p des constantes suffisamment grandes identiques a` celles de´finies
par Dewez [27]. La fonction objectif (1.12) maximise le revenu du meneur. Les contraintes
(1.14) et (1.15) assurent l’utilisation du chemin le plus court par les usagers pour chaque
produit. Les contraintes (1.13) et (1.16) permettent le respect de la de´finition de la variable
Tk. Les contraintes (1.17) assurent qu’un seul chemin est utilise´ pour chaque produit.
On retrouve e´galement cette reformulation dans Bouhtou et al. [11], Brotcorne et al.
9[13] et [12], Dewez [27], Cirinei [17] et Heilporn [41]. Des outils spe´cialise´s tels que CPLEX
permettent de re´soudre le proble`me a` l’optimalite´ pour des instances de petite taille.
1.2.3 Re´solution via des me´thodes exactes
Parmi les me´thodes exactes propose´es, on peut faire re´fe´rence a` celles de´veloppe´es par
Dewez [27] et Didi et al. [29] et Cirinei [17].
Dewez [27] exploite la formulation par arcs (FORM:ARC) et propose une me´thode exacte
de type plans coupants. Pour ce faire, elle ame´liore la valeur des constantes (Na et M
k
a )
en calculant des bornes supe´rieures sur les tarifs. Puis, elle de´veloppe de nouvelles ine´galite´s
valides liant deux a` plusieurs produits. Les expe´riences nume´riques montrent que l’ajustement
des constantes permet de diviser par deux la valeur du saut d’inte´gralite´ a` la racine de l’arbre
(bien qu’il demeure encore e´leve´) alors que les ine´galite´s valides re´duisent le nombre de nœuds
explore´s ainsi que le temps de calcul.
Didi et al. [29] ont e´galement propose´ une me´thode exacte base´e sur une formulation
par chemins du proble`me du second niveau. Elle est base´e sur une e´nume´ration intelligente
des solutions du proble`me du second niveau. L’ide´e est de ge´ne´rer a` chaque ite´ration un
vecteur chemin appele´ multi-chemin ou` le ke`me e´le´ment du vecteur est le chemin utilise´ par
les usagers pour acheminer le produit k. Puis, une solution re´alisable du PTR est obtenue
en de´terminant les tarifs optimaux compatibles avec les chemins du vecteur multi-chemin,
et une borne supe´rieure est e´galement calcule´e pour ce vecteur multi-chemin. Cette me´thode
exploite la monotonie de la borne supe´rieure. La proce´dure s’arreˆte lorsque pour un vecteur
multi-chemin donne´, la borne infe´rieure locale est plus grande ou e´gale a` la borne supe´rieure
globale. Les re´sultats nume´riques montrent que cette me´thode exacte est tre`s efficace sur
des instances de petite taille, mais e´choue sur des instances de taille moyenne et grande car
l’augmentation du nombre de produits implique un tre`s grand nombre de multi-chemins.
En plus, d’une ite´ration a` une autre, les multi-chemins sont presque identiques et la borne
supe´rieure de´croˆıt tre`s lentement.
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Cirinei [17] propose une me´thode exacte base´e sur le concept de multi-chemins propose´ par
Didi et al. [29]. Il ame´liore la ge´ne´ration des k-plus courts chemins afin de re´duire le nombre
de multi-chemins non re´alisables. Ensuite, il introduit une nouvelle structure de donne´es afin
d’e´liminer les redondances lors de la ge´ne´ration des multi-chemins. Puis, il exploite cette
structure pour le calcul de nouvelles bornes supe´rieures sur le revenu d’un multi-chemin. Les
re´sultats nume´riques mettent en e´vidence l’efficacite´ de cette me´thode sur les instances ou`
les tarifs sont re´els et s’ave`re moins efficace lorsque les tarifs sont positifs.
1.2.4 Re´solution via des me´thodes approche´es
Les me´thodes re´fe´rence´es ci-dessus ne sont pas assez efficaces pour re´soudre les instances
de grande taille du PTR. Il est donc ne´cessaire d’utiliser des me´thodes approche´es.
Brotcorne et al. [13] ont propose´ deux heuristiques. La premie`re est base´e sur une recherche
se´quentielle par arcs exploitant la proce´dure de re´solution exacte propose´e par Labbe´ et al.
[46] pour le PTR ayant un seul arc taxable. La deuxie`me est une approche primale-duale
base´e sur la reformulation du PTR sous forme d’un proble`me biline´aire sur un niveau (en
remplac¸ant le proble`me du second niveau par ses conditions d’optimalite´) et sur l’utilisation
d’une pe´nalite´ quadratique maintenant les tarifs identiques pour chaque arc taxable quel
qu’en soit le produit. Cette formulation non line´aire est re´solue par l’algorithme de Frank-
Wolfe. Les expe´riences nume´riques montrent que l’heuristique primale-duale est plus efficace
que la recherche se´quentielle.
Didi et al. [29] ont propose´ une heuristique appele´e BLOSH qui exploite le fait que la
formulation par chemins qu’ils proposent est efficace sur les instances de taille moyenne.
L’ide´e est de diminuer le nombre de variables binaires de cette formulation en fixant pour un
sous-ensemble de produits les chemins utilise´s au second niveau. Les expe´riences nume´riques
montrent que les instances de taille moyenne sont re´solues par BLOSH a` l’optimalite´ et ceci
en un temps raisonnable.
Cirinei [17] a propose´ une me´taheuristique base´e sur une recherche avec tabou. Cette
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recherche exploite le voisinage de la me´thode locale de´veloppe´e au pre´alable. La me´thode de
recherche locale repose sur l’exploration des solutions du proble`me du second niveau e´value´es
en termes de revenu du meneur par la re´solution d’un proble`me d’optimisation inverse. Il
propose une me´thode base´e sur la ge´ne´ration de colonnes pour re´soudre de manie`re plus
rapide le proble`me d’optimisation inverse. Cette me´taheuristique fournit des solutions a` moins
de 1% des solutions optimales en des temps raisonnables. Notons que les solutions optimales
sont trouve´es a` partir d’une des formulations en nombres entiers pre´sente´es ci-dessus.
Pour terminer cette section, nous e´voquons l’utilisation des me´thodes de de´composition
(benders ou ge´ne´ration de colonnes) pour la re´solution du PTR. A` partir des formulations
FORM:ARC et FORM:CH, nous constatons que le proble`me est se´parable par produits
lorsque l’on ne tient pas compte des contraintes impliquant les tarifs. On peut donc utili-
ser les me´thodes de de´composition pour la re´solution du PTR. Cependant, ces me´thodes de
de´composition ont e´te´ imple´mente´es par Heilporn [41] et les re´sultats obtenus ont e´te´ mauvais
compare´s a` ceux des me´thodes pre´sente´es ci-dessus.
1.2.5 Extensions
Brotcorne et al. [14] ont e´tudie´ un cas particulier du PTR ou` les contraintes de capacite´
ont e´te´ ajoute´es au proble`me du second niveau. Sous certaines hypothe`ses, ils montrent que
ce proble`me est e´quivalent au proble`me obtenu en de´plac¸ant les contraintes de capacite´ du
second niveau vers le premier niveau. Puis, ils de´veloppent une me´thode approche´e base´e sur
la relaxation lagrangienne pour re´soudre le proble`me.
Marcotte et al. [52] ont e´tudie´ le PTR avec segmentation continue de la demande. Les
usagers sont re´partis selon la valeur mone´taire qu’ils accordent au temps. Ils caracte´risent
a` l’aide d’un gradient la variation du trafic sur chaque arc par rapport a` une variation des
tarifs impose´s. Il en de´coule un algorithme de monte´e ou` le point de de´part est obtenu en
re´solvant de fac¸on exacte le proble`me discre´tise´.
Fortin [31] a e´tudie´ le PTR avec congestion et segmentation continue de la demande.
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L’approche de re´solution est la meˆme que celle propose´e par Marcotte et al. [52]. Il propose
une me´thode de monte´e qui utilise comme point de de´part la solution optimale du proble`me
discre´tise´.
Poirier [56] a e´tudie´ le PTR avec congestion et segmentation discre`te de la demande ou`
le choix des arcs taxables est de´termine´ par le mode`le (proble`me de tarification autour d’un
centre-ville). La congestion sur chaque arc du re´seau est exprime´e par une fonction de´lai
qui croˆıt avec le flot sur cet arc.o Dans un premier temps, il discre´tise la fonction de´lai afin
d’obtenir un programme line´aire mixte (MIP). Puis, il de´veloppe un algorithme ite´ratif qui
utilise le MIP comme sous-proble`me. Sur un petit exemple, cette me´thode converge vers la
solution exacte, mais ce n’est pas le cas pour tous les proble`mes re´solus, ou` elle converge au
moins vers un optimum local.
Pour la programmation mathe´matique a` deux niveaux non line´aire, Colson et al. [19]
proposent une me´thode approche´e base´e sur la me´thode de re´gion de confiance. Le mode`le
de la me´thode de re´gion de confiance est un programme bi-niveau line´aire-quadratique ou`
toutes les fonctions du proble`me sont line´arise´es autour de la solution courante, a` l’exception
de la fonction objectif du second niveau qui est remplace´e par une approximation quadratique
autour de la solution courante. Puis, le proble`me du second niveau du mode`le est remplace´
par les conditions de Kuhn-Tucker afin d’obtenir un programme a` un seul niveau. Enfin,
les contraintes de comple´mentarite´ sont re´e´crites sous une forme line´aire en introduisant les
variables binaires et des grandes constantes. Les re´sultats nume´riques re´alise´s sur les petites
instances ont tendance a` confirmer l’efficacite´ de la me´thode.
1.3 Mode´lisation de l’e´lasticite´ de la demande d’un bien
Le but de cette partie est de de´finir le concept d’e´lasticite´ de la demande et de pre´senter
un mode`le pour le proble`me e´tudie´.
L’e´lasticite´ de la demande d’un bien est un concept e´conomique qui mesure le degre´ de
sensibilite´ de la demande du bien aux variations de prix (« e´lasticite´-prix »), c’est-a`-dire la
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re´action des consommateurs aux variations du prix du bien. L’e´lasticite´ de la demande d’un
bien se de´finit de la manie`re suivante
e´lasticite´ de la demande =
changement en pourcentage de la quantite´ demande´e du bien
changement en pourcentage du prix du bien
Formellement, elle se de´finit par
Ed = lim
∆p−→0
∆d/d
∆p/p
=
∂d
∂p
×
p
d
ou` Ed est l’e´lasticite´ de la demande, d(p) la fonction de demande, p le prix et
∂d
∂p
la de´rive´e
de la demande par rapport au prix.
Les biens qui existent se classent en deux cate´gories selon le signe de l’e´lasticite´ de leur
demande. Nous avons ainsi les biens typiques et les biens atypiques.
1.3.1 Les biens typiques
Un bien est typique lorsque l’e´lasticite´ de sa demande est ne´gative (Ed < 0) c’est-a`-dire
que la demande du consommateur diminue quand le prix du bien augmente. La de´croissance
de la demande avec le prix s’interpre`te par le fait que le consommateur pre´fe`re payer moins
cher. De plus, pour respecter son budget, il doit diminuer la quantite´ de sa consommation
lorsque le prix du bien augmente. La quasi-totalite´ des biens sont typiques. Par de´finition, la
demande d’un bien est e´lastique si la valeur absolue de son e´lasticite´ est supe´rieure a` 1, sinon
elle est ine´lastique. Dans la suite, lorsque nous parlerons de l’e´lasticite´ d’un bien typique,
nous conside´rerons plutoˆt sa valeur absolue.
Les courbes de la demande repre´sente´es a` la figure 1.1 ci-dessous sont tire´es de Kant [45].
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prix prix prix
prix
élasticité nulle
élasticité faible
élasticité moyenne
prix
élasticité forte
demande demande demande
demandedemande
élasticité infinie
Figure 1.1 E´volution de la demande en fonction du prix
Quand l’e´lasticite´ de la demande d’un bien est nulle (demande fixe), la courbe de sa de-
mande est horizontale, le consommateur (fanatique) est preˆt a` acheter quelque soit le prix
du bien (sous re´serve de ne pas de´passer son budget), comme pour un billet de la finale du
championnat du monde de son sport pre´fe´re´. Quand l’e´lasticite´ de la demande d’un bien est
infinie, la courbe de sa demande est verticale : il y a tellement d’offre, qui tire les prix du
bien vers le bas, que si un vendeur augmente un peu ses prix, sa demande chute a` ze´ro car
les consommateurs iront chez la compe´tition.
Lorsque la demande d’un bien est peu e´lastique par rapport aux prix, une hausse du prix
du bien n’entraˆıne pas de grande baisse de la demande, comme pour l’essence (pour ceux qui
ont une voiture) et le pain (il faut bien manger).
1.3.2 Les biens atypiques
Un bien est atypique lorsque l’e´lasticite´ de sa demande est positive (Ed > 0) c’est-a`-dire
que la demande du consommateur augmente avec le prix du bien. Plus le prix est e´leve´,
plus la demande augmente, ce qui semble paradoxal. On retrouve dans cette cate´gorie les
biens de luxe et certains consommateurs qui souhaitent en effet se de´marquer des autres par
les biens qu’ils posse`dent. Ces demandeurs veulent donc des prix e´leve´s, synonymes d’une
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qualite´ supe´rieure ou l’appartenance a` une certaine classe sociale. C’est l’effet de snobisme ou
d’ostentation. Ainsi, le constructeur d’automobile Rolls-Royce a significativement augmente´
ses prix a` la fin des anne´es 1960 pour se de´marquer de la concurrence et a ne´anmoins augmente´
ses revenus.
1.3.3 Mode´lisation de la demande
Les biens propose´s dans le domaine du transport sont typiques car la demande des biens
diminue lorsque le prix augmente. Dans ce domaine, la demande e´lastique mesure le degre´ de
sensibilite´ de la demande en produits en fonction des couˆts (fixes + tarifs impose´es) des arcs
(ou chemins) emprunte´s pour acheminer les produits de leur origine vers leur destination. Plus
pre´cise´ment, la demande d’un produit est une fonction non ne´gative, continue et de´croissante
du couˆt des arcs utilise´s pour acheminer ce produit. Dans ce cas, l’hypothe`se faite sur le PTR
qu’il existe toujours un chemin n’empruntant aucun arc taxable pour chaque produit peut
eˆtre ne´glige´e.
La mode´lisation du comportement de la demande est de´finie a` partir du mode`le utilise´
pour le proble`me du second niveau. Une fois que le meneur a de´cide´ d’une politique ta-
rifaire, les usagers doivent choisir les chemins pour acheminer leurs produits. Le proble`me
correspondant est une affectation de trafic.
Affectation de trafic
La me´thode d’affectation la plus classique et probablement la plus utilise´e est base´e sur
la notion d’e´quilibre de trafic. Wardrop [65] a de´veloppe´ le principe d’e´quilibre-usager qui
s’e´nonce comme suit : a` l’e´quilibre, le couˆt de transport de chaque usager est minimal. Sup-
posons que cette approche est utilise´e pour l’affectation du trafic. En l’absence des contraintes
de capacite´, les usagers utilisent les plus courts chemins pour acheminer leurs produits. Nous
avons donc un proble`me de plus courts chemins. Dans ce cas, la demande d’un produit donne´
est une fonction qui de´pend du couˆt du plus court chemin dudit produit. En pre´sence des
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contraintes de capacite´, plusieurs mode`les ont e´te´ conside´re´s mais le plus re´pandu suppose
que l’on associe des variables duales aux contraintes de capacite´. La variable duale associe´e
a` un arc a de capacite´ finie est alors interpre´te´e comme un couˆt correspondant au de´lai d’at-
tente pour acce´der a` cet arc. Ainsi, si l’arc a n’est pas sature´, la variable duale associe´e a` sa
contrainte de capacite´ est nulle tandis qu’elle est positive ou nulle si l’arc est sature´. Dans
ce cas, la fonction de demande d’un produit donne´ est une fonction qui de´pend du couˆt du
chemin utilise´ le plus long pour acheminer ledit produit.
Une approche d’affectation du trafic avec contraintes de capacite´ diffe´rente de l’approche
classique et plus complexe a e´te´ introduite par Marcotte et al. [49]. L’originalite´ du mode`le
propose´ repose sur l’hypothe`se que les usagers utilisent plutoˆt des strate´gies que des chemins.
Une strate´gie dicte, en chacun des nœuds du re´seau, un ordre de pre´fe´rences parmi les suc-
cesseurs. Celle-ci doit proposer un arc de de´viation lorsque le premier choix correspond a` un
arc de capacite´ finie. Ainsi, contrairement a` un chemin, une strate´gie est toujours re´alisable.
Ils de´finissent ensuite le couˆt d’une strate´gie a` l’aide des probabilite´s d’acce`s aux arcs comme
l’espe´rance du couˆt du chemin utilise´. Ils de´finissent e´galement une extension du principe
d’e´quilibre-usager au mode`le strate´gique.
Dans cette the`se, nous utilisons l’approche classique en supposant que le proble`me du
second niveau est une affectation de trafic ou` chaque usager minimise son couˆt de transport
(e´quilibre-usager). En pre´sence des contraintes de capacite´, nous montrons au chapitre 4 que
les contraintes de capacite´ peuvent eˆtre de´place´es du second niveau vers le premier niveau.
Il en re´sulte que les variables duales associe´es aux contraintes de capacite´ sont nulles et donc
les chemins utilise´s pour acheminer un produit donne´ ont le meˆme couˆt.
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CHAPITRE 2
PROBLE`ME DE TARIFICATION SUR UN RE´SEAU AVEC DEMANDE
LINE´AIRE
Dans ce chapitre, nous e´tudions le proble`me de tarification sur un re´seau avec demande
line´aire (DL). Nous supposons que la fonction de demande du produit k est dk(Uk) = ak−bkUk
(voir figure 2.1)
e´lasticite´ forte
e´lasticite´ moyenne
e´lasticite´ faible
0
demande du produit k : dk(Uk)
couˆt du produit k : Uk
Figure 2.1 Demande line´aire du produit k : dk(Uk) = ak − bkUk
ou` ak, bk sont des constantes positives et Uk le couˆt du chemin utilise´ pour acheminer une
unite´ du produit k.
Nous exploitons les formulations propose´es par Labbe´ et al. [46] et Didi et al. [29] pour
re´soudre le PTR afin de de´velopper trois programmes quadratiques mixtes sous contraintes
line´aires (MIP) pour re´soudre le DL. Quelques proprie´te´s du DL sont e´nonce´es et des cas
polynoˆmiaux sont pre´sente´s.
Ce chapitre s’organise comme suit. A` la section 2.1 un exemple du DL est donne´ sur un re´-
seau de petite taille. Nous proposons trois formulations quadratiques mixtes sous contraintes
line´aires pour re´soudre le DL a` la section 2.2. Quelques proprie´te´s du DL sont donne´es aux
sections 2.3 et 2.4. A` la section 2.5, nous pre´sentons les cas polynoˆmiaux du DL. Pour en
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finir, les expe´riences nume´riques sont pre´sente´es a` la section 2.6.
2.1 Exemple du DL
Conside´rons le re´seau de´crit a` la figure 2.2 comprenant deux produits.
1 5
4 6
3
2
1+t4,2
8
1 1
1
1+t3,4 11
Figure 2.2 Exemple de re´seau du DL
Les informations sur les produits sont donne´es au tableau 4.1 suivant :
o - d demande chemins couˆt
produit 1 1 −→ 2 d1(U1) = 25− U1
1→ 3→ 4→ 2 3 + t3,4 + t4,2
1→ 2 8
produit 2 5 −→ 6 d2(U2) = 50− 2U2
5→ 3→ 4→ 6 3 + t3,4
5→ 6 11
Tableau 2.1 Donne´es de l’exemple 2.1
ou` U1 (resp. U2) repre´sente le couˆt unitaire du chemin utilise´ pour acheminer le produit 1
(resp. produit 2). Le but est de fixer les tarifs sur les arcs taxables (en pointille´s) (3,4) et
(4,2) afin de maximiser le revenu du meneur.
En imposant les tarifs positifs, la solution optimale est obtenue pour les valeurs t3,4 = 5
et t4,2 = 0 et est donne´e par :
19
chemin utilise´ couˆt revenu ge´ne´re´
produit 1 1→ 3→ 4→ 2 U1 = 8 (25− 8)× (5 + 0) = 85
produit 2 5→ 3→ 4→ 6 U2 = 8 (50− 2× 8)× 5 = 170
revenu total 85 + 170 = 255
Tableau 2.2 Solution optimale avec les tarifs positifs
Nous remarquons que les chemins 1 → 3 → 4 → 2 et 1 → 2 du produit 1 ont le meˆme couˆt
8. Sachant qu’il y a une coope´ration entre le meneur et les suiveurs, les suiveurs utiliseront
le chemin 1→ 3→ 4→ 2 car il ge´ne`re plus de revenu pour le meneur que le chemin 1→ 2.
En supposant qu’il n’y a pas de restriction sur les tarifs, la solution optimale est obtenue
pour les valeurs t3,4 = 8 et t4,2 = −3 et est donne´e par :
Chemin utilise´ couˆt revenu ge´ne´re´
produit 1 1→ 3→ 4→ 2 U1 = 8 (25− 8)× (8− 3) = 85
produit 2 5→ 3→ 4→ 6 U2 = 11 (50− 2× 11)× 8 = 224
revenu total 85 + 224 = 305
Tableau 2.3 Solution optimale avec les tarifs positifs et ne´gatifs
Le tarif ne´gatif sur l’arc (4, 2) repre´sente une subvention aux usagers qui utilisent cet arc.
2.2 Formulations quadratiques mixtes sous contraintes line´aires du DL
2.2.1 Formulation par arcs
Afin de proposer une formulation quadratique mixte sous contraintes line´aires par arcs,
nous exploitons la formulation par arcs FORM:ARC propose´e par Labbe´ et al. [46] pour le
PTR (voir section 1.2.2) . A` partir de FORM:ARC, nous introduisons la variable Tk qui est
le revenu ge´ne´re´ par une unite´ de flot du produit k. Tk est e´gale a`
∑
a∈A1
tka ou` t
k
a a e´te´ utilise´
dans FORM:ARC pour rendre line´aire le terme tax
k
a et repre´sente le revenu ge´ne´re´ par unite´
20
de flot de l’arc a du produit k. Ainsi, le couˆt Uk du plus court chemin se re´e´crit de la manie`re
suivante :
Uk =
∑
aA1∪A2
cax
k
a +
∑
a∈A1
tax
k
a =
∑
aA1∪A2
cax
k
a +
∑
a∈A1
tka =
∑
aA1∪A2
cax
k
a + Tk.
En remplac¸ant, dans la fonction objectif, la demande dk par sa valeur ak − bkUk, le terme
associe´ au produit k se re´e´crit comme suit :
dk
∑
a∈A1
tka = (ak − bkUk)Tk
= akTk − bk
( ∑
aA1∪A2
cax
k
a + Tk
)
Tk
= akTk − bk
∑
aA1∪A2
caTkx
k
a − bkT
2
k .
Pour rendre line´aire le terme biline´aire Tkx
k
a, nous utilisons la line´arisation standard qui
introduit une nouvelle variable T ak = Tkx
k
a. Puis, nous ajoutons au mode`le l’ensemble de
contraintes line´aires ci-dessous qui permet le respect de la de´finition de la variable T ak .
0 ≤ T ak ≤Mkx
k
a ∀a ∈ A1 ∪ A2, ∀k ∈ K (2.1)
−Mk(1− x
k
a) ≤ T
a
k − Tk ≤Mk(1− x
k
a) ∀a ∈ A1 ∪ A2, ∀k ∈ K (2.2)
ou` Mk est une constante suffisamment grande. Les contraintes (2.1) permettent de fixer T
a
k
a` 0 lorsque xka = 0. Autrement dit, le revenu du produit k est nul pour cet arc lorsque son
flot est nul. Les contraintes (2.2) permettent de fixer T ak a` Tk lorsque x
k
a = 1, c’est-a`-dire que
le revenu du produit k est Tk pour cet arc lorsque son flot n’est pas nul. Nous obtenons la
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formulation par arcs suivante
DL:ARC
max
t,x,λ,Tk
∑
k∈K
(
akTk − bk
∑
a∈A1∪A2
caT
a
k − bkT
2
k
)
s.c
∑
a∈i+
xka −
∑
a∈i−
xka =


1 si i = o(k)
−1 si i = d(k)
0 sinon
∀i ∈ N , ∀k ∈ K
λkj − λ
k
i ≤ ca + ta ∀a = (i, j) ∈ A1, k ∈ K
λkj − λ
k
i ≤ ca ∀a = (i, j) ∈ A2, k ∈ K∑
a∈A1∪A2
cax
k
a +
∑
a∈A1
tka = λ
k
d(k) − λ
k
o(k) ∀k ∈ K
Tk =
∑
a∈A1
tka ∀k ∈ K
−Mkax
k
a ≤ t
k
a ≤M
k
ax
k
a ∀a ∈ A1, ∀k ∈ K
−Na(1− x
k
a) ≤ t
k
a − ta ≤ Na(1− x
k
a) ∀a ∈ A1, ∀k ∈ K
0 ≤ T ak ≤M
kxka ∀a ∈ A1 ∪ A2, ∀k ∈ K
−Mk(1− x
k
a) ≤ T
a
k − Tk ≤Mk(1− x
k
a) ∀a ∈ A1 ∪ A2, ∀k ∈ K
xka ∈ {0, 1} ∀a ∈ A1, ∀k ∈ K
ou` Mka , Na et Mk sont des grandes constantes identiques a` celles de´finies par Dewez [27].
DL:ARC est un proble`me de maximisation d’une fonction objectif quadratique concave sous
contraintes line´aires mixtes (MIP).
2.2.2 Formulations par chemins
A` partir de la formulation par chemins FORM:CH propose´e par Didi et al. [29] (voir
section 1.2.2), nous remplac¸ons la demande dk du produit k par sa valeur ak − bkUk. La
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fonction objectif de ce produit se re´e´crit alors comme suit :
dkTk = (ak − bkUk)Tk
= akTk − bkTk
(
Tk +
∑
p∈Pk
hkp
∑
a∈p
ca
)
= akTk − bkT
2
k −
∑
p∈Pk
Tkh
k
p
∑
a∈p
ca.
On note la pre´sence du terme biline´aire Tkh
k
p. Afin de le rendre line´aire, nous utilisons encore
une fois la technique de line´arisation standard qui introduit une nouvelle variable T pk = Tkh
k
p.
Puis, nous ajoutons au mode`le l’ensemble des contraintes line´aires ci-dessous qui permet le
respect de la de´finition de la variable T pk , c’est-a`-dire T
p
k est e´gal a` Tk si le chemin p est utilise´
et 0 sinon.
0 ≤ T pk ≤M
k
p h
k
p ∀p ∈ Pk, ∀k ∈ K
−Mkp (1− h
k
p) ≤ T
p
k − Tk ≤M
k
p (1− h
k
p) ∀p ∈ Pk, ∀k ∈ K.
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Nous obtenons ainsi la premie`re formulation quadratique mixte sous contraintes line´aires par
chemins suivante
DL:CH1
max
t,h,T,U
∑
k∈K
(
akTk − bkT
2
k − bk
∑
p∈Pk
T pk
∑
a∈p
ca
)
s.c Tk ≤
∑
a∈p∩A1
ta +M
k
p (1− h
k
p) ∀p ∈ Pk, ∀k ∈ K
∑
a∈p
ca +
∑
a∈p∩A1
ta −M
k
p (1− h
k
p) ≤ Uk ∀p ∈ Pk, ∀k ∈ K
Uk ≤
∑
a∈p
ca +
∑
a∈p∩A1
ta ∀p ∈ Pk, ∀k ∈ K
Uk = Tk +
∑
p∈Pk
hkp
∑
a∈p
ca ∀k ∈ K
∑
p∈Pk
hkp = 1 ∀k ∈ K
−Mk(1− h
k
p) ≤ T
p
k − Tk ≤Mk(1− h
k
p) ∀p ∈ Pk, ∀k ∈ K
0 ≤ T pk ≤Mkh
k
p ∀p ∈ Pk, ∀k ∈ K
hkp ∈ {0, 1} ∀p ∈ Pk, ∀k ∈ K.
ou`Mkp etMk sont des grandes constantes identiques a` celles de´finies par Dewez [27]. DL:CH1
est un proble`me de maximisation d’une fonction objectif quadratique concave sous contraintes
line´aires mixtes (MIP).
Dans le but d’obtenir une formulation qui contient moins de contraintes impliquant les
variables binaires que DL:CH1, la line´arisation du terme Tkh
k
p est faite de manie`re diffe´rente
de la line´arisation standard. En fait, nous conservons la variable T pk qui remplace le terme non
line´aire Tkh
k
p mais nous exploitons le fait que pour chaque produit, un seul chemin est utilise´
a` l’optimalite´. Notons par p∗k le chemin utilise´ pour acheminer le produit k a` l’optimalite´, on
a hkp∗
k
= 1 et hkp = 0 pour tout chemin p ∈ Pk\{p
∗
k}, ce qui implique que T
p∗
k
k = Tk et T
p
k = 0
pour tout chemin p ∈ Pk\{p
∗
k}. Pour exprimer cela, nous ajoutons au mode`le les contraintes
24
suivantes
0 ≤ T pk ≤M
k
p h
k
p ∀p ∈ Pk, ∀k ∈ K (2.3)
Tk −
∑
p∈Pk
T pk = 0 ∀k ∈ K. (2.4)
Les contraintes (2.3) permettent de fixer T pk a` 0 si le chemin p n’est pas utilise´. Les
contraintes (2.4) permettent de fixer la variable T
p∗
k
k associe´ au seul chemin utilise´ p
∗
k a` Tk.
Nous obtenons ainsi la deuxie`me formulation par chemins suivante
DL:CH2
max
t,h,T,U
∑
k∈K
(
akTk − bkT
2
k − bk
∑
p∈Pk
T pk
∑
a∈p
ca
)
s.c Tk ≤
∑
a∈p∩A1
ta +M
k
p (1− h
k
p) ∀p ∈ Pk, ∀k ∈ K
∑
a∈p
ca +
∑
a∈p∩A1
ta −M
k
p (1− h
k
p) ≤ Uk ∀p ∈ Pk, ∀k ∈ K
Uk ≤
∑
a∈p
ca +
∑
a∈p∩A1
ta ∀p ∈ Pk, ∀k ∈ K
Uk = Tk +
∑
p∈Pk
hkp
∑
a∈p
ca ∀k ∈ K
∑
p∈Pk
hkp = 1 ∀k ∈ K
Tk −
∑
p∈Pk
T pk = 0 ∀k ∈ K
0 ≤ T pk ≤M
k
p h
k
p ∀p ∈ Pk, ∀k ∈ K
hkp ∈ {0, 1} ∀p ∈ Pk, ∀k ∈ K.
ou` Mkp est une grande constante identique a` celle de´finie par Dewez [27].
De meˆme que la premie`re formulation par chemins, DL:CH2 est un proble`me de maximi-
sation d’une fonction objectif quadratique concave sous contraintes line´aires mixtes (MIP).
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Cependant, DL:CH2 contient 2
∑
k∈K
|Pk| − |K| contraintes impliquant les variables binaires de
moins que DL:CH1. Ces contraintes proviennent de la line´arisation des termes biline´aires du
mode`le.
2.3 Fonction objectif du meneur
Labbe´ et al. [46] ont montre´ que la fonction objectif du PTR en fonction des tarifs est
line´aire par morceaux, discontinue et semi-continue supe´rieurement. Dans le meˆme ordre
d’ide´e, on montre que :
Proposition 2.3.1 La fonction objectif du meneur du DL est quadratique concave par mor-
ceaux, discontinue et semi-continue supe´rieurement.
Preuve Conside´rons la formulation par chemins DL:CH2. Supposons que pour chaque pro-
duit k, l’on connaisse le chemin p∗k utilise´. La fonction objectif du meneur devient
∑
k∈K

akTk − bkT 2k − bkTk ∑
a∈p∗
k
ca

 =∑
k∈K



ak − bk ∑
a∈p∗
k
ca

Tk − bkT 2k

 .
Cette fonction quadratique est continue et concave car bk ≥ 0.
Pour la suite, nous notons le vecteur de tarif t = (t1, t2, . . . , tj, . . . , t|A1|). On dira que
t ≤ ti si tj ≤ t
i
j pour tout j = 1, . . . , |A1| et que t ∈ [t
i, ti+1] si tij ≤ tj ≤ t
i+1
j pour tout
j = 1, . . . , |A1| ou` t
i de´signe le vecteur de tarifs correspondant a` un optimum local.
Pour un vecteur de tarifs t donne´, la solution optimale du proble`me du second niveau est
atteinte a` un sommet du polye`dre de´fini par les contraintes du proble`me du second niveau. Le
sommet h(t0) = h0 reste optimal tant que t ne de´passe pas un vecteur seuil t1. Donc h0 reste
optimal pour le proble`me du second niveau pour t appartenant a` [t0, t1]. La fonction objectif
du meneur est concave sur [t0, t1] tel que pre´sente´ ci-dessus car le vecteur des chemins utilise´s
est connu a priori. Lorsque t augmente au-dela` de t1, le sommet h0 n’est plus optimal pour
le proble`me du second niveau. Soit h1 le nouveau sommet optimal. h1 reste optimal pour les
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valeurs de t appartenant a` ]t1, t2]. Le reste du processus se construit de manie`re similaire.
Ainsi, si t est plus grand qu’un certain vecteur de tarifs tn, alors le sommet hn est compose´
des chemins de la compe´tition de chaque produit. De`s lors, la valeur de la fonction objectif du
meneur chute a` 0. Nous concluons que la fonction objectif du meneur est concave et continue
sur [ti, ti+1] pour tout i = 0, . . . , n.
Il reste a` montrer que la fonction objectif du meneur est discontinue et semi-continue
supe´rieurement. Soient les trois vecteurs de tarifs ti−1, ti et ti+1 tels que de´finis pre´ce´demment.
Le sommet hi−1 (resp. hi) est optimal pour le proble`me du second niveau pour les valeurs
de t appartenant a` [ti−1, ti] (resp. [ti, ti+1]). Pour t ∈ [ti−1, ti] (resp. t ∈ [ti, ti+1), la
fonction objectif du meneur est F (t, hi−1) (resp. F (t, hi)), ce qui montre que F est discontinue
aux points t = ti. Cependant, vu qu’il y a coope´ration entre le meneur et les suiveurs, la
fonction objectif F au point ti est de´finie par max{F (ti, hi−1), F (ti, hi)}. Ainsi aux points
de discontinuite´ ti, pour tout t proche de ti, soit le revenu ge´ne´re´ en imposant les tarifs du
vecteur t est proche de celui de ti soit il est infe´rieur, ce qui montre que la fonction objectif
est semi-continue supe´rieure.
2
Cette proprie´te´ est illustre´e sur le re´seau de la figure 2.3 ayant un arc taxable et deux produits.
1 3 5
4 62
1 2
1
0 + t
1
156
Figure 2.3 Re´seau avec un arc taxable et deux produits
Les informations sur les produits sont donne´es au tableau 2.4.
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o - d demande chemins couˆt
produit 1 1 −→ 2 d1(U1) = 20− 3U1
1→ 3→ 4→ 2 2 + t
1→ 2 6
produit 2 5 −→ 6 d2(U2) = 23− U2
5→ 3→ 4→ 6 3 + t
5→ 6 15
Tableau 2.4 Donne´es du re´seau de la figure 2.3
Le but est de fixer le tarif sur l’arc taxable (3, 4) afin de maximiser le revenu du meneur.
Nous remarquons que si le tarif de l’arc (3, 4) est infe´rieur ou e´gal a` 4, les chemins utilise´s
sont 1 → 3 → 4 → 2 et 5 → 3 → 4 → 6, et la totalite´ du flot emprunte l’arc (3, 4). De`s
que le tarif sur l’arc (3, 4) devient strictement supe´rieur a` 4, cet arc n’est plus attractif pour
le produit 1 qui emprunte le chemin 1 → 2, mais reste attractif pour le produit 2 s’il est
compris entre 4 et 12. Finalement, de`s que le tarif sur cet arc devient strictement supe´rieur
a` 12, cet arc n’est plus attractif pour les deux produits. La fonction objectif du meneur est
donc de´finie par :


(20− 3× (2 + t))t+ (23− 1× (3 + t))t = 34t− 4t2 si t ∈ [0, 4]
(23− 1× (3 + t))t = 20t− t2 si t ∈]4, 12]
0 si t ∈]12,+∞[
et est repre´sente´e a` la figure 2.4 ci-dessous. Les courbes en gras repre´sentent la fonction
objectif du meneur.
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Figure 2.4 Valeur de la fonction objectif en fonction du tarif
Cette fonction est concave par morceaux, discontinue et semi-continue supe´rieurement. La
solution optimale est obtenue pour la valeur t = 10 et le revenu du meneur est 100.
2.4 Borne supe´rieure sur le revenu du meneur
Sans perte de ge´ne´ralite´, conside´rons la deuxie`me formulation par chemins DL:CH2. Soit
γk(∞) le couˆt du plus court chemin allant de o(k) a` d(k) lorsque les tarifs du meneur sont
fixe´s a` l’infini. La valeur de γk(∞) repre´sente le couˆt du chemin de la compe´tition du produit
k. Soit γk(0) le couˆt du plus court chemin allant de o(k) a` d(k) lorsque les tarifs du meneur
sont fixe´s a` 0.
Proposition 2.4.1 Une borne supe´rieure (BS) sur le revenu du meneur est donne´e par
BS =
∑
k∈K

akT ∗k − bk (T ∗k )2 − bkT ∗k ∑
a∈pk
0
ca


ou` T ∗k = min

γk(∞)− γk(0), 12bk

ak − bk ∑
a∈pk
0
ca



 ∀k ∈ K.
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Preuve La fonction objectif du meneur associe´e au produit k avant la line´arisation est donne´e
par :
akTk − bkT
2
k − bk
∑
p∈Pk
Tkh
k
p
∑
a∈p
ca.
Soit pk0 le plus court chemin du produit k obtenu en fixant tous les tarifs a` 0. Le couˆt fixe du
chemin pk0 est le plus petit couˆt fixe parmi les couˆts des chemins du produit k, donc
akTk − bkT
2
k − bk
∑
p∈Pk
Tkh
k
p
∑
a∈p
ca ≤ akTk − bkT
2
k − bkTk
∑
a∈pk
0
ca
La fonction a` droite de l’ine´galite´ est concave et atteint sa valeur maximale lorsque Tk est
e´gal a`
1
2bk

ak − bk ∑
a∈pk
0
ca

. Puisque γk(∞)− γk(0) est la borne supe´rieure sur Tk qui est le
revenu ge´ne´re´ par unite´ de flot du produit k, la borne supe´rieure sur le revenu ge´ne´re´ par le
produit k note´e BSk est donne´e par
BSk = akT
∗
k − bk (T
∗
k )
2 − bkT
∗
k
∑
a∈pk
0
ca ou` T
∗
k = min

γk(∞)− γk(0), 12bk

ak − bk ∑
a∈pk
0
ca




Finalement, en sommant ces bornes supe´rieures sur l’ensemble des produits, nous obtenons
la borne supe´rieure BS.
Notons que si pour un produit k, il n’existe aucun chemin posse´dant seulement les arcs
non taxables, alors T ∗k =
1
2bk

ak − bk ∑
a∈pk
0
ca

.
2
Cette borne supe´rieure (BS) n’est pas toujours atteinte et dans certains cas, peut eˆtre de
mauvaise qualite´.
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2.5 Quelques cas polynoˆmiaux du DL
Bien que le DL soit NP-difficile, il existe certaines instances qui appartiennent a` la classe
des proble`mes polynoˆmiaux.
2.5.1 Le DL ou` tous les arcs du re´seau sont taxables
On conside`re le DL ou` tous les arcs du re´seau appartiennent au meneur (A = A1 et
A2 = ∅). Dans ce cas, le meneur est le seul a` proposer des arcs aux usagers pour acheminer
leurs produits. On parle alors de monopole.
Avant de pre´senter les propositions, notons par n le nombre total d’arcs distincts des
chemins pk0, k ∈ K.
Proposition 2.5.1 Le DL ou` tous les arcs du re´seau sont taxables se re´sout en O(|K|2n) si
le syste`me line´aire suivant
∑
a∈pk
0
ta = min

γk(∞)− γk(0), 12bk

ak − bk ∑
a∈pk
0
ca



 ∀k ∈ K (2.5)
posse`de au moins une solution
Preuve Soit la solution obtenue en faisant passer le flot sur les chemins pk0 du produit k,
puis en imposant les tarifs sur les arcs de la fac¸on a` satisfaire le syste`me (2.5) et
ta = +∞ ∀a 6∈
⋃
k∈K
{
a | a ∈ pk0
}
(2.6)
Le syste`me line´aire (2.5) est un syste`me qui posse`de |K| e´quations a` n inconnues. L’affectation
(2.5) permet a` la fonction objectif du meneur d’atteindre sa valeur maximale car le revenu
ge´ne´re´ par chaque produit est maximal (la borne supe´rieure du meneur est atteinte, voir
section 2.4) et l’affectation (2.6) garantit que les chemins pk0 sont les plus courts. On sait
que pour tout chemin pk0, p
k′
0 avec k 6= k
′, il existe toujours un arc a tel que a ∈ pk0 et
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a 6∈ pk
′
0 ou re´ciproquement car les paires origine-destination sont distinctes et tous les arcs
du re´seau sont taxables. Donc les lignes de la matrice du syste`me line´aire (2.5) sont deux
a` deux line´airement inde´pendantes. Par contre, si n ≥ |K|, le syste`me line´aire (2.5) n’est
pas toujours line´airement inde´pendant (de plein rang). Cependant s’il est de plein rang, il
posse`de au moins une solution car les tarifs sont positifs et ne´gatifs. Dans le cas ou` n < |K|,
le syste`me line´aire (2.5) n’est pas line´airement inde´pendants mais peut posse´der une solution.
En somme, si le syste`me line´aire (2.5) posse`de une solution, le temps de re´solution du DL est
e´gal au temps de re´solution du syste`me line´aire (2.5) qui est O(|K|2n).
2
Lorsque |K| ≤ 2, le syste`me (2.5) est line´airement inde´pendant et le proble`me se re´sout en
O(n). Cependant, lorsque |K| ≥ 3 et n ≥ |K| ce syste`me n’est pas toujours line´airement
inde´pendant. Nous pre´sentons a` la figure 2.5.1 ci-dessous la proportion des syste`mes line´aires
(2.5) de rang plein, le rang du syste`me line´aire (2.5) et le nombre d’arcs distincts n en fonction
du nombre de produits, pour une moyenne de 10 instances des quatre familles de re´seaux
Didi, Delaunay, Vorono¨ı et Grille. Ces familles de re´seaux sont pre´sente´s a` la section 2.6.1.
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Figure 2.5 proportion des syste`mes (2.5) de plein rang, le rang du syste`me (2.5) et le nombre
d’arcs distincts n en fonction du nombre de produits |K|
Nous remarquons que la proportion des syste`mes line´aires de rang plein de´croˆıt avec le nombre
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de produits et que le rang du syste`me line´aire est en moyenne e´gal a` |K| − 1 ou |K| − 2.
Nous de´duisons donc que le syste`me line´aire (2.5) n’admet pas toujours de solution. Nous
conjecturons que ce proble`me est NP-difficile lorsque le nombre de produits est supe´rieur a` 3
(|K| ≥ 3).
En restreignant les tarifs sur les arcs a` ne prendre que des valeurs positives, on montre
que :
Proposition 2.5.2 Le DL monoproduit ou` tous les arcs du re´seau sont taxables et les tarifs
positifs se re´sout en O(n).
Preuve L’ide´e de la preuve est similaire a` celle utilise´e pour la proposition 2.5.1. La solution
optimale est obtenue en imposant les tarifs sur les arcs de la fac¸on suivante
∑
a∈p0
ta = min
{
γ(∞)− γ(0),
1
2b
(
a− b
∑
a∈p0
ca
)}
ta = +∞ ∀ a 6∈ p0
Le revenu ge´ne´re´ est maximal avec cette affectation car la borne supe´rieure sur le revenu du
meneur propose´e a` la section 2.4 est atteinte.
2
Dans le cas de deux produits, ce re´sultat n’est plus valide. L’exemple suivant montre qu’a`
l’optimalite´ les chemins pk0 ne sont pas force´ment utilise´s. Pour l’illustrer, conside´rons le re´seau
de la figure 2.6 ou` tous les arcs du re´seau sont taxables.
1 2 3 4
1 + t1,2 1 + t2,3 1 + t3,4
3 + t2,4
Figure 2.6 Re´seau ou` tous les arcs sont taxables
Ce re´seau est soumis a` la demande de deux produits. Les informations sur les produits sont
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donne´es au tableau 2.5.
o - d demande chemins couˆt
produit 1 1 −→ 3 d1(U1) = 22− U1 1→ 2→ 3 2 + t1,2 + t2,3
produit 2 1 −→ 4 d2(U2) = 26− 2U2
1→ 2→ 3→ 4 3 + t1,2 + t2,3 + t3,4
1→ 2→ 4 4 + t1,2 + t2,4
Tableau 2.5 Donne´es du re´seau de la figure 2.6
Le but est de fixer les tarifs positifs sur les arcs du re´seau afin de maximiser le revenu du
meneur.
Les chemins p10 et p
2
0 sont de´finis par p
1
0 = 1 → 2 → 3 et p
2
0 = 1 → 2 → 3 → 4. Si ces
chemins sont utilise´s, le revenu ge´ne´re´ est 400/3 = 133.33 et est obtenu en fixant t1,2 = 20/3,
t2,3 = t3,4 = 0 et t2,4 = +∞. Cette solution n’est pas optimale car le chemin 1 → 2 → 3
du produit 1 est un sous-chemin du chemin 1 → 2 → 3 → 4 du produit 2, ce qui empeˆche
le meneur de ge´ne´rer un revenu maximal pour chacun des produits car le tarif optimal pour
le chemin p10 est 10 et 5 pour le chemin p
2
0. Cependant, la solution optimale est obtenue
en utilisant les chemins 1 → 2 → 3 pour le produit 1 et 1 → 2 → 4 pour le produit 2.
Le revenu ge´ne´re´ est 281/2 = 140.5 et est obtenu en fixant t1,2 = 0, t2,3 = 10, t2,4 = 9/2
et t3,4 = +∞. Par contre, si les tarifs e´taient re´els, la solution optimale serait obtenue en
utilisant les chemins 1→ 2→ 3 pour le produit 1 et 1→ 2→ 3→ 4 pour le produit 2. Les
tarifs optimaux seraient obtenus en fixant t1,2 = 10, t2,3 = 0, t3,4 = −5 et t2,4 = +∞ pour un
revenu de 150 (le proble`me est facile car |K| = 2 et n = 3, voir proposition 2.5.1).
2.5.2 DL avec un seul arc taxable
On montre que le DL avec un seul arc taxable est polynoˆmial. Ce re´sultat est une extension
de celui pre´sente´ par Labbe´ et al. [46] pour le PTR.
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Un seul produit
Le re´seau se restreint a` deux chemins allant de o a` d. Le premier chemin p0 est le plus
court chemin obtenu en fixant le tarif de l’arc taxable a` 0 et le second chemin est le plus
court chemin obtenu en interdisant l’utilisation de l’arc taxable (chemin de la compe´tition).
Soit t le tarif de l’arc taxable, M = γ(∞)− γ(0) est la borne supe´rieure sur t. Le tarif t est
non ne´gatif car le re´seau posse`de un seul produit.
Tant que le tarif t de l’arc taxable reste infe´rieur ou e´gal a` M , le chemin p0 est utilise´. De
ce fait, la solution optimale est obtenue en re´solvant le proble`me suivant :
max
t
(
a− b
∑
a∈p0
ca
)
t− bt2 (2.7)
0 ≤ t ≤M (2.8)
La fonction objectif (2.7) maximise le revenu qui correspond a` celui ge´ne´re´ lorsque le chemin
p0 est utilise´. La contrainte (2.8) impose que le chemin p0 soit utilise´.
Le proble`me ci-dessus est un proble`me de maximisation d’une fonction quadratique concave
avec une contrainte de borne. Il se re´sout facilement et la solution analytique est donne´e par :


t = 0 si a− b
∑
a∈p0
ca ≤ 0
t =
1
2b
(
a− b
∑
a∈p0
ca
)
sinon si
1
2b
(
a− b
∑
a∈p0
ca
)
≤M
t = M sinon.
K produits
L’ide´e utilise´e pour de´velopper la me´thode de re´solution est de faire passer le maximum
de produits par l’arc taxable afin de ge´ne´rer un revenu maximal. En fait, pour chaque produit
k, le re´seau se restreint a` deux chemins. Le chemin pk0 et celui de la compe´tition. Le chemin
pk0 est utilise´ lorsque le tarif t est infe´rieur ou e´gal a` Mk = γ
k(∞)− γk(0). Supposons que les
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produits sont classe´s par ordre croissant de leurs bornes supe´rieures sur t, c’est-a`-dire
M1 ≤M2 ≤M3 ≤ . . . ≤MK.
De fac¸on similaire au cas monoproduit, on propose l’algorithme suivant pour la re´solution du
proble`me.
E´tape 1 Z∗ = −∞ et t∗ = +∞
E´tape 2 Pour k = 1, . . . ,K
re´soudre Z =


max
t
K∑
j≥k

aj − bj ∑
a∈pj
0
ca

 t− bjt2
0 ≤ t ≤Mk
si Z > Z∗ alors Z∗ = Z et t∗ = argmax
t
Z
E´tape 3 Retourner les valeurs de t∗ et Z∗.
A` l’ite´ration k de l’e´tape 2, on maximise la somme des revenus ge´ne´re´s par les produits tels
que le chemin utilise´ contient l’arc taxable. Plus pre´cise´ment, lorsque t ≤Mk, les chemins p
j
0
pour j = k, . . . ,K sont utilise´s car Mk ≤ Mj. Cet algorithme, qui effectue |K| ite´rations et
re´sout a` chaque ite´ration un proble`me line´aire, est de complexite´ polynoˆmiale.
2.5.3 Le proble`me d’optimisation inverse
Le proble`me d’optimisation inverse (POI) consiste a` de´terminer les tarifs maximisant
le revenu du meneur, compatibles avec les chemins utilise´s par les usagers. Nous montrons
que dans le cas multi-produit, le POI se re´duit a` la maximisation d’une fonction objectif
quadratique concave sous contraintes line´aires et dans le cas monoproduit, il se re´duit a` la
recherche d’un plus court chemin sur un re´seau.
Conside´rons la formulation par arcs DL:ARC et supposons que la solution du proble`me
du second niveau est connue. Puisque les flots sont fixe´s, les contraintes primales du proble`me
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du second niveau sont satisfaites et les contraintes qui imposent l’e´galite´ des fonctions objec-
tif primale et duale associe´es au proble`me du second niveau peuvent eˆtre simplifie´es. Nous
obtenons alors la formulation du POI suivante
max
t,λ,T
∑
k∈K

akTk − bkTk ∑
a∈A|xka=1
ca − bkT
2
k

 (2.9)
s.c λkj − λ
k
i ≤ cij + tij ∀(i, j) ∈ A1|x
k
ij = 0 (2.10)
λkj − λ
k
i ≤ cij ∀(i, j) ∈ A2|x
k
ij = 0 (2.11)
λkj − λ
k
i = cij + tij ∀(i, j) ∈ A1|x
k
ij = 1 (2.12)
λkj − λ
k
i = cij ∀(i, j) ∈ A2|x
k
ij = 1 (2.13)
Tk =
∑
(i,j)∈A1|xkij=1
tij ∀k ∈ K. (2.14)
La fonction objectif (2.9) maximise le revenu du meneur. Les contraintes (2.10) et (2.11)
sont les contraintes d’admissibilite´ duale du proble`me du second niveau pour les arcs qui ne
portent pas du flot. Les contraintes (2.12) et (2.13) sont les contraintes d’admissibilite´ duale
du proble`me du second niveau pour les arcs qui portent du flot. Ces contraintes sont mises a`
l’e´galite´ afin de respecter la comple´mentarite´ entre la variable de flot et la contrainte duale
associe´e a` cette variable. Les contraintes (2.14) donnent le revenu ge´ne´re´ par unite´ de flot
pour chaque produit.
Nous remplac¸ons dans les contraintes (2.14) les variables tij par λ
k
j − λ
k
i − cij pour tout
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arc (i, j) ∈ A1 et pour tout produit k tel que x
k
ij = 1. Nous obtenons alors
Tk =
∑
(i,j)∈A1|xkij=1
(λkj − λ
k
i − cij) ∀k ∈ K
=
∑
(i,j)∈A|xkij=1
(λkj − λ
k
i )−
∑
(i,j)∈A2|xkij=1
(λkj − λ
k
i )−
∑
(i,j)∈A1|xkij=1
cij ∀k ∈ K
=
∑
(i,j)∈A|xkij=1
(λkj − λ
k
i )−
∑
(i,j)∈A2|xkij=1
cij −
∑
(i,j)∈A1|xkij=1
cij ∀k ∈ K
=
∑
(i,j)∈A|xkij=1
(λkj − λ
k
i )−
∑
(i,j)∈A|xkij=1
cij ∀k ∈ K
= λd(k) − λo(k) −
∑
(i,j)∈A|xkij=1
cij ∀k ∈ K.
λd(k) − λo(k) repre´sente le couˆt total du chemin utilise´ pour le produit k, et Tk la diffe´rence
entre ce couˆt total et le couˆt fixe du chemin utilise´ pour le produit k. Nous remplac¸ons les
variables Tk par λd(k) − λo(k) −
∑
(i,j)∈A|xkij=1
cij dans la fonction objectif (2.9) du produit k.

ak − bk ∑
a∈A|xka=1
ca

Tk − bkT 2k
=

ak − bk ∑
a∈A|xka=1
ca



λd(k) − λo(k) − ∑
(i,j)∈A|xka=1
ca

− bk

λd(k) − λo(k) − ∑
(i,j)∈A|xka=1
ca


2
=

ak − bk ∑
a∈A|xka=1
ca

 (λd(k) − λo(k))−

ak − bk ∑
a∈A|xka=1
ca

 ∑
a∈A|xka=1
ca − bk(λd(k) − λo(k))
2
+ 2bk(λd(k) − λo(k))
∑
a∈A|xka=1
ca + bk

 ∑
a∈A|xka=1
ca


2
= −bk(λ
k
d(k) − λ
k
o(k))
2 +

ak + bk ∑
a∈A|xka=1
ca

 (λkd(k) − λko(k))− ak ∑
a∈A|xka=1
ca
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La formulation du POI se re´duit a` :
OPTINV
max
t,λ
∑
k∈K

−bk(λkd(k) − λko(k))2 +

ak + bk ∑
a∈A|xka=1
ca

 (λkd(k) − λko(k))− ak ∑
a∈A|xka=1
ca


sous contraintes (2.10) a` (2.13).
Nous obtenons donc un proble`me de maximisation d’une fonction objectif quadratique concave
sous contraintes line´aires. Ce proble`me se re´sout de manie`re similaire d’un programme li-
ne´aire. Ainsi, OPTINV appartient a` la classe des proble`mes polynoˆmiaux car .
Le POI monoproduit
Dans le cas d’un seul produit, la formulation du OPTINV associe´e est
max
t,λ
−b(λd − λo)
2 + (a+ b
∑
a∈A|xa=1
ca)(λd − λo)− a
∑
a∈A|xa=1
ca (2.15)
λj − λi ≤ cij + tij ∀(i, j) ∈ A1|xij = 0 (2.16)
λj − λi ≤ cij ∀(i, j) ∈ A2|xij = 0 (2.17)
λj − λi = cij + tij ∀(i, j) ∈ A1|xij = 1 (2.18)
λj − λi = cij ∀(i, j) ∈ A2|xij = 1 (2.19)
En remplac¸ant tij par λj − λi − cij pour tout arc (i, j) ∈ A1 tel que xij = 1 et en posant
tij = +∞ pour tout arc (i, j) ∈ A tel que xij = 0, les contraintes (2.16) et (2.18) sont
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satisfaites et peuvent eˆtre e´limine´es. La formulation du POI monoproduit se re´duit a`
max
λ
−b(λd − λo)
2 + (a+ b
∑
a∈A|xa=1
ca)(λd − λo)− a
∑
a∈A|xa=1
ca (2.20)
s.c λj − λi ≤ cij ∀(i, j) ∈ A2
λi − λj ≤ −cij ∀(i, j) ∈ A2|xij = 1.
La fonction objectif (2.20) est quadratique et concave.
Sans perte de ge´ne´ralite´, posons λo = 0. On a alors que λi repre´sente le couˆt du plus court
chemin de l’origine o a` i. La fonction objectif (2.20) atteint sa valeur maximale en λd− λo =
1
2b

a+ b ∑
a∈A|xa=1
ca

, et est croissante en λd sur l’intervalle

−∞, 1
2b

a+ b ∑
a∈A|xa=1
ca



.
Nous de´duisons que la solution optimale ve´rifie implicitement l’ine´galite´
λd ≤
1
2b

a+ b ∑
a∈A|xa=1
ca

 .
La formulation du POI pre´sente´e ci-dessus est donc e´quivalente a` la formulation suivante.
OPTINV1
max
λ
λd − λo
s.c λj − λi ≤ cij ∀(i, j) ∈ A2
λi − λj ≤ −cij ∀(i, j) ∈ A2|xij = 1
λd − λo ≤
1
2b

a+ b ∑
a∈A|xa=1
ca


λo = 0.
Tel que nous le pre´cisons dans la proposition suivante, la re´solution de OPTINV1 consiste
a` rechercher un plus court chemin de o a` d sur un re´seau duˆment de´fini. Ce re´sultat est
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e´galement une extension de celui pre´sente´ par Labbe´ et al. [46] pour le PTR. La particularite´
de ce re´sultat, par rapport a` celui pre´sente´ par Labbe´ et al. [46], est l’ajout de l’arc (o, d) de
couˆt
1
2b

a+ b ∑
a∈A|xa=1
ca

. Cet ajout est duˆ a` la contrainte suivante
λd − λo ≤
1
2b

a+ b ∑
a∈A|xa=1
ca


qui permet aux tarifs des arcs utilise´s de ne pas exce´der la valeur qui ge´ne`re le revenu maximal.
Proposition 2.5.3 Soient G = (N,A = A1 ∪ A2, c) un re´seau oriente´ et p
∗ un chemin
e´le´mentaire de o a` d. De´finissons le graphe G ′ ou` A′ = A2∪{(i, j)|(j, i) ∈ A2∩p
∗}∪{(o, d)}.
Le couˆt des arcs (i, j) ∈ A′ est de´fini par c′ij = cij si (i, j) ∈ A2, c
′
ij = −cij si (j, i) ∈ A2 ∩ p
∗
et c′od =
1
2b

a+ b ∑
a∈A|xa=1
ca

. Alors les tarifs optimaux sont donne´s par tij = λj − λi − cij
ou` pour tout sommet s, λs est le couˆt du plus court chemin de o a` s dans le graphe G
′. S’il
n’existe pas de plus court chemin de o a` d dans G′ alors le proble`me d’optimisation inverse
monoproduit n’admet pas de solution.
Cette proposition est illustre´e sur l’exemple de la figure 2.7 (a) compose´ d’un produit d’origine
1 et de destination 5, d’une demande d(U) = 28−2U et pour laquelle la solution du proble`me
du second niveau est le chemin 1 → 2 → 3 → 5. Le re´seau G ′ re´sultant est repre´sente´ a` la
figure 2.7 (b) ci-dessous.
Les valeurs des variables duales λ correspondantes aux plus courts chemins de 1 vers les
autres sommets dans G ′ sont : λ1 = 0, λ2 = 2, λ3 = 7, λ4 = +∞ et λ5 = 11. Nous obtenons
ainsi les tarifs t2,4 = +∞ et t2,3 = 3. En fait, le plus court chemin de 1 a` 5 est l’arc (1, 5).
Cet arc (1, 5) de couˆt 11 qui a e´te´ de´fini dans le graphe G ′ permet de controˆler les tarifs de
telle sorte qu’ils n’exce`dent pas la valeur qui ge´ne`re un revenu maximal pour le meneur. Si
cet arc avait e´te´ ignore´ alors les tarifs sur les arcs auraient e´te´ t2,4 = +∞ et t2,3 = 4 pour un
revenu de 16 au lieu de 18 lorsqu’il est pris en compte.
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Figure 2.7 Exemple de transformation du re´seau pour la re´solution du POI monoproduit
2.6 Expe´rimentations
Les expe´rimentations effectue´es permettent d’e´valuer de fac¸on quantitative l’efficacite´ des
formulations propose´es. Nous pre´sentons d’abord les parame`tres de mode´lisation ayant servi
aux tests nume´riques (section 2.6.1). A` la section 2.6.2 nous pre´sentons le plan d’expe´rience.
Finalement, la section 2.6.3 est consacre´e aux re´sultats des tests nume´riques.
2.6.1 Parame`tres de mode´lisation
Pour re´aliser les diverses e´valuations de´sire´es, nous supposons connu un graphe G =
(N ,A). A` partir de ce graphe, une instance du proble`me est obtenue en ge´ne´rant un ensemble
A1 d’arcs taxables, un ensemble K de produits et un ensemble dk(Uk)k∈K de fonctions de
demande associe´es aux produits. Les diffe´rentes strate´gies utilise´es pour ge´ne´rer le graphe,
l’ensemble d’arcs taxables et l’ensemble de produits sont les strate´gies utilise´es par Cirinei
[17] que nous pre´sentons ci-dessous. Nous avons ge´ne´re´ les fonctions de demande associe´es
aux produits en nous inspirant des proce´dures utilise´es dans la litte´rature (Hearn et al. [40],
Yang et al. [70] et Lei et al. [48] et autres).
Les instances sont regroupe´es en familles ou` chaque famille est associe´e a` une structure
particulie`re du graphe G. Les diffe´rentes familles d’instances utilise´es sont :
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4) Structure de Grille (4× 4)
2) Structure de Delaunay
3) Structure de Vorono¨ı
1) Structure de Didi, Marcotte et Savard (DMS)
Figure 2.8 Structure de graphes des diffe´rentes familles d’instances
Re´seaux DMS , Didi et al. [29] : Ils sont base´s sur des graphes G de 60 nœuds et 200
arcs. Ils sont construits en cre´ant un cycle reliant chaque nœud du graphe afin d’assurer la
connexite´ du re´seau. Puis, des arcs sont ajoute´s ale´atoirement au re´seau. La figure 2.8 (1)
pre´sente un exemple ou` les arcs ajoute´s sont les arcs en pointille´s qui se trouvent a` l’inte´rieur
du cercle.
Re´seaux Delaunay : Ils sont base´s sur la triangulation de Delaunay. Le choix de cette
structure est motive´ par le fait qu’elle est tre`s souvent utilise´e pour mode´liser les re´seaux de
te´le´communications (voir Zuyev et al. [72]). A` partir de la triangulation d’un ensemble de
60 points re´partis uniforme´ment, le graphe est obtenu en conside´rant les areˆtes des triangles
comme des arcs a` double sens. La moyenne du nombre d’arcs est 330. Un exemple est pre´sente´
a` la figure 2.8 (2).
Re´seaux Vorono¨ı : Ils sont base´s sur les diagrammes de Vorono¨ı. La particularite´ de
ces graphes est que tous les nœuds sont de degre´ 3. En regardant une carte routie`re, nous
constatons que les points d’intersections des grands axes routiers sont souvent de degre´ 3.
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Cette observation a motive´ le choix de ces graphes. Le diagramme de Vorono¨ı est le dual d’une
triangulation de Delaunay. Plus pre´cise´ment, les nœuds de ces diagrammes sont les centres
des cercles circonscrits des triangles appartenant a` la triangulation de Delaunay et les arcs a`
double sens sont obtenus en reliant les centres de cercles circonscrits de 2 triangles adjacents.
Ces graphes sont ge´ne´re´s de telle sorte qu’ils posse`dent en moyenne 60 nœuds. Pour cela, le
nombre d’arcs est en moyenne 150. Le diagramme de Vorono¨ı associe´ a` la triangulation de la
figure 2.8 (2) est pre´sente´ a` la figure 2.8 (3).
Grilles : Ils correspondent a` de grilles de dimensions (12 × 5) comportant 60 nœuds et
206 arcs, du meˆme type que celles repre´sente´es a` la figure 2.8 (4). La ligne reliant deux nœuds
sur la figure est e´quivalente a` la repre´sentation des arcs a` double sens. De tels re´seaux ont
e´te´ utilise´s par Brotcorne et al. [13].
Se´lection de produits
La proce´dure de se´lection des produits que nous utilisons a e´te´ propose´e par Cirinei [17].
La strate´gie qu’il propose est interme´diaire entre les strate´gies propose´es par Didi et al. [29] ;
Grigoriev et al. [36] et Brotcorne et al. [13]. Celle-ci suppose que les coordonne´es de chaque
nœud du graphe sont connues. Dans la premie`re phase, on de´termine les nœuds de´finissant
l’enveloppe convexe de l’ensemble des nœuds N . A` partir de ces nœuds, on choisit 25% des
produits en se´lectionnant la paire de nœuds (i, j) qui maximise la distance qui les se´pare et
on cre´e le nouveau produit ayant pour origine i et de destination j. Ensuite, le choix des
75% des produits repose sur un choix totalement ale´atoire de l’origine et de la destination.
Ce choix ale´atoire a e´te´ propose´ par Didi et al. [29] et Grigoriev et al. [36].
Se´lection des arcs taxables
La proce´dure utilise´e a e´te´ propose´e par Brotcorne et al. [13]. Son principe est de choisir
des arcs susceptibles d’eˆtre utilise´s par plusieurs produits. Pour cela, la fre´quence d’apparition
des arcs dans les plus courts chemins de chaque produit est calcule´e. Plus la fre´quence d’un
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arc est e´leve´e, plus son attractivite´ est grande par rapport aux produits. Puis, on impose que
66% des arcs taxables soient choisis parmi les arcs ayant une fre´quence d’apparition e´leve´e
et que les 34% restants soient se´lectionne´s suivant la strate´gie propose´e par Didi et al. [29] et
Grigoriev et al. [36] qui est une se´lection ale´atoire des arcs taxables. Finalement, le couˆt des
arcs taxables est divise´ par 2 par rapport aux couts initiaux afin de les rendre plus attractifs
et renforcer l’interaction entre les produits.
Construction des fonctions de demande
La fonction de demande du produit k a la forme dk(Uk) = ak−bkUk ou` bk est choisi unifor-
me´ment dans l’intervalle [1, 5]. Le coefficient ak est choisi de fac¸on ale´atoire dans l’intervalle
[50 × (bk + 1) × v, 50 × (bk + 2) × v] ou` v est une valeur choisie entre la moyenne du couˆt
des chemins du produit k et le couˆt du plus court chemin ne contenant aucun arc taxable
(chemin de la compe´tition) du meˆme produit. L’analyse de sensibilite´ sur l’e´lasticite´ de la
demande est faite en variant la pente de la demande du produit k sur l’intervalle [0, 100bk].
Le coefficient multiplicatif 50 des bornes de intervalle des valeurs de ak permet d’avoir une
demande non ne´gative lorsque la pente s’approche de 100bk.
Ge´ne´ration des chemins
Pour ge´ne´rer l’ensemble des chemins, un pre´traitement du re´seau par produit de´veloppe´
par Bouhtou et al. [11] et renforce´ par Dewez [27] a e´te´ effectue´. Ce pre´traitement utilise les
re`gles de dominance sur les couˆts des chemins pour e´liminer les arcs inutiles de chaque produit.
Il s’ensuit une re´duction du nombre de chemins par produit. E´tant donne´ que le nombre de
chemins par produit peut eˆtre tre`s e´leve´, nous ge´ne´rons par produit les 500 premiers plus
courts chemins de couˆt infe´rieur au couˆt du chemin de la compe´tition. Une fois le proble`me
re´solu dans l’espace des chemins, nous revenons dans l’espace des arcs afin de ve´rifier que les
chemins utilise´s a` l’optimalite´ sont bel et bien de plus petits couˆts. Le code informatique qui
ge´ne`re les chemins a e´te´ de´veloppe´ par Cirinei [17] et utilise l’algorithme de Yen [71] pour
45
ge´ne´rer les k-plus courts chemins. Le tableau 2.6 ci-dessous pre´sente la moyenne du total des
chemins ge´ne´re´s pour les formulations par chemins.
tarifs positifs tarifs non contraignants
%t %t
Type de re´seau #OD 10 15 20 10 15 20
Didi
20 70.10 91.50 140.00 118.30 131.80 389.70
40 135.84 185.72 279.20 196.16 288.04 708.08
60 204.12 280.56 427.32 283.74 472.80 1059.18
80 270.08 380.72 574.16 368.56 733.52 1452.48
100 329.70 468.00 725.20 439.50 885.60 1847.50
Delaunay
10 35.40 71.30 136.20 43.70 163.20 380.40
20 96.70 186.80 322.00 140.60 414.70 837.00
30 164.70 359.31 673.50 234.03 836.70 1761.30
40 227.80 508.76 915.60 322.76 1232.40 2476.80
50 292.90 647.10 1154.00 425.40 1594.00 3114.00
60 365.16 836.52 1427.40 542.94 2078.40 3967.80
Vorono¨ı
10 53.20 171.00 215.30 131.30 1074.40 1344.30
20 106.80 317.00 406.90 238.60 2002.20 2715.40
30 165.39 454.50 605.79 391.83 2781.60 4009.80
40 216.64 588.92 807.60 489.20 3596.40 5312.00
50 275.80 724.90 994.00 627.80 4399.00 6416.50
60 333.90 841.80 1179.60 737.46 5079.60 7544.40
Grille
10 76.40 114.80 293.40 159.20 369.60 985.30
20 164.80 295.40 652.40 322.00 933.20 2089.40
30 248.22 567.90 1070.79 462.60 1725.60 3393.30
40 337.84 799.20 1419.28 623.80 2343.20 4327.20
50 411.60 960.00 1659.10 752.60 2738.50 5048.50
60 472.56 1031.70 1811.52 843.48 2895.00 5440.20
Tableau 2.6 Nombre total de chemins ge´ne´re´s pour les formulations par chemins pour les
quatres familles de re´seaux
Le nombre de chemins ou` les tarifs sont positifs est infe´rieur au nombre de chemins ou` les tarifs
sont non contraignants car plusieurs proprie´te´s permettant d’e´liminer les chemins domine´s
lorsque les tarifs sont positifs ne sont pas applicables lorsque les tarifs sont non contraignants.
2.6.2 Plan d’expe´rience
Les expe´riences nume´riques sont re´alise´es sur les quatre familles d’instances pre´sente´es
ci-dessus en conside´rant dans un premier temps les tarifs positifs, puis re´els. Le nombre de
produits varie entre 10 et 60 et la proportion d’arcs taxables est de 10%, 15% et 20%. Afin
d’e´tudier l’effet de l’e´lasticite´ de la demande sur le DL, une analyse de sensibilite´ est faite sur
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la pente de la fonction de demande. Nous multiplions la pente de chaque fonction de demande
par 100, 1 et puis 0 dans le but d’avoir des fonctions de demande a` e´lasticite´ forte, faible et
le cas standard. Nous avons de´cide´ de choisir trois valeurs pour la pente de la demande car
le but principale des tests est d’e´valuer l’efficacite´ des formulations propose´es et non de faire
une e´tude approfondie de l’impact de l’e´lasticite´ sur la re´solution du proble`me.
Pour l’exe´cution des programmes quadratiques mixtes sous contraintes line´aires, nous
avons utilise´ un ordinateur muni d’un syste`me d’exploitation GNU/LINUX openSUSE 11.0
posse`dant un processeur Intel Core 2 cadence´ a` 2.13 GHz. Les programmes sont code´s en C++
et font appel aux proce´dures de la librairie « ILOG CPLEX Callable Library » pour re´soudre
les programmes quadratiques mixtes sous contraintes line´aires en utilisant CPLEX 10.1.1.
Nous gardons les parame`tres par de´faut de CPLEX, sauf le temps d’exe´cution maximal qui
est fixe´ a` 5 heures (18000 secondes) et le MIP gap a` 1e-20. Les re´sultats nume´riques ci-dessous
pre´sentent la moyenne sur 10 instances.
2.6.3 Re´sultats nume´riques
Nous commenc¸ons par pre´senter les re´sultats nume´riques obtenus lorsque les tarifs sont
positifs. Pour ce cas, une analyse de sensibilite´ de l’e´lasticite´ de la demande est effectue´e
afin de mesurer son impact sur la re´solution du DL. Pour ce faire, nous conside´rons le DL
avec des fonctions de demande a` e´lasticite´ forte, puis faible. Ensuite, la formulation DL:CH2
est utilise´e pour re´soudre le DL avec des fonctions de demande a` e´lasticite´ nulle (demande
ine´lastique) car nous avons remarque´ qu’avec une e´lasticite´ non nulle cette formulation est la
meilleure.
La plupart des re´sultats nume´riques sont pre´sente´s sous la forme suivante.
Instance DL:ARC DL:CH1 DL:CH2
#OD %t Cpu Gap #it Nopt Cpu Gap #it Nopt Cpu Gap #it Nopt
Tableau 2.7 Format de tableau pour la pre´sentation des re´sultats du DL
On y pre´sente la formulation par arcs (DL:ARC), la premie`re formulation par chemins
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(DL:CH1), la deuxie`me formulation par chemins (DL:CH2), le nombre de produits (#OD),
le pourcentage d’arcs taxables (%t), le temps de calcul en secondes (Cpu), la qualite´ de la
solution (Gap) de´finie par l’e´cart (%) entre la borne supe´rieure (Zsup) et la meilleure solution
trouve´e (Zinf ) de la fac¸on suivante : ((Zsup−Zinf )/Zinf )×100, le nombre d’ite´rations (#it) et
le nombre d’instances n’ayant pas pu eˆtre re´solues a` l’optimalite´ avant le temps d’exe´cution
maximal (Nopt). Les re´sultats nume´riques de la re´solution du DL par les trois formulations
de´veloppe´es sont reporte´s aux tableaux 2.8, 2.9, 2.10 et 2.11.
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E´lasticite´ forte (100× bk)
Instance DL:ARC DL:CH1 DL:CH2
#OD %t Cpu Gap #it Nopt Cpu Gap #it Nopt Cpu Gap #it Nopt
20 10 448.41 0.00 3.76e+06 0 16.29 0.00 2.35e+05 0 0.08 0.00 6.54e+02 0
20 15 6523.60 9.41 4.80e+07 3 827.42 0.00 8.61e+06 0 0.11 0.00 8.35e+02 0
20 20 15004.87 252.30 9.06e+07 8 11423.44 98.24 1.13e+08 6 0.20 0.00 1.21e+03 0
40 10 4600.52 4.73 2.67e+07 2 1.07 0.00 8.86e+03 0
40 15 16314.00 181.66 1.54e+08 9 13.66 0.00 1.05e+05 0
40 20 18054.62 347.31 1.08e+08 10 78.90 0.00 4.89e+05 0
60 10 28.62 0.00 2.21e+05 0
60 15 198.27 0.00 1.02e+06 0
60 20 3205.79 0.00 1.23e+07 0
80 10 2328.81 0.00 9.35e+06 1
80 15 7742.98 2.06 3.29e+07 2
80 20 15257.66 3.73 5.65e+07 8
100 10 6104.80 2.28 1.92e+07 3
100 15 12296.44 11.67 2.34e+07 6
100 20 17319.16 15.19 2.28e+07 9
E´lasticite´ faible (1× bk)
Instance DL:ARC DL:CH1 DL:CH2
#OD %t Cpu Gap #it Nopt Cpu Gap #it Nopt Cpu Gap #it Nopt
20 10 0.24 0.00 1.97e+03 0 0.09 0.00 7.68e+02 0 0.06 0.00 5.37e+02 0
20 15 0.61 0.00 3.90e+03 0 0.20 0.00 1.28e+03 0 0.11 0.00 8.50e+02 0
20 20 2.96 0.00 8.31e+03 0 0.37 0.00 2.00e+03 0 0.19 0.00 1.32e+03 0
40 10 3.43 0.00 2.19e+04 0 1.16 0.00 7.80e+03 0 0.69 0.00 6.33e+03 0
40 15 7.60 0.00 2.86e+04 0 1.48 0.00 6.83e+03 0 0.83 0.00 5.72e+03 0
40 20 53.19 0.00 1.62e+05 0 6.70 0.00 3.04e+04 0 4.82 0.00 3.68e+04 0
60 10 102.23 0.00 6.74e+05 0 4.29 0.00 3.33e+04 0 5.12 0.00 3.03e+04 0
60 15 109.41 0.00 4.57e+05 0 15.01 0.00 1.11e+05 0 19.42 0.00 1.26e+05 0
60 20 2827.43 0.00 7.34e+06 0 391.03 0.00 2.09e+06 0 340.08 0.00 1.64e+06 0
80 10 1945.96 0.00 1.16e+07 1 57.31 0.00 3.95e+05 0 93.01 0.00 5.06e+05 0
80 15 3976.82 0.72 1.11e+07 2 1890.82 0.04 1.15e+07 1 613.75 0.00 2.91e+06 0
80 20 12035.95 3.75 2.42e+07 6 6746.97 0.26 3.17e+07 2 7847.14 0.42 3.33e+07 3
100 10 2195.38 0.00 4.18e+06 1 380.90 0.00 1.95e+06 0 681.47 0.00 3.69e+06 0
100 15 5640.92 1.84 1.02e+07 2 2373.94 0.39 1.32e+07 1 2473.75 0.42 1.48e+07 1
100 20 16253.23 7.66 1.73e+07 9 14547.11 3.08 6.12e+07 6 12090.63 3.01 6.28e+07 6
E´lasticite´ nulle (0× bk)
Instance DL:ARC DL:CH1 DL:CH2
#OD %t Cpu Gap #it Nopt Cpu Gap #it Nopt Cpu Gap #it Nopt
20 10 0.02 0.00 1.23e+02 0
20 15 0.05 0.00 2.32e+02 0
20 20 0.09 0.00 2.58e+02 0
30 10 0.05 0.00 2.18e+02 0
30 15 0.10 0.00 3.66e+02 0
30 20 0.23 0.00 8.85e+02 0
40 10 0.17 0.00 1.53e+03 0
40 15 0.26 0.00 1.24e+03 0
40 20 0.89 0.00 5.49e+03 0
60 10 0.60 0.00 5.27e+03 0
60 15 2.30 0.00 2.25e+04 0
60 20 23.32 0.00 2.16e+05 0
80 10 5.43 0.00 5.57e+04 0
80 15 60.37 0.00 5.15e+05 0
80 20 657.88 0.00 4.37e+06 0
100 10 11.55 0.00 1.06e+05 0
100 15 1392.18 0.00 9.15e+06 0
100 20 7914.38 0.66 3.85e+07 2
Tableau 2.8 Re´seaux DMS : re´sultats obtenus avec tarifs positifs et demande line´aire
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E´lasticite´ forte (100× bk)
Instance DL:ARC DL:CH1 DL:CH2
#OD %t Cpu Gap #it Nopt Cpu Gap #it Nopt Cpu Gap #it Nopt
10 10 5.35 0.00 6.52e+04 0 1.02 0.00 1.71e+04 0 0.02 0.00 1.45e+02 0
10 15 4235.73 4.21 2.33e+07 2 677.07 0.00 6.39e+06 0 0.03 0.00 1.91e+02 0
10 20 16705.07 1406.54 1.04e+08 8 5777.22 985.96 4.47e+07 2 0.07 0.00 2.27e+02 0
20 10 4717.68 54.31 4.57e+07 2 0.12 0.00 8.32e+02 0
20 15 14499.95 948.47 1.26e+08 8 0.26 0.00 1.03e+03 0
20 20 18099.19 1969.88 1.09e+08 10 1.08 0.00 3.34e+03 0
30 10 7.33 0.00 5.78e+04 0
30 15 12.05 0.00 5.25e+04 0
30 20 99.70 0.00 2.39e+05 0
40 10 61.65 0.00 3.94e+05 0
40 15 813.36 0.00 2.24e+06 0
40 20 6394.36 0.70 1.06e+07 3
50 10 2253.68 0.64 1.11e+07 1
50 15 2569.80 0.34 5.02e+06 1
50 20 13648.51 2.55 1.86e+07 7
60 10 8874.88 0.81 2.97e+07 3
60 15 14315.71 5.41 9.85e+06 6
60 20 18076.28 10.92 5.09e+06 10
E´lasticite´ faible (1× bk)
Instance DL:ARC DL:CH1 DL:CH2
#OD %t Cpu Gap #it Nopt Cpu Gap #it Nopt Cpu Gap #it Nopt
10 10 0.05 0.00 7.24e+02 0 0.03 0.00 2.93e+02 0 0.02 0.00 1.88e+02 0
10 15 0.17 0.00 2.23e+03 0 0.05 0.00 5.66e+02 0 0.03 0.00 2.35e+02 0
10 20 0.58 0.00 4.46e+03 0 0.10 0.00 9.76e+02 0 0.05 0.00 2.84e+02 0
20 10 0.53 0.00 3.38e+03 0 0.12 0.00 9.31e+02 0 0.08 0.00 6.28e+02 0
20 15 1.41 0.00 6.45e+03 0 0.34 0.00 1.69e+03 0 0.16 0.00 7.91e+02 0
20 20 5.55 0.00 1.63e+04 0 1.24 0.00 4.13e+03 0 0.69 0.00 2.35e+03 0
30 10 1.96 0.00 8.53e+03 0 0.40 0.00 2.10e+03 0 0.20 0.00 1.26e+03 0
30 15 39.24 0.00 1.18e+05 0 7.93 0.00 2.59e+04 0 4.09 0.00 2.28e+04 0
30 20 468.93 0.00 1.18e+06 0 30.77 0.00 7.00e+04 0 22.16 0.00 6.62e+04 0
40 10 17.47 0.00 7.02e+04 0 2.63 0.00 1.52e+04 0 2.75 0.00 2.41e+04 0
40 15 125.55 0.00 2.78e+05 0 33.37 0.00 1.01e+05 0 19.75 0.00 1.02e+05 0
40 20 1486.54 0.00 2.06e+06 0 401.08 0.00 7.91e+05 0 282.51 0.00 8.26e+05 0
50 10 33.47 0.00 1.20e+05 0 5.62 0.00 2.80e+04 0 3.15 0.00 2.39e+04 0
50 15 290.75 0.00 6.26e+05 0 121.47 0.00 3.05e+05 0 78.69 0.00 3.26e+05 0
50 20 3544.13 0.25 4.70e+06 1 2007.91 0.09 3.35e+06 1 1971.28 0.05 4.88e+06 1
60 10 575.10 0.00 1.32e+06 0 62.34 0.00 3.77e+05 0 18.29 0.00 1.39e+05 0
60 15 7080.56 0.24 8.45e+06 2 2067.02 0.16 4.29e+06 1 2104.40 0.08 6.61e+06 1
60 20 12177.40 1.55 1.00e+07 4 6846.58 0.33 1.19e+07 3 5785.66 0.16 1.43e+07 2
E´lasticite´ nulle (0× bk)
Instance DL:ARC DL:CH1 DL:CH2
#OD %t Cpu Gap #it Nopt Cpu Gap #it Nopt Cpu Gap #it Nopt
10 10 0.01 0.00 3.77e+01 0
10 15 0.01 0.00 4.84e+01 0
10 20 0.03 0.00 7.61e+01 0
20 10 0.04 0.00 1.47e+02 0
20 15 0.08 0.00 1.76e+02 0
20 20 0.31 0.00 6.35e+02 0
30 10 0.09 0.00 3.04e+02 0
30 15 1.15 0.00 6.21e+03 0
30 20 6.78 0.00 1.19e+04 0
40 10 0.61 0.00 4.73e+03 0
40 15 10.71 0.00 4.88e+04 0
40 20 87.96 0.00 2.07e+05 0
50 10 0.77 0.00 4.90e+03 0
50 15 10.85 0.00 5.04e+04 0
50 20 1013.30 0.00 2.46e+06 0
60 10 5.19 0.00 3.29e+04 0
60 15 1876.68 0.02 3.95e+06 1
60 20 3163.25 0.12 4.73e+06 1
Tableau 2.9 Re´seaux Delaunay : re´sultats obtenus avec tarifs positifs et demande line´aire
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E´lasticite´ forte (100× bk)
Instance DL:ARC DL:CH1 DL:CH2
#OD %t Cpu Gap #it Nopt Cpu Gap #it Nopt Cpu Gap #it Nopt
10 10 117.33 0.00 1.01e+06 0 9.58 0.00 1.14e+05 0 0.10 0.00 6.95e+02 0
10 15 13189.59 175.74 8.12e+07 6 5365.70 19.93 2.43e+07 2 0.82 0.00 2.55e+03 0
10 20 15256.75 346.69 7.27e+07 8 9764.99 97.79 3.77e+07 5 3.77 0.00 1.56e+04 0
20 10 1443.45 0.00 8.38e+06 0 0.92 0.00 6.35e+03 0
20 15 16704.44 212.28 7.50e+07 9 271.76 0.00 6.33e+05 0
20 20 16289.45 310.85 4.51e+07 9 2030.95 0.00 4.39e+06 0
30 10 7055.79 62.54 4.22e+07 3 32.24 0.00 1.81e+05 0
30 15 18055.32 393.45 7.27e+07 10 5945.49 0.26 1.22e+07 2
30 20 18046.89 395.11 3.52e+07 10 10162.22 4.12 1.79e+07 5
40 10 55.52 0.00 2.88e+05 0
40 15 9671.55 1.98 1.75e+07 4
40 20 15693.91 5.57 2.39e+07 7
50 10 520.05 0.00 2.84e+06 0
50 15 14882.33 8.21 3.50e+07 8
50 20 18062.33 11.97 2.89e+07 10
60 10 6027.55 7.38 9.49e+06 2
60 15 18065.13 26.29 3.06e+06 10
60 20 18080.82 29.86 9.40e+05 10
E´lasticite´ faible (1× bk)
Instance DL:ARC DL:CH1 DL:CH2
#OD %t Cpu Gap #it Nopt Cpu Gap #it Nopt Cpu Gap #it Nopt
10 10 0.77 0.00 3.83e+03 0 0.12 0.00 9.96e+02 0 0.10 0.00 6.50e+02 0
10 15 11.42 0.00 4.34e+04 0 1.69 0.00 9.58e+03 0 1.44 0.00 1.08e+04 0
10 20 72.77 0.00 2.64e+05 0 3.49 0.00 1.04e+04 0 2.22 0.00 9.11e+03 0
20 10 5.11 0.00 2.44e+04 0 1.21 0.00 1.04e+04 0 0.52 0.00 6.25e+03 0
20 15 1343.97 0.00 4.80e+06 0 30.04 0.00 1.40e+05 0 29.60 0.00 2.44e+05 0
20 20 4815.32 0.94 1.11e+07 2 244.21 0.00 6.01e+05 0 182.40 0.00 8.19e+05 0
30 10 37.32 0.00 1.57e+05 0 9.76 0.00 6.66e+04 0 3.51 0.00 4.15e+04 0
30 15 5722.49 0.68 1.33e+07 2 2690.36 0.30 5.66e+06 1 1484.78 0.00 7.36e+06 0
30 20 10652.71 2.29 1.51e+07 5 1957.69 0.00 4.45e+06 0 3357.52 0.08 1.23e+07 1
40 10 93.53 0.00 4.06e+05 0 22.63 0.00 1.85e+05 0 23.63 0.00 2.07e+05 0
40 15 13846.55 2.48 3.33e+07 5 4417.11 1.24 1.22e+07 2 4076.51 0.85 1.48e+07 2
40 20 16376.51 6.40 2.37e+07 9 7399.04 1.78 1.75e+07 3 6947.90 1.28 2.15e+07 3
50 10 1343.05 0.00 5.24e+06 0 82.64 0.00 5.51e+05 0 89.29 0.00 7.01e+05 0
50 15 17339.53 39.98 3.27e+07 9 10274.06 3.37 3.39e+07 5 9511.06 2.71 4.37e+07 5
50 20 17887.68 27.49 1.85e+07 9 15159.44 7.12 3.01e+07 8 15427.59 7.08 3.95e+07 8
60 10 2785.72 0.53 9.91e+06 1 549.53 0.00 2.88e+06 0 410.96 0.00 2.20e+06 0
60 15 18010.50 96.49 2.59e+07 10 14949.50 7.97 2.76e+07 8 15832.44 5.16 4.65e+07 8
60 20 18009.61 320.66 1.56e+07 10 18048.52 52.21 1.27e+06 10 18047.73 11.13 3.13e+07 10
E´lasticite´ nulle (0× bk)
Instance DL:ARC DL:CH1 DL:CH2
#OD %t Cpu Gap #it Nopt Cpu Gap #it Nopt Cpu Gap #it Nopt
10 10 0.04 0.00 1.87e+02 0
10 15 0.32 0.00 1.34e+03 0
10 20 0.59 0.00 1.77e+03 0
20 10 0.18 0.00 1.29e+03 0
20 15 5.85 0.00 4.08e+04 0
20 20 61.10 0.00 1.99e+05 0
30 10 1.39 0.00 1.31e+04 0
30 15 172.79 0.00 6.14e+05 0
30 20 1139.76 0.00 2.95e+06 0
40 10 3.56 0.00 2.76e+04 0
40 15 3859.87 0.29 1.14e+07 2
40 20 5643.53 0.96 1.19e+07 3
50 10 14.94 0.00 1.14e+05 0
50 15 6471.32 1.89 1.77e+07 3
50 20 10789.97 4.58 2.72e+07 5
60 10 167.68 0.00 5.37e+05 0
60 15 10184.26 3.19 2.32e+07 5
60 20 16607.25 8.01 3.09e+07 9
Tableau 2.10 Re´seaux Voronoi : re´sultats obtenus avec tarifs positifs et demande line´aire
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E´lasticite´ forte (100× bk)
Instance DL:ARC DL:CH1 DL:CH2
#OD %t Cpu Gap #it Nopt Cpu Gap #it Nopt Cpu Gap #it Nopt
10 10 1594.52 0.00 1.45e+07 0 195.71 0.00 1.65e+06 0 0.11 0.00 4.31e+02 0
10 15 7994.64 370.13 5.88e+07 4 2845.84 0.00 1.85e+07 0 0.14 0.00 4.10e+02 0
10 20 18029.86 7268.18 9.85e+07 10 14135.28 3902.52 5.04e+07 7 4.02 0.00 8.11e+03 0
20 10 9323.31 1852.54 5.76e+07 5 9.36 0.00 3.89e+04 0
20 15 14521.14 9141.50 6.98e+07 8 21.43 0.00 5.93e+04 0
20 20 17990.05 3745.42 4.44e+07 9 857.70 0.00 9.81e+05 0
30 10 1855.59 5.51 4.44e+06 1
30 15 2415.78 0.71 2.57e+06 1
30 20 11021.73 6.54 9.22e+06 6
40 10 1973.96 57.82 2.59e+06 1
40 15 4431.54 9.33 3.88e+06 2
40 20 11349.62 34.50 5.66e+06 6
50 10 2096.99 34.70 4.23e+06 1
50 15 10244.79 267.87 1.60e+07 5
50 20 12865.00 34.20 8.14e+06 6
60 10 7520.63 116.83 8.88e+06 4
60 15 14124.76 613.81 6.89e+06 7
60 20 16416.66 115.78 1.64e+06 9
E´lasticite´ faible (1× bk)
Instance DL:ARC DL:CH1 DL:CH2
#OD %t Cpu Gap #it Nopt Cpu Gap #it Nopt Cpu Gap #it Nopt
10 10 0.88 0.00 6.40e+03 0 0.18 0.00 9.87e+02 0 0.08 0.00 4.54e+02 0
10 15 1.09 0.00 6.09e+03 0 0.23 0.00 1.45e+03 0 0.11 0.00 7.48e+02 0
10 20 4.45 0.00 1.76e+04 0 1.25 0.00 2.78e+03 0 0.69 0.00 2.14e+03 0
20 10 11.54 0.00 6.39e+04 0 1.38 0.00 7.41e+03 0 0.85 0.00 7.56e+03 0
20 15 898.70 0.00 4.37e+06 0 41.80 0.00 1.06e+05 0 12.20 0.00 6.49e+04 0
20 20 2961.43 1.01 7.67e+06 1 1857.87 0.55 1.13e+06 1 1830.17 0.71 2.21e+06 1
30 10 534.95 0.00 3.02e+06 0 20.03 0.00 8.28e+04 0 16.62 0.00 1.19e+05 0
30 15 9645.63 4.01 2.67e+07 5 2463.98 0.70 2.37e+06 1 2049.69 0.89 2.48e+06 1
30 20 12868.66 7.40 2.40e+07 6 9100.00 2.63 8.31e+06 5 8227.49 3.28 1.49e+07 4
40 10 2667.65 0.13 1.10e+07 1 78.64 0.00 3.38e+05 0 44.27 0.00 2.90e+05 0
40 15 13890.68 9.17 3.33e+07 7 9099.72 2.79 1.30e+07 5 9117.61 3.08 2.11e+07 5
40 20 16662.97 12.50 2.07e+07 9 9533.66 5.68 6.03e+06 5 9375.56 4.96 9.13e+06 5
50 10 6684.31 1.41 2.12e+07 2 2077.20 0.37 5.96e+06 1 1116.92 0.00 4.64e+06 0
50 15 12860.13 11.88 2.61e+07 7 9346.38 4.74 1.42e+07 5 9139.57 4.92 1.57e+07 5
50 20 18027.06 17.47 1.54e+07 10 12875.13 7.57 1.19e+07 6 10822.40 7.16 1.14e+07 5
60 10 7634.67 3.60 2.02e+07 4 3996.72 0.81 1.11e+07 2 3965.79 0.58 1.60e+07 2
60 15 14168.50 42.21 2.11e+07 7 10054.19 7.56 7.78e+06 5 9467.56 6.57 1.74e+07 5
60 20 18017.69 78.75 1.39e+07 10 15032.53 14.94 3.02e+06 8 12211.80 9.06 1.48e+07 6
E´lasticite´ nulle (0× bk)
Instance DL:ARC DL:CH1 DL:CH2
#OD %t Cpu Gap #it Nopt Cpu Gap #it Nopt Cpu Gap #it Nopt
10 10 0.05 0.00 1.30e+02 0
10 15 0.06 0.00 1.83e+02 0
10 20 0.46 0.00 2.48e+02 0
20 10 0.34 0.00 1.47e+03 0
20 15 3.07 0.00 1.13e+04 0
20 20 1429.00 0.00 9.33e+05 0
30 10 4.19 0.00 2.12e+04 0
30 15 1883.13 0.20 1.03e+06 1
30 20 6208.21 1.73 3.60e+06 3
40 10 8.98 0.00 6.41e+04 0
40 15 5762.39 1.18 8.62e+06 2
40 20 9092.36 4.59 2.89e+06 5
50 10 832.08 0.00 2.87e+06 0
50 15 8396.43 3.32 1.11e+07 4
50 20 10397.13 6.00 5.28e+06 5
60 10 3026.08 0.10 9.61e+06 1
60 15 9045.13 5.22 1.40e+07 5
60 20 11071.50 7.87 6.42e+06 6
Tableau 2.11 Re´seaux Grille : re´sultats obtenus avec tarifs positifs et demande line´aire
52
Lorsque l’e´lasticite´ est forte, nous constatons que les bornes supe´rieures des trois formulations
sont de mauvaise qualite´. En fait avec une e´lasticite´ forte, une faible variation du tarif entraˆıne
une forte variation de la demande, ce qui implique une diffe´rence e´leve´e entre la demande du
proble`me relaxe´ et la demande de la solution trouve´e. La borne supe´rieure est d’autant plus
mauvaise lorsque le nombre de contraintes provenant de la line´arisation des termes biline´aires
est e´leve´. C’est pour cette raison que la formulation par chemins DL:CH2 est la meilleure
des trois formulations propose´es. Elle est suivie de la formulation par chemins (DL:CH1)
qui est meilleure que la formulation par arcs (DL:ARC). En fait, DL:CH1 contient plus
de contraintes impliquant les variables binaires que DL:CH2. La diffe´rence de contraintes
provenant de la line´arisation des termes biline´aires entre les deux formulations par chemins
est d’environ deux fois le nombre total de chemins. La formulation par arcs DL:ARC quant
a` elle posse`de des contraintes dont plus de la moitie´ impliquent des variables binaires et des
grandes constantes. Dans la quasi-majorite´ des cas, le nombre de contraintes de la formulation
par arcs est plus e´leve´ que celui de la formulation par chemins. Les re´sultats nume´riques
confirment l’efficacite´ de DL:CH2 par rapport aux deux autres formulations. Par exemple,
en conside´rant les instances du re´seau de Vorono¨ı et Grille, nous remarquons que l’on est
capable de re´soudre avec DL:CH2 les instances de 20 produits en moins de 35 minutes. Par
contre, on n’est pas capable de re´soudre plus de la moitie´ des instances de 10 produits avec
DL:CH1 et DL:ARC dans les de´lais du temps d’exe´cution maximal. De plus, lorsque la taille
des instances augmente, l’erreur relative (gap) entre la meilleure solution trouve´e et la borne
supe´rieure des formulations DL:CH1 et DL:ARC croˆıt tre`s rapidement.
Dans le but de montrer la mauvaise qualite´ des bornes supe´rieures des formulations
DL:ARC et DL:CH1 par rapport a` DL:CH2, nous pre´sentons dans le tableau 2.12 ci-dessous,
l’e´cart relatif (en %) entre la pire borne supe´rieure des trois formulations obtenue a` la racine
de l’arbre de branchement et la borne supe´rieure de chacune des formulations. Cet e´cart re-
latif est repre´sente´ par la colonne Er . Pour chaque formulation, nous pre´sentons e´galement
le nombre de fois ou` la pire borne supe´rieure lui correspond. Ce nombre est repre´sente´ par la
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colonne Nb.
Instance DL:ARC DL:CH1 DL:CH2
#OD %t Er Nb Er Nb Er Nb
DMS
10 10 2.08 5 4.76 5 2765.87 0
10 15 2.20 5 3.69 5 8345.90 0
10 20 1.39 3 4.50 7 1126.19 0
20 10 1.55 4 7.25 6 1059.66 0
20 15 0.99 6 4.26 4 1669.47 0
20 20 1.43 5 3.22 5 1015.94 0
30 10 1.10 5 4.58 5 1029.36 0
30 15 0.83 7 4.45 3 1386.90 0
30 20 1.14 5 3.11 5 830.62 0
Delaunay
10 10 10.30 2 2.19 8 10957.48 0
10 15 10.42 0 0.00 7 5968.83 0
10 20 6.26 1 0.24 9 12522.17 0
20 10 6.14 4 2.94 6 12514.85 0
20 15 8.02 1 0.34 8 5998.16 0
20 20 6.58 0 0.00 10 4532.91 0
30 10 4.20 4 1.56 6 5647.52 0
30 15 6.94 1 0.08 9 4370.72 0
30 20 5.72 0 0.00 10 3405.06 0
Voronoi
10 10 6.15 3 1.58 7 11288.05 0
10 15 4.60 2 0.09 9 1896.60 0
10 20 3.32 1 0.05 9 1157.65 0
20 10 4.28 2 0.45 8 2039.51 0
20 15 3.81 2 0.16 8 1061.12 0
20 20 2.66 1 0.06 9 558.30 0
30 10 3.88 2 0.48 8 1060.85 0
30 15 3.40 2 0.13 8 690.36 0
30 20 2.41 2 0.08 8 492.76 0
Grille
10 10 15.70 0 0.00 10 14439.63 0
10 15 14.26 0 0.00 9 6654.19 0
10 20 10.94 0 0.00 10 12406.32 0
20 10 15.06 1 0.08 9 19467.28 0
20 15 15.10 0 0.00 10 8327.21 0
20 20 11.33 0 0.00 10 5745.43 0
30 10 13.95 1 0.07 9 8291.55 0
30 15 13.59 0 0.00 10 6342.39 0
30 20 9.94 0 0.00 10 4473.16 0
Tableau 2.12 Comparaison des bornes supe´rieures obtenues a` la racine de l’arbre de branche-
ment de CPLEX des formulations DL:ARC, DL:CH1 et DL:CH2 sur les instances de 10, 20
et 30 produits avec l’e´lasticite´ forte
Nous constatons que les bornes supe´rieures a` la racine de l’arbre de branchement de la formu-
lation DL:CH2 sont en moyenne a` 5000% de la pire borne supe´rieure des trois formulations.
Mieux encore, les bornes supe´rieures de DL:CH2 sont toujours infe´rieures aux bornes supe´-
rieures des deux autres formulations. Dans la plupart des cas, la pire borne supe´rieure a` la
racine de l’arbre de branchement provient de la formulation DL:CH1. Cependant, la borne
supe´rieure de DL:CH1 de´croˆıt plus rapidement que celle de DL:ARC car fixer une variable
binaire associe´e a` un chemin dans l’arbre de branchement de DL:CH1 e´quivaut a` fixer, dans
celui de DL:ARC, un sous-ensemble de variables binaires correspondant aux arcs appartenant
a` ce chemin. Nous pre´sentons, aux figures 2.9 et 2.10 ci-dessous, l’e´volution des bornes supe´-
rieures et infe´rieures sur le revenu du meneur en fonction du temps de calcul des formulations
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DL:ARC, DL:CH1 et DL:CH2. Notons que la courbe Borne inf (resp. sup) fait re´fe´rence a`
l’e´volution de la borne infe´rieure (resp. supe´rieure).
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Figure 2.9 E´volution des bornes supe´rieure et infe´rieure sur le revenu du meneur en fonction
du temps de calcul des formulations DL:ARC et DL:CH1 sur un re´seau de Vorono¨ı de 10
produits et 20% d’arcs taxables avec l’e´lasticite´ forte
La figure 2.9 montre qu’a` la racine de l’arbre de branchement, les bornes supe´rieures des for-
mulations DL:ARC et DL:CH1 ont presque la meˆme valeur. Par ailleurs, la borne supe´rieure
de DL:CH1 de´croˆıt rapidement tandis que celle de DL:ARC de´croˆıt tre`s lentement comme le
montre la figure 2.9 ou` le gap de DL:CH1 passe de 452% a` 66% alors que celui de DL:ARC
passe de 476% a` 441%. Nous remarquons que les formulations trouvent rapident une bonne
solution entie`re et les bornes supe´rieures peinent a` de´croˆıtre avec le temps pour fermer le gap.
Lorsque la taille des instances augmente, le gap de DL:CH1 devient e´galement tre`s mauvais
car sa borne supe´rieure a` la racine de l’arbre est de mauvaise qualite´, et elle de´croˆıt tre`s
lentement comme le pre´sente la figure 2.10 ci-dessous ou` le gap de DL:CH1 passe de 3175%
a` 978% tandis que celui de DL:CH2 de 94% a` 19%.
Pour des instances de petite taille, nous remarquons que les formulations DL:ARC et DL:CH1
trouvent ge´ne´ralement une solution de bonne qualite´ mais la borne supe´rieure est tre`s mau-
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Figure 2.10 E´volution des bornes supe´rieure et infe´rieure sur le revenu du meneur en fonction
du temps de calcul des formulations DL:CH1 et DL:CH2 sur un re´seau de Vorono¨ı de 30
produits et 20% d’arcs taxables avec l’e´lasticite´ forte
vaise. Le tableau 2.13 ci-dessous confirme cette remarque en comparant le gap re´el et le « gap
obtenu » de DL:ARC et DL:CH1 pour les instances du re´seau de Delaunay, Vorono¨ı et Grille
avec 10 produits ou` le gap re´el est l’e´cart relatif entre la solution trouve´e et la solution opti-
male tandis que le « gap obtenu » est le gap fourni par la formulation. La solution optimale
est obtenue avec la formulation DL:CH2.
Instance Delaunay Voronoi Grille
Gap-ARC Gap-CH1 Gap-ARC Gap-CH1 Gap-ARC Gap-CH1
#OD %t (1) (2) (1) (2) (1) (2) (1) (2) (1) (2) (1) (2)
10 10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
10 15 4.21 0.00 0.00 0.00 175.74 0.00 19.93 0.00 370.13 0.00 0.00 0.00
10 20 1406.54 0.00 985.96 0.00 346.69 0.60 97.79 0.00 7268.18 15.13 3902.52 2.57
(1) = gap « btenu » par les formulations DL:ARC ou DL:CH1 selon le cas
(2) = gap re´el
Tableau 2.13 Comparaison entre le gap re´el et le gap « obtenu » des formulations DL:ARC
et DL:CH1 sur les instances de 10 produits
Pour les instances avec 10% et 15% d’arcs taxables, DL:ARC et DL:CH1 obtiennent la solu-
tion optimale mais la mauvaise qualite´ de la borne supe´rieure empeˆche de prouver l’optimalite´
de cette solution. Pour les instances avec 20% d’arcs taxables, bien qu’ils ne trouvent pas
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toujours la solution optimale, le gap obtenu est de tre`s mauvaise qualite´ compare´ au gap re´el.
En conside´rant les instances de Grille avec 10 produits et 20% d’arcs taxables, on passe d’un
« gap obtenu » par DL:ARC de 7268.18% a` un gap re´el de 15.13% tandis qu’avec DL:CH1,
on passe d’un « gap obtenu » de 3902.52% a` un gap re´el de 2.57%.
Lorsque l’e´lasticite´ est faible, nous remarquons qu’a` la racine de l’arbre de branchement,
les bornes supe´rieures des trois formulations sont quasi-e´gales. Cette remarque provient du
fait qu’avec une e´lasticite´ faible, une forte variation des tarifs sur les arcs taxables entraˆıne
une tre`s faible variation de la demande, ce qui implique un e´cart relativement faible aux
nœuds de l’arbre de branchement entre la demande du proble`me relaxe´ et celle correspon-
dante a` la solution trouve´e. Le tableau 2.14 ci-dessous pre´sente l’e´cart relatif (en %) entre
la pire borne supe´rieure des trois formulations de´veloppe´es obtenue a` la racine de l’arbre de
branchement et la borne supe´rieure de chacune des formulations.
Instance DL:ARC DL:CH1 DL:CH2
#OD %t Er Nb Er Nb Er Nb
DMS
10 10 4.63 0 0 10 0.04 1
10 15 4.75 0 0 10 0.02 0
10 20 4.88 0 0 10 0.03 0
40 10 6.01 0 0 10 0.04 0
40 15 8.37 0 0 10 0.06 0
40 20 7.25 0 0 10 0.05 0
60 10 7.07 0 0 10 0.05 0
60 15 8.33 0 0 10 0.06 0
60 20 7.68 0 0 10 0.06 0
Delaunay
10 10 4.07 0 0 10 0.01 2
10 15 1.98 0 0 10 0.01 0
10 20 2.10 0 0 10 0.01 0
40 10 4.66 0 0 10 0.03 0
40 15 4.19 0 0 10 0.03 0
40 20 3.47 0 0 10 0.02 0
60 10 5.81 0 0 10 0.04 0
60 15 4.85 0 0 10 0.03 0
60 20 3.76 0 0 10 0.02 0
Voronoi
10 10 5.62 0 0 10 0.03 0
10 15 6.00 0 0 10 0.01 0
10 20 5.38 0 0 10 0.02 0
40 10 8.37 0 0 10 0.05 0
40 15 6.91 0 0 10 0.02 0
40 20 7.49 0 0 10 0.02 0
60 10 8.98 0 0 10 0.05 0
60 15 5.96 0 0 10 0.02 0
60 20 7.15 0 0 10 0.02 0
Grille
10 10 4.43 0 0 10 0.02 1
10 15 2.59 0 0 10 0.02 0
10 20 3.16 0 0 10 0.01 0
40 10 5.47 0 0 10 0.05 0
40 15 4.40 0 0 10 0.02 0
40 20 4.43 0 0 10 0.01 0
60 10 5.73 0 0 10 0.05 0
60 15 5.00 0 0 10 0.03 0
60 20 4.24 0 0 10 0.01 0
Tableau 2.14 Comparaison des bornes supe´rieures obtenues a` la racine de l’arbre de branche-
ment de CPLEX des formulations DL:ARC, DL:CH1 et DL:CH2 sur les instances de 10, 40
et 60 produits avec l’e´lasticite´ faible
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Nous constatons que les bornes supe´rieures a` la racine de l’arbre de branchement des for-
mulations par chemins (DL:CH1 et DL:CH2) sont presque e´gales. La formulation par arcs
(DL:ARC) a toujours la borne supe´rieure de plus petite valeur, et est en moyenne a` 5% des
bornes supe´rieures des formulations par chemins. Cependant sa borne supe´rieure de´croˆıt plus
lentement que les bornes supe´rieures des formulations par chemins. De plus, les bornes infe´-
rieures de DL:CH1 et DL:CH2 croissent plus rapidement que la borne infe´rieure de DL:ARC
(voir figure 2.11).
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Figure 2.11 E´volution des bornes supe´rieure et infe´rieure sur le revenu du meneur en fonction
du temps de calcul des formulations DL:ARC, DL:CH1 et DL:CH2 sur une instance de
Vorono¨ı de 40 produits avec 20% d’arcs taxables et l’e´lasticite´ faible
Pour les instances de petites tailles, les trois formulations obtiennent une solution optimale
avec un temps d’exe´cution de moins de 60 secondes. Pour les instances de taille moyenne,
les formulations par chemins sont a` peu pre`s e´quivalentes car leurs temps d’exe´cution sont
du meˆme ordre et la diffe´rence entre leurs gaps est infe´rieure a` 0.7%. Pour les instances de
grande taille (≥ 60 produits pour les instances du re´seau de Delaunay, Vorono¨ı et Grille), la
formulation DL:CH2 est meilleure que DL:CH1 car le gap obtenu est en moyenne infe´rieur a`
celui de DL:CH1. A` titre d’illustration, en conside´rant les instances du re´seau Vorono¨ı avec 60
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produits et 20% d’arcs taxables, aucune des trois formulations n’a pu re´soudre une instance
a` l’optimalite´, cependant le gap obtenu avec DL:CH2 est de 11%, celui avec DL:CH1 est de
52% et celui avec DL:ARC est de 320%.
Nous remarquons que pour les instances de petite taille, bien que le DL avec l’e´lasticite´
forte, faible et nulle se re´sout a` l’optimalite´, le temps d’exe´cution du DL est plus e´leve´ avec
l’e´lasticite´ forte, suivi de l’e´lasticite´ faible et enfin l’e´lasticite´ nulle. A` titre d’illustration, en
conside´rant les instances de Vorono¨ı avec 20 produits et 20% d’arcs taxables, la re´solution
du DL avec e´lasticite´ forte, faible et nulle a un temps d’exe´cution respectif de 34 minutes, 3
minutes et 1 minute. Pour les instances de grande taille, nous pre´sentons dans le tableau 2.15
ci-dessous les re´sultats obtenus avec DL:CH2 en conside´rant les instances du re´seau de De-
launay, Vorono¨ı et Grille (resp. DMS) avec 60 (resp. 100) produits.
e´lasticite´ forte (100× bk) e´lasticite´ faible (1× bk) e´lasticite´ nulle (0× bk)
Type de re´seau %t Cpu Gap Gap max Nopt Cpu Gap Gap max Nopt Cpu Gap Gap max Nopt
DMS
10 6104.80 2.28 13.22 3 681.47 0.00 0.00 0 11.55 0.00 0.00 0
15 12296.44 11.67 26.10 6 2473.75 0.42 4.20 1 1392.18 0.00 0.00 0
20 17319.16 15.19 28.47 9 12090.63 3.01 6.82 6 7914.38 0.66 3.61 2
Delaunay
10 8874.88 0.81 5.08 3 18.29 0.00 0.00 0 5.19 0.00 0.00 0
15 14315.71 5.41 21.87 6 2104.40 0.08 0.84 1 1876.68 0.02 0.23 1
20 18076.28 10.92 27.01 10 5785.66 0.16 1.17 2 3163.25 0.12 1.23 1
Voronoi
10 6027.55 7.38 57.95 2 410.96 0.00 0.00 0 167.68 0.00 0.00 0
15 18065.13 26.29 51.91 10 15832.44 5.16 18.28 8 10184.26 3.19 15.59 5
20 18080.82 29.86 47.22 10 18047.73 11.13 28.07 10 16607.25 8.01 28.14 9
Grille
10 7520.63 116.83 1024.32 4 3965.79 0.58 4.17 2 3026.08 0.10 0.99 1
15 14124.76 613.81 2927.78 7 9467.56 6.57 25.78 5 9045.13 5.22 27.41 5
20 16416.66 115.78 318.24 9 12211.80 9.06 26.78 6 11071.50 7.87 26.00 6
Tableau 2.15 Re´sultats obtenus avec la formulation par chemins DL:CH2 en conside´rant les
instances du re´seau de Delaunay, Vorono¨ı et Grille (resp. DMS) avec 60 (resp. 100) produits
Nous remarquons qu’il y a une tre`s grande diffe´rence entre le gap obtenu avec l’e´lasticite´ forte
et celui obtenu avec l’e´lasticite´ faible ou nulle. La meˆme remarque est faite sur le nombre
d’instances du DL n’ayant pas pu eˆtre re´solues a` l’optimalite´. Pour ces instances, il y a une
faible diffe´rence entre les re´sultats obtenus avec l’e´lasticite´ faible et ceux obtenus avec l’e´las-
ticite´ nulle car le temps d’exe´cution, le gap, le gap maximal et le nombre d’instances n’ayant
pas pu eˆtre re´solues a` l’optimalite´ sont quasi-e´gaux.
Une autre fac¸on d’expliquer l’augmentation de la difficulte´ du DL avec l’e´lasticite´ de la de-
mande se trouve dans la configuration de la solution optimale du DL. Soit t = (t1, t2, . . . , t|A1|)
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un vecteur de tarifs. Pour t0 = (0, . . . , 0), on a h(t0) = h0 qui est le vecteur constitue´ des
chemins utilise´s par chaque produit. Le sommet h(t0) = h0 reste optimal pour le proble`me du
second niveau tant que t ne de´passe pas un vecteur seuil t1. Ainsi le sommet hi reste optimal
pour tout t ∈ [ti−1, ti] ou` ti−1 et ti sont des vecteurs seuils. Lorsque l’e´lasticite´ est nulle, nous
remarquons que les optima locaux sont atteints aux vecteurs seuils ti. Nous observons presque
le meˆme sce´nario lorsque l’e´lasticite´ est faible. Cependant lorsque l’e´lasticite´ augmente, les
optima locaux ne sont plus force´ment atteints aux vecteurs seuils ti car la fonction objectif
du meneur n’augmente pas toujours avec les tarifs, ce qui entraˆıne lors de la re´solution une
erreur relative plus e´leve´ car il est plus facile de de´terminer un optimum local correspondant
a` un vecteur seuil ti qu’un optimum local diffe´rent de ti.
Dans l’exemple ci-dessous, nous illustrons que lorsque l’e´lasticite´ est forte, les optima
locaux ne correspondent pas force´ment aux vecteurs seuils des tarifs. Soit le re´seau de la
figure 2.12 ayant un arc taxable et deux produits.
1 3 5
4 62
1 2
10
1 1
0 + t 15
Figure 2.12 Re´seau avec un arc taxable et deux produits
Les informations sur les produits sont donne´es au tableau 2.16.
o - d demande chemins couˆt
produit 1 1 −→ 2 d1(U1) = 80− bU1
1→ 3→ 4→ 2 2 + t
1→ 2 10
produit 2 5 −→ 6 d2(U2) = 2200− 2bU2
5→ 3→ 4→ 6 3 + t
5→ 6 15
Tableau 2.16 Donne´es du re´seau de la figure 2.12
Le but est de fixer le tarif sur l’arc taxable (3, 4) afin de maximiser le revenu du meneur en
faisant varier b.
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L’arc (3, 4) est attractif pour les deux produits si t ≤ 8 tandis qu’il est attractif seulement
pour le produit 2 si 8 ≤ t ≤ 12 et n’est attractif pour aucun produit si t > 12. La fonction
objectif du meneur est donc de´finie par :


(3000− 8b− 3bt)t si 0 ≤ t ≤ 8
(2200− 6b− 2bt)t si 8 < t ≤ 12
0 si 12 < t
et est repre´sente´e a` la figure 2.13 ci-dessous pour les valeurs de b = 0, 20, 40, 60, 80 et 100.
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Figure 2.13 Revenu du meneur en fonction du tarif
Les tarifs seuils dans ce cas sont t = 8 et t = 12. Nous pre´sentons dans le tableau 2.17 le
nombre d’optima locaux et les tarifs correspondant en fonction de b.
Pour b = 60, 80 et 100, le tarif optimal est diffe´rent des tarifs seuils (8 et 12).
Pour terminer, nous pre´sentons les re´sultats obtenus lorsque les tarifs sont positifs ou
ne´gatifs. Pour ce faire, nous utilisons la formulation DL:CH2 pour re´soudre le DL car nous
avons vu qu’elle est meilleure que les deux autres formulations (DL:ARC et DL:CH1). Puis,
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b Optima locaux tarif optimal
0 2 optima locaux en t = 8 et t = 12 t = 12
20 2 optima locaux en t = 8 et t = 12 t = 12
40 2 optima locaux en t = 8 et t = 12 t = 8
60 1 optima local en t = 7 t = 7
80 1 optimum local en t = 59/12 t = 59/12
100 1 optimum local en t = 11/3 t = 11/3
Tableau 2.17 Optima locaux en fonction de la pente de la demande
une analyse de la sensibilite´ sur l’e´lasticite´ des fonctions de demande est effectue´e en consi-
de´rant les fonctions de demande a` e´lasticite´ forte, faible et nulle. Ces re´sultats sont reporte´s
dans les tableaux 2.18, 2.19, 2.20 et 2.21.
Instance e´lasticite´ forte (100× bk) e´lasticite´ faible (1× bk) e´lasticite´ nulle (0× bk)
#OD %t Cpu Gap #it Nopt Cpu Gap #it Nopt Cpu Gap #it Nopt
20 10 0.14 0.00 5.04e+02 0 0.11 0.00 6.38e+02 0 0.06 0.00 1.23e+02 0
20 15 0.25 0.00 1.39e+03 0 0.15 0.00 1.09e+03 0 0.09 0.00 2.49e+02 0
20 20 1.09 0.00 1.72e+03 0 1.48 0.00 2.19e+03 0 1.25 0.00 1.34e+03 0
40 10 5.26 0.00 4.15e+04 0 2.59 0.00 9.41e+03 0 0.57 0.00 2.06e+03 0
40 15 18.27 0.00 8.42e+04 0 2.11 0.00 1.01e+04 0 0.89 0.00 2.47e+03 0
40 20 181.62 0.00 5.75e+05 0 56.98 0.00 1.31e+05 0 20.14 0.00 3.15e+04 0
60 10 157.76 0.00 6.81e+05 0 9.93 0.00 4.11e+04 0 1.18 0.00 4.87e+03 0
60 15 4899.37 0.84 1.40e+07 1 85.45 0.00 4.27e+05 0 20.96 0.00 1.04e+05 0
60 20 8095.00 1.00 1.53e+07 3 2163.95 0.00 5.09e+06 0 920.00 0.00 1.50e+06 0
80 10 4260.39 3.05 1.92e+07 2 305.58 0.00 8.20e+05 0 38.45 0.00 1.66e+05 0
80 15 10448.27 5.67 2.55e+07 5 2310.53 0.00 5.44e+06 0 469.34 0.00 2.13e+06 0
80 20 16243.67 8.54 2.75e+07 9 10938.29 3.24 1.80e+07 5 8239.27 1.68 1.57e+07 4
100 10 6036.47 2.63 2.62e+07 3 1837.48 0.00 6.04e+06 1 729.22 0.00 1.95e+06 0
100 15 15438.13 10.87 4.29e+07 8 4480.85 0.92 1.33e+07 2 2730.25 0.44 7.40e+06 1
100 20 16775.46 18.18 2.07e+07 9 16233.59 6.86 3.29e+07 9 14316.84 4.13 2.40e+07 7
Tableau 2.18 Re´seaux DMS : re´sultats obtenus avec demande line´aire
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Instance e´lasticite´ forte (100× bk) e´lasticite´ faible (1× bk) e´lasticite´ nulle (0× bk)
#OD %t Cpu Gap #it Nopt Cpu Gap #it Nopt Cpu Gap #it Nopt
10 10 0.02 0.00 1.63e+02 0 0.03 0.00 1.80e+02 0 0.01 0.00 4.89e+01 0
10 15 0.07 0.00 2.09e+02 0 0.07 0.00 3.79e+02 0 0.04 0.00 9.69e+01 0
10 20 0.35 0.00 5.49e+02 0 0.23 0.00 7.00e+02 0 0.14 0.00 1.94e+02 0
20 10 0.13 0.00 6.60e+02 0 0.12 0.00 5.51e+02 0 0.06 0.00 1.61e+02 0
20 15 1.40 0.00 1.52e+03 0 0.86 0.00 1.43e+03 0 0.42 0.00 3.53e+02 0
20 20 3.26 0.00 3.82e+03 0 3.34 0.00 3.12e+03 0 1.99 0.00 7.55e+02 0
30 10 2.64 0.00 1.98e+04 0 0.60 0.00 2.64e+03 0 0.18 0.00 4.08e+02 0
30 15 25.57 0.00 6.65e+04 0 11.43 0.00 1.58e+04 0 4.64 0.00 4.03e+03 0
30 20 29.92 0.00 2.95e+04 0 140.78 0.00 1.41e+05 0 53.66 0.00 4.03e+04 0
40 10 214.52 0.00 9.12e+05 0 9.49 0.00 5.22e+04 0 2.33 0.00 1.15e+04 0
40 15 1851.10 0.01 2.68e+06 1 220.03 0.00 2.49e+05 0 40.30 0.00 3.81e+04 0
40 20 2367.38 0.00 2.77e+06 0 1117.96 0.00 8.88e+05 0 618.79 0.00 3.70e+05 0
50 10 146.05 0.00 6.84e+05 0 13.78 0.00 5.97e+04 0 3.11 0.00 1.29e+04 0
50 15 239.52 0.00 6.21e+05 0 1091.37 0.00 1.20e+06 0 289.65 0.00 2.62e+05 0
50 20 4235.55 0.05 7.82e+06 2 4156.63 0.34 2.37e+06 2 3654.91 0.15 1.96e+06 1
60 10 7366.28 2.95 3.57e+07 3 88.60 0.00 3.76e+05 0 14.46 0.00 8.90e+04 0
60 15 11568.01 3.16 1.32e+07 6 3406.67 0.30 2.64e+06 1 2957.58 0.14 1.94e+06 1
60 20 16672.21 3.81 1.32e+07 9 9997.19 1.07 5.90e+06 5 6746.83 0.57 3.55e+06 2
Tableau 2.19 Re´seau de Delaunay : re´sultats obtenus avec demande line´aire
Instance e´lasticite´ forte (100× bk) e´lasticite´ faible (1× bk) e´lasticite´ nulle (0× bk)
#OD %t Cpu Gap #it Nopt Cpu Gap #it Nopt Cpu Gap #it Nopt
10 10 0.26 0.00 6.71e+02 0 0.15 0.00 5.07e+02 0 0.12 0.00 1.43e+02 0
10 15 10.87 0.00 5.00e+03 0 13.96 0.00 9.73e+03 0 9.60 0.00 2.14e+03 0
10 20 15.46 0.00 1.06e+04 0 161.94 0.00 2.64e+05 0 85.33 0.00 5.08e+04 0
20 10 2.82 0.00 1.03e+04 0 0.78 0.00 2.14e+03 0 0.66 0.00 5.13e+02 0
20 15 781.33 0.00 2.28e+05 0 244.53 0.00 1.54e+05 0 137.70 0.00 3.71e+04 0
20 20 2191.19 0.43 9.27e+05 1 2219.54 0.00 1.52e+06 0 2316.92 0.12 5.42e+05 1
30 10 116.22 0.00 3.71e+05 0 25.28 0.00 8.35e+04 0 17.01 0.00 1.96e+04 0
30 15 9135.54 0.48 2.51e+06 3 5377.21 0.88 1.63e+06 2 2583.51 0.61 2.67e+05 1
30 20 11068.36 2.85 2.98e+06 4 11756.31 2.23 2.93e+06 6 8558.30 1.61 1.09e+06 4
40 10 1226.35 0.00 2.31e+06 0 215.07 0.00 5.30e+05 0 38.23 0.00 6.16e+04 0
40 15 15754.10 4.66 4.37e+06 8 12047.98 4.03 5.06e+06 6 9827.01 2.47 1.70e+06 5
40 20 16482.95 8.00 2.68e+06 9 16314.46 6.96 2.34e+06 9 16103.77 8.84 1.27e+06 8
50 10 5689.58 1.94 1.03e+07 1 729.48 0.00 1.99e+06 0 195.33 0.00 3.04e+05 0
50 15 18099.71 12.68 3.57e+06 10 16199.09 9.87 5.04e+06 8 15916.98 7.25 1.73e+06 8
50 20 18081.83 18.24 2.34e+06 10 16321.52 25.92 1.16e+06 9 16358.50 30.63 8.49e+05 9
60 10 8251.90 9.27 1.83e+07 4 3728.07 0.75 5.86e+06 2 1114.73 0.00 1.14e+06 0
60 15 18070.38 25.59 2.62e+06 10 18064.84 19.62 3.27e+06 10 18021.42 9.76 2.29e+06 10
60 20 18085.57 25.88 1.43e+06 10 16521.06 36.17 1.09e+06 9 16289.42 26.67 4.02e+05 9
Tableau 2.20 Re´seaux Voronoi : re´sultats obtenus avec demande line´aire
Instance e´lasticite´ forte (100× bk) e´lasticite´ faible (1× bk) e´lasticite´ nulle (0× bk)
#OD %t Cpu Gap #it Nopt Cpu Gap #it Nopt Cpu Gap #it Nopt
10 10 0.40 0.00 7.24e+02 0 0.25 0.00 4.94e+02 0 0.21 0.00 1.30e+02 0
10 15 1.01 0.00 5.46e+02 0 0.96 0.00 1.05e+03 0 0.70 0.00 2.39e+02 0
10 20 7.77 0.00 5.96e+03 0 7.71 0.00 3.08e+03 0 4.17 0.00 5.25e+02 0
20 10 11.84 0.00 2.43e+04 0 6.35 0.00 2.05e+04 0 2.73 0.00 3.60e+03 0
20 15 132.83 0.00 1.85e+05 0 164.71 0.00 1.93e+05 0 64.18 0.00 2.58e+04 0
20 20 1895.80 0.00 8.41e+05 0 2112.10 0.66 2.86e+05 1 1968.86 0.28 3.03e+05 1
30 10 428.21 0.00 8.48e+05 0 52.92 0.00 1.63e+05 0 25.87 0.00 4.68e+04 0
30 15 3026.39 2.71 2.42e+06 1 4234.51 1.10 2.09e+06 2 2576.15 0.97 2.69e+05 1
30 20 11758.28 4.44 2.74e+06 6 9158.90 3.28 9.90e+05 5 8795.03 1.91 8.47e+05 4
40 10 3658.80 39.82 3.92e+06 2 703.70 0.00 1.29e+06 0 1824.16 0.17 1.35e+06 1
40 15 10587.19 30.90 4.85e+06 5 9673.40 5.03 4.87e+06 5 7734.47 2.50 1.39e+06 3
40 20 15166.65 40.66 2.97e+06 8 11344.52 7.41 1.75e+06 6 10437.80 4.58 5.94e+05 5
50 10 4948.59 43.55 5.65e+06 2 3942.50 0.82 7.54e+06 2 3577.38 0.40 3.61e+06 1
50 15 12894.75 38.23 5.50e+06 7 11276.46 6.70 6.81e+06 6 9525.30 5.90 1.71e+06 5
50 20 16329.96 40.20 1.71e+06 9 13883.15 9.41 3.01e+06 7 11482.36 6.53 6.75e+05 6
60 10 5890.58 31.10 4.22e+06 3 5840.19 0.87 8.19e+06 3 4009.45 0.85 3.09e+06 2
60 15 14874.38 91.41 9.92e+06 8 11290.74 9.65 4.83e+06 6 9847.88 8.66 1.89e+06 5
60 20 16313.32 74.32 1.60e+06 9 15261.57 12.96 2.97e+06 8 12167.28 8.27 1.38e+06 5
Tableau 2.21 Re´seaux Grille : re´sultats obtenus avec demande line´aire
63
Nous remarquons qu’en ge´ne´ral, les instances ou` les tarifs ne sont pas contraignants sont plus
difficiles a` re´soudre que celles ou` les tarifs sont positifs. En effet, accepter un tarif ne´gatif
implique que les produits qui n’e´taient pas inte´ressants lorsque les tarifs e´taient positifs
peuvent devenir inte´ressants, et par conse´quent il y a plusieurs solutions a` explorer d’ou` une
plus grande complexite´ combinatoire du proble`me.
De manie`re ge´ne´rale, le gap moyen et le nombre moyen d’instances n’ayant pas pu eˆtre
re´solues a` l’optimalite´ avec tarifs re´els sont supe´rieurs a` ceux avec tarifs positifs. Cependant,
lorsque l’e´lasticite´ est forte et la taille des instances grande, le gap moyen obtenu avec les
tarifs re´els est infe´rieur a` celui obtenu avec les tarifs positifs. En d’autres termes, la borne
supe´rieure fournie lorsque les tarifs sont re´els est meilleure que celle fournie lorsque les tarifs
sont positifs. A` titre d’illustration, en conside´rant les instances de Grille avec 60 produits, le
gap moyen obtenu avec les tarifs re´els est 66% tandis que celui obtenu avec les tarifs positifs
est 283%. Nous remarquons e´galement qu’avec des tarifs re´els, la difficulte´ du DL augmente
e´galement avec l’e´lasticite´ de la demande.
2.7 Conclusion
Les formulations propose´es dans ce chapitre sont des extensions des formulations propo-
se´es par Labbe´ et al. [46] et Didi et al. [29] pour re´soudre le PTR. Parmi ces formulations,
la deuxie`me formulation par chemins (DL:CH2) est la meilleure car elle fournit des solu-
tions de bonne qualite´ et reste stable lorsque l’e´lasticite´ varie, contrairement aux deux autres
formulations qui sont tre`s mauvaises lorsque l’e´lasticite´ est forte.
Nous avons utilise´ la formulation DL:CH2 pour faire une analyse de sensibilite´ du DL
lorsque l’e´lasticite´ varie. Cette analyse nous montre que la difficulte´ du DL augmente avec
l’e´lasticite´ de la demande (la pente de la demande).
Nous avons enfin montre´ qu’il existe plusieurs cas ou` le DL est polynoˆmial. Il s’agit du
DL avec un seul arc taxable, du POI associe´ au DL et enfin du DL ou` tous les arcs sont
taxables, les tarifs re´els et le nombre de produits infe´rieur ou e´gal a` deux.
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CHAPITRE 3
PROBLE`ME DE TARIFICATION SUR UN RE´SEAU AVEC DEMANDE
NON LINE´AIRE
Le proble`me de tarification sur un re´seau avec demande non line´aire (DNL) que nous
e´tudions dans ce chapitre est une extension du proble`me e´tudie´ au chapitre pre´ce´dent. Nous
commenc¸ons par pre´senter le mode`le mathe´matique utilise´ pour re´soudre le DNL (section
3.1). La borne supe´rieure sur le revenu du meneur est donne´e a` la section 3.2. A` la section
3.3, nous pre´sentons les cas polynoˆmiaux du DNL. Puis, nous proposons une me´thode exacte
pour re´soudre le DNL (section 3.4). A` la section 3.5, nous re´solvons le proble`me d’optimisation
inverse (POI) associe´ au DNL et nous l’exploitons pour ame´liorer la me´thode exacte. A` la
section 3.6 nous de´veloppons deux heuristiques base´es sur une me´thode de re´gion de confiance.
Finalement, les expe´riences nume´riques sont pre´sente´es a` la section 3.7.
3.1 Formulation du proble`me
Au chapitre 2, nous avons pour une demande line´aire vu que la formulation par chemins
donne des meilleurs re´sultats que la formulation par arcs. Nous utilisons donc cette formula-
tion pour de´velopper les me´thodes de re´solution du DNL. Nous conside´rons que la demande
du produit k, dk(Uk), qui de´pend de l’utilite´ Uk du produit k, est une fonction non line´aire,
non ne´gative et strictement de´croissante (voir figure 3.1) ou` l’utilite´ Uk est le couˆt du plus
court chemin utilise´ pour acheminer le produit k.
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0
e´lasticite´ faible
e´lasticite´ moyenne
e´lasticite´ forte
demande du produit k : dk(Uk)
couˆt du produit k : Uk
Figure 3.1 Demande non line´aire du produit k
A` partir de la formulation par chemins FORM:CH (voir section 1.2.2), nous remplac¸ons pour
tout produit k la demande ine´lastique dk par la demande e´lastique dk(Uk). Le revenu ge´ne´re´
par le produit k est donne´ par la fonction dk(Uk)Tk ou` Tk est le revenu ge´ne´re´ par une unite´
de flot du produit k. On sait que :
Uk = Tk +
∑
p∈Pk
hkp
∑
a∈p
ca =⇒ Tk = Uk −
∑
p∈Pk
hkp
∑
a∈p
ca
d’ou` dk(Uk)Tk = dk(Uk)Uk − dk(Uk)
∑
p∈Pk
hkp
∑
a∈p
ca.
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En remplac¸ant dk(Uk)Tk par l’expression e´quivalente trouve´e ci-dessus, nous obtenons la
formulation suivante
DNL:CH
max
t,h,T,U
∑
k∈K
(
dk(Uk)Uk − dk(Uk)
∑
p∈Pk
hkp
∑
a∈p
ca
)
s.c Tk ≤
∑
a∈p∩A1
ta +M
k
p (1− h
k
p) ∀p ∈ Pk, ∀k ∈ K
∑
a∈p
ca +
∑
a∈p∩A1
ta −M
k
p (1− h
k
p) ≤ Uk ∀p ∈ Pk, ∀k ∈ K
Uk ≤
∑
a∈p
ca +
∑
a∈p∩A1
ta ∀p ∈ Pk, ∀k ∈ K
Uk = Tk +
∑
p∈Pk
hkp
∑
a∈p
ca ∀k ∈ K
∑
p∈Pk
hkp = 1 ∀k ∈ K
hkp ∈ {0, 1} ∀p ∈ Pk, ∀k ∈ K.
DNL:CH est un proble`me de maximisation d’une fonction objectif non line´aire sous contraintes
line´aires et variables mixtes.
Pour mode´liser le comportement de la demande par rapport aux variations du prix, les
chercheurs ont souvent utilise´ deux classes de fonctions de demande : les fonctions de demande
a` e´lasticite´ constante et non constante (pour la de´finition du concept d’e´lasticite´, voir la
section 1.3).
Les fonctions de demande a` e´lasticite´ constante β prennent la forme d(U) = αU−β ou`
α, β sont des constantes positives avec β > 1. Cette classe de fonctions a e´te´ propose´e par
l’e´conomiste Moore [54]. Quant aux fonctions de demande a` e´lasticite´ non constante, nous
utilisons les fonctions de la forme d(U) = α exp (−βU) ayant une e´lasticite´ βU ou` α et β
sont des constantes positives. Cette forme a e´te´ propose´e par Babonneau et al. [5], Hearn et
al. [40], Yang et al. [70] et bien d’autres.
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D’apre`s ce qui pre´ce`de, la fonction d(U)U est pseudo-concave (croissante puis de´crois-
sante) ou concave (croissante) ou tout simplement convexe (de´croissante) pour tout U positif
comme le montre la figure 3.2.
d(U)U
UUmin
d(U)U
U
fonction d(U)U lorsque
Umin
fonction d(U)U lorsque
d(U) = α exp (−βU)d(U) = αU−β avec β > 1
Figure 3.2 Forme de la fonction d(U)U
Lorsque d(U) = α exp (−βU), la fonction d(U)U est pseudo-concave et on montre qu’elle est
concave pour les valeurs de U appartenant a`
]
−∞,
1
β
]
puis convexe pour les valeurs de U
appartenant a`
[
1
β
,+∞
]
. La me´thode exacte du DNL propose´e a` la section 3.4 suivante est
base´e sur la surapproximation (resp. sous-approximation) de la fonction d(U)U (resp. d(U))
de la formulation DNL:CH.
3.2 Borne supe´rieure sur le revenu du meneur
La borne supe´rieure est calcule´e de la meˆme manie`re que celle du DL pre´sente´ a` la section
2.4, c’est-a`-dire en supposant que le chemin utilise´ pour le produit k est pk0, et en calculant
le revenu ge´ne´re´ correspondant a` ce chemin pk0.
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Proposition 3.2.1 La borne supe´rieure (BS) sur le revenu du meneur est donne´e par
BS =
∑
k∈K
dk

∑
a∈pk
0
ca + T
∗
k

T ∗k
ou` T ∗k =


min

γk(∞)− γk(0),
∑
a∈pk
0
ca/ (βk − 1)

 si d(Uk) = αkU−βk
min
{
γk(∞)− γk(0), 1/βk
}
si d(Uk) = αk exp (−βUk).
Preuve La fonction objectif du meneur associe´e au produit k est donne´e par :
dk(Uk)Tk.
Le couˆt fixe du chemin pk0 est le plus petit couˆt fixe parmi les couˆts des chemins du produit
k, donc
dk(Uk)Tk ≤ dk

∑
a∈pk
0
ca + Tk

Tk
car dk est strictement de´croissante. La fonction dk

∑
a∈pk
0
ca + Tk

Tk est pseudo-concave
(croissante puis de´croissante) et donc elle atteint sa valeur maximale pour la valeur de Tk qui
annule la de´rive´e de dk

∑
a∈pk
0
ca + Tk

Tk. Cette valeur de Tk est ∑
a∈pk
0
ca/ (βk − 1) (resp. 1/βk)
lorsque la fonction de demande est d(Uk) = αkU
−β
k (resp. d(Uk) = αk exp (−βUk)). Puisque
γk(∞)− γk(0) est la borne supe´rieure sur Tk, la borne supe´rieure sur le revenu ge´ne´re´ par le
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produit k note´e BSk est donne´e par
BSk = dk

∑
a∈pk
0
ca + T
∗
k

T ∗k
ou` T ∗k =


min

γk(∞)− γk(0),
∑
a∈pk
0
ca/ (βk − 1)

 si d(Uk) = αkU−βk
min
{
γk(∞)− γk(0), 1/βk
}
si d(Uk) = αk exp (−βUk)
Finalement, en sommant ces bornes supe´rieures sur l’ensemble des produits, nous obtenons
la borne supe´rieure BS.
Notons e´galement que si pour un produit k, il n’existe aucun chemin posse´dant seulement
les arcs non taxables, alors
ou` T ∗k =


∑
a∈pk
0
ca/ (βk − 1) si d(Uk) = αkU
−β
k
1/βk si d(Uk) = αk exp (−βUk)
2
3.3 Quelques cas polynoˆmiaux du DNL
Nous pre´sentons quelques instances du DNL qui se re´solvent en temps polynoˆmial.
3.3.1 Le DNL ou` tous les arcs du re´seau sont taxables
Notons par n le nombre total d’arcs distincts des chemins pk0, k ∈ K. Tel que pre´sente´
pour le DL, on montre que :
Proposition 3.3.1 Le DNL ou` tous les arcs du re´seau sont taxables se re´sout en O(|K|2n)
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si le syste`me line´aire suivant
∑
a∈pk
0
ta = T
∗
k pour tout k ∈ K (3.1)
posse`de au moins une solution ou` T ∗k est de´fini a` la section 3.2 ci-dessus.
Preuve La preuve est similaire a` celle de la proposition 2.5.1.
2
Telque pre´sente´ dans le cas DL, lorsque |K| ≤ 2, le syste`me (3.1) est line´airement inde´pendant
et le proble`me se re´sout en O(n). Cependant lorsque |K| ≥ 3 ce syste`me ne posse`de pas
toujours une solution.
En restreignant les tarifs sur les arcs a` ne prendre que des valeurs positives, on montre
comme dans le cas DL que :
Corollaire 3.3.2 Le DNL monoproduit ou` tous les arcs du re´seau sont taxables et les tarifs
positifs se re´sout en O(n).
Preuve Il suffit de passer le flot sur le chemin p10 pour obtenir la solution optimale en
imposant les tarifs sur les arcs de la fac¸on suivante :
∑
a∈p1
0
ta = T
∗
1
ta = +∞ ∀ a 6∈ p
1
0
Le revenu ge´ne´re´ est maximal avec cette affectation car la borne supe´rieure sur le revenu du
meneur propose´e a` la section 3.2 est atteinte.
2
3.3.2 Le DNL avec un seul arc taxable
On a montre´ que le DL avec un seul arc taxable est polynoˆmial. Pour le DNL, on montre
qu’il est polynoˆmial pour le cas monoproduit. A` partir du corollaire 3.3.2, on de´duit que
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la solution optimale du proble`me monoproduit est obtenue en imposant a` l’arc taxable t la
valeur T ∗1 .
Dans le cas multi-produits, on a montre´ pour le DL que la solution optimale est obtenue
en re´solvant |K| sous-proble`mes de maximisation d’une somme de fonctions concaves sous
contraintes line´aires ou` les fonctions concaves sont les fonctions du revenu ge´ne´re´ par les
produits lorsque l’arc taxable est utilise´. Ces |K| sous-proble`mes sont de complexite´ polynoˆ-
miale. Pour le DNL, on montre e´galement que le proble`me se rame`ne a` la re´solution de |K|
sous-proble`mes de maximisation d’une somme de fonctions pseudo-concaves sous contraintes
line´aires. Cependant ces |K| sous-proble`mes ne sont pas de complexite´ polynoˆmiale car la
somme de fonctions pseudo-concaves n’est pas pseudo-concave. Les fonctions pseudo-concaves
sont les fonctions du revenu ge´ne´re´ par les produits lorsque le chemin utilise´ contient l’arc
taxable.
3.4 Me´thode exacte
La me´thode exacte posse`de une phase d’initialisation et une phase ite´rative. A` la phase
d’initialisation, a` partir de la formulation DNL:CH, nous utilisons une technique de discre´-
tisation pour surapproximer (resp. sous-approximer) la fonction non line´aire dk(Uk)Uk (resp.
dk(Uk)) pour tout produit k, afin d’obtenir un programme line´aire en variables mixtes (MIP).
A` la phase ite´rative, ce MIP est re´solu et a` partir de la solution obtenue nous ajoutons des
coupes au MIP dans le but d’ame´liorer la surapproximation (resp. sous-approximation) de
dk(Uk)Uk (resp. dk(Uk)). La me´thode re´sultante est appele´e EXACT-1. Notons que ces coupes
sont inspire´es de celles de´veloppe´es par Audet [2] et Audet et al. [3].
3.4.1 Phase d’initialisation
La phase d’initialisation proce`de de la manie`re suivante. A` partir de la formulation
DNL:CH, nous remplac¸ons les fonctions non line´aires dk(Uk) et dk(Uk)Uk par les variables
Yk et Wk respectivement. Par la suite, nous ajoutons a` DNL:CH un ensemble de contraintes
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line´aires en variables mixtes qui lient les variables Uk et Yk puis Uk et Wk afin de mieux
surapproximer (resp. sous-approximer) la fonction non line´aire dk(Uk)Uk (resp. dk(Uk)). Ces
contraintes sont ajoute´es de manie`re a` borner supe´rieurement les fonctions dk(Uk) et dk(Uk)Uk
dans la fonction objectif. Il faut noter que dk(Uk) apparaˆıt dans l’objectif avec un coefficient
ne´gatif c’est pour cela que nous la sous-approximons.
De manie`re formelle, la convexite´ stricte de la fonction dk(Uk) permet d’obtenir une sous-
approximation de dk(Uk) en ajoutant a` la formulation DNL:CH les contraintes line´aires sui-
vantes
Yk ≥ a
l
k + b
l
kUk ∀ l = 1, . . . , Lk (3.2)
ou` alk et b
l
k sont les coefficients de la tangente a` la fonction dk(Uk) au point U
l
k, et U
l
k un point
de la discre´tisation de l’intervalle [γk(0), γk(∞)] en Lk points. L’intervalle [γ
k(0), γk(∞)]
est l’intervalle des valeurs de Uk. Le domaine re´alisable du couple (Uk, Yk) est le polye`dre
constitue´ des tangentes a` fonction dk(Uk) aux points U
l
k pour tout l = 1, . . . , Lk (voir figure 3.3
ci-dessous).
La fonction dk(Uk) apparaˆıt dans la fonction objectif avec un coefficient ne´gatif et puisque
l’on maximise la fonction objectif, a` l’optimalite´ le couple (Uk, Yk) se trouve sur la frontie`re
du polye`dre qui de´finit son domaine re´alisable.
En remplac¸ant dk(Uk) par la variable Yk, l’expression dk(Uk)
∑
p∈Pk
hkp
∑
a∈p
ca de la fonction
objectif se re´e´crit Yk
∑
p∈Pk
hkp
∑
a∈p
ca =
∑
p∈Pk
Ykh
k
p
∑
a∈p
ca. On note la pre´sence du terme biline´aire
Ykh
k
p. Pour le rendre line´aire, nous introduisons la variable Y
p
k qui remplace Ykh
k
p, puis nous
ajoutons au mode`le les contraintes line´aires suivantes qui assurent l’e´galite´ Y pk = Ykh
k
p (voir
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dk(Uk)
dk(Uk)
Uk
ULkk UkU
0
k Uk
0
courbe de la fonction dk(Uk)
tangentes a` la courbe de dk(Uk)
aux points U 0k et U
Lk
k
domaine re´alisable
associe´ a` (Uk, Yk)
Yk
Figure 3.3 Sous-approximation de la fonction dk(Uk)
section 2.2.2)
0 ≤ Y pk ≤ Dh
k
p ∀p ∈ Pk (3.3)
Yk −
∑
p∈Pk
Y pk = 0 (3.4)
ou` D est une constante suffisamment grande.
Pour surapproximer dk(Uk)Uk, trois cas se posent (voir figure 3.2). Si dk(Uk)Uk est pseudo-
concave, pour la surapproximer, nous supposons qu’elle est concave sur l’intervalle [γk(0), γ˜k]
et convexe sur l’intervalle [γ˜k, γk(∞)] ou` γ˜k est compris entre γk(0) et γk(∞). La surapproxi-
mation de la partie concave se fait par l’ajout a` DNL:CH des contraintes line´aires suivantes
Wk ≤ a
i
k + b
i
kUk +Mksk ∀ i = 1, . . . , Ik (3.5)
Uk ≤ γ˜
k(1− sk) +Msk (3.6)
sk ∈ {0, 1} (3.7)
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ou` M = γk(∞), Mk une constante suffisamment grande e´gale a` dk(γ
k(0))γk(0) si l’e´lasticite´
est constante et dk(Uk)Uk si l’e´lasticite´ est non constante ou` Uk est la valeur qui annule la
de´rive´e de dk(Uk)Uk, sk la variable binaire e´gale a` 0 si on se trouve sur la partie concave et
1 sinon, aik et b
i
k les coefficients de la tangente a` la fonction dk(Uk)Uk au point U
i
k et U
i
k un
point de la discre´tisation de l’intervalle [γk(0), γ˜k] en Ik points (voir figure 3.4).
U 0k 00
courbe de la fonction
UJkkU
Ik
k Uk
U 1k
de la partie convexe
droite reliant les deux points
Uk
aux points de la partie concave
domaine re´alisable
Uk
dk(Uk)Uk
dk(Uk)Uk
dk(Uk)Uk
tangentes a` la courbe de dk(Uk)Uk
associe´ a` (Uk,Wk)
Wk
partie concave partie convexe
Figure 3.4 Surapproximation de la fonction dk(Uk)Uk
Les contraintes (3.5) sont valides lorsque sk = 0 c’est-a`-dire que l’on se trouve dans la partie
concave, et deviennent redondantes lorsque sk = 1 car la contrainte devient Uk ≤ γ
k(∞)
et est toujours valide. La contrainte (3.6) impose que Uk appartienne a` la partie concave si
sk = 0. Le domaine re´alisable du couple (Uk,Wk) sur cet intervalle est le polye`dre constitue´
des tangentes a` la fonction dk(Uk)Uk aux points U
i
k pour tout i = 1, . . . , Ik. A` l’optimalite´, le
couple (Uk,Wk) se trouve sur la frontie`re du polye`dre qui de´finit son domaine re´alisable.
Pour surapproximer la fonction dk(Uk)Uk sur la partie convexe, nous ajoutons a` DNL:CH
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un ensemble de contraintes line´aires par morceaux, ce qui entraine l’introduction des va-
riables binaires. L’intervalle [γ˜k, γk(∞)] est divise´ en plusieurs sous-intervalles [U jk , U
j+1
k ]
pour j = 1, . . . , Jk − 1 et a` chaque sous-intervalle on associe une variable binaire qui indique
si Uk appartient a` cet sous-intervalle ou pas. Soit z
j
k la variable binaire qui est e´gale a` 1 si
Uk appartient au sous-intervalle [U
j
k , U
j+1
k ] et a` 0 sinon. La contrainte line´aire correspon-
dante au sous-intervalle [U jk , U
j+1
k ] est la droite passant par les points
(
U jk , dk(U
j
k)U
j
k
)
et(
U j+1k , dk(U
j+1
k )U
j+1
k
)
. Les contraintes ajoute´es a` DNL:CH pour surapproximer dk(Uk)Uk sur
la partie convexe se pre´sentent comme suit
Wk ≤ a
j
k + b
j
kUk +Mk(1− z
j
k) ∀ j = 1, . . . , Jk − 1 (3.8)
Uk ≥ U
j
kz
j
k ∀ j = 1, . . . , Jk − 1 (3.9)
Uk ≤ U
j+1
k z
j
k +N
j
k(1− z
j
k) ∀ j = 1, . . . , Jk − 1 (3.10)
zjk ∈ {0, 1} ∀ j = 1, . . . , Jk − 1 (3.11)
Jk−1∑
j=1
zjk = sk (3.12)
ou`N
j
k = γ
k(∞)−U j+1k , a
j
k et b
j
k les coefficients de la droite passant par les points
(
U jk , dk(U
j
k)U
j
k
)
et
(
U j+1k , dk(U
j+1
k )U
j+1
k
)
et Jk le nombre de points de la discre´tisation de l’intervalle [γ˜k, γ
k(∞)].
Les contraintes (3.8) assurent que αk surapproxime dk(Uk)Uk sur chaque sous-intervalle
de la partie convexe. Les contraintes (3.8) sont redondantes lorsque Uk appartient a` la partie
concave car sk = 0. Les contraintes (3.9) a` (3.12) permettent le respect de la de´finition de
la variable zjk. Le domaine re´alisable du couple (Uk,Wk) est de´fini par le polye`dre consti-
tue´ des contraintes line´aires par morceaux sur chaque sous-intervalle [U jk , U
j+1
k ] pour tout
j = 1, . . . , Jk − 1 (voir figure 3.4 ci-dessus). Puisque l’on maximise la fonction objectif, a`
l’optimalite´ le couple (Uk,Wk) se trouve sur la frontie`re du polye`dre qui de´finit son domaine
re´alisable.
Si dk(Uk)Uk est concave (resp. convexe), la technique de surapproximation est la meˆme
que celle utilise´e pour surapproximer dk(Uk)Uk lorsqu’elle est pseudo-concave car il suffit de
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conside´rer qu’il n’existe pas de partie convexe (resp. concave) et que la partie concave (resp.
convexe) est l’intervalle des valeurs de Uk.
La surapproximation (resp. sous-approximation) de la fonction dk(Uk)Uk (resp. dk(Uk))
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pour tout produit k nous me`ne alors au mode`le MIP suivant :
DNL:App
max
t,h,T,U,W,Y,z,s
∑
k∈K
(
Wk −
∑
p∈Pk
Y pk
∑
a∈p
ca
)
s.c Tk ≤
∑
a∈p∩A1
ta +M
k
p (1− h
k
p) ∀p ∈ Pk, ∀k ∈ K
∑
a∈p
ca +
∑
a∈p∩A1
ta −M
k
p (1− h
k
p) ≤ Uk ∀p ∈ Pk, ∀k ∈ K
Uk ≤
∑
a∈p
ca +
∑
a∈p∩A1
ta ∀p ∈ Pk, ∀k ∈ K
Uk = Tk +
∑
p∈Pk
hkp
∑
a∈p
ca ∀k ∈ K
∑
p∈Pk
hkp = 1 ∀k ∈ K
Yk ≥ a
l
k + b
l
kUk ∀l = 1, . . . , Lk, ∀k ∈ K
0 ≤ Y pk ≤ Dh
k
p ∀p ∈ Pk, ∀k ∈ K
Yk −
∑
p∈Pk
Y pk = 0 ∀k ∈ K
Wk ≤ a
i
k + b
i
kUk +Msk ∀ i = 1, . . . , Ik, ∀k ∈ K
Uk ≤ γ˜
k(1− sk) +Msk ∀k ∈ K
Wk ≤ a
j
k + b
j
kUk +M(1− z
j
k) +N(1− sk) ∀l = 1, . . . , Jk − 1, ∀k ∈ K
Uk ≥ U
j
kz
j
k ∀l = 1, . . . , Jk − 1, ∀k ∈ K
Uk ≤ U
j+1
k z
j
k +M(1− z
j
k) ∀l = 1, . . . , Jk − 1, ∀k ∈ K
Jk−1∑
j=1
zjk = sk ∀k ∈ K
hkp ∈ {0, 1} ∀p ∈ Pk, ∀k ∈ K
sk ∈ {0, 1} ∀k ∈ K
zjk ∈ {0, 1} ∀ j = 1, . . . , Jk − 1, ∀k ∈ K.
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DNL:App est un programme line´aire mixte (MIP) qui approxime DNL:CH. La valeur de la
fonction objectif du MIP est une borne supe´rieure du DNL car Wk (resp. Yk) est une surap-
proximation de la fonction dk(Uk)Uk (resp. dk(Uk)). De plus, a` partir d’une solution re´alisable
du MIP, on peut de´duire une solution re´alisable du DNL. Soit (t∗, h∗, T ∗, U∗,W ∗, Y ∗, z∗, s∗)
une solution re´alisable du MIP. La solution (t∗, h∗, T ∗, U∗) est re´alisable pour DNL:CH car
toutes ses contraintes sont pre´sentes dans le MIP. La valeur objectif de la solution re´alisable
(t∗, h∗, T ∗, U∗) est une borne infe´rieure du DNL.
3.4.2 Phase ite´rative
La phase ite´rative re´sout a` chaque ite´ration le mode`le DNL:App puis ajoute des contraintes
a` ce mode`le afin d’ame´liorer la surapproximation (resp. sous-approximation) de dk(Uk)Uk
(resp. dk(Uk)) pour tout produit k. Soit (t
∗, h∗, T ∗, U∗, z∗,W ∗, Y ∗, s∗) la solution obtenue a`
partir du mode`le DNL:App. Si la surapproximation (resp. sous-approximation) de dk(Uk)Uk
(resp. dk(Uk)) obtenue a` partir de cette solution n’est pas satisfaisante, c’est-a`-dire l’un des
e´carts |dk(U
∗
k )− Y
∗
k | et |dk(U
∗
k )U
∗
k −W
∗
k | est supe´rieur a` un seuil donne´ ε pour au moins un
produit k, alors un ensemble de contraintes est ajoute´ au mode`le DNL:App et ce dernier est
re´solu de nouveau. Le but de l’ajout de ces contraintes est d’e´liminer la solution courante
tout en ame´liorant les approximations des fonctions dk(Uk) et dk(Uk)Uk.
Ainsi, si |dk(U
∗
k ) − Y
∗
k | > ε alors la contrainte line´aire suivante est ajoute´e au mode`le
DNL:App
Yk ≥ ak + bkUk (3.13)
ou` ak et bk sont les coefficients de la tangente a` la fonction dk(Uk) au point U
∗
k (voir figure 3.5).
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dk(Uk)
nouveau domaine re´alisable
UkU
∗
k
0 Uk0
e´cart solution courante
tangente ajoute´e pour
e´liminer la solution courante
U ∗k
associe´ a` (Uk, Yk)
Yk
Figure 3.5 Ame´lioration de la sous-approximation de la fonction dk(Uk)
Si |dk(U
∗
k )U
∗
k −W
∗
k | > ε, deux cas se pre´sentent :
Cas 1 : U∗k appartient a` la partie concave, alors la contrainte line´aire suivante
Wk ≤ ak + bkUk +Msk (3.14)
est ajoute´e a` DNL:App ou` ak et bk sont les coefficients de la tangente a` la fonction dk(Uk)Uk
au point U∗k et sk la variable binaire e´gale 0 si Uk appartient a` la partie concave et 1 sinon
(voir figure 3.6).
00 Uk
nouveau domaine
e´cart
U ∗k Uk
solution courante
tangente ajoute´e pour
e´liminer la solution courante
U ∗k
dk(Uk)Uk Wk
(Uk,Wk)
re´alisable associe´ a`
Figure 3.6 Ame´lioration de la surapproximation de la fonction dk(Uk)Uk sur la partie concave
Cas 2 : U∗k appartient a` la partie convexe et supposons que U
∗
k appartient au sous-intervalle
[U jk , U
j+1
k ]. Pour e´liminer la solution courante, l’intervalle [U
j
k , U
j+1
k ] est divise´ en deux sous-
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intervalles [U jk , U
∗
k ] et [U
∗
k , U
j+1
k ]. On associe une variable binaire z
1
k (resp. z
2
k) au sous-
intervalle [U jk , U
∗
k ] (resp. [U
∗
k , U
j+1
k ]). Cette variable binaire indique si Uk appartient a` cet
sous-intervalle ou pas. A` chaque sous-intervalle, la contrainte line´aire de´finie sur ce sous-
intervalle est donne´e par la droite qui passe par les deux points ayant pour abscisses les
bornes du sous-intervalle et pour ordonne´es les valeurs de la fonction dk(Uk)Uk a` ces bornes
(voir figure 3.7).
00
coupes ajoute´es pour
e´liminer la solution courante
e´cart
nouveau domaine re´alisable
solution courante
UkU
∗
kU
j
k U
j
k UkU
j+1
k U
j+1
kU
∗
k
dk(Uk)Uk
Wk
associe´ a` (Uk,Wk)
Figure 3.7 Ame´lioration de la surapproximation de la fonction dk(Uk)Uk sur la partie convexe
Les contraintes line´aires suivantes
Wk ≤ a
1
k + b
1
kUk +M(1− z
1
k) +N(1− sk) (3.15)
Uk ≥ U
j
kz
1
k (3.16)
Uk ≤ U
∗
kz
1
k +M(1− z
1
k) (3.17)
Wk ≤ a
2
k + b
2
kUk +M(1− z
2
k) +N(1− sk) (3.18)
Uk ≥ U
∗
kz
2
k (3.19)
Uk ≤ U
j+1
k z
2
k +M(1− z
2
k) (3.20)
z1k, z
2
k ∈ {0, 1} (3.21)
sont ajoute´es a` DNL:App ou` M,N sont des constantes suffisamment grandes, a1k et b
1
k (resp.
a2k et b
2
k) les coefficients de la droite passant par les points
(
U jk , dk(U
j
k)U
j
k
)
et (U∗k , dk(U
∗
k )U
∗
k )
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(resp. (U∗k , dk(U
∗
k )U
∗
k ) et
(
U j+1k , dk(U
j+1
k )U
j+1
k
)
) (voir contraintes (3.15) et (3.18)). Les contraintes
(3.16) et (3.17) (resp. (3.19) et (3.20)) permettent de fixer z1k (resp. z
2
k) a` 1 si Uk appartient
a` l’intervalle [U jk , U
∗
k ] (resp. [U
∗
k , U
j+1
k ]) et 0 sinon.
La sous-approximation de la fonction dk(Uk) ne ne´cessite pas l’ajout des variables binaires,
ce qui n’augmente donc pas de manie`re significative la difficulte´ du proble`me. Par contre, la
surapproximation de la partie convexe de la fonction dk(Uk)Uk ne´cessite l’ajout des variables
binaires sur cette partie, ce qui augmente l’aspect combinatoire du proble`me car en plus du
choix de l’ensemble de chemins qui ge´ne`re un revenu optimal, il faut de´tecter dans la partie
convexe le sous-intervalle ou` appartient l’utilite´ Uk qui correspond au revenu optimal. Nous
proposons une autre me´thode exacte appele´e EXACT-2 qui consiste a` re´e´crire la fonction
dk(Uk)Uk de telle sorte que la nouvelle fonction a` surapproximer ait une partie convexe plus
e´troite afin de diminuer la difficulte´ associe´e a` cette surapproximation. Pour ce faire, nous
introduisons la variable Γk et nous imposons
Uk = Γk +
∑
a∈pk
0
ca (3.22)
ou` pk0 est le chemin de plus petit couˆt fixe du produit k. En fait, Γk correspondant au revenu
ge´ne´re´ par une unite´ de flot du chemin pk0. Puis, nous re´e´crivons la fonction objectif du produit
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k comme suit :
dk(Uk)Uk − dk(Uk)
∑
p∈Pk
∑
a∈p
cah
k
p
= dk(Uk)

Γk +∑
a∈pk
0
ca

− dk(Uk)∑
p∈Pk
hkp
∑
a∈p
ca
= dk(Uk)Γk + dk(Uk)
∑
a∈pk
0
ca − dk(Uk)
∑
p∈Pk
hkp
∑
a∈p
ca
= dk

Γk +∑
a∈pk
0
ca

Γk + dk(Uk)

∑
p∈Pk
hkp
∑
a∈pk
0
ca −
∑
p∈Pk
hkp
∑
a∈p
ca

 car ∑
p∈Pk
hkp = 1
= dk

Γk +∑
a∈pk
0
ca

Γk − dk(Uk)∑
p∈Pk
hkp

∑
a∈p
ca −
∑
a∈pk
0
ca

 . (3.23)
La deuxie`me me´thode exacte, EXACT-2, est base´e sur le programme mathe´matique obtenu
en remplac¸ant dans DNL:CH la fonction objectif du produit k par (3.23) et en ajoutant
la contrainte (3.22). Pour la me´thode EXACT-2, la proce´dure consiste a` surapproximer les
fonctions −dk(Uk) et dk

Γk +∑
a∈pk
0
ca

Γk. Les surapproximations sont identiques a` celles
pre´sente´es ci-dessus. Notons que le coefficient de dk(Uk) dans (3.23) est ne´gatif car p
k
0 e´tant
le chemin de plus petit couˆt fixe du produit k,
∑
a∈p
ca −
∑
a∈pk
0
ca ≥ 0 pour tout p ∈ Pk.
Les longueurs de l’intervalle des valeurs de Uk et Γk sont e´gales, la partie convexe de
dk(Uk)Uk est plus large que celle de dk

Γk +∑
a∈pk
0
ca

Γk. De plus, dk

Γk +∑
a∈pk
0
ca

Γk
borne infe´rieurement dk(Uk)Uk. Il en re´sulte que la surapproximation de dk

Γk +∑
a∈pk
0
ca

Γk
augmente moins l’aspect combinatoire du proble`me compare´e a` celle de dk(Uk)Uk pour une
discre´tisation identique de l’intervalle des valeurs de Uk et Γk. Il s’ensuit que la me´thode
EXACT-2 aura un temps d’exe´cution infe´rieur a` celui de la me´thode EXACT-1.
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3.4.3 Algorithme exact
Trois parame`tres d’entre´e sont ne´cessaires : la tole´rance ε sur l’approximation des fonctions
dk(Uk) et dk(Uk)Uk (resp. dk

Γk +∑
a∈pk
0
ca

Γk) de la me´thode EXACT-1 (resp. EXACT-2),
le nombre de points Lk de la discre´tisation de l’intervalle des valeurs de Uk pour la sous-
approximation de la fonction dk(Uk) et le nombre de points Ik (resp. Jk) de la discre´tisation
de l’intervalle des valeurs de Uk sur la partie concave (resp. convexe) pour la surapproximation
de la fonction dk(Uk)Uk ou dk

Γk +∑
a∈pk
0
ca

Γk. L’algorithme ε−exact se pre´sente comme
suit :
Phase d’initialisation
DNL:APP (MIP)
Mettre a` jour la meilleure solution du DNL
Mettre a` jour la borne supe´rieure du DNL
Re´solution du MIP
crite`re d’arreˆt atteint ?
Non
oui
A
jo
u
t
d
es
co
u
p
es
P
h
as
e
it
e´r
at
iv
e
et la meilleure borne supe´rieure
Retourner la meilleure solution du DNL
Figure 3.8 Algorithme exact
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3.5 Optimisation inverse et ame´lioration de la me´thode exacte
Dans la me´thode exacte, apre`s la re´solution du MIP, DNL:App, nous de´duisons une
solution re´alisable du DNL. Cependant, les tarifs de cette solution ne ge´ne`rent pas toujours
le meilleur revenu correspondant aux chemins utilise´s. Pour reme´dier a` cette situation, nous
supposons connu les chemins utilise´s pour acheminer les produits et nous de´terminons les
tarifs sur les arcs qui maximisent le revenu. Ce proble`me est connu sous le nom de proble`me
d’optimisation inverse (POI).
3.5.1 Optimisation inverse
Soit p∗k le chemin utilise´ par les usagers pour le produit k c’est-a`-dire que h
k
p∗
k
= 1 et
hkp = 0 pour tout p ∈ Pk\{p
∗
k}. L’utilite´ Uk du produit k est donne´e par Uk = Tk +
∑
a∈p∗
k
ca et
le revenu ge´ne´re´ par ce produit k s’e´crit alors
dk(Uk)Tk = dk

∑
a∈p∗
k
ca + Tk

Tk.
En conside´rant la formulation par chemins DNL:CH (voir section 3.1) et en supposant que la
solution du proble`me du suiveur est connue, nous obtenons la formulation du POI suivante
OPTINV
max
t,T,U
∑
k∈K
dk

∑
a∈p∗
k
ca + Tk

Tk (3.24)
s.c Tk =
∑
a∈p∗
k
∩A1
ta ∀k ∈ K (3.25)
Uk ≤
∑
a∈p
ca +
∑
a∈p∩A1
ta ∀p ∈ Pk, ∀k ∈ K (3.26)
Uk = Tk +
∑
a∈p∗
k
ca ∀k ∈ K. (3.27)
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Les contraintes (3.25) assurent que le revenu ge´ne´re´ par unite´ de flot provient du tarif des arcs
taxables des chemins utilise´s. Les contraintes (3.26) imposent que les chemins utilise´s soient
les plus courts. Les contraintes (3.27) assurent que les utilite´s correspondent aux couˆts des
chemins utilise´s. La fonction objectif (3.24) est une somme de fonctions pseudo-concaves car
chaque fonction dk

∑
a∈p∗
k
ca + Tk

Tk qui de´pend de Tk est pseudo-concave. Le proble`me OP-
TINV est donc la maximisation d’une somme de fonctions pseudo-concaves sous contraintes
line´aires.
Pour re´soudre OPTINV, la technique utilise´e est la meˆme que celle de´veloppe´e pour
les me´thodes exactes du DNL, c’est-a`-dire que nous de´butons par une phase d’initialisation
qui consiste a` surapproximer les fonctions dk

∑
a∈p∗
k
ca + Tk

Tk du mode`le OPTINV afin
d’obtenir un programme line´aire mixte (MIP), suivie d’une phase ite´rative qui a` chaque
ite´ration re´sout ce MIP, et a` partir de la solution obtenue ajoute des coupes au MIP dans le
but d’e´liminer la solution courante et ame´liorer la surapproximation. La surapproximation de
la fonction dk

∑
a∈p∗
k
ca + Tk

Tk se fait de la meˆme manie`re que celle de la fonction dk(Uk)Uk
pre´sente´e a` la section 3.4.
Notons que le temps de re´solution du POI est ne´gligeable compare´ a` celui du DNL car
la seule difficulte´ lie´e a` la re´solution du OPTINV est la surapproximation des fonctions
pseudo-concaves. Quant a` la re´solution du DNL:CH, en plus de cette surapproximation, il
faut de´terminer les chemins utilise´s pour acheminer les produits, ce qui augmente l’aspect
combinatoire du proble`me.
3.5.2 Ame´lioration de la me´thode exacte
Supposons qu’a` une ite´ration donne´e, l’ensemble des chemins utilise´s par la solution opti-
male du mode`le surapproxime´ DNL:App est {p∗k, k ∈ K}. Nous re´solvons le POI ou` l’ensemble
des chemins utilise´s est {p∗k, k ∈ K}. Si la solution obtenue a un revenu strictement infe´rieur
au revenu de la meilleure solution trouve´e du DNL, alors nous interdisons toute solution dont
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l’ensemble des chemins utilise´s est {p∗k, k ∈ K} en ajoutant a` DNL:App la coupe suivante
∑
k∈K
hkp∗
k
≤ |K| − 1. (3.28)
Cette coupe e´vite l’utilisation simultane´e des chemins ∪k∈K{p
∗
k} dont le revenu ge´ne´re´ est
infe´rieur a` celui du meilleur revenu courant. Elle re´duit e´galement l’ensemble re´alisable des
variables de flots tout en encourageant l’exploration d’autres solutions re´alisable dans le but
de trouver des solutions de meilleur revenu. Nous remarquons dans les tests nume´riques
que cette coupe est peu ajoute´e a` DNL:App car la solution re´alisable trouve´e a` l’ite´ration
courante ge´ne`re un revenu supe´rieur ou e´gal au meilleur revenu obtenu aux ite´rations pre´ce´-
dentes. Cependant, lorsqu’elle est utilise´e, elle fait de´croˆıtre de manie`re conside´rable la borne
supe´rieure.
De plus, si le revenu de la solution trouve´e avec le POI est supe´rieur au revenu de la
meilleure solution trouve´e du DNL, alors nous retenons cette solution comme la nouvelle
meilleure solution du DNL.
3.6 Heuristiques
Les heuristiques propose´es sont base´es sur une me´thode de re´gion de confiance. Une
me´thode de re´gion de confiance est un proce´de´ ite´ratif, qui au contraire d’une recherche
line´aire qui explore la fonction objectif dans une direction donne´e, explore toutes les directions
autorise´es a` partir de la solution courante en limitant la taille du pas. En limitant la taille
du pas, on se retrouve a` explorer une re´gion bien pre´cise (dite de « confiance »). La fonction
ainsi explore´e est un mode`le de la fonction objectif. La me´thode ope`re plutoˆt sur le mode`le
et valide ensuite le re´sultat sur la fonction objectif. Le principe des me´thodes de re´gion de
confiance est de remplacer le proble`me d’optimisation initial par un mode`le plus simple. Pour
plus d’informations sur les me´thodes de re´gion de confiance, nous renvoyons le lecteur a` Conn
et al. [20].
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L’heuristique proce`de comme suit : a` partir d’une solution courante donne´e, nous construi-
sons le mode`le, puis nous le re´solvons ; si la solution obtenue est bonne, c’est-a`-dire si la
fonction objectif du mode`le de´crit correctement le comportement de la fonction objectif de
DNL:CH, la re´gion de confiance peut eˆtre augmente´e afin de de´terminer des solutions plus
performantes : l’e´tape est dans ce cas un succe`s. La nouvelle solution courante du DNL est
de´duite de la solution fournie par le mode`le. Dans le cas contraire c’est-a`-dire quand le mo-
de`le ne pre´dit pas convenablement le comportement de la fonction objectif de DNL:CH, on
dit que l’e´tape a e´choue´, la re´gion de confiance est restreinte, et la solution courante reste
inchange´e. Le processus est re´pe´te´ jusqu’a` la satisfaction d’un crite`re d’arreˆt. La meilleure
solution du DNL est retenue au cours du processus.
Le proble`me d’optimisation initial, dans ce cas, est DNL:CH ou` la fonction objectif est
non line´aire. Le mode`le est obtenu en approximant la fonction objectif autour d’une re´gion de
confiance. La premie`re approximation se fait en line´arisant les fonctions de demande autour
de la solution courante, ce qui nous me`ne a` l’heuristique 1. La deuxie`me approximation se
fait en line´arisant la fonction objectif autour de la solution courante, ce qui nous me`ne a`
l’heuristique 2.
3.6.1 De´finition du mode`le de l’heuristique 1
Soit (t, h, U, T ) une solution courante de DNL:CH, en line´arisant la fonction demande
dk(Uk) de chaque produit k autour de Uk, nous obtenons une approximation de la fonction
demande dk(Uk) ≈ ak − bkUk ou` ak et bk sont les coefficients de la tangente a` la fonction
dk(Uk) au point Uk. Dans un premier temps, nous remplac¸ons dans la fonction objectif de
DNL:CH, chaque fonction dk(Uk) par ak − bkUk. Puis, nous ajoutons la contrainte t−∆t ≤
t ≤ t + ∆t ou` ∆t est le rayon de la re´gion de confiance. Cette contrainte permet aux tarifs
des arcs taxables de rester proches de ceux de la solution (t, h, U, T ) afin d’obtenir une
approximation acceptable de la fonction objectif re´elle. Le mode`le obtenu est donc un DL
autour d’une re´gion de confiance. Nous avons de´veloppe´ des programmes quadratiques mixtes
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sous contraintes line´aires pour la re´solution du DL au chapitre 2. Parmi ces programmes, nous
utilisons DL:CH2 pour re´soudre ce mode`le car son temps de calcul et sa qualite´ de solution
sont meilleurs que ceux des deux autres MIPs.
Le mode`le de la me´thode de re´gion de confiance de l’heuristique 1 se formule alors comme
suit :
QUAD
max
t,h,T,U
∑
k∈K
(
akTk − bkT
2
k − bk
∑
p∈Pk
T pk
∑
a∈p
ca
)
(3.29)
s.c
∑
a∈p
ca +
∑
a∈p∩A1
ta −M
k
p (1− h
k
p) ≤ Uk ∀p ∈ Pk, ∀k ∈ K (3.30)
Uk ≤
∑
a∈p
ca +
∑
a∈p∩A1
ta ∀p ∈ Pk, ∀k ∈ K (3.31)
Uk = Tk +
∑
p∈Pk
hkp
∑
a∈p
ca ∀k ∈ K (3.32)
∑
p∈Pk
hkp = 1 ∀k ∈ K (3.33)
Tk −
∑
p∈Pk
T pk = 0 ∀K (3.34)
0 ≤ T pk ≤M
k
p h
k
p ∀p ∈ Pk, ∀k ∈ K (3.35)
hkp ∈ {0, 1} ∀p ∈ Pk, ∀k ∈ K (3.36)
ta −∆ta ≤ ta ≤ ta +∆ta ∀a ∈ A1. (3.37)
QUAD est la formulation DL:CH2 pre´sente´e a` la section 2.2.2 ou` l’on ajoute la contrainte
(3.37) pour de´limiter la taille du pas du vecteur de tarifs.
3.6.2 De´finition du mode`le de l’heuristique 2
Soit (t, h, U, T ) une solution courante de DNL:CH et dk = dk(Uk). La line´arisation de la
fonction objectif du produit k autour de (Uk, T k) est dk(Uk)Tk ≈ dk(Uk)T k + dk(Uk)(Tk −
T k) + T k(dk − dk(Uk)) = dk(Uk)Tk + T kdk − dk(Uk)T k. Nous remplac¸ons la fonction objectif
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de chaque produit k de DNL:CH par l’approximation dk(Uk)Tk+T kdk−dk(Uk)T k, puis nous
ajoutons la contrainte t−∆t ≤ t ≤ t+∆t ou` ∆t est le rayon de la re´gion de confiance. Puisque
la variable dk n’intervient pas dans DNL:CH, pour e´viter qu’elle ne prenne une valeur infinie,
nous imposons la contrainte dk ≤ ak − bkUk ou` ak et bk sont les coefficients de la tangente a`
la fonction dk(Uk) au point Uk. Ainsi, dk demeure plus proche de la demande re´elle d’autant
plus qu’elle apparaˆıt dans la fonction objectif avec un coefficient positif.
Le mode`le de la me´thode de re´gion de confiance pour l’heuristique 2 se formule alors
comme suit :
LIN
max
t,h,T,U,d
∑
k∈K
(
dk(Uk)Tk + T kdk − dk(Uk)T k
)
(3.38)
s.c
∑
a∈p
ca +
∑
a∈p∩A1
ta −M
k
p (1− h
k
p) ≤ Uk ∀p ∈ Pk, ∀k ∈ K (3.39)
Uk ≤
∑
a∈p
ca +
∑
a∈p∩A1
ta ∀p ∈ Pk, ∀k ∈ K (3.40)
Uk = Tk +
∑
p∈Pk
hkp
∑
a∈p
ca ∀k ∈ K (3.41)
∑
p∈Pk
hkp = 1 ∀k ∈ K (3.42)
hkp ∈ {0, 1} ∀p ∈ Pk, ∀k ∈ K (3.43)
ta −∆ta ≤ ta ≤ ta +∆ta ∀a ∈ A1 (3.44)
dk ≤ ak − bkUk ∀k ∈ K. (3.45)
LIN est un programme line´aire en variables mixtes (MIP). Les contraintes (3.39) a` (3.43) sont
identiques a` celles de DNL:CH. Les contraintes (3.44) permettent de de´limiter la re´gion de
confiance afin que l’objectif du LIN soit plus proche de l’objectif re´el. Les contraintes (3.45)
assurent que les variables dk ne prennent pas une valeur infinie et soit proche de la demande
re´elle.
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LIN contient
∑
k∈K
|Pk|−|K| variables continues et
∑
p∈Pk
|Pk| contraintes de moins que QUAD.
3.6.3 Algorithme
Les parame`tres d’entre´e ne´cessaires pour l’algorithme sont : une solution de de´part du
DNL, un rayon de la re´gion de confiance et deux constantes qui permettent de ve´rifier si le
mode`le constitue une bonne approximation locale du DNL ou pas, et trois autres constantes
qui controˆlent le taux de variation du rayon de la re´gion de confiance. Les solutions de de´part
sont obtenues en ge´ne´rant de manie`re ale´atoire les tarifs sur les arcs, puis en re´solvant le
proble`me du second niveau pour de´terminer les plus courts chemins compatibles aux tarifs
ge´ne´re´s.
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HEURISTIQUE
E´tape 0 : Initialisation
Soit (t0, h0, T 0, U0) la solution de de´part du DNL.
Soit ∆0 le rayon de la re´gion de confiance.
Soient les constantes γ1 = 0.6, γ2 = 0.9 et γ3 = 1.6.
Soient les constantes η1 = 0.05 et η2 = 0.9
Soit l = 0 le compteur d’ite´rations.
E´tape 1 : Construction du mode`le
De´finir le mode`le en line´arisant la fonction objectif de DNL:CH autour de la solution
(tl, hl, T l, U l) en utilisant l’une des deux techniques pre´sente´es aux sections 3.6.1 et
3.6.2.
E´tape 2 : Re´solution du mode`le
Re´soudre le mode`le (QUAD pour l’heuristique 1 et LIN pour l’heuristique 2). Soit
(tc, hc, T c, U c) la solution obtenue.
E´tape 3 : E´valuation du crite`re de performance et mise a` jour de la solution
courante
Soit f (resp. fs) la fonction objectif du DNL (resp. mode`le). Le quotient ρ qui calcule
le crite`re de performance est donne´ par
ρ =
f(tl, hl)− f(tc, hc)
f(tl, hl)− fs(tc, hc)
Si ρ ≥ η1 alors le mode`le est ade´quat et (t
l+1, hl+1, T l+1, U l+1) = (tc, hc, T c, U c).
Sinon le mode`le n’est pas ade´quat et (tl+1, hl+1, T l+1, U l+1) = (tl, hl, T l, U l).
L’exception est faite si la solution (tc, hc, T c, U c) fournit le meilleur revenu obtenu jus-
qu’a` pre´sent. Dans ce cas, (tl+1, hl+1, T l+1, U l+1) = (tc, hc, T c, U c).
E´tape 4 : Mise a` jour du rayon de la re´gion de confiance
∆l+1 =


γ1∆l si ρ < η1
γ2∆l si η1 ≤ ρ ≤ η2
γ3∆l si ρ > η2
E´tape 5 : Crite`re d’arreˆt
* ‖tl+1 − tl‖ < ε apre`s une ite´ration re´ussie. Dans ce cas, l’ame´lioration est trop faible
et on se trouve dans un voisinage tre`s e´troit d’un optimum local.
* Le nombre d’ite´rations maximal est atteint (l + 1 > lmax = 200).
* Le temps d’exe´cution maximal est atteint.
Si aucune de ces conditions n’est ve´rifie´e alors poser l = l + 1 et aller a` l’e´tape 1.
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3.7 Expe´rimentation
Les expe´riences nume´riques effectue´es permettent d’e´valuer la performance des me´thodes
exactes et heuristiques.
Nous avons de´fini deux classes de fonctions de demande : dk(Uk) = αkU
−βk
k et dk(Uk) =
αk exp
(
− βk
Ckmoy
Uk
)
ou` Ckmoy est la moyenne des couˆts fixes des chemins du produit k. Le coef-
ficient αk de la fonction de demande dk(Uk) = αkU
−βk
k
(
resp. dk(Uk) = αk exp
(
− βk
Ckmoy
Uk
))
du produit k est de´fini par αk =
⌈
ξk(1.5Ckmoy)
1.5
105
⌉ (
resp. αk =
⌈
ξk exp (1.5βk)
105
⌉)
ou` ξk une valeur
choisie uniforme´ment dans l’intervalle
[
exp
(
8
{
1
2
+ 3
2
γk(∞)
Ckmoy
})
, exp
(
8.5
{
1
2
+ 3
2
γk(∞)
Ckmoy
})]
. Ces
choix sont effectue´s de manie`re a` rendre la majorite´ des produits inte´ressants.
Les expe´riences nume´riques sont effectue´es sur les quatre familles de re´seaux pre´sente´es
a` la section 2.6.1. Nous conside´rons les tarifs positifs et nous varions le nombre de produits
entre 5 et 60. La proportion d’arcs taxables est fixe´e a` 10%, 15% et 20%. La proce´dure
’IloPiecewiseLinear’ de la librairie “ILOG CPLEX Callable Library” est utilise´e pour de´finir
les fonctions line´aires par morceaux. Nous fixons les valeurs de βk a` 2 et 5 afin de varier
l’e´lasticite´ de la demande. Les re´sultats nume´riques sont obtenus en fixant ε a` 10−2. Les
intervalles des valeurs de Uk et Γk sont discre´tise´s en 20 points pour la surapproximation
et la sous-approximation des fonctions non line´aires a` la phase d’initialisation des me´thodes
exactes. Pour les heuristiques, nous utilisons 100 solutions de de´part, nous fixons a` 200 le
nombre d’ite´rations maximal et a` 5 heures (18000 secondes) le temps d’exe´cution maximal.
Le choix des valeurs des constantes de l’e´tape 0 des heuristiques est inspire´ de Colson et al.
[19].
Les re´sultats nume´riques pre´sentent la moyenne sur 10 instances et sont pre´sente´s sous la
forme suivante.
EXACT-1 EXACT-2 Heuristique
#OD %t Cpu Gap BGap #it NbCoupe Nopt Cpu Gap #it NbCoupe Nopt Cpu Cpu* Gap Nbpoint Nopt
La colonne Gap de EXACT-1 correspond a` l’erreur relative (en %) fournie par cette me´thode
tandis que BGap est l’erreur relative de la solution fournie par EXACT-1 en utilisant plutoˆt
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la borne supe´rieure de EXACT-2 car elle est de meilleure qualite´. La colonne Cpu* repre´sente
le temps requis par l’heuristique pour trouver la meilleure solution.
Re´sultats nume´riques obtenus avec l’e´lasticite´ constante Lorsque l’e´lasticite´ est
constante, la fonction dk(Uk)Uk est convexe sur l’intervalle des valeurs de Uk tandis que
la fonction dk

∑
a∈p0
k
ca + Γk

Γk est pseudo-concave sur l’intervalle des valeurs de Γk.
Les re´sultats nume´riques sont reporte´s aux tableaux 3.1, 3.2, 3.3, 3.4.
E´lasticite´ constante : βk = 2 pour tout k
EXACT-1 EXACT-2 Heuristique-1 Heuristique-2
#OD %t Cpu Gap BGap #it NbCoupe Nopt Cpu Gap #it NbCoupe Nopt Cpu Cpu* Gap Nbpoint Nopt Cpu Cpu* Gap Nbpoint Nopt
5 10 0.38 0.15 0.01 5.10 0.00 0 0.01 0.01 1.00 0.00 0 29.37 1.27 0.01 100.00 0 47.64 1.64 0.01 100.00 0
5 15 0.77 0.07 0.01 5.10 0.10 0 0.02 0.01 1.10 0.00 0 26.11 0.77 0.01 100.00 0 62.73 1.30 0.01 100.00 0
5 20 2.75 0.13 0.01 7.20 0.00 0 0.04 0.01 1.20 0.00 0 55.09 2.61 0.01 100.00 0 144.82 14.24 0.01 100.00 0
10 10 12.56 0.11 0.01 6.80 0.20 0 0.04 0.01 1.10 0.00 0 52.28 0.69 0.01 100.00 0 55.10 5.46 0.01 100.00 0
10 15 44.35 0.12 0.01 7.60 0.40 0 0.05 0.01 1.00 0.00 0 73.61 4.98 0.01 100.00 0 106.19 4.98 0.01 100.00 0
10 20 54.97 0.10 0.01 9.20 0.10 0 0.07 0.01 1.20 0.00 0 106.49 3.18 0.01 100.00 0 164.25 19.61 0.01 100.00 0
15 10 208.01 0.14 0.01 8.00 0.20 0 0.09 0.01 1.10 0.00 0 105.71 6.74 0.01 100.00 0 137.25 4.89 0.02 100.00 0
15 15 3270.81 0.16 0.01 7.78 0.33 1 0.12 0.01 1.20 0.00 0 138.51 3.18 0.01 100.00 0 121.13 18.18 0.01 100.00 0
15 20 4619.88 0.12 0.02 9.50 0.70 2 0.15 0.02 1.10 0.00 0 203.93 5.18 0.02 100.00 0 209.14 45.77 0.02 100.00 0
20 10 2521.05 0.12 0.02 9.67 0.33 1 0.12 0.02 1.00 0.00 0 150.79 2.46 0.02 100.00 0 135.16 21.62 0.04 100.00 0
20 15 4272.44 0.26 0.01 8.67 0.33 1 0.21 0.02 1.30 0.00 0 211.46 8.06 0.01 100.00 0 166.52 23.03 0.01 100.00 0
20 20 8888.55 0.33 0.02 7.60 0.30 4 0.26 0.02 1.10 0.00 0 325.25 11.92 0.02 100.00 0 244.34 61.66 0.02 100.00 0
30 10 8200.15 0.59 0.02 8.33 0.33 4 0.50 0.02 1.44 0.00 0 452.90 10.19 0.02 100.00 0 272.73 29.57 0.02 100.00 0
30 15 11789.25 2.12 0.03 5.50 0.70 6 0.52 0.02 1.30 0.00 0 438.14 28.58 0.02 100.00 0 234.94 50.64 0.02 100.00 0
30 20 15232.17 10.33 0.52 4.20 0.40 8 1.33 0.02 1.40 0.00 0 829.34 99.00 0.03 100.00 0 298.35 41.23 0.03 100.00 0
40 10 0.98 0.02 1.50 0.12 0 972.33 106.58 0.02 100.00 0 162.45 24.15 0.02 100.00 0
40 15 2.25 0.02 1.50 0.00 0 1113.72 70.59 0.01 100.00 0 277.37 45.15 0.02 100.00 0
40 20 4.15 0.02 1.40 0.00 0 2230.60 168.39 0.02 100.00 0 469.44 118.45 0.02 100.00 0
50 10 4.39 0.02 1.62 0.00 0 1859.35 263.48 0.02 100.00 0 197.76 41.35 0.02 100.00 0
50 15 11.08 0.02 1.40 0.00 0 2849.59 505.66 0.02 100.00 0 407.08 76.19 0.02 100.00 0
50 20 34.00 0.02 1.60 0.00 0 6406.24 666.41 0.02 97.30 2 825.77 283.36 0.03 100.00 0
60 10 13.64 0.02 1.62 0.12 0 2703.00 450.24 0.02 100.00 0 239.35 38.53 0.02 100.00 0
60 15 79.19 0.02 1.60 0.00 0 6154.19 864.87 0.02 97.40 1 618.76 62.92 0.04 100.00 0
60 20 88.22 0.02 2.00 0.11 0 10860.56 1207.60 0.01 90.56 3 2314.47 643.56 0.03 100.00 0
E´lasticite´ constante : βk = 5 pour tout k
EXACT-1 EXACT-2 Heuristique-1 Heuristique-2
#OD %t Cpu Gap BGap #it NbCoupe Nopt Cpu Gap #it NbCoupe Nopt Cpu Cpu* Gap Nbpoint Nopt Cpu Cpu* Gap Nbpoint Nopt
5 10 13.79 0.12 0.02 17.60 0.30 0 0.03 0.02 1.20 0.00 0 16.48 0.15 0.01 100.00 0 80.81 3.62 0.02 100.00 0
5 15 20.74 0.15 0.02 17.80 0.40 0 0.03 0.02 1.10 0.00 0 19.74 0.17 0.02 100.00 0 132.29 8.46 0.02 100.00 0
5 20 79.26 0.08 0.01 18.80 0.30 0 0.05 0.01 1.30 0.00 0 32.72 0.24 0.01 100.00 0 104.82 4.38 0.01 100.00 0
10 10 7336.23 0.13 0.02 18.90 0.90 3 0.07 0.02 1.20 0.00 0 40.91 0.28 0.02 100.00 0 129.87 24.03 0.02 100.00 0
10 15 12895.36 0.56 0.02 16.80 0.70 6 0.08 0.02 1.20 0.00 0 51.94 0.35 0.01 100.00 0 133.45 27.69 0.01 100.00 0
10 20 15094.00 0.42 0.01 16.90 1.20 7 0.09 0.01 1.30 0.00 0 62.46 0.39 0.01 100.00 0 140.23 44.84 0.11 100.00 0
15 10 18032.84 2.55 0.02 12.10 2.30 10 0.10 0.02 1.20 0.00 0 71.97 0.94 0.02 100.00 0 126.21 10.79 0.02 100.00 0
15 15 18034.24 10.09 0.02 8.40 1.70 10 0.12 0.02 1.20 0.00 0 92.60 0.58 0.02 100.00 0 142.26 25.22 0.02 100.00 0
15 20 18027.34 11.18 0.01 7.90 0.80 10 0.13 0.01 1.30 0.00 0 114.71 0.61 0.01 100.00 0 160.55 45.49 0.01 100.00 0
20 10 18035.24 26.12 0.02 7.12 2.12 8 0.17 0.02 1.33 0.00 0 106.95 1.63 0.01 100.00 0 117.82 35.91 0.01 100.00 0
20 15 18052.74 47.97 0.02 4.50 1.00 10 0.23 0.01 1.40 0.00 0 152.88 0.87 0.01 100.00 0 144.02 17.61 0.01 100.00 0
20 20 18043.41 66.70 0.09 3.90 0.20 10 0.21 0.02 1.30 0.00 0 192.93 2.04 0.02 100.00 0 184.93 52.50 0.02 100.00 0
30 10 0.31 0.01 1.44 0.11 0 208.18 1.34 0.01 100.00 0 121.22 37.94 0.01 100.00 0
30 15 0.51 0.01 1.40 0.00 0 414.05 51.52 0.01 100.00 0 143.73 23.59 0.01 100.00 0
30 20 0.60 0.01 1.40 0.10 0 579.01 4.61 0.01 100.00 0 185.20 56.77 0.01 100.00 0
40 10 0.51 0.01 1.38 0.00 0 357.27 2.01 0.01 100.00 0 158.82 45.48 0.01 100.00 0
40 15 0.89 0.02 1.30 0.10 0 893.52 87.26 0.01 100.00 0 173.65 63.38 0.01 100.00 0
40 20 1.38 0.02 1.40 0.20 0 1834.97 30.12 0.01 100.00 0 210.28 81.32 0.01 100.00 0
50 10 0.67 0.01 1.25 0.00 0 657.25 5.79 0.01 100.00 0 154.11 63.38 0.01 100.00 0
50 15 1.45 0.02 1.10 0.10 0 3724.82 142.01 0.01 93.20 1 202.48 65.16 0.01 100.00 0
50 20 2.53 0.02 1.40 0.30 0 6749.98 74.47 0.01 84.70 2 273.14 111.37 0.01 100.00 0
60 10 1.60 0.01 1.25 0.00 0 743.35 66.78 0.01 100.00 0 79.18 36.40 0.02 100.00 0
60 15 4.06 0.02 1.20 0.10 0 4345.20 244.73 0.01 100.00 0 255.35 83.31 0.02 100.00 0
60 20 16.54 0.02 1.33 0.22 0 8644.77 18.63 0.01 87.67 3 398.89 97.11 0.01 100.00 0
Tableau 3.1 Re´seaux DMS : re´sultats obtenus avec demande non line´aire (e´lasticite´
constante)
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E´lasticite´ constante : βk = 2 pour tout k
EXACT-1 EXACT-2 Heuristique-1 Heuristique-2
#OD %t Cpu Gap BGap #it NbCoupe Nopt Cpu Gap #it NbCoupe Nopt Cpu Cpu* Gap Nbpoint Nopt Cpu Cpu* Gap Nbpoint Nopt
5 10 0.12 0.05 0.00 2.30 0.00 0 0.03 0.00 1.00 0.00 0 21.11 0.34 0.00 100.00 0 13.41 0.14 0.00 100.00 0
5 15 0.10 0.02 0.00 1.90 0.00 0 0.04 0.00 1.00 0.00 0 16.53 0.19 0.00 100.00 0 6.74 2.62 0.00 100.00 0
5 20 0.10 0.04 0.00 1.50 0.00 0 0.06 0.00 1.00 0.00 0 17.73 0.50 0.00 100.00 0 6.01 0.13 0.00 100.00 0
10 10 0.45 0.07 0.00 3.70 0.00 0 0.06 0.00 1.00 0.00 0 31.61 0.97 0.00 100.00 0 31.05 0.55 0.00 100.00 0
10 15 1.24 0.08 0.00 4.10 0.10 0 0.08 0.00 1.00 0.00 0 46.00 5.88 0.00 100.00 0 46.35 9.85 0.00 100.00 0
10 20 1.61 0.06 0.01 3.40 0.10 0 0.13 0.01 1.00 0.00 0 50.50 17.03 0.01 100.00 0 41.03 0.57 0.01 100.00 0
15 10 3.48 0.10 0.00 4.10 0.00 0 0.10 0.00 1.00 0.00 0 41.07 2.97 0.00 100.00 0 58.43 6.37 0.00 100.00 0
15 15 39.58 0.12 0.00 4.50 0.00 0 0.17 0.00 1.10 0.00 0 69.61 11.36 0.00 100.00 0 127.32 20.22 0.00 100.00 0
15 20 33.42 0.13 0.01 4.90 0.00 0 0.41 0.01 1.00 0.00 0 116.73 44.33 0.01 100.00 0 198.70 94.02 0.01 100.00 0
20 10 63.19 0.13 0.01 4.60 0.10 0 0.20 0.01 1.00 0.00 0 60.66 12.90 0.01 100.00 0 79.95 20.39 0.01 100.00 0
20 15 616.36 0.14 0.01 5.60 0.10 0 0.39 0.01 1.10 0.00 0 115.96 25.52 0.01 100.00 0 157.70 59.33 0.01 100.00 0
20 20 4119.27 0.12 0.01 6.70 0.30 1 0.88 0.01 1.10 0.00 0 235.09 61.21 0.01 100.00 0 884.42 497.64 0.01 100.00 0
30 10 5801.38 0.21 0.03 5.30 0.00 2 0.83 0.01 1.00 0.00 0 116.76 50.86 0.02 100.00 0 352.29 49.11 0.01 100.00 0
30 15 13113.22 0.98 0.01 3.20 0.10 7 1.72 0.01 1.10 0.00 0 321.73 98.96 0.01 100.00 0 1510.11 135.49 0.01 100.00 0
30 20 18042.24 8.82 0.43 2.00 0.00 10 11.86 0.01 1.00 0.00 0 757.38 170.77 0.02 100.00 0 807.08 290.03 0.01 100.00 0
40 10 1.61 0.02 1.00 0.00 0 196.18 71.42 0.12 100.00 0 521.22 162.88 0.02 100.00 0
40 15 3.97 0.01 1.10 0.00 0 618.64 139.08 0.01 100.00 0 786.00 403.92 0.01 100.00 0
40 20 194.58 0.02 1.20 0.00 0 1425.05 597.46 0.02 100.00 0 1601.48 785.64 0.02 100.00 0
50 10 5.76 0.02 1.10 0.00 0 351.87 201.27 0.12 100.00 0 395.37 113.93 0.02 100.00 0
50 15 11.18 0.02 1.10 0.00 0 1310.84 572.23 0.02 100.00 0 4790.17 1344.74 0.02 96.10 1
50 20 251.33 0.02 1.10 0.00 0 5185.12 2921.90 0.08 91.30 1 4133.02 433.44 0.02 100.00 0
60 10 23.86 0.02 1.10 0.00 0 885.65 259.71 0.07 100.00 0 3355.94 489.25 0.03 100.00 0
60 15 156.33 0.02 1.30 0.00 0 5246.01 1712.39 0.02 93.10 2 6279.02 4193.25 0.11 80.10 2
60 20 4223.88 0.16 1.20 0.00 2 8627.35 5952.74 0.40 75.60 3 8881.02 4853.96 0.28 80.50 3
E´lasticite´ constante : βk = 5 pour tout k
EXACT-1 EXACT-2 Heuristique-1 Heuristique-2
#OD %t Cpu Gap BGap #it NbCoupe Nopt Cpu Gap #it NbCoupe Nopt Cpu Cpu* Gap Nbpoint Nopt Cpu Cpu* Gap Nbpoint Nopt
5 10 1.71 0.13 0.01 12.20 0.10 0 0.02 0.01 1.10 0.00 0 37.42 0.80 0.01 100.00 0 50.01 12.62 0.01 100.00 0
5 15 4.25 0.22 0.02 12.90 0.40 0 0.03 0.02 1.00 0.00 0 44.96 1.50 0.02 100.00 0 60.75 5.94 0.02 100.00 0
5 20 51.96 0.21 0.02 14.10 0.10 0 0.05 0.02 1.00 0.00 0 48.96 0.49 0.02 100.00 0 75.98 10.77 0.02 100.00 0
10 10 422.16 0.15 0.01 14.70 0.50 0 0.05 0.01 1.00 0.00 0 54.57 5.10 0.01 100.00 0 73.95 27.95 0.01 100.00 0
10 15 7943.96 0.34 0.01 13.00 1.30 3 0.07 0.01 1.20 0.00 0 58.83 3.41 0.01 100.00 0 82.96 21.73 0.01 100.00 0
10 20 14650.40 0.85 0.01 12.80 0.30 7 0.09 0.01 1.00 0.00 0 67.23 0.63 0.01 100.00 0 117.32 24.08 0.01 100.00 0
15 10 12184.50 1.29 0.02 11.10 0.50 5 0.07 0.02 1.00 0.00 0 65.15 5.89 0.02 100.00 0 91.03 24.67 0.02 100.00 0
15 15 16389.67 8.91 0.02 5.90 1.30 9 0.13 0.02 1.20 0.00 0 79.90 11.51 0.02 100.00 0 115.55 62.68 0.02 100.00 0
15 20 18035.27 18.20 0.04 3.90 0.20 10 0.18 0.02 1.00 0.00 0 100.16 6.36 0.02 100.00 0 166.63 54.69 0.02 100.00 0
20 10 18021.77 10.73 0.09 5.11 0.56 9 0.15 0.02 1.10 0.00 0 81.65 11.35 0.02 100.00 0 114.47 33.00 0.02 100.00 0
20 15 18041.55 34.39 0.06 2.86 0.43 7 0.21 0.02 1.10 0.00 0 104.16 7.01 0.02 100.00 0 153.96 41.94 0.02 100.00 0
20 20 18055.79 111.42 0.13 1.78 0.11 9 0.30 0.02 1.00 0.00 0 143.31 6.11 0.02 100.00 0 213.67 43.24 0.03 100.00 0
30 10 0.42 0.02 1.20 0.00 0 123.79 22.16 0.02 100.00 0 154.60 63.01 0.03 100.00 0
30 15 0.81 0.02 1.20 0.00 0 189.81 17.55 0.02 100.00 0 239.76 107.66 0.03 100.00 0
30 20 1.64 0.02 1.10 0.00 0 442.13 30.53 0.02 100.00 0 411.55 158.36 0.02 100.00 0
40 10 0.81 0.02 1.20 0.00 0 170.25 36.70 0.02 100.00 0 194.62 81.32 0.02 100.00 0
40 15 2.20 0.03 1.20 0.00 0 322.00 21.66 0.03 100.00 0 323.84 113.09 0.04 100.00 0
40 20 3.60 0.02 1.20 0.00 0 838.73 43.82 0.02 100.00 0 565.98 166.61 0.05 100.00 0
50 10 4.87 0.02 1.50 0.00 0 254.61 57.26 0.02 100.00 0 235.31 99.33 0.03 100.00 0
50 15 7.13 0.02 1.40 0.00 0 469.09 47.43 0.02 100.00 0 388.04 116.42 0.05 100.00 0
50 20 9.11 0.02 1.10 0.00 0 2996.82 86.87 0.02 99.80 1 719.92 236.42 0.05 100.00 0
60 10 5.14 0.02 1.40 0.00 0 427.31 102.32 0.02 100.00 0 478.30 257.95 0.07 100.00 0
60 15 44.47 0.03 1.50 0.00 0 940.80 227.31 0.03 100.00 0 696.15 304.64 0.04 100.00 0
60 20 22.95 0.02 1.40 0.00 0 3587.58 56.15 0.02 100.00 0 1154.57 447.13 0.04 100.00 0
Tableau 3.2 Re´seaux Delaunay : re´sultats obtenus avec demande non line´aire (e´lasticite´
constante)
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E´lasticite´ constante : βk = 2 pour tout k
EXACT-1 EXACT-2 Heuristique-1 Heuristique-2
#OD %t Cpu Gap BGap #it NbCoupe Nopt Cpu Gap #it NbCoupe Nopt Cpu Cpu* Gap Nbpoint Nopt Cpu Cpu* Gap Nbpoint Nopt
5 10 0.15 0.11 0.01 2.40 0.10 0 0.04 0.01 1.00 0.00 0 17.57 0.19 0.01 100.00 0 8.34 0.10 0.01 100.00 0
5 15 6.48 0.16 0.02 5.40 0.10 0 0.09 0.02 1.00 0.00 0 59.67 2.37 0.02 100.00 0 57.76 1.60 0.02 100.00 0
5 20 8.61 0.12 0.02 6.40 0.00 0 0.11 0.02 1.00 0.00 0 68.42 1.13 0.04 100.00 0 60.69 6.84 0.02 100.00 0
10 10 9.28 0.12 0.01 5.30 0.00 0 0.12 0.01 1.10 0.00 0 48.33 1.49 0.01 100.00 0 45.42 1.14 0.01 100.00 0
10 15 892.39 0.14 0.03 7.60 0.50 0 0.41 0.03 1.00 0.00 0 136.23 44.15 0.03 100.00 0 176.89 87.19 0.03 100.00 0
10 20 5775.89 0.13 0.02 8.20 0.90 3 0.67 0.02 1.10 0.00 0 145.86 39.08 0.02 100.00 0 962.37 450.27 0.02 100.00 0
15 10 126.82 0.11 0.01 6.50 0.10 0 0.29 0.01 1.40 0.00 0 64.97 3.96 0.01 100.00 0 52.25 21.29 0.01 100.00 0
15 15 12278.36 1.16 0.02 7.70 1.30 6 1.34 0.01 1.20 0.00 0 224.74 67.65 0.05 100.00 0 258.17 127.45 0.01 100.00 0
15 20 16040.93 11.65 0.44 5.67 0.67 8 2.58 0.01 1.40 0.00 0 282.88 106.65 0.18 100.00 0 283.66 147.39 0.04 100.00 0
20 10 3238.98 0.12 0.02 6.50 0.30 1 0.43 0.02 1.20 0.00 0 90.84 15.08 0.02 100.00 0 59.53 26.40 0.02 100.00 0
20 15 15390.11 27.23 0.13 5.30 0.60 8 2.29 0.03 1.10 0.00 0 315.87 121.79 0.08 100.00 0 306.02 169.27 0.09 100.00 0
20 20 16258.80 20.82 0.55 4.40 0.60 9 6.14 0.02 1.30 0.00 0 389.31 119.35 0.02 100.00 0 393.15 231.70 0.02 100.00 0
30 10 1.43 0.02 1.30 0.00 0 153.15 36.44 0.05 100.00 0 127.82 28.65 0.02 100.00 0
30 15 128.80 0.02 1.60 0.20 0 462.78 145.78 0.03 100.00 0 447.46 125.49 0.02 100.00 0
30 20 24.83 0.02 1.40 0.00 0 576.10 286.41 0.02 100.00 0 655.96 378.10 0.03 100.00 0
40 10 3.63 0.02 1.70 0.00 0 227.44 92.82 0.02 100.00 0 569.86 76.94 0.08 100.00 0
40 15 2134.67 0.02 1.70 0.30 0 710.55 374.43 0.01 100.00 0 650.91 246.97 0.01 100.00 0
40 20 367.21 0.02 1.50 0.00 0 934.00 568.75 0.02 100.00 0 1327.88 546.50 0.02 100.00 0
50 10 8.90 0.02 1.60 0.00 0 315.33 117.29 0.08 100.00 0 790.17 129.08 0.04 100.00 0
50 15 4926.99 0.08 1.40 0.00 1 1356.44 744.32 0.09 100.00 0 988.64 489.31 0.08 100.00 0
50 20 1931.42 0.07 1.50 0.00 1 1715.03 444.25 0.07 100.00 0 1117.40 576.49 0.08 100.00 0
60 10 76.94 0.01 1.90 0.10 0 638.95 94.27 0.07 100.00 0 510.74 169.19 0.07 100.00 0
60 15 10294.02 0.12 1.70 0.10 3 2606.29 1272.81 0.12 100.00 0 1798.21 577.59 0.12 100.00 0
60 20 5112.01 0.07 1.50 0.00 1 2996.06 1061.41 0.10 100.00 0 2345.53 580.36 0.07 100.00 0
E´lasticite´ constante : βk = 5 pour tout k
EXACT-1 EXACT-2 Heuristique-1 Heuristique-2
#OD %t Cpu Gap BGap #it NbCoupe Nopt Cpu Gap #it NbCoupe Nopt Cpu Cpu* Gap Nbpoint Nopt Cpu Cpu* Gap Nbpoint Nopt
5 10 22.60 0.12 0.01 11.00 0.50 0 0.03 0.01 1.30 0.00 0 35.49 0.37 0.01 100.00 0 36.31 2.50 0.01 100.00 0
5 15 123.65 0.10 0.01 17.30 0.40 0 0.08 0.01 1.30 0.00 0 53.45 0.55 0.01 100.00 0 76.41 12.74 0.01 100.00 0
5 20 219.08 0.06 0.01 18.90 0.50 0 0.11 0.01 1.20 0.00 0 59.60 5.45 0.01 100.00 0 91.53 13.82 0.01 100.00 0
10 10 9159.79 0.61 0.02 12.90 0.90 5 0.09 0.02 1.30 0.00 0 55.48 3.63 0.02 100.00 0 68.99 15.79 0.02 100.00 0
10 15 17278.46 2.36 0.02 12.10 2.10 9 0.16 0.02 1.10 0.00 0 86.02 9.82 0.02 100.00 0 133.49 49.17 0.02 100.00 0
10 20 14729.32 14.58 0.02 12.00 2.20 8 0.23 0.02 1.20 0.00 0 97.24 4.94 0.02 100.00 0 149.93 40.22 0.02 100.00 0
15 10 18037.27 24.56 0.02 8.56 2.00 9 0.25 0.02 1.50 0.00 0 76.23 15.09 0.02 100.00 0 94.62 23.38 0.02 100.00 0
15 15 18029.09 52.22 0.06 6.70 1.50 10 0.45 0.02 1.30 0.00 0 115.11 5.63 0.02 100.00 0 165.37 62.78 0.02 100.00 0
15 20 18043.72 209.53 0.01 4.80 1.20 10 0.44 0.01 1.10 0.00 0 137.00 6.17 0.01 100.00 0 202.02 87.53 0.01 100.00 0
20 10 16055.63 159.94 0.70 4.22 0.89 8 0.47 0.01 1.50 0.00 0 92.02 9.05 0.01 100.00 0 116.60 23.41 0.01 100.00 0
20 15 18043.58 254.33 0.19 3.40 0.60 10 0.60 0.02 1.10 0.00 0 136.62 4.18 0.02 100.00 0 196.99 73.92 0.02 100.00 0
20 20 18039.71 289.85 0.01 2.90 0.50 10 0.75 0.01 1.10 0.00 0 171.19 6.32 0.01 100.00 0 239.28 101.12 0.01 100.00 0
30 10 0.82 0.01 1.30 0.00 0 110.89 12.11 0.01 100.00 0 131.81 31.78 0.01 100.00 0
30 15 1.35 0.02 1.10 0.00 0 203.61 25.61 0.02 100.00 0 270.55 165.84 0.02 100.00 0
30 20 2.91 0.01 1.00 0.00 0 267.38 41.78 0.01 100.00 0 341.17 119.48 0.01 100.00 0
40 10 1.24 0.01 1.22 0.00 0 133.44 46.35 0.01 100.00 0 159.98 36.69 0.01 100.00 0
40 15 3.44 0.02 1.30 0.00 0 283.56 30.96 0.02 100.00 0 334.11 205.45 0.02 100.00 0
40 20 192.30 0.02 1.10 0.10 0 460.35 103.83 0.01 100.00 0 424.39 191.06 0.01 100.00 0
50 10 2.89 0.01 1.44 0.00 0 132.03 32.95 0.01 100.00 0 164.92 84.51 0.01 100.00 0
50 15 5.83 0.02 1.30 0.00 0 373.85 13.10 0.02 100.00 0 328.22 149.74 0.02 100.00 0
50 20 1994.15 0.03 1.10 0.00 1 617.48 89.91 0.02 100.00 0 414.16 205.16 0.03 100.00 0
60 10 8.14 0.01 1.56 0.00 0 270.29 65.92 0.01 100.00 0 394.91 138.06 0.01 100.00 0
60 15 57.48 0.02 1.30 0.00 0 480.09 73.05 0.02 100.00 0 648.31 147.71 0.02 100.00 0
60 20 1818.08 0.05 1.00 0.00 1 2591.01 968.67 0.04 97.40 1 812.98 446.66 0.04 100.00 0
Tableau 3.3 Re´seaux Vorono¨ı : re´sultats obtenus avec demande non line´aire (e´lasticite´
constante)
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E´lasticite´ constante : βk = 2 pour tout k
EXACT-1 EXACT-2 Heuristique-1 Heuristique-2
#OD %t Cpu Gap BGap #it NbCoupe Nopt Cpu Gap #it NbCoupe Nopt Cpu Cpu* Gap Nbpoint Nopt Cpu Cpu* Gap Nbpoint Nopt
5 10 0.57 0.07 0.01 4.10 0.00 0 0.03 0.01 1.00 0.00 0 24.26 0.46 0.01 100.00 0 16.28 0.23 0.01 100.00 0
5 15 0.31 0.07 0.00 2.90 0.00 0 0.03 0.00 1.00 0.00 0 18.12 0.53 0.00 100.00 0 11.25 0.23 0.00 100.00 0
5 20 0.70 0.15 0.01 3.60 0.10 0 0.09 0.01 1.00 0.00 0 47.92 3.77 0.01 100.00 0 43.14 1.85 0.01 100.00 0
10 10 1804.09 0.13 0.01 4.30 0.10 1 0.15 0.01 1.10 0.00 0 69.32 1.28 0.01 100.00 0 42.01 7.33 0.01 100.00 0
10 15 5.08 0.13 0.01 2.90 0.00 0 0.16 0.01 1.00 0.00 0 49.61 3.06 0.01 100.00 0 30.83 0.30 0.01 100.00 0
10 20 50.61 0.12 0.01 2.90 0.30 0 0.62 0.01 1.00 0.00 0 176.08 21.16 0.01 100.00 0 248.59 4.87 0.01 100.00 0
15 10 3597.32 0.38 0.01 3.00 0.00 1 0.38 0.01 1.20 0.00 0 109.93 12.46 0.01 100.00 0 44.92 7.24 0.01 100.00 0
15 15 2089.01 0.26 0.01 3.10 0.00 1 0.80 0.01 1.00 0.00 0 166.19 12.53 0.01 100.00 0 133.85 3.64 0.01 100.00 0
15 20 4703.20 0.70 0.51 2.50 0.10 2 21.40 0.01 1.22 0.00 0 1049.98 249.79 0.01 100.00 0 946.05 119.88 0.01 100.00 0
20 10 5438.81 0.83 0.07 3.10 0.10 2 1.03 0.01 1.30 0.00 0 189.59 16.24 0.01 100.00 0 1709.05 16.36 0.01 100.00 0
20 15 9961.05 1.42 0.27 3.00 0.00 5 9.40 0.02 1.10 0.00 0 755.46 158.23 0.02 100.00 0 1650.62 51.94 0.02 100.00 0
20 20 16923.73 2.06 0.20 2.30 0.00 9 20.68 0.02 1.10 0.10 0 3105.40 608.12 0.02 100.00 0 5463.10 76.06 0.02 94.90 1
30 10 8.63 0.02 1.30 0.10 0 720.35 58.36 0.02 100.00 0 2079.41 10.40 0.02 100.00 0
30 15 1925.09 0.12 1.10 0.00 1 5240.64 1699.47 0.12 90.00 2 9455.91 2194.24 0.30 68.50 5
30 20 3221.91 0.06 1.33 0.11 1 14141.72 1828.52 0.06 75.22 6 13699.33 2402.74 0.06 67.67 5
40 10 26.36 0.02 1.30 0.00 0 2998.20 75.38 0.02 100.00 0 1240.39 106.42 0.02 100.00 0
40 15 2513.65 0.50 1.20 0.00 1 8866.29 2420.29 0.50 76.90 4 12960.83 2167.11 0.51 54.90 7
40 20 9218.17 0.43 1.30 0.20 4 12901.23 2813.17 9.37 61.60 6 14875.46 6529.75 1.34 32.10 8
50 10 587.33 0.02 1.40 0.00 0 3638.73 187.81 0.02 95.90 1 6361.89 2004.89 0.02 81.70 3
50 15 5461.12 0.72 1.00 0.00 2 10195.19 1804.39 0.79 71.10 5 11598.20 3763.94 0.75 59.00 6
50 20 11247.16 1.92 1.20 0.10 6 16889.02 6321.62 2.34 39.70 9 16366.29 10639.03 4.05 20.71 6
60 10 2160.24 0.05 1.20 0.00 1 7506.69 498.68 0.05 91.00 2 4624.95 161.39 0.05 91.30 1
60 15 7291.98 1.16 1.10 0.00 4 11271.94 1881.07 1.22 64.40 5 15115.26 3466.99 1.17 43.20 7
60 20 10799.20 1.94 1.20 0.10 5 17283.63 9417.01 2.04 36.80 9 17380.85 11583.49 4.43 30.57 6
E´lasticite´ constante : βk = 5 pour tout k
EXACT-1 EXACT-2 Heuristique-1 Heuristique-2
#OD %t Cpu Gap BGap #it NbCoupe Nopt Cpu Gap #it NbCoupe Nopt Cpu Cpu* Gap Nbpoint Nopt Cpu Cpu* Gap Nbpoint Nopt
5 10 8.81 0.17 0.02 11.30 0.20 0 0.03 0.02 1.00 0.00 0 43.23 0.42 0.02 100.00 0 150.87 17.06 0.02 100.00 0
5 15 33.88 0.18 0.01 11.40 0.30 0 0.04 0.01 1.10 0.00 0 45.38 2.66 0.01 100.00 0 203.15 18.50 0.01 100.00 0
5 20 405.51 0.15 0.01 15.40 0.70 0 0.14 0.01 1.30 0.00 0 77.22 2.25 0.01 100.00 0 239.55 3.52 0.01 100.00 0
10 10 6702.81 0.40 0.02 10.60 0.70 3 0.11 0.02 1.10 0.00 0 77.36 4.35 0.02 100.00 0 205.25 34.37 0.02 100.00 0
10 15 6808.36 0.40 0.01 11.10 0.60 3 0.13 0.01 1.30 0.00 0 91.72 4.72 0.01 100.00 0 279.57 45.90 0.01 100.00 0
10 20 16757.74 3.08 0.03 9.50 1.40 9 0.40 0.03 1.10 0.00 0 246.00 25.13 0.03 100.00 0 407.69 70.03 0.03 100.00 0
15 10 10574.93 4.11 0.23 7.70 0.70 5 0.33 0.01 1.30 0.00 0 129.68 6.30 0.01 100.00 0 224.75 69.93 0.01 100.00 0
15 15 13561.59 8.29 0.14 4.70 0.30 6 0.39 0.01 1.30 0.00 0 191.74 5.63 0.01 100.00 0 367.10 18.63 0.01 100.00 0
15 20 18025.79 40.25 0.20 2.80 0.50 10 1.42 0.02 1.30 0.00 0 842.41 76.84 0.05 100.00 0 593.10 185.79 0.02 100.00 0
20 10 12719.56 27.54 1.02 4.60 0.70 7 1.19 0.02 1.20 0.00 0 219.39 20.44 0.02 100.00 0 301.46 70.13 0.02 100.00 0
20 15 16357.73 30.37 0.56 4.00 0.00 8 0.83 0.02 1.30 0.00 0 458.59 47.02 0.02 100.00 0 1268.43 234.29 0.02 100.00 0
20 20 18032.64 113.01 0.71 1.40 0.20 10 3.60 0.02 1.40 0.00 0 1856.79 103.40 0.02 100.00 0 995.28 264.43 0.02 100.00 0
30 10 4.34 0.02 1.40 0.00 0 563.93 24.36 0.02 100.00 0 538.00 128.84 0.03 100.00 0
30 15 6.27 0.01 1.50 0.00 0 2703.97 24.63 0.01 100.00 0 1812.20 478.19 0.02 100.00 0
30 20 9.99 0.02 1.20 0.00 0 8348.38 293.05 0.02 98.90 2 1941.25 569.42 0.02 100.00 0
40 10 36.13 0.02 1.40 0.10 0 1119.78 131.81 0.02 100.00 0 1111.80 450.36 0.02 100.00 0
40 15 10.35 0.02 1.50 0.00 0 5166.30 239.38 0.02 97.00 1 2542.19 428.79 0.02 100.00 0
40 20 23.29 0.02 1.40 0.00 0 11755.06 92.61 0.02 85.70 5 4006.77 1014.38 0.02 100.00 0
50 10 17.58 0.02 1.50 0.00 0 2261.71 219.67 0.02 100.00 0 1479.02 317.44 0.02 100.00 0
50 15 21.21 0.02 1.50 0.00 0 7797.47 859.49 0.02 92.70 2 4118.06 1294.39 0.02 100.00 0
50 20 50.57 0.02 1.50 0.00 0 14839.19 818.34 0.02 65.90 7 7025.12 2666.49 0.03 93.00 2
60 10 65.05 0.02 1.50 0.00 0 4989.12 363.14 0.02 98.20 1 2269.62 243.02 0.02 100.00 1
60 15 41.89 0.02 1.30 0.00 0 9584.71 269.96 0.02 89.30 3 2725.54 601.95 0.02 100.00 0
60 20 106.80 0.01 1.60 0.10 0 14973.62 779.87 0.01 62.22 6 6671.08 1596.54 0.01 97.90 1
Tableau 3.4 Re´seaux Grille : re´sultats obtenus avec demande non line´aire (e´lasticite´
constante)
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Nous commenc¸ons par faire une justification du choix du nombre de points utilise´s pour la
discre´tisation des intervalles des valeurs de Uk et Γk lors des surapproximations (resp. sous-
approximation) des fonctions non line´aires dk(Uk)Uk et dk
(
Γk +
∑
a∈p0
ca
)
Γk (resp. dk(Uk)).
Nous avons teste´ les me´thodes exactes sur quelques instances en utilisant 10, 20 et 30 points
de discre´tisation. Nous avons constate´ qu’avec 10 points, bien qu’a` chaque ite´ration le MIP
provenant des approximations posse´dait moins de variables binaires, le temps de calcul e´tait
le plus e´leve´, ceci duˆ au nombre e´leve´ d’ite´rations. Avec 30 points, le nombre d’ite´rations
e´tait presque similaire a` celui de 20 points cependant son temps de calcul e´tait plus e´leve´
qu’avec 20 points. Nous avons donc de´cide´ de pre´senter les tests nume´riques seulement avec
20 points de discre´tisation sur les intervalles des valeurs de Uk et Γk.
La me´thode EXACT-2 est plus efficace que la me´thode EXACT-1 et ce sur les quatre
re´seaux utilise´s pour les tests nume´riques. La me´thode EXACT-1 trouve ge´ne´ralement une
solution de bonne qualite´ mais sa borne supe´rieure est tre`s mauvaise compare´e a` celle fournie
par EXACT-2 (voir colonne Gap et Bgap de la me´thode EXACT-1). A` titre d’exemple, en
conside´rant βk = 5 et les instances de 20 produits et moins du re´seau Vorono¨ı (resp. Grille),
le temps moyen d’exe´cution, l’erreur relative moyenne et le pourcentage d’instances ayant
atteint le temps maximal avec EXACT-1 est 3 heures 25 minutes, 84.02% et 65.83% (resp. 2
heures 47 minutes, 19% et 50.83%) contre 1 seconde, 0.01% et 0% (resp. 1 seconde, 0.01% et
0%) avec EXACT-2. Notons que pour ces instances, le temps d’exe´cution de EXACT-1 est
4863 (resp. 8) fois celui de EXACT-2 lorsque βk = 2.
Avec la me´thode EXACT-1, la difficulte´ du DNL augmente avec l’e´lasticite´ de la demande.
En fait, la surapproximation de dk(Uk)Uk est plus difficile lorsque l’e´lasticite´ est forte car
l’ensemble des droites par morceaux ajoute´es pour surapproximer dk(Uk)Uk ont des pentes
plus fortes que celles de l’ensemble des droites par morceaux obtenues avec l’e´lasticite´ faible.
A` titre d’illustration, en conside´rant le re´seau Vorono¨ı avec 20 produits et moins, le temps
d’exe´cution moyen, l’erreur relative moyenne et le nombre d’ite´rations moyen de la me´thode
EXACT-1 avec βk = 2 est 1 heure 37 minutes, 5.15% et 5.94 contre 3 heures 25 minutes,
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84.02% et 9.56 avec βk = 5.
Avec EXACT-2, la difficulte´ du DNL augmente lorsque l’e´lasticite´ diminue. En fait, la
me´thode EXACT-2 trouve rapidement une borne infe´rieure de bonne qualite´ au DNL. Lorsque
l’e´lasticite´ est forte, il y a une tre`s grande diffe´rence entre les bornes supe´rieures des nœuds
de l’arbre de branchement. Cependant, la borne supe´rieure de la plupart des nœuds de l’arbre
de branchement est infe´rieure ou e´gale a` la meilleure borne infe´rieure trouve´e, ce qui permet
d’e´laguer ces nœuds et donc d’acce´le´rer la re´solution du DNL. Par contre lorsque l’e´lasticite´
est faible, les bornes supe´rieures des nœuds de l’arbre de branchement ont presque la meˆme
valeur, et cette valeur est supe´rieure a` la valeur de la meilleure borne infe´rieure trouve´e,
ce qui ne permet pas d’e´laguer rapidement les nœuds de l’arbre de branchement et donc
ralentit la re´solution du DNL. A` titre d’exemple, en conside´rant la Grille avec 60 produits,
le temps d’exe´cution moyen, l’erreur relative moyenne et le pourcentage moyen d’instances
ayant atteint le temps maximal obtenus lorsque βk = 2 est 2 heures, 1.05% et 33.33% contre
1 minute, 0.01% et 0% lorsque βk = 5. Pour ces instances, le temps d’exe´cution obtenu avec
βk = 2 est 95 fois celui obtenu avec βk = 5. La me´thode EXACT-2 est tre`s efficace lorsque
l’e´lasticite´ est forte (βk = 5) comme en te´moignent les re´sultats obtenus avec 60 produits
de Vorono¨ı (resp. Grille) ou` le temps moyen d’exe´cution et l’erreur relative moyenne sont 10
minutes et 0.02% (resp. 2 minutes et 0.02%). Elle est e´galement efficace sur les instances de
40 produits et moins lorsque l’e´lasticite´ est faible. Cependant pour les instances de plus de 40
produits, bien que le temps moyen d’exe´cution soit e´leve´, l’erreur relative moyenne demeure
assez bonne. Pour ces instances, nous avons fait recours aux heuristiques.
D’apre`s les re´sultats obtenus des deux heuristiques, nous constatons que le temps de calcul
de l’heuristique 2 est le´ge`rement infe´rieur a` celui de l’heuristique 1. La qualite´ des solutions
fournies par les deux heuristiques est presque la meˆme. Cependant, l’heuristique 1 trouve
rapidement une meilleure solution que l’heuristique 2. De`s lors, nous utiliserons l’heuristique
1 pour faire une comparaison avec la me´thode EXACT-2.
Les heuristiques de´veloppe´es fournissent des solutions de bonne qualite´ avec des temps
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de calcul raisonnables compare´s a` EXACT-2 lorsque l’e´lasticite´ est faible (βk = 2). De plus,
elles trouvent rapidement des solutions de bonne qualite´. A` titre d’exemple, en conside´rant
les instances de Voronoi (resp. Grille) de 60 produits et βk = 2, le temps d’exe´cution moyen
et l’erreur relative moyenne est 1 heure 26 minutes et 1.33% (resp. 2 heures et 1.05%) pour
EXACT-2, 35 minutes et 0.096% (resp. 3 heures 20 minutes et 1.10%) pour l’heuristique 1 et
26 minutes et 0.086% (resp. 3 heures 26 minutes et 1.88%) pour l’heuristique 2. Cependant
pour ces instances de Grille, le temps moyen ou` l’heuristique trouve la meilleure solution est
1 heure pour l’heuristique 1 et 1 heure 24 minutes pour l’heuristique 2. Le rapport du temps
moyen de EXACT-2 et du temps moyen auquel l’heuristique trouve la meilleure solution est
2.66 pour l’heuristique 1 et 1.5 pour l’heuristique 2. Les figures 3.9, 3.11 et 3.10 montrent
l’e´volution de EXACT-2 et de l’heuristique 1.
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Figure 3.9 E´volution de la me´thode EXACT-2 et l’heuristique 1 en fonction du temps d’exe´-
cution sur une instance de Grille ayant 60 produits, 20% d’arcs taxables et βk = 2
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Figure 3.10 E´volution de la me´thode EXACT-2 et l’heuristique en fonction du temps d’exe´-
cution sur une instance de Vorono¨ı ayant 60 produits, 20% d’arcs taxables et βk = 2
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Figure 3.11 E´volution de la me´thode EXACT-2 et l’heuristique en fonction du temps d’exe´-
cution sur une instance de Grille ayant 60 produits, 20% d’arcs taxables et βk = 5
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Le temps de calcul de l’heuristique 2 est en ge´ne´ral infe´rieur a` celui de l’heuristique 1 mais
l’heuristique 1 trouve rapidement une meilleure solution compare´e a` l’heuristique 2. Les
erreurs relatives des deux heuristiques sont quasi-e´gales et sont situe´es en moyenne a` 1%
de la borne supe´rieure de EXACT-2 lorsque βk = 2. Notons e´galement que le temps de calcul
des heuristiques diminue lorsque l’e´lasticite´ augmente.
Re´sultats nume´riques obtenus avec l’e´lasticite´ non constante Lorsque l’e´lasticite´
est non constante, les fonctions dk(Uk)Uk et dk

∑
a∈p0
k
ca + Γk

Γk sont pseudo-concaves sur
l’intervalle de leurs variables respectives. Cependant, la partie convexe de la fonction dk(Uk)Uk
demeure plus large que celle de la fonction dk

∑
a∈p0
k
ca + Γk

Γk. Les me´thodes de´veloppe´es
sont teste´es sur les re´seaux Vorono¨ı et Grille car leurs instances sont plus difficiles que celles
de Didi et Delaunay. Les re´sultats nume´riques sont reporte´s aux tableaux 3.5, 3.6 ci-dessous
ne contiennent que les me´thodes exactes et l’heuristique 1. En fait, nous avons vu dans le
cas de l’e´lasticite´ constante que les deux heuristiques fournissent a` peu pre`s les solutions
de meˆme qualite´ et que l’heuristique 1 trouve rapidement la meilleure solution compare´e a`
l’heuristique 2.
102
E´lasticite´ non constante : βk = 2 pour tout k
EXACT-1 EXACT-2 Heuristique-1
#OD %t Cpu Gap BGap #it NbCoupe Nopt Cpu Gap #it NbCoupe Nopt Cpu Cpu* Gap Nbpoint Nopt
5 10 0.05 0.01 0.01 1.00 0.00 0 0.04 0.01 1.00 0.00 0 13.07 0.88 0.01 100.00 0
5 15 0.12 0.02 0.02 1.00 0.00 0 0.12 0.02 1.10 0.00 0 47.16 1.15 0.02 100.00 0
5 20 0.16 0.01 0.01 1.10 0.00 0 0.16 0.01 1.20 0.00 0 50.65 1.36 0.10 100.00 0
10 10 0.13 0.01 0.01 1.00 0.00 0 0.13 0.01 1.00 0.00 0 32.93 7.24 0.24 100.00 0
10 15 0.60 0.02 0.02 1.10 0.00 0 0.57 0.02 1.10 0.00 0 199.17 5.43 0.05 100.00 0
10 20 6.34 0.02 0.02 1.10 0.00 0 1.48 0.02 1.30 0.00 0 250.40 55.05 0.04 100.00 0
15 10 0.32 0.02 0.01 1.10 0.00 0 0.33 0.01 1.20 0.00 0 59.76 10.06 0.25 100.00 0
15 15 2.28 0.02 0.02 1.20 0.00 0 1.53 0.02 1.20 0.00 0 401.61 67.40 0.04 100.00 0
15 20 29.06 0.02 0.02 1.10 0.00 0 12.26 0.02 1.40 0.00 0 679.75 210.10 0.02 100.00 0
20 10 0.64 0.02 0.01 1.10 0.00 0 0.61 0.01 1.30 0.00 0 87.16 6.42 0.15 100.00 0
20 15 9.78 0.02 0.02 1.30 0.10 0 7.82 0.02 1.40 0.00 0 598.14 83.30 0.23 100.00 0
20 20 58.90 0.02 0.02 1.10 0.00 0 61.50 0.02 1.50 0.00 0 1518.80 237.82 0.13 100.00 0
30 10 2.34 0.02 0.01 1.10 0.00 0 2.63 0.01 1.70 0.00 0 242.88 8.80 0.05 100.00 0
30 15 67.49 0.02 0.02 1.20 0.00 0 46.06 0.02 1.60 0.00 0 1748.63 32.56 0.03 100.00 0
30 20 72.22 0.02 0.02 1.20 0.00 0 95.82 0.02 1.40 0.00 0 2795.26 898.38 0.17 100.00 0
40 10 5.94 0.02 0.01 1.10 0.00 0 6.15 0.01 1.80 0.10 0 461.99 251.90 0.02 100.00 0
40 15 3991.75 0.11 0.02 1.10 0.00 2 2290.37 0.01 2.00 0.00 1 6620.67 1069.92 0.02 100.00 0
40 20 1717.24 0.03 0.02 1.20 0.10 0 1999.05 0.02 1.60 0.00 0 6896.52 2645.82 0.12 98.30 1
50 10 25.92 0.02 0.01 1.10 0.00 0 32.16 0.01 1.70 0.20 0 890.14 129.26 0.03 100.00 0
50 15 6121.54 0.04 0.03 1.10 0.00 2 3995.28 0.06 1.80 0.00 1 11890.04 2119.33 0.13 91.20 2
50 20 7839.40 0.27 0.25 1.10 0.00 4 6965.02 0.28 1.50 0.00 3 11885.40 1491.24 0.31 78.10 5
60 10 93.74 0.01 1.70 0.10 0 1526.63 369.62 0.08 100.00 0
60 15 10059.44 0.62 1.40 0.00 5 15396.97 1623.85 0.63 58.00 7
60 20 11170.89 0.53 1.40 0.00 5 14497.18 2031.04 0.53 52.60 6
E´lasticite´ non constante : βk = 5 pour tout k
EXACT-1 EXACT-2 Heuristique-1
#OD %t Cpu Gap BGap #it NbCoupe Nopt Cpu Gap #it NbCoupe Nopt Cpu Cpu* Gap Nbpoint Nopt
5 10 1.07 0.02 0.01 4.30 0.00 0 0.07 0.01 1.20 0.00 0 25.76 0.30 0.01 100.00 0
5 15 54.28 0.03 0.02 7.00 0.20 0 0.15 0.02 1.10 0.00 0 49.56 2.54 0.02 100.00 0
5 20 81.23 0.03 0.02 7.10 0.10 0 0.20 0.02 1.30 0.00 0 54.68 1.29 0.02 100.00 0
10 10 1475.61 0.03 0.02 5.10 0.20 0 0.14 0.02 1.20 0.00 0 42.27 2.66 0.02 100.00 0
10 15 9859.19 0.86 0.02 5.00 0.40 5 0.37 0.02 1.20 0.00 0 96.01 11.50 0.02 100.00 0
10 20 10959.99 1.49 0.03 4.40 0.30 6 0.74 0.02 1.60 0.00 0 117.33 1.17 0.02 100.00 0
15 10 8429.88 0.72 0.01 4.40 0.50 4 0.46 0.01 1.80 0.00 0 74.87 7.35 0.02 100.00 0
15 15 15541.68 7.51 0.06 2.20 0.00 8 0.70 0.02 1.20 0.00 0 139.88 12.88 0.03 100.00 0
15 20 16256.49 10.52 0.37 1.40 0.00 9 1.85 0.02 1.60 0.00 0 221.41 17.99 0.02 100.00 0
20 10 12817.26 1.64 0.07 3.30 0.30 7 0.82 0.01 1.80 0.00 0 97.35 5.31 0.01 100.00 0
20 15 18051.31 13.43 0.19 1.30 0.00 10 1.22 0.02 1.40 0.00 0 222.29 25.73 0.02 100.00 0
20 20 18044.32 16.56 0.47 1.40 0.00 10 4.90 0.02 1.60 0.00 0 348.12 110.98 0.02 100.00 0
30 10 1.74 0.02 1.70 0.00 0 136.83 23.04 0.02 100.00 0
30 15 3.14 0.02 1.50 0.00 0 384.65 3.80 0.02 100.00 0
30 20 21.18 0.02 1.70 0.00 0 680.10 59.56 0.02 100.00 0
40 10 3.44 0.02 1.80 0.00 0 192.59 25.94 0.02 100.00 0
40 15 8.76 0.02 1.67 0.11 0 1097.52 55.36 0.02 100.00 0
40 20 43.72 0.02 1.50 0.00 0 1334.02 133.03 0.02 100.00 0
50 10 8.83 0.01 2.00 0.00 0 393.78 185.41 0.06 100.00 0
50 15 26.72 0.02 1.90 0.10 0 1323.60 115.87 0.01 100.00 0
50 20 2069.65 0.05 1.56 0.11 1 3576.04 1065.25 0.05 100.00 0
60 10 17.83 0.01 2.00 0.00 0 601.17 212.09 0.01 100.00 0
60 15 84.35 0.02 1.78 0.00 0 3603.43 478.58 0.02 92.89 1
60 20 4889.55 0.31 1.40 0.00 2 4086.73 710.93 0.10 89.50 0
Tableau 3.5 Re´seaux Vorono¨ı : re´sultats obtenus avec demande non line´aire (e´lasticite´ non
constante)
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E´lasticite´ non constante : βk = 2 pour tout k
EXACT-1 EXACT-2 Heuristique-1
#OD %t Cpu Gap BGap #it NbCoupe Nopt Cpu Gap #it NbCoupe Nopt Cpu Cpu* Gap Nbpoint Nopt
5 10 1.07 0.02 0.01 4.30 0.00 0 0.07 0.01 1.20 0.00 0 25.76 0.30 0.01 100.00 0
5 15 54.28 0.03 0.02 7.00 0.20 0 0.15 0.02 1.10 0.00 0 49.56 2.54 0.02 100.00 0
5 20 81.23 0.03 0.02 7.10 0.10 0 0.20 0.02 1.30 0.00 0 54.68 1.29 0.02 100.00 0
10 10 1475.61 0.03 0.02 5.10 0.20 0 0.14 0.02 1.20 0.00 0 42.27 2.66 0.02 100.00 0
10 15 9859.19 0.86 0.02 5.00 0.40 5 0.37 0.02 1.20 0.00 0 96.01 11.50 0.02 100.00 0
10 20 10959.99 1.49 0.03 4.40 0.30 6 0.74 0.02 1.60 0.00 0 117.33 1.17 0.02 100.00 0
15 10 8429.88 0.72 0.01 4.40 0.50 4 0.46 0.01 1.80 0.00 0 74.87 7.35 0.02 100.00 0
15 15 15541.68 7.51 0.06 2.20 0.00 8 0.70 0.02 1.20 0.00 0 139.88 12.88 0.03 100.00 0
15 20 16256.49 10.52 0.37 1.40 0.00 9 1.85 0.02 1.60 0.00 0 221.41 17.99 0.02 100.00 0
20 10 12817.26 1.64 0.07 3.30 0.30 7 0.82 0.01 1.80 0.00 0 97.35 5.31 0.01 100.00 0
20 15 18051.31 13.43 0.19 1.30 0.00 10 1.22 0.02 1.40 0.00 0 222.29 25.73 0.02 100.00 0
20 20 18044.32 16.56 0.47 1.40 0.00 10 4.90 0.02 1.60 0.00 0 348.12 110.98 0.02 100.00 0
30 10 1.74 0.02 1.70 0.00 0 136.83 23.04 0.02 100.00 0
30 15 3.14 0.02 1.50 0.00 0 384.65 3.80 0.02 100.00 0
30 20 21.18 0.02 1.70 0.00 0 680.10 59.56 0.02 100.00 0
40 10 3.44 0.02 1.80 0.00 0 192.59 25.94 0.02 100.00 0
40 15 8.76 0.02 1.67 0.11 0 1097.52 55.36 0.02 100.00 0
40 20 43.72 0.02 1.50 0.00 0 1334.02 133.03 0.02 100.00 0
50 10 8.83 0.01 2.00 0.00 0 393.78 185.41 0.06 100.00 0
50 15 26.72 0.02 1.90 0.10 0 1323.60 115.87 0.01 100.00 0
50 20 2069.65 0.05 1.56 0.11 1 3576.04 1065.25 0.05 100.00 0
60 10 17.83 0.01 2.00 0.00 0 601.17 212.09 0.01 100.00 0
60 15 84.35 0.02 1.78 0.00 0 3603.43 478.58 0.02 92.89 1
60 20 4889.55 0.31 1.40 0.00 2 4086.73 710.93 0.10 89.50 0
E´lasticite´ non constante : βk = 5 pour tout k
EXACT-1 EXACT-2 Heuristique-1
#OD %t Cpu Gap BGap #it NbCoupe Nopt Cpu Gap #it NbCoupe Nopt Cpu Cpu* Gap Nbpoint Nopt
5 10 1.07 0.03 0.01 3.50 0.10 0 0.04 0.01 1.20 0.00 0 25.78 0.94 0.01 100.00 0
5 15 0.66 0.02 0.02 3.90 0.00 0 0.03 0.02 1.00 0.00 0 29.02 0.30 0.02 100.00 0
5 20 59.36 0.03 0.01 5.60 0.10 0 0.23 0.01 1.50 0.00 0 68.96 1.76 0.01 100.00 0
10 10 1880.22 0.06 0.01 3.70 0.00 1 0.13 0.01 1.20 0.00 0 49.95 1.22 0.01 100.00 0
10 15 29.37 0.02 0.02 4.10 0.00 0 0.11 0.02 1.00 0.00 0 71.80 3.16 0.02 100.00 0
10 20 5519.13 0.21 0.02 5.10 0.60 2 0.58 0.02 1.30 0.00 0 277.81 4.09 0.02 100.00 0
15 10 6216.73 0.67 0.05 3.00 0.20 3 0.32 0.02 1.20 0.00 0 78.93 12.24 0.02 100.00 0
15 15 6139.24 0.19 0.02 3.70 0.10 2 0.30 0.02 1.00 0.00 0 180.52 19.65 0.02 100.00 0
15 20 15137.70 3.39 0.15 2.70 0.40 8 16.49 0.02 1.50 0.00 0 1142.91 96.77 0.02 100.00 0
20 10 10915.82 2.50 0.09 2.10 0.10 6 1.34 0.01 1.30 0.00 0 143.59 19.84 0.01 100.00 0
20 15 12992.08 1.73 0.11 2.40 0.00 6 1.56 0.03 1.11 0.00 0 565.99 18.68 0.03 100.00 0
20 20 18054.27 11.38 0.50 1.30 0.20 10 60.65 0.02 1.60 0.00 0 3807.72 1524.08 0.02 100.00 0
30 10 4.49 0.02 1.40 0.10 0 383.37 80.22 0.02 100.00 0
30 15 24.18 0.01 1.60 0.00 0 3046.98 486.14 0.01 100.00 0
30 20 455.60 0.01 1.80 0.00 0 10427.90 1778.39 0.01 85.40 4
40 10 14.68 0.02 1.40 0.00 0 1061.66 100.74 0.02 100.00 0
40 15 45.63 0.02 1.40 0.10 0 6135.72 965.94 0.02 96.30 2
40 20 2074.54 0.11 1.50 0.00 1 12999.77 3235.77 0.11 68.10 6
50 10 67.74 0.01 1.60 0.20 0 3196.03 457.93 0.01 99.60 1
50 15 234.53 0.02 1.40 0.00 0 8166.61 227.00 0.02 85.30 3
50 20 4487.76 0.24 1.80 0.10 2 14967.34 3672.26 0.29 57.10 6
60 10 224.33 0.01 1.70 0.00 0 5558.49 1542.37 0.01 95.70 1
60 15 639.07 0.01 1.60 0.00 0 10925.23 1912.40 0.01 79.40 4
60 20 6535.68 0.27 1.60 0.00 3 15200.57 4655.41 0.27 55.70 7
Tableau 3.6 Re´seaux Grille : re´sultats obtenus avec demande non line´aire (e´lasticite´ non
constante)
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Les remarques faites avec l’e´lasticite´ constante restent valables lorsque l’e´lasticite´ est non
constante a` la seule diffe´rence que le rapport des temps moyen d’exe´cution et la diffe´rence des
erreurs relatives moyennes entre les me´thodes diminuent. EXACT-2 est tre`s efficace lorsque
l’e´lasticite´ de la demande est non constante. L’heuristique 1 fournie des solutions situe´es en
moyenne a` 0.1% de la borne supe´rieure de EXACT-2. Les figures 3.12, 3.13 et 3.14 montrent
l’e´volution de EXACT-2 et l’heuristique 1.
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Figure 3.12 E´volution de la me´thode EXACT-2 et l’heuristique en fonction du temps d’exe´-
cution sur une instance de Grille ayant 60 produits, 15% d’arcs taxables et βk = 5
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Figure 3.13 E´volution de la me´thode EXACT-2 et l’heuristique en fonction du temps d’exe´-
cution sur une instance de Vorono¨ı ayant 60 produits, 20% d’arcs taxables et βk = 2
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Figure 3.14 E´volution de la me´thode EXACT-2 et l’heuristique en fonction du temps d’exe´-
cution sur une instance de Vorono¨ı ayant 60 produits, 15% d’arcs taxables et βk = 2
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Finalement, nous illustrons a` la figure 3.15 l’e´volution du temps de calcul en fonction de
l’e´lasticite´ de la demande lorsque la me´thode EXACT-2 est utilise´e. Cette figure est obtenue
en fixant le temps d’exe´cution maximal a` 10 heures sur les instances de Grille de 40 produits et
20% d’arcs taxables. Les valeurs (x%, y%) sur la courbe repre´sentent l’erreur relative moyenne
(x%) et le pourcentage d’instances ayant atteint le temps d’exe´cution maximal (y%).
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Figure 3.15 Variation du temps de calcul en fonction de l’e´lasticite´ de la demande
Cette courbe montre que le temps de calcul, l’erreur relative et le pourcentage d’instances
ayant atteint le temps maximal diminue avec l’e´lasticite´ de la demande.
3.8 Conclusion
Dans ce chapitre, nous avons de´veloppe´ deux me´thodes exactes pour re´soudre le DNL. Ces
me´thodes exactes sont base´es sur la surapproximation et la sous-approximation des fonctions
non line´aires qui apparaissent dans le mode`le DNL:CH. Puis ces me´thodes exploitent la
re´solution du POI associe´ au DNL dans le but de de´terminer le meilleur revenu et d’acce´le´rer
si possible la re´solution du proble`me. Deux heuristiques base´es sur une me´thode de re´gion
de confiance ont e´galement e´te´ de´veloppe´es. Pour les tests nume´riques, nous avons conside´re´
deux classes de fonctions de demande : les fonctions de demande a` e´lasticite´ constante et non
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constante.
L’analyse de sensibilite´ montre que la difficulte´ de re´solution du DNL en fonction de
l’e´lasticite´ de la demande de´pend de la me´thode exacte utilise´e. En utilisant EXACT-1, elle
augmente avec l’e´lasticite´ tandis qu’en utilisant EXACT-2 elle diminue avec l’e´lasticite´. La
me´thode EXACT-2 est plus efficace que EXACT-1. Elle est tre`s efficace lorsque l’e´lasticite´
est forte. Cependant lorsque l’e´lasticite´ est faible, elle fournit des solutions de bonne qualite´
avec des temps de calcul tre`s e´leve´s.
Les heuristiques de´veloppe´es sont efficaces lorsque l’e´lasticite´ est faible et donnent des
solutions situe´es en moyenne a` 1% de la borne supe´rieure fournie par EXACT-2 avec des temps
de calcul raisonnable. Lorsque l’e´lasticite´ est forte, elles donnent e´galement des solutions de
bonne qualite´ cependant leurs temps de calcul sont supe´rieurs a` ceux de EXACT-2. Le temps
de calcul des heuristiques diminue lorsque l’e´lasticite´ augmente.
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CHAPITRE 4
PROBLE`ME DE TARIFICATION SUR UN RE´SEAU AVEC DEMANDE
E´LASTIQUE ET CONTRAINTES DE CAPACITE´
Nous e´tudions dans ce chapitre le proble`me de tarification sur un re´seau avec demande
e´lastique et contraintes de capacite´ (DE-CAP). Nous commenc¸ons par pre´senter a` la sec-
tion 4.1 la formulation mathe´matique du DE-CAP puis nous montrons que les contraintes
de capacite´ peuvent eˆtre de´place´es du second niveau vers le premier niveau. A` la section 4.2,
nous conside´rons le cas ou` la demande est line´aire et nous de´veloppons un programme qua-
dratique en variables mixtes (MIP) pour le re´soudre. La section 4.3 est consacre´ au proble`me
avec demande non line´aire ou` nous de´veloppons deux me´thodes exactes et une heuristique.
4.1 Formulation mathe´matique du DE-CAP
Nous conside´rons le proble`me ou` le meneur veut maximiser son revenu en imposant des
tarifs sur un ensemble d’arcs et les usagers utilisent le re´seau pour acheminer leur produit
tout en minimisant leur couˆt de transport. Tel que mentionne´ a` la section 1.3.3, le proble`me
du second niveau est un proble`me d’e´quilibre-usager avec demande e´lastique et contraintes de
capacite´. La formulation mathe´matique est donne´e en utilisant une formulation par chemins
car nous avons vu au chapitre 2 que cette formulation donnait des meilleurs re´sultats que la
formulation par arcs.
Soit dk = fk(Uk) la demande du produit k, fk une fonction non ne´gative, continue et
strictement de´croissante et donc inversible. On suppose que les fonctions de demande sont
se´parables. Uk de´signe le couˆt maximal des chemins utilise´s pour acheminer le produit k.
Dans le cas ou` il n’y a pas de contraintes de capacite´, les chemins utilise´s pour acheminer le
produit k ont le meˆme couˆt et dans ce cas Uk repre´sente ce couˆt.
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Dans le cas ou` nous introduisons les contraintes de capacite´, Beckmann et al. [8] ont
montre´ que les conditions d’optimalite´ du proble`me d’e´quilibre-usager avec demande e´lastique
et contraintes de capacite´ sont donne´es par :
hkp > 0 =⇒ Uk =
∑
a∈p
ca +
∑
a∈p∩A1
ta +
∑
a∈p∩A1
θa ∀p ∈ Pk, ∀k ∈ K (4.1)
hkp = 0 =⇒ Uk ≤
∑
a∈p
ca +
∑
a∈p∩A1
ta +
∑
a∈p∩A1
θa ∀p ∈ Pk, ∀k ∈ K (4.2)
dk > 0 =⇒ f
−1
k (dk) = Uk ∀k ∈ K (4.3)
dk = 0 =⇒ f
−1
k (dk) ≤ Uk ∀k ∈ K (4.4)
ou` θ est le vecteur de variables duales associe´ aux contraintes de capacite´. la variable θa, a ∈
A1 mesure l’e´cart entre le couˆt des chemins sature´s et le couˆt minimal des chemins disponibles
« non sature´s ». Les conditions (4.1) et (4.2) imposent que les chemins utilise´s soient de plus
petits couˆts tandis que (4.3) et (4.4) impliquent que la demande d’un produit donne´ est une
fonction du couˆt maximal des chemins utilise´s dudit produit et qu’elle est nulle si le couˆt
maximal des chemins utilise´s est tre`s e´leve´.
L’e´criture de (4.1)-(4.4) sous la forme de contraintes nous conduit a` :
hkp
(∑
a∈p
ca +
∑
a∈p∩A1
ta +
∑
a∈p∩A1
θa − Uk
)
= 0 ∀p ∈ Pk, ∀k ∈ K (4.5)
∑
a∈p
ca +
∑
a∈p∩A1
ta +
∑
a∈p∩A1
θa − Uk ≥ 0 ∀p ∈ Pk, ∀k ∈ K (4.6)
dk
(
Uk − f
−1
k (dk)
)
= 0 ∀k ∈ K (4.7)
Uk − f
−1
k (dk) ≥ 0 ∀k ∈ K. (4.8)
D’apre`s les hypothe`ses e´nonce´es ci-dessus sur les fonctions de demande fk, les contraintes
(4.7) et (4.8) peuvent eˆtre supprime´es car dk = fk(Uk)⇐⇒ Uk = f
−1
k (dk). Par la suite, nous
conside´rons les conditions d’optimalite´ sans ces deux contraintes.
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Beckmann et al. [8] ont par la suite montre´ que le proble`me d’optimisation qui correspond
aux conditions d’optimalite´ (4.5)-(4.8) du proble`me du second niveau se formule comme suit :
min
h,d
∑
k∈K
(∑
p∈Pk
∫ hkp
0
(∑
a∈p
ca +
∑
a∈p∩A1
ta
)
sds−
∫ dk
0
f−1k (s)ds
)
s.c
∑
p∈Pk
hkp = dk ∀ k ∈ K
∑
k∈K
∑
p∈Pk|a∈p
hkp ≤ ua ∀a ∈ A1 ∪ A2
h, d ≥ 0
Finalement, le proble`me d’optimisation a` deux niveaux du DE-CAP est :
CH:SN
max
t,h′
∑
k∈K
∑
p∈Pk
∑
a∈p∩A1
tah
′k
p
h
′
∈ argmin
h,U,d
∑
k∈K
(∑
p∈Pk
∫ hkp
0
(∑
a∈p
ca +
∑
a∈p∩A1
ta
)
sds−
∫ dk
0
f−1k (s)ds
)
s.c
∑
p∈Pk
hkp = dk ∀ k ∈ K
∑
k∈K
∑
p∈Pk|a∈p
hkp ≤ ua ∀a ∈ A1
h, d ≥ 0
En remplac¸ant le proble`me du second niveau par ses conditions d’optimalite´ pre´sente´es ci-
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dessus ((4.5) et (4.6)), nous obtenons le programme a` un niveau suivant :
CH:SN’
max
t,h,U,θ
∑
k∈K
∑
p∈Pk
∑
a∈p∩A1
tah
k
p
∑
p∈Pk
hkp = fk(Uk) ∀k ∈ K
∑
k∈K
∑
p∈Pk | a∈p
hkp ≤ ua ∀a ∈ A1 ∪ A2
(∑
a∈p
ca +
∑
a∈p∩A1
ta +
∑
a∈p∩A1
θa − Uk
)
hkp = 0 ∀p ∈ Pk, ∀k ∈ K
∑
a∈p
ca +
∑
a∈p∩A1
ta +
∑
a∈p∩A1
θa − Uk ≥ 0 ∀p ∈ Pk, ∀k ∈ K
h, θ ≥ 0
4.1.1 De´placement des contraintes de capacite´ du second niveau vers le premier
niveau
Brotcorne et al. [14] ont montre´ que, sous certaines hypothe`ses, le PTR avec contraintes de
capacite´ est e´quivalent au proble`me obtenu en de´plac¸ant les contraintes de capacite´ du second
niveau vers le premier niveau. Nous montrons e´galement que les contraintes de capacite´ du
DE-CAP peuvent eˆtre de´place´es vers le premier niveau.
En de´plac¸ant les contraintes de capacite´ au premier niveau, nous de´duisons que les chemins
utilise´s pour un produit donne´ ont le meˆme couˆt. Dans ce cas, le proble`me du second niveau
se re´duit a` un proble`me de plus court chemin par produit comme dans le cas du proble`me
sans contraintes de capacite´. De`s lors, la technique utilise´e pour reformuler le proble`me sans
contraintes de capacite´ en un programme a` un niveau est utilise´e pour obtenir un programme
a` un niveau du DE-CAP. Par la suite, les me´thodes de´veloppe´es pour le proble`me sans
contraintes de capacite´ sont adapte´es pour re´soudre le DE-CAP.
Supposons que tous les arcs non taxables ont une capacite´ supe´rieure ou e´gale a` la demande
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totale de tous les produits c’est-a`-dire que les arcs de A2 peuvent supporter la demande totale
des produits.
Proposition 4.1.1 En supposant que la capacite´ des arcs de A2 sont supe´rieure ou e´gale a`
la demande totale, les contraintes de capacite´ peuvent eˆtre de´place´es du second niveau vers le
premier niveau.
Preuve Soit CH:PN, le programme mathe´matique du DE-CAP ou` les contraintes de capa-
cite´ sont de´place´es du second niveau vers le premier niveau. CH:PN est une restriction de
CH:SN car les contraintes sont contraignantes pour le meneur et pas pour les usagers. Nous
commenc¸ons par e´crire CH:PN sous la forme d’un programme mathe´matique a` un niveau en
remplac¸ant le proble`me du second niveau par ses conditions d’optimalite´ de Kuhn-Tucker.
Le programme mathe´matique obtenu est :
CH:PN’
max
t,h,U
∑
k∈K
∑
p∈Pk
∑
a∈p∩A1
tah
k
p
∑
p∈Pk
hkp = fk(Uk) ∀k ∈ K (4.9)
∑
k∈K
∑
p∈Pk | a∈p
hkp ≤ ua ∀a ∈ A1 (4.10)
(∑
a∈p
ca +
∑
a∈p∩A1
ta − Uk
)
hkp = 0 ∀p ∈ Pk, ∀k ∈ K (4.11)
∑
a∈p
ca +
∑
a∈p∩A1
ta − Uk ≥ 0 ∀p ∈ Pk, ∀k ∈ K (4.12)
h ≥ 0.
Soit (t∗, h∗) une solution optimale de CH:PN et U∗ le vecteur de variables duales associe´es
aux contraintes du second niveau de CH:PN. En posant θ∗ = 0, la solution (t∗, h∗, U∗, 0) est
re´alisable pour CH:SN’ avec la meˆme valeur objectif que celle de CH:PN’, de`s lors la valeur
optimale de CH:SN (ou CH:SN’) est au moins e´gale a` celle de CH:PN. Ce re´sultat confirme le
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fait que CH:PN est une restriction de CH:SN. Par conse´quent, il suffit de montrer que toute
solution optimale de CH:SN peut eˆtre associe´e a` une solution de CH:PN avec la meˆme valeur
objectif.
Soient (t∗, h∗) une solution optimale de CH:SN et (t∗, h∗, U∗, θ∗) la solution correspondante
de CH:SN’ ou` U∗ et θ∗ sont les vecteurs de variables duales associe´es aux contraintes du second
niveau de CH:SN. Soit (t∗ + θ∗, h∗, U∗) la solution construite a` partir de (t∗, h∗, U∗, θ∗) en
imposant a` l’arc taxable a le tarif t∗a + θ
∗
a. La solution (t
∗ + θ∗, h∗, U∗) est valide car d’apre`s
l’hypothe`se les arcs non taxables ont une capacite´ supe´rieure a` la demande totale et donc
θ∗a = 0 pour tout a ∈ A2. (t
∗+ θ∗, h∗, U∗) est re´alisable pour CH:PN’ et sa valeur objectif est
supe´rieure ou e´gale a` celle de (t∗, h∗, U∗, θ∗) car θ∗ ≥ 0. Puisque CH:SN’ est une relaxation
de CH:PN’ (toute solution de CH:PN’ est une solution de CH:SN’), alors la valeur objectif
de (t∗, h∗, U∗, θ∗) est supe´rieure ou e´gale a` celle de (t∗+ θ∗, h∗, U∗), ce qui implique que s1 est
optimale pour CH:PN’. Les solutions optimales (t∗, h∗, U∗, θ∗) et (t∗ + θ∗, h∗, U∗) ont donc la
meˆme valeur, par conse´quent θ∗ = 0 et (t∗, h∗) est optimale pour CH:PN. 2
La proposition 4.1.1 n’est plus valide si certaines capacite´s sur les arcs de A2 ne sont pas
supe´rieures ou e´gales a` la demande totale des produits comme le montre l’exemple suivant
ou` l’on conside`re le re´seau ci-dessous ou` un gestionnaire (meneur) veut maximiser le revenu
ge´ne´re´ par le tarif de l’arc taxable (en pointille´).
d(U) = 40− 2U
4 + t [10]
[5]10
21
Les usagers peuvent emprunter les chemins h1 ou h2. Le chemin h1, celui du meneur, est
constitue´ de l’arc taxable et le chemin h2, celui de la compe´tition, est constitue´ de l’arc non
taxable. Chaque arc a une capacite´ finie (valeur entre crochets sur les arcs). La demande est
line´aire, d(U) = 40−2U , ou` U est le couˆt maximal des chemins utilise´s. La variable associe´e a`
la contrainte de capacite´ de l’arc taxable (resp. non taxable) est θ1 (resp. θ2). Le programme
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mathe´matique correspondant est :
max
t,h1,h2,U,θ1,θ2
t× h1
h1 + h2 = 40− 2U
h1 ≤ 10
h2 ≤ 5
(4 + t+ θ1)h1 = 0
(10 + θ2)h2 = 0
U ≤ 4 + t+ θ1
U ≤ 10 + θ2
h1, h2, θ1, θ2 ≥ 0.
La valeur maximale de h1 + h2(= 40 − 2U) est 15 ce qui implique que U ≥ 12.5. Puisque
U ≥ 12.5 et que le couˆt du chemin de la compe´tition (h2) est 10 alors U = 4 + t ≥ 12.5 =⇒
t ≥ 8.5 et θ1 = 0 car h1 est le chemin de couˆt maximal. On de´duit qu’a` l’optimalite´, le chemin
de la compe´tition est sature´ (h2 = 5) car ce chemin a un couˆt infe´rieur a` celui du chemin
h1. En remplac¸ant h1 par 35 − 2U et U par 4 + t, la valeur optimale de t est donne´e par le
programme quadratique suivant :
max
t
t(35− 2(4 + t)) = 27t− 2t2
t ≥ 8.5.
La solution optimale du programme ci-dessus est obtenue pour la valeur t = 8.5. On de´duit
que U = 12.5, θ2 = 2.5, h1 = 10. Les deux chemins sont sature´s a` l’optimalite´. La valeur de
θ2 = 2.5 6= 0 et les couˆts des chemins utilise´s sont distincts.
Nous re´solvons le DE-CAP ou` les arcs taxables (resp. non taxables) ont une capacite´ finie
(resp. infinie). Le fait que les arcs taxables appartenant au meneur ont une capacite´ finie est
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une caracte´ristique de la gestion du revenu car autrement le meneur pourrait imposer des
tarifs qui inciteront les usagers a` n’utiliser que ses arcs. La capacite´ des arcs non taxables,
appartenant a` la compe´tition, ont une capacite´ supe´rieure a` la demande totale des produits
car on suppose que les usagers doivent pouvoir acheminer toute leur demande en produits en
n’utilisant que les arcs de A2 si le meneur imposait des tarifs e´leve´s sur ses arcs. A` partir de
cette hypothe`se, la proprie´te´ 4.1.1 est vraie et les contraintes de capacite´ sont de´place´es vers
le premier niveau. En de´plac¸ant les contraintes de capacite´ au premier niveau, les chemins
utilise´s d’un produit donne´ ont des couˆts e´gaux. Cette proprie´te´ est exploite´e pour re´e´crire les
contraintes de comple´mentarite´ et la fonction objectif du programme a` un niveau CH:PN’. Ce
nouveau programme mathe´matique est par la suite utilise´ pour de´velopper des algorithmes
de re´solution du DE-CAP.
4.1.2 Re´e´criture des contraintes de comple´mentarite´ et de la fonction objectif
de CH:PN’
Soit γkp la variable binaire qui indique si le chemin p du produit k est utilise´ ou non
c’est-a`-dire
γkp =


1 si le chemin p du produit k est utilise´
0 sinon.
La contrainte de comple´mentarite´ (4.11) et la contrainte (4.12) de CH:PN’
(∑
a∈p
ca +
∑
a∈p∩A1
ta − Uk
)
hkp = 0 ∀p ∈ Pk
∑
a∈p
ca +
∑
a∈p∩A1
ta − Uk ≥ 0 ∀p ∈ Pk
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peuvent eˆtre remplace´es par l’ensemble de contraintes line´aires suivant :
∑
a∈p
ca +
∑
a∈p
⋂
A1
ta −M
k
p (1− γ
k
p ) ≤ Uk ∀p ∈ Pk (4.13)
∑
a∈p
ca +
∑
a∈p∈A1
ta − Uk ≥ 0 ∀p ∈ Pk (4.14)
hkp ≤ N
k
p γ
k
p ∀ p ∈ Pk (4.15)
γkp ∈ {0, 1} ∀ p ∈ Pk (4.16)
ou` Mkp est une grande constante identique a` celle de´finie par Dewez [27] et N
k
p = min
a∈p∩A1
{ua}.
Les contraintes (4.13) et (4.14) assurent que les chemins utilise´s du produit k aient le
meˆme couˆt et que ce couˆt soit infe´rieur aux couˆts des chemins non utilise´s du produit k. Les
contraintes (4.15) imposent un flot nul aux chemins de couˆt supe´rieur a` Uk car la variable γ
k
p
associe´e au chemin p vaut 0 si son couˆt est supe´rieur a` Uk (voir contrainte (4.13)).
Nous pouvons e´galement re´e´crire la fonction objectif du produit k en utilisant la variable
Uk et la demande dk comme suit :
∑
p∈Pk
∑
a∈p
⋂
A1
tah
k
p =
∑
p∈Pk

∑
a∈p
ca +
∑
a∈p
⋂
A1
ta

hkp −∑
p∈Pk
hkp
∑
a∈p
ca
=
∑
p∈Pk
Ukh
k
p −
∑
p∈Pk
hkp
∑
a∈p
ca car les couˆts des chemins utilise´s sont e´gaux
= Uk
∑
p∈Pk
hkp −
∑
p∈Pk
hkp
∑
a∈p
ca or
∑
p∈Pk
hkp = dk
= Ukdk −
∑
p∈Pk
hkp
∑
a∈p
ca. (4.17)
En remplac¸ant dans CH:PN’ la fonction objectif et les contraintes (4.9)-(4.12) du produit
k respectivement par l’expression (4.17) et les contraintes (4.13)-(4.16), nous obtenons le
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programme non line´aire en variables mixtes suivant
DE-CAP:CH
max
t,h,U
∑
k∈K
Ukdk −
∑
p∈Pk
hkp
∑
a∈p
ca
∑
p∈Pk
hkp = dk ∀k ∈ K (4.18)
∑
k∈K
∑
p∈Pk | a∈p
hkp ≤ ua ∀a ∈ A1 (4.19)
∑
a∈p
ca +
∑
a∈p
⋂
A1
ta −M
k
p (1− γ
k
p ) ≤ Uk ∀p ∈ Pk, ∀k ∈ K (4.20)
∑
a∈p
ca +
∑
a∈p∩A1
ta − Uk ≥ 0 ∀p ∈ Pk, ∀k ∈ K (4.21)
hkp ≤ N
k
p γ
k
p ∀ p ∈ Pk, ∀k ∈ K (4.22)
hkp ≥ 0 ∀ p ∈ Pk, ∀k ∈ K
γkp ∈ {0, 1} ∀ p ∈ Pk, ∀k ∈ K.
Le programme mathe´matique DE-CAP:CH est utilise´ pour de´velopper les algorithmes de
re´solution du DE-CAP.
4.2 Proble`me de tarification sur un re´seau avec demande line´aire et contraintes
de capacite´
4.2.1 Programme mathe´matique
Nous supposons que la fonction de demande du produit k est dk = fk(Uk) = ak− bkUk ou`
ak, bk sont des constantes positives. A` partir de DE-CAP:CH, nous remplac¸ons la demande
dk du produit k par sa valeur ak − bkUk et nous obtenons le programme quadratique mixte
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sous contraintes line´aires suivant
DL-CAP:CH
max
t,h,U
∑
k∈K
(
aUk − bk(Uk)
2 −
∑
p∈Pk
hkp
∑
a∈p
ca
)
∑
p∈Pk
hkp = ak − bkUk ∀k ∈ K (4.23)
∑
k∈K
∑
p∈Pk | a∈p
hkp ≤ ua ∀a ∈ A1 (4.24)
∑
a∈p
ca +
∑
a∈p
⋂
A1
ta −M
k
p (1− γ
k
p ) ≤ Uk ∀p ∈ Pk, ∀k ∈ K (4.25)
∑
a∈p
ca +
∑
a∈p∩A1
ta − Uk ≥ 0 ∀p ∈ Pk, ∀k ∈ K (4.26)
hkp ≤ N
k
p γ
k
p ∀ p ∈ Pk, ∀k ∈ K (4.27)
hkp ≥ 0 ∀ p ∈ Pk, ∀k ∈ K
γkp ∈ {0, 1} ∀ p ∈ Pk, ∀k ∈ K.
Soit DL:CH2, le meilleur MIP obtenu pour le DL. Le mode`le DL-CAP:CH pre´sente´ ci-dessus
contient le meˆme nombre de variables binaires (associe´es aux chemins) que DL:CH2 et les
meˆmes contraintes a` l’exception des contraintes de capacite´. La diffe´rence majeure entre les
deux mode`les se situe au niveau de l’espace des solutions des variables binaires. En fait,
l’espace des solutions des variables binaires du DL:CH2 est inclus dans celui du DL-CAP:CH
car un seul chemin est utilise´ pour chaque produit du DL:CH2 tandis qu’au moins un chemin
est utilise´ pour chaque produit du DL-CAP:CH.
4.2.2 Fonction objectif du meneur
Tel que pre´sente´ pour le DL, on montre que :
Proposition 4.2.1 La fonction objectif du meneur du DL-CAP est quadratique concave par
morceaux, discontinue et semi-continue supe´rieurement. Elle peut eˆtre line´aire sur certains
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morceaux (de`s que certaines contraintes de capacite´ sont actives).
Preuve Supposons que, pour chaque produit k, l’on connaisse l’ensemble des chemins utilise´s
p1, . . . , pnk . Sans perte de ge´ne´ralite´, supposons qu’il y ait au maximum un chemin non sature´
parmi les chemins utilise´s. Dans le cas contraire (solution de´ge´ne´re´e), il existe une re´affectation
des flots sur ces chemins qui satisfait cette hypothe`se. Supposons que les chemins sature´s
soient pi, i = 1, . . . , nk − 1 et que leur flot soit donne´ par v
k
i . Le flot sur le chemin pnk est
de´termine´ en utilisant la contrainte de conservation de flot (4.23) comme suit :
nk∑
i=1
hkpi = ak − bkUk ⇐⇒ h
k
pnk
= ak − bkUk −
nk−1∑
i=1
hkpi
= ak − bkUk −
nk−1∑
i=1
vki
= ak − bk

∑
a∈pnk
ca +
∑
a∈pnk∩A1
ta

− nk−1∑
i=1
vki
= ak − bk
∑
a∈pnk
ca − bk
∑
a∈pnk∩A1
ta −
nk−1∑
i=1
vki .
La fonction objectif du produit k,
nk∑
i=0
hki
∑
a∈pi∩A1
ta, devient :
nk−1∑
i=0
hki
∑
a∈pi∩A1
ta + h
k
nk
∑
a∈pnk∩A1
ta
=
nk−1∑
i=0
vki
∑
a∈pi∩A1
ta +

ak − bk ∑
a∈pnk
ca − bk
∑
a∈pnk∩A1
ta −
nk−1∑
i=1
vki

 ∑
a∈pnk∩A1
ta
=
nk−1∑
i=0
vki

 ∑
a∈pi∩A1
ta −
∑
a∈pnk∩A1
ta

+ ak ∑
a∈pnk∩A1
ta − bk
∑
a∈pnk
ca
∑
a∈pnk∩A1
ta − bk

 ∑
a∈pnk∩A1
ta


2
.
Cette fonction est continue et concave en t = (ta)a∈A1 car bk > 0. Si le chemin pnk est sature´
ou s’il ne contient aucun arc taxable, alors la fonction objectif du produit k est line´aire car
hknk = v
k
nk
ou pnk ∩ A1 = ∅.
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Nous concluons que la fonction objectif du meneur est concave (comme somme de fonc-
tions concaves).
Le reste de la preuve est similaire a` celle de la proposition 2.3.1 ou` on montre e´galement
que la fonction objectif du meneur est concave par morceau, discontinue et semi-continue
supe´rieurement pour le DL. 2
4.2.3 Exemple du DL-CAP
Le but de cet exemple est d’illustrer la proprie´te´ pre´ce´dente et la variation des solutions
du DL-CAP en fonction des contraintes de capacite´.
Soit le DL-CAP ou` le re´seau est de´crit a` la figure 4.1 et comporte trois produits.
1 3 5
4 62
12
1
12
32
2
7
8
1
3
1
2
1 + t[u(3,4)]
Figure 4.1 Re´seau avec un seul arc taxable
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Les informations sur les produits sont donne´es au tableau 4.1. Seuls les chemins non do-
mine´s sont pre´sente´s dans le tableau 4.1 suivant :
o - d demande chemins couˆt flot
produit 1 1 −→ 2 d1(U1) = 42− 3U1
1→ 3→ 4→ 2 4 + t h11
1→ 2 12 h12
produit 2 5 −→ 6 d2(U2) = 35− 2U2
5→ 3→ 4→ 6 6 + t h21
5→ 6 12 h22
produit 3 7 −→ 8 d3(U3) = 25− U3
7→ 3→ 4→ 8 5 + t h31
7→ 5→ 6→ 8 15 h32
Tableau 4.1 Donne´es du re´seau de la figure 4.1
Dans cette exemple, nous imposons le tarif de l’arc taxable (3, 4) afin de maximiser le
revenu ge´ne´re´, tout en sachant que le flot sur l’arc (3, 4) ne doit pas de´passer la valeur u(3,4).
Puis, nous faisons une analyse de sensibilite´ sur cette valeur.
Pour chaque produit, les usagers ont le choix entre deux chemins non domine´s qu’ils
peuvent emprunter pour acheminer ledit produit. L’un des chemins contient l’arc taxable
(3, 4) tandis que l’autre chemin ne contient pas l’arc (3, 4). Puisque le re´seau ne comporte
qu’un seul arc taxable on peut donner, selon les valeurs du tarif t, les produits pour lesquels
l’arc (3, 4) est attractif. Ainsi, l’arc (3, 4) est attractif pour les trois produits si t ≤ 6, il est
attractif seulement pour les produits 1 et 3 si 6 ≤ t ≤ 8, il est attractif seulement pour le
produit 3 si 8 ≤ t ≤ 10 et n’est attractif pour aucun produit si t > 10.
La fonction objectif du meneur en fonction du tarif t est donne´e par le tableau 4.2 :
t ∈ [0, 6] t×min{u(3,4), 42− 3(4 + t) + 35− 2(6 + t) + 25− (5 + t)} = t×min
{
u(3,4), 73− 6t
}
t ∈ ]6, 8] t×min{u(3,4), 42− 3(4 + t) + 25− (5 + t)} = t×min
{
u(3,4), 50− 4t
}
t ∈ ]8, 10] t×min{u(3,4), 25− (5 + t)} = t×min
{
u(3,4), 20− t
}
t ∈ ]10,+∞[ 0
Tableau 4.2 Fonction objectif de´pendant de t et u(3,4)
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Re´solvons le DL-CAP en attribuant les valeurs 75, 36, 15 et 10 a` u(3,4).
Pour u(3,4) = 75, la capacite´ de l’arc (3, 4) est supe´rieure a` la somme des demandes
maximales des trois produits. Le proble`me est donc e´quivalent a` un proble`me sans contraintes
de capacite´. La fonction objectif du meneur en fonction du tarif t est donne´e par :
0 2 4 6 8 10 12
0
50
100
150
200
250
Tarif (t)
R
ev
en
u
Optimal
t ∈ ]10,+∞[  : 0
t ∈ [0, 6]  : 73t − 6t2
t ∈ ]6, 8]  : 50t − 4t2
t ∈ ]8, 10]  : 20t−t2
Figure 4.2 Fonction objectif du meneur avec u(3,4) = 75
La solution optimale est obtenue pour la valeur de t = 6 pour un revenu de 222.
u(3,4) Solution optimale Revenu optimal Optimum local
75 t = 6
h11 = 12 h
1
2 = 0
(12 + 11 + 14)× 6 = 222
3 optima locaux
h21 = 11 h
2
2 = 0
h31 = 14 h
3
2 = 0 avec t = 6, 6.25 et 10
Nous avons trois optima locaux pour les valeurs de t = 6, 6.25 et 10. La contrainte de capacite´
n’a aucun effet sur la solution du proble`me, donc elle peut eˆtre ignore´e. Dans ce cas, nous
dirons que les contraintes de capacite´ sont « tre`s faibles ».
Pour u(3,4) = 36, la fonction objectif du meneur en fonction du tarif t est donne´e par :
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t ∈ [0, 6]  : 36t
t ∈ ]6, 8]  : 50t − 4t2
t ∈ ]8, 10]  : 20t − t2
Figure 4.3 Fonction objectif du meneur avec u(3,4) = 36
La solution optimale est obtenue pour la valeur de t = 6 pour un revenu de 216.
u(3,4) Solution optimale Revenu optimal Optimum local
36 t = 6
h11 = 12 h
1
2 = 0
(12 + 10 + 14)× 6 = 216
3 optima locaux
h21 = 10 h
2
2 = 1
h31 = 14 h
3
2 = 0 avec t = 6, 6.25 et 10
Les optima locaux sont obtenus avec les valeurs de t = 6, 6.25 et 10. Avec l’incorporation de
la contrainte de capacite´, nous obtenons un objectif line´aire et croissant sur le sous-intervalle
t ∈ [0, 6] car l’arc (3, 4) est sature´. Le sous-intervalle t ∈ [0, 6] est le seul ou` l’arc (3, 4) est
sature´. Nous dirons dans ce cas que les contraintes de capacite´ sont « faibles ».
Pour u(3,4) = 15, la fonction objectif du meneur en fonction du tarif t est donne´e par :
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Optimal
t ∈ ]10,+∞[  : 0
t ∈ [0, 6]  : 15t
t ∈ ]6, 8]  : 15t
t ∈ ]8, 10]  : 20t − t2
Figure 4.4 Fonction objectif du meneur avec u(3,4) = 15
La solution optimale est obtenue pour la valeur de t = 8 pour un revenu de 120.
u(3,4) Solution optimale Revenu optimal Optimum local
15 t = 8
h11 = 3 h
1
2 = 3
(3 + 0 + 12)× 8 = 120
2 optima locaux
h21 = 0 h
2
2 = 11
h31 = 12 h
3
2 = 0 avec t = 8 et 10
Pour t ∈ [0, 8], l’objectif du meneur est line´aire de pente u(3,4) car l’arc (3, 4) est sature´ pour
t ∈ [0, 8]. La solution correspondante a` t = 6 n’est plus un optimum local car en augmentant
le tarif a` partir de cette valeur, le revenu augmente. Le nombre d’optima locaux est donc 2.
Dans ce cas, nous dirons que les contraintes de capacite´ sont « fortes ».
Pour u(3,4) = 10, la fonction objectif du meneur en fonction du tarif t est donne´e par :
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Optimalt ∈ [0, 6]  : 10t
t ∈ ]6, 8]  : 10t
t ∈ ]8, 10]  : 10t
t ∈ ]10,+∞[  : 0
Figure 4.5 Fonction objectif du meneur avec u(3,4) = 10
La solution optimale est obtenue pour la valeur de t = 10 pour un revenu de 100.
u(3,4) Solution optimale Revenu optimal Optimum local
10 t = 10
h11 = 0 h
1
2 = 6
(0 + 0 + 10)× 10 = 100
1 optimum local
h21 = 0 h
2
2 = 11
h31 = 10 h
3
2 = 0 avec t = 10
Nous avons un seul minimum local (qui est global). Pour obtenir la solution optimale, il suffit
de fixer t a` 10 car l’arc est sature´ pour toutes les valeurs de t ∈ [0, 10]. Nous dirons que les
contraintes de capacite´ sont « tre`s fortes ». Dans une telle situation ou` la fonction objectif
du meneur est line´aire sur l’intervalle des tarifs, le DL-CAP est concave et toute me´thode de
recherche locale re´sout le proble`me.
Nous avons vu que le nombre d’optima locaux augmente avec les capacite´s sur les arcs.
Intuitivement, nous l’expliquons par le fait qu’avec des contraintes de capacite´ faibles, la fonc-
tion objectif du meneur est de´finie sur plusieurs morceaux ou` sur chaque morceau l’objectif
est soit concave, soit line´aire. En pre´sence des contraintes de capacite´ fortes, le nombre de
morceaux diminue conside´rablement. Cependant, nous savons que le nombre d’optima locaux
de´pend fortement du nombre de morceaux. Dans l’exemple ci-dessus, nous avons vu que pour
les valeurs de u(3,4) e´gales a` 75, 36, 15 et 10, la fonction objectif est de´finie respectivement
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sur 4, 4, 3 et 2 morceaux. Le nombre d’optima locaux pour ces valeurs de u(3,4) sont respec-
tivement 3, 3, 2 et 1 soit un de moins que le nombre de morceaux. De ce fait, la difficulte´ du
DL-CAP augmente avec les capacite´s sur les arcs.
4.2.4 Expe´rimentations
Les expe´rimentations effectue´es permettent de tester de fac¸on quantitative le mode`le
propose´. Les parame`tres de mode´lisation ayant servi aux tests nume´riques sont les meˆmes
que ceux pre´sente´s a` la section 2.6.1.
Tel que pre´sente´ a` la section 4.1.1, nous fixons a` l’infini la capacite´ des arcs non taxables,
c’est-a`-dire pour tout a ∈ A2, ua = +∞. Pour de´finir les capacite´s sur les arcs taxables, nous
nous sommes inspire´s des strate´gies propose´es par Hearn et al. [39] et Yang et al. [70]. Ainsi,
la capacite´ de l’arc a ∈ A1 est donne´e par
ua =
1
|Ka|
∑
k∈Ka
(
ak − bkγ
k(∞)
)
+ θ

 ca + 1
min
a′∈A1
ca′ + 1


3/2
ou` Ka est l’ensemble des produits ayant au moins un chemin qui contient l’arc a. L’expres-
sion
1
|Ka|
∑
k∈Ka
(
ak − bkγ
k(∞)
)
repre´sente la moyenne des demandes minimales des produits
appartenant a` Ka, ce qui permet a` l’arc a de satisfaire au moins la demande minimale d’un
produit de Ka. L’expression
[
(ca + 1) /
(
min
a′∈A1
ca′ + 1
)]3/2
permet d’affecter la capacite´ sur
l’arc a en fonction de son couˆt et du plus petit couˆt des arcs taxables. En d’autres termes,
la capacite´ d’un arc est proportionnelle au rapport de son couˆt fixe et du plus petit couˆt fixe
des arcs de A1. Enfin, θ est le coefficient qui permet de faire varier la capacite´ sur les arcs
afin d’effectuer une analyse de sensibilite´ sur les contraintes de capacite´.
Les expe´riences nume´riques ont e´te´ effectue´es sur la famille d’instances du re´seau Vorono¨ı
et Grille. Nous ne conside´rons que les tarifs positifs et nous varions le nombre de produits
entre 10 et 60. La proportion d’arcs taxables est fixe´e a` 10%, 15% et 20%. Afin d’e´tudier
l’effet de l’e´lasticite´ de la demande et des contraintes de capacite´ sur le DL-CAP, une analyse
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de sensibilite´ est faite simultane´ment sur l’e´lasticite´ de la demande et les contraintes de
capacite´. Pour cela, nous conside´rons dans un premier temps le DL-CAP avec des fonctions
de demande a` e´lasticite´ forte, moyenne et faible. Puis, nous faisons varier θ en lui attribuant
des valeurs de manie`re a` obtenir des contraintes de capacite´ faibles et fortes sur les arcs
taxables du re´seau. Tel que pre´sente´ dans l’exemple 4.2.3, les contraintes de capacite´ faibles
(fortes) correspondent a` l’attribution des grandes (petites) valeurs aux capacite´s sur les arcs.
Les fonctions de demande a` e´lasticite´ faible, moyenne et forte s’obtiennent en multipliant
les pentes des fonctions de demande respectivement par 100, 50 et 1. Les re´sultats pre´sente´s
ci-dessous sont une moyenne de 10 instances.
Les re´sultats nume´riques de la re´solution du DL-CAP par le programme mathe´matique
DL-CAP:CH sont reporte´s dans les tableaux 4.3 et 4.4 ci-dessous ou` EXACT-faible (resp.
EXACT-forte) repre´sente le MIP, DL-CAP:CH, obtenu avec les contraintes de capacite´ faibles
(resp. fortes).
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E´lasticite´ forte (100× bk)
Instance EXACT-forte EXACT-faible
#OD %t Cpu Gap #it Nopt Cpu Gap #it Nopt
10 10 0.03 0.00 1.85e+02 0 0.18 0.00 3.15e+03 0
10 15 0.56 0.00 4.37e+03 0 0.95 0.00 8.38e+03 0
10 20 7.83 0.00 5.63e+04 0 2.18 0.00 1.34e+04 0
20 10 0.06 0.00 3.59e+02 0 0.43 0.00 3.82e+03 0
20 15 3.45 0.00 2.09e+04 0 59.20 0.00 3.54e+05 0
20 20 1804.55 0.24 8.33e+06 1 3223.95 0.09 1.40e+07 1
30 10 0.14 0.00 8.58e+02 0 3.00 0.00 2.91e+04 0
30 15 10.31 0.00 4.70e+04 0 6263.99 0.42 3.29e+07 3
30 20 1839.45 0.22 1.39e+06 1 10924.18 1.16 3.74e+07 5
40 10 0.24 0.00 1.23e+03 0 4.96 0.00 4.49e+04 0
40 15 110.34 0.00 4.54e+05 0 4157.10 0.44 1.09e+07 2
40 20 2081.88 0.05 5.45e+06 1 16403.49 3.14 5.93e+07 9
50 10 0.54 0.00 2.65e+03 0 32.77 0.00 2.80e+05 0
50 15 413.39 0.00 1.36e+06 0 9842.15 2.44 3.31e+07 5
50 20 2839.76 0.01 8.25e+06 1 18019.54 5.21 4.92e+07 10
60 10 0.94 0.00 3.91e+03 0 104.77 0.00 7.06e+05 0
60 15 972.11 0.00 3.05e+06 0 13171.39 4.66 4.11e+07 7
60 20 812.47 0.00 2.14e+06 0 18016.60 7.21 4.07e+07 10
E´lasticite´ moyenne (50× bk)
Instance EXACT-forte EXACT-faible
#OD %t Cpu Gap #it Nopt Cpu Gap #it Nopt
10 10 0.06 0.00 5.21e+02 0 0.12 0.00 1.48e+03 0
10 15 1.72 0.00 1.14e+04 0 4.80 0.00 4.56e+04 0
10 20 5.03 0.00 3.05e+04 0 7.44 0.00 5.61e+04 0
20 10 0.10 0.00 4.09e+02 0 0.51 0.00 2.58e+03 0
20 15 2.95 0.00 8.08e+03 0 2926.76 0.47 1.03e+07 1
20 20 1806.42 0.41 1.10e+05 1 4006.23 0.45 1.69e+07 2
30 10 0.34 0.00 1.77e+03 0 1.56 0.00 1.51e+04 0
30 15 19.88 0.00 5.11e+04 0 3547.84 0.33 1.09e+07 1
30 20 1821.04 0.15 5.95e+06 1 11372.73 3.50 3.26e+07 6
40 10 0.34 0.00 1.11e+03 0 3.59 0.00 3.28e+04 0
40 15 25.90 0.00 9.57e+04 0 7510.77 1.90 3.72e+07 4
40 20 2098.20 0.94 3.05e+06 1 13787.91 2.73 3.70e+07 7
50 10 0.78 0.00 2.65e+03 0 40.55 0.00 2.31e+05 0
50 15 236.43 0.00 6.14e+05 0 11826.40 5.88 1.47e+07 6
50 20 5441.86 0.39 1.12e+07 3 18040.23 7.03 2.68e+07 10
60 10 1.89 0.00 1.10e+04 0 1018.37 0.00 2.81e+06 0
60 15 176.70 0.00 5.61e+05 0 12679.54 6.45 3.28e+07 7
60 20 5558.52 0.79 1.01e+07 3 18011.65 9.18 2.38e+07 10
E´lasticite´ faible (1× bk)
Instance EXACT-forte EXACT-faible
#OD %t Cpu Gap #it Nopt Cpu Gap #it Nopt
10 10 0.04 0.00 5.13e+02 0 0.18 0.00 1.45e+03 0
10 15 1.21 0.00 1.10e+04 0 12.84 0.00 8.22e+04 0
10 20 4.72 0.00 4.20e+04 0 9.93 0.00 6.09e+04 0
20 10 0.07 0.00 5.37e+02 0 0.52 0.00 3.38e+03 0
20 15 2.34 0.00 8.90e+03 0 2094.26 0.92 7.00e+05 1
20 20 3.01 0.00 9.19e+03 0 9031.84 2.68 2.77e+07 5
30 10 0.18 0.00 1.44e+03 0 1.17 0.00 8.23e+03 0
30 15 3.54 0.00 8.86e+03 0 7295.89 3.05 9.35e+06 4
30 20 1816.96 0.35 1.41e+06 1 11292.71 4.37 1.76e+07 5
40 10 0.26 0.00 1.34e+03 0 3.23 0.00 4.16e+04 0
40 15 63.18 0.00 2.07e+05 0 9187.73 2.20 7.55e+06 4
40 20 4015.91 1.62 3.78e+07 2 14539.47 4.62 7.99e+06 8
50 10 0.46 0.00 2.02e+03 0 8.08 0.00 7.65e+04 0
50 15 191.60 0.00 5.43e+05 0 16280.12 9.87 1.60e+07 9
50 20 5434.40 1.32 3.49e+07 3 16234.45 6.78 2.49e+07 9
60 10 2.42 0.00 2.13e+04 0 1865.03 0.88 5.45e+06 1
60 15 2140.70 0.11 1.78e+06 1 15208.20 10.48 1.43e+07 8
60 20 5709.48 1.43 6.79e+06 3 16354.50 8.77 1.03e+07 9
Tableau 4.3 Re´seaux Voronoi : re´sultats obtenus avec demande line´aire et contraintes de
capacite´
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E´lasticite´ forte (100× bk)
Instance EXACT-forte EXACT-faible
#OD %t Cpu Gap #it Nopt Cpu Gap #it Nopt
10 10 0.09 0.00 7.12e+02 0 0.17 0.00 1.52e+03 0
10 15 0.35 0.00 3.35e+03 0 0.32 0.00 2.70e+03 0
10 20 2.87 0.00 2.92e+04 0 1.69 0.00 7.39e+03 0
20 10 0.61 0.00 2.66e+03 0 3011.10 1.02 2.78e+07 1
20 15 3.48 0.00 2.20e+04 0 3739.50 0.37 1.48e+07 2
20 20 2064.69 0.15 6.86e+06 1 4213.28 1.39 1.25e+07 2
30 10 6.10 0.00 2.38e+04 0 1868.32 0.39 9.39e+06 1
30 15 2.80 0.00 7.86e+03 0 3701.95 1.66 1.36e+07 2
30 20 5316.84 0.36 7.48e+06 2 9485.99 1.34 2.56e+07 5
40 10 9.78 0.00 4.94e+04 0 4098.51 0.84 1.49e+07 2
40 15 33.23 0.00 1.80e+05 0 7595.38 1.38 3.30e+07 4
40 20 3706.92 0.46 6.04e+06 2 9500.44 2.13 2.37e+07 5
50 10 5.23 0.00 4.42e+04 0 2423.56 0.39 5.81e+06 1
50 15 768.61 0.00 7.45e+05 0 7732.89 1.08 1.80e+07 3
50 20 5540.07 0.89 9.84e+06 3 10381.42 2.46 3.44e+07 5
60 10 3.60 0.00 1.38e+04 0 3106.14 0.55 6.38e+06 1
60 15 1826.99 0.01 1.12e+06 1 13571.43 1.57 4.25e+07 7
60 20 5202.44 0.44 3.68e+06 2 14513.82 3.14 2.84e+07 8
E´lasticite´ moyenne (50× bk)
Instance EXACT-forte EXACT-faible
#OD %t Cpu Gap #it Nopt Cpu Gap #it Nopt
10 10 0.13 0.00 6.85e+02 0 0.39 0.00 2.86e+03 0
10 15 0.19 0.00 8.23e+02 0 0.49 0.00 3.74e+03 0
10 20 3.51 0.00 2.49e+04 0 41.86 0.00 1.62e+05 0
20 10 1.11 0.00 5.45e+03 0 1813.86 0.92 8.04e+05 1
20 15 7.20 0.00 3.70e+04 0 2574.46 0.98 8.29e+06 1
20 20 2564.76 0.28 7.38e+06 1 5034.30 0.35 1.06e+07 2
30 10 1806.32 0.02 4.62e+06 1 1908.05 0.08 1.08e+07 1
30 15 3.39 0.00 8.25e+03 0 6010.55 0.58 1.86e+07 3
30 20 5423.62 0.33 1.09e+07 3 7319.07 1.96 1.42e+07 4
40 10 140.48 0.00 3.22e+05 0 1860.57 0.27 7.34e+05 1
40 15 60.74 0.00 2.81e+05 0 3919.35 2.14 1.41e+06 2
40 20 3662.77 0.45 4.93e+06 2 7406.27 1.34 1.58e+07 4
50 10 1.78 0.00 1.84e+03 0 3604.94 0.41 4.13e+06 2
50 15 134.85 0.00 1.78e+05 0 8668.74 2.27 4.55e+07 4
50 20 5594.82 0.73 6.99e+06 3 9695.11 1.80 2.04e+07 5
60 10 2.81 0.00 3.20e+03 0 1971.79 0.20 5.14e+05 1
60 15 2072.87 0.04 4.15e+05 1 9139.78 1.66 5.52e+07 5
60 20 4183.71 0.20 5.12e+06 2 10862.94 1.87 2.06e+07 6
E´lasticite´ faible (1× bk)
Instance EXACT-forte EXACT-faible
#OD %t Cpu Gap #it Nopt Cpu Gap #it Nopt
10 10 0.14 0.00 6.91e+02 0 0.53 0.00 4.08e+03 0
10 15 0.29 0.00 1.65e+03 0 0.54 0.00 4.33e+03 0
10 20 11.91 0.00 8.33e+04 0 17.22 0.00 7.73e+04 0
20 10 1.24 0.00 5.58e+03 0 1812.45 0.32 4.53e+05 1
20 15 3.51 0.00 1.80e+04 0 4882.89 1.40 6.03e+06 2
20 20 3641.01 0.18 8.33e+06 2 3803.62 0.54 1.11e+07 2
30 10 1161.37 0.00 3.23e+06 0 1821.12 0.81 1.92e+06 0
30 15 3.17 0.00 7.47e+03 0 5441.41 1.25 7.87e+06 2
30 20 5420.87 0.43 1.00e+07 3 7211.77 1.11 1.27e+07 4
40 10 1802.21 0.03 1.90e+07 1 3601.75 0.16 1.08e+07 2
40 15 94.62 0.00 5.43e+05 0 4060.78 2.04 6.46e+06 1
40 20 3647.86 0.60 5.83e+06 2 5675.18 2.69 4.12e+06 2
50 10 1.18 0.00 1.16e+03 0 2874.37 0.22 3.31e+06 1
50 15 540.61 0.00 4.41e+05 0 7412.42 3.30 2.33e+07 4
50 20 5495.07 0.71 6.86e+06 3 10826.52 2.17 2.34e+07 6
60 10 2.02 0.00 3.86e+03 0 657.71 0.00 2.36e+06 0
60 15 907.41 0.00 1.12e+06 0 7971.30 2.32 2.06e+07 2
60 20 3780.73 0.31 8.46e+06 2 10820.56 2.00 2.43e+07 6
Tableau 4.4 Re´seaux Grille : re´sultats obtenus avec demande line´aire et contraintes de ca-
pacite´
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Nous remarquons que le DL-CAP avec contraintes de capacite´ fortes est plus facile a` re´soudre
que le DL-CAP avec contraintes de capacite´ faibles. En fait, la borne supe´rieure provenant de
la relaxation line´aire de DL-CAP:CH est de meilleure qualite´ avec des contraintes de capacite´
fortes plutoˆt qu’avec des contraintes de capacite´ faibles car avec des contraintes de capacite´
fortes, la majorite´ des chemins contenant les arcs taxables sont sature´s, ce qui entraˆıne les
variables binaires du mode`le relaxe´ correspondant a` ces chemins a` prendre des valeurs entie`res.
De plus, cette borne supe´rieure de´croˆıt plus rapidement lorsque les contraintes de capacite´
sont fortes. Les re´sultats confirment cette remarque car le temps d’exe´cution, l’erreur relative
et le pourcentage d’instances ayant atteint le temps maximal d’exe´cution avec EXACT-forte
sont infe´rieurs a` ceux obtenus avec EXACT-faible. Plus pre´cise´ment, le temps d’exe´cution
moyen obtenu avec EXACT-faible est environ 4 fois celui obtenu avec EXACT-forte pour
les instances de 50 produits et moins. L’erreur relative maximale de EXACT-forte (resp.
EXACT-faible) de tous instances obtenue a` partir d’une moyenne de 10 instances est 1.62%
(10.48%) et le pourcentage d’instances ayant atteint le temps maximal d’exe´cution avec
EXACT-forte (resp. EXACT-faible) est 0.17% (resp. 18.34%). Ces valeurs augmentent avec
la taille des instances. La figure 4.6 ci-dessous, pre´sente l’e´volution du temps de calcul en
fonction des capacite´s sur les arcs. Elle est obtenue en fixant le temps d’exe´cution maximal
a` 10 heures sur les instances de Grille de 20 produits, 15% d’arcs taxables et bk = 100. Les
valeurs (x%, y%) sur la courbe repre´sentent l’erreur relative moyenne (x%) et le pourcentage
d’instances ayant atteint le temps d’exe´cution maximal (y%).
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Figure 4.6 Variation du temps de calcul en fonction des capacite´s sur les arcs
Cette courbe montre que le temps de calcul, l’erreur relative et le pourcentage d’instances
ayant atteint le temps maximal augmente avec les capacite´s sur les arcs.
Nous remarquons e´galement que la difficulte´ du DL-CAP n’augmente pas avec l’e´lasticite´
de la demande. En fait, l’imposition des contraintes de capacite´ sur les arcs re´duit la flexibilite´
des flots sur les arcs, ce qui entraˆıne dans la plupart des cas une variation des tarifs pour
compenser la variation de la demande (annuler l’effet de l’e´lasticite´). C’est pour cette raison
que les bornes supe´rieures fournies par la relaxation line´aire des MIPs sont a` peu pre`s de
meˆme qualite´ pour les diffe´rents types d’e´lasticite´. Les re´sultats nume´riques confirment cette
remarque car l’erreur relative maximale obtenue avec l’e´lasticite´ forte, moyenne et faible est
respectivement 10.48%, 9.18% et 7.21% avec le re´seau de Vorono¨ı et 3.14%, 2.27% et 2.69%
avec la Grille. La figure 4.6 ci-dessous, pre´sente l’e´volution du temps de calcul en fonction de
l’e´lasticite´ de la demande. Cette figure est obtenue en fixant le temps d’exe´cution maximal a`
10 heures sur les instances de Vorono¨ı de 20 produits, 15% d’arcs taxables avec les contraintes
de capacite´ ni fortes, ni faibles.
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Figure 4.7 Variation du temps de calcul en fonction de l’e´lasticite´ de la demande
Nous remarquons que l’e´lasticite´ du proble`me n’a pas d’influence majeure sur la difficulte´ de
re´solution du DL-CAP.
Pour comparer le DL et le DL-CAP, nous comparons les re´sultats obtenus lorsque les
contraintes de capacite´ sont faibles (EXACT-faible) et la formulation DL:CH2 du DL. Les
erreurs relatives obtenues avec DL sont plus e´leve´es que celles obtenues avec DL-CAP avec
des contraintes de capacite´ faibles pour des instances de taille moyenne et grande dues a` la
meilleure qualite´ de la borne supe´rieure du DL-CAP compare´e a` celle du DL. A` titre d’illus-
tration, l’erreur relative moyenne sur les instances de 50 produits de Grille avec e´lasticite´
forte (resp. faible) est 112.25% (resp. 4.02) pour le DL contre 1.31% (resp. 1.89%). Le pour-
centage d’instances ayant atteint le temps maximal d’exe´cution est quasi-identique pour les
deux proble`mes. Au vu de ce qui pre´ce`de, on peut eˆtre tente´ de dire que le DL est plus difficile
a` re´soudre que le DL-CAP avec des contraintes de capacite´ faibles, ce qui n’est pas vraiment
le cas. En fait, pour les instances de taille moyenne et grande, le DL fournit des bornes su-
pe´rieures de tre`s mauvaise qualite´ compare´es a` celles du DL-CAP due a` l’introduction des
contraintes de capacite´ qui ame´liorent ces bornes supe´rieures. Cependant, en conside´rant les
instances de petite taille, le temps d’exe´cution du DL est presque ne´gligeable compare´ a` celui
du DL-CAP car les bornes supe´rieures du DL sont e´galement de bonne qualite´. Par exemple,
avec les instances de 20 produits et 20% d’arcs taxables de Vorono¨ı, le temps d’exe´cution
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moyen obtenu avec l’e´lasticite´ faible (resp. forte) pour le DL est environ 3 minutes (resp. 34
minutes) contre 2 heures 30 minutes (resp. 54 minutes) pour le DL-CAP avec capacite´ faible.
Notons que le DL-CAP avec des contraintes de capacite´ tre`s fortes est facile car pour tout
vecteur de tarifs qui ge´ne`re du revenu, toutes les contraintes de capacite´ sont actives et par
conse´quent la fonction objectif du meneur en fonction des tarifs est line´aire. Dans ce cas,
toute me´thode de recherche locale re´sout le proble`me.
4.3 Proble`me de tarification sur un re´seau avec demande non line´aire
Dans cette section, nous e´tudions le proble`me de tarification sur un re´seau avec demande
non line´aire et contraintes de capacite´ (DNL-CAP). Nous commenc¸ons par pre´senter la formu-
lation mathe´matique utilise´e pour re´soudre le DNL-CAP (section 4.3.1). Puis, nous proposons
deux me´thodes exactes pour re´soudre le DNL-CAP (section 4.3.2). A` la section 4.3.3, nous
de´veloppons une heuristique base´e sur une me´thode de re´gion de confiance. Finalement, les
expe´riences nume´riques sont pre´sente´es a` la section 4.3.4.
4.3.1 Formulation mathe´matique
Nous conside´rons que la demande du produit k, dk = fk(Uk), qui de´pend de l’utilite´
Uk du produit k, est une fonction non line´aire, non ne´gative et strictement de´croissante ou`
l’utilite´ Uk est le couˆt des chemins utilise´s pour acheminer le produit k. En remplac¸ant dk
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dans DE-CAP:CH par sa valeur, la formulation mathe´matique correspondante est :
DNL-CAP:CH
max
t,h,U,γ
∑
k∈K
fk(Uk)Uk −
∑
p∈Pk
hkp
∑
a∈p
ca
∑
p∈Pk
hkp = fk(Uk) ∀k ∈ K (4.28)
∑
k∈K
∑
p∈Pk | a∈p
hkp ≤ ua ∀a ∈ A1 (4.29)
∑
a∈p
ca +
∑
a∈p
⋂
A1
ta −M
k
p (1− γ
k
p ) ≤ Uk ∀p ∈ Pk, ∀k ∈ K (4.30)
∑
a∈p
ca +
∑
a∈p∩A1
ta − Uk ≥ 0 ∀p ∈ Pk, ∀k ∈ K (4.31)
hkp ≤ N
k
p γ
k
p ∀ p ∈ Pk, ∀k ∈ K (4.32)
hkp ≥ 0 ∀ p ∈ Pk, ∀k ∈ K
γkp ∈ {0, 1} ∀ p ∈ Pk, ∀k ∈ K
ou` Mkp est une grande constante identique a` celle de´finie par Dewez [27] et N
k
p = min
a∈p∩A1
{ua}.
Tel que pre´sente´ au chapitre 3, nous conside´rons deux classes de fonctions de demande :
la fonction de demande a` e´lasticite´ constante fk(Uk) = αkU
−βk
k et la fonction de demande
a` e´lasticite´ non constante fk(Uk) = αk exp (−βkUk). Les me´thodes exactes que nous pre´sen-
tons a` la section suivante sont base´es sur la formulation DNL-CAP:CH. Le principe de ces
me´thodes est identique a` celui pre´sente´ au chapitre 3 pour la re´solution du DNL.
4.3.2 Me´thode exacte
Elle posse`de une phase d’initialisation et une phase ite´rative. La phase d’initialisation
consiste, a` partir du DNL-CAP:CH, a` surapproximer la fonction non line´aire fk(Uk)Uk et de
sous-approximer la fonction non line´aire fk(Uk) dans le but d’obtenir un programme line´aire
en variables mixtes (MIP). Quant a` la phase ite´rative, elle re´sout le MIP et ajoute des coupes
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au fur et a` mesure afin d’ame´liorer les surapproximations et les sous-approximations des
fonctions non-line´aires jusqu’a` ce qu’elles soient juge´es suffisantes.
Formellement, en remplac¸ant fk(Uk)Uk par Wk et en ajoutant les contraintes ne´cessaires
aux diffe´rentes surapproximations et sous-approximations (pour plus de de´tails voir la section
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3.4 du chapitre 3), on obtient le MIP suivant
DNL-CAP:App
max
t,h,U,T,γ,W,z,s
∑
k∈K
Wk −
∑
p∈Pk
hkp
∑
a∈p
ca
∑
p∈Pk
hkp ≥ a
l
k + b
l
kUk ∀l = 1, . . . , Lk, ∀k ∈ K (4.33)
∑
k∈K
∑
p∈Pk | a∈p
hkp ≤ ua ∀a ∈ A1 (4.34)
∑
a∈p
ca +
∑
a∈p
⋂
A1
ta −M
k
p (1− γ
k
p ) ≤ Uk ∀p ∈ Pk, ∀k ∈ K (4.35)
∑
a∈p
ca +
∑
a∈A1∩p
ta − Uk ≥ 0 ∀p ∈ Pk, ∀k ∈ K (4.36)
hkp ≤ N
k
p γ
k
p ∀ p ∈ Pk, ∀k ∈ K (4.37)
Wk ≤ a
i
k + b
i
kUk +Msk ∀ i = 1, . . . , Ik, ∀k ∈ K (4.38)
Uk ≤ γ˜
k(1− sk) +Msk ∀k ∈ K (4.39)
Wk ≤ a
j
k + b
j
kUk +M(1− z
j
k) +N(1− sk) ∀l = 1, . . . , Jk − 1, ∀k ∈ K (4.40)
Uk ≥ U
j
kz
j
k ∀l = 1, . . . , Jk − 1, ∀k ∈ K (4.41)
Uk ≤ U
j+1
k z
j
k +M(1− z
j
k) ∀l = 1, . . . , Jk − 1, ∀k ∈ K (4.42)
Jk−1∑
j=1
zjk = sk ∀k ∈ K (4.43)
hkp ≥ 0 ∀ p ∈ Pk, ∀k ∈ K
γkp ∈ {0, 1} ∀ p ∈ Pk, ∀k ∈ K
sk ∈ {0, 1} ∀k ∈ K
zjk ∈ {0, 1} ∀ j = 1, . . . , Jk − 1, ∀k ∈ K
ou` la sous-approximation de fk(Uk) se fait par l’ajout a` DNL-CAP:CH des contraintes (4.33),
la surapproximation de la partie concave (resp. convexe) de fk(Uk)Uk se fait par l’ajout a`
DNL-CAP:CH des contraintes (4.38) a` (4.39) (resp. (4.40) a` (4.43)). La variable binaire sk
137
indique si l’on se trouve sur la partie concave (sk = 1) ou convexe (sk = 0) de la fonc-
tion fk(Uk)Uk. La variable binaire z
k
j indique si on se trouve sur le sous-intervalle j de la
partie convexe de fk(Uk)Uk. Nous de´notons par EXACT-1 la me´thode exacte issue de ces
approximations.
De manie`re similaire a` ce qui a e´te´ pre´sente´ au chapitre 3, nous re´e´crivons la fonction
fk(Uk)Uk de telle sorte que la nouvelle fonction a` surapproximer ait une partie convexe plus
e´troite. Pour ce faire, nous introduisons la variable Tk et nous imposons
Uk = Tk +
∑
a∈pk
0
ca (4.44)
ou` pk0 est le chemin de plus petit couˆt fixe du produit k. En fait, Tk correspond au revenu
ge´ne´re´ par une unite´ de flot du chemin pk0. Puis, nous re´e´crivons la fonction objectif du produit
k comme suit :
fk(Uk)Uk −
∑
p∈Pk
∑
a∈p
cah
k
p = fk(Uk)

Tk +∑
a∈pk
0
ca

−∑
p∈Pk
hkp
∑
a∈p
ca
= fk(Uk)Tk + fk(Uk)
∑
a∈pk
0
ca −
∑
p∈Pk
hkp
∑
a∈p
ca
= fk

Tk +∑
a∈pk
0
ca

Tk + ∑
p∈Pk
hkp
∑
a∈pk
0
ca −
∑
p∈Pk
hkp
∑
a∈p
ca
= fk

Tk +∑
a∈pk
0
ca

Tk −∑
p∈Pk
hkp

∑
a∈p
ca −
∑
a∈pk
0
ca

 . (4.45)
La deuxie`me me´thode exacte que nous de´notons EXACT-2 est base´e sur le programme ma-
the´matique obtenu en remplac¸ant dans DNL-CAP:CH la fonction objectif du produit k par
(4.45) et en ajoutant la contrainte (4.44). Pour la me´thode EXACT-2, a` la phase d’initiali-
sation, nous surapproximons plutoˆt la fonction fk

Tk +∑
a∈pk
0
ca

Tk. En fait, les coefficients
des variables de flots de (4.45) sont ne´gatifs car pk0 e´tant le chemin de plus petit couˆt fixe du
138
produit k,
∑
a∈p
ca −
∑
a∈pk
0
ca ≥ 0 pour tout p ∈ Pk.
Les longueurs de l’intervalle des valeurs de Uk et Tk sont e´gales, et la partie convexe de
fk(Uk)Uk est plus large que celle de fk

Tk +∑
a∈pk
0
ca

Tk. De plus, fk(Uk)Uk est borne´e infe´-
rieurement par fk

Tk +∑
a∈pk
0
ca

Tk. Il en re´sulte que la surapproximation de fk(Uk)Uk aug-
mente fortement l’aspect combinatoire du proble`me compare´e a` celle de fk

Tk +∑
a∈pk
0
ca

Tk
car elle ne´cessite l’introduction de plus de variables binaires (variables zkj ) pour une discre´ti-
sation identique de l’intervalle des valeurs de Uk et Tk. L’introduction des variables binaires
zkj au mode`le approxime´, DNL-CAP:App, augmente l’aspect combinatoire du mode`le et par
conse´quent son temps de calcul. Il s’ensuit que la me´thode EXACT-2 aura un temps d’exe´-
cution infe´rieur a` celui de la me´thode EXACT-1.
Apre`s la phase d’initialisation des deux me´thodes exactes, nous obtenons le mode`le DNL-
CAP:App (MIP) qui surapproxime DNL-CAP:CH. La valeur de la fonction objectif de DNL-
CAP:App est une borne supe´rieure du DNL-CAP. La phase ite´rative re´sout a` chaque ite´ration
le mode`le approxime´ DNL-CAP:App et lui ajoute des contraintes dans le but d’ame´liorer la
surapproximation de fk(Uk)Uk ou fk

Tk +∑
a∈pk
0
ca

Tk et la sous-approximation de fk(Uk).
La solution fournie par DNL-CAP:App a` chaque ite´ration n’est pas force´ment re´alisable pour
le DNL-CAP. Cependant a` partir de cette solution, nous pouvons de´terminer (si possible)
une solution re´alisable du DNL-CAP en proce´dant de deux fac¸ons.
De´termination de la solution re´alisable du DNL-CAP a` partir d’une solution de
DNL-CAP:App
Soit (t∗, h∗, U∗, T ∗, γ∗,W ∗, z∗, s∗) une solution re´alisable du DNL-CAP:App. Pour de´ter-
miner une solution re´alisable du DNL-CAP, nous fixons dans DNL-CAP:CH la variable U a`
U∗ puis nous re´solvons le proble`me re´sultant. En fixant U a` U∗, nous supposons connu le couˆt
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des chemins utilise´s. Le DNL-CAP:CH se re´duit au programme line´aire en variables mixtes
suivant :
DNL-CAP:CH(U∗)
max
t,h,γ
∑
k∈K
fk(U
∗
k )U
∗
k −
∑
p∈Pk
∑
a∈p
cah
k
p
∑
p∈Pk
hkp = fk(U
∗
k ) ∀k ∈ K
∑
k∈K
∑
p∈Pk | a∈p
hkp ≤ ua ∀a ∈ A1
∑
a∈p
ca +
∑
a∈p
⋂
A1
ta −M
k
p (1− γ
k
p ) ≤ U
∗
k ∀p ∈ Pk, ∀k ∈ K
∑
a∈p
ca +
∑
a∈A1∩p
ta − U
∗
k ≥ 0 ∀p ∈ Pk, ∀k ∈ K
hkp ≤ N
k
p γ
k
p ∀ p ∈ Pk, ∀k ∈ K
hkp ≥ 0 ∀ p ∈ Pk, ∀k ∈ K
γkp ∈ {0, 1} ∀ p ∈ Pk, ∀k ∈ K.
Le temps de re´solution du DNL-CAP:CH(U∗) est ne´gligeable compare´ a` celui de DNL-CAP.
Cependant, DNL-CAP:CH(U∗) peut eˆtre irre´alisable car e´tant donne´ que la solution du DNL-
CAP:App ve´rifie
∑
p∈Pk
h∗kp ≤ fk(U
∗
k ) pour tout k, les contraintes de capacite´ peuvent empeˆcher
la contrainte de conservation de flots
∑
p∈Pk
hkp = fk(U
∗
k ) d’eˆtre satisfaite car nous avons impose´
que les variables duales associe´es aux contraintes de capacite´ soient nulles.
Une autre fac¸on de de´terminer une solution re´alisable de meilleur revenu a` partir d’une
solution du DNL-CAP:App est d’utiliser l’optimisation inverse.
Optimisation Inverse
Le POI consiste a` fixer la variable binaire γ qui indique les chemins utilise´s pour un produit
donne´ puis a` de´terminer les tarifs et les flots compatibles a` ces chemins afin de maximiser
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le revenu du meneur. Nous pre´sentons le POI en utilisant le programme mathe´matique a` un
niveau utilise´ pour de´velopper la me´thode EXACT-2.
Supposons que γ soit fixe´ a` γ∗ ou` γ∗ provient de la solution du DNL-CAP:App. Le
programme non line´aire obtenu est :
OPTINV(γ∗)
max
t,h,U
∑
k∈K

fk

Tk +∑
a∈pk
0
ca

Tk −∑
p∈Pk
hkp

∑
a∈p
ca −
∑
a∈pk
0
ca




∑
p∈Pk
hkp = fk(Uk) ∀k ∈ K
∑
k∈K
∑
p∈Pk | a∈p
hkp ≤ ua ∀a ∈ A1
∑
a∈p
ca +
∑
a∈p
⋂
A1
ta −M
k
p (1− γ
∗k
p ) ≤ Uk ∀p ∈ Pk, ∀k ∈ K
∑
a∈p
ca +
∑
a∈A1∩p
ta − Uk ≥ 0 ∀p ∈ Pk, ∀k ∈ K
Uk = Tk +
∑
a∈pk
0
ca ∀k ∈ K
hkp ≤ N
k
p γ
∗k
p ∀ p ∈ Pk, ∀k ∈ K
hkp ≥ 0 ∀ p ∈ Pk, ∀k ∈ K.
La technique utilise´e pour re´soudre OPTINV(γ∗) est la meˆme que celle de´veloppe´e pour la
me´thode EXACT-2 du DNL-CAP car la difficulte´ provient de la pre´sence des deux fonc-
tions non line´aires fk

Tk +∑
a∈pk
0
ca

Tk et fk(Uk) du produit k. Le temps de re´solution de
OPTINV(γ∗) est ne´gligeable compare´ a` celui du DNL-CAP car la seule difficulte´ lie´e a` la re´-
solution de OPTINV(γ∗) est la surapproximations des fonctions non line´aires. OPTINV(γ∗)
peut eˆtre irre´alisable car il peut ne pas exister un vecteur de tarifs t qui fasse en sorte que
l’ensemble de chemins γ∗ puisse eˆtre utilise´.
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Algorithme exact
Trois parame`tres d’entre´e sont ne´cessaires : la tole´rance ε sur la surapproximation et la
sous-approximation des fonctions fk(Uk)Uk (resp. fk

Tk +∑
a∈pk
0
ca

Tk) et fk(Uk) de la me´-
thode EXACT-1 (resp. EXACT-2), le nombre de points Lk de la discre´tisation de l’intervalle
des valeurs de Uk pour la sous-approximation de la fonction fk(Uk) et le nombre de points
Ik (resp. Jk) de la discre´tisation de l’intervalle des valeurs de Uk ou Tk sur la partie concave
(resp. convexe) pour la surapproximation de la fonction fk(Uk)Uk ou fk

Tk +∑
a∈pk
0
ca

Tk.
L’algorithme ε−exact se pre´sente comme suit :
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Phase d’initialisation
DNL-CAP:APP (MIP)
Re´solution du MIP
re´alisable ?
oui Non
Mettre a` jour la meilleure solution du DNL-CAP re´alisable ?
oui
crite`re d’arreˆt atteint ?
Re´solution du POI
Non
Non
Retourner la meilleure solution du DNL-CAP
et la meilleure borne supe´rieure
A
jo
u
t
d
es
co
u
p
es
P
h
as
e
it
e´r
at
iv
e
oui
Mettre a` jour la borne supe´rieure du DNL-CAP
Re´soudre le POI ( γ∗)
Re´soudre DNL-CAP:CH(U∗)
Re´solution du DNL-CAP:CH(U∗)
Retenir U∗ et γ∗ de la solution du MIP
Figure 4.8 Algorithme ε−exact
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4.3.3 Heuristique
Cette heuristique est base´e sur une me´thode de re´gion de confiance comme celles de´ve-
loppe´es pour le DNL. E´tant donne´ que la non line´arite´ de la fonction de demande augmente
la difficulte´ du DNL-CAP, le mode`le de re´gion de confiance est obtenu en line´arisant les
fonctions de demande autour d’une solution courante, ce qui nous me`ne au DL-CAP. Puis,
une re´gion de confiance est de´finie autour du vecteur de tarifs sur les arcs afin qu’ils restent
proches de ceux de la solution courante.
Formellement, soit (t, h, U, γ) une solution courante de DNL-CAP:CH, en line´arisant la
fonction demande fk(Uk) de chaque produit k autour de Uk, nous obtenons une approximation
de la fonction demande fk(Uk) ≈ ak − bkUk ou` ak et bk sont les coefficients de la tangente a`
la fonction fk(Uk) au point Uk. Dans un premier temps, nous remplac¸ons dans la fonction
objectif de DNL-CAP:CH, chaque fonction fk(Uk) par ak − bkUk, puis nous ajoutons la
contrainte t−∆t ≤ t ≤ t+∆t ou` ∆t est le rayon de la re´gion de confiance.
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Le mode`le de la me´thode a` re´gion de confiance se formule alors comme un suit :
QUAD:CAP
max
t,h,U
∑
k∈K
(
aUk − bk(Uk)
2 −
∑
p∈Pk
hkp
∑
a∈p
ca
)
∑
p∈Pk
hkp = ak − bkUk ∀k ∈ K (4.46)
∑
k∈K
∑
p∈Pk | a∈p
hkp ≤ ua ∀a ∈ A1 (4.47)
∑
a∈p
ca +
∑
a∈p
⋂
A1
ta −M
k
p (1− γ
k
p ) ≤ Uk ∀0p ∈ Pk, ∀k ∈ K (4.48)
∑
a∈p
ca +
∑
a∈A1∩p
ta − Uk ≥ 0 ∀p ∈ Pk, ∀k ∈ K (4.49)
hkp ≤ N
k
p γ
k
p ∀ p ∈ Pk, ∀k ∈ K (4.50)
ta −∆ta ≤ ta ≤ ta +∆ta ∀a ∈ A1. (4.51)
hkp ≥ 0 ∀ p ∈ Pk, ∀k ∈ K
γkp ∈ {0, 1} ∀ p ∈ Pk, ∀k ∈ K.
QUAD:CAP est la formulation DL-CAP:CH pre´sente´e a` la section 4.2.1 ou` l’on ajoute la
contrainte (4.51) pour de´limiter la taille du pas du vecteur de tarifs.
Pour de´terminer une solution du DNL-CAP a` partir d’une solution du mode`le (QUAD:CAP),
on re´sout OPTINV(γ∗) ou DNL-CAP:CH(U∗) ou` γ∗ et U∗ proviennent de la solution du
QUAD:CAP.
L’heuristique est exe´cute´e en utilisant plusieurs solutions de de´part pour diversifier l’es-
pace de recherche des optima locaux. Les solutions de de´part sont de´termine´es en ge´ne´rant
uniforme´ment sur un intervalle les valeurs des tarifs sur les arcs. A` partir de ces tarifs, nous
cherchons une solution S du DNL-CAP correspondant a` ces tarifs. Cependant la solution S
ne ve´rifie pas toujours la proprie´te´ selon laquelle les variables duales associe´es aux contraintes
de capacite´ sont nulles (exploite´e pour obtenir la formulation DNL-CAP:CH). Ainsi, a` par-
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tir de S, on de´termine une solution correspondante ou` les variables duales associe´es aux
contraintes de capacite´ sont nulles en recalculant les tarifs et les flots par une re´solution de
DNL-CAP:CH(U) ou` U est le vecteur de couˆt maximal des chemins utilise´s de la solution S.
4.3.4 Expe´rimentations
Les expe´rimentations effectue´es permettent d’e´valuer de fac¸on quantitative les me´thodes
propose´es pour la re´solution du DNL-CAP.
Les fonctions de demande utilise´es sont celles pre´sente´es a` la section 3.7 pour le DNL.
Pour affecter les capacite´s sur les arcs du re´seau, le meˆme principe utilise´ lorsque la demande
est line´aire est re´pe´te´ a` la seule diffe´rence que l’on conside`re plutoˆt des fonctions de demande
non line´aires. Nous fixons a` l’infini la capacite´ des arcs non taxables, c’est-a`-dire pour tout
a ∈ A2, ua = +∞. Pour les arcs taxables, la capacite´ de l’arc a est de´finie en tenant compte
du type de la fonction de demande.
Pour les fonctions de demande a` e´lasticite´ constante, la capacite´ sur l’arc taxable a est
de´finie comme suit
ua =
1
|Ka|
∑
k∈Ka
αk
(γk(∞))βk
+ θ

 ca + 1
min
a′∈A1
ca′ + 1


3/2
ou` Ka est l’ensemble des produits ayant au moins un chemin contenant l’arc a. L’expression
1
|Ka|
∑
k∈Ka
αk
(γk(∞))βk
est la moyenne des demandes minimales des produits appartenant a` Ka,
ce qui permet a` l’arc taxable a de satisfaire au moins la demande minimale d’un produit de
Ka. Pour les fonctions de demande a` e´lasticite´ non constante, la capacite´ sur l’arc taxable a
est de´finie par
ua =
1
|Ka|
∑
k∈Ka
αk exp
(
−
βk
Ckmoy
γk(∞)
)
+ θ

 ca + 1
min
a′∈A1
ca′ + 1


3/2
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ou`
1
|Ka|
∑
k∈Ka
αk exp
(
−
βk
Ckmoy
γk(∞)
)
est la moyenne des demandes minimales des produits
appartenant a` Ka, ce qui permet a` l’arc taxable a de satisfaire au moins la demande minimale
d’un produit de Ka. L’expression [(ca + 1)/ (mina′∈A1 ca′ + 1)]
3/2 permet d’affecter la capacite´
sur l’arc a en fonction de son couˆt fixe et du plus petit couˆt fixe des arcs taxables. Le
coefficient θ permet de varier la capacite´ sur les arcs et est utilise´ pour l’analyse de sensibilite´
des contraintes de capacite´.
Les expe´riences nume´riques sont effectue´es sur la famille d’instances des re´seaux Vorono¨ı
et Grille pre´sente´e a` la section 2.6.1. Nous ne conside´rons que les tarifs positifs et nous varions
le nombre de produits entre 5 et 40. La proportion d’arcs taxables est fixe´e a` 10%, 15% et 20%.
Nous utilisons les fonctions de demande a` e´lasticite´ constante et non constante. Nous fixons
les valeurs de βk a` 2 et 5 afin de varier l’e´lasticite´ de la demande. Dans le meˆme ordre d’ide´e,
les valeurs de θ sont choisis de manie`re a` imposer des contraintes de capacite´ fortes et faibles.
Les re´sultats nume´riques sont obtenus en fixant ε a` 10−2. L’intervalle des valeurs de Uk et Tk
est discre´tise´ en 20 points pour la surapproximation et la sous-approximation des fonctions
non line´aires a` la phase d’initialisation des me´thodes exactes. Pour la me´thode approche´e,
nous utilisons 50 solutions de de´part et le nombre d’ite´rations maximal de l’heuristique est
fixe´ a` 50. Le temps d’exe´cution maximal des me´thodes est fixe´ a` 5 heures (18000 secondes).
Les re´sultats nume´riques sont une moyenne de 10 instances.
Les re´sultats nume´riques sont reporte´s aux tableaux 4.5, 4.6 pour l’e´lasticite´ constante
et 4.7 et 4.8 pour l’e´lasticite´ non constante ou` Bgap de´fint l’e´cart relatif (en %) entre la
borne supe´rieure fournie par EXACT-2 et la solution trouve´e par EXACT-1. La colonne
Cpu* repre´sente le temps auquel l’heuristique trouve la meilleure solution.
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E´lasticite´ constante : βk = 2 pour tout k
Capacite´ forte Capacite´ faible
EXACTE-1 EXACTE-2 Heuristique EXACTE-1 EXACTE-2 Heuristique
#OD %t Cpu Gap BGap #it Nopt Cpu Gap #it Nopt Cpu Cpu* Gap Nopt Cpu Gap BGap #it Nopt Cpu Gap #it Nopt Cpu Cpu* Gap Nopt
5 10 0.03 0.00 0.00 1.00 0 0.03 0.00 1.00 0 2.14 0.14 0.00 0 0.71 0.00 0.00 1.89 0 0.03 0.00 1.30 0 3.04 0.23 0.00 0
5 15 1.24 0.00 0.00 1.60 0 0.27 0.00 1.30 0 16.50 0.69 0.00 0 18.17 0.01 0.00 3.30 0 0.22 0.00 1.70 0 28.62 3.33 0.03 0
5 20 0.84 0.01 0.00 1.40 0 0.28 0.00 1.50 0 20.32 2.40 0.00 0 8.34 0.01 0.00 2.30 0 0.22 0.00 1.40 0 38.88 6.83 0.26 0
10 10 0.14 0.00 0.00 1.50 0 0.09 0.00 1.40 0 5.58 0.31 0.00 0 1964.15 1.01 0.00 2.10 1 0.25 0.00 1.80 0 17.51 2.10 0.12 0
10 15 28.81 0.00 0.00 1.80 0 0.97 0.00 1.70 0 46.24 2.00 0.00 0 9512.98 0.37 0.02 3.30 4 1.84 0.00 2.00 0 81.34 14.55 0.04 0
10 20 156.10 0.00 0.00 1.90 0 7.34 0.00 1.50 0 825.62 39.38 0.00 0 7225.12 0.30 0.02 3.00 3 7.72 0.00 1.90 0 147.68 25.09 0.06 0
15 10 0.25 0.00 0.00 1.50 0 0.10 0.00 1.40 0 10.83 0.60 0.00 0 11064.85 0.48 0.01 2.10 6 0.46 0.01 2.10 0 32.30 3.54 0.01 0
15 15 20.95 0.00 0.00 1.40 0 1.01 0.00 1.40 0 82.58 17.83 0.00 0 15299.39 1.80 0.22 3.30 8 116.52 0.00 2.50 0 509.04 57.97 0.00 0
15 20 2028.67 0.14 0.00 1.89 1 121.42 0.00 2.10 0 722.81 14.38 0.00 0 9465.25 0.82 0.06 1.38 4 58.41 0.00 2.20 0 254.06 79.78 0.00 0
20 10 2.52 0.00 0.00 1.40 0 0.20 0.00 1.30 0 22.96 0.58 0.00 0 14040.05 2.06 0.08 1.22 7 0.95 0.00 1.90 0 45.41 2.95 0.00 0
20 15 498.94 0.00 0.00 1.25 0 218.56 0.00 1.40 0 807.75 29.66 0.00 0 18040.24 18.74 15.09 1.00 9 2186.76 0.13 2.10 1 713.97 192.32 0.25 0
20 20 3854.36 0.00 0.00 1.90 1 18.24 0.00 2.10 0 375.34 26.46 0.23 0 14705.23 15.72 13.98 1.00 7 3322.53 0.23 2.00 1 1341.22 381.11 0.32 0
30 10 0.18 0.00 1.30 0 47.93 2.07 0.00 0 1.95 0.01 1.60 0 165.93 38.51 0.01 0
30 15 1805.29 0.00 1.30 1 1881.26 164.28 0.01 1 7506.99 1.12 1.30 4 2841.88 602.67 1.21 0
30 20 557.29 0.02 1.70 0 421.98 23.79 0.02 0 3701.16 0.28 1.50 2 2786.91 2086.04 0.33 0
40 10 0.27 0.00 1.50 0 38.40 2.37 0.00 0 35.08 0.01 1.60 0 244.19 47.58 0.01 0
40 15 1812.44 0.02 1.20 1 1417.29 116.92 0.09 0 9254.33 6.14 1.30 5 6386.58 3062.14 2.62 3
40 20 602.69 0.01 1.50 0 710.85 212.61 0.01 0 7624.06 0.92 1.50 3 4787.19 2390.11 1.60 1
E´lasticite´ constante : βk = 5 pour tout k
EXACTE-1 EXACTE-2 Heuristique EXACTE-1 EXACTE-2 Heuristique
#OD %t Cpu Gap BGap #it Nopt Cpu Gap #it Nopt Cpu Cpu* Gap Nopt Cpu Gap BGap #it Nopt Cpu Gap #it Nopt Cpu Cpu* Gap Nopt
5 10 0.14 0.00 0.00 2.00 0 0.03 0.00 1.40 0 0.92 0.09 0.00 0 397.82 0.00 0.02 5.90 0 0.07 0.01 1.70 0 6.21 0.44 0.01 0
5 15 22.01 0.01 0.00 4.10 0 1.49 0.00 3.00 0 21.69 1.44 0.00 0 364.08 0.01 0.02 8.80 0 230.74 0.00 3.10 0 72.62 8.62 0.01 0
5 20 9.46 0.04 0.02 2.60 0 1.25 0.00 2.10 0 16.87 1.18 0.00 0 598.47 0.01 0.04 8.80 0 162.10 0.00 3.30 0 273.03 52.71 0.00 0
10 10 0.28 0.03 0.00 2.10 0 0.07 0.00 1.70 0 13.48 0.83 0.00 0 7314.96 0.54 0.00 5.00 3 0.46 0.00 2.70 0 54.20 10.15 0.05 0
10 15 75.24 0.00 0.02 2.50 0 21.99 0.01 2.60 0 92.93 15.96 0.00 0 19676.49 3.20 2.14 3.22 8 3014.31 1.65 3.90 1 498.24 76.18 1.85 0
10 20 281.54 0.00 0.01 3.10 0 5.24 0.00 2.60 0 87.98 7.54 0.00 0 16199.22 5.40 5.94 3.80 8 5425.92 1.23 3.10 2 2535.25 1157.28 2.79 0
15 10 0.50 0.00 0.01 3.50 0 0.10 0.00 2.40 0 4.00 0.38 0.00 0 12874.33 2.30 0.18 4.60 7 1.67 0.13 3.20 0 157.85 16.20 0.12 0
15 15 2645.61 0.00 1.49 3.20 1 1843.44 1.43 2.50 1 92.72 13.14 2.48 0 18064.73 173.23 166.58 1.10 10 5252.94 2.46 3.60 2 6788.90 2740.50 3.33 3
15 20 3690.56 0.15 0.06 3.10 2 392.08 0.00 3.20 0 94.78 6.99 0.01 0 18261.93 266.09 186.32 1.20 10 7505.17 1.13 2.60 3 7640.21 1109.53 3.55 3
20 10 0.71 0.00 0.01 3.56 0 0.14 0.00 2.30 0 8.01 0.74 0.00 0 15885.90 80.07 71.63 1.38 7 30.70 0.12 3.20 0 565.94 47.86 0.12 0
20 15 3372.37 0.03 1.17 2.80 1 2097.86 0.99 2.30 1 85.69 13.24 1.16 0 18033.51 215.03 187.45 1.10 10 10590.30 4.81 2.20 5 9268.02 5181.55 8.59 4
20 20 4475.05 0.15 0.07 2.80 2 1846.74 0.04 3.10 1 120.44 8.27 0.01 0 18027.91 300.50 211.73 1.00 10 11342.88 3.90 2.60 4 12675.03 7858.57 11.30 6
30 10 0.45 0.01 2.10 0 65.55 18.51 0.00 0 3366.59 0.26 2.80 1 565.24 46.89 0.27 0
30 15 3651.23 1.98 2.40 2 209.70 37.42 2.74 0 12087.59 13.78 1.80 6 12672.40 7967.93 8.97 6
30 20 5718.93 0.60 2.00 3 459.60 36.03 1.20 0 18395.43 10.37 1.30 10 10481.35 9325.41 9.32 4
40 10 0.44 0.00 2.30 0 53.97 1.72 0.01 0 7991.62 0.92 2.70 4 3242.89 1230.11 0.92 1
40 15 3668.53 1.14 2.10 2 439.16 67.24 1.36 0 16535.83 20.08 1.20 9 13715.92 11285.19 21.27 7
40 20 6620.16 1.29 2.50 3 557.31 57.82 1.29 0 18358.97 20.02 1.00 10 13476.97 8814.43 21.55 6
Tableau 4.5 Re´seaux Vorono¨ı : re´sultats obtenus avec demande non line´aire et contraintes
de capacite´ (e´lasticite´ constante)
E´lasticite´ constante : βk = 2 pour tout k
Capacite´ forte Capacite´ faible
EXACTE-1 EXACTE-2 Heuristique EXACTE-1 EXACTE-2 Heuristique
#OD %t Cpu Gap BGap #it Nopt Cpu Gap #it Nopt Cpu Cpu* Gap Nopt Cpu Gap BGap #it Nopt Cpu Gap #it Nopt Cpu Cpu* Gap Nopt
5 10 0.02 0.00 0.00 1.00 0 0.02 0.00 1.00 0 0.52 0.06 0.00 0 0.15 0.00 0.00 1.90 0 0.02 0.00 1.00 0 0.30 0.07 0.00 0
5 15 0.06 0.00 0.00 1.11 0 0.03 0.00 1.00 0 1.13 0.14 0.00 0 0.15 0.00 0.00 1.22 0 0.04 0.00 1.00 0 0.59 0.17 0.00 0
5 20 0.50 0.00 0.00 1.20 0 0.12 0.00 1.00 0 10.20 0.64 0.00 0 0.64 0.00 0.00 2.20 0 0.11 0.00 1.10 0 3.64 0.40 0.00 0
10 10 0.05 0.00 0.00 1.00 0 0.03 0.00 1.00 0 1.70 0.16 0.00 0 132.12 0.00 0.01 2.70 0 0.15 0.01 1.00 0 1.90 0.56 0.01 0
10 15 0.17 0.00 0.00 1.11 0 0.09 0.00 1.00 0 6.95 0.37 0.00 0 18.43 0.00 0.01 1.56 0 0.19 0.01 1.00 0 2.63 0.72 0.01 0
10 20 16.33 0.00 0.00 1.20 0 0.58 0.00 1.00 0 72.58 7.80 0.00 0 315.19 0.00 0.01 1.90 0 0.71 0.01 1.10 0 58.27 6.30 0.01 0
15 10 0.07 0.00 0.00 1.00 0 0.05 0.00 1.00 0 3.68 0.36 0.00 0 10690.96 1.82 0.01 2.10 5 0.45 0.01 1.00 0 15.03 1.19 0.04 0
15 15 0.36 0.00 0.02 1.11 0 0.18 0.00 1.00 0 38.15 1.07 0.00 0 8600.62 0.83 0.02 1.80 4 1.07 0.01 1.00 0 36.66 3.22 0.01 0
15 20 1708.95 0.00 0.02 1.20 0 878.17 0.00 1.00 0 2631.55 1826.90 0.00 1 13966.43 4.03 1.12 1.29 5 29.31 0.01 1.10 0 329.16 17.04 0.01 0
20 10 0.12 0.00 0.00 1.00 0 0.06 0.00 1.00 0 4.83 0.38 0.00 0 17060.35 7.28 0.04 1.00 9 2.18 0.01 1.00 0 41.32 4.42 0.01 0
20 15 1.05 0.00 0.00 1.00 0 0.35 0.00 1.00 0 48.18 3.37 0.00 0 16064.07 5.56 0.20 1.00 8 16.76 0.01 1.00 0 546.76 26.41 0.01 0
20 20 208.84 0.00 0.02 1.00 0 40.06 0.00 1.00 0 5693.96 2352.36 0.00 3 18037.13 8.44 1.84 1.00 7 92.80 0.01 1.00 0 2611.16 291.58 0.01 0
30 10 0.08 0.00 1.00 0 5.60 0.50 0.00 0 149.59 0.00 1.50 0 3071.60 124.90 0.00 1
30 15 0.88 0.00 1.00 0 392.46 94.08 0.00 0 2360.07 0.05 1.30 1 6313.70 3507.15 0.06 3
30 20 26.44 0.00 1.00 0 4013.72 1908.64 0.00 1 6213.30 0.35 1.70 2 13525.54 6446.57 0.41 7
40 10 0.33 0.00 1.00 0 17.48 1.20 15.05 0 654.06 0.01 1.00 0 7450.67 2033.14 0.01 2
40 15 53.65 0.00 1.00 0 1839.33 147.87 0.00 1 5854.36 0.33 1.00 3 11110.74 5857.90 0.35 6
40 20 6.68 0.00 1.00 0 2235.01 139.24 0.00 1 12039.47 2.61 1.10 6 16237.23 13781.08 4.37 9
E´lasticite´ constante : βk = 5 pour tout k
EXACTE-1 EXACTE-2 Heuristique EXACTE-1 EXACTE-2 Heuristique
#OD %t Cpu Gap BGap #it Nopt Cpu Gap #it Nopt Cpu Cpu* Gap Nopt Cpu Gap BGap #it Nopt Cpu Gap #it Nopt Cpu Cpu* Gap Nopt
5 10 0.07 0.00 0.00 1.10 0 0.04 0.00 1.00 0 0.65 0.08 0.00 0 33.67 0.01 0.00 5.00 0 0.07 0.00 1.90 0 0.66 0.20 0.00 0
5 15 0.47 0.00 0.00 2.11 0 0.10 0.00 1.30 0 0.98 0.16 0.00 0 205.47 0.00 0.01 7.56 0 0.13 0.00 1.70 0 1.07 0.28 0.00 0
5 20 1.27 0.00 0.00 2.50 0 0.34 0.00 1.40 0 10.42 0.54 0.00 0 228.48 0.03 0.01 8.20 0 0.55 0.00 2.40 0 11.51 2.60 0.12 0
10 10 0.23 0.00 0.00 1.30 0 0.05 0.00 1.00 0 0.98 0.16 0.00 0 8145.02 1.50 0.00 2.90 4 0.31 0.00 1.80 0 2.88 0.96 0.10 0
10 15 0.85 0.01 0.00 1.44 0 0.10 0.00 1.10 0 3.36 0.27 0.00 0 12518.26 0.85 0.01 5.50 4 0.53 0.00 1.80 0 13.99 3.54 0.02 0
10 20 7.77 0.01 0.00 2.30 0 0.75 0.00 1.40 0 23.34 2.66 0.00 0 18132.46 1.08 0.07 1.50 10 12.35 0.00 2.90 0 272.95 15.15 0.04 0
15 10 0.25 0.00 0.00 1.00 0 0.07 0.00 1.00 0 2.03 0.24 0.00 0 16003.81 4.08 0.80 2.56 7 0.91 0.00 2.20 0 25.95 2.02 0.00 0
15 15 6.94 0.01 0.02 1.33 0 0.24 0.00 1.10 0 26.84 1.83 0.00 0 18046.44 6.24 0.44 1.00 10 20.83 0.00 1.80 0 80.71 5.69 0.00 0
15 20 2968.38 0.09 0.04 3.00 1 1855.96 0.00 1.40 1 2873.71 1848.13 0.72 1 18036.30 24.85 13.82 1.00 8 2039.33 0.01 2.90 1 2600.28 322.07 0.01 1
20 10 0.56 0.00 0.00 1.10 0 0.10 0.00 1.00 0 3.01 0.28 0.00 0 17400.02 36.15 28.31 1.12 7 8.90 0.00 2.20 0 158.50 10.90 0.00 0
20 15 14.10 0.04 0.03 1.67 0 0.47 0.00 1.20 0 65.05 2.58 0.00 0 18046.55 46.06 31.25 1.00 8 1820.46 1.77 1.90 1 256.89 53.60 1.92 0
20 20 3989.82 0.12 0.05 2.50 2 2148.52 0.01 1.50 1 3842.02 1923.99 0.03 2 18032.51 37.54 18.66 1.00 7 6342.66 0.82 2.20 3 5739.59 2165.20 1.12 2
30 10 0.14 0.00 1.00 0 5.38 0.49 0.00 0 3349.28 0.62 1.70 1 2273.76 1815.00 1.22 1
30 15 4.19 0.01 1.00 0 1837.90 7.38 0.01 1 5738.25 4.46 1.20 3 5035.32 1141.97 4.65 2
30 20 1566.20 0.00 1.20 0 1976.60 126.83 0.00 1 13717.79 8.40 1.50 7 13072.63 8967.55 17.42 7
40 10 1.31 0.00 1.20 0 18.51 1.88 0.00 0 5452.81 2.05 1.60 3 4481.07 3662.43 8.73 2
40 15 3.77 0.01 1.30 0 1867.82 31.16 0.01 1 12617.83 7.90 1.30 7 10274.20 7516.80 13.43 4
40 20 17.33 0.01 1.40 0 2104.97 109.60 0.01 1 14742.06 10.84 1.40 8 16216.68 13801.96 17.96 9
Tableau 4.6 Re´seaux Grille : re´sultats obtenus avec demande non line´aire et contraintes de
capacite´ (e´lasticite´ constante)
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E´lasticite´ non constante : βk = 2 pour tout k
Capacite´ forte Capacite´ faible
EXACTE-1 EXACTE-2 Heuristique EXACTE-1 EXACTE-2 Heuristique
#OD %t Cpu Gap BGap #it Nopt Cpu Gap #it Nopt Cpu Cpu* Gap Nopt Cpu Gap BGap #it Nopt Cpu Gap #it Nopt Cpu Cpu* Gap Nopt
5 10 0.03 0.00 0.00 1.00 0 0.01 0.00 1.00 0 2.17 0.17 0.00 0 0.03 0.00 0.00 1.00 0 0.05 0.00 1.20 0 3.67 0.15 0.00 0
5 15 0.24 0.00 0.01 1.00 0 0.08 0.01 1.00 0 17.15 0.94 0.01 0 0.32 0.00 0.00 1.00 0 0.23 0.00 1.50 0 15.18 1.65 0.00 0
5 20 0.33 0.00 0.00 1.00 0 0.09 0.00 1.00 0 21.21 4.08 0.00 0 0.85 0.00 0.00 1.00 0 0.50 0.00 1.70 0 20.75 1.00 0.01 0
10 10 0.06 0.00 0.00 1.00 0 0.02 0.00 1.10 0 8.47 0.37 0.00 0 0.23 0.00 0.00 1.10 0 0.25 0.00 1.50 0 11.25 2.10 0.00 0
10 15 0.66 0.00 0.01 1.10 0 0.26 0.01 1.00 0 39.35 5.48 0.01 0 4.50 0.00 0.00 1.00 0 2.53 0.00 1.50 0 75.68 15.28 0.00 0
10 20 2.47 0.00 0.01 1.00 0 1.48 0.01 1.00 0 67.87 5.03 0.01 0 354.41 0.00 0.00 1.20 0 19.23 0.00 1.50 0 96.97 12.89 0.00 0
15 10 0.07 0.00 0.00 1.00 0 0.03 0.00 1.00 0 5.96 0.28 0.00 0 0.28 0.00 0.00 1.00 0 0.38 0.00 1.60 0 24.25 7.10 0.00 0
15 15 5.89 0.00 0.00 1.00 0 0.32 0.00 1.00 0 53.01 5.33 0.00 0 1429.23 0.00 0.00 1.10 0 19.03 0.00 1.90 0 132.58 44.82 0.02 0
15 20 395.71 0.00 0.01 1.00 0 12.16 0.01 1.00 0 148.41 8.11 0.07 0 510.89 0.00 0.00 1.20 0 141.63 0.00 1.90 0 410.64 21.41 0.00 0
20 10 0.11 0.00 0.00 1.00 0 0.05 0.00 1.10 0 14.01 0.68 0.00 0 0.60 0.00 0.00 1.10 0 0.78 0.00 1.70 0 31.13 2.66 0.00 0
20 15 40.86 0.00 0.00 1.10 0 19.32 0.00 1.10 0 926.78 33.98 0.00 0 315.17 0.00 0.00 1.00 0 24.31 0.00 1.70 0 560.32 25.11 0.00 0
20 20 184.03 0.00 0.01 1.00 0 4.42 0.01 1.10 0 259.16 13.92 0.01 0 230.12 0.00 0.00 1.20 0 276.37 0.00 1.90 0 1904.62 63.58 0.00 0
30 10 0.07 0.01 1.00 0 18.06 0.90 0.01 0 2.20 0.00 1.70 0 90.05 10.96 0.00 0
30 15 55.64 0.00 1.10 0 1862.80 49.98 0.00 1 37.43 0.00 1.70 0 2001.20 198.00 0.00 1
30 20 6.40 0.01 1.00 0 812.99 78.45 0.01 0 3224.40 0.09 1.60 1 6069.66 703.67 0.11 3
40 10 0.09 0.00 1.00 0 33.55 3.00 0.00 0 5.28 0.01 1.00 0 92.77 6.50 0.01 0
40 15 28.84 0.01 1.10 0 690.66 35.00 0.09 0 69.17 0.02 1.00 0 2448.01 126.58 0.30 1
40 20 37.58 0.01 1.10 0 737.17 271.31 0.01 0 1090.77 0.01 1.20 0 7494.43 1624.49 0.01 3
E´lasticite´ non constante : βk = 5 pour tout k
EXACTE-1 EXACTE-2 Heuristique EXACTE-1 EXACTE-2 Heuristique
#OD %t Cpu Gap BGap #it Nopt Cpu Gap #it Nopt Cpu Cpu* Gap Nopt Cpu Gap BGap #it Nopt Cpu Gap #it Nopt Cpu Cpu* Gap Nopt
5 10 0.04 0.00 0.00 1.10 0 0.01 0.00 1.00 0 0.89 0.07 0.00 0 1.39 0.00 0.00 1.60 0 0.04 0.00 1.30 0 3.07 0.21 0.00 0
5 15 1.07 0.00 0.00 2.10 0 0.23 0.00 1.70 0 11.78 1.49 0.00 0 61.09 0.01 0.01 5.40 0 24.24 0.00 2.90 0 698.62 299.28 0.29 0
5 20 13.82 0.00 0.00 2.50 0 7.87 0.01 2.10 0 16.80 1.60 0.00 0 188.39 0.02 0.01 4.70 0 214.85 0.01 3.10 0 122.57 31.81 0.02 0
10 10 0.34 0.00 0.01 2.60 0 0.06 0.01 1.40 0 2.99 0.20 0.00 0 743.50 0.00 0.00 3.00 0 0.32 0.00 2.10 0 32.42 8.31 0.00 0
10 15 14.08 0.00 0.01 2.80 0 1.69 0.03 2.40 0 45.05 8.15 0.01 0 9895.82 56.61 51.86 3.44 4 44.75 0.03 3.70 0 432.57 49.68 0.00 0
10 20 87.90 0.00 0.00 2.20 0 3.28 0.04 2.00 0 50.16 7.31 0.00 0 9820.01 9.07 7.42 3.30 5 1997.54 0.06 3.50 0 378.99 22.15 0.06 0
15 10 0.20 0.00 0.00 2.50 0 0.07 0.00 1.60 0 2.81 0.25 0.00 0 5291.71 0.55 0.01 2.22 2 1.04 0.01 3.50 0 37.94 7.31 0.00 0
15 15 438.08 0.00 0.01 2.80 0 3.80 0.01 2.40 0 69.14 3.64 0.01 0 16340.38 88.78 70.59 1.40 9 3619.75 1.90 3.20 2 355.97 70.80 2.02 0
15 20 233.44 0.00 0.01 2.70 0 6.25 0.01 2.40 0 58.28 5.37 0.01 0 15087.29 59.17 56.75 1.44 6 5564.31 0.62 2.80 3 2722.95 383.52 1.06 1
20 10 0.22 0.00 0.01 2.70 0 0.08 0.01 1.50 0 12.63 0.62 0.00 0 4839.54 13.18 12.63 2.00 2 0.82 0.33 2.10 0 60.81 10.60 0.02 0
20 15 3625.62 0.00 0.02 3.00 2 6.95 0.02 1.90 0 67.57 6.16 0.20 0 18040.25 77.99 56.76 1.25 8 5124.61 0.80 2.70 1 1560.96 396.90 1.03 0
20 20 4020.73 0.40 0.39 2.50 2 24.56 0.02 3.33 0 172.78 33.83 0.01 0 14089.08 39.00 55.23 2.44 7 6937.59 1.65 2.20 3 5376.08 1418.36 2.03 2
30 10 0.15 0.01 1.78 0 26.46 2.06 0.01 0 6.27 0.02 2.30 0 124.33 8.07 0.03 0
30 15 1893.87 0.18 2.10 1 130.81 7.76 0.20 0 6418.65 2.10 1.89 3 4291.59 1592.26 2.50 2
30 20 3319.00 0.99 2.00 1 376.06 30.12 1.00 0 10879.05 2.53 1.40 6 7742.11 3527.45 3.53 4
40 10 0.24 0.01 1.78 0 20.45 4.60 0.01 0 46.70 0.01 2.90 0 147.27 9.94 0.01 0
40 15 1840.38 0.91 2.20 1 122.24 44.28 0.91 0 13046.71 4.17 1.80 7 6241.30 3830.69 4.94 2
40 20 2813.56 0.40 2.00 1 454.81 77.55 1.45 0 16411.53 5.15 1.10 9 10313.74 5680.50 4.84 5
Tableau 4.7 Re´seaux Vorono¨ı : re´sultats obtenus avec demande non line´aire et contraintes
de capacite´ (e´lasticite´ non constante)
E´lasticite´ non constante : βk = 2 pour tout k
Capacite´ forte Capacite´ faible
EXACTE-1 EXACTE-2 Heuristique EXACTE-1 EXACTE-2 Heuristique
#OD %t Cpu Gap BGap #it Nopt Cpu Gap #it Nopt Cpu Cpu* Gap Nopt Cpu Gap BGap #it Nopt Cpu Gap #it Nopt Cpu Cpu* Gap Nopt
5 10 0.02 0.00 0.00 1.00 0 0.03 0.00 1.00 0 0.97 0.10 0.00 0 0.04 0.00 0.00 1.00 0 0.03 0.00 1.00 0 0.84 0.13 0.01 0
5 15 0.03 0.00 0.00 1.00 0 0.05 0.00 1.00 0 0.97 0.11 0.00 0 0.05 0.00 0.00 1.00 0 0.05 0.00 1.00 0 1.25 0.17 0.00 0
5 20 0.13 0.00 0.00 1.00 0 0.22 0.00 1.00 0 8.58 0.58 0.00 0 0.13 0.00 0.00 1.00 0 0.16 0.00 1.00 0 9.56 0.90 0.00 0
10 10 0.03 0.00 0.00 1.00 0 0.04 0.00 1.00 0 1.20 0.11 0.00 0 0.23 0.00 0.01 1.00 0 0.23 0.01 1.00 0 6.49 0.58 0.01 0
10 15 0.06 0.00 0.00 1.00 0 0.08 0.00 1.00 0 12.42 0.26 0.00 0 0.34 0.00 0.00 1.00 0 0.26 0.00 1.00 0 10.91 0.98 0.00 0
10 20 0.51 0.00 0.00 1.00 0 0.85 0.00 1.00 0 237.05 6.86 0.00 0 1.37 0.00 0.00 1.00 0 1.26 0.00 1.00 0 142.21 4.18 0.00 0
15 10 0.04 0.00 0.00 1.00 0 0.06 0.00 1.00 0 1.66 0.15 0.00 0 1.65 0.00 0.01 1.00 0 1.15 0.00 1.00 0 37.56 11.11 0.00 0
15 15 0.14 0.00 0.02 1.00 0 0.16 0.00 1.00 0 34.32 0.83 0.00 0 11.20 0.00 0.01 1.00 0 2.26 0.00 1.00 0 114.94 14.38 0.00 0
15 20 3.09 0.00 0.02 1.00 0 4.98 0.00 1.00 0 2996.74 210.62 0.00 0 575.91 0.00 0.01 1.00 0 103.04 0.00 1.00 0 4020.84 1833.82 1.40 2
20 10 0.05 0.00 0.00 1.00 0 0.07 0.00 1.00 0 2.99 0.25 0.00 0 35.59 0.00 0.01 1.00 0 44.47 0.01 1.00 0 1751.26 98.10 0.01 0
20 15 0.39 0.00 0.00 1.00 0 0.32 0.00 1.00 0 44.33 1.80 0.00 0 76.73 0.00 0.01 1.00 0 62.38 0.01 1.00 0 2824.39 359.18 0.01 1
20 20 6.45 0.00 0.02 1.00 0 7.80 0.00 1.00 0 3773.11 548.10 0.00 2 3683.18 0.48 0.33 1.00 2 2645.51 0.32 1.00 1 9131.50 4506.68 0.64 4
30 10 0.10 0.00 1.00 0 6.53 0.62 0.00 0 58.76 0.01 1.00 0 4054.71 1893.88 0.01 1
30 15 0.60 0.00 1.00 0 529.92 8.48 0.00 0 1822.78 0.58 1.00 1 7241.26 2095.18 0.58 2
30 20 8.37 0.00 1.00 0 2227.97 413.82 0.00 1 2223.75 0.14 1.00 1 14060.11 6109.72 0.14 6
40 10 0.13 0.00 1.00 0 6.64 0.58 0.00 0 618.50 0.01 1.00 0 5543.01 2212.52 0.01 3
40 15 6.16 0.00 1.00 0 1825.51 141.56 0.00 1 1299.64 0.01 1.00 0 6096.83 2592.41 0.01 3
40 20 2.93 0.00 1.00 0 217.57 9.49 0.00 0 5560.74 1.09 1.00 3 10915.79 7504.43 2.39 5
E´lasticite´ non constante : βk = 5 pour tout k
EXACTE-1 EXACTE-2 Heuristique EXACTE-1 EXACTE-2 Heuristique
#OD %t Cpu Gap BGap #it Nopt Cpu Gap #it Nopt Cpu Cpu* Gap Nopt Cpu Gap BGap #it Nopt Cpu Gap #it Nopt Cpu Cpu* Gap Nopt
5 10 0.04 0.00 0.00 1.10 0 0.02 0.00 1.00 0 0.69 0.08 0.00 0 0.83 0.00 0.01 3.50 0 0.07 0.01 1.10 0 1.14 0.13 0.01 0
5 15 0.08 0.00 0.00 1.60 0 0.03 0.00 1.00 0 0.70 0.13 0.00 0 2.82 0.00 0.01 2.60 0 0.07 0.01 1.00 0 1.37 0.20 0.01 0
5 20 0.41 0.00 0.00 1.90 0 0.18 0.00 1.10 0 14.51 0.51 0.00 0 17.18 0.01 0.02 4.50 0 0.34 0.02 1.20 0 19.66 1.49 0.02 0
10 10 0.09 0.00 0.00 1.30 0 0.03 0.00 1.00 0 1.43 0.16 0.00 0 17.25 0.00 0.01 2.30 0 0.21 0.01 1.10 0 11.42 1.14 0.01 0
10 15 0.14 0.00 0.00 1.30 0 0.06 0.00 1.00 0 6.10 0.31 0.00 0 63.50 0.00 0.01 3.00 0 0.30 0.01 1.00 0 21.54 1.67 0.01 0
10 20 9.88 0.00 0.00 2.40 0 0.57 0.00 1.10 0 1468.76 142.24 0.00 0 1939.73 0.01 0.01 2.50 1 10.61 0.01 1.30 0 214.52 11.94 0.01 0
15 10 0.09 0.00 0.00 1.10 0 0.04 0.00 1.00 0 2.35 0.27 0.00 0 4111.79 0.02 0.01 1.90 2 0.63 0.01 1.10 0 40.20 6.75 0.01 0
15 15 0.51 0.00 0.02 1.50 0 1.18 0.00 1.00 0 39.64 2.11 0.00 0 5449.47 0.29 0.03 1.50 3 13.32 0.01 1.00 0 1993.35 991.77 0.01 1
15 20 921.77 0.00 0.03 2.90 0 84.00 0.01 1.00 0 3102.71 930.08 0.01 1 5850.18 1.16 0.26 1.50 3 1813.10 0.23 1.00 1 333.98 41.89 0.01 0
20 10 0.14 0.00 0.00 1.10 0 0.06 0.00 1.00 0 2.07 0.28 0.00 0 3949.43 6.77 6.28 2.00 2 71.50 0.01 1.20 0 1845.46 1806.74 0.02 1
20 15 52.84 0.00 0.01 1.50 0 0.27 0.00 1.00 0 59.03 1.70 0.00 0 2346.74 0.28 0.06 3.50 1 803.97 0.02 1.00 0 331.93 19.23 0.02 0
20 20 2182.36 0.23 0.25 3.00 1 284.55 0.01 1.10 0 4108.92 2099.45 0.01 1 9766.79 1.63 0.49 3.50 5 2856.08 0.19 1.00 1 9498.38 5891.81 0.46 5
30 10 0.11 0.00 1.00 0 5.00 0.56 0.00 0 45.51 0.02 1.20 0 2412.47 449.28 0.02 1
30 15 2.60 0.00 1.00 0 1390.74 63.65 0.00 0 397.10 0.01 1.20 0 6010.85 2664.67 0.01 3
30 20 56.22 0.00 1.00 0 1907.33 617.24 0.00 1 2135.72 0.01 1.40 0 9435.07 7902.43 0.01 5
40 10 0.14 0.00 1.00 0 6.63 0.64 0.00 0 44.89 0.01 1.20 0 3940.42 1732.51 0.01 2
40 15 21.71 0.01 1.00 0 1671.23 55.94 0.01 0 317.55 0.01 1.30 0 7336.41 3365.92 0.28 3
40 20 2.89 0.01 1.00 0 174.84 16.31 0.01 0 5501.62 0.40 1.20 3 7549.21 6415.08 0.42 3
Tableau 4.8 Re´seaux Grille : re´sultats obtenus avec demande non line´aire et contraintes de
capacite´ (e´lasticite´ non constante)
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Les deux me´thodes exactes diffe`rent l’une de l’autre par les fonctions non line´aires utilise´es au
niveau de la fonction objectif. Ces fonctions jouent un roˆle tre`s important dans l’efficacite´ de
la me´thode exacte a` cause de leur surapproximation qui augmente la difficulte´ de re´solution
du DNL-CAP. Les fonctions utilise´es pour EXACT-2 sont plus faciles a` surapproximer que
celles utilise´es pour EXACT-1. Il en re´sulte donc un temps d’exe´cution e´leve´ de EXACT-1
compare´ a` celui de EXACT-2. La meˆme remarque a e´te´ faite pour le DNL. Dans la suite, nous
utilisons EXACT-2 pour commenter les re´sultats de l’analyse de sensibilite´ sur l’e´lasticite´ et
les contraintes de capacite´.
Le DNL-CAP avec e´lasticite´ constante est plus difficile a` re´soudre que celui avec e´lasticite´
non constante car les fonctions non line´aires a` surapproximer au niveau de l’objectif sont
toujours convexes lorsque l’e´lasticite´ est constante tandis qu’elles sont plutoˆt pseudo-concaves
lorsque l’e´lasticite´ est non constante. A` titre d’exemple, en conside´rant le re´seau Vorono¨ı (resp.
Grille), βk = 5 et les contraintes de capacite´ fortes, le temps moyen d’exe´cution et l’erreur
relative moyenne est 2 heures et 4.49% (resp. 1 heure et 2.04%) avec l’e´lasticite´ constante
contre 1 heure 10 minutes et 1.05% (resp. 13 minutes et 0.05%) avec l’e´lasticite´ non constante.
Pour ces instances, on note que le temps d’exe´cution avec e´lasticite´ constante est 1.5 (resp.
4.8) fois celui avec e´lasticite´ non constante. Dans la suite, nous utilisons les re´sultats obtenus
avec e´lasticite´ constante pour e´tayer nos remarques.
La me´thode EXACT-2 est tre`s efficace pour les instances a` contraintes de capacite´ fortes
ou` l’on est capable de re´soudre les instances de 40 produits en moins de 1 heure. Par contre,
lorsque les contraintes de capacite´ sont faibles, elle est performante en ge´ne´ral sur les ins-
tances de 20 produits et moins inde´pendamment de l’e´lasticite´. Cependant, lorsque la taille
des instances augmente, elle devient moins efficace comme en te´moignent les instances de
Vorono¨ı de 40 produits, 20% d’arcs taxables et βk = 5 ou` toutes les instances ont atteint le
temps d’exe´cution maximal et l’erreur relative moyenne est 20%. Il s’ensuit que le DNL-CAP
est plus difficile avec les contraintes de capacite´ faibles qu’avec les contraintes de capacite´
fortes, en d’autres termes la difficulte´ du DNL-CAP augmente avec la capacite´ sur les arcs. A`
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titre d’illustration, en conside´rant la Grille, le temps moyen d’exe´cution des instances de 20
produits et moins avec contraintes de capacite´ faibles est 2.1 fois le temps d’exe´cution avec
contraintes de capacite´ fortes. Ce facteur passe a` 50 lorsque le nombre de produits se situe
entre 30 et 40. La figure 4.9 ci-dessous pre´sente l’e´volution du temps moyen d’exe´cution en
fonction des capacite´s sur les arcs. Elle est obtenue en fixant le temps d’exe´cution maximal
a` 10 heures sur les instances de Vorono¨ı de 20 produits, 20% d’arcs taxables et βk = 2.
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Figure 4.9 Variation du temps moyen d’exe´cution en fonction des capacite´s sur les arcs
Cette courbe montre que le temps moyen d’exe´cution, l’erreur relative moyenne et le pour-
centage d’instances ayant atteint le temps maximal augmente avec les capacite´s sur les arcs.
Nous constatons que la difficulte´ du DNL-CAP augmente avec l’e´lasticite´ de la demande.
Par exemple, en conside´rant les instances du re´seau de Vorono¨ı (resp. Grille), le temps moyen
d’exe´cution et l’erreur relative moyenne est de 27 minutes et 0.42% (resp. 5 minutes et 0.002%)
lorsque βk = 2 contre 2 heures et 4.49% (resp. 1 heure et 2.04%) lorsque βk = 5. La figure
4.10 ci-dessous pre´sente l’e´volution du temps moyen d’exe´cution en fonction de l’e´lasticite´
de la demande. Elle est obtenue en fixant le temps d’exe´cution maximal a` 10 heures sur les
instances de Grille avec 20 produits, 20% d’arcs taxables et des capacite´s moyennes.
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Figure 4.10 Variation du temps moyen de calcul en fonction de l’e´lasticite´ de la demande
Cette courbe montre que le temps moyen d’exe´cution, l’erreur relative moyenne et le pour-
centage d’instances ayant atteint le temps maximal augmente avec l’e´lasticite´ de la demande.
L’heuristique de´veloppe´e fournit des solutions de bonne qualite´ avec un temps de calcul
raisonnable. Pour les instances ou` la solution optimale a e´te´ trouve´e, l’erreur relative moyenne
des solutions fournies par l’heuristique est 0.5% et, pour les autres instances, les solutions
de l’heuristique sont situe´es a` au plus 3.26% de la borne supe´rieure fournie par la me´thode
EXACT-2. Nous pouvons donc conclure que l’heuristique fournie des solutions situe´es a` au
plus 2% de la borne supe´rieure du DNL-CAP. De manie`re ge´ne´rale, l’heuristique trouve rapi-
dement une solution de bonne qualite´ compare´e a` la me´thode EXACT-2 comme le montrent
les figures 4.11, 4.12 et 4.13 ci-dessous.
152
0 2 000 4 000 6 000 8 000 10 000 12 000 14 000 16 000 18 000 20 000
65 000 
70 000 
75 000 
80 000 
85 000 
Cpu (en secondes)
R
ev
en
u 
(en
 $C
AN
)
 
 
Heuristique
Borne supérieure de la méthode EXACT−2
Borne inférieure de la méthode EXACT−2
Figure 4.11 E´volution de la me´thode EXACT-2 et l’heuristique en fonction du temps d’exe´-
cution sur une instance de Vorono¨ı de 40 produits et 20% d’arcs taxables avec e´lasticite´
constante (βk = 5) et contraintes de capacite´ fortes
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Figure 4.12 E´volution de la me´thode EXACT-2 et l’heuristique en fonction du temps d’exe´-
cution sur une instance de Vorono¨ı de 40 produits et 20% d’arcs taxables avec e´lasticite´
constante (βk = 5) et contraintes de capacite´ faibles
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Figure 4.13 E´volution de la me´thode EXACT-2 et l’heuristique en fonction du temps d’exe´-
cution sur une instance de Vorono¨ı de 40 produits et 20% d’arcs taxables avec e´lasticite´ non
constante (βk = 5) et contraintes de capacite´ faibles
La moyenne du temps d’exe´cution de la me´thode EXACT-2 est 1.6 fois celle de l’heuris-
tique. Lorsque les contraintes de capacite´ sont fortes, l’erreur relative moyenne de la me´thode
EXACT-2 est le´ge`rement infe´rieure a` celle de l’heuristique bien que la diffe´rence soit infe´-
rieure a` 0.5%. Pour certaines de ces instances, la me´thode EXACT-2 trouve rapidement une
solution de bonne qualite´ compare´e a` l’heuristique (voir figures 4.14 et 4.15 ci-dessous).
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Figure 4.14 E´volution de la me´thode EXACT-2 et l’heuristique en fonction du temps d’exe´cu-
tion sur une instance deGrille de 40 produits et 20% d’arcs taxables avec e´lasticite´ constante
(βk = 5) et contraintes de capacite´ fortes
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Figure 4.15 E´volution de la me´thode EXACT-2 et l’heuristique en fonction du temps d’exe´-
cution sur une instance de Grille de 40 produits et 20% d’arcs taxables avec e´lasticite´ non
constante (βk = 5) et contraintes de capacite´ faibles
Enfin, nous remarquons que le temps de calcul de l’heuristique augmente avec l’e´lasticite´ de
la demande et les contraintes de capacite´.
Nous comparons DNL et le DNL-CAP sur les instances de 40 produits et moins afin de
pre´senter l’impact de l’incorporation des contraintes de capacite´ au DNL. La formulation
DNL-CAP:CH contient le meˆme nombre de variables binaires (associe´es aux chemins) que
DNL:CH. Les deux mode`les posse`dent exactement les meˆmes contraintes a` l’exception des
contraintes de capacite´. Cependant l’espace des solutions des variables binaires du DNL:CH
est moins combinatoire compare´ a` celui des variables binaires du DNL-CAP:CH car un seul
chemin est utilise´ pour chaque produit du DNL:CH tandis qu’au moins un chemin est utilise´
pour chaque produit du DNL-CAP:CH. Par conse´quent, l’aspect combinatoire du DNL aug-
mente lorsqu’on incorpore les contraintes de capacite´, et donc le DNL est moins difficile que le
DNL-CAP. A` titre d’exemple, en conside´rant les instances de 40 produits et moins, le temps
moyen d’exe´cution, l’erreur relative moyenne et le pourcentage d’instances ayant atteint le
temps d’exe´cution maximal avec le DNL (resp. DNL-CAP avec contraintes de capacite´ fortes
et faibles) sont 4 minutes, 0.03% et 0.09% (resp. 9 minutes, 0.10% et 0.26% et 1 heure, 1.60%
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et 1.80%). Ces valeurs augmentent lorsque l’on conside`re seulement les instances a` 30 et 40
produits et deviennent 14 minutes, 0.06% et 0.29% (resp. 20 minutes, 0.21% et 0.54% et 2
heures, 4.64% et 4.04%) pour le DNL (resp. DNL-CAP avec contraintes de capacite´ fortes
et faibles). Notons par ailleurs que la borne supe´rieure du MIP de la me´thode EXACT-2
pour le DNL-CAP est de bonne qualite´ compare´e a` celle de la me´thode EXACT-2 du DNL
bien qu’elle de´croˆıt tre`s lentement que celle du DNL. Tel que mentionne´ pour le DL-CAP, le
DNL-CAP est facile lorsque les contraintes de capacite´ sont tre`s fortes car pour tout vecteur
de tarifs qui ge´ne`re du revenu, toutes les contraintes de capacite´ sont actives et la fonction
objectif du meneur est line´aire en fonction des tarifs. Dans ce cas, le DNL devient concave et
toute me´thode de recherche locale re´sout le proble`me.
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CONCLUSION
Dans sa formulation originelle a` deux niveaux, le proble`me de tarification optimale sur un
re´seau ne tient pas compte de l’e´lasticite´ de la demande par rapport aux couˆts de transport.
Bien suˆr, ceci peut eˆtre mode´lise´ implicitement par le biais de chemins artificiels permettant
d’absorber une demande fictive, mais ce proce´de´ ne permet pas une repre´sentation fine du
processus. Dans cette the`se, nous avons inte´gre´ explicitement au mode`le des fonctions de
demande. Bien que celui-ci devienne non line´aire, l’affectation « tout-ou-rien » des usagers
aux chemins de couˆt minimal lui confe`re un caracte`re combinatoire que nous avons exploite´
dans diverses formulations impliquant a` la fois des variables continues et binaires. En nous
basant sur ces formulations, nous avons propose´ des algorithmes de trois types : exact, asymp-
totiquement exact (base´ sur des approximations) et heuristique, soit dans l’espace des flots
d’arcs, soit dans celui des flots de chemins. A` partir de tests nume´riques impliquant des
re´seaux ge´ne´re´s ale´atoirement, il en ressort que la difficulte´ majeure de re´solution demeure
combinatoire. En particulier, les instances ou` la demande est line´aire ne sont pas beaucoup
plus difficiles a` re´soudre que celles impliquant une demande constante. Par contre, lorsque
les fonctions de demande sont non line´aires et faiblement e´lastiques, le proble`me devient plus
difficile d’un point de vue nume´rique.
Dans un deuxie`me temps, nous avons inte´gre´ a` notre mode`le des capacite´s sur les arcs
tarife´s. Lorsque ces capacite´s sont e´leve´es, elles jouent un roˆle minimal et influencent peu les
temps de re´solution. Lorsque qu’elles sont faibles, le proble`me devient fortement contraint
et les flots ont tendance, a` l’optimum, a` se concentrer sur les chemins de plus faibles couˆts
fixes. Comme, pour un ensemble de chemins pre´de´termine´s, le proble`me est concave pour
une grande classe de fonctions de demande, des algorithmes base´s sur une recherche locale
convergent fre´quemment vers l’optimum global.
Cette the`se e´tait principalement consacre´e a` la mode´lisation et a` la re´solution nume´-
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rique du proble`me de tarification avec demande variable. Au cours de cette e´tude, un certain
nombre de questions se sont pose´es naturellement. La plus intrigante concerne la complexite´
du proble`me de tarification sur des re´seaux ou` tous les arcs peuvent eˆtre tarife´s. Nous conjec-
turons que cette variante est NP-difficile mais n’avons pas pu le prouver. Nous terminons en
mentionnant des extensions naturelles du proble`me a` des situations plus re´aliste ou` le com-
portement du consommateur n’est pas uniforme dans la population. Deux cas nous viennent
a` l’esprit, d’abord celui de l’affectation des usagers aux chemins du re´seau selon un mode`le
de choix discret (logit, probit, etc.), puis celui de la partition des usagers en classes caracte´-
rise´es par leur « valeur du temps », cette partition e´tant repre´sente´e par le biais d’une loi de
probabilite´ discre`te ou continue.
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