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Abstract
This paper defines a multiplier pair, which is a very general setting in which the notions of
multipliers and composition operators can be studied. We prove some results in this general
setting, and we present many new interesting examples in which these notions can be inter-
preted.
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1. Introduction
There is a great deal of activity in operator theory related to the study of compo-
sition operators and multiplication operators. Some of it is measure-theoretic [28],
some is function-theoretic [5,27], some interacts with number theory (i.e., via
Dirichlet series) [2,3,9,13,21], and there are noncommutative versions of the mult-
iplier context [1,6,7,15,18–20,24,25]. There is also an analogue of the measure-
theoretic versions in noncommutative measure theory for finite von Neumann
algebras [22,26].
In this paper we construct a very general setting in which we discuss multipliers
and composition operators. There are two benefits of this general setting. One is that
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it gives us a way to unify the various treatments of these concepts in a vast number of
different contexts. Any theorem proved in this general setting gives us results in all
of these special contexts. Another benefit is that the general treatment leads naturally
to many interesting questions that have not arisen in the special contexts.
In Section 2 we introduce the notion of a multiplier pair (X, Y ), where X is a
Banach space, Y is a Hausdorff topological vector space, X ⊂ Y , and there is a mul-
tiplication on X where products end up in Y . We discuss left and right multiplication
operators in this context, and we prove that the sets of left and right multiplications
are commutants of each other. We prove a result concerning local multipliers in this
general setting. We also define left or right composition operators in terms of unital
endomorphisms of the multiplier algebras. We prove a theorem about local composi-
tion operators, and we characterize composition operators as being certain “multipli-
cative” maps. We prove a theorem that says that every invertible, left-multiplicative
unital operator is both a left and a right composition operator.
In Section 3 we introduce the notion of a cospace, which shows that a simple
algebraic condition on the multiplication leads to a “natural” cospace Y for X, which
creates a very nice multiplier pair (X, Y ). We give a necessary and sufficient condi-
tion for Lp(µ) (µ, a finite measure) with pointwise multiplication to have a cospace.
Most of the examples in the literature have a cospace, and the study of cospaces is of
natural interest.
In Section 4 we present many examples that include almost all of the known
contexts in which multipliers and composition operators have been studied, as well
as many new examples in the function-theoretic and noncommutative settings. We
also present an example from finite factor von Neumann algebras.
In the final section we discuss a few (of the many) open problems.
In a sequel to this paper we consider tensor products of multiplier pairs, which
will give rise to many new and interesting examples.
2. Definitions and basic results
We call a pair (X, Y ) a multiplier pair provided X is a Banach space, Y is a
Hausdorff topological vector space, X ⊂ Y , and the inclusion map is continuous.
Moreover, we suppose we have a bilinear map (multiplication) m : X × X → Y ,
with the notation m(u, v) = u · v such that
1. m is separately continuous.
2. The sets L0 = {x ∈ X : x · X ⊂ X} and R0 = {x ∈ X : X · x ⊂ X} are dense
in X.
3. There is an e ∈ X such that, for every x ∈ X, x · e = e · x = x.
4. There are dense subsets E ⊂L0, F ⊂ X, G ⊂ R0 such that
(u · v) · w = u · (v · w)
whenever u ∈ E, v ∈ F , w ∈ G.
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One example of a multiplier pair is obtained by considering a finite measure space
(,M, µ) and 1  p < ∞, and letting X = Lp(µ) and letting Y be the space of
(equivalence classes) of measurable functions with the topology of convergence in
measure, and letting multiplication be pointwise multiplication.
If x ∈ X we define Lx and Rx on X by
Lxw = x · w and Rxw = w · x,
where the domain of Lx is Dom(Lx) = {w ∈ X : x · w ∈ X} and the domain of Rx
is Dom(Rx) = {w ∈ X : w · x ∈ X} . We defineL = {Lx : x ∈L0} andR = {Rx :
x ∈ R0}.
Theorem 1. The following are true:
1. The multiplication · is jointly continuous from X × X to Y.
2. For every x ∈ X,Lx,Rx are densely defined closed operators on X.
3. Lx is bounded onR0 if and only if x ∈L0, and Rx is bounded onL0 if and only
if x ∈ R0.
4. L,R ⊂ B(X).
5. If u, v ∈L0 or v,w ∈ R0 or u ∈L0, w ∈ R0, then
(u · v) · w = u · (v · w).
6. L′ = R and R′ =L.
7. LvLw = Lv·w if v,w ∈L0 and RvRw = Rw·v if v,w ∈ R0.
Proof. 1. Suppose {un}, {vn} are sequences in X such that ‖un‖ → 0 and ‖vn‖ → 0,
and suppose U is an open subset of Y such that 0 ∈ U . Since Y is a Hausdorff
topological vector space, there is an open subset W of U such that W − W ⊂ U . For
each positive integer N , let
EN =
{
x ∈ X : un · x ∈ W for all n  N
}
.
Since multiplication is separately continuous, each EN is closed in X and
⋃∞
n=1
EN = X. It follows from the Baire category theorem that there is an N such that the
interior of EN is nonempty. Hence the interior V of EN − EN is a neighborhood of
0 in X, and for every n  N , we have
un · V ⊂ W − W ⊂ U.
Hence there is an N1 > N such that for every n  N1, we have vn ∈ V , which means
that, for every n  N1
un · vn ∈ U.
Hence un · vn → 0. Bilinearity and continuity at (0, 0) implies joint continuity.
2. ClearlyR0 ⊂ Dom(Lx), so Lx is densely defined. Suppose {wn} is a sequence
in Dom(Lx), w, v ∈ X and ‖wn − w‖ → 0 and ‖x · wn − v‖ → 0. We know from
the separate continuity of · that x · wn → x · w in Y and x · wn = (x · wn) · e →
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v · e = v in Y , and since Y is Hausdorff, we know x · w = v. Thus Lx is closed. The
proof for Rx is similar.
3. This follows immediately from (2), since a closed densely defined operator on a
Banach space X is bounded on a dense subset of its domain if and only if its domain
is X.
4. This is immediate from (3).
5. Suppose u ∈ E, v ∈ X, w ∈ G and choose a sequence {vn} in F such that
‖vn − v‖ → 0. Then
‖u · vn − u · v‖ = ‖Lu(vn − v)‖ → 0
and
‖vn · w − v · w‖ = ‖Rw(vn − v)‖ → 0,
since, by (3), Lu, Rw ∈ B(X). It follows that
(u · vn) · w → (u · v) · w and u · (vn · w) → u · (v · w)
in Y . It follows that
(u · v) · w = u · (v · w)
whenever u ∈ E, v ∈ X, w ∈ G.
Next suppose u ∈ X, v ∈ R0, w ∈ G and choose {un} in E so that ‖un − u‖ → 0.
Then
‖un · v − u · v‖ = ‖Rv(un − u)‖ → 0,
and
(un · v) · w → (u · v) · w and un · (v · w) → u · (v · w)
in Y . Hence
(u · v) · w = u · (v · w)
when u ∈ X, v ∈ R0, w ∈ G.
Arguing as in the first part, we can show that
(u · v) · w = u · (v · w)
when u ∈L0, v ∈ X, w ∈ G.
Next suppose u ∈L0, v ∈L0, w ∈ X and choose {wn} in G so that
‖wn − w‖ → 0. Then
‖v · wn − v · w‖ = ‖Lv(wn − w)‖ → 0,
and
u · (v · wn) → u · (v · w) and (u · v) · wn → (u · v) · w
in Y . Hence
(u · v) · w = u · (v · w)
when u, v ∈L0 and w ∈ X. The rest follows in a similar fashion.
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6. Suppose T ∈ B(X) and T ∈L′. Then, for every x ∈L0, we have
RT ex = x · T e = LxT e = T Lxe = T x.
It follows that RT e is bounded on L0, so, by (2), T e ∈ R0 and T = RT e. Hence
L′ ⊂ R. The reverse inclusion follows from (5). The proof for R′ =L is similar.
7. This follows from (5). 
We now consider local multipliers. A linear transformation T : X → X is a local
left multiplier on X if, for every x in X, there is an ax ∈L0 such that T x = ax · x,
i.e., for every x ∈ X, T x ∈Lx. Similarly, T is a local right multiplier if, for every
x ∈ X, T x ∈ Rx. Local multipliers were studied in [10,11,12], and we have the
following immediate consequences from these papers. An ideal J in a ring S is
left (respectively, right) separating if, whenever s ∈S and sJ = {0} (respectively,
Js = {0}), we must have s = 0.
Theorem 2. IfL (respectively,R) has a family {Ji : i ∈ I } of 2-sided ideals, with⋂
i∈I Ji = {0}, such that, for each i ∈ I,L/Ji satisfies one of the following:
1. it is commutative and semisimple,
2. it contains a left (respectively, right) separating ideal contained in the linear span
of the idempotents,
3. Ji is closed andL/Ji contains a left (respectively, right) separating ideal con-
tained in the closed linear span of the idempotents,
4. it is isomorphic toMn(R) for some complex algebra R and n  2,
then every bounded linear transformation that is a local left (respectively, right)
multiplier is an element ofL(respectively, R).
Proof. Suppose T ∈ B(X) is a local left multiplication. It is clear that T (L0) ⊂
L0. SinceL0 is dense in X, it suffices to show that
T x = T (e)x = LT ex
for every x ∈L0. We can therefore focus on the restriction of T to the algebraL0,
and we can apply the results in [10,11,12]. Since L0 is isomorphic to the algebra
L, we can replace L0 with L. Since L is a Banach algebra, it follows that L is
commutative and semisimple if and only if⋂{
kerϕ |ϕ :L→ C is an algebra homomorphism} = {0},
so [10] applies. 
Suppose α :L→L is a unital algebra homomorphism. Since L and L0 are
isomorphic (x → Lx), α induces a unital algebra homomorphism αˆ :L0 →L0
defined by
Lαˆ(x) = α(Lx).
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If αˆ is bounded (closable) on L0, we denote its continuous extension (closure) on
X by Cα . We call Cα the (left) composition operator induced by α. Similarly, if
β : R→ R is a unital algebra homomorphism, we can define a unital algebra homo-
morphism βˆ : R0 → R0 by
R
βˆ(x)
= β(Rx).
Note that the multiplicativity of βˆ follows from
R
βˆ(x·y) = β(Rx·y) = β(RyRx) = β(Ry)β(Rx) = Rβˆ(y)Rβˆ(x) = Rβˆ(x)·βˆ(y).
We denote the continuous extension (closure) of βˆ on X by Cβ , and we call Cβ the
(right) composition operator induced by β. The invertible right and left composition
operators can be characterized by a multiplicative property. We say that an operator
T ∈ B(X) is left-multiplicative (respectively, right-multiplicative) if, whenever v,
w ∈L0 (respectively, R0), we have
T (v · w) = (T v) · (T w).
We say that T is multiplicative if T (v · w) = (T v) · (T w) holds whenever v, w,
v · w ∈ X.
Theorem 3. Suppose T ∈ B(X) and α :L→L, β : R→ R are unital endomor-
phisms. Then the following are true:
1. T is a left composition operator if and only if T e = e, T is left-multiplicative,
and T (L0) ⊂L0.
2. T is a right composition operator if and only if T is right-multiplicative, T e = e,
and T (R0) ⊂ R0.
3. T is left-multiplicative if and only if T is right multiplicative if and only
if T (v · w) = (T v) · (T w) whenever v ∈L0 or w ∈ R0.
4. Suppose T is invertible and T e = e. The following are equivalent:
(a) T is left-multiplicative,
(b) T is a left composition operator,
(c) T is a right composition operator.
5. Cα is defined if and only if there is a bounded operator A on X such that Ae = e
and, for every L ∈L,
AL = α(L)A,
and in this case A = Cα.
6. Cβ is defined if and only if there is a bounded operator B on X such that Be = e
and, for every R ∈ R,
BR = β(R)B,
and in this case B = Cβ.
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Proof. Statements (1) and (2) are obvious.
3. Suppose T is left-multiplicative and v, w ∈ X. Choose sequences {vn} in L0
and {wn} in R0 such that vn → v and wn → w in X. Since Lv is continuous on X,
we know that v · wn → v · w in X. Since T is continuous, we know that T vn → T v
and Twn → Tw in X, so, by the joint continuity (T vn) · (T wn) → (T v) · (T w) in
Y . However, T is left-multiplicative, so
(T v) · (T wn) = T (v · wn) → T (v · w)
in X. It follows that T (v · w) = (T v) · (T w) whenever v ∈L0 and w ∈ X. Suppose
now that w ∈ R0 and u ∈ X. Choose a sequence {un} in L0 so that un → u in X.
Since Rw is continuous on X, we have un · w → u · w in X. Thus, as before,
(T un) · (T w) = T (un · w) → T (u · w) in X,
and
(T un) · (T w) → (T u) · (T w) in Y.
Hence T (u · w) = (T u) · (T w) when u ∈ X and w ∈ R0. Hence T is right multipli-
cative. The rest is proved in a similar fashion.
4. Suppose T is invertible, T e = e, and T is left-multiplicative. Then, by (3), for
every x ∈L0 and every w ∈ X, we have
(T x) · (T w) = T (x · w) ∈ X.
Since T is onto, we have, for every x ∈L0, that T x ∈L0. Thus T (L0) ⊂L0,
and it follows from (1) that T is a left composition operator. The proof of the rest is
similar or easy.
5. Suppose Cα is defined. Then, for every u, v ∈L0, we have
CαLuv = Cαu · v = αˆ(u · v) = αˆ(u) · αˆ(v) = α(Lu)Cav,
which implies
CαLu = α(Lu)Cα
for every u ∈L0. Conversely, suppose Ae = e and ALu = Lαˆ(u)A for every u ∈
L0. Applying this to the vector e, we obtain, for every u ∈L0,
Au = αˆ(u)Ae = αˆ(u)e = αˆ(u).
Hence αˆ is bounded onL0, which means Cα is defined.
6. This is similar to the proof of (5). 
We now consider local composition operators. We say that an operator T on X is
a local left (respectively, right) composition operator if and only if, for every x ∈ X,
there is a left (respectively, right) composition operator Ax such that T x − Axx. If
the multiplication · is commutative, there is no difference between “left” and “right”
and we use the term “composition operator” by itself.
Theorem 4. Suppose the multiplication on X is commutative andL0 is semisimple.
Then every local composition operator is a composition operator.
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Proof. First note that if x ∈L0, then T x = Cαxx = αx(x) ∈L0. Hence T (L0) ⊂
L0. Suppose ϕ :L0 → C is a unital multiplicative linear functional. If x ∈L0 is
invertible, then T x = ax(x) is invertible, and hence ϕ(T x) is invertible. Hence ϕ ◦ T
is a linear functional onL0 that sends invertible elements to nonzero numbers. Since
L0 is isomorphic to the Banach algebra L, it follows from the Gleason–Kahane–
Zelazko theorem [8,17], that ϕ ◦ T is multiplicative. Thus
ϕ(T (v · w)) = ϕ(T v)ϕ(T w) = ϕ((T v) · (T w))
for every v, w ∈L0. Since L0 is commutative and semisimple, the multiplicative
linear functionals separate the points ofL0. Therefore,
T (v · w) = (T v) · (T w)
for every v, w ∈L0. If we define α(x) = T x for x ∈L0, then α is a unital homo-
morphism, and since T is bounded on X, T = Cα . 
Remark 1. In the preceding theorem, when L0 is not assumed commutative or
semisimple, the proof shows, for every u, v ∈L0, that
T (u · v) − (T u) · (T v) ∈ J,
whereJ is the sum of the commutator ideal ofL0 and the Jacobson radical ofL0.
For example, suppose X = Y =L0 is the C∗-algebra generated by the unilateral
shift operator. Every element of X can be uniquely written as the sum of a com-
pact operator K and a Toeplitz operator Tϕ where ϕ is a continuous function on
the unit circle. We define a mapping S :L0 →L0 by S(K + Tϕ) = Tϕ . Then S is
continuous and
S(AB) − S(A)S(B)
is a compact operator for every A, B ∈L0. The commutator ideal ofL0 is precisely
the set K of compact operators and the Jacobson radical is 0. Note that S is not
multiplicative or even a Jordan homomorphism, since
T 2ϕ = Tϕ2
is not generally true for continuous functions ϕ on the unit circle.
Remark 2. Without the assumption of commutativity, Theorem 4 is not generally
true. Suppose X = Y =L0 =Mn(C) with n  2, · is matrix multiplication and
T : X → X is the transpose map. Then L0 is semisimple, in fact, simple. Since
every n × n matrix is similar to its transpose (look at the Jordan form), we see that,
locally, T is a left composition operator. However, T is not multiplicative. Hence T
is not a composition operator.
Moreover, assuming commutativity, ifL lacks semisimplicity, Theorem 4 is also
not generally true. For example, let
X = Y =

a b c0 a b
0 0 a
 : a, b, c ∈ C

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with · as matrix multiplication. Define T : X → X by
T
a b c0 a b
0 0 a
 =
a b b + 2c0 a b
0 0 a
 .
Then T is unital. Also T is not a composition operator because
T

0 1 00 0 1
0 0 0
2
 /= T
0 1 00 0 1
0 0 0
2 .
However, T is a local composition operator because T (A) is similar to A for all A
in X.
We conclude this section with a result that shows that, under certain circum-
stances, there is a very close relationship betweenL and R.
Theorem 5. Suppose (X, Y ) is a multiplier pair, T : X → X is an additive map-
ping such that
1. T (u · v) = T (v) · T (u) if u ∈L0 or v ∈ R0, and
2. T ◦ T = idX.
Then
3. T (L0) = R0 and T (R0) =L0,
4. T LuT −1 = RTu for every x ∈L0 and T RvT −1 = LT v for every v ∈ R0.
5. L and R are isomorphic as rings, and if T is linear, they are isomorphic as
algebras.
Moreover, if T is linear or conjugate linear, the only other such maps satisfying 1
and 2 have the form T Cα, where Ca is an invertible composition operator.
Proof. It follows from (1) and the fact that T is surjective that T (L0) = R0 and
T (R0) =L0. The first half of statement (4) follows from
T Lux = T (u · x) = RTuT x
for every x ∈L0, and the second half follows from the first and the fact that T =
T −1. Statement (5) is immediate from (4). The last statement is obvious. 
3. Cospaces
We now consider what at first seems like a more general setting, but is actually a
special case.
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Lemma 1. Suppose X is a Banach space, W is a vector space, X ⊂ W,
· : X × X → W is bilinear and
1. the setsL0 = {x ∈X : x ·X ∈X} and R0 = {x ∈X : X ·x ⊂X} are dense in X;
2. there is an e ∈ X such that, for every x ∈ X, x · e = e · x = x;
3. there are dense subsets E ⊂L0, F ⊂ X, G ⊂ R0 such that
(u · v) · w = u · (v · w)
whenever u ∈ E, v ∈ F , w ∈ G;
4. the convex hull K of ball (X)· ball (X) contains no lines.
Then there is a Banach space Y with norm ‖ ‖Y such that
5. X · X ⊂ Y ;
6. ‖u · v‖Y  ‖u‖‖v‖ for every u, v ∈ X;
7. ‖x‖Y  ‖e‖‖x‖ for every x ∈ X;
8. (X, Y ) is a multiplier pair.
Proof. Let Y0 be the linear span of X · X. From the bilinearity of · we see that K
is convex balanced and absorbing for Y0. Hence the Minkowski functional pK for
K defines a seminorm on Y0. However, since K contains no lines, pK is actually a
norm on Y0. We let Y be the completion of Y0 with respect to pK . Then statements
(6)–(8) are obvious. 
We call such a pair (X, Y ) in the preceding lemma natural, and we call Y the
cospace for X. To avoid confusion, we sometimes use ‖ ‖X for the norm on X. If
(X,W) is a multiplier pair and W is a Banach space, then X has a cospace. In fact,
more is true.
Corollary 1. Suppose (X, Y ) is a multiplier pair and the continuous linear func-
tionals on Y separate the points of Y. Then X has a cospace.
Proof. Suppose ϕ : Y → C is a continuous linear functional. Then the bilinear func-
tional ψ(u, v) = ϕ(u · v) is separately continuous, and therefore, jointly continuous.
Hence there is an Mϕ > 0 such that
|ϕ(u · v)|  Mϕ‖u‖ ‖v‖
for every u, v ∈ X. Since the continuous linear functionals on Y separate the points
of Y , it follows that the convex hull K of ball (X)· ball (X) contains no lines. Hence
X has a cospace. 
For the Lp(µ) spaces with µ a finite measure, the details concerning cospaces are
all worked out in a paper of Orhon and Terziog˘lu [23].
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Proposition 1. Suppose (,M, µ) is a finite measure space and 1  p ∞,
and · is pointwise multiplication. Then the convex hull of ball(Lp(,M, µ)) ·
ball(Lp(,M, µ)) contains no lines if and only if either µ is discrete or 2  p 
∞. If 2  p ∞, then the natural cospace for Lp(,M, µ) is Lp/2(,M, µ).
Proof. Suppose µ is discrete, i.e., there are countably many atoms whose union’s
complement has measure 0. We assume  = {ω1, ω2, . . .} with µ({ωk}) > 0. It fol-
lows that if Y is the space of (equivalence classes) of measurable functions with
the topology of convergence in measure, then ϕn(f ) = f (ωn) defines a continuous
linear functional and {ϕ1, ϕ2, . . .} separates the points of Y . Hence Lp(,M, µ) has
a cospace when 1  p < ∞ and µ is discrete.
If p  2, it follows from Holder’s inequality that Lp/2(,M, µ) is the natural
cospace of Lp(,M, µ).
Next assume that 1  p < 2 and µ is not discrete. Then there is a subset E ⊂ 
such that 0 < µ(E)  1, and, for every ω ∈ E, µ({ω}) = 0. For each positive integer
n, there are disjoint subsets En,1, . . . , En,n ⊂ E such that µ(En,k) = µ(E)/n. Then
we have(
n
µ(E)
)2/p
XEn,k ∈ ball(Lp(,M, µ)) · ball(Lp(,M, µ))
for 1  k  n, so their average, n(2/p)−1/µ(E)1/pXE is in the convex hull K of
ball (Lp(ω,M, µ))· ball (Lp(ω,M, µ)). Since K is convex, balanced and contains
0, and since limn→∞ n(2/p)−1 = ∞, it follows that K contains the line RXE . Hence
Lp(,M, µ) has no cospace. 
Remark 3. The notion of a cospace makes it tempting to look at multiplier pairs
when X is a normed space rather than a Banach space. If in Lemma 1 if X is a
normed space we get the same conclusions for parts (6) and (7) . It also follows from
part (7) that the inclusion map extends to a bounded map from the completion X into
Y . In order to make (X, Y ) into a multiplier pair, we need that the map from X into
Y is injective. It will follow from part (6) that the multiplication · can be extended
to X × X into Y so that statement (6) still holds. To show the map from X into Y is
injective it is necessary and sufficient to show the following:
If {xn} is a Cauchy sequence in X and ‖xn‖y → 0, then ‖xn‖X → 0.
We apply these ideas in Example 5.
We conclude this section with a look at operator spaces. Because X has a multipli-
cation, we have a natural matrix multiplication on eachMn(X), where the products
end up inMn(Y ), i.e.,
(aij ) · (bij ) =
(
n∑
k=1
aik · bkj
)
.
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Theorem 6. Suppose (X, Y ) is a natural multiplier pair, and, for every n ∈ N, ‖ ‖n
is a norm on Mn(X) that gives the topology of entry-wise convergence. Then, for
each n ∈ N, there is a unique norm ‖ ‖Y,n onMn(Y ) such that
1. (Mn(X),Mn(Y )) is a natural multiplier pair, with ‖ ‖n on Mn(X) and ‖ ‖Y,n
onMn(Y ), with the natural multiplication onMn(X).
Moreover,
2. if n = k + m with 1  k,m  n and, for every A ∈ Mk(X) and B ∈Mm(X), we
have∥∥∥∥(A 00 B
)∥∥∥∥
n
 max{‖A‖k, ‖B‖m},
then, for every C ∈Mk(Y ) and D ∈Mm(Y ), we have∥∥∥∥(C 00 D
)∥∥∥∥
Y,n
 max{‖C‖Y,k, ‖D‖Y,mn},
and
3. for each n ∈ N, if A,B ∈Mn(C) and ‖AXB‖n  ‖A‖ ‖X‖n‖B‖ for every X ∈
Mn(X), then ‖AYB‖Y,n  ‖A‖ ‖Y‖Y,n‖B‖ for every Y ∈Mn(Y ).
Remark 4. Suppose (X, Y ) is a natural multiplier pair and {‖ ‖n} is a family of
matrix norms that makes X into an operator space. Then the corresponding family
{‖ ‖Y,n} of matrix norms for Y satisfies
1. for every C ∈Mk(Y ) and D ∈Mm(Y ), we have∥∥∥∥(C 00 D
)∥∥∥∥
Y,n
 max{‖C‖Y,k, ‖D‖Y,mn},
2. for every n ∈ N, and every A,B ∈Mn(C) and every Y ∈Mn(Y ), we have
‖AYB‖Y,n  ‖A‖ ‖X‖Y,n‖B‖.
However, the norms {‖ ‖Y,n} may not make Y into an operator space. Hence this
gives a large family of examples where most, but not all, of Ruan’s axioms hold. For
example, suppose X = B(2) = Y , both with the operator norm, and define A · B =
ATBT. If A1, . . . , An are isometries with real entries and orthogonal ranges, and if
A =

A1 A2 · · · An
0 0 · · · 0
...
...
.
.
.
...
0 0 · · · 0
 , B =

AT1 0 · · · 0
AT2 0 · · · 0
...
...
.
.
.
...
ATn 0 · · · 0
 = AT = A∗,
then ‖A‖n  1,‖B‖n  1. However,∑ATk (ATk )T = n, so
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A · B =

n 0 · · · 0
0 0 · · · 0
...
...
.
.
.
...
0 0 0 0
 ,
and
‖A · B‖Y,n  1.
If Y were an operator space, it would follow that ‖n‖Y,1  1 for every n ∈ N, which
is impossible.
4. Applications
We now look at examples of many diverse instances of multiplier spaces. We
have already discussed the Lp(µ) spaces with µ a finite measure. These examples
give examples of multiplier spaces that have cospaces and ones that do not. Let us
look more closely.
Example 1. Suppose µ is a Borel probability measure on [0, 1], 2  p < ∞ and
X = LP (µ) with pointwise multiplication. As we mentioned in Proposition 1, the
natural cospace of X is Lp/2(µ). It is a standard exercise in measure theory that
L0 = R0 = L∞(µ). Hence we obtain from Theorem 1 that L∞(µ) (as multipli-
cations on L2(µ)) is a maximal abelian algebra. Suppose α : L∞(µ) → L∞(µ) is
a unital endomorphism. Since [0, 1] is countably separated, there is a measurable
mapping ϕ : [0, 1] → [0, 1] such that, for every f ∈ L∞(µ),
α(f ) = f ◦ ϕ.
Since α(χE) = χϕ−1(E), it follows that µϕ−1 
 µ. Let g = dµϕ
−1
dµ . It easily follows
that Cα extends to a bounded operator if and only if g is bounded, which is exactly
when the classical composition operator Cϕ(f ) = f ◦ ϕ is bounded, and clearly,
Cα = Cϕ . In this case, therefore, we get that the left composition operators are
exactly the measure-theoretic composition operators that are widely studied [28],
From Theorem 3 we get the classical result that every invertible unital multiplicative
map on L2(µ) is a composition operator. (Actually the invertibility assumption is
not needed.) Since L∞(µ) is abelian and semisimple, we obtain from Theorem 4
that every local composition operator on L2(µ) is actually a composition operator
and from Theorem 2 that every local multiplication is actually a multiplication.
Another simple example is the classical Hardy space H 2 on the unit disk D.
Example 2. Let X = H 2 = H 2(D) . We can view H 2 as the set of all square-sum-
mable power series. The natural multiplication · on H 2 is the convolution
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multiplication on the power series, and if we let Y be the algebra of all formal power
series, we have X ⊂ Y and X · X ⊂ Y . For n  0, define ϕn : Y → C so that
ϕn
(∑
k
akz
k
)
= an.
It is easy to see that {ϕn : n  0} separates the points of Y and, for every f, g ∈ X
|ϕn(f · g)|  ‖f ‖ ‖g‖.
To see the latter statement, if f =∑k akzk and g =∑k bkzk , then
|ϕn(f · g)| =
∣∣∣∣∣
n∑
k=0
akbn−k
∣∣∣∣∣ 
√√√√ n∑
k=0
|ak|2
√√√√ n∑
k=0
|bn−k|2  ‖f ‖ ‖g‖.
Thus co[(ballX) · (ball(X))] contains no lines. Hence X has a cospace. It turns out
that this cospace is H 1(D) . Since multiplication is commutative, and multiplication
by z is an isometry on X, it follows that the polynomials are contained inL0 = R0;
henceL0 and R0 are both dense in X. Moreover, X contains a multiplicative iden-
tity 1. We can figure L0 exactly without much complex analysis. First note that if
f (z) =∑k akzk ∈ X, then, for every λ ∈ D we define gλ(z) =∑k λ¯kzk ∈ X, and
we have f (λ) =∑k akλk converges absolutely, since
f (λ) =
∑
k
akλ
k = (f, gλ)
converges. Suppose h ∈L0. Then we have, for each λ ∈ D,
|h(λ)gλ(λ)| = |(Lhgλ, gλ)|  ‖Lh‖(gλ, gλ) = ‖Lh‖gλ(λ),
which implies that
|h(λ)|  ‖Lh‖
for every λ ∈ D. Hence h ∈ H∞(D) and ‖h‖∞ = supλ∈D |h(λ)|  ‖Lh‖.
Conversely, suppose h ∈ H∞(D), f (z) =∑∞k akzk ∈ X, let h · f =∑k ckzk .
If |λ| < 1, then (h · f )(λ) = h(λ)f (λ) =∑k ckλk . Then, for 0  r  1 we have
∞∑
n=0
|cn|2r2n = 12
∫ 2
0
|(h · f )(reiθ )|2 dθ
 ‖h‖2∞
1
2
∫ 2
0
|f (reiθ )|2 dθ = ‖h‖2∞
∞∑
n=0
|an|2r2n.
Taking the limit as t → 1−, we see that h ∈L0 and ‖Lh‖  ‖h‖∞. Hence L0 =
H∞ ⊂ H 2, andL is isometrically isomorphic to H∞. We can conclude now from
Theorem 1 the classical result that H∞ is a maximal abelian subalgebra of B(H 2).
We also conclude from Theorem 3 that every invertible multiplicative operator on
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H 2 that sends 1 to 1 is a composition operator. Actually, it was proved by H. J.
Schwartz that this result is true without the invertibility assumption (see [5]).
What about left composition operators on H 2? Suppose α : H∞ → H∞ is a un-
ital endomorphism. Let ϕ = α(z). Since unital endomorphisms preserve invertibility,
we have ω − ϕ(z) is invertible in H∞ for every ω with |ω| > 1. Hence |ϕ(λ)|  1
for every λ ∈ D. It is clear, for every polynomial p(z), that
Cαp = α(p(z)) = p(α(z)) = p ◦ ϕ.
If |ϕ(λ)| < 1 for every λ ∈ D, then, by a theorem of Littlewood (see [5]) the com-
position operator Cϕ : H 2 → H 2 defined by
Cϕf = f ◦ ϕ
is a bounded operator on H 2, and we have Cα = Cϕ . Otherwise, it follows from
the maximum modulus theorem that ϕ is constant and ϕ(λ) = eiθ for some real θ .
It is easily shown that Cα does not extend to a bounded operator on H 2 in this
case. Hence the left composition operators coincide with the classical composition
operators. Since H∞ is commutative and semisimple, it follows from Theorem 2
that a local multiplier is a multiplier and it follows from Theorem 4 that a local
composition operator on H 2 is actually a composition operator on H 2.
The next example subsumes the preceding one and its n-dimensional analogues
[5] as well as the noncommutative versions [1,7,18,24,25].
Example 3. Suppose (S, ·) is a multiplicative semigroup with a unit e for which
there is a positive integer N such that, for every a, s ∈ S,
max
{
card{b ∈ S : ab = s}, card{c ∈ S : ca = s}}  N.
This class of semigroups contains all groups, free unital semigroups, free abelian un-
ital semigroups, finite unital semigroups, and it is closed under finite direct products,
finite free products, and taking subsemigroups. Let X = 2(S). We can represent
elements of X as formal sums
∑
s∈S Ass. We define multiplication on X by the
convolution product:(∑
s∈S
Css
)
·
(∑
s∈S
Dss
)
=
∑
s∈S
 ∑
(a,b)∈S×S,ab=s
CaDb
 s.
Note that the coefficient of s is defined since∣∣∣∣∣∣
∑
(a,b)∈S×S,ab=s
CaDb
∣∣∣∣∣∣ 
 ∑
(a,b)∈S×S,ab=s
|Ca|2
1/2 ∑
(a,b)∈S×S,ab=s
|Db|2
1/2 ,
and  ∑
(a,b)∈S×S,ab=s
|Ca|2
1/2  (∑
a∈S
N |Ca|2
)1/2
= √N
∥∥∥∥∥∑
s∈S
Css
∥∥∥∥∥ < ∞,
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and  ∑
(a,b)∈S×S,ab=s
|Db|2
1/2  (∑
b∈S
N |Db|2
)1/2

√
N
∥∥∥∥∥∑
s∈S
Dss
∥∥∥∥∥ < ∞.
Let W denote the vector space of all sums of the form∑
s∈S
Css,
and, for each t ∈ S a linear map ϕt : W → C by
ϕt
(∑
s∈S
Css
)
= Ct .
It is clear that the ϕt ’s separate the points of W , and it follows from the calculation
showing multiplication is well-defined that
|ϕt (f · g)|  N‖f ‖ ‖g‖
for every f, g ∈ X. It follows that X has a cospace Y ⊂ W . It is not easy to determine
what the space W actually is. We clearly can interpret S as a subset of X, and the
linear span sp(S) of S is clearly dense in X. It also follows from the definition of N
that, S ⊂L0 ∩R0 with
‖Ls‖, ‖Rs‖  N
for each s ∈ S. HenceL0 and R0 are both dense in X.
Finally, it is easily shown that multiplication is associative on sp(S). Hence we
know thatL′ = R and R′ =L.
If the semigroup S has an involution, i.e., an idempotent map τ : S → S such that
τ(e) = e and τ(st) = τ(t)τ (s) for all s, t ∈ S, then the mapping T : X → X defined
by
(Tf )(s) = f (τ(s))
defines a unitary operator on X that satisfies the hypothesis of Theorem 5. Hence
TLT −1 = R, which means thatL and R are unitarily equivalent.
If S is a direct sum of n copies of the additive group of nonnegative integers, then
X is H 2 of the n-polydisk Dn andL = R = H∞(Dn) (the same proof as in Exam-
ple 2). Moreover, as in Example 2, we easily see that every composition operator
is of the form Cϕ , where ϕ : Dn → Dn is analytic. Again we get that H∞(Dn) is
maximal abelian, and because it is semisimple, every local multiplier is a multiplier
and every local composition operator is a composition operator, and every invertible
unital multiplicative map is a composition operator (the invertibility is actually not
needed).
In the case in which S is a group satisfying the ICC condition (the conjugacy
class of each element other than the identity is infinite),L turns out to be the factor
von Neumann algebra LS generated by the left regular representation of S and R
turns out to be the factor von Neumann algebra RS generated by the right regular
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representation of S. In a later example we shall identify the cospace of X in this
case. Note that the mapping τ(s) = s−1 is an involution on S, so, by Theorem 5,
L and R are unitarily equivalent. If S is a free group, we can define another invo-
lution σ : S → S, where σ sends a word w1w2 · · ·wn−1wn to wnwn−1 · · ·w2w1. It
follows from Theorem 5 that τ ◦ σ extends to an invertible composition operator on
X induced from automorphisms ofL and R.
If S is the free unital semigroup with generators s1, . . . , sn, then X is the free
semigroup space studied by Popescu, Davidson, Pitts, Kribs and others (see [1,6,7,18,
24,25]), andL and R are the free semigroup algebras. These spaces are considered
to be noncommutative versions of H 2(Dn) and H∞(Dn) . Perhaps the cospace could
be considered a noncommutative version of H 1(Dn) . Not much is known about the
left and right composition operators in this setting, although it is not hard to show
that an inner automorphism αa :L→L, with a ∈L, given by
αa(b) = aba−1
induces a left composition operator on X if and only if a ∈L0 ∩R0. We do know
from Theorem 3 that every invertible unital multiplicative operator on X is both
a right and left composition operator. However, unlike the commutative cases, we
do not know if the invertibility assumption is necessary. The unital map on S that
reverses the order of products extends to an idempotent unitary operator on X such
that
U(f · g) = U(g) · U(f )
for every f, g ∈ X. ThusL is unitarily equivalent toR. Note that if S is a free group,
then the map on S that reverses products of reduced words extends to another unitary
operator that conjugates the von Neumann algebraLS and RS .
The next example consists of semigroups of a different sort considered in the
preceding example. The spaces obtained include ones that come from the study of
Dirichlet series, which are related to number theory.
Example 4. Suppose (S, ·) is a unital semigroup such that, for every s ∈ S,
{(a, b) ∈ S × S : a · b = s}
is finite. Suppose µ is a discrete measure on S such that, for every s ∈ S, 0 <
µ({s}) < ∞. Suppose X = Lp(µ) and define · by convolution, i.e.,
(f · g)(s) =
∑
a,b∈S,a·b=s
f (a)g(b).
Since {(a, b) ∈ S × S : a · b = s} is finite, it is clear that, for each s ∈ S, there is an
Ms > 0 such that
|(f · g)(s)|  Ms‖f ‖p‖g‖p.
Hence X has a cospace Y .
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Suppose p = 2, S = N = {1, 2, 3, . . .} and · is multiplication. This class of exam-
ples contains the spaces of Dirichlet series considered in [2,3,9,13,21]. To see this let
D be the set of all functions f (z) that can be represented by a Dirichlet series, i.e.,
f (z) =
∞∑
n=1
ann
−z
in some right half-plane p = {z ∈ C : Re z > ρ} for some ρ = ρ(f )  0. If
g(z) =
∞∑
n=1
bnn
−z,
then
(fg)(z) =
∞∑
n=1
 ∑
m,k∈S,mk=n
ambk
 n−z,
which is precisely the convolution multiplication from the semigroup (S, ·). For a
real number α define
Hα =
{
f (z) =
∞∑
n=1
ann
−z :
∞∑
n=2
|an|2(log n)α := ‖f ‖2Hα < ∞
}
.
(When α = 0, the sum starts at n = 1.) This is precisely L2(µ) where µ({n}) =
(log n)α . It was proved in [13,21] thatL0 = H∞(0) ∩D, which is commutative
and semisimple. Hence, for these Dirichlet spaces, every local composition operator
is a composition operator, every unital invertible left-multiplicative operator is both
a right and a left composition operator, and every local multiplier is a multiplier.
We get other examples by taking any finitely generated unital subsemigroups of
([0,∞),+) or (N, ·) . Similarly we can replace [0,∞) or N with finite direct sums
of these semigroups.
Remark 5. If we allow the semigroup S to have a zero element 0 such that 0 · s =
s · 0 = 0 for every s ∈ S, and if we drop the restrictions on {(a, b) ∈ S × S : a · b =
0}, then we can identify 0 with the zero vector in 2(S) and still use convolution
as multiplication. In this way, following the methods of the preceding example, we
obtain a natural multiplier pair.
Note that if S is a semigroupoid with identity, i.e., the multiplication · is not
always defined, but it is associative whenever possible, we can obtain a semigroup S˜
by adjoining a zero element 0 and defining
a · b = 0
whenever a · b was previously undefined. If the semigroup S˜ satisfies either
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sup
a,s∈S
max
{
card{b ∈ S : ab = s}, card{c ∈ S : ca = s}} < ∞,
or
{(a, b) ∈ S × S : a · b = s} is finite for every s ∈ S
for every s ∈ S, we can, use the ideas at the beginning of this remark to obtain a nat-
ural multiplier pair. As a special instance we obtain the free semigroupoid algebras
of Kribs and Power [19,20], also studied by Kribs and Jury [15], in which the space
X is sort of a Fock space.
Here is another example from von Neumann algebras. For a general reference
about von Neumann algebras we cite [16].
Example 5. Suppose M is a finite factor von Neumann algebra. Then M has a
faithful normal tracial state τ . This means
1. τ :M→ C is linear, positive, and ‖τ‖ = τ(1) = 1,
2. τ(ab) = τ(ba) for all a, b ∈M,
3. τ(a∗a) = 0 implies a = 0, for each element a ∈M,
4. τ is weak-operator continuous on the unit ball ofM, and
5. the centerM ∩M′ ofM is the set of scalar multiples of the identity.
One nice property that M has is that every element a ∈M has a (not unique)
polar decomposition
a = u(a∗a)1/2,
with u a unitary operator inM. Following the famous GNS construction, we define
an inner product onM by
(a, b) = τ(b∗a) = τ(ab∗).
We define ‖a‖2 = τ(a∗a) and we denote the completion ofM with respect to ‖ ‖2
by L2(M, τ ). Segal [26] has defined norms ‖ ‖p onM and developed a noncommu-
tative version of integration theory. We only want to consider ‖ ‖1 . We define
‖a‖1 = τ
(
(a∗a)1/2
)
.
It is easy to see that
‖a‖1 = sup
{|τ(va)| : v is a unitary inM}.
The inequality follows from the polar decomposition noted above (i.e., let v = u∗).
The other inequality follows from the Cauchy–Schwartz inequality:
|τ(va)| = (vu(a∗a)1/4, (a∗a)1/4)  ‖vu(a∗a)1/4‖2‖(a∗a)1/4‖2 = ‖a‖1.
The Russo–Dye theorem says that the norm-closed convex hull of the set of unitaries
inM is the closed unit ball ofM. Hence, ‖a‖1 is the norm of the linear functional
ϕa onM defined by
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ϕa(b) = τ(ab)
It easily follows that ‖ ‖1 is indeed a norm onM, and moreover, that
‖ab‖1  ‖a‖2‖b‖2,
and
‖a‖1  ‖a‖2
for all a, b ∈M.
We denote the completion of M with respect to the norm ‖ ‖1 by L1(M, τ ).
Suppose {an} is a sequence inM that is ‖ ‖2-Cauchy and ‖a1‖1 → 0. Thus there is
an f ∈ L2(M, τ ) such that ‖an − f ‖2 → 0. It follows, for every b ∈M that
|(an, b)| = |τ(anb∗)| = |ϕan(b∗)|  ‖an‖1‖b‖ → 0.
Since {‖an‖2} bounded, it follows that {an} converges weakly in L2(M, τ ) to 0.
Thus f = 0. It follows that we can consider L2(M, τ ) ⊂ L1(M, τ ), and it follows
from ‖ab‖1  ‖a‖2‖b‖2 that multiplication on M extends to a multiplication on
L2(M, τ ) with product in L1(M, τ ). We let X = L2(M, τ ). The GNS construc-
tion shows that M ⊂L0 ∩R0, which is dense in X. It is shown in [16] that M =
L0 = R0. Moreover, it follows from results in [22] that L1(M, τ ) is the cospace of
X = L2(M, τ ).
Composition operators have not been studied much in this setting. Note, however,
that if α:M→M is a unital ∗-endomorphism, then
α ◦ τ = τ,
since τ is the unique tracial state on M [16]. It follows that Cα: M→M is a
‖ ‖2-isometry and Cα is an isometry on L2(M, τ ). Note that if a, b ∈M, then
Lα(a)Cαb = CαLab,
so
Lα(a)Cα = CαLa.
If α is a ∗-automorphism, then Cα is unitary and
Lα(a) = CαLaC−1α .
Thus every ∗-automorphism onM is conjugation with respect to a unitary left com-
position operator. SinceM is a von Neumann algebra,M is the norm-closed linear
span of its projections, so it follows from Theorem 2 that every bounded local left
multiplier on X is a left multiplier.
The mapping A → A∗ is a conjugate-linear idempotent isometry on L2(M, τ )
that reverses products. Hence, by Theorem 5 we see that the mapping LA → RA∗ is
a conjugate-linear isomorphism betweenL and R, i.e., betweenM andM′.
We return to function theory for our next example.
Example 6. Suppose  is a bounded open subset of the complex plane and µ, is
area measure on . Suppose 2  p ∞, and define the Bergman space Ap() to
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be H() ∩ Lp(µ), where H() is the set of analytic functions on . If we define
pointwise multiplication we see that products of two functions in Ap() are in
Ap/2(). It is easily shown that the multipliers are the functions in H∞(). How-
ever, H∞() may not be dense in Ap(). If  is a nice region with analytic curves
as boundary and with finitely many “holes”, then the density of H∞() in Ap()
follows from Runge’s theorem. Thus we let X be the closure of H∞() in Ap().
This gives us a multiplier pair and X has a cospace. It follows that H∞() acts as a
maximal abelian algebra of operators on X. Again the left composition operators
on X will be the classical composition operators arising from analytic maps ϕ :
 → . Since H∞() is semisimple, it follows that every local multiplication is
a multiplication and every local composition operator is a composition operator.
Moreover every unital invertible bounded multiplicative map on X is a composition
operator.
Our next example comes from the study of strictly cyclic algebras.
Example 7. Suppose A is a unital norm closed algebra of operators on a Banach
space X with a strictly cyclic separating vector e, that is, the map A → Ae from
A to X bijective. This bijection means that we can view X as A with a differ-
ent norm ‖ ‖X. In this case Y =A with an equivalent norm ‖ ‖Y . We also have
L =A viewed as its left regular representation on A and R =A viewed as the
right regular representation of A on A. The composition operators are merely the
unital endomorphisms, so Theorem 4 gives us the result that local bounded unital
endomorphisms on a commutative semisimple Banach algebra are endomorphisms.
The next two examples come from function theory on the disk, but give com-
pletely new notions of composition operators.
Example 8. Let X = H 2 = H 2(D) be the Hardy space on the disk, and suppose
h is an outer function, i.e., a cyclic vector for H∞(D), i.e., H∞(D)h is dense in
H 2(D). Then we know that h(z) /= 0 for every z ∈ D. We define a new multiplica-
tion on H 2(D) by
(f · g)(z) = f (z)g(z)
h(z)
.
It is clear that f · g is in H(D), the set of all analytic functions on D. The multipliers
are precisely H∞(D)h with ‖Lϕh‖ = ‖ϕ‖∞, and the cospace is Y = H 1(D)( 1h )
with ‖ψ/h‖Y = ‖ψ‖1 Thus L = R is isometrically isomorphic to H∞(D). Al-
though we still are looking at H∞ acting as multiplications in the usual way on
H 2, we will see that composition operators are dramatically changed. Suppose α :
L→L is a unital endomorphism, and let ϕ = α(z). Then α(p) = p ◦ ϕ for every
polynomial p. We know that ϕ : D → D or ϕ(λ) = eiθ for every λ in D and some
fixed real θ .
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Now αˆ:L0 →L0 is defined by
αˆ(f h) = α(f )h.
In particular, if p is a polynomial, we have
αˆ(ph) = (poϕ)h.
Another way to look at this formula is by letting g = ph, and writing
αˆ(g) =
(g
h
◦ ϕ
)
h = (g ◦ ϕ)
(
h
h ◦ ϕ
)
.
It is clear that this formula does not always yield a bounded operator on H 2. For
example, if ϕ(z) = −z and h(z) = 1 − z, then we have
αˆ(g)(z) = g(−z)1 − z
1 + z ,
which is not extendable to a bounded operator on H 2(D).
When Ca is bounded, we have
Cαg = (g ◦ ϕ)
(
h
h ◦ ϕ
)
,
which is a weighted composition operator. Thus questions of compactness change
(see [4]).
Hence we see that by changing the cyclic vector h, the composition operator
induced by analytic self-maps of the disk change dramatically.
Although our generalized notion of composition operator seems natural in many
of the examples, the set of operators that can be realized as a left composition oper-
ator is vast. To see this we look the finite-dimensional case.
Theorem 7. A linear transformation on Cn can be realized as a left-composition
operator with respect to a multiplication on Cn if and only if one of its Jordan blocks
with respect to the eigenvalue 1 is 1 × 1.
Proof. Suppose · is a multiplication onCn with some norm ‖ ‖. SinceL0 is dense in
Cn, we must haveL0 = Cn. HenceL0 = R0 = X = Y = Cn. We can assume e =
(1, 0, . . . , 0). Suppose α :L0 →L0 is a unital endomorphism. Then α : Cn → Cn
and α(e) = e. We wish to show that the Jordan block corresponding to the eigenvalue
1 and the vector e must be 1×1. To do this it is enough to show that there is no
vector f such that (α − 1)(f ) = e. This would say that α(f ) = f + e. However, by
considering the spectrum, we have
1 + σ(f ) = σ(f + e) = σ(α(f )) ⊂ σ(f ),
which is impossible.
Next let {eo, e1, . . . , en−1} be an orthonormal basis for Cn, and define a mul-
tiplication · on Cn so that e0 is a multiplicative identity and ej · ek = 0 whenever
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j , k  1. Then X = Y =L0 = R0 = Cn. Suppose A = (aij ) is an arbitrary (n −
1) × (n − 1) matrix, and define α : Cn → Cn so that α(eo) = eo and so that
α(ej ) =
n−1∑
i=1
aij ei
for j = 1, 2, . . . , n − 1. It is clear that the matrix of Cα is
(
1
0
0
A
)
. 
Remark 6. The construction in the last example shows that every Hilbert space
operator of the form A ⊕ 1 on H ⊕ C can be represented as a composition operator
with respect to the multiplier pair (X, Y ) = (H ⊕ C, H ⊕ C) with the multiplication
(f ⊕ α) · (g · β) = (βf + αg) ⊕ αβ.
Hence, by a result of Herrero [14], the norm closure of the set of all operators that
can be represented as a composition operator is precisely the set of operators whose
spectrum contains 1.
5. Questions and comments
We conclude with a few questions and comments.
1. The first question has to do with cospaces. In the preceding section we exhibited
a large class of multiplier pairs in which there is a cospace. In most of those
examples, the exact formulation of the cospace (with norm) is not known. There-
fore there are a great number of interesting problems relating to determining the
cospaces in even some of the classical multiplier pairs.
2. Here is a specific question about cospaces. Let X =Mn(C) with the operator
norm, and let · denote the Schur product, i.e., (aij ) · (bij ) = (aij bij ). As in all
finite-dimensional spaces there is a cospace, namely Y =Mn. What is ‖ ‖Y ?
3. Let X = H 2. We now let H∞ act on H 2 through the adjoint of the unilateral shift
operator S∗. Suppose h is a cyclic vector for S∗. We begin to define a multipli-
cation on H 2 by defining a multiplication on the dense set {f (S∗)h : f ∈ H∞}
by
[f (S∗)h] · [g(S∗)h] = (fg)(S∗)h.
Note that the product lies in H(D). For which h can this multiplication be exten-
ded to a multiplication on H 2 so that (H 2, H(D)) is a multiplier pair? For which
h is there a cospace? Can L0 be larger than {ϕ(S∗)h : ϕ ∈ H∞} if we do get a
multiplier pair? What about the composition operators in this case?
4. Why does Heydar always complain about Don’s messy office (and not Eric’s),
and Newicks, and the Harbord Bakery, and . . .?
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5. In which of the examples in the preceding section is it true that every left-multipli-
cative unital operator T on X is a left composition operator (without assuming T is
invertible)? For which examples is it true that all local multipliers are multipliers?
6. If a multiplier pair has the property that every unital left multiplicative operator is
a left composition operator, then it easily follows that the set of left composition
operators is closed in the strong operator topology. Is this conclusion true any-
way? What is the strong operator closure of the set of left (or right) composition
operators?
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