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Resumen
El  objetivo  principal  de esta  tesis  doctoral  es  desarrollar  nuevos  procedimientos  para  la
identificación  de  observaciones  atípicas  que  introducen  heterogeneidad  en  muestras  con
datos  independientes  y  dependientes.  Se  proponen  dos  algoritmos  diferentes  para  los
problemas  de  regresión  y series  temporales  basados  en  el algoritmo  de  Gibbs  Sampling.
Al  igual  que  sucede  con  los  métodos  clásicos  de  identificación  de  valores  atípicos,
se  demuestra  que  la  aplicación  estándar  del  Gibbs  Sampling  no  proporciona  una  iden
tificación  correcta  de  estos  valores  atípicos  en  problemas  que  presentan  grupos  de  ob
servaciones  atípicas  enmascaradas.  Dado  un  vector  cualquiera  de  valores  iniciales,
teóricamente  el  algoritmo  converge  a  la  verdadera  distribución  a  posteriori  de  los
parámetros,  sin  embargo,  la  velocidad  de convergencia  puede  ser  extremadamente  lenta
cuando  el  espacio  paramétrico  tiene  dimensión  alta  y los  parámetros  están  muy  correla
cionados.  Los  nuevos  algoritmos  que  se  discuten  en  este  trabajo  permiten  mediante  un
proceso  de  aprendizaje  adaptar  las  condiciones  iniciales  del  Gibbs  Sampling  y  mejorar
su  convergencia  a  la  distribución  a  posteriori  de  los  parámetros  del  modelo.
En  el  primer  capítulo  se  presenta  la  situación  actual  del  problema  de  la  identifi
cación  de  observaciones  atípicas  en  modelos  de  regresión  y  series  temporales,  así  como
una  descripción  del  Gibbs  Sampling  y  sus  principales  propiedades.  Las  contribuciones
originales  que  se  desarrollan  en  esta  tesis  doctoral  se  exponen  en  los  capítulos  2,  3  y 4.
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En  el  capítulo  2  se  extiende  la  aplicación  del  Gibbs  Sampling  a  la  identificación  de
observaciones  atípicas  en  regresión  con  un  modelo  lineal  de  contaminación  de  escala.
Se  demuestra  que  el efecto  del  potencial  en  los  modelos  de regresión  puede  provocar  una
convergencia  extremadamente  lenta  del  algoritmo  en  muestras  que  contienen  grupos
de  atípicos  influyentes.  Si  estos  datos  son  considerados  inicialmente  como  buenos,  la
solución  que  proporciona  el  algoritmo  a  lo  largo  de  miles  de  iteraciones  es  errónea,
indicando  que  aparentemente  se  ha  alcanzado  la  convergencia.  Los  estimadores  de
los  parámetros  que  se  obtienen  son  sesgados  y  la  identificación  de  los  valores  atípicos
ignora  los  grupos  de  atípicos,  identificándose  únicamente  los  aislados.  Como  generali
zación  del  modelo  de  contaminación  se  propone  un  modelo  bayesiano  no  parámetrico
de  contaminación  de  escala  y  nivel,  y  se  obtienen  las  distribuciones  condicionadas  de
los  parámetros  necesarias  para  la  aplicación  del  Gibbs  Sampling.  Se  demuestra  que
este  modelo  no  mejora  la  convergencia  del  algoritmo  cuando  existen  grupos  de  atípicos
influyentes.
En  el  capítulo  3 se  propone  un  algoritmo  adaptativo  de  Gibbs  Sampling  que  supera
los  problemas  de  convergencia  detectados  en  el  capítulo  2 en  la  identificación  de  grupos
de  observaciones  atípicas.  Este  nuevo  algoritmo  consta  de  dos  etapas  en  las  que  se
adaptan  las  condiciones  iniciales  del  Gibbs  Sampling  haciendo  uso  de la  información  que
proporciona  la  matriz  de covarianzas  de  ciertas  variables  de  clasificación.  Se ilustra  con
varios  ejemplos  como  con  este  algoritmo  se obtienen  resultados  buenos  en  situaciones
extremas  en  las  que  fallan  algunos  de  los  procedimientos  para  la  identificación  de
atípicos  que  se  han  propuesto  más  recientemente  en  la  literatura.
En  el  capítulo  4  se  analiza  la  aplicación  del  Gibbs  Sampling  estándar  a  la  identifi
cación  de rachas  de  valores  atípicos  aditivos  en  procesos  autorregresivos.  Se  demuestra
que  su  convergencia  es  muy  lenta  y  que  únicamente  se  identifican  los  extremos  de  la
secuencia  de  atípicos.  Se  propone  un  nuevo  algoritmo  adaptativo  que  permite  detec
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tar  en  la  primera  etapa  la  posición  de  las  rachas  de  atípicos  mediante  la  ejecución
del  Gibbs  Sampling  y, en la  segunda  etapa,  se adaptan  las  distribuciones  a  priori  del
modelo  y  las  condiciones  iniciales  para  incorporar  esta  información.  La  ejecución  del
Gibbs  Sampling en  la  segunda  etapa  se realiza  sobre un  espacio paramétrico  reducido
que  requiere  el  cálculo  de  las  distribuciones  condicionadas  correspondientes  a  bloques
de  observaciones.  El  comportamiento  del nuevo  algoritmo  se ilustra  en  un  ejemplo.
Finalmente,  en el capítulo  5 se presentan  algunas  conclusiones y se indican  has líneas
de  investigación  futuras  a  partir  del trabajo  desarrollado  en esta  tesis  doctoral.
Las  principales  contribuciones  que  aporta  este  trabajo  se pueden  resumir  en  los
siguientes  puntos:
1.  Extender  la aplicación del Gibbs Sampling a la detección de observaciones atípicas
con  un  modelo  lineal  de contaminación  de  escala.
2.  Demostrar  que  el  Gibbs  Sampling  estándar  falla  en  la  identificación  de  grupos
de  atípicos  enmascarados  en  problemas  de regresión,  y  que  se pueden  identificar
como  atípicas  observaciones  que no  lo son.
3.  Proponer  un  modelo bayesiano  semiparamétrico  de generación  de  datos  atípicos
en  regresión  y  desarrollar  la  aplicación  del  Gibbs  Sampling  para  obtener  las  dis
tribuciones  a posteriori  de los parámetros  del modelo.
4.  Desarrollar  un  algoritmo  adaptativo  de  Gibbs  Sarnpling  para  identificar  grupos
de  observaciones  atípicas  en  situaciones  generales  de enmascaramiento.
5.  Demostrar  que  el  Gibbs  Sampling estándar  no  permite  identificar  rachas  de va
lores  atípicos  aditivos  en  procesos autorregresivos.
6.  Obtener  las distribuciones  condicionadas  del vector que clasifica los valores atípicos
y  del  vector  de  los tamaños  de un  bloque  de observaciones  consecutivas  en  una
serie  temporal.
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‘7.  Desarrollar  un  algoritmo  adaptativo  de  Gibbs  Sampling  para  identificar  rachas
de  valores  atípicos  aditivos  en  procesos autorregresivos.
Algunas  de  las  principales  aportaciones  de  esta  tesis  se  pueden  encontrar  en  los
artículos  redactados  en inglés  de Justel  y Peña  (1995a,  1995b).
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Capítulo  1
Introducción
1.1   La heterogeneidad  en  los  datos  económicos
El  tipo  de  datos  que  se  analizan  en  Economía  están  frecuentemente  contaminados  por
valores  atípicos  ya  que  proceden  de la  observación  de fenómenos  que  no  son  repetibles  ni
controlables,  o están  construidos  en  condiciones  muy  diversas  de  agregación.  Por  tanto,
la  identificación  y  tratamiento  de  observaciones  atípicas  es  una  condición  indispensa
ble  para  que  el  análisis  econométrico  conduzca  a  resultados  fiables,  ya  que  unos  pocos
datos  atípicos  pueden  alterar  profundamente  las  conclusiones  del  análisis  (véase  Peña
y  Sánchez  Albornoz,  1984, o  Peña  y  Ruiz  Castillo,  1984).  La  heterogeneidad  suele  con
siderarse  en  Econometría  como  un  fenómeno  conocido  que  se  modeliza  explícitamente,
y  no  como  un  problema  potencial  que  puede  ocurrir  de  manera  imprevista  y  que  se
debe  identificar  (con  métodos  de  diagnóstico)  o  cubrirse  ante  su  posible  presencia  (con
métodos  robustos).  Por  ejemplo,  la  heterogeneidad  se  modeliza  con  parámetros  que
varían  con  el  tiempo  o con  estudios  de  cambio  estructural,  pero  la  sensibilidad  de  estos
procedimientos  a  un  grupo  pequeño  de  valores  atípicos  no  detectados  es,  en  general,
desconocida.
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Desde  un  punto  de  vista  bayesiano  se  han  desarrollado  métodos  para  el  diagnóstico
y  tratamiento  de  observaciones  atípicas  e  influyentes  aisladas,  fundamentalmente,  para
modelos  uniecuacionales  estáticos.  La  inevitable  complejidad  que  supone  la  obtención
de  las  distribuciones  a  posteriori  en modelos  más  avanzados  (véase  Steel,  1991)  provoca
que  el  desarrollo  de métodos  para  la  identificación  de grupos  de  datos  atípicos  en series
temporales  o  modelos  econométricos  dinámicos  sea  actualmente  escaso.  Sin  embargo,
la  aparición  en  los  últimos  años  de  nuevos  algoritmos  de  remuestreo  de  tipo  Marko
viano,  entre  los  que  destacan  el  algoritmo  de  Metropolis  et  al.  (1953)  —adoptado  por
Hastings  (1970)  para  su  aplicación  en  problemas  estadísticos—,  el  algoritmo  de  Susti
tución  de  Tanner  y  Wong  (1987)  y,  principalmente,  el  Gibbs  Sampling  de  Geman  y
Gernan  (1984),  ha  supuesto  una  revisión  del  problema  con  prometedoras  perspectivas.
Un  ejemplo  ilustrativo  de  esta  nueva  línea  de  trabajo  es  el  estudio  de  modelos  To
bit  de  regresión  censurada  de  Chib  (1992)  y  Geweke  (1992)  llevado  a  cabo  mediante
Gibbs  Sampling,  o  las  aplicaciones  de  este  mismo  algoritmo  a  modelos  dinámicos  en
el  espacio  de  los  estados  de  Carlin  et  al.  (1992),  Carter  y  Kohn  (1994)  y  Friihwirth
Schnatter  (1994).  Para  la  identificación  de  observaciones  atípicas,  Verdinelli  y Wasser
man  (1991)  y  McCulloch  y  Tsay  (1994a)  desarrollan  nuevos  procedimientos  basados
en  el  Gibbs  Sampling.
En  los  últimos  años  se  ha  puesto  de  manifiesto  que  los métodos  de  identificación  de
valores  atípicos  e  influyentes  individuales  son  insuficientes  y  pueden  ser  muy  engañosos
con  determinadas  estructuras  de  heterogeneidad  muestral.  Cuando  existen  grupos  de
valores  atípicos  estos  procedimientos  no  son  fiables  ya  que:  (1)  pueden  no  identificar
conjuntos  de  atípicos  (este  fenómeno  se  conoce  como  enmascaramiento,  masking  en
inglés);  y  (2)  pueden  señalar  como  atípicos  a  datos  que  no  lo  son  (este  fenómeno  se
conoce  en  inglés  como  .swamping).
En  las  siguientes  secciones  se  presentan  las  propuestas  más  relevantes  que  han
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aparecido  en la  literatura  bayesiana  para  la  identificación  de valores  atípicos  en modelos
de  regresión  y  series  temporales,  así  como  una  descripción  del  algoritmo  de  Gibbs
Sampling  y  sus  principales  propiedades.  Una  revisión  más  completa  sobre  los  métodos
clásicos  y  bayesianos  se  puede  encontrar  en  los  libros  de  Belsley  et  al.  (1980),  Cook  y
Weisberg  (1982),  Barnett  y  Lewis  (1984),  Chaterjee  y  Hadi  (1988)  y  Spall  (1988);  o
en  los  artículos  de  Beckman  y  Cook  (1983),  Chaterjee  y  Hadi  (1986),  Peña  (1987a),
Hotta  y  Neves  (1992)  y  Justel,  Peña  y  Sánchez  (1993).
1.2   Datos  atípicos  en  modelos  de  regresión
1.2.1  Detección  y  tratamiento  de  datos  atípicos  e  influyentes  aislados
Se  considera  el  modelo  de  regresión  lineal
y=xi3+u    i=1,...,n,                (1.1)
donde  y  =  (ya,.  .  .  ,  ya)’  es  un  vector  de  variables  endógenas,  X  =  (x1,.  .  .  ,  x,)’  una
matriz  u  x  p  de  variables  exógenas  y  rango  p  <  n,  $  es  un  vector  de  p  parámetros
desconocidos  y  u  =  (u1,...  ,u)’  un  vector  de  perturbaciones  no  observadas.
Los  distintos  métodos  para  el  tratamiento  y  la  identificación  de  datos  atípicos  e
influyentes  en  modelos  de  regresión  dentro  del  enfoque  bayesiano  se  pueden  clasificar
en  dos  categorías:
i)  Métodos  de  diagnóstico  en  los  que  no  se  especifica  la  distribución  de  los  datos
atípicos.
u)  Métodos  robustos  en  los  que  se  especifica  la  distribución  de  los  datos  atípicos.
Los  métodos  de  diagnóstico  bayesianos  no  suponen  un  modelo  particular  para  ex
plicar  el  mecanismo  que  genera  los  datos  atípicos.  Las  observaciones  atípicas  se  iden
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tifican  analizando  las  densidades  predictivas  p(y  Y(),  donde  Y(  significa  que  se
ha  eliminado  el  dato  i-ésimo  de  la  muestra  y.  Si la  observación  i-ésima  es  atípica  y
las  restantes  son  buenas,  la  probabilidad  de  predecir  Yi  observando  toda  la  muestra
menos  el  dato  i-ésimo será  muy  baja.  Este  procedimiento  se conoce  con el nombre  de
método  de  la  ordenada  de  la  distribución  predictiva  condicionada  y fue introducido  por
Geisser  (1980).  Como
p(y)
=
la  densidad  predictiva  condicionada  puede  verse como el  cociente  entre  dos  formula
ciones  de  la  distribución  predictiva  p(y),  recomendada  por  Box  (1980)  como herra
mienta  general  de  diagnóstico  de un modelo  estadístico.  Esta  medida  ha  sido también
utilizada  entre  otros  por  Pettit  y Smith  (1985) y Pettit  (1990).
La  ordenada  predictiva  está  muy  relacionada  con  el  contraste  clásico  del  residuo
estudentizado.  Puede  demostrarse  (Pettit,  1990) que  para  modelos  de  regresión  con
distribuciones  a priori  no informativas
p(yi  1 y)  =  cs(1  —  h)h/2(1  +  u2)  2                      (1.2)
donde  t  es  el  residuo  estudentizado  (véase,  por  ejemplo,  Cook  y  Weisberg,  1982  o
Peña,  1993)
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—  S(j(1  —  h)1/2’
=  (X’X)1X’y  es  el  estimador  de  mínimos  cuadrados,  s  =
1)  es  el  estimador  insesgado  de  la  varianza  residual  cuando  se  elimina  el  dato  i-ésimo,
y  h  es  el  elemento  i-ésimo  de  la  diagonal  principal  de  la  matriz  H  =  X(X’X)1X’,
que  se  conoce  como  el  potencial  (leverage,  en  inglés)  de  la  observación  i-ésima
=  a(X’X)1a        i=  1,...  ,n.                                (1.4)
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En  consecuencia,  observaciones  con residuo  estudentizado  alto  tendrán  un  valor  pequeño
de  la  ordenada  predictiva  (1.2)  y  serán  consideradas  como  atípicas.
El  problema  que  presenta  el método  de  la  ordenada  predictiva  es  que  observaciones
con  alto  potencial  (h  está  acotado  por  1)  tendrán  un  valor  grande  de  la  ordenada
predictiva  (1.2)  independientemente  de  que  sean  atípicas.  Esto  se  deduce  de  expresar
el  residuo  estudentizado  como
=  (1—
donde  e(  =  y  —  es  el  residuo  mínimo  cuadrático  que  se  obtiene  al  estimar
la  recta  de  regresión  eliminando  el  dato  i-ésimo.  Cuando  li  tiende  a  1,  el  residuo
estudentizado  tiende  a  cero,  independientemente  de  que  la  observación  i-ésima  sea
atípica  (e(  es grande)  o  sea  una  observación  buena   es  pequeña).  En  este  caso  se
dice  que  la  observación  i-ésima  está  muy  alejada  del  resto  en  el  espacio  de  las  variables
independientes  y  es  un  dato  influyente.  Por  tanto,  se  distinguen  tres  tipos  entre  datos
atípicos  e  influyentes:
1.  Los  datos  atípicos  no  influyentes  tienen  potencial  pequeño  y  su  residuo  estuden
tizado  es  grande:  se  identifican  sin  problemas.
2.  Los  datos  atípicos  influyentes  tienen  potencial  grande  y  su  residuo  estudentizado
es  pequeño:  no  se  identifican  con  el  método  de  la  ordenada  predictiva.
3.  Los  datos  buenos  potencialmente  influyentes  tienen  potencial  grande  y su  residuo
estudentizado  es  pequeño.
La  identificación  de  observaciones  atípicas  influyentes  se  obtiene  examinando  los
cambios  que  se  producen  en  la  distribución  a  posteriori  de  los  parámetros  o  en  la
distribución  predictiva  cuando  se  elimina  una  observación.  Johnson  y  Geisser  (1983,
1985)  y  Geisser  (1985)  proponen  utilizar  la  divergencia  de  Kullback-Leibler  (Kuliback
y  Leibler,  1951)
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J(fi,f2)=ffilndx+Jf2lndx             (1.5)
para  medir  la  distancia  entre  las  distribuciones  predictivas  cuando  la  observación  i
ésima  es eliminada,  P(Y()  y cuando  se considera toda  la muestra,  p(y).  Por  otro  lado,
Pettit  y Smith  (1985) y Guttman  y Peña  (1988a, 1993) sugieren  el uso de la  “distancia”
(1.5)  para  medir  los cambios en  la  distribución  a posteriori  de  los parámetros.
Al  igual  que  sucede  con  el  procedimiento  para  identificar  observaciones  atípicas,
existe  una  estrecha  relación  entre  las  medidas  de influencia  basadas  en  la  divergencia
de  Kullback-Leibler  y  los  estadísticos  clásicos  para  detectar  influencia.  Johnson  y
Geisser  (1983)  prueban  que  su  medida  es  asintóticamente  equivalente  a  la  suma  del
estadístico  de  Cook (Cook, 1977) y una función  convexa de los residuos estudentizados.
El  estadístico  de  Cook mide la  influencia en la  estimación  de los parámetros  y se puede
expresar  como
D  —  —  ¡3()’X’X(/3—PS2
donde  2  es  el  estimador  insesgado  de  la  varianza  residual  y  es  el  estimador  de
mínimos  cuadrados  eliminando  la  observación  i-ésima.  Este  estadístico  se relaciona
con  el  residuo  estudentizado  (1.3) mediante
D— p  (n—p—1+tfl  1—hi
El  estadístico  de  Cook es grande  para  las observaciones atípicas  influyentes  y pequeño
para  las observaciones  buenas.
Guttman  y  Peña  (1988a) demuestran  que el  cambio en  la  distribución  a posteriori
del  parámetro  ¡9 es  también  una  función  del  estadístico  de  Cook  y  se  puede  escribir
como
1 ))  =  pD  +  ( + 1  h)  +  2:  h)  —
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donde  D(  es
=   (  —   —
También  prueban  que  el cambio  en la  distribución  a  posteriori  del parámetro  o-2 se
puede  interpretar  como una  medida  de atipicidad  dependiente  de los residuos estuden
tizados  t  y estandarizados  r,  según  la  relación
J(p(c2  Y()P(o-2  1 y))  =  t
donde
=  s(1  —
Por  último,  el  cambio en la  distribución  a posteriori  conjunta  de los dos  parámetros  es
una  combinación  de las  medidas  de influencia  del dato  i-ésimo en  la  distribución  de  /3
y  de su  atipicidad.
Otras  medidas  de  influencia  son  descritas  por  Kass,  Tierney  y  Kadane  (1985),
que  emplean  métodos  asintóticos  para  estudiar  el  cambio  en  determinadas  funciones
de  interés  cuando  se  elimina  una  observación,  y  por  Kempthorne  (1986)  y  Carlin  y
Polson  (1991a) que  analizan  cambios en el riesgo de Bayes en  un contexto  de teoría  de
la  decisión.
Para  concluir  con  los  métodos  de  diagnóstico  bayesianos  conviene  destacar  que
todas  las propuestas  que se han  mencionado  para  identificar  datos  atípicos  e influyentes
aislados  se pueden  extender  al  problema  de  identificación  de  un  grupo  de  tamaño  rn.
Sin  embargo,  los cálculos necesarios en  este  caso aumentan  hasta  cubrir  todas  las  ()
combinaciones  posibles  dentro  de  la muestra.
Los  métodos  robustos  bayesianos suponen un modelo que acomoda  los datos  atípicos
de  manera  que  la  estimación  de  los parámetros  se lleva  a cabo  con todas  las  observa
ciones,  incluidas  las  anómalas.  Box y Tiao  (1973) proponen  la  familia  exponencial  de
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potencias  para  la  distribución  de  los errores,  que viene dada  por
f(u)  =  k(a)c_1e_  —  1  <a  <  1.
Cuando  a  =  0, esta  distribución  coincide con la normal,  mientras  que cuando  O <a    1
se  obtienen  distribuciones  de  colas más  pesadas.  West  (1984) sugiere  utilizar  modelos
con  distribuciones  de  colas  pesadas  para  los  errores  que  pueden  ser  descompuestas
en  mixturas  de  normales  con  distinta  varianza,  entre  las  que  se incluyen  familias  de
distribuciones  como la  t  de  Student,  las  estables,  la  logística  y  la  doble  exponencial.
Sobre  estas  distribuciones  se puede  llevar  a  cabo  un  análisis  de  las  distribuciones  a
posteriori  de  los  parámetros  explotando  ciertas  propiedades  de  los  errores,  objetivo
que  no  siempre  es  alcanzable  cuando  se  supone  una  distribución  cualquiera  de  colas
pesadas.
Entre  los  métodos  robustos  destacan  también  los  que  suponen  una  distribución
alternativa  para  los  datos  atípicos.  El  caso  más  estudiado  es el  de  los modelos  intro
ducidos  por  Tukey  (1960) de mixturas  de distribuciones  para  los errores;  mezcla de una
distribución  central  y una  distribución  contaminante.  Por  un  lado,  se sugiere  un  mo
delo  de distribución  de los errores  que acomoda  las observaciones  anómalas,  generadas
según  una  distribución  alternativa;  por otro  lado,  cuando  la muestra  no contiene  datos
atípicos  la  estimación  de los parámetros  es la adecuada  para  el modelo central  que trata
de  reproducir  el  mecanismo  generador  de  datos.  La  identificación  se realiza  a  través
del  análisis  de las  distribuciones  a posteriori  de  que cada observación  sea generada  por
el  modelo  alternativo  o comparando  distribuciones  predictivas.
En  el  modelo  de  Box y  Tiao  (1968), modelo  normal  de  contaminación  de  escala y
que  denotaremos  por  BT,  se establece  la  regresión  estándar  de  la  ecuación  (1.1), pero
suponiendo  que  los errores  u  se distribuyen  según una  mixtura  de normales
u(1—a)N(0,2)+aN(0,k22)    i=1,...,n.        (1.6)
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Alternativamente,  Abraham  y  Box  (1978)  proponen  el  modelo  normal  de  cambio  de
nivel  (AB)  en  el  que  la  heterogeneidad  se  refleja  en  la  media.  En  este  caso,  los  errores
se  distribuyen
(1  —a)  N(0,a2)+aN(,a2)    i =  1,...,n.
El  modelo  aditivo  de  Guttman,  Dutter  y  Freeman  (1978)  (GDF)  supone  la  presencia
de  rn  datos  atípicos  (m  se  fija  analizando  el  modelo  para  m  =  0,  1,...)  y,  en  conse
cuencia,  la  distribución  de  los  errores  uj,  es   2)  para  j  =  1,..  .  ,  rn  y  N(0, .2)
para  los  restantes.  Finalmente,  Eddy  (1980)  propone  un  modelo  mixto  que  combina
las  formulaciones  de  Box  y Tiao  (1968)  y  Abraham  y  Box  (1978).
Mientras  que  con  un  enfoque  clásico  la  estimación  mínimo  cuadrática  de  estos  mo
delos  requiere  el  conocimiento  previo  de  qué  observaciones  son  atípicas,  la  ventaja  que
ofrece  el  planteamiento  del  problema  desde  un  punto  de  vista  bayesiano  es  que  la  dis
tribución  a  posteriori  del  vector  de  parámetros  ¡3 se  puede  expresar  como  una  media
ponderada  de  las  2  distribuciones  de  ¡3 condicionadas  a  cada  configuración  de  datos
buenos  y  atípicos  que  se  pueda  dar  en la  muestra.  Si  A(r)  representa  el suceso  “r obser
vaciones  son  atípicas  y  n  —  r  proceden  del  modelo  central”  la  distribución  a  posteriori
de  /3 es
p(/3  1 )  >.p(A(r)  y)  p(/3  A(r),y),
donde  las  ponderaciones  p(A(r)  1 y)  son  la  probabilidad  a  posteriori  de  las  distintas
configuraciones  posibles.  La  expresión  de  estas  probabilidades  cuando  se  supone  k  y
a  (en  BT)  y  a  y  )  (en  AB)  conocidos,  y  la  distribución  a  priori  para  ¡3 y  a2  de  re
ferencia  habitual  p(,  o)   a2,  se  presentan  de  forma  compacta  en  Freeman  (1980).
En  la  discusión  que  sigue  a  este  artículo,  Eddy  (1980)  pone  de  manifiesto  que  la  esti
mación  de  los  parámetros  de  la  distribución  p(/3  1 A(r),  y)  en  los  tres  modelos  puede
verse  como  una  estimación  de  mínimos  cuadrados  ponderados,  donde  los  pesos  varían
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según  el  modelo  que  se especifique.  Si el  modelo  especificado es  el  BT,  la  matriz  de
ponderaciones  es
(  In_r   O
V(r  1
o  kI)
si  el modelo  es el  AB (  i_,.    o
V(r1.=  1
O  r’ll’  J
y  si es el  GDF (  Ifl_7  O
V(rI
o
Como  se  dijo  anteriormente,  uno  de  los posibles  mecanismos  de  identificación  de
atípicos  consiste  en utilizar  los pesos p(A(r)  y).  En el caso particular  de observaciones
atípicas  aisladas,  donde  se supone  que  hay  un  único  dato  anómalo  y  los restantes  son
buenos,  las probabilidades  vienen  dadas  por  la  expresión
p(A(1)  j y)  o  w  X’V(lX  h/2,
donde,  en  general,  el  subíndice  en  A(r)  indica  que  entre  las  r  observaciones  que  con
taminan  la  muestra  se encuentra  y.  Según el modelo, los valores  de w y y  son:
BT:   v=n—p  y  w=c/k(1—a)
AB:   v=ri—p—1  y  w=a/(1—o)
GDF:  v=n—p—1  y  w=1.
La  extensión  al  caso  general,  en  el  que  se  plantea  si  una  observación  es  atípica
independientemente  de  que  lo  sean  las  demás,  es  inmediata  teóricamente,  ya  que
Pi  =  rPCi(7’)  1 y),  pero  supone  calcular  la  probabilidad  de  todas  las  2  combi
naciones  posibles.
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La  segunda  vía  para  identificar  las  observaciones  atípicas  consiste  en  comparar  las
distribuciones  predictivas.  Siguiendo  a  Jeifreys  (1961),  podemos  comparar  mediante  el
factor  de  Bayes  el  modelo  que  supone  que  únicamente  la  observación  i-ésima  es  atípica
con  el  modelo  de  regresión  estándar.  Para  estos  modelos  el  factor  de  Bayes  se  puede
expresar  como
F     p(yA(1))
-  p(y  A(O))
Pettit  (1992)  extiende  la  idea  del factor  de Bayes  para  distribuciones  a  priori  impropias,
recogiendo  el  método  de  Spiegelhalter  y  Smith  (1982)  de observaciones  imaginarias  de
tamaño  mínimo.
Peña  y  Guttman  (1993)  estudian  la  relación  entre  los  métodos  de  identificación
de  atípicos  basados  en  mixturas  de  distribuciones  y  el  método  de  la  ordenada  de  la
distribución  predictiva  condicionada  para  modelos  que  no  suponen  distribución  alter
nativa.  Prueban  que  la  probabilidad  a  posteriori  de  cualquier  combinación  de  datos
atípicos  y  buenos  para  los  modelos  BT  y  GDF  es  inversamente  proporcional  a la  orde
nada  de  la  distribución  predictiva  condicionada.
Como  conclusión  a  esta  discusión,  podemos  resumir  las  ideas  que  aportan  las  dos
vías  de  aproximación  al  problema  de  la  identificación  y  tratamiento  de  observaciones
atípicas  e  influyentes  en  modelos  de  regresión,  en  los  siguientes  puntos:
(1)  Los  métodos  robustos  se  ocupan  del  tratamiento  de  las  observaciones  anómalas
proponiendo  modelos  que  explican  la  generación  de  toda  la  muestra,  tanto  de  los
datos  buenos  como  de  los  atípicos.
(2)  Las  medidas  de  atipicidad  e influencia  en  modelos  bayesianos  queno  suponen  dis
tribución  alternativa  para  las observaciones  atípicas  y los  métodos  de  diagnóstico
clásicos  pueden  ser  vistos  como  equivalentes:  ambos  miran  al  residuo  estudenti
zado  y  miden  la  influencia  por  los  cambios  que  se  producen  en  la  estimación  de
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los  parámetros  (o  de su  distribución)  al  eliminar  las  observaciones  sospechosas  de
no  haber  sido  generadas  por  el  modelo  especificado.
(3)  Las  propuestas  para  identificar  datos  atípicos  con  modelos  sin  distribución  alter
nativa  o  especificando  ésta  pueden  expresarse  de  manera  única.  En  ambos  casos
la  identificación  puede  verse  como  el  análisis  de  las  distribuciones  predictivas
eliminando  el  dato.
1.2.2  Detección  y  tratamiento  de  grupos  de  atípicos
Cuando  se  utilizan  los  procedimientos  de  identificación  de  observaciones  atípicas  indi
viduales  en  muestras  que  contienen  grupos  de  atípicos  es  posible  que  se  produzca  el
fenómeno  conocido  como  enmascaramiento:  una  observación  atípica  no  se  identifica
por  la  presencia  de  otra  atípica.  Otro  fenómeno  que  tiende  a  producirse  con  grupos  de
atípicos  es  el  señalamiento  de  observaciones  buenas  como  atípicas.
El  enmascaramiento  se  produce  generalmente  cuando  existen  varias  observaciones
que  son  atípicas  y  todas  ellas  alejadas  del  resto  en  el  espacio  de  las  variables  indepen
dientes.  Los  métodos  de  identificación  de atípicos  basados  en  eliminar  una  observación
no  funcionan  en  este  caso  ya  que  los  residuos  (calculados  con  y  sin  el  dato)  tienden
a  ser  pequeños  mientras  no  se  eliminan  los  otros  atípicos.  Además  cuando  el  tamaño
del  grupo  es  grande  el  potencial  de  estos  datos  tiende  a  ser  pequeño  aunque  estén  muy
alejados.  En  este  caso,  tanto  el  residuo  estudentizado  como  el  estadístico  de  Cook
serán  pequeños.  Peña  y  Yohai  (1995)  prueban  este  hecho  en  el  caso  límite  en  el  que
existe  un  grupo  1  de  n1  observaciones  atípicas  (ya,  x)  todas  ellas  a  una  “distancia”
ha  =  X’X)’x.  Los  residuos  de  la  regresión  estimada  con  toda  la  muestra  son
Ya—Xa13(I)
ea—  1+fliha
donde  es  el  estimador  de  mínimos  cuadrados  cuando  la  muestra  no  contiene  el
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(a)                             (b)
1.5                              1.5
...
Figura  1.1:  Ejemplos de datos atípicos: (a)  aislados y (b)  enmascarados (M) y señalados (S).  La
línea  continua es el estimador de la  regresión con todos los datos, la discontinua eliminando un dato
atípico  y la  de puntos eliminando todos los atípicos.
grupo  1.  Si  ha es grande  el  residuo  seM pequeño  y  no  cambiará  mucho  si se  elimina  la
observación  y  se  sustituye  n1 por  n1 —  1.  Los  términos  diagonales  de  la  matriz  H  para
los  datos  de  1 son  ha/(l  + jha),  que  tienden  a  ser  pequeños  cuando  aumenta  n.
Para  entender  mejor  el fenómeno  de  enmascaramiento,  en  la  figura  1.1(a)  se  mues—
tra  un  conjunto  de  datos  en  el  que  existe  un  dato  atípico  aislado,  mientras  que  en
la  figura  1.1(b)  existe  un  grupo  (M)  de  atípicos  que  se  enmascaran  y  un  grupo  (S)
de  datos  buenos  que  son  señalados  por  los  atípicos  de  M.  Se  puede  observar  que  al
eliminar  el  dato  atípico  aislado  en  la  figura  1.1(a)  la  estimación  de  la  recta  (la  línea
discontinua)  cambia  drásticamente,  de  manera  que  cualquier  medida  de influencia  per
mitirá  identificar  este  dato.  En  el  caso  del  grupo  de  atípicos  de  la  figura  1.1(b)  el
cambio  es  mínimo  y  cualquier  método  de  los  descritos  para  detectar  atípicos  aislados
identificará  como  atípicas  las  observaciones  del  grupo  S,  que  no  lo son.  Unicamente  se
identificarán  los  atípicos  cuando  se elimine  el  grupo  completo  (línea  de  puntos)
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Para  superar  este  problema  se  han  desarrollado  en  la  literatura  diversos  procedi
mientos  que  desde  un  punto  de vista  clásico  tratan  la identificación  de grupos  de  atípicos
mediante  el  análisis  recursivo  de  los  residuos,  la  estimación  robusta  o  el  análisis  mul
tivariante.  Aunque  existen  muchos  otros  métodos,  destacamos  los  de  Hadi  y  Simonoff
(1993)  y Peña  y Yohai  (1995)  (estos  serán  comparados  con  el nuevo  procedimiento  que
se  propone  en  el  capítulo  3).  Hadi  y  Simonoff  (1993)  proponen  un  método  con  dos
variantes  en  el  que  se  analizan  los  residuos  estudentizados  iterativamente.  El  primer
objetivo  es  separar  los  datos  en  un  conjunto  que  no  contenga  datos  atípicos  y  otro  en
el  que  estén  todos  los  posibles  atípicos.  En  la  segunda  fase  se  contrasta  si  los  posi
bles  atípicos  están  suficientemente  alejados  del  resto  de  las observaciones  mediante  una
versión  adecuadamente  escalada  del error  de predicción.  Peña  y Yohai  (1995)  proponen
un  método  basado  en  un  enfoque  multivariante.  Su  idea  es  construir  una  matriz  de
influencia  que  describa  el  cambio  en  la  predicción  de  cada  dato  cuando  se elimina  cada
una  de  las  observaciones.  Como  los  grupos  de  observaciones  atípicas  deben  aparecer
con  el  mismo  signo  y  estructura  dentro  de  los  vectores  propios  de  la  matriz  de  influ
encia,  desarrollan  un  procedimiento  para  detectar  los  valores  con  mayor  peso  en  los
vectores  propios  y  contrastar  si son  atípicos.
Los  métodos  bayesianos  para  la  identificación  de observaciones  atípicas  e influyentes
requieren  un  número  de  cálculos  no  muy  elevado  cuando  se  trata  de  la  identificación
de  un  dato  atípico  aislado,  pero  la  generalización  al  caso  de  grupos  de  datos  atípicos
conduce  inmediatamente  a  un  problema  computacional  difícil  de  resolver.  Desde  un
punto  de  vista  bayesiano  son  pocos  los  procedimientos  que  se  han  desarrollado  para  el
caso  de  grupos  de  atípicos.  Peña  y  Tiao  (1992)  proponen  dos  herramientas  nuevas  de
diagnóstico  para  identificar  grupos  de  datos  atípicos  con  el  modelo  de  BT:  la  Curva de
Robustez  Bayesiana  (BROC)  y la  Curva de Robustez Bayesiana  Secuencial (SEBROC).
Estas  curvas  comparan  el modelo  que  contiene  h datos  atípicos  (Mh)  con  el  modelo  que
1.  Introducción                                                24
no  contiene  observaciones  atípicas  (M0).  La  Curva  de  Robustez  Bayesiana  se  define
como  el  cociente  de  las  probabilidades  a  posteriori  de  los  modelos  Mh y  M0, frente  a  la
cantidad  de  datos  atípicos  h, y  se  puede  expresar  en  términos  del  factor  de  Bayes  Fh,o
como:
F(Mhy)        Fha  =  P( 0    = h)   —  
donde  X(h  denota  la  matriz  que  contiene  todas  las  columnas  de  X  correspondientes
a  las  h observaciones  atípicas.  El  factor  de  Bayes  se  puede  escribir  como
n-p
(nr’  -h’   Ix’xI         (2    2
Fho  =  1  1  k                                 , 1 ——            (1.7)
—  lXX(r)j2   S(r))
El  sumatorio  en  (1.7)  se  extiende  a  todas  las  () combinaciones  posibles  de  que  la
muestra  contenga  exactamente  h observaciones  atípicas  y  es  el  término  equivalente
a  la  suma  de  cuadrados  residual  teniendo  en  cuenta  el  modelo  que  genera  cada  obser
vación  y  cuya  expresión  exacta  se  puede  encontrar  en  Box  y  Tiao  (1968).  Así  definida,
la  BROC  da  información  del  numero  de  datos  atípicos  en  la  muestra.  Sin  embargo,
cuando  existen  varios  datos  atípicos  esta  curva  puede  no  identificar  alguno  de  ellos  si
se  produce  un  efecto  de  enmascaramiento.  Para  evitar  este  problema  se  propone  la
Curva  de  Robustez  Bayesiana  Secuencial  (SEBROC),  que  se  construye  para  cada  h
comparando  secuencialmente  los  cocientes
‘h,h—1  =
rh4,O
Una  parte  importante  de  la  propuesta  de  Peña  y  Tiao  (1992)  es  el  procedimiento
de  muestreo  estratificado  para  reducir  los  () cálculos necesarios  para  obtener  Ph,o o
los  (h1)  +  () para  8h,h—1,  sin  que  por  ello  disminuya  la  eficiencia  del  método.  El
procedimiento  consiste  en:  (1)  dividir  la  muestra  en  dos  partes,  una  que  contiene  los
potencialmente  atípicos  y  otra  que  contiene  las  observaciones  presumiblemente  correc
tas.  Esta  división  se  efectúa  a  partir  de  la  matriz  que  proponen  Peña  y  Tiao  (1992),
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cuyos  términos  comparan  la probabilidad  de que  haya  dos observaciones  atípicas  en  la
muestra  con  el  producto  de  las  probabilidades  de  que  cada  una  de  ellas  sea  la  única
atípica.  Esta  matriz  mide la  interacción  entre  pares  de observaciones  que no  se mani
fiesta  en  las  probabilidades  para  datos  atípicos  aislados.  Si la observación  i es atípica,
todos  los elementos
d(  •) —  p(A,(2)1)  —  p(A(1)1)  p(A(1)y)
p(A(0)  y)    p(A(0)  y)  p(A(0)  1
de  la  columna  correspondiente  tomarán  valores  relativamente  altos.  Sea n1  el tamaño
del  conjunto  que  contiene  los  datos  atípicos  y  n  —  n1  el  del  complementario.  (2)
Utilizando  que
(n          
h)  -   r)   h  -  r
podemos  calcular  las  () combinaciones resultantes  de  eliminar  h  elementos  de  los  n
a  partir  de los grupos  n1  y n  —  n1  calculando  todas  las  combinaciones en  el  grupo  n1,
pero  sólo una  muestra  pequeña  del  conjunto  n  —  n1.  Por  ejemplo,  si n1  =  10, n2  =  20
y  h =  3, calcularemos  las  () combinaciones de eliminar  tres  elementos  de n1, las  ()
combinaciones  de  eliminar  dos  cruzadas  con  la  eliminación  al  azar  de  uno  cualquiera
de  los 20  elementos  de  n2,  las  ()  combinaciones de  eliminar  uno  de  n1  combinada
con  una  muestra  aleatoria  de  las  () combinaciones posibles  de observaciones  buenas
y,  finalmente,  una  muestra  aleatoria  pequeña  de  las  (°)  posibilidades  de  eliminar
observaciones  buenas.
1.3   Datos  atípicos  en  modelos  de  series  temporales
El  análisis  bayesiano  de  datos  atípicos  en  series  temporales  se  inicia  con  el  trabajo
de  Abraham  y  Box  (1979)  para  procesos  autorregresivos.  Debido  a  la  complejidad
analítica  que supone  obtener  las  distribuciones  a posteriori  su  desarrollo se ha  limitado
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al  tratamiento  de  valores  atípicos  aislados;  siendo  el  problema  de  enmascaramiento  un
campo  de  investigación  en  el  que  la  utilización  de  algoritmos  como  el  Gibbs  Sampling
pueden  facilitar  la  identificación  de  heterogeneidad  en  una  serie  temporal.
Abraham  y Box  (1979)  proponen  un  modelo  de generación  de  atípicos  alternativo  al
modelo  central  que  sirve  para  generar  el resto  de  la  serie.  Las  distribuciones  a  posteriori
de  los  parámetros  de  un  AR(p)  con  valores  atípicos  innovativos  son  obtenidas  para  los
casos  en  que:  (1)  se  conoce  la  posición  de  las  innovaciones  que  contaminan  la  serie
y  (2)  iínicamente  se  sabe  que  con  cierta  probabilidad  a  una  innovación  es  atípica.
Este  segundo  caso  es  el  más  complejo  y  se  convierte  en  el  problema  de  calcular  2
probabilidades.  Cuando  los  valores  atípicos  en  el  proceso  autorregresivo  son  aditivos,
la  obtención  de  las  distribuciones  marginales  a  posteriori  de  los  parámetros  y  de  la
magnitud  del  dato  atípico  son  difíciles  de  tratar  analíticamente.  Haciendo  uso  del
algoritmo  de  Gibbs  Sampling,  McCulloch  y  Tsay  (1994a)  estiman  la  distribución  a
posteriori  de  estos  parámetros  y  Marriott  et  al.  (1992)  consideran  cada  dato  atípico
(cuando  la  posición  es  conocida)  como  un  parámetro  más  en  la  ejecución  del  Gibbs
Sampling.  El  mismo  tratamiento  lo  proponen  Marriott  et  al.  (1994)  para  procesos
ARMA,  utilizando  un  algoritmo  descrito  por  Miieller  (1991)  que  combina  el  Gibbs
Sampling  y  el  algoritmo  de  Metropolis.
Las  ventajas  computacionales  que  ofrece  el  Gibbs  Sampling  también  han  sido  uti
lizadas  para  analizar  modelos  de  cambio  de  nivel  o varianza.  Los modelos  que  estudian
McCulloch  y  Tsay  (1993,  1994a)  suponen  estos  cambios  en  procesos  autorregresivos,
cambios  que  pueden  ocurrir  en  cualquier  instante  t  con  cierta  probabilidad  a.  Las
distribuciones  condicionadas  necesarias  para  la  ejecución  del  Gibbs  Sampling  no  son
difíciles  de  obtener  e incluyendo  un  conjunto  de  variables  ficticias  St (con  valores  1 ó  O
dependiendo  de  si  hay  o no  cambio  en  la  serie  en  el instante  t)  se  obtiene  la  probabili
dad  de  que  haya  un  cambio  en  t.  Para  predecir  los  cambios  McCulloch  y  Tsay  (1993)
1.3.  Datos atípicos en modelos de series temporales                          27
proponen  relacionarlos  con otras  variables  explicativas  mediante  la formulación  de  un
modelo  probit.  Así, la probabilidad  Pt  =  P(6  =  1) depende  de un conjunto  de variables
a  mediante  la  ecuación
Pt  =
donde   es  la  función  de  distribución  de  una  normal  de  media  cero  y  varianza  uno
y  y  es un  vector  de  parámetros  desconocidos.  Cuando  los  cambios  dependen  de  un
proceso  de Markov con probabilidades  de transición  desconocidas, Albert  y Chib  (1993)
y  McCulloch  y Tsay  (1994b) estiman  las distribuciones  a posteriori  y las probabilidades
de  transición;  estos  últimos  con aplicación  al  análisis  de series macroeconómicas.
Otra  forma de  analizar  observaciones atípicas  en  series temporales  es considerar  la
serie  como  un  caso  particular  del  modelo  lineal  dinámico  (Harrison  y  Stevens,  1976).
En  síntesis,  estos modelos  se formulan  como
yt=FtOt+vt                     (1.8)
=  GO_1  + aj,                   (1.9)
donde  9t  es  un  vector  de  parámetros  desconocidos,  las  matrices  F  y  G  se  suponen
conocidas  para  todo  t  y  Vt  y  at  son  procesos  no  observables  de  ruido  blanco.  La
estimación  de  estos  modelos  se realiza  mediante  el  filtro  de  Kalman  (Kaiman,  1960)
y  el  tratamiento  de  valores  atípicos,  al  igual  que  en  regresión,  se  ha  realizado  desde
tres  puntos  de vista.  Dentro  de los métodos  que  proponen  un modelo  robusto  frente  a
las  observaciones  atípicas,  Zeliner  (1976) y West  (1981) estudian  como robustificar  el
procedimiento  de  estimación  suponiendo  que  las  distribuciones  son  t  de  Student.  La
segunda  vía  trata  de identificar  valores atípicos  sin un modelo particular  de  generación
de  atípicos.  En este contexto,  West y Harrison  (1986) propusieron  inicialmente  estudiar
secuencialmente  el  cociente
TT  /  j.  —  Yt—k+11Dt_k)VVt)   pa(yt,.  .  .  ,Yt—k+1 1
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donde  D  es la  información  hasta  el  instante  t,  el  numerador  es  la  distribución  pre
dictiva  de  las  últimas  k observaciones  dada  la  información  hasta  el  instante  t  —  k  y el
denominador  es un valor  de referencia.  Este  cociente puede  escribirse  como
W(k)  =  W_1(k —  1)  H,
donde  H  es el factor  de Bayes
H  (v1D_1)
 pa(yt D1)
El  principal  problema  que  presenta  este  método  es  decidir  la  distribución  Pa que
servirá  como valor  de referencia  para  juzgar  cuándo  un  dato,  o un  grupo  de  datos,  es
atípico.  Posteriormente,  Harrison  y West  (1991) optan  por seguir  un enfoque  similar  a
Peña  (1987b) y construir  diagnósticos individuales  suponiendo  que cada  observación es
un  valor  ausente;  recogiendo también  el enfoque  de Johnson  y Geisser  (1983) de  medir
la  influencia  de  cada  observación  por  el cambio  en una  distribución  (la predictiva  o la
a  posteriori)  medido  por  la  divergencia  de Kullback-Leibler.
Por  último,  los  modelos  de  mixturas  para  el  tratamiento  de  los  valores  atípicos
suponen  un  modelo  explícito  de  generación  de  datos  atípicos  que,  de  esta  manera,
son  automáticamente  incorporados  con  menos  peso  en  el  proceso  de  estimación  de
los  parámetros,  obteniéndose  simultáneamente  un método  robusto  de  estimación  y  un
método  de  detección  de  valores  atípicos.  Harrison  y  Stevens  (1976)  sugieren  suponer
que  cada  observación  del  modelo  (1.8)  y  (1.9)  puede  estar  generada  con  cierta  pro
babilidad  p  (que  suponemos  conocida)  por  un  modelo  M  entre  varios  posibles.  Por
tanto,  si  la  distribución  a  priori  y  la  verosimilitud  son  mezcla  de  h  componentes,  la
distribución  a posteriori
p(OIy)=cp(yIO)p(O)
es  una  mezcla de h2 distribuciones  y cuando  se estima  el filtro de Kalman  la dimensión
del  problema  crece  en  cada  etapa.  Con  h = 2, el  número  de  componentes  de  la  dis
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tribución  a posteriori  final es 2.  Estos autores  sugieren que se emplee un procedimiento
para  colapsar  por  momentos  en  cada  etapa  la  distribución  resultante.  En  esta  línea,
Guttman  y  Peña  (1985,  1988b) proponen  un  algoritmo  simple  de  estimación  robusta
para  el  modelo  donde  el ruido  Vj  en  la  ecuación  de  observación  (1.8) proviene  de  una
normal  con  contaminación  de  escala  como en  (1.6).  El  algoritmo  está  basado  en  la
idea  de  colapsar  en  cada  etapa  la  distribución  a  posteriori  a  una  única  distribución
normal,  ajustada  por  momentos.  Colapsar  por  momentos  es óptimo  en  el  sentido  de
minimizar  la  distancia  de Kullback-Leibler  entre  la  verdadera  distribución  a posteriori
y  la  colapsada.  Meinhoid  y  Singpurwalla  (1989) trabajan  con distribuciones  t  de  Stu
dent  y proponen  representar  la  distribución  a priori  en la  etapa  t  como una  mezcla de
h  distribuciones  t.  Cuando  se pasa  a la  siguiente  etapa,  el teorema  de Bayes se aplica
a  cada  uno  de los  h  componentes  de la  mezcla resultando  una  distribución  que  puede
ser  unimodal  o  bimodal.  Si es  unimodal,  la  distribución  resultante  se aproxima  por
momentos  por  una  distribucióll  t.  Si es bimodal,  se utiliza  una  mezcla de  dos distribu
ciones  t.  Además,  en cada etapa  se estudia  la distribución  a posteriori  para  ver si algún
componente  de  la  mezcla  tiene  un  peso  menor  que  un  determinado  umbral,  en  cuyo
caso  es  eliminado.  La  distribución  a  posteriori  resultante  en  cada  etapa  se convierte
en  distribución  a  priori  para  la  siguiente etapa  y se repite  el mismo procedimiento.
1.4   Gibbs  Sampling
1.4.1  Algoritmos  MCMC
Desde  que  Tanner  y  Wong  (1987)  y  Gelfand  y  Smith  (1990)  proponen  los  algoritmos
markovianos  conocidos  como  MCMC  (del  inglés,  Monte  Carlo  Markov  Chain)  para
estimar  las  distribuciones  a  posteriori  de  los  parámetros  de  un  modelo  bayesiano,  se
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ha  desarrollado  una  extensa  literatura  sobre estos métodos  de  simulación.  El  origen  de
los  MCMC  se remonta  al  algoritmo  de  Metropolis  et  al.  (1953) para  simular  sistemas
complejos  con  aplicaciones  en  física  del  estado  sólido.  Otro  antecedente  se  encuen
tra  en  llastings  (1970)  para  generar  variables  aleatorias.  Posteriormente,  Geman  y
Geman  (1984)  introducen  el  algoritmo  de  Gibbs  Sampling  para  reconstruir  imágenes
y  simular  campos  aleatorios  markovianos,  un  caso  particular  de  una  distribución  de
Gibbs,  siendo  éste  el  origen  del nombre  con el que  es conocido.
La  aplicación del  Gibbs Sampling a la resolución de problemas  bayesianos  se inicia  a
partir  de Gelfand  y Smith  (1990).  El algoritmo permite  estimar  densidades  marginales,
no  obtenibles  analíticamente,  a  partir  de  muestras  aleatorias  de  distribuciones  cono
cidas.  El  requerimiento  básico  consiste  en  ser  capaces  de  generar  muestras  de  las
distribuciones  condicionadas  a posteriori  de todos  los parámetros  del modelo.  A partir
de  unos  valores  iniciales  de los parámetros  se genera  iterativamente  una  secuencia  de
muestras  de las distribuciones  condicionadas  que converge en distribución  a la  conjunta
de  los parámetros,  sea cual sea la selección de los valores iniciales.  El Gibbs  Sampling es
un  método  menos  eficiente para  realizar inferencia  que la  simulación  directa consistente
en  extraer  muestras  de la distribución  verdadera;  no obstante,  el  número  de  problemas
en  los  que  conocemos la  distribución  exacta  es bastante  reducido  en  comparación  con
los  problemas  en  que se puede  aplicar  Gibbs  Sampling.  Además,  en trabajos  aplicados
el  Gibbs  Sampling  presenta  dos  ventajas  importantes  frente  a  otros  procedimientos:
(1)  los requerimientos  son  escasos y  (2) es fácil de programar.
En  general,  la  literatura  existente  sobre algoritmos  MCMC  se puede  dividir  en dos
grandes  bloques.  Por  un  lado,  se estudian  las propiedades  teóricas  del algoritmo,  pres
tando  una  atención  especial  a la  velocidad  de convergencia y al estudio  de los criterios
de  parada  (véase,  por  ejemplo,  Smith  y  Robert,  1993, y  Tierney,  1994).  Por  otro
lado,  se emplea  el  Gibbs  Sampling  en  la  resolución  de  modelos  con  solución  analítica
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compleja  en  campos  tan  diversos  como  la  economía,  la  genética  o  la  paleontología.
1.4.2  Descripción  del  algoritmo
Sean  Z1,.  .  .  ,  Z,  variables  aleatorias  vectoriales  con  función  de  densidad  conjunta  es
trictamente  positiva  en  el  espacio  muestral.  Supongamos  que  se  pueden  obtener  todas
las  distribuciones  de  Z  condicionadas  a  Z(  =  Z(),  donde  Z(j  denota  que  se  ha  eli
minado  Z,  Z(  =  (Z1,.  .  .  ,  Z_i,  Z+1,.  .  .  ,  Z,),  bajo  ciertas  condiciones  débiles  estas
distribuciones  condicionadas  determinan  la  distribución  conjunta  de  (Z1,..  .  ,  Z,)  y,
por  tanto,  todas  las  distribuciones  marginales  (véase  Besag,  1974).  A  menudo  es  su
ficiente  conocer  para  algiín  i  la  distribución  de  Z  condicionada  a  ZT  =  ZT  (donde
T  C  {1,.  .  .  ,  n}  —  {i}),  siempre  y  cuando  éstas  condicionadas  sirvan  para  determinar
unívocamente  la  distribución  conjunta.  Muestrear  a  partir  de  un  conjunto  diferente
de  distribuciones  condicionadas  puede  significar  una  convergencia  más  rápida  como
muestran  Diebolt  y  Robert  (1994).  Aunque  no  siempre  se  da  el  caso  de  que  variables
con  distribuciones  condicionadas  propias  tengan  marginales  propias  (en  situaciones  de
este  tipo  no  está  garantizada  la  convergencia  del  algoritmo),  en  adelante  supondremos
la  existencia  de  función  de  densidad  (respecto  de  la  medida  de  Lebesgue  o  la  medida
contable)  para  todas  las  marginales  y  condicionadas.
Considerando  un  vector  de  valores  iniciales   .  .  ,  z)  extraído  aleatoriamente
de  una  distribución  inicial  arbitraria  P0, se generan  iterativamente  valores  de  las  dis
tribuciones  condicionadas.  La  primera  iteración  se  realiza  del  siguiente  modo:
(1)                  (O)(o)     (j
‘  f(zi  1 z2 , z3  ,..  .  ,  z  ‘-)
z’   f(z2  z»,   . .  .  ,
(1)    (1)         (1)
r’.  f(z  z1  ,z2  ,.  .
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Siguiendo  el  mismo  esquema  se realiza  la  iteración  .s del  siguiente  modo:
(s)             (s—1) (s—i)z1   «  f(zj  z2  ,z3  ,..  .,z        )
(s)                    (sL(s—1)_
z2  ‘-‘  f(z2  z1  ,          ,. .  .  ,  z  )
(s)     (s)          (s)zv  ‘  f(z  z1  ,z2  ,...,z_1).
Después  de  replicar  este  mismo  esquema  un  número  8  de  veces,  se  obtiene  una
secuencia  de  S  vectores  u-dimensionales  (z1,  .  .  .  ,  z),...,  (z,.  .  .  ,  z).  Geman  y
Geman  (1984)  prueban  que  bajo  condiciones  de regularidad  esta  secuencia  converge  en
distribución  a  (Z1,.  .  .  ,  Z)  y, por  tanto,  £(Z)  —  P(zk)  cuando  j  —  oc,  donde  P  es
la  distribución  marginal  de  Zk.  La  demostración  está  basada  en  la  naturaleza  marko
viana  de  las  iteraciones  y  se  realiza  en  dos  etapas:  (1)  se  demuestra  que  la  secuencia
(Z(’,  z(2,...) es  una  cadena  de  Markov  con  una  única  distribución  estacionaria;  y
(2)  se  demuestra  que  la  distribución  estacionaria  coincide  con  la  distribución  objetivo.
Geman  y  Geman  (1984),  Schervish  y  Carlin  (1992)  y  Liu  et  al.  (1992)  prueban  que
la  tasa  de  convergencia  es  geométrica  (con  la  norma  del  supremo),  y  Tierney  (1994)
estudia  la  convergencia  con  la  norma  de  la  variación  total.  Además,  la  secuencia  que
se  genera  con  el  Gibbs  Sampling  es  ergódica:  para  cualquier  función  medible  T  de
(Z1,.  .  .  ,  Za),  cuya  esperanza  existe,  se  verifica  que
hm   .  .  ,Z)  =  E[T(Z1,.  .  .  ,Z)]  c.s.
:1—400  3  11
Para  un  número  de  iteraciones  S  suficientemente  grande  podemos  considerar  cada
z  como  una  muestra  aleatoria  de  la  distribución  marginal  de  la  variable.  Si  se  repite
R  veces  este  proceso  obtenemos  una  muestra  de  variables  aleatorias  independientes
z,  z,..  .  ,  z  con  la  que  podemos  estimar  la  densidad  de  la  variable.  Existen  di
versos  métodos  para  estimar  la  densidad,  entre  los  que  destacamos  los  dos  tipos  de
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estimadores  que  se  han  empleado  más  frecuentemente  en  el  contexto  del  Gibbs  Sam
pling:  estimadores  tipo  núcleo  y  estimadores  tipo  Rao-Blackwell.
Un  estimador  tipo  núcleo  y  con  parámetro  de  suavizado  h es
1     R   /           (S)1fS,R(z)  =       K ( hzr
donde  K  es  una  función  de  densidad,  generalmente  simétrica.
El  estimador  tipo  Rao-Blackwell  surge  de  manera  natural  al  expresar  la  densidad
marginal  como  la  esperanza  de  la  densidad  condicionada
f(z)  =  J f(z  1 Z()  f(z()  dz(
=  EZ(.) (f(z  Z(j))),
y  empleando  como  estimador  el  análogo  muestral,  de  la  forma
1     R/      1                   (S)
JS,R)  —  -    j   Z(j)y.
1(  r=1
Este  estimador  es  más  eficiente  ya  que  recoge  toda  la  información  conocida  sobre  la
distribución  e  incorpora  la  información  que  aporta  la  obtención  de  una  muestra  equi
valente  para  el  resto  de  variables.  Este  resultado  lo  prueban  Gelfand  y  Smith  (1990)
para  muestras  independientes,  y  Liu  et  al.  (1994)  en el  caso  general.  Del  mismo  modo
el  estimador  de  la  media  t  =  E(T(Z))  dado  por
ÍLS,R  =    E (T(z)  1 Zr)
es  más  eficiente  que  la  media  muestral  de  T(z),...,  T(z).
La  elección  del  número  R de veces  que  repetimos  la  ejecución  del  algoritmo  depen
derá,  por  tanto,  de las  propiedades  asintóticas  de los estimadores  propuestos  (Silverman
1986).  Conviene  advertir  que,  con  frecuencia,  estos  estimadores  se  emplean  cuando  se
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considera  una  muestra  formada  por  las  R  últimas  iteraciones  de  una  única  secuen
cia.  En  este  caso  se  debe  tener  en  cuenta  que,  en  general,  las  observaciones  no  son
independientes.
Así  pues,  para  implementar  el  algoritmo  es  suficiente  disponer  de  las  distribuciones
condicionadas  y  de  técnicas  eficientes  de  simulación  de  variables  aleatorias.  Para  esto
son  útiles  los  métodos  propuestos  por  Devroye  (1986)  y  Ripley  (1987).  En  un  contexto
bayesiano  —donde  las  distribuciones  necesarias  para  implementar  el  Gibbs  Sampling
son  las  correspondientes  a  cada  uno  de  los  parámetros  condicionados  a  la  muestra
observada  y  al  resto  de  los  parámetros—,  se emplean  frecuentemente  distribuciones  a
priori  conjugadas  con  objeto  de  simplificar  los  cálculos.  En  general,  esta  restricción
no  refleja  la  situación  real  (ver,  por  ejemplo,  Carlin  y  Polson,  1991b)  y  cuando  se
elimina  es  muy  frecuente  que  la  expresión  analítica  de  alguna  de  las  distribuciones
condicionadas  no  se  pueda  calcular.  Existen  varias  soluciones  a  este  problema,  la  más
sencilla  consiste  en  evaluar  el  producto  de  la  verosimilitud  y  la  distribución  a  priori
en  una  red  de  valores  del  parámetro  para  valores  fijos  del  resto  de  las  variables  y  de
los  datos  de  la  muestra.  De  esta  forma,  la  distribución  puede  ser  aproximada  salvo
por  una  constante  que  se  obtiene  con  técnicas  de  integración  numérica.  Incluso  sin
necesidad  de  normalizar  es  posible,  a partir  de muestras  generadas  de  otra  distribución,
obtener  muestras  aleatorias  de  las  distribuciones  condicionadas  aplicando  la  técnica  de
muestreo  de  rechazo (Smith  y  Gelfand,  1992).  Para  aplicar  este  método,  el  cociente
entre  el  producto  de  la  verosimilitud  y  la  distribución  a  priori  y  la  densidad  de  la
distribución  que  se  muestrea  debe  estar  acotado.  Se  pueden  emplear,  alternativamente,
modificaciones  como  el  método  SIR  (o  “bootstrap  ponderado”)  de  Rubin  (1988)  o  el
método  adaptativo  de  muestreo  de  rechazo  para  funciones  de  densidad  log-cóncava  (el
logaritmo  de la  densidad  es  una  función  cóncava)  de  Gilks  y Wild  (1992).  La  naturaleza
adaptativa  de  esta  técnica  permite  extraer  muestras  a  partir  de  un  pequeño  número
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de  evaluaciones  del  producto  de  la  verosimilitud  y  la  distribución  a  priori,  mejorando
la  eficiencia  en  comparación  con  el  método  no  adaptativo.  En  aplicaciones  del  Gibbs
Sampling  también  se  emplea  el  Griddy-Gibbs  de  Ritter  y  Tanner  (1992),  más  simple  y
fácil  de aplicar  que  los mencionados  anteriormente  aunque  no  permite  extraer  muestras
de  la  distribución  exacta.
1.4.3  Control  de  la  convergencia
Ante  las buenas  propiedades  asintóticas  del algoritmo  no  se  debe  olvidar  que  únicamente
es  posible  realizar  un  número  finito  de  iteraciones  y  que,  en  general,  las  muestras
obtenidas  en  cada  iteración  no  son  independientes  y  sólo  tienen  la  misma  distribución
en  el  límite.  Gelman  y  Rubin  (1992a)  muestran  la  importancia  que  tienen  las  condi
ciones  iniciales  en  la  velocidad  a  la  que  converge  el  algoritmo  en  un  problema  en  el
que  el  espacio  paramétrico  tiene  una  dimensión  alta.  Matthews  (1993)  proporciona  un
ejemplo  en  el  que  el  Gibbs  Sampling  aparentemente  converge  cuando  realmente  no  se
ha  alcanzado  la  convergencia.  Smith  y  Roberts  (1993)  y  Mengersen  y  Robert  (1995)
puntualizan  que  cuando  la  distribución  de  los  parámetros  es  bimodal,  el  Gibbs  Sam
pling  puede  quedar  atrapado  en  una  de  las  modas  a  lo  largo  de  muchas  iteraciones,
reduciéndose  así  la probabilidad  de  que  se  alcance  la  convergencia.  Hilis  y  Smith  (1992)
destacan  que  el  número  de  iteraciones  necesarias  para  alcanzar  la  convergencia  es  una
función  de  los  valores  iniciales  y  de  la  estructura  de  correlación  de  los  procesos  es
tocásticos  generados  por  el  Gibbs  Sampling;  la  conclusión  a  la  que  llegan  es  que  la
correlación  es  el  problema  más  serio  para  alcanzar  la  convergencia.  Polson  (1995)
analiza  una  cota  sobre  la  tasa  de  convergencia  que  puede  usarse  para  elegir  el  número
de  iteraciones  que  garantizan  la  precisión  necesaria  para  realizar  la  estimación  con  la
muestra  obtenida  mediante  Gibbs  Sampling;  el  número  de  iteraciones  necesarias  de
pende  nuevamente  de  la  correlación  y  la  dimensión  del  espacio  paramétrico.  Además,
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en  los  capítulos  2 y  4  se  muestra  como  la  covergencia  es  muy  lenta  en  la  aplicación  del
Gibbs  Sampling  en  modelos  de  regresión  y  series  temporales  con  datos  heterogéneos.
Por  tanto,  es  muy  importante  contar  con  algún  mecanismo  que  nos  permita  decidir
el  número  de  iteraciones  necesario  en  cada  aplicación  del  algoritmo.  En  general,  este
problema  no  ha  sido  resuelto  de  manera  concluyente,  aunque  se  han  propuesto  diversos
métodos  basados  tanto  en  el  seguimiento  de  una  serie  como  en  el  seguimiento  conjunto
de  varias  de  ellas.
El  diagnóstico  basado  en  una  única  secuencia  juzga  la  convergencia  del  algoritmo
usando  técnicas  propias  del  análisis  de  series  temporales  univariantes.  En  esta  línea
se  encuentra  el  método  propuesto  por  Geweke  (1992)  para  evaluar  la  aproximación
en  el  cálculo  de  momentos  de  la  distribución  a  posteriori  usando  Gibbs  Sampling.
Esta  propuesta  está  basada  en  técnicas  habituales  en  el  análisis  espectral  de  series
temporales.  Hastings  (1970),  Raftery  y  Lewis  (1992)  y  Robert  (1994)  proponen  otros
métodos.
Dentro  de  las  propuestas  multi-secuenciales,  Fosdick  (1959)  sugiere  simular  varias
secuencias  y fijar  el  criterio  de  parada  cuando  la  diferencia  entre  las  medias  de las  series
sea  menor  que  una  cierta  cota  prefijada.  Ripley  (1987)  propone  comparar  como  mínimo
tres  series  combinando  métodos  gráficos  con  métodos  propios  de  series  temporales.  El
método  propuesto  por  Gelfand  el  al.  (1990)  consiste  en  estimar  las  funciones  de  densi
dad  de  algunas  marginales  variando  el  número  de  iteraciones  y  estudiar  gráficamente
si  las  densidades  son  indistinguibles.  El  Gibbs-Stopper  de  Ritter  y  Tanner  (1992)  uti
liza  una  distribución  de  importancia  para  construir  una  sucesión  de  pesos  que  deben
converger  a  una  variable  aleatoria  con  distribución  degenerada  y  cuyo  seguimiento  nos
informa  de la  distribución  de las  variables  generadas.  Gelman  y Rubin  (1992b)  también
proponen  un  método  en  el  que  se  comparan  varias  secuencias  mediante  estadísticos
basados  en  medias  y  varianzas.  La  convergencia  se juzga  por  el  potencial  de  reducción
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de  variabilidad definido en  Gelman  y Rubin  (1992b), que  se estima  con un  estadístico
que  incorpora  la  variabilidad  de las series y entre  series y que  converge a uno cuando  el
número  de  iteraciones  tiende  a  infinito.  Los valores  iniciales deben  generarse  a  partir
de  una  distribución  sobredispersa  con  relación  a  la  verdadera  distribución  marginal.
Las  principales  ventajas  de  este  método  son  que es completamente  cuantitativo  y que
también  sirve  para  detectar  problemas  de  multimodalidad,  en  la  proximidad  de  una
moda  el  potencial  de reducción  no  continúa  aproximándose  a uno.
1.4.4  Comparación  con  otros  mecanismos  de  simulación
Evidentemente,  no todos  los  algoritmos  y  métodos  de  remuestreo  que  han  aparecido
en  los últimos  años son  comparables  con el  Gibbs  Sampling,  y  en algunos  casos dicha
comparación  carece  de  interés  debido  a  la  poca  relación  existente  entre  los problemas
que  permiten  resolver.  En  esta  revisión  se  comenta  brevemente  la  relación  con  los
métodos  que  se emplean  en el  mismo contexto  en  el  que se aplica  el  Gibbs  Sampling.
Existe  una  estrecha  relación  entre  el  Gibbs  Sampling y el  algoritmo  de  Sustitución
propuesto  por  Tanner  y  Wong  (1987),  y  en  el  caso  de  dos  variables  ambos  métodos
coinciden.  En  general,  se necesitan  conocer  menos  distribuciones  condicionadas  para
aplicar  el  Gibbs  Sampling,  aunque  si  se  dispone  de  alguna  distribución  adicional  es
posible  aplicar  el  algoritmo  de  Sustitución  de manera  que  se acelera  la  convergencia,
llegando  a ser más eficiente que el Gibbs Sampling.  Chib  (1992) combina  en un ejemplo
estos  dos  métodos  obteniendo  resultados  más  satisfactorios  que si emplea  sólo uno  de
los  algoritmos.
Las  hipótesis  de partida  para  poder  aplicar  el  “muestreo  de importancia”  propuesto
por  Rubin  (1987) varían  sustancialmente  de  las requeridas  para  aplicar  el Gibbs  Sam
pling  y  se  basan  en  el  conocimiento  de  la  distribución  conjunta,  así  como de  alguna
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distribución  de  importancia.  Las  conclusiones  derivadas  de  resultados  empíricos  (véase
Gelfand  y  Smith,  1990)  muestran  que  el  Gibbs  Sampling  genera  las  variables  aleatorias
deseadas  de  forma  más  eficiente.
Por  último,  los  métodos  más  habituales  para  el  cálculo  de  las  distribuciones  y  mo
mentos  de  interés  son  el método  de integración  de  Monte  Carlo  (Kloek  y van  Dijk,  1978)
y  el método  de Laplace  (Tierney  y Kadane,  1986).  Ambos  requieren  un  estudio  analítico
previo  y  en  muchos  aspectos  son  complementarios.  Son  muchas  las  cuestiones  que  no
han  sido  estudiadas  acerca  de  la  relación  entre  Gibbs  Sampling,  Integración  de  Monte
Carlo  y Expansiones  de  Laplace,  no  existiendo  una  respuesta  precisa  cuando  se plantea
la  elección  entre  cualquiera  de  estos  métodos  para  resolver  un  determinado  problema.
Una  discusión  más  extensa  sobre  estos  métodos  puede  encontrarse  en  Geweke  (1992).
Capítulo  2
Gibbs  Sampling  en  problemas  de  regresión  con
datos  heterogéneos
2.1   Introducción
En  este  capítulo  se  extiende  la  aplicación  del  Gibbs  Sampling  propuesta  por  Verdinelli
y  Wasserman  (1991),  para  la  identificación  de  valores  atípicos  en  una  muestra,  a  un
modelo  de  regresión  lineal.  En  el contexto  de regresión,  si existen  valores  atípicos  que  se
enmascaran  o señalan  como  atípicas  a  otras  observaciones  que  no  lo son,  los  parámetros
del  modelo  estarán  altamente  correlacionados  y  la  convergencia  no  se  alcanzará  en  un
numero  razonable  de  iteraciones.  El  algoritmo  puede  proporcionar  una  idea  falsa  de  las
probabilidades  a  posteriori  ya  que  los  resultados  que  se obtienen  aumentando  el  número
de  iteraciones  permanecen  estables  en  torno  a  valores  distintos  de  los  verdaderos.
Este  capítulo  se  organiza  del  siguiente  modo.  En  la  sección  2.2  se  presenta  la
aplicación  del  Gibbs  Sampling  a  la  identificación  de  valores  atípicos  en  problemas  de
regresión  lineal.  Se  supone  un  modelo  normal  de  contaminación  de escala  y se  examina
la  convergencia  del  algoritmo  en  algunos  ejemplos  con  datos  reales  y  simulados.  En  la
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sección  2.3 se analizan  los problemas  de convergencia asociados  a muestras  con valores
atípicos  muy  influyentes.  En  la  sección 2.4  se  presenta  un  modelo  semiparamétrico
bayesiano  para  la  identificación  de  atípicos  en  el  que  se dan  los mismos  problemas  de
convergencia,  poniendo  de manifiesto  que la  velocidad  de convergencia no depende  del
modelo  seleccionado.
2.2   Gibbs  Sampling  para  la  identificación  de  datos  atípicos
2.2.1  El  modelo  de  contaminación  de  escala
La  falta  de  homogeneidad  en  la  muestra  se asocia  muy  frecuentemente  a  la  idea  de
que  la  distribución  de  los datos  es una  mezcla  de  distribuciones.  Los datos  proceden
de  una  distribución  central  con  alta  probabilidad,  y  con  una  probabilidad  pequeña
de  una  distribución  que  contamina.  En  este  capítulo  se  supone  el  modelo  normal  de
contaminación  de  escala  para  identificar  valores  atípicos.  Este  modelo  fue  propuesto
por  Tukey  (1960)  y  estudiado,  entre  otros,  por  Box y  Tiao  (1968),  Freeman  (1980),
Pettit  (1992) y Peña  y Tiao  (1992).
En  el modelo normal  de contaminación  de escala las observaciones y  =  (yi,.  .  .  ,  ya)’
son  generadas  por  el modelo
y=xI3+u    i=1,...,n,                (2.1)
donde  n  es  el tamaño  muestral,  x  =  (x1,.  .  .  ,  x7,)’  son  variables  fijas,  ,3 es un  vector
p  x 1 de parámetros  desconocidos, y u  son variables  aleatorias  que se distribuyen  segón
una  mixtura  de  normales  dada  por
 (1 —)  N(0,a2)  +c  N(0,k2a2)    i =  1,...,n.        (2.2)
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Se  supone  que  el  parámetro  de  escala  k  es conocido y  que  X  =  (xi,..  .  ,  x)’  es una
matriz  de rango  completo.
La  mezcla  de  distribuciones  de  la  ecuación  (2.2)  indica  que  existe  una  probabili
dad  a  de  que  cada  dato  haya  sido espúreamente  generado  a  partir  de  la  distribución
contaminante.  Aquellos  datos  generados  por  la  distribución  alternativa  se consideran
valores  atípicos.
El  modelo  de  contaminación  de escala,  a  diferencia  de  los de  contaminación  en  la
media  de  Abraham  y  Box  (1978) o  Guttman,  Dutter  y  Freeman  (1978), permite  de
tectar  valores  atípicos  en ambas  colas de la  distribución  y el número  de  parámetros  es
constante  ya que no depende  de la  cantidad  de atípicos  que haya en la muestra.  La ven
taja  de  este  modelo frente  a los robustos  que emplean  distribuciones  con colas pesadas
(Box  y  Tiao,  1973 y  West,  1984), o  frente  a  los que  no suponen  modelo  alternativo,
es  que no  sólo facilita  un  procedimiento  de identificación  de atípicos,  sino que  además
proporciona  una  estimación  robusta  y eficiente de  los parámetros.  Además,  cuando  It
es  suficientemente  grande,  Peña  y  Guttman  (1993)  demuestran  que  la  identificación
de  valores  atípicos  es  esencialmente  la  misma  con  este  modelo  y  con  los de  contami
nación  en  la  media  o los que no  suponen  modelo  alternativo  y emplean  el  método  de
la  ordenada  de la  distribución  predictiva  condicionada  (Geisser,  1980).
Box  y Tiao  (1968) obtienen  las distribuciones  a posteriori  en el modelo (2.1) y (2.2)
cuando  se  suponen  distribuciones  a  priori  no  informativas  e  independientes  para  los
parámetros  de localización y  escala, la  distribución  conjunta  a priori  de  $ y a2  es
P($,  a2) oc a2.                     (2.3)
Cuando  el  parámetro  de  contaminación  a  es  conocido,  la  probabilidad  a  posteriori
de  que  sólo los  datos  pertenecientes  a  un  determinado  conjunto  de  u1 observaciones,
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indexadas  por  1 =  {i1,.  .  .  ,i},  sean  atípicos  viene  dada  por  la  expresión
a  ‘  (Ix’x(  —  )  k’      —  )          (2.4)
donde  çi =  1 —  k2,  X1 es una  matriz  de dimensión  u1 x p  cuyas  filas  corresponden  a  las
filas  indexadas  por  1 de la  matriz  X,  2  es  el estimador  insesgado  de  la  varianza  residual
y  3(j) es el  estimador  que  se  obtiene  teniendo  en  cuenta  los  n,  datos  considerados  como
atípicos.
Cuando  k  es  suficientemente  grande,  la  probabilidad  (2.4)  se  puede  aproximar  por
p’  cx w’  1 —  H,  _1/2  9+p,                 (2.5)
donde  w  =  a/k(1  —  a),  H,  =  X,(X’X)’X,  y  ahora  3)  es  el  estimador  insesgado  de
que  se  obtiene  eliminando  de  la  muestra  las  observaciones  (y1, X1).
Las  ecuaciones  (2.4)  y  (2.5)  pueden  utilizarse  fácilmente  para  comprobar  si existe  un
iínico  dato  atpico  en  la  muestra,  o si existe  un  determinado  grupo  de  observaciones  que
han  sido  espúreamente  generadas.  Sin  embargo,  cuando  la  cantidad  y  posición  de  los
valores  atípicos  es  desconocida,  que  es  lo más  habitual  con  datos  reales,  la  identificación
de  estos  datos  requiere  el  cálculo  de  las  2  probabilidades  a  posteriori  correspondien
tes  a  todas  las  configuraciones  posibles  de  datos  buenos  y  atípicos.  Por  ejemplo,  si
tenemos  una  muestra  de  tamaño  u  =  40,  tenemos  que  calcular  240  probabilidades
(aproximadamente  1012).
Siguiendo  a Verdinelli  y Wasserman  (1991)  se  puede  extender  la  aplicación  del  Gibbs
Sampling  para  la  identificación  de valores  atípicos,  a  la  estimación  de las probabilidades
a  posteriori  de  que  cada  observación  sea  atípica  en  el modelo  (2.1)  y  (2.2).  La  aplicación
del  Gibbs  Sampling  se lleva  a  cabo  aumentando  el vector  de parámetros  con  un  conjunto
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de  variables  de  clasificación  (5 =  (8k,.  .  .  ,  &)‘  que  se  definen  como
8  =  J 1  si  y  N(x/3,  k2o2)
O  si  y
Diremos  que  (y,  x)  es  un  dato  atípico  cuando  la  probabilidad  marginal  a  posteriori  p
(la  probabilidad  a  posteriori  de  que  la  variable  de  clasificación  i-ésima  sea  igual  a  uno)
sea  mayor  que  0.5.  Así  a  es  la  probabilidad  a  priori  que  tiene  cada  observación  de  ser
atípica.
2.2.2  Aplicación  del  Gibbs  Sampling
Para  poder  aplicar  el  Gibbs  Sampling  en  la  resolución  del  modelo  (2.1)  y  (2.2)  es
necesario  generar  muestras  de  las  distribuciones  condicionadas  a  posteriori  de  todos
los  parámetros.  En  este  caso  las  distribuciones  de  los  parámetros  se  pueden  obtener
fácilmente  cuando  se conoce  qué  observaciones  contaminan  la  muestra,  es  decir,  cuando
se  especifica  el  vector  (5; del  mismo  modo,  la  expresión  de  cada  una  de  las  probabili
dades  de  que  un  dato  sea  atípico  se  pueden  calcular  silos  parámetros  del  modelo  son
conocidos.  Con  las  distribuciones  a  priori  para  ¡3 y  .2  dadas  en  la  ecuación  (2.3),  y
supolliendo  para  el parámetro  de contaminación  a  una  distribución  a priori  Beta(yi,  ‘y)
con  media  a0 =  E(a)  =  ‘y/(’yi  +  ‘y),  las  distribuciones  condicionadas  son:
1.  La  distribución  condicionada  de  ¡3 es
1 y,(5,u2  N  (,,a2(XV_1X)_1),
donde
=  (X’V1X)1X’V1y
y  V  es  una  matriz  diagonal  con  elementos  en  la  diagonal  principal  v  =  1c2 si
=  1  y  v  =  1  en  caso  contrario.
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2.  Sean  u  los  errores  estúndar  definidos  como  n  (y,  — xf3)/(1  +  5(k  — 1))  para
i  =  1,..  .  ,  n.  La  distribución  de  la  precisión  de  los  errores  es
/     ln
—2                                              *2y,5,/3  Gamma
y,  por  tanto,
cr2
3.  La  distribución  condicionada  de  8  es  Bernoulli  con probabilidad  de  éxito
=  1  y,a2,a)  =    )k•  (2.6)
4.  La  distribución  condicionada  de  a  depende  únicamente  del  vector   y  es
a   Beta(yi+n8y2+n(l  —)),            (2.7)
donde  n  =   5.  La  media  de  la  distribución  (2.7)  es  una  combinación  lineal
de  la  media  a  priori  y  la  media  muestral
T7/    ‘1+72         n    —1a  o)=         ao+
,y1+’y2+n
Estas  distribuciones  condicionadas  pertenecen  a  familias  de  distribuciones  paramé
tricas  conocidas  y  para  las  que  se  han  desarrollado  diversos  métodos  de  generación  de
muestras  aleatorias  (véase,  por  ejemplo,  Devroye,  1986).
Las  iteraciones  del  Gibbs  Sampling  comienzan  con  un  vector  arbitrario  de  valores
iniciales  (a(0,  a2(o), a(o), ¡3(o))  Siguiendo  un  número  S  de  iteraciones  el  esquema  des
crito  en  el  capítulo  de  introducción  ,  se  obtiene  la  secuencia  (a(°,  o.2(1, 5(1), 3(1)),.
(a(s),  .2(8),  3(5)),  que  converge  en  distribución  a la  conjunta  de  (a,  2,  5, ¡3).  Cuando
se  ejecuta  el  Gibbs  Sampling  JI veces  en paralelo  se puede  estimar  la  media,  la  varianza
o  cualquier  otra  característica  de  las distribuciones  a  posteriori  a  partir  de las  muestras
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a(5)    a(5)
En  particular,  los  estimadores  de  la  probabilidad  marginal  a  posteriori  de  que  cada
observaciones  sea  atípica  son
1     St
A(S)  —     ‘(S)        —1
PZR  —  D  .td  r
 r=1
El  estimador  de la  densidad  de ¡3 es un estimador  no paramétrico  tipo  núcleo.  Alterna
tivamente,  es  posible  estimar  p  con las  últimas  1? iteraciones  de  una  única  secuencia.
Aunque  ejecutar  el  algoritmo  sólo una  vez  puede  suponer  un  ahorro  computacional,
tiene  el inconveniente  de que las muestras  así obtenidas  son idénticamente  distribuidas
pero  no  independientes.  Considerando  que  en  los ejemplos  que  se muestran  a  conti
nuación  la  dimensión  del espacio paramétrico  (el tamaño  muestral  más  los parámetros
del  modelo)  es  moderada,  siempre  se ejecuta  el  algoritmo  en  paralelo  y se  emplea  el
estimador  (2.8) para  estimar  pj.  Además,  en la sección 2.3 se discute  la sensibilidad  del
Gibbs  Sampling  a la especificación  de las  condiciones iniciales, ejecutando  el algoritmo
en  paralelo  se evita  que  las  conclusiones dependan  de  la  selección  de un  único  vector
de  valores  iniciales.
Los  estimadores  (2.8)  de  las  probabilidades  a  posteriori  para  cada  dato,  calcula
dos  en  cada  iteración  constituyen  las  series  de probabilidades  que  se emplearán  para
controlar  la  convergencia.
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2.2.3  Ejemplos
El  comportamiento  del  Gibbs  Sampling  en  el  problema  de  identificación  de  datos
atípicos  en  regresión  se  ilustra  en  cuatro  ejemplos.  En  el  primero  se  aplica  el  algo
ritmo  a  un  conjunto  de datos  frecuentemente  analizados  con distintos  procedimientos
de  identificación  de grupos  de atípicos.  En  este  ejemplo  la convergencia es muy rápida
y  los datos  atípicos  se identifican  inmediatamente.  Sin embargo,  como se muestra  en
los  siguientes  ejemplos,  el  algoritmo  puede  no  converger en  un  número  razonable  de
iteraciones.  Además,  el  Gibbs  Sampling puede  proporcionar  una  idea  falsa  de las  pro
babilidades  ya  que las series de probabilidades  presentan  un comportamiento  estable  en
torno  a ciertos  valores límite  que no se corresponden  con las  verdaderas  probabilidades
a  posteriori  de que  una  observación sea atípica.
El  algoritmo  se ejecuta  en todos  los ejemplos  1000 veces  (en paralelo)  con distintos
valores  iniciales.  Los valores de los parámetros  que se obtienen  en la última iteración  de
cada  ejecución constituyen  la muestra  a partir  de la  cual se estiman  las probabilidades  a
posteriori  J5.  Estas  probabilidades  se representan  en los gráficos mediante  una  barra
para  cada  dato  muestral,  y  en  el  caso de  las  observaciones  que  son  atípicas  también
con  un  punto.
En  todos  los  ejemplos  k  10  y  el  criterio  seguido  para  seleccionar  los  valores
iniciales  es:  (1)  c0  =  ‘yi/(yi  +  ‘y2)  =  0.2  y  ‘y  +   =  n,  lo  que  implica  que  en
todas  las  iteraciones  E(a  5)  =  1/2a0  +  1/2  (2)  seleccionar  =  1  con  proba
bilidad  cro;  y  (3)  ¡3(0)  es  el  estimador  de  mínimos  cuadrados  generalizados,  f3(0  =
(XfV(0’X)_1XfV(01y,  donde  v°  es  una  matriz  diagonal  con  elementos  en  la
diagonal  principal   =  k2 si  =  1,  y  vjj  =  1  en  caso  contrario.  No  es  necesario
especificar  valores  iniciales  ni  para  la  varianza  a2  porque  es  el  primer  parámetro  que
se  calcula  en  cada  iteración,  ni  para  a  porque  depende  únicamente  de  5.
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Y X1 Z 1Jj Xl X2 Y X3































4 28 62 24 87 11 14 58 18 89 18 8 50 19 79
5 18 62 22 87 12 13 58 17 88 19 9 50 20 80
6 18 62 23 87 13 11 58 18 82 20 15 56 20 82
7 19 62 24 93 14 12 58 19 93 21 15 70 20 91
Tabla  2.1:  Datos “Stack Loss”.
Ejemplo  1:  Los  datos  “Stack  Loss”
El  conjunto  de  datos  conocido  en  inglés  como  Stack  Lo.ss data  (Brownlee,  1965)  se
recoge  en la  tabla  2.1.  Se trata  de 21 observaciones diarias de un proceso  que se realiza
en  una  planta  para  la  oxidación  del amoníaco  a  ácido nítrico.  Los datos  corresponden
a  tres  variables  explicativas  y  una  variable  respuesta  (además  el  modelo  incluye  un
término  constante).  Estos  datos  han  sido estudiados  con distintos  procedimientos  para
la  identificación  de  observaciones  atípicas  y  se  han  encontrado  4  valores  atípicos  en
los  datos  1,  3,  4  y  21 (véase,  por  ejemplo,  Daniel  y  Wood,  1980 o  Rousseeuw y  van
Zomeren,  1990).  Algunos  autores  también  incluyen  la  observación  2  en  la  lista  de
atípicos.  Aunque  no  se  consideran  unos  datos  especialmente  difíciles,  los  métodos
tradicionales  de diagnóstico  únicamente  permiten  identificar  las  observaciones  4 y 21
como  atípicas.
Después  de  realizar  500 iteraciones  del  algoritmo,  las  probabilidades  a  posteriori
de  que  cada  observación  sea  atípica  se representan  en la  figura  2.1(a).  Los resultados
que  se observan  confirman  que  los datos  1, 3, 4  y 21 son  atípicos,  con  probabilidades
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(a)                            (b)
Figura  2.1:  Resultados del Gibbs Sampling con los datos Sack  Loss: (a) probabilidades a posteriori
de  que cada dato sea atípico con 500 iteraciones; (b) probabilidades a posteriori en función del número
de  iteración.
superiores  a  0.5.  En  la figura  2.1(b)  se  representan  las series  de probabilidad  a posteriori
para  cada  dato  en  función  del  número  de  iteraciones.  Se  observa  que  la  convergencia
se  alcanza  en  pocas  iteraciones,  menos  de  200.
Ejemplo  2:  Datos  de  Hawkins,  Bradu  y  Kass
Los  datos  construidos  por  Hawkins,  Bradu  y  Kass  (1984)  son  un  ejemplo  muy  típico
de  ellmascaramiento.  Se  recogen  en  la  tabla  2.2  y  corresponden  a  75  observaciones  de
cuatro  variables  en  un  modelo  con  término  constante.  En  la  figura  2.2  se  muestran
las  proyecciones  de  la  nube  de  puntos  sobre  todos  los  planos  que  se  obtienen  tomando
como  ejes  dos  variables  distintas.  Los  datos  que  aparecen  más  alejados  en  todos  los
gráficos  corresponden  a  las  14  primeras  observaciones.  Estos  datos  tienen  un  alto  po
tencial,  pero  únicamente  las  observaciones  de  la  1 a  la  10 son  atípicas.  En  este  ejemplo
los  valores  atípicos  no  son  fácilmente  identificables  con  procedimientos  de  detección
10    15
Observation
0       200       400
Iteration
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X1    X2    X3 Z Xj  X2  X3 Y    X1  X2  X3.
1   9.7   10.1  19.6  28.3  26  -0.8  0.9  3.3  2.5  51  0.7  2.3  1.5  0.4
2   10.1   9.5   20.5  28.9  27  -0.7  3.3  2.5  2.9  52  -0.5  3.3  0.6  1.2
3   10.3  10.7  20.2  31.0  28   0.3  1.8  0.8  2.0  53  0.7  0.3  0.4  3.3
4   9.5   9.9   21.5  31.7  29   0.3  1.2  0.9  0.8  54  0.7   1.1  3.0  0.3
5   10.0  10.3  21.1  31.1   30  -0.3  1.2  0.7  3.4  55  0.0   0.5  2.4  0.9
6   10.0  10.8  20.4  29.2  31   0.0  3.1  1.4  1.0  56  0.1   1.8  3.2  0.9
7   10.8  10.5  20.9  29.1   32  -0.4  0.5  2.4  0.3   57  0.7   1.8  0.7  0.7
8   10.3   9.9   19.6  28.8  33  -0.6  1.5  3.1  1.5   58  -0.1  2.4  3.4  1.5
9   9.6   9.7   20.7  31.0  34  -0.7  0.4  0.0  0.7  59  -0.3  1.6  2.1  3.0
10   9.9   9.3   19.7  30.3  35   0.3  3.1  2.4  3.0  60  -0.9  0.3  1.5  3.3
11  -0.2  11.0  24.0  35.0  36  -1.0  1.1  2.2  2.7  61  -0.3  0.4  3.4  3.0
12  -0.4  12.0  23.0  37.0  37  -0.6  0.1  3.0  2.6  62  0.6   0.9  0.1  0.3
13  -0.7  12.0  26.0  34.0  38   0.9  1.5  1.2  0.2  63  -0.3  1.1  2.7  0.2
14   0.1   11.0  34.0  34.0  39  -0.7  2.1  0.0  1.2  64  -0.5  2.8  3.0  2.9
15  -0.4   3.4   2.90  2.10  40  -0.5  0.5  2.0  1.2  65  0.6  2.0  0.7  2.7
16   0.6   3.1   2.2   0.3   41  -0.1  3.4  1.6  2.9   66  -0.9  0.2  1.8  0.8
17  -0.2   0.0   1.6   0.2   42  -0.7  0.3  1.0  2.7  67  -0.7  1.6  2.0  1.2
18   0.0   2.3   1.6   2.0   43   0.6  0.1  3.3  0.9   68  0.6   0.1  0.0  1.1
19   0.1   0.8   2.9   1.6   44  -0.7  1.8  0.5  3.2   69  0.2  2.0  0.6  0.3
20   0.4   3.1   3.4   2.2   45  -0.5  1.9  0.1  0.6   70  0.7   1.0  2.2  2.9
21   0.9   2.6   2.2   1.9   46  -0.4  1.8  0.5  3.0   71   0.2  2.2  2.5  2.3
22   0.3   0.4   3.2   1.9   47  -0.9  3.0  0.1  0.8   72  -0.2  0.6  2.0  1.5
23  -0.8   2.0   2.3   0.8   48   0.1  3.1  1.6  3.0   73  0.4  0.3  1.7  2.2
24   0.7   1.3   2.3   0.5   49   0.9  3.1  2.5  1.9   74  -0.9  0.0  2.2  1.6
25  -0.3   1.0   0.0   0.4   50  -0.4  2.1  2.8  2.9   75  0.2  0.3  0.4  2.6
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Figura  2.2:  Proyecciones de la nube de puntos de los datos de Hawkins, Bradu y Kass.
individual  debido  al  enmascaramiento:  los  diez  datos  atípicos  se  enmascaran  y  señalan
como  atípicas  las  observaciones  11  a  14  que  son  buenas.
La  figura  2.3(a)  muestra  las  probabilidades  correspondientes  a  cada  observación
después  de  realizar  2000  iteraciones  del  Gibbs  Sampling.  Se  observa  claramente  que
los  estimadores  de  las probabilidades  están  afectados  por  el  efecto  del enmascaramiento
y  que  los  valores  atípicos  no  se  identifican.  También  se  observa  que  el  señalamiento
de  datos  buenos  por  parte  de  los  atípicos  provoca  la  detección  errónea  de  las  obser
vaciones  11  a  14,  con  probabilidades  casi  iguales  a  uno.  Estos  resultados  se  alcanzan
en  muy  pocas  iteraciones  como  muestra  la  figura  2.3(b)  y  producen  una  falsa  idea  de
convergencia  al  presentar  las  series  un  comportamiento  muy  estable  en  las  primeras
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Figura  2.3:  Resultados  del  Gibbs  Sampling  con los datos  de  Hawkins,  Bradu  y  Kass:  (a)  probabi
lidades  a  posteriori  de  que  cada  dato  sea  atípico  con 2000  iteraciones;  (b)  probabilidades  a  posteriori
en  función  del  número  de  iteración.
30000  iteraciones.
Ejemplo  3:  Datos  de  Rousseeuw
El  tercer  ejemplo  se  construye  siguiendo  el  esquema  de  simulación  propuesto  por
Rousseeuw  (1984).  Se  trata  de  50  observaciones  generadas  en  dos  grupos  (véase  la
figura  2.4)  y  cuyos  valores  numéricos  se  recogen  en  la  tabla  2.3.  La  muestra  contiene
20  datos  atípicos  (en  la  parte  derecha  del  gráfico  de  la  figura  2.4)  que  se  generan  a
partir  de  una  normal  bivariante  con  vector  de  medias  í  =  (7,2)’,  desviaciones  típicas
0.5  y  correlación  0.  Los  30  datos  buenos  se  generan  a  partir  del  modelo  lineal  dado  por
la  ecuación  y  =  2 + x  + u,  donde  las x  siguen  una  distribución  uniforme  en  el intervalo
(1,4)  y  los  errores  u  se  distribuyen  normales  con  media  cero  y  desviación  típica  0.2.
La  contaminación  representa  un  40  por  ciento  de  los  datos.  La  recta  de  regresión  que
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x
Figura  2.4:  Datos simulados de Rousseeuw y estimador de mínimos cuadrados de la regresión
estudentizados  construidos  con  esta  estimación  no  permiten  identificar  valores  atípicos
entre  el  grupo  de  la  derecha.  Únicamente  las  observaciones  32  y 33  (parte  superior  del
grupo  de  datos  buenos)  tienen  un  residuo  estudentizado  ms  grande  al  ser  señaladas
por  el  grupo  de  atípicos  (t32  2.77  y  t33 =  3.16).
Las  probabilidades  de  que  cada  observación  sea  atípica  después  de  30000  itera
ciones  y  las  series  correspondientes  se  muestran  en  la  figura  2.5(a)  y  la  figura  2.5(b),
respectivamente.  Se  observa  que  las  primeras  20  observaciones  —las  atípicas—  no
son  identificadas  cuando  las  series  se  estabilizan,  reproduciéndose  de  nuevo  los  mismos
problemas  que  aparecen  en  la  identificación  con  los  métodos  para  atípicos  individuales.
Ejemplo  4:  Diagrama  de  Hertzsprung-Russell
El  diagrama  de  Hertzsprung-Russell  de  las  estrellas  del  grupo  CYG  OB1  que  se  mues
tra  en  la  figura  2.6  es  un  ejemplo  con  datos  reales.  Se  observan  dos  variables  de  47
estrellas  situadas  en  la  dirección  de  Cygnus.  La  variable  independiente  es  el  logaritmo
TL
.‘  e
2      4      6      8
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yi xi Yi X y x Vi x y x
1 1.67 7.45 11 2.23 6.55 21 5.04 2.73 31 4.32 2.58 41 3.30 1.24
2 1.89 6.89 12 1.04 7.22 22 3.84 2.23 32 5.87 3.71 42 3.38 1.71
3 2.27 6.99 13 1.43 6.69 23 4.72 2.61 33 6.09 3.88 43 5.02 2.94
4 2.96 6.79 14 2.59 7.67 24 4.04 1.72 34 3.89 1.96 44 2.87 1.09
5 1.88 7.00 15 1.60 6.79 25 2.89 1.22 35 3.03 1.01 45 5.13 3.28
6 1.52 7.03 16 3.41 6.30 26 4.09 2.25 36 4.58 2.76 46 4.21 2.21
7 2.01 7.09 17 2.01 6.43 27 3.61 1.46 37 4.26 2.10 47 4.38 2.32
8 1.51 6.97 18 1.76 6.69 28 3.94 1.87 38 3.65 1.59 48 3.02 1.27
9 1.31 7.26 19 1.05 7.65 29 4.68 2.73 39 5.32 3.23 49 4.14 1.87
10 1.55 6.83 20 2.41 7.20 30 3.75 2.28 40 3.61 1.38 50 4.22 2.28
Tabla  2.3:  Datos simulados de Rousseeuw.
(a)                                     (b)
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Figura  2.5:  Resultados del Gibbs Sampling con los datos simulados de Rousseeuw: (a) probabilidades
a  posteriori  de  que  cada  dato  sea  atípico con 30000  iteraciones;  (b)  probabilidades  a  posteriori  en
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Figura  2.6:  Diagrama de Hertzsprung-Russell de las estrellas del grupo CYG OB1.
de  la  temperatura  efectiva  en  la  superficie  de  la  estrella  y  la  variable  dependiente  es
el  logaritmo  de  la  intensidad  de  la  luz  (el  modelo  incluye  constante).  Los  datos  los
proporcionan  Rousseeuw  y  Leroy  (1987)  y  se  recogen  en  la  tabla  2.4.  Observando  la
nube  de  puntos  de  la  figura  2.6  se  identifican  cuatro  valores  atípicos  en  las  posiciones
11,  20,  30  y  34,  que  corresponden  a  estrellas  gigantes.
Este  ejemplo  sirve  para  ilustrar  como  los problemas  de  convergencia  del  Gibbs  Sam
pling  detectados  en  los  ejemplos  anteriores  con  datos  artificiales,  también  se  producen
con  datos  reales.  Se  observa  en  la  figura  2.7(a)  y  en  la  figura  2.7(b)  que  después
de  10,000  iteraciones  las  estrellas  gigantes  no  son  identificadas  como  atípicas  y,  sin
embargo,  las  series  parece  que  convergen.
2.3  Análisis  de  la  convergencia  del  Gibbs  Sampling
Los  ejemplos  analizados  en  la  sección  anterior  demuestran  que  la  aplicación  estándar
del  Gibbs  Sampling  puede  ser  un  mal  procedimiento  para  la  identificación  de  valores
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±_ vi x Y 33 y x y x
1 5.23 4.37 11 5.73 3.49 21 4.38 4.29 31 4.42 4.38 41 4.62 4.38
2 5.74 4.56 12 5.45 4.43 22 4.22 4.29 32 5.10 4.56 42 5.06 4.45
3 4.93 4.26 13 5.42 4.48 23 4.42 4.42 33 5.22 4.45 43 5.34 4.50
4 5.74 4.56 14 4.05 4.01 24 4.85 4.49 34 6.29 3.49 44 5.34 4.45
5 5.19 4.30 15 4.26 4.29 25 5.02 4.38 35 4.34 4.23 45 5.54 4.55
6 5.46 4.46 16 4.58 4.42 26 4.66 4.42 36 5.62 4.62 46 4.98 4.45
7 4.65 3.84 17 3.94 4.23 27 4.66 4.29 37 5.10 4.53 47 4.50 4.42
8 5.27 4.57 18 4.18 4.42 28 4.90 4.38 38 5.22 4.45 ,
9 5.57 4.26 19 4.18 4.23 29 4.39 4.22 39 5.18 4.53
10 5.12 4.37 20 5.89 3.49 30 6.05 3.48 40 5.57 4.43
Tabla  2.4:  Datos  del  diagrama  de Hertzsprung-Russell.
(a)                              (b)
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Figura  2.7:  Resultados  del  Gibbs  Sampling  con los datos  del  diagrama  de  Hertzsprung-Russell:  (a)
probabilidades  a  posteriori  de  que  cada  dato  sea  atípico  con  10000 iteraciones;  (b)  probabilidades  a
posteriori  en  función  del  número  de  iteración.
2.GibbsSamplingenproblemasderegresióncondatosheterogéneos56
atípicos  en ciertos  conjuntos  de datos:  la  estabilidad  de las  series de probabilidades  de
que  cada  observación sea atípica  indican  una  aparente  convergencia a distribuciones  de
los  parámetros  distintas  de  las  verdaderas.  En  esta  sección se  demuestra  que  el  com
portamiento  engañoso  del Gibbs  Sampling  es debido  al problema  del enmascaramiento
causado  por  la  presencia  de  grupos  de  observaciones  atípicas  muy  influyentes,  y  se
estudia  el efecto en la estimación  de las probabilidades  y de los parámetros  del  modelo.
Smith  y Roberts  (1993) sugieren que una  dimensión elevada del espacio paramétrico
y  una  correlación  alta  pueden  provocar  que  la  convergencia  del  Gibbs  Sampling  sea
lenta.  Estos  dos  problemas  se  presentan  cuando  existe  enmascaramiento  ya  que  las
variables  de clasificación de los atípicos  que se enmascaran  estarán  muy correlacionadas
y,  en  general,  la  dimensión  del  espacio paramétrico  crece con  el tamaño  muestral;  sin
embargo,  el  problema  es  más  grave  que  el  mencionado  por  Smith  y  Roberts  (1993).
Por  ejemplo,  los datos  de la  figura  2.8 son una  muestra  de una  mezcla  de dos normales
con  un  30 por  ciento  de  contaminación  en  la  que  estos  dos  problemas  se presentan.
Las  probabilidades  que  se observan  en la figura  2.9(a)  y las series de probabilidades  de
la  figura  2.9(b)  muestran  que  la  convergencia es  lenta,  como se esperaba,  pero  final
mente  el algoritmo  converge.  Este  no es el caso de  los ejemplos  con datos  de regresión
analizados  en  la  sección anterior.  La principal  diferencia entre  estas  dos  situaciones  es
el  papel  que juega  el  potencial  en  los modelos  de regresión.  Si datos  atípicos  con alto
potencial  (atípicos  influyentes)  y que provocan  enmascaramiento  se consideran  inicial
mente  como buenos,  la  estimación  de los coeficientes de la  regresión estará  sesgada,  los
residuos  correspondientes  a estos datos  serán pequeños  y la probabilidad  de clasificarlos
como  atípicos  en  la  siguiente  iteración  será  muy baja.














Figura  2.9:  Resultados  del  Gibbs  Sampling  con los  datos  generados  con una  mezcla  de  normales:
(a)  probabilidades  a  posteriori  de  que  cada  dato  sea  atípico  con 10000 iteraciones;  (b)  probabilidades
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Figura  2.8:  Histograma  de  una  muestra  de  tamaño  n =  40 de  una  mezcla  de  normales.
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2.3.1  Estimación  de  las  probabilidades
Sea  5(0) la  configuración  de  atípicos  con  la  que  se  inicia  la ejecución  del  Gibbs  Sampling,
y  sea  ¡3(0)  el  estimador  de  mínimos  cuadrados  generalizados  para  la  configuración  (0)
La  probabilidad  de  que  =  1  en  la  primera  iteración  viene  dada  por  (2.6),  susti
tuyendo  ¡3 por  ¡3(0)  =  (X/V(0r’X)_lXV(or’Y,   por  la  varianza  que  se  genera  en  la
primera  iteración  y  o  por  la  contaminación  generada  también  en  la  primera  iteración.
La  probabilidad  definida  por  (2.6)  se  puede  expresar  en  la  primera  iteración  como
P(S  =  1  y,,a2,a)  =  (i  +  (1_(1))  F’(i))        (2.9)
donde  FJ1) es el factor de Bayes, que para la observación i-ésima viene dado por
(  1  (o)2 
Fio(z)  k . exp  212(1)Ui  ),
donde   =  — x/3°  es el residuo inicial, y   =  1 — k2.  La probabilidad (2.9)
depende  para cada observación del residuo z40) ((1)  y  a(1) son los mismos para todos
los  datos) y, para k suficientemente grande, será próxima a uno cuando $°)  sea grande
(0)y  proxima a cero cuando u,  tienda a cero.
Sea  So  =  (X0, y0) el conjunto de observaciones que se clasifican como buenas en
las  condiciones iniciales. Para k suficientemente grande, v°  es aproximadamente la
matriz  identidad y, por tanto,  z40) será el estimador de mínimos cuadrados de la sub
muestra  (X0, y0).  Si S0  contiene observaciones atípicas con alto potencial, el vector
inicial  de coeficientes ¡3(0) estará sesgado y los residuos mínimo cuadráticos correspon
dientes  a estos datos serán pequeños. Por tanto, la probabilidad de identificarlos como
atípicos  en la siguiente iteración será muy pequeña.  Por el contrario, si estos atípicos
señalan observaciones buenas como atípicas, estas tendrán un residuo grande y con pro
babilidad  próxima a uno se identificaran como atípicas en la siguiente iteración. Este
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hecho  se puede  ver fácilmente  en el caso extremo  en el que la muestra  contiene un grupo
1  de  n1 observaciones  atípicas  idénticas.  Supongamos  que  el  conjunto  S0  =  (ya,  Xo)
incluye  todo  el grupo  de atípicos  y que  h =  x(X(1)Xo(I))’xÍ  es  el potencial  fuera  de
la  muestra  para  i  E  1,  donde  el  subíndice  (1) en  Xo(J) significa que  las  filas indexadas
por  1  han  sido  eliminadas  de la  matriz  Xo;  del  mismo  modo  en  Yo(I) se eliminan  las
(o)
observaciones  indexadas  por  1.  Pena y Yohai (1995) prueban  que u  se puede expresar
como
o  Yi—
u  =  1+    para i  e 1,               (2.10)
donde,  para  valores  suficientemente  grandes  de k,  se puede  aproximar  por  el esti
mador  de mínimos cuadrados  cuando  se eliminan  de S0 las observaciones indexadas  por
‘,  O(x)   (X(I)XO(I))1X(I)YO(I)  .  A  partir  de la ecuación  (2.10) es inmediato  ver que
el  residuo   será  pequeño  si el  potencial  h es elevado  (nótese  que  h no está  acotado)
y  su  efecto crece  cuando  aumenta  el número  de atípicos  n1. Por  tanto,  para  los valores
atípicos  con alto  potencial  los residuos  i4° serán muy pequeños  y la probabilidad  (2.9)
muy  próxima  a cero.  Por  el contrario,  si el conjunto  So no contiene  valores  atípicos,  los
residuos  z40)  =  Y  —  xp(°)  para  i  E 1,  que son  residuos fuera  de la muestra,  tenderán  a
ser  grandes  y la  probabilidad  (2.9) próxima  a uno.  La única posibilidad  de detectar  los
atípicos  en  la  siguiente  iteración  es cuando  todos  ellos  son  clasificados  como atípicos
al  generar  los  valores  de  la  distribución  condicionada  del  vector  5.  Por  ejemplo,  si
tenemos  una  muestra  con  10 datos  atípicos  y la  probabilidad  (2.9) es 0.01, entonces  la
probabilidad  de  identificar  todos  los atípicos  es 10—20.
Este  error  se reproduce  en  las  siguientes  iteraciones,  produciéndose  una  aparente
convergencia  a las  probabilidades  que  se obtendrían  si la  verdadera  recta  de  regresión
es  la  que  incluye  los  datos  atípicos.  La  solución  a  este  problema  se  discute  en  el
siguiente  capítulo  y  depende  de  una  asignación  correcta  en las  condiciones iniciales  de
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Figura  2.10:  Probabilidades  a  posteriori  después  de  200 iteraciones  cuando  los  atípicos  se  asignan
inicialmente  a  la distribución  contaminante:  (a)  datos  de  Hawkins,  Bradu  y Kass;  (b)  datos  simulados
de  Rousseeuw.
figura  2.10  muestran  las  probabilidades  de  que  cada  dato  sea  atípico  en  los ejemplos
2  y  3  cuando  se  considera  inicialmente  que  al  menos  los atípicos  han  sido  generados
por  la  distribución  contaminante.  El número  de  iteraciones  necesarias  para  alcanzar  la
convergencia  es pequeño  y las probabilidades  se han  estimado  con la  muestra  obtenida
después  de 200 iteraciones.
2.3.2  Estimación  de  los  parámetros
Como  consecuencia  de la  sección anterior  es razonable  asumir  la siguiente  propiedad de
dependencia  inicial:
i)  Si el conjunto  So no contiene  datos  atípicos,  los atípicos  que existan  en la muestra
siempre  se identifican  y los datos  buenos  nunca  son señalados  como atípicos;
u)  Si el conjunto So  contiene datos  atípicos influyentes, la probabilidad  de identificar
todos  los atípicos  de la  muestra es pequeña  y será muy próxima  a cero si el número
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de  valores  atípicos  en  So es elevado.
Cuando  las  series de  probabilidades  se estabilizan  después  de pocas  iteraciones,  la
propiedad  de dependencia  inicial implica  que si So contiene  uno o más  valores atípicos
con  alto  potencial,  estos  atípicos  no  serán  identificados.  Supongamos  que las  series  se
estabilizan  a  partir  de  la  iteración  S-ésima y  que q es la  probabilidad  de  que  no  haya
datos  atípicos  en  So.  Si consideramos  el  caso particular  de una  muestra  que  contiene
sólo  un  grupo  de  n1 datos  atípicos  (no  necesariamente  idénticos)  que  se enmascaran,
entonces  la  densidad  marginal  a posteriori  de ¡3  se puede  escribir  como
p(p(S)  )  —    P(  ,  &) +    P(3  ,,  ),       (2.11)
JI
donde  & es un  vector  con  componentes  iguales a  uno  para  los datos  del  conjunto  J  y
cero  en  los restantes.  Los pesos  w  son iguales a  la  probabilidad  marginal  a  posteriori
=     y).  Esta  distribución  es  una  media  ponderada  de  2  distribuciones  t
multivariantes  con  y  =  n  —  p  grados  de libertad  y vectores  de medias  ¡3,  dados  por
=  —  ç(X’X)1X’3(I  —  çX(X’X)1X)’(y3  —        (2.12)
donde   =  (X’X)’X’y  es el  estimador  de  mínimos  cuadrados  y  çt =  1 —  k2.  Las
matrices  de dispersión  son  =  s)(X’X  —  çXX)1,  donde  se puede  expresar
como
2/So  =    —     —  Xf3)’(I  —  çX(X’X1X’(y3  —  X3)
  es la  varianza  muestral.
Con  las condiciones  asumidas  en la propiedad  de dependencia  inicial se deducen las
conclusiones  siguientes:
(1)  El  peso w1 =  P(5  =  y)  es igual a  q, la  probabilidad  de que  5o  no contenga
datos  atípicos.
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(2)  Los pesos tvj  =  P(c  =  5,,  y) son iguales a cero para  todos los conjuntos  J tales
que  1 C  J,  esto  se debe  a  que los datos  buenos  no son  erróneamente  señalados.
Por  tanto,  la  densidad  a  posteriori  ¡3  dada  por  la  ecuación  (2.11)  se reduce  a  la
expresión
p(,3(S)  y)  =  .  p($(S)  y,  5,)  +     . p(3(S)  1 ,,
donde  í  {J  JflI   I}.
Para  k  suficientemente  grande  y  asumiendo  que  ç   1, se  deduce  de  la  ecuación
(2.12)  que el vector  de medias  es el estimador  de mínimos cuadrados  que se obtiene
cuando  se elimina  de la  muestra  el grupo  de datos  atípicos  1 (véase Cook y Weisberg,
1982);   es un  estimador  insesgado de ¡3. Para  J   1, el vector  de medias  ¡  es un
estimador  sesgado de ¡3 debido a que J contiene datos  atípicos,  y la distribución  P(3
y,  54 se puede  colapsar  a una  distribución  t  multivariante  con  media  el  estimador  de
mínimos  cuadrados  para  la muestra  completa  (incluyendo los atípicos).  La distribución
a  posteriori  de  ¡3  se  puede  considerar  como una  mixtura  de  dos  distribuciones  t
multivariantes  con vectores  de medias  y /,  y con pesos  q y  1 —  q,  respectivamente.
En  particular,  cuando  sólo  existe  una  observación  atípica  (y,  x)  en  la  muestra,  la
probabilidad  q puede  ser muy próxima  a  uno y la  distribución  de ¡3  es prácticamente
unimodal,  una  t  multivariante  co  media  En  general,  es posible  que  exista  más
de  un  grupo  de  observaciones  atípicas  y  la  distribución  de  ¡3  dado  y  podría  ser
multimodal.
La  bimodalidad  que  se  obtiene  en  la  estimación  de  la  distribución  de  ¡3 cuando
el  Gibbs  Sampling  no  converge se  puede  ver  claramente  en  el  ejemplo  de  los  datos
artificiales  de  Hawkins,  Bradu  y Kass  (1984).  En  la  figura  2.11 se representa  con  una
curva  de trazo  discontinuo el  estimador  tipo  núcleo de la  densidad  del coeficiente ¡3i  de
la  regresión  que  se obtiene  cuando  se inicia  el  Gibbs  Sampling  con un  conjunto  So  de
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cuatro  observaciones  elegidas  al  azar  y  consideradas  como  buenas.  La  probabilidad  de
que  entre  las  cuatro  observaciones  ninguna  sea  atípica,  o lo  que  es  lo  mismo,  ninguna
este  mal  clasificada  es
/io  (65  I(75 
q  =   o)  4)  /   4)  =  0.557.                   (2.13)
La  distribución  que  se  obtiene  es  bimodal;  con  una  moda  en  =  —0.9297  aproxi
madamente,  que  es  el  estimador  de  mínimos  cuadrados  cuando  se  eliminan  los  cuatro
datos  que  son  señalados  como  atípicos;  y  la  otra  moda  en  =  —0.1452  aproximada
mente,  que  es  el estimador  de mínimos  cuadrados  cuando  se eliminan  los  datos  atípicos.
Nótese  que,  como  cabría  esperar,  los  pesos  de  ambas  distribuciones  están  próximos  a
0.5  y la  distribución  que  se  obtiene  cuando  los  datos  atípicos  son  eliminados  tiene  menos
dispersión.  La  curva  con  trazo  continuo  representa  la  densidad  a  posteriori  cuando  se
ejecuta  el  Gibbs  Sampling  con  las  condiciones  iniciales  ideales  para  evitar  el  enmas
caramiento,  es  decir,  cuando  todos  las  observaciones  atípicas  son  consideradas  como
tales  en  las  condiciones  iniciales.
2.4  Modelo  bayesiano  semiparamétrico
En  esta  sección  se  discute  si  los  fallos  en  la  convergencia  del  Gibbs  Sampling  detec
tados  en  los  ejemplos  pueden  atribuirse  al  modelo  particular  que  se  propone  para  la
identificación  de  los  atípicos.  Como  los  métodos  de  detección  de observaciones  atípicas
con  el  modelo  de  contaminación  de  escala,  el  modelo  de  contaminación  en  la  media
y  el  modelo  que  no  supone  distribución  alternativa  para  los  atípicos  son  equivalentes
(véase  Peña  y  Guttman,  1993),  se  considera  un  modelo  más  general  que  contempla
contaminación  tanto  en  la  media  como  en  la  varianza.
Supondremos  que  las  observaciones  son  generadas  por  el  modelo  (2.1)  y  la  dis
Figura  2.11:  La  curva  con  trazo  continuo  es  la  densidad  a  posteriori  del  parámetro  fl  del modelo
de  regresión  para  los  datos  de  Hawkins,  Bradu  y  Kass;  la  curva  con trazo  discontinuo  es  el estimador
tipo  núcleo  de  la  densidad  de  i  construido  con la  muestra  que  se obtiene  después  de  500 iteraciones
del  Gibbs  Sampling.
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tribución  de  los  errores  es
u  ‘-‘  (1  —  a)  N(O, 2)  + a  N(h,  a2r2)    i=  1,...  ,n.         (2.14)
Como  se  dispone  de  una  única  observación  para  estimar  la  media  y  la  varianza  de
la  distribución  contaminante  asociada  a  cada  dato,  este  modelo  sólo  será  identificable
cuando  algunos  parámetros  sean  iguales  para  distintas  observaciones.  Esto  implica  que
la  distribución  de  los  pares   =  (hi, Tj2)  debe  ser  discreta.  Por  tanto,  para  completar  la
estructura  a  priori  se  considera  únicamente  esta  restricción  y  se  supone  que  0k,..  .  ,
son  independientes  y  su  distribución  bivariante  es  desconocida.
Las  distribuciones  a  priori  que  se  describen  a  continuación  junto  con  (2.1)  y  (2.14)
definen  un  modelo  bayesiano  jerárquico  que  es  semiparamétrico.  Por  un  lado,  la  ma
yoría  de  las  distribuciones  a  priori  pertenecen  a  familias  paramétricas  conocidas  y,  por
otro  lado,  la  distribución  de 0  es  desconocida  por  lo  que  el espacio  paramétrico  incluye
una  colección  .F  de  distribuciones  de  probabilidad.  Las  distribuciones  necesarias  para
completar  la  estructura  a  priori  son:
0iG
G     DP(uGo)
G0     N(m, b) x  Gamma  —  Invertida  (u/2,  v/2)
Gamma  (ao,bo),
donde  G es una  distribución  bivariante  desconocida  y  DP  es  un  proceso  de Dirichlet  con
parámetro  íiGo.  La  notación  G se  usa  tanto  para  indicar  una  medida  de  probabilidad
como  una  función  de  distribución.
La  idea  de  suponer  que  a  priori  la  distribución  G  es  una  realización  aleatoria  de
un  proceso  de  Dirichlet  fue  propuesta  por  Ferguson  (1973),  que  define  formalmente  los
procesos  de  Dirichiet  como:
2.GibbsSamplingenproblemasderegresióncondatosheterogéneos66
DEFINIcIÓN  1  Sea A  una o-a’lgebra de subconjuntos  de e. Sea -y una medida finita,  po
sitiva  yfinitamente  aditiva,  en (O, A).  Se  dice que una medida de probabilidad aleatoria
G  en  (O, A)  es un proceso de Dirichiet  con parámetro  ‘y  si  para cualquier k  =  1,2,...
y  para  cualquier partición  medible A1,.  .  .   de O,  la distribución  conjunta  del vector
de  probabilidades  (G(A1),..  .  ,  G(A))  es  la  distribución  de  Dirichlet  con  parámetros
(‘y(A1),..  .,(Ak)).
El  parámetro  -y  del  proceso  no  es  necesariamente  una  medida  de  probabilidad.  Sin
embargo,  en el  contexto  en que  estamos  trabajando,  el  espacio  paramétrico  9  =  ]  x ]R+
con  la  cr-álgebra  de  Borel,  es  frecuente  encontrar  en  la  literatura  la  descomposición
‘y  =  saCo, donde  a  es  la  medida  del  espacio  total,  t  =  ‘y(O), y la  distribución  G0(.)  =
‘y(.)/’y(O)  representa  la  forma  de  la  medida.
La  importancia  de  los  procesos  de  Dirichlet  radica  en  que  es  una  familia  de  dis
tribuciones  a  priori  conjugada  cuando  el  parámetro  desconocido  es  una  medida  de
probabilidad.  Si  G  se  distribuye  a  priori  como  un  proceso  de  Dirichiet  con  parámetro
,uG0 y  0k,.  .  .  ,  9,  es  una  muestra  de  G,  entonces  la  distribución  de  G  1 0k,.  .  .  ,  0,-, es
también  un  proceso  de  Dirichiet  con  parámetro  tG0  +   Io.  En  particular,  suponer
que  la  distribución  a  priori  de  G  en  el  modelo  (2.1)  y  (2.14)  es  un  proceso  de  Dirichiet
tiene  dos  ventajas  importantes:
1.  Las  trayectorias  del  proceso  son  medidas  de  probabilidad  discretas  con  probabi
lidad  uno  (véase  Ferguson,  1973  y  Blackwell,  1973).
2.  Dada  una  muestra  y,.  .  .  ,y  de  variables  aleatorias  i.i.d.  con  distribución  F9,
donde  se  supone  que  la  distribución  a  priori  G  del  parámetro  0 es una  trayectoria
de  un  proceso  de  Dirichiet,  entonces  Antoniak  (1974)  prueba  que  la  distribución
a  posteriori  G  Yi,..  .  ,  y,,  es  una  mezcla  de  procesos  de  Dirichiet  (MDP).
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2.4.1   Distribuciones  a  posteriori
La  distribución  conjunta  de los parámetros  del modelo  (2.1) y  (2.14) es
p(0i,...,0n  1 )  ocp(y  1 Oi,...,On)p(Oi,...,On)  =flp(y  1 0)p(0  1
(2.15)
y  se  obtiene  aplicando  una  propiedad  de  “memoria”  que  verifican  los  procesos  de
Dirichiet:  dados  01,..  .  ,  0,  la  distribución  de  un  nuevo  0+  es  Go  con  probabilidad
qji  =  p/(  +  i)  y  es degenerada  en  alguno  de  los 01, .  .  .  ,0  con probabilidad  1 —  qz+i•
Este  resultado  se demuestra  en  la  siguiente  proposición.
PRoposicióN  1  Sea  O E  e una variable aleatoria con  distribución  G,  donde  G  se dis
tribuye  según un proceso de Dirichlet  con parámetro ‘y =  Go.  Sean Ox,. .  .  ,  O,  variables
aleatorias  i.i.d.  con  distribución  G,  entonces
O!  Oi,...,O    G+  1                        (2.16)
donde  ‘ej  es la medida  de probabilidad que otorga probabilidad 1 a 0»
Demostración.  Para  probar  este  resultado  se  utiliza  el  teorema  1  (pag.  217)  y
las  proposiciones  1 (pag.  214)  y  4  (pag.  216)  de  Ferguson  (1973).  Por  el  teorema
1,  la  distribución  condicionada  G  1 0,  .  .  .  ,  0,  sigue  también  un  proceso  de  Dirichiet
con  parámetro  ‘uCo +   Io.  Entre  las  propiedades  de  los  procesos  de  Dirichiet
enunciadas  en la  proposición  1 se tiene  que si F  es la  función  de  distribución  empírica
de  0k,..  .  ,  O,,  entonces
G0(0)  + nF(0)
.E(G(0)  1  = lzmg(j.tGo(0)  + nF(0))
y,  por  la  proposición  4, la  distribución  a priori  condicionada  es
      O
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Debido  a  que  G  es una  distribución  discreta,  existe  una  probabilidad  distinta  de  cero
de  obtener  valores  idénticos  de  los  parámetros  para  distintas  observaciones.  El  mimero
de  parámetros  distintos  se  reduce  a  un  cierto  k   u que  se denota  por  0  =  (o,. . .  ,
siendo  n  el  numero  de  parámetros  iguales  a  0.  En  consecuencia,  la  ecuación  (2.16)
se  puede  expresar  como
1     k
0  IOi,... ,On     G  +       >njIg.
[L+fl      /t+fl1
Por  la  proposición  1 y  sustituyendo  en  la  ecuación  (2.15),  se  tiene  que  la  distribución
a  posteriori  de  los  parámetros  es
y)  ftf(  O)              (2.17)
JL+Z—
donde  go es  la  función  de  masa  o la  densidad  de  la  distribución  G0.  La  obtención  de  la
distribución  (2.17)  es  complicada  si se  pretende  hacer  directamente.
2.4.2  Distribuciones  a  posteriori  con  Gibbs  Sampling
Escobar  (1994)  propone  utilizar  el  Gibbs  Sampling  para  obtener  una  muestra  de  la
distribución  a  posteriori  a  partir  de  las  condicionadas  en  problemas  con  distribuciones
a  priori  que  son  procesos  de  Dirichiet,  y  prueba  que
1 y,  0(i)  ir÷1G  + :i:  ‘(O=B)’                 (2.18)
donde  °(i)  =  (0k,..  .  ,  0j1,   .  .  .  ,  O)  y n+1+jj  j  =  1.  La  ecuación  (2.18)  significa
que  en  cada  iteración  del  Gibbs  Sampling  el  parámetro  0  es  igual  a  uno  de  los  valores
de  0(i)  con  probabilidad  urs,  mientras  que  con  probabilidad  ir1  es  un  nuevo  valor
generado  a  partir  de  la  distribución  a  posteriori  de  O dado  el  dato  y  y la  distribución
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a  priori  G0, G(O)  oc f(y  1 O2)go(O). Los pesos  ir  son  proporcionales  a
cc  f(ydO)    j=1,...,n
lrn+i  OC  ff(yi  O) dG0(0)
Esta  idea  es utilizada  por Escobar  y West  (1995) para  la estimación  no-paramétrica
de  densidades  cuando  la  distribución  de G0 es la  conjugada  normal/gamma-invertida,
en  este  caso integrar  y simular de  G  no es muy complicado.  El  problema  surge cuando
las  distribuciones  f(y  1 0) y  G0 no  son  conjugadas  como sucede  en  el  modelo  (2.1)  y
(2.14),  donde  son  conjugadas  condicionalmente.  Para  facilitar  la  aplicación  del  Gibbs
Sampling  Miiller,  Erkanli  y West  (1992) proponen  utilizar  la  modificación  introducida
por  MacEachern  (1994) y MacEachern  y Müller  (1994), que además  se comporta  mejor
en  términos  de  velocidad  de  convergencia  que  el  esquema  habitual.  El  vector  de
parámetros  se  aumenta  con  n  indicadores  de  grupo  s  =  (Si,..  .  ,  .s)’,  que  toman  el
valor  s  =  =  j  si y sólo si O =  0’  =  O.
Las  distribuciones  condicionadas  de  los  parámetros  del  modelo  (2.1)  y  (2.14)  se
detallan  a  continuación.  Se han  eliminado  en  cada  caso aquellos  parámetros  que  no
afectan  a  la  determinación  de la  distribución.
1.  La  distribución  condicionada  de ¡3 es
¡3 1  N(3,a2(X’V8_1X)_1)),
donde  ¡  =  (X’V5  X)’X’V3’(y  —  H3),  H5  =  (81h1,.  .  .  ,       y V  es
una  matriz  diagonal  con elementos  en la  diagonal  principal  v  =  1 +  6(r*  —  1).
2.  La  distribución  condicionada  de o2  es
1 y, ¡3,  s, O  Gamma  —  Invertida  (n/2,  a/2),
donde  o  =  (y  —  XJ3 —  H5)’V5(y  —  XJ3 —  H5).
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3.  La  distribución  condicionada  de  5j es una  Bernoulli  con probabilidad  de éxito
 —              2      —         afN((u—
-    y’      — af((u  -  h.)/ur)  +  (1-
4.  La  distribución  condicionada  de  c  es
aJ  Beta(i  +n,’y2+n(1  —)),
donde  n8  =     5.
5.  Sea  S(j)  el  vector  s  cuando  se elimina  .s,  y  sea  el número  de indicadores  de
grupo  en  S(i)  iguales  a j.  Entonces  el número  de indicadores  diferentes  es
k—1      sisjs  yjik()  =
k       encaso contrario.
Para  calcular  lrj,j =  P(s  =   ,  .2,  ,  S(),  O,  )  se consideran  dos  casos:
(i)  Si S  =  1,  la  probabilidad  7rj,j es
—  J C njj  r  fN((u  —  h)/ur)  para  j  =  1,.  ..  ,  k
—
1 C ¡t  r  fNftu  —  h.)/ur.)  para  j  =  lcj  + 1,
donde  C  =  (1r,k()+1 +  >I  ir,j).  Nótese  que  7r,k()÷1 es proporcional  a
f  f(y  8)dG0(O). Esta  integral  puede  aproximarse  por  Monte  Carlo  o para
simplificar  los cálculos  se ha  aproximado  por  la  densidad  de una  N(x,3  —
h.,  o.2r*)  (véase  Miller,  Erkanli  y West,  1992).
(u)  Si  S  =  O, la  probabilidad  lrj,j es
f  n/(+n—1)  paraj=1,...,k()
7-i,i  =  ç1 jt/(jz+n—1)    paraj=k()+1.
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6.  Para  j  =  1,..  .  ,  k,  se definen los conjuntos   {i  =  1 y  s  =  j}  y se denota
por  n  el  tamaño  de 1.  Las distribuciones  condicionadas  de    and    son:
N(m,b)
¡ y,,  2,  5, s, h     Gamma —  Invertida  ( u  y  +  v)
donde  b  =  (b—2  +  r32*o_2n)_l,  m  =  b  (b_2m  +  r32*a_2  >:lEI*  u)  y  v  =
._2  .€i*(uj  —  h)2.
7.  La  distribución  condicionada  de  ji  se  obtiene  aumentando  el  vector  de  parámetros
con  una  nueva  variable  artificial  ij  (véase  Escobar  y  West,  1995).  Las  distribu
ciones  condicionadas  son
¡  y,ji  Beta(ji+  1,n)
ji  y,s,q  ‘-  ir  Gamma(ai,bi)  +  (1—  ir)  Gamma(ai  —  1,b1),
dondeir=(ai—1)/(ai—1+nbi),  a1  =ao+kybi  =bo—log(i).
Al  pertenecer  todas  las  distribuciones  a  posteriori  condicionadas  a  familias  paramé
tricas  conocidas,  y  para  las  que  existen  diversos  métodos  de  simulación,  la  aplicación
del  Gibbs  Sampling  es  inmediata.  El  esquema  de  funcionamiento  del  Gibbs  Sampling
es  igual  al  que  siguen  Miiller,  Erkanli  y  West  (1992)  en  la  estimación  de  la  función
de  regresión,  con  las  correspondientes  modificaciones  que  se  derivan  de  las  diferencias
entre  su  modelo  y  el  modelo  (2.1)  y  (2.14).  Los  pasos  que  se  siguen  son:
1.  Se  seleccionan  valores  iniciales  de  los  parámetros:  (0)  =  0.2;  para  cada  i  la
variable  de  clasificación  Sf0)  =  1  con  probabilidad  a°  h°  r’J N(m,  b)  y
Gamma  —  Invertida(u/2,  v/2);  3(0)  =  );  2(o)  =      y        Unif(0,  1).
(çj)            .            (o)   .  *(o)     (o)    2*(O)    2(0)
Asi,k  =n,yparaz=1,...,n,s  =z,h  =h  yrj  =Tj
2.  Para  i  =  1,..  . , n  se  calcula  la  probabilidad  de  que  .s  =  j.  Si  algún  s  =  k()  +  1
se  genera  un  nuevo  °k()+1•  Implícitamente,  los  nuevos  indicadores  determinan  el
número  k  de  componentes  en  cada  iteración.
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3.  Se  obtiene  un  nuevo  vector  8  =  (Of,. .  .  ,  9)  simulando  los  correspondientes  h  y
para  j  =  1,...,  k.
4.  Se  clasifican  las  observaciones  según  el  componente  de  la  mixtura  al  que  perte
necen  con  mayor  probabilidad  y  se  obtiene  un  nuevo
5.  Se obtienen  nuevos  valores  del  parámetro  de  contaminación,  c,  de  los  parámetros
de  la  regresión,  ¡3 y  o2,  y  del  parámetro  del  proceso  de  Dirichlet,  i.
6.  Se  repiten  los  pasos  2—5 hasta  que  el  algoritmo  converge.
El  resultado  que  se  obtiene  al  aplicar  el  Gibbs  Sampling  para  la  resolución  del
modelo  semipara.métrico  con  los  datos  de  los ejemplos  analizados  en  este  capítulo  son los
mismos  que  se obtienen  con  el modelo  de  contaminación  de  escala. de  Box y  Tiao  (1968).  -
La  presencia.  de  observaciones  atípicas  que  son  muy  influyentes  provoca  nuevamente
que  el  algoritmo  no  converja  en un  número  razonable  de  iteraciones.  Podemos  concluir
que  el  fallo  en  la  convergencia  del  Gibbs  Sampling  es  debido  al  problema  del  potencial
y  no  a.l modelo  particular  de  generación  de  atípicos  que  se  suponga.
Capítulo  3
Algoritmo  adaptativo  para  identificar  datos
atípicos  en  regresión
3.1   Introducción
Como  se vio en el capítulo  2, la aplicación  del Gibbs  Sampling a la detección  de observa
ciones  atípicas  produce  buenos  resultados  cuando  se trata  de identificar  datos  atípicos
aislados,  sin  embargo,  puede  conducir  a  conclusiones erróneas  cuando  alguno  de  los
datos  atípicos  está  enmascarado.  Si la  muestra  contiene  un  conjunto  de observaciones
atípicas  que  producen  enmascaramiento,  y  el  conjunto  inicial  So  incluye  alguno  de  es
tos  datos,  el  algoritmo  puede  fallar.  Por  tanto,  un  objetivo  claro  es  tratar  de  iniciar
el  algoritmo  con  un  conjunto  So  que  no  contenga  observaciones  ati’picas.  Esta  idea
es  similar  a  la  que  se  emplea  en  los  procedimientos  de  estimación  robusta  basados  en
remuestreo  (Rousseeuw,  1984,  y  Hawkins,  Bradu  y  Kass,  1984).
La  única  información  inicial  disponible  para  construir  el  conjunto  5o  es  que,  por
definición,  las  observaciones  atípicas  constituyen  una  fracción  pequeña  de  los  datos.
Cuando  se ejecuta  el  algoritmo  y  las  series  de  probabilidades  se  estabilizan  se  obtiene
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cierta  información  sobre  la  dependencia  entre  las variables  de  clasificación.  Basándonos
en  este  hecho  proponemos  un  algoritmo  adaptativo  en  el  que  las  condiciones  iniciales
del  Gibbs  Sampling  se  van  adaptando  en  un  procedimiento  que  se realiza  en dos  etapas.
En  la, primera  se  inicia  el  Gibbs  Sampling  con  un  conjunto  pequeño  de  observaciones
consideradas  inicialmente  como  buenas  que  se  depuran  mediante  un  test  de  valores
atípicos  para  eliminar  algún  posible  dato  atípico  aislado.  A  continuación  se  ejecuta
el  algoritmo  hasta  que  las  series  de  probabilidades  se  estabilizan.  El  análisis  de  la
estructura  de  dependencia  entre  las  variables  de  clasificación,  que  se  estima  con  la
muestra  obtenida  en  la  última  iteración,  permite  dividir  el  conjunto  de  datos  en  dos
grupos  que  se  utilizan  para  fijar  los  valores  iniciales  del  Gibbs  Sampling  en  la  segunda
etapa.  El  algoritmo  que  resulta  de  aplicar  este  proceso  de  aprendizaje  y  adaptación
del  Gibbs  Sampling  converge  en  pocas  iteraciones  a  la  distribución  a  posteriori  de  los
parámetros.
Este  capítulo  se  organiza  del  siguiente  modo.  En  la  sección  3.2  se  presenta  el
nuevo  algoritmo  adaptativo  de  Gibbs  Sampling  para  la  identificación  de  atípicos  en
modelos  de  regresión.  En  la  sección  3.3  se  discute  el  comportamiento  del  algoritmo
en  conjuntos  de  datos  reales  y  simulados  que  están  contaminados  por  observaciones
atípicas  enmascaradas.  También  se  compara  el  procedimiento  con  los  métodos  de
detección  de  atípicos  de  Hadi  y  Simonoff  (1993)  y  Peña  y  Yohai  (1995).
3.2  Procedimiento  para  evitar  el  enmascaramiento
3.2.1  Valores  iniciales  en  la  primera  etapa
El  algoritmo  se inicia  en  la  primera  etapa  otorgando  valor  cero  a  las  variables  de  clasifi
cación  de un  conjunto  inicial  So  =  (y0,  X0),  y  valor  uno  en  caso  contrario.  El  conjunto
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S0  debe  ser  una  submuestra  de  tamaño  n0 tal  que  la  probabilidad  de  que  contenga  más
de  una  observación  atípica  sea  muy  baja.  En  este  caso  se  garantiza  que:  (1)  si  So  no
contiene  datos  atípicos  se  obtienen  estimadores  insesgados  de  los  parámetros  de  la  re
gresión  que  permiten  la  identificación  de  las  observaciones  anómalas  en  la  siguiente
iteración;  (2)  si  en  So  se  encuentra  un  único  valor  atípico,  este  puede  provocar  estima
ciones  sesgadas  de los  parámetros  pero,  evidente,  no  puede  producir  enmascaramiento.
En  este  caso,  el  dato  atípico  puede  ser  fácilmente  identificado  y eliminado  del  conjunto
inicial  mediante  los  métodos  estándar  de  diagnóstico  para  observaciones  atípicas  ais
ladas.  Por  ejemplo,  el  factor  de  Bayes  permite  comparar  un  modelo  que  incluye  una
determinada  observación  atípica  frente  a  un  modelo  en  el  cual  todos  los  datos  proce
den  de  la  distribución  central,  la  comparación  se  realiza  mediante  el  cociente  entre  las
probabilidades  de  ambos  modelos.  El  factor  de  Bayes  es  inversamente  proporcional  a
la  densidad  predictiva  p(y  1 Yo())  que  se  puede  expresar  como
_(o—p)
p(yj  Yo())  °  s)(1  —  h0)’12  (i  +      — )       2      jE S0      (3.1)
y  t  es  el  residuo  estudentizado  dado  por
y  —
=  So()(1  —  h03)’/2     je so,                    (3.2)
donde  /  =  (XXo)’Xy0  es el  estimador  de  mínimos  cuadrados  de  la  muestra  So,
=  x(XX0)1x  es el  potencial  de  la  observación  j-ésima,  y  80(j)  es  la  desviación
típica  muestral  cuando  el  dato  j-ésimo  es  eliminado  y la  muestra  es  S0.  La  decisión  de
rechazar  la  hipótesis  de  que  la  observación  j-ésima  es  atípica  puede  realizarse  mediante
la  escala  de  evidencia  de Jeffreys  (Jeifreys,  1961,  apéndice  B)  o,  como  la  distribución
predictiva  (3.1)  es  una  función  monótona  de  los  residuos  estudentizados,  se  puede
contrastar  la  hipótesis  mediante  el  test  clásico  de  valores  atípicos  basado  en  eliminar  la
observación  j-ésima.  Los  residuos  estudentizados  tienen  una  distribución  t  de Student
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2      3      4      5      6      7
P0   0.990   0.971   0.946   0.915   0.879   0.840
Tabla  3.1:  Probabilidad  de  que  a  lo sumo  haya  un  valor  atípico  en  cualquier  submuestra  de tamaño
n0  con  los datos  de Hawkins, Bradu y  Kass  y cj  =  0.1.
con  n0  —  p  —  1  grados  de  libertad.  El  nivel  de  significación  de  contraste  puede  elegirse
mediante  la  desigualdad  de  Bonferroni,  que  conduce  a  un  nivel  de  significación  global
=  a,/no.                                                -
Sea  P0  la  probabilidad  de  que  en  una  submuestra  So  de  tamaño  n0  no  exista  más
de  una.  observación  atípica.  Como  a  es  la  probabilidad  a  priori  de  que  una  observación
sea  atípica  y  a0  es  la. esperanza  de la  distribución  a  priori  de este  parámetro,  entonces  el
número  esperado  de observaciones  en  la  muestra  que  han  sido  generadas  por  el  modelo
central  es  n(1  —  ao)  y  el  número  de  observaciones  generadas  por  el  modelo  alternativo
es  na0.  La  probabilidad  P0  se  calcula  mediante  la  expresión
(ñ  (l  +  ( ñ   (no)  (n_l  (3.3)
loJ  loj      lo —  1;    1    floJ
donde  n  es  el  entero  más  próximo  a  na0  (en  caso  de  empate,  se  toma  el  mayor)  y
=  n. —  r.  Por  ejemplo,  en  la  tabla  3.1  se  presentan  las  probabilidades  (3.3)  para
los  datos  de Hawkins,  Bradu  y Kass  presentados  en  el  capítulo  anterior,  con  a0  =  0.1.
Esta.  tabla  indica, que si se seleccionan aleatoriamente  tres  observaciones y se consideran
buenas  en las condiciones iniciales, esta  submuestra  no contendrá  observaciones atípicas
en  971 casos entre  1000.
La  decisión final sobre el tamaño  del conjunto  inicial  So  dependerá  de dos factores:
la  sensibilidad,  que  requiere  la  selección inicial de  pocos  datos  buenos;  y la  potencia,
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que  requiere  tener  suficientes  datos  para  estimar  los  parámetros.  En  cualquier  caso,
el  mínimo  tamaño  que  se  considera  es  el  de  los  conjuntos  elementales  (Hawkins  et
al.,  1984),  que  son  subconjuntos  de  tamaño  p.
3.2.2   La matriz  de  covarianzas
El  procedimiento  propuesto  para  seleccionar  las  condiciones  iniciales  en  la  primera
etapa  no  garantiza  que  So  no  contenga  observaciones  atípicas  ya  que  el  método  es
prohahilístico  y  además  no  se  conoce  la  proporción  exacta  de  contaminación  en  la
muestra.  Si  el  conjunto  inicial  5o  contiene  datos  atípicos  con  alto  potencial  (atípicos
influyentes),  la  probabilidad  de  que  en  las  siguientes  iteraciones  se  identifiquen  estos
datos  y  los  que  enmascaran  será  muy  baja  (véase  la  sección  2.3  del  capítulo  2).  La
probabilidad  de  identificar  todos  los  datos  atípicos  de  la  muestra  cuando  las  series
se  estabilizan  (supongamos  que  sucede  a  partir  de  la  iteración  S-ésima)  será  q,  la
probabilidad  de  que  no  haya  atípicos  en  So,  que  no  se  conoce.  Lo  que  si se  sabe  es  que
las  variables  de  clasificación  correspondientes  a  grupos  de  datos  atípicos  enmascarados,
o  de  datos  buenos  señalados,  deben  tener  generalmente  los  mismos  valores  cuando
las  series  se  estabilizan.  Por  tanto,  la  matriz  de  covarianzas  del  vector   contiene
información  acerca  de  la  dependencia  entre  las  variables  de  clasificación  que  puede
emplearse  para  identificar  grupos  de  observaciones  con  efectos  similares.  Se espera  que
pares  de  observaciones  que  pertenecen  a  los grupos  de datos  enmascarados  o señalados
tengan  covarianzas  altas  en  valor  absoluto,  mientras  que  la  covarianza  entre  un  dato
atípico  y  un  dato  bueno,  y  la  covarianza  entre  dos  datos  buenos  será  muy  próxima  a
cero.  Este  hecho  sugiere  estimar  la  matriz  de  covarianzas  a  posteriori  de  a(s)  y  buscar
conjuntos  de  datos  con  covarianzas  altas  en  valor  absoluto  que  deben  corresponder  a
datos  enmascarados  o señalados.
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Sea  C  la matriz  de  covarianzas  de las  variables  binarias   Su  elemento  (i,j)  es
p(5ÇS)  =   =  1j  y)  —  p(45(S)  =  1j  y)  .p(S)  =  1  y),
que  puede  estimarse  calculando  las  probabilidades  después  de S  iteraciones  de  R eje
cuciones  en paralelo  del  Gibbs  Sampling.  Los estimadores  que se obtienen  son
—  (S)    .(S)
—  Pj   PiR,
donde  j5  es  el  estimador  de  P(5)  =  1  y)  dado  en  la  ecuación  (2.8),  y  es  el
estimador  de P(6  =  i,6  =  1  y)  dado  por
 6.
Esta  matriz  de  covarianzas  está  relacionada  con  la  matriz  de  interacciones  que
proponen  Peña  y  Tiao  (1992) para  calcular  las  curvas  BROC  y  SEBROC.  La  matriz
de  interacciones  no  se construye  con las  probabilidades  marginales  como la  matriz  de
covarianzas,  sino  que sus elementos  son la  diferencia  entre  la probabilidades  conjuntas
de  que:  (1) una  observación  sea atípica  y las restantes  buenas;  y  (2)  dos observaciones
sean  atípicas  y el resto  buenas.
Para  localizar  conjuntos  de observaciones con estructura  similar  de dependencia,  es
natural  tratar  de identificarlos  mediante  el estudio  de los valores y vectores propios de la
matriz  á. Esta misma  idea es utilizada  por  Peña  y Yohai  (1995) para  la  identificación
de  datos  atípicos  mediante  la  matriz  de  influencia.  Para  estudiar  los autovalores  de la
matriz  6, se denomina  D  a la  matriz  de  datos  de las  variables  de clasificación  que  se
obtiene  después  de  S  iteraciones.  Esta  matriz  es
D  =  (,.  .  .                    (3.4)
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donde  las  columnas  son  muestras  aleatorias  de  las  variables  de  clasificación  5  en  la
iteración  8.  Entonces,  la  matriz  ¿‘  se puede  escribir  como
=  D’D  —  D’1R1D,
y  los  vectores  propios  asociados  a  los  valores  propios  no  nulos  de  ¿  son los  coeficientes
de  las  componentes  principales  de  D.
Consideremos  de  nuevo  el  caso  en  el  que  existe  sólo  un  grupo  de  valores  atípicos
que  se  enmascaran  y  analicemos  la  estructura  de  valores  y  vectores  propios  de  la  matriz
de  covarianzas  ¿  en  esta  situación.  Llamemos  d  a  la  columna  i-ésima  de  D  y,  sin
pérdida  de  generalidad,  se  supone  que  el  grupo  de  atípicos  corresponde  a  las  ultimas
columnas  de  la  matriz  D.  Además,  se  supone  que  los  atípicos  señalan  a  un  conjunto
H  de  observaciones  buenas.  Finalmente,  se  denomina  G  al  conjunto  de  datos  buenos
no  señalados.  Supongamos  que  los  tamaños  de  estos  conjuntos  son  I,  n  y  G  (n  =
G  +  H  +  n1),  y  que  los  datos  señalados  corresponden  a  las  columnas  anteriores  a  las
de  los  atípicos.
Cuando  las  series  de  probabilidades  son  estables  se  denominan  J,..  .  ,  J)  a  los
conjuntos  que  el Gibbs  Sampling  identifica  como  atípicos  al  final  de  cada  secuencia.  Por
la.  condición  de  dependencia  inicial,  J)  es igual  a  1 cuando  el  conjunto  inicial  So  no
contiene  atípicos,  lo  que  se  espera  que  suceda  en  Q =  qR  de  estos  conjuntos,  mientras
que  será  distinto  de  1 en  =  R  —  Q. Con el  objeto  de  poder  describir  los  elementos
de  la  matriz  D  en  el  caso  particular  que  estamos  considerando,  supongamos  que,  sin
pérdida.  de  generalidad,  las  Q primeras  ejecuciones  en  paralelo  del  Cibbs  Sampling
corresponden  a  las  que  se  inician  con  un  conjunto  So  que  no  contiene  datos  atípicos.
Bajo  estas  condiciones  se  caracterizan  los siguientes  tipos  de  columnas  en  la  matriz  D:
(a)  Las  columnas  correspondientes  a datos  buenos  que  no  son  señalados  como  atípicos
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son  de la  forma
(oQd=  I    i
  g  /
donde,  por  la  propiedad  de  dependencia  inicial,  O  es  un  vector  no  nulo  de  di
mensión  Q x 1.  El  vector  =  (gij,.  .  ,g)”  puede  tener  unos  pocos elementos
distintos  de cero debido  a que la probabilidad  de identificar  como atípicos  a datos
buenos  es muy  pequeña,  pero  no nula.  Podemos  suponer  que no existen  diferen
cias  importantes  en  la  proporción  de unos  (datos  buenos  mal  clasificados)  entre
estas  columnas,  y  que están  acotadas  por  un valor  muy  pequeño  7t, tal  que
     para  todoj  =               (3.5)
(h)  Las  columnas  correspondientes  a datos  buenos  señalados  como atípicos  son  de la
forma.
(OQ  
d=I              JflG+l,...,flG+flR,
1)
donde  1  es un  vector  unitario  de dimensión  Q x 1.
(c)  Las  columnas  correspondientes  a datos  atípicos  son  de la forma
/  1Qd=                j=n—n1,...,n,               (3.6)
  g)
donde
0   gj<nj  i=1,...,Q.
i=n—nI
El  numero  de unos  en g  depende  del grado  de enmascaramiento.  Los dos  casos
extremos  son:  (1) los datos  atípicos  del  conjunto  1  son atípicos  aislados,  lo que
implica  que  g  =  1  y (2)  los datos  atípicos  del  conjunto  1 son idénticos  y  con
un  potencial  elevado, lo  que implica  que g•  =  O.  Consideremos  el segundo  caso
3.2.  Procedimiento  para  evitar  el enmascaramiento                                 81
en  el  cual  el  Gibbs  Sampling  falla  completamente  como  se  vio  en  el  capítulo  2.
Para  esta  estructura  de  atípicos  los  vectores  columna  (3.6)  son
(1Q
d=  I  1
O)
Teniendo  en  cuenta  (a)-(c),  la  matriz  D  se puede  expresar  como  la  matriz  por
bloques
11      o  )
donde  G  =  (g1,.  .  .  ,  g)  es  una  matriz  de  dimensión  Q  ><  n.  La  matriz  de  covarianzas
se  puede  escribir  como
G’G—G’11G    G’11H  —-NG’111
 1’G      :  Q1  ‘    —Q-.i  1’
R2  H           R  fl       R2  ?H  n
--    ‘G      :     1’
—  R2  I           — R  I  H    R2  I  ni
Asumiendo  que  ir  es  una  cantidad  muy  próxima  a  cero,  esta  matriz  de  covarianzas  se
puede  aproximar  por
O
o      c22
donde  C22  es  una  matriz  de  dimensión  (n5  +  n1)  ><  (nB  +  n1),  dada  por
QQ    lnHlflH     1nH1flI
C22...
nI  1
Es  inmediato  comprobar  que  los  valores  propios  de  b  coinciden  con  los  valores
propios  de  las  matrices  G’G  y  ¿122.  Por  la  ecuación  (3.5)  los  valores  propios  de
G’G  cumplen  la  relación
Q
i=traza(G’G)  =  
i=j                    §=1i=1
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La  matriz  C22 tiene  un  único  valor  propio  distinto  de  cero,  que  es
=  q(1  —  q)(nH  +  n1).                        (3.7)
Entonces,  la  matriz  C  tiene  un  valor  propio  igual  a  )  y  G  valores  propios  adicionales
cuya  suma  es  menor  o  igual  que  ITflG,  donde  ir  es  una  probabilidad  muy  próxima  a
cero.  Además,  para  cualquier  valor  no  nulo  de  a,  Va  =  (OG,  alflH,  —a11)’  es  un  vector
propio  de  la  matriz  ¿ asociado  al  valor  propio  ).
El  valor  propio  )  será  próximo  a  cero  (no  es  posible  identificar  los  atípicos)  cuando
la  probabilidad  q sea  muy  pequeña  o  casi  uno.  Como  q es  la  probabilidad  de-que  no
haya  atípicos  en  el  conjunto  So,  se  obtendrá  un  valor  de  q  cercano  al  cero  cuando
existe  un  porcentaje  alto  de  contaminación  en  la  muestra  y  el  tamaño  de  So  no  es
suficientemente  pequeño.  Este  problema  se evita  con  el  procedimiento  propuesto  para
seleccionar  los  valores  iniciales  en  la  primera  etapa,  que  tiene  por  objeto  conseguir  que
con  alta  probabilidad  el  conjunto  5o  no  contenga  observaciones  atípicas.  Por  otro  lado,
un  valor  de  q  cercano  a  uno  corresponde  al  caso  en  el  que  no  existen  valores  atípicos
en  la. muestra,  o  existe  sólo  un  porcentaje  muy  bajo  y  el  tamaño  de  S0  es  pequeño.
En  este  caso  los  atípicos  se  identifican  directamente  por  las  estimaciones  de  sus  proba
bilidades  que  proporciona  el  Gibbs  Sampling.  La  situación  más  interesante  es  cuando
O  <  q  <  1  y  n1  (y  muy  posiblemente  flH)  es  relativamente  elevado,  que  corresponde
a.l  caso  más  difícil  en  el  que  los  valores  atípicos  no  se  identifican  al  final  de  muchas
secuencias  y  además  suelen  provocar  que  aparezcan  como  atípicas  observaciones  que
no  lo  son.  Entonces  el  valor  propio   será  relativamente  grande  y  el  vector  propio
asociado  indicará  correctamente  que  datos  están  enmascarados  o  señalados:  las  obser
vaciones  con  coordenadas  relativamente  altas  (en  valor  absoluto)  en  el  vector  propio
Va  SOfl  atípicas  o  señaladas  como  atípicas.  Este  análisis  permite  dividir  la  muestra  en
dos  grupos:  (1)  el  conjunto  que  contiene  las  observaciones  con  coordenadas  distintas
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de  cero  en  el  vector  propio  o  con  alta  probabilidad  individual   y  (2)  el  resto  de
la.s  observaciones.  Llamaremos  al  primer  conjunto  conjunto  de  posibles  atz’picos,  que
abreviaremos  con las  siglas  PO  (del inglés,  potential  outlier).
Por  ejemplo,  en la  tabla  3.2  se presenta  la  matriz  de  covarianzas  para  los datos  de
Hawkins,  Bradu  y  Kass,  y  en  la  tabla  3.3  sus  autovalores  más  grandes.  Se  observa
en  esta  tabla  que  existe  un  autovalor  claramente  mayor  que  los  restantes  que  son
muy  próximos  a  cero.  En  las  coordenadas  del vector  propio  asociado  a  este  autovalor
(figura.  3.1)  se aprecia  que  sólo las  coordenadas  de  las  primeras  14 observaciones  son
claramente  distintas  de cero.  Además,  la tabla  3.2 muestra  que en  la  matriz  estimada
las  covarianzas  entre  estos  dat.os son grandes  (en valor  absoluto).  En  consecuencia,  se
deben  incluir  en el grupo PO  de posibles atípicos  las observaciones 1 a 14.  La matriz  Ó
se  ha. construido  con  las  probabilidades  estimadas  después  de  500 iteraciones.  Nótese
que  para. este  conjunto  de datos  q =  0.557  se calculó  en  (2.13),  n1 =  10  n  =  4  y, de
acuerdo  con la  ecuación  (3.7) el valor esperado  del mayor  autovalor  es igual  a 3.45, que
es  muy  similar  al  que  se obtiene  y se muestra  en la  tabla  3.3.
Cuando  la  muestra  contiene  varios  grupos  de  atípicos,  estos  sólo pueden  producir
p  efectos  diferentes  de  enmascaramiento  en  R.  Por  tanto,  el  número  máximo  de
valores  propios  que hay  que  examinar  es p.  Una generalización  inmediata  del  análisis
realizado  previamente  indica  que  los  efectos  independientes  aparecerán  en  distintos
vectores  propios  de la  matriz  de covarianzas  estimada  Ó. Este resultado  es la  base  del
procedimiento  que  se presenta  a  continuación.
3.2.3   Algoritmo  adaptativo  de  Gibbs  Sampling  1
El  método  propuesto  para  seleccionar  las  condiciones  iniciales  en  la  primera  etapa,
junto  con  la. información  que  proporciona  la  matriz  de  covarianzas  de  las variables  de
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Tabla  3.2:  Matriz  de  covarianzas  con  los  datos  de  Hawkins,  Bradu  y  Kass.  Sólo  se  representan
valores  superiores  a 0.01 en  valor  absoluto.
Componente A  utovalor  Variabilidad  Porcentaje  acumulado




3.4297        0.7849              78.49
0.0391       0.0089             79.38
0.0338        0.0077              80.15
2 .22
3 .23 .22
4 .22 .22 .22
5 .22 .22 .23 .22
6 .23 .22 .23 .22 .23
7 .22 .22 .22 .21 .22 .22
8 .22 .22 .22 .22 .22 .22
9 .22 .22 .22 .22 .22 .22
10 .23 .22 .23 .22 .23 .23
.21
.22  .22
.22  .22  .22
-.22  -.22  -.22  -.22
-.22  -.22  -.22  -.22
-.21  -.22  -.22  -.22
-.22  -.22  -.22  -.22
-.22  -.22  -.22  -.22
-.22  -.22  -.22  -.22
-.22  -.22  -.22  -.22
-.22  -.22  -.22  -.22
11  -.22  -.22
12  -.22  -.22
13  -.22  -.22







.22  .22  .22
Tabla  3.3:  Autovalores  de  la  matriz  de  covarianzas  con los  datos  de  Hawkins,  Bradu  y  Kass.
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Figura  3.1:  Coordenadas del vector  propio asociado al  mayor  valor propio  )  de la  matriz  de
covarianzas con los datos de Hawkins, Bradu y Kass.
clasificación,  permite  dividir  el  conjunto  de  datos  en  dos  grupos:  PO  y 7.  Si se inicia
el  algoritmo  de  Gibbs  Sampling  dando  valor  1 a las  variables  de  clasificación  correspon
dientes  a  los  datos  del grupo  PO, entonces  los valores  que  se  obtienen  cuando  se ejecuta
el  algoritmo  con  pocas  iteraciones  son  una  muestra  de  la  distribución  a  posteriori  del
vector  5.  La. estimación  de  las  probabilidades  p  =  =  11 y)  para  i  =  i,.  .  .  ,  n,  per
mite  identificar  las  observaciones  ati’picas,  siendo  estas  las  que  tienen  una  probabilidad
superior  a  0.5.  Con  estas  indicaciones  el  algoritmo  adaptativo  de  Gibbs  Sampling  que
proponemos  se  lleva  a  cabo  en  las  dos  etapas  siguientes:
Etapa  1:  Se  ejecuta  el  algoritmo  de  Gibbs  Sampling  en  paralelo  hasta  que  las
series  de probabilidades  de  que  cada  dato  sea  atípico  permanezcan  estables.  Para  cada
secuencia  se  seleccionan  las  condiciones  iniciales  siguiendo  los  pasos:
i.  Sea  n0  el  máximo  entero  tal  que  la  probabilidad  (3.3)  de  no  encontrar  ms  de  un
dato  ati’pico  en  cualquier  submuestra  de  tamaño  n0  es  mayor  o  igual  que  c1.  Se
seleccionan  m  =  max{no,  p}  niímeros  aleatorios  i1,.  im  entre  1,..  .  ,  n.
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u.  Se construye  el  conjunto  inicial  S0  =  {(i1,Xi1),..  1(Yjm,Xjm)}  Si  m  >  p,  se
calculan  los residuos  estudentizados  t1,..  . , tj  dados  por  la  ecuación  (3.2).
iii.  Cuando  m =  p,  las  variables  de  clasificación iniciales  son:
=   O      S  =  Zi,...,Zrn
1 1    en caso contrario
Cuando  m  >  p,  las  variables  de  clasificación iniciales son:
(o)
=  1     para j    i,
(o)   í      St  <tm_pi,1/n0  (t  de Student)
=                                         paraj  = z1,. .
1     en caso contrario
iv.  Si  n —       5j <p,  o la  submatriz  de  X  formada  por  las  filas correspondientes  a
(O)           .las  observaciones  para  las que  8  =  O no es definida  positiva,  entonces  repetir  los
pasos  (i)-(iii).  En  caso  contrario,  3(0)  =  (X1 V(0)_iX)_iXV(0)_i  y,  donde  v°
es  una  matriz  diagonal  con  elementos  en  la  diagonal  principal  v  =  1 +S°(k  —1).
Con  los  valores  de  las  variables  de  clasificación  que  se  obtienen  en  la  última  iteración
de  cada  secuencia  se  estima  la  matriz  de covarianzas  C y los  vectores  propios  asociados
a  los  a2 autovalores  mayores  (vi,  y2,.  .  .).  Se  divide  la  muestra  en  los  grupos  PO  y
siguiendo  los  pasos:
a,  Si j3  >  0.5,  entonces  (yj,X)  E PO.
1).  Para  i  =  1,...  ,c2  y  j  =  1,...  ,n,  se  calcula  in  =  mediana  j  vj  /0.6475.  Si
>  e3 rn,  entonces  (yj,  x)  E PO.
e.  Si  el  par  (yj,  x)  no  está  en  PO,  entonces  esta  en
Etapa  2.  Se  reinicia  el  algoritmo  de  Cibbs  Sampling  hasta  que  las  series  de  proba
bilidades  de  que  cada  dato  sea  atfpico  permanezcan  estables.  Para  cada  secuencia  se
seleccionan  las  condiciones  iniciales  siguientes:
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(o)     .        1           (0)1.    = 1 si  (yj, x)  E PO, y  6  =  O en  caso contrario.
2.  ,3(0)  =  (X’V°  1X)’X’V°y,  donde  v°  es una  matriz  diagonal  con  ele
mentos  v  =  1 + °(k  —  1).
Antes  de ejecutar  las  dos etapas  del  algoritmo  adaptativo  se tienen  que determinar
los  valores  de  las  constantes  c1, c2 y  e3.  El  criterio  con  el  que  debe  seleccionarse  un
valor  adecuado  de e1 ya fue  discutido  en  la  sección 3.2.1.  Teniendo  en  cuenta  el  doble
objetivo  de  obtener  sensibilidad  y potencia,  valores de  e1 superiores  a  0.9 e inferiores
a  0.975 parecen  los  rns  adecuados.  Para  decidir  el  número  de  vectores  propios  que
se  examinan,  el  entero  c2 tiene  que  ser  igual  al  número  de  valores  propios  distintos
de  cero.  Se  sugiere  elegir  el  mínimo  valor  entre  (p, c),  donde  c  es  el  número  de
a.utovalores  que superan  cinco veces una  medida  robusta  de dispersión  entre  los valores
propios  j  de  G  que  puede  ser  rnediana )/0.6475.  La constante  e3 se utiliza  para
decidir  qué  coordenadas  de  los  vectores  propios  son  significativamente  distintas  de
c.ero  y, por  tanto,  qué  observaciones  pueden  ser  atípicas.  También  se ha  optado  por
construir  una  medida  robusta  para  medir  la  dispersión  de  las observaciones  alrededor
del  cero,  que  es el  valor  de  las  coordenadas  que  se espera  para  los  datos  buenos.  Se
recomienda  no  elegir  e3 muy  pequçño  porque  la  medida  de  dispersión  puede  ser muy
pequeña  va  que  generalmente  las  observaciones  atípicas  y  señaladas  no  superan  el  50
por  ciento  de  la  muestra.  Las otras  cantidades  que  se deben  determinar  previamente
son  el  número  de  secuencias  y  el  número  de  iteraciones;  el  número  de  secuencias  en
paralelo  depende  de las  propiedades  asintóticas  de  los estimadores  que  se proponen;  y
el  número  de iteraciones  en ambas  etapas  puede  decidirse por  cualquiera  de los métodos
multisecuenciales  para  controlar  la  convergencia del  Gibbs  Sampling  que  se discuten
en  el  capítulo  de  introducción.  En  particular,  el procedimiento  que  se propone  en  este
trabajo  es  más  simple  y  proporciona  un  buen  criterio  de  parada  en  los  ejemplos  en
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los  que  se  ha  aplicado.  Se  ejecuta  el  Gibbs  Sampling  hasta  la  iteración  S-ésima  tal
que,  para  un  cierto  e  >  0,  se  verifica  que  —   <  e para  todo  i  =  1,...  ,  n.
Finalmente,  para  reducir  el  esfuerzo  computacional  se  puede  ejecutar  en  la  segunda
etapa  una  única  secuencia,  ya  que  las  condiciones  iniciales  son  siempre  las  mismas,  y
elegir  alguno  de  los  criterios  unisecuenciales.
Como  resumen  del  funcionamiento  del  algoritmo  se tiene  que  los pasos  que  se siguen
en  la  primera  etapa  pretenden  que  el  conjunto  inicial  So  no  contenga  datos  atípicos
y  que  la  información  que  aporta  la  matriz  de  covarianzas  permita  aislar  los  datos
que  pueden  ser  ati’picos.  Los  datos  con  coordenadas  altas  en  los  vectores  propios
se  identifican  con  una  medida  robusta  de  desviaciones  al  cero  que  es  el  valor  de  las
coordenadas  que  se  espera  para  los  datos  buenos.  Finalmente,  en  la  segunda  etapa
se  ejecuta  el  algoritmo  con  unas  condiciones  iniciales  fijas.  El  procedimiento  concluye
cuando  las  series  de  probabilidades  presentan  un  comportamiento  estable.
3.3  Comportamiento  del  algoritmo  adaptativo
Se  aplica  el  algoritmo  adaptativo  de  Gibbs  Sampling  a  algunos  de  los  conjuntos  de
datos  discutidos  en  los  ejemplos  del  capítulo  2.  Nos  centraremos  en  aquellos  casos
en  los  que  no  se  identifican  las  observaciones  atípicas  con  el  Gibbs  Sampling  estándar.
Antes  de  ejecutar  el  algoritmo  se fijan  los  valores  de  las  constantes  e1 =  0.95  y  c3 =  5,  y
del  nivel  de  significación  individual  a1  =  0.05.  El  número  de  vectores  propios  e2 que  se
examinan  varía  en  cada  ejemplo  según  el  criterio  establecido  en  la  sección  anterior.  En
la.s  dos  etapas  se  ejecutan  300  secuencias  del  Gibbs  Sampling  en  paralelo  y  el  número
de  iteraciones  se  decide  con  e  =  0.002.  En  todos  los  ejemplos  k  =  10,  ao  =  0.2  y
Yi  +  2  =  n,  de  manera  que  como  a0  =  ‘yi/(y  +  y2)  se  tiene  que  en  cada  iteración
5)  =  1/2E(a’)  +  1/2.  En  las  dos  etapas  se  estiman  las  probabilidades  de  que
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cada  dato  sea  ati’pico  con  las  muestras  que  proporcionan  las iíltimas  iteraciones  de  cada
secuencia.
En  todos  los  ejemplos  se  comparan  los  resultados  que  proporciona  el  algoritmo
adaptativo  con  los  resultados  de  aplicar  a  las  dos  variantes  del  procedimiento  para
identificar  grupos  de  atípicos  de  Bladi  y  Simonoff  (1993)  y  el  procedimiento  de  Peña
y  Yohai  (1995),  brevemente  descritos  en  la  introducci6n.  En  los  dos  procedimientos
las  observaciones  ati’picas  son  las  que  tienen  un  residuo  estudentizado  grande.  En
algunos  casos  los  residuos  se  calculan  fuera  de  la  muestra,  pero  en  las  tablas  donde  se
presentaran  los  resultados  no  se  diferenciarán.
3.3.1   Ejemplo  1:  Diagrama  de  Hertzsprung-Russell
En  el  primer  ejemplo  se  aplica  el  algoritmo  adaptativo  de  Gibbs  Sampling  a  los  datos
del  diagrama  de  HertzsprungRussell  que  se  muestran  en  la  tabla  2.4  y en  la  figura  2.6.
Los  datos  atípicos  se  encuentran  en las posiciones  11, 20, 30  y 34; las  otras  observaciones
más  alejadas  de  la  nube  de  puntos  son  la  7,  9 y  18.  Los  residuos  estudentizados  que  se
obtienen  con  los  procedimientos  de  Hadi  y  Simonoff  (1993)  y  Peña  y  Yohai  (1995)  se
muestran  en  las  tres  primeras  columnas  de  la  tabla  3.5.  Es  inmediato  comprobar  que
los  cuatro  datos  atípicos  se  identifican  con  cualquiera  de  los  tres  métodos.
En  la. figura  3.3(a)  se  presentan  las  probabilidades  estimadas  en  la  etapa  1 de  que
cada  observación  sea  ati’pica.  Ya  en  esta  primera  etapa  se  identifica  correctamente  que
observaciones  son  atípicas,  con  probabilidades  superiores  a  0.5.  El  Gibbs  Sampling
se  inicia  en  la  primera  etapa  con  tres  observaciones  consideradas  como  buenas  y  el
número  de  vectores  propios  que  se  examinan  es  p  =  2  (véase  la  tabla  3.4  para  los
valores  numéricos  de  los  autovalores).  Los  dos vectores  propios  asociados  a  los mayores
a.utovalores  se  muestran  en  la  figura  3.2.  Los  puntos  representan  las  coordenadas
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Componente Autovalor  Variabilidad  Porcentaje  acumulado





0.9717        0.3612              36.12
0.2131        0.0792              44.04
0.1241        0.0461              48.65
0.1090        0.0405              52.70
Tabla  3.4:  Autovalores de la  matriz  de covarianzas con los  datos del diagrama  de  Hertzsprung
Russell.
de  cada  dato  en  el  vector  propio  y  la  líneas  discontinuas  representan  las  bandas  de
confia.nza  para.  el  cero  que  se  construyen  tal  y  como  se indica  en  el  paso  (b)  de la  etapa
1.  Se  puede  ver  que  claramente  las  coordenadas  correspondientes  a  los  datos  atípicos
están  fuera. de  las  bandas  de  confianza en  los dos  vectores  propios.  Existen  otros  tres
puntos  fuera  de las bandas  del segundo vector  propio,  con signos opuestos  a los puntos
del  grupo  de atípicos  y que corresponden  a los datos  7, 9 y 18. Además,  las coordenadas
de  las observaciones 5,  14 y 40 están  en el límite de las bandas  y también  se incluyen  en
el  grupo  de posibles  atípicos  PO.  Con esta  informaci6n  se fijan las condiciones iniciales
con  las que  se inicia  el  Gibbs  Sampling  en  la etapa  2 y cuyos resultados  pueden  verse
en  la. figura  3.3(b).  Se confirma  que las probabilidades  a posteriori  de que sean  atípicas
cada  una  de  las  cuatro  estrellas  gigantes  son  superiores  a  0.5,  aunque  levemente  más
bajas  que  Ia.s que  se obtienen  al  final de la  primera  etapa.
3.3.2   Ejemplo  2:  Datos  de  Hawkins,  Bradu  y  Kass
Los  datos  de  Hawkins,  Bradu  y  Kass  se  muestran  en  la  tabla  2.2  y en  la  figura  2.2.
Recordemos  que  las  primeras  10  observaciones  son  atípicas  y  las  4  siguientes  son
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Figura  3.2:  Coordenadas  del  vector  propio  asociado  a  los valores  propios  )  (en  (a))  y  )2  (en  (b))
de  la  matriz  de  covarianzas  con los datos  del  diagrama  de  }Jertzsprung-Russell.





AAGSHS-I HS-II PY HS-I HS-II PY
1     0.264    -1.582   0.861    0.028     26    -2.686    0.805   -0.829    0.025
2     1.670    0.025   1.195   0.042     27    -1.930    -1.268   -0.159    0.019
3     -0.578    -2.421   0.677   0.027     28    -1.403    -0.500   -0.019    0.017
4     1.670    0.025   1.195   0.042     29    -2.730    -1.653   -0.483    0.024
5     0.480    -2.497   1.133   0.045     30     5.607   -16.421   5.328    0.627
6     0.862    -0.797   0.982   0.030     31    -3.576    0.846   -1.238    0.039
7     0.868    -8.112   2.726    0.337     32    -1.485    1.803   -0.447    0.021
8    -0.707    1.497   -0.067    0.019     33    -0.246   -0.278   0.429    0.019
9     2.386    -4.064   2.437    0.296     34    6.310   -16.420   5.750    0.643
10    -0.272    -1.271   0.582    0.022     35    -3.018    -1.355   -0.662    0.026
11     4.673   -15.943   4.745    0.620     36     0.740    1.346   0.570    0.026
12     0.986    -1.252   1.113    0.036     37    -1.302    1.327   -0.289    0.019
13     0.553    -0.361   0.775    0.025     38    -0.246    -0.278   0.422    0.019
14    -2.845    -3.741   -0.273    0.051     39    -0.910    1.106   -0.087    0.018
15    -3.765    -0.155   -1.180    0.039     40     1.570    -1.603   1.430    0.056
16    -3.059    1.031   -1.035    0.031     41    -2.644    0.279   -0.722    0.023
17    -4.821    -0.229   -1.727   0.092     42    -1.024    0.166   0.022    0.017
18    -4.927    2.012   -2.126    0.162     43     0.048    0.184   0.469    0.020
19    -3.739    -0.913   -1.077    0.039     44     0.336    -0.616   0.726    0.024
20     5.141   -16.131   5,032   0.623     45     0.741    0.430   0.723    0.025
21    -3.214    -0.493   -0.868    0.028     46    -1.414    0.388   -0.177    0.018
22    -3.948    -0.041   -1.286    0.044     47    -3.433    1.260   -1.244    0.040
23    -3.807    1.492   -1.456    0.055
24    -2.182    1.385   -0.713    0.023
25    -0.818    -0.833   0.279   0.018
Tabla  3.5:  Resultados de los procedimientos de Hadi y Simonoff (HS-I y HS-II), Peña y Yohai (PY)












Figura  3.3:  Resultados  del  Gibbs  Sampling  con los datos  del  diagrama  de  Hertzsprung-Russell:  (a)
probabilidades  a  posteriori  de  que  cada  dato  sea  atípico  en  la  primera  etapa;  (b)  probabilidades  a
posteriori  en  la  segunda  etapa.
(a) (b)
Figura  3.4:  Resultados  del  Gibbs  Sampling  con los datos  de  Hawkins,  Bradu  y Kass:  (a)  probabi
lidades  a  posteriori  de  que  cada  dato  sea  atípico  en  la  primera  etapa;  (b) probabilidades  a  posteriori
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observaciones  buenas  señaladas  como atípicasy  con  potencial  alto.  En  este  conjunto
de  datos  los procedimientos  de  Hadi  y  Simonoff (1993) fallan  debido  a  que  los  datos
atfpicos  son  también  muy  influyentes,  mientras  que el  procedimiento  de  Peña  y Yohai
(1995)  identifica  adecuadamente  los  datos  atípicos.  En  la  tabla  3.6  se  observa  que
los  residuos  más  grandes  que  proporcionan  los  métodos  de  Hadi  y  Simonoff  (1993)
corresponden  a  las observaciones  señaladas,  quedando  los atípicos  enmascarados.
Cuando  se aplica  el algoritmo  adaptativo  a estos datos  el conjunto  de observaciones
buenas  con el que se inicia el Gibbs  Sampling en la etapa  1 incluye cuatro  observaciones,
que  es el tamaño  de los conjuntos  elementales.  Existe un imnico valor propio  de la matriz
de  covarianzas  significativamente  distinto  de cero  (véase  tabla  3.3)  y  las  coordenadas
del  vector propio asociado se muestran  en la figura 3.1.  Las conclusiones que se obtienen
al  final  de  la  primera  etapa  son  las  mismas  tanto  si se  consideran  las  probabilidades
individuales  estimadas  en  la  última  iteración  y  que  se  muestran  en  la  figura  3.4(a),
como  si  se  considera  la  estructura  de  vectores  propios  de  la  matriz  de  covarianzas
que  fue  discutida  en  la  sección  2.3;  el  grupo  de  posibles  atípicos  PO  está  formado
por  las  observaciones  1  a  14,  que  son  los  datos  atípicos  enmascarados  y  los  datos
buenos  señalados.  En  la  etapa  2  estos  datos  son  los únicos  que  se  consideran  como
atípicos  en las  condiciones iniciales.  Cuando  las series se estabilizan  las probabilidades
a  posteriori  de que cada  dato  sea atípico  se muestran  en la figura  3.4(b),  se observa que
los  10 primeros  datos  se identifican  correctamente  como atípicos  con  probabilidades
iguales  a  uno.  Además,  las  probabilidades  de  que  sean  atípicos  los cuatro  datos  que
anteriormente  eran  señalados  como atípicos son muy pequeñas  (véase la cuarta  columna
de  la  tabla  3.6).




1 1.0762 -0.5244 5.3525 1.0000
2 2.2188 -0.7264 5.4420 1.0000
3 0.1100 0.8893 5.3188 1.0000
4 -1.5237 0.9149 4.8893 1.0000
5 -0.1409 0.3787 5.1448 1.0000
6 0.7106 -0.9386 5.3135 1.0000
7 2.9565 -1.6929 5.6465 1.0000
8 2.2196 -0.1829 5.5893 1.0000
9 -0.6850 1.1203 5.0402 1.00Ú0
10 0.8538 1.5551 5.3079 1.0000
11 -26.6269 3.1950 0.9464 0.0117
12 -28.7513 4.9007 0.9020 0.0117
13 -25.1989 1.7252 0.6873 0.0185
14 -11.8374 -3.7948 0.8719 0.0194
Tabla  3.6:  Resultados  de  los procedimientos  de  Hadi  y Simonoff  (HS-I  y HS-II), Peña y Yohai (PY)
y  el  algoritmo  adaptativo  de Gibbs Sampling (AAGS) con los datos de Hawkins, Bradu y Kass.
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3.3.3   Ejemplo  3:  Datos  de  Rousseeuw
Los  datos  simulados  de Rousseeuw que  se encuentran  en la  tabla  2.3 y en la  figura  2.4
son  los más  interesantes  porque  muestran  el  alto  punto  de  ruptura  que exhibe  el pro
cedimiento  basado  en  el  algoritmo  adaptativo  de  Gibbs  Sampling.  La  contaminación
en  la  muestra  es del  40 por  ciento  y  los procedimientos  de  Hadi  y  Simonoff (1993)  y
de  Peña  y  Yohai  (1995) no  son  capaces de  identificar  el  grupo  de  atípicos  como puede
verse  en  la  tabla  3.8.
Los  resultados  que  proporciona  el  método  que  proponemos  son  muy  buenos.  Ini
ciando  la etapa  1 del algoritmo  con un  conjunto  de 4 observaciones consideradas  como
buenas,  las  probabilidades  que  se  obtienen  son  superiores  a  0.5  sólo  para  las  obser
vaciones  32  y  33.  A  pesar  de  que  con  el  Gibbs  Sampling  no  sólo  no  se  identifican
los  atípicos,  sino  que  además  dos  observaciones  que  son  buenas  son  señaladas  como
atípicas,  la  información  que  proporciona  la  matriz  de  covarianzas  permite  dividir  los
datos  en  dos  grupos,  incluyéndose  todos  los atípicos  en  PO. La matriz  de  covarianzas
tiene  dos valores propios no nulos que se encuentran  en la tabla  3.7.  Las coordenadas  de
los  vectores  propios  asociados  se muestran  en  la figura  3.5.  Si nos fijamos  en el primer
vector  propio,  los resultados  son los que se esperan:  (1) aparecen  con  valores  distintos
de  cero  las  coordenadas  correspondientes  a los  datos  enmascarados  y señalados;  y  (2)
los  signos de  las  coordenadas  de  los datos  enmascarados  y los señalados  son  opuestos.
De  esta  forma. se inicia  el  Gibbs  Sampling en la  etapa  2 considerando  como ati’picos las
primeras  20 observaciones,  más  la  32  y  la  33.  Las  probabilidades  a  posteriori  que  se
muestra.n  en la figura  3.6(b) indican  claramente  que existe un grupo de 20 observaciones
espúrea.mente  generadas  con  probabilidad  uno.
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0.5264         0.3184               31.84
0.3113         0.1883               50.67
0.1576         0.0953               60.20
0.0671         0.0406               64.26
Tabla  3.7:  Autovalores  de  la  matriz  de  covarianzas  con los datos  simulados  de  Rousseeuw.
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Figura  3.5:    Coordenadas  del  vector  propio  asociado  a  los  valores  propios  )‘i  (en  (a))  y   (en  (b))
de  la  matriz  de  covarianzas  con  los  datos  simulados  de  Rousseeuw.





AAGSHS-I HS-II PY HS-I HS-II PY
1     0.963    1.083   -0.124    1.000     26     0.233    0.222   -0.653    0.025
2     0.714    0.824   -0.232    1.000     27    -2.916   -2.862   -1.825    0.025
3     2.211    2.283   0.311    1.000     28    -1.092   -1.078   -1.118    0.024
4     4.407    4.419   1.074    1.000     29     3.275    3.197   0.440    0.024
5     0.895    1.004   -0.168    1.000     30    -1.049   -1.024   -1.077    0.066
6    -0.478   -0.328   -0.614    1.000     31     1.778    1.736   -0.127    0.027
7     1.576    1.667   0.056    1.000     32     9.540    9.323   2.868    0.059
8    -0.648   -0.494   -0.673    1.000     33    10.934   10.450   3.420    0.081
9    -0.845   -0.677   -0.723    1.000     34    -1.131   -1.113   -1.126    0.024
10    -0.742   -0.590   -0.712    1.000     35    -5.750   -5.633   -2.911    0.026
11     1.384    1.465   -0.031    1.000     36     2.952    2.883   0.329    0.024
12    -1.843   -1.794   -1.110    1.000     37     0.656    0.630   -0.523    0.028
13    -1.499   -1.329   -0.971    1.000     38    -2.536   -2.489   -1.675    0.024
14     4.602    4.636   1.233   L000     39     6.590    6.437   1.648    0.035
15    -0.614   -0.467   -0.672    1.000     40    -3.067   -3.012   -1.888    0.027
16     5.165    5.143   1.305    1.000     41    -4.400   -4.313   -2.386    0.024
17     0.259    0.369   -0.403    1.000     42    -3.314   -3.244   -1.941    0.041
18    -0.190   -0.590   -0.538    1.000     43     4.924   4.807   1.028   0.030
19    -1.105   -0.916   -0.788    1.000     44    -6.201   -6.070   -3.064    0.039
20     3.099    3.155   0.640    1.000     45     5.993    5.858   1.426    0.025
21     4.616    4.502   0.912    0.052     46     0.645    0.622   -0.520    0.024
22    -0.788   -0.771   -0.992    0.041     47     1.532    1.489   -0.224    0.025
23     3.208    3.128   0.412    0.029     48    -5.357   -5.243   -2.729    0.039
24    -1.023   -1.015   -1.106    0.035     49    -0.283   -0.291   -0.848    0.033
25    -5.911   -5.784   -2.937   0.054     50     0.811    0.786 -0.461   0.024
Tabla  3.8:  Resultados de los procedimientos de Hadi y Simonoff (HS-I y RS-II), Peña y Yohai (PY)
y  el algoritmo adaptativo  de Gibbs Sampling (AAGS) con los datos simulados de Rousseeuw.
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Figura  3.6:  Resultados  del Gibbs  Sampling  con los datos  simulados  de Rousseeuw:  (a)  probabilidades
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Capítulo  4
Detección  de  datos  atípicos  en  series  temporales
4.1   Introducción
El  análisis  de series  temporales  está  orientado  a identificar  la  estructura  de  dependen
cia  temporal  que  rige  el  fenómeno  objeto  del  estudio.  Muy frecuentemente  los datos
están  contaminados  por  observaciones  atípicas  o  sujetos  a  cambios  estructurales.  La
presencia  de estas  alteraciones  en la estructura  de dependencia  puede  afectar  a  la iden
tiflca.ción  del modelo y provocar  sesgos importantes  en la estimación  de los parámetros.
Cuando  la  posición  y el  tipo  de atípico  o cambio estructural  son  conocidos,  el  análisis
de  intervención  de  Box  y Tiao  (1975) permite  reducir  el  sesgo en  la  estimación.  Sin
embargo,  es  difi’cil que  se  disponga  de  esta  información.  Para  resolver  el  problema
Chang  y Tiao  (1983), Chang,  Tiao y Chen  (1988) y Tsay  (1988) proponen  un procedi
miento  iterativo  de hiísqueda  de  atípicos,  Denby y Martin  (1979), Martin  et  al. (1983)
y  Bustos  y  Yohai  (1986) emplean  métodos  robustos  para  la  estimación,  Peña  (1987b,
1990,  1991) propone  estadísticos  diagnósticos  para  medir  la  influencia  de  las  observa
ciones,  y McCulloch y Tsay  (1994a) identifican  los atípicos  y estiman  las distribuciones
a.  posteriori  de  los parámetros  del modelo  mediante  Gibbs  Sampling.
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Entre  los  datos  atípicos  se  distinguen  dos  tipos,  el  innovativo  y  el  aditivo  (véase
Fox,  1972).  El  atípico  innovativo  se  produce  cuando  existe  contaminación  en  un  factor
externo,  y  el  aditivo  se  debe  a  una  contaminación  en  la  serie  observada.  La  existen
cia  de  datos  atípicos  aditivos  puede  producir  sesgos  importantes  en  la  estimación  de
los  parámetros  del  modelo,  mientras  que  los  atípicos  innovativos  tienen  un  efecto  mu
cho  menor  en  general.  En  este  capítulo  se  trata  el  problema  de  la  identificación  de
observaciones  atípicas  de  tipo  aditivo  en  procesos  autorregresivos.
Cuando  los  atípicos  no  se  presentan  en  la  serie  aisladamente  sino  que  se  produce
una  racha  de  observaciones  atípicas,  los  procedimientos  mencionados  no  siempre  son
capaces  de  identificarlos  debido  a  que  se  produce  un  efecto  de  enmascaramiento,  al
que  se  añade  un  problema  de  datos  buenos  que  son  señalados  como  atípicos.  Chen  y
Liu  (1993)  proponen  un  nuevo  procedimiento  iterativo  para  evitar  el  enmascaramiento
con  el  que  se  estiman  conjuntamente  los  parámetros  del  modelo  y  los  tamaños  de
los  valores  atípicos.  El  problema  que  presenta  este  procedimiento  es  que  se  inicia
con  la  estimación  de  los  parámetros  del  modelo  suponiendo  que  no  existen  observa
ciones  atípicas.  Al  igual  que  sucede  con  datos  independientes  las medidas  de  influencia
basadas  en  eliminar  un  dato  (y  tratarlo  como  faltante  en  series  temporales)  no  sir
ven  para  identificar  los  atípicos  cuando  se  produce  enmascaramiento.  Bruce  y  Martin
(1989)  proponen  medir  la  influencia  eliminando  bloques  de observaciones  consecutivas.
Aunque  en  series  temporales  la  ordenación  temporal  reduce  el  número  de  bloques  posi
bles,  aun  sigue  siendo  necesario  un  esfuerzo  computacional  demasiado  grande.  Bruce
y  Martin  (1988)  sugieren  un  mecanismo  para  reducir  estos  cálculos.
Aplicando  el  algoritmo  de  Gibbs  Sampling  estándar  para  resolver  modelos  de  series
temporales  con  datos  atípicos  se  obtienen  muy  buenos  resultados  en  la  identificación  de
atípicos  aislados.  Sin  embargo,  en  este  capítulo  se  muestra  como  la  presencia  de rachas
de  atípicos  aditivos  en  procesos  autorregresivos  conduce  al algoritmo  hacia  una  solución
4.  Detección de datos  atípicos en series temporales                               102
errónea  a  lo largo  de  muchas  iteraciones.  Los mismos fenómenos  de enmascaramiento
y  señalamiento  se observan  cuando  el Gibbs  Sampling  presenta  un comportamiento  es
table.  Se propone  un  nuevo algoritmo  adaptativo  de Gibbs  Sampling que  proporciona:
(1)  un  método  para  identificar  la  posición  y magnitud  de los  datos  atípicos;  y  (2) una
muestra  de  la  distribución  a  posteriori  de  los parámetros  del  proceso  autorregresivo
y  la  varianza  de  las  perturbaciones.  La  decisión  de  si  una  observación  es  atípica  se
basa  en  las  distribuciones  a posteriori  de  las  variables  de clasificación  que  se estiman
mediante  Gibbs  Sampling.
Este  capítulo  se  organiza  del  siguiente  modo.  En  la  sección 4.2 se  discute  la  apli
cación  del  Gihbs  Sampling estándar  en la  detección de datos  atípicos  en procesos auto
rregresivos,  tanto  para  atípicos  aislados,  como para  rachas  de atípicos.  En la sección 4.3
se  propone  un  nuevo  algoritmo  adaptativo  de  Gibbs  Sampling  que permite  identificar
rachas  de atípicos.  La ejecución del algoritmo requiere la obtención  de las distribuciones
condicionadas  para  bloques  de observaciones que se resuelve en esta  misma  sección.  El
procedimiento  se ilustra  con  un ejemplo.
4.2   Detección  de  datos  atípicos  en  procesos  autorregresivos
4.2.1   Modelo  autorregresivo  con  datos  atípicos
Sea  {Xt}  un  proceso autorregresivo  de orden p y supongamos  que se observan  yi,•.  .  ,  y
tales  que
y=6!3+x    t=1,...,n
siendo  5  (,.  ..  &)‘  un  vector de  variables binarias;  S  =  1 si la  observación  t  es  un
dato  atípico  y 8  =  O si la  observación  es buena,  entendiéndose  por  buena  que ha  sido
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generada  por  el  proceso  autorregresivo  {Xt}.  Si  el  dato  en  el  instante  t  es  atípico,  ¡3
es  su  tamaño  o magnitud.  A  priori  parece  lógico  suponer  que  todas  las  observaciones
tienen  la  misma  probabilidad  de  ser  atípicas,  así
P(S=1)=c     t=1,...,n.
Suponiendo  que  x1,.  .  .  ,  x,  son fijas  y  que  entre  las  primeras  p  observaciones  no  hay
datos  atípicos,  de  manera  que  x  =  yt  para  t  =  1,.  .  .  ,p,  el  proceso  autorregresivo  {x}
se  puede  expresar  como
=   +   jxj  +  a
donde  las  perturbaciones  {at} son  un  proceso  de ruido  blanco  y  la  distribución  de  aj
es  N(O, o).  Si se define el vector  X  (1, Xt_i,.  .  .  ,  X)’,  la  serie observada  se puede
expresar  como un  modelo de  regresión  múltiple  de la  forma
ytt+4’Xt+a    t=p+1,...,n.               (4.1)
Abraham  y Box  (1979)  obtienen  las  distribuciones  a  posteriori  de los parámetros  del
modelo  (4.1)  cuando  se suponen  distribuciones  a  priori  para  el  vector  4 y la  varianza
o  independientes  y no informativas
P(,o)  
La  distribución  a  posteriori  de 4 es una  mezcla  de distribuciones  t  multivariantes,
dada  por
y)  =  LwrP(4  y,5r),                    (4.2)
donde  Wr  =  P(  y),  y la  suma  es en  las  2  combinaciones  posibles  del  vector  t5;  el
vector  r  representa  cualquier  combinación  de  que  tenga  exactamente  r  atípicos.  Si
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existe  un  atípico  en  el instante  t  la  distribución  a  posteriori  del tamaño  es una  mezcla
de  distribuciones  t  de  Student,  dada  por
1 )  =  WrP(t  Y,r),                    (4.3)
donde  la  suma  es  también  en  las  2’  combinaciones  del  vector  5.  Las  distribuciones
marginales  a posteriori  del vector   permiten  identificar  la  posición  de los atípicos  y se
obtienen  a partir  de
Pt  =  P(  =  1  y)  =  Wr                            (4.4)
donde  la  suma  es en  las 21  combinaciones  de  para  las  que  =  1.
Calcular  las distribuciones  a posteriori  (4.2),  (4.3) y (4.4) es muy  costoso computa
cionaimente  para  tamaños  muestrales  simplemente  moderados  ya  que  son  mezclas  de
o  2—  distribuciones.
4.2.2   Gibbs  sarnpling  para  la  identificación  de  atípicos  aislados
McCulloch  y  Tsay  (1994a) proponen  calcular  las distribuciones  a posteriori  (4.2),  (4.3)
y  (4.4)  mediante  Cibhs  sampling.  Para  su aplicación es necesario  conocer todas  las dis
tribuciones  condicionadas  de los parámetros  del modelo  (4.1), condicionadas  a la mues
t.ra  y  a los restantes  parámetros.  Estas  distribuciones  se presentan  en  la proposición  2
cuando  se  supone  para  el  parámetro  de  contaminación  a  una  distribución  a  priori
Bta(21.  ‘y2)  con  media  a0 =  E(a)  =  7i/Cyi  +  y2).  Los tamaños  de los valores  atípicos
se  suponen  a  priori  independientes  y  con  distribución  N(0,r2).  La  prueba  de  la
proposición  2 se desarrolla  en  el  apéndice  final de este  capítulo.
PROPOSICIÓN  2  Sea  y  =  (yi,.  .  .  ,  ya)’  un  vector de observaciones  que siguen  el  modelo
de  la  ecuación  (.1)  con  distribuciones  a priori
Bernoulli(a)
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y
—              1        ‘
2       exp(_)
donde  los  hiperpara’metros ‘Yi,  ‘Y2  y  r2  son  conocidos.  Las  distribuciones  de  cada
parámetro,  condicionadas  al resto de los parámetros  y  a la muestra  y,  son:
1.   La distribución  del vector  autorregresivo 4) es
4)   N(4)*,cr  ç)
donde  la  matriz    es
—1
=  (                            (4.5)
/
y  el  vector  de  medias  es  el  estimador  de  mínimos  cuadrados  de  los parámetros  de un
proceso  autorregresivo de  orden p
=                                     (4.6)
t=p+1
siendo  x  =  y  —  
2.   La distribución  de la precisión  de las perturbaciones  es
y,4),,$  Gamma  (nP     at)
t=p+1
y,  por  tanto,  para  la varianza  de las perturbaciones  se tiene  que
n1         2     2
—     a  
t=p+1
8.   La distribución  de 6j  es  una Bernoulli  con parámetro
(                     (   *      i
2                      exp¿=.?Ie1P(8  = 1  y,  4) aa,   = exp  (—   + :_j)2)  +  exp  (—   ev)’
(4.7)
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donde  e  es  el  residuo  en  el  instante  t  para  la  serie  corregida por  los  valores  atípicos
ya  identificados
/     t—j—1               p
=   —  (o  +   çjxj  +  t-jyj  +   ÇjXj_)   si t   j
i=i                 i=t—j+1     /
y
yj  —  (o  +)
siendo  T  =  min(n,j  +p),  r0  =  —1  ylrj  =  Ç6j paraj  =  l,...,p.
La  distribución  del  tamano  del valor atípico  es
 N(8,a),                      (4.8)
con  parómetros,
=         a                        (49)3      ,—2  .j_    2’
/  LT_jU3  T
siendo     = (1  +   +  ,  +_),  y
(4.10)
.  La  distribución  de a  depende únicamente  del  vector 5  y  es
a   Beta(71  +(n  —p),  72  +(np)(1  —
donde  (  — r)  =  8  y la media  condicionada  a posteriori  de a  puede  escribirse
como  una  combinación  lineal  de la media  a priori  y la  media  de los datos,
E(a  )  =  wE(a)  + (1-
donde  w =   +  72)7(71  +  72  + fl  p).
La  ecuación  (4.7) tiene  una  interpretación  muy  simple,  la  hipótesis  de  que  5  =  1  (y
es  un  dato  atípico)  dados  los  parámetros  afecta  iínicamente  a  los  residuos  es,.  .  .  ,  e.
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Suponiendo  que los parámetros  son conocidos  el problema  es:  (1)  calcular  los residuos
cuando  se advierte  que  8  =  1,  estos  son  e  +  irt_/3  (2)  calcular  los residuos  cuando
=  0,  estos  son  e  y (3) compararlos.  Esto  es lo que hace  (4.7) en la  forma habitual,
comparando  las  verosimilitudes  de  ambas  hipótesis.  La  probabilidad  (4.7)  se  puede
escribir  como
=  1   =  (i  +  (1Fio())1  (4.11)
donde  F10 es el factor  de  Bayes, que  para  la  observación j-ésima  es
f(yOs36=0)
Fio(j)  =  f(,        .                    (4.12)
Tomando  logaritmos  y teniendo  en  cuenta  (4.23) y  (4.24) se tiene  que
                   T2 log F0(j)  =  —  ((e  +  lrj  j/3)2  —   2  J              (4.13)
a  	=j               t=j  J
Como  los residuos son el error  de predicción  un periodo  adelante,  se puede  decir que
(4.13)  equivale  a  prever  la  serie  con  5  1, prever  la  serie  con  =  0,  y comparar  las
sumas  de  los errores  de predicción  en los periodos  j,j  + 1,...,  T.  Esto  es equivalente
a.l  test  clásico  de  Chow  (Chow,  1960)  para  contrastar  cambio  estructural  cuando  la
varianza  es  conocida.  Si  la  observación  Iii  no  es  atípica,  la  suma  de  los  errores  de
predicción  suponiendo  que  j  es  un  dato  atípico  es  mayor  que  la  suma  de  los  errores
suponiendo  que  no  lo es y,  por  tanto,  la  probabilidad  (4.11)  tenderá  a  cero.  Lo contrario
ocurrirá  cuando  exista  un  valor  atípico  en  yj,  en  este  caso  (4.11)  tenderá  a  uno.  Cuando
no  existe  información  a  priori  sobre  la  magnitud  de  los  valores  atípicos  (r2  —÷  oc)  y  se
identifica  la  observación  y  como  atípica,  la  media  de  la  distribución  a  posteriori  de  
tiende  a
=     -      —  .  .  .
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que  es  la  estimación  clásica  del  efecto  del  atípico  cuando  los  parámetros  son  conocidos
(véase  Chang,  Tiao  y Chen,  1988).  Además,  la varianza  de la  distribución  condicionada
dada.  por  la  ecuación  (4.9)  coincide  con  la  varianza  del  estimador  ¡9,.
Otra  forma  de  escribir  (4.10)  consiste  en expresar  la  media  condicionada  a  posteriori
del  tamaño  del  valor  atípico  como  una  combinación  lineal  de  la  media  a  priori  y  la
estimada  a  partir  de  los  datos.  Esta  estimación  puede  demostrarse  (véase  Peña,  1990)
que  es  la  diferencia  entre  el  dato  observado  y  y  el  predictor  lineal  j  que  minimiza  el
error  cuadrático  medio.  La  ecuación  (4.10)  se  puede  expresar  como
r2v2                     o.2
_______  /                    a
—  2  2   i  2  —  XjIn)   2  2   _i_  2TVT•Ya            TZJT.-1-
jJ                 23
donde  ¡3  es  la  media  a  priori,  en  este  caso  =  0,  y   es  la  esperanza  condicionada
de  y  dadas  las  restantes  observaciones.  El  predictor  lineal  óptimo  j  =  se  obtiene
corno  combinación  de  las  p  observaciones  anteriores  y  posteriores  a  yj,  y  viene  dado
Por
p  Tj-j-i                 T—jTj-j—i
ifl  =           —  (   +             ,  (4.15)
donde   =  1  —  —  ..  .  —  ç.  Cuando  las  observaciones  están  lejos  del  final  de  la  serie
(j+p  <  n)  el  filtro  (4.15)  se  puede  escribir  como
jIn  =  ovp  (1
donde  pD(B)  =  v;27r(B)7r(B1)  es  la  función  de  autocorrelación  del  proceso  dual
çofp  +  at  —      —  .  .  .                       (4.16)
introducida  por  Cleveland  (1972).  En  este  caso,  es  la  varianza  del  proceso  dual.
En  general,  a  partir  del  polinomio  autorregresivo  truncado  -(B)  =  (1  —  —
_B)  y  la  varianza  truncada  del  proceso  dual  =  (1 +  ir?  +  ...  +  irj),
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el  estimador  (4.15) se puede  expresar  en función  de p_(B)  =
que  es  la  función  de  autocorrelación  “truncada”  del  proceso  dual.  Por  tanto,  para
cualquier  valor  de j  el predictor  lineal  óptimo  de y  es
=          —(1  —
Sea  O el vector  de  todos  los parámetros  desconocidos  del modelo
O    .  ,,a)’.
Ejecutando  el  algoritmo  de  Gibbs  sampling  con  un  vector  de  parámetros  iniciales
 elegido  arbitrariamente,  se  estiman  las  distribuciones  a  posteriori  de  todos  los
parámetros  generando  iterativamente  valores  de  las  distribuciones  condicionadas  de
cada.  uno  de ellos  a la  muestra. y  a  los restantes  parámetros.  Por  los resultados  proba
dos  en  la  proposición  2  las  distribuciones  a  posteriori  se obtienen  simulando  de  dis
tribuciones  conocidas  como son  la  Normal  Multivariante,  la  Gamma  Invertida  o  la
Bet  a.
Cuando  las  series  contienen  únicamente  valores  atípicos  aislados,  con  pocas  itera
ciones  del  Gibbs  Sampling  estándar  se obtienen  las  distribuciones  a  posteriori  de  los
parámetros  y  se identifican  los valores  atípicos.  El  problema  surge  cuando  existe  una
racha  de valores  atfpicos.  En este  caso se puede  producir  enmascaramiento  de los valo
res  centrales  de la  racha,  e identificarse  como atípicos  los datos  anteriores  y posteriores
a  la  racha  (este  fenómeno  también  se  conoce  en  inglés  como  .smearin.ç).  El  ejemplo
siguiente  muestra  estas  dos  situaciones.
Ejemplo:  Serie  artificial
La  serie  que  se  muestra  en  la  figura  4.1(a)  corresponde  a  los  datos  de  la  tabla  4.1.  La
serie  es un  AR(3)  con  n  =  50  datos  generados  con  parámetros  4 =  (0,2.1,  —1.46,0.336)’
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y  =  1 (las  raíces del polinomio autorregresivo  son  0.6, 0.7 y 0.8).  Se incluye un  dato
atípico  aditivo  en  el instante  t  27 de tamaño  27  7.  Ejecutando  el Gibbs  Sampling
una  iínica  secuencia  de S  =  3000 iteraciones,  se estiman  las probabilidades  a posteriori
de  que  cada  dato  sea  atípico  y  de  su  tamaño  con  la  muestra  que  proporcionan  las
R  =  1000 ultimas  iteraciones.  Los dos  parámetros  se estiman  con la  media  muestral
r=S—R+1
y É  (r)
r=S—R+1
Los  valores  de  los  hiperparámetros  que  se  seleccionan  son  -y  5,  -y  =  95  y  y2  =  9
De  esta  forma.  la  media  de  la  distribución  a  priori  del  parámetro  de  contaminación  es
a0  =  0.05  y la  desviación  típica  de  la  distribución  a priori  de  los  es 3 veces  la  residual.
Los  resultados  se  muestran  en  la  figura  4.2.  El  estimador  de  la  probabilidad  de  que
sea.  atípico  el  dato  27  es  =  1  y  el  de  su  tamaño  es  =  7.09.  Los  estimadores  de
las  medias  a  posteriori  del  resto  de  parámetros  en  el  modelo  (medias  muestrales)  son
=  0.04,  a(S)  =  (—0.15,2.05,  —1.49, 0.38)’  y  (S)  =  1.41.
En  la  figura  4.1(b)  se  representa  la  misma  serie  a  la  que  se  ha  añadido  una  racha
de  4  valores  atípicos  a  partir  del  instante  t  =  38.  Los  tamaños  de  los  atípicos  son
/38  =  20,   =  20,   =  17  y  /341  =  15.  En  la  figura  4.3  se muestran  los resultados  de
ejecutar  el  Gibbs  Sampling  durante  S  =  50000  iteraciones.  Como  puede  observarse  en
la  figura  4.3(a)  las  observaciones  que están  en el centro  de la  racha  no  se identifican  como
atípica.s  y  si se  identifican  las  observaciones  37 y 42 que son buenas,  con probabilidades
casi  iguales  a  uno.  Los estimadores  de  las probabilidades  para  los datos  de los extremos
de  l.a  racha  son  =  1  y  =  0.975,  pero  se  observa  un  sesgo  importante  en  la
estimación  de  sus  tamaños  /3  =  5.11  y  =  5.61  (véase  la  figura  4.3(b)).  Además,
los  tamaños  correspondientes  a  las  observaciones  fuera  de  la  racha  teóricamente  son
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Y Y Yt Y Yt
1 -0.1274 11 -14.0664 21 4.3355 31 1.4819 41 -4.9735
2 0.5541 12 -14.4163 22 5.0138 32 -3.4934 42 -7.3584
3 -1.0973 13 -12.9740 23 5.2705 33 -8.6292 43
-9.7666
4 -3.8683 14 -9.8910 24 5.6541 34 -10.6260 44 -9.4669
5 -4.9750 15 -6.6001 25 5.5110 35 -10.1068 45 -7.8670
6 -5.8816 16 -3.3033 26 5.4403 36 -8.0770 46 -5.2135
7 -6.2186 17 -1.6699 27 7.8908 37 -5.4360 47 -2.8650
8 -7.8022 18 -1.3128 28 10.0692 38 -5.9219 48 -0.0087
9 -9.7464 19 -0.1391 29 9.9644 39 -5.5209 49 0.9087
10 -12.0397 20 1.9578 30 6.3423 40 -4.8099 50 1.9833
Tabla  4.1:  Serie de datos simulados.





Figura  4.1:  AR(3)  con parámetros   =  (O,2.1,—1.46,O.336)’ y  c  1:  (a)  con  un  dato  atípico
aditivo  en  =  27 de  tamaño  27  =  7;  (b)  con 5 datos  atípicos  en  t =27,  38,  39, 40  y 41 de  tamaños  7,
20  20,  17 y  15 respectivamente
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Figura  4.2:  Resultados  del  Gibbs  Sampling  con la  serie AR(3)  con un  dato  atípico  aditivo  en   =  27
de  tamaño  27  =  7:  (a)  probabilidades  a  posteriori  de  que  cada  dato  sea atípico  con 3000 iteraciones;
(b)  estimación  de  los tamaños  de  los atípicos  para  cada  dato.
Figura  4.3:  Resultados  del  Gibbs  Sampling  con la  serie AR(3)  con 5 datos  atípicos  en  t  =27,  38,  39,
40  y  41  de  tamaños  7,  20,  20,  17 y  15 respectivamente:  (a)  probabilidades  a  posteriori  de  que  cada
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cero  excepto  para  el  atípico  aislado  y,  sin  embargo,  los  estimadores  que  se obtienen
son  =  —5.24 y  =  —2.71.  Es  claro  que  en  esta  serie  los  datos  atípicos  39  y
41  están  enmascarados  y los datos  buenos  37 y  42 están  señalados  como atípicos.  Los
estimadores  de  la  media  a  posteriori  para  el  resto  de  los parámetros  son  =  0.07,
=  (—0.09,2.16, —1.82,0.58)’ y  =  2.15.
4.3   Detección  de  rachas  de  atípicos
Para  evitar  el efecto  del  enmascaramiento  en  series temporales  con  rachas  de  atípicos
Chen  y  Liu  (1993)  demuestran  que  es mejor  estimar  los tamaños  de  los atípicos  con
juntamente.  El  problema  es  que  inicialmente  no  se  conoce  la  posición  exacta  de  la
racha.  La  solución  que  se propone  en  esta  sección consiste  en  ejecutar  el  algoritmo
de  Gibbs  Sampling  estándar  para  determinar  bloques  de  observaciones  que  pueden
estar  contaminadas  y, posteriormente,  ejecutarlo  de nuevo  agrupando  los parámetros
de  clasificación  y tamaño  de  los atípicos,  de  manera  que  en  cada  iteración  se generan
muestras  de  vectores  de  la  dimensión  de  los bloques.  La  información  queaporta  la
primera  ejecución del algoritmo  permite  adaptar  las  condiciones iniciales en la segunda
ejecución  y modificar  las  distribuciones  a priori  del modelo.  Esta  modificación es nece
sa.ria  para  reducir  el  sesgo que  se produce  en  cada  iteración  en la  media  condicionada
de  los tamaños  de los atípicos.  En efecto,  cuando  se aplica el Gibbs  Sampling se supone
que  todos  los atípicos  tienen  tamaños  medios  a priori  iguales  a cero y, por  la  ecuación
(4.14),  se tiene  que la  media  condicionada  ¡3  es una  combinación  lineal  de la  media  a
priori  y el estimador  del  tamaño.  Por  tanto,  la especificación de la media  a priori  como
=  O introduce  un  sesgo en  la media  condicionada.
El  nuevo  algoritmo  adaptativo  de  Gibbs  Sampling  consta  de  tres  etapas:
i.  En  la  Etapa  1  se  identifican  todos  los  posibles  datos  atípicos  que  contiene  la
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muestra.
u.  En  la  Etapa  2 se  estiman  conjuntamente  los  efectos  de  los  atípicos  consecutivos
que  se  han  identificado.
iii.  En  la  Etapa  3  se  identifican  las  posiciones  definitivas  de  los  atípicos  y  se  esti
man  conjuntamente  las  distribuciones  a  posteriori  de  los  parámetros  del  proceso
AR(p),  la  contaminación  y  las  magnitudes  de  los  atípicos.
La  ventaja  de  considerar  conjuntamente  los  parámetros  de observaciones  que  forman
parte  de  una  racha  es  que  cuando  están  muy  correlacionados  el  Gibbs  Sampling  se
mueve  hacia  la  distribución  a  posteriori  más  directamente.  Si  se  genera  de  la  conjunta
los  movimientos  en  cada  iteración  son  en  la  dirección  de  los  ejes  principales  en  lugar
de  paralelos  a  los  ejes  de  coordenadas.
4.3.1   Localización  de  rachas  de  atípicos
El  enmascaramiento  de  observaciones  atípicas  depende  del  sesgo  en  la  media  de  la
distribución  condicionada  de  ¡3 que  introducen  dos  factores:  (1)  simular  los  parámetros
uno  a  uno;  y  (2)  el  sesgo  que  produce  la  media  a  priori.
El  problema  de  simular  las  probabilidades  y los  tamaños  uno  a  uno,  como  se hace  en
cada.  iteración  del  Gibbs  Sampling  estándar,  es  que  las  distribuciones  condicionadas  de
las  variables  de  clasificación  y  de  los  tamaños  de  los  atípicos  dependen  de  los  p  valores
anteriores  y  los  p  posteriores  a  cada  dato.  La  presencia  de  un  atípico  en  la  muestra
afecta  a las distribuciones  condicionadas  de  2p+l  datos  como  se deduce  inmediatamente
de  las  ecuaciones  (4.7)  y  (4.10).  Chen y  Liu  (1993)  demuestran  que  los  estimadores
de  los  tamaños  que  se  obtienen  separadamente  pueden  ser  muy  distintos  de  los  que  se
obtienen  conjuntamente,  dependiendo  de  la  estructura  del  proceso.
En  una  serie  que  tenga  un  bloque  de  k  observaciones  atípicas  consecutivas,  existe
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posibilidad  de  confusión  en  2p +  k  datos.  El  objetivo  es  ejecutar  el  Gibbs  Sampling
e  identificar  estas  rachas.  Una  vez  que  se  localiza  una  observación  con  una  probabili
dad  superior  a  0.5  de  ser  atípica,  se  lleva  a  cabo  una  búsqueda  de  observaciones  con
probabilidades  de  ser  atípicas  superiores  a  0.5  entre  los  2p  datos  anteriores  y  poste
riores.  Si  en  la  búsqueda  se  identifica  algún  punto,  estos  pueden  ser  los  extremos  de
una  racha  y  enmascarar  a  las  observaciones  intermedias.  Debido  a  los  problemas  de
enmascaramiento  y  señalamiento  que  se  pueden  producir  con  determinadas  estructuras
de  dependencia  temporal,  es  conveniente  rebajar  este  requerimiento  y  buscar  observa
ciones  con  probabilidad  superior  a  una  determinada  cota  que  puede  ser  0.2  6  0.3.
Cuando  los  parámetros  del  modelo  y  la  posición  de  los  atípicos  son  conocidos  se
puede  calcular  la  media  de  la  distribución  conjunta  a  posteriori,  que  es  el  estimador
de  máxima  verosimilitud  cuando  no  existe  información  a  priori  sobre  la  magnitud  de
los  atfpicós  (r2  —*  oc).  Se  denota  por   al  estimador  de  máxima  verosimilitud  del
vector,@  para  las  rachas  identificadas  con  la  información  que  aporta  el  Gibbs  Sampling
en  8  iteraciones   y (S)).  Su  expresión  viene  dada  por  la  ecuación  (4.22)  que  se
deriva  del  teorema  2  (que  se  presenta  en  la  sección  siguiente).  El  estimador  conjunto
proporciona  información  más  precisa  de  los  tamaños  de  los  atípicos  y  se  utiliza  para
determinar  las  condiciones  iniciales  en  la  nueva  ejecución  del  Gibbs  Sampling.
La  segunda  razón  por  la  que  no  funciona  el  Gibbs  Sampling  estándar  en  la  de
tección  de  a.tfpicos  consecutivos  es  porque  la  especificación  a  priori  de  los  tamaños  no
es  apropiada  para.  los  datos  atípicos.  Para  resolver  este  problema  se propone  modificar
el  modelo  antes  de  ejecutar  el  Gibbs  Sampling  de  nuevo,  incorporando  la  información
de  los  tamaños  estimados  73 para  las  posibles  rachas  de  atípicos.  Esta  alteración  del
modelo  se  refleja  en  una  nueva  distribución  a  priori  que  permite  reducir  el  sesgo.  Las
distribuciones  a  priori  que  se  proponen  para  los  ¡9 del  modelo  (4.1)  son  independientes
con  distribuciones:  (a)  para  observaciones  que  pertenecen  a  una  racha  la  distribución
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es  N(,  T2),  donde  es la  coordenada  correspondiente  a  la  observación  j-ésima
en  el estimador  conjunto  de  todos  los tamaños  de  la racha;  (b)  para  las observaciones
atípicas  aisladas  la  media  de  la  distribución  a  priori  se  puede  sustituir  por  el  esti
(S)mador  que  proporciona  la  primera  ejecucion  del  Gibbs  Samphng  j3  ;  y  (c)  para  las
observaciones  buenas  no se modifica la  distribución  a priori.
4.3.2   Distribuciones  condicionadas  de  bloques  de  observaciones
Cuando  se  han  identificado  las  posibles  rachas  de  atípicos  que  contiene  la  muestra,
la.  forma  más  eficiente  de  ejecutar  el  Gibbs  Sampling  es  generando  muestras  de  las
distribuciones  conjuntas  por  bloques  de  observaciones.  Supongamos  que  se  identi
fica  una  racha  de  k  datos  atípicos  que  se  inicia  en  el  instante  j-ésimo.  Sean  5j,k  =
(8»,  .  .  ,  6j+k—i)’  y  /3,k  =  (j,..  .  ,j+k—i)’  los  vectores  que  contienen  las  variables  de
clasificación  y tamaño  del  bloque  completo.  En  este  caso, el vector  de parámetros  del
modelo  es
=  
Para.  poder  aplicar  el  Gibbs  Sampling estándar  es necesario  conocer  las distribuciones
coidicionadas  a posteriori  de todos  los parámetros  de 0B’  Junto  con las  distribuciones
de  la  proposición  2 las  distribuciones  de  Sj,  y  ,k  son  las  que  se emplean  en  la  se
gunda  ejecución  del  Cibbs  Sampling.  Las distribuciones  condicionadas  de los vectores
k  dimensionales  5j,i  y /3j,k  se obtienen  en los teoremas  1 y  2 que se enuncian  a  conti
nuación.  Las  demostraciones  de  los teoremas  se presentan  en el  apéndice  final de  este
capítulo.
TEORFMA  1  Si  y  =  (yl,.  .  .  ,  es  un  vector  de  observaciones  que  siguen  el  modelo
de  la  ecuación  (.1),  y  suponiendo  distribuciones  a priori  independientes  Bernoulli(a)
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para   6i+k—1,  la  distribución  de   condicionada  a  la  muestra  y  al  resto  de  los
para’metros  6j,k  =   es
1 y,       =c QSik(1  —
/    1  t—j                       t—j             
x  exp  ( ——   (e  +   irt_/3t_)2  +   (e  +   ir8_8t_)2  } ) (4.17)
a    t=j       i=0                   j+k    i=t—j—k+1         J/
donde  8j,k  c—1  Si,  1,k  =  min{n,j+k+p—1},  ir0 =  —1, ir  =  çbj  parai  l,...,p
y  ir  =  O para  i  <  O e  i  >  p,  C  es  la  constante  de  normalización  para  que  la  suma
de  las  probabilidades  de  las  2k  combinaciones  de   sea  1,  y  e  es  el  residuo  en  el
periodo  t  para  la  serie  corregida  por  los  valores  aUpicos  identificados  en  periodos  fuera
del  intervalo  [j,j  +  k  —  1]
i—j         p
si  t=j,...,j+k—1
*  —                  i=1          =t—j+1
—            t—j—-k
—  0  —      irx_  —          7ry_  —             si L >  j  +  Jc —  1.
i=1         i=t—j—k+1        i=i—j+1
(4.18)
TEOREMA  2  Si  y  =  (yi,.  .  .,y)’  es  un  vector  de  observaciones  que  siguen  el  modelo
de  las  ecuaciones  (.1),  y  suponiendo  distribuciones  a priori  independientes  N30,  r2)
para  el  vector  ¡3j,k  la  distribución  de  /3j,k  condicionada  a  la  muestra  y  al  resto  de  los
parómetros  es
$j,k  Y, ,  ,  ,   Nk  (s,k  j,k),                 (4.19)
con  pavdmetros
j,k  =  (D.k  (      Dj, +  i)              (4.20)
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y
/    1T3,k              1
Pj,k  =  j,k  ( —-—-   eDH_  +  —3  ,              (4.21)
      atj                 J
donde  Tj,k  =  min{n,j  +  k  + p —  1},  ir0  —1, ir  =  qj  para  i  =  1,...  ,p  y  ir  =  O para
i  <  O e  i  >  p.  D  es  una  matriz  diagonal  k  x  k  con  elementos  8,.  .  .  ,  6j+k—1  y  H  es
un  vector  ¡cxl  que  se  define  como  Ht  =  (7rt,7rt-i,.  .  .   Los  residuos  e  vienen
dados  por  la  ecuación  (J.18).
Si  definimos  las  matrices  W1  =      í,k  (D,k    Y W2  =
se  tiene  que
j,k  =  W1  /3j,k  +  W2
donde  W1  +  W2  =  1.  Esto  quiere  decir  que  la  media  a  posteriori  de  la  distribución
condicionada  de  j,k  es  una  combinación  lineal  entre  el  vector  de  medias  a  priori  
y  el  estimador  clásico  de  máxima  verosimilitud  o  de  mínimos  cuadrados  generalizados
del  vector  de  tamaños  de  los  atípicos  que  es
/       Tj,k              _1 /  Tj,k
=  ( D,    )   (—   ) .         (4.22)
     t=j      J       =j     J
Maravall  y  Peña  (1995)  demuestran  que  el  estimador  (4.22)  es  equivalente  al  vec
tor  de  diferencias  entre  las  observaciones  y,  (t  =  j,..  .  ,j  +  k  —  1)  y  las  predicciones
=  E(y,  Yi•..  Yj—i, Yj+k,•  .  .  ,  y,)  cuando  S  =  1,  y  es  cero  en  caso  contrario.  La
matriz  II  =    es  la  submatriz  k  x  k  de  la  matriz  de  autocovarianzas
“truncadas’  del  proceso  dual  (4.16),
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2                ID                       ID
Yk—1,T3—j—k+1
II      Y_1,Tjk_j      11—j—1   1”   Y—2,Tk—j—k+1
D                  D                     2
‘Y—k+1,T3k—j  Y—k+2,Tk—1
donde  =   u  es  la  varianza  “truncada”  del  proceso  dual  y  p  es  el  coefi
ciente  de  B  en  la  función  de  autocorrelación  “truncada”  del  proceso  dual,  p  (B)  =
—2  ¡  D    ¡ D—1
lJ  )tpJJ)RjkL)
Para  simplificar  la  programación  de las  probabilidades  (4.17)  y las  distribuciones
(4.19),  otra  forma  de  escribir  los residuos  (4.18)  es definir  una  nueva  variable  x,  tal
que
*   í y  sit=j,...,j+Jc—1
xt  =
1 Xt  sitj,...,j+k—1.
Entonces,  los residuos  (4.17) se pueden  escribir  como
 parat>j.
4.3.3   Algoritmo  adaptativo  de  Gibbs  Sampling  II
El  algoritmo  adaptativo  de  Gibbs  Sampling  para  series temporales  se ejecuta  en  tres
etapas,  cuya  descripción  se detalla  a  continuación:
Etapa  1: Se ejecuta  el  algoritmo  de  Cibbs  Sampling  con una  iínica  secuencia  de  8
iteraciones.  hasta  que  el  comportamiento  de  las  series resultantes  sea estable.  Con  la
muestra  que  proporcionan  las  R  ultimas  iteraciones  se estiman  los parámetros  
(  )
3parat=p+1,...,n,yelvector
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Etapa  2: Se identifican  las rachas  de observaciones  atípicas  mediante  los siguientes
pasos:
1.  Identificar  las  observaciones correspondientes  a los instantes  t1,.  .  .  ,  tm,  tales  que
>  0.5.
2.  Si existe  alguna  observación  a  una  distancia  k  de  t  tal  que  —2p <  k   2p y
Pk  >  0.3,  se forma  un  bloque  entre  y  e Yt+k.
Se  calcula  el  estimador  de  máxima  verosimilitud   dado  por  la  ecuación  (4.22),
para  los instantes  t  tales  que  k  > 0.
Se  modifican  las distribuciones  a  priori  de los tamaños  /3  del  siguiente  modo:
a.  Si  una  observación  pertenece  a  un  bloque  identificado  en  2,  entonces  la  dis
tribución  a  priori  es  N(j9,r2),  siendo  /3  la  coordenada  correspondiente  a  la
observacion  j-esima  de
b.  Si una  observaciones es atípica  y está  aislada  (k  =  0),  la  distribución  a priori  es
()  r2),  donde   es el  estimador  de ¡3 que  se obtiene  en la  primera  etapa.
c.  Si una  observación  no  se identifica  como atípica  ni  pertenece  a  alguna  racha,  la
distribución  a priori  es N(0,  r2).
Etapa  9:  Se ejecuta  el  algoritmo  de  Gibbs  Sampling  con  una  iínica  secuencia  de
S  iteraciones,  hasta  que  el  comportamiento  de  las  series  resultantes  sea  estable.  El
algoritmo  se ejeduta  para  el vector  de  parámetros  0B  con  tantos  bloques  como hayan
sido  identificados  en la  etapa  2.  Las condiciones iniciales son:
 D)  1 si ji  >  0.5 (estimado  en la  etapa  1), 6 si yj pertenece  a algún  bloque  de
los  identificados  en la  etapa  2; S°  =  O en caso  contrario.
2.     =  si  yt  está  en  algún  bloque;  30)  =   si y  es una  observación  atípica
aislada;  y  =  O si no ocurre  ninguna  de  estas  dos opciones.
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Una  diferencia  importante  entre  este  algoritmo  y  el  que  se propuso  en  el  capítulo  3
para  regresión  es  que  no  existen  indicaciones  para  seleccionar  las  condiciones  iniciales
en  la  primera  etapa,  éstas  se  pueden  elegir  libremente.  En  la  aplicación  del  Gibbs
Sampling  en  series  temporales  para  la  resolución  del  modelo  (4.1)  no  tiene  sentido
suponer  en  las  condiciones  iniciales  que  la  mayoría  de  las  observaciones  son  atípicas.
La  razón  es  que  para  cada  dato  que  se  supone  atípico  inicialmente  hay  que  proponer
un  tamaño  adecuado  sobre  el  que  no  se  tiene  ninguna  información  antes  de  ejecutar
el  algoritmo.  Por  este  mismo  motivo  no  supone  una  ventaja  adicional  ejecutar  el
Gibhs  Sampling  en  paralelo  y  se  ha  optado  por  ejecutar  una  única  secuencia  y utilizar
las  últimas  R  1000  iteraciones  para  estimar  las  distribuciones  a  posteriori  de  los
parámetros  del  modelo.
El  número  S de  iteraciones  que  se  deben  ejecutar  en  cada  etapa  se puede  determinar
por  cualquiera  de  los  métodos  unisecuenciales  para  controlar  la  convergencia.  El  proce
dimiento  que  se  ha  seguido  en  este  trabajo  se  adapta  fácilmente  al  programa  principal
y  se  basa  en  el  control  de  los estimadores  de  las  probabilidades  de  que  cada  observación
sea  atípica.  En  cada  iteración  s  >  1000  se  calcula  J3,...   con  la  muestra  que
proporcionan  la.s s —  1000  últimas  iteraciones.  El  criterio  de  parada  consiste  en  buscar
el  mínimo  número  de  iteraciones  S > 2000  tal  que,  para  un  cierto  € >  0,  se  verifica  que
s1)_13s)  <€paratodot=p+1,...,n.
4.3.4   Ejemplo:  Serie  con  una  racha  de  atípicos
Para  ilustrar  el  comportamiento  del  algoritmo  adaptativo  de  Gibbs  Sampling  II  se
considera.  nuevamente  la  serie  de  la  figura  4.1(b).  La  observación  atípica  individual
que  se  encuentra  en  el  instante  t  =  27  se  detecta  fácilmente,  mientras  que  la  racha  que
comienza  en  la  observación  t  38  produce  enmascaramiento  y  no  se  detecta  con  el
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Gibbs  Sampling estándar.  El número  de iteraciones  del Gibbs  Sampling que se ejecutan
en  las  etapas  1 y  3 dependen  de   i0.
Los  resultados  de la  primera  etapa  del algoritmo  adaptativo  de  Gibbs  Sampling  se
mostraron  en  la  figura  4.3.  A partir  de las  probabilidades  estimadas  para  cada  dato
se  identifica  una  racha  de  posibles  atípicos  entre  las  observaciones  37  y  42.  En  la
figura  4.4(a)  se representan  los  tamanos  de  los atipicos  en  la  racha  /376,  estimados
conjuntamente  por  máxima  verosimilitud.  Los estimadores  se obtienen  eliminando  los
datos  de  la  racha  y  considerándolos  como faltantes;  se  calculan  como  la  diferencia
entre  los valores  observados y los interpolados.  En  la  figura 4.4(b)  se muestran  la  serie
observada,  con trazo  continuo,  y la  serie interpolada  con trazo  discontinuo.
Adaptando  las  condiciones  iniciales  se  ejecuta  de  nuevo  el  Gibbs  Sampling  un
número  S =  10700 de iteraciones.  Los estimadores  de las probabilidades  a posteriori  de
que  cada. dato  sea  atípico,  ,  se  muestran  en  la  figura  4.5(a).  El  algoritmo identifica
sin  ninguna  duda  la.s observaciones que son atípicas  y ninguna  más.  Los tamaños  de las
observaciones  atípicas  que se estiman  se representan  en la figura  4.5(a).  Los valores que
se  obtienen  son    = 7.28  y     = (—0.09, 17.35, 16.78, 15.01, 14.73,0.02)’.  Cuando
el  algoritmo  identifica  correctamente  los atípicos  la varianza  residual  estimada  dismin
uve,  siendo  al  final  de  las  iteraciones  ¿  =  1.16.  Los estimadores  de  los restantes
parámetros  son    = 0.07 y    = (—0.12,2.13, —1.65,0.45)’. En  esta  etapa  todos  los
estimadores  que se calculan  son medias  muestrales.











Figura  4.4:  Resultados  de  la segunda  etapa  del  algoritmo  adaptativo  de  Gibbs  Sampling  con la  serie
AR(3)  con  5 datos  atípicos:  (a)  estimación  máximo  verosímil  conjunta  de los tamaños  de  los atípicos
entre  los  datos  37 y  42  (el  resto  son  los estimadores  del  Gibbs  Sampling);  (b)  serie  observada  (trazo










Figura  4.5:  Resultados  del Gibbs Sampling  con la serie AR(3) con .5 datos  atípicos:  (a) probabilidades
a  posteriori  de  que  cada  dato  sea  atípico  con  10700  iteraciones;  (b)  estimación  de  los  tamaños  de  los
atípicos  para  cada  dato.
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Apéndice
Demostración  de la proposición  2.  Sea  9  =  (,  ¡3, o,  a)’,  como  P(  ¡ O)  es  localmente
uniforme  se  tiene  que
P(ç  y,9)  cx f(Yp             Yp+i,.. .  ,yn- ,O)  P(ç5  O)
cx  exp  (  (Yp+i——          .. exp  (—  (i——
20•a                                 2aa
cx  exp  (-  (‘ (  xx)  -2’  ( 
a          t=p1
Por  tanto,
       .
donde  ft  y   coinciden  con  (4.5)  y  (4.6).
Sea.  8  =  (ç,3,a)’,  entonces
P(2  Y,6aa)  cx  f(y’  9;_2)  .f(y  y+i,...,y_1,Oa)  .  P(a  Oaa)
cx  (a2)   exp (— -2   (yt  —  — X)2)  (2)  -‘
tp+1
y  la. distribución  de  o2  es
y,  ,  ø   Gamma  (n;  ,            a),
t=p+1
Teniendo en cuenta que, si Z es una variable aleatoria con distribución Gamma(n/2,
rn/2). entonces rriZ tiene una distribución x  (Johnson y Kotz, 1970, pag. 167), es
inmediato comprobar que
.
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Sea  0s,  =  (,  j),!3,a,o)’.  Si definimos el vector y  como la parte  de la  muestra
comprendida  entre  los instantes  j  y  k,  y  =  (yj,..  .  , yk)’, la  función  de  verosimilitud
puede  factorizarse  del  siguiente  modo:
y  1 Os Si)  =  f(  1 &) . f( y  y,  O  S)  f(y,  +1  Yi,  
siendo  T  =  min(n,j  +p).  El  único  término  que depende  de  5  es f(y  y,OSj)
que  es el producto  de  las  densidades  condicionadas
f(yi  y,OSj)   exp  (_(e  -  S)2)
f(y+i   9  S)   exp  (_(e+i  +
f(yT,  yI,O6S)   exp  (_(ei  +
Por  tanto,
=  O)  exp  (_2e2)                4.23
f(y  1  8.  =  1)   exp (— (e  +                    (4.24)aj
Aplicando  el  teorema  de  Bayes se obtiene  la  probabilidad  (4.7).
Sea. 9,  =   entonces
1 y,O)  f(y  I     P(I3 l
Si  S  =  O, la  verosimilitud  (4.23) no depende  de  ,i3 y,  por  tanto,
j  y,O)  =       fN(j 1 O,2),
donde  fN(  I i-  2)  es  la  función  de densidad  de una  normal  con media   y varianza  ,2
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Si  6j  =  1,  la  verosimilitud  es  (4.24)  y
¡    1                    1
cx  exp       (e*+iri)2  —
a
 exp  (-  ((iri  +      +      rie))
 exp  (  (r2u2+  ) ( +  + )  2).
Por tanto, la distribuci6n cond cionada e la magnitud del da o típico dad s losrestantes parámetros es
 N(6,a),donde la m dia y la varianza coi ciden con las expresiones (4.9) y (4.10).Sea & = (4, 5, ,i3, o, como la verosimilitud no depende d a,
P(a 6)  P(Oa a) . P(a) = P( a) .
siendoP(8 a) = a6t(1 — a)l_&t   t =1,. . .  n.La. distribución cond cionada e a s
P(a )  a1(1 — a)2l  aSt(1 — a) _Stp+1Y1 +(n—p)—1 (1 
y, por tanto,a     Beta  + (n —p)2 + (n —p)(l —6)).D
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Demostración  del  teorema  1.  La  distribución  del  vector  j,k  condicionada  a  la
muestra  y  al  resto  de  los  parámetros  es
1 y, O)  f(Y  0i,k  j,k)  S3,k  (1  —  a)k_Sk,          (4.25)
donde  la  función  de  verosimilitud  se  puede  factorizar  como
f(y  °5k;  j,k)  =                                                                1YL i,k) f(Y,k+l  Yp+1  96i,k),
siendo  el  vector  y  =  (y,.  .  .  ,  y)’.  El  único  término  que  depende  de  j,k  es  f(y
y,  06k;  ‘Sj,k)  que  es  el  producto  de  las  densidades  condicionadas
f(yj  jy,O5k;6j)   exp  (_(e_6i)2)
1 y  2,Os3k;J,k)  exp  (_(e+k_l  —  j+k-1j+k—1  +  ...  +
.f(yj+k    exp  (_(e+k  +  16j+k-1j+k-1  +  ...  +  k6ii))
f(yT2k  y  ,0sk;,k)   exp  (_(ek  +  --k+1Sj+k-1j+k-1  +  ..  .  +
+       k_jij))
Por  tanto,  la  función  de  verosimilitud  se  puede  expresar  como
/   1  /+k—1     1—j
f(y  OsJk;Jk)cxexp(——  f   (e   +   (e  +  
   °a    =j      íO             t—i+k   it—j—k+1
(4.26)
y  sustituyendo  en  (4.25)  se  obtiene  la  probabilidad  (4.17)  para  cualquier  configuración
del  vector  j.k•                                                              O
Demostración  del teorema  2.  Sea O  =  (,  5, o,  a)’.  La  distribución  condicionada
de  3:.  es
1 y, 8)  f(y   I3,k)
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La  función  de  verosimilitud  f(y  1  )3j,k)  se  calcha  en  la  demostración  del
teorema  1 y la  ecuación  (4.26) se puede  escribir  como
/   1
f(y  k;  I3,k) oc exp  ( —-—  (e  + H  D,k/3k)’(e  +  H’_Dj,k/3,k)
  atj
Por  tanto,
/   11 y, k)  cx  exp  ( —-— (e  +  +  H_D,k,i3,k)
  atj
•  exp  (_j,k  -  o)’(,k  -
oc  exp  (— (Ik  (  k   +  i)  /3j,k
-2  (-‘   +  )  ¡3))
cx  exp ((,k  -    k)’(j,k  -
donde  j,k  y     se definen en  (4.20) y (4.21) respectivamente.               O
Capítulo  5
Conclusiones
La.  investigación  desarrollada  en  esta  tesis  doctoral  se  centra  en  la  aplicación  y  mejora
del  algoritmo  de  Gibbs  Sampling  para  la  identificación  de  observaciones  ati’picas  en
regresión  y  series  temporales.
La  aplicación  del  Gibbs  Sampling  que  proponen  Verdinelli  y  Wasserman  (1991)
para  el  problema  de  identificación  de  valores  atípicos  en  una  muestra  se  puede  exten
der  a  la  identificación  de  atípicos  en  modelos  de  regresión.  Cuando  los  atípicos  están
aislados,  el  Gibhs  Sampling  evita  que  se  tengan  que  realizar  los  2  cálculos  necesarios
para  obtener  las  distribuciones  a  posteriori  de  los  parámetros  en  el  modelo  de  contami
nación  de  escala.  Sin  embargo,  cuando  los  datos  contienen  observaciones  ati’picas  que
enmascaran  atípicos  o  señalan  como  atípicas  observaciones  que  lo  son,  los  estimadores
que  se  obtienen  con  la  muestra  que  proporciona  el  Gibbs  Sampling  pueden  estar  muy
sesgados.  El  análisis  de  otros  modelos  más  generales  que  el  de  contaminación  de  escala
indica  que  la  convergencia  tampoco  mejora  cambiando  el  modelo.  Los  ejemplos  mues
tran  que  en  regresión  el  principal  problema  para  que  el  Gibbs  Sampling  no  converja  es
el  de  las  observaciones  atípicas  que  son  influyentes  porque  tienen  un  potencial  alto.
El  procedimiento  basado  en  el nuevo  algoritmo  adaptativo  de  Gibbs  Sampling  com
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bina,  en  un  proceso  de  aprendizaje  que  se  realiza  en  dos  etapas,  el  Gibbs  Sampling
estándar  con  el  análisis  de  la  matriz  de  covarianzas  de  las  variables  de  clasificación.
Los  vectores  propios  asociados  a  los  autovalores  no  nulos  de  la  matriz  estimada  con
Gibhs  Sampling  proporcionan  información  sobre  qué  datos  pueden  ser  atípicos.  El
Gibbs  Sampling  se  ejecuta  en  las  dos  etapas  y  las  condiciones  iniciales  se  van  adap
tando  con  la  información  que  se  incorpora  en  cada  una  de  ellas.  El  procedimiento  se
puede  usar  de  manera  automática  e  incluye:  (1)  un  criterio  para  seleccionar  las  condi
ciones  iniciales  cuando  no  se  tiene  información  sobre  la  contaminación  de  la  muestra;
y  (2)  un  método  basado  en  la  matriz  de  covarianzas  para  dividir  la  muestra  en  dos
grupos,  uno  de  ellos  que  contenga.  al  menos  todos  los  datos  atípicos.  La  aplicación  a
algunos  de  los  ejemplos  más  frecuentemente  analizados,  y  en  los  que  fallan  tanto  el
Gihbs  Sampling  estándar  como  otros  procedimientos  de  identificación  de  atípicos  pro
puestos  recientemente  en  la  literatura,  muestra  la gran  potencia  del  procedimiento  para
identificar  observaciones  atípicas  enmascaradas.  La  aplicación  del  Gibbs  Sampling  con
las  condiciones  iniciales  que  se  determinan  en  la  primera  etapa  del  algoritmo  adapta
tivo  es  suficiente  en  determinados  conjuntos  de  datos  para  evitar  el  enmascaramiento.
Sin  embargo.  cuando  las  observaciones  atípicas  son muy  influyentes,  o el  porcentaje  de
contaminación  es  muy  alto,  es  necesario  completar  las  dos  etapas  para  identificar  los
verdaderos  datos  atípicos  que  contiene  la  muestra.
En  series  temporales  aparecen  los  problemas  de  enmascaramiento  cuando  se  pre
sentan  varios  atípicos  consecutivos  Es  frecuente  entonces  que  aparezcan  como  atípicas
ínicamente  las  observaciones  iniciales  y  finales  de  la  racha.  El  método  que  se  propone
se  inscribe  en  el  grupo  de  los  que  de  forma  unificada  detectan  atípicos,  corrigen  sus
efectos  y estiman  los  parámetros  del  modelo.  El  algoritmo  adaptativo  propuesto  consta
de  tres  etapas  en  las  que:  (1)  se  ejecuta  el  Gibbs  Sampling  para  facilitar  la  aparición
de  las  observaciones  aisladas  y  los extremos  de  las  rachas;  (2)  para  cada  dato  tal  que  la
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probabilidad  estimada  de  ser  atípico  sea  superior  a  0.5  se  exploran  los  p  datos  anterio
res  y posteriores;  y  (3)  se  ejecuta  el  Gibbs  Sampling  muestreando  en  cada  iteración  de
las  distribuciones  multivariantes  correspondientes  a  las  variables  de  clasificación  y  los
tamaños  de  los  atípicos  en  la  racha.  La  diferencia  entre  este  algoritmo  y  el  propuesto
para  regresión  es  que  en  la  segunda  ejecución  del  Gibbs  Sampling  se  modifican  además
de  las  condiciones  iniciales  las  distribuciones  a  priori  de  los  tamaños  de  los  atípicos,
para  reducir  el  sesgo  en  la  media  condicionada  de  este  parámetro.
El  algoritmo  adaptativo  para  regresión  se  basa  en  una  forma  concreta  de  extraer  la
información  de  la  matriz  de  covarianzas  a  través  de  los  componentes  principales.  Una
extensión  inmediata  del  método  es  la  exploración  de  otras  formas  de  identificar  los
conjuntos  de  atípicos,  como  por  ejemplo  aplicar  técnicas  de  análisis  de  conglomerados
sobre  esta.  matriz.  Cuanto  mayor  sea  la  capacidad  de  discriminación  del  procedimiento
mayor  será  la  fiabilidad  de  los  resultados  que  aporta  el  algoritmo  adaptativo.
El  modelo  de  series  temporales  considerado  en  esta  tesis  se  limita  a  un  proceso
autorregresivo  con  valores  atípicos  aditivos.  Se  proponen  las  siguientes  posibles  líneas
de  investigación  futuras:
1.  Desarrollo  de  nuevos  algoritmos  adaptativos  de  Gibbs  sampling  para  procesos
ARMA(p,q).  La  obtención  de las distribuciones  condicionadas  en  procesos  MA(q)
es  más  complicada  y  se  puede  resolver  aumentando  el  vector  de  parámetros  con
las  q  perturbaciones  anteriores  al  primer  periodo  que  se  observa.
2.  Considerar  otros  tipos  de  valores  atípicos  y  cambios  estructurales.
3.  Eliminar  la  restricción  de  que  no  existan  atípicos  en  las  primeras  p observaciones
y  que  estas  variables  sean  fijas.  Un  procedimiento  consiste  en  aumentar  el  vector
de  parámetros  con  las  variables  no  observadas  del  proceso  p  periodos  antes  de
tomar  la  muestra.
4.  Generalizar  los  métodos  expuestos  en  esta  tesis  para  otros  modelos  de  series
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temporales  y,  en  particular,  para  modelos  lineales  dinámicos  en  el  espacio  de  los
estados.
Finalmente,  es  importante  señalar  que  los  algoritmos  adaptativos  de  Gibbs  Sam
pling  desarrollados  en  esta  tesis  pueden  adaptarse  a  la  resolución  de  otros  problemas
en  los  que  la  convergencia  del  Gibbs  Sampling  estándar  sea  lenta.  En  particular,  las
ideas  desarrolladas  para  adaptar  las  condiciones  iniciales  en el  caso  de  regresión  pueden
ser  iítiles  en  análisis  de  conglomerados  o  en  la  identificación  de  atípicos  en  problemas
como  la  regresión  logística,  modelos  econométrkos  dinámicos  o modelos  de  ecuaciones
simultáneas.
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