We present an electrocardiogram (ECG) -based emotion recognition system using self-supervised learning. Our proposed architecture consists of two main networks, a signal transformation recognition network and an emotion recognition network. First, unlabelled data are used to successfully train the former network to detect specific pre-determined signal transformations in the self-supervised learning step. Next, the weights of the convolutional layers of this network are transferred to the emotion recognition network, and two dense layers are trained in order to classify arousal and valence scores. We show that our self-supervised approach helps the model learn the ECG feature manifold required for emotion recognition, performing equal or better than the fully-supervised version of the model. Our proposed method outperforms the state-of-the-art in ECG-based emotion recognition with two publicly available datasets, SWELL and AMIGOS. Further analysis highlights the advantage of our self-supervised approach in requiring significantly less data to achieve acceptable results.
INTRODUCTION
Electrocardiogram (ECG) has been proven to be a reliable source of information for emotion recognition systems [1] [2] [3] [4] . Automated ECG analysis can identify the affective states of users such as happiness, sadness, and stress, among others. Understanding and quantifying the emotional states of humans can have significant effects on intelligent human-machine systems. ECG and other physiological signals have been used in several affective computing applications. For example, [5] performed stress detection using ECG, electromyography (EMG), and galvanic skin response (GSR), during driving tasks. In [6] , a dynamic difficulty adjustment mechanism for computer games was proposed to provide tailored gaming experience to individual users by analysing ECG and GSR. An ECG-based deep multitask learning framework was proposed in [3, 7] for adaptive simulation. The aim was to provide personalised training experience to individual users based on their level of expertise and cognitive load.
Although ECG has considerable potential for affective computing, we often lack sufficient labelled data in order to train deep supervised models. To tackle this problem, we propose a deep learning solution based on self-supervised learning [8] . Self-supervised learning is a representation learning approach, in which models are trained using automatically generated labels instead of human annotated labels. There are a number of advantages to self-supervised learning. First, the feature manifolds learnt using this approach are often invariant to inter-instance and intra-instance variations [9] by learning more generalized features rather than task-specific ones. As a result, these models can be reused for different tasks within the same domain. Moreover, self-supervised models require less amount of human-annotated labels to achieve high classification performance.
In this paper we propose ECG-based emotion recognition using multi-task self-supervised learning for the first time. We use two publicly available datasets, SWELL [10] and AMI-GOS [11] . First, to train our network with automatically generated labels, we perform 6 different signal transformation tasks. Next, the 6 transformed signals along with the original ones are used to train a multi-task convolutional neural network (CNN) in a self-supervised manner. The proposed CNN architecture consists of 3 convolutional blocks as shared layers followed by 2 task-specific dense layers. As the next step, we use the pre-trained model for emotion classification. To do so, we transfer the weights of the pre-trained network to a new network and train a simple fully-connected layer. Our model achieves great results on the two datasets. Further analysis shows that our self-supervised model is better or competitive in comparison to the same network when trained in fully supervised fashion. Finally, we set a new state-of-the-art for arousal and valence detection for SWELL and AMIGOS datasets.
RELATED WORK
Self-supervised learning is becoming popular in the field of computer vision [9, 12] , natural language processing [13] , speech and signal processing [14, 15] , and others. Human activity recognition using self-supervised learning was performed in [15] , where different signal transformation tasks were carried out as pretext tasks to generate automatic labels.
A wide variety of activity recognition tasks such as walking, sitting, and jogging were performed using 6 different publicly available datasets. It was shown that self-supervised learning helps convolution networks learn high-level features. Another work [12] performed 3D pose estimation using selfsupervised learning. Training a model to estimate 3D poses requires large amounts of training data and is highly resourcedependent. To overcome these problems, the authors used available 2D pose data and performed epipolar geometry to calculate 3D poses in self-supervised manner. The obtained 3D poses were used to train a model to perform 3D pose estimation. In [16] , a self-supervised learning method was used for action recognition. The model was first trained using a 3D convolution neural network to predict the order of shuffled video clips. Subsequently, the pre-trained model was fine-tuned using nearest neighbour technique for action recognition.
PROPOSED METHOD

Self-supervised Learning
Let T p and T d be two categories of tasks, namely pretext and downstream tasks, where T p is trained using automatically generated pseudo-labels P j while T d is trained using true labels y i . Now, let (X j , P j ) be an example tuple of inputs and pseudo-labels for T p , j ∈ [0, N ], where N is the total number of signal transformations performed. Our goal is to obtain a feature manifold F that can easily distinguish between the T d classes. To do so, we define a model ψ j , F = γ(X j , θ), where θ is the set of trainable parameters and ψ j is the predicted probability of the j th transformation task. Accordingly, we find the optimum parameters θ by minimizing the weighted average of the individual losses of the signal transformation network L j . This loss is defined as:
where α j is the loss coefficient of the j th task. Consequently, we can use the feature manifold F to perform T d , since it contains useful information regarding the original signals X 0 . In order to perform T d using the learned feature manifold F , we use a simple model ρ = ζ(F, θ ), where θ is the set of trainable parameters, and ρ is the probability vector of T d classes. We then calculate the optimum value of θ by minimizing the cross entropy loss:
where M is total number of classes. Figure 1 presents an overview of our pipeline, where self-supervised training is performed followed by transfer learning for emotion recognition. First, a multi-task CNN is trained using automatically generated labels to recognize signal transformations. Then, the weights are transferred to the emotion recognition network, where fully connected layers are trained to classify emotions.
Signal Transformation Tasks
We train our self-supervised network on the pretext tasks to enable the network to learn spatiotemporal features and abstract representations of the data. For our developed signal transformation recognition network, 6 different tasks are performed [15, 17] . These tasks are as follows:
• Noise addition: Random Gaussian noise is added to the ECG signal. • Scaling: The magnitude of the ECG is scaled by 20%. The parameters for the signal transformations, for instance the scaling factor and amount of noise, are selected empirically with the goal maximizing the final emotion recognition performance.
Network Architecture
Signal Transformation Recognition Network: Our multitask signal transformation recognition network consists of 3 convolutional blocks and 2 dense layers. The convolutional layers are shared for the different tasks while the dense layers are task-specific as shown in Figure 1 . Each convolutional block consists of 2 × 1D convolution layers with ReLu activation functions followed by a max-pooling layer of size 8. In the convolutional layers, we gradually increase the number of filters, from 32 to 64 and 128. The kernel size is gradually decreased after each convolutional block from 32 to 16 and 8 respectively. Finally, at the end of the convolutional layers, global max-pooling is performed. The dense layers that follow consist of 2 fully-connected layers with 128 hidden nodes followed by a sigmoid layer. We use 60% dropout in the dense layers and L2 regularization with β = 0.0001 to overcome possible overfitting. The summary of the network architecture is presented in Table 1 .
Emotion Recognition Network: In this step, we develop a simple emotion recognition network with identical convolution layers to the signal transformation recognition network and 2 dense layers with 64 hidden nodes, followed by a sigmoid layer. We then transfer the weights from the convolutional layers of the signal transformation recognition network to the convolution layers of this network. The ECG signals and emotion labels are then used as inputs and outputs for training this network. It should be noted that the weights transferred from the convolutional layers of the signal transformation recognition network are frozen and hence not re-trained (only the dense layer is trained). We keep the fully-connected layers of the network simple in order to be able to evaluate the performance of our approach with regards to the self-supervised learning of the signal transformation tasks.
EXPERIMENTS AND RESULTS
Datasets
We use two public datasets, SWELL [10] and AMIGOS [11] . The SWELL dataset was collected from 25 participants with the aim of understanding the mental stress and emotional attributes of employees in a typical office environment under different working conditions. Each of these conditions were designed for a duration of 30-45 minutes. The AMIGOS dataset was collected from 40 participants, where emotional video clips were shown to participants individually and in groups to elicit affective reactions. In both the dataset, participants' self-assessed affect scores were recorded on a scale of 1-9. The SWELL dataset has been recorded using MOBI devices (TMSI) [18] with self-adhesive electrodes, at a sampling frequency of 2048 Hz while the AMIGOS has been collected using Shimmer sensors [19] at a sampling frequency of 256 Hz. We perform very little pre-processing on the ECG signals. Since the two datasets are recorded at different sampling rates, SWELL ECG signals are first downsampled to 256 Hz. Then we remove ECG baseline wander for both datasets by applying a high-pass IIR filter with a pass-band frequency of 0.8 Hz.
Model Training
The ECG signals are segmented into a fixed window size of 10 seconds. Each segment is used to generate 6 transformed variations used to train the signal transformation recognition network. Our proposed architecture is implemented using Ten-sorFlow on an Nvidia 2070 Ti GPU. To train both networks (signal transformation recognition and emotion recognition), Adam optimizer [20] is used with a learning rate of 0.001 and batch size of 128. The signal transformation recognition network is trained for 30 epochs, while the emotion recognition network is trained for 100 epochs, as steady states are reached with different number of epochs. Similar to [11, [21] [22] [23] the affective attributes (output labels) for both datasets are converted to binary classes by setting a threshold equal to the mean. We use 10-fold cross-validation to evaluate the performance of our proposed model. Figure 2 shows that at 13 epochs, the signal transformation recognition model reaches a steady-state when learning the signal transformation tasks. Clear differences among the steadystate loss of the different transformations are observed, pointing to varied difficulties in the self-supervised training tasks. These tasks allow for learning of ECG-specific representations that, when transferred to the emotion recognition network, aid in classification of emotions with higher accuracy. Tables 2 and 3 show the performance of our self-supervised approach for emotion classification. The results show that for classification of arousal and valence, our model achieves accuracies of 96% and 95.6% with SWELL, while accuracies of 85.1% and 84% are achieved with AMIGOS. To further evaluate the performance of our model, we compare the results with a fully-supervised version of the emotion recognition network when trained only using the labeled dataset. See Tables 2 and  3 . The comparison shows that the self-supervised approach performs competitive to or better than the fully-supervised method, indicating the effectiveness of our method.
Performance and Comparison
Next, we compare our results with prior work on emotion recognition performed on these two datasets. It should be noted that prior works on the SWELL dataset using the ECG modality have mostly focused on stress detection as opposed to classification of arousal and valence. In [24] , this dataset was used to perform binary classification of stress levels using support vector machines (SVM), reporting a baseline accuracy of 64.1% when using ECG and GSR. Similarly in [23] , an SVM classifier was used to perform stress detection, reporting an accuracy of 86.36%. A similar task was performed in [22] using Bayesian belief network (BBN), reporting an accuracy of 92.6%. While estimation of arousal and valence has been performed in [25] , the problem was formulated as regression, thus preventing a valid comparison with our classification approach. As a result, we also performed stress detection on this dataset and achieved an accuracy of 98.3% and 98.4% in self-supervised and fully-supervised methods respectively. Table 2 compares our self-supervised model and past supervised works on the same dataset, showing that the proposed model performs with higher accuracy.
For the AMIGOS dataset, baseline classification results were provided in [11] , where classification of arousal and valence was carried out using a Gaussian Naive Bayes classifier, reporting F1 scores of 54.5% and 55.1% for the two tasks respectively. In [21] , a CNN was used to perform classification, reporting accuracies of 81% and 71% for arousal and valence respectively. Other works such as [26] have also performed emotion recognition on AMIGOS. However, different validation schemes are utilized. Table 3 presents our results in comparison to prior work, once again showing that the self-supervised approach outperforms prior work on the same dataset.
Next, in order to evaluate the impact of the self-supervised method on the amount of labeled data required to adequately train a model, we utilize only 1% of the labeled data for training both the self-supervised and fully-supervised classification methods. We first use the entire unlabeled dataset to train the signal transformation recognition network using the automatically generated labels (signal transformations). Then, 1% of the labeled data per-user per-class is used to train and test the emotion recognition network after transferring the weights from the self-supervised network. Next, we also used the same 1%-dataset to train a separate CNN without the self-supervised step. Figure 3 shows the results where the fully-supervised network trained using the very small dataset often performs considerably worse than our self-supervised model. Table 3 . The results of our self-supervised method on the AMIGOS dataset are presented and compared to prior work as well as the emotion recognition network without the selfsupervised step.
Ref.
Method Arousal Valence Acc.
F1 Acc. F1
[11] GNB 0.545 0.551 [21] CNN 0.81 0.76 0.71 0.68
Ours CNN w/o self-sup. 0.837 0.828 0.809 0.808 CNN with self-sup. 0.858 0.851 0.840 0.837 Fig. 3 . Performance of our method with and without the selfsupervised learning step using 1% of the labels in the datasets are presented.
CONCLUSIONS AND FUTURE WORK
We performed emotion recognition using ECG signals with self-supervised learning. First, a network was trained in selfsupervised manner to recognize a number of simple signal transformations. The weights from the convolutional layers of this network were then transferred to an emotion recognition network and the fully-connected layers were trained using the original dataset. Our approach achieved state-of-the-art performance on SWELL and AMIGOS datasets and showed that using significantly less data, the self-supervised approach can yield acceptable results.
For future work, we will further analyze different components of the self-supervised architecture and determine how individual transformation recognition tasks contribute towards the final emotion recognition outcome. Lastly, the contribution of individual network layers to the classification of downstream tasks will be studied.
