In this paper, we consider the existence of solutions for a class of three-point boundary value problems involving nonlinear impulsive fractional differential equations. By use of Banach's fixed point theorem and Schauder's fixed point theorem, some existence results are obtained.
Introduction
This paper is concerned with the existence of solutions for the three-point impulsive boundary value problem involving nonlinear fractional differential equations:
where C D q is the Caputo fractional derivative, q ∈ R, 1 < q ≤ 2, f : [0, 1] × R → R is a continuous function, I k , I k : R → R, ξ ∈ (0, 1), ξ = t k , k = 1, 2, . . . , p and u| t=t k = u(t
and u(t − k ) represent the right-hand limit and the left-hand limit of the function u(t) at t = t k , and the sequences {t k } satisfy that 0 = t 0 < t 1 < t 2 < · · · < t p < t p+1 = 1, p ∈ N.
in the area of impulsive differential equations with fixed moments; see for instance [10, 11] . Recently, the boundary value problems of impulsive differential equations of integer order have been studied extensively in the literatures (see [12] [13] [14] [15] ).
To the best of our knowledge, there are few papers that consider the impulsive boundary value problem involving nonlinear differential equations of fractional order. In this paper, we study the existence of solutions for three-point impulsive boundary value problem (1.1); by use of Banach's fixed point theorem and Schauder's fixed point theorem, some existence results are obtained.
The organization of this paper is as follows. In Section 2, we present some necessary definitions and preliminary results that will be used to prove our main results. The proofs of our main results are given in Section 3. In Section 4, we will give an examples to ensure our main result.
Preliminaries and lemmas
The material in this section is basic in some sense. For the reader's convenience, we present some necessary definitions from fractional calculus theory and preliminary results. Definition 2.1. For a function f : [0, ∞) → R, the Caputo derivative of fractional order q is defined as
where [q] denotes the integer part of real number q. Definition 2.2. The Riemann-Liouville fractional integral of order q is defined as
provided the integral exists.
Definition 2.3. The Riemann-Liouville fractional derivative of order q for a function f (t) is defined by
provided the right-hand side is pointwise defined on (0, ∞).
Lemma 2.2 ([9]
). Let q > 0; then
For the sake of convenience, we introduce the following notations.
is a Banach space with the norm u = sup 0≤t≤1 |u(t)|.
1) if and only if u is a solution of the integral equation
Proof. Suppose that u is a solution of (2.1). By applying Lemma 2.2, we have
for some c 1 , c 2 ∈ R. Then, we have
If t ∈ J 1 , then, we have
Hence, we obtain
In a similar way, we can obtain On the other hand, by (2.5), we have
By the boundary condition u(1) + u (ξ ) = 0 and c 1 + c 2 = 0, we obtain
Substituting (2.6) and (2.7) into (2.3), (2.5) respectively, and letting M = c 2 , we get (2.2).
Conversely, we assume that u is a solution of the integral equation (2.2). In view of the relations
Moreover, it can easily be shown that u| t=t k = I i (u(t k )), u | t=t k = I i (u(t k )), k = 1, 2, . . . , p. Also it can easily be verified that the boundary conditions u(0) + u (0) = 0, u(1) + u (ξ ) = 0 are satisfied. The proof is completed.
Existence of solutions
Clearly, the fixed points of the operator T are solutions of problem (1.1). Our first result is based on Banach's fixed point theorem.
Theorem 3.1. Assume that:
then problem (1.1) has a unique solution.
Proof. Let x, y ∈ PC (J). Then, for each t ∈ J, we have
consequently T is a contraction. As a consequence of Banach's fixed point theorem, we deduce that T has a fixed point which is a solution of problem (1.1). 
Then problem (1.1) has at least one solution.
Proof. We shall use Schauder's fixed point theorem to prove that T has a fixed point. The proof will be given in four steps.
Step 1: T is continuous.
Let {u n } be a sequence such that u n → u in PC (J). 
|I i (u n (t i )) − I i (u(t i ))|.
Since f , I and I are continuous functions, then we have Tu n − Tu → 0 as n → ∞.
Step 2. T maps bounded sets into bounded sets.
Indeed, it is enough to show that, for any ρ > 0, there exists a positive constant L such that, for each u ∈ Ω ρ = {u ∈ PC (J) | u ≤ ρ}, we have Tu ≤ L. By (C 3 ) and (C 4 ), we 
