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Abstract
Let (Σ, g) be a closed Riemannian surface, G = {σ1, · · · , σN} be an isometric group acting on it.
Denote a positive integer ℓ = infx∈Σ I(x), where I(x) is the number of all distinct points of the set
{σ1(x), · · · , σN(x)}. A sufficient condition for existence of solutions to the mean field equation
∆gu = 8πℓ
 heu∫
Σ
heudvg
− 1
Volg(Σ)

is given. This recovers results of Ding-Jost-Li-Wang (Asian J Math 1997) when ℓ = 1 or equiv-
alently G = {Id}, where Id is the identity map.
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1. Introduction
Let (S2, g0) be the 2-dimensional sphere x
2
1
+ x2
2
+ x2
3
= 1 with the metric g0 = dx
2
1
+dx2
2
+dx2
3
and the corresponding volume element dvg0 . It was proved by Moser [13], via a symmetriza-
tion argument, that there exists some constant C such that if u satisfies
∫
S2
|∇g0u|2dvg0 ≤ 1 and∫
S2
udvg0 = 0, then ∫
S2
eαu
2
dvg0 ≤ C, ∀α ≤ 4π; (1)
moreover, 4π is the best constant in the sense that if α > 4π, then the integerals in (1) are still
finite, but there is no uniform constant C such that (1) holds. Also, it was pointed out by Moser
[14] that the same argument in [13] indicates a similar inequality for even functions. Namely,
there exists a constant C such that if u satisfies u(−x) = u(x) for all x ∈ S2,
∫
S2
|∇g0u|2dvg0 ≤ 1,
and
∫
S2
udvg0 = 0, then ∫
S2
eαu
2
dvg0 ≤ C, ∀α ≤ 8π. (2)
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Observing that the inequality (2) can be applied to the prescribing Gaussian curvature equation,
Moser [14] obtained the following: If K : S2 → R is a smooth function satisfying K(−x) = K(x)
for all x ∈ S2, then there is a smooth solution to
∆g0u + 1 − Ke2u = 0, (3)
where ∆g0 is the Laplace-Beltrami operator. The geometric meaning of the above equation is as
follows: If u is a smooth solution to (3), then the metric g = e2ug0 has the Gaussian curvature K.
Moser’s inequality (1) was generalized by Fontana [9] to Riemannian manifolds case. In
particular, let (Σ, g) be a closed Riemannian surface. Then for all smooth functions u with∫
Σ
|∇gu|2dvg ≤ 1 and
∫
Σ
udvg = 0, there exists a constant depending only on (Σ, g) such that∫
Σ
e4πu
2
dvg ≤ C;
moreover, 4π is the best constant for the above inequality. Also Moser’s inequality (2) was gen-
eralized to various versions. Let G = {σ1, · · · , σN} be an isometric group acting on a closed Rie-
mannian surface (Σ, g), I(x) be the number of all distinct elements in G(x) = {σ1(x), · · · , σN(x)},
and ℓ = infx∈Σ I(x). Using isoperimetric inequalities, among other results Chen [4] proved that
there exists a constant C such that for all smooth functions u with u(σ(x)) = u(x) for all σ ∈ G
and all x ∈ Σ,
∫
Σ
|∇gu|2dvg ≤ 1 and
∫
Σ
udvg = 0, there holds∫
Σ
e4πℓu
2
dvg ≤ C. (4)
Recently, motivated by [19, 11, 20], Fang-Yang [8] employed blow-up analysis to improve (4) to
analogous inequalities involving eigenvalues of the Laplace-Beltrami operator ∆g.
Another famous equation similar to the prescribing curvature equation (3) is the mean field
equation, namely
∆gu = ρ
 heu∫
Σ
heudvg
− 1
Volg(Σ)
 , (5)
where ρ is some real number. When h is a smooth positive function, it was proved by Ding-
Jost-Li-Wang [6] that for ρ < 8π, (5) has a solution; under certain geometric condition on (Σ, g),
(5) has a solution for ρ = 8π (when Σ is a flat torus, this result was independently proved by
Nolasco-Tarantello [15]). The authors [21] derived the same conclusion when h ≥ 0 and h . 0.
Struwe-Tarantello [16] obtained a non-constant solution of (5), when Σ is a flat torus, h ≡ 1 and
ρ ∈ (8π, 4π2). When Σ is a compact Riemannian surface of positive genus and h is a smooth
positive function, Ding-Jost-Li-Wang [7] proved that (5) admits a non-minimal solution for ρ ∈
(8π, 16π). This result was generalized first by Chen-Lin [2, 3] to ρ ∈ (8mπ, 16mπ) (m ∈ Z+), then
by Malchiodi [12] to ρ ∈ (8mπ, 16mπ) (m ∈ Z+) and Σ is a general Riemannian surface. Let K be
the Gaussian curvature, Chen-Lin [2] also proved that, if ∆g log h(x)+
8mπ
Volg(Σ)
−2K(x) > 0 for any
x ∈ Σ, then (5) has a solution. This improved the result in [6]. By assuming Σ to be a flat torus
and h a positive smooth function with certain symmetrization, Wang [18] obtained an analog of
[6] for ρ = 16π.
Our aim is to extend Ding-Jost-Li-Wang’s result [6] to closed Riemannian surface with an
isometric group action. More precisely, let (Σ, g), G and ℓ be defined as in (4). If h is a smooth
positive function and h(σ(x)) = h(x) for all σ ∈ G and all x ∈ Σ, then for ρ < 8πℓ, (5) has a
solution; for ρ = 8πℓ, under certain geometric hypothesis, (5) has a solution.
2
2. Notations and main results
Let (Σ, g) be a closed Riemannian surface and G = {σ1, · · · , σN } be a finite isometric group
acting on it. By definition, G is a group and each σi : Σ → Σ is an isometric map, particularly
σ∗
i
gx = gσi(x) for all x ∈ Σ. Let u : Σ → R be a measurable function, we say that u ∈ IG if u
is G-invariant, namely u(σi(x)) = u(x) for any 1 ≤ i ≤ N and almost every x ∈ Σ. We denote
W1,2(Σ, g) the closure of C∞(Σ) under the norm
‖u‖W1,2(Σ,g) =
(∫
Σ
(
|∇gu|2 + u2
)
dvg
)1/2
,
where ∇g and dvg stand for the gradient operator and the Riemannian volume element respec-
tively. Define a Hilbert space
HG =
{
u ∈ W1,2(Σ, g) ∩ IG :
∫
Σ
udvg = 0
}
(6)
with an inner product
〈u, v〉HG =
∫
Σ
〈∇gu,∇gv〉dvg,
where 〈∇gu,∇gv〉 stands for the Riemannian inner product of ∇gu and ∇gv. Let ∆g = −divg∇g
be the Laplace-Beltrami operator. For any x ∈ Σ, we set I(x) = ♯G(x), where ♯A stands for the
number of all distinct points in the set A, and G(x) = {σ1(x), · · · , σN(x)}. Let
ℓ = inf
x∈Σ
I(x). (7)
Clearly we have 1 ≤ ℓ ≤ N since 1 ≤ I(x) ≤ N for all x ∈ Σ. Chen’s inequality (4) is equivalent
to the following: ∀β ≤ 4πℓ, there holds
sup
u∈HG,
∫
Σ
|∇gu|2dvg≤1
∫
Σ
eβu
2
dvg < ∞. (8)
Define a functional on HG by
Jγ(u) =
1
2
∫
Σ
|∇gu|2dvg − γ log
∫
Σ
heudvg.
For any 0 < ǫ < 1, it follows from (8) and a direct method of variation that the minimizer uǫ of
the subcritical functional J8πℓ(1−ǫ) exists. Denote cǫ = uǫ(xǫ) = maxΣ uǫ . As we shall see, if cǫ is
bounded, then up to a subsequence, uǫ would converge to some u0 as ǫ tends to zero, and u0 is a
minimizer of the critical functional J8πℓ; if uǫ blows up, i.e. cǫ → ∞, then up to a subsequence,
xǫ converges to some x0, I(x0) = ℓ, and uǫ converges to certain Green function G˜x0 satisfying
∆gG˜x0 = 8π
∑ℓ
i=1 δσi(x0) − 8πℓVolg(Σ)∫
Σ
G˜x0dvg = 0,
where we assume without loss of generality G(x0) = {σ1(x0), · · · , σℓ(x0)}. In a normal coordi-
nate system {x1, x2} near x0, the Green function G˜x0 can be written as
G˜x0(x) = −4 log r + A˜x0 + b1x1 + b2x2 + c1x21 + 2c2x1x2 + c3x22 + O(r3), (9)
where A˜x0 , b1, b2, c1, c2, c3 are constants, r(x) denotes the geodesic distance between x and x0.
Our first result reads
3
Theorem 1. Let (Σ, g) be a closed Riemannian surface, G = {σ1, · · · , σN } be an isometric group
acting on it, and HG be a function space defined as in (6). Let ℓ be defined as in (7). Suppose h
is a smooth positive function on Σ and h(σ(x)) = h(x) for all σ ∈ G and all x ∈ Σ. Then (i) for
any ρ < 8πℓ, the equation (5) has a solution; (ii) if (5) has no solution for ρ = 8πℓ, there holds
inf
u∈HG
J8πℓ(u) ≥ −4πℓmax
x∈Σ
(2 log(πℓh(x)) + A˜x) − 8πℓ, (10)
where A˜x is defined as in (9).
Noting that J8πℓ(0) ≥ infu∈HG J8πℓ(u), we have the following:
Theorem 2. Under the assumptions of Theorem 1, if in addition
log
∫
Σ
hdvg > 1 +
1
2
max
x∈Σ
(2 log(πℓh(x)) + A˜x), (11)
then (5) has a solution for ρ = 8πℓ.
Later we shall give an example of (Σ, g), G and h satisfying the hypothesis (11). Assuming
further I(x) is a constant, we shall prove another existence result for the mean field equation (5),
namely
Theorem 3. Let (Σ, g) be a closed Riemannian surface, G = {σ1, · · · , σℓ} be an isometric group
acting on it, and HG be a function space defined as in (6). Let I(x) be defined as in (7). Suppose
that I(x) ≡ ℓ for all x ∈ Σ, that h is a smooth positive function satisfying h(σ(x)) = h(x) for all
σ ∈ G and all x ∈ Σ, that 2 log(πℓh(p))+ A˜p = maxx∈Σ(2 log(πℓh(x))+ A˜x), and that in a normal
coordinate system near p,
h(x) − h(p) = k1x1 + k2x2 + k3x21 + 2k4x1x2 + k5x22 + O(r3).
If in addition
8πℓ
Volg(Σ)
− 2K(p) + b21 + b22 −
∆gh(p)
h(p)
+
2(k1b1 + k2b2)
h(p)
> 0, (12)
then (5) has a solution for ρ = 8πℓ, where K(p) denotes the Gaussian curvature of (Σ, g) at p.
In the case G = {Id}, where Id : Σ→ Σ is the identity map, Theorems 1-3 are reduced to that
of Ding-Jost-Li-Wang [6]. Though we are in the spirit of Ding-Jost-Li-Wang [6] for the proof
of the general case of Theorems 1-3, many technical difficulties need to be smoothed. The first
issue is to construct Green functions having many singular points by using elliptic estimates and
the symmetric properties of (Σ, g). The second one is to derive a lower bound of J8πℓ on HG by
using the maximum principle. Here we use an argument of our previous work [22] which quite
simplified that of [6]. The third issue is to construct test functions showing that (10) does not
hold under the hypothesis (12), which implies that (5) has a solution. For some technical reason
we assume I(x) is a constant for all x ∈ Σ. Even in the case G = {Id}, our test function is different
from that of Ding-Jost-Li-Wang [6].
The remaining part of this paper is organized as follows: In Section 3, we discuss existence
and properties of certain Green function in our setting; In Section 4, we prove Theorems 1 and
2; In Section 5, we prove Theorem 3; In Section 6, we give examples of surfaces and isomet-
ric groups satisfying the hypotheses of Theorems 2 and 3. Throughout this paper, we do not
distinguish sequence and subsequence.
4
3. Green functions
In this section, we discuss Green functions defined on a closed Riemannian surface (Σ, g)
with the action of an isometric group G = {σ1, · · · , σN }. LetG(x, y) be the usual Green function
on (Σ, g), which is a distributional solution to
∆g,yG(x, y) = 8πδx(y) −
8π
Volg(Σ)
, (13)
where ∆g,y is the Laplace-Beltrami operator with respect to the variable y, δx is the standard
Dirac measure centered at x. It follows from ([1], Theorem 4.13) that such a G does exist and
can be normalized so that
∫
Σ
G(x, y)dvg,y = 0 for all x ∈ Σ. Moreover, G(x, y) = G(y, x) and
G ∈ C∞(Σ × Σ \ {(x, x) : x ∈ Σ}). A key observation is the following:
Proposition 4. For all σ ∈ G and all x, y ∈ Σ, x , y, there holds G(σ(x), σ(y)) = G(x, y).
Proof. Take σ ∈ G. Replacing x and y by two points σ(x) and σ(y) in (13), we have that
∆g, σ(y)G(σ(x), σ(y)) = 8πδσ(x)(σ(y)) −
8π
Volg(Σ)
.
Since ∆g,σ(y) = ∆g,y and δσ(x)(σ(y)) = δx(y), there holds in the distributional sense
∆g,y (G(σ(x), σ(y)) −G(x, y)) = 0.
Hence G(σ(x), σ(y)) −G(x, y) ≡ C for some constant C. Since∫
Σ
G(σ(x), σ(y))dvg,σ(y) =
∫
Σ
G(x, y)dvg,y = 0,
we concludeC = 0 and the proposition. 
Given any x ∈ Σ. Assume that I(x) = ♯G(x) = ♯{σ1(x), · · · , σN(x)} = j. Recall the definition
(7), ℓ = infx∈Σ I(x). It follows that ℓ ≤ j ≤ N. With no loss of generality, we can assume that
G(x) = {σ1(x), · · · , σ j(x)}. (14)
Then we have the following existence result:
Proposition 5. Let x ∈ Σ be fixed such that I(x) = j and (14) holds. Then there exists a unique
Green function G˜x satisfying 
∆gG˜x = 8π
∑ j
i=1
δσi(x) − 8π jVolg(Σ)∫
Σ
G˜xdvg = 0.
Moreover, G˜x can be explicitly written as
G˜x(y) = G(σ1(x), y) + · · · +G(σ j(x), y),
where G(x, y) be a solution of (13) with
∫
Σ
G(x, y)dvg,y = 0.
5
Proof. Note that in the distributional sense
∆g,y
(
G˜x(y) −G(σ1(x), y) − · · · −G(σ j(x), y)
)
= 0.
It follows that G˜x(y) −G(σ1(x), y) − · · · −G(σ j(x), y) ≡ C for some constant C. Since∫
Σ
G˜x(y)dvg,y =
∫
Σ
G(σi(x), y)dvg,y = 0, i = 1, · · · , j,
we have C = 0, which is the desired result. 
By elliptic estimates, one writes near x
G(x, y) = −4 log r + Ax + O(r), (15)
where r denotes the geodesic distance between x and y, Ax = limr→0(G(x, y) + 4 log r). In the
same way, one can write near σi(x)
G˜x = −4 log r + A˜σi(x) + O(r), (16)
where r denotes the geodesic distance between σi(x) and y, A˜σi(x) = limr→0(G˜x(y) + 4 log r).
Another key observation is the following:
Proposition 6. Let x ∈ Σ be such that I(x) = j and (14) be satisfied. Assuming (15) and (16), we
have A˜σi(x) = A˜σ1(x), i = 1, · · · , j.
Proof. By Proposition 5,
G˜x(y) = G(σ1(x), y) + · · · +G(σ j(x), y).
Clearly
A˜σi(x) = Aσi(x) +
j∑
k,i, k=1
G(σi(x), σk(x)). (17)
By Proposition 4, we can see that
Aσi(x) = lim
r→0
(G(σi(x), y) + 4 log r)
= lim
r→0
(G(σi(x), σi(z)) + 4 log r)
= lim
r→0
(G(x, z) + 4 log r)
= Aσ1(x). (18)
Here in the second equality, r denotes the geodesic distance between σi(x) and σi(z). While
in the third equality, r denotes the geodesic distance between x and z. Since G(σi(x), σk(x)) =
G(σk(x), σi(x)), we conclude
j∑
k,i, k=1
G(σi(x), σk(x)) =
j∑
k=2
G(σ1(x), σk(x)), ∀i = 1, · · · , j. (19)
Inserting (18) and (19) into (17), we have A˜σi(x) = A˜σ1(x), i = 1, · · · , j, as desired. 
6
4. Proof of Theorems 1 and 2
4.1. Proof of Theorem 1
Clearly (i) of Theorem 1 is implied by the following lemma.
Lemma 7. For any 0 < ǫ < 1, there exists some uǫ ∈ HG such that
J8πℓ(1−ǫ)(uǫ) = inf
u∈HG
J8πℓ(1−ǫ)(u). (20)
Moreover, uǫ is a solution of the equation
∆guǫ = 8πℓ(1 − ǫ)
(
λ−1ǫ he
uǫ − 1
Volg(Σ)
)
λǫ =
∫
Σ
heuǫdvg.
(21)
Proof. In view of (8), a direct method of variation leads to the existence of uǫ ∈ HG satisfying
(20). Then a straightforward calculation shows uǫ satisfies the Euler-Lagrange equation (21). 
For the proof of (ii) of Theorem 1, we modify an argument of blow-up analysis performed
by Ding-Jost-Li-Wang [6]. Let cǫ = uǫ(xǫ) = maxΣ uǫ . If cǫ is bounded, then applying elliptic
estimates to (21), we conclude that up to a subsequence, uǫ → u0 in C1(Σ, g). It is easy to see
that u0 is a solution of (5) for ρ = 8πℓ. Therefore, under the assumption of (ii) of Theorem 1,
there must hold cǫ → +∞ as ǫ → 0. With no loss of generality we assume xǫ → x0 as ǫ → 0.
By definition, we have for any u ∈ HG
J8πℓ(1−ǫ)(u) =
1
2
∫
Σ
|∇gu|2dvg − 8πℓ(1 − ǫ) log
∫
Σ
heudvg.
It follows that for any u ∈ HG, J8πℓ(u) = limǫ→0 J8πℓ(1−ǫ)(u) ≥ limǫ→0 J8πℓ(1−ǫ)(uǫ). To prove (ii)
of Theorem 1, it then suffices to prove
lim
ǫ→0
J8πℓ(1−ǫ)(uǫ) ≥ −4πℓmax
x∈Σ
(2 log(πℓh(x)) + A˜x) − 8πℓ, (22)
where A˜x is defined as in (9). Let
rǫ =
√
λǫ√
8πℓ(1 − ǫ)h(x0)
e−cǫ/2 (23)
and define a sequence of blow-up functions
ϕǫ (y) = uǫ
(
expxǫ (rǫy)
)
− cǫ , (24)
where expxǫ : TxǫΣ ( R
2) → Σ is an exponential map. A straightforward calculation shows on
the Euclidean ball Bδr−1ǫ (0),
∆gǫϕǫ(y) =
h(expxǫ (rǫy))
h(x0)
eϕǫ (y) − 8πℓ(1 − ǫ)
Volg(Σ)
r2ǫ . (25)
Similar to ([22], Lemma 2.7), we have the following:
7
Lemma 8. Let cǫ and rǫ be as above. Then there exists some constant C such that r
2
ǫ ≤ Ce−
1
2
cǫ .
Proof. Testing the equation (21) by uǫ , one gets
‖∇guǫ‖2L2(Σ,g) =
8πℓ(1 − ǫ)
λǫ
∫
Σ
huǫe
uǫdvg ≤ 8πℓcǫ .
This together with Chen’s inequality (4) leads to
∫
Σ
heuǫdvg ≤ C
∫
Σ
e
4πℓ
u2ǫ
‖∇guǫ ‖2
L2(Σ,g)
+
‖∇guǫ ‖2
L2(Σ,g)
16πℓ
dvg ≤ Ce
‖∇guǫ ‖2
L2(Σ,g)
16πℓ ≤ Ce 12 cǫ .
Hence we have by (23) that
r2ǫ =
e−cǫ
8πℓ(1 − ǫ)h(x0)
∫
Σ
heuǫdvg ≤ Ce−
1
2
cǫ .
This gives the desired result. 
The power of the above lemma is evident. It leads to rǫ → 0 and a stronger estimate rǫcqǫ → 0
for all q > 1 as ǫ → 0, which is very important during the process of blow-up analysis. Then
applying elliptic estimates to (21), we obtain
ϕǫ → ϕ in C1loc(R2) as ǫ → 0, (26)
where ϕ is a distributional solution of
−∆R2ϕ(y) = eϕ(y) in R2∫
R2
eϕ(y)dy < ∞.
A classification theorem of Chen-Li [5] gives ϕ(y) = −2 log(1 + |y|2/8) and thus∫
R2
eϕ(y)dy = 8π. (27)
We now claim that
lim
R→∞
lim
ǫ→0
λ−1ǫ
∫
BRrǫ (xǫ )
heuǫdvg =
1
ℓ
. (28)
In fact, by a change of variable, (23) and (26)
λ−1ǫ
∫
BRrǫ (xǫ )
heuǫdvg = (1 + oǫ(1))λ
−1
ǫ
∫
BR(0)
h(expxǫ (rǫy))e
uǫ (expxǫ (rǫy))r2ǫ dy
=
(
1
8πℓ
+ oǫ(1)
) ∫
BR(0)
eϕǫ (y)dy
=
(
1
8πℓ
+ oǫ(1)
) (∫
BR(0)
eϕ(y)dy + oǫ(1)
)
.
This together with (27) leads to (28).
Recalling ℓ = infx∈Σ I(x) = infx∈Σ ♯G(x), we now calculate I(x0) = ♯G(x0) as below.
8
Lemma 9. I(x0) = ℓ.
Proof. Denote I(x0) = k0. Suppose that k0 > ℓ. With no loss of generality we assume G(x0) =
{σ1(x0), · · · , σk0(x0)}. Fix some δ > 0 sufficiently small such that
Bδ(σi(x0)) ∩ Bδ(σ j(x0)) = ∅, ∀ 1 ≤ i < j ≤ k0.
Note that xǫ → x0 and rǫ → 0 as ǫ → 0. For any fixed R > 0, one gets BRrǫ (σi(xǫ)) ⊂ Bδ(σi(x0))
for sufficiently small ǫ > 0. Since h is G-invariant, we have by (28) that
lim
R→∞
lim
ǫ→0
λ−1ǫ
∫
BRrǫ (σi(xǫ ))
heuǫdvg =
1
ℓ
, ∀ i = 1, · · · , k0. (29)
By (29) and the assumption k0 > ℓ, we obtain
1 = λ−1ǫ
∫
Σ
heuǫdvg ≥
k0∑
i=1
λ−1ǫ
∫
BRrǫ (σi(xǫ ))
heuǫdvg =
k0
ℓ
> 1,
which is impossible. Therefore k0 = ℓ. 
Hereafter, by Lemma 9, we assume σi(x0) , σ j(x0) for all 1 ≤ i < j ≤ ℓ and G(x0) =
{σ1(x0), · · · , σℓ(x0)}. It follows from (29) and the definition of λǫ that
lim
R→∞
lim
ǫ→0
λ−1ǫ
∫
Σ\∪ℓ
i=1
BRrǫ (σi(xǫ ))
heuǫdvg = 0. (30)
Since the functions on the righthand side of (21) are bounded in L1(Σ, g), we have by ([22],
Lemma 2.10) that uǫ is bounded in W
1,q(Σ, g) for any 1 < q < 2. As a consequence there exists
some G˜x0 ∈ W1,q(Σ, g) such that for 0 < r < 2q/(2 − q), uǫ converges to G˜x0 weakly in W1,q(Σ),
strongly in Lr(Σ) and almost everywhere in Σ. In view of (29) and (30), G˜x0 satisfies
∆gG˜x0 = 8πℓ
1ℓ
ℓ∑
i=1
δσi(x0) −
1
Volg(Σ)

in the distributional sense. Moreover,
∫
Σ
G˜x0dvg = 0. Let G˜xǫ be a distributional solution of ∆gG˜xǫ = 8π
(∑ℓ
i=1 δσi(xǫ ) − ℓVolg(Σ)
)
,∫
Σ
G˜xǫdvg = 0.
The existence of G˜xǫ is based on Proposition 5. By elliptic estimates and Proposition 6, G˜xǫ can
be written as
G˜xǫ (x) = −4 log r + A˜xǫ + O(r) (31)
near σi(xǫ), where r denotes the geodesic distance between x and σi(xǫ), i = 1, · · · , ℓ. Similarly
G˜x0 can be represented by G˜x0(x) = −4 log r+A˜x0+O(r) nearσi(x0), where r denotes the geodesic
distance between x and σi(x0), i = 1, · · · , ℓ. We now claim that
A˜xǫ → A˜x0 as ǫ → 0. (32)
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To see this, with no loss of generality, we assume that σ1 = Id, the identity map. Write Axǫ =
limr→0(Gxǫ (x) + 4 log r) and Ax0 = limr→0(Gx0(x) + 4 log r). By Proposition 5, A˜xǫ = Axǫ +∑ℓ
i=2G(σi(xǫ), xǫ). Since Axǫ → Ax0 and xǫ → x0 as ǫ → 0, we immediately have A˜xǫ → A˜x0 =
Ax0 +
∑ℓ
i=2G(σi(x0), x0) as ǫ → 0. This confirms our claim (32).
One can easily see that
∆g(uǫ − G˜xǫ ) ≥ 0 in Σ \ ∪ℓi=1BRrǫ (σi(xǫ)).
In view of (26), (31) and (32), for all 1 ≤ i ≤ ℓ, there holds
(uǫ − G˜xǫ )|∂BRrǫ (xǫ ) = −cǫ + 2 logλǫ − A˜x0 − 2 log(πℓh(x0)) + oǫ(1) + oR(1).
By the maximum principle, we have on Σ \ ∪ℓ
i=1
BRrǫ (σi(xǫ))
uǫ − G˜xǫ ≥ −cǫ + 2 log λǫ − A˜x0 − 2 log(πℓh(x0)) + oǫ(1) + oR(1). (33)
By (26), one calculates∫
∪ℓ
i=1
BRrǫ (σi(xǫ ))
|∇guǫ |2dvg = ℓ
∫
BRrǫ (xǫ )
|∇guǫ |2dvg
= ℓ
(∫
BR(0)
|∇ϕ|2dx + oǫ(1)
)
= 16πℓ log
(
1 +
R2
8
)
− 16πℓ + oǫ(1) + oR(1), (34)
where oǫ(1) → 0 as ǫ → 0 for any fixed R > 0, oR(1) → 0 as R → ∞.
It follows from the divergence theorem and (21) that∫
ΣR,ǫ
|∇guǫ |2dvg =
∫
ΣR,ǫ
uǫ∆guǫdvg +
∫
∂ΣR,ǫ
uǫ
∂uǫ
∂ν
dsg
= 8πℓ(1 − ǫ)
∫
ΣR,ǫ
λ−1ǫ huǫe
uǫdvg −
8πℓ(1 − ǫ)
Volg(Σ)
∫
ΣR,ǫ
uǫdvg
+
∫
∂ΣR,ǫ
uǫ
∂uǫ
∂ν
dsg, (35)
where ν defined on the boundary ∂Ω denotes the outer unit vector with respect to the domain Ω
and we write for simplicity
ΣR,ǫ = Σ \ ∪ℓi=1BRrǫ (σi(xǫ)).
By (33),
8πℓ(1 − ǫ)
∫
ΣR,ǫ
λ−1ǫ huǫe
uǫdvg
≥ 8πℓ(1 − ǫ)
∫
ΣR,ǫ
G˜xǫ
heuǫ
λǫ
dvg − 8πℓ(1 − ǫ)
∫
ΣR,ǫ
(cǫ − 2 logλǫ)
heuǫ
λǫ
dvg
−8πℓ(1 − ǫ)
∫
ΣR,ǫ
(
A˜x0 + 2 log(πℓh(x0)) + oǫ(1) + oR(1)
) heuǫ
λǫ
dvg. (36)
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By the divergence and (21),
8πℓ(1 − ǫ)
∫
ΣR,ǫ
G˜xǫhe
uǫ
λǫ
dvg =
∫
ΣR,ǫ
G˜xǫ
(
∆guǫ +
8πℓ(1 − ǫ)
Volg(Σ)
)
dvg
=
∫
ΣR,ǫ
uǫ∆gG˜xǫdvg −
∫
∂ΣR,ǫ
G˜xǫ
∂uǫ
∂ν
dsg
+
∫
∂ΣR,ǫ
uǫ
∂G˜xǫ
∂ν
dsg −
8πℓ(1 − ǫ)
Volg(Σ)
∫
∪ℓ
i=1
BRrǫ (σi(xǫ ))
G˜xǫdvg
= − 8πℓ
Volg(Σ)
∫
ΣR,ǫ
uǫdvg −
∫
∂ΣR,ǫ
G˜xǫ
∂uǫ
∂ν
dsg
+
∫
∂ΣR,ǫ
uǫ
∂G˜xǫ
∂ν
dsg −
8πℓ(1 − ǫ)
Volg(Σ)
∫
Σ\ΣR,ǫ
G˜xǫdvg. (37)
Also one has
8πℓ(1 − ǫ)
∫
ΣR,ǫ
(cǫ − 2 logλǫ )
heuǫ
λǫ
dvg = (cǫ − 2 logλǫ)
∫
ΣR,ǫ
(
∆guǫ +
8πℓ(1 − ǫ)
Volg(Σ)
)
dvg
= (cǫ − 2 logλǫ)

∫
∪ℓ
i=1
∂BRrǫ (σi (xǫ ))
∂uǫ
∂ν
dsg
+
8πℓ(1 − ǫ)
Volg(Σ)
(
Volg(Σ) − ℓVolg(BRrǫ (xǫ))
)}
(38)
and in view of (30),
8πℓ(1 − ǫ)
∫
ΣR,ǫ
(A˜x0 + 2 log(πℓh(x0)) + oǫ(1) + oR(1))
heuǫ
λǫ
dvg = oǫ(1) + oR(1). (39)
Inserting (36)-(39) into (35), we have∫
ΣR,ǫ
|∇guǫ |2dvg ≥
8πℓ
Volg(Σ)
∫
∪ℓ
i=1
BRrǫ (xǫ )
uǫdvg −
8πℓ(1 − ǫ)
Volg(Σ)
∫
∪ℓ
i=1
BRrǫ (xǫ )
G˜xǫdvg
−
∫
∪ℓ
i=1
∂BRrǫ (σi(xǫ ))
∂uǫ
∂ν
(uǫ − G˜xǫ + cǫ − 2 logλǫ)dsg
−
∫
∪ℓ
i=1
∂BRrǫ (σi(xǫ ))
uǫ
∂G˜xǫ
∂ν
dsg +
8πℓ(1 − ǫ)
Volg(Σ)
∫
∪ℓ
i=1
BRrǫ (xǫ )
uǫdvg
+
8πℓ(1 − ǫ)
Volg(Σ)
(−cǫ + 2 logλǫ )
(
Volg(Σ) − ℓVolg(BRrǫ (xǫ))
)
+oǫ(1) + oR(1). (40)
In view of (24) and (26), for y ∈ ∂BR(0), there holds
∂uǫ
∂ν
(expxǫ (rǫy)) =
1
rǫ
(
∂ϕ
∂r
(y) + oǫ(1)
)
=
1
rǫ
(
− R/2
1 + R2/8
+ oǫ(1)
)
.
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It follows that for i = 1, · · · , ℓ
−∂uǫ
∂ν
∣∣∣∣∣
∂BRrǫ (σi(xǫ ))
=
1
rǫ
(
R/2
1 + R2/8
+ oǫ(1)
)
.
This together with (33) leads to
−
∫
∪ℓ
i=1
∂BRrǫ (σi(xǫ ))
∂uǫ
∂ν
(uǫ − G˜xǫ + cǫ − 2 log λǫ)dsg
≥ πℓR
2
1 + R2/8
(−2 log(πℓh(x0)) − A˜x0) + oǫ(1) + oR(1). (41)
By (26) and (31), we have
−
∫
∪ℓ
i=1
∂BRrǫ (σi(xǫ ))
uǫ
∂G˜xǫ
∂ν
dsg = 8πℓcǫ − 16πℓ log
(
1 +
R2
8
)
+ oǫ(1) + oR(1). (42)
It is easy to see that ∫
∪ℓ
i=1
BRrǫ (xǫ )
G˜xǫdvg = oǫ(1),
∫
∪ℓ
i=1
BRrǫ (xǫ )
uǫdvg = oǫ(1) (43)
and
(−cǫ + 2 logλǫ)Volg(BRrǫ (σi(xǫ))) = oǫ(1). (44)
Inserting (41)-(44) into (40), we have∫
ΣR,ǫ
|∇guǫ |2dvg ≥ 8πℓ
(
−2 log(πℓh(x0)) − A˜x0
)
+ 16πℓ(1 − ǫ) logλǫ
−16πℓ log
(
1 +
R2
8
)
+ oǫ(1) + oR(1).
This together with (34) leads to∫
Σ
|∇guǫ |2dvg ≥ 8πℓ
(
−2 log(πℓh(x0)) − A˜x0
)
+ 16πℓ(1 − ǫ) log λǫ
−16πℓ + oǫ(1) + oR(1). (45)
In view of (21), it follows from (45) that
J8πℓ(1−ǫ)(uǫ) =
1
2
∫
Σ
|∇guǫ |2dvg − 8πℓ(1 − ǫ) log
∫
Σ
heuǫdvg
≥ 4πℓ
(
−2 log(πℓh(x0)) − A˜x0
)
− 8πℓ + oǫ(1) + oR(1).
Therefore
lim
ǫ→0
J8πℓ(1−ǫ)(uǫ) ≥ 4πℓ
(
−2 log(πℓh(x0)) − A˜x0
)
− 8πℓ,
which immediately leads to (22) and completes the proof of (ii) of Theorem 1. 
12
4.2. Proof of Theorem 2
Suppose that (5) has no solution. By Theorem 1,
inf
u∈HG
J8πℓ(u) ≥ −4πℓmax
x∈Σ
(2 log(πℓh(x)) + A˜x) − 8πℓ,
where A˜x is defined as in (9). Hence
J8πℓ(0) = −8πℓ log
∫
Σ
hdvg ≥ −4πℓmax
x∈Σ
(2 log(πℓh(x)) + A˜x) − 8πℓ,
which contradicts (11). Therefore (5) has a solution. 
5. Proof of Theorem 3
In this section, under the assumptions of Theorem 3, we shall construct test functions to show
inf
u∈HG
J8πℓ(u) < −4πℓmax
x∈Σ
(2 log(πℓh(x)) + A˜x) − 8πℓ, (46)
where A˜x is defined as in (9). This together with Theorem 1 concludes Theorem 3. In the sequel,
we assume G = {σ1, · · · , σℓ}, I(x) = ♯G(x) ≡ ℓ for all x ∈ Σ. Pick up some point p ∈ Σ such that
A˜p + 2 log(πℓh(p)) = max
x∈Σ
(A˜x + 2 log(πℓh(x))). (47)
It follows from I(p) = ℓ that σ1(p), · · · , σℓ(p) are different points on Σ. Let
δ =
1
4
min
{
injg(Σ), min
1≤i< j≤ℓ
dg(σi(p), σ j(p))
}
. (48)
Choose a normal coordinate system (Bδ(p), exp
−1
p ; {y1, y2}) near p. More precisely, fixing an
orthonormal basis {e1, e2} of the tangent space TpΣ, one can write y = (y1, y2) = exp−1p (x) if
the exponential map expp : TpΣ( R
2) → Σ maps the tangent vector y1e1 + y2e2 to the point
x ∈ Bδ(p). One also denotes expp(y1e1 + y2e2) by expp(y), and thus exp−1p (Bδ(p)) = Bδ(0). Let
G˜p be a Green function satisfying
∆gG˜p = 8π
∑ℓ
i=1 δσi(p) − 8πℓVolg(Σ)∫
Σ
G˜pdvg = 0.
(49)
The existence of such a G˜p is based on Proposition 4. By Propositions 5 and 6, we have
G˜p(σi(y)) = G˜p(y), i = 1, · · · , ℓ. (50)
In the above mentioned normal coordinate system (Bδ(p), exp
−1
p ; {y1, y2}), by elliptic estimates,
G˜p can be written as
G˜p(expp(y)) = −4 log r + A˜p + α(y) + β(y), (51)
where r = |y| = dg(p, expp(y)), A˜p is a constant, α(y) = b1y1 + b2y2, β(y) ∈ C1(Bδ(0)) and
β(y) = c1(y
1)2 + 2c2y
1y2 + c3(y
2)2 + O(r3).
To proceed, we have the following:
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Lemma 10. Let c1 and c3 are constants in (51), K(p) be the Gaussian curvature of (Σ, g) at p.
Then the following identity holds
c1 + c3 +
2
3
K(p) =
4πℓ
Volg(Σ)
.
Proof. We modify the argument of ([6], Proposition 3.2). In a normal coordinate system near p,
the Riemannian metric can be written as g = dr2 + g2(r, θ)dθ2 with
g(r, θ) = r − K(p)
6
r3 + φ(cos θ, sin θ)r4 + O(r5), (52)
where φ(s, t) =
∑3
j=0 a js
3− jt j is a third order homogenous polynomial.
By the divergence theorem, we have for any 0 < r < δ
∫
∪ℓ
i=1
∂Br(σi(p))
∂G˜p
∂n
dsg =
∫
Σ\∪ℓ
i=1
Br(σi(p))
∆gG˜pdvg = −
8πℓ
Volg(Σ)
∫
Σ\∪ℓ
i=1
Br(σi(p))
dvg. (53)
Note that σ∗g(x) = g(σ(x)) for all σ ∈ G and x ∈ Σ. In view of (50), (51) and (52), one calculates
∫
∪ℓ
i=1
∂Br(σi(p))
∂G˜p
∂n
dsg = ℓ
∫ 2π
0
(
−4
r
+ 2c1r cos
2 θ + 4c2r cos θ sin θ + 2c3r sin
2 θ + O(r2)
)
(
r − K(p)
6
r3 + O(r4)
)
dθ
= −8πℓ + 2πℓ
(
c1 + c3 +
2
3
K(p)
)
r2 + O(r3)
and
− 8πℓ
Volg(Σ)
∫
Σ\∪ℓ
i=1
Br(σi(p))
dvg = −
8πℓ
Volg(Σ)
(
Volg(Σ) − πℓr2 + O(r4)
)
.
Inserting the above two estimates to (53) and comparing the the terms involving r2, we get the
desired result. 
We define a sequence of functions (φǫ)ǫ>0 by
φǫ(x) =

c − 2 log
(
1 + r
2
8ǫ2
)
+ A˜p + α(exp
−1
p (σ
−1
i
(x))), x ∈ BRǫ(σi(p)), i = 1, · · · , ℓ
G˜p(x) − η(σ−1i (x)) β(exp−1p (σ−1i (x))), x ∈ B2Rǫ(σi(p)) \ BRǫ(σi(p))
G˜p(x), x ∈ Σ \ ∪ℓi=1B2Rǫ(σi(p)),
where Rǫ → 0 as ǫ → 0, R and c are constants depending only on ǫ and will be determined later,
r = r(x) denotes the geodesic distance between x and σi(p) for x ∈ BRǫ(σi(p)), η ∈ C∞0 (B2Rǫ(p))
satisfies 0 ≤ η ≤ 1, η ≡ 1 on BRǫ(p) and |∇gη| ≤ 4/(Rǫ), both α and β are functions defined as in
(51).
To ensure φǫ ∈ W1,2(Σ, g), we require for all x ∈ ∂BRǫ(σi(p)), there holds
c − 2 log
(
1 +
r2
8ǫ2
)
+ A˜p + α(exp
−1
p (σ
−1
i (x))) = G˜p(x) − η(σi(x) β(exp−1p (σ−1i (x))).
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This together with (51) implies that
c = 2 log
(
1 +
R2
8
)
− 4 log(Rǫ). (54)
One can easily check that
φǫ(σi(x)) = φǫ(x), ∀x ∈ Σ, ∀i = 1, · · · , ℓ.
A straightforward calculation shows∫
BRǫ (σi(p))
|∇gφǫ |2dvg =
∫
BRǫ (p)
|∇gφǫ |2dvg
=
∫
BRǫ (p)
16r2
(r2 + 8ǫ2)2
dvg +
∫
BRǫ (p)
|∇g(α(exp−1p (x)))|2dvg
−
∫
BRǫ (p)
8r∇gr∇g(α(exp−1p (x)))
r2 + 8ǫ2
dvg. (55)
Since
∫ 2π
0
φ(cos θ, sin θ)dθ = 0, we have
∫
BRǫ (p)
16r2
(r2 + 8ǫ2)2
dvg =
∫ 2π
0
dθ
∫ Rǫ
0
16r2
(r2 + 8ǫ2)2
(r − K(p)r
3
6
+ φ(cos θ, sin θ)r4 + O(r5))dr
= 16π log
(
1 +
R2
8
)
− 16πR
2
R2 + 8
+
128
3
πK(p)ǫ2 log
(
1 +
R2
8
)
−8
3
πK(p)(Rǫ)2 + O(ǫ2) + O((Rǫ)4).
In a normal coordinate system near p, gi j(y) = δi j + O(r2), there holds∫
BRǫ (p)
|∇g(α(exp−1p (x)))|2dvg =
∫
BRǫ (0)
gi j(y)∂i(b1y
1
+ b2y
2)∂ j(b1y
1
+ b2y
2)(1 + O(r2))dy
= π(b21 + b
2
2)(Rǫ)
2
+ O((Rǫ)4).
Moreover,∫
BRǫ (p)
8r∇gr∇g(α(exp−1p (x)))
r2 + 8ǫ2
dvg = 4
∫ 2π
0
dθ
∫ Rǫ
0
∂rr
2∂r(b1r cos θ + b2r sin θ)
r2 + 8ǫ2
g(r, θ)dr
= O((Rǫ)4).
Inserting the above three estimates to (55), we have∫
BRǫ (σi(p))
|∇gφǫ |2dvg = 16π log
(
1 +
R2
8
)
− 16πR
2
R2 + 8
+
128
3
πK(p)ǫ2 log
(
1 +
R2
8
)
−8
3
πK(p)(Rǫ)2 + π(b21 + b
2
2)(Rǫ)
2
+O((Rǫ)4) + O(ǫ2) + O((Rǫ)4 log(1 + R2/8)). (56)
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Write pi = σi(p), ηi = η ◦ (exp−1p σ−1i ), αi = α ◦ σ−1i and βi = β ◦ σ−1i . By the divergence
theorem and (49), we calculate∫
Σ\∪ℓ
i=1
BRǫ (pi)
|∇gφǫ |2dvg =
∫
Σ\∪ℓ
i=1
BRǫ (pi)
|∇gG˜p|2dvg +
∫
∪ℓ
i=1
B2Rǫ (pi)\BRǫ (pi)
|∇g(ηiβi)|2dvg
−2
∫
∪ℓ
i=1
B2Rǫ (pi)\BRǫ (pi)
∇gG˜p∇g(ηiβi)dvg
= −
∫
∪ℓ
i=1
∂BRǫ (pi)
G˜p
∂G˜p
∂n
dsg +
∫
Σ\∪ℓ
i=1
BRǫ (pi)
G˜p∆gG˜pdvg
+
∫
∪ℓ
i=1
B2Rǫ (pi)\BRǫ (pi)
|∇g(ηiβi)|2dvg
−2
∫
∪ℓ
i=1
B2Rǫ (pi)\BRǫ (pi)
ηiβi∆gG˜pdvg + 2
∫
∪ℓ
i=1
∂BRǫ (pi)
ηiβi
∂G˜p
∂n
dsg.(57)
By (51), we have in a normal polar coordinate system near p
G˜p(expp(y)) = −4 log r + A˜p + b1r cos θ + b2r sin θ + c1r2 cos2 θ + 2c2r2 cos θ sin θ
+c3r
2 sin2 θ + ̺(cos θ, sin θ)r3 + O(r4), (58)
where y = (y1, y2) = (r cos θ, r sin θ), ̺(s, t) is a third order homogenous polynomial with respect
to s and t. Obviously
∂G˜p
∂n
= − 4
r
+ b1 cos θ + b2 sin θ + 2c1r cos
2 θ + 4c2r cos θ sin θ + 2c3r sin
2 θ
+ 3r2̺(cos θ, sin θ) + O(r3). (59)
Combining (52), (58) and (59), one has
−
∫
∪ℓ
i=1
∂BRǫ (pi)
G˜p
∂G˜p
∂n
dsg = −ℓ
∫
∂BRǫ (p)
G˜p
∂G˜p
∂n
dsg
= −32πℓ log(Rǫ) + 8πℓA˜p + 4πℓ(c1 + c3)(Rǫ)2
−πℓ(b21 + b22)(Rǫ)2 − 2πℓ(c1 + c3 +
2
3
K(p))A˜p(Rǫ)
2
+8πℓ(c1 + c3 +
2
3
K(p))(Rǫ)2 log(Rǫ) + O((Rǫ)4 log(Rǫ)).(60)
Similarly∫
Σ\∪ℓ
i=1
BRǫ (pi)
G˜p∆gG˜pdvg = −
8πℓ
Volg(Σ)
∫
Σ\∪ℓ
i=1
BRǫ (pi)
G˜pdvg =
8πℓ
Volg(Σ)
∫
∪ℓ
i=1
BRǫ (pi)
G˜pdvg
= − 32π
2ℓ2
Volg(Σ)
(Rǫ)2 log(Rǫ) +
16π2ℓ2
Volg(Σ)
(Rǫ)2 +
8π2ℓ2
Volg(Σ)
A˜p(Rǫ)
2
+O((Rǫ)4 log(Rǫ)), (61)
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∫
∪ℓ
i=1
B2Rǫ (pi)\BRǫ (pi)
|∇g(ηiβi)|2dvg = O((Rǫ)4), (62)
− 2
∫
∪ℓ
i=1
B2Rǫ(pi)\BRǫ (pi)
ηiβi∆gG˜pdvg =
16πℓ
Volg(Σ)
∫
∪ℓ
i=1
B2Rǫ (pi)\BRǫ (pi)
ηiβidvg = O((Rǫ)
4) (63)
and
2
∫
∪ℓ
i=1
∂BRǫ (pi)
ηiβi
∂G˜p
∂n
dsg = −8πℓ(c1 + c3)(Rǫ)2 + O((Rǫ)4). (64)
Inserting (60)-(64) to (57), we obtain∫
Σ\∪ℓ
i=1
BRǫ (pi)
|∇gφǫ |2dvg = −32πℓ log(Rǫ) + 8πℓA˜p + 4πℓ(c1 + c3)(Rǫ)2
−πℓ(b21 + b22)(Rǫ)2 − 2πℓ(c1 + c3 +
2
3
K(p))A˜p(Rǫ)
2
+8πℓ(c1 + c3 +
2
3
K(p))(Rǫ)2 log(Rǫ)
− 32π
2ℓ2
Volg(Σ)
(Rǫ)2 log(Rǫ) +
16π2ℓ2
Volg(Σ)
(Rǫ)2 +
8π2ℓ2
Volg(Σ)
A˜p(Rǫ)
2
−8πℓ(c1 + c3)(Rǫ)2 + O((Rǫ)2 log(Rǫ)).
This together with (56) and Lemma 10 leads to∫
Σ
|∇gφǫ |2dvg = 16πℓ log
(
1 +
R2
8
)
− 16πℓR
2
R2 + 8
+
128
3
πℓK(p)ǫ2 log
(
1 +
R2
8
)
−32πℓ log(Rǫ) + 8πℓA˜p + O((Rǫ)4 log(Rǫ)) + O(ǫ2)
+O((Rǫ)4 log 1 +
R2
8
). (65)
Now we estimate the average of the integral of φǫ as follows.
φǫ =
1
Volg(Σ)
∫
Σ
φǫdvg
=
1
Volg(Σ)
∫
∪ℓ
i=1
BRǫ (pi)
(
c − 2 log
(
1 +
r2
8ǫ2
)
+ A˜p + αi
)
dvg −
∫
∪ℓ
i=1
B2Rǫ (pi)\BRǫ (pi)
ηiβidvg
+
∫
Σ\∪ℓ
i=1
B2Rǫ (pi)
G˜pdvg +
∫
∪ℓ
i=1
B2Rǫ (pi)\BRǫ (pi)
G˜pdvg

= − 16πℓ
Volg(Σ)
ǫ2 log
(
1 +
R2
8
)
+ O((Rǫ)4 log(Rǫ)) + O((Rǫ)4 log(1 + R2/8)). (66)
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Next we estimate
∫
Σ
heφǫdvg.∫
BRǫ (pi)
eφǫdvg =
∫
BRǫ (p)
eφǫdvg
= ec+A˜p
∫ 2π
0
dθ
∫ Rǫ
0
eb1r cos θ+b2r sin θ
(1 + r2/(8ǫ2))2
(
r − K(p)
6
r3 + O(r4)
)
dr
=
(
1
8
+
1
R2
)2
eA˜pǫ−2
{
8π
R2
R2 + 8
− 32
3
πK(p)ǫ2 log
(
1 +
R2
8
)
+16π(b21 + b
2
2)ǫ
2 log
(
1 +
R2
8
)
+ O(ǫ2)
}
. (67)
Let δ be defined as in (48). Note that for y ∈ Bδ(0), there holds
eG˜p(expp(y)) = r−4eA˜p
{
1 + b1r cos θ + b2r sin θ + c1r
2 cos2 θ + 2c2r
2 cos θ sin θ + c3r
2 sin2 θ
+
1
2
(b21r
2 cos2 θ + 2b1b2r
2 cos θ sin θ + b22r
2 sin2 θ) + O(r3)
}
.
By a straightforward calculation, we have∫
Bδ(pi)\B2Rǫ (pi)
eφǫdvg =
∫
Bδ(p)\B2Rǫ (p)
eG˜pdvg
= πeA˜p
(2Rǫ)−2 − (c1 + c3 + b21 + b222 ) log(Rǫ)
+
K(p)
3
log(Rǫ) + O(1)
}
. (68)
and ∫
B2Rǫ (pi)\BRǫ (pi)
eφǫdvg =
∫
B2Rǫ (p)\BRǫ (p)
eG˜p−η1β1dvg
= πeA˜p((Rǫ)−2 − (2Rǫ)−2 + O(1)). (69)
For y ∈ Bδ(0), we write
h(expp(y)) − h(p) = k1r cos θ + k2r sin θ + k3r2 cos2 θ + 2k4r2 cos θ sin θ + k5r2 sin2 θ + O(r3).
Noting that h(pi) = h(p), i = 1, · · · , ℓ, we have∫
BRǫ (pi)
(h − h(pi))eφǫdvg
=
∫
BRǫ (p)
(h − h(p))eφǫdvg
=
(
1
8
+
1
R2
)2
eA˜pǫ−2
{
32π(k3 + k5 + k1b1 + k2b2)ǫ
2 log
(
1 + R2/8
)
+ O(ǫ2)
}
. (70)
Similarly ∫
B2Rǫ (pi)\BRǫ (pi)
(h − h(pi))eφǫdvg =
∫
B2Rǫ (p)\BRǫ (p)
(h − h(p))eφǫdvg = O(1) (71)
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and ∫
Bδ(pi)\B2Rǫ(pi)
(h − h(pi))eφǫdvg =
∫
Bδ(p)\B2Rǫ (p)
(h − h(p))eφǫdvg
= −πeA˜p(k3 + k5 + k1b1 + k2b2) log (Rǫ) + O(1). (72)
It follows from (67) and (70) that∫
BRǫ (pi)
heφǫdvg = h(pi)
∫
BRǫ (pi)
eφǫdvg +
∫
BRǫ (pi)
(h − h(pi))eφǫdvg
= πh(p)eA˜pǫ−2
{
R2 + 8
8R2
+ 16
(
b21 + b
2
2 −
2
3
K(p) + 2
k3 + k5 + k1b1 + k2b2
h(p)
)
×
(
1
8
+
1
R2
)2
ǫ2 log
(
1 +
R2
8
)
+ O(ǫ2)
 . (73)
In view of (69) and (71),∫
B2Rǫ (pi)\BRǫ (pi)
heφǫdvg = πh(p)e
A˜p((Rǫ)−2 − (2Rǫ)−2 + O(1)). (74)
Also we have by (68) and (72) that∫
Bδ(pi)\B2Rǫ (pi)
heφǫdvg = πh(p)e
A˜p
(2Rǫ)−2 −
c1 + c3 − K(p)
3
+
b2
1
+ b2
2
2
+
k3 + k5 + k1b1 + k2b2
h(p)
)
log(Rǫ) + O(1)
}
. (75)
Clearly ∫
Σ\∪ℓ
i=1
Bδ(pi)
heφǫdvg =
∫
Σ\∪ℓ
i=1
Bδ(pi)
heG˜pdvg = O(1),
which together with (73)-(75) leads to
∫
Σ
heφǫdvg =
πℓh(p)eA˜p
8ǫ2
{
1 +
16
R2
+ 128
(
b21 + b
2
2 −
2
3
K(p) + 2
k3 + k5 + k1b1 + k2b2
h(p)
)
×
(
1
8
+
1
R2
)2
ǫ2 log
(
1 +
R2
8
)
− 8
c1 + c3 − K(p)
3
+
b2
1
+ b2
2
2
+
k3 + k5 + k1b1 + k2b2
h(p)
)
ǫ2 log(Rǫ) + O(ǫ2)
}
. (76)
Now we choose R such that R4ǫ2 = 1
log(− log ǫ) . It follows that R
−4
= o(ǫ2 log ǫ) and logR/ log ǫ =
−1/2 + o(1) as ǫ → 0. This together with (76) implies that
log
∫
Σ
heφǫdvg = log
πℓh(p)eA˜p
8ǫ2
+
16
R2
+ 4
{
b21 + b
2
2 −
2
3
K(p) + c1 + c3+
+2
k3 + k5 + k1b1 + k2b2
h(p)
+ oǫ(1)
}
ǫ2 log
1
ǫ
. (77)
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In view of (65),
1
2
∫
Σ
|∇gφǫ |2dvg = 16πℓ log
1
ǫ
− 8πℓ log 8 − 8πℓ + 4πℓA˜p +
128πℓ
R2
+
(
64
3
πℓK(p) + oǫ(1)
)
ǫ2 log
1
ǫ
. (78)
Moreover, (66) implies that
φǫ =
(
− 16πℓ
Volg(Σ)
+ oǫ(1)
)
ǫ2 log
1
ǫ
. (79)
Noting that 2(k3 + k5) = −∆gh(p) and combining (77)-(79) and Lemma 10, we conclude
J8πℓ(φǫ − φǫ) =
1
2
∫
Σ
|∇gφǫ |2dvg − 8πℓ log
∫
Σ
heφǫdvg + 8πℓφǫ
= −8πℓ − 4πℓA˜p − 8πℓ log(πℓh(p)) − 32πℓ
{
8πℓ
Volg(Σ)
− 2K(p)
+b21 + b
2
2 −
∆gh(p)
h(p)
+
2(k1b1 + k2b2)
h(p)
+ oǫ(1)
}
ǫ2 log
1
ǫ
. (80)
Under the hypothesis (12), one can see for (80) that
J8πℓ(φǫ − φǫ) < −4πℓ(2 log(πℓh(p)) + A˜p) − 8πℓ.
This together with (47) implies (46) and completes the proof of Theorem 3. 
6. Geometric conditions
In this section, we give examples of surfaces on which the assumptions of Theorems 2 and
3 may be satisfied. As a consequence, on such surfaces the mean field equation (5) may have a
solution for appropriate h.
6.1. Geometric condition for Theorem 2
For x = (x1, x2), y = (y1, y2) ∈ R2, x ∼ y if and only if x1 = y1 + m and x2 = y2 + k for some
integers m and k. Define τ : R2 → T2 = R2/ ∼ by τ(x) = [x], the equivalent class of x. If U is
an open subset of R2, then τ(U) is defined as an open subset of the torus T2. Let g = (τ−1)∗(g0)
be a Riemannian metric on T2, where g0 = dx1
2
+ dx2
2 is the standard Euclidean metric. Then
(T2, g) is a flat torus. Let τ0 : R
2 → R2 be a transition given by τ0(x1, x2) = (x1 + 1/2, x2) for
all (x1, x2) ∈ R2, We set G = {σ1, σ2}, where σ1(P) = P and σ2(P) = τ ◦ τ0 ◦ τ−1(P) for all
P ∈ T2. Then G is an isometric group acting on (T2, g). Clearly I(P) = ♯G(P) = 2 for all P ∈ T2.
Motivated by Ding-Jost-Li-Wang [6], we define a function on R2 by
λ(x) = 4π
(
x2
2 − x2 +
1
6
)
− 2 log
(
1 + e−4πx2 − 2e−2πx2 cos(2πx1)
)
−
∞∑
n=1
log
(
1 + e−4πn−4πx2 − 2e−2πn−2πx2 cos(2πx1)
)
−
∞∑
n=1
log
(
1 + e−4πn+4πx2 − 2e−2πn+2πx2 cos(2πx1)
)
.
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According to ([10], pages 42-47), we have λ(x1 + 1, x2) = λ(x1, x2) and λ(x1, x2 + 1) = λ(x1, x2).
Moreover, for any fixed P ∈ T2, if we assume 0 ∈ τ−1(P), then G(P,Q) = λ ◦ τ−1(Q) is the usual
Green function on T2. Precisely G satisfies G(P,Q) = G(Q, P) for all P,Q ∈ T2 and
∆g,QG(P,Q) = 8πδP(Q) − 8π∫
T2
G(P,Q)dvg,Q = 0.
It was proved by Ding-Jost-Li-Wang [6] that G(P,Q) has the following decomposition near P
G(P,Q) = −4 log r + AP + O(r2),
where r denotes the geodesic distance between Q and P and
AP = −4 log(2π) +
2π
3
− 8
∞∑
n=1
log(1 − e−2πn).
Let G˜P(Q) = G(P,Q) + G(σ2(P),Q) for all Q ∈ T2. Then G˜P is a G-invariant Green function
satisfying 
∆gG˜P(Q) = 8π
(
δP(Q) + δσ2(P)(Q)
) − 16π∫
T2
G˜P(Q)dvg = 0.
By elliptic estimates, we can write near P
G˜P(Q) = −4 log r + A˜P + O(r).
Clearly
A˜P = AP +G(σ2(P), P) = AP +G(P, σ2(P)). (81)
Using the inequality log(1 + t) ≥ t/(t + 1) for t > −1, we have
AP + 2 + 2 logπ ≤ 2 − 4 log 2 − 2 log π +
2π
3
+ 8
∞∑
n=1
e−2πn
1 − e−2πn
≤ 2 − 4 log 2 − 2 log π + 2π
3
+
8
1 − e−2π
∞∑
n=1
e−2πn
= 2 − 4 log 2 − 2 log π + 2π
3
+
8e−2π
(1 − e−2π)2
≈ −0.9752. (82)
Similarly
G(P, σ2(P)) + 2 log 2 = λ(
1
2
, 0) + 2 log 2
=
2π
3
− 2 log 2 − 8
∞∑
n=1
log(1 + e−2πn)
≤ 2π
3
− 2 log 2 − 8
∞∑
n=1
e−2πn
1 + e−2πn
≤ 2π
3
− 2 log 2 − 8e
−2π
1 − e−4π
≈ 0.6932. (83)
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In view of (81), we have by combining (82) and (83) that A˜P < −2 − 2 logπ − 2 log 2. Since A˜P
is independent of the base point P, we conclude
max
P∈T2
A˜P < −2 − 2 logπ − 2 log 2. (84)
Since Volg(T
2) = 1, (84) is exactly (11) where h is a constant and ℓ = 2.
In conclusion, we construct a flat torus (T2, g) with the action of an isometric group G =
{σ1, σ2} such that (11) holds when h is a positive constant. Set h = c + ǫφ, where c > 0 and
ǫ > 0 are two constants, φ : T2 → R is a smooth function satisfying φ(σ1(x)) = φ(σ2(x)) for all
x ∈ T2. If ǫ is chosen sufficiently small, then (11) still holds.
6.2. Geometric condition for Theorem 3
Let {a, b} be a basis onR2. Consider a torus T2 = R2/ ∼, where x ∼ y if and only if x−y = ka
for some integer k or x−y = mb for some integerm. Let g be a flat metric induced by the standard
Euclidean metric on R2. Denote the Gaussian curvature of (T2, g) by K. Then K(x) ≡ 0 for all
x ∈ T2. For any fixed positive integer ℓ, we set σ1(x) = x, σ2(x) = x + 1ℓ a, · · · , σℓ(x) = x + ℓ−1ℓ a
for all x ∈ T2. Obviously G = {σ1, · · · , σℓ} is an isometric group acting on (T2, g). One can
easily see that (12) holds when h is a positive constant. As in the previous subsection, we set
h = c + ǫφ, where c > 0 and ǫ > 0 are two constants, φ : T2 → R is a smooth function satisfying
φ(σ(x)) = φ(x) for all σ ∈ G and all x ∈ T2. If ǫ is chosen sufficiently small, then (12) still holds.
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