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subject to $g(x)=0$ , $x\geq 0$ ,
$f$ : $\mathrm{R}^{n}arrow \mathrm{R},$ $g$i: $\mathrm{R}^{n}arrow \mathrm{R},$ $i=1,$ $\ldots$ , $m$ .
, 2 (SQP) , SQP , ,
. ,
. ,









, Ulbrich, Ulbrich and Vicente [4] , Ulbrich and












. $w=(x,$ $y$ , $zY$ , $y\in \mathrm{R}^{m}$ $z\in \mathrm{R}^{n}$ ,
. Karush-Kuhn-Tucker (KKT) .
$r(w)=(\begin{array}{l}\nabla_{x}L(w)g(x)XZe\end{array})=0$, $x\geq 0,$ $z\geq 0$ , (3)
$xL$ (w) $=$ $\nabla f(x)-A(x)^{t}y-z$ ,
$A(x)$ $=$ $(\begin{array}{l}\nabla g_{1}(x)^{t}\vdots\nabla g_{m}(x)^{t}\end{array})$ :
$X$ $=$ diag $(x_{1}, \cdots, x_{n})$ ,
$Z$ $=$ diag $(z_{1}, \cdots, z_{n})$ ,
$e$ $=$ $(1, \cdots, 1)^{t}\in \mathrm{R}^{n}$ .
, 1 $f_{l}$ (x; $s$ ) : $\mathrm{R}^{n}arrow \mathrm{R}$ 2 $f_{q}$ (x; $s$ ) : $\mathrm{R}^{n}arrow \mathrm{R}$
.
$fi(x;s)$ $=$ $f(x)+\nabla f(x)^{t}s$
$f_{q}(x;s)$ $=$ $f(x)+ \nabla f(x)^{t}s+\frac{1}{2}s^{t}Hs$ ,
, $s\in \mathrm{R}^{n}$ , $H\in \mathrm{R}^{n\cross n}$ .
. ,
$\triangle fi(x;s)$ $\equiv$ $fi(x;s)-f(x)=\nabla f(x)^{t}s$ ,
$\triangle f_{q}(x;s)$ $\equiv$ $f_{q}(x;s)-f(x)= \nabla f(x)^{t}s+\frac{1}{2}s^{t}Hs$ ,
$\triangle f(x;s)$ $\equiv$ $f(x+s)-f(x)$
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. $\triangle f_{l}$ (x; $s$ ), $\triangle f_{q}(x;s)$ $\text{ }$ $\mathrm{L}\mathrm{P}$ QP













$w_{0}$ ( $x_{0}\geq 0$ ), $\epsilon$ >0, $\tau\in(0,1)$ . $k=0$ .
(Step 1) $\delta_{k}=\tau||r(w_{k})||_{*}$ .
(Step 2) $x_{k}$ $\text{ }$ ( ) ,
$||$ g(x
$k+ \frac{1}{2}$
) $||<\delta_{k}$ , $x_{k+\frac{1}{2}}\geq 0$ , $z_{k+\frac{1}{2}}\geq 0$
wk+-2l=(xk+ , $y_{k+\frac{1}{2}},$ $z_{k+\frac{1}{2})^{t}}$
.
$w_{k+\frac{1}{2}}$
$||r(w_{k+\frac{1}{2}})||_{*}\leq\delta_{k}$ , $w_{k+1}=w_{k+\frac{1}{2}}$ Step
4 .
(Step 3) Spep 2 $x_{k+\frac{1}{2}}\geq 0$
$\text{ }$ ( ) ,





$||r(vfk+1)||_{*}\leq\in$ . $k:=k+1$ Step 1 .
. SQP




$w_{0}$ ( $x_{0}\geq 0$), $\delta$ >0, $\triangle 0>0,$ $\epsilon_{0}\in(0,1)$ , $\beta\in(0,1)$ . $k=0$ .












$||g(xk+\beta^{l_{k}}s_{k})$ $||< \max\{\delta, (1-\epsilon_{0}\beta^{l_{k}})||g(x_{k})||\}$
$\alpha_{k}=\beta^{l_{k}}$ .
(Step 4) $x_{k+1}=x_{k}+\alpha_{k}s$ k , $w_{k+1}=(x_{k+1}, y_{k+1}, z_{k+1})^{t}$ .
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(Step 5) $\ovalbox{\tt\small REJECT}$
$||g(x_{k+1})||<\delta$ .
(Step 6) $k:=k+1$ Step 1
Step 2 , $||s||_{\infty}\leq\triangle_{k}$ $\triangle_{k}e\leq s\leq\triangle_{k}e$ .
$e=$ $(1, \ldots, 1)^{t}$ . ( ,
)
, .
, 1 $\mathrm{L}\mathrm{P}$ 2 $\mathrm{Q}\mathrm{P}$ . $y$ ,
$z$ , $x$ .
, $\delta$ KKT
.
[ $\text{ }$ ]
(Step 0) :
$w_{0}^{1}$ ( $x_{0}\geq 0$ ), $\delta$ >0, $\triangle 0>0,$ $\triangle\tau_{0}>0$ , $\beta\in(0,1)$ . $\triangle\tau_{0}\leq\triangle 0$
, $x_{0}$ $x0\geq 0$ $||g(x\mathrm{o})||<\delta$ . $k=0$ $\text{ }$ .
(Step 1) 1 $\mathrm{L}\mathrm{P}$ :
$\mathrm{L}\mathrm{P}$ , $d_{k}$ $(y_{k+1} , z_{k+1})^{t}$ ,
$w_{k}=(x_{k}, y_{k+1}, z_{k+1})^{t}$ .
$(LP(x_{k}))$
minimize $\triangle fi(xk;d)=\nabla f(x_{k})^{t}d$
subject to $A(x_{k})d=0$ , $x_{k}+d\geq 0$ , $||$ d $||_{\infty}\leq 1$ .
(Step 2) :
$w_{k}$ $||r(w_{k})||\leq\delta$ .
(Step 3) 2 $\mathrm{Q}\mathrm{P}$ :




minimize $\triangle f_{q}(x_{k};s\tau)=\frac{1}{2}s$7H$ksT+\nabla f(x_{k})^{t}s\tau$
subject to $A(xk)s\tau=0$ , $x_{k}+s\tau\geq 0$ , $||$ sT $||_{\infty}\leq\triangle$7 $k$
$(QP(x_{k}))$
minimize $\triangle f_{q}(xk;s)=\frac{1}{2}s^{t}Hks+\nabla f(xk)^{t}s$
subject to $g(x_{k})+A(xk)s=0$ , $x_{k}+s\geq 0$ , $||$ s $||_{\infty}\leq\triangle$k,
, $\triangle_{k}$ $\triangle\tau_{k}\leq\triangle_{k}$ , , ( $QP$ (xk))
.
(Step 4) $\overline{6_{k}^{\cdot}}=(\min\{\frac{||s_{T_{k}}||_{\infty}}{||s_{k}||_{\infty}},$ $1$ }) $s_{k}$ ,
$l_{k}$ .
$\triangle f_{q}(x_{k} ; (1-\beta^{l_{k}})_{S_{\mathit{1}_{k}^{\mathrm{t}}}’}. +\beta^{l_{k}}\overline{s}_{k})\leq\frac{1}{2}\triangle f_{q}(x_{k;}s_{T_{k}})$ (4)
$\rho_{k}=\beta^{l_{k}}$ , $s_{\rho k}=(1-\rho_{k})s_{T_{k}}+\rho k\overline{s}_{k}$ .
(Step 5)
$||g(x_{k}+s_{\rho k})||\geq\delta$ , $\triangle\tau_{k+1}.=\frac{1}{2}\triangle\tau_{k}$ <. , { .
$\{$
$\not\in_{)}\mathrm{b}\triangle f(x_{k}.,\cdot s_{\beta k})\not\in_{)}\mathrm{b}\Delta f(x_{k},s_{\rho k})\leq>\frac{\frac{1}{3}}{4}\triangle f_{qq}(x_{k},\cdot.s_{\rho_{k}})\triangle f(x_{k},s_{\beta k})\gamma_{\mathrm{X}\check{\mathrm{b}}}^{\epsilon \mathrm{f}\supset}f|^{\vee}|_{\mathrm{a}\grave{\grave{:}},\triangle\tau_{k+1}}^{3\grave{\grave{;}},\triangle\tau_{k+1}}=\triangle_{T_{k}}\geq \mathrm{k}^{1}<=\frac{1}{22}\Delta_{T_{k}}[succeq] k^{1}<$
,\Delta Tk+l $=\triangle\tau_{k}$ $<$ .
(Step 6) $\triangle f$ ( xk; $s_{\rho k}$ ) $\leq 0$ $||g(x_{k}+s_{\rho k})||<\delta$ , $x_{k+1}=x_{k}+s_{\rho k}$ (\succeq .
$x_{k+1}=x_{k}$ .
(Step 7) $k:=k+1$ Step 1 {\acute T- $\text{ }$ .
Stcp 3 $H_{k}$ , 2$f(f),$ $\nabla_{x}^{2}L$ (wk)
. $(LP(h)),$ ( $QP_{T}($xk))
$\triangle fi(x_{k)}. d_{k})\leq\triangle fi(x_{k}; 0)=0$
$\triangle f_{q}(x_{k;}s_{T_{k}})\leq\triangle f_{q}(x_{k}; 0)=0$
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. , ( $QP\tau$ (xk))
, , ( $QP$ (xk)) $g(x)=0$
. 2 Step 4 .
,
.
$||\overline{s}$k $||=( \min\{\frac{||s_{T_{k}}||_{\infty}}{||s_{k}||_{\infty}},$ $1\})||$ sk $||\leq||$ sT, $||_{\infty}\leq\triangle$7 $k$
, Step 4
$||$ s,I $|\leq(1-\rho_{k})||s_{T_{k}}||+\rho$ k $||\overline{s}$k $||\leq\triangle,\tau_{k}$
. , $\{w_{k}\}$ $x_{k}\geq 0,$ $z_{k}\geq 0$
$||g$ (x $k$ ) $||<\delta$ .
4
, .
Yamashita and Yabe [6] . .
$\mathrm{G}$
(G1) $f$ $g_{i},$ $i=1,$ $\ldots,$ $m$ 2 .
(G2) $x0$ , { $x\in \mathrm{R}^{n}|f(x)\leq f($x0)} $\cap$ { $x\in \mathrm{R}^{n}|||g($x)|| $\leq\delta_{0}$ } $\cap\{x\in$
$\mathrm{R}^{n}|x\geq 0\}$ . , { $x\in \mathrm{R}^{n}|f(x)\leq f($x0)} $\prime x_{0}\in \mathrm{R}^{n}$
1
(G3) $G_{k},$ $H_{k}$ .
(G4) $\triangle-$ .
$0<\triangle\tau_{k}\leq\triangle k\leq\triangle-$ for all $k$
4.1
.
Theorem 1 $G$ . $\{x_{k}\}$
. Step 3 , $\{x_{k}\}$
$x_{\infty}$




. , $\triangle fi$ (xk; $d_{k}$ ) $\triangle f_{q}(x_{k}; s\tau_{k})$ .
.
Lemma 1 $G$ . $d_{k},$ $yk+1,$ $z_{k+1}$ $LP$(xk)
. .
(i) $k$ $\triangle f_{l}$ (xk; $d_{k}$ ) $=0$ , $\delta>0$ $w_{k}=(x_{k}, y_{k+1}, z_{k+1})^{t}$
$||g(x_{k})||<\delta$ , $\nabla_{x}L(w_{k})=0$ , $X$k $Z_{k+1}e=0$ , $x_{k}\geq 0$ , $z_{k+1}\geq 0$
-
(ii) $K\subset$ $\{0,1, 2, \ldots\}$
$\lim_{karrow\infty,k\in K}\triangle fi(x_{k)}.d_{k})=0$
, $\{(x_{k}, y_{k+1}, z_{k+1})\}$ $w_{\infty}=(x_{\infty}, y\infty’ z_{\infty})^{t}$
$||g(x_{\infty})||<\delta$ , $\nabla_{x}L(w_{\infty})=0$ , $X$\infty $Z_{\infty}e=0$ , $x_{\infty}\geq 0$ , $z_{\infty}\geq 0$
.
(iii) $k$ $\triangle f_{q}$ ( xk; $s_{T_{k}}$ ) $=0$ , $\triangle f_{l}$ (xk; $d_{k}$ ) $=0$ .
(iv) $K\subset$ $\{0,1, 2, \ldots\}$




$\triangle f_{l}$ (xk; $d_{k}$ ) $=0$ .
$\triangle f_{q}$ (xk; $s_{T_{k}}$ ) .
Lemma 2 $x_{k}\geq 0$ $||g(x_{k})||<\delta$ $x_{k}$ . , $\triangle\tau_{k}$
. $\triangle f_{f}$ (xk; $d_{k}$ ) $<0$ ,
$|\triangle f_{q}$ ( $x_{k;}$ sTk)|\geq cl||s7\||
$c_{1}$ .
Step 4 Step 5 .
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Lemma 3 $G$ , $\text{ }$ Step 4 $\rho_{k}$
.
$\triangle f_{q}(x_{k}; s_{\beta k})\leq\frac{1}{2}\triangle f_{q}(x_{k;}s_{T_{k}} )$ .
, $\triangle\tau_{k}$
$||$ g $(x_{k}+s_{\rho k})||<\delta$
.
2 .
Lemma 4 $G$ , $\lim\inf|\triangle f_{l}$ (xk; $d_{k}$ ) $|=c_{2}>0$
k\rightarrow O
$\lim \mathrm{i}\mathrm{n}karrow\infty$f $\rho k>0$
. $k$ $\triangle\tau-$ , $\triangle\tau_{k}\in$ ( $0,$ $\triangle$-T)
$s_{k}$,
$||$ g $(x_{k}+s_{\rho k})||<\delta$
.
.
Theorem 2 $G$ ,
, $\delta>0$
$|$ g $(x_{\infty})||\leq\delta$ , $\nabla_{x}$L(w, ) $=0$ , $X_{\infty}Z_{\infty}e=0$ , $x_{\infty}\geq 0$ , $z_{\infty}\geq 0$ (5)
$w_{\infty}=$ $(x_{\infty}, y\infty)x_{\infty})^{t}$ .
43 \Delta
, .
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