Abstract. We describe efficient implementations of the Subtractive Optimally Localized Averages (SOLA) mollifier method for solving linear inverse problems in, e.g., inverse helioseismology. We show that the SOLA method can be regarded as a constrained least squares problem, which can be solved by means of standard "building blocks" from numerical linear algebra. We compare the standard implementation of the SOLA algorithm with our new approaches based on bidiagonalization of the kernel matrix, which allow fast re-computation of the solution when the regularization parameter or the target function are changed. We also illustrate our methods with an example from helioseismology.
Introduction
The Backus-Gilbert (BG) method, Backus & Gilbert (1968) , also known as the method of optimally localized averages, has been used successfully in seismology, Parker (1977) , helioseismology, Christensen-Dalsgaard et al. (1990) and other areas that involve inverse problems, Craig & Brown (1986) . The BG method belongs to a class of methods known as mollifier methods. The underlying idea in these methods is that if we are given m measurements b i which represent (noisy) values of m functionals k i on an unknown function f, i.e., 
Send offprint requests to: R. M. Larsen where ǫ i represent the noise, then we estimate f in a given point x 0 by a linear combination of the measurements:
Here, we have introduced the two m-vectors q(x 0 ) = (q 1 (x 0 ), . . . , q m (x 0 ))
If the noise is unbiased and has covariance matrix E, then the variance σ 2 (x 0 ) of the error in f est (x 0 ) due to the noise in b is given by
The BG method is a particular technique for computing the coefficients q i (x 0 ) explicitly. If we compare this approach with Tikhonov regularization of a discrete illposed problem A x = b, whose solution is formally given by (A T A + λ 2 I) −1 A T b for some λ, then we notice that q(x 0 )
T in a mollifier method conceptually corresponds to a row in the matrix (A T A + λ 2 I) −1 A T . If f exact denotes the exact solution, then for any regularization method it is easy to see from equation (1) that f est (x 0 ) is given by
The function
is called the averaging kernel at x 0 , and it shows how the noise-free part of the regularized estimate f est (x 0 ) is obtained as an average of the exact solution f exact . Thus, K(x 0 , x) determines the resolving power of the particular regularization method at x 0 , and for f est (x 0 ) to be 0 x = x 0 and be normalized such that
Hence, the averaging kernel K(x 0 , x) often plays a role which is at least as important as the computed estimate f est (x 0 ). In the BG method the peakedness of K(x 0 , x) is controlled by specifying a criteria function J(x 0 , x) and requiring that the quantity
be sufficiently small, subject to the constraint in equation (5). Often, a regularization term is also added in equation (6). A commonly used criteria function is J(x 0 , x) = 12(x − x 0 ) 2 . Various other criteria functions are discussed in the original paper by Backus & Gilbert (1968) , while the additional regularization term is not used there. See Hansen (1994) for an SVD-analysis and computational details.
The BG method is computationally very expensive: If n is the number of quadrature points used to evaluate the integrals then O(mn 2 ) operations are required for each x 0 . This is prohibitively expensive in large-scale applications. In, e.g., 2D rotational inversion in helioseismology m is of the order 10 5 -10 6 and n is of the order 10 3 -10 4 . Therefore, there is a need for computationally more efficient methods. One such method is subtractive optimally localized averages (SOLA), which has been discovered independently by several researchers; see, e.g., Louis & Maass (1990) and Pijpers & Thompson (1992) . The idea in the SOLA method is, instead of minimizing (6), to minimize the squared difference between the averaging kernel and some chosen target function T (x 0 , x),
and it is common practice to retain the constraint in equation (5), see Pijpers & Thompson (1992 , 1994 . The peakedness of K(x 0 , x) is controlled by the choice of T (x 0 , x), and therefore to compute f est (x 0 ) one would choose a target function peaked around x 0 . In practice it is often necessary to add a regularizing term, i.e., to replace equation (7) with
Here E is the error covariance matrix of the measured data points b i and λ is a trade-off or regularization parameter whose value determines the relative importance of the two terms in equation (8). Thus, λ controls the propagation of errors from the measurements to f est (x 0 ).
to the BG method is that the m × n coefficient matrix involved does not depend on x 0 and therefore its factorization, costing O(mn 2 ) operations, is performed only once. The additional cost to compute f est (x 0 ) is O(n 2 ) for each x 0 .
In this paper we discuss two different approaches to implementing the SOLA method: The standard approach using a Lagrange multiplier, and a new approach that uses an orthogonal transformation to incorporate the constraint in equation (5) and bidiagonalization algorithms to solve the resulting least squares problem. We demonstrate that the latter approach is more efficient when many values of the regularization parameter λ must be tried in order to find the optimal one. This is important, since the optimal λ is very rarely known in advance -instead it must be computed by means of parameter-choice methods, such as generalized cross validation or the L-curve criterion, that involve the optimization of a function that depends on λ; see Hanke & Hansen (1993) .
Our paper is organized as follows. In Section 2 we introduce our notation and present the algorithms. These algorithms are based on standard linear algebra routines which are available in most scientific software libraries, and in Section 3 we point to available Fortran software. The computational load in the algorithms, and the efficiency of our new approach, is discussed in Section 4. Finally, in Section 5 we illustrate our algorithms with an example from helioseismology.
Implementations of the SOLA Method
In the following we summarize the SOLA method. The first step is to introduce a proper matrix formulation of the problem. Assume that the data-errors ǫ i are described by the covariance matrix E and that E has a lower triangular Cholesky factor C, such that E = C C T . In case the data are uncorrelated with equal variance, E will be a scalar times the identity matrix. If the statistics of the data are unknown it is common to set E equal to the identity. Also assume that we use a quadrature rule with weights w j on the grid x j , j = 1, . . . , n to compute the necessary integrals, i.e., 
We now define the m × n matrix K,
To express the integrals involved we define the n × n diagonal matrix W with diagonal elements
Finally we introduce the three n-vectors e n = (1, . . . , 1) T , t(x 0 ) with elements (t(x 0 )) j = T (x 0 , x j ), j = 1, . . . , n and k(x 0 ) with elements (k(x 0 )) j = K(x 0 , x j ), j = 1, . . . , n.
(8) subject to the constraint in equation (5): q(x 0 ) is given as the solution to
and we obtain the discretized version of the averaging kernel as
The kernels k i (x) are often nearly linearly dependent, and consequently the same holds for the rows of K which are "samples" of the kernels. Therefore the matrix K is usually very ill-conditioned, and this motivates the additional regularization term λ 2 E in equation (9). Typically the number of kernels m is much larger than the number of points n in the discretization. This means that the system of equations in equation (9) is underdetermined if λ = 0. Only when we include the statistical information about the data, represented in the covariance matrix E, to regularize the problem, do we obtain a unique solution. A convenient way to incorporate the statistical information into the least squares problem is to work with the transformed matrix C −1 K and right-hand side C −1 b, where C is the Cholesky factor of E, and the covariance for the errors in C −1 b is now the identity matrix and the variance of the error in f est (x 0 ) due to the noise is simply q(x 0 ) 2 2 . To simplify our presentation, we assume that this transformation to unit covariance form is applied to the data before the SOLA method is applied.
In the following we will describe different algorithms for solving equation (9). In Section 2.1 we describe the algorithm suggested in Pijpers & Thompson (1992 , 1994 ). As we show in Section 2.2, another possibility is to reduce equation (9) to a standard unconstrained regularized least squares problem, using the method proposed in Lawson & Hanson (1974) , Chap. 20. For the unconstrained least squares problem a variety of efficient regularization methods are available; see, e.g., the survey in Hanke & Hansen (1993) . As we will demonstrate, the latter approach is superior in terms of computational efficiency, especially when many values of λ are needed. We also discuss an iterative algorithm which is useful when K is either sparse or structured.
In the derivation of the algorithms below we have restricted ourselves to the case where the estimate of f is computed for a single point x 0 . The extension of the algorithms to multiple points is trivial and is given in the summaries at the end of each section. Finally we note that we measure the work associated with the algorithms by the number of floating point operations (flops) used. A "flop" is a simple arithmetic operation such as a floating point multiplication or addition.
The standard solution procedure, which is the one used in Pijpers & Thompson (1992) , incorporates the constraint using a Lagrange multiplier and solves the augmented normal equations of (9). This means solving the system
where µ is the Lagrange multiplier. This approach has several disadvantages:
-There is a large potential for loss of accuracy in forming KWK T . -The augmented system is very large: (m+1)×(m+1).
-Although the augmented normal equations are symmetric they are not necessarily positive definite. Therefore the Cholesky factorization, which is normally used to solve the normal equations, cannot be applied to equation (11), neither can an iterative method such as conjugate gradients. In Pijpers & Thompson (1994) it is suggested that equation (11) is solved using Gaussian elimination. This approach doubles the operation count compared to a Cholesky factorization.
A solution to the last problem is to apply the BunchKaufman algorithm for symmetric indefinite systems, which computes an L D L T factorization using diagonal pivoting (see, e.g., Sections 4.4.4-5 in Golub & Van Loan (1989) ), requiring m 3 /3 flops, the same as the usual Cholesky factorization.
To avoid forming the large system of normal equations, it has been suggested by Christensen-Dalsgaard & Thompson (1993) to reduce the dimension of the system by first computing an SVD of the kernel matrix K:
where U ∈ IR m×n and Σ, V ∈ IR n×n . Then one switches to a system that uses the transformed quantities:
Working withK andb instead of K and b reduces the computational effort by a factor of O(m/n) 2 . Now the most expensive part is the computation of Σ and V of the SVD which requires 2mn 2 +11n 3 flops (note that U is not computed explicitly; U T b is computed "on the fly"). Details on how to compute the SVD are given in, e.g., Golub & Van Loan (1989) .
The algorithm, which is summarized below, describes the general case where f est is computed at points x 1 , x 2 , . . . , x q . The matrix T below is the matrix whose columns contain "samples" of the q target function:
and normal equations.
Transform to standard form
3. Set up the augmented normal equations and compute
Compute the estimates of f and the corresponding variances at x1, x2, . . . , xq
If needed, compute the corresponding averaging kernels
In practice one may wish to repeat the algorithm for different shapes of the target function T (x 0 , x) and/or varying values of the regularization parameter λ. Changing the target functions requires re-computing steps 4, 5, 6 and 7. Changing λ requires re-computing steps 3, 5, 6 and 7. In Section 4 we will give a detailed analysis of the number of operations used by the algorithm.
SOLA by elimination of the constraint
We can identify equation (9) as an instance of the well known equality constrained least squares problem (LSE); see Lawson & Hanson (1974) , Chap. 20. To realize this, let us introduce the following quantities:
These are in fact the normal equations for a constrained least squares problem, for which we have the equivalent expression:
We can reformulate this as
We now have an equality constrained least squares problem in unit covariance form. Several methods have been developed for solving problem LSE. Here we use the one described in Lawson & Hanson (1974) , Chap. 20 and Golub & Van Loan (1989) , Sect. 12.1.4. The method has three stages:
1. Derive a lower-dimensional unconstrained least squares problem from the given problem. 2. Compute the solution to the lower-dimensional problem. 3. Transform this solution back to the original setting.
Below we describe in detail how each of these three steps should be implemented to give an efficient SOLA algorithm.
Derivation of a lower-dimensional problem
We can determine a parameterization of the set Q of vectors in IR m that satisfy the constraint in equation (15):
To do this we compute an m × m Householder transformation H = I − βvv T (see Golub & Van Loan (1989) , Sect. 5.2) such that
In practice H is not computed explicitly, but is represented in the form I − βvv T . The columns of H form a basis for IR m and conceptually we can partition H as
where α = c −1
2 . It follows that Q can be represented as
whereq is an arbitrary (m − 1)-vector (since all the columns of H 2 are orthogonal to c). We can exploit this where we have inserted equation (16) 
We now multiply from the left under the norm-sign with the orthogonal matrix I n 0 0 H without changing the solution. Using the orthogonality of H we finally arrive at the reduced problem
This is an ordinary unconstrained least squares problem.
Having solved this forq we obtain the solution to the original constrained problem as
Solution via full bidiagonalization
We now describe an algorithm for solving (17) which is efficient when many values of λ are required. Following Eldén (1977) we first bringK H 2 into bidiagonal form:
wherē
HereŪ TŪ = I n ,V TV = I n , andB is lower bidiagonal. This is the most costly part of the computation, it requires 2mn 2 + 2n 3 flops. The remaining part of the algorithm only involvesB, which means that the dimension of the problem is effectively reduced from m × n to n × n. As in the SVD transformation,V is not explicitly computed, butV T H T 2 b is computed "on the fly". IfŪ is required for computing the discretized kernel k(x 0 ), then the orthogonal transformations thatŪ consists of are stored for later use. For algorithmic details on bidiagonalization see, e.g., Golub & Van Loan (1989) , pp. 236-238.
If we make the transformation of variables
then we easily see that (17) is equivalent to
a series of 2n − 1 Givens rotations G 1 , G 2 , . . . , G 2n−1 (see Golub & Van Loan (1989) , Sect. 5.2) such that
whereB λ is n × n lower bidiagonal. The part of the righthand side denoted by ' * ' consist of n non-zero elements introduced along the way, but these are not computed in practice. We illustrate this procedure on a small example with n = 3. First a rotation G 1 applied to rows n and 2n annihilates the (2n, n)-element, and a nonzero element is created in position (2n, n − 1); then we annihilate this element by a rotation G 2 applied to rows 2n − 1 and 2n:
In the next step the same procedure is applied to the leading (2n − 1) × (n − 1) sub-matrix to annihilate the element in position (2n − 1, n − 1), and so on. During the reduction we only need to store the diagonals ofB in a pair of vectors, and the current value of λ ′ . Now the solution ξ λ can be computed as
Solution via Lanczos bidiagonalization
For a large sparse or structured (e.g., Hankel or Toeplitz) matrix K it is prohibitive to compute explicitly the full bidiagonalization in equation (19). Instead we would prefer to keepK H 2 = W 1/2 K T H 2 in factored form and use an iterative algorithm to solve the system in (17). An efficient and stable algorithm for doing this, based on Lanczos bidiagonalization (Golub & Van Loan 1989, Sect. 9.3.3) , is the algorithm LSQR, Paige & Saunders (1982a) . This algorithm only accesses the coefficient matrixK H 2 via matrix-vector multiplications withK H 2 and (K H 2 )
T . An even more efficient approach is to apply the LSQR algorithm with λ = 0 and use the fact that the kth iteratê q (k) is a regularized solution. To be more specific, when we apply LSQR to equation (17) with λ = 0, i.e., to
then the iteration number k plays the role of the regularization parameter; small k correspond to large λ, and vice ponents of the solution in order of increasing frequency, hence the initial iterates are smoother than the iterations in later stages, and as a consequence the initial iterates are more regularized.
The LSQR algorithm with λ = 0 is equivalent to Lanczos bidiagonalization ofK H 2 . Specifically, after k steps, the Lanczos bidiagonalization algorithm has produced three matricesŪ
where bothŪ (k) andV (k) have orthonormal columns, and B (k) is bidiagonal. Moreover, the first k columns ofŪ (k) , the first k − 1 columns ofV (k) , and the leading k × (k − 1) sub-matrix ofB (k) are identical to the corresponding quantities in the previous step of the algorithm. The kth iterateq (k) is then computed aŝ
where
The key to the efficiency of LSQR lies in the way that
are never stored; we refer to Paige & Saunders (1982a) for more details. We emphasize the difference between the two bidiagonalization procedures. The full bidiagonalization (19) is explicitly computed once, and it is independent of the regularization parameter; λ enters when solving the augmented bidiagonal system in equation (22) . The Lanczos bidiagonalization appears implicitly in computing the LSQR iteratesq (k) , and the sequence of iterateŝ q (1) ,q (2) , . . . corresponds to sweeping through a range of regularization parameters.
Transformation back to the original setting
To compute the solution to the original problem in (15) it is necessary to transform the solutionq λ =Vξ λ or (18) and (21) in equation (2) we get
equation (10) and use the definition ofK then we get
Finally, due to the orthogonality of H andV the variance of the error in f est (x 0 ) due to the noise takes the form
Consider first full bidiagonalization from Section 2.2.2. We notice that ξ λ is the only quantity in the above expressions that depends on the regularization parameter λ and the target functiont(x 0 ). Therefore αh
T 2 b only need to be computed once (in fact, they are already computed in earlier stages of the algorithm). This means that re-computing the solution f est (x 0 ) when changing λ ort(x 0 ) is very cheap. This is a great improvement compared with the Lagrange-multiplier method from Section 2.1, where a matrix factorization must re-computed each time.
Although we do not explicitly compute q(x 0 ), it is still quite inexpensive to compute the discretized averaging kernels k(x 0 ) for the different solutions. Again, one of the terms, namelyK h 1 , is already computed in earlier steps of the algorithm and the termŪB ξ λ requires only approximately 2n 2 flops. Consider next the case from Section 2.2.3 where we use Lanczos bidiagonalization. Again, only ξ (k) depends on the target functiont(x 0 ), but now both ξ (k) andV (k) depend on the regularization parameter, i.e., the iteration number k. Moreover, they both appear only implicitly in the algorithm, while it is the iteration vectorq (k) that is explicitly computed. It is now more efficient to use the formulation f est (x 0 ) = αh
T 2 b to compute the estimated solution, and the variance of the error in
2 . Similarly, the discretized averaging kernel should be computed by means of k(
Summary of the new algorithms
Our new algorithms, based on bidiagonalization, are summarized below. They describe the general case where f est is computed at points x 1 , x 2 , . . . , x q . The matrix T below is again the matrix whose columns contain "samples" of the q target function: (T) ij = (t(x j )) i = T (x j , x i ), i = 1, . . . , n, j = 1, . . . , q. Table 1 . Subroutines to be used as "building blocks" for the algorithms. and structure of the matrix as well as the necessary number of iterations. We calculate the number of floating point operations used in the algorithms as a function of the problem size. The "size" of the problem is characterized by three constants: The number m of kernels, the number n of points used in the discretization of the target functions and kernels, and the number q of target functions, i.e., the number of points where we wish to determine f est . The relative sizes of m, n and q will depend on the actual application area, but it is often the case that m ≫ n ≈ q.
Reduction to Unit Covariance Form
Since the reduction to unit covariance form is the only part of the algorithms that depends on the covariance matrix E, we have chosen to analyze this preprocessing step separately, and to analyze the algorithms under the assumption that we have a problem in unit covariance form, i.e., the associated covariance matrix is the identity matrix.
The actual amount of statistical information available may vary a great deal, depending on the application area. In fact, it is often very difficult to estimate the covariance matrix. In helioseismology, for instance, computing the b i 's from the solar data is a complex process where the correlations are not well known. Some experiments have been performed on artificial data, and they seem to indicate that the covariance matrix has rather small offdiagonal elements, suggesting that the data may be described satisfactory by a diagonal or banded covariance matrix with little bandwidth; see Schou et al. (1995) .
In Table 2 we list the computational cost of the preprocessing step for a full covariance matrix, a banded covariance matrix with bandwidth p, and a diagonal covariance matrix, respectively. For a full m × m covariance matrix + m(4nq + n + 5q) + 6n 2 (q + 1) + 8nq Table 4 . Flop counts for Algorithms 2.2-2.3. The quantityk is the average number of iterations, and N is the number of flops in a matrix-vector multiplication.
Step Algorithm 2.2 Algorithm 2.3 2 2mn 2mn 3 4mn 4mn 4 2mn 2 + 2mn + 2n 3k (2N + 12m + 10n)q 5 2n 2 q + 3nq 2mq 6 11nq + 13n 2mnq 7 4nq -8 2n 2 q + 5nq -total 2mn 2 + 8mn + 2n 3k (2N + 12m + 10n)q + 4n 2 q + 23nq + 2m(n + 1)q + 6mn the time spent computing the Cholesky factorization is excessively large. In the more usual case where the variance of the individual errors is known in advance, but no knowledge about correlations between the errors is available, the transformation consists in a simple scaling of the rows in the kernel matrix and a similar scaling of the data and will not contribute significantly to the overall computation time. We emphasize that this transformation is done only once, even if the problem is being solved for several values of λ and/or target functions.
Comparison of the Algorithms
In Tables 3 and 4 we summarize the detailed flop counts for Algorithms 2.1-2.3.
Step 4 of Algorithm 2.3, the quantity N denotes the number of flops involved in a matrix-vector multiplication with K, andk denotes the average number of iterations (since k will typically depend on x 0 ). If K is sparse, then N is twice the number of nonzeros in the matrix, and if K has Toeplitz form then N is proportional to m log 2 m. We shall not comment further on the efficiency of this algorithm, since the flop counts depend dramatically on N .
If we consider the case where one wants to calculate f est , σ 2 and the corresponding averaging kernels at q specified points x 1 , x 2 , . . . , x q and q is equal to the number n of discretization points, then the number of flops used by the three algorithms are as follows:
2.1 : m 3 /3 + 3m 2 n 2.1 (SVD) : 2m(n 2 + n) + 19n 3 2.2 : 2m(n 2 + 4n) + 6n 3 .
Obviously Algorithm 2.1 without the SVD preprocessing is prohibitively slow except for very small problems. The other two approaches are comparable, Algorithm 2.2 being faster if m < 2.1 n 2 . A question of special interest is the amount of work needed to re-compute the solution when λ is changed:
:
Here Algorithm 2.2 is clearly superior. In most parameterchoice methods, only f est and σ 2 have to be re-computed -a fact that makes Algorithm 2.2 even more attractive.
A crucial factor in mollifier methods is the shape of the chosen target function T (x 0 , x). Therefore it is likely that solutions corresponding to a series of differently shaped target functions are computed. Below we list the number of flops used when q target functions are changed:
Again, Algorithm 2.2 is the most efficient -although the difference is not as dramatic as above. Pijpers & Thompson (1994) demonstrated that for helioseismic inversion it is possible to determine an automatic scaling of the width of the (Gaussian) target functions T (x 0 , x). From physical arguments it is possible to derive an expression that relates the smallest length scale by which the rotation can be resolved at radius x 0 to certain physical quantities. They demonstrate that once the optimal target width has been computed at x 0 , this relation can be used to scale the target width at any radius. Using this scaling the optimal value of λ for each x 0 can be computed efficiently using Algorithm 2.2.
To illustrate our bidiagonalization methods we have included a numerical example from inverse helioseismology. The problem consists in inferring the solar rotation rate as a function of radius from the rotational frequencysplittings of the eigen-oscillations observed on the solar surface. We use a subset of mode set 1 from ChristensenDalsgaard et al. (1990) , restricted to the frequency range 2.75-3.25 mHz. This reduced set contains 212 modes of degrees l = 1, 2, . . . , 29, 30, 32, . . . , 78, 80, 85, . . ., 195, 200 , see Christensen-Dalsgaard et al. (1990) and references therein for further details on the rotational inversion problem. This example is identical to the 1-D test problem used by Hanke & Hansen (1993) and the dimensions of the kernel-matrix are m = 212 and n = 100. As target functions we use a Gaussian of width ∆:
where c ≈ 1/ √ π is a normalization factor and x is the fraction of solar radius r/R ⊙ . The errors in the right-hand side are Gaussian with zero mean, standard deviation σ 0 = 10 −3 , and uncorrelated. All our calculations are carried out in Matlab on an HP9000/819 workstation with machine precision 2.22 · 10 −16 and IEEE arithmetic. For simplicity we use the midpoint quadrature rule to calculate the weights in W. Figure 1 shows the target function and the computed averaging kernels k for x 0 = 0.5 and x 0 = 0.9, computed by means of both full bidiagonalization and Lanczos bidiagonalization. The averaging kernels computed by Algorithm 2.3 (the Lanczos-based algorithm) with k = 35 are almost identical to those computed by Algorithm 2.2 with λ = 2.3 · 10 −3 . Figure 2 shows the "trade-off plots" of the Algorithms 2.2 and 2.3 at the two points x 0 = 0.5 and x 0 = 0.9. Define the error magnification as the ratio of the standard deviation of the error in f est (x 0 ) due to the noise, (q(x 0 ) T Eq(x 0 )) 1/2 , to the standard deviation σ 0 of the errors. We plot the error magnification versus the residual norm
2 dx for varying values of the regularization parameters λ and k. The solid line shows the trade-off curve for Algorithm 2.2 using full bidiagonalization with λ ranging from 4.5 · 10 −4 (top left) to 1.4 (bottom right). The "optimal" value of λ, corresponding to the corner of the trade-off curve, is approximately 2.3 · 10 −3 . The dots represent the discrete trade-off curve associated with Algorithm 2.3, using Lanczos bidiagonalization. The regularizing effect of the Lanczos-based algorithm is clearly seen: As the iterates are generated the algorithm effectively sweeps through a range of regularization parameters, reaching the optimal solution after approximately 35 iterations. The SOLA mollifier method is an inversion method which, in terms of both computational efficiency and resolution ability, is competitive to other classes of inversion methods. In its original implementation, however, it is inefficient when many regularization parameters must be used, e.g., in connection with parameter-choice methods such as generalized cross-validation. We have demonstrated how this problem can be overcome using standard "building blocks" from numerical linear algebra. The improvement for dense matrices is quite dramatic when using the full bidiagonalization approach in Algorithm 2.2. For sparse or structured matrices it is convenient to use an iterative Lanczos-based method, Algorithm 2.3, in which the amount of regularization is controlled by the number of iterations.
Another advantage of using the standard numerical linear algebra "building blocks" is that these subroutines are usually available in highly vectorized and parallelized versions on today's supercomputers, thus ensuring good performance without the need for a tedious fine-tuning of the software; see, e.g., Dongarra, Duff, Sorensen & van der Vorst (1991) .
As illustrated in our numerical example, Algorithm 2.3 computes solutions in relatively few iterations which are very close to the optimal solutions obtained from Algorithm 2.2. It is quite typical when solving large ill-posed problems, e.g., in inverse helioseismology, that the number of iterations needed in a Lanczos-based method is far less than the dimension of the problem. This makes these iterative methods an interesting alternative to the direct methods such as Algorithms 2.1 and 2.2.
