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The quantum capacity of a quantum channel captures its capability for noiseless quantum commu-
nication. It lies at the heart of quantum information theory. Unfortunately, our poor understanding
of nonadditivity of coherent information makes it hard to understand the quantum capacity of all but
very special channels. In this paper, we consider the dephrasure channel, which is the concatenation
of a dephasing channel and an erasure channel. This very simple channel displays remarkably rich
and exotic properties: we find nonadditivity of coherent information at the two-letter level, a big gap
between single-letter coherent and private informations, and positive quantum capacity for all com-
plementary channels. Its clean form simplifies the evaluation of coherent information substantially
and, as such, we hope that the dephrasure channel will provide a much-needed laboratory for the
testing of new ideas about nonadditivity.
I. INTRODUCTION
A key goal of quantum information theory is to ex-
tend the classical theory of information, as pioneered by
Shannon [1], to include quantum effects like superposi-
tion and entanglement. The capacity of a noisy commu-
nication channel plays a fundamental role in classical in-
formation theory: it is the optimal noiseless communica-
tion rate that a noisy channel can support. In the quan-
tum setting, a noisy communication channel has multi-
ple capacities since it can be used to accomplish different
communication tasks. Thus, a quantum channel N has
a capacity for classical communication C(N ), quantum
communication Q(N ), and private classical communi-
cation P(N ). It is a central challenge of quantum infor-
mation theory to evaluate these capacities, understand
them, and determine their mathematical properties.
The capacity of a classical channelN : X → Y is given
by C(N ) = C(1)(N ) = maxX I(X; Y), where the maxi-
mization is over input probability distributions, and the
mutual information I(X; Y) = H(X) + H(Y) − H(XY)
quantifies the correlations between channel input and
output in terms of the Shannon entropy H(·) [1]. This
is shown in several steps: First, a random-coding ar-
gument shows that C(1)(N ) is an achievable commu-
nication rate, so, C(N ) ≥ C(1)(N ), and C(N ) ≥
limn→∞(1/n)C(1)(N⊗n). Second, Fano’s inequality [2]
is used to show that C(N ) ≤ limn→∞(1/n)C(1)(N⊗n),
so C(N ) = limn→∞(1/n)C(1)(N⊗n). This establishes a
multi-letter formula (also called a regularized formula).
Third, additivity C(1)(N⊗n) = nC(1)(N ) is proved to
establish the single-letter formula C(N ) = C(1)(N ).
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Formulas for quantum capacities can be found in a
similar way, but for the quantities that are achieved via
random coding, additivity in the third step above typ-
ically fails. This is fantastic—it means we can achieve
higher communication rates than one might naively
expect. These rates can be achieved by using error-
correcting codes that have more structure than ran-
dom ensembles. For example, the nonadditivity of the
Holevo information χ shows that entangled signal states
can boost the classical capacity of a quantum channel
[3], while the nonadditivity of coherent information Ic
(defined in (2)) shows that structured codes can also
boost the quantum communication rate over very noisy
channels [4]. In the same way, the private information
Ip of a quantum channel (defined in (3)) can be non-
additive, in which case the rate of private information
transmission is again enhanced by considering struc-
tured private codes [5]. Quantum information trans-
mission is necessarily private, and hence the private ca-
pacity is no less than the quantum capacity. However,
there are channels showing a strict separation between
the two capacities [6, 7]. This property is partly related
to nonadditivity issues, as for certain channels with ad-
ditive coherent and private information such a separa-
tion is not possible [8, 9].
The benefits of quantum channels mentioned above
also come with frustrations: nonadditivity effects mean
that with current techniques, only multi-letter capacity
formulas are available for quantum channels. Because
these formulas take the form of an optimization over an
infinite number of variables, at the moment we have no
effective way to evaluate the capacities of a noisy quan-
tum channel.
The main result of this paper is the discovery of a re-
markably simple family of quantum channels that dis-
play the nonadditivity that makes understanding quan-
tum capacities such a challenge. Dephrasure channels,
defined below, show nonadditivity of coherent informa-
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2tion in a magnitude that is substantially larger than for
the depolarizing channel. Perhaps more importantly,
our analysis is much simpler than previous work; this
allows for a clearer understanding of the effect. More-
over, these dephrasure channels show a strict separa-
tion between the coherent information and the private
information, strongly suggesting that the respective ca-
pacities are strictly separated as well. Because of its sim-
ple structure and amenability to analysis, we anticipate
that the dephrasure channel will become a laboratory
for testing new ideas about nonadditivity and quantum
channel capacities.
II. QUANTUM AND PRIVATE CAPACITY
In quantum information theory, point-to-point com-
munication between a sender and a receiver is modeled
by a quantum channel N : A → B, a linear, completely
positive, trace-preserving map between the algebras of
linear operators of two Hilbert spaces HA and HB. The
quantum capacity Q(N ) of a quantum channelN is de-
fined as the highest rate at which quantum information
can be faithfully transmitted through N (see App. B for
an operational definition).
We have the following coding theorem for the quan-
tum capacity [10–14]:
Q(N ) = lim
n→∞
1
n
Ic(N⊗n) = sup
n∈N
1
n
Ic(N⊗n), (1)
where the channel coherent information is defined as
Ic(N ) := maxρ Ic(ρ,N ),
with Ic(ρ,N ) := S(N (ρ))− S(N c(ρ)), (2)
and S(ρ) := − tr ρ log ρ is the von Neumann entropy of a
state ρ (all logarithms in this paper are taken to base 2).
In (2), N c : A → E denotes a complementary channel
of N , obtained by considering an isometric extension
V : HA → HB ⊗HE of N satisfying N (ρ) = trE(VρV†)
[15], and setting N c(ρ) := trB(VρV†).
The optimization in (1) over an (in principle) un-
bounded number of channel uses n renders the quan-
tum capacity intractable to compute in most cases. At
the heart of this intractability lies the fact that the co-
herent information Ic(N ) can be superadditive: there are
channels N and n ∈ N such that Ic(N⊗n) > nIc(N ).
A notable example is the qubit depolarizing channel
Dq : ρ 7→ (1 − q)ρ + q 121. For q ∈ [0.2518, 0.255], it
is known that Ic(ρn,D⊗nq ) > nIc(Dq) for certain input
states ρn and appropriately chosen n ≥ 3 [4, 16, 17].
Moreover, Ic(Dq) = 0 for q ≥ 0.2524, such that in the in-
terval q ∈ [0.2524, 0.255] the superadditivity holds in its
“extreme form”. There are even more exotic examples of
quantum channels exhibiting superadditivity: for any
given n0 ∈ N, there exists a channel Nn0 such that
Ic(N⊗nn0 ) = 0 for all n ≤ n0, but the channel still has
capacity, Q(Nn0) > 0 [18].
The private capacity P(N ) of a quantum channel N
quantifies the optimal rate of transmitting classical data
with vanishing probability of error such that the joint
environment state of all channel uses has vanishing de-
pendence on the input. The private capacity can be ex-
pressed as follows [14, 19]:
P(N ) = lim
n→∞
1
n
Ip(N⊗n) = sup
n∈N
1
n
Ip(N⊗n),
where the private information is defined as
Ip(N ) := max
E
Ip(E,N ), (3)
with the maximization over quantum state ensembles
E = {px, ρx}, and with
Ip(E,N ) := I(X; B)I⊗N (ρ) − I(X; E)I⊗N c(ρ). (4)
The mutual information of a bipartite state σAB is de-
fined as I(A; B)σ = S(A)σ + S(B)σ − S(AB)σ, and eval-
uated in (4) on the classical-quantum states I ⊗N (ρXA)
and I ⊗ N c(ρXA), where ρXA = ∑x px|x〉〈x| ⊗ ρx.
Quantum information transmission is necessarily pri-
vate, and hence P(N ) ≥ Q(N ) for all N . This is also
true for the single-letter quantities, Ip(N ) ≥ Ic(N ).
The private capacity exhibits similarly exotic behavior
as the quantum capacity, since the private information
defined in (3) is not additive [5, 20, 21]. Furthermore,
there are channels with a large separation of coherent
information and private information [7].
While the general situation is poorly understood,
there are special classes of channels for which the quan-
tum and private capacities can be evaluated. A channel
N : A → B with complementary channel N c : A → E is
called degradable, if there is another channel D : B → E
such that N c = D ◦ N . Degradable channels have
additive channel coherent and private informations,
Ic(N⊗n) = nIc(N ) and Ip(N⊗n) = nIp(N ) for all
n ∈ N, and furthermore they are equal to each other,
giving P(N ) = Q(N ) = Ic(N ) = Ip(N ) for this class
of channels [8, 22]. On the other hand, a channel is called
antidegradable, if there exists a channel A : E → B such
that N = A ◦ N c. Due to data processing, antidegrad-
able channels have vanishing channel coherent and pri-
vate information, and hence Q(N ) = 0 = P(N ) for
antidegradable channels.
Generalizing these observations, Watanabe [9]
showed that Q(N ) = P(N ) if the complementary chan-
nel N c has vanishing quantum capacity. If furthermore
P(N c) = 0, then all information quantities above are
additive, and Ic(N ) = Ip(N ) = Q(N ) = P(N ) [9]. In
similar spirit, [23] showed that additivity of coherent in-
formation holds for the class of informationally degradable
channels, which includes all degradable channels [23].
Moreover, building on the results in [24], we showed in
[25] that for a low-noise channel N that is ε-close to the
identity channel in diamond distance, both its quantum
and private capacities are within O(ε3/2 log ε) of the
3channel coherent information, limiting the effect of
superadditivity for such channels.
Recently, an upper bound on the quantum capacity
of a general quantum channel N was derived based on
a convex decomposition of N into degradable and an-
tidegradable maps [26]. In the special case of a flagged
channel
N = (1− λ)D ⊗ |0〉〈0|+ λA⊗ |1〉〈1| (5)
with λ ∈ [0, 1], D degradable andA antidegradable, op-
timality of the bound reported in [26] seems intimately
connected with whether channels of the form (5) can ex-
hibit superadditivity of coherent information. This led
us to consider the family of dephrasure channels, which
we introduce next.
III. DEPHRASURE CHANNEL
The channel we consider in this paper is composed of
dephasing noise followed by erasure, and simply called
dephrasure channel. For two probabilities p, q ∈ [0, 1], it is
defined as
Np, q(ρ) := (1− q)((1− p)ρ+ pZρZ) + q tr(ρ)|e〉〈e|,
where Z = |0〉〈0| − |1〉〈1| is the Pauli Z-operator, and |e〉
is an erasure flag orthogonal to the input space. It is not
difficult to see that the dephasing channel Zp : ρ 7→ (1−
p)ρ + pZρZ is degradable for any p ∈ [0, 1]. Further-
more, the map ρ 7→ tr(ρ)|e〉〈e| is trivially antidegrad-
able. Since 〈e|ρ|e〉 = 0 for all qubit input states ρ, we
can without loss of generality writeNp, q = (1− q)Zp ⊗
|0〉〈0| + q tr(·)|e〉〈e| ⊗ |1〉〈1|, which shows that the de-
phrasure channel is a flagged channel of the form in (5).
In the following sections, we analyze the quantum
information transmission capabilities of the dephrasure
channel. Without loss of generality, we restrict the dis-
cussion to p, q ∈ [0, 1/2]. Detailed derivations to all re-
sults presented in the sequel can be found in the appen-
dices.
IV. ANTIDEGRADABILITY
The dephrasure channel Np, q is degradable only if
q = 0 or if p = 0 and q ≤ 1/2. For q ≥ 1/2 the channel
is trivially antidegradable due to the antidegradability
of the erasure channel ρ 7→ (1 − q)ρ + q tr(ρ)|e〉〈e| in
this range. Furthermore, there is a non-trivial region in
the (p, q)-plane in which Np, q is antidegradable. To de-
termine this region, we consider the following choice of
complementary channel:
N cp, q(ρ) := q ρ⊕ (1− q) ∑
x=0, 1
〈x|ρ|x〉|φxp〉〈φxp|,
where |φxp〉 =
√
1− p |0〉+ (−1)x√p |1〉. Making use of
unambiguous measurement schemes [27–29], the origi-
nal channel Np, q can be recovered from N cp, q (viz. N cp, q
can be degraded to Np, q) in the region
A := {(p, q) : p ∈ [0, 1/2], q ≥ k(p)}, (6)
k(p) :=
1− 2p
2(1− p) . (7)
We refer to App. C for details of this calculation.
V. SINGLE-LETTER COHERENT INFORMATION
In order to analyze nonadditivity properties of the
dephrasure channel, we first derive a formula for the
single-letter coherent information Ic(Np, q) defined in
(2).
The dephrasure channel is defined in terms of a Z-
dephasing, and therefore one could expect that the co-
herent information Ic(ρ,Np, q) in (2) is maximized by
states ρz = (0, 0, z) that are diagonal in the Z-eigenbasis
and hence invariant under Z-dephasing. Indeed, or-
dinary calculus shows (see App. D) that Ic(Np, q) =
maxρz Ic(ρz,Np, q) in the region
R1 := {(p, q) : p ∈ [0, 1/2], 0 ≤ q < g(p)} , (8)
g(p) :=
(1− 2p)2
1+ (1− 2p)2 . (9)
Numerics show that R1 also includes the region where
Ic(Np, q) ≥ 0 (see Fig. 5). For states ρz = (0, 0, z), we
have the explicit formula
Ic(ρz,Np, q) = (1− 2q)S(ρz)− (1− q)S(Φp,z) (10)
with
Φp, z =
(
1−p z
√
p(1−p)
z
√
p(1−p) p
)
.
We prove in App. F that Ic(ρz,Np, q) > 0 if and only if
(p, q) ∈ R1.
The formula (10) has a maximum at z = 0 in the re-
gion
R2 := {(p, q) : p ∈ [0, 1/2], 0 ≤ q < j(p)} (11)
j(p) :=
1− 2p− 2p(1− p) ln 1−pp
2− 4p− 2p(1− p) ln 1−pp
, (12)
that is, in this region the completely mixed state pi = 121
maximizes the coherent information, which evaluates to
Ic(Np, q) = Ic(pi,Np, q) = 1− 2q− (1− q)h(p).
To sum up, in the region R1 defined in (8) the
coherent information Ic(Np, q) is maximized by states
diagonal in the Z eigenbasis. In the subregion
R2 ⊆ R1 defined in (11), the coherent informa-
tion Ic(Np, q) is maximized by the completely mixed
4FIG. 1. Heat map of the quantity maxλ 12 Ic(ρ2,N⊗2p, q) −
Ic(Np, q). The repetition code ρ2 is defined in (13). The func-
tions g(p) (green) and j(p) (red) are defined in (9) and (12),
respectively. The function k(p) (orange) defined in (7) bounds
the region A of antidegradability of Np, q defined in (6).
state pi, and evaluates to Ic(pi,Np, q) = 1 − 2q − (1 −
q)h(p). In the fish-shaped region F := R1 \ R2 =
{(p, q) : p ∈ [0, 1/2], j(p) < q < g(p)} , the coherent in-
formation is maximized by Z-diagonal states with z 6= 0.
Furthermore, the 0-contour line of Ic(Np, q) coincides
with g(p). Fig. 1 plots the functions g(p), j(p) and k(p)
that bound these regions.
VI. SUPERADDITIVITY OF COHERENT
INFORMATION
In this section we show that the dephrasure channel
Np, q exhibits superadditivity of the coherent informa-
tion within the region F : there are (p, q) ∈ F for which
Ic(N⊗np, q ) > nIc(Np, q).
We first demonstrate superadditivity of Ic(Np, q) us-
ing a simple (weighted) n-repetition code
ρn := λ|0〉〈0|⊗n + (1− λ)|1〉〈1|⊗n, (13)
where λ ∈ [0, 1]. Observe that
Ic(ρn,N⊗np, q ) = S
(
N⊗np, q (ρn)
)
− S
(
N⊗np, q (φn)
)
, (14)
where in the second term, the output entropy of the
complementary channel in (2) is rephrased in terms of
the entropy of the purification of ρn, φn ≡ |φn〉〈φn| with
|φn〉 :=
√
λ|0〉⊗n+1 +√1− λ|1〉⊗n+1, and N⊗np, q acts on
all but the first (purifying) system of φn.
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FIG. 2. Plot of the coherent information Ic(·,N⊗np, 3p)/n in
the interval p ∈ [0.107, 0.118] for the repetition code ρn for
n = 1, . . . , 5 defined in (13) (solid lines), the generalized Z-
diagonal code θ4 defined in (E3) in App. E for k = 4 (dashed
line), and the non-diagonal code χ3 defined in (E4) in App. E
(dash-dotted lines). The zero line is plotted as a dashed gray
line for reference. The inset plot shows the repetition codes
ρn in the interval p ∈ [0.118, 0.1202], where the single-letter
coherent information becomes vanishingly small, while repe-
tition codes for n ≥ 2 still give a substantial contribution.
The expression (14) is independent of the particular
purification of ρn. To evaluate it, note that N⊗np, q is a
sum of channels involving i erasures and n− i dephas-
ing errors for i = 0, . . . , n. Any two erasure patterns
differing in at least one position yield orthogonal out-
put states, and hence (14) splits up into a sum over the
different erasure patterns. Moreover, for a fixed erasure
pattern with 1 ≤ i ≤ n − 1 erasures the two entropy
terms on the right-hand side of (14) yield the same value
h(λ) := −λ logλ − (1 − λ) log(1 − λ), the binary en-
tropy of λ. Hence, we only need to evaluate (14) in the
cases of n dephasing erorrs and n erasures. Our calcula-
tion in App. E yields
Ic(ρn,N⊗np, q ) = ((1− q)n − qn) h(λ)
−(1− q)n
(
1− u
2
log
1+ u
1− u −
1
2
log
(
1− u2
))
, (15)
for u = u(λ, p, n) =
√
1− 4λ(1− λ)(1− (1− 2p)2n).
The formula (15) provides examples of superadditiv-
ity of the coherent information of Np, q. This is demon-
strated in Fig. 1, where we plot a heat map of the
quantity maxλ 12 Ic(ρ2,N⊗2p, q)− Ic(Np, q). The region with
the largest values of this quantity is colored in purple
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FIG. 3. Plot of the optimal single-letter coherent information
Ic(Np, 3p) for p ∈ [0.08, 0.125] (blue), and a lower bound to
the single-letter private information, maxλ Ip(Eλ,Np, 3p) (red),
where the private code Eλ is defined in (16).
in Fig. 1, and crossed by the (p, 3p)-diagonal (dashed
line). We therefore further investigate the optimized
coherent information of the repetition code (13) along
this diagonal for n = 1, . . . , 5 [30]. In Fig. 2, we plot
maxλ Ic(ρn,N⊗np, 3p)/n for 1 ≤ n ≤ 5 in the intervals
p ∈ [0.107, 0.118] and p ∈ [0.118, 0.1202]. In the latter
interval, the single-letter coherent information becomes
vanishingly small, while repetition codes for n ≥ 2 still
give a substantial contribution. However, we prove in
App. F that the weighted repetition code has the same
threshold given by g(p) for all n ∈ N, which includes
the optimal single-letter code for n = 1.
We were also able to find codes that outperform the
weighted repetition code (13). These include more gen-
eral Z-diagonal codes (such as θ4 in Fig. 2, defined in
(E3) in App. E, as well as certain non-diagonal codes
(such as χ3 in Fig. 2, defined in (E4) in App. E. Further-
more, other interesting non-diagonal codes can be found
using a neural network state ansatz [31].
VII. SEPARATION OF PRIVATE INFORMATION AND
COHERENT INFORMATION
Finally, we investigate the capabilities of private infor-
mation transmission of the dephrasure channel. Numer-
ical investigations (see App. G) suggest that the follow-
ing ensemble Eλ = {p1, ρ1; p2, ρ2}maximizes the single-
letter private information Ip(Np, 3p):
p1 = 12 , ρ1 = λ|+〉〈+|+ (1− λ)|−〉〈−|
p2 = 12 , ρ2 = (1− λ)|+〉〈+|+ λ|−〉〈−|, (16)
where λ ∈ [0, 1] and |±〉 = (|0〉 ± |1〉)/√2. This pri-
vate code shows a strict separation between Ic(Np, 3p)
and Ip(Np, 3p) in the interval p ∈ [0.08, 0.125], plotted in
Fig. 3. We note that the private information remains pos-
itive up to p ' 0.12145, which is exactly where the diag-
onal (p, 3p) meets the curve g(p) defined in (9) marking
the threshold of Ic(Np, q).
It is an interesting open question whether the dephra-
sure channel also exhibits superadditivity of private in-
formation. However, to demonstrate this effect one first
needs to determine the optimal single-letter private in-
formation. We conjecture the private code in (16) to be
optimal for the dephrasure channel Np, 3p.
Finally, we note that the complementary channelN cp, q
has positive coherent information for all p, q ∈ (0, 1/2]
(see App. H), which implies that P(N cp, q) ≥ Q(N cp, q) >
0 for all p, q ∈ (0, 1/2]. Similarly as for the depolarizing
channel [32], this indicates that Watanabe’s results [9]
cannot be applied to the dephrasure channel.
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Appendix A: Preliminaries
Let B(H) denote the set of linear operators on a Hilbert spaceH. A state ρ ∈ B(H) is a positive semidefinite linear
operator with unit trace. The von Neumann entropy S(ρ) of a state ρ is defined as S(ρ) = − tr ρ log ρ. In this paper, log
and ln denote the logarithms of base 2 and e, respectively. For a state ρ with spectral decomposition ρ = ∑i λipii, the
7support of ρ is defined as supp ρ := ∑i : λi>0 pii. If ρ = ∑i piρi with supp ρi ⊥ supp ρj for i 6= j, then
S(ρ) = H({pi}) +∑
i
piS(ρi), (A1)
where H({pi}) := −∑i pi log pi is the Shannon entropy of the probability distribution {pi}. For a binary distribution
{p, 1− p} with p ∈ [0, 1], we denote by h(p) := H({p, 1− p}) the binary entropy of p.
Appendix B: Entanglement generation and quantum capacity
The capability of a quantum channel N to faithfully transmit quantum information from A to B is quantified by
its quantum capacity Q(N ) [10–14, 33, 34], which can be defined in the following way [14].
Suppose that Alice sends the An part of a pure state |ψ〉RAn through n copies of the channelN to Bob, who applies
a decoding quantum operation Dn : Bn → R′ to obtain a state σRR′ = (idR⊗Dn ◦ N⊗n)(ψRAn). If σRR′ approaches
mn copies of a maximally entangled state (|00〉+ |11〉)/
√
2 as n → ∞ with respect to a suitable distance measure
(such as fidelity), we say that limn→∞ mn/n is an achievable rate for quantum information transmission through N .
The quantum capacity Q(N ) is defined as the supremum over all achievable rates.
Appendix C: Antidegradability of the dephrasure channel
The channel Np, q is a convex mixture of a degradable channel (the dephasing channel Zp) and an antidegradable
channel (the completely depolarizing channel ρ 7→ tr(ρ)|e〉〈e|). We consider the following choice of complementary
channel N cp, q,
N cp, q(ρ) := q ρ⊕ (1− q) ∑
x=0, 1
〈x|ρ|x〉|φxp〉〈φxp|, (C1)
where |φxp〉 =
√
1− p |0〉 + (−1)x√p |1〉. It is easy to see that Np, q is antidegradable for q ∈ [1/2, 1] and any
p ∈ [0, 1], since the map
A˜p, q := E(2q−1)/q ◦ Zp ⊗ tr(·|0〉〈0|) + E1 ⊗ tr(·|1〉〈1|), (C2)
satisfies Np, q = A˜p, q ◦ N cp, q, and is CP for q ≥ 1/2.
However, numerically investigating antidegradability of Np, q (e.g., by solving the corresponding semidefinite
program in [24]) shows that, in fact, Np, q is also antidegradable for certain (p, q) with q < 1/2, as can be seen in
Fig. 4. Indeed, for p ∈ [0, 1/2] consider the following map:
Ap, q := Ex ⊗ tr(·|0〉〈0|) + ∑
i=0, 1, e
tr(·Πi)|i〉〈i| ⊗ tr(·|1〉〈1|), (C3)
where x = 1− (1−q)(1−2p)q , and the POVM {Π0,Π1,Πe} has the effect operators
Π0 =
1
2(1− p)
(
p
√
p(1− p)√
p(1− p) 1− p
)
Π1 =
1
2(1− p)
(
p −√p(1− p)
−√p(1− p) 1− p
)
Πe =
1− 2p
1− p
(
1 0
0 0
)
.
(C4)
The map Ap, q defined in (C3) satisfies Np, q = Ap, q ◦ N cp, q. Moreover, Ap, q is CP for x ≥ 0, which is equivalent to
q ≥ k(p) :=

1− 2p
2(1− p) if p ∈ [0, 1/2],
1− 2(1− p)
2p
if p ∈ [1/2, 1].
(C5)
8FIG. 4. Plot of the antidegradability parameter adg(Np, q) from [24] for p, q ∈ [0, 1]. The channel is antidegradable if adg(Np, q) =
0, which corresponds to the white region in the plot. In the region {(p, q) : p ∈ [0, 1], q ∈ [1/2, 1]} above the dashed gray line
q = 1/2, the ‘trivial’ map A˜p, q defined in (C2) antidegrades Np, q. In the region {(p, q) : p ∈ [0, 1], q ∈ [k(p), 1/2]} between the
dashed gray line and the orange line corresponding to the function k(p) defined in (C5), the ‘non-trivial’ map Ap, q defined in
(C3) antidegrades Np, q.
Hence, for (p, q) ∈ [0, 1/2] the region of antidegradability is
A := {(p, q) : p ∈ [0, 1/2], q ≥ k(p)}. (C6)
The map Ap, q defined in (C3) is based on an unambiguous measurement scheme: In unambiguous state dis-
crimination, the task is to distinguish between two non-orthogonal pure states ψ0 and ψ1 with a three-outcome
measurement with effect operators {Π0,Π1,Π?} in such a way that an outcome ‘0’ or ‘1’ always yields the right
answer, i.e., 〈ψ0|Π1|ψ0〉 = 0 = 〈ψ1|Π0|ψ1〉. However, due to 〈ψ0|ψ1〉 6= 0, it necessarily holds that Π0 +Π1 6= 1, and
the completing effect operator Π? = 1−Π0 −Π1 corresponds to an inconclusive outcome. If the discrimination is
unbiased, i.e., the prior probabilities of ψi are each equal to 12 , then Ivanovic [27], Dieks [28], and Peres [29] showed
that the minimal probability P(?) of obtaining an inconclusive measurement outcome is given by
P(?) =
1
2
(〈ψ0|Π?|ψ0〉+ 〈ψ1|Π?|ψ1〉) = |〈ψ0|ψ1〉|. (C7)
Considering the complementary channel N cp, q defined in (C1), successfully distinguishing between the states φ0p
and φ1p (and thus inferring 〈x|ρ|x〉 from ∑x〈x|ρ|x〉φxp) clearly helps in the attempt to degrade N cp, q to Np, q. In the
event of an inconclusive outcome ‘?’, erasure is the only reasonable option (hence the labeling of Πe). The POVM
given in (C4) was derived in [27–29] and achieves (C7).
9Appendix D: Maximizing the single-letter coherent information
In the following, we restrict our discussion of the dephrasure channel Np, q to the region {(p, q) : 0 ≤ p, q,≤ 1/2}.
Let (x, y, z) with x, y, z ∈ [−1, 1] and ‖(x, y, z)‖ ≤ 1 be the Bloch vector of a qubit state ρ, defined via the Bloch
representation ρ = 12 (1+ xX + yY + zZ). Furthermore, let U be the rotation in the Bloch sphere that rotates a Bloch
vector into the xz-plane, i.e., U(x, y, z) 7→ (x′, 0, z) where x′2 = x2 + y2. It is easy to see that Np, q is covariant
with respect to U, and the same holds for the complementary channel N cp, q defined in (C1). Hence, without loss of
generality we can restrict to states of the form (x, 0, z) in the maximization of Ic(Np, q).
Since Np, q(ρ) = (1− q)Zp(ρ) + q|e〉〈e| and |e〉 ∈ (supp ρp)⊥, we have S(Np, q(x, 0, z)) = h(q) + (1− q)S(Zp(ρ)).
Furthermore, N cp, q(ρ) = q ρ⊗ |0〉〈0|+ (1− q)Φp, z ⊗ |1〉〈1|, where
Φp, z =
(
1− p z√p(1− p)
z
√
p(1− p) p
)
.
Hence, S(N cp, q(ρ)) = h(q) + qS(ρ) + (1− q)S(Φp, z). In summary,
Ic(ρ,Np, q) = S(Np, q(ρ))− S(N cp, q(ρ))
= (1− q)S(Zp(ρ))− qS(ρ)− (1− q)S(Φp, z). (D1)
In the following we show that whenever Ic(ρ,Np, q) as given in (D1) is non-negative, it is maximized by states that
are diagonal in the Z-eigenbasis. Setting f (x) := (1− q)S(Zp(ρ))− qS(ρ)− (1− q)S(Φp, z) and noting that Φp, z is
independent of x, we calculate f ′(x):
f ′(x) = − 2x
4(1− 2p)(x2 + z2)
(
q(1− 2p)
√
x2 + z2 log
1−√x2 + z2
1+
√
x2 + z2
−(1− q)(1− 2p)2
√
x2 + z2 log
1−√(1− 2p)2x2 + z2
1+
√
(1− 2p)2x2 + z2
)
Assuming that x2 + z2 > 0 (since otherwise there is nothing to show), we see that x = 0 is a critical point of f (x),
with second derivative equal to
f ′′(x)
∣∣∣
x=0
=
log 1−|z|1+|z|
2|z| (1− 2q− 4p(1− p)(1− q)).
Note that 12|z| log
1−|z|
1+|z| is defined for z = 0, and
1
2|z| log
1−|z|
1+|z| < 0 for any z ∈ (−1, 1). Hence, f ′′(0) < 0, and therefore
f (x) attains a maximum at x = 0 if
q < g(p) :=
(1− 2p)2
1+ (1− 2p)2 . (D2)
Moreover, numerics demonstrate that the region
R1 := {(p, q) : p ∈ [0, 1/2], 0 ≤ q < g(p)} (D3)
contains the region of non-negative coherent information (see Fig. 5). Therefore, it suffices to only consider states of
the form (0, 0, z) in the maximization of the coherent information given in (D1). For these states, the formula (D1)
reduces to
Ic(ρz,Np, q) = (1− 2q)S(ρz)− (1− q)S(Φp,z)
=: ic(z).
We prove in App. F that the threshold o f Ic(ρz,Np, q) in the (p, q)-plane coincides with the function g(p) defined in
(D2).
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FIG. 5. Plot of the coherent information Ic(Np, q) for p, q ∈ [0, 1/2]. The function g(p) (green) is defined in (D2).
We now show that in a subregion of R1 the optimizing state for Ic(Np, q) is the completely mixed state pi := 121,
corresponding to z = 0. Observe that
i′c(z) =
1
2k(p, z)
(
(1− 2q)k(p, z) log 1− z
1+ z
− 4p(1− p)(1− q)z log 1− k(p, z)
1+ k(p, z)
)
,
where k(p, z) :=
√
1− 4p(1− p)(1− z2) satisfying k(p, z) > 0 for all z ∈ [−1, 1] and p ∈ [0, 1/2). It is easy to see
that i′c(0) = 0. Evaluating the second derivative of ic(z) at z = 0 gives
i′′c (0) = −(ln 2)−1(1− 2q) +
2p(1− p)
1− 2p (1− q) log
1− p
p
,
which satisfies i′′c (0) < 0 if
q < j(p) :=
1− 2p− 2p(1− p) ln 1−pp
2− 4p− 2p(1− p) ln 1−pp
. (D4)
In Fig. 6 we plot the regions A andR1 defined in (C6) and (D3), respectively, together with the regions
R2 := {(p, q) : p ∈ [0, 1/2], 0 ≤ q < j(p)} (D5)
F := R1 \ R2 = {(p, q) : p ∈ [0, 1/2], j(p) ≤ q < g(p)} . (D6)
Appendix E: Superadditivity of coherent information
In the following, we show that in a certain subregion of the (p, q)-plane a simple weighted n-repetition code
ρn := λ|0〉〈0|⊗n + (1− λ)|1〉〈1|⊗n, (E1)
achieves superadditivity of the coherent information, Ic(ρn,N⊗np, q ) > nIc(Np, q).
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FIG. 6. Plot of the fish-shaped region F = R1 \ R2 (blue) defined in (D6), where R1 is defined in (D3) and bounded by g(p)
(green) as given in (D2), andR2 is defined in (D5) and bounded by j(p) (red) as given in (D4). The function k(p) (orange) defined
in (C5) bounds the region A of antidegradability of Np, q defined in (C6).
First, we note that the coherent information of Np, q can be rewritten as
Ic(ρn,N⊗np, q ) = S
(
N⊗np, q (ρn)
)
− S
(
(id2⊗N⊗np, q )(φn)
)
,
where |φn〉 :=
√
λ|0〉⊗n+1 +√1− λ|1〉⊗n+1 is a purification of ρn. In the following, we denote by Zp(ρ) = (1−
p)ρ+ pZρZ the dephasing channel, and by Eq(ρ) = (1− q)ρ+ q tr(ρ)|e〉〈e| the erasure channel. Setting q0 = 1− q
and q1 = q, as well as C0 = Zp and C1 = E1, we have
N⊗np, q = ((1− q)Zp + qE1)⊗n
= ∑
sn∈{0, 1}n
qsnCsn ,
where sn ∈ {0, 1}n denotes a binary string of length n, and we set qsn := ∏nj=1 qsj and Csn :=
⊗n
j=1 Csj . Note that
Csn(σn) ⊥ Ctn(σn) for sn 6= tn and any σn due to the different erasure patterns originating from the action of E1 on
different tensor factors. Hence, by (A1) we have
Ic(ρn,N⊗np, q ) = ∑
sn∈{0, 1}n
qsn [S(Csn(ρn))− S((id2⊗Csn)(φn))] . (E2)
Let sn /∈ {(0, . . . , 0), (1, . . . , 1)}. Then, after the erasure on the systems {j : sj = 1},
Csn(ρn) = λ
⊗
j : sj=0
Zp(|0〉〈0|) + (1− λ)
⊗
j : sj=0
Zp(|1〉〈1|)
= λ
⊗
j : sj=0
|0〉〈0|+ (1− λ)⊗
j : sj=0
|1〉〈1|,
and similarly,
Csn(φn) = λ|0〉〈0| ⊗
⊗
j : sj=0
Zp(|0〉〈0|) + (1− λ)|1〉〈1| ⊗
⊗
j : sj=0
Zp(|1〉〈1|)
= λ|0〉〈0| ⊗⊗
j : sj=0
|0〉〈0|+ (1− λ)|1〉〈1| ⊗⊗
j : sj=0
|1〉〈1|.
Hence, S(Csn(ρn)) = S(Csn(φn)) for all strings sn /∈ {(0, . . . , 0), (1, . . . , 1)}, and by (E2) the only terms contributing
to Ic(ρn,N⊗np, q ) are those with C(0,...,0) = Z⊗np and C(1,...,1) = E⊗n1 . For the latter, note that S(E⊗n1 (ρn)) = 0 and
S(E⊗n1 (φn)) = S(λ|0〉〈0|+ (1− λ)|1〉〈1|) = h(λ).
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Up to now, we have shown that
Ic(ρn,N⊗np, q ) = (1− q)n
(
S(Z⊗np (ρn))− S((id2⊗Z⊗np )(φn))
)
− qnh(λ).
We have Z⊗np (ρn) = ρn, and hence S(Z⊗np (ρn)) = h(λ). It thus remains to compute S((id2⊗Z⊗np )(φn)). To this end,
observe that (omitting identity maps and identity operators)
Z⊗np (φn) = ∑
sn∈{0, 1}n
psn Zsn |φn〉〈φn|Zsn ,
where we again set psn := ∏nj=1 psj and Zsn :=
⊗n
j=1 Z
sj (with Z0 = 1). We have Zsn |φn〉 = |φn〉 if |sn| is even, and
Zsn |φn〉 = |φ˜n〉 := λ|0〉⊗n+1 − (1− λ)|1〉⊗n+1 if |sn| is odd. Then,
Z⊗np (φn) = ∑
sn : |sn | even
psn |φn〉〈φn|+ ∑
sn : |sn | odd
psn |φ˜n〉〈φ˜n|
=
1
2
(1+ (1− 2p)n)|φn〉〈φn|+ 12 (1− (1− 2p)
n)|φ˜n〉〈φ˜n|
=
[
λ (1− 2p)n√λ(1− λ)
(1− 2p)n√λ(1− λ) 1− λ
]
{|0〉⊗n+1, |1〉⊗n+1}
=: Mλ, p,
where we used ∑ sn : |sn | even psn = 12 (1 + (1− 2p)n) and ∑ sn : |sn | odd psn = 12 (1− (1− 2p)n) in the second equality.
The matrix Mλ, p is written out with respect to the basis {|0〉⊗n+1, |1〉⊗n+1}. Its von Neumann entropy evaluates to
S(Mλ, p) = 1− u(λ, p, n) artanh u(λ, p, n)− 12 log
(
1− u(λ, p, n)2
)
,
where u(λ, p, n) :=
√
1− 4λ(1− λ)(1− (1− 2p)2n) and artanh(x) := 12 log 1+x1−x .
In summary, we have
Ic(ρn,N⊗np, q ) = ((1− q)n − qn)h(λ)− (1− q)n
(
1− u(λ, p, n) artanh u(λ, p, n)− 1
2
log
(
1− u(λ, p, n)2
))
.
In Fig. 7, we plot heat maps of the quantity maxλ Ic(ρn,N⊗np, q )/n− Ic(Np, q) for n ∈ {2, 3, 4, 5}, showing examples of
superadditivity of coherent information of the dephrasure channel.
The fact that the single-letter coherent information Ic(Np, q) is maximized by states diagonal in the Z-basis suggests
to consider more general Z-diagonal codes whose Schmidt rank is larger than 2, generalizing the weighted repetition
code defined in (E1). To this end, for n ≥ 2 we fix the Schmidt basis {|sn〉 ⊗ |sn〉}sn∈{0,1}n , where sn ranges over all
binary strings of length n, and optimize the Schmidt coefficients {λsn}sn∈{0,1}n in
|θn〉 = ∑
sn∈{0,1}n
λsn |sn〉 ⊗ |sn〉. (E3)
Here, the n-fold dephrasure channel N⊗np, q acts on the n qubits in the right-hand tensor factor. A straightforward
optimization over codes of the form (E3) now yields codes that outperform both the optimal single-letter code as
well as the weighted repetition code (E1). In Fig. 2 we plot the optimized Z-diagonal code |θ4〉 on 4 input qubits,
which provides a good trade-off between rate and computational cost of optimization.
However, we were also able to find non-diagonal codes that outperform the dephased codes |θn〉 for certain values
of (p, q). These codes were found using a full parametrization of the code state and a global optimization tech-
nique called particle swarm optimization (see the last section below for a high-level explanation of this technique). In
particular, we found the following code χ3 for 3 channel uses:
|χ3〉 := |0000〉 ⊗ |ψ1〉+ |1111〉 ⊗ |ψ1〉+ |0101〉 ⊗ |ψ2〉+ |1010〉 ⊗ X|ψ2〉, (E4)
where |ψi〉 := ci|0〉+ di|1〉, and X = |0〉〈1|+ |1〉〈0| denotes the Pauli X-operator. All coefficients above are chosen
such that the code state χ3 is normalized. Feeding the 3 right-most qubits of |χ3〉 into the 3-fold dephrasure channel
N⊗3p, q , we optimized the coefficients ci, and di in order to maximize the coherent information Ic(χ3,N⊗3p, q). The result-
ing rates along the (p, 3p)-diagonal for the interval p ∈ [0.107, 0.118] are shown in Fig. 2. We also note that other
interesting non-diagonal codes can be obtained using a neural network state ansatz [31].
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FIG. 7. Plot of the non-negative part of maxλ Ic(ρn,N⊗np, q )/n− Ic(Np, q) for n ∈ {2, 3, 4, 5} (top-left to bottom-right), where ρn is
the n-repetition code defined in (E1). Note the different scaling of the colorbars in both plots, indicating that the magnitude of
superadditivity of the coherent information decreases with n. The functions g(p) (green) and j(p) (red) are defined in (D2) and
(D4), respectively.
Appendix F: Threshold of the weighted repetition codes
In this appendix, we show that the threshold of the coherent information Ic(ρn,N⊗np, q ) of the weighted repetition
code (13) coincides with the fuction g(p) defined in (9) for all n ∈ N. To this end, we first rewrite the formula (15)
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for Ic(ρn,N⊗np, q ) in a slightly different way:
Ic(ρn,N⊗np, q ) = ((1− q)n − qn)h(λ)− (1− q)n
(
1− 1+ u
2
log(1+ u)− 1− u
2
log(1− u)
)
,
where u = u(p,λ, n) =
√
1− 4λ(1− λ)(1− (1− 2p)2n).
Recall that ρn = λ|0〉〈0|⊗n + (1− λ)|1〉〈1|⊗n. To determine all (p, q) such that Ic(ρn,N⊗np, q ) > 0, let us assume
λ > 0 such that h(λ) > 0. Then, Ic(φn,N⊗np, q ) > 0 if and only if
(1− q)n − qn
(1− q)n = 1−
(
q
1− q
)n
>
1− 1+u2 log(1+ u)− 1−u2 log(1− u)
h(λ)
=: f (p,λ, n). (F1)
We show below that, for all n ∈ N, we have f (p,λ, n) ↘ 1− (1− 2p)2n as λ ↘ 0. Hence, for all n ∈ N there is a
λ > 0 such that (F1) holds provided that
1−
(
q
1− q
)n
> 1− (1− 2p)2n,
which is equivalent to q < (1−2p)
2
1+(1−2p)2 = g(p).
It remains to be shown that f (p,λ, n) ↘ 1− (1− 2p)2n for all n ∈ N. We assume that λ > 0 is small, and use the
following approximations, abbreviating cp,n := 1− (1− 2p)2n:
u(p,λ, n) = 1− 2λ(1− λ)cp,n +O(λ2)
−(1− λ) log(1− λ) = (ln 2)−1λ+O(λ2)
−(1− λ(1− λ)cp,n) log(1− λ(1− λ)cp,n) = (ln 2)−1cp,nλ+O(λ2).
Consider now that
1− 1+ u
2
log(1+ u)− 1− u
2
log(1− u)
= 1− (1− λ(1− λ)cp,n) log[2(1− λ(1− λ)cp,n)]− λ(1− λ)cp,n log[2λ(1− λ)cp,n]
= −(1− λ(1− λ)cp,n) log[1− λ(1− λ)cp,n]− λ(1− λ)cp,n log[λ(1− λ)cp,n]
= (ln 2)−1cp,nλ− cp,nλ logλ− λcp,n log cp,n
= λcp,n((ln 2)−1 − logλ− log cp,n),
where we used the above approximations and neglected occurrences of λ2. We also have h(λ) = −λ logλ +
(ln 2)−1λ+O(λ2). Hence,
f (p,λ, n) =
1− 1+u2 log(1+ u)− 1−u2 log(1− u)
h(λ)
= cp,n
(
1− log cp,n
(ln 2)−1 − logλ
)
.
Evidently, limλ→0 f (p,λ, n) = cp,n, and this convergence is monotonic, since cp,n = 1− (1− 2p)2n ∈ (0, 1] for all
n ∈N (note that p ∈ [0, 1/2]). Hence, log cp,n < 0, and λ 7→ 1− log cp,n(ln 2)−1−logλ is monotonically increasing in λ.
Appendix G: Separation of private information and coherent information
To show a separation between private information and coherent information, we searched for private codes E =
{px, ρx} by first considering a pure state |ψ〉SRA, where R is a purifying system for A with |R| = |A|, and |S| = |A|2
is an auxiliary system. To obtain a private code {px, ρx}, we first measure S with respect to the computational basis
to obtain |A|2 pure states |φx〉RA, where x = 1, . . . , |A|2. We then set px = 〈φx|φx〉 and ρx = 1px trR φx. This simple
procedure leads to private codes that can be symmetrized to one of the form as in (16). Extensive numerical search
furthermore suggests the optimality of these private codes.
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Appendix H: Coherent information of the complementary channel
In this appendix, we show that the complementary channel N cp, q has positive coherent information for all p, q ∈
[0, 1/2], and hence, 0 < Q(N cp, q) ≤ P(N cp, q) for all p, q ∈ [0, 1/2]. We prove this by constructing a particular input
state ρ satisfying Ic(ρ,N cp, q) > 0.
Since the complementary channel (C1) is flagged, it follows that, using (A1),
Ic(ρ,N cp, q) = qS(ρ) + (1− q)
[
S(Z cp(ρ))− S(Zp(ρ))
]
for all ρ. (H1)
We now choose ρ = 12 (I + mX) with m ∈ [0, 1], for which S(ρ) = h(ε) with ε = 1−m2 . Simple calculations further
show that
Zp(ρ) = 12 (I + (1− 2p)mX),
S(Zp(ρ)) = h(ε+ p− 2εp).
Moreover, 〈0|ρ|0〉 = 〈1|ρ|1〉 = 12 , and hence
Z cp(ρ) = (1− p)|0〉〈0|+ p|1〉〈1|,
S(Z cp(ρ)) = h(p).
Substituting the above in (H1) gives
Ic(ρ,N cp, q) = qh(ε) + (1− q) [h(p)− h(p + ε− 2εp)]
= qh(ε)− (1− q)ε(1− 2p)h(p + ε− 2εp)− h(p)
ε(1− 2p)
= qh(ε)− (1− q)ε(1− 2p) h′(x)∣∣x= p¯
=: qh(ε)− (1− q)ε(1− 2p)Cp¯, (H2)
where in the third equality we applied the mean value theorem for the difference quotient with a suitable p¯ ∈
(p, p+ ε− 2εp), and in the fourth equality we defined Cp¯ := h′(x)
∣∣
x= p¯ = log
1− p¯
p¯ . From (H2), we have Ic(ρ,N cp, q) > 0
if and only if
h(ε)
ε
>
1− q
q
(1− 2p)Cp¯. (H3)
Note that h(ε)ε → ∞ in the limit ε→ 0. Therefore, for all p, q there exists an ε > 0 such that (H3) holds true.
To obtain an explicit expression for ε, we use the bound h(ε)ε > − log ε to see that any ε > 0 satisfying − log ε >
1−q
q (1− 2p)Cp¯, or 0 < ε < exp
[
− 1−qq (1− 2p)Cp¯
]
, is sufficient to assert (H3). Note that Cp¯ ↗ h′(x)
∣∣
x=p = log
1−p
p
in the limit ε→ 0 due to concavity of h(·). Hence, any ρ = 12 (I + mX) with ε = 1−m2 satisfying
0 < ε < exp
[
−1− q
q
(1− 2p) log 1− p
p
]
yields Ic(ρ,N cp, q) > 0.
Appendix I: Particle swarm optimization
In this section we provide a high-level description of particle swarm optimization [35], a global optimization tech-
nique that we used to optimize the coherent information of the dephrasure channel.
For the sake of simplicity, assume that we want to find the global minimum of a function f : Rd → R. To this
end, we first fix three parameters cI , cself, csoc ≥ 0. We then send out n agents or particles, each initialized at a random
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location xi ∈ Rd where i = 1, . . . , n, and evaluate the target function f (xi). In subsequent iterations, the “velocity”
vi of the i-th particle is updated according to the rule
vi ← cIvi + cselfuself(xi − pi) + csocusoc(xi − g), (I1)
where uself, usoc ∈ [0, 1] are drawn uniformly at random, the vector pi holds the location of the minimal value of f
that the i-th agent has seen, and the vector g holds the location of the minimal value of f any agent in the group has
seen. In other words, in each iteration the velocity of an agent is updated according to the current position (governed
by the “inertia” term cI), the position of its personal best value of f (governed by the “self-interaction” term cself),
and the position of the group best value of f (governed by the “social-interaction” term csoc). In the beginning, the
velocity of each particle is initialized uniformly at random.
Particle swarm optimization does not make use of the gradient of f , and is thus suitable for unstructured optimiza-
tion problems where differentiability of the target function f is not known. Moreover, the update rule (I1) allows
individual agents to escape local minima, thus ensuring a more thorough exploration of the landscape (visualizing
multiple iteration steps in a successful optimization run, the group of agents slowly gravitates towards the global
minimum, much like a swarm of insects gravitating towards a food source).
The coherent information of a quantum channel has many such local extrema, as any pure input state yields
zero coherent information. This suggests the use of gradient-free optimization algorithms such as particle swarm
optimization to find improved local (or even global) extrema of the coherent information. Using particle swarm
optimization, we were able to find improved quantum codes for the dephrasure channel (such as the code χ3 defined
in (E4)) that yield higher rates than the simple repetition code ρn (albeit with a lower threshold). Presumably, particle
swarm optimization might also be successfully applied to other optimization problems in quantum information
theory for which the existence of a large number of local extrema renders gradient-based methods inefficient.
