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Chapter 17
Multimodal Emotion 
Recognition
Sanaul Haq
University of Surrey, UK
Philip J.B. Jackson
University of Surrey, UK
intrOductiOn
Speech is the primary means of communication 
between human beings in their day-to-day inter-
action with one another. Speech, if confined in 
meaning as the explicit verbal content of what is 
spoken, does not by itself carry all the information 
that is conveyed during a typical conversation, but 
is in fact nuanced and supplemented by additional 
modalities of information, in the form of vocal-
ized emotion, facial expressions, hand gestures 
and body language. These supplementary sources 
of information play a vital role in conveying the 
emotional state of interacting human beings, 
abStract
Recent advances in human-computer interaction technology go beyond the successful transfer of data 
between human and machine by seeking to improve the naturalness and friendliness of user interac-
tions. An important augmentation, and potential source of feedback, comes from recognizing the user’s 
expressed emotion or affect. This chapter presents an overview of research efforts to classify emotion 
using different modalities: audio, visual and audio-visual combined. Theories of emotion provide a 
framework for defining emotional categories or classes. The first step, then, in the study of human affect 
recognition involves the construction of suitable databases. The authors describe fifteen audio, visual 
and audio-visual data sets, and the types of feature that researchers have used to represent the emotional 
content. They discuss data-driven methods of feature selection and reduction, which discard noise and 
irrelevant information to maximize the concentration of useful information. They focus on the popular 
types of classifier that are used to decide to which emotion class a given example belongs, and methods 
of fusing information from multiple modalities. Finally, the authors point to some interesting areas for 
future investigation in this field, and conclude.
DOI: 10.4018/978-1-61520-919-4.ch017
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referred to as the “human affective state”. The 
human affective state is an indispensable com-
ponent of human-human communication. Some 
human actions are activated by emotional state, 
while in other cases it enriches human communi-
cation. Thus emotions play an important role by 
allowing people to express themselves beyond 
the verbal domain.
Most current state-of-the-art human-computer 
interaction systems are not designed to perceive 
the human affective state, and as such are only able 
to deliver or process explicit information (such 
as the verbal content of speech) and not the more 
subtle or latent channels of information indicative 
of human emotion; in effect, the information from 
the latter sources is lost. There are application 
domains within existing HCI technology where 
the ability of a computer to perceive and interpret 
human emotional state can be regarded as an ex-
tremely desirable feature. Consider, for example, 
that if intelligent automobile systems can sense 
the driver’s emotional state and tune its behav-
ior accordingly, it can react more intelligently 
in avoiding road accidents. Another example is 
that of an affect sensing system at a call center 
for emergency services which can perceive the 
urgency of the call based on the caller’s perceived 
emotional state, allowing better response to the 
situation. We can also envision applications in 
the game and entertainment industries; in fact the 
ability of computers to interpret and possibly emu-
late emotion opens up potentially new territories 
in terms of applications that were previously out 
of bounds for computers. These considerations 
have activated investigation in the area of emo-
tion recognition turning it into an independent 
and growing field of research within the pattern 
recognition and HCI communities.
There are two main theories that deal with 
the conceptualization of emotion in psychologi-
cal research. The research into the structure and 
description of emotion is very important because 
it provides information about expressed emo-
tion, and is helpful into affect recognition. Many 
psychologists have described emotions in terms 
of discrete theories (Ortony et al., 1990), which 
are based on the assumption that there exist some 
universal basic emotions, although their number 
and type varies from one theory to another. The 
most popular example of this description is the 
classification of basic emotions into anger, disgust, 
fear, happiness, sadness and surprise. This idea 
was mainly supported by cross-cultural studies 
conducted by Ekman (1971, 1994), which showed 
that emotion perception in different cultures is the 
same for some basic facial expressions. Most of 
the recent research in affect recognition, influenced 
by the discrete emotion theory, has focused on 
recognizing these basic emotions. The advantage 
of the discrete approach is that in daily life people 
normally describe observed emotions in terms of 
discrete categories, and the labeling scheme based 
on category is very clear. But the disadvantage is 
that it is unable to describe the range of emotions 
which occur in natural communication. There is 
another theory known as dimensional theory (Rus-
sell et al., 1981; Scherer, 2005), which describes 
emotions in terms of small sets of dimensions 
rather than discrete categories.
These dimensions include evaluation, activa-
tion, control, power, etc. Evaluation and activation 
are the two main dimensions to describe the main 
aspects of emotion. The evaluation dimension 
measures human feeling, from pleasant to unpleas-
ant, while the activation dimension, from active to 
passive, measure how likely the human is going to 
take action under the emotional state. The emotion 
distribution in two dimensions is summarized in 
Figure 1, which is based on Russell et al. (1981) 
and Scherer (2005) research.
The first quadrant consists of happiness, 
pleasure, excitement and satisfaction, the second 
quadrant consists of anger, disgust, hostile, fear, 
the third quadrant consists of sad, boredom, shame, 
depress, and the fourth quadrant consist of relax, 
content, hope and interest. The point of intersec-
tion of the two dimensions represents neutral. The 
dimensional representation makes it possible for 
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the evaluators to label a range of emotions. In 
this method, since high dimensional emotional 
states are projected onto 2D space which result in 
some loss of information. It becomes difficult to 
differentiate between some emotions, e.g. anger 
and fear, while others lie outside 2D Space, e.g. 
surprise. The evaluators will need training to label 
the data because this representation is not very 
clear, e.g. Feeltrace system (Cowie et al., 2000). 
The results from different raters may be more 
inconsistent compared to the discrete approach.
The goal of this chapter is to provide a sum-
mary of the research work that has been done in 
the field of human affect recognition by using the 
audio, visual, and audio-visual information. We 
first discuss the different types of databases (audio, 
visual and audio-visual modalities) that have been 
recorded for the analysis of human affect behavior. 
The next section explores various kinds of audio 
and visual features which are investigated by 
researchers. The feature extraction is followed by 
feature selection and feature reduction techniques, 
which are used to reduce the dimensionality of 
data for computational efficiency and improved 
performance. In particular, we present two linear 
transformations, principal component analysis 
(PCA) and linear discriminant analysis (LDA). 
We then describe popular classification strategies, 
which is followed by fusion techniques, future 
research directions and the conclusion.
MethOdOlOgy
databases
In order to develop an automatic emotion recog-
nizer, the first requirement is to have sufficient 
data that spans the variety and range of affective 
expressions. Spontaneous emotion data are dif-
ficult to collect because they are relatively rare, 
short lived and involve ethical issues. The other 
problem with these databases is that the data needs 
to be labeled, which can be expensive, time con-
Figure 1. Distribution of emotion in 2D space based on Russell et al., 1981 and Scherer, 2005 research. 
The evaluation dimension measures human feeling from pleasant to unpleasant, while the activation 
dimension measures how likely the human is going to take an action under the emotional state from 
active to passive. The intersection of the two dimensions provides the neutral state.
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suming and error-prone, making it really difficult 
to analyze the automatic spontaneous emotion 
recognition. Due to these problems, most of the 
research in this field is based on acted emotions. 
The acted databases are recorded by asking the 
actors or non-actors to express different emotions 
in front of a recording camera and/or microphone. 
The recording is performed in a controlled labora-
tory environment.
It has been found that the acted emotions are 
different in audio profile, visual appearance and 
timing from spontaneous emotions. Whissell 
(1989) concluded that acted emotions in spoken 
language may differ in timing and choice of words 
from spontaneous emotions. In the case of facial 
expressions, differences exist between acted and 
spontaneous expressions in terms of dynamics and 
muscle movement (Ekman et al., 2005). Many 
types of spontaneous smiles, e.g. polite smile, are 
smaller in amplitude, longer in total duration and 
slower in onset and offset times than the acted smile 
(Cohn et al., 2004; Ekman et al., 2005; Valstar et 
al., 2007). It has been found that spontaneous brow 
actions are different in morphology and temporal 
structure from acted brow actions (Valstar et al., 
2006). In general, acted emotion expressions are 
more exaggerated than natural ones, and due to 
these reasons, a system trained on acted emotion 
expressions may fail to generalize properly to 
spontaneously occurring emotions. The other is-
sue is that current emotion recognition systems 
are evaluated on clear noise free data which has 
high quality audio and frontal face visual data. 
However, in natural environment the data may be 
noisy and the face may not be ideally posed with 
respect to the camera. There is also a problem of 
emotion categories; in actual human-computer 
interaction scenarios the emotions are normally 
non-basic (Cowie et al., 2005), but still most of 
the existing emotion recognition systems classify 
expressions from basic emotion categories.
Despite the existence of differences between 
acted expressions and natural expressions, data-
bases of acted emotions are still useful and have 
been recorded for the analysis of emotions. The 
main advantage to this method is that it allows 
more control over the design of database. A pho-
netically balanced set of sentences can be recorded 
in different emotions, which is difficult to achieve 
in real environment. Since the acted database is 
normally recorded in a controlled lab environ-
ment, this results in high quality noise-free data.
Emotional behavior databases (audio, visual 
and audio-visual) have been recorded for inves-
tigation of emotion, some natural, while others 
acted or elicited, as shown in Table 1. Many audio 
emotional databases have been recorded for the 
analysis of vocal expressions of emotions. The 
AIBO database (Batliner et al., 2004) is a natural 
database which consists of recording from children 
while interacting with robot. The data consist of 
110 dialogues and 29200 words. The emotion 
categories include anger, bored, emphatic, help-
less, ironic, joyful, motherese, reprimanding, rest, 
surprise and touchy. The data labeling is based 
on listeners’ judgment. The Berlin Database of 
Emotional Speech (Burkhardt et al., 2005) is a 
German acted database, which consists of re-
cordings from 10 actors (5 male, 5 female). The 
data consist of 10 German sentences recorded in 
anger, boredom, disgust, fear, happiness, sadness 
and neutral. The final database consists of 493 
utterances after listeners’ judgment. The Danish 
Emotional Speech Database (Engberg, 1996) is 
another audio database recorded from 2 actors and 
2 actresses. The recorded data consist of 2 words, 
9 sentences and 2 passages, resulting in 10 minutes 
of audio data. The recorded emotions are anger, 
happiness, sadness, surprise and neutral. The ISL 
meeting corpus (Burger et al., 2002) is a natural 
audio database which consists of recordings from 
18 meetings with 5 persons, on average, per meet-
ing. There are three emotion categories: negative, 
positive and neutral. The data are labeled based 
on listeners’ judgment.
Some facial expressions databases have been 
recorded for the analysis of facial emotional be-
havior. The BU-3DFE (Yin et al., 2006) is another 
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acted database which consists of 3D range data of 
6 basic emotions expressed in four different in-
tensity levels. The data consist of recordings from 
100 adults. The Cohn-Kanade facial expression 
database (Kanade et al., 2000) is a popular acted 
database of facial expressions, with recordings 
from 210 adults, in 6 basic emotions and Action 
Units (AUs). The data is labeled using Facial 
Action Coding System (FACS). The FABO acted 
database (Gunes et al., 2006) consists of videos 
of facial expressions and body gestures from 23 
adults in 6 basic emotions along with some non-
Table 1. Audio and/or Visual Emotional Databases: where A: Audio, V: Visual, AV: Audio-Visual, 6 basic 
emotions: anger, disgust, fear, happiness, sad, surprise 
Database A/V Elicitation method Size Emotion categories
AIBO database 
(Batliner et al., 2004)
A Natural: children interaction 
with robot
110 dialogues, 29200 words anger, bored, emphatic, helpless, 
ironic, joyful, motherese, repri-
manding, rest, surprise, touchy
Berlin Database 
(Burkhardt et al., 2005)
A Acted 493 sentences; 
5 actors & 5 actresses
anger, boredom, disgust, fear, hap-
piness, sadness, neutral
Danish Emotional Speech 
Database (Engberg, 1996)
A Acted 10 minutes ; 2 actors & 2 ac-
tresses; 2 words, 9 sentences, 
2 passages
anger, happiness, sadness, surprise, 
neutral
ISL meeting corpus  
(Burger et al., 2002)
A Natural: meeting corpus 18 meetings; average 5 
persons per meeting
negative, positive, neutral
BU-3DFE database
(Yin et al., 2006)
V Acted 100 adults 6 basic emotions with four levels 
of intensity
Cohn-Kanade database 
(Kanade et al., 2000)
V Acted 210 adults; 480 videos 6 basic emotions, Action Units 
(AUs)
FABO face and body gesture 
database (Gunes et al., 2006)
V Acted 23 adults; 210 videos 6 basic emotions, anxiety, boredom, 
neutral, uncertainty
MMI database 
(Pantic et al., 2007;  
 Pantic et al., 2005)
V Acted: static images, and vid-
eos in frontal and profile view 
Natural: Children interacted 
with a comedian, adults 
watched emotion inducting 
videos
Acted: 61 adults 
Natural: 11 children and 18 
adults 
Total: 1250 videos, 600 static 
images
6 basic emotions, single Action Unit 
and multiple Action Units activation
UT Dallas database 
(O’Toole et al., 2005)
V Natural: subjects watched 
emotion inducing videos
229 adults 6 basic emotions, boredom, disbe-
lief, laughter, puzzle
Adult Attachment Interview 
database (Roisman, 2004)
AV Natural: subjects were in-
terviewed to describe the 
childhood experience
60 adults: each interview was 
30-60 minutes long
6 basic emotions, contempt, embar-
rassment, shame, general positive 
and negative emotions
Belfast database 
(Douglas-Cowie et al., 2003)
AV Natural: clips taken from tele-
vision and realistic interviews 
with research team
125 subjects; 209 clips from 
TV and 30 from interviews
Dimensional labeling/categorical 
labeling
Busso-Narayanan database 
(Busso et al., 2007)
AV Acted 612 sentences; an actress anger, happiness, sadness, neutral
Chen-Huang database 
(Chen, 2000)
AV Acted 100 adults; 9900 visual and 
audio-visual expressions
6 basic emotions, boredom, frustra-
tion, interest, puzzle
Haq-Jackson database  
(Haq & Jackson, 2009)
AV Acted: emotion stimuli were 
shown on screen
480 sentences; 4 male 
subjects
6 basic emotions, neutral
RU-FACS database 
(Bartlett et al., 2005)
AV Natural: subjects tried to 
convince the interviewers 
about their truth
100 adults 33 Action Units
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basic emotions (uncertainty, anxiety, boredom 
and neutral). The MMI database is a very com-
prehensive data set of facial behavior (Pantic et 
al., 2007; Pantic et al., 2005). It consists of facial 
data for both the acted expressions and spontane-
ous expressions. The recorded data comprise of 
both static images and videos, where large parts 
of the data are recorded in both the frontal and 
the profile views of the face. For the natural data, 
children interacted with a comedian, while adults 
watched emotion-inducing videos. The database 
consists of 1250 videos and 600 static images in 
6 basic emotions, single AU and multiple AUs. 
The data labeling is done by FACS and observ-
ers’ judgment. The UT Dallas database (O’Toole 
et al., 2005) is a natural visual database which is 
recorded by asking subjects to watch emotion-
inducing videos. The database consists of data 
from 229 adults in 6 basic emotions, along with 
puzzle, laughter, boredom and disbelief. The data 
labeling is based on observers’ judgment.
Recent work in the field of emotion recogni-
tion involves combining the audio and visual 
modalities to improve the performance of emo-
tion recognition systems. This has resulted in the 
recording of audio-visual databases, where the 
facial expressions of the emoting performers are 
captured simultaneously with speech. The Adult 
Attachment Interview (AAI) database (Rois-
man, 2004) is a natural audio-visual database 
where the subjects are interviewed to describe 
their childhood experiences. The data consist of 
recordings from 60 adults and each interview 
lasts for 30-60 minutes. The database consists of 
the 6 basic emotions along with embarrassment, 
contempt, shame, in addition to general kinds of 
positive and negative emotion. The data labeling 
is performed by using FACS. The Belfast database 
(Douglas-Cowie et al., 2003) is another natural 
audio-visual database which consists of clips 
taken from television and realistic interviews 
conducted by a research team. The database con-
sists of data from 125 subjects, which consists of 
209 sequences from TV and 30 from interviews. 
The data are labeled with both dimensional and 
categorical approaches using Feeltrace system. 
The Busso-Narayanan acted database (Busso et 
al., 2007) consists of recordings from an actress, 
who is asked to read a phoneme-balanced corpus 
four times, expressing anger, happiness, sadness 
and neutral state. A detailed description of the 
actress’ facial expression and rigid head motion 
are acquired by attaching 102 markers to her 
face. A VICON motion capture system with three 
cameras is used to capture the 3D position of each 
marker. The markers’ motion and aligned audio 
is captured simultaneously in a quiet room. The 
total data consist of 612 sentences. Chen-Huang 
audio-visual database (Chen, 2000) is one of the 
largest acted databases, which consists of acted 
audio and visual expressions in the 6 basic emo-
tions and 4 cognitive states: boredom, interest, 
frustration and puzzlement. The database consists 
of recordings from 100 adults with 9900 visual 
and audio-visual expressions. Haq & Jackson 
(2009) recorded an audio-visual database from 
four English male actors in seven emotions in a 
controlled environment (see Figure 2). The data 
are recorded in six basic emotions: anger, disgust, 
fear, happiness, sadness, surprise and in neutral 
mode. The database consists of 120 utterances 
per actor, which resulted in 480 sentences in total. 
To track the visual features, the actors’ face is 
painted with 60 markers. Recordings consist of 15 
phonetically-balanced TIMIT database sentences 
per emotion: 3 common sentences, 2 emotion 
specific sentences, and 10 generic sentences that 
are different for each emotion. The Emotion to 
be simulated and text prompts are displayed on 
a monitor in front of the actor during the record-
ings. The 3dMD dynamic face capture system 
provided 2D frontal color video and Beyer dy-
namics microphone signals. The data evaluation 
is performed by 10 subjects, of which 5 are native 
English speakers and the remaining subjects lived 
in UK for more than a year. It has been found in 
some studies that female experience emotion more 
intensively than male (Swerts et al., 2008), to avoid 
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gender biasing half of the evaluators are female. 
Three types of human evaluation experiments are 
designed: audio, visual, and audio-visual. Slides 
are used to show audio, visual and audio-visual 
clips of each utterance. The data are randomized 
to remove systematic bias from the responses of 
human evaluators. For each of the evaluators, a 
different data set is created by using the Balanced 
Latin Square method (Edwards, 1962). The por-
trayed emotion is easier to correctly identify via 
the visual data alone, compared to the audio data 
alone, and the overall performance improves by 
combining the two modalities. The RU-FACS is 
a natural database (Bartlett et al., 2005) where 
subjects are tried to convince the interviewers that 
they are telling the truth. The database consists 
of data from 100 adults in 33 AUs, and data are 
labeled by using FACS.
feature extraction
It has been found that audio signals follow certain 
patterns for different kind of emotions. The rela-
tionship between audio and emotion is summarized 
by Cowie et al. (2001). For example anger is char-
acterized by faster speech rate, higher energy and 
pitch values compared to sadness. The important 
audio features for emotion recognition are pitch, 
intensity, duration, spectral energy distribution, 
formants, Mel Frequency Cepstral Coefficients 
(MFCCs), jitter and shimmer. These features are 
identified as important both at utterance level 
(Luengo et al., 2005; Ververidis et al., 2005; 
Vidrascu et al., 2005; Borchert et al., 2005; Haq 
et al., 2008; Haq & Jackson, 2009) and at frame 
level (Nogueiras et al., 2001; Lin et al., 2005; Kao 
et al., 2006; Neilberg et al., 2006).
New research on spontaneous emotion 
analysis suggests the use of only paralinguistic 
audio features may not be enough for emotion 
recognition. It is indicated by Batliner et al. 
(2003) that the reliability of prosody features for 
affect recognition degraded in real scenarios. In 
the initial experiments of Devillers et al. (2006) 
aimed at recognizing anger, fear, relief and sadness 
in medical call conversations between humans, 
it was found that lexical cues performed better 
than paralinguistic cues. Other studies have been 
performed to investigate using a combination of 
acoustic features and linguistic features to improve 
the performance of audio emotion recognition 
systems. Litman et al. (2004) and Schuller et al. 
(2005) used spoken words and acoustic features to 
recognize emotions. Lee et al. (2005) performed 
emotion recognition by using prosodic features 
along with spoken words and information of repeti-
tion. Graciarena et al. (2006) combined prosodic, 
lexical and cepstral features to achieve higher 
Figure 2. Haq & Jackson (2009) audio-visual emotional database (from left): Displeased (anger, dis-
gust), Excited (happy, surprise), Gloomy (sad, fear), and Neutral (neutral), reproduced from Haq & 
Jackson (2009).
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performance. Batliner et al. (2003) used prosodic 
features, part of speech, dialogue act, repetitions, 
corrections and syntactic-prosodic boundary to 
detect the emotions. The role of context informa-
tion (e.g. subject, gender and turn-level features 
representing local and global aspects of the dia-
logue) has also been investigated by Litman et al. 
(2004) and Forbes-Riley et al. (2004). The above 
studies showed improvement in performance by 
using information related to language, discourse 
and context, but the automatic extraction of these 
features is a difficult task. First, the automatic 
speech recognition systems are unable to reli-
ably recognize the verbal content of emotional 
speech (Athanaselis et al., 2005), and Second, the 
extraction of semantic discourse information is 
even more difficult. These features are normally 
extracted manually or directly from transcripts.
Since facial expressions plays an important 
role to convey and perceive emotions, most of the 
vision-based emotion recognition methods focus 
on the analysis of facial expressions. The machine 
analysis of facial expression can be divided into 
two main groups: the recognition of emotions and 
the recognition of facial muscle actions (facial 
AUs) (Cohn, 2006; Pantic et al., 2007). The facial 
AUs are descriptions of facial signals which can 
be mapped to emotion categories by using high 
level mapping, like EMFACS and FACSAID 
(Hager, 2003). The current facial expression based 
emotion recognition systems use different pattern 
recognition methods and are based on various 2D 
spatiotemporal facial features. There are mainly 
two types of facial features which are used for 
affect recognition: geometric and appearance 
features. The examples of geometric features are 
shape of facial components (eyes, mouth, etc.) 
and the location of facial salient points (corners 
of eyes, mouth, etc.). The appearance features 
represent facial texture which includes wrinkles, 
bulges, and furrows. The examples of methods 
based on geometric features are those of Chang et 
al. (2006), who used shape model defined by 58 
facial points, of Pantic et al. (2007, 2006, 2004) 
and Valstar et al. (2007, 2006), who used a set of 
facial points around the mouth, eyes, eyebrows, 
nose and chin, and of Kotsia et al. (2007), who 
used the Candide grid. Other examples are the 
systems developed by Busso et al. (2004), who 
used 102 facial markers, and by Haq & Jackson 
(2009), who used 60 frontal face markers. The 
examples of appearance-feature-based methods 
are those of Bartlett et al. (2003, 2005, 2006), 
Littlewort et al. (2007) and Guo et al. (2005), who 
used Gabor wavelet, Whitehill et al. (2006), who 
used Haar features, Anderson et al. (2006), who 
used a holistic spatial ratio face template, and 
Valstar et al. (2004), who used temporal templates.
It has been suggested in some studies (Pantic et 
al., 2006), that using both geometric and appear-
ance features may be the best choice for designing 
an automatic affect recognizer. The examples of 
hybrid geometric and appearance based features 
are those of Tian et al. (2005), who used facial 
component shapes and the transient components 
(like crow’s feet wrinkles and nasal-labial furrows) 
and that of Zeng et al. (2005), who used 26 facial 
points around the eyes, eyebrows, and mouth, and 
the transient features proposed by Tian et al.(2005). 
A similar method was proposed by Lucey et al. 
(2007), who used the Active Appearance Model 
(AAM) to capture the characteristics of facial ap-
pearance and shape of facial expressions. Most of 
the existing 2D feature based methods are suitable 
for the analysis of facial expressions under small 
head motions.
There are few studies of automatic facial affect 
recognition which are based on 3D face models. 
Cohn et al. (2007) worked on analysis of brow 
AUs and head movement based on a cylindrical 
head model (Xiao et al., 2003). Huang and col-
leagues (Cohen et al., 2003; Sebe et al., 2004; 
Wen et al., 2003; Zeng et al., 2007) used feature 
extracted by a 3D face tracker called the Piecewise 
Bezier Volume Deformation Tracker (Tao et al., 
1999). Chang et al. (2005) and Wang et al. (2006) 
used 3D expression data for facial expression 
recognition. The progress of the methodology 
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based on 3D face models may be helpful for 
view-independent facial expression recognition, 
which is really important in natural settings due 
to the unconstrained environment.
feature Selection
Appropriate feature selection is essential for 
achieving good performance with both global 
utterance-level and instantaneous frame-level fea-
tures. This process helps to remove uninformative, 
redundant or noisy information. In audio-based 
emotion recognition, Lin and Wei (2005) reported 
higher recognition rate for 2 prosodic and 3 voice 
quality instantaneous level features selected by the 
Sequential Forward Selection (SFS) method from 
fundamental frequency (f0), energy, formants, 
MFCCs and Mel sub-band energies features. Kao 
& Lee (2006) investigated multilevel features for 
emotion recognition, and found that frame-level 
features are better than syllable and word-level 
features. The best performance is achieved with 
an ensemble of three feature levels. In phoneme 
based emotion recognition, it is found that some 
phonemes, particularly semivowels and vowels, 
are more important than others (Sethu et al., 2008). 
Schuller et al. (2003) halved the error rate with 
20 global pitch and energy features compared to 
that of 6 instantaneous pitch and energy features.
For Vision-based emotion recognition, Ashraf 
et al. (2007) used an AAM to decouple shape 
and appearance parameters from the digitized 
facial images, to distinguish between pain and 
no-pain expressions. Bartlett et al. (2005) used 
Gabor wavelets features for classification of facial 
expressions and facial Action Units. The feature 
selection was performed by PCA and AdaBoost 
before classification. The performance of both 
LDA and linear kernel SVM classifier was lower 
without feature selection. The feature selection 
by PCA improved the performance of LDA clas-
sifier but degraded that of SVM classifier. The 
use of AdaBoost technique for feature selection 
improved the performance of both classifiers 
compared to that of PCA. The AdaBoost feature 
selection along with SVM classification gave 
the best results. Gunes et al. (2005) performed 
visual emotion recognition from face and body. 
They fused facial expression and body gestures 
first at feature-level by combining the features 
from both modalities, and later at decision-level 
by integrating the outputs of individual systems 
with suitable criteria. In the feature level fusion, 
they applied feature selection on combined data 
with Best-first search method using Weka tool 
(Witten et al., 2000). The Best-first method can 
start from an empty set of features and search 
forward, or start with the full feature set and search 
backward, or start at any point and search in both 
directions. The feature-level fusion performed 
better than decision-level fusion, and the best per-
formance was achieved with 45 features selected 
out of a pool of 206 features. Valstar et al. (2007) 
performed experiments to distinguish between 
posed and spontaneous smiles by fusing head, 
face and shoulder modalities. They performed 
fusion at three levels: early, mid-level and late. 
They used the GentleSVM-Sigmoid classifier for 
classification, which perform feature selection 
using GentleBoost and classification using SVM. 
Whitehill et al. (2006) used Haar features with 
an AdaBoost classifier to recognize FACS AUs. 
They compared both the recognition accuracy and 
processing time of the system with that of Gabor 
features with SVM classifier. The recognition 
accuracy of the two systems was comparable, but 
the AdaBoost classification system was at least 
2 orders of magnitude faster than SVM system. 
They used AdaBoost to select the top 500 Haar 
features for each AU before classification.
Multi-modal emotion recognition is proposed 
by Chen et al. (2005). The facial features consisted 
of 27 features related to eyes, eyebrows, furrows 
and lips, and the acoustic features consisted of 
8 features related to pitch, intensity and spectral 
energy. The performance of the visual system 
was better than the audio system, and the overall 
performance improved for the bimodal system. 
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Busso et al. (2004) performed emotion recognition 
using an audio, visual and bimodal system. The 
audio system used 11 prosodic features selected 
by the Sequential Backward Selection (SBS) 
technique, and the visual features were obtained 
from 102 markers on the face by applying PCA to 
each of the five parts of face: forehead, eyebrow, 
low eye, right cheek and left cheek. The visual 
system performed better than audio system and 
overall performance improved for the bimodal 
system. Schuller et al. (2008) reported that emo-
tion recognition in noisy conditions improves 
with noise and speaker adaptation, and further 
improvement is achieved with feature selection. 
The experiments on audio-visual data showed that 
the performance for both audio and visual features 
improved with feature selection, and combining 
the two modalities before feature selection further 
improved the performance. Haq & Jackson (2009), 
and Haq et al. (2008) performed feature selection 
(audio, visual) by Plus l-Take Away r algorithm 
(Chen, 1978) based on the Bhattacharyya distance 
criterion (Campbell, 1997). The algorithm is a 
combination of SFS and SBS algorithms. The SFS 
algorithm is a bottom up search method that starts 
out with an empty feature set, and at each step adds 
one new feature chosen from a set of candidate 
features, which performs best in combination with 
the already chosen features. The problem with the 
SFS algorithm is that once a feature is added, it 
cannot be removed. The SBS on the other hand is 
a top down process. It starts from complete feature 
set and at each step the worst feature is discarded 
such that the reduced set gives maximum value of 
the criterion function. The SBS gives better results 
but is computationally more complex. Sequential 
Forward Backward Selection (SFBS) offers ben-
efits of both SFS and SBS, via Plus l-Take Away 
r algorithm. At each step, l features are added to 
the current feature set and r features are removed. 
The process continues until the required feature 
set size is achieved.
feature reduction
One of the problems faced by pattern recogni-
tion is the dimensionality of data. It is difficult 
to deal with high dimensional data because it is 
computationally more expensive. To overcome 
this problem various techniques have been de-
veloped to reduce the dimensionality of data such 
that most of the useful information is retained. 
The dimensionality of a feature set can be re-
duced by using statistical methods to maximize 
the relevant information preserved. This can be 
done by applying a linear transformation, Y=WX, 
where Y is a feature vector in the reduced feature 
space, X is the original feature vector, and W is 
the transformation matrix. Principal Component 
Analysis (PCA) (Shlens, 2005) and Linear Dis-
criminant Analysis (LDA) (Duda et al., 2001) are 
the examples of such techniques.
Principal Component Analysis
PCA is a simple and non-parametric method to 
extract useful information from noisy data, and is 
widely used in statistical analysis of data. PCA is 
capable of reducing the dimensionality of data to 
extract the hidden, simple structure of the complex 
data and remove noise.
The PCA method is described below in detail. 
Let X be an m × n matrix, where m is the number 
of features and n is the number of samples. First, 
the mean value of each feature is subtracted and 
each feature is divided by its standard deviation 
so that each feature variation is contained in the 
same range, since different types of features have 
different range of variation. Second, let us define 
a new mwhere each column of Y has zero mean. 
It can be shown that
YTY=C
X
 (2)
i.e. YTY is equal to covariance of X. The principal 
components of X are the eigenvectors of C
X
. After 
calculating the SVD of Y, the columns of matrix V 
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(eigenvector matrix) contain the eigenvectors of 
YTY=C
X
. Thus the columns of V are the principal 
components of X. Matrix V rotates the row space 
of matrix Y, therefore it must rotate matrix X.
The SVD decomposition of a matrix M is given 
by equation,
M=UΣVT (3)
Here U and V are orthogonal matrices, where 
elements of V are the eigenvectors, and U is a set 
of vectors defined by ˆ ˆu Xv
i
i
i
º 1
s
. The Σ is a 
diagonal matrix with rank-ordered set of singular 
values, σ
1
≥σ
2
≥...≥σ
r
. Singular values are positive 
real and are obtained by taking the square root of 
eigenvalues of a matrix. Equation (3) states that 
any arbitrary matrix M can be decomposed into 
an orthogonal matrix, a diagonal matrix and an-
other orthogonal matrix (or rotation, stretch and 
another rotation).
The steps for performing PCA can be sum-
marized as follows.
1.  Organize the data set as an m × n matrix, 
where m is the number of features and n is 
the number of trials.
2.  Subtract off the mean of each feature, or row 
of matrix X.
3.  Calculate the SVD.
Linear Discriminant Analysis
LDA is another feature reduction technique, which 
maximizes the ratio of between-class variance to 
within-class variance to optimize the separability 
between classes. The criterion function for the 
LDA is given by
J
T
B
T
W
( )
| |
| |
W
W S W
W S W
=  (4)
where
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where S
B
 is between-class scatter, S
W
 is within-
class scatter, and S
T
 is total scatter matrix. The 
m is the total mean vector, m
i
 is the mean vector 
for class i, and c is the total number of classes. 
The transformation matrix W in equation (4) 
maximizes the ratio of between-class variance to 
the within-class variance.
PCA is non-parametric and the answer is unique 
and independent of any hypothesis about data 
probability distribution. These two properties are 
the weakness as well as strength of PCA. Since 
it is non-parametric, no prior knowledge can be 
incorporated and also there is loss of informa-
tion due to PCA compression. The applicability 
of PCA is limited by the assumptions made in 
its derivation, which are linearity, statistical im-
portance of mean and covariance, and that larger 
variances have important information. To resolve 
the linearity problem of PCA other non-linear 
methods, e.g. kernel PCA, have been developed. 
PCA uses a simple criterion for selection of bases, 
i.e. it chooses bases that maximize the variance 
of the observed data points, and consider the 
new dimensions one at a time. An Independent 
Component Analysis (ICA) is another technique 
which uses a finer criterion that looks at the rela-
tionship between the projections of data into the 
new dimensions, and optimizes some criterion 
based on two or more dimensions at once.
409
Multimodal Emotion Recognition
LDA is closely related to PCA in that both are 
linear feature reduction techniques. The difference 
is that PCA does not take into account any differ-
ence in classes, while the LDA explicitly attempts 
to model the difference between the classes of 
data. Some other generalizations of LDA for 
multiple classes have also been defined to address 
the problem of heteroscedastic distributions, one 
such method is Heteroscedastic LDA. The other 
subspace methods include Factor Analysis (FA), 
Curvilinear Component Analysis (CCA), Principal 
Manifold, MLP based method, etc.
To classify among facial expressions, Bartlett 
et al. (2005) used PCA for feature selection which 
substantially improved the performance of LDA 
classifier. Petridis & Pantic (2008) used PCA to 
reconstruct the positions of 20 facial points for 
the audio-visual based discrimination between 
laughter and speech. Busso et al. (2004) used 
audio and visual information for emotion recog-
nition, and they divided the face into five parts: 
forehead, eyebrow, low eye, right cheek and left 
cheek. PCA was applied to each part of the face 
for dimensionality reduction of facial features (3D 
markers’ coordinate). Haq & Jackson (2009) and 
Haq et al. (2008) used PCA and LDA to reduce 
the dimensionality of selected audio and visual 
features for audio-visual emotion recognition.
classification
The choice of classifier can also significantly affect 
the recognition accuracy. In the field of emotion 
recognition various classifiers have been used, 
among commonly used approaches are Gaussian 
Mixture Model (GMM), Hidden Markov Model 
(HMM), Neural Network (NN), Support Vector 
Machine (SVM) and AdaBoost.
Gaussian Mixture Model (Bishop, 1995) mod-
els the probability density function of observed 
variables using a multivariate Gaussian mixture 
density. Given a series of inputs, it refines the 
weights of each distribution through expectation-
maximization algorithms. The Hidden Markov 
Model (Young & Woodland, 2009) is a finite 
set of states, each of which is associated with a 
probability distribution which is generally mul-
tidimensional. The transitions among the states 
are governed by a set of probabilities known 
as transition probabilities. In a particular state 
an outcome or observation can be generated, 
according to the associated probability distribu-
tion. AdaBoost (Adaptive Boosting) (Freund & 
Schapire, 1999) is a machine learning algorithm, 
which is used for pattern recognition and feature 
selection. AdaBoost is adaptive in the sense that 
subsequent classifiers built by assigning more 
weights to those samples which are misclassified 
by the previous classifiers. AdaBoost calls a weak 
classifier repeatedly in a series of rounds, where 
weak classifier is the base learning algorithm that 
can predict better than a chance. For each call a 
distribution of weights is updated that indicates 
the importance of examples in the data set for the 
classification. On each round, the weights of each 
incorrectly classified example are increased, so 
that the new classifier is built with more focus on 
wrongly classified examples.
A Neural Network (Bishop, 1995) consists of 
units known as neurons, arranged in layers, which 
convert an input vector into some output. Neural 
Network consists of three layers: input, hidden 
and output. Each unit takes an input, applies a 
function to it and then passes the output on to 
the next layer. Generally the networks are feed-
forward, where a unit feeds its output to all the 
units on the next layer, but there is no feedback to 
the previous layer. Weightings are applied to the 
signals passing from one unit to another, and these 
weightings are tuned in the training phase to adapt 
NN to a specific problem. A single sweep forward 
through the network results in the assignment of 
a value to each output node, and data is assigned 
to that class’ node which has the highest value. 
Support Vector Machine (Burges, 1998) performs 
classification by constructing an N-dimensional 
hyperplane that optimally separates the data into 
two categories. Consider that the input data are 
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two sets of vectors in an n-dimensional space, 
an SVM will construct a separating hyperplane 
in that space such that it maximizes the margin 
between the two data sets. To calculate the margin, 
two hyperplanes are constructed, one on each side 
of the separating hyperplane, which are pushed 
up against the two data sets. A good separation 
is achieved by the hyperplane that has the largest 
distance to the neighboring data points of both 
classes. When the data points are separated by a 
nonlinear region, it is difficult to separate them by 
simply constructing an N-dimensional hyperplane. 
SVM handles this by using a kernel function to 
map the data onto a high dimensional space where 
it becomes possible for a hyperplane to do the 
separation. The different kernel functions of SVM 
are Linear, Polynomial, Radial Basis Function 
(RBF) and Sigmoid.
Various results have been reported in emotion 
recognition literature that uses audio, visual and 
audio-visual information with these different kinds 
of classifiers, as shown in Table 2. Borchert et al. 
(2005) reported an accuracy of 76% with SVM 
classifier, and 75% with AdaBoost classifier for 
speaker-dependent case, and 70% with each of 
the two classifiers for speaker-independent case. 
The classification was performed for 7 emotions 
using 63 prosody and quality features. Lin and 
Wei (2005) achieved recognition rates of 100% 
with 5-state HMM, 89% with SVM, and 85% 
with KNN (K=21) for the speaker dependent case 
using 5 best audio features. There were 5 emo-
tion categories and the extracted audio features 
were prosody, MFCC, Mel frequency sub-band 
energies. Luengo et al. (2005) reported 92% rec-
ognition rate for SVM classifier compared to 87% 
for GMM classifier with best six pitch and energy 
related features. A recognition rate of 98% was 
achieved for the GMM classifier (512 mixtures) 
with MFCC features for seven emotions. Schul-
ler et al. (2003) achieved 87% accuracy with 4 
components GMM for 7 emotions, compared to 
78% with 64-state continuous HMM using pitch 
and energy related features.
With regard to visual classification, Ashraf 
et al. (2007) used SVM classifier with several 
representations from AAM. They were able to 
achieve an equal error rate of 19% using canonical 
appearance and shape features to classify between 
pain and no-pain. Bartlett et al. (2005) used SVM, 
AdaBoost and LDA with Gabor wavelet features 
to classify between 7 facial expressions. They 
were able to achieve 90% accuracy with Ada-
Boost, 88% with SVM (linear kernel), 89% with 
SVM (RBF kernel) without feature selection. 
The performance improved by using AdaBoost 
and PCA as feature selection techniques. The 
best performance was achieved with SVM clas-
sifier, and using AdaBoost for feature selection. 
The recognition rate increased to 93 for SVM 
(linear and RBF kernel) and for LDA to 88% 
with AdaBoost feature selection. Gunes et al. 
(2005) performed affect recognition from face 
and body by combining the two types of features 
at feature-level and at decision-level. They used 
C4.5 decision tree and BayesNet classifiers for 
classification and Best-first search method for 
feature selection using Weka tool (Witten et al., 
2000). The feature-level fusion performed better 
than decision-level fusion, and best performance 
was achieved with BayesNet classifier using 
45 features selected out of total 206 combined 
features. For eight emotion categories, C4.5 deci-
sion tree classifier achieved a best performance 
of 94% with 206 features, and BayesNet classi-
fier achieved a best performance of 96% with 
45 selected features. Valstar et al. (2007) fused 
head, face and shoulder modalities to distinguish 
between posed and spontaneous smiles. They used 
GentleSVM-Sigmoid classifier for classification, 
which perform feature selection using GentleBoost 
and classification using SVM. Since the output 
of SVM is not a good measure for the posterior 
probability of its prediction, they pass the output 
of SVM to a sigmoid function that is a reasonable 
measure for the posterior probability. The features 
were fused at three levels: early, mid-level and 
late. In late fusion the head, face and shoulder 
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Table 2. Emotion classification using audio, visual and audio-visual data: where A: Audio, V: Visual, 
AV: Audio-Visual, MFCC: Mel Frequency Cepstral coefficient, AAM: Active Appearance Model, SVM: 
Support Vector Machine, GMM: Gaussian Mixture Model, AdaBoost: Adaptive Boosting, HMM: Hidden 
Markov Model, KNN: K Nearest Neighbor, LDA: Linear Discriminant Analysis, SD: Speaker-Dependent, 
SI: Speaker-Independent, GI: Gender-Independent. 
Reference Data Features Classifier Test paradigm Classes Accuracy
Borchert et 
al., 2005
A; Berlin Database 
(Burkhardt et al., 
2005); 493 sentences; 
5 male, 5 female
Prosody, quality SVM Training: 7 speakers 
data, testing: 3 speak-
ers data
7 70% (SI)
AdaBoost 70% (SI)
Lin & Wei, 
2005
A; DES Database 
(Engberg, 1996); 10 
min; 2 actors & 2 
actresses; 2 words, 9 
sentences, 2 passages
Prosody, MFCC, 
Mel freq. sub-band 
energies
HMM 4-fold leave-one-out 
cross-validation
5 100% (GI)
Mel energy spec-
trum dynamics 
coefficients
SVM 89% (GI)
KNN 85% (GI)
Luengo et 
al., 2005
A; 97 samples per 
emotion; 21 number, 
21 words, 55 sen-
tences; single actress
Prosody SVM 5-fold leave-one-out 
cross-validation
7 92% (SD)
GMM 87% (SD)
MFCC GM 98% (SD)
Schuller et 
al., 2003
A; 5250 phrases in 
German and English; 
5 speakers
Prosody GMM Training: 100 utter-
ances per emotion 
and speaker, testing: 
50 utterances per 
emotion and speaker
7 87% (SD)
HMM 78% (SD)
Ashraf et al., 
2007
V (face); shoulder pain 
expressions data from 
21 subjects
AAM SVM Leave-one-subject-
out cross-validation
2 Equal Error Rate: 
19% (SI)
Bartlett et 
al., 2005
V (face); Cohn-
Kanade database 
(Kanade et al., 2000); 
210 adults; 480 videos
Gabor wavelets SVM Leave-one-subject-
out cross-validation
7 93% (SI)
LDA 88% (SI)
Gunes et al., 
2005
V (face and body); 
206 instances; 3 
subjects
Shape features, 
optical flow
BayesNet Training: 156 in-
stances, testing: 50 
instances
8 96% (SD) (feature-
level fusion)
C4.5 decision 
tree
94% (SD) (feature-
level fusion)
Valstar et al., 
2007
V (face, head and 
shoulder); MMI 
database (Pantic et al., 
2007); 100 videos of 
posed smile and 102 
videos of spontaneous 
smile
12 facial points, 
5 shoulder points, 
and 6 degrees of 
freedom of head 
motion
Gentle SVM-
Sigmoid
10-fold cross-vali-
dation
2 94% (decision-level 
fusion)
89% (feature-level 
fusion)
88% (mid-level 
fusion)
Whitehill et 
al., 2006
V (face); Cohn-
Kanade database 
(Kanade et al., 2000); 
210 adults; 480 videos
Haar features AdaBoost Training: 580 im-
ages, testing: on all 
AUs for which at 
least 40 training im-
ages were present; 
10-fold cross-vali-
dation
11 AUs 92% (SI)
Gabor features SVM 91% (SI) (AdaBoost 
system was at least 
2 times faster than 
SVM system)
continued on following page
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modalities were combined using three criteria: 
sum, product and weight. The best recognition 
accuracy of 94% was achieved with late fusion 
(product). The recognition rates for the early and 
the mid-level fusions were 89% and 88%. White-
hill et al. (2006) recognized FACS Action Units 
by using two systems: first, AdaBoost classifier 
with Haar features, and second, SVM classifier 
with Gabor features. The AdaBoost system used 
AdaBoost to select top 500 Haar features for each 
Reference Data Features Classifier Test paradigm Classes Accuracy
Busso et al., 
2004
AV; 612 phonetically 
balanced sentences; an 
actress
Prosody, 102 
marker points
SVM Leave-one-out 
cross-validation
4 71% (A) (SD)
85% (V) (SD)
89% (AV fused at 
feature-level and at 
decision-level) (SD)
Haq & Jack-
son, 2009
AV; 480 sentences; 
four male subjects
Prosody, MFCC, 
60 facial marker
Gaussian 4-fold leave-one-out 
cross-validation
7 56% (A) (SD)
95% (V) (SD)
98% (AV fused at 
decision level) (SD)
4 69% (A) (SD)
98% (V) (SD)
98% (AV fused at 
decision level) (SD)
Haq, Jack-
son & Edge, 
2008
AV; 120 sentences; a 
male subject
Prosody, MFCC, 
60 facial marker
Gaussian 6-fold leave-one-out 
cross-validation
7 53% (A) (SD)
98% (V) (SD)
98% (AV fused at 
decision level) (SD)
Pal et al., 
2006
AV; 
Infant’s cry face and 
sound data
Fundamental fre-
quency, first two 
formants, vertical 
grey level
Rules, 
k-means
Not available 5 64% (A)
74% (V)
75% (AV fused at 
decision level)
Schuller et 
al., 2007
AV; 
10.5 hours of spon-
taneous human-to-
human conversation; 
11 male and 10 female
Prosody, articula-
tory, voice quality 
and linguistic in-
formation, AAM, 
movement activity
SVM Trainig: 14 subjects, 
testing: 7 subjects; 
3-fold subject inde-
pendent SCV
3 overall recall: 
64% (SI) 
(audio + activity), 
(feature-level fusion)
59% (SI) (audio + 
AAM)
42% (SI) (AAM + 
activity)
Song et al., 
2004
AV; 
1384 samples
Prosody, 54 facial 
animation param-
eters
Tripled HMM Training; 700 
samples, testing: 
684 samples
7 85.0% 
(model-based fusion)
Wang & 
Guan, 2005
AV; 
500 videos; 8 subjects, 
6 different languages
Prosody, MFCC, 
formants, Gabor 
wavelets
Fisher’s LDA Training: 360 
samples, testing: 
140 samples
6 82% (SI) 
(decision-level 
fusion)
Zeng et al., 
2005a
AV; 
660 video sequences; 
10 male and 10 female 
subjects
Prosody, motion 
units
Multi-stream 
Fused HMM
Leave-one-subject-
out cross-validation
11 81% (SI) 
(model based fusion)
Table 2. continued
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AU before classification. For 11 AUs, an average 
recognition accuracy of 91% was achieved with 
SVM classifier using Gabor features, and 92% 
with AdaBoost classifier using Haar features. The 
recognition accuracy was comparable for both 
systems, but AdaBoost classifier was at least 2 
times faster than SVM classifier.
Busso et al. (2004) performed emotion clas-
sification using both audio and visual features. 
The audio based system used 11 features selected 
by SBS. The visual based system used facial 
marker related features by applying PCA to each 
of the five parts of face: forehead, eyebrow, low 
eye, right cheek and left cheek. For the bimodal 
system, the audio and visual information were 
fused at two different levels: feature-level and 
decision-level. The SVM classifier was used 
for classification of 4 emotion categories. The 
overall recognition rate of audio system was 
71%, and of visual system was 85%. The overall 
performance for the bimodal system improved to 
89% for both of the fusion at feature-level and at 
decision-level. Haq & Jackson (2009) performed 
audio-visual emotion recognition using an English 
database from four male speakers. The audio and 
visual features were fused at decision level for 
the audio-visual experiments. They performed 
speaker dependent experiments using a single 
mixture Gaussian classifier. For seven emotion 
classes, average recognition rates of 56%, 95% 
and 98% were achieved for the audio, visual and 
audio-visual features compared to 67%, 88% and 
92% recognition rates of human. For four emo-
tion categories, average recognition rates of 69%, 
98% and 98% were achieved for the audio, visual 
and audio-visual features compared to 76%, 91% 
and 95% of humans. Haq, Jackson & Edge (2008) 
performed audio-visual emotion recognition using 
single subject audio-visual data. Their recogni-
tion system was consisted of four stages: feature 
extraction, feature selection, feature reduction and 
classification. A single mixture Gaussian classifier 
was used for classification. In experiments, audio 
and visual features were combined at four differ-
ent stages: feature level, after feature selection, 
after feature reduction and at decision level. The 
fusion at decision level and after feature reduction 
performed better than the fusion at feature level 
and after feature selection. A maximum recogni-
tion rate of 53% was achieved with audio features 
alone, 98% with visual features alone, and 98% 
with audio-visual feature fused at decision level. 
Emotion recognition from infant facial expressions 
and cries were investigated by Pal et al. (2006). 
The facial features were related to eyebrow, mouth 
and eyes positions. The audio features consisted 
of fundamental frequency and first two formants. 
For five classes, the overall accuracy of audio, 
visual and audio-visual systems were 64%, 74% 
and 75% respectively. The audio-visual experi-
ments were performed with decision level fusion. 
Schuller et al. (2007) worked on recognition of 
three levels of interest in a spontaneous conversa-
tion by using the audio-visual information. The 
audio features consisted of prosody, articulatory, 
voice quality and linguistic information, and visual 
features consisted of AAM and movement activity 
detection which was derived from eye positions. 
The feature selection was performed for each of 
the audio and visual features before feature-level 
fusion and SVM was used for classification. The 
overall recall for combining the audio and activity 
features was 64%, for the audio and AAM was 
59%, and for the AAM and activity features was 
42%. Song et al. (2004) reported 85% accuracy 
for 7 emotions with tripled HMM classifier using 
both audio and visual features. The facial feature 
points were tracked with an AAM based instance 
which were segmented into two groups: expression 
and visual speech. For a video frame sequence, 
express vector stream and visual speech vector 
stream were generated. The audio feature vector 
stream was extracted based on low level acoustic 
features. The three streams were feed to HMM 
system and higher performance was achieved 
compared to single modality. Wang and Guan 
(2005) performed classification experiments using 
an audio-visual database, which consisted of data 
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from 8 speakers in 6 different languages. The visual 
features consisted of Gabor wavelets, and audio 
features were prosody, MFCC and formants. A 
step wise method based on Mahalanobis distance 
was used for feature selection. The proposed clas-
sification scheme was based on analysis of each 
individual class and combinations of different 
classes. An overall accuracy of 82% was achieved 
over a language and race independent data. Zeng 
et al. (2005a) used Multi-stream Fused HMM 
(MFHMM) to detect 11 emotions using both au-
dio and visual information. They used composite 
facial features, speech energy and pitch as three 
tightly coupled streams. The MFHMM allows 
building of an optimal connection among multiple 
streams based on maximum entropy principle and 
maximum mutual information criterion. An overall 
accuracy of 81% was achieved with MFHMM 
which outperformed face-only HMM, pitch-only 
HMM, energy-only HMM and independent HMM 
fusion which assume independence among audio 
and visual streams.
fuSiOn techniQueS
Audio-visual emotion recognition is based on 
three types of fusion techniques: feature-level, 
decision-level and model-level. Feature-level 
fusion is performed by combining the features of 
audio and visual modalities into a single feature 
vector. Examples of methods based on feature-
level fusion are those of Zeng et al. (2005b), Busso 
et al. (2004), Schuller et al. (2007) and Haq et al. 
(2008). Feature-level fusion may involve feature 
selection of individual modalities either before 
or after combining them. Feature-level fusion 
has the disadvantage of combining the two dif-
ferent kinds of modalities, which have different 
time scales and metric levels. The other problem 
with feature-level fusion is high dimensionality 
of resulting feature vector, which can degrade 
the performance of emotion recognition system.
In decision-level fusion, the data from audio 
and visual modalities are treated independently 
and the single-modal recognition results are com-
bined at decision level. The results from different 
modalities are combined by using some criterion 
(e.g. sum, product, and weighted sum or product). 
Many researchers have combined audio and visual 
modalities at decision-level (Busso et al., 2004; 
Wang et al., 2005; Zeng et al., 2007a; Zeng et al., 
2007b; Pal et al., 2006; Petridis et al., 2008; Haq 
et al., 2008; Haq & Jackson, 2009). Decision-
level fusion overcomes the problem of different 
time scales and metric levels of audio and visual 
data, plus high dimensionality of the concatenated 
vector resulted in case of feature-level fusion. 
Decision-level fusion is based on the assumption 
that audio and visual data are independent, but in 
reality humans produce audio and visual expres-
sions in a complementary and redundant manner. 
The assumption of independence results in loss 
of mutual correlation information between audio 
and visual modality.
A model-level fusion technique is proposed by 
some researchers (Fragopanagos et al., 2005; Zeng 
et al., 2005a; Sebe et al., 2006; Caridakis et al., 
2006; Song et al., 2004) to make use of the cor-
relation between audio and visual information with 
a relaxed synchronization of the two modalities. 
Song et al. (2004) used a tripled HMM to model the 
correlation properties of three component HMMs 
based on one audio and two visual streams. Zeng 
et al. (2005a) proposed MFHMM for audio-visual 
affect recognition. The MFHMM builds an optimal 
connection between different streams based on 
maximum entropy and maximum mutual informa-
tion criterion. Caridakis et al. (2006) and Petridis 
et al. (2008) proposed neural networks to combine 
the audio and visual modalities for audio-visual 
emotion recognition. Sebe et al. (2006) proposed 
Bayesian network topology to recognize emotions 
from audio and visual modalities. The Bayesian 
network topology combines the two modalities 
in a probabilistic manner.
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future reSearch directiOnS
The number of efforts that have been put into 
improve the automatic emotion recognition have 
resulted some promising achievements in terms 
of realistic emotional databases recording, audio 
and visual modalities analysis, feature extraction, 
feature selection and fusion of two modalities to 
improve the classification performance. But there 
are some potential areas that need to be explored 
for improvement in automatic emotion recogni-
tion systems.
Many audio, visual and audio-visual emotional 
databases have been recorded for the analysis 
of emotions, but there is no emotional database 
which can be used as a benchmark. The emotion 
research community needs to do collective efforts 
towards recording a larger emotional database that 
can be used as a benchmark. Most of the recent 
methods are developed based on high quality lab 
recorded data, but for realistic natural environ-
ment, methods need to be developed which are 
robust to arbitrary human movement, occlusion, 
and noisy conditions. The temporal correlation 
between audio and visual modalities needs to be 
explored and techniques need improvement to 
incorporate temporal behavior of each modal-
ity, their correlation and contextual information. 
The development of various audio-visual fusion 
techniques to improve the performance of affect 
recognizers is one of important research areas.
cOncluSiOn
The field of emotion recognition has come a long 
way since its modest beginnings. Significant 
strides have been made in several areas: acquisition 
of emotion data for research and experimenta-
tion, extraction and selection of feature sets, and 
techniques of classification. The initial studies on 
emotion recognition were mostly based on small 
data sets of acted audio or visual expressions, with 
the classification categories generally restricted 
to the six basic emotions. Data were not shared 
among researchers. Studies on multimodal emo-
tion recognition were rare; most of the studies 
were based on either audio or visual modality, 
but not both. Recent studies have progressed to 
recording large emotional databases (audio, visual 
and audio-visual) of different kinds (acted, natu-
ral), and with a greater number and of emotion 
categories. Moreover, several audio, visual and 
audio-visual databases are publicly available for 
the research. Despite the progress that has been 
made, there are still some issues related to the emo-
tional data acquisition that need to be addressed. 
The compilation of naturally-occurring databases 
is quite a difficult task, it is hard to acquire data 
in the natural environment, and the databases so 
obtained are normally unbalanced and the quality 
of the data is not as good. Although it is com-
paratively easy to record data in a controlled lab 
environment, the resulting loss of “naturalness” in 
the data can have some disadvantages. In addition, 
some emotions, such as happiness, are relatively 
easy to induce in a laboratory environment, by 
showing the subjects some example clips chosen 
to induce the desired emotion, but other emotions, 
such as fear, sadness and disgust, pose greater dif-
ficulty. Another significant problem with natural 
databases is that of labeling, which becomes quite 
difficult for the data that lies outside the range of 
the six basic emotions. While facial expressions 
can be labeled using FACS Action Units, which 
are objective descriptors (that can be used for 
high-level decision-making processes including 
emotion recognition), there is no similar coding 
system available to label emotional audio data. 
The data recorded is influenced by culture and 
context (stimuli, data recording environment, 
and the presence of people), and information 
about these aspects should be recorded as well. 
It is proposed that the labeling process can be 
made more reliable if the data is labeled by many 
subjects, and the subjects are trained before data 
labeling. A system designed with this kind of 
data is expected to be more reliable. Another 
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problem, besides the issue of subjectiveness of 
human-labeled data mentioned, is that it is very 
time consuming and expensive to manually label 
the training data. A possible solution to this prob-
lem is to use a semi-supervised method, which 
involves automatic labeling followed by human 
labeling. The systems developed by Pantic et al. 
(2007) and Tian et al. (2005) can recognize the 
AUs in frontal face images, which can be used for 
automatic data labeling. Although many efforts 
have been made in compiling emotional databases, 
there is a need for more collective effort to develop 
large and comprehensive emotional databases that 
can be used as a benchmark for the evaluation 
of emotion recognition techniques. An example 
of similar kind of database is that of MMI facial 
expression database (Pantic et al., 2005; Pantic et 
al., 2007), which provide easy access and search 
to the facial images.
Various audio and visual features have been 
identified as being important for emotion recog-
nition. Some of the important audio features for 
emotion recognition are pitch, intensity, duration, 
spectral energy distribution, formants, MFCCs, 
jitter and shimmer. These features are identified 
as being significant both at utterance level and at 
frame level. Some studies showed the improve-
ment in performance by using information related 
to language, discourse and context. However it is 
difficult to extract these features automatically: 
it is difficult to recognize the verbal content of 
emotional speech, and even harder than that is 
the problem of extracting semantic discourse 
information. Vision-based emotion recognition is 
based primarily on facial expressions, as obviously 
face plays the most important role in conveying 
emotions. There are two types of facial features 
- geometric features and appearance features - 
which are used for affect recognition. Examples 
of geometric features are shapes of facial compo-
nents (eyes, mouth, etc.) and the location of salient 
facial points (corners of eyes, mouth, etc.). The 
appearance features represent facial texture which 
includes wrinkles, bulges, and furrows. Some 
studies suggested that using both geometric and 
appearance features may be the best choice for 
designing an automatic affect recognizer. There are 
other studies which are based on 3D face models, 
and are capable to incorporate head movement in 
the direction of camera, which is not possible with 
2D techniques. Audio and visual features need to 
be explored that are robust to noise, occlusion and 
arbitrary human movement. For view-independent 
facial expression recognition, which is important 
in natural environments, developments in 3D face 
modeling techniques may be helpful.
As is true for most classification problems, 
the performance of emotion recognition system 
depends on three factors: feature selection, di-
mensionality reduction and choice of classifier. 
Feature selection is used to discard uninformative, 
redundant or noisy information. The process of 
feature selection improves both classification 
performance and computational efficiency. Dif-
ferent methods have been used for feature selec-
tion, which include SFS, SBS, SFBS, AdaBoost, 
GentleBoost, PCA, and Best-first search method. 
In general it is difficult to deal with high-dimen-
sional data and is computationally expensive. To 
overcome this problem various techniques have 
been developed to reduce the dimensionality of 
data, while at the same time retaining the most 
useful information. The dimensionality of the 
feature set is reduced by using statistical meth-
ods that minimize redundancy and noise while 
still retaining relevant information. PCA, Kernel 
PCA, ICA, LDA and Heteroscedastic LDA are 
the examples of such techniques. In addition to 
feature selection and feature reduction, the choice 
of classifier plays an important role in the perfor-
mance of affect recognizer. In the field of emotion 
recognition different kind of classifiers have been 
used among which GMM, HMM, NN, SVM, and 
AdaBoost being the most common.
The human emotion recognition is a com-
plex problem, and so far many individual efforts 
have been made to resolve this issue. This is a 
multidiscipline’s problem and in order to truly 
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understand the human affect behavior, research-
ers from different disciplines, e.g. psychology, 
linguistic, engineering, computer science and 
related fields, need to develop a wider network 
for collective efforts.
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