Abstract: Information theoretical measures are used to design, from first principles, an objective function that can drive a learning machine process to a solution that is robust to perturbations in parameters. Full analytic derivations are given and tested with computational examples showing that indeed the procedure is successful. The final solution, implemented by a robust learning machine, expresses a balance between Shannon differential entropy and Fisher information. This is also surprising in being an analytical relation, given the purely numerical operations of the learning machine.
Introduction
This work is focused on designing learning machines that are robust to perturbations in their parameters using information theoretical principles.
Traditionally, the uncertainty in the output of a system product of the presence of uncertainty in its inputs is studied by a field called sensitivity analysis. In the case of machine learning, some aspects of the sensitivity problem started to be studied by Vapnik and Chervonenkis [1, 2] in the nineteen sixties and made their way to all of the community, clarifying the relation between: (i) the intrinsic difficulty of a problem, i.e., the number of samples required to learn it; (ii) the capacity of a learning machine, i.e., its Vapnik-Chervonenkis dimension; and (iii) how the empirical measurements obtained in the training stages represented the ideal values. A brilliant application of these ideas is the support vector machine [3] , developed in the nineteen nineties and now widely used. The influence of the statistical learning theory developed by Vapnik and Chervonenkis has been extremely important for understanding core aspects of the learning machine problem, but does not answer all of them. As an example, from the point of view of sensitivity analysis, the effect in the output of noise in the inputs is another class of important problems that also needs to be addressed. Not surprisingly, it has also been studied for a long time, and it is now possible to find impressive solutions that can produce solid results under very constrained cases. One example of these systems are the deep denoising autoencoders [4] , learning machines that have proven to work unexpectedly well with corrupted images.
The research pointed out in the previous paragraph is extremely important, but given that this work is focused on obtaining information theoretical criteria, it is important what has been done in this respect in the field. Not surprisingly, there is a long and abundant trail of works with this 1. A source density function f S with support S that needs to be characterized. 2. A set of i.i.d. samples {s} n ≡ {s 1 , . . . , s n } generated by f S . Sometimes, {s} n is completely available from the start, i.e., the n samples are readily available for processing. In other cases, the data are acquired incrementally, sample by sample, and data-related processing is performed accordingly. 3. A family of density functions f L;ψ,θ that serves as the learning machine. Each of these functions is indexed by the set of parameters ψ ∈ Ψ, and the parameter vector θ ∈ Θ ⊆ R m . The parameter sets differ in that ψ groups all of the parameters not related to metric spaces, i.e., discrete parameters, while θ groups those that are associated with metric distances, i.e., continuous parameters. As an example, imagine a learning machine that implements a mathematical function defined by a sum of one-dimensional Gaussians. In that case, the ψ = {n}, with n the number of Gaussians, and θ = {α, µ, σ}, where α, µ and σ define the mixing coefficients, means and standard deviations of the Gaussians correspondingly. In machine learning jargon:
ψ defines the architecture of the learning machine and θ those parameters that are adjusted by means of a learning process.
Remark 1.
It is important to point out that f S does not depend either on ψ or θ. Only f L;ψ,θ depends on these parameters.
Remark 2.
The scope of this work is limited to studying how θ affects a learning machine. This might seem to be a rather arbitrary decision, but it corresponds to the typical approach followed in the machine learning field.
Finding discrete values for ψ in a learning machine is difficult, and it involves discrete optimization techniques specifically refined for those discrete searches. Many times, these values are arbitrarily selected by the learning machine designer in an ad hoc manner. In other cases, these values are chosen with the help of evolutionary techniques or discrete optimization techniques. In stark contrast, finding θ can be done using the traditional optimization techniques defined for metric spaces, normally based on some type of gradient descent algorithm. Given the different treatments, the machine learning community has traditionally divided the search of these parameters into two different sub-problems. The same division is followed in this work, and the analysis focuses on the relation between the behavior of a learning machine and its continuous parameters θ.
The Learning Machine Problem
This is characterized as follows:
1. A physical implementation, which demands:
(a) Available elements that are rich enough to allow the implementation of all possible mathematical functions. This is regarded in the literature as implementing a universal function approximator.
(b) Dependence on existing elements, that is on given physical and economic constraints.
2. Its internal organization mainly responds to the constraints imposed by the curse of dimensionality, which normally forces an incremental development:
(a) Subsystems are built incrementally, where modules are added either in series (cascades), in parallel (as in boosting) or connected through feedback.
(b) The entire system needs to be robust to changes in ψ and θ, i.e., changes in either the product of an inexact fabrication process, or failure while operating, or simply parameter noise when operating, etc.
3. The operation of a learning machine, which has two main aspects:
(a) Its behavior has a two-fold component. One is external and reflects those actions that make the learning machine behave in a way that complies with Equation (1) and its implications, and another that reflects its inner changes in adaptation, also known as the learning process. Even though the current literature normally divides the two types of behavior into two different stages (first train, then use), nothing stops a general learning machine from producing both types of behavior at the same time.
(b) Use with maximum efficiency the spatio-temporal resources upon which the machine is built.
4. The behavior of the learning machine is such that:
(a) It hopefully duplicates the source such that:
throughout the support S.
(b) It is robust to:
(i) Novel changes in the external signals in case they exist. These external changes can be explained by new, unseen data not present in the dataset {s} n . When a learning machine is robust in this sense, it is said that it has generalized. (ii) Noise in the external, if they exist, or internal signals.
Robust Information Theoretical Learning
When it comes to training a learning machine, a.k.a finding an optimal set of parameters θ that minimizes some performance index, there are many alternatives. Specifically, just for the performance index, there are so many, each of them portraying some advantage, that it is legitimate to ask whether there is at least a preferred one. The simplest and most traditional approach that is commonly used is minimizing the Euclidean error. However, it is more logical to use performance measures that directly take into account that the problem is to identify a density function. With this in mind, researchers have for a long time used many approaches drawn from information theory [10] [11] [12] [13] [14] [15] [16] .
Basic Information Theoretical Definitions
Before establishing a useful information theoretical point of view, it is necessary to define some useful expressions. The first one is the Shannon differential entropy definition:
And the cross entropy term defined as:
Definition 2 (Cross entropy).
It is also useful to define the Kullback-Leibler divergence [17] [18] [19] , also called relative entropy. This measure allows one to quantify the departure between the source density function and the function implemented by the learning machine. The measure is:
when the corresponding integrals exist.
Thus, the global minimum value of h CE ( f S , f L;ψ,θ ) is h S ( f S ), and it is achieved when f L;ψ,θ = f S . When this bound is reached, then d KL ( f S ; f L;ψ,θ ) = 0, as well. Furthermore, from the Kullback-Leibler definition, it is easy to see that:
with θ k an element of the vector of parameters θ. Hence, searching for the global minimum of the cross entropy is the same as searching for the global minimum of the Kullback-Leibler divergence.
The Kullback-Leibler Divergence Is Useful
If a set of i.i.d. random variables is available and the mean of the underlying density function needs to be determined, the weak law of large numbers tells us that the sample average of the random variables converges to the mean. Thus, the average can be used to approximate the mean. This is a classic result that is continuously used in a wide variety of problems.
In the same manner, given a set of i.i.d. random variables, but now needing to find the underlying density function, it is possible to invoke the weak law of large numbers to prove a general pair of bounds that can be used to estimate such a density function. Specifically, it was recently proven [20] that the absolute value of the derivative of the Kullback-Leibler divergence is upper and lower bounded as: Theorem 1. Given a positive real number ε, any parameter vector θ and an i.i.d. sequence with n elements, then the components of ∇ θ d KL ( f S ; f L;ψ,θ ) comply with:
where:
It is important to note that the term d J(I) ( f {S}n ; f {L}n;ψ,θ ) θ k corresponds to the relative information [21] . This term can be re-expressed as:
where the last term is defined as the cross information [21] , and it is defined as:
From these definitions, it is clear that for the case analyzed in this work, where f {S}n does not depend on the parameters, then it is true:
However, it is not clear what is the global minimum of this value. It is also clear that when f {L}n;ψ,θ = f {S}n , from a functional point of view, both the relative information and the cross information become equal to the Fisher information of f {L}n;ψ,θ . It is not possible to determine what are the values taken by this function when f {L}n;ψ,θ = f {S}n .
The previous definitions allow one to express the bounds in Equation (8) as a function of the cross entropy and cross information as follows:
Suitable Estimators
In order to better understand the applications of Theorem 1, the following definition is presented:
Definition 4 (Suitable Estimator). For some data source f S and an estimator f L;ψ,θ , it is said that the latter is a suitable estimator if:
The first condition, according to the definition in Equation (9), says that in the limit of the sensibility of the difference between the sample estimation of the cross entropy and the cross entropy to parameter variation has to be zero. In other words, this constraint requires that when the number of samples is large, the sample average estimation of the cross entropy behaves like the real cross entropy. The second condition is naturally complied with by all compact density functions that are smooth. This comprises a broad class of practical density functions, so it is naturally complied with in practical problems.
Thus, any suitable estimator can effectively activate the bounds in Equations (8) and (21), squeezing the absolute value of the derivative of the Kullback-Leibler divergence or the absolute value of the derivative of the cross entropy expression, close to zero. This makes it possible to establish a set of equations whose the global solution minimizes the cross entropy, minimizes the Kullback-Leibler divergence and becomes a close estimation of the sought underlying density function. Interestingly, the converse is also true: non-suitable estimators or small datasets effectively block the possibility of identifying the correct source density function. Hence, with a suitable estimator and enough data, it is valid to search for the density function that explains the data with the following optimization program:
Using Relative Fisher Information to Find a Robust Machine
The previous analysis shows that suitable estimators make it natural to search for machine learning solutions associated with the optimization program expressed by Equation (24) . However, the bounds expressed in Equations (8) and (21) also indicate that suitable estimators drive Kullback-Leibler divergence and the cross entropy variations caused by parameter perturbations to small values. Both sets of bounds, i.e., Equations (8) and (21), clearly state that the absolute values of this variations are driven to zero in the case of suitable estimators. This is very interesting, because these variations quantify the robustness of the learning machine to parameter variations. Thus, robustness is defined as follows:
Definition 5 (Learning machine robustness measure). The robustness of a learning machine f L;ψ,θ to perturbations in some parameter θ k is measured by the quantity:
or, equivalently, by:
Thus, the closer these values are to zero for all of the parameters, the more robust a machine is.
The previous definitions use the absolute value of the derivatives, which may be difficult to manipulate mathematically. In order to simplify the ensuing analysis, the absolute value is replaced by a power of two. Hence, it is possible to obtain:
Henceforth, minimizing j CI ( f S , f L;ψ,θ ) θ k can be used to control the robustness of the Kullback-Leibler divergence to parameter perturbations. This makes it possible to improve the optimization program established in Equation (24) and turn it into the following one:
where the added term guides the search of solutions towards robust ones, λ is a scalar used to control the relative importance of the terms and η is another scalar that can be used to normalize the sum of cross information terms. Interestingly, the condition
Thus, when f S = f L;ψ,θ , it is true that:
with j F (·) θ k the Fisher information of the corresponding density function, and:
Hence, when the density functions are equal, the following condition is true:
which can be readily transformed into:
with Tr (FIM (·)) the trace of the Fisher information matrix. This condition says that in optimal and robust learning machines, a delicate balance is stricken between their associated entropy, which defines their behavior, and their associated Fisher information values, which relates to their internal structure. Furthermore, the condition
Hence:
which does not seem to be a very useful expression. However, in the case where f L;ψ,θ = f S , the cross entropy h CE ( f S , f L;ψ,θ ) does reach its global minimum, hence its derivatives are equal to zero. Thus,
which implies the trivial solution λ = ±∞, or it implies that in this case, the trace of the Fisher information matrix is at least a local minima of the sum of the cross information terms.
Empirical Measurements
It may seem that establishing the optimization program in Equation (35) is enough. However, it is not very useful given that it is impossible to calculate it: the expressions depend on f S , the very density function that is sought! Hence, there is the need to resort to the weak law of large numbers and to approximate the expressions in that optimization program with the corresponding sample averages to obtain the following approximated optimization program:
with λ and η defined as before. This is the expression that is proposed in this work in order to search for learning machines that both adjust to certain desired behavior and, at the same time, are robust to parameter variations.
A Toy Example
In order to test the previous ideas, a very simple example was set. A source density function based on a one-dimensional Gaussian mixture model (GMM) was defined:
with:
The dataset {s} n is obtained from this source density function. A learning machine also based on a one-dimensional GMM is defined:
where the vector θ ∈ R 3N L defines the parameters that will be sought through the minimization program defined in Equation (44).
The learning machine uses a GMM architecture because of the expressive power of this family of density functions. However, it is very important to note that both the source and the learning machine are thus described by the same family of density functions. Although this might seem to be an unrealistically easy problem, it is not so for the following reasons:
• All density functions can be approximated by a GMM density function up to any desired error level [22] . Thus, all source density functions can be thought of as GMMs.
• What really sets apart the source density function and the learning machine one is that there is no prior knowledge of the correct number of terms N S . Without this piece of knowledge, it is perfectly possible to end in cases such as N L < N S , thus crippling the capacity of the estimator, or N S < N L , which gives space for over fitting and the production of spurious behavior.
• Taking these considerations into account, the experiments that follow are designed to show what happens in the improbable case where N S = N L and in the more probable case where N S < N L . The N S = N L case is a low probability one because it is normally almost impossible to guess this value from the data. Nevertheless, taking advantage of all of the knowledge that is available in this case, the experiment is done to set up a benchmark against which all others can be compared.
Another important reason for choosing a learning machine based on the GMM family is that this set of mathematical functions can implement suitable estimators as stated in Definition 4. This is proven in the following paragraphs with an analysis based on the α L;k parameter, but valid for the other parameters of θ, as well.
In order to determine the validity of the constraints imposed by Theorem 1, it is first required to calculate:
To carry through, note that:
Thus, ∂ ∂α L;k
Continuing the derivation,
Hence, thanks to the weak law of large numbers, from Equation (51), it is clear that:
Analogous conclusions can be extracted for the other parameters, as well. From the examination of the relative information term, focusing again on α L;k and without losing any generality in the analysis:
It is not clear what value this can take. However, assuming that the density functions involved are well behaved, it is possible to assume that d J(I) ( f {S}n ; f {L}n;ψ,θ ) α L;k < ∞. Then, it is possible to ensure that:
Interestingly, minimizing d J(I) ( f {S}n ; f {L}n;ψ,θ ) α L;k not only makes a more robust machine in the sense studied in this work: minimization also accelerates the convergence of the expression described in Equation (62) to zero. This is extremely important in machine learning given that this implies that now a smaller number n is sufficient to reach the vicinity of the limit value. Given that data are often expensive to acquire or to process, the minimization procedure described in this work provides this second benefit, one not foreseen before developing the given approach.
The previous analysis shows that GMMs can be used to build suitable estimators (see Definition 4 and Theorem 1). Thus, it is natural to guide the search of such a learning machine by minimizing the Kullback-Leibler divergence. Given that, as stated before, all density functions can be approximated by GMMs, this conclusion extends to all density functions that can be represented as one-dimensional GMMs.
The following experiments were programmed in Python 2.7.6 with the Theano 0.8.2 libraries [23] in order to have the capacity to produce the derivatives required by the Fisher information quantity. The Python-Theano environment generates symbolic derivatives, which are automatically translated into optimized C code, which are in turn seamlessly integrated into this programming environment. In this way, the generated code can work with arbitrarily complex density functions. Furthermore, this programming environment ensures portability across many hardware platforms. It transparently allows the use of graphic processing units (GPUs) to speed up numerical calculations on such platforms. In order to minimize the objective functions detailed in this work, the sequential least squares quadratic programming (SLSQP) provided by Python-Numpy was used. All of the experiments were run on an Intel Core i5-3320M CPU @ 2.60GHz × 4 CPU with 3.5 GiB of RAM, running the Ubuntu 14.04 LTS environment. Some of these experiments lasted minutes, others hours. For a maximally objective test, the test source density curves were randomly generated.
Optimal Learning Case: Abundant Data, Strong Learning Machine
In this case, N S = 5, |{s} n | = 10,000 and N L = 8. With these parameters, it is possible to be sure that the learning machine is completely capable of identifying the source density function. Figure 1 , in its upper plot, shows the histogram of the data in black bars and the source density function in red. In its lower plot, the source density function is again in red, the function obtained by the learning machine when e −λ 2 = 0.0 (check Equation (44)) in black, e −λ 2 = 0.1 in green and e −λ 2 = 0.5 in blue. From the lower plot of this figure, it can be seen that the black curve is the closest to the red one, followed by the green and blue learning machine functions. However, the blue one is clearly the farthest from the reference density function. This proves that the higher the influence of the cross information terms, the greater the difference from the desired solution. Thus, it can be said that:
• Enforcing some robustness on the learning machine, using the compound information theoretical objective stated in Equation (44) is at the expense of some precision in the final result.
What can be said about the robustness? Is the green density function (e −λ 2 = 0.1) more robust than the blue one (e −λ 2 = 0.5)? In order to assess this, the Kolmogorov-Smirnov (KS) test was used. This measures the maximum discrepancy between two cumulative density functions, hence showing a worst case number for the difference between two density functions. Figure 2 shows how the KS values change as the parameters of the obtained density functions are perturbed. These KS values compare the reference system's density function with the perturbed ones. The plotted KS values are the average values of 1000 KS measurements from each of these two density functions. The horizontal axis shows the corresponding perturbation values. As an example, a value of 0.5 on the horizontal axis indicates that the parameters were perturbed with a value drawn from a Gaussian density function centered on the original value, but with the standard deviation equal to 0.5 times the absolute value of the original value. On the upper plot of this figure is shown the actual KS value and in the lower plot, the same values divided by that obtained with no perturbation. Dividing the perturbed values by the unperturbed one helps to show how much a learning machine would depart from its expected behavior due to parameter perturbations. Both plots show that:
• Using e −λ 2 = 0.1 effectively produces a slightly more robust machine at the expense of a small departure from the desired solution.
• Using smaller values of e −λ 2 produces even more robust output curves, but at the price of unacceptably high error in these curves, as indicated by higher KS values. The black one is the closest to the red reference, the desired solution. The green one follows closely, but the match is not perfect: the price that is paid for asking for robustness. The blue one is the most different one. As expected, as e −λ 2 decreased, the influence of the cross information terms increased, and the solutions departed from the desired reference density function. As expected, the black curve has the lowest KS values, but it is the least robust one: it is quickly affected by the ramping perturbations. The green one follows closely and exhibits some robustness. However, it is the blue one, the most different one, that exhibits the highest degree of robustness. All of these curves show the trade-off that exists between obtaining an ideal solution and a robust one. These curves also show that a linear change in the perturbation produces non-linear changes in the learning machines. Figures 3 and 4 show that the effect of the cross information terms is stronger in learning problems with smaller datasets. Thus, as before, there is a trade-off between the quality of the solution and its robustness to parameter perturbations. 
Worst Case Learning Problem: Small Dataset, Strong Learning Machine

An Application in Handwritten Digit Recognition
The objective of this section is to apply the developed framework into a real machine learning problem. A now classical problem is the recognition of handwritten digits from an image database obtained from the American Census Bureau employees and American high schools students (see Figure 5 ) [24] . In this database, the 28 × 28 pixels images of the digits are transformed into a vector of 784 = 28 × 28 dimensions using a lexicographical ordering. Thus, the MNIST machine learning problem consists of designing a learning machine that correctly identifies the digits present in the images. Following the notation used in this work, in this case, the source random variable corresponds to s ≡ (y|x), with y ∈]0, 1[ 10 , where the components of y comply with ∑ 10 k=1 y k = 1 such that they define a probability of belonging to one of the ten digit classes, and x ∈ R 784 is a vector random variable that represents the image. As an example, an image of a handwritten number five is represent by some vector x, and it has associated a vector y with y[6] = 1 and zeros in the other components. Therefore, the learning problem in this case consists of estimating the density function f y|x . Figure 5 . A collage of 8 × 8 randomly-picked images of handwritten digits from the MNIST training database [24] . Each image has 28 × 28 pixels, and it is processed by the learning algorithms as a vector of 784 = 28 × 28 components, where the transformation is done in a lexicographical manner. The MNIST database has a total of 7000 examples per digit with 60,000 images for training and 10,000 for testing. The testing images are never used in the training process, and they are used for calculating the final performance values.
In this experiment, type of learning machine that uses a multi-class logistic regression was used. Each of the components of the y vector is then defined by the following expression:
for k ∈ {0, 1, . . . , 9}. Thus, continuing with the notation of this work, in this case:
Training was done according to the optimization program stated in Equation (44) after setting the normalization factor η = 1.0. Training only used the training dataset, and the final performance of the learning machine was determined just using the testing one. In this problem, the performance is measured as the percentage of wrong classifications done by the system. Just to give a reference, the current state of the art in this problem can achieve a testing error of 0.23% [25] . The learning machine used in this experiment was extremely simple, so a much higher error was expected. In this problem, instead of using a conventional optimization routine, as is customary in learning machine problems, the simple gradient descent algorithm was used. This optimization procedure was implemented in Theano and run in the same computer as the last experiment. As before, only the case where e −λ 2 ∈ {0.0, 0.1, . . . , 0.5} was considered. Training each of these cases took approximately four hours on the same computer used before. However, the one that only had the cross entropy term was much faster, requiring close to 20 s. Once the training of the eleven learning machines was finished, their errors on the testing set were measured as the parameters were perturbed. These results are presented in Figure 6 and show unexpected results. The learning machines trained with the cross information terms designed to find a robust machine, i.e., the green (e −λ 2 = 0.1) and blue curves (e −λ 2 = 0.5), reached lower error levels than the machine that produced the black curve (e −λ 2 = 0.0) and were not more robust! A comparison between Figures 2, 4 and 6 shows that the learning machine used in the MNIST problem was naturally more robust, i.e., the testing error levels increased only for higher levels of perturbation. Furthermore, in this case, the three learning machines (black, green and blue curves) display rather similar behavior. Furthermore, this plot shows that the unperturbed lowest testing errors of the three machines are 7.74%, 7.20% and 7.58%. In other words, the objective function expressed in Equation (44) also made the system more resilient to changes in the inputs, a very welcome side effect. A new behavior is observed now: the solutions with e −λ 2 > 0 were not more robust, but they did achieve a lower testing error! Comparing Figures 2 and 4 with this one shows that the learning machine used in the MNIST problem was sturdier and more difficult to perturb. Furthermore, given that values in this learning machine are calculated with a dot product, the inputs and parameters are duals. Therefore, training for robustness to perturbations in the parameters trickled into the input domain and actually made the machine robust to inputs, as well!
Discussion
Implications for Learning Machines
The objective function described by Equation (44) was very effective in the density function estimation problem with GMMs as learning machines. The learning systems found with this procedure displayed a considerable increase in their robustness to changes in the parameters. However, when applied to the MNIST problem with the very simple logistic regression machine, the procedure did not produce machines with great differences in robustness. All of the trained machines were quite robust compared to those obtained in the density estimation problem. However, the learning machines trained with the procedure detailed in Equation (44) surprisingly did achieve a lower testing error level. Why this unexpected behavior? An explanation might be the following. It is simple to see that the logistic regression approach depends on the dot product w · x. Thus, introducing perturbations in w or x produces similar alterations in the values of the functions. From a mathematical point of view, they are indistinguishable, and they become like duals. Thus, in these types of machines, the proposed training algorithm also prepared the machines for unseen changes in the inputs x. This shows that in machines where inputs and parameters are duals, the robustness induced by the proposed method can also be used to produce machines that generalize better.
Event though very interesting, the proposed method was very slow. Using just the cross entropy term in Equation (44) implied computational times in the order of seconds. However, taking into account the cross information ones was definitely much slower, taking in the order of hours. More work needs to be done in developing faster ways for evaluating the proposed objective functions.
Connections to Other Frameworks
This delicate balance expressed in Equation (40) with η = 1 corresponds to the I − J expression formulated in the extreme physical (EPI) principle by Frieden [26] . In all EPI applications, the first term has, in fact, the fixed Fisher form given in Equation (40); and the remaining problem is to know what second term J to use. This generally expresses a form of prior knowledge about the given data scenario (relating to its "physics", such as an equation of continuity). Here, by comparison, the second term is automatically generated, by the learning machine. This is the h S ( f L;ψ,θ ) term in (40). This term corresponds to the Shannon differential entropy, and it indicates that the entire principle (40) is based on extremized information measures. Considering that the data used in these learning machine experiments were randomly generated, the h S ( f L;ψ,θ ) result seems to be a general one. However, really much more extensive testing has to be done to confirm this strong conclusion. The approach followed in this work shows that for the class of problems studied in this work, it suffices to use J ≡ h S ( f L;ψ,θ ), i.e., a general intrinsic information term, to explain the underlying laws of an enormous variety of phenomena. In summary, given the generality of the rationale presented in this work, it seems possible to eventually confirm that all processes that can be fitted into the learning machine framework of this work will necessarily obey the EPI principle I − J = minimum, as well. Moreover, the second term J is now automatically constructed from the data rather than being a required input expressing prior knowledge of system physics.
Conclusions
In this work, the objective function expressed in Equation (44) specifically designed for training learning machines that exhibit robustness to perturbations in the parameters is presented. The proposed approach is an outgrowth of information-theoretical measures that permits learning machines to exhibit the robustness of output, at various levels, to parameter variation. Computational simulations are used to show the effectiveness of the approach, and associated trade-offs, resulting from the use of the proposed approach.
