Oil price volatility forecasts have recently attracted the attention of many studies in the energy finance field. The literature mainly concentrates its attention on the use of daily data, using GARCH-type models. It is only recently that efforts to use more informative intraday data to forecast oil price realized volatility have been made. Despite all these previous efforts, no study has examined the usefulness of futures-based models for oil price realized volatility forecasting, although the use of such models is extensive for oil price predictions.
Introduction
Changes in oil prices have numerous repercussions on several aspects of economic activity such as, portfolio management, risk-assessment, financial options' pricing, as well as, macroeconomic policy formulation. In point of fact, to the extent that abrupt oil price changes affect both the financial sector and the real economy, we maintain that oil price volatility could convey valuable information for both policy makers and investors. It follows that, producing accurate forecasts of oil price volatility becomes rather essential.
The important role of oil price volatility forecasting in the decision making process of the aforementioned stakeholders has been highlighted in the works of Cabedo and Moya (2003) , Giot and Laurent (2003) , Elder and Serletis (2010) , Xu and Ouenniche (2012) , Silvennoinen and Thorp (2013) , Sévi (2014) , as well as, Zhang and Zhang (2017) , among many others. What is more, the growing interest in accurately predicting oil price volatility stems also from the intense -in recent years -financialization of the oil market. To be more explicit, the years [2004] [2005] marked the beginning of a period whereupon commodities started to behave more like financial assets as opposed to physical assets; a fact which practically implies that oil price changes have since been more closely linked to developments in financial markets (see, for example, Vivian and Wohar, 2012; Silvennoinen and Thorp, 2013; Basher and Sadorsky, 2016; Le Pen and Sévi, 2017) . Thus, given the mounting importance of oil price volatility forecasting for decision making, developing appropriate forecasting practices, is in fact a challenging field of study.
A common ground shared by all studies on oil price volatility forecasting, as we show below, is that they do not assess the usefulness of the futures-based models. However, authors such as Alquist and Kilian (2010) emphasize the valuable input of the futures market in the estimation of future spot oil prices. In particular, Alquist and Kilian (2010) explain that it is customary for policy institutions such as Central Banks or the International Monetary Fund (IMF) to capture expectations regarding the future spot oil price through the price for oil futures. In fact, there are numerous studies that employ futures-based forecasts to predict spot oil prices 1 .
By contrast, as aforementioned, the potential predictive information of the futures market on oil price volatility forecasting has been rather neglected. Thus, the main objective of this study is to fill this void and to investigate whether oil futures price volatility could carry important predictive power over oil spot price volatility.
With reference to relevant studies in the field, oil price volatility forecasting dates back to the work of Sadorsky (2006) and Sadorsky and McKenzie (2008) . Their work is predicated on daily data and emphasizes GARCH-type models as being the most appropriate in producing accurate forecasts of conditional volatility. At this point, it should be noted that, for their most part, early studies in the field were primarily based on high-to low-frequency data (i.e., daily, weekly or monthly) and GARCH-type models (see, inter alia, Kang et al., 2009; Nomikos and Pouliasis, 2011; Kang and Yoon, 2013) , rather than ultra high-frequency data (i.e. intra-day data). What is also common in these studies is the general consensus that univariate GARCH-type models are superior to their multivariate counterparts in forecasting accuracy, regarding mainly 1-day, 5-day, as well as, 10-day ahead forecasts (see, for instance, Agnolucci, 2009; Wei et al., 2010; Arouri et al., 2012; Chkili et al., 2014; Charles and Darné, 2017 ).
Turning to a point mentioned earlier in connection with alternative information channels, the study by Efimova and Serletis (2014) is the first one to utilize S&P500 daily returns (i.e., an asset class outside energy markets) towards forecasting oil price conditional volatility; however, the results of the study show that this additional class is not conducive to superior forecasts.
On a final note, in as much as forecasting conditional volatility is the main objective, it should be stressed that little attention has been paid to the role of futures prices as a predictor of oil price volatility (exceptions include, Nomikos and Pouliasis, 2011; Kang and Yoon, 2013) .
Nonetheless, the ground-breaking work of Andersen and Bollerslev (1998) implies that focus should be put on the realized volatility (RV) instead. Realized volatility considers intra-day returns in order to produce a more accurate measure of daily volatility. It has long been established, especially in the finance literature, that intra-day data can produce more accurate forecasts than daily data (Andersen et al., 2001 (Andersen et al., , 2003 (Andersen et al., , 2005 Hansen and Lunde, 2005; McAleer and Medeiros, 2008; Tay et al., 2009) . Despite the fact that the realized volatility measure was introduced three decades ago and that extensive research has been published since then on forecasting realized volatility of stock markets and exchange rates, demonstrating its superior ability (see, among others, Andersen et al., 2003 Andersen et al., , 2005 Hansen and Lunde, 2005; Bauer and Vorkink, 2011; Busch et al., 2011; Chiriac and Voev, 2011) , a very limited number of studies have been only recently conducted in connection with the oil market.
The earliest studies in this line of research belong to Haugom et al. (2014) and Sévi (2014) .
In particular, Haugom et al. (2014) employ the Heterogeneous AutoRegressive (HAR) model of Corsi (2009) to provide evidence that the inclusion of the oil price implied volatility significantly improves forecasts for the oil price realized volatility. What is more, authors such as Sévi (2014) but also more recently Prokopczuk et al. (2016) employ a variety of HAR specifications in order to improve forecasts by further considering volatility jumps. Both authors show that modelling jumps does not lead to more accurate forecasts of realized volatility, implying that the simple version of the HAR model is quite effective for the purposes of forecasting.
A very recent study by Degiannakis and Filis (2017) is also grounded on the HAR framework and provides evidence in support of the argument that considering cross-market information flows (i.e., information from alternative asset classes' volatilities) enhances the predictive accuracy of oil price realized volatility.
With this in mind, we reiterate that the contribution of this study is to investigate the usefulness of futures price volatility as a predictor of oil price volatility. Nevertheless, we also add to the rather scarce strand of the literature, which is associated with the use of ultra high-frequency data (intra-day) for the purpose of oil price realized volatility forecasting.
To do so we employ intra-day data -for the period August 1, 2003 to August 5, 2015 -on Brent Crude oil prices for the 1-month, 2-month and 3-month futures contracts, as well as, spot prices of Brent Crude Oil (ICE Futures Europe). As aforementioned, we focus on oil price realized volatility, as this can be constructed by ultra-high frequency (i.e., intra-day data) and we concentrate on short-and medium-run forecasts; that is, forecasts for 1-day to 66-days ahead.
Main findings indicate that futures-based forecasts (especially the models based on the 1-month futures contracts) can be accurate predictors of oil price volatility, significantly improving the forecasting accuracy of the no-change forecasts by more than 70%. Furthermore, based on the Model Confidence Set, the futures-based models that exhibit the highest predictive accuracy are those that either relax the proportionality restriction or both the unbiasedness assumption and the proportionality restriction. We further show that futures-based forecasts exhibit very high directional accuracy that significantly exceeds the 68% level for the full sample estimation and the 90% level during turbulent periods. On a final note, results are suggestive of the fact that futures-based forecasts are also very useful for oil price volatility predictions during crisis periods (e.g., Global Financial Crisis of 2007-09 and the oil collapse period of 2014-15).
The remainder of the paper is structured as follows. Section 2 presents the forecasting models and data used in this study. Empirical results are presented in Section 3, before Section 4 concludes our analysis.
Data and forecasting methodology 2.1 Data description
In this study we use tick-by-tick data of the spot prices of the Brent Crude Oil (ICE Futures Europe), as well as, for the 1-month, 2-months and 3-months futures contracts expirations. The choice of these three maturities is justified by the fact that they represent the most liquid futures contracts. All data are obtained from TickData. The period of our study spans from August 1, 2003 to August 5, 2015 and it is dictated by the availability of intra-day data for the Brent Crude oil futures contracts. The tick-by-tick data are used to construct the daily realized volatilities of the spot, as well as, the futures oil prices. The continuous time series for the futures prices have been constructed using the most active portion of each contract. We roll to the next contract based on the most liquid future contract at any given month ahead, i.e. when the day-session's tick volume of the current contract is lower than the daily tick volume of the following month contract.
Before the construction of the daily realized volatilities, there are four important considerations to be made. First, following Andersen et al. (2001 Andersen et al. ( , 2003 Andersen et al. ( , 2005 , this paper considers that a full trading day spans between 21:01 GMT the night before until 21:00 GMT that evening.
Second, we exclude from our sample series the fixed and moving holidays, e.g. Christmas, Martin Luther King day, Washington's Birthday, Good Friday, Easter Monday, Memorial day, July 4th, Labour day and Thanksgiving and the day after. Third, we remove any oil prices that are reported between Friday 21:01 GMT until Sunday 21:00 GMT. The final consideration is related to the sampling scheme.
There are three sampling schemes, namely, calendar time sampling, transaction time sampling and tick time sampling. In calendar time sampling, the prices are sampled at regular intervals in calendar time, e.g. every 5 minutes. In transaction time sampling the prices are sampled at every specific number of transactions, whereas, in tick time sampling the prices are recorded at each price change. Oomen (2006) shows that sampling in transaction time is generally superior to sampling in calendar time in that it leads to a lower mean squared error of the realized volatility measure. Additionally, Griffin and Oomen (2008) provide evidence that the realized volatility measure constructed in tick time sampling is superior compared to those constructed in transaction time sampling, when the level of noise or the number of ticks is low.
However, as Patton (2011) concludes, although tick time sampling leads to more accurate realized variance estimation compared to the calendar time sampling, this difference disappears as we move closer to the most recent time periods (for instance in his paper these differences in the two sampling schemes tend to be negligible as the sub-sample included information closer to 2007). Having considered the aforementioned papers, we have decided to adopt the calendar sampling due to (i) the use of recent data, (ii) the fact that the asymptotic properties of transaction time sampling schemes are clearly less well-known (see, for example, Sévi, 2014) and require pre-specific assumptions about the microstructure of the market or the stochastic process of the assets (see, for instance, Patton, 2011) , (iii) comparability of the findings with the models of the existing literature and finally (iv) data availability to the wider community of researchers (the majority of researchers do not have tick-by-tick data at their disposal).
Realized volatility construction
According to Andersen and Bollerslev (1998) the daily realized volatility is estimated based on the sum of squared intra-day returns:
where P t j denotes the observed oil prices (either spot or futures) at day t, and τ refers to the equidistant intra-day time intervals. However, in order to construct the realized volatility according to Eq. 1, we need to identify the optimal intra-day time intervals, τ . According to Andersen et al. (2006) the optimal number of intra-day time intervals is the one that minimizes the measurement bias, which is inserted in the estimation due to microstructure frictions. To find the optimal τ , we decompose the inter-day variance into the intra-day variance and the intra-day autocovariances, as follows:
where the latter part to denote the measurement bias, with (logP t i − logP t i−1 )(logP t i−j − logP t i−j−1 ) = 0, for j = 0. The optimal τ is the one that minimizes this bias. In our case τ = 23 minutes.
Furthermore, motivated by Hansen and Lunde (2005) , we proceed to the adjustment of the realized volatility with the close-to-open volatility (Eq. 3), given that even when markets are closed, information still flows.
where the weights ω 1 and ω 2 are the optimal weights that minimise the variance of the realized volatility. Finally, we estimate the annualised daily realized volatility (ARV ), as follows:
Figure 1 exhibits the annualised daily realized volatilities of the spot and futures oil prices, whereas Table 1 presents the descriptive statistics of our series.
[Insert Figure 1 about here]
[Insert Table 1 about here]
From Figure 1 we observe that the behaviour of all realized volatilies are similar over time, although one noticeable difference is the fact that as we are progressing from the spot realized volatility to the 3-month ahead, its magnitude decreases. This is particularly evident during the Global Financial Crisis period of 2007-09, where the peak in the volatilities is observed (see, max. values in Table 1 ). Furthermore, from Table 1 we notice that all volatilites have excess kurtosis and positive skewness, as expected. Finally, all our series are stationary, as shown by the ADF test. Next, we proceed with the description of our forecasting models.
Naive forecasting models
The random walk (RW) with drift assumes that the best s-steps-ahead forecast of the annualised logarithmic realized volatility of the spot oil price, i.e. log(ARV
spot,adjusted,t+s ), is the most recently available price volatility plus the average logarithmic growth rate, φ
spot,adjusted,t ). Hence, based on the fully uninformative relationship of E log(ARV
spot,adjusted,t ) + e t , where I t is the information set available at time t and e t denotes the standard normally distributed error term, the benchmark for comparing the forecasts is:
We consider the logarithmic transformation of ARV
spot,adjusted,t as in the majority of the studies that model the realized volatility.
Due to the autocorrelated structure of the volatility, we decided to construct naive forecasts of the annualised realized volatility of the spot oil price form an autoregressive structure of 1st order (AR(1)), as well: E log(ARV 
Futures-based forecasting models
In line with the approach we followed in Section 2.3 for the random walk model, we assume that the best s-steps-ahead forecast of the annualised realized volatility of the spot oil price, i.e.
ARV (τ )
spot,adjusted,t+s , is the most recently available futures oil price volatility with h months to maturity, i.e. ARV (τ )
. Hence, we assume that:
Thus, the s-steps-ahead forecasts are computed as:
Alternatively, we model the ratio of futures oil price volatility and current spot oil price volatility, i.e. futures volatility spread, as a rational predictor of the volatility of spot oil price at time t + s:
The s-steps-ahead forecast of the annualised realized volatility of the spot oil price is computed as:
spot,adjusted,t exp φ
Additionally, the equation (9) is also estimated separately for φ (t) 1 = 1 and for φ (t) 0 = 0 2 , such as that:
and log ARV
We do so in order to assess separately (i) the fact that the futures volatility spread may be a biased predictor (i.e. hence the restriction that φ
0 is allowed to obtain any value) and (ii) the proportionality restriction (i.e. φ 
Forecast evaluation
Following Degiannakis and Filis (2017) we use an initial sample period ofT =1000 days and we use the remainingT =2076 for our out-of-sample forecasting period. TheT =1000 is justified by the fact that (i) we require a large sample size for the estimation of the models and (ii) we need our initial sample to stop before the GFC of 2007-09. This allows us to include the recession period in our out-of-sample period.
We should also note that for robustness, we further apply a structural breakpoint test as another tool for choosing our initial sample period. Pesaran and Timmermann (2007) maintain that the in-sample period should be the pre-break period. There are various structural breakpoint tests (e.g. Multiple structural break test of Perron (1998, 2003) or the modified iterated cumulative sum of squares (ICSS) algorithm of Sansó et al. (2004) ). In this paper we 2 Note that for φ (t) 0 = 0 and φ (t) 1 = 1, eq. 9 equals to eq. 7.
use the Bai-Perron test, which shows that there is one breakpoint on the 1427th observation, or the 16th March 2009. This date is not included within our initial sample periodT .
For the first out-of-sample forecasts for 1-day to 66-days ahead, we use the initial sample periodT =1000. For each subsequent forecast, we use a rolling window approach with fixed length of 1000 days. The forecasting accuracy of the models illustrated in Sections 2.3 and 2.4 are initially evaluated using two well established evaluation functions, namely the Mean Squared Prediction Error (MSPE) and the Mean Absolute Prediction Error (MAPE).
We further employ the newly established Model Confidence Set (MCS) procedure by Hansen et al. (2011) , which identifies the set of the best models, as these are defined in terms of a specific loss function, without an a priori choice of a benchmark model, based on the two aforementioned loss functions. Let L i,s to denote the loss function of model i at any s-steps-ahead forecasting horizon, and
and it is tested against the alternative
Finally, we also consider the directional accuracy of our models as an additional forecasting evaluation technique. The directional accuracy reports the proportion of the out-of-sample days that a model correctly predicts the direction (up or down) of the volatility movement. For technical details of the MCS test and the directional accuracy please see Hansen et al. (2011) .
Empirical Results

Full sample forecasting analysis
The results for the full out-of-sample period are reported in Table 2 , as ratios relative to the no-change forecast. A score below 1 denotes that the forecasts of the AR(1) and the futuresbased models outperform these of the RW. In Table 3 we show the directional accuracy of our competing models.
[Insert Table 2 about here] [Insert Table 3 about here]
As shown in Table 2 , none of the futures-based forecasts can outperform the no-change forecasts in the 1-day ahead horizon. The only exceptions are the CO1eq12 and CO2eq12, which marginally performs better compared to the no-change forecast, yet based only on the MAPE loss function. By contrast, the AR(1) model is the best performing model for the 1-day ahead forecasts.
Focusing now at each futures contracts maturity, we show that the models which consider the futures volatility as the best predictor of the future value of spot volatility (i.e. eq. 7) are not performing well at any forecast horizon, with maximum predictive gains to be about 1% at the 22-, 44-and 66-days ahead forecasting horizon. When we relax the unbiasedness assumption (i.e. eq. 11) we notice that the predictive gains start to increase rather materially after the 5-days ahead horizon and reach the levels of 62% (for the CO1eq11 based on the MSPE) at the 66-days ahead. Significant predictive gains also hold for the futures-based model of eq. 11, using the futures contracts with 2-and 3-months maturity (i.e. CO2eq11 and CO3eq11), although not of the same magnitude. More importantly, we show that when we relax the proportionality restriction (eq. 12), as well as, both the unbiasedness assumption and proportionality restriction (eq. 9) then the predictive gains are evident at all futures maturities for all horizons after the 5-days ahead. In particular, the predictive gains range between the levels of 39% and 72%, at the 5 and 66-days ahead, respectively, based on the MSPE, with the highest predictive accuracy to be observed with CO1eq12.
Even more, it is evident from the MCS test, that models based on eqs. 9 and 12, using the volatility of the futures contracts with 1-month maturity (CO1eq9 and CO1eq12), are always included in the set of the best performing models at each forecasting horizon from 5-days ahead onwards. Nevertheless, as the forecasting horizons extends further out we observe that the CO2eq9 and CO2eq12 for the 22-and 44-days ahead, as well as, the CO3eq9 and CO3eq12 for the 66-days ahead, are also included in the set of the best performing models. This is a rather important finding, which suggests that futures-based forecasts do exhibit significant predictive power, especially compared to the no-change forecast and the AR(1). Thus, we argue that despite the fact that Alquist and Kilian (2010) show that oil futures prices are not good predictors for the future spot price of oil, this does not hold for oil price volatility forecasts. The evidence that future-based models of eqs. 9 and 12 provide the best predictive accuracy stems from the fact that they relax either the proportionality restriction or both the unbiasedness assumption and proportionality restriction. More specifically, the slope of the future price volatility has the capability to provide predictive information which is related to market participants' belief of the future spot price volatility and thus models that incorporate this information are expected to produce more accurate forecasts.
To emphasize this further we show the recursive estimates of the coefficient φ Turning to the directional accuracy of our competing models, Table 3 suggests that all models of all three futures maturities exhibit improved directional accuracy relative to the no-change forecast, which is also significant based on the Pesaran and Timmermann (2009) test. The directional accuracy ranges approximately between 63% and 69% and once again the highest predictive accuracy across all horizons is achieved by the futures-based models of eqs. 9 and 12.
Another interesting observation is that as the forecasting horizon increases the higher directional accuracy is obtained by the volatility of the futures contracts with the longest maturity.
Overall, these findings imply that if oil volatility forecast users are primarily interested in the volatility value per se, then they should rely on futures-based models that (i) relax the proportionality restriction and (ii) primarily consider the information extracted from the volatility of the futures contracts with 1-month expiration. By contrast, if these end-users are primarily interested in the direction of the volatility, then they should also consider the volatility of the futures contracts with shorter or longer maturities, depending on their forecasting horizon needs. Figure 3 provide a visual representation of the relationship between actual and predicted oil price volatility. The columns correspond to the different forecasting horizons, whereas the first, second and third row compare the spot oil price volatility against the nochange forecast, the AR(1) model and the forecasts from eq. 12, respectively. It is clear from these scatterplots that the forecasts generated from eq. 12 are the most accurate, and this holds not only for low levels of volatility but for the higher values, as well.
Scatterplots in
[Insert Figure 3 about here]
The evidence from this section is in favour of the usefulness of the futures-based forecasts, and in particular eqs. 9 and 12, in predicting oil price realized volatility at all horizons between 5-and 66-days ahead. Nevertheless, our forecasting period includes the Global Financial Crisis period of 2007-09, as well as, the period of the Brent crude oil collapse in 2014-15. In the former case, oil prices fluctuated from an unprecedented spike of $145 to a sharp drop at about $30 per barrel, whereas in the latter period oil price collapsed from the levels of $115 to an 11-year low of less than $37. Thus, in the next sections we evaluate the predictive accuracy of the futuresbased forecasts in extreme conditions, focusing on the Global Financial Crisis period and the oil collapse period of 2014-15.
Forecasting performance during extreme conditions
Starting from the Global Financial Crisis period, Tables 4 and 5 report the forecast evaluations and directional accuracy, respectively. Based on Table 4 we argue that the results remain qualitatively similar with those presented in the full out-of-sample forecasting period (see, Table   2 ). Put it simply, once again models based on eqs. 9 and 12 are demonstrating the higher predictive accuracy. Having said this, the other models also provide predictive gains, relatively to the no-change forecast, however, they are not of the same magnitude. More specifically, eqs. 9 and 12 are able to provide forecasting gains that reach the levels of almost 83% in the 66-days ahead horizon (see, CO2eq9 in Table 4 ), based on the MSPE loss function, which is rather impressive. The MCS test also confirms that in the set of the best models with equal predictive accuracy are based on the eqs. 9 and 12, at all horizons. Finally, we should once again highlight the fact that until the 10-days ahead horizon, it is only the futures volatility with 1 month maturity that generates the most accurate forecasts, whereas for the 22-, 44-and 66-days ahead horizons the additional futures contracts maturities (CO2 and CO3) are also included in the set of models with equal predictive accuracy.
[Insert Table 4 about here]
[Insert Table 5 about here] Results are also very encouraging even when we consider the directional accuracy of the models. In particular, the direction accuracy of the futures-based forecasts is very high and reaches the levels of more than 93% in the 66-days ahead horizon (see, CO1eq9 and CO1eq12).
We should highlight here that these directional accuracy scores are even higher compared to the full out-of-sample period, as shown in Table 3 .
We finalize our analysis through the investigation of the predictive and directional accuracy of our competing models during the oil price collapse period of 2014-15. The results are shown on Tables 6 and 7. [Insert Table 6 about here] [Insert Table 7 about here] Avoiding any unnecessary repetition, we maintain that the results in this section corroborate those that have already been analysed so far and thus this section does not demand for further analysis. One observation that is important to highlight is that the fact that directional accuracy (see , Table 7 ) is further increased in this period and exceeds the 96% level (CO1eq9 and CO1eq12).
Overall, these findings suggest that futures-based forecasts are also useful for forecasting oil price volatility even during turbulent periods.
Conclusions
In recent years, oil price volatility has rather gained much prominence as a potential key determinant of economic developments. In fact, it has numerous ramifications both for the real economy and the financial sector. Aside from macroeconomic policy decision making, changes in the price of oil may be closely linked to portfolio management and assets' pricing, thereby affecting investors, as well. Subsequently, developing models that produce accurate forecasts of oil price volatility has recently become a rather crucial field of study. Nonetheless, there are no studies to apply futures-based forecasting of oil price volatility. By contrast, existing literature utilizes futures-based forecasting only to the extent that oil prices as such can be predicted. In addition, for their most part, current studies do not consider ultra high-frequency (i.e., intra-day) data for the purpose of oil price realized volatility forecasting.
In this study we fill the said voids by examining the usefulness of futures price volatility as predictors of spot oil price realized volatility. We employ tick-by-tick data for Brent Crude Oil spot prices and for the 1-month, 2-months and 3-months futures contracts, to show that, futures-based forecasts of oil price realized volatility significantly outperform both no-change and AR(1) forecasts. The period of analysis extends from August 1, 2003 to August 5, 2015, while, the forecast horizons of the study span between 1-day and 66-days ahead, reflecting not only the relatively short-to-medium run nature of the futures market, but also, the rather perishable utility of the volatility forecast per se.
Our findings, based on two standard loss functions, the directional accuracy and the MCS test, show that, futures-based models are indeed useful in forecasting spot oil price realized volatility for all horizons. More specifically, we provide evidence that there are particularly highly significant predictive gains to be realized upon relaxing both the unbiasedness assumption and the proportionality restriction that were initially imposed on our futures-based models. What is more, our findings suggest that if oil price volatility users are primarily interested in the forecast of the actual volatility value, then they should rely on futures-based models that (i) relax the proportionality restriction and (ii) primarily consider the information extracted from the volatility of the futures contracts with 1-month expiration. On the other hand, if volatility users are primarily interested in the future direction of the volatility, then they should not only consider the aforementioned futures-based models but also, depending on their forecasting horizon requirements, they need to consider the models with shorter or longer maturities of the futures contracts.
On a final note, findings remain robust even in the light of two major events that fall within our forecasting period; that is, the Global Financial Crisis of 2007-09 and the oil price collapse in 2014-15. This is particularly important as, the forecasting models that we propose in this study, can produce accurate predictions of oil price realized volatility even during turbulent and uncertain periods.
Having documented the usefulness of future-based forecasts for oil price realized volatility forecasting, future studies could concentrate on evaluating their performance against other stateof-the-art econometric frameworks, such as the HAR-RV models. Even more, the evaluation of the future-based forecasts using both longer forecasting horizons, as well as, objective-based loss functions is an interesting avenue for further research. For instance, ranking our forecasting models based on a trading or hedging exercise (e.g. Value-at-Risk) would be important to investors, whereas, an evaluation of such forecasts based on their predictive gains on macroeconomic variables (e.g. inflation or GDP) would be deemed necessary for policy makers. Note: COSP OT denotes the spot oil price realized volatility, whereas CO1, CO2 and CO3 denote the volatilities of the futures oil prices with 1-month, 2-months and 3-months maturities, respectively. Note: The grey line shows the estimated values of the φ (t) 1 coefficient over the out-of-sample forecasting period. The solid (dashed) black lines denote the 95% (90%) confidence intervals. In the y-axes of the first row we report the forecasted Brent crude oil price volatility based on the no-change forecast. In the y-axes of the second row we report the forecasted Brent crude oil price volatility based on the AR(1) model. In the y-axes of the third row we report the forecasted Brent crude oil price volatility based on the volatility of the futures oil prices with 1-month maturity (CO1) and Eq. 12 of the futures-based forecasts. Notes: * denotes significance at the 1% level. COSP OT denotes the spot oil price realized volatility, whereas CO1, CO2 and CO3 denote the volatilities of the futures oil prices with 1-month, 2-months and 3-months maturities, respectively. The ADF test has been estimated using 13 lags. The ADF regression with a constant is estimated, since the alternative hypothesis is that volatility is stationary above a non-zero mean. Note: CO1, CO2, CO3 refer to the volatilities of the futures oil prices with 1-month, 2-months and 3-months maturities, whereas the equation number denotes the respective futures-based model. The statistical significance of the success ratios is tested based on the Pesaran and Timmermann (2009) under the null hypothesis of no directional accuracy. ** and * denote significance at 5% and 10% level, respectively. Bold face denotes improvement of the directional accuracy relatively to the no-change forecast. Note: CO1, CO2, CO3 refer to the volatilities of the futures oil prices with 1-month, 2-months and 3-months maturities, whereas the equation number denotes the respective futures-based model. The statistical significance of the success ratios is tested based on the Pesaran and Timmermann (2009) under the null hypothesis of no directional accuracy. ** and * denote significance at 5% and 10% level, respectively. Bold face denotes improvement of the directional accuracy relatively to the no-change forecast.
