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Abstract 
Orthogonal and biorthogonal wavelets became very popular image processing tools but exhibit major 
drawbacks, namely a poor resolution in orientation and the lack of translation invariance due to aliasing 
between subbands. We propose here the construction of log-Gabor wavelet transforms which allow exact 
reconstruction and strengthen the excellent mathematical properties of the Gabor filters. Two major 
improvements on the previous Gabor wavelet schemes are proposed: first the highest frequency bands are 
covered by narrowly localized oriented filters. Secondly, the set of filters cover uniformly the Fourier 
domain including the highest and lowest frequencies and thus exact reconstruction is achieved using the 
same filters in both the direct and the inverse transforms (which means that the transform is self-
invertible). In this paper the procedure for constructing log-Gabor filters is described and a Matlab 
toolbox that implements such multiresolution scheme is available from the authors. 
 
1. Antecedents 
 
Firstly proposed by Dennis Gabor in 1946 [1], the canonical coherent states of the 
Gabor filters are different versions of a Gaussian-shaped window shifted in time/space 
and frequency variables [2] [3], Gabor's work synthesizes the studies of Nyquist in 
Communication Theory in 1924 [4] and Heisenberg in Quantum Mechanics in 1927, by 
which he proposed the Gaussian shape as an optimal envelope for time-frequency 
representation turning the uncertainly principle from inequality into equality. 
 
Some important characteristics of Gabor wavelets are [5]: 
- Construction by a linear combination. 
- Energy preservation in transform domain (Parseval's theorem). 
- Non-orthogonality but an unconditional basis, a frame [6]. 
- Symmetry of the Fourier domain. 
- Time/space and frequency shift-invariance. 
- Localization: monomodal and isotropic. 
- Regularity: smooth and infinitely derivable. 
 
In the field of image processing another two characteristics arise: 
- Directionality: filters can be rotated to discriminate spectral features in multiples 
directions (orthogonal wavelets have well-known difficulties to discriminate more than 
three orientations). 
- Complex modulation (odd/even phases): effective for analyzing different phased 
features like abrupt ridges or edges. 
 
Their widely usage in multiple fields can be taken as a prove of their success: texture 
analysis/synthesis [7, 8, 9], contour extraction [10, 11, 12, 13], segmentation [14], 
object recognition [15, 16, 17], image analysis and compression [18], movement 
estimation [19] or image restoration [20, 21]. 
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2. Self-invertible log-Gabor filters 
 
One step further, the recent filter design proposed by Sylvain Fischer [22] come to solve 
some of the traditional disadvantages that have complicated the functionality of Gabor 
filters. Log-Gabor filters basically consist in a logarithmic transformation of the Gabor 
domain [23] which eliminates the annoying DC-component allocated in medium and 
high-pass filters. 
 
 
Fig. 1: Profiles of the frequency response of Gabor filters (left) and log-Gabor filters 
(right). Note that DC-component is minimized by the introduction of logarithms and the 
bands become more disjoined 
 
 
 
 
Fig. 2: Multiresolution schemes. a. Schematic contours of the log-Gabor filters in the 
Fourier domain with 5 scales and 8 orientations b. Real part in the spatial domain. c. 
Imaginary part in the spatial domain. d. In the proposed scheme the elongation of log-
Gabor wavelets increases with the number of orientations (real parts in the left column 
and imaginary parts in the right column). e. Orthogonal wavelet filters ’Db4’ for 
comparison. f. Steerable pyramid filters for comparison. 
 
 
 
in which (ρ,θ) are the log-polar coordinates (octave scales), k indexes the scale and p is 
the orientation, the pair (ρ k; θ pk) corresponds to the frequency center of the filters, and 
(σρ; σθ) the angular and radial bandwidths. 
 
The main particularity of this novel scheme is the construction of the low-pass and 
high-pass filters [22]. Such a complete scheme approximates flat frequency response 
and therefore exact image reconstruction which is obviously beneficial for applications 
in which inverse transform is demanded, such as texture synthesis, image restoration, 
image fusion or image compression. 
 
A. Low pass filter 
 
It could be defined simply as a Gaussian low-pass filter as in [8]. Nevertheless for a 
better filling-in of the residual low, two additional scales above the number of scales are 
built and summed up together (as the root sum squared). Moreover the part inside the 
highest additional scale is set up to one. In practice if 5 scales are deployed, the filters 
that would correspond to the 6th and 7th scales are summed and additionally the space 
inside the 7th scale (ρ < log2n − 7) is set up to one (see the upper left part Fig. 2.a). 
 
 
B. High-pass filters 
 
The first scale present a significant amplitude above the Nyquist frequency (ρ ≥ 
log2(n/2)). If it is cut off abruptly the filter shape is severely distorted in the spatial 
domain. For this reason many implementations avoid to cover such high frequency 
range. One alternative consists in a non-oriented high-pass filter [3], nevertheless it can 
introduce cross-shaped artifacts. The solutions proposed by Sylvain Fischer consist in 
incorporating first a half-pixel shifting in the spatial position of the imaginary part of the 
filters. This shift allows the first scale filters to capture much more adequately the 
antisymmetric features. 
 
B.1 Real part of the horizontal and vertical filters: defined by central symmetry,  they 
are continuous across the periodicities of the Fourier domain which is important since 
strong discontinuities in the Fourier domain create side lobes and a worst localization in 
the spatial domain. They are also well localized, without extra side lobes in the spatial 
domain (see Fig. 2 and Fig. 3). 
 
 
Fig. 3: Real part of high-pass filter. 
 
 
B.2 Real part of oblique filters: defined by central symmetry. To maintain the Fourier 
domain continuous (across periods) and to keep a good localization in the space domain 
they are fold up by considering a periodicity of order n. To maintain the filter selectivity 
to high-frequencies, it is then necessary to filter down the induced lowest frequencies by 
multiplying the folded part by an attenuation factor α defined here as a raised cosine 
function (see Fig. 4). 
 
 
 
Fig. 4: Real part of oblique first scale filters in the Fourier 
domain. a. The frequency domain is oversampled 3 times. b. The frequencies 
above the Nyquist frequency are folded up by periodicity. c. Raised cosine 
function. d. The folded part of the filter is multiplied by the 
raised cosine function. e. The central symmetry is summed up for the construction 
of a real-valued filter. f. Resulting oblique filter. g. Resulting diagonal filter. 
 
B.3 Imaginary part of the horizontal and vertical filters: in the spatial domain the 
imaginary part have to be antisymmetric, but here the axis of central antisymmetry will 
not be localized in a pixel but in between two pixels. The first justification is that an 
antisymmetric filter would have a zero as central coefficient in the spatial domain. The 
filter would then be very coarsely localized, having most of its amplitude far from its 
center (see Fig. 5.a). The second reason is that an antisymmetric high-pass filter is not 
continuous across periods in the Fourier domain, while a half-pixel shifted version 
do is (see Fig. 5.b). The half pixel displacement is induced by multiplying eiπ un or eiπ  
 
 
Fig. 5: Imaginary part of horizontal and vertical high-pass filters. a. Pixel shifting in the 
spatial domain compared to a non-shifted version and a oversampled version. b. 
Shifting produces complex-valued coefficients in the Fourier domain and it makes the 
filter continuous in its frequency coverage across periods. 
 
B.4 Imaginary part of oblique filters: they are defined antisymmetrically with the same 
attenuation function α and also shifted half-pixel perpendicularly to the preferred 
direction of the filter by multiplying  where (tu, 
tv) is the normalized vector of the preferred filter direction. 
 
 
B.5 Second scale filters: defined with periodicity and attenuation α but here 
the half-pixel shifting it is not necessary (Fig. 6). 
 
 
 
 
Fig. 6: Second scale filters constructed in the Fourier domain by folding the filters by 
periodicity and applying the attenuation function on the folded part.  
 
Note that, because the definition of the first scale filters differs from the other scales, the 
transform is no more strictly a "wavelet" one, but it can be considered as a wavelet-like 
transform since the general shape of the basis functions is obtained by translation, 
dilatation, and rotation of a mother function if we except the modifications proposed 
here for improving the reconstruction performance. 
 
Note also that this log-Gabor implementation is non-orthogonal, which implies a 
considerable increasing of computational and memory costs. However 
overcompleteness entails important benefits in terms of analysis and image quality 
reconstruction. 
 
 
3. Overcompleteness 
 
In order to achieve (bi-)orthogonality, wavelets are critically sampled which besides  
implies reducing time consumption and memory storage. Recent works, however, have 
claimed the necessity for using overcomplete 
representations to solve not few drawbacks shown by (bi-)orthogonal wavelets, 
namely lack of shift-invariance (shiftability), aliasing between bands, poor resolution in 
orientation and insufficient match with image features [24, 25, 26, 27]. In spite of exact 
reconstruction, in applications where the wavelet coefficients have to be manipulated, 
the aliasing created by filter overlapping becomes often visible as distortion.  
 
The relaxation of the critical subsampling necessarily implies overcompleteness, which 
means that the number of vectors to the transformed space is larger than those required 
to complete a basis. That sampling relaxation allows to design filters with interesting 
properties such as shift-invariance and reduced aliasing effects [24]. 
Overcomplete basis have already shown more efficiency in restoration [28, 29, 30], and 
other like the steerable pyramid [31, 24], contourlets [25] or curvelets [33] have been 
proposed to ameliorate orientation sensitivity, benefiting contour detection and noise 
removal. 
 
As in the case of Gabor filters, a special interest is growing during last years in 
overcomplete complex wavelets. These wavelets are composed of paired filters 
(real/imaginary) in opposite/quadrature phase, which are able to provide simultaneously 
local maxima independently whether the featured signal is odd or even, as for example 
edges and ridges respectively. Complex wavelets have been proposed for image 
compression [34, 35], texture analysis [36, 37] and recently for image fusion [38, 39, 
40,41]. 
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