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AN ANCIENT SOLUTION OF THE RICCI FLOW IN
DIMENSION 4 CONVERGING TO THE EUCLIDEAN
SCHWARZSCHILD METRIC
RYOSUKE TAKAHASHI
Abstract. In this paper, we prove the existence of an ancient solution to the
Ricci flow whose limit at t = −∞ is the Euclidean Schwarzschild metric.
1. Introduction
In this paper, we consider the Euclidean Schwarzschild metric which is defined
on M = [0, 4π]× (1,∞)× S2:
g0 = (1− r−1)dt2 + (1− r−1)−1dr2 + r2dΩ2.
This metric is obtained from the Schwarzschild metric [10] by changing the time
coordinate into τ = −it and taking black-hole mass to be 12 . We also have t is
periodic with period 4π. Therefore, this manifold is diffeomorphic to S1 ×R1 × S2
and its metric is asymptotic to the flat metric on S1 × R3 as r →∞, see [4], [7].
Since g0 is a Ricci flat metric (cf. section 2), it is a solution of the vacuum
Einstein equation Rij − 12gijR = 0 and g0 can be regarded as a critial point of the
Einstein-Hilbert action
S(g) = − 1
2κ
∫
R
√
gdtdrdΩ,
where R is the scalar curvature of g and κ is a constant. This metric is unstable,
i.e. the bilinear form
B[h, k] =
∂
∂s
∂
∂t
S(g0 + sh+ tk)|s=t=0
which is defined on C∞0 (Sym
2(T ∗M)) × C∞0 (Sym2(T ∗M)) is not positive semi-
definite. Here C∞0 (Sym
2(T ∗M)) is the set of symmetric C∞ 2-tensors |h| such
that |h| → 0 uniformly as r → 1 and r →∞. This means there exists h such that
B[h, h] < 0.
In [4], Allen argued the instability of g0 by showing that there exist a negative
eigenvalue λ and a corresponding eigenvector h ∈ C∞0 (Sym2(T ∗M)) which satisfy
∂
∂δ
(2Ric(g0 + δh))|δ=0 = λh.(1.1)
This implies that B[h, h] < 0 by computing second variation of S directly. However,
[4] doesn’t provide a rigorous proof to show the existence of h, so we shall give a
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proof in this paper.
The existence of h tells us how to evolve the Euclidean Schwarzschild metric to
an ancient solution of Ricci flow. Roughly speaking, by equation (1.1), we have
−2Ric(g0 + δh) = −λδh+ o(δ). So if we take δ = e−λt, we will have
∂
∂t
(g0 + δh) = −λδh = −2Ric(g0 + δh) + o(δ).
This means that (g0 + δh) gives us the first order approximation of a Ricci flow.
The main purpose of this paper is to find an ancient solution of Ricci flow g with
g(x,−∞) = g0 and g(x, t) will flow along the direction given by h when t tends to
−∞.
Main Theorem 1.1. There exist N ∈ R and an ancient solution g satisfying
∂
∂t
g(x, t) = −2Ric(x, t) for all x ∈M and t ∈ (−∞, N ],
g(x, t)→ g0(x) uniformly as t→ −∞.
Acknowledgement: The author wants to thank professor Chang-Shou Lin and
professor Chiun-Chuan Chen for their encouragement during past four years. He
also wants to thank his colleagues: Chen-Yu Chi, Jie Zhou, Yi-Li and Yu-Shen
Lin for their help on many aspects. Finally, the author wants to thank his advisor
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2. Basic Computations:
Let (M, g0) be the Euclidean Schwarzschild metric. In this section, we compute
its Christoffel symbols and curvature tensors. We have:
Γ100 = −
1
2
(1 − r−1) 1
r2
=
−(1− r−1)
2r2
, Γ001 =
1
2
(1 − r−1)−1 1
r2
=
1
2(1− r−1)r2
Γ111 =
−1
2(1− r−1)r2 , Γ
2
12 =
1
r
, Γ313 =
1
r
Γ122 =
−1
2
(1− r−1)(2r) = −(1− r−1)r, Γ323 = cot θ
Γ133 = −(1− r−1)r sin2 θ, Γ233 = − sin θ cos θ
and
R0101 = r
−3, R0202 = −1
2
(1 − r−1)r−1
R0303 = −1
2
(1− r−1)r−1 sin2 θ, R1212 = − 1
2(1− r−1)r
R1313 = − 1
2(1− r−1)r sin
2 θ, R2323 = r sin
2 θ
and
Rij = 0 ∀i, j = 0, 1, 2, 3.
It is well known that this metric has a bounded Riemannian curvature, that is
|
∑
α,β,γ,δ,λ,µ,ν,ξ
gαβgγδgλµgνξRαγλνRβδµξ| = |Rm|2 < C
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Here we have:
∑
α,β,γ,δ,λ,µ,ν,ξ g
αβgγδgλµgνξRαγλνRβδµξ =
∑
i,j g
iigiigjjgjjRijijRijij
(We use summation convention in all following paragraphs). Actually, we have a
stronger conclusion: Observing that |Rijij | = Cr−3giigjj , so all sectional curvatures
satisfy the inequality |Kij | ≤ r−3. Moreover, if h = h00dt2 + h11dr2 + h22dθ2 +
h33dϕ
2 is a 2-tensor, we have
Rijijhiihjj ≤ 1
2
[r−3(gii)2h2ii + r
−3(gjj)2h2jj ] ≤ r−3|h|2.(2.1)
Remark 2.1. Sometime we change our coordinate by taking p2 = (1 − r−1), p ∈
(0, 1). In the new coordinate
g0 = p
2dt2 +
1
4
1
(1− p2)2 dp
2 +
1
(1− p2)2 dΩ
2.
This coordinate has several advantages. First of all, gαβ are finite near p = 0 locus.
Secondly, we have our M is a punctured disk S1 × (0, 1) times a S2 now (That
is, r = 1 locus will be a point). To avoid confusion, we call this coordinate the
p-coordinate.
3. Eigenvectors with Negative Eigenvalues:
In this section, we prove the existence of solution of a modified equation (equation
(3.3)).
3.1. Ricci-de Turck flows and modified eigenvectors: Recall that we want to
prove the existence of h which satisfies
∂
∂δ
(−2Ric(g0 + δh))|δ=0 = −λh.
The left hand side of this equation can be expressed as
(∆Lh)kl +∇k∇lH +∇k(ζh)l +∇l(ζh)k.(3.1)
where H is the trace of h, (ζh)k is defined by −gij∇ihjk and the Lichnerowicz
Laplacian ∆L is defined by
(∆Lh)jk = ∆hjk + 2R
r p
j khrp − gpqRjphqk − gpqRkphjq,
see [3]. So our equation becomes
(∆Lh)kl +∇k∇lH +∇k(ζh)l +∇l(ζh)k = −λhkl.(3.2)
Ideally, we want to use variational approach to obtain a solution h. This means
we need to find a functional
aˆ : C∞0 (Sym
2(T ∗M))→ R
such that the minimizer of aˆ over C∞0 (Sym
2(T ∗M)) ∩ {‖h‖ = 1} will satisfy the
Euler-Lagrange equation (∆Lh)kl +∇k∇lH +∇k(ζh)l +∇l(ζh)k = −λhkl. Unfor-
tunately, we don’t know how to find this aˆ.
However, if we consider a simpler equation
(∆Lh)kl = −λhkl,(3.3)
we know how to define a functional a whose Euler-Lagrange equation is (3.3) (the
formula of a will appear in the next subsection). Moreover, equations (3.3) and
(3.2) are related. The relation between these two equations can be explained by de
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Turck’s argument [5]. In following paragraphs, we show how to connect these two
equation by de Turck’s method.
Here we follow notations of section 1. We claim the following statement: sup-
pose that we have an ancient solution of Ricci flow gˆ(x, t), which is defined on
M× (−∞, N ] for some N ∈ R, such that after changing the time variable by taking
t = 1−λ log(δ) we have gˆ(x, δ) = g0 + δh+ o(δ). Then there exist a family of diffeo-
morphisms ϕδ : M →M , ϕ0 = id such that if we write g = ϕ∗δ(gˆ) = g0+ δh¯+ o(δ),
h¯ will satisfy equation (3.3). Conversely, if we have a h¯ satisfying (3.3) and a
g = ϕ∗δ(gˆ) = g0 + δh¯ + o(δ) which is a Ricci-de Turck flow, then we can find a h
satisfying (3.2) and a Ricci flow gˆ by constructing a family of diffeomorphisms.
For this family of diffeomorphisms ϕδ :M →M , we define y(x, δ) = ϕδ(x). The
Ricci flow equation implies
∂
∂t
gij = −2Rij +∇iVj +∇jVi,
where Vi =
∂yα
∂t
∂xk
∂yα gik.
Following the idea of de Turck, we need to find a y which is governed by
∂yα
∂t
=
∂yα
∂xk
gjl(Γkjl − Γ˙kjl)(3.4)
lim
t→−∞
yα(x, t) = xα(3.5)
where Γ˙kjl are the Christoffel symbols of g0. Since the difference between two con-
nections is a tensor, we have Akjl = (Γ
k
jl − Γ˙kjl) is a (2,1)-tensor. So the equation
(3.4) is coordinate free. Equation (3.4) is not a standard initial value problem of
first order PDEs, but we can still prove that the solution exists in our case. We
will show the existence of solution in section 6.2.
Now we suppose that y exists for t ∈ (−∞, N ], then Vi = gikgnl(Γknl − Γ˙knl).
Therefore, we have
∂
∂δ
(
∂
∂t
gij)|δ=0 = ∂
∂δ
(
∂
∂δ
gijλδ)|δ=0 = −λ ∂
∂t
gij |δ=0
which will equal
∂
∂δ
(−2Rij +∇iVj +∇jVi)|δ=0.
Notice that
∂
∂δ
Vi|δ=0 = gikgnl( ∂
∂δ
Γknl)|δ=0
Here we can get
∂
∂δ
Γknl|δ=0 =
1
2
gkp(∇nh¯pl +∇lh¯np −∇ph¯nl)|δ=0.
So
gikg
nl(
∂
∂δ
Γknl)|δ=0 =
1
2
gnl(∇nh¯il +∇lh¯ni −∇ih¯nl)|δ=0 = 1
2
[−2(ζh¯)i −∇iH¯]
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which implies
∇j( ∂
∂δ
Vi)|δ=0 = −∇j(ζh¯)i − 1
2
∇j∇iH¯.
Similarly, we have
∇i( ∂
∂δ
Vj)|δ=0 = −∇i(ζh¯)j − 1
2
∇i∇jH¯.
These show that we can use de Turck’s method to eliminate ∇k∇lH¯ +∇k(ζh¯)l +
∇l(ζh¯)k. Therefore, h¯ is a eigenvector of the Linchnerowicz Laplacian
(∆Lh¯)kl = −λh¯kl.
We will only focus on equation (3.3) in this paper. For convenience, we replace
h¯ by h in following paragraphs.
3.2. Existence of modified eigenvector: In this section, we prove the existence
of h in (3.3). First of all, since g0 is a Ricci flat metric, we can simplify (∆Lh) as
follows
(∆Lh)kl = ∆hkl + 2R
r p
k lhrp.
Now, if we define a functional a by
a(h) =
∫
M
|∇h|2 − 2Rαµβνhαβhµν ,(3.6)
equation (3.3) will be the variational equation for (3.6). Our goal is finding the
minimizer of this functional. Here we set up some notations.
Notations 1 : In this article, the integration uses the following simplified notation∫
M
f =
∫
M
f
√
g0dt ∧ dr ∧ dΩ.
Here f is a function. Also, sometime we use g˙ to denote g0 because the lower 0
may be cumbersome when we have some other indices.
Definition 3.1. We use C∞(Sym2(T ∗M)) and C∞c (Sym
2(T ∗M)) to denote the
space of symmetric smooth 2-tensors and the space of compactly supported sym-
metric smooth 2-tensors. Let |h| = |g˙ij g˙kjhikhjl| 12 for any h ∈ C∞(Sym2(T ∗M)).
Also, we define |∇h| = |g˙ij g˙klg˙pq∇phik∇qhjl| 12 . We will also use the following
weighted norms ‖h‖H1 = (
∫
M |∇h|2)
1
2 +(
∫
M r
−2|h|2) 12 and ‖h‖H0 = (
∫
M r
−2|h|2) 12 .
Here we choose the function space. First we notice that M ≃ R × S2. We
let SO(3) be the rotation group acting on S2 part. We can only choose those 2-
tensors which are invariant under this action. That means we choose all h such
that g∗(h) = h for all g ∈ SO(3). We call a tensor is radially symmetric if it
satisfies this property. Moreover, we have a(g∗(h)) = a(h) for all g ∈ SO(3). Now,
because our metric g0 is radially symmetric, by [9], we can see that the critical
point(minimizer) will be radially symmetric, too.
Definition 3.2. We define space H1 as
H
1 = closure of {h ∈ C∞c (Sym2(T ∗M)| h is radially symmetric and ‖h‖H1 <∞}.
We also write the L2-norm of h as ‖h‖2 = (
∫
M |h|2)
1
2 .
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Before we start our proof of the existence, we need some lemmas. We make some
remarks here. First of all, we consider H1-norm under p-coordinate. In this case,
the H1-norm controls the integral
∫
M
|∇h|2. Assuming that h is radially symmetric
(and recall that
√
g0 = O(p) near p = 0), the boundedness of
∫
M |∇h|2 near p = 0
implies the boundedness of
∫ 1
2
0
( ∂∂p |h|)2pdp. Since there is a weighted function p in
our integral, we cannot apply Sobolev embedding directly and get |h| ∈ C0, 12 .
However, if we have a sequence of radially symmetric 2-tensors
h(z) ∈ C∞c (Sym2(T ∗M)), z ∈ N
which are uniformlyH1-bounded, then (
∫ 1
2
0
( ∂∂p |h(z)|)2
√
g0dp)
1
2+(
∫ 1
2
0
|h(z)|2√g0dp) 12
are uniformly bounded. So we can find a subsequence of {h(z)} and h ∈ H1 such
that (
∫ 1
2
0 (|h(z)|−|h|)2
√
g0dp)
1
2 → 0. Therefore we have the following lemma. Notice
that r = 43 when p =
1
2
Lemma 3.3. Let {h(z) ∈ C∞c (Sym2(T ∗M)), z ∈ N} be a sequence of radially
symmetric 2-tensors satisfying ‖h(z)‖H1 ≤ C. We also define M 4
3
=M ∩ {r ≤ 43}.
Then we can find h ∈ H1 such that∫
M 4
3
(|h(z)| − |h|)2 → 0(3.7)
as z →∞.
Next, we prove a Hardy type inequality.
Lemma 3.4. Let h ∈ C∞c (Sym2(T ∗M)) be a radially symmetric 2-tensor. Then
we have ∫
M
|∇h|2 ≥
∫
M
|h|2
r2
(3.8)
Proof. First, we change our coordinate by taking p2 = (1 − r−1), p ∈ (0, 1). We
have
g0 = p
2dt2 +
1
4
1
(1− p2)2 dp
2 +
1
(1− p2)2 dΩ
2
So we have dV ol = w2
p
2(1−p2)3 dt ∧ dp ∧ dΩ where w2 is the area of S2.
Therefore r−1 = (1− p2). We have∫
M
|h|2
r2
=
∫
M
|h|2(1− p2)2 =
∫
M
|h|2 p
2(1− p2)dtdpdΩ
=
∫
M
|h|2∂p(−1
4
log(1− p2))dtdpdΩ
=
∫
M
〈∇1h, h〉1
2
log(1− p2)dtdpdΩ
≤
∫
M
|∇h||h|1
4
| log(1− p2)|
(1− p2) dtdpdΩ.
Now we notice that
1
4
| log(1− p2)| ≤ p
2(1− p2)
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when p ∈ (0, 1). So we have∫
M
|∇h||h| | log(1− p
2)|
4(1− p2) dtdpdΩ
≤(
∫
M
|∇h|2) 12 (
∫
M
|h|2(1− p2)2) 12 .
This completes our proof. 
Now, we can start to prove the solution of equation (3.3) exists by finding a
minimizer.
Theorem 3.5.
a. The functional a defined by (3.6) has a minimizer on the set
H
1 ∩ {‖h‖2 = 1}.
b. We can write the minimizer as
h = h0dt
2 + h1dr
2 + h2dΩ
2, where h0, h1, h2 are function depending on r
only.
Before we prove this theorem, we prove the following lemma.
Lemma 3.6. There is a hˆ ∈ H1 such that a(hˆ) < 0.
Proof. First of all, we define h¯ ∈ C∞(Sym2(T ∗M)) as follows
h¯ii = g˙ii if i = 0, 1
= −g˙ii if i = 2, 3
We can compute the covarient derivatives of h¯ and get
(3.9)
∇2h¯12 = ∇2h¯21 = 2r;
∇3h¯13 = ∇3h¯13 = 2r sin2 θ;
∇kh¯ij = 0 otherwise.
Now we define hˆ = η(r)h¯, where η is a piecewise smooth, radially symmetric func-
tion defined as follows
η(r) = n(r − 1) for r ∈ [1, 1 + 1
n
);
= 1 for r ∈ [1 + 1
n
,
√
2);
= e
2
√
2
3 e−
2
3 r for r ∈ [
√
2,∞)
where n > 0 will be determined later. Then we have
a(hˆ) =
∫
M
|∇hˆ|2 − 2
∫
M
Rijij hˆiihˆjj
=
∫
M
(η′)2(g0)11|h¯|2 +
∫
M
η2|∇h¯|2 − 2
∫
M
η2Rijij h¯iih¯jj
= 4πw2[16
∫ ∞
1
η2(1− r−1)dr + 4
∫ ∞
1
(η′)2(1− r−1)dr − 16
∫ ∞
1
η2r−1dr]
= 4πw2[16
∫ 2
1
η2dr + 4
∫ 2
1
(η′)2(1 − r−1)dr − 32
∫ 2
1
η2r−1dr]
where w2 is the area of S
2.
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Let I1 = [1, 1+
1
n ), I2 = [1+
1
n ,
√
2) and I3 = [
√
2,∞). We can rewrite integrals
on the right hand side of the previous equation as
16
∫ 2
1
η2dr + 4
∫ 2
1
(η′)2(1 − r−1)dr − 32
∫ 2
1
η2r−1dr
=
∫
I1
+
∫
I2
+
∫
I3
16η2dr +
∫
I1
+
∫
I3
4(η′)2(1− r−1)dr −
∫
I1
−
∫
I2
−
∫
I3
32η2r−1dr
:=J1 + J2 + J3 + J4 + J5 + J6 + J7 + J8.
We prove that J1+ J2+ J3+ J4+ J5+ J6+ J7+J8 < 0. First, because r
−1 ≤ 12
for all r ∈ [1,√2], we have
J1 + J6 ≤ 0.(3.10)
Next, since η(r) = 1 for all r ∈ I2, we have
J2 =
∫
I2
16dr = 16(
√
2− 1− 1
n
).
Now we consider J7. Again, because η(r) = 1 on I2, we have
J7 = −
∫
I2
32r−1dr = −32(log(
√
2)− log(1 + 1
n
)) ≤ − 32
(
√
2)
(
√
2− 1− 1
n
).
We consider J4. Since η
′(r) = n for all r ∈ I1 and 1− r−1 ≤ r − 1, we have
J4 = 4n
2
∫
I1
(1− r−1)dr ≤ 4n2
∫
I1
(r − 1)dr ≤ 2.
Therefore we have
J2 + J4 + J7 ≤ 16(
√
2− 1− 1
n
) + 2− 32
(
√
2)
(
√
2− 1− 1
n
)
= (16− 32
(
√
2)
)(
√
2− 1− 1
n
) + 2
(16− 32
(
√
2)
)(
√
2− 1) ≈ −2.7451.... If we take n sufficient large, we will have
J2 + J4 + J7 ≤ −0.7(3.11)
Finally, we prove J3 + J5 + J8 < 0.7. Since
J3 + J5 + J8
=e
2
√
2
3 [16
∫ ∞
√
2
e−
4
3 rdr + 4
∫ ∞
√
2
(
2
3
)2e−
4
3 r(1− r−1)dr − 32
∫ ∞
√
2
e−
4
3 rr−1dr]
=e
4
√
2
3 [16(
1
9
+ 1)
∫ ∞
√
2
e−
4
3 rdr − 16(1
9
+ 2)
∫ ∞
√
2
e−
4
3 rr−1dr]
∫∞√
2 e
− 43 rr−1dr ≈ 0.05734... and e 4
√
2
3 ≈ 6.5903.... Therefore we can compute
J3 + J5 + J8 ≤ 0.5694...(3.12)
By (3.10),(3.11) and (3.12). we have
J1 + J2 + ...+ J8 < −0.1.
This implies a(hˆ) < 0. 
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Proof. (of Theorem 3.5) Part a: By (2.1), we have a(h) ≥ −2‖h‖2 = −2 for all
h ∈ H1 ∩ {‖h‖2 = 1}. So we can find a minimizing sequence {h(z)}z∈N:
lim
n→∞
a(h(z)) = min
h∈H1∩{‖h‖2=1}
a(h).
By lemma 3.6, we can assume that a(h(z)) < 0 for all z. Recall that |Rijij | ≤
r−3g˙iig˙jj . We then have
0 > a(h(z)) ≥
∫
M
|∇h(z)|2 − r−3g˙kkg˙llh(z)kk h(z)ll
≥
∫
M
|∇h(z)|2 −
∫
M
r−3(|g˙kk g˙kkh(z)kk h(z)kk |2 + |g˙llg˙llh(z)ll h(z)ll |2)
≥
∫
M
|∇h(z)|2 − 2
∫
M
r−3|h(z)|2
That is
‖∇h(z)‖2 < 2‖h(z)‖H0 ,(3.13)
Here ‖h(z)‖H0 ≤ ‖h(z)‖2 = 1 for all z. By (3.13), we get ‖h(z)‖H1 < 3 so ‖h(z)‖H1
is bounded. Therefore there is a weak limit
h(z) ⇀ h
in H1 satisfying lim infz→∞ ‖h(z)‖H1 ≥ ‖h‖H1. Also, for any compact set Ω ⊂ M ,
the boundedness of ‖h(z)‖H1;Ω implies that there is a strongly convergent subse-
quence in L2(Ω). Combining with lemma 3.3, we have∫
MR
|h(z)|2 →
∫
MR
|h|2
and ∫
MR
Rklklh
(z)
kk h
(z)
ll →
∫
MR
Rklklhkkhll(3.14)
for all R > 1 as z tends to infinity. Also, we can easily get ‖h‖2 ≤ 1.
Now fix ε > 0, using the fact lim infz→∞ ‖h(z)‖H1 ≥ ‖h‖H1, we have∫
M
|∇h(z)|2 +
∫
M
r−2|h(z)|2 + ε ≥
∫
M
|∇h|2 +
∫
M
r−2|h|2
for all sufficient large z. Since ‖h‖2 ≤ ‖h(z)‖2 = 1, we can choose MR =M ∩ {r ≤
R} with R sufficient large such that ∫
M−MR r
−2|h(z)|2 ≤ R−2‖h(z)‖22 ≤ ε and∫
M−MR r
−2|h|2 ≤ R−2‖h‖22 ≤ ε for all i. So∫
M
|∇h(z)|2 +
∫
MR
r−2|h(z)|2 + 3ε ≥
∫
M
|∇h|2 +
∫
MR
r−2|h|2
This implies
lim inf
z→∞
∫
M
|∇h(z)|2 + 3ε ≥
∫
M
|∇h|2.
Because ε is arbitrary, lim infz→∞
∫
M
|∇h(z)|2 ≥ ∫
M
|∇h|2. By (3.14), we get
a(h) ≤ limz→∞ a(h(z)).
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Next, we will show that h is not zero. Here we use the Hardy type inequality
(3.8). We can assume that there exists ε > 0 such that
−ε > a(h(z)) ≥
∫
M
|∇h(z)|2 − 2
∫
M
r−3|h(z)|2
for all sufficient large z. By (3.8),∫
M
|∇h(z)|2 − 2
∫
M
r−3|h(z)|2 ≥
∫
M
r−2|h(z)|2 − 2
∫
M
r−3|h(z)|2
This implies that ∫
M
(2r−3 − r−2)|h(z)|2 ≥ ε
Consider the positive part of left hand side, i.e. {r ≤ 2} ∩M = S. We have
3
∫
S
|h(z)|2 ≥ ε
for large z. Taking limit we get ‖h‖2 > ε3 . Therefore if we set h¯ = h‖h‖2 , we will
have a(h¯) ≤ a(h) ≤ a(h(z)). To make our notation simple, we replace the notation
h¯ by h, which is the minimizer we found.
Part b: First of all, notice that we can write h = hijdx
i ⊗ dxj , with x0 = t,
x1 = r, x2 = θ, x3 = ϕ. According to our computations of the curvature in section
2, the negative term of a(h) is contributed only by the diagonal part of h (We have
only one coordinate chart, so diag(h) makes no confusion). Therefore we have
0 > a(h) ≥ a(diag(h));
‖h‖2 ≥ ‖diag(h)‖2.
So h is a minimizer iff h = diag(h). Next, we prove that hii, ∀i, are independent
of t. This is also easy to see. We prove this by contradiction. If not, we can choose
t0 ∈ [0, 4π] such that it minimizes
S(τ) =
∫
M∩{t=τ}
|∇h|2 − 2RαµβνhαβhµνrdrdΩ.
We define h∗ = h(t0). Because there h doesn’t change along the t direction, we
have |∇h∗| ≤ |∇h|. So
a(h∗) ≤ a(h).
”=” iff hii are independent of t.
Combining these two facts and h is radially symmetric, we prove part b. 
4. Short-Time Existence
4.1. Estimate of |h| and |∇h|. In the previous section, we prove that there is
h ∈ H1 such that ∆Lh = −λh and h is radially symmetric. Using the Sobolev
inequalities, we will prove that h ∈ C0, 12 (Ω) for any compact subset Ω ⊂M . Using
ideas introduced by Schauder, we will then prove further regularity property of h
locally (Since ∆Lh = −λh is a elliptic PDE and h ∈ C0, 12 (Ω), we have h ∈ C2, 12 (Ω).
Repeating this process, we will prove that h ∈ C∞(Ω)). Notice that, even though h
is obtained by taking a weak limit of a sequence of compactly supported 2-tensors,
it doesn’t indicate that |h| will vanish as r → 1 and r → ∞. We will show in this
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section that such is indeed the case.
Here we start with estimates of h. We generalize our arguments a little bit such
that we can apply these arguments in next section.
Definition 4.1. Let ‖k‖W 1,2 = ‖k‖2 + ‖∇k‖2 and ‖k‖W 2,2 = ‖k‖2 + ‖∇k‖2 +
‖∇∇k‖2 for all k ∈ C∞0 (Sym2(T ∗M)). Here we define
|∇∇k|2 = g˙αβ g˙γδg˙λµg˙νξ∇α∇γkλν∇β∇δkµξ
and ‖∇∇k‖2 = (
∫
M |∇∇k|2)
1
2 .
Proposition 4.2. Let k ∈ C∞0 (Sym2(T ∗M)) be a radially symmetric 2-tensor.
Suppose |k|, |∇k| and |∇∇k| are L2 functions. Then
|k| ≤ C‖k‖W 1,2 ,(4.1)
|∇k| ≤ C‖k‖W 2,2(4.2)
for some universal constant C (When we use the term ”universal constant”, it
means a constant that depends only on g0).
Proof. We use p-coordinate as we did in lemma 3.5 and use the divergence theorem.
We define Y = |k|(g˙11) 12 ∂1. Then if we set Mx =M ∩ {p < x}, x ≤ 12 we have∫
Mx
div(Y ) =
∫
∂Mx
iY V ol,(4.3)
where
div(Y ) = ∇1(Y 1) = (∇1|k|)(g˙11) 12 + |k|2∇1((g˙11) 12 ∂1)1
≤ 1
2
|k|− 12 〈∇1k, k〉(g˙11) 12 ≤ 1
2
|∇k|
So the left hand side of (4.3) is smaller than
1
2
∫
Mx
|∇k| ≤ 1
2
(
∫
Mx
|∇k|2) 12 (
∫
Mx
1)
1
2 ≤ C‖∇k‖2x.
Now consider the right hand side, we have
|
∫
∂Mx
iY V ol| = |
∫
{p=0}
|k| p
(1− p2)2 dtdΩ−
∫
{p=x}
|k| p
(1− p2)2 dtdΩ|
= 4πω2
x
(1− x2)2 |k|(x) ≥ C4πω2x|k|(x)
where w2 is the area of S
2. So (4.1) is valid when p ≤ 12 .
When p ≥ 12 , we consider Y = |k|2g˙11∂1 andMx =M ∩{p > x}. Use the similar
argument, we have ∫
Mx
div(Y ) ≤
∫
Mx
|∇k|2 + |k|2.
Here we claim that lim infp→1
|k|2
(1−p2)2 = 0. If not, we will have |k|2 ≥ c(1− p2)2
for some positive c. That means
∫
M
|k|2 = ∫
M
(1− p2)2 =∞, which is a contradic-
tion.
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Therefore we have ∫
∂Mx
iY V ol = −C |k|
2
(1− x2)2 .
So we get (4.1). 
To prove the second inequality, We use the similar argument as about by replac-
ing k by ∇k.
Remark 4.3. Using the p-coordinate, since g˙00 = p
2, we have h′′00 is bounded near
p = 0. (That is, near r = 1.)
We can apply this proposition to our h.
Corollary 4.4. Let h be the eigenvector provided by theorem 3.5. Then there exist
C1, C2(λ), C3(λ) > 0 such that
|h| ≤ C1,(4.4)
|∇h| ≤ C2,(4.5)
|∇∇h|, |∇(3)h| ≤ C3.(4.6)
where C2, C3 depends on λ and C1 is universal.
Proof. We apply proposition 4.2. Notice that ‖h‖2 = 1 and ‖∇h‖2 ≤ 1, so
we get the first inequality. Moreover, since equation (3.3) tell us that |∇∇h|
can be controlled by |h| (Here we use the fact that h is radially symmetric), so
‖∇∇h‖2 ≤ C2(λ). We can get the second inequality.
Since h is radially symmetric, |∇∇h| can be controlled by (∆Lh). Similarly,
|∇(3)h| can be controlled by ∇(∆Lh). Now apply (4.4) and (4.5) in equation
(∆Lh) = −λh and ∇(∆Lh) = −λ∇h. We get (4.6). 
4.2. Vanishing of h at infinity. We can improve our estimate near p = 0 and p =
1. First of all, because h is radially symmetric, the equation ∇(l)(∆Lh) = −λ∇(l)h
tells us that |∇(l+2)h| is L2 bounded if |∇(l)h| is L2 bounded. So by induction,
we have |∇(l)h| is L2 bounded for all l which implies ‖k‖W l+1,2 ≤ Cl,λ for some
constant Cl,λ depending on l and λ. Notice that, if we replace Y by |∇(l)h|(g˙11) 12 ∂1
in equation (4.3) and follow the argument of proposition 4.2, we will get
|∇(l)k| ≤ C‖k‖W l+1,2 .
Now, because ‖k‖W l+1,2 ≤ Cl,λ, corollary 4.3 can be generalized such that
|∇(l)h| ≤ Cl,λ
for some constant Cl,λ depending on l and λ.
Proposition 4.5. Let h be the eigenvector provided by theorem 3.5, we have
|∇(l)h|(p) ≤ Cl,λp.(4.7)
for p ≤ 12 and a constant Cl,λ depending only on l and λ. Therefore, |∇(l)h| → 0
as p→ 0.
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Proof. We use equation (4.3) in proposition 4.2 again. Since
|∇h|(p) ≤ C‖h‖W 2,2 ,
we have
1
2
∫
Mx
|∇h| ≤ 1
2
‖h‖W 2,2
∫
Mx
1 ≤ C‖h‖W 2,2p2
by taking x = (1 − p2)−1 for p < 12 . This gives us the estimate on the left hand
side of (4.3).
Since we already know that the right hand side of (4.3) can be expressed as
p( 11−p2 )|h|(p), we have
|h|(p) ≤ C‖h‖W 2,2p.
To get the estimate of |∇(l)h| for l > 1, we replace Y by |∇(l)h|(g˙11) 12 ∂1 in (4.3)
and follow the the same argument. Then we can get this result. 
We finish this subsection by giving a similar estimate of |h| near p = 1.
Proposition 4.6. Let h be the eigenvector provided by theorem 3.5, we have
|∇(l)h|(p) ≤ Cl,λ(1 − p2)
for p ≥ 12 and a constant Cl,λ depending only on l and λ. Therefore we have
|∇(l)h| → 0 as p→ 1.
Proof. We can prove this estimate by using the argument of proposition 4.2. Recall
that: when x ≥ 12 , we use divergence theorem by taking Y = |k|2g˙11∂1 and Mx =
M ∩ {p > x}. We will have
|k|2
(1− x2)2 ≤ |
∫
Mx
div(Y )| ≤
∫
Mx
|∇k|2 + |k|2.
So we have |k|(p) ≤ C‖k‖W 1,2(1− p2).
For l > 1, we replace Y by |∇(l)k|2g˙11∂1 and follow the the same argument. 
4.3. Short-time existence. Now we can prove the short-time existence theorem.
Our proof is based on work of Shi [1]. Here we quote two theorems given by Shi.
Theorem 4.7. Let (Mn, g¯) be a complete noncompact manifold with |Rm(g¯)| ≤
k0 <∞, then there exists a constant T (n, k0) > 0 such that the Ricci flow equation
∂
∂t
gij(x, t) = −2Rij(x, t) x ∈M ;
gij(x, 0) = g¯(x) x ∈M
has a smooth solution on 0 ≤ t ≤ T (n, k0).
We have a similar result for Ricci-de Turck flows which is also given by Shi [1].
Theorem 4.8. Let (Mn, g¯) be a complete noncompact manifold with |Rm(g¯)| ≤
k0 <∞, then there exists a constant T (n, k0) > 0 such that the Ricci-de Turck flow
equation
∂
∂t
gij(x, t) = −2Rij(x, t) +∇iVj +∇jVi x ∈M ;
gij(x, 0) = g¯(x) x ∈M
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where Vi = gikg
pl(Γkpl − Γ¯kpl), has a smooth solution on 0 ≤ t ≤ T (n, k0).
Using this result, we get
Theorem 4.9. Let (M, g0) be the Euclidean Schwarzschild metric, h be the eigen-
vector (2-tensor) obtained from theorem 3.5 and ε > 0. The Ricci-de Turck equation
∂
∂t
gij = −2Rij +∇iV (ε)j +∇jV (ε)i
g(x, 0) = (g0 + εh)
where V
(ε)
i = gikg
pl(Γkpl − Γk(ε)pl ), has a solution for short-time when ε is small
enough.
Proof. Since we have the boundedness of |∇(m)h| for m = 0, 1, 2, 3 by corollary 4.4,
we can prove this theorem by applying Shi’s result directly. 
Remark 4.10. We can prove that g is diagonal and radially symmetric by following
Shi’s argument carefully. In [1], Shi proves the existence of solutions by solving
the Dirichlet problems on each Di ⊂M , i ∈ N, where Di are compact subsets and
∪Di =M . We use p-coordinate in our case, we choose a sequences such that si ↑ 1
as i→ ∞. Now if we define Di = M ∩ {p ≤ si}, g will be a limit of a sequence of
2-tensors gi with each gi satisfies Ricci-de Turck equation on Di and |gi− (g0+εh)|
vanished on the boundary of Di. Since the initial metric is diagonal and radially
symmetric and Di are radially symmetric, we have gi are diagonal and radially
symmetric. This implies g is diagonal and radially symmetric.
Remark 4.11. By choosingDi as above, since g is the limit of a sequence {gi} where
|gi − (g0 + εh)| vanished on the boundary of Di, we can prove that our solution g
actually satisfies |g − (g0 + εh)| → 0 as r → 1. In the next section, we will prove
that |g − (g0 + εh)| → 0 as r →∞ by using the comparison theorem.
Remark 4.12. If we compute the curvature Rijij(g0 + εh) directly, we will have
|Rijij(g0 + εh)−Rijij(g0)| ≤ Cε.
We have the following proposition:
Proposition 4.13. Let k ∈ C∞0 (Sym2(T ∗M)) be a radially symmetric 2-tensor
which satisfies
|∇(m)k| ≤ ε for m = 0, 1, 2, 3;(4.8)
for some ε > 0. Then there is universal constants C > 0 and N > 0 such that
|Rijij(g0 + k)−Rijij(g0)| ≤ Cε
provided ε < N .
5. Long-Time Existence:
To prove the long-time existence, first we notice that if the initial curvature
|Rm(g¯)| ≤ k0, then there is a Ricci-de Turck flow g defined on M × [0, T ] where
T depends only on k0. Now we check whether |Rm(g(T ))| ≤ k0 or not. If
|Rm(T )| ≤ k0, we will prove that g can be extended to 2T . Then we check the
validity of |Rm(g(2T ))| ≤ k0. If |Rm(g(2T ))| ≤ k0, we will prove that g can be
extended to 3T . Continue this process, we can prove that the time interval can be
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extended to be large as desired if we have some control of |Rm(g)|(t).
We start with several definitions.
5.1. Estimate cones: In this subsection, we define a special set called the estimate
cone. We can see in the following sections that the Ricci-de Turck flow with initial
value in an estimate cone will stay in it. Moreover, the structure of this cone will
help us to find a convergent subsequence of Ricci-de Turck flows in the next section.
Definition 5.1. Let E be a Banach space and h ∈ E. A cone along h with opening
M is the set
Ch,M = {ϕ ∈ E| inf
δ∈R+∪{0}
‖ϕ− δh‖
δ
≤M}
We also denote the translation of this cone Ch,M (f) = Ch,M + f and call h the axis
of this cone.
Now we define E. Let k ∈ C∞0 (Sym2T ∗M) such that k is radially symmetric
and diagonal. We consider the estimate cone under the following norm:
‖k‖W 1,2 = ‖k‖2 + ‖∇k‖2
Then we define our function space as
Definition 5.2. We define H = closure of {k ∈ C∞0 (Sym2(T ∗M))|‖k‖W 1,2 <
∞ and k is symmetric and diagonal}
Also, we change our time variable.
Definition 5.3. We define δ(t) to be e−λt for all t ∈ R.
Now we set our axis h to be the eigenvector which is given by theorem 3.5 and
change our time variable by δ = e−λt. We are interested in those ϕ ∈ Ch,M (g0).
5.2. Shi’s estimates. Based on theorem 2.5 in Shi’s paper and his argument, we
have the following theorems.
Theorem 5.4. Suppose the conditions of theorem 4.8 are fulfilled. Then for any
ρ > 0, there is a T (ρ, n, k0) > 0 such that
|g(x, t)− g¯(x)| ≤ ρ
for x ∈M , 0 ≤ t ≤ T (ρ, n, k0).
Shi also gave a proof of the derivative estimates. See [1].
Theorem 5.5. Let g be the solution of equation in theorem 4.9. and |Rm(g¯)| ≤ k0.
Then there is a T (n, k0) > 0 depends only on n and k0 such that
sup
(x,t)∈M×[0,T (n,k0)]
|∇¯g| ≤ c(n, k0),
and
sup
(x,t)∈M×[0,T (n,k0)]
| ∂
∂t
g| ≤ c(n, k0),
where c(n, k0) depends only on n and k0.
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5.3. Evolution equations. Let C1 be the constant given in corollary 4.4 and
ρ = min{ 14 , 18C1 }. We fix a ε <
ρ
−λ where λ is the eigenvalue given by theorem 3.5.
Let g be the solution of the Ricci-de Turck equation which is given by theorem 4.9
and then shift our time by replacing t by t0 + t. So we have g is a Ricci-de Turck
flow defined on M × [t0, t0 + T ].
We start with the Ricci-de Turck equation. First of all, the Ricci-de Turck
equation is given by
∂
∂t
gij = −2Rij +∇iVj +∇jVi
= gαβ∇¯α∇¯βgij − gαβgipg¯pqR¯jαqβ − gαβgjpg¯pqR¯iαqβ
+
1
2
gαβgpq(∇¯igpα∇¯jgqβ + 2∇¯αgjp∇¯qgiβ − 2∇¯αgjp∇¯βgiq
− 2∇¯jgpα∇¯βgiq − 2∇¯igpα∇¯βgjp)
with initial data g¯ = g0 + εh. Here we use ∇, ∇¯ and ∇˙ to denote the covariant
derivatives with respect to gij , g¯ij and (g0)ij . Since the metric gij is diagonal, we
have
1
2
gαβgpq(∇¯igpα∇¯jgqβ + 2∇¯αgjp∇¯qgiβ − 2∇¯αgjp∇¯βgiq
− 2∇¯jgpα∇¯βgiq − 2∇¯igpα∇¯βgjp)
is equal to 0 if i = j 6= 1 and is equal to 12gkkgkk(∇¯1gkk∇¯1gkk) when i = j = 1.
Now we set v(x, t) = g(x, t)− g¯(x) and w(x, t) = v(x, t)− (δ(t)− ε)h(x), where h
is the eigenvector provided in theorem 3.5. We want to derive a evolution equation
for w.
First, we consider the equation for v. Since ∇¯g¯ ≡ 0, we have
∂
∂t
vii = g
αα∇¯α∇¯αvii +Aii(5.1)
where Aii can be writen as
Aii = −2gααgiig¯iiR¯iαiα
if i 6= 1 and
A11 = −2gααg11g¯11R¯1α1α + 1
2
gkkgkk(∇¯1vkk∇¯1vkk)
if i = 1.
For (δ(t) − ε)h, we have
∂
∂t
(δ(t) − ε))hkk = −λδ(t)hkk = (δ(t)− ε)(∆Lh)kk − λεhkk
= g˙αβ∇˙α∇˙β(δ(t)− ε)h+ 2(δ(t)− ε)R˙i ik khii − λεhkk.
Therefore, we get
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∂
∂t
wkk = g
αα∇¯α∇¯αwkk + (gαα∇¯α∇¯α − g˙αα∇˙α∇˙α)(δ(t) − ε)hkk(5.2)
+ (Akk − 2(δ(t)− ε)R˙i ik khii) + λεhkk.
5.4. Vanishing of |g − g˙| at infinity. In this subsection, we prove that |v| =
|g − g¯| → 0 as r→∞. We start with equation (5.1).
∂
∂t
vii = g
αα∇¯α∇¯αvii +Aii.
Using the facts that |Rm(g˙)| ≤ Cr−3 and proposition 4.6, we have |Rm(g¯)| → 0
as r →∞. Now, by Theorem 5.4, we have |v|, |∇¯v| are bounded. Therefore, v is a
solution of the following parabolic equation
P (v) =
∂
∂t
vii − gαα∇¯α∇¯αvii − 1
2
δi1g
kkgkk∇¯1vkk∇¯1vkk
+ 2gααgiig¯
iiR¯iαiα = 0
We denote
L′(v) = gαα∇¯α∇¯αvii + 1
2
δi1g
kkgkk∇¯1vkk∇¯1vkk
and 2gααgiig¯
iiR¯iαiα = F .
So we can compute directly and get the evolution equation for |v|2 = g¯ij g¯klvikvjl:
∂
∂t
|v|2 = 2〈 ∂
∂t
v, v〉 = 2〈L′(v), v〉
= 2〈gαα∇¯α∇¯αv, v〉+ (g¯11)2gkkgkk∇¯1vkk∇¯1vkkv11 + 〈F, v〉
We notice that
2〈gαα∇¯α∇¯αv, v〉 = gαα∇¯α∇¯α|v|2 − 2gαα〈∇¯αv, ∇¯αv〉.
So by theorem 5.3, we can choose T0 > 0 depending only on |Rm(g˙)| such that
(g¯11)2gkkgkk∇¯1vkk∇¯1vkkv11 − 2gαα〈∇¯αv, ∇¯αv〉 ≤ 0
for all t ∈ [t0, t0 + T0]. Therefore we have
∂
∂t
|v|2 ≤ L(|v|2) + 〈F, v〉
for L = gαα∂α∂α.
Because v is radially symmetric (by remark 4.10), |v| depends only on r. We can
change the variables by taking
s =


(1 − r−1) 12 for r ≤ 2
r for r ≥ 3
a smooth increasing function for r ∈ (2, 3).
(5.3)
Then L is uniformly parabolic parabolic by using this coordinate and |v|2 is a func-
tion defined on (s, t) ∈ (0,∞)× [t0, t0 + T0].
Since we want to the use comparison theorem, we should quote the following
maximum principle first. The proof of this lemma follows the idea of theorem 6 in
section 2.3 of [6].
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Lemma 5.6. Suppose u ∈ C2(U × [0, T ]) with an unbounded U ⊂ Rn is a solution
of the following parabolic equation
∂
∂t
u ≤ aij(x, t) ∂
2
∂xi∂xj
u in U × [0, T ];
u(x, 0) ≥ 0 on (∂U × [0, T ]) ∪ (U × {0})
where aij are smooth, bounded functions defined on U× [0, T ] and (aij) is uniformly
elliptic, say Λ−1|ξ|2 ≤ aijξiξj ≤ Λ|ξ|2 for all ξ ∈ Rn. Moreover, if u satisfies
|u| ≤ Aea|x|2
for some constants A, a. Then we have
max
U×[0,T ]
u = max
(∂U×[0,T ])∪(U×{0})
u
Proof. First of all, we assume
4aT < Λ−1.
So there exists ε > 0 such that
4(a+ ε)(T + ε) < λ
The function
ϕ(x, t) = µ(T + ε− t)−n2 e Λ
−1|x|2
4(T+ε−t)
satisfies
∂
∂t
ϕ− aij(x, t) ∂
2
∂xi∂xj
ϕ
=(
n
2
+
Λ−1|x|2
4(T − t) − a
ijxixj
Λ−2
4(T + ε− t) −
∑
i
aii
Λ−1
2
)µ(T + ε− t)−n2+1e− Λ
−1|x|2
4(T+ε−t)
≥0
for all µ ≥ 0.
Now, let ν = u− ϕ. We have
∂
∂t
ν − aij(x, t) ∂
2
∂xi∂xj
ν ≤ 0.
for all (x, t) ∈ U × [0, T ]. We also have
max
U×{0}
ν ≤ max
U×{0}
u.
Finally, let Ur = Br(0) ∩ U . We have for all x, |x| = r
ν(x, t) ≤ u(x, t)− µ(T + ε− t)−n2 eΛ
−1|x|2
4(T+ε)
≤ Aea|x2| − µε−n2 e(a+ε)|x|2
≤ 0
for r large enough and all t ∈ [0, T ]. Therefore by the maximum principle on
bounded domain [11], we have
max
Ur×[0,T ]
ν = max
(∂Ur×[0,T ])∪(Ur×{0})
u.
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for all r large. This implies
max
U×[0,T ]
ν = max
(∂U×[0,T ])∪(U×{0})
u.
by taking r →∞ and µ→ 0.
If it is not the case that 4aT < Λ−1, we can apply the result above on [0, T1],
[T1, 2T1],... such that T1 ≤ Λ−18a . 
Now we can prove our proposition
Proposition 5.7. |v| → 0 as r →∞ on t ∈ [t0, t0 + T0]
Proof. We change our coordinate by taking
s =


(1 − r−1) 12 for r ≤ 2
r for r ≥ 3
a smooth increasing function for r ∈ (2, 3).
So we can write
L(u) = g11(x, t)∂s∂su.
Using the parametric method [11], we can find the fundamental solution of L,
say Φ(s, ξ, t, τ). Define
W (s, t) = Φ ∗ |〈F, v〉| =
∫ t0+t
t0
∫ ∞
0
Φ(s, ξ, t, τ)|〈F, v〉(ξ, τ)|.
So we have W ≥ 0 on (∂U × [t0, t0 + T0]) ∪ (U × {t0}) and
∂
∂t
W = L(W ) + |〈F, v〉|.
Since |v|2 = 0 on (∂U × [t0, t0 + T ]) ∪ (U × {t0}) and
∂
∂t
|v|2 = L(|v|2) + 〈F, v〉,
we have
∂
∂t
(W − |v|2)− L(W − |v|2) ≥ 0
and (W − |v|2) ≥ 0. Therefore by lemma 5.6, we have |v|2 ≤W .
Because |〈F, v〉| is bounded and |〈F, v〉| ≤ Cs−3 as s→∞ (recall that |Rm(g˙)| ≤
Cr−3), by the definition of W and the estimates of fundamental solutions [11]
|Φ(s, ξ, t, τ)| ≤ C(t− τ)− 12 e−c|s−ξ|
2
t−τ ,
we can get W ≤ Cs−3. So |v|2 ≤ Cs−3 which implies |v| → 0 as r → ∞ on
t ∈ [t0, t0 + T0]. 
Remark 5.8. We notice that
F = 2gααgiig¯
iiR¯iαiα = 2(g
αα − g¯αα)giig¯iiR¯iαiα + 2giig¯iiR¯ii
= 2gααg¯ααvααgiig¯
iiR¯iαiα + 2giig¯
iiR¯ii.
Now we fix a t ∈ [0, T0]. By proposition 4.6, for any l ∈ N, there exists a
constant Cl > 0 such that |R¯ii| ≤ Cls−l. Since we have |v| ≤ Cs− 32 , so we have
|〈F, v〉| ≤ Cs−6. This implies W ≤ Cs−6, which means |v| ≤ Cs−3. Therefore, we
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can prove inductively that for any l ∈ N, there exists a constant Cl > 0 such that
|v| ≤ Cls−l. Now we use p-coordinate, we will have |v|(p) ≤ Cl(1−p)l for all l ∈ N.
In fact, we can prove the following lemma:
Lemma 5.9. Let v be a solution of equation (5.1) and T0 be the constant given by
proposition 5.7. Then for any t ∈ [t0, t0 + T0] fixed, we have
(|∇¯(l)v|√g¯)(p, t)→ 0(5.4)
as p→ 1 for all l ∈ N.
For the proof of this lemma, see appendix.
5.5. Energy estimate and improved regularity: We want to achieve two goals
in this subsection. First, we shall prove that the Ricci-de Turck flow will stay in a
estimate cone. Second, we want to show that the deviation of the Ricci-de Turck
flow from initial data g¯ will satisfy (4.8). All these facts rely on the energy estimate
of parabolic PDEs.
We use | · |0, | · |ε, and | · | to denote the norms of tenser w.r.t g˙, g¯ and g. Also
we define ‖w‖(0) = (∫
M
|w|20dV ol(0))
1
2 and ‖w‖(ε)2 = (
∫
M
|w|2εdV ol(ε))
1
2 .
Moreover, we introduce several norms for matrix valued functions on the M ×
[t0, t0 + T ].
Definition 5.10. Suppose that (x, t) 7→ k = k(x, t) defines a section over M ×
[t0, t0 + T ] of the bundle Sym
2(T ∗M). We define
‖k‖(0)L2([t0,t0+T ];L2(M)) = (
∫ t0+T
t0
∫
M
|k|20(t)dt)
1
2 ;
‖k‖(0)L∞([t0,t0+T ];L2(M)) = sup
s∈[t0,t0+T ]
(
∫
M
|k|20(s))
1
2
and
‖k‖(0)
Hj([t0,t0+T ];Hk(M))
=
∑
p≤j;q≤k
(
∫ t0+T
t0
∫
M
|(∂t)p∇˙(q)k|20(t)dt)
1
2 .
We can define the corresponding ε-version of these norms by replacing g˙-norm by
g¯-norm and ∇˙ by ∇¯.
Finally, we define the following notations.
Definition 5.11. Suppose that (x, t) 7→ A = A(x, t) defines a section over M ×
[s, s′] of the bundle Sym2(T ∗M) for some closed interval [s, s′] ∈ (−∞, 0] and n ∈ N.
We denote A = O(δn) iff |A|(t) ≤ Cδn(t) for some universal constant C and all
t ∈ [s, s′].
Now we can prove the following theorem.
Theorem 5.12. There are universal constants T¯ > 0, C0 > 0 and ι > 0 such that
if we fix ε ≤ ι and T ≤ T¯ , then
‖w‖(0)2 (t), ‖∇¯w‖(0)2 (t) ≤ C0T
1
2 (ε+ εδ(t) + δ(t)2 + ε2)
for all t ∈ [t0, t0 + T ].
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Proof. First, by remark 4.12, we can choose ι small such that |Rm(g¯)|ε ≤ 2|Rm(g0)|
for all ε ≤ ι. Now take ρ = min{ 14 , 18C1 } and k0 = 3|Rm(g0)| in theorem 5.4, we
will have T1(ρ, k0) such that
|g(x, t)− g¯|ε ≤ ρ
for all t ∈ [t0, t0+T1]. Here we do some estimates of |g− g¯|ε and |g− g˙|0, which can
help us understand the different between norms | · |, | · |0 and | · |ε. We first notice
that our solution g is defined on a small interval [t0, t0+T1] such that |g− g¯|ε ≤ 14 .
Secondly, recall that we have estimate (4.4) and ρ ≤ 18C1 . Combining all these
estimates, we have |g˙ − g|0 ≤ 12 . Therefore, all these norms are equivalent.
By theorem 5.5, there exists T2(k0) such that supM×[t0,t0+T2(k0)] |∇¯g| ≤ C(k0)
and supM×[t0,t0+T2(k0)] |∂tg| ≤ C(k0). We can also find a T3(k0) which is given by
theorem 4.9. which is the length of the time interval of the existence.
Finally, we take T0 as the one in proposition 5.7. We set T¯ = min{T0, T1, T2, T3}.
Now we fix a T ≤ T¯ .
Equation (5.2) tells us that
∂
∂t
wkk = g
αα∇¯α∇¯αwkk + (gαα∇¯α∇¯α − g˙11∇˙1∇˙1)(δ(t)− ε)hkk
+ (Akk − 2(δ(t)− ε)R˙i ik khii)− λεhkk
for k = 0, 1, 2, 3. If we set Bkk = (g
αα∇¯α∇¯α − g˙αα∇˙α∇˙α)δh and Ckk = (Akk −
2(δ(t)− ε)R˙i ik khii), we can write this equation as
∂
∂t
wkk = g
αα∇¯α∇¯αwkk +Bkk + Ckk − λεhkk.(5.5)
We will estimate each term of equation (5.5) in the following paragraphs.
Here we start with proving ‖Bkk‖(ε)2 ≤ C(εδ(t) + ε2). Since we have
gαα∇¯α∇¯α(δ(t) − ε)hkk = gαα∂α(∇¯α(δ(t)− ε)hkk)− gααΓ¯γαα(∇¯γ(δ(t)− ε)hkk)
− 2gααΓ¯kαk(∇¯1(δ(t)− ε)hkk)
and
g˙αα∇˙α∇˙α((δ(t)− ε)h)kk = g˙αα∂α(∇˙α(δ(t)− ε)hkk)− g˙ααΓ˙γαα(∇˙γ(δ(t)− ε)hkk)
− 2g˙ααΓ˙kαk(∇˙α(δ(t) − ε)hkk),
the Bkk can be expressed as
(gαα∇¯α∇¯α − g˙αα∇˙α∇˙α)(δ(t) − ε)h(x)kk
= (g˙αα − gαα)∂α(∇˙α((δ(t) − ε)h)kk)− gαα∂α(∇¯α − ∇˙α)((δ(t) − ε)h)kk
−(g˙αα − gαα)Γ˙γαα(∇˙γ((δ(t) − ε)h)kk)−gαα(Γ¯γαα − Γ˙γαα)(∇˙γ(δ(t)− ε)h)kk
−2(g˙αα − gαα)Γ˙kαk(∇˙α((δ(t)− ε)h)kk)− 2gαα(Γ¯kαk − Γ˙kαk)(∇˙α(δ(t)− ε)h)kk
+ gααΓ¯γαα(∇¯γ∇˙γ)(δ(t) − ε)hkk
+ 2gααΓ¯kαk(∇¯α∇˙1)(δ(t) − ε)hkk
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= (g˙αα − gαα)∇˙1∇˙1((δ(t)− ε)h)kk + gαα∇¯α(∇˙α − ∇¯α)((δ(t) − ε)h)kk
− gαα(Γ¯γαα − Γ˙γαα)(∇¯γ(δ(t)− ε)h)kk − 2gαα(Γ¯kαk − Γ˙kαk)(∇¯α(δ(t)− ε)h)kk
Therefore we prove
|Bkk|ε ≤ C(εδ(t) + ε2)(|h|ε + |∇h|ε)
by using inequalities (4.4), (4.5) and (4.6). We get our estimate after integration.
Next, we estimate Ckk = (Akk − 2(δ(t) − ε)R˙i ik khii). First, we consider Akk.
When k 6= 1, we have
(5.6)
Akk = −2giigkkg¯kkR¯ikik
= 2(g¯ii − gii)gkkg¯kkR¯ikik − 2gkkg¯kkR¯kk
= 2giig¯ii(wii + δ(t)hii − εhii)gkk g¯kkR¯ikik − 2gkkg¯kkR¯kk
= 2giig¯ii(wii + δ(t)hii − εhii)(wkk + δ(t)hkk − εhkk)g¯kkR¯ikik
+ 2giig¯ii(wii + δ(t)hii − εhii)R¯ikik − 2gkkg¯kkR¯kk.
Here we have
2giig¯ii(wii + δ(t)hii − εhii)(wkk + δ(t)hkk − εhkk)g¯kkR¯ikik ]
=
∑
i
(biiwiiwkk + c
ii
kkwii) + (dδ
2(t) + eεδ(t) + fε2)kk
for some b bounded, c = O(δ) and d, e, f in L∞([t0, T0 + T ];L2(M)). So we have
Ckk =
∑
i
(biiwiiwkk + c
ii
kkwii) + (dδ
2(t) + eεδ(t) + fε2)kk
+ 2giig¯ii(wii + δ(t)hii − εhii)R¯ikik − 2(δ(t)− ε)R˙i ik khii − 2gkkg¯kkR¯kk.
Therefore, we have to estimate the following terms:
2giig¯ii(wii + δ(t)hii − εhii)R¯ikik − 2R˙i ik k(δ(t) − ε)hii − 2gkkg¯kkR¯kk.
First of all, we have giig¯iiwiiR¯ikik = R¯
i i
k kwii + c
ii
kkwii for some c = O(δ). Sec-
ondly, since we have
2giig¯iiR¯ikik(δ(t)− ε)hii − 2R˙i ik k(δ(t) − ε)hii
=2(giiR¯ iik k(δ(t)− ε)hii − g˙iiR˙ iik k(δ(t)− ε)hii)
=2(giiR˙ iik k(δ(t)− ε)hii − g˙iiR˙ iik k(δ(t)− ε)hii) + 2gii(R¯ iik k − R˙ iik k)(δ(t)− ε)hii
=2(gii − g˙ii)R˙ iik k(δ(t) − ε)hii + 2gii(R¯ iik k − R˙ iik k)(δ(t) − ε)hii
=2giig˙ii(wii + (δ(t)− ε)hii)R˙ iik k(δ(t)− ε)hii + 2gii(R¯ iik k − R˙ iik k)(δ(t) − ε)hii
and |R¯ iik k − R˙ iik k| ≤ Cε, we have
2giig¯ii(wii+δ(t)hii−εhii)R¯ikik−2R˙i ik k(δ(t)−ε)hii =
∑
i
cii kkwii+(dδ
2(t)+eεδ(t)+fε2)kk
for some c = O(δ) and d, e, f in L∞([t0, t0 + T ];L2(M)). Finally we consider the
term 2gkkg¯
kkR¯kk. Since R˙kk = 0 (Ricci flat), we have |R¯kk| ≤ |R¯kk − R˙kk| ≤ ε. So
we can easily get the estimate of this term:
2gkkg¯
kkR¯kk = cwkk + εf¯kk.
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for some c = O(δ) and f¯ ∈ L∞([t0, T0 + T ];L2(M)). Therefore we can write Ckk
as following
Ckk = 2R¯
i i
k kwii +
∑
i
(biiwiiwkk + c
ii
kkwii) + (dδ
2(t) + eεδ(t) + fε2 + f¯ε)kk
for some b bounded, c = O(δ) and d, e, f , f¯ in L∞([t0, t0 + T ];L2(M)).
For k = 1, we will have an extra term
1
2
gllgll((∇¯1wll + ∇¯1δhll)(∇¯1wll + ∇¯1δhll))
which can be expressed as∑
l
((b¯ll∇¯1wll)2 + c¯ll 1∇¯1wll) + (dδ2(t))11
with b¯ bounded, c¯ = O(δ) and d in L∞([t0, t0+T ];L2(M)). We finish the estimate
of Ckk here.
Finally, λεhkk is bounded by (εf¯)kk for some f¯ ∈ L∞([t0, t0 + T ];L2(M)).
We can summarize that w = (wkk)k=0,1,2,3 will satisfy a system of parabolic
equations
∂
∂t
w = E(w) + F ;(5.7)
with w = 0 on M ×{t0} and ∂M × [t0, t0+T ], where F = dδ2(t)+eεδ(t)+fε2+ f¯ ε
and
E(wkk) = g
αα∇¯α∇¯αwkk + 2R¯i ik kwii
+ δk1((b¯
ll∇¯1wll)2 + c¯ll 1∇¯1wll) +
∑
i
biiwiiwkk + c
ii
kkwii
(δk1 is the Kronecker’s delta).
Because T ≤ min{T1, T2}, this implies wkk, ∇¯wkk are bounded. So w can be
regarded as a solution of linear equations
∂
∂t
v = Lv + F(5.8)
where
Lvk = g
αα∇¯α∇¯αvk+δk1((b¯ll)2∇¯1wll∇¯1vl+c¯ll 1∇¯1vl)+
∑
i
(biiwii)vk+c
ii
kkvi+2R¯
i i
k kvi
and ‖F‖(ε)2 ≤ C(ε+ εδ(t) + δ(t)2 + ε2). Therefore, by lemma 5.9, we can apply the
energy estimate of linear parabolic equation from [6] on M . We will have
(‖w‖(ε)2 + ‖∇¯w‖(ε)2 )(t) + ‖∂tw‖(ε)L2([t0,t0+T ];L2(M))
≤ C0(‖F‖(ε)L2([t0,t0+T ];L2(M)) + ‖w‖
(ε)
H1(M)(t0))
≤ C0T 12 (ε+ εδ(t0 + T ) + δ(t0 + T )2 + ε2)
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for all t ∈ [t0, t0 + T ]. So
(‖w‖(ε)2 + ‖∇¯w‖(ε)2 )(t) ≤ C0T
1
2 e−λT (ε+ εδ(t0) + δ(t0)2 + ε2)
≤ C0T 12 e−λT¯ (ε+ εδ(t) + δ(t)2 + ε2).
for all t ∈ [t0, t0+T ]. Because ‖ · ‖(0) and ‖ · ‖(ε) are equivalent, we have completed
the proof. 
Remark 5.13. Here we notice that εf¯kk = 2R¯kk − λεhkk = ( ∂∂δRkk(g˙ + δh)|δ=0 −
λhkk)ε
2 +O(ε2). In section 3, we already know that
∂
∂δ
Rkk(g˙ + δh)|δ=0 = −(∆Lh)kk −∇k∇kH − 2∇k(ζh)k
for all k. However, since g˙ and h are radially symmetric and diagonal, we have
∇k∇kH + 2∇k(ζh)k = 0 for all k 6= 1. This means that εf¯kk = O(ε2) for k 6= 1.
We have the following corollary immediately.
Corollary 5.14. There are universal constants T¯ > 0, C0 > 0 and ι such that if
we fix ε ≤ ι and T ≤ T¯ , then
‖w‖(0)2 (t), ‖∇¯w‖(0)2 (t) ≤ C0T
1
2 δ(t)
for ε is small enough and all t ∈ [t0, t0 + T ].
We can improve the regularity and get the following estimate.
Theorem 5.15. Let w be defined as above. We have
|w|0(t), |∇¯w|0(t), |∇¯∇¯w|0(t) and |∇¯(3)w|0(t) ≤ Cδ(t)(5.9)
for all x ∈M , t ∈ [t0, t0 + T ], T ≤ T¯ and a universal constant C.
Proof. Because ‖·‖(0) and ‖·‖(ε) are equivalent, we can just prove these inequalities
using the ε-norm. To get the improved regularity, we notice that |h|, |∇h| ∈
L2(M) ∩ L∞(M). The energy estimate tells us that
‖wt‖(ε)L2([t0,t0+T ];L2(M)) ≤ C0(ε+ εδ(t0 + T ) + δ(t0 + T )2 + ε2)(5.10)
which implies ∂td, ∂te, ∂tf and ∂tf¯ are in L
2([t0, t0 + T ];M). Therefore we have
F ∈ H1([t0, t0 + T ];L2(M)). To get the improved regularity, we consider the
equation for wt by differentiate equation (5.5) with respect to t on the both sides.
We will have a parabolic equation of the form
∂
∂t
wt = L
′(wt) +K + Ft(5.11)
where |K|ε ≤ O(δ)(|∇¯∇¯w|ε+ |∇¯w|ε+ |w|ε). By lemma 5.9, we can apply the energy
estimate
(‖wt‖(ε)2 + ‖∇¯wt‖(ε)2 )(t) ≤ C0(‖K + Ft‖(ε)L1([t0,t0+T ];L2(M)) + ‖w‖
(ε)
H3(M)(t0))
which implies that wt and ∇¯wt are also in L2(M). By equation (5.5) and proposi-
tion 4.2, the sup norms of w, ∇¯w and wt are bounded. Thus we have proved that
the asserted bound for the sup norm of the boundedness of sup norm of ∇¯∇¯w.
To estimate ∇¯(3)w, we should prove that ∇¯wt is bounded first. We consider
the equation ∂∂twt = L
′(wt) + Ft again. We use the first derivative estimate in [2]
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(Theorem 6.1 in VII) to get the sup norm of ∇¯wt. We use this bound to bound
|∇¯(3)w| from the equation ∂t∇¯w = ∇¯Lw + ∇¯F and the bounds for w, ∇¯w, ∇¯∇¯w
and ∇¯wt. 
5.6. Inductive estimates. In this subsection, we will prove a lemma which is
essential in our proof of the long-time existence.
Lemma 5.16. Let ι be the constant given by theorem 5.12. There exist universal
constants M1,M2,M3,M4, T > 0 and N¯ ≤ 0 such that if w is the solution of
equation (5.8) defined on M × [t0, N¯ ] with ε ≤ ι and
1. w satisfies
‖w‖(ε)2 (t) ≤M1δ(t),
‖∇¯w‖(ε)2 (t) ≤M2δ(t),(5.12)
‖wt‖(ε)2 (t) ≤M3δ(t),
‖∇¯wt‖(ε)2 (t) ≤M4δ(t),
for all t ∈ [t0, t0 + (k − 1)T ] and
2. t0 + kT < N¯ ,
then the inequalities (5.12) hold for t ∈ [t0, t0 + kT ].
Proof. By equation (5.8), w satisfies
∂
∂t
wkk = g
αα∇¯α∇¯αwkk + 2R¯i ik kwii(5.13)
+ δk1((b
kk∇¯1wkk)2 + c¯ii1∇¯1wii)
+
∑
i
biiwiiwkk + c
ii
kkwii
+ dkkδ
2(t) + ekkεδ(t) + fkkε
2 + f¯kkε
with b bounded, c¯ = O(δ), c = O(δ) and d, e, f , f¯ in L∞([t0, t0+(k−1)T ];L2(M))
for all t ∈ [t0, t0 + (k − 1)T ].
Now let T¯ be the constant given by theorem 5.12. We fix the constantsM1, M2,
M3, M4, T < T¯ and N¯ ≤ mini=1,2,3,4{ 1−λ log(M−1i )} which will be specified later.
This implies that Miδ(t) ≤ 1 for all i = 1, 2, 3, 4 and t ∈ [t0, N¯ ].
In what follows, C¯ denotes a constant that depends only on M1, M2 and M3;
its precise value can be assumed to increase between each successive appearance.
Similarly D¯ denotes a constant that depending only on M1, M2, M3 and M4.
First of all, by (5.12) and Miδ(t) ≤ 1 for all t ∈ [t0, t0 + (k − 1)T ], we can find a
universal constant V such that
‖d‖(ε)2 (t), ‖e‖(ε)2 (t), ‖f‖(ε)2 (t), ‖f¯‖(ε)2 (t),
‖dt‖(ε)2 (t), ‖et‖(ε)2 (t), ‖ft‖(ε)2 (t), ‖f¯t‖(ε)2 (t) ≤ V(5.14)
for all t ∈ [t0, t0 + (k − 1)T ].
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Secondly, by (5.12) and proposition 4.2, we have
sup
x∈M
|∇¯(n)w|ε(x, t) ≤ Cδ(t)(5.15)
for all t ∈ [t0, t0+(k−1)T ], 0 ≤ n ≤ 3 and a constantC depending onM1, · · · ,Mn+1.
Using (5.15) and the fact that c¯ = O(δ), c = O(δ), we have
‖δk1(bkk(∇¯1wkk)2 + c¯ii1∇¯1wii) +
∑
i
biiwiiwkk + c
ii
kkwii‖(ε)2 (t) ≤ C¯δ2(t)(5.16)
for all t ∈ [t0, t0 + (k − 1)T ]. Therefore we have∫
M
〈 ∂
∂t
w,w〉 ≤
∫
M
〈gαα∇¯α∇¯αw,w〉 + 2
∫
M
〈R¯i ik kwii, wkk〉
+ C¯δ2(t)‖w‖(ε)2
+
∫
M
〈dkkδ2(t) + ekkεδ(t) + fkkε2 + f¯kkε, w〉
≤
∫
M
〈gαα∇¯α∇¯αw,w〉 + 2
∫
M
〈R¯i ik kwii, wkk〉
+ C¯δ3(t) + 3M1V δ
3(t) +M1V εδ(t)
Recall that g − g¯ = w + (δ(t)− ε)h. Because
gαα∇¯α∇¯αwkk = ∇¯α(gαα∇¯αwkk)− (∇¯αgαα)∇¯αwkk
= ∇¯α(gαα∇¯αwkk)− (∇¯α(gαα − g¯αα))∇¯αwkk,
by (5.12), we do the integration by parts to get
∫
M
〈gαα∇¯α∇¯αw,w〉 ≤ −
∫
M
|∇˙w|2 + C¯δ3(t).(5.17)
We also have
2
∫
M
〈R¯i ik kwii, wkk〉 ≤ 2
∫
M
R˙ikikwiiwkk +O(ε)C¯δ
2(t)
≤ 2
∫
M
R˙ikikwiiwkk + C¯δ
3(t)
by remark 4.12.
Now we recall the definition of a and λ in section 3.2. We can conclude that
∂
∂t
(‖w‖(ε)2 )2 ≤ −(
∫
M
|∇˙w|2 − 2R˙ikikwiiwkk) + C¯δ3(t) + 3M1V δ3(t) +M1V εδ(t))
≤ −2a(w) + C¯δ3(t) + 3M1V δ3(t) +M1V εδ(t))
≤ −2λ(‖w‖(ε)2 )2 + C¯δ3(t) + 3M1V δ3(t) +M1V εδ(t))
≤ −2λ(‖w‖(ε)2 )2 + (C¯ + 3M1V )δ3(t) +M1V εδ(t))
for all t ∈ [t0, t0 + (k − 1)T ].
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For t ∈ [t0 + (k − 1)T, t0 + kT ], by using the energy estimate on equation (5.7),
we have
‖w‖(ε)2 (t) + ‖∇¯w‖(ε)2 (t) ≤ C0(‖F‖(ε)L2([t0+(k−1)T,t0+kT ];L2(M)) + ‖w‖
(ε)
H1(t0 + (k − 1)T ))
(5.18)
≤ (4C0V T 12 + C0(M1 +M2))δ(t)
where C0 is the constant given by theorem 5.12. So if we replace (5.12) by (5.18),
we will have the estimate
∂
∂t
(‖w‖(ε)2 )2 ≤− 2λ(‖w‖(ε)2 )2
+ (C¯ + 3(4C0V T
1
2 + C0(M1 +M2))V )δ
3(t) +M1V εδ(t)
for all t ∈ [t0 + (k − 1)T, t0 + kT ].
Therefore, if we choose M1 = −2λV , A = C¯ + 2M1V + 3(4C0V T 12 + C0(M1 +
M2))V , we will have
∂
∂t
(‖w‖(ε)2 )2 ≤ −2λ(‖w‖(ε)2 )2 + Aδ3(t)−
λ
2
M21 εδ(t)
for all t ∈ [t0, t0 + kT ]. Now by Grownwall’s inequality, we have
(‖w‖(ε)2 )2 ≤ e−2λt(
∫ t−t0
0
Aδ3(s)e2λsds+
∫ t−t0
0
−λ
2
M21 εδ(s)e
2λsds)
≤ 2−λAδ
3(t) +
1
2
M21 δ
2(t)
for all t ∈ [t0, t0 + kT ]. So
(‖w‖(ε)2 )2 ≤M21 δ2(t)
for all t ∈ [t0, t0 + kT ] provided t0 + kT ≤ 1−λ log(
−λM21
4A ). We use N1 in what
follows to denote 1−λ log(
−λM21
4A ).
Next, we define M2. By multiplying both sides of (5.13) by wt then integrating
both sides, it follows from Cauchy’s inequality that
(‖wt‖(ε)2 )2(t) =
∫
M
〈wt, wt〉 ≤
∫
M
〈gαα∇¯α∇¯αw,wt〉+
∫
M
2R¯ikikwii(wt)kk
+ C¯M2δ
4(t) +
1
2
(‖wt‖(ε)2 )2(t)
+ 4(‖d‖(ε)2 δ2(t) + ‖e‖(ε)2 εδ(t) + ‖f‖(ε)2 ε2 + ‖f¯‖(ε)2 ε)2.
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for t ∈ [t0, t0 + (k − 1)T ]. Using integration by parts and then integrating from
t = t0 to t = (k − 1)T , we have
1
2
(‖wt‖(ε)L2([t0,t0+(k−1)T ];L2(M)))
2 ≤− (‖∇¯w‖(ε)2 )2(t0 + (k − 1)T )
+
∫
M
R¯ikikwiiwkk(t0 + (k − 1)T )
+
∫ t0+(k−1)T
t0
C¯M2δ
4(s)ds
+
∫ t0+(k−1)T
t0
4(‖d‖(ε)2 δ2(s) + ‖e‖(ε)2 εδ(s) + ‖f‖(ε)2 ε2 + ‖f¯‖(ε)2 ε)2ds.
So
(‖wt‖(ε)L2([t0,t0+(k−1)T ];L2(M)))2 + 2(‖∇¯w‖
(ε)
2 )
2(t0 + (k − 1)T )(5.19)
≤4M21 δ2(t0 + (k − 1)T ) + C¯δ3(t0 + (k − 1)T ) + |λ|−1V 2δ2(t0 + (k − 1)T ).
For t ∈ [t0 + (k − 1)T, t0 + kT ], if we replace (5.12) by (5.18) and follow the
computation to derive (5.19), we will have
(‖wt‖(ε)L2([t0+(k−1)T,t];L2(M)))
2 + 2(‖∇¯w‖(ε)2 )2(t)
≤2(‖∇¯w‖(ε)2 )2(t0 + (k − 1)T ) +
∫ t
t0+(k−1)T
Cˆδ2(s)ds
≤2(‖∇¯w‖(ε)2 )2(t0 + (k − 1)T ) + CˆT δ2(t)
for all t ∈ [t0+(k− 1)T, t0+kT ] and some Cˆ depending on M1 and M2. By (5.19),
we have
2(‖wt‖(ε)L2([t0,t];L2(M)))
2 + (‖∇¯w‖(ε)2 )2(t) ≤ 4M21 δ2(t) + C¯δ3(t) + |λ|−1V 2δ2(t)
+ CˆT δ2(t)
for all t ∈ [t0 + (k − 1)T, t0 + kT ].
Now we choose M2 = max{2|λ|− 12 V, 8M1}. Then we have
2(‖wt‖(ε)L2([t0,t];L2(M)))
2 + (‖∇¯w‖(ε)2 )2(t) ≤M22 δ2(t)
for all t ∈ [t0, t0 + kT ] provided T ≤ M
2
2
4Cˆ
and t0 + kT ≤ 1−λ log(
M22
4C¯
). We use T1
and N2 in what follows to denote
M22
4Cˆ
and 1−λ log(
M22
4C¯
) respectively.
We still need to define M3 and M4. We consider the equation of wt which can
be written as
∂
∂t
(wt)kk = g
αα∇¯α∇¯α(wt)kk + 2R¯i ik k(wt)ii
+ 2δ1k((g
ll)2∇¯1wll∇¯1(wt)ll + cii1∇¯1(wt)ii)
+O(δ)(wt)kk +K + Ft
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where ‖K‖(ε)2 (t) ≤ C¯δ2(t) for all t ∈ [t0, t0 + (k − 1)T ] and ‖Ft‖(ε)2 ≤ V¯ δ2(t) + V¯ ε
with V¯ = (1 − 2λ)V . We can get
∂
∂t
(‖wt‖(ε)2 )2 ≤ −2λ(‖wt‖(ε)2 )2 + (C¯ + 3M3V¯ )δ3(t) +M3V¯ εδ(t)
for all t ∈ [t0, t0 + (k − 1)T ].
For t ∈ [t0 + (k − 1)T, t0 + kT ], using the energy estimate again
‖wt‖(ε)2 (t) + ‖∇¯wt‖(ε)2 (t) ≤ (4C0V¯ T
1
2 + C0(M3 +M4))δ(t),(5.20)
we have
∂
∂t
(‖wt‖(ε)2 )2 ≤− 2λ(‖wt‖(ε)2 )2
+ (C¯ + 3(4C0V¯ T
1
2 + C0(M3 +M4))V¯ )δ
3(t) +M3V¯ εδ(t).
Therefore if we set M3 = −2λV¯ and B = C¯ + 3M3V¯ + 3(4C0V¯ T 12 + C0(M3 +
M4))V¯ , then we can use Grownwall’s inequality to get
(‖wt‖(ε)2 )2 ≤M23 δ2(t)
for all t ∈ [t0, t0 + kT ] provided t0 + kT < 1−λ log(
−λM23
4B ). We use N3 in what
follows to denote 1−λ log(
−λM23
4B ).
Finally, we consider the integration
(‖wtt‖(ε)2 )2(t) =
∫
M
〈wtt, wtt〉 ≤
∫
M
〈gαα∇¯α∇¯αwt, wtt〉+
∫
M
2R¯ikik(wt)ii(wtt)kk
+ C¯M4δ
4(t) +
1
2
(‖wt‖(ε)2 )2(t)
+ 4(‖Ft‖(ε)2 )2(t).
for t ∈ [t0, t0 + (k − 1)T ]. By using the integration by parts and then integrating
from t = t0 to t = (k − 1)T we get
1
2
(‖wtt‖(ε)L2([t0,t0+(k−1)T ];L2(M)))
2 ≤− (‖∇¯w‖(ε)2 )2(t0 + (k − 1)T ) + (‖∇¯wt‖(ε)2 )2(t0)
+
∫
M
R¯ikikwiiwkk(t0 + (k − 1)T )
+
∫ t0+(k−1)T
t0
C¯M4δ
4(s)ds
+ 3V¯ 2δ3(t0 + (k − 1)T ) + |λ|−1V¯ 2δ2(t0 + (k − 1)T ).
So we have
(‖wtt‖(ε)L2([t0,t0+(k−1)T ];L2(M)))2 + (‖∇¯wt‖
(ε)
2 )
2(t0 + (k − 1)T )(5.21)
≤4M23 δ2(t0 + (k − 1)T ) + D¯δ3(t0 + (k − 1)T ) + |λ|−1V¯ 2δ2(t0 + (k − 1)T ).
for all t ∈ [t0, t0 + (k − 1)T ].
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For t ∈ [t0 + (k − 1)T, t0 + kT ], if we replace (5.12) by (5.20) and follow the
computation to derive (5.21), we have
(‖wtt‖(ε)L2([t0+(k−1)T,t];L2(M)))2 + 2(‖∇¯wt‖
(ε)
2 )
2(t)
≤2(‖∇¯wt‖(ε)2 )2(t0 + (k − 1)T ) +
∫ t
t0+(k−1)T
Dˆδ2(s)ds
≤2(‖∇¯wt‖(ε)2 )2(t0 + (k − 1)T ) + DˆT δ2(t)
for all t ∈ [t0 + (k − 1)T, t0 + kT ] and some Dˆ depending only on M3 and M4. By
(5.21), we have
2(‖wt‖(ε)L2([t0,t];L2(M)))2 + (‖∇¯w‖
(ε)
2 )
2(t) ≤ 4M23 δ2(t) + D¯δ3(t) + |λ|−1V¯ 2δ2(t)
+ DˆT δ2(t).
Now we choose M4 = max{2|λ|− 12 V¯ , 8M3}, then we have
2(‖wtt‖(ε)L2([t0,t];L2(M)))
2 + (‖∇¯wt‖(ε)2 )2(t) ≤M24 δ2(t)
for all t ∈ [t0, t0 + kT ] provided T ≤ M
2
4
4Dˆ
and t0 + kT ≤ 1−λ log M44D¯ . We use T2 and
N4 in what follows to denote
M24
4Dˆ
and 1−λ log
M4
4D¯
respectively.
We set T := min{T1, T2} and N¯ be any constant smaller than min{N1, N2, N3, N4}
and mini=1,2,3,4{ 1−λ log(M−1i )}.
Therefore we have completed our proof. 
Remark 5.17. For the sup norm estimate of |∇¯(3)w|, we can follow the first deriv-
ative estimate in [2] again. Therefore the inequality (5.9) can be extended if our
solution is solvable on each [t0 + (k − 1)T, t0 + kT ] for all k ≤ 1T (N¯ − t0).
5.7. Long-time existence. Here is the trick we use to prove the long-time exis-
tence: first we have the short time existence of our solution on [t0, t0 + T ]. We
apply lemma 5.16 and proposition 4.13 inductively on [t0+kT, t0+(k+1)T ]. Then
we use the argument of short-time existence to extend our solution.
Theorem 5.18. Let ι be the constant given by theorem 5.12. There exists a uni-
versal N > 0 such that for any ε ≤ ι, the Ricci-de Turck equation
∂
∂t
gij = −2Rij +∇iV (ε)j +∇jV (ε)i(5.22)
g(x, 0) = (g0 + εh)
with V
(ε)
i = gikg
pl(Γkpl − Γk(ε)pl ) is solvable for t ∈ [t0, N ] where t0 := 1−λ log(ε).
Proof. Since we can write g = g0 + δ(t)h + w with w satisfies equation (5.2), we
only need to prove w exists for t ∈ [t0, N ].
By proposition 4.13, if we set k0 = 3|Rm(g0)|, we can apply theorem 5.15 and
remark 4.12 to obtain
|Rm(g)| ≤ |Rm(g0)|+ |Rm(g0 + δ(t)h)−Rm(g0)|+ |Rm(g)−Rm(g0 + δ(t)h)|
≤ |Rm(g0)|+ Cδ(t)
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for some constant C. This implies that we can defineA := min{ 1−λ log(N¯), |Rm(g0)|2C },
such that
|Rm(g)| ≤ 1
2
k0
provided δ(t) ≤ A.
Let T be the constant given by lemma 5.16. By theorem 4.8, if we have
t0 + T ≤ 1−λ log(A) := N,
we can solve the Ricci flow gˆ satisfies
∂gˆ
∂t
= −2Ric(gˆ);
gˆ(t1) = g(t1).
on (x, t) ∈M × [t1, t1+T ] with t1 := t0+T . Now we can extend the Ricci-de Turck
flow on [t1, t1 + T ], too. Here we need to be careful: the Ricci-de Turck flow we
want to extend is the one starts from t0, not the Ricci-de Turck flow starts from
t1. So our diffeomorphism will be
∂xα
∂t
=
∂xα
∂yk
gˆjl(Γkjl − Γk(ε)jl );
xα(y, t1) = y
α
which is solvable on the same interval of short time existence of the Ricci flow (Here
we need the boundedness of |gˆ| and |∇gˆ|, which have been proved in [1]). This im-
plies that we can extend the Ricci-de Turck flow for a period of time T . By lemma
5.16, we can prove inductively that g is solvable on [t0 + (k − 1)T, t0 + kT ] for all
k ≤ 1T (N − t0).
Hence, we have proved the long time existence theorem. 
Corollary 5.19. Let ι be the constant given by theorem 5.12 and N be the constant
given by theorem 5.18. There is an universal constant C > 0 such that if w is the
solution of equation (5.6) with ε ≤ ι, then
‖w‖(0)2 (t), ‖∇¯w‖(0)2 (t) ≤ Cδ(t);(5.23)
|w|0(t), |∇¯w|0(t), |∇¯∇¯w|0(t) and |∇¯(3)w|0(t) ≤ Cδ(t)(5.24)
for all t ∈ [t0, N ].
Recall our definition of estimate cones. We have
Corollary 5.20. Let ι be the constant given by theorem 5.12 and N be the constant
given by theorem 5.18. There is an universal constant M > 0 such that if g is the
solution of equation (5.22) with ε ≤ ι, then g ∈ Ch,M (g0).
Proof. By corollary 5.19, we can choose this cone with its opening depending on
C. 
6. Existence of Ancient Solutions
Finally, we can prove the existence of the ancient solution. We start with finding
the ancient solution of the Ricci-de Turck flow. Then we prove the existence of the
de Turck diffeomorphisms.
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6.1. Existence of ancient Ricci-de Turck flow.
Theorem 6.1. Let (M, g˙) be the Euclidean Schwarzschild manifold. Then there
exists a constant N > 0 such that the Ricci-de Turck equation
∂
∂t
gij(x, t) = −2Rij(x, t) +∇iVj +∇jVi x ∈M ;
gij(x, t)→ g˙(x) uniformly as t→ −∞
has a solution on (−∞, N ], where Vi := gikgpl(Γkpl − Γ˙kpl).
Proof. Let {εn} be a decreasing sequence which tends to 0. For each n ∈ N, we
have a corresponding solution g(εn) which satisfies
∂
∂t
gij = −2Rij +∇iV (εn)j +∇jV (εn)i
g(tn) = (g0 + εnh); tn :=
log εn
−λ
where V
(εn)
i = gikg
pl(Γkpl − Γk(εn)pl ).
We can rewrite the equation ∂∂tgij = −2Rij +∇iV
(εn)
j +∇jV (εn)i as
∂
∂t
gij = ∇¯αgαα∇¯αgij +Bij(∇¯g, g)∇¯gij + Cij(∇¯g, g).
for some smooth functions Bij and Cij . Therefore we can regarded g
(εn) as a
solution of
∂
∂t
gij = ∇¯α(g(εn))αα∇¯αgij +Bij(∇¯g(εn), g(εn))∇¯gij + Cij(∇¯g(εn), g(εn))
g(tn) = (g0 + εnh); tn :=
log εn
−λ .
Now we choose a sequence of compact subset Di ⊂ M with ∪i∈NDi = M .
We then have a sequence of subsets in the space-time {Pi := Di × (ti, N ] ⊂
M × (−∞, N ]|i ∈ N}. By corollary 4.4 and corollary 5.19, we can find a subse-
quence {g(εnl)} such that g(εnl ) and ∇¯g(εnl) converge uniformly on P1. By standard
diagonal process, we have a subsequence, say {g(εnl )} again, such that g(εnl ) and
∇¯g(εnl) converge uniformly on Pi for each i ∈ N.
Let g(εnl) → g(∞) as l→∞. ThereforeBij(∇¯g(εnl ), g(εnl )) and Cij(∇¯g(εnl ), g(εnl))
will converge uniformly to Bij(∇¯g(∞), g(∞)) and Cij(∇¯g(∞), g(∞)) respectively on
Pi for each i ∈ N.
Moreover, by corollary 5.20, all g(εn) belong to the estimate cone Ch,M (g0).
Combining with inequality (5.24), we have that g(εn) are bounded L2(P1). There-
fore we will have a convergent subsequence converge weakly in P1. By standard
diagonal process, we will get a subsequence
g(εnl ) ⇀ g(∞),
on Pk for all k. By the definition of weak limit, we conclude that g
(∞) is a weak
solution of equation
∂
∂t
gij = ∇¯α(g(∞))αα∇¯αgij +Bij(∇¯g(∞), g(∞))∇¯gij + Cij(∇¯g(∞), g(∞)).
AN ANCIENT SOLUTION OF THE RICCI FLOW IN DIMENSION 4 33
By the regularity theorem of parabolic PDE’s, it is an ancient Ricci-de Turck flow,
too.
Finally, we should prove the this solution is not a trivial, i.e. g 6= g˙.
We write g(εn) = g˙ + δ(t)h + w(εn). Using remark 5.13, w
(εn)
kk will satisfy a
equation of the form ∂∂tw
(εn)
kk = L(w
(εn)
kk )+O(δ
2) with some elliptic operator L and
for all t ∈ [tn, N ] and k 6= 1. We change the coordinate by taking s as defined by
(5.4). Then L will be uniformly parabolic. In this case, we can fix this coordinate
and applying the energy estimate of single equation to get
|w(εn)kk | ≤ Cg˙kkδ2(t)
for all t ∈ [tn, N ] and k 6= 1. So we have g˙kk + δhkk + w(εn)kk = g˙kk + δhkk + O(δ2)
for all k 6= 1 which is not equal to g˙kk for all t.
Therefore we have completed this proof. 
6.2. Solvablity of de Turck diffeomorphisms. Finally, we need to show that
the 1st order PDE of the de Turck deffeomorphism can be solve. Recall that in
section 3, we define the following PDE
∂yα
∂t
=
∂yα
∂xk
gjl(Γkjl − Γ˙kjl)
yα(x,−∞) = xα
Since our metric is radially symmetric, our equation can be reduced to a single
equation
∂y1
∂t
=
∂y1
∂x1
gjj(Γ1jj − Γ˙1jj)
y1(x,−∞) = x1
If we change our variable by defining δ(t) to be e−λt, we will have a new equation
(−λδ)∂y
1
∂δ
=
∂y1
∂x1
gjj(Γ1jj − Γ˙1jj)
y1(x, 0) = x1,
or we can say
∂y1
∂δ
= [
1
−λδ g
jj(Γ1jj − Γ˙1jj)]
∂y1
∂x1
(6.1)
y1(x, 0) = x1.(6.2)
Now, by corollary 4.4 and corollary 5.19, we have | 1δ gjj(Γ1jj−Γ˙1jj)| and its deriva-
tive are uniformly bounded on δ ∈ (0, e−λN ]. Therefore by standard first order PDE
theory, we can find the characteristic curves and solve this equation of δ ∈ [0, e−λN ].
Therefore, we finish our argument and prove theorem 1.1.
7. Appendix
Here we follow the notations of section 5.4 and prove lemma 5.9
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7.1. Higher derivative estimates. Here we prove the higher derivative estimates
of g. This estimate is essential for the proof of lemma 5.9.
Let g be the solution of the Ricci-de Turck equation
∂
∂t
gij(x, t) = −2Rij(x, t) +∇iVj +∇jVi for all (x, t) ∈M × [0, T ];(7.1)
gij(x, 0) = g¯(x) for all x ∈M
with |Rm(g¯)| ≤ k0 for some T > 0. By using de Turck method, we can find a family
of diffeomorphisms ϕt :M →M such that gˆ = (ϕ−1t )∗(g¯) is a solution of Ricci flow
equation.
In [1], Shi proved the following higher derivative estimate: for any m ∈ N, there
exist constants Cm depending on m and k0 such that
|∇ˆ(m)Rm(gˆ)| ≤ Cm
t
m
2
.(7.2)
In fact, Shi proved the following local estimate:
Lemma 7.1. Let g be a Ricci flow defined on M × [0, T ] for some T > 0. There
exist constants θ and Cl, l ∈ N depending only on the dimension of M such that if
|Rm| ≤ K on Br(p)× [0, θ
K
]
for some K ≥ θT where Br(p) is the geodesic ball centered at p with radius r with
respect to the metric at t = 0, then we have
|∇lRm(p, t)|2 ≤ ClK2( 1
r2l
+
1
tl
+K l)(7.3)
for all l ∈ N and (p, t)× [0, θK ].
Reader can see theorem 1.4.2 in [12] for the proof of this lemma.
Base on this lemma, we can prove the following proposition for the Ricci-de
Turck flow g.
Proposition 7.2. Let g be the Ricci-de Turck flow given by theorem 4.9. Then
for any m ∈ N, there exists a constant Cm depending on m, T and k0 such that
sup
x∈M
|∇¯(m)g|(x, t) ≤ Cm
t
m−1
2
for all t ∈ [0, T ].
Proof. First of all, we define the tensor Akij = Γ
k
ij−Γ¯kij = 12gkl(∇¯igjl+∇¯jgil−∇¯lgij).
So we have
|A| ≤ 2|g−1||∇¯g|.
By theorem 5.4, we have |g−1| is bounded. So we have
|∇¯(k)A| ≤ C
k+1∑
l=0
|∇¯(l)g||∇¯(k−l+1)g| for all k ∈ N(7.4)
and a combinatorial constant C depending on k.
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Secondly, by (7.2), since |∇ˆ(m)Rm(gˆ)| ≤ Cmt−m2 , we have
ϕ∗t (|∇ˆ(m)Rm(gˆ)|) = |∇(m)Rm| ≤
Cm
t
m
2
.(7.5)
In what follows, N1 and I1 denote constants that depending only on T and
K0. Inductively, for any p ∈ N, Np denotes a constant that depending only on
N1, · · · , Np−1, I1, · · · , Ip−1, p, T , k0 and Ip denotes a constant that depending only
on N1, · · · , Np, p, T and k0; their precise values can be assumed to increase between
each successive appearance.
Now we prove the result inductively. We claim that
|∇(p)V | ≤ Np
t
p
2
and |∇¯(p+1)g| ≤ Np
tp/2
for all p ∈ N.(7.6)
We start with the case p = 1. By theorem 5.5, we have |∇¯g| and | ∂∂tg| are
bounded. Since g is radially symmetric, we have |∇¯∇¯g| is bounded. Meanwhile,
because Vi = gikg
plAkpl, we have
|∇V | = |(∇¯+A)V | ≤ C(|A|2 + |∇¯∇¯g|+ |∇¯g|2)
which is bounded. So the p = 1 case is ture.
Suppose inequality (7.6) is true for p ≤ k. We consider the evolution equation
of V , which can be written as
∂
∂t
V = ∆V + g−2 ∗Rm ∗ V + g−1 ∗Ric ∗ V
+ g−1 ∗ ∇V ∗ V + g−1 ∗ ∇¯g ∗Ric ∗ g + g−1∇¯g ∗ ∇¯V ∗ g
where ∗ is the product of tensors. Now by Cauchy’s inequality, we have
∂
∂t
|∇(k)V | ≤ ∆|∇(k)V |2 − |∇(k+1)V |
+ C
k∑
l=0
(
∑
i1+i2+...+il=l
|∇(i1)g||∇(i2)g| · · · |∇(il)Ric|)2(7.7)
+ C(
k∑
j=0
|∇(j)V |2 + |∇(k+1)g|2).
Since ∇ = ∇¯+A, we have
|∇(p)g| ≤ C
∑
j1+...+jp−1+l=p;l≥1
|∇¯(j1)A||∇¯(j2)A| · · · |∇¯(jp−1)A||∇¯(l)g|.
for all p ≤ k + 1. Now by (7.4) and the induction hypothesis, we have
|∇¯(jp−1)A| ≤ Njp−1+1
1
t
jp−1
2
.
So we have
|∇(p)g| ≤ Ip
t
p−1
2
.
for all p ≤ k and |∇(k+1)g| ≤ Nk+1
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Now we use (7.5) and the induction hypothesis, equation (7.7) will become
∂
∂t
|∇(k)V |2 ≤ ∆|∇(k)V |2 − |∇(k+1)V |+ Nk+1
tk
.(7.8)
Here we follow the technique in the proof of Shi’s derivative estimate in [12]. If
we define
Wk = [Mk
1
tk
+ |∇(k)V |2]|∇(k+1)V |2
for someMk large enough (depending onNk+1), by (7.8) and the Cauchy inequality,
we have
∂
∂
Wk ≤ ∆Wk + W
2
k
CM2k t
−2k + CM
2
k t
2k+1
for some universal constant C. Let Fk = bWkt
k. By the Cauchy inequality, we
have
∂
∂t
Fk ≤ ∆Fk − tkF 2k + t−(k+2)
by taking b small enough.
Now we use the barrier function constructed in theorem 1.4.2. in [12]. In [12],
Zhu and Cao prove that for any k ∈ N, x ∈ M there exists a function Hk defined
on B1(x) × [0, T ] which satisfies
1. Hk increases to +∞ on (∂B1(x)× [0, T ]) ∪B1(x)× {0},
2. Hk ≤ αk(t−(k+1) + βk) on B 1
2
(x) × [0, T ] for some constants αk, βk,
3.
∂
∂t
Hk > ∆Hk − u−kH2k + uk+2
where u := r−2 + t−1.
Since u > t−1, we have
∂
∂t
Fk ≤ ∆Fk − u−kF 2k + uk+2
By the maximum principle, we have
Fk ≤ Hk
on B1(x) × [0, T ] which implies
|∇(k+1)V |2(x, t) ≤ b−1(Mk +Nk)−1tk[αk(t−(k+1) + βk)]2 ≤ Nk+1
tk+1
.
We still need to prove that
|∇¯(k+2)g| ≤ Nk+1
t
k+1
2
.
By our equation, this estimate can be obtained by proving the inequality
| − 2∇¯(k)Ric+ 2∇¯(k)∇V | ≤ Nk+1
t
k+1
2
.(7.9)
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Since we have
|∇¯(k)Ric| ≤ |(∇−A)(k)Ric|
≤C
∑
j1+...+jk−1+l=k;l≥1
|∇(j1)A||∇(j2)A| · ·|∇(jk−1)A||∇(l)Ric|
≤C
∑
j1+...+jk−1+l≤k;l≥1
|∇¯(j1)A||∇¯(j2)A| · ·|∇¯(jk−1)A||∇(l)Ric|
≤Nk
t
k
2
and
|∇¯(k)∇V | = |(∇−A)(k)∇V | ≤ Nk+1
t
k+1
2
,
we get (7.9) immediately. 
7.2. Proof of lemma 5.9. We use the p-coordinate in what follows. We fix a
t ∈ (t0, t0 + T0] and prove that
|∇¯kv|(p)→ 0(7.10)
as p→ 1.
By proposition 7.2, we have |∇¯kv| are bounded for all k. Here we prove (7.10)
inductively.
When k = 1, we have
2|∇¯iv|2 = ∇¯2i |v|2 − 2〈∇¯2i v, v〉
Since |〈∇¯2i v, v〉| ≤ |∇¯2i v||v| which tends to zero by proposition 5.7 and boundedness
of |∇¯2i v|, we should prove that ∇¯2i |v|2(p) → 0 as p → 1. Moreover, since |v| is
radially symmetric, we only need to prove that ∇¯21|v|2 = ( ∂∂p )2|v|2 tends to zero as
p→ 1.
Recall that for all l ∈ N, |v| ≤ Cl(1 − p)l for some Cl. Therefore we have the
difference equation
|v|2(1− 2h)− 2|v|2(1− h) + |v|2(1)
h2
= (
∂
∂p
)2|v|2(ξ)
for some ξ ∈ (1 − 2h, 1) by the mean value theorem. The left hand side
| |v|
2(1− 2h)− 2|v|2(1− h) + |v|2(1)
h2
| ≤ C22
(2h)4 + h4
h2
→ 0
as h→ 0. So we can find a sequence {ξn|ξ → 1} such that
∂
∂p
2
|v|2(ξn)→ 0.
Now, since |∇¯kv| is bounded for all k, we have | ∂∂p
3|v|2| is bounded by a con-
stant, say A. For any ε > 0, we can always find ξn such that |ξn − 1| ≤ ε2A and
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| ∂∂p
2|v|2(ξn)| ≤ ε2 . Using the mean value theorem, we get for all p ∈ (ξn, 1] there
exists η ∈ (ξn, p) such that
|( ∂
∂p
)2|v|2(p)| ≤ |( ∂
∂p
)2|v|2(ξn)|+ |( ∂
∂p
)3|v|2(η)||ξn − p| ≤ ε.
So we have ∂∂p
2|v|2(p)→ 0 as p→ 1.
Suppose that we have |∇¯lv|(p) → 0 as p → 1 for all l ≤ k. We consider the
following equality
2C2kk |∇¯k+1i v|2 = ∇¯k+1i |v|2 − 2
k−1∑
l=0
C2kl 〈∇¯2k−lv, ∇¯lv〉.
Since |〈∇¯2k−lv, ∇¯lv〉| ≤ |∇¯2k−lv||∇¯lv| tends to zero as p→ 1, we only need to show
(
∂
∂p
)k+1|v|2(p)→ 0
as p→ 1. Again, by using the difference equation, we can find a sequence {ξn|ξ →
1} such that
(
∂
∂p
)k+1|v|2(ξn)→ 0.
as n→∞. Now using the mean value theorem and boundedness of ( ∂∂p )k+2|v|2 we
prove (7.10).
By (7.10), we can extend |v|2 as a smooth function defined on [0, 1]. Since
|v|2 ≤ Cl(1 − p)l for all l ∈ N, we can prove that for any l ∈ N, there exists a
constant C′l such that |∇¯(k)v|
√
g¯ ≤ C′l(1− p)l.
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