Abstract. We establish the existence of a wide class of inhomogeneous relativistic solutions to the Einstein-Euler equations that are well approximated on cosmological scales by solutions of Newtonian gravity. Error estimates measuring the difference between the Newtonian and relativistic solutions are provided.
Introduction
The relationship between Newtonian gravity and General Relativity has been the subject of many investigation over the years going all the way back to the discovery of General Relativity by Einstein. Most interest in this subject has focused on understanding the relationship in the setting of isolated systems, and the investigations have almost exclusively involved formal calculations, see [3, 2, 6, 9, 10, 11, 14, 24, 25, 26] and references therein, with a few exceptions [29, 30, 34] where rigorous results were obtained. More recently, interest has shifted to understanding the relationship between Newtonian gravity and General Relativity on cosmological scales [5, 12, 8, 17, 18, 20, 19, 28, 33] . This shift in interest is primarily due to questions surrounding the physical interpretation of large scale cosmological simulations using Newtonian gravity and the role of Newtonian gravity in cosmological averaging.
At the level of field equations, the relationship between Newtonian gravity and General Relativity can be established through the introduction of a small parameter ǫ = v/c, where v is a typical speed of the gravitating matter and c is the speed of light, into the Einstein-matter field equations. The Newtonian-matter field equations are then recovered in the singular limit ǫ ց 0 by assuming a particular dependence of the metric and matter fields on the parameter ǫ. At first glance, this type of formal argument appears to give a clear answer to the relationship between Newtonian gravity and General Relativity. However, it does not provide any real answers because the physics is governed by solutions of the Einstein-matter equations, and consequently, it is the solutions that must be examined in the limit ǫ ց 0.
Understanding how the solutions of Newtonian gravity and General Relativity are related is much more difficult than simply sending the parameter ǫ to zero in the field equations. For isolated, dynamical systems, rigorous results concerning the relationship between solutions have been established in [29, 30, 34] . In the articles [31, 32], we adapted the approach taken in [29, 30] to the cosmological setting, and we were able to construct 1-parameter families of ǫ-dependent solutions to the Einstein-Euler equations that limit as ǫ ց 0 to solutions of the cosmological Poisson-Euler equations of Newtonian gravity. However, as pointed out in [18] , the class of solutions that we constructed were not valid on cosmological scales, and therefore did not address the relationship between Newtonian gravity and General Relativity on cosmological scales.
The main aim of this article is to show that the deficiencies identified by [18] in the approach taken in [29, 30] can be fixed. In order to describe our results, we must first fix our notation. We begin by recalling that the Einstein-Euler equations for an insentropic perfect fluid with a cosmological constant are given byG ij = 2 T ij − Λg ij , (1.1)
whereG ij is the Einstein tensor of the metric
Λ is the cosmological constant, and
is the perfect fluid stress energy tensors with pressures determined by the equations of statē
which we assume is smooth, positive and increasing, that is, f, f ′ ∈ C ∞ (R >0 , R >0 ). Here, and in the following, we take the (x i ) to be Cartesian coordinates on a spacetime slab of the form M = [0, T ) × R 3 , and refer to them as relativistic coordinates 1 What we establish in this article is the existence of 1-parameter families of solutions {g ij ǫ ,v ǫ i ,ρ ǫ }, 0 < ǫ < ǫ 0 , to (1.1)-(1.2) that are well approximated on cosmological scales by solutions of the following limit equations: 1 Ultimately, this name is justified by the fact that in the limit ǫ ց 0 the light cones of the metricg =gijx ixj converge uniformly to the standard light cones (x 0 ) 2 − δIJx IxJ = 0 of the Minkowski metric η = ηijx ixj defined by the coordinates (x i ).
of the density into a sum of homogenous and inhomogeneous components given by e 3β andμ, respectively. The pressure of the fluid is determined by the equations of statẽ p = f (ρ), whilez I , Λ andβ represent the conformally rescaled fluid 3-velocity, the cosmological constant, and a time dependent conformal factor that accounts for the expansions of space, respectively. In the following, we refer to the coordinates (x i ) = (x 0 , x I ) as Newtonian coordinates. The relationship between the Newtonian and relativistic coordinates is fixed by the simple scaling relationx 0 = x 0 ,x J = ǫx J .
In order for solutions of (1.5)-(1.9) to be cosmologically relevant, the initial data must be chosen correctly. The key requirement being that the inhomogeneous component of the fluid density should be composed of localized fluctuations that represent local, near-Newtonian subsystems for which the light travel time between the localized fluctuations remains bounded away from zero in the limit ǫ ց 0. The starting point for selecting such initial data is to separate it into free and constrained components. For the free initial data, we choosẽ β(0) =β, (1.11) µ| x 0 =0 =μ ǫ, y := withβ ∈ R, y = (y 1 , y 2 , . . . , y N ) ∈ R 3N , (1.15)
and s ∈ Z >3/2+1 . For fixed ǫ > 0, this initial data represents a fluid that initially consists of a homogenous component e 3β superimposed with N density 2 fluctuations that are centered at the spatial (Newtonian) points y λ /ǫ ∈ R 3 , λ = 1, 2, . . . , N , and have profiles given by the functionsτ λ 00 . Switching to relativistic coordinates, it is clear that this data represents localized density spikes of characteristic width ∼ ǫ that are centered at the spacetime points (0, y λ ), λ = 1, . . . , N . Since, as we show, the nearby relativistic solutions have light cones that, when expressed in relativistic coordinates, are uniformly close to the standard Minkowsian cones, the light travel time between the different density spikes remains bounded away from zero in the limit ǫ ց 0.
Clearly, we must also selectβ ∈ R in a way that is compatible with the requirement that eβ +
4τ
ǫ,y 00 (x) ≥ c 0 > 0 ∀ (ǫ, x, y) ∈ (0, ǫ 0 ) × R 3 × R 3N (1.17) 2 We can even take N = ∞ provided that theτ for some positive constant c 0 > 0. There are many choices ofβ and profilesτ λ 00 that satisfy this condition. For example, we could choose non-negative profilesτ λ 00 ≥ 0, 1 ≤ λ ≤ N , and pickβ arbitrarily.
The constrained initial data is determined in terms of the free data bỹ andΦ 20) where ∆ −1 is the Newtonian potential, see (B.3).
With the notation fixed and the setup complete, we are ready to state an informal version of our main result, which guarantees the existence 1-parameter families of fully relativistic solutions to the Einstein-Euler equations that are well approximated, for small ǫ, by solutions to the IVP consisting of (1.5)-(1.9), (1.11)-(1.13) and (1.17)- (1.20) . See Theorem 6.1 for the precise version which includes a characterization of the initial data used to generate the 1-parameter family of relativistic solutions.
, 0 ≤ λ ≤ N , and (1.17) is satisfied. Then there exist ǫ 0 , T > 0 and a family of unique solutions
where (ǫ, y) ∈ (0, ǫ 0 ) × R 3N , to the system (1.5)-(1.9) on the spacetime region M = [0, T ) × R 3 that satisfy the initial conditions (1.11)-(1.13) and (1.17)-(1.20). Moreover, for each (ǫ, y) ∈ (0, ǫ 0 ) × R 3N , there exists maps
ǫ, and (ii) determine a solutioǹ
in relativistic coordinates to the Einstein-Euler equations (1.1)-(1.2) on the spacetime region M = [0, T ) × R 3 according to the formulas:
and the conformal harmonic gauge condition∂ iĝ ij ǫ, y = 0 is satisfied.
The conformal Einstein-Euler equations
Rather than working with the physical metric (1.3) directly, it turns out to be advantageous to instead use the conformally rescaled metric
(2.1)
Under this conformal transformation, the Einstein equations (1.1) transform as
whereḠ ij is the Einstein tensor of the conformal metric (2.1), and
LettingΓ k ij andΓ k ij denote the Christoffel symbols of the metrics (1.3) and (2.1), respectively, the differenceΓ k ij −Γ k ij is readily calculated to bè
Using this, we can express the Euler equations (1.2) as
We also record the identity∇ 5) which can be derived using (2.4) and the identity∇ i∇j∇kΨ −∇ j∇i∇kΨ =R ijk l∇ lΨ .
2.1. The Reduced conformal Einstein Equations. Our first step in analyzing the ǫ ց 0 limit is to derive a suitable formulation for the Einstein equations. The formulation that we use is a slight variation of the one employed in the articles [29, 31] . We begin the derivation by introducing a background metric
and taking the symmetric 2-tensorū ij , defined bȳ
where |ḡ| = − det(ḡ ij ) and |h| = − det(h ij ), as our primary gravitational variables. The equivalence of theū ij and the conformal metricḡ ij follows from the formulaḡ ij = 1
It is clear from this formula, that at each spacetime pointx ∈ M the pair (ǫ,ū ij (x)), subject to the restriction
completely determines the metric atx, and vice-versa. Substituting (2.7) into the standard formula for the Christoffel symbols gives
where 
Here,R ijk l ,R kl , andḠ ij are the Curvature, Ricci, and Einstein tensors of the metrich ij , respectively.
The gauge is fixed by settingD
For ǫ > 0, it is clear from (2.6) that this is equivalent tō
which, in turn, is easily seen to be equivalent to the harmonic coordinate condition
With the gauge fixed, we define the reduced conformal Einstein tensorḠ 19) and the reduced conformal Einstein equations bȳ
For the remainder of the article, we assume thath ij is flat and that the coordinates (x i ) are Minkowskian with respect toh ij so that 21) and the set (2.9) is independent of the spacetime point and given by
With the above choice forh ij , the reduced Einstein tensor (2.19) is well defined for (ǫū) ∈ V and can be written asḠ
From an evolution point of view, it is natural to use a first order formulation. It turns out that the first order formulation also happens to be optimal for establishing uniform estimates in the limit ǫ ց 0. This motivates us to introduce the derivatives
as independent variables.
In order to make contact with the standard interpretation of the Newtonian limit and also to facilitate the analysis of the singular limit ǫ ց 0, we convert the first order variables to Newtonian coordinates by setting 24) with the understanding that all variables are implicity ǫ-dependent. From these definitions, it follows immediately that
and
Using the definitions (2.24), we can write the reduced Einstein tensor (2.22) as 
and 
Using the identity (2.35), these equations becomē 
which, in turn, implies thatw
where w 0J ḡ ij ,w I is analytic for 
is the inverse of the transformation (2.46), which we note, by setting ǫ = 0 in (2.46), satisfies
and observe thatz J is related tow J /ǫ via the transformation
where
Multiplying (2.47) by the transpose of the matrix
a short calculation, utilizing the change of variables (2.53), shows that (ζ,z J ) satisfies
which is easily verified as symmetric hyperbolic.
To proceed, we separate the conformal factor into homogenous and inhomogenous components as followsΨ
(2.56) Using this decomposition, we split the proper energy densityρ into homogenous and inhomogenous components according toρ
57) where α = r ǫ, 3β (2.58) andμ = q(ǫ, β,ψ,ζ) := r ǫ, 3β + ǫ3ψ +ζ − r ǫ, 3β . (2.59) Evaluating q at ǫ = 0, we observe, with the help of (2.51), that q(0, β,ψ,ζ) = e 3β eζ − 1 .
Differentiating the transformation (2.46), we see that
, which in turn, implies that derivative of (2.50) satisfies
From this, we see, after differentiating (2.58), that
and using a similar calculation, that
From (2.7), (2.8) and (2.21), we observe that the metric and its inverse can be expanded as
respectively, where for any R > 0, there exists an ǫ 0 > 0 such that the maps g ij (ǫū) and g ij (ǫū) are analytic for (ǫ,ū) ∈ (−ǫ 0 , ǫ 0 ) × B R (S 4 ) and satisfy
Furthermore, differentiating (2.63) shows that
Using the formula (2.10), it is clear that the Christoffel symbols can be expanded as
Switching to Newtonian coordinates and defining
, and (i) for any R > 0, there exists an ǫ 0 > 0 such that the maps C k and H are smooth in all variables on the region defined by α + µ > 0 and (ǫ,
2.3. Evolution of the conformal factor. Thus far, the conformal factor has been arbitrary. We now fix conformal factor, up to a choice of initial data, by demanding thatΨ satisfy the wave equationḡ
where we have setζ =ζ|x0 =0 . This choice of evolution equation forΨ is dictated by the requirement that components of the stress energyT ij , given by (2.3) (see also (2.32)), are bounded in L 2 , which is a non-trivial requirement given the choice of initial data that is appropriate for our setting.
Assuming the harmonic gauge condition (2.18), the wave equation (2.71) becomes
In terms of the decomposition (2.56), the wave equation (2.72) is easily seen to be equivalent to the system
Differentiating (2.74) with respect to the spatial coordinatesx K then shows, with the help of (2.61), that∂ Kψ satisfies the wave equation
we see from equations (2.74) and (2.75), the expansions (2.63) and (2.64), and the relation (2.51) that ψ lK satisfies
79)
and for any R > 0, there exists an ǫ 0 > 0 such that P is smooth in all variables on the region (ǫ, u) ∈ (−ǫ 0 , ǫ 0 ) × B R (S 4 ) and satisfies
Stress energy tensor decomposition.
To fulfill the requirement that the components T ij of the stress energy tensor, given by (2.3), or equivalently τ ij , given by (2.32), have finite spatial L 2 norm, it is not enough that (2.71) is satisfied. In addition to this, we need that
To verify the consistency of this requirement, we observe, via a straight forward computation using the evolution equations (2.60) and (2.73) for the homogenous components, that Θ satisfies Θ ′ = β ′ Θ, from which we conclude:
Therefore, by choosing initial data {β(0), β ′ (0)} so that the constraint
is satisfied, we can guarantee that
In the following, we will always assume that our initial data is chosen to satisfy (2.82). 
we find, using (2.54) and (2.83), that ι ij can be written as
Additionally, we see from the (2.65) that (2.85) is given by
while det(ǧ) can be expanded, using (2.24) and (2.28), as
, with ǫ 0 > 0 is chosen sufficiently small depending on R > 0, and satisfies
We are now in a position to use the expansions (2.79), (2.87) and (2.88) together with (2.86) to expand the stress energy tensor (2.84) as follows:
where for any R > 0, there exists an ǫ > 0 such that the maps T ij and P are smooth in all their variables on the region (ǫ, u) ∈ (−ǫ 0 , ǫ 0 ) × B R (S 4 ) and satisfy
By definition,
For latter use, we write this out explicitly as
2.5. The complete system. Collecting the results from the previous sections, the complete set of evolution equations for the conformal gravitational variables {u ij , u ij k }, the conformal factor variables {β, β 0 , ψ, ψ j , ψ jK }, and the fluid variables {δζ, z J } are given by:
100)
107)
, (2.109)
, (2.110)
and all other quantities are as previously defined in Sections 2.1, 2.2, 2.3 and 2.4.
Initial Data
As is well known in General Relativity, the initial data cannot be chosen freely on the initial hypersurface Σ = {0} × R 3 .
The restriction on the choice of initial data is governed by the constraint equations consisting ofḠ 0j = 2T
0j
(gravitational constraint equations) (3.1)
which must be satisfied by the initial data. The first step in obtaining solutions to these equations that behave appropriately in the limit ǫ ց 0 is to bring them into a suitable form. 
Next, we introduce rescaled gravitational variables in Newtonian coordinates via the definitionŝ 4) and note that the harmonic constraint (3.2) can be expressed aŝ
in terms of these variables. We label the initial data for the homogenous component of the conformal factor byβ = β(0) andβ 0 = β ′ (0), (3.6) and observe thatα := α(0)
Solving the constraint (2.82), we find that the initial dataβ 0 is fixed bŷ β 0 = 2 3 e −2β (α + Λ). For the inhomogeneous conformal initial data, which we have complete freedom to specify, we set
(3.7) This choice of initial data then implies, via the definitions (2.70), (2.76), and (2.80), that (3.4) , that the constraint equations (3.1) take the form
(3.10) where (i) for any R > 0 there exists an ǫ 0 > 0 such thatâ j is analytic for (ǫ,û,
(ii)τ 00 andτ 0J are given bŷ
14)
, and eβ + 1 4τ 00 (x) ≥ c 0 > 0 ∀ x ∈ R 3 for some positive constant c 0 , and let
.
Then there exists constants ǫ 0 = ǫ 0 (c 0 , R) > 0, C = C(c 0 , R) > 0, and a 1-parameter family of mapsû
together with the initial values (3.6) and (3.7) for the conformal factor determine a solution of the constraint equations (3.1)-(3.2) for 0 < ǫ < ǫ 0 , (ii) and
and ȗ 00
Our method for solving the constraint equation (3.10) begins with prescribing the following free initial data:β
whereτ 00 is chosen to satisfy
for some positive constant c 0 . We also set
Next, we see from (3.12) that
for a map T J that (i) for any fixedR > 0, is smooth for (ǫ,û,τ 00 ,τ LM )∈ (−ǫ 0 , ǫ 0 ) × BR(S 4 ) × R × S 3 provided ǫ 0 is chosen sufficiently small, and (ii) satisfies the estimate
From (3.19) and (3.20) , it follows, with the help of (2.94) and (3.16), that we can write (3.11) asτ 00 =τ 00 + ǫ
for a map T 0 that (i) for any fixedR > 0, is smooth for (ǫ,τ 00 ,
is chosen sufficiently small, and (ii) satisfies the estimate
, it is then clear that we can write (3.10), (3.14) and (3.15) as
respectively, where, for any fixedR > 0,Â j ,t J are smooth for (ǫ,û,
is chosen sufficiently small. Moreover, these maps satisfy the estimates 27) and
We solve the system (3.23)-(3.25) using a contraction map starting with the seed solution On quadruples of the formξ = ũ 00 , ǫ −1ũ0J ,μ,z J , we define a norm ξ X = ũ 00
and let
We also observe that is follows easily from the bounds on the initial data given by (3.17) and (3.18), Sobolev's inequality, Theorem A.2, and the assumption s ∈ Z >3/2 , Moser's estimates from Theorem A.4, the mapping properties of Riesz potentials and transforms given in Theorems B.1 and B.2, and the elliptic estimates from Theorem B.4 thatξ ǫ satisfies an estimate of the form
for some positive constantC(c 0 , R) > 0. For fixedR > 0, ǫ 0 chosen sufficiently small depending onR, ǫ ∈ (0, ǫ 0 ), and
4eβ +τ 00 2 3 e −2β e 3β + Λ R J (−∆)
That J(ξ) is well-defined forξ ∈ BR(X) follows in a straightforward manner from Sobolev's inequality and the assumption s ∈ Z >3/2 , (3.26)-(3.28) and Moser's estimates from Theorem A.4 and Corollary A.8, the product estimates from Theorem A.6, the mapping properties of Riesz potentials and transforms given by Theorems B.1 and B.2, the elliptic estimates from Theorem B.4, and the bounds on the initial data (3.17) and (3.18). It also follows directly from theses estimates that J satisfies a Lipschitz estimate of the form
for allξ 1 ,ξ 2 ∈ BR(X) and ǫ ∈ (0, ǫ 0 ).
whereC(c 0 , R) is the constant from (3.29), we see that J(ξ ǫ ) is well defined. Moreover, from the definition ofξ ǫ and (3.29), it is clear that
for some constant C(c 0 , R), and so, it follows from (3.30) that there exists a positive constant C(c 0 , R) > 0 such that
for all ξ ∈ BR(0; X) and ǫ ∈ (0, ǫ 0 ). Choosing ǫ 0 > 0 small enough so that
shows that J defines a contraction map on BR /4 (ξ ǫ ; X), and consequently, for each ǫ ∈ (0, ǫ 0 ), establishes the existence of a unique fixed pointξ ǫ ∈ BR /4 (ξ ǫ ; X), that is,ξ ǫ satisfies J(ξ ǫ ) =ξ ǫ and , and it is easy to verify that these solutions satisfy the harmonic constraint (3.5) . This result together with the estimate (3.31) completes the proof.
Uniform local existence and uniqueness
The next step in analyzing the ǫ ց 0 limit is to evolve the 1-parameter families of initial data generated by Theorem 3.1 and show that this initial data leads to the existence of 1-parameter families of solutions to the Einstein-Euler equations that exist on a common spacetime region of the form M = [0, T ) × R 3 . We begin this process by fixing our choice of initial data in the next section.
4.1. Initial data. Our choice of initial data begins by fixing the free componentsβ,τ ǫ, y 00 and τ 0J ǫ, y as in (1.14), (1.15) and (1.16). We also assume that this initial data is specified so that (1.17) holds. From the triangle inequality and the translational invariance of the L p norms, we observe the bounds
For the remainder of the free initial data, we can take essentially arbitrary bounded ǫ-dependent sequences. To be definite, we fix 1-parameter families
with the simplest possibility being U IJ ǫ = U IJ 0,ǫ = 0. Shrinking ǫ 0 > 0 if necessary, the bounds (1.17), (4.1), (4.2) and (4.3) on the free initial data are enough to imply via Theorem 3.1 the existence of corresponding constrained initial datâ
(4.4) such that the free and constrained components (i) determine a solution of the constraint equations (3.1)-(3.2) for all (ǫ, y) ∈ (0, ǫ 0 ) × R 3N , (ii) yield the following initial data for the system (2.98)-(2.106):
12)
(iii) and satisfy the bounds
J are given by (1.12) and (1.13), respectively, and ȗ
for all (ǫ, y) ∈ (0, ǫ 0 ) × R 3N . As a final remark for this section, we note that (1.17) and (4.1) together with Moser's estimates from Corollary A.8 and the definition (1.12) imply thatζ, as defined by (4.16), satisfies the estimate 4.2. Local existence and continuation. With the initial data fixed, we now turn to proving the existence of solutions to the conformal Einstein-Euler equations generated by the initial data of the previous section. Our basic local existence result is contained in the following proposition.
Proposition 4.1. For each ǫ ∈ (0, ǫ 0 ) and y ∈ R 3N , there exists a T ǫ, y > 0 and a unique solution
on the spacetime region [0, T ǫ, y ) × R 3 to the IVP consisting of the evolution equation 
vanish for 0 ≤ x 0 < T ǫ, y , where
To establish the vanishing of the constraints (4.24), we first observe that the field equations (2.99), (2.102), (2.103) and (2.105) imply that
Furthermore, from (2.81) and the fact that the initial data is chosen so that c 3 (0) = 0, we have that
Next, a short computation using the evolution equations (2.98) and (2.100) shows that Since c 2 K | x 0 =0 = c 8 IJ | x 0 =0 = 0 is satisfied by our choice of initial data, it follows immediately that c 26) and in particular, that
A short computation then shows that
follows from the field equations (2.100). Setting, (4.28) and the fact that c 6 I | x 0 =0 = c 9 IJ | x 0 =0 = 0, by our choice of initial data, imply that
Continuing on, we define
and observe that the evolution equations (2.100) imply, with the help of (4.25), (4.26), (4.27) and (4.29) , that the triplet {c 6 K , c 9 JK , c 10 K } satisfies the system 
But, by our choice of initial data, c 6 J | x 0 =0 = c 9 IJ | x 0 =0 = c 11 J | x 0 =0 = 0, and so, it follows from the uniqueness of solutions to hyperbolic systems that the possibility that the time of existence T ǫ, y shrinks to zero in the limit ǫ ց 0. This behaviour needs to be explicitly ruled out if we are to extract a Newtonian limit on a non-trivial spacetime region. We also need to establish a lower bound on the time existence that is independent of the parameters y ∈ R 3N .
4.3.
A posteriori bounds. Next, we show that the solutions from Proposition 4.1 satisfy better bounds than just being in the uniformly local spaces H s ul (R 3 ). To this end, we take the divergence ofτ 
Remark 4.3. In the following, we will treat the solution from Proposition 4.1 as being bounded in certain stronger norms. All of the following calculations are easily justified by using the finite speed of propagation to first prove them on truncated spacetime cones followed by letting the width of the cone go to infinity to obtain estimates on the spacetime slab [0, T ǫ, y ) × R 3 . For reasons of economy, we omit these easily reproducible details. 
for some positive constant C(|||Ξ ǫ, y ||| s ) > 0 independent of (ǫ, y) ∈ (0, ǫ 0 ) × R 3N . Writing (4.33) with j = 0 as ∂ 0 τ ǫ, y 00 = T ǫ, y , we see, after integrating in time and employing the estimate (4.34), that
Combining this with the initial data bound (4.1) then yields the estimate
We also observe it follows directly from Moser's estimates, Theorem A. 
Similar considerations also lead to the following estimates for the quantities defined by (2.107)-(2.110), (2.113) and the right hand side of (2.106):
Due to the 1 ǫ E K terms and also the source term F , the system (2.98)-(2.106) is clearly singular. However, since the E K are constant, and A 0 and B 0 are functions of ǫu ij only, the system, ignoring the singular term F for the moment, (2.98)-(2.106) is of a type that has been well-studied beginning with the pioneering work of Browning, Klainerman, Kreiss and Majda [4, 21, 22, 23] . Applying the energy estimates from these works 7 , for example, see Theorem 1' in [22] , to (2.98), (2.100) and (2.106), while observing (4.38)-(4.40), yields the estimates
. Integrating these estimates in time, we find, with the help of the bounds (4.3), (4.17)-(4.18) and (4.19)-(4.21) on the initial data, that
7 A slight generalization of these results is required to take account of the fact that the u ij , which appear in the coefficient matrices A k , B k and C k , lie in the spaces
. Since the modification required is straightforward and amounts to a substitution of the analogous calculus inequality from Appendix A that are valid on the K s (R 3 ) spaces, we omit the details.
Integrating the remaining evolution equations (2.99), (2.101)-(2.105) in time, we obtain, using the bounds on the initial data and the calculus inequalities from Appendix A, the estimates
and we then have that
which, after applying Grownwall's inequality, yields
Since κ(0) ≤ R, it follows, from the continuation principle from Proposition 4.1 and the estimate (4.51) that there exists a T ǫ > 0 such that the solution Ξ ǫ, y exists on the time interval [0, T ǫ ) and satisfies
4.4. Uniform bounds. With the time of existence bounded below independently of y ∈ R 3N , we are left with bounding the time of existence below by some positive time T > 0 that is independent of 0 < ǫ < ǫ 0 . We accomplish this by using a non-local modification of equation (2.98) of the type used in [29, 30] . The modification removes the singular 1 ǫ terms from the source F in equation (2.98) while retaining an overall structure for the evolution equations. This allows us derive ǫ-independent energy estimates using the techniques from [4, 21, 22, 23] . 
which, in turn, imply, with the help of (2.87), Hölder's inequality, Sobolev's inequality and Moser's estimates, that 
Substituting this into (2.98) then gives
From the estimates (4.53), (4.54), (4.57) and (4.58), and the calculus inequalities from Appendix A, we obtain the estimate
with the point being that, unlike the estimate (4.37) for F ǫ, y , this estimate is independent of ǫ ∈ (0, ǫ 0 ). Next, we set
From the arguments of the previous section, it is clear that the ǫ dependence of the time T ǫ for which the bound (4.52) holds is due to the ǫ dependence in the estimate (4.37). Because of the estimate (4.61), we can remove this ǫ dependence by using the evolution equation (4.59) in favour of (2.98). Doing so, it then follows from similar arguments used in the previous section, the bound (4.58) and the equivalence of norms (4.62) that there exists a T > 0 such that the solution Ξ ǫ, y exists on the time interval [0, T ) and satisfies
Finally, we note by virtute of our choice of initial data that the time derivative ∂ 0 Ξ ǫ, y at
Then differentiating the evolution equation (4.59) and (2.99)-(2.106) with respect to x 0 , we obtain an equation for ∂ 0 ξ ǫ, y with a similar structure to that satisfied by ξ ǫ, y . The same arguments used to derive the estimate (4.63) go through to show that ∂ 0 ξ ǫ, y satisfies a similar estimate, that is
We formalize the above results in the following proposition:
J , β 0,ǫ , β ǫ denote the solution from Proposition 4.1 to (2.98)-(2.106). Then there exists T > 0 such that the solution Ξ ǫ, y exists on the spacetime region [0, T ) × R 3 and satisfies the estimate
ǫ, y , is well defined, and the following estimates hold:
Cosmological Poisson-Euler equations
In this section, we establish the local existence of solutions to the limit equations (1.5)-(1.6), and show that these solutions satisfy the cosmological Poisson-Euler equations of Newtonian gravity. These solutions will be shown in the next section to provide an accurate approximation for small values of ǫ to the 1-parameter family of solutions to the Einstein-Euler equations from Proposition 4.1.
Before proceeding with the existence proof, we first make some observations. Writing (1.5) as
and applying 4R I (−∆)
, it follows that
Subtracting (1.7) from this equation, we observe that
) − e −βΦ
In particular, this shows that the constraintΦ I = R I (−∆)
2) Taking the divergence of this expression, we see that
holds. A similar calculation shows that the constraintΦ = ∆ −1 (4e −2βμ ) also propagates:
Together, the two constraints (5.1) and (5.4) imply that
from which, we obtain ∆Φ = 4e
(5.5) by (5.3). Definingτ
6) a short calculation using, (1.5) and (5.3), verifies the conservation law
The equations (1.5), (1.6), (1.8), (1.10) and (5.5) collectively define the cosmological PoissonEuler equations of Newtonian gravity. The above calculations show that any solution of the limit equations (1.5)-(1.9) that satisfy initially the constraints (5.1) and (5.4) determine a solution of the cosmological Poisson-Euler equations. Since the solutions to the limit equations that we are interested satisfy these constraints, our approximate solutions are always solutions to the cosmological Poisson-Euler equations. With the preliminaries out of the way, we turn to establishing the existence and uniqueness of solutions to the cosmological Poisson-Euler equations.
Proposition 5.1. Letβ,μ ǫ, y ,z ǫ, y J ,β 0 ,Φ ǫ, y I andΦ ǫ, y be as defined (1.11), (1.12), (1.13), (1.18) , (1.19) and (1.20), respectively and assume that (1.17) is satisfied. Then there exists a T > 0 and a unique solutioñ
to the system (1.5)-(1.9) on the spacetime region [0, T ) × R 3 that satisfies the initial conditions
and the bounds
is also bounded, that is, together with the initial data bound (5.8) then imply the existence of a T > 0 and a unique solutionμ
to the system (1.5)-(1.7) and (1.9) on the spacetime region [0, T ) × R 3 that coincides with the chosen initial data at x 0 = 0 and satisfies the estimate
The remainder statements of the proposition follow from a straightforward application of the calculus inequalities from Appendix A and the elliptic estimates from Appendix B.
For use in the next section, we note that it can be verified via a straightforward calculation that solutions μ ǫ, y ,z
ǫ from Proposition 5.1 satisfies the following system of equations: 
We conclude this section with a technical lemma that will be used in the following section. 
The cosmological Newtonian limit
We are now ready to prove the main results of this article. 
Proof. We define
I ), and observe that the estimate
is a direct consequence of our choice of initial data from Section 4.1. Next, a straightforward calculation using the evolution equations (2.99)-(2.106) and (4.59)-(4.60) in conjunction with (5.9)-(5.13) shows that Z ǫ, y , Y ǫ and X ǫ, y satisfy equations of the
respectively, where
, and m ǫ are x 0 -dependent matrices (independent of the spatial coordinates (x I )) satisfying 
Differentiating (6.2) and (6.4) spatially, we find that
We can bound the individual terms in F ǫ, y using the calculus inequalities from Appendix A and the estimates (6.5) and (6.7)-(6.11). For example, we can estimate the term B(∂ I X ǫ, y , Z ǫ, y ) as follows:
where in deriving this result we have used the multiplication inequality from Theorem A.6, two applications of Soblev's inequality, and the bound (6.10) on X ǫ, y . Estimating the remaining terms of F ǫ, y in a similar fashion, we find that
Due to the estimates (6.5), (6.6)-(6.11), and (6.14) and the fact that the matrices C K are constant, the system consisting of (6.3), (6.12) and (6.13) is a singular symmetric hyperbolic system of the type analyzed in [4, 21, 22, 23] . The energy estimates from these works, for example, see Theorem 1' in [22] , then imply that
Noting the bound (6.1) on the initial data, we conclude, via an application of Sobolev's inequality, that
and the proof is complete.
We conclude with a few remarks: (i) The inhomogeneous component of the proper energy density µ ǫ, y , see (2.59), (2.66)-(2.67), and (2.114), satisfies
This follows directly from Theorem 6.1 and the calculus inequalities from Appendix A. (ii) If 1 ≤ p, q, r ≤ ∞, 0 ≤ θ ≤ 1 and
Theorem A.3. [Product and commutator estimates] (i) Suppose 1 ≤ p 1 , p 2 , q 1 , q 2 ≤ ∞, s = |α|, and
and V is open and bounded in R. Then 
are known as the Zhidkov spaces. On these spaces, there are analogous calculus inequalities that can be proved using a straightforward adaptation of the proofs of the Sobolev space estimates.
for all u ∈ K s 1 (R n ) and v ∈ K s 2 (R n ), and
and V is open and bounded in R. Then
Corollary A.8. Suppose s ∈ Z ≥1 , |α| ≤ s, f, F ∈ C s (R 2 ), g, G ∈ C s+1 (R 2 ), and V is open and bounded in R.
(i) If |f (u, v)| |v| 3 for all (u, v) ∈ V 2 , then
for all u ∈ C 0 (R n ) ∩ K s (R n ), v ∈ C 0 (R n ) ∩ K s (R n ) ∩ L 6 (R n ) with u(x), v(x) ∈ V for all x ∈ R n .
(ii) If |g(u, v)| |v| 3 for all (u, v) ∈ V 2 , then
for all u i ∈ C 0 (R n ) ∩ K s (R n ), v i ∈ C 0 (R n ) ∩ K s (R n ) ∩ L 6 (R n ) with u i (x), v i (x) ∈ V for all x ∈ R n and i = 1, 2. (iii) If |F (u, v)| |u| 2 |v| for all (u, v) ∈ V 2 , then
, v i (x) ∈ V for all x ∈ R n and i = 1, 2. (1 + u s−1
5 (R n ) with u(x), v(x) ∈ V for all x ∈ R n . (vi) If |G(u, v)| |u||v| for all (u, v) ∈ V 2 , then
5 (R n ) with u i (x), v i (x) ∈ V for all x ∈ R n and i = 1, 2.
Proof. We only prove statements (i) and (ii) as (iii)-(vi) follow from similar arguments. (i): We estimate
by Theorem A.7
by Theorem A.1 
So then
by Theorem A.4 and estimate (A.2).
Remark A.9. Theorem A.7 and Corollary A.8 also hold for the obvious vector valued generalizations.
Appendix B. Elliptic estimates
In this appendix, we state some well known elliptic estimates and use these to establish related elliptic estimates that will be used throughout this article. Theorem B.1. Suppose 0 < α < 3 and 1 < p < 3/α. Then Next, we prove a variation of the L ∞ estimate for the Newtonian potential from [34, Appendix 1] that will be needed below.
Proposition B.3. If 1 ≤ p < 3/2 and 3/2 < q ≤ ∞, then
Proof. First, we split −4π∆ −1 (f ) as Estimating the first piece, we find, using Hölder's inequality, that 
in (B.8) and (B.10) gives
where (q, p) satisfy 1 ≤ p < 3/2 and 3/2 < q ≤ ∞ by (B.9) and (B.11). Finally, applying Young's inequality, i.e. ab ≤ a r /r + b s /s with a, b ≥ 0, r, s > 0 and 1/r + 1/s = 1, yields the desired estimate
We are now in the position to establish the key elliptic estimate that will be crucial for the construction of initial data carried out in Section 3.
Theorem B.4. Suppose 1 < p < 3/2, and 
In particular for p = 6/5,
Proof. Setting F = a IJ ∂ I ∂ J v + b I ∂ I w + cf, it follows easily from Hölder's inequality that
Since 1 < p < 3/2, it follows from Theorems B.1 and B.2, Proposition B.3, the identities (B.5)-(B.7), and the above estimates that
is well defined and satisfies
3−p and ∆u = F.
