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Abstract
The clique graph of a graph G is the intersection graph K(G) of the (maximal) cliques of G. The iterated clique graphs
Kn(G) are de9ned by K0(G) = G and Ki(G) = K(Ki−1(G)), i ¿ 0 and K is the clique operator. A cograph is a graph
with no induced subgraph isomorphic to P4. In this article we use the modular decomposition technique to characterize
the K-behaviour of cographs and to give some partial results for the larger class of serial (i.e. complement-disconnected)
graphs. We prove that a cograph is K-convergent if and only if it is clique-Helly. This characterization leads to a
polynomial time algorithm for deciding the K-convergence or K-divergence of any cograph.
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1. Introduction
The clique graph of a graph G is the intersection graph K(G) of the (maximal) cliques of G. The iterated clique
graphs Kn(G) are de9ned by K0(G)=G and Ki(G)=K(Ki−1(G)), i ¿ 0. We refer to [27,29] for the literature on iterated
clique graphs. Graphs behave in a variety of ways under the iterates of the clique operator K , the main distinction being
between K-convergence and K-divergence. A graph G is said to be K-null if Kn(G) is the trivial graph K1 for some n.
We say that G is K-periodic if Kn(G) ∼= G for some n¿ 1; the smallest such n is the period of G. More generally, a
graph G is said to be K-convergent if Kn(G) ∼= Km(G) for some pair of non-negative integers n¡m. If n and m are the
smallest such integers, we say that n is the transition index and m− n is the period of G. A graph G is K-convergent if
and only if G is, in the obvious sense, eventually K-periodic. This last is equivalent to the boundedness of the sequence
of the orders |V (Kn(G))|. A graph G is said to be K-divergent if limn→∞ |V (Kn(G))|=∞. The graph G is K-divergent
if and only if it is not K-convergent.
A graph is clique-Helly if its (maximal) cliques satisfy the Helly property: each family of mutually intersecting cliques
has non-trivial intersection. For instance, all triangleless graphs are clique-Helly. Clique-Helly graphs have been introduced
in [9,11] and studied in [20,25,26], among others. Clique-Helly graphs are always K-convergent: indeed, they are all
eventually K-periodic of period 1 or 2 [9]. Clique-Helly graphs can be recognized in polynomial time [30]. So far, most
of the results on convergence of iterated clique graphs are on the domain of clique-Helly graphs. In particular, several
classes of clique-Helly graphs have been shown to be K-null, as is the case of interval graphs [13]. More generally,
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Bandelt and Prisner characterized the clique-Helly graphs which are K-null [2]. In general, much less is known about
clique convergence, when non-clique-Helly graphs are considered. Some results on convergence of graphs which are not
clique-Helly can be found in [2,3,6]. All the graphs which will be shown to be K-convergent in this paper are clique-Helly.
The 9rst examples of K-divergent graphs were given by Neumann–Lara (see [9,23]). For n¿ 2, de9ne the n-dimensional
octahedron On as the complement of a perfect matching on 2n vertices. Then On is the complete multipartite graph K2;2; :::;2.
Neumann–Lara showed that K(On) ∼= O2n−1 and hence, for n¿ 3, On is K-divergent with superexponential growth.
Moreover, he showed that all complete multipartite graphs Kp1 ;:::;pn , with n¿ 3 and pi¿ 2; 16 i6 n, are K-divergent
with superexponential growth. This last result completed the determination of the behaviour under K (or K-behaviour)
of the class CM of complete multipartite graphs. In fact, the rest of the graphs in CM were previously known to be
K-convergent: the complete graphs Kn are in CM and K(Kn) is trivial. The other graphs in CM that have a universal
vertex are those of the form G = K1;p2 ;:::;pn = Kn and here K(G) is non-trivial but K2(G) is trivial. The remaining graphs
in CM are those which have exactly two parts and at least two vertices in each part; they are triangleless and without
degree one vertices, so by Hedetniemi and Stater [12] they are K-periodic of period one (only for the square K2;2 = C4)
or two (all the rest).
In [24] it has been asked whether there are divergent graphs with polynomial growth. Recently, aLrmative answers have
been given in [16–18]. The graphs that will be shown to be K-divergent in this work have all superexponential growth.
Given a class C of graphs, denote by K(C) the class whose members are the clique graphs of the members of C. A
class C is closed when its clique class K(C) satis9es K(C) ⊆ C and >xed when K(C) = C. Escalante [9] showed that
the class of clique-Helly graphs is 9xed. After this, some other 9xed classes have been identi9ed: indiMerence graphs
[13], dismantable graphs [2], strongly chordal graphs [2,4], among others. The clique graph of an interval graph is an
indiMerence graph [13], hence the class of interval graphs is closed. The class of chordal graphs is not closed, but its
clique class is known [4,10,31]. The class of cographs is not closed. In this article, we characterize the cographs whose
clique graph is also a cograph.
Modular decompositions (which will be reviewed in Section 3) play an important role in this paper. The class of
cographs properly contains the class of complete multipartite graphs, and it is known to be characterized by the absence
of neighbourhood nodes in the modular decomposition tree (MDT). The wider class of serial graphs is de9ned by the fact
that they are connected, non-trivial, and the root of the MDT is not neighbourhood, i.e. the graphs whose complement
is disconnected. In Section 4 we will characterize the serial graphs which are clique-Helly (a suLcient condition for
K-convergence). An important class of serial graphs is that of parallel-decomposable serial graphs: for these, the MDT
does not contain neither leaves nor neighbourhood modules in the root and the 9rst level. In Section 5 we will give some
suLcient conditions for K-divergence for such graphs. In Section 6 we shall determine completely the K-behaviour for
the class of cographs. An interesting result is that a cograph is K-convergent if and only if it is clique-Helly. Finally,
in Section 7 we characterize the cographs whose clique graph is also a cograph and, in Section 8, we provide some
conclusions.
2. Preliminaries and denitions
We consider simple, undirected, 9nite graphs. The sets V (G) and E(G) are the vertex and edge sets of a graph G.
A trivial graph is a graph with a single vertex. A complete is a set of pairwise adjacent vertices in G. A clique of G
is a complete not properly contained in any other complete. A subgraph of G is a graph H with V (H) ⊆ V (G) and
E(H) ⊆ E(G). For X ⊆ V (G), we denote by G[X ] the subgraph induced by X , that is, V (G[X ]) = X and E(G[X ])
consists of those edges of E(G) having both ends in X . We often identify induced subgraphs with their vertex sets. If v
is a vertex of a subgraph H of G adjacent to every other vertex of H , then we say that v is universal in H , or that H
is a cone with apex v.
Let X be a subset of V (G) and x any vertex of X . The quotient graph G=X is de9ned as V (G=X )= (V (G)−X )∪{x}
and E(G=X ) = E(G[V (G)− X ]) ∪ {{x; v} | {u; v}∈E(G); u∈X; v∈V (G)− X }.
Let H and H ′ be vertex-disjoint graphs. The union or parallel composition of H and H ′ is the graph G = H ∪ H ′
de9ned as V (G) = V (H) ∪ V (H ′) and E(G) = E(H) ∪ E(H ′). The join, sum, or serial composition of H and H ′ is the
graph G=H +H ′ de9ned as V (G)=V (H)∪V (H ′) and E(G)=E(H)∪E(H ′)∪{{x; y} | x∈V (H); y∈V (H ′)}. Finally,
the symbol OG represents the complement of G. Notice for instance that G + H = OG ∪ OH .
In order to study K-convergence and K-divergence, the following results are useful tools. We recall them for the reader’s
convenience.
Let T be a triangle of a graph G. The extended triangle of G, relative to T , is the subgraph Tˆ of G induced
by the vertices which form a triangle with at least one edge of T . The following theorem characterizes clique-Helly
graphs [30].
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Theorem 1. A graph G is clique-Helly if and only if each of its extended triangles is a cone.
Let G, H be graphs. A morphism  : G → H is a vertex-function  : V (G)→ V (H) such that the images under  of
adjacent vertices of G either coincide or are adjacent in H . A morphism  : G → H is a retraction from G to H if there
exists a morphism  : H → G such that  is the identity function on V (H). In this case, H is a retract of G. Notice
that H must be isomorphic to an induced subgraph of G. If H is a subgraph of G, then a retraction from G to H is just
a morphism G → H whose restriction to H is the identity. Notice also that, if v is a vertex of G, there is always a total
retraction from G to v. The following theorem describes the relationship between retracts and K-divergence [23].
Theorem 2. Let G and H be graphs such that H is a retract of G. If H is K-divergent, then so is G.
For instance, if n¿ 3 and pi¿ 2 (16 i6 n), the complete multipartite graph Kp1 ;:::;pn can be retracted to the octahedron
On = K2;2; :::;2 and is therefore K-divergent.
3. Modular decompositions
One promising paradigm for studying properties of a class of graphs involves partitioning the set of vertices of a graph
into subsets called modules, and the decomposition process is called modular decomposition. This decomposition has been
studied by many researchers.
A module of G is a set of vertices M of V (G) such that all the vertices of M have the same neighbours outside of
M , that is, each vertex in V (G)−M is either adjacent to all vertices of M , or to none. For instance, every singleton as
well as the whole G are modules. Two vertices x; y∈G are twins if they are neighbours and {x; y} is a module of G,
and any module M such that G[M ] is complete is just a set of twins in G. We say that M is a strong module if for any
other module A the intersection M ∩ A is empty or equals either M or A. For non-trivial G, the family {G1; G2; : : : ; Gp}
of all maximal (proper) strong modules is a partition of V (G) and p¿ 2. This partition is the modular decomposition
of G. We will often identify the modules Gi with the induced subgraphs G[Gi].
If a module M contains vertices from two diMerent connected components of G, then M must contain those components.
Therefore, for disconnected G, the maximal strong modules are the connected components. In this case G=G1∪G2∪· · ·∪Gp
and G is called parallel.
The modules, strong modules and maximal strong modules of G are the same as those of OG. Therefore, if OG is
disconnected, the maximal strong modules of G are the vertex sets of the connected components of OG. In this case
G = G1 + G2 + · · ·+ Gp and G is called serial.
The modular decomposition of a non-trivial graph G is used recursively in order to de9ne its unique modular decom-
position tree T (G). The module M is parallel if G[M ] is disconnected, M is serial if OG[M ] is disconnected and M is
neighbourhood if both G[M ] and OG[M ] are connected. The root of T (G) is G, the 9rst-level vertices of T (G) are the
maximal strong modules of G, and so on. The leaves of T (G) are the vertices of G and the internal nodes of T (G) are
modules labeled with P, S or N (for parallel, serial, or neighbourhood module, respectively). A linear time algorithm that
produces the modular decomposition tree is given in [22].
Modular decomposition has been extensively used for the class of cographs. It is in fact the basis for 9nding fast
algorithms for problems on cographs which are NP-hard in general [7]. We denote by P4 the four-vertex path. A cograph
is a graph having no induced subgraph isomorphic to P4. Cographs were introduced by Lerchs [19] and rediscovered under
diMerent names: D∗-graphs, Hereditary Dacey graphs, 2-parity graphs [5,15,28]. In [19], Lerchs showed that cographs have
a unique tree representation, called cotree. The leaves represent vertices of the graph and the internal nodes correspond to
the union and join operation. This cotree is just the modular decomposition tree, but for cographs it has no neighbourhood
nodes. In fact, the class of cographs can also be de9ned as the class of those graphs for which the modular decomposition
tree does not have neighbourhood nodes (see Section 6), or as the smallest class of graphs containing the single vertex
graph and closed under serial and parallel composition.
Lemma 3. Let G be a graph and M a module of G. Let R be a subgraph of M which is a retract of M . Then any
retraction  : M → R can be extended to a retraction ′ : G → G[(G −M) ∪ R].
Proof. De9ne ′(v) = (v) for v∈M , and ′(v) = v for v∈G −M . Since M is a module of G, ′ is a morphism. Since
the restriction of  to R is the identity, the restriction of ′ to G[(G −M) ∪ R] is the identity.
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Lemma 4. Let G be a graph and M a module of G. Then the quotient graph G=M is a retract of G.
Proof. Let x be any vertex of M and take V (G=M) = (V (G)−M) ∪ {x}. By Lemma 3, the total retraction M → x can
be extended to a retraction G → G=M . Hence, G=M is a retract of G.
Remark 5. In the particular case in which the module M of G is complete we have that K(G) ∼= K(G=M); indeed, if
u; v∈G are twins, any clique which contains u also contains v, so K(G) ∼= K(G − v). In the general case we know by
Theorem 2 that G is K-divergent if G=M is so.
Lemma 6. Let G be a graph. If P = S1 ∪ S2 ∪ · · · ∪ Sq is a parallel module of G and some Si is a single vertex v, then
G − v is a retract of G.
Proof. Fix some x∈P− v. Since P is parallel, v has no neighbours in P. Then there is a retraction  : P → P− v de9ned
by (v)= x and (y)= y for each y∈P− v. By Lemma 3,  can be extended to a retraction  : G → G− v. Thus G− v
is a retract of G.
Notice that any graph obtained by iterated application of Lemma 4 or Lemma 6 is a retraction of the original graph G.
4. Serial graphs
Since for a disconnected graph G = H ∪ H ′ we clearly have that K(G) = K(H) ∪ K(H ′), in order to investigate the
K-behaviour we can restrict ourselves to connected non-trivial graphs G. If we make the additional assumption that G is
not neighbourhood, then G must be serial. By de9nition, a graph is serial if and only if its complement is disconnected
(if and only if the graph is a sum of two graphs). Serial graphs are just those connected non-trivial graphs such that
the root of the modular decomposition tree is not neighbourhood. We will characterize in this section those serial graphs
which are clique-Helly, and describe their K-behaviour.
Recall that a graph G is a cone if G has a universal vertex (apex). Note that each clique of the cone G contains
the apex, so G is certainly clique-Helly. Furthermore, K(G) is a complete graph (G is clique-complete) and thus K2(G)
is trivial: all cones are K-null. Of course, any clique-complete and clique-Helly graph must be a cone, but there exist
clique-complete graphs which are not cones (see [21]). Notice that if G is a cone, then any sum G + H is also a cone
(and serial), but if G = G1 + G2 + · · · + Gp is the modular decomposition of a serial graph G, then G is a cone if and
only if some Gi is trivial: indeed, if G is a cone the apex is isolated in OG.
Lemma 7. Let G=H +H ′ be a clique-Helly graph, and assume that H ′ is not a cone. Then each connected component
of H is a cone.
Proof. Let C be a connected component of H , and let the vertex x of C has maximum degree as a vertex of C. Assuming
that x is not universal in C, we will get a contradiction. Let y and v be vertices of C such that x and v are neighbours
of y but {x; v} ∈ E(H). Choose any z ∈H ′ and consider the triangle T = {x; y; z} of G. By Theorem 1, the extended
triangle Tˆ relative to T has a universal vertex u. Since H ′ ⊂ Tˆ and H ′ is not a cone, u∈H , but then u∈C. Since
all the neighbours of x in C and also v are in Tˆ , degC(u)¿ degC(x). This contradiction shows that C is a cone with
apex x.
Theorem 8. Let G=G1 +G2 + · · ·+Gp be the modular decomposition of a serial graph. Then G is clique-Helly if and
only if it satis>es one of the following conditions:
(1) G is a cone, or
(2) p= 2 and all the connected components of G1 and G2 are cones.
Proof. If G is a cone, we know that it is clique-Helly. If the second condition holds, choose an apex in each of the
connected components of both G1 and G2, and let H be the subgraph of G induced by all these apices. Then H is a
complete bipartite graph. Since H has no triangles its cliques are its edges and it is clique-Helly. Each clique of G contains
a unique edge of H , and two cliques of G meet if and only if their edges in H meet. Therefore G is clique-Helly.
Assume now that G is clique-Helly.
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Suppose 9rst that p¿ 3. Choose xi ∈Gi for i=1; 2; 3. Consider the triangle T={x1; x2; x3} and observe that its extended
triangle is Tˆ = G. By Theorem 1, G is a cone. Thus, p¿ 3 implies condition 1.
If p = 2, we can assume that condition 1 does not hold. In particular, G1 and G2 are not cones. By Lemma 7, each
connected component of both G1 and G2 is a cone.
If G is a clique-Helly graph, we know that G is eventually K-periodic of period 1 or 2, but if G is also serial the
previous theorem and its proof enable us to be more speci9c. In case 1: if G is complete (i.e. all the Gi are trivial) then
K(G) is trivial; if G is not complete, then K(G) is non-trivial and K2(G) is trivial. In case 2: we can assume that case
1 does not hold, and then G1 and G2 are disconnected. Thus, the complete bipartite subgraph H of G has at least two
vertices in each part. If H = G, we know that either K(G) ∼= G (if G ∼= K2;2) or else K(G) ∼= G but K2(G) ∼= G. If
H = G, we use the fact that each clique Q of G contains a unique edge (i.e. clique) EQ of H , and that Q ∩ Q′ = ∅ iM
EQ ∩ EQ′ = ∅. For a given edge E of H , all the cliques Q of G for which EQ = E are twins in K(G). Keeping just one
Q for each E, we get an induced subgraph S of K(G) such that S ∼= K(H). By Remark 5 we have K(K(G)) ∼= K(S),
and then K2(G) ∼= K2(H) ∼= H . Thus G is not K-periodic, but it is eventually K-periodic of period one or two according
to whether both G1 and G2 have exactly two connected components or not.
The serial graphs such that all maximal strong modules are disconnected (such as those satisfying condition 2 in the
previous theorem) will be the subject of our next section.
5. Parallel-decomposable serial graphs
Consider the modular decomposition
G = G1 + G2 + · · ·+ Gp
of a serial graph G. If some Gi is trivial, then G is a cone and we already know that G is K-null. We can therefore
assume that all the Gi’s are non-trivial. If we make the additional assumption that no Gi is neighbourhood, then all the
Gi’s must be parallel. In this case each Gi has a modular decomposition of the form
Gi =
pi⋃
j=1
Gij; pi¿ 2;
and we say that G is a parallel-decomposable serial graph. Since a module of a module of G is again a module of G,
all the graphs Gij’s are (connected) modules of G. All the G
i
j’s are trivial precisely for the complete multipartite graphs
which are not cones (i.e. with non-singular parts). Parallel-decomposable serial graphs are just those non-trivial connected
graphs such that the modular decomposition tree does not contain neither leaves nor neighbourhood modules in the root
and the 9rst level. Parallel-decomposable serial graphs with at least 3 maximal strong modules are always K-divergent:
Theorem 9. Let G be a parallel-decomposable serial graph. If p¿ 3, then G is K-divergent.
Proof. Applying Lemma 4 to each non-trivial Gij we obtain a complete multipartite graph G
′ ∼= Kp1 ;:::;pp , with pi¿ 2 for
all 16 i6p. Since p¿ 3, we already know that G′ is K-divergent by [23]. By Theorem 2, G is also K-divergent.
For parallel-decomposable serial graphs G, it only remains to study the K-behaviour in the case p= 2. If G is a cone
or all the Gij’s are cones, we know by Theorem 8 that G is K-convergent. But there are also parallel-decomposable serial
graphs with p= 2 which are K-divergent.
Theorem 10. Let G=G1+G2 be a parallel-decomposable serial graph. If at least one Gij is also a parallel-decomposable
serial graph, then G is K-divergent.
Proof. Without loss of generality, we assume that G11 is a parallel-decomposable serial graph, so we have a decomposition
G11 =
∑q
r=1
⋃qr
s=1 T
r
s .
Let us 9rst consider G2. By Lemma 4 we can retract each module G2j to a single vertex u∈V (G2j ), for 16 j6p2.
Then G2 retracts to the union of p2 vertices.
Let us now consider G1. By Lemma 4 we can retract each T rs to a single vertex. Then the graph Kq1 ;:::;qq is a retract
of G11 , where q¿ 2 and each qi¿ 2. Again by Lemma 4, we can retract each G
1
j to a single vertex uj for 26 j6p1.
Therefore G1 retracts to the union of Kq1 ;:::;qq and p1 − 1 single vertices. By Lemma 6, Kq1 ;:::;qq is a retract of G1.
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Fig. 1. A K-convergent serial graph that is not clique-Helly.
Hence the graph Kq1 ;:::;qq;p2 is a retract of G. By Theorem 2, since Kq1 ;:::;qq;p2 is K-divergent, G is also K-divergent.
In conclusion, the K-behaviour of a non-clique-Helly serial graph G remains unknown if G is not parallel-decomposable
or it is, but p = 2 and no Gij is a parallel-decomposable graph. Notice that in the latter case G cannot be a cone and
some Gij must be non-trivial, for otherwise G is clique-Helly.
6. Cographs
Recall that a cograph is a graph without induced paths of length 3. The class of cographs is clearly closed under
complements, induced subgraphs, and serial and parallel compositions. Any connected cograph which is not 2-connected
is a cone: any cut vertex is universal.
We mentioned in Section 3 that cographs are those graphs such that there are no neighbourhood nodes in the modular
decomposition tree T . For the reader’s convenience, we give a proof of this known result: If T has no neighbourhood
nodes, then G is a cograph because it can be reconstructed from its vertices using serial and parallel compositions. The
converse follows from the fact that the complement of a connected non-trivial cograph is always disconnected. This is
proved by induction on the order n of G, the case n= 2 being obvious. If G has a cut vertex then G is a cone and OG is
disconnected. If G is 2-connected, take any v∈G. Since G− v is a connected cograph, G − v is disconnected. Supposing
that OG is connected we get a contradiction, because v is then a cut vertex of OG and then G = OOG is disconnected.
Complete multipartite graphs are precisely those cographs G such that the cotree has at most two levels. If all the
vertices lie at the 9rst level, then G is complete. If there is some vertex at the 9rst level, then G is a cone. If G is not
a cone all the vertices are at the second level.
The following results determine the K-behaviour of cographs. Notice that any cograph which is not a cone is a
parallel-decomposable serial graph.
Theorem 11. A cograph G is K-divergent if and only if both the following conditions hold:
(1) G is not a cone, and
(2) either p¿ 3, or p= 2 and at least one of Gij is not a cone.
Proof. SuBciency: Since G is not a cone, G is a parallel-decomposable serial graph. If p¿ 3, G is K-divergent by
Theorem 9. If p= 2, G is K-divergent by Theorem 10 because some Gij is parallel-decomposable.
Necessity: Assume that G is K-divergent. Then G is not a cone, for we know that cones are K-convergent. If p = 2
and each Gij is a cone, then G is K-convergent by Theorem 8.
Theorem 11 implies that the K-divergence or K-convergence of a cograph G can be decided in linear time. In fact, the
cotree of G can be obtained in linear time [7] and the conditions of Theorem 11 can be also checked in linear time.
Corollary 12. A cograph G is K-convergent if and only if G is clique-Helly.
Proof. It follows immediately from Theorems 8 and 11.
The example of Fig. 1 shows that in the class of serial graphs there are K-convergent graphs that are not clique-Helly.
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7. Cographs whose clique graph is a cograph
The product G×G′ of two graphs G and G′ is given by V (G×G′)=V (G)×V (G′) and E(G×G′)={{(u; u′); (v; v′)} :
{u; v}∈E(G), {u′; v′}∈E(G′)}. Notice that G× (G′∪G′′)=G×G′∪G×G′′ and that a product G=G1×G2×· · ·×Gs
is discrete (has no edges) if and only if some Gi is discrete. We will also use the fact that OK(G1 +G2)= OK(G1)× OK(G2),
where OK(G) = K(G) (see [23,29]).
Lemma 13. Let s¿ 2 and G = G1 × G2 × · · · × Gs with Gi connected and non-trivial for each i. Then G is a cograph
if and only if each Gi is complete bipartite.
Proof. If G is a cograph, each Gi is a cograph (resp.: bipartite): Indeed, otherwise some Gi would contain an induced P4
(resp.: an induced odd cycle &). Then G would contain an induced subgraph isomorphic to P4 × K2 × · · · × K2 (resp.: to
&× K2 × · · · × K2). But the connected components of this subgraph are isomorphic to P4 (resp.: to a cycle whose length
is the double of that of &) and so G would not be a cograph. A connected bipartite cograph must be complete bipartite.
For the converse just note that Km;n × Kp;q ∼= Kmp;nq ∪ Kmq;np.
Corollary 14. Let s¿ 2 and G =G1 ×G2 × · · · ×Gs. Then G is a cograph if and only if either some Gi is discrete or
every non-trivial connected component of each Gi is complete bipartite.
Since every cograph is a comparability graph, the following result is a particular case of Corollary 14 in [21], however
we will give a direct proof.
Theorem 15. Let G be a cograph. Then G is clique-complete if and only if G is a cone.
Proof. Suppose that the non-trivial part is false, and let G be a non-conical cograph with minimal order such that K(G) is
complete. Clearly G is connected, so G=G1+G2 for some non-conical cographs G1 and G2. Since OK(G)= OK(G1)× OK(G2)
is discrete, either OK(G1) or OK(G2) is discrete, contradicting the minimality of the order of G.
Theorem 16. Let G be a connected, non-conical cograph such that K(G) is a cograph. Let G = G1 + G2 + · · · + Gp
be the modular decomposition of G. Then each Gi is a cograph with exactly two connected components and these are
cones.
Proof. We have that OK(G)= OK(G1)× OK(G2)× · · ·× OK(Gs). Since each Gi is non-trivial, it is disconnected and the same
happens with K(Gi), so OK(Gi) is non-trivial and connected for each i. By Lemma 13, each OK(Gi) is complete bipartite,
and thus each K(Gi) is the union of two complete connected components. Therefore, by Theorem 15, each Gi is the union
of two connected components which are conical cographs.
We shall also use the following construction. Let the family of graphs (Gi)i∈V (H) be indexed by the vertices of a graph
H . The sum over H of the graphs Gi is the graph G=
∑
H Gi which is obtained from
⋃
i∈V (H) Gi by adding all possible
edges of the form {u; v} where u∈Gi, v∈Gj and {i; j}∈E(H). For instance, any sum ∑i∈I Gi is the sum of the Gi over
the complete graph on the index set I , and any union
⋃
i∈I Gi is the sum of the Gi over the discrete graph on I . Observe
that each Gi is a module of
∑
H Gi. In case that all Gi are the same graph G
′; then
∑
H Gi is just the composition H [G
′].
If G and H are arbitrary graphs, a vertex-surjective morphism ( : G → H is said to be an additive projection if
(−1(H [{i; j}]) = (−1(i) + (−1(j) whenever {i; j}∈E(H). It is easy to see that G is (isomorphic to) a sum over H if
and only if there exists an additive projection from G to H .
If ( : G → H is an additive projection and Q is an induced subgraph of G, then Q is a clique of G if and only if ((Q)
is a clique of H and (−1(i)∩Q is a clique of the >ber (i.e. the preimage) Gi =(−1(i) for each i∈V (((Q)); therefore, (
induces a vertex-surjective morphism (K : K(G)→ K(H) given by (K (Q)= ((Q). The following result is easily veri9ed:
Theorem 17. Let ( : G → H be an additive projection.
(1) G is a cograph if and only if H and all the >bers of ( are cographs.
(2) If each >ber of ( is complete, then (K is an isomorphism.
(3) If each >ber of ( is clique-complete, then (K is an additive projection with complete >bers and therefore K2(G) ∼=
K2(H).
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Theorem 18. The graph G is a connected cograph such that K(G) is a cograph if and only if G is either a conic
cograph or a sum of conic cographs over an octahedron On for some n¿ 2.
Proof. Let G be a non-conical connected cograph whose clique graph is also a cograph. Let G=G1+G2+ · · ·+Gp be the
modular decomposition of G. By Theorem 16, each Gi is of the form Gi=Gi1∪Gi2 where Gi1 and Gi2 are conical cographs.
For each i = 1; : : : ; p and j = 1; 2, let xij ∈Gij and let G′ = G[{xij : i = 1; : : : ; p, j = 1; 2}]. Clearly, the mapping which
sends each Gij into x
i
j is an additive projection from G onto G
′. Since G′=G[x11 ; x
1
2]+G[x
2
1 ; x
2
2]+ · · ·+G[xp1 ; xp2 ] ∼= Op, it
follows that G is the sum over Op of the conical cographs Gij . On the other hand, if G is a sum of conic cographs over
an octahedron On with n¿ 2, then G is a cograph by Theorem 17(1) because all octahedra are cographs. By Theorem
17(3), (K : K(G)→ K(On) is an additive projection with complete 9bers. Since K(On) ∼= O2n−1 and the complete graphs
are cographs, Theorem 17(1) implies that K(G) is a cograph.
Corollary 19. If G is a non-conical connected cograph such that K(G) is a cograph and the modular decomposition of
G has p summands, then K2(G) ∼= On with n= 22p−1−1.
Proof. It follows directly from Theorem 17(3), Theorem 18 and the fact that K(Op) ∼= O2p−1 .
8. Concluding remarks
We have shown that the modular decomposition is useful to decide the K-behaviour of certain graphs: we have de9ned
the classes of serial graphs and of parallel-decomposable serial graphs and we gave suLcient conditions for K-convergence
and K-divergence of graphs in these classes.
It is known that the modular decomposition tree of any graph can be computed in linear time [8,22]. Therefore it is the
framework for linear time algorithms of many problems that are hard in general [1,14,22]. It would be very interesting to
understand the structural properties of serial and parallel-decomposable serial graphs for the purpose of solving eLciently
optimization problems for these graphs.
In the particular case of cographs, using the modular decomposition technique, the K-behaviour of cographs has been
completely characterized. For this class, we also characterize those cographs whose clique graph is also a cograph. A
more general question, which we leave open, is the characterization of clique graphs of cographs.
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