ABSTRACT The current understanding of epigenetic signaling assigns a central role to post-translational modifications that occur in the histone tails. In this context, it has been proposed that methylation of K9 and phosphorylation of S10 in the tail of histone H3 represent a binary switch that controls its reversible association to heterochromatin protein 1 (HP1). To test this hypothesis, we performed a comprehensive molecular dynamics study in which we analyzed a crystallographically defined complex that involves the HP1 chromodomain and an H3 tail peptide. Microsecond-long simulations show that the binding of the trimethylated K9 H3 peptide in the aromatic cage of HP1 is only slightly affected by S10 phosphorylation, because the modified K9 and S10 do not interact directly with one another. Instead, the phosphate group of S10 seems to form a persistent intramolecular salt bridge with R8, an interaction that can provoke a major structural change and alter the hydrogen-bonding regime in the H3-HP1 complex. These observations suggest that interactions between adjacent methyl-lysine and phosphoserine side chains do not by themselves provide a binary switch in the H3-HP1 system, but arginine-phosphoserine interactions, which occur in both histones and nonhistone proteins in the context of a conserved RKS motif, are likely to serve a key regulatory function.
INTRODUCTION
Histone proteins, the building blocks of the nucleosome core particle, are subject to a variety of posttranslational modifications (PTMs) (1) . PTMs are thought to modulate the compaction state of chromatin, exposing or concealing different stretches of DNA and translating modification chemistry to active or repressive signaling marks (2) (3) (4) (5) . Because the combinatorial repertoire of histone modifications is theoretically very large, it has been proposed that PTMs serve a coding function. According to this histone code hypothesis, specific modifications or combinations thereof can affect distinct cellular events by altering the structure of chromatin (the cis mechanism) or by generating a binding platform for other effector proteins (the trans mechanism) (5, 6) . Such effector proteins contain evolutionarily conserved domains (e.g., the chromo-, bromo-, Tudor, MBT, PWWP, PHD, and 14-3-3 domains (7)) that are able to recognize specific PTMs and initiate a cascade of downstream events that determine the outcome of chromatindependent processes ranging from DNA repair, replication, and recombination to regulation of gene expression.
A key example of how modified histone molecules interact with their effectors is the recognition of the K9-methylated H3 tail by the chromo domain of heterochromatin protein 1 (HP1) (8) (9) (10) . The tertiary structure of several complexes that form between the HP1 chromodomain and H3 tail peptides mono-, di-, and trimethylated at K9 (11, 12) reveals that the modified side chain of K9 is caged by three conserved aromatic rings that are presented on the surface of the HP1 chromodomain. Binding affinity measurements indicate that the H3-HP1 interaction is strongest when K9 is fully modified, i.e., trimethylated (11) .
Although H3K9 methylation and several other single-site histone modifications have been established as epigenetic marks, their potential cross talk has not been sufficiently investigated. An early speculation that accompanied the histone code hypothesis involved the existence of putative binary switches in which phosphorylated serine or threonine residues prevent or abrogate the binding of regulatory proteins to adjacent methylated lysines (13) . In the framework of this model, it was initially suggested that the H3 tail cannot be simultaneously phosphorylated at S10 and methylated at K9 (14) , or that a methyl-K9/phospho-S10 binary switch operating during mitosis abrogates the interaction of HP1 with the K9-methylated target site (15, 16) . Contrary to these reports, experimental in vitro and in vivo evidence showed that S10 phosphorylation is compatible with K9 methylation during mitosis and that this modification is not necessarily linked to HP1 dissociation (17, 18) . The discrepancies among the different studies may have originated from the experimental techniques used, the isoform-specific features of the different HP1 proteins employed (19) , and/or the use of different antibodies, which often fail to recognize their epitopes when residues in their vicinity are modified. Be that as it may, and despite recent advances in the field, the role of binary switches operating in the H3 molecule remains controversial (20) (21) (22) .
Notwithstanding the complexity of chromatin assemblies and the extended spatial and temporal scales involved, computational modeling is well suited to tackle the fundamental questions regarding chromatin organization and interactions with regulatory proteins. Several published macroscopic and CG-mesoscale models of chromatin (23) (24) (25) (26) (27) (28) (29) (30) were able to capture the relevant physicochemical features of DNA and nucleosomes, but, due to inherent limitations, could only approximate histone tails. The interactions and dynamics of modified and unmodified histone tails were recently studied by means of atomistic molecular dynamics (MD) simulations (31, 32) . A 10 ns MD simulation of HP1 in complex with the K9-trimethylated and S10-phosphorylated H3 tail suggested that the two adjacent modifications increase the flexibility of the H3 tail and weaken HP1 binding to chromatin (33) . Another recent study showed that cation-pÀ and charge-independent interactions play an essential role in binding (34) . Molecular simulations of modified H3 tail peptides, as well as in vivo experiments, suggested that the K9-dimethylated/S10-phosphorylated H3 tail can adopt an ensemble of conformations, one of which is specifically recognized by HP1 between the early prophase and the early anaphase of mitosis and meiosis (35) . This conformation involves the interaction between dimethylated K9 and phosphorylated S10. Questions about the isoform-specific behavior of HP1 proteins with regard to their mitotic release from H3 were also addressed by molecular simulations that indicated that all HP1 isoforms showed no tendency to dissociate from H3 upon S10 phosphorylation, at least within the timescale explored (up to 100 ns) (36) .
In short, experimental and theoretical approaches so far have not succeeded in resolving the molecular mechanism and the synergistic interactions that can support the association/dissociation of HP1 (and possibly of other proteins as well) to methylated histones and chromatin during the formation of hypercondensed, mitotic chromosomes. Structural analysis of HP1/H3 complexes has provided valuable information, but is limited to only a few known structures of HP1 in complex with methylated histone tails and none with the phosphorylated form. It is now widely recognized that additional experimental and computational work is required before we can gain a better understanding of the histone modification cross talk and its effect on chromatin interactions (37) . To that end, we studied the interaction between HP1 and an assortment of differentially modified H3 tails by means of MD simulations.
The work reported here focuses on the S10 phosphorylation of histone H3 methylated at K9 and on the effect this modification has on the reversible association of the nucleosome with HP1. We performed full-atomistic MD simulations for sufficiently long times (1 ms) of the complex formed between the chromodomain of HP1 and a hexapeptide from the H3 tail, mono-, di-, and trimethylated at K9, in the presence or absence of Ser-10 phosphorylation. We also examined the contribution of H3 sites that are neighbors to the methyl/phos switch in the H3-HP1 interaction, by mutating these residues. Our simulations reveal novel (to our knowledge) structural determinants that are involved in H3-HP1 interactions, and highlight the crucial role of H3 residues other than K9 and S10 in the H3/HP1 association-dissociation mechanism.
MATERIALS AND METHODS

Selection of structural models
The MD simulations were based on three different structures from the PDB database, namely, 1Q3L, 1KNA, and 1KNE. All three structures comprise HP1 residues 23-74 bound to H3 tail residues 5-10 with K9 monomethylated (1Q3L), dimethylated (1KNA), and trimethylated (1KNE). To investigate the effect of S10 phosphorylation, we added a phosphate group to residue S10 of the H3 tail. Simulations were also performed for a HP1-H3 complex in which we replaced residue R8 of the doubly modified K9-methylated/S10 phosphorylated H3 peptide with glycine to further investigate the specific effect of phosphorylation on intramolecular bonding.
Force field and derivation of partial charges
All simulations were based on the Amber parm99 (38, 39) (41) were used for phosphoserine. The partial charge parameters for the mono-, di-, and trimethylated K9 (see Table S1 in the Supporting Material) were derived via the Amber charge fitting procedure (42) . We constructed small model systems that consisted of a modified amino acid and were blocked by the acetyl (Ac) and N-methyl (NME) groups. For each one of the model systems, we considered two different initial conformations (a-helical (4,j) ¼ (À60 , À40 ) and b-sheet (4,j) ¼ (À120 , 140 )) with side-chain c-values chosen as in the original charge calculation of the common amino acids (43) . In the case of K9 monomethylation, there is no clear conformational preference for the orientation of the methyl group; hence, we considered all three possible orientations for both the a-helical and b-sheet conformers, leading to a total of six different structures. The same is true in the case of dimethylated K9, again leading to a total of six different structures. The geometry of all model systems was optimized at the HF/6-31G* level of theory and the electrostatic potential was calculated for the optimized structures. The addition of the methyl and acetyl groups affects the values of the 4, j, and c angles of the corresponding wild types only marginally. Subsequently, we carried out a multiconformational, two-stage RESP fit (39, 44) . During the RESP fit, the charges of the Ac and NME groups along with the N, CA, C, and O atoms of the peptide backbone were fixed to their values in the ff99SB parameter set. We employed Gaussian98 (45) for all ab initio calculations. Partial charges were derived using the AmberTools software package (46) .
MD simulations
The simulation of the eight systems started from the original PDB structures. The HP1 and H3 chains were terminated with the NME and Ac groups, and the water molecules contained in the PDB files were removed and hydrogen atoms were added when appropriate. Subsequently, each one of the systems was placed in the center of a periodic rectangular simulation box filled with~4000 water molecules modeled by the TIP3P approach (47) . The distance between the solute and the box sides was Biophysical Journal 102 (8) NaCl was imposed to mimic physiological conditions. The nonbonded interaction cutoff was set to 10 Å . The particle mesh Ewald method was used to calculate electrostatic interactions in the periodic box. Initially, the energy of the system was minimized in two stages: First, the heavy solute atoms were kept fixed while the water molecules and the solute hydrogen atoms were allowed to relax during 5 Â 10 5 conjugate gradient minimization steps. Second, the constraints were removed and the energy of the entire solute-solvent system was minimized until the root meansquare gradient reached the value of 10 À2 Kcal/mol/Å . The system was subsequently slowly heated at 310 K for a time period of 240 ps. The temperature was kept fixed by means of a Langevin thermostat for a 200 ps equilibration period, followed by a 200 ps equilibration under constant pressure of 1 atm by application of the Langevin piston (48) . The system was then propagated in time for 1000 ns using the isothermal-isobaric ensemble. In all of the MD simulations, SHAKE constraints were applied, the time step was set to 2 fs, and trajectory information was recorded at intervals of 2.5 ps. More details about the method used, as well as evidence on the convergence of the simulations, are provided in Table S2 and Fig. S1 . All energy minimizations and MD simulations were carried out with the use of NAMD software (49) , and trajectories and pictorial representation of molecules were visualized with VMD (50) . Additional in-house code, necessary for computational analysis, was developed.
RESULTS
Effect of S10 phosphorylation on the structure of H3 tail
In the MD simulations, we examined in detail the complex formed between the chromodomain of HP1 and a K9-methylated H3 tail hexapeptide in the presence and absence of S10 phosphorylation.
The distance d1 between the Nz atom of K9 and the Og atom of S10 was initially used as a measure of the proximity between the two residues in the putative methyl/phos switch (see Fig. 1 A) . As shown in Fig. 1 B, panel a, the probability density functions (PDFs) of d1 in the presence and absence of S10 phosphorylation are very similar, with PDFs peaking in both cases between 9-11 Å when K9 is trimethylated. Upon S10 phosphorylation of the mono-and dimethylated K9 peptide, the PDF curve shifts slightly toward longer values (Fig. S2 , A and C), but this shift is marginal, suggesting a local structural change rather than a specific interaction between methylated K9 and S10.
A closer inspection of the trajectories followed during the simulations confirms the absence of interaction between modified K9 and S10, but reveals a distinct salt bridge forming between phosphorylated S10 and the residue preceding K9, i.e., R8. As shown in Fig. 2 B, panel b , the PDF of d2 (the distance between the Nh atom of R8 and the hydroxyl Og atom of S10) is significantly altered when S10 is modified and its peak moves from 6-9 Å in the nonphosphorylated peptide to 3-5 Å in the phosphorylated one. This change is also observed in the mono-and dimethylated versions of the H3 tail peptide (Fig. S2, B and D) .
Because both R8 and methylated K9 possess a net positive charge, it is plausible that the two residues might compete with one another for salt-bridging with the negatively charged phosphorylated S10. To explore this scenario, we replaced R8 with a glycine residue (G/R8) and repeated the simulations in the standard fashion. We chose to perform the MD simulations of the mutant R8G with the two extreme states of K9 modification (i.e., the mono-and trimethylated forms) because the simulations of the HP1/H3 complex clearly showed that there are no significant differences between the mono-, di-, and trimethylated histone tails. As illustrated in Fig. 1 B, panels a and c, the PDF curves of d1 are not affected when the mutant peptide is phosphorylated in S10. Moreover, the PDF of d3 (the distance between the Ca atom of G8 and the Og atom of phosphorylated S10) peaks at >7 Å , which precludes an interaction between G8 and S10. Similar observations can be made for the monomethylated H3 tail (Fig. S2, E and F) , suggesting the absence of a direct interaction between S10 and K9, even if a competing group is no longer there. The lack of interaction with S10 can be attributed to the fact that the side chain of K9 is tightly confined in the aromatic cage of HP1 throughout the simulation time. From these results we also infer that the G/R8 mutation results in a wider distribution of distances d1 and d3, most likely because of the flexibility of the S10 phosphate group, which is no longer engaged in a strong interaction with neighboring residues. The 
Effect of S10 phosphorylation on the local geometry of the H3 8 RKS 10 stretch. (A) The variables d1 (red arrow) and d2 (blue arrow) are defined as the distance between atoms labeled Og on S10 and Nz on K9, and the distance between Og on S10 and Nh on R8, respectively. (B) PDFs of distance variables d1, d2, d3 in the phosphorylated (solid lines and solid symbols) and unphosphorylated (dashed lines and open symbols) forms of K9-trimethylated H3 tail. (C) The variables in the mutated form of H3 peptide: d1 (red arrow), which is the same as in A, and d3 (green arrow), which is defined as the distance between atoms Og on S10 and Ca on G8.
Biophysical Journal 102 (8) 1926-1933 relative spatial disposition of residues R8, K9, and S10 during the simulations can be clustered in three dominant conformations, as shown in Fig. 2 . The atoms selected for structural analysis and the dihedral angles in the respective structures are shown in Table S3 .
Interactions of K9 and S10 with the HP1 aromatic cage
Having established that H3 phosphorylation at S10 does not promote a strong intramolecular interaction with methylated K9, we attempted to evaluate the effect of the same modification in the tail peptide on H3 binding to the aromatic cage of HP1. To that end, we analyzed the trajectories of the various complexes during MD simulations and calculated the distribution of distances between the key H3 residues K9 and S10 and the aromatic rings that form the binding pocket. The average distances between the Nz atom of K9 and the calculated centroid in each of the three aromatic rings (Table S4) are consistent with previous studies (11) and indicate an increase of HP1-H3 affinity with increasing K9 methylation. Overall, the net result of S10 phosphorylation on the system under study is apparently not sufficient to force the H3 tail out of the aromatic cage.
We also explored the possibility of repulsive interactions between the phosphorylated S10 and the aromatic residues of the HP1 binding pocket. Such interactions between a phosphorylated side chain and an aromatic residue have been reported to disrupt the structure and control the folding/unfolding of short b-hairpin peptides mimicking the H3/HP1 complex (51-53). The distances d4, d5, and d6 between the hydroxyl oxygen of S10 and the centroids in the aromatic rings of Y24, W45, and Y48, respectively, were monitored during the simulation of the complex (Fig. 3 A) . The PDF plots for these distances when the complex included the trimethylated K9 H3 tail in its phosphorylated and nonphosphorylated forms indicate a broadening of the corresponding peaks upon phosphorylation of S10 (Fig. 3 B, panels a-c) . As suggested by the shift in d4 and d6 toward smaller values, upon phosphorylation, S10 seems to come closer to two of the three aromatic residues, Y24 and Y48, which form the HP1 cage. However, S10 has a tendency to move away from the third aromatic residue, W45, when it is phosphorylated. Of interest, the relative disposition of S10 and W45 is similar to that observed in the b-hairpin model peptides used to study the disruptive interaction between a phosphorylated side chain and an aromatic residue (51) . Therefore, such an interaction cannot be excluded, but seems to be marginal in the system we have been studying. An analysis of the results obtained for the mono-and dimethylated K9 tail peptide (Fig. S3, A-F) leads to similar conclusions. On the other hand, the G/R8 mutation results in an even broader distribution of the PDF peaks when S10 is phosphorylated (Fig. S3, G-I) , indicating an increased mobility upon elimination of the R8 side chain, which is presumably involved in a tight salt-bridge formation. Taken together, these observations strongly suggest that S10 phosphorylation weakens the interaction between methylated K9 and the binding pocket on the surface of HP1, but, for the simplified model system studied and the timescale investigated here, this does not seem to be sufficient to disrupt the H3-HP1 complex.
Hydrogen bonding between HP1 and H3
It has been shown that in addition to the conserved aromatic pocket, the recognition of methylated H3 by HP1 involves The definition of variables d4, d5, d6, shown as arrows in the structural representation of K9-trimethylated H3(R8K9S10): d4 (cyan) is the distance between the atom labeled Og on S10 and the centroid of the aromatic ring in Y24; d5 (pink) is the distance between Og on S10 and the centroid of the aromatic ring in W45; d6 (brown), is the distance between Og on S10 and the centroid of the aromatic ring in Y48. a series of backbone hydrogen bonds and side-chain interactions between the H3 tail and the HP1 chromodomain (54) . In particular, residues Q5, T6, A7, R8, and S10 of the H3 tail form a network of hydrogen bonds with the HP1 chromodomain, as shown in Fig. 4 A. Investigators assessed the contribution of these additional, but no less critical, interactions to the stability of the H3/HP1 complex experimentally by mutating specific residues and measuring the resulting binding affinities (11, 54) . To evaluate the effect of S10 phosphorylation on these interactions with our methods, we analyzed in detail the backbone and side-chain hydrogen-bonding patterns between H3 and HP1 during the simulations. We identified hydrogen bonds on the basis of their geometry, using as cutoff criteria the distance between bonded atoms (which must be <3.2 Å ), as well as their angle (which should be R120 in a hydrogen bond). Results obtained with the mono-, di-, and trimethylated K9 H3-HP1 complexes show that upon S10 phosphorylation, the hydrogen-bonding pattern between HP1 and H3 is considerably disturbed, suggesting a strong destabilizing effect. More specifically, upon S10 phosphorylation, almost all backbone hydrogen bonds are weakened, as established by a comparison of the blue and red bars in Fig. 4 B (panels  a and b) and Fig. S4 , with the only exception being the one between O/T6 and N/D62. A more pronounced effect, though, is the dramatic rearrangement of the hydrogen bonds formed by the side chains of S10 (S10-E56) and R8 (R8-E23 and R8-E56), shown in Fig. 4 B (panels c and d) and Fig. S4 . Phosphorylation removes the hydroxyl moiety from S10 and results in the replacement of the strong hydrogen bond between S10 and E56 by their enhanced hydrogen bonding with water molecules (1.4-2.6 times more for E56, and 8.7 times more for S10) and by the R8-E56 interaction, which is hardly present in the initial crystal structures and in the respective trajectories produced by the MD simulations. As a result, the initially present R8-E23 hydrogen bond persists in only a minor proportion (~15%) of the simulated structures in the case of the phosphorylated complex. The newly formed hydrogen-bonding pattern between HP1 and H3, along with the intramolecular R8-S10p interaction described above, is arranged in a triangular pattern of alternating charges (negative-positive-negative), as depicted in Fig. 4 C. Simulations with the phosphorylated and G/R8 mutated complex reveal that elimination of the positively charged side chain of R8 restores almost completely the hydrogenbonding pattern between HP1 and H3 to that of the nonphosphorylated complex, as seen from the green bars in Fig. 4 B, panels a and b. In addition, in the absence of a strong intramolecular interaction with R8, S10 is free to form a hydrogen bond with Y24 (Fig. 4 B, panels c and d) , which may also account for the variation in the distance d4 between phosphorylated S10 and Y24 in the mutated complex (see Fig. 3 B, panel d, and Fig. S3 G) . These observations support the importance of the R8-S10p interaction in the overall destabilizing effect brought about by S10 phosphorylation.
DISCUSSION
Several recent reports have provided evidence for the ability of lysine residues to interact strongly with phosphoserine in the context of isolated oligopeptides (35, 52, 55) . However, on the timescale of 1 ms used in our MD simulations (the longest reported for these systems, to our knowledge) and in the context of the H3/HP1 model complex studied, we find no indication of a direct interaction between methylated K9 and phosphorylated S10 that is sufficiently strong to destabilize the complex and drive the dissociation of HP1 from chromatin. On the other hand, phosphorylation of S10 seems to trigger the formation of a strong intramolecular bond between the corresponding phosphate group and the positively charged guanidinium group of R8. Also noticeable under these conditions is the simultaneous rearrangement of some of the intermolecular hydrogen bonds between H3 and HP1, which has not been previously reported for the HP1-H3 complex.
According to our results, the network of intermolecular hydrogen bonds between H3 and HP1 seems to be the most vulnerable part of the complex and possibly the first to be disturbed upon S10 phosphorylation in mitosis, mainly because of the competing strong intramolecular interaction between phosphorylated S10 and R8. It is likely that this interaction can be competed against by positively charged moieties that might shield the S10 phosphate group, such as the side chain of K14, which, according to a recent report (18) , has to be acetylated before HP1 is released from the K9-methylated and S10-phosphorylated H3 during mitosis. These pieces of evidence indicate that these effects may represent only one of the stages in the molecular mechanism underlying the dissociation of HP1 from H3.
We have to note at this point that an important issue to be addressed in computational studies, such as the one presented here, is the suitability of the force field employed for the simulated system (56) (57) (58) (59) . In our work we used a well-established force field, AMBER. To our knowledge, there are no widely accepted gold standards for the comparison of force fields and the respective parameters used (60, 61) . In this respect, it is very useful to compare the results of simulations, if available, that have employed different force fields to study the same system. In similarity to our work, MD simulations of isolated native and variably modified K9 and S10 H3 histone tails were recently reported by Eberlin et al. (35) . The main focus of the analysis was the K9-S10p interaction, the force field employed was CHARMM, and the conditions for the MD runs were identical to ours (in explicit water (TIP3P) with periodic boundary conditions, in a cubic box of 36 Å and at an ionic strength of 0.2 M). Inspection of those results reveals that the R8-S10p interaction clearly dominates the dimethylated or trimethylated K9-S10p interaction. This is reasonable because arginine residues are known to be more basic than lysine residues. In the complex we studied, the methylated K9 is additionally protected by the aromatic cage. Therefore, our results show a very good agreement with those derived with the use of a different force field.
The interaction between guanidinium and phosph(on)ate groups has been the subject of several other experimental and theoretical studies (62) . For example, binding of arginine to phosphorylated serine or threonine residues was experimentally shown to be involved in receptor heteromerization, and its stability was described as being surprisingly high (comparable to that of a covalent bond) on the basis of data derived from mass spectrometry and plasmon resonance experiments (63) . Of interest, the interdigitation of the guanidinium group of R8 between the phosphate oxyanion of S10 and the carboxyl group of a glutamic acid residue on the surface of the binding partner was recently reported for the complex of a 14-3-3 protein with the H3 tail. In this complex, the R-S interaction plays a different role, mediating the binding of 14-3-3 protein to H3 (64) . Moreover, it was shown that other complexes of 14-3-3 with various phosphopeptides are stabilized by the intramolecular R-S interaction (65, 66) . Taking this into account, our computational analysis underscores the importance of the RKS motif in the H3 tail for the regulation of epigenetic events and provides the theoretical framework for the experimental observations described above.
The significance of the RKS motif has already been reported in the literature in the context of the ARKS/T motifs (67) . An ARKS motif centered on K27 was found to bind in its methylated form to several chromodomains with varying affinity and specificity. In addition, similar motifs present in other chromatin-associated proteins, such as linker histone H1.4 and lysine methyltransferase G9a, are thought to function as peripheral docking sites for chromodomains (68, 69) . Finally, an ARKS motif was identified within the ADNP homeodomain involved in HP1-dependent association and localization to pericentromeric heterochromatin (70) . The low hydropathy, high charge content, and ability of the RKS motif to undergo multiple modifications (all three residues are modifiable, and two can be modified in several possible ways) are all unique structural features associated with a special class of proteins called intrinsically disordered proteins (IDPs). IDPs lack stable tertiary and/or secondary structure but are abundant in eukaryotic organisms and are known to undergo multiple post-translational modifications (71) (72) (73) (74) . A survey of the DisProt (75) database (DisProt Release 5.7, 2011-02-28) reveals that the RKS/T sequence is very common among IDPs (128 such motifs (58 RKS and 70 RKT) were identified in 101 out of a total of 710 IDPs that were searched). Based on the above considerations, we suggest that the electrostatic interaction between arginine and phosphorylated serine or threonine in the context of an RKS/T motif may be essential for the regulation of a wide range of protein-protein interactions, especially those involving IDPs.
CONCLUSION
MD simulations show that the K9-S10 interaction alone is not sufficient for the dissociation of H3 from HP1. Instead, the H3-HP1 binding can be considerably affected by the formation of a persistent intramolecular salt bridge between phosphorylated S10 and R8 that can provoke a major structural change in the H3 tail and rearrange the intermolecular hydrogen-bonding network in the H3-HP1 complex.
Our data further suggest that the electrostatic interaction between arginine and phosphorylated serine or threonine in Biophysical Journal 102(8) 1926-1933 the context of an RKS/T motif occurring in both histones and nonhistone proteins may be essential for the regulation of a wide range of protein-protein interactions, especially those involving IDPs.
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