Abstract. We define spreadability systems as a generalization of exchangeability systems in order to unify various notions of independence and cumulants known in noncommutative probability. In particular, our theory covers monotone independence and monotone cumulants which do not satisfy exchangeability. To this end we study generalized zeta and Möbius functions in the context of the incidence algebra of the semilattice of ordered set partitions and prove an appropriate variant of Faa di Bruno's theorem. With the aid of this machinery we show that our cumulants cover most of the previously known cumulants. Due to noncommutativity of independence the behaviour of these cumulants with respect to independent random variables is more complicated than in the exchangeable case and the appearance of Goldberg coefficients exhibits the role of the Campbell-Baker-Hausdorff series in this context. In a final section we exhibit an interpretation of the Campbell-Baker-Hausdorff series as a sum of cumulants in a particular spreadability system, thus providing a new derivation of the Goldberg coefficients.
Cumulants were introduced by Thiele in the late 19th century as a combinatorial means to describe independence of classical random variables. In free probability existence of cumulants was indicated by Voiculescu [Voi85] and described explicitly by Speicher [Spe94] . Free cumulants are one of the cornerstones in free probability, complementing the analytic machinery of Cauchy transforms, see [NS06] for many applications. Later on other kinds of cumulants were introduced in noncommutative probability, e.g., various kinds of q-deformed cumulants were considered in [Nic95, Ans01] in order to interpolate between classical and free cumulants; however no q-convolution has been found so far; Boolean cumulants were defined in [SW97] in the context of Boolean independence (see also [vW73, vW75] ); conditionally free cumulants were defined in [BLS96] which generalize both free and Boolean cumulants. The second-named author gave a unified theory of the cumulants mentioned above in the framework of so-called exchangeability systems as a general notion of independence [Leh04] . In the present paper we develop a yet more general framework which comprises also Muraki's monotone independence [Mur01], which is not covered by the approach of [Leh04] because it does not satisfy exchangeability, the obstruction being that monotone independence is sensitive to the order on random variables:
Independence of X and Y is not equivalent to independence of Y and X.
Hence in order to avoid misinterpretations we say "the (ordered) pair (X, Y ) is monotone independent" rather than "X and Y are monotone independent". This property sharply distinguishes monotone independence from classical, free, and Boolean independences. Despite lack of exchangeability, the first-named author together with H. Saigo managed to define monotone cumulants [HS11b, HS11a] relying only on the property called extensivity defined below. If we denote the monotone cumulants by K M n (X 1 , X 2 , . . . , X n ) with respect to a noncommutative probability space (A, ϕ), then we have the moment-cumulant formula:
The notations are introduced in Sections 2, 3, and 4. The set M n of monotone partitions is not a subclass of set partitions, but a subclass of ordered set partitions. The factor 1 π ! is new in the sense that it is hidden in the classical, free or Boolean cases, the reason being that π ! is the number of possible orderings of the blocks of the underlying set partition of π.
Cumulants carry essential information on independence, in particular the vanishing of mixed cumulants, that is, of cumulants with independent entries, characterize independence [Leh04, Prop. 3 .5], which is the major reason for their usefulness in free probability [NS06] . More precisely, if a finite family of random variables X 1 , X 2 , . . . , X n can be partitioned into two mutually independent subfamilies (in the general sense of Definition 3.6 below) then (V) K n (X 1 , X 2 , . . . , X n ) = 0.
As a consequence, cumulants are additive, that is, the cumulant of the sum of two independent tuples (X 1 , X 2 , . . . , X n ) and (Y 1 , Y 2 , . . . , Y n ) decomposes as (1.1)
By contrast, because of property (O), monotone cumulants do not satisfy additivity and thus mixed cumulants do not necessarily vanish. Instead, they satisfy the weaker notion of extensivity: if {(X is the sum of i.i.d. copies. Extensivity is strictly weaker than the property of vanishing of mixed cumulants, but extensivity (together with some other properties) still suffices to prove uniqueness of cumulants even in the case of exchangeability. Therefore extensivity is a natural generalization of the property of vanishing of mixed cumulants.
The first goal of this paper is the unification of second-named author's approach based on exchangeability systems and first-named author's monotone cumulants based on natural products of states. The second-named author's definition of cumulants includes q-deformed cumulants as well as tensor (or classical), free and Boolean cumulants. On the other hand, the approach of the first-named author and Saigo comprises monotone cumulants as well as tensor, free and Boolean cumulants, but not q-deformed cumulants. In the present paper we establish a unified theory based on the concept of spreadability which has been considered recently by Köstler [Kös10] in the noncommutative context. Similar to the transition from symmetric to quasisymmetric functions, the concept of spreadability systems naturally arises as a generalization of exchangeability systems and allows to unify various kinds of independence and cumulants, including conditionally monotone independence [Has11] and two other generalized notions of independence [Has10] , with a generalization of the moment-cumulant formula (MC) and the property of extensivity (E).
Our approach is combinatorial on the basis of ordered set partitions. An ordered set partition is defined as an ordered sequence of disjoint subsets whose union is the entire set (say {1, 2, . . . , n}). We first investigate the structure of the semilattices OP n of ordered set partitions (with respect to dominance order) and show that they locally look like the lattices I n of interval partitions, in the sense that any interval in OP n is isomorphic to an interval in I k for an appropriate k. This property is crucial for the study of multiplicative functions in the incidence algebra of ordered set partitions and we establish an isomorphism with the composition algebra of generating functions analogous to the well known formula of Faa di Bruno. In particular, we obtain the fundamental convolution identity for the generalized zeta-and Möbius functions.
Our interest in ordered set partitions was stipulated by the appearance of monotone partitions in the classification of independence [Mur03] and their role for monotone cumulants [HS11b] , but presently it turns out that the structure of ordered set partitions is actually easier to describe than that of monotone partitions. For example we do not have a good understanding of the structure of intervals [σ, π] ⊆ M n for σ, π ∈ M n and in particular the values of the Möbius function remain mysterious. This and some other open problems on monotone partitions are listed at the end of the paper and left for future investigations.
The second goal is the application of our results to free Lie algebras. Connections of free probability to formal groups have been pointed out early by Voiculescu [Voi85] and more recently by Friedrich and McKay [FM15] and in the context of monotone probability by Manzel and Schürmann [MS17] ; see also an approach via shuffle algebras [EFP17] .
Here we obtain new formulations of some well known identities in terms of ordered set partitions and cumulants. In particular our cumulants turn out to coincide with the homogenous components of the Campbell-Baker-Hausdorff formula, if an appropriate spreadability system is chosen. Thus a new derivation of the coefficients of the Baker-Campbell-Hausdorff formula ("Goldberg coefficients") drops out as a by-product of our results on spreadability systems.
We hope that our results will stimulate more connections to combinatorics, in particular Hopf algebras and noncommutative quasi-symmetric functions [BZ09] . Not being familiar with the abstract theory behind these concepts we proceed in a pedestrian way. Our proofs only use elementary and at times tedious calculations, yet we suspect that many of our results have been obtained in different contexts before and that those with the right knowledge will find easier and more conceptual proofs.
The paper is organized as follows. In Section 2 we collect basic definitions and results concerning ordered set partitions, including the description of intervals in the poset of ordered set partitions, incidence algebras, multiplicative functions, generalized zeta functions and the corresponding Möbius functions.
In Section 3, we define spreadability systems and give examples coming from the four (or five) natural products of linear maps. Then we define a generalized notion of independence and show that it indeed extends the existing theories.
In Section 4, we define cumulants associated to a spreadability system and express cumulants in terms of moments and vice versa. We prove extensivity and uniqueness of cumulants and list the previous moment-cumulant formulas in the literature as special cases.
In Section 5 we discuss the central limit theorem associated to spreadability systems satisfying the singleton condition. a noncrossing partition an interval partition In Section 6, we obtain recursive differential equations for the time evolution of moments. This generalizes for example the complex Burger's equation in free probability.
In Section 7, we compute mixed cumulants, i.e., we express cumulants of random variables, which split into "independent subsets" in terms of lower order moments or cumulants. These formulas shed light on the gap between extensivity (E) and the vanishing property (V) and uncover the role of the Campbell-Baker-Hausdorff formula.
In Section 8 we define a spreadability system whose cumulants are the homogeneous components of the Baker-Campbell-Hausdorff formula; in particular, the specialization of our cumulants to free algebras yields Lie projectors. Finally we give a new derivation of the coefficients of the BakerCampbell-Hausdorff formula (also known as "Goldberg coefficients").
We conclude the paper with several open problems.
Ordered set partitions
2.1. Set partitions. Let N denote the set of natural numbers {1, 2, 3, . . .}, and let [n] denote the finite set {1, 2, . . . , n}.
A set partition, or simply partition, of a finite set A is a set of mutually disjoint subsets π = {P 1 , P 2 , . . . , P k } such that ∪ k i=1 P i = A. The number k is the size of the partition and denoted by π . The elements P ∈ π are called blocks of π. The set of partitions of A is denoted by P A . We are mostly concerned with the case A = [n] and in this case P [n] is abbreviated to P n and called (set) partitions of order n. As is well known there is a one-to-one correspondence between set partitions π of [n] and equivalence relations on [n] by defining for π ∈ P n and i, j ∈ [n] the relation i ∼ π j to hold if and only if there is a block P ∈ π such that both i, j ∈ P . The set partitions of fixed order n form a lattice under refinement order : For partitions π and σ we write π ≤ σ if for any block P ∈ π, there exists a block S ∈ σ such that P ⊆ S. In other words, every block of σ is a union of blocks of π. The minimal element of this lattice is0 n = {{1}, {2}, . . . , {n}} and the maximal element1 n = {{1, 2, . . . , n}}. We proceed with the description of several classes of set partitions.
Definition 2.1. Let π ∈ P n be a set partition.
(i) Two (distinct) blocks B and B ′ ∈ π are said to be crossing if there are elements i < i ′ < j < j ′ such that i, j ∈ B and i ′ , j ′ ∈ B ′ . π is called noncrossing if there are no crossing blocks, i.e., if there is no quadruple of elements i < j < k < l s.t. i ∼ π k, j ∼ π l and i ∼ π j. The noncrossing partitions of order n form a sublattice which we denote by N C n . (ii) Two blocks B, B ′ of a noncrossing partition π are said to form a nesting if there are i, j ∈ B such that i < k < j for any k ∈ B ′ . In this case B is called the outer block of the nesting and B ′ is called the inner block of the nesting. (iii) A block B of a noncrossing partition π is inner if B is the inner block of a nesting of π. If this is not the case B is called an outer block of π. The set of inner blocks of π is denoted by Inner(π) and the set of outer blocks of π by Outer(π). (iv) An interval partition is a partition π for which every block is an interval. Equivalently, this means that π is noncrossing and has no nestings. The set of interval partitions of [n] is denoted by I n . The blocks of an interval partition {I 1 , I 2 , . . . , I p } can be uniquely ordered so that i < j whenever i ∈ I s , j ∈ I t , s < t. This ordering provides a natural embedding I n ⊆ OI n (see Definition 2.6(ii)) and we may write (I 1 , I 2 , . . . , I p ) ∈ I n rather than {I 1 , I 2 , . . . , I p } ∈ I n . Analogous definitions apply to any finite linearly ordered set A and the corresponding sets of partitions are denoted P A , N C A , I A etc.
Examples of partitions are shown in Fig. 1 . The lattice of interval partitions plays a central role in this paper and has a particularly simple structure.
Proposition 2.2. The lattice of interval partitions I n is anti-isomorphic to the Boolean lattice B n−1 via the lattice antiisomorphism
where the blocks I i are uniquely determined by their maximal elements r i ; note that always r p = n.
The following construction inverts the previous bijection in a certain sense.
Definition 2.3. Fix a number n ∈ N and a subset A ⊆ [n].
(i) Among all noncrossing partitions containing A c as an outer block there is a maximal one, which we denote by ν max (A). Removing A c we obtain and interval partition of A which we denote by ι max (A); in other words, the blocks of ι max (A) consist of the maximal contiguous subintervals of A. Yet in another interpretation, the blocks of ι max (A) are the connected components of the graph induced on A from the integer line. (ii) Among all noncrossing partitions containing A c as a block there is a maximal one, which we denote byν max (A). Removing A c we obtain a noncrossing partition of A which we denote bỹ ι max (A); in other words, the blocks ofι max (A) consist of the maximal contiguous subintervals of A when we consider it on the circle, i.e., the blocks ofι max (A) are the connected components of the graph induced on A from the Cayley graph of Z n .
Remark 2.4. 1. Construction (i) will occur in some examples below (see, e.g., Examples 6.6 and 6.7). 2. Construction (ii) occurs in the recursion (6.1) for free cumulants and Example 6.8 below.
The lattices considered so far have the following structural property. It is easy to see for both P n and I n while for N C n it is proved in [Spe94] .
Proposition 2.5. Let P n be one of P n , N C n and I n . Then for any pair of elements σ, π ∈ P n such that σ ≤ π there are uniquely determined numbers k j such that the interval [σ, π] is isomorphic (as a lattice) to the direct product
2.2. Ordered set partitions. An ordered set partition of a set A is a sequence (P 1 , P 2 , . . . , P p ) of distinct blocks such that {P 1 , P 2 , . . . , P p } is a set partition of A. In other words, it is a set partition with a total ordering of its blocks. Ordered set partitions are also known under the name of set compositions, see, e.g., [BZ09] , pseudopermutations [KLN + 00], packed words [NT06] , etc. The set of ordered set partitions of A is denote by OP A and OP [n] is abbreviated to OP n . Let π ↦π be the map from OP n onto P n which drops the order on blocks, that is, (P 1 , P 2 , . . .) ↦ {P 1 , P 2 , . . .}. We say that an ordered set partition is in canonical order if the blocks are sorted in ascending order according to their minimal elements. It will be convenient to transfer as much structure as possible from ordinary set partitions to ordered set partitions when no confusion can arise. For example, the notation P ∈ π indicates that P is a block ofπ. There is a natural partial order relation on OP n , namely if π = (P 1 , P 2 , . . . , P p ), σ = (S 1 , S 2 , . . . , S s ) ∈ OP n , we define π ≤ σ if the following conditions hold.
•π ≤σ as set partitions.
•
In other words, π ≤ σ if every block of σ is a union of a contiguous sequence of blocks of π. This order makes (OP A , ≤) a poset (but not a lattice as will be seen shortly). Note that π ≤ σ implies π ≤σ, but not vice versa. We consider the following subclasses of ordered set partitions on [n].
Definition 2.6. (i) An ordered set partition π ∈ OP n is called noncrossing if the underlying set partitionπ has this property. The set of ordered noncrossing partitions of [n] is denoted by ON C n . Outer blocks and inner blocks of a ordered noncrossing partition are defined according to the case of noncrossing partitions. (ii) An interval ordered set partition of [n] is an ordered set partition π such thatπ ∈ I n . The set of interval ordered set partitions of [n] is denoted by OI n .
(iii) A monotone partition is a noncrossing ordered set partition π = (P 1 , P 2 , . . . , P π ) such that for every nesting the outer block precedes the inner block; in other words, the order of the blocks implements a linearization of the partial order given by the nesting relation. The set of monotone partitions is denoted by M n .
Example 2.7. Figure 2 shows some examples of monotone and non-monotone partitions whose underlying noncrossing partition is π = .
1 Figure 2 . Monotone partitions (upper row) and non-monotone partitions (lower row).
The labeled numbers denote the order of blocks.
In section 8, we need the following extension of ordered set partitions.
with empty blocks allowed. We keep the notation π = p for the length, now including empty blocks. The set of ordered pseudopartitions of [n] is denoted by OPP n .
Lemma 2.9 (see, e.g., [BS96] ). The poset of ordered set partitions OP n is isomorphic to the poset of nonempty chains in the boolean lattice 2 n with the reverse refinement order, i.e., a chain
Proof. The bijection is given by the map
Moreover, when the empty chain is added, OP n becomes a lattice isomorphic to the face lattice of the permutohedron [BS96, Ton97] . With this alternative picture it is now easy to see a join semilattice structure, namely the join operation corresponds to the intersection of chains in the chain poset.
The maximal ordered set partition is unique and is1 n ∶= ([n]), while there are several minimal elements, namely all permutations of the minimal set partition0 n ∶= ({1}, {2}, . . . , {n}). Consequently there is no meet operation, but we define the following associative but noncommutative replacement. It turns OP n into a band, i.e., a semigroup in which every element is an idempotent; however it is not a skew lattice.
Definition 2.10. (i) For an ordered set partition σ = (S 1 , S 2 , . . . , S s ) ∈ OP n and a nonempty subset P ⊆ [n], let the restriction σ⌋ P ∈ OP P be the ordered set partition (P ∩ S 1 , P ∩ S 2 , . . . , P ∩ S s ) ∈ OP P , where empty sets are dropped; see [PS08] , where this operation arises in the context of Hopf algebras. (ii) For π = (P 1 , P 2 , . . . , P p ), σ = (S 1 , S 2 , . . . , S s ) ∈ OP n , we define the quasi-meet operation π ⋏ σ ∈ OP n to be (P 1 ∩ S 1 , P 1 ∩ S 2 , . . . , P 1 ∩ S s , P 2 ∩ S 1 , P 2 ∩ S 2 , . . . , P 2 ∩ S s , . . . , P p ∩ S s ), where empty sets are skipped. In other words, the quasi-meet is the concatenation of the restrictions π ⋏ σ = σ⌋ P 1 σ⌋ P 2 ⋯σ⌋ Pp .
Remark 2.11. The quasi-meet operation is associative and coincides with the multiplication operation in the Solomon-Tits algebra of the symmetric group [Sol76] which has received a lot of attention recently from the point of view of Markov chains [Bro00, Bro04] and Hopf algebras of noncommutative quasi-symmetric functions [BZ09] .
Proposition 2.12. (i) The quasi-meet operation on OP n is compatible with the meet operation on P n , in the sense that π ⋏ σ =π ∧σ.
Proof. The first three items are immediate from the definition. To see (iv), assume first π ⋏ σ = π. Then by (i) alsoπ =π ∧σ ≤σ. Conversely, ifπ ≤σ, thenπ ∧σ =π and by (ii) π ⋏ σ ≤ π. Since the number of blocks ofπ ∧σ and π ⋏ σ are equal, we must have π ⋏ σ = π. As for (v), if π ⋏ σ = σ then it follows from (ii) that σ ≤ π. On the other hand, if σ ≤ π and π = (B 1 , B 2 , . . . , B k ), then π ⋏σ = σ⌋ B 1 σ⌋ B 2 ⋯σ⌋ B k and the order of the blocks of σ remains unchanged, so π ⋏ σ = σ.
The interval structure of the poset OP n can be described as follows. Recall that a down-set or order ideal in a poset P is a subset I such that x ∈ I and y ≤ x implies y ∈ I. The principal ideal generated by x, denoted by ↓x, is the smallest down-set containing x, i.e., ↓x = {y ∈ P ∶ y ≤ x}.
The following proposition is immediate.
Proposition 2.13. The principal ideal generated by an element π = (P 1 , P 2 , . . . , P p ) ∈ OP n is canonically isomorphic to
There is no direct analogue of Proposition 2.5 for ordered set partitions; instead the next proposition shows that the interval structure can be expressed in terms of lattices of interval partitions.
Proposition 2.14. Let σ, π ∈ OP n be ordered set partitions of size σ = s and π = p respectively such that σ ≤ π. If π = (P 1 , P 2 , . . . P p ), let k j be the number of blocks of σ contained in P j , j ∈ {1, 2, . . . , p}. Then k 1 +k 2 +⋅ ⋅ ⋅+k p = s and as a poset the interval [σ, π] is canonically isomorphic to I k 1 ×I k 2 ×⋯×I kp . More precisely, if σ = (S 1 , S 2 , . . . , S s ) ≤ π ∈ OP n , then there exists a unique τ = (T 1 , T 2 , . . . , T p ) ∈ I s such that
where
, is a bijection, and so its inverse establishes a bijection
Proof. Let π = (P 1 , P 2 , . . . , P p ). Each block of π is the union of blocks of σ, and so we can find
Then there is j ≥ 2 such that S u ⊆ P j . This contradicts the fact that u < v, S v ⊆ P 1 and π ≤ σ. Hence A = [k] for some k. Removing the first block of π and the first k blocks of σ we can repeat the argument with the ordered set partitions (S k+1 , S k+2 , . . . , S s ) ≤ (P 2 , P 3 , . . . , P p ) and find P 2 = ∪ k+1≤i≤k+l S i for some l. After a finite number of iterations we thus construct a unique interval partition τ = (T 1 , T 2 , . . . , T p ) ∈ I s such that
Clearly the image of Φ is contained in [σ, π] and Φ is injective and it remains to show surjectivity. To this end pick an arbitrary ρ ∈ [σ, π]. From the first part of the proposition we infer that ρ ≥ σ is of the form
, consists of sequence of consecutive blocks of γ without splitting any original block G 1 , G 2 , . . . , G t ∈ γ. Hence we obtain Φ((γ 1 , γ 2 , . . . , γ p )) = ρ and the map Φ is indeed bijective.
2.3. Incidence algebras and multiplicative functions. Let (P, ≤) be a (finite) partially ordered set. The incidence algebra I(P ) = I(P, C) is the algebra of functions supported on the set of pairs {(x, y) ∈ P × P ∶ x, y ∈ P ; x ≤ y} with convolution
For example, if P is the n-set {1, 2, . . . , n} with the natural order, then I(P ) is the algebra of n × n upper triangular matrices. The algebra I(P ) is unital with the Kronecker function δ(x, y) serving as the unit element and a function f ∈ I(P ) is invertible if and only if f (x, x) is nonzero for every x ∈ P . An example of an invertible function is the Zeta function, which is defined as ζ(x, y) ≡ 1. Its inverse is called the Möbius function of P , denoted µ(x, y). For functions F, G ∶ P → C we have the fundamental equivalence ("Möbius inversion formula")
A function f ∈ I(P n ) (actually a family of functions) is called multiplicative if there is a characteristic sequence (f n ) n≥1 such that for any pair σ, π ∈ P we have
where k i are the structural constants of the interval [σ, π] from Proposition 2.5. It can be shown [DRS72] that the multiplicative functions form a subalgebra of the incidence algebra I(P n ). For example, the Zeta function is multiplicative with characteristic sequence (1, 1, . . . ) and the Möbius function is multiplicative as well with characteristic sequence
Multiplicative functions on the lattice of set partitions provide a combinatorial model for Faa di Bruno's formula which expresses the Taylor coefficients of a composition of exponential formal power series in terms of the coefficients of the original functions, see [DRS72, Sta99] ; in the case of noncrossing partitions the convolution is commutative and can be modeled as multiplication of certain power series ("S-transforms"), see [NS06] . The lattice of interval partitions combinatorially models the composition of ordinary formal power series, see [Joy81] . From Proposition 2.14 one might guess that convolution on the poset of ordered set partitions is also related to some kind of function composition, and Proposition 2.16 below shows that this is indeed the case for a certain class of functions to be defined next. 
For m ∈ N let F OP m be the set of C-valued functions f on the set of m-chains
We are concerned with different levels of reduced incidence algebras.
is the type of the interval [σ, π] as defined in Proposition 2.14. The family (f k ) k∈N ∞ fin is called the defining family.
(ii) To any adapted function f ∈ F OP 2 we associate its multivariate generating function
with the usual multiindex convention z k = z
2 is said to be multiplicative if it is adapted and moreover the defining family satisfies
If f is multiplicative, then the sequence f n = f (0 n ,1 n ) is called the defining sequence of f . (iv) To a multiplicative function f ∈ F OP 2 we associate the (univariate) generating function
where (γ 1 , . . . , γ p ) is the image of ρ under the map Ψ in Proposition 2.14. The array (f jk )
is called the defining array of f . (vi) To a quasi-multiplicative function f ∈ F OP 3 we associate a sequence of (univariate) generating functions
(vii) For f ∈ F OP 3 and g ∈ F OP 2 we define the convolution
This latter provides a combinatorial model for the composition of multivariate functions.
Proposition 2.16. If f ∈ F OP 3 is quasi-multiplicative and g ∈ F OP 2 is adapted then f g ∈ F OP 2 is adapted and
Proof. We use the notations in the statement of Proposition 2.14. Pick any ρ ∈ [σ, π] and let
partition and we have the bijective images
This shows that for every pair (σ, π) the value f g(σ, π) is determined by the structural sequence (k 1 , . . . , k p ) and thus f g is adapted. Now multiplying the terms with z k and summing over k we obtain
f (z 2 ), . . . ).
(2.4)
Corollary 2.17. If f, g ∈ F OP 2 are multiplicative, then so is f * g and
Proof. Given a multiplicative function f ∈ F OP 2 , we lift it to a quasi-multiplicative functionf ∈ F OP 3 via its defining familyf jk = f k , i.e.,f (σ, ρ, π) ∶= f (σ, ρ) and the generating functions are Z
On the other hand, g is multiplicative, therefore adapted with g k 1 ,...,kp = g k 1 ⋯g kp and has generating function (2.5)
By Proposition 2.16
2.4. Special functions in the poset of ordered set partitions. We define several special functions in the case of ordered set partitions, and compute their generating functions.
Definition 2.18. Given ordered set partitions σ ≤ ρ ≤ π = (P 1 , P 2 , . . . , P p ) ∈ OP n , a sequence t = (t 1 , t 2 , t 3 , . . . ) ∈ R N and a number t ∈ R we define
where t n is the generalized binomial coefficient and (γ 1 , . . . , γ p ) is the image of ρ by the map Ψ in Proposition 2.14. Moreover, for σ ≤ π we define
Remark 2.19. The values β t (σ, π) and γ t (σ, ρ, π) depend only on the first π elements of t.
Since every interval in OP n is isomorphic to a product of lattices of interval partitions (Proposition 2.14) and thus is a Boolean lattice, it follows that the semilattice of ordered set partitions is eulerian, i.e., its Möbius function only depends on the rank and µ OP (σ, π) = (−1) σ − π , see [Rot64, Proposition 3 and its Corollary]. Hence if σ ≤ π we may write,
cf. (2.1).
Proposition 2.20. (i) The function β t ∈ F OP 2 is adapted with defining family
(ii) The function γ t ∈ F OP 3 is quasi-multiplicative with defining array
(iii) The functions β t ,μ,ζ ∈ F OP 2 are multiplicative with defining sequences
Proof. The claims follow by definition and by Proposition 2.14. (ii) For s, t ∈ R ∞ we have γ s β t = β s○t , where s ○ t = (s 1 t 1 , s 2 t 2 , . . . ). (iii) β t satisfies the semigroup property β s * β t = β st for s, t ∈ R.
Proof. (i) Since Zμ(z) = log(1 + z) and Zζ(z) = e z − 1, we have Zμ(Zζ(z)) = z.
(ii) We have
t n z n = (1 + z) t − 1 and Corollary 2.17. 3. A generalized notion of independence related to spreadability systems 3.1. Notation and terminology. From now on we denote by A and B unital algebras over C and by 1 their unit elements. Elements of A are called random variables, and elements of A n , n ∈ N are called random vectors. An (algebraic) B-valued expectation is a unital linear map ϕ ∶ A → B and we call the pair (A, ϕ) an (algebraic) B-valued noncommutative probability space (B-ncps). In the case where B is a subalgebra of A and ϕ is a B-module map in the sense that ϕ(bab ′ ) = b ϕ(a) b ′ for all a ∈ A and b, b ′ ∈ B, the map ϕ is called conditional expectation. This property will however not be crucial in the context of the present paper.
Usually the involved algebras are * -algebras and the linear maps are positive, in particular in the case where B = C and ϕ is a state; then the pair is called a noncommutative probability space (ncps). We include the algebraic B-valued setting here because the proofs remain essentially the same and it will be essential in Section 8.
We say that two sequences
for any tuple (i 1 , i 2 , . . . , i n ) ∈ N n , n ∈ N, and in this case we write (X i )
. Alternatively, a unital homomorphism I ∶ D → A from some unital algebra D into A is also called a random variable. This definition extends random variables (elements of A) and more generally random vectors. Indeed, given a random vector (X 1 , X 2 , . . . , X n ), we get a homomorphism I ∶ D → A defined by I(x i ) = X i , where D = C⟨x 1 , x 2 , . . . , x n ⟩ is the unital algebra freely generated by noncommuting indeterminates x 1 , x 2 , . . . , x n . Let (A 1 , ϕ 1 ), (A 2 , ϕ 2 ) be two B-ncps such that ϕ 1 , ϕ 2 take values in a common algebra B. Sequences of random variables (
for any (i 1 , i 2 , . . . , i n ) ∈ N n and any x 1 , x 2 , . . . , x n ∈ D. In this case we write (I
, it will be convenient to introduce the notation
which means the ordered product
The following tensor notations will be used in Theorem 6.3. With the setting above,
where X p j appears in the p j -th position of the total of n factors. When P = ∅ ⊆ [n], we understand that
This allows us to write expansions like
with L appearing exactly at position p j for every p j ∈ P .
Recall that the tensor product has the universal property that any multilinear map
has a unique lifting to a linear mapT ∶ A ⊗n → B
such that on rank 1 tensors we haveT (a 1 ⊗ a 2 ⊗ ⋅ ⋅ ⋅ ⊗ a n ) = T (a 1 , a 2 , . . . , a n ). We make use of this fact in order to simplify notation and moreover identify T withT .
3.2. Spreadability systems. In this subsection we introduce the notation necessary to generalize the notions of partitioned moment and cumulant functionals of [Leh04] from the exchangeable setting to the spreadable setting.
) satisfying the following properties:
is denoted by X (j) , X ∈ A, and we denote by A (j) the image of A under I (j) . (iii) The identity
holds for any X 1 , X 2 , . . . , X n ∈ A, any i 1 , i 2 , . . . , i n ∈ N and any order preserving
is called an exchangeability system if, in addition to (i), (ii) above, eq. (3.5) holds for any X 1 , X 2 , . . . , X n ∈ A, any i 1 , i 2 , . . . , i n ∈ N and any permutation h ∈ S ∞ ∶= ⋃ n≥1 S n . If no confusion arises, we write ϕ instead ofφ.
Remark 3.2. 1. In order to be able to include Boolean and monotone products and some other examples (Section 3.3) we do not require the homomorphisms I (i) to be unit-preserving. 2. Condition (3.5) can be rephrased as follows:
for any strictly increasing sequence (n i )
This is the definition given in [Kös10] . If (3.5) holds, then (3.6) is easy to show. If (3.6) holds, then take any i 1 , i 2 , . . . , i n and order-
), which implies (3.5).
,φ) be a spreadability system for a given ncps (A, ϕ) and A (1,2,...,N ) the algebra generated by the images A (1) , A (2) , . . . , A (N ) . Then it is easy to see that S is also a spreadability system for A (1,2,...,N ) . We make use of this fact below (see (4.1)) in order to define partitioned cumulants. 4. It is easy to extend the definition of exchangeability systems (resp., spreadability systems) from N to an arbitrary set (resp., arbitrary totally ordered set).
is defined as follows. First, pick the smallest value, say p 1 , from i 1 , i 2 , . . . , i n and define the block
Next, pick the second smallest value p 2 from i 1 , i 2 , . . . , i n and define the block
By repeating this procedure, we obtain an ordered set partition (P 1 , P 2 , . . .), which we denote by κ(i 1 , i 2 , . . . , i n ).
(ii) The kernel set partitionκ(i 1 , i 2 , . . . , i n ) of a sequence of indices is defined as the underlying set partition κ(i 1 , i 2 , . . . , i n ) of the corresponding ordered kernel set partition. In other words, it is the equivalence relation such that by p ∼ q if and only if i p = i q .
Using this notation the condition of spreadability (3.5) is equivalent to the requirement that
holds whenever κ(i 1 , i 2 , . . . , i n ) = κ(j 1 , j 2 , . . . , j n ). That is, the expectation (3.5) only depends on the ordered kernel set partition κ(i 1 , i 2 , . . . , i n ). Thus for every ordered set partition π ∈ OP n we can define a multilinear functional ϕ π ∶ A n → C by choosing any representative sequence (i 1 , i 2 , . . . , i n ) with κ(i 1 , i 2 , . . . , i n ) = π and setting
n ). Invariance (3.7) ensures that this definition is consistent and does not depend on the choice of the representative.
This generalizes the corresponding notions from exchangeability systems [Leh04] : given an ex-
3.3. Examples from natural products of linear maps. Spreadability systems typically arise as universal products of linear maps defined on a free product of * -algebras. Universal products were classified by Speicher [Spe97] and Muraki [Mur03] into five types: tensor, free, Boolean, monotone and anti-monotone products. The latter is essentially the reversion of the monotone product and therefore omitted from the discussion below. Usually natural products are defined in the setting of noncommutative probability spaces, i.e. A is a * -algebra and ϕ is a state. In the present paper our interests are in combinatorial aspects and we consider (A, ϕ) to be an arbitrary pair of an algebra and a unital linear map.
A be the algebraic infinite tensor product of the same A's, andφ ∶= ⊗ ∞ i=1 ϕ be the tensor product. Let I (j) be the embedding of A into the jth tensor component:
) is an exchangeability system for (A, ϕ), called the tensor exchangeability system. In order to stress that E T is a spreadability system, we may write S T instead of E T and call S T the tensor spreadability system.
A be the algebraic free product of infinitely many copies of A identifying the units of A's, and letφ ∶= * ∞ i=1 ϕ be the free product of linear maps [Avi82, Voi85] . Let I (j) be the embedding of A into the jth component A of
) (or we may write S F to stress the spreadability) is an exchangeability system for (A, ϕ), called the free exchangeability (or spreadability) system.
A be the algebraic free product of infinitely many copies of A, this time without identifying the units of A's, and let U ∶= C1 U ⊕U 0 be its unitization. As before, I (j) is the embedding of A into the jth component
) (or we may write S B ) is an exchangeability system, called the Boolean exchangeability (or spreadability) system.
) be the same one as in example 3.3.3. The monotone productφ = ▷ ∞ i=1 ϕ is defined on U by the following recursive rules [Mur00] .
) is a spreadability system for (A, ϕ), called the monotone spreadability system. It is a proper spreadability system, i.e., it does not satisfy exchangeability.
3.3.5. Conditional monotone spreadability system. This example requires two linear maps ϕ, ψ ∶ A → C and hence is of a different spirit from the previous settings. The conditionally monotone product
) from example 3.3.4 according to the following rules [Has11] .
(i)ψ is the monotone product of ψ according to Example 3.3.4.
) is a spreadability system for (A, ϕ) which does not satisfy exchangeability. It is called the c-monotone spreadability system. Remark 3.4. More examples may be extracted from [BLS96, Has10] , but we omit them here.
The definition of the c-monotone spreadability system does not require the second linear mapψ, and so one may skip to define it. However,ψ is important when we want to formulate the concept of associativity, as below.
Remark 3.5. The above examples satisfy associativity in the sense of [Mur03] : Take for instance the monotone spreadability system. For I ⊆ N, we can define U I ∶= C1 U I ⊕ (⋆ i∈I A) andφ I ∶= ▷ i∈I ϕ on U I , similarly to the case I = N. Thus a map I ↦ (U I ,φ I ) is obtained. Now take three subsets I, J, K ⊆ N such that I < J < K, i.e. i < j < k for any i ∈ I, j ∈ J, k ∈ K. We can naturally identify U I * U J with U I∪J . Using this identification it is easy to see that the monotone product is associative in the sense that that
Similarly one can show that the tensor and free and exchangeability systems satisfy associativity as well.
For the c-monotone spreadability system, a map I ↦ (U I ,φ I ,ψ I ) can be defined similarly. For
, which is again an associative law.
3.4. E-independence. Recall the notion of independence associated to exchangeability systems [Leh04, Definition 1.8]. Roughly speaking independence of a pair (X, Y ) means that the joint distribution of (X, Y ) coincides with the joint distribution of (X (1) , Y (2) ), where the couples (X (1) , Y (1) ) and (X (2) , Y (2) ) are exchangeable copies of the couple (X, Y ). This property can be reformulated in a lattice theoretical way as follows.
Definition 3.6. (i) Let E = (U ,φ) be an exchangeability system for a given B-ncps A. Subalgebras {A i } i∈I ⊆ A, where I is a subset of N, are said to be E-independent if for any tuple of indices (i 1 , i 2 , . . . , i n ) ∈ I n , any tuple of random variables (X 1 , X 2 , . . . , X n ) with X j ∈ A i j and any set partition π ∈ P n , we have
(ii) For a subset R ⊆ A denote by C⟨R⟩ the subalgebra of A generated by R over C (possibly without unit) and by C 1 ⟨R⟩ the unital subalgebra generated by R. Random variables {X i } i∈I , where I ⊆ N, are said to be E-independent if the algebras {C⟨X i ⟩} i∈I are E-independent. In particular, random vectors (X 1 (i), X 2 (i), . . . , X n (i)) i∈I are said to be E-independent if the subalgebras
Remark 3.7. We exclude the unit of A from the polynomial algebras because the homomorphisms I (i) may not be unit-preserving, e.g., in the case of the Boolean exchangeability system E B . By considering the non-unital polynomials, we have the equivalence
where E B is the Boolean exchangeability system (see Section 3.3).
For the free and tensor cases we may use the polynomial algebras C 1 ⟨X 1 (i), X 2 (i) . . . , X n (i)⟩ containing the unit of A instead of C⟨X 1 (i), X 2 (i), . . . , X n (i)⟩ because the homomorphisms I (i) for E T , E F are unit-preserving.
The reader is referred to [Spe97] for the details of this subtle unital/non-unital problem.
Example 3.8. (i) To illustrate the concept of E-independence, two algebras A 1 , A 2 ⊆ A are independent, if for any sequence X 1 , X 2 , . . . , X n ∈ A 1 ∪ A 2 and disjoint subsets
where ρ = {B 1 , B 2 } and π⌋ B 1 π⌋ B 2 is the set partition of [n] consisting of the restrictions of π to B 1 and B 2 . To be specific, consider the boolean exchangeability system E B from Section 3.3. Here for an arbitrary tuple of random variables X 1 , X 2 , . . . , X n we have
whereπ is the maximal interval partition which is dominated by π. Moreover, suppose that subalgebras A 1 , A 2 ⊆ A are Boolean independent. Pick X 1 , X 2 , . . . , X n ∈ A 1 ∪ A 2 and any partition ρ = {B 1 , B 2 } which splits the X i into independent subsets as above. Then according to Boolean independence for each block V ∈π we have
In total this yields
and condition (3.10) is satisfied. Thus we have shown that Boolean independence of subalgebras A 1 , A 2 implies E B -independence of A 1 , A 2 . Conversely, by supposing π =1 n , we can more easily
show that E B -independence of A 1 , A 2 implies Boolean independence of A 1 , A 2 . This argument extends to any number of subalgebras, and hence E B -independence is equivalent to Boolean independence. Similar reasonings show the analogous equivalence in the case of tensor and free exchangeability systems.
3.5. S-independence. In order to generalize independence from exchangeability systems to spreadability systems we replace set partitions by ordered set partitions. This time independence of an ordered pair (X, Y ) means that the joint distribution of (X, Y ) coincides with the joint distribution of (X (1) , Y (2) ), where the couples (X (1) , Y (1) ) and (X (2) , Y (2) ) are spread copies of the couple (X, Y ).
Definition 3.9. Let S = (U ,φ) be a spreadability system for a given B-ncps A. A sequence of subalgebras (A i ) i∈I of A, where I ⊆ N, is said to be S-independent if for any tuple of indices (i 1 , i 2 , . . . , i n ) ∈ I n , any tuple of random variables (X 1 , X 2 , . . . , X n ) with X j ∈ A i j and any ordered set partition π ∈ OP n , we have
A sequence of random variables (Y i ) i∈I is said to be S-independent if the sequence (C⟨Y i ⟩) i∈I of algebras they generate is S-independent. A sequence of random vectors ((X 1 (i), X 2 (i), . . . , X n (i))) i∈I is said to be S-independent if the sequence of algebras (C⟨X 1 (i), X 2 (i), . . . , X n (i)⟩) i∈I they generate is S-independent.
Remark 3.10. With the notation introduced in Definition 3.1, equation (3.11) may be rewritten as
with respect to (ϕ π ) π . This is compatible with the concept of spreadability, which is to regard the sequence (I (j) (A)) j∈I as independent subalgebras of (U ,φ). Note that we need the distribution not only with respect toφ, but with respect to all (ϕ π ) π∈OPn,n∈N because a spreadability system may not have a (quasi-) universal calculation rule of mixed moments in the sense of Speicher [Spe97] and Muraki [Mur02] . For instance, we have the exchangeability system associated to the q-Fock space (see [Leh05] ) and in this case the distribution with respect toφ alone is not sufficient to determine the distribution with respect to (ϕ π ) π , which is a consequence of the non-existence of "q-convolution" [vLM96] .
Example 3.11. For two subalgebras S-independence reads as follows. A pair of subalgebras (A 1 , A 2 ) of A is S-independent if the following condition holds. Given elements X 1 , X 2 , . . . , X n ∈ A 1 ∪ A 2 , let ρ = (B 1 , B 2 ) be an ordered set partition of the index set [n] such that X i ∈ A 1 for i ∈ B 1 and X i ∈ A 2 for i ∈ B 2 . Then for any ordered set partition π ∈ OP n we have
More specifically, the monotone spreadability system S M from Section 3.3 induces Muraki's monotone independence.
Moreover, we can show that Boolean independence, E B -independence and S B -independence are all equivalent (note that the equivalence of the first two was shown in Example 3.8). A similar equivalence holds for the tensor and free cases.
4. Spreadability systems and cumulants 4.1. Cumulants and factorial Möbius and zeta functions. Cumulants provide a powerful tool to describe independence of random variables. In [Leh04] the second author defined cumulants by a kind of finite Fourier transform, known as Good's formula in the mathematics literature [Goo75] and Cartier's formula in the physics literature [Sim93] . This approach fails in the present, nonexchangeable setting; however in their study of monotone cumulants [HS11b, HS11a] the first author and Saigo found a good replacement of the dot operation from umbral calculus [RT94] . We take it as a starting point for the definition of cumulants in full generality.
Definition 4.1. Let (U , (I (j) ) j≥1 ,φ) be a spreadability system for a ncps (A, ϕ).
(1) Given a noncommutative random variable X ∈ A and a finite subset A ⊆ N we define
i.e., the sum of i.i.d. copies of X. In the case A = [N] we will also write δ N (X) and frequently abbreviate it using Rota's dot operation
whenever it is convenient. (2) Slightly abusing notation we define
. . , X n ), and
(3) Given an ordered set partition π = (P 1 , P 2 , . . . , P p ) ∈ OP n and i ∈ [n], the unique number k such that i ∈ P k is denoted by π(i). When π consists of singletons only, i.e., #P i = 1 for all i ∈ [p] then π can be identified with a permutation of [n], and then the notation π(i) is consistent with the familiar notation for permutations. Similarly, in the general case π can be represented by a multiset permutation. This point of view will be crucial in Section 7 below.
Remark 4.2. Note that (4.1) is actually an abuse of notation, because ϕ π is defined for elements of A only (see (3.8)); yet (4.1) is well-defined by Remark 3.2 (3) and convenient to keep notation manageable.
Spreadability implies that the value (4.1) is invariant under order preserving changes of the indices; however, for partitioned expectations invariance holds under the weaker assumption that the order is preserved on every individual block. We will only be concerned with the following particular case and therefore refrain from formulating this fact in full generality.
Lemma 4.3. Let π ∈ OP n be an ordered set partition. Fix a block P of π and a number m ∈ N and
Remark 4.4. Note that without performing the quasi-meet operation in the lemma above the kernel partitions κ(i 1 , i 2 , . . . , i n ) and κ(i
. . , i n ). Theorem 4.5. For any ordered set partition π ∈ OP n and numbers N 1 , N 2 , . . . ∈ N we have
with β N (σ, π) as in Definition 2.18. It follows that ϕ π (N π(1) .X 1 , N π(2) .X 2 , . . . , N π(n) .X n ) is a polynomial in N 1 , . . . , N π without constant term. In particular for N ∈ N and π ∈ OP n ϕ π (N.X 1 , N.X 2 , . . . , N.
is a polynomial in N consisting of monomials of degree at least π .
Proof. The proof boils down to the enumeration of the set
Pick an arbitrary block P i = {p 1 , p 2 , . . . , p k } of π = (P 1 , P 2 , . . . ). There are
. . , i n ) can never be equal to σ, and so the cardinality of S N (σ, π) is 0, in accordance with the generally adopted convention that the generalized binomial coefficient N k is zero when N < k. Definition 4.6. Given an ordered set partition π = (P 1 , P 2 , . . . ) ∈ OP n , we define the (partitioned) cumulant K π (X 1 , X 2 , . . . , X n ) to be the coefficient of N π in ϕ π (N.X 1 , N.X 2 , . . . , N.X n ). Alternatively, inspecting the proof of Theorem 4.7, this is the same as the coefficient of the multilinear monomial N 1 N 2 ⋯N π in the polynomial ϕ π (N π(1) .X 1 , N π(2) .X 2 , . . . , N π(n) .X n )
The next theorem shows that this definition coincides with a natural generalization of [Leh04, Definition 2.6].
Theorem 4.7 (Cumulants in terms of moments). For any π ∈ OP n , we have
Proof. For 0 < k < N, there is no constant term in
(regarded as a polynomial in N), and the coefficient of its linear term is
. Therefore the coefficient of
. Note that ∑ P ∈π ♯(σ⌋P ) = σ . Comparing with (2.12) the desired formula follows. The same argument holds true if we look at the monomial
Using Corollary 2.21 we can immediately express moments in terms of cumulants.
Theorem 4.8 (Moments in terms of cumulants). For any π ∈ OP n , we have
The next proposition shows that the definition of cumulants for spreadability systems is consistent with the previous definition for exchangeability systems from [Leh04] .
Proposition 4.9. If a spreadability system satisfies exchangeability, then K π = K h(π) for π = (P 1 , P 2 , . . .) ∈ OP n and h ∈ S π , where h(π) = (P h(1) , P h(2) , . . .); i.e., the value is invariant under reordering of the blocks of π and thus is determined by the underlying unordered partitionπ.
Proof
Thus we have equality ϕ π (N.X 1 , N.X 2 , . . . , N.X n ) = ϕ h(π) (N.X 1 , N.X 2 , . . . , N.X n ) and hence, by definition,
Example 4.10 (Cumulants in terms of moments). We will write the ordered kernel set partition κ(i 1 , . . . , i n ) simply as the multiset permutation i 1 i 2 . . . i n . For example, 211 = ({2, 3}, {1}). Examples of Theorem 4.7 are given by
where for the sake of compactness (X, Y, Z) are omitted in the last two formulas. 
where (X, Y, Z) are omitted in the last two formulas for simplicity.
4.2. Extensivity and uniqueness of cumulants. In order to show uniqueness of cumulants we first show extensivity.
Definition 4.12. (i) For π ∈ OP n and M i , N i ∈ N, i = 1, 2, . . . , n, we define
(ii) For π ∈ OP n and i 1 , i 2 , . . . , i n ∈ N, we define
and extend it by linearity to 1) N π(1) .X 1 , . . . , M π(n) N π(n) .X n ) and (M π(1) . (N π(1) .X 1 ) , . . . , M π(n) . (N π(n) .X n )) (the latter one being formal as mentioned) have the same distribution. This property is a consequence of the associativity in the case of classical, free, monotone and Boolean independences [HS11a] , and it leads to extensivity of cumulants; see Theorem 4.14.
The dot operation gives rise to an action of N ∞ which leaves the distribution invariant:
where we used the identity (4.2). Therefore
. . , π , and from the proof of Theorem 4.7 we infer that the coefficient of
(ii) We proceed with the computation of (4.15).
where Corollary 2.21 was used in the next to last line.
Theorem 4.14. Cumulants satisfy extensivity
and more generally,
. . , X n ) + (the sum of monomials on M i N i with higher degrees).
On the other hand, from Proposition 4.13(i),
. . , N.X n ) + (the sum of monomials on M i with higher degrees).
We have thus computed the expectation in two ways and it follows from Proposition 4.13(ii) that the coefficients of M 1 ⋯M π coincide.
Finally, we prove uniqueness of cumulants.
Proposition 4.15. The cumulant functionals K π satisfy the following properties.
(i) There exist constants c(σ, π) ∈ C for σ < π, σ, π ∈ OP n such that
(ii) Extensivity holds:
Moreover conditions (i) and (ii) uniquely determine cumulants: If family of functionalsK π satisfies the same conditions with some constantsc(σ, π), then K π =K π for all π.
Proof. We know from Theorems 4.8 and 4.14 that K π satisfy (i) and (ii), and the value of the coefficient c(σ, π) is explicitly given by
1
[σ∶π]! , which in fact does not depend on order of blocks of π or σ, i.e., it is uniquely determined by the underlying unordered partitionsπ andσ.
To prove uniqueness, we recursively write the first condition in the form
and similarly forK π . Then we can write ϕ π (N.X 1 , N.X 2 , . . . , N.X n ) in two different ways:
(4.17)
The coefficients of N π must be the same and therefore K π =K π .
4.3. Examples. Let us now briefly review instances of moment-cumulant formulas coming from noncommutative independences under the light of Theorem 4.8. The central objects are the n-linear maps K n ∶= K1 n , ϕ n ∶= ϕ1 n for the maximal ordered set partition1 n . We call K n the n th cumulant and in the next definition we extend the subscript n of ϕ n and K n multiplicatively to set partitions and ordered set partitions. In the remainder of this section, we assume that B is commutative, but it will not be difficult for readers familiar with operator-valued independence [Spe98, Pop08, HS14, Ske04, M lo02] to generalize the results to general B in the cases of free, Boolean and monotone products and spreadability systems. 
where the notation (3.2) is used for multilinear functionals. We also define ϕ (π) ∶= ϕ (π) and K (π) ∶= K (π) for ordered set partitions π ∈ OP n .
These multiplicative extensions are important to understand the cumulants associated to the four natural products. It turns out that for specific spreadability systems certain cumulant functionals vanish identically. This is related to a certain factorization phenomenon which is subsumed in the following lemma.
Lemma 4.17. Let S be a spreadability system for some noncommutative probability space (A, ϕ) and let π ∈ OP n be an ordered set partition.
(i) Assume that
. . , X n ) holds for any tuple of random variables X i ∈ A. Then
(ii) Assume otherwise that there are universal constants c π,σ such that the expansion
holds for any tuple of random variables X i ∈ A. Then K S π (X 1 , X 2 , . . . , X n ) = 0 identically. Proof. Since the number of blocks of any partition σ < π is strictly larger than the number of blocks of π, this is an immediate consequence of Theorem 4.5 and Definition 4.6.
Proposition 4.18. (i) Let K T
π be the cumulants associated to the tensor spreadability system S T . Then
(ii) Let K F π be the cumulants associated to the free spreadability system S F . Then
, π ∈ ON C n .
(iii) Let K T π be the cumulants associated to the Boolean spreadability system S B . Then
(iv) Let K M π be the cumulants associated to the monotone spreadability system S M . Then
Proof. Items (i), (ii) and (iii) satisfy exchangeability and are covered in [Leh04] (note that our cumulants are invariant under the permutation of the blocks of π, see Proposition 4.9); alternatively these cases can be shown using Lemma 4.17.
We are left with case (iv). Assume first that π ∈ M n , then it follows from the very definition of monotone independence in section 3.3.4 that (4.18) holds and thus K π vanishes identically.
Assume now to the contrary that π ∈ OP n ∖ M n , then it follows from [Mur02, Prop. 3.2] that (4.19) holds and thus K π vanishes identically. We conclude this section with a generalized variant of monotone cumulants coming from cmonotone spreadability system S CM as we shall see next. Recall that we consider two states ϕ, ψ on an algebra A to define S CM .
Proposition 4.20. The cumulant functional K CM π associated to the c-monotone spreadability system S CM is given by
where K M,ψ n is the n th monotone cumulant with respect to the linear map ψ ∶ A → C.
Proof. We extend the linear map ψ on A to U by taking the monotone product of ψ's, and so we have two spreadability systems: the c-monotone spreadability system
which coincides with ϕ (π) if ϕ = ψ. Similar to the monotone case, for every ordered pair ρ, τ ∈ P n with ρ < τ there exist a universal constant c CM (ρ, τ ) ∈ C and a subset V(ρ, τ ) ⊆ ρ, such that
and the same idea of Lemma 4.17 and Proposition 4.18 applies. Remark 4.21. Similar arguments apply for the cumulants introduced in [Has10].
Central limit theorem
Cumulants provide a natural framework to understand central limit theorems. Speicher and Waldenfels studied central limit theorems in a general setting of noncommutative probability assuming a certain singleton condition [SW94] (see also [AHO98] ). In this section we will see that a similar approach also applies in the setting of a spreadability system, provided that an appropriate singleton condition holds.
(ii) Let S = (U , (I (j) ) j≥1 ,φ) be a spreadability system for a noncommutative probability space (A, ϕ). We will say that the singleton condition holds for S if ϕ π (X 1 , X 2 , . . . , X n ) = 0 for every tuple (X 1 , X 2 , . . . , X n ) and every partition π containing a singleton {k} such that ϕ(X k ) = 0.
Under this assumption we can show the following type of central limit theorem.
Theorem 5.2. Assume that a spreadability system (U , (I (j) ) j≥1 ,φ) for (A, ϕ) satisfies the singleton condition. Assume ϕ(X) = 0 and let Y N ∶= N.X √ N . Then, for each n ∈ N and ρ ∈ P n ,
where OP
n is the set of pair ordered set partitions, i.e. every block of π ∈ OP (2) n contains exactly 2 entries.
Proof. Note that the following holds: if π has a singleton at k and ϕ(X k ) = 0, then
This holds because K π (X 1 , X 2 , . . . , X n ) is the coefficient of N in ϕ π (N.X 1 , N.X 2 , . . . , N.X n ), and
ϕ π⋏κ(i 1 ,i 2 ,...,in) (X 1 , X 2 , . . . , X n ) = 0 because each π ⋏ κ(i 1 , i 2 , . . . , i n ) has a singleton at k. Now multilinearity and extensivity of cumulants imply
. , X).
If π has a singleton, this is zero. If π does not have a singleton nor π is not a pair ordered set partition, then π < n 2 . Therefore,
n , then K π (X, X, . . . , X) = ϕ π (X, X, . . . , X) from Theorem 4.7 because the expectations ϕ σ (X, X, . . . , X) all vanish for σ < π from the singleton condition. Finally, from Theorem 4.8, we obtain the conclusion.
Thus the use of cumulants simplifies the proof of the central limit theorem. It may happen that the moments of the limit distribution are not uniquely determined only by the variance of X alone, because in general ϕ π (X, X, . . . , X) cannot be written in terms of ϕ(X 2 ). For example, the limit distribution for the c-monotone spreadability system is characterized by the moments
n is odd, where α 2 = ϕ(X 2 ), β 2 = ψ(X 2 ) and M
n is the set of monotone pair partitions; the reader is referred to Theorems 4.7, 5.1 of [Has11] . The limit moments also depend on the second linear map ψ and they are not determined by α 2 . To recover uniqueness, we have to introduce an additional assumption. One possibility is a universal calculation rule [Mur02, Spe97] which also works for spreadability systems:
Definition 5.3. Let (U , (I (j) ) j≥1 ,φ) be a spreadability system for a ncps (A, ϕ). It is said to satisfy a universal calculation rule if there exist constants s(τ, π) ∈ R for each π ∈ OP n , τ ∈ P n , τ ≤π, such that the equality
as functionals on A n .
For our purpose, it suffices to consider a universal calculation rule for π ∈ OP (2) n and τ ≤π (the case τ <π in fact guarantees the singleton condition). Then the limit distribution of the central limit theorem is determined only by the variance and by the universal constants s(π,π). More precisely, ϕ π (X, X, . . . , X) = s(π, π)α 2 π if π ∈ OP (2) n , α 2 = ϕ(X 2 ) and ϕ(X) = 0. Hence the limit moments can be written as (5.6) lim
n is odd.
Tensor, free, monotone and Boolean spreadability/exchangeability systems satisfy universal calculation rules. On the other hand, the result of Maassen and Leeuwen showed that the exchangeability system for the q-Fock space does not have a universal calculation rule [vLM96] . A natural question is if there exist more spreadability systems which have universal calculation rules. The answer to this question seems to be positive; Muraki recently constructed some examples [Mur13] .
Partial cumulants and differential equations
Neither the defining formula (Definition 4.6) nor the Möbius formula (Theorem 4.7) are suitable for the efficient calculation of cumulants of higher orders. In the case of exchangeability systems recursive formulas are available which are more adequate for this purpose; see [Leh04, Proposition 3.9]. In the classical case, the recursion reads as follows:
In the univariate case this is the familiar formula
which for normal random variables specifies to Stein's method.
In the free case the recursive formula reads
and specifies to the free Schwinger-Dyson equation [MS13] . From the point of view of combinatorial Hopf algebras this has been recently considered under the name of "splitting process" [EFP16] . Turning to our general setting we note that already in the case of monotone probability we lack a simple recursive formula; however the first author and Saigo [HS11a, HS11b] found a good replacement in terms of differential equations. Differential equations also play a major role in free probability, for example the complex Burgers' equation and its generalizations appear in the context of free Lévy processes [Voi86] . In this section we will unify these differential equations from the viewpoint of spreadability systems.
For π = (P 1 , . . . , P p ) ∈ OP n we have observed in Theorem 4.5 that ϕ π (N π(1) .X 1 , . . . , N π(n) .X n ) is a polynomial in N 1 , . . . , N p and we may formally replace N 1 , ⋯, N p with real numbers t 1 , . . . , t p . Thus we obtain formal multivariate moment polynomials (6.2) ϕ
In this section we derive recursive differential equations for these moment polynomials. By Definition 4.6, our cumulants are given by
In order to get recursive differential equations we need a refinement of cumulants which we call partial cumulants. They are obtained by taking the derivatives in (6.3) one at a time.
. We define the partial cumulant to be the polynomial
Applying the binomial formula to specific blocks similar to the proofs of Theorems 4.5 and 4.7 it is easy to derive the following explicit expression for the partial cumulants.
..,t j−1 ,1,t j+1 ,...,tp) (P 1 ,P 2 ,...,P j−1 ,σ,P j+1 ,...,Pp) (X 1 , . . . , X n )μ(σ,1 P j ).
We are now ready to establish partial differential equations for the evolution of moments.
Theorem 6.3. For π = (P 1 , P 2 , . . . , P p ) ∈ OP n , t = (t 1 , t 2 , . . . , t p ) and j ∈ [p] we have
..,t j−1 ,1,t j ,t j+1 ,...,tp) (P 1 ,...,P j−1 ,A,P j ∖A,P j+1 ,...,Pp),A (X 1 , . . . , X n ) (6.4)
..,t j−1 ,t j ,1,t j+1 ,...,tp) (P 1 ,...,P j−1 ,P j ∖A,A,P j+1 ,...,Pp),A (X 1 , . . . , X n ). (6.5)
Proof. The main ingredient here is the invariance principle of Lemma 4.3. Recall the delta operation from Definition 4.1(1), tensor notations from Section 3.1 and recall that for any partition π = (P 1 , P 2 , . . . , P p ) ∈ OP n the multilinear map ϕ t π ∶ A n → C is identified with the linear lifting ϕ
. . , k + m} and let e j ∈ R p be the jth unit vector. Then, for each j ∈ [p],
Now by (3.3) we have
and thus (6.6) is equal to
This is a sum of ϕ π 's with entries X
, where the indices i k with k ∈ A are strictly larger than the indices i k with k ∈ P j ∖ A, and therefore we may split the block P j ∈ π into two parts:
Now by Lemma 4.3 the local shift in A can be omitted without changing the value and we obtain = A⊆P j ϕ (P 1 ,P 2 ,...,P j−1 ,P j ∖A,A,P j+1 ,...,Pp) δ
The analytic extension of this identity is
..,t j−1 ,t j ,s,t j+1 ,...,tp) (P 1 ,P 2 ,...,P j−1 ,P j ∖A,A,P j+1 ,...,Pp) ,t 2 ,...,t j−1 ,t j ,s,t j+1 ,...,tp) (P 1 ,P 2 ,...,P j−1 ,P j ∖A,A,P j+1 ,...,Pp) (X), and the derivative satisfies the derived identity (6.5):
..,t j−1 ,t j ,1,t j+1 ,...,tp) (P 1 ,P 2 ,...,P j−1 ,P j ∖A,A,P j+1 ,...,Pp)
(X).
In order to prove the first differential equation (6.4) we replace (6.7) by the complementary expansion
, and following the lines of (6.8)-(6.10) we obtain
..,Np) (P 1 ,P 2 ,...,P j−1 ,A,P j ∖A,P j+1 ,...,Pp) (X).
(6.13)
By analytic continuation, we may replace m and N i with s and t i respectively. Taking the derivative with respect to s at 0 we obtain (6.4).
Remark 6.4. In the case of exchangeability both differential equations coincide.
In the remainder of this section we consider specializations to the differential equations of Theorem 6.3 to various spreadability systems. In all these examples ϕ t π factorizes into products along to the blocks of π and therefore it suffices to consider π =1 n , i.e., the expectation ϕ t (X 1 , . . . , X n ) ∶= ϕ((t.X 1 )(t.X 2 )⋯(t.X n )).
Example 6.5 (Tensor independence). Consider the tensor spreadability system S T . Then (6.14) ϕ
so we get
The identities in Theorem 6.3 (for π =1 n ) read
This differential equation can be translated to (exponential) generating functions as follows. Let u = (u 1 , u 2 , . . . , u n ) be a vector of commuting indeterminates and X = (X 1 , X 2 , . . . , X n ) a vector of random variables. We define the exponential moment generating function
and the exponential cumulant generating function as the logarithm of the previous
(6.18)
Then one can prove that
which is equivalent to (6.16). Note that the functions L X (u) and F t X (u) commute.
Example 6.6 (Boolean independence). In the Boolean spreadability system S B we have
where ι max (A) is the interval partition constructed in Definition 2.3 and consists of the contiguous subintervals of A. It follows that
The identities in Theorem 6.3 (for π =1 n ) coincide and read
This differential equation can be interpreted in terms of generating functions in noncommuting indeterminates z 1 , . . . , z n . To this end we define noncommutative formal power series
(6.24)
Then the differential equation (6.22) is equivalent to the identity
Note that M t X (z) and K B X (z) do not commute. Example 6.7 (Monotone independence). Consider the monotone spreadability system S M . With the notation ι max (A) introduced in Definition 2.3 we have (6.26) ϕ
using monotone independence. Thus (6.27)
The first identity in Theorem 6.3 (for π =1 n ) reads
which is exactly the first identity in [HS11a, Corollary 5.2]. On the other hand
(6.29)
The condition ι max (A c ) = 1 holds if and only if A c is an interval. Therefore, the second equality in Theorem 6.3 (for π =1 n ) reads
which is exactly the second equality in [HS11a, Corollary 5.2].
Results on generating functions in [HS11a] correspond to these differential equations. For noncommutative indeterminates z 1 , . . . , z n , we define the cumulant generating function
Then it is shown in [HS11a, Theorem 6.3] that
. The partial derivatives of (6.32) regarding s at 0 and t at 0 become (6.28) and (6.30), respectively.
Example 6.8 (Free independence). Consider the free spreadability system S F . One can use the formula for products of free random variables [NS06, Theorem 14 .4] to show that for a nonempty subset A ⊆ [n] we can expand
whereι max (A c ) is the partition defined in Definition 2.3 (ii) and every term in R has at least two factors from A, i.e., factors of the form ϕ(
where every term in R has the factor ϕ(X 2 ) ϕ(X 4 ). This implies that (6.34) ϕ
so by taking the partial derivative
we get
This yields the differential equation
which is similar to the monotone case (6.28). Let z = (z 1 , z 2 , . . . , z n ) be a vector of noncommuting indeterminates and let X = (X 1 , X 2 , . . . , X n ) be a random vector. In order to obtain a differential equation we need in addition the two-sided generating function
as well as the R-transform
After some computations we infer from (6.36) that
).
Note that by [NS06, Corollary 16 .16] the second argument can be written as
When n = 1 the differential equation (6.39) is equivalent to the generalized complex Burgers equation (see [Voi86, p. 343 
where G t X is the Cauchy transform
7. Mixed cumulants and sums of independent random variables 7.1. Vanishing of mixed cumulants in exchangeability systems. In the case of exchangeability systems independence is characterized by the vanishing of mixed cumulants [Leh04, Prop. 2.10]. That is, if the arguments of K n (X 1 , X 2 , . . . , X n ) can be split into two mutually independent families then the cumulant vanishes; more generally, K π (X 1 , X 2 , . . . , X n ) = 0 whenever the entries of one of the blocks of π splits into two mutually independent subsets. This is the content of the following proposition.
Proposition 7.1. Let (A, ϕ) be a ncps and E = (U ,φ) an exchangeability system for A. Given a partition π ∈ P n and a family X 1 , X 2 , . . . , X n ∈ A such that there is a block P ∈ π which can be partitioned into P = P 1∪ P 2 such that {X i ∶ i ∈ P 1 } and {X i ∶ i ∈ P 2 } are independent in the sense of Definition 3.6, we have K π (X 1 , X 2 . . . , X n ) = 0.
For further reference let us reproduce here a short proof, due to P. Zwiernik [Zwi12] , which is based on Weisner's Lemma (see [Sta97, Cor. 3.9 .3] for a simple version and [BBR86] for the full version). Its generalization will be essential for the understanding of mixed cumulants in the spreadable setting.
Lemma 7.2 (Weisner's Lemma). In any lattice (P, ≤) the Möbius function satisfies the identity
Proof of Proposition 7.1. Let ρ be the partition obtained from π by splitting the block P as indicated in the proposition, then ρ < π and by assumption ϕ σ (X 1 , X 2 , . . . , X n ) = ϕ σ∧ρ (X 1 , X 2 , . . . , X n ) for any σ ∈ P n ; hence
(7.1) Now ρ ≥ π and the second case of Weisner's lemma applies.
7.2. Partial vanishing of mixed cumulants in spreadability systems. Since vanishing of mixed cumulants implies additivity of cumulants (1.1) for sums of independent random variables, it cannot hold for general spreadability systems, e.g., monotone convolution is noncommutative and therefore monotone cumulants are not additive [HS11a] . In this section we investigate what remains true in the general setting and we provide a formula expressing mixed cumulants in terms of lower order cumulants. This question is intimately related to the question of convolution -determining the distribution of the sum of independent random variables, which is not commutative in general. As we shall see, the Goldberg coefficients will appear in our formulas.
To obtain this result in full generality, it turns out that certain statistics of multiset permutations play a central role. The first systematic study of permutation statistics is contained in the seminal work of MacMahon [Mac15] , for a modern treatment see [Bón12] . These statistics play a major role in the theory of free Lie algebras [Reu93] , see Section 8 below.
Definition 7.3. A multiset is a pair (A, f ) where A is the underlying set and f ∶ A → N is a function. The value f (a) is called the multiplicity of the element a ∈ A. Informally, a multiset is a set which contains multiple indistinguishable copies of each of its elements. In the present paper multisets will always be based on integer segments A = [n] and in this case the tuple (f (1), f (2), . . . , f (n) ) is called the type of the multiset. A permutation of a multiset is a rearrangement of all its elements where all multiplicities are preserved, i.e., a word with a prescribed total number of occurences of each letter. The number of distinct permutations of a multiset of type (f 1 , f 2 , . . . , f n ) is given by the multinomial coefficient
A proper set is a multiset of type (1, 1, . . . , 1) and we recover the number of its permutations as n!.
We will be interested in the following statistics of multiset permutations.
Definition 7.4. Let σ = w 1 w 2 . . . w s be a permutation of a multiset of type (f 1 , f 2 , . . . , f n ) where
We denote by
) the respective cardinalities, i.e., the number of descents (ascents, plateaux respectively) of the multiset permutation σ.
Remark 7.5. 1. Note that some authors also count i = s as a descent and i = 0 as an ascent. 2. Counting permutations by descents and ascents is a classic subject in combinatorics. In the case of descents of multiset permutations this is also known as Simon Newcomb's problem [Rio58, DR69] . Clearly every element except the last is either a descent, an ascent, or a plateau, and therefore (7.2) σ = des(σ) + pla(σ) + asc(σ) + 1.
Definition 7.6. To any pair of ordered set partitions τ, η ∈ OP n such thatτ ≤η, we associate a multiset on [ η ] by setting the multiplicity of k ∈ {1, 2, . . . , η } to be equal to the number of blocks of τ contained in the k-th block of η. Replacing every block of τ by the label of the block of η containing it we obtain a permutation of this multiset. We denote by des η (τ ), asc η (τ ) and pla η (τ ) its statistics as defined in Definition 7.4. More precisely, let τ, η ∈ OP n such thatτ ≤η. If η = (E 1 , E 2 , . . . , E e ), then the blocks ofτ can be arranged τ = {E 1,1 , E 1,2 , . . . , E 1,l 1 , . . . , E e,1 , . . . , E e,le },
j=1 E i,j is a disjoint union taken in canonical order of the subsets (i.e., sorted according to their minimal elements). So τ can be written as
which is a permutation of the blocks ofτ . Then we denote by Des η (τ ), Pla η (τ ) and Asc η (τ ) respectively, the sets Des((m i )
) and by des η (τ ), pla η (τ ), asc η (τ ) the respective cardinalities of the latter.
Example 7.7. Consider the partitions η = (E 1 , E 2 , E 3 , E 4 , E 5 ) ∈ OP 10 with blocks E 1 = {5, 8}, E 2 = {9, 10}, E 3 = {3, 6}, E 4 = {1, 2, 4}, E 5 = {7}, and τ = (T 1 , T 2 , T 3 , T 4 , T 5 , T 6 , T 7 , T 8 ) ∈ OP 10 with blocks T 1 = {3}, T 2 = {6}, T 3 = {1, 4}, T 4 = {7}, T 5 = {10}, T 6 = {5, 8}, T 7 = {9}, T 8 = {2}. Thenτ ≤η. Now T 1 ⊆ E 3 and thus w 1 = 3, T 2 ⊆ E 3 and thus w 2 = 3, etc.; the multiset permutation thus induced on τ by η is 3, 4, 5, 2, 1, 2, 4) , and the statistics are des((w i )
be a multiset permutation. (i) σ can be decomposed uniquely into ascending runs separated by descents and plateaux. The number of ascending runs is equal to s − asc(σ). (ii) σ can be decomposed uniquely into descending runs separated by ascents and plateaux. The number of descending runs is equal to s − des(σ). (iii) σ can be decomposed uniquely into level runs separated by ascents and descents. The number of level runs is equal to s − pla(σ).
Proof. We only prove (i). The claim is clearly true when asc σ = s − 1, i.e., when the sequence is monotone increasing. Otherwise replacing any ascent by a descent or plateau splits an ascending run into two, i.e., increases the number of ascending runs by one.
Remark 7.10. Assumeτ =η, i.e., if η = (E 1 , E 2 , . . . , E e ) and τ is a permutation of the blocks of η in the sense that there is a permutation h ∈ S e such that τ = h(η) = (E h(1) , E h(2) , . . . , E h(e) ). Then des η (τ ) and asc η (τ ) coincide with des(h) and asc(h), where the latter quantities are the numbers of descents and ascents of the permutation h, respectively. See [Bón12, Bre93, Reu93] and [Sta97, p. 25] for the uses of des(h) and asc(h) in the context of symmetric groups.
Example 7.11. Consider (m i )
The decomposition into ascending runs is given by
(1), (1, 3, 5), (5), (5), (4), (1, 4), the decomposition into level runs is (1, 1), (3), (5, 5, 5), (4), (1), (4) and the decomposition into descending runs is (1), (1), (3), (5), (5), (5, 4, 1), (4).
Lemma 7.12. Let η, τ ∈ OP n such thatτ ≤η, then there is an ordered set partition σ asc max (τ, η) such that
. and the restriction of the mapping Ψ in Proposition 2.14 establishes a poset isomorphism
where 1 ≤ p i ≤ n are the lengths of the ascending runs of the sequence (m i ) s i=1 in Definition 7.6 and t = τ − asc η (τ ).
Proof. Let σ ∈ OP n be a partition such that σ ⋏ η = τ and write τ = (E m 1 ,n 1 , E m 2 ,n 2 , . . . , E ms,ns ) and η = (E 1 , E 2 , . . . , E e ) as in Definition 7.6. From Proposition 2.12 we infer that σ ≥ τ and thus by Proposition 2.14 there is an interval partition
In order that σ⋏η = τ it is necessary and sufficient that every block L ∈ λ, say L = {a+1, a+2, . . . , a+b}, induces a strictly increasing sequence m a+1 < m a+2 < ⋯ < m a+b .
Let (m i )
into ascending runs. This decomposition defines the interval blocks A j ∶= {i j−1 +1, i j−1 +2, . . . , i j } (i 0 = 0, i t = s) and hence defines an interval partition α = (A 1 , A 2 , . . . , A t ) . The interval partition λ consists of increasing intervals and therefore is finer than α. Thus we have an isomorphism
via the restriction of the map Ψ⌋ [τ,1n] from Proposition 2.14. The number t = α is equal to τ − asc η (τ ), the integers p j are the cardinalities of A j and σ asc max (τ, η) is the ordered set partition corresponding to λ = α.
Before discussing the question of mixed cumulants we prove an analogue of Weisner's lemma for ordered set partitions. Proposition 7.13 (Weisner coefficients). (i) For τ, η ∈ OP n , we have
,τ ≤η, 0,τ ≤η.
(7.3)
(ii) More generally, for τ, η, π ∈ OP n , we have
We call the numbers w(τ, η, π) and w(τ, η) = w(τ, η,1 n ) Weisner coefficients.
Proof. (i) Ifτ ≤η, then there is no σ such that σ ⋏ η = τ and the sum is empty. Let us therefore assume henceforth thatτ ≤η. We take up the end of the proof of Lemma 7.12 where we established the poset isomorphism
where the second isomorphism follows from Proposition 2.2 and p i denotes the length of the ith ascending run. The latter contains p i − 1 rises and therefore the total number of ascents is asc η (τ ) = p 1 + p 2 + ⋯ + p t − t. In the identification above, a partition σ is mapped to a subset A ⊆ [p 1 + p 2 + ⋯ + p t − t] with A = σ − t elements and we have
Performing the sum we obtain σ∈OPn σ⋏η=τμ Γ(a+b) which can be written in terms of binomial coefficients as desired.
(ii) In order for the set {σ ∈ OP n σ ≤ π, σ ⋏ η = τ } to be nonempty, it is necessary that τ ≤ π and τ ≤η. We adapt the notations from Definition 7.6 and infer from Proposition 2.14 that there exists an interval partition ρ = (R 1 , R 2 , . . . , R p ) ∈ I s such that
If follows from Lemma 7.12 that σ belongs to [τ, σ asc max (τ, η)]. In addition, σ must satisfy σ ≤ π. Hence, the ascending runs considered in Lemma 7.12 are split by the blocks of π. More precisely, for each k ∈ [p] we decompose (m i ) i∈R k into ascending runs, which give rise to the interval partition γ k = (G k,1 , . . . , G k,u k ) ∈ I R k where G k,j consists of the indices i of the j-th ascending run of (m i ) i∈R k . Then
and for each P ∈ π, we pick an arbitrary σ P ∈ OP P from the interval [τ ⌋ P , σ asc max (τ ⌋ P , η⌋ P )], concatenate them and obtain σ = σ P 1 σ P 2 ⋯σ Pp ∈ OP n . Sinceμ(σ, π) is the product of
over P ∈ π, the conclusion follows.
Examples of the Weisner coefficients will be given in Example 7.25. we are now ready to proceed with the investigation of cumulants with independent entries. Proposition 7.14. Let π, η ∈ OP n and (i 1 , i 2 , . . . , i n ) ∈ N n be a tuple with kernel κ (i 1 , i 2 
Proof. We proceed as in the proof of Proposition 7.1. Expressing cumulants in terms of moments (see Theorem 4.7), we have
. . , X n ) w(τ, η, π).
(7.9)
Since w(τ, η, π) ≠ 0 forτ ≤η, τ ≤ π and in general the expectation values ϕ τ (X 1 , X 2 , . . . , X n ) among different τ do not cancel each other, we cannot expect the vanishing of cumulants without further assumptions. However we can express cumulants with independent entries also in terms of cumulants of lower orders. In this case it turns out that the coefficients are determined by the number of plateaux.
Lemma 7.15. Let η, τ ∈ OP n such thatτ ≤η, then the restriction of the map Ψ⌋ [τ,1n] from Proposition 2.14 establishes a poset isomorphism
where 1 ≤ q i ≤ n are the lengths of the level runs and the number r is equal to τ − pla η (τ ). In particular, there is an ordered set partition σ
Proof. The proof is similar to that of Lemma 7.12. Write τ = (E m 1 ,n 1 , E m 2 ,n 2 , . . . , E ms,ns ) and η = (E 1 , E 2 , . . . , E e ) as in Definition 7.6. Let σ ≥ τ , then from Proposition 2.14 we infer that there is an
into level runs. This decomposition determines interval blocks B j ∶= (i j−1 + 1, i j−1 + 2, . . . , i j ) (i 0 = 0, i r = s) and hence gives rise to an interval partition β = (B 1 , B 2 , . . . , B r ). In order thatσ ≤η, each L i connects only plateaux, which is equivalent to the condition that λ ≤ β. Denoting by q j = B j = i j − i j−1 , we get the isomorphism (7.10). The ordered set partition σ pla max (τ, η) corresponds to the choice λ = β.
where q j are the integers in Lemma 7.15 and
where S(q, k) are the Stirling numbers of the second kind and E n (x, y) = ∑ σ∈Sn x des σ y asc σ are the homogeneous Eulerian polynomials [Reu93, p. 62] . The first few polynomials are
Remark 7.17. The name "Goldberg coefficients" originates from the Campbell-Baker-Hausdorff formula, see Section 8 below, in particular Theorem 8.17. Some examples of g(τ, η) will be computed in Example 7.24.
Remark 7.18. The expansion of P q (x) in terms of Stirling coefficients was first proved by Frobenius [Com74, Theorem E, p. 244].
Proof. (i) Ifτ ≤η, then w(σ, η) = 0 for all σ ≥ τ and so g(τ, η) = 0. Assume hereafter thatτ ≤η. From Lemma 7.15 we have the isomorphism {σ ∈ OP n σ ≥ τ,σ ≤η} ≅ I q 1 × I q 2 × ⋯ × I qr , σ ↦ (σ 1 , σ 2 , . . . , σ r ). (7.12)
Since σ just connects the blocks of a level run of (m i ) τ i=1 , it does not change the number of ascents: asc η (σ) = asc η (τ ) and we have σ∈OPn σ≥τζ
(7.13)
For q ∈ N we have (7.14)
For each fixed k, the sum ∑ n 1 +⋯+n k =q n i ≥1 q! n 1 !⋯n k ! is the number of ways of distributing q distinct objects among k nonempty urns, so it equals k!S(q, k) and the proof is complete.
(ii) The idea of the proof is similar to Proposition 7.13(ii) and we omit the proof.
Proof. Using Proposition 7.14, we have
(7.15)
For the third equality, we use Proposition 7.13(ii) which asserts that w(σ, η, π) = 0 if σ ≤ π.
We can characterize S-independence in terms of the above proposition, that is "semi-vanishing" of mixed cumulants.
Theorem 7.20. Let S = (U ,φ) be a spreadability system for a given ncs (A, ϕ). A sequence of subalgebras (A i ) i∈I of A, where I ⊆ N, is S-independent if and only if for any tuple (i 1 , i 2 , . . . , i n ) ∈ I n , any random variables (X 1 , X 2 , . . . , X n ) ∈ A i 1 × A i 2 × ⋯ × A in and any ordered set partition π ∈ OP n , we have
Remark 7.21. We can also formulate the theorem in terms of moments; we only need to replace (7.16) by
Proof. We fix a tuple (i 1 , . . . , i n ) with kernel η ∶= κ(i 1 , . . . , i n ). It suffices to show that for any tuple of random variables (X 1 , X 2 , . . . , X n ) ∈ A i 1 × A i 2 × ⋯ × A in the following are equivalent:
where (7.9) was used in the last step. We conclude (i) from Proposition 7.19. Conversely, assume (ii), then Proposition 7.19 implies that
n ). On one hand Theorem 4.7 implies (7.20)
and on the other hand (7.9) implies
Thus we get
for all π ∈ OP n . Finally Möbius inversion yields (i).
It is not obvious that Theorem 7.20 generalizes Proposition 7.1, the vanishing of mixed cumulants for E-independent subalgebras. In fact it implies a nontrivial identity: for any τ, η, π ∈ OP n such that η⌋ P ≠1 P for some P ∈ π,
where h(τ ) is the action of the permutation h on the blocks of τ . Similarly, Remark 7.21 (or Proposition 7.14) generalizes the vanishing of mixed cumulants for E-independent subalgebras. Consequently we must have Some Goldberg coefficients g(τ, η) are known to vanish even whenτ ≤η (see [VBV16] ), while the Weisner coefficients w(τ, η) do not vanish wheneverτ ≤η. The following Proposition describes two sufficient criteria for vanishing Goldberg coefficients .
Proposition 7.22. Suppose τ, η ∈ OP n are such thatτ ≤η.
(i) If des η (τ ) = asc η (τ ) and τ is even then g(τ, η) = 0.
(ii) If τ is prime then g(τ, η) ≠ 0.
(ii) The idea of the proof is taken from [VBV16] . Let p ∶= τ . By definition and Proposition 7.13 we have
ascη(σ) never contains p as a factor for any σ > τ , g(τ, η) is nonzero. Remark 7.23. It is a difficult problem to characterize vanishing Goldberg coefficients. The criterion (i) from Proposition 7.22 above does not cover all cases, for example one can show that g(τ, η) = 0 for τ = ({3}, {4}, {2}, {1}), η = ({1, 2, 3}, {4}), although the pair (τ, η) does not satisfy the assumption of the criterion. More information about Goldberg coefficients can be found in [Reu93, Tho82] and in particular [VBV16, Section IV] concerning the question of vanishing coefficients.
Example 7.24 (Goldberg coefficients and partial vanishing of cumulants). We will write the ordered kernel set partition κ(i 1 , . . . , i n ) simply as i 1 i 2 . . . i n . 1. Take η = 12. We compute g(12, 12). Now τ = η so m 1 = 1, m 2 = 2, r = 2, q 1 = q 2 = 1. Hence des η (τ ) = 0, asc η (τ ) = 1 and so
Similarly we get g(21, 12) = − 
In the most important spreadability systems, like the tensor, free, Boolean or monotone spreadability systems, partitioned cumulants factorize, e.g., (1 + x)P 2 (x) dx = 1 12 .
If we take τ = 132 then m 1 = 1, m 2 = 2, m 3 = 1, so r = 3, q 1 = q 2 = q 3 = 1, asc = 1, des = 1. Thus we get
If we take τ = 231 then m 1 = 2, m 2 = 1, m 3 = 1. So r = 2, q 1 = 1, q 2 = 2, asc = 0, des = 1. Hence
Similarly we can compute the remaining Goldberg coefficients and get
where X, Y, Z are omitted for simplicity. We can see that (7.23) holds (now π = 111):
Again if the cumulants factorize then
Similarly one can compute g(τ, 121) for all τ such thatτ ≤ 121 and get
Now in the tensor, free or Boolean spreadability system the mixed cumulant vanishes. However in the monotone spreadability system it does not: K 212 vanishes identically since 212 is not a monotone partition (see Proposition 4.18) and therefore, in the monotone case we have
which does not vanish in general.
The calculation of these cumulants in terms of moments is easier.
Example 7.25 (Weisner coefficients and partial vanishing of cumulants). We can reuse some results from Example 7.24.
1. If we take τ = η = 12 then asc η (τ ) = 1 and so (7.33) w(12, 12) = (−1) 2−1−1
Similarly if
In factorizing spreadability systems we have ϕ 12 (X, Y ) = ϕ 21 (X, Y ) = ϕ 1 (X) ϕ 1 (Y ) and hence Similarly we can compute the remaining Weisner coefficients and get
where X, Y, Z are omitted for simplicity. We can see that (7.24) holds (now π = 111):
In factorizing spreadability systems the mixed cumulant K 111 (X (1) , Y (1) , Z (2) ) vanishes by using the factorization of partitioned moments. 4. Similarly one can compute w(τ, 121) for all τ such thatτ ≤ 121 and get
(7.38)
In the tensor, free or Boolean spreadability system the mixed cumulant vanishes, but if it is monotone, then ϕ 212 = ϕ(X)ϕ(Y )ϕ(Z) while ϕ 121 = ϕ(XZ)ϕ(Y ). Therefore, in the monotone case we have
Campbell-Baker-Hausdorff formula and Lie polynomials
The material of the preceding section resembles some results from the theory of free Lie algebras, cf. the book by C. Reutenauer [Reu93] already cited above. In particular, the Goldberg coefficients g(τ, η) from Proposition 7.16 coincide with the coefficients of the Campbell-Baker-Hausdorff series, i.e., log(e a 1 e a 2 ⋯e an ) = w∶word g w w when it is expanded in the ring of noncommutative formal power series, see [Gol56] . Indeed the following paragraphs will provide a new interpretation of the coefficients of the CBH formula in terms of a certain spreadability system. 8.1. The noncommutative tensor spreadability system S NCT . Given an algebra A we introduce an operator-valued spreadability system with the following ingredients.
A is the algebraic tensor product, cf. Section 3.3.1.
• I (j) ∶ A → U is the natural embedding of A into the j th component of U :
•φ ∶= conc ∞ ∶ U → A is the concatenation product. This can be alternatively defined bỹ 1 , i 2 , . . . , i n ) = (P 1 , P 2 , . . . , P k ) and X P is defined in (3.1). Thus X 1 , X 2 , . . . , X n are "shuffled" byφ accordingly to the upper indices (i 1 , i 2 , . . . , i n ). For examplẽ
We call the triple S NCT = (U , (I (j) ) ∞ j=1 , conc ∞ ) the noncommutative tensor spreadability system. Proposition 8.1. The above defined triple S NCT is a spreadability system for (A, Id).
Proof. Clearlyφ ○ I (i) = Id on A. The symmetry condition (3.5) holds too since the value ofφ only depends on the ordered kernel set partition of the upper indices.
The corresponding NCT cumulants K NCT π satisfy (ordered) multiplicativity like the tensor, free and Boolean cumulants.
Proposition 8.2 (Multiplicativity of partitioned cumulants). For
The conclusion follows by comparing the coefficients of N p .
After having established multiplicativity it suffices to compute K NCT n . Theorem 4.7 reads as follows.
Proposition 8.3. For n ∈ N we have
Example 8.4. The reader can easily verify that
Remark 8.5. It can be shown that K NCT n (n ≥ 2) can be expressed as a sum of commutators.
For the proof it suffices to show that K FL n defined later can be written as a sum of commutators, which follows from the fact that K FL n (a 1 , . . . , a n ) is a Lie polynomial (see Remark 8.14) and every Lie polynomial is a fixed point of the (linear extension of) map a 1 a 2 ⋯a
The CBH formula on A can be expressed in terms of NCT cumulants. Theorem 8.6 (CBH formula). As formal power series on A we have the identity log(e a 1 e a 2 ⋯e a 1 , a 1 , . . . , a 1 p 1 times , . . . , a n , a n , . . . , a n pn times ).
Proof. First observe that
1 +⋯+a
(8.5)
Our construction implies that a
1 ⋯e 
Remark 8.7. Theorem 8.6 is similar to the well-known formula in probability theory,
where X 1 , . . . , X n are C-valued classical random variables and z 1 , . . . , z n are commutative indeterminates. 2. We have thus shown that S NCT -independence = commutativity = vanishing of mixed NCT cumulants.
This example illustrates that in general vanishing of mixed cumulants does not imply exchangeability.
and by S NCT -independence these two must coincide, so XY = Y X. This shows that [A i , A j ] = 0. Conversely, if the subalgebras A 1 , A 2 , . . . are mutually commutative then for any i 1 , . . . , i n ∈ N, any X k ∈ A i k , k = 1, . . . , n and any π = (P 1 , . . . , P p ) ∈ OP n , let ρ ∶= κ(i 1 , . . . , i n ) = (R 1 , . . . , R r ). Then (8.11) ϕ π⋏ρ (X 1 , . . . , X n ) = (X P 1 ∩R 1 X P 1 ∩R 2 ⋯X P 1 ∩Rr )⋯(X Pp∩R 1 X Pp∩R 2 ⋯X Pp∩Rr )
where X ∅ is understood as the unit1 A . By commutativity, {X k k ∈ R i } and {X k k ∈ R j } commute for distinct i, j and consequently for each i = 1, . . . , p we have (8.12) X P i ∩R 1 X P i ∩R 2 ⋯X P i ∩Rr = X P i , which shows that ϕ π⋏ρ (X 1 , . . . , X n ) = ϕ π (X 1 , . . . , X n ).
(ii) Suppose that {X i i ∈ I} and {X i i ∈ I c } commute with each other and ∅ ⊊ I ⊊ {1, . . . , n}. Then, for commutative indeterminates z 1 , . . . , z n , we have (8.13)
log(e z 1 X 1 ⋯e znXn ) = log i∈I e z i X i + log i∈I c
where the products ∏ i∈I , ∏ i∈I c preserve the natural orders on I, I c . On the other hand, by Theorem 8.6, log(e z 1 X 1 ⋯e znXn ) equals (8.14) ).
If we compare the coefficients of z 1 z 2 ⋯z n in (8.13) and (8.14) then we get K n (X 1 , . . . , X n ) = 0.
8.2. Specialization to free algebras. We restrict the noncommutative tensor spreadability system S NCT to the case when the underlying algebra A is a free algebra. The aim of this section is to show that the NCT cumulants are Lie polynomials in the following sense (cf. [Reu93] ). Let A be an alphabet, whose elements are typically denoted by a 1 , a 2 , . . . , and let A * be the free monoid generated by A endowed with the concatenation product. An element of A * is called a word. If w = a 1 a 2 ⋯a n , a i ∈ A, then the word w has length n. The length of the unit 1 is understood to be 0. Let C[A] be the monoid algebra of the monoid A * over C. We construct the noncommutative tensor spreadability system for (C[A], Id) as in Section 8.1. In this case we call it free Lie spreadability system and denote it by S FL instead of S NCT .
Moreover, on free algebras we can introduce a bialgebra structure. 
For endomorphisms f 1 , f 2 , . . . , f k of C[A], we define the convolution Proposition 8.11. If a 1 , a 2 , . . . , a n ∈ A and k ∈ N, then δ k (a 1 a 2 ⋯a n ) = π=(P 1 ,P 2 ,... )∈OPPn π =k a P 1 ⊗ a P 2 ⊗ ⋯ ⊗ a P k , where the sum runs over pseudopartitions, see Definition 2.8.
Proof. Since δ k is a homomorphism, we have δ k (a 1 a 2 ⋯a n ) = δ k (a 1 ) δ k (a 2 )⋯δ k (a n ) = (a 1 ⊗ 1 ⊗ ⋯ ⊗ 1 + 1 ⊗ a 1 ⊗ ⋯ ⊗ 1 + ⋯ + 1 ⊗ ⋯ ⊗ 1 ⊗ a 1 ) (a 2 ⊗ 1 ⊗ ⋯ ⊗ 1 + 1 ⊗ a 2 ⊗ ⋯ ⊗ 1 + ⋯ + 1 ⊗ ⋯ ⊗ 1 ⊗ a 2 )
⋯ (a n ⊗ 1 ⊗ ⋯ ⊗ 1 + 1 ⊗ a n ⊗ ⋯ ⊗ 1 + ⋯ + 1 ⊗ ⋯ ⊗ 1 ⊗ a n ) ,
which is equal to the desired expression in terms of ordered pseudopartitions.
Now we have the following expression for Π.
Proposition 8.12. Let a 1 , a 2 , . . . , a n ∈ A. Then Π(a 1 a 2 ⋯a n ) = π=(P 1 ,P 2 ,... )∈OPn (−1) π −1 π a P 1 a P 2 ⋯a P π .
Proof. From Proposition 8.11 we have Π(a 1 a 2 ⋯a n ) = (Id −ǫ)(a P 1 )(Id −ǫ)(a P 2 )⋯(Id −ǫ)(a P k ).
Note that (Id −ǫ)(1) = 0 and (Id −ǫ)(w) = w for w ∈ A * ∖ {1}. If P i = ∅ for some i, then the product (Id −ǫ)(a P 1 )(Id −ǫ)(a P 2 )⋯(Id −ǫ)(a P k ) vanishes. Therefore only proper ordered set partitions contribute to the sum, and in particular k ≤ n. This proves the claim.
Combining Proposition 8.12 with Proposition 8.3 we conclude the following identity.
Theorem 8.13. Let a 1 , a 2 , . . . , a n ∈ A and let K FL π be the cumulants associated to the spreadability system S FL . Then Π(a 1 a 2 ⋯a n ) = K FL n (a 1 , a 2 , . . . , a n ). Remark 8.14. 2. The values at words of higher order are given by convolution powers of Π, i.e., (8.16)
(see [Reu93] ), and we can show that (8.17) Π k (a 1 a 2 ⋯a n ) = 1 k! π∈OPn π =k K FL π (a 1 , a 2 , . . . , a n ),
is the coefficient of N k appearing inφ((N.a 1 )(N.a 2 )⋯(N.a n )) by Theorem 4.8 and Theorem 4.14. In other words, (8.18)φ((N.a 1 )(N.a 2 )⋯(N.a n )) = n k=1 N k Π k (a 1 a 2 ⋯a n ), a i ∈ A, i ∈ [n]. 8.3. Coefficients of the Campbell-Baker-Hausdorff formula. We adopt the notations and definitions in the previous subsection. The coefficients of the Campbell-Baker-Hausdorff formula, when written out in the monomial basis, were first computed using generating functions in [Gol56] and are called Goldberg coefficients; a combinatorial proof can be found in [Reu93, Theorem 3.11].
In the following we give another derivation of the Goldberg coefficients.
Lemma 8.15. Let η = (E 1 , E 2 , . . . , E e ) be an interval partition of [n] where the blocks are in canonical order, i.e. if s < t then i < j for all i ∈ E s , j ∈ E t . Then for any X i ∈ C[A] and any π ∈ OP n , we have ϕ π⋏η (X 1 , X 2 , . . . , X n ) = ϕ π (X 1 , X 2 , . . . , X n ).
Proof. The statement holds by definition because every block P ∈ π is the concatenation of P ∩ E 1 , P ∩ E 2 , . . . , P ∩ E e .
Remark 8.16. Thus a sequence of distinct letters satisfies some partial independence, but it is not S FL -independent. Indeed, (a 1 , a 2 ) ∈ A×A is S FL -independent if and only if a 1 = a 2 by Proposition 8.8.
Theorem 8.17 ( [Gol56, Reu93] ). Let a 1 , a 2 , . . . , a n be distinct letters from the alphabet A, let r ∈ N and q j , i j ∈ N for j ∈ [m] such that i j ≠ i j+1 for j ∈ [m − 1]. Then the coefficient of the monomial a 2 ⋯a pn n , since the projector in the CBH formula (8.19) does not change multiplicities and therefore every letter must occur the same number of times in v and w.
Thus p k = ∑ j∈B k q j where B k = {j ∶ i j = k}. Let p = p 1 + p 2 + ⋅ ⋅ ⋅ + p n be the total length of w and η = (A 1 , A 2 , . . . , A n ) ∈ OI p be the ordered interval partition corresponding to the composition (p 1 , p 2 , . . . , p n ), i.e., A j = {p 1 + p 2 + ⋅ ⋅ ⋅ + p j−1 + 1, p 1 + p 2 + ⋅ ⋅ ⋅ + p j−1 + 2, . . . , p 1 + p 2 + ⋅ ⋅ ⋅ + p j } and A j = p j .
From Theorem 8.13 we infer Π(a a 1 , a 1 , . . . , a 1   p 1 times   , a 2 , a 2 , . . . , a 2 p 2 times , . . . , a n , a n , . . . , a n pn times ...pn n ) = v} and then sum up the corresponding values of w(τ, η). Let us now investigate the structure of this set. First note that T v is an order ideal: if τ ∈ T v and τ ′ ≤ τ , then τ ′ ∈ T v , because every block of τ contains only repetitions of one letter and further refinement of τ leaves the end result v invariant. Moreover T v is the disjoint union of the principal ideals ↓τ 0 = {τ ∶ τ ≤ τ 0 } where τ 0 ∈ T v is maximal.
The maximal partition τ 0 arises as follows: After application of ϕ τ for τ ∈ T v each factor a p j j is divided into pieces a q l j , l ∈ B j and the number of such subdivisions is the multinomial coefficient p j q l ∶ l ∈ B j .
These subdivisions are in one-to-one correspondence with ordered set partitions of A j which, pieced together in the order of j, give rise to a maximal ordered set partition τ 0 ∈ T v . Thus in total there are as many maximal ordered set partitions as there are subdivisions, namely
By Proposition 2.13 the principal ideal ↓τ 0 generated by a maximal ordered set partition τ 0 is isomorphic to OP q 1 × OP q 2 × ⋯OP qm and in particular, all principal ideals are isomorphic. Moreover the number of ascents does not depend on the choice of τ ∈ T v , indeed it is equal to asc η (τ ) = asc(i). Thus all ideals ↓τ 0 deliver the same contribution and as a consequence of the discussion above we are left with τ ∈Tv w(τ, η) = p 1 !p 2 !⋯p n ! q 1 !q 2 !⋯q m ! τ ≤τ 0 w(τ, η)
for one fixed maximal element τ 0 ∈ T v . A canonical representative τ 0 is obtained by concatenating consecutive subintervals of length q j from A i j , j = 1, 2, . . . , m. Let us now turn to the value of w(τ, η). As seen above, the numbers of both ascents and descents of τ only depend on those of the sequence i and since i has no plateaux we infer from (7.2) that m = des(i) + asc(i) + 1. On the other hand, if we denote by (τ 1 , τ 2 , . . . , τ m ) the image of τ ∈ ↓τ 0 under the isomorphism of Proposition 2.13 then the first exponent in formula 
