The following result is proved: If A and B are distinct n x n doubly stochastic matrices, then there exists a permutation u of { 1,2,. . . , n} such that II,u,,~,~ > II&,,(,).
A real n X n matrix A = (a,) is called nonnegative if all the entries aii are nonnegative. A nonnegative matrix A is called doubly stochastic if its column totals and row totals are unity. We will denote by Q2, the set of all doubly stochastic n x n matrices, and by J, the n x n matrix all of whose entries are l/n. A nonnegative matrix A is said to have doubly stochastic pattern if there exists a doubly stochastic matrix D = (cl,,) such that aii = 0 iff dii = 0. Let S,, denote the set of all permutations of { 1,2,. . . ,n}. If u E S,,, then the set {a la(l)~%o(2)~ * * 4w(")~ is called a diagonal and IIiaMcij a diagonal product of A.
We will first prove the following lemma, which slightly generalizes a known result in [6] . Also, it is very closely related to a theorem of Menon [3] and a theorem of Brualdi, Parter, and Schneider (Theorem 6.1) in [l] . The method of proof used here is different.
LEMMA.
Let A, B be nonnegative m X n matrices such that : 
OES, i
Hence Let xi=e** and yi=e*:, i=I,2 ,..., n. Then xiyi>ecq for all i,j and IT xi yi < 1. It is an easy consequence of the theorem that any doubly stochastic matrix A other than 1, has diagonals u and r such that &a,(,) > (l/n)" and lIr~~T(,j < (l/n)". The first half of this statement is contained in [2] .
It is to be remarked that we essentially use the fact that A and B are doubly stochastic. At best we can generalize the theorem trivially to the case where all the row totals and column totals in A and B are identically a constant a and A and B > 0. For example, the theorem is not true in general for the case A, B > 0 where A -B has zero row totals and zero column totals. The following is a counterexample: Saunders and Schneider [5] use the Gordon-Stiemke theorem to prove several theorems on multiplicative scaling of matrices. Since Stiemke's theorem is closely related to the duality theorem of linear programming, which we use to prove our result, it is perhaps possible that one could find an alternative proof of our result using the theorems in [5] .
We sincerely thank Professor Schneider for drawing our attention to several closely related earlier results in this area. We also thank him for suggesting possible improvements in our earlier version of the Lemma.
