ABSTRACT In recent years, the rapid development of high-throughput technology has led to huge amounts of protein-protein interaction (PPI) data and unannotated protein sequences. Many approaches for protein function prediction have been developed which use PPI networks information. Traditional methods usually use the dependencies among interacting proteins for each same function only. However, the functions which are barely linked with the same function are more difficult to predict. In multi-label settings, the dependencies among related instances with multiple labels are more complex; rationally using these associations can make up for the shortcomings of traditional methods. In this paper, an iterative algorithm is applied to predict protein function based on the new network. The proposed method is able to capture the dependencies among functions based on proteins and interactions for protein function prediction. The test results show that the algorithm performs better than most of existing network based PPI algorithms; adding sequence similarity edges and spread function information can really improve the prediction performance. In addition, the dependencies among functions based on proteins and interactions can be effectively applied to the prediction of protein function.
I. INTRODUCTION
After the completion of the human genome sequencing, the study of biological science then entered the post-genome era. In recent years, as a consequence of high-throughput sequencing technology, researchers have gained a large amount of protein sequences. The research focus on biological science has gradually shifted from genes to proteins, the functional annotation of proteins is one of the main tasks [1] . The study of protein function is important for understanding life activities at the molecular level, and also important in disease treatment, new drug development, and crop improvement [2] . The efficiency of experiment causes which verify protein functions is low [3] , now there are only 1% sequences having experimentally validated annotations [4] .
The protein function prediction algorithm relies on fast developing of computer technology and biological data that have been verified by experiments, and they can predict the possible function of unannotated proteins in a short time. The predicted functions provide the direction for the experimental verification, which greatly alleviates the difficulty of experimental verification [5] .
In recent years, the protein interaction data has been increasing rapidly, and the coverage of protein interaction network has also increased rapidly. A large number of functional prediction methods based on PPI networks have also been proposed. Interactions between biological molecules is essential for most functions [6] , [7] . Generally interacting proteins may have the same function, so in most cases, functions are achieved by interacting with other proteins instead of by functions alone. These methods can be divided into two categories: direct annotation methods and module assisted based methods.
The direct annotation methods use protein connections for function prediction by a general assumption that closer proteins in the network are more likely to have the similar functions. The module assisted based methods tries to identify some modular clusters in the network and assigns common function to unannotated proteins based on the annotated proteins in the cluster. Sharan et al. [8] indicates the direct annotation methods are more accurate than module assisted based methods. Neighborhood-counting [9] , indirect neighbor's method [10] and active learning for protein function prediction [11] are typical direct network-based approaches. However, because of the limitations of the principle, traditional network-based approaches do not work well on the functions which are barely linked with the same function.
Traditional machine learning and data mining methods assume that different kinds of labels are independent of each other [12] - [14] . Predictions of different functions do not interfere with each other, and such prediction methods cannot be considered as rational multi-label classification. In many relational data sets or information networks, instances are implicitly or explicitly related, and labels have complex dependencies. A valid data model should be able to take into account dependencies between labels during the classification process. In order to improve prediction performance, the association between functions must be incorporated into the prediction process.
The label in protein function prediction is the GO, and the association between GO has been extensively studied. Lord et al. [15] and [16] proposed the association between the semantic similarity of the two genes based on the GO function tree and their respective sequences by studying. Cao and Cheng [17] , through text mining in the Prot Swiss database, obtains association rules between GO entries and used for protein function prediction. In addition to functional associations based on GO function trees and text mining, there is also exist GO functional terms association in PPI networks.
In this work, a new method is proposed to capture the dependencies on functions based on proteins and interactions in PPI networks for protein function prediction. The method is based on a new principle that some functions tend to exist together in protein function set and interacting proteins may have the specific different function pairs. Make the originally independent protein function predictions together to obtain more available information for prediction. The results show that the performance of the new approach is higher than the traditional methods that based on PPI network.
II. METHOD A. ESTABLISHMENT OF PROTEIN FUNCTION PREDICTION NETWORK
In recent years, a large amount of PPI data has been obtained because of the rapid maturation of high-throughput experimental techniques. The existing PPI network has produced three types of problems: a large amount of false positive data reduces the reliability of the PPI edges; some protein in PPI networks lack of neighbor protein; the network function annotation is incomplete.
To solve the problems above and in order to build a more reliable protein function prediction network, the following strategies are used: first, the weight is fused by two kinds of weights to improve the reliability of PPI edges; then add edges to all proteins by sequence similarity; finally, functional diffusion is carried out in the network.
1) THE ESTABLISHMENT OF WEIGHTED PPI NETWORK
The PPI network in this paper is represented as G = (V , E), where V = {V 1 , . . . , V n is a set of n vertices and E is a set of weighted edges.
The common weight of PPI network calculation methods is often divided into two categories: the first kind is obtained directly from the database; and the other is using network topology to calculate weights. These two kinds of weights are obtained by different calculation methods and can complement each other, so two kinds of weights are chosen to use synthetically. The first weight of interaction is obtained in the network from the STRING database. Then, according to Moosavi et al, the Common Neighbor Ratio is calculated as the second weight are given by
N u and N v are respectively represent all primary neighbor proteins of protein u and protein v. Two kinds of weights are calculated synthetically to get the final weight. The edges of vertex E i ∈E are denoted by
Where Protein function is predicted through the connection between proteins in the network. In PPI networks, however, the connections between different proteins are not the same. Some proteins are linked to only a small number of proteins. The reason is probably that the interaction between some proteins has not been marked out. It may also due to the protein is in a marginal position in the network. In some studies, interactions are added to the network by prediction [18] . This method is still difficult to deal with the latter situation effectively. Considering the reliability of the different kinds of data is different [19] , edges are added to the network based on sequence similarity, thereby increasing the available predictive information in the network. First, the similarity between proteins is calculated by BLAST [20] . Then proteins are linked to the first k proteins with the highest sequence similarity. S is used to represent the edges based on sequence similarity. The vector of the edges based on sequence similarity of the protein V i is denoted by
In this vector, at most k S i,j is not zero. It means that the edge based on sequence similarity exist between the two proteins. AndS i,j is the edge weight between protein i and protein j based on sequence similarity. Thus, each protein has two kinds of edges linked to other proteins, ensuring that all proteins in the network have sufficient number of annotated neighbor proteins. By adding the available prediction information in the network, the effect of the prediction algorithm is improved. The function scores based on the two kinds edges are calculated separately, specific steps are detailed in the subsequent algorithm chapter. 
Because of the difficulty of verify the protein function experimentally, there is a huge and still widening gap between the experimental protein function data and the real interaction data. The integrity of the protein function annotations in this work is also low. Therefore, in order to improve the prediction effect, in the end of the construction of the network, the function of protein is spread in the network. The steps are as follows:
1) The x function score of protein i is calculated as follows:
And in this way, all the function scores of all proteins are calculated.
(2) In order to reduce the gap between the high and low scores, and strengthen the effect of the function diffusion in the network, square arithmetic is performed for the function score matrix.
(3) The function score matrix is normalized into the intervals [0, 1] to get the new matrix.
(4) The matrix that get in the last step to the matrix that get in step two is added to get the final function score matrix Y .
B. PROTEIN FUNCTION PREDICTION ALGORITHM BASED ON FUNCTIONAL ASSOCIATION IN PPI NETWORK
The main research objectives of multi-label collective classification are focused on two aspects: relational data set and multi-label. A basic problem of multi-label collective classification is the complex dependence of associative instance. In traditional methods, different types of labels are independently predicted. However, the label sets of the associated data sets are not independent and should be predicted simultaneously [21] . An instance often has multiple-labels in reality, and the label is not independent. In order to effectively predict the set of labels for a set of related instances, the complex dependencies between different types of labels should also be exploited.
The theoretical basis of traditional prediction methods is that neighboring proteins tend to have the same function, in other words, traditional methods utilize the association of the same functions between interacting proteins. As shown in Figure 1 , protein A interact with protein B. When predicting the function of protein A, the protein A gets the same function score from the protein B.
The label relations in multi-label data sets are very complex, and there is a complex relationship between proteins and functions. Function associations in PPI networks can be divided into two categories: function associations within function sets of proteins, and function associations between proteins. Function dependency in PPI networks can be divided into three categories: intra-protein cross-function dependency, inter-protein single-function dependency and inter-protein cross-function dependency. As in Figure 1 , the prediction of traditional methods based on interprotein single-function dependency. Furthermore, as shown in Figure 2 , it is assumed that there is a dependency on some different functions of the function set of individual protein. The same function association between proteins used by conventional methods is only part of the function association between proteins. As shown in Fig. 3 , there may be an association between different functions among interacting proteins. This dependence is not necessarily unidirectional.
1) INTRA-PROTEIN CROSS-FUNCTION DEPENDENCY MATRIX
A matrix is set up to use intra-protein cross-function dependency. Take functional Y x as an example, the occurrence frequency is calculated of all functions in the function set of proteins with functional Y x , and obtain the intraprotein cross-function dependency vector of the function Y x as follows
Intra-protein cross-function dependency matrix is represented as
The function score matrix of the test protein will be modified by this matrix to move the low score function which dependent high score function forward.
2) INTER-PROTEIN FUNCTION DEPENDENCY MATRIX
Inter-protein function dependency consists of inter-protein single-function dependency and inter-protein cross-function dependency. Inter-protein cross-function dependency is complex and difficult to extract accurately. So only the distributed sparse functions in the network will use this dependency to predict.
The average number of connections is calculated to the same function of all functions in the network and define it as the distribution density. Figure 4 shows the distribution density of the different functions in the three networks.
It is not difficult to find that the distribution density of some functions in PPI networks is very high. It shows that the functions are closely distributed and can be easily predicted by the same function of neighbor proteins. However, some functions are sparsely distributed in the network, and this sparse function is not a special case. The processing of data sets in this paper ensures that all functions are owned by at least 30 proteins, and it can be confirmed that the sparse function is not caused by incomplete network annotation. All the functions are counted that are connected to sparse functions, analyze and find the associated functions of sparse functions. Then, the sparse function score transfer rules are modified, and the score of the sparse function will be calculated according to the corresponding association function.
Take functional Y x as an example, the frequency of all functions connected with theY x is statistics on, and the interprotein functions dependency vector of the function Y x is VOLUME 6, 2018 obtained as follows
Inter-protein function dependency matrix is represented as
In the P Ex , the score and the rank of the P x Ex represent the reliability of the function x predicted by the same function. When P x Ex is very low in rank, function x is sparsely distributed over the network so that it cannot be predicted by the same function. In this case, the high-ranking function is chosen in the vector P Ex to predict the x function. The pseudo code is illustrated in Algorithm 1. Details of the algorithm are explained after Algorithm 1 and Figure 5 .
In this article, it is assumed that interacting proteins may have to cross function associations, so that P E is used only when calculating E(V x ), and P E is not used when calculating S(V x ). This algorithm does not update the protein function score matrix in an iterative, all function prediction scores stored in Y med−E andY med−S , protein function score matrix Y will update at the end of the iteration. In such iterations, the computational order for the predicted protein function scores no longer affects the outcome, randomness is eliminated to obtain a definite result.
The iterative classification is divided into two stages:
The first is the burn-in process, in which the classification algorithm is iterated 20 times. In the iteration process, each unlabeled protein V x has two weights, E(V x ) and S(V x ), if the function j can be predicted by the same function:
If not, and the associated function of the function j is function l: (12) 30896 VOLUME 6, 2018 the score based on the sequence similar edges is computed as:
After the end of an iteration, the Y med−E and Y med−S are normalized respectively, and then the Y med−E and Y med−S are added in the optimal proportion, and the result is updated with Y . At this stage, the protein function scoring matrix Y is updated only at the end of iteration without recording the predicted results, corresponding to 1 to 7 lines of pseudo code.
Followed by sampling process, which will be iterated 100 times, each iteration records the prediction results, and the sampling process corresponds to 8 to 18 lines of the pseudo code. After the iteration prediction is finished, all the function scores of all the proteins are got. Since the algorithm has been iterated 100 times during the sampling process, the test protein V x will obtain 100 lines of q dimensional prediction result, which is expressed as:
The highest frequency functions as the first column of the matrix F x , which is defined as the first prediction result expressed as R 1
x . R 1 x is the most likely function of protein V x . And so on, R 2 x is the function that protein V x second might have. The average number of functions of the three networks are calculated and the average number m is used as the number of functions that can be predicted. The first m results of the test protein V x are expressed as:
In traditional protein function prediction algorithms, different functions are independently predicted. The algorithm proposed in this paper uses the function association based on PPI network, and all functions are integrated into a whole to predict. It accords with the actual classification demand of multi-label collective classification in reality. Therefore, the algorithm designed in this paper is reasonable and reliable than the traditional algorithm.
III. RESULTS AND DISCUSSION

A. THE DATASETS
The Core datasets of the PPI networks of Homo sapiens were downloaded from the HPRD Database [22] . The first kind of weights of PPIs were downloaded from the STRING Database [23] . The ratio of common neighbors between interacting proteins in the network is calculated to get the second kind of weights. The two kinds of weights are calculated differently and can complement each other, so in this work two kinds of weights are combined to calculate a new weight. The edge of the protein sequence is obtained by BLAST and weighted by the score value. In this article, the human Gene Ontology (GO) description of proteins functions [24] is used. The GO annotation scheme is structured as a directed acyclic graph (DAG) which contains three separate categories: Biological-process, Cellular-component VOLUME 6, 2018
FIGURE 7. Performance Comparison under Cross Validation Method(Biological Process). (a) 10%(Biological Process). (b) 50%(Biological Process). (c) 90%(Biological Process).
and Molecular-function. Each protein may be annotated by several GO terms.
GO is a directed acyclic graph, and is considered as a tree for the purpose. Each node of the annotation system is a description of a gene or protein, a gene or gene product is marked with a node of GO, means that the gene or the gene product has the corresponding function. A parent node has a wider range of annotations than a child node, and a lower node has all the functions of its ancestor. Therefore, the dataset cannot contain functions that have parent-child relationships. The method proposed by Zhou et al. [25] is chosen to use. The tree breadth-first are traveled from the root and select nodes that are owned by more than 30 proteins and each of the node's children is owned by less than 30 proteins. Finally, 258 functions of biological processes, 97 functions of cell components and 77 functions of molecular function are got. Finally, the number of nodes and edges in three networks is shown in table 1 
B. PARAMETER SETTINGS
When using Inter-protein functions dependency matrix to determine the sparse function, both high precision and high recall is needed to achieve. By computing the F-score of different ranks to judge the sparse function, the peak value of the ranking of each network is got as follows: Taking biological process network as an example, in this paper, after testing and verification, the highest F-score value is got when the ranking threshold is 15. 
C. ASSESSMENT OF ALGORITHMS
Two methods are used to compare function prediction performance of the algorithm with four methods including: Neighborhood-counting (Schwikowski et al., 2000) , the algorithm which use comprehensive weight obtained by STRING database and Common Neighbor Ratio, algorithm which based on sequence similarity and a novel collective classification-based approach (Xiong et al., 2013) . First method is a basic approach that shows general predictability on any dataset. The second and the third methods are used to demonstrate the effectiveness of the improvements. The fourth method combines protein sequence information and PPI information to improve the prediction performance and resulted higher function prediction performance better than other traditional methods.
The first comparative method is leave one out cross validation. That is to say, every round of testing, the function of the test protein is unknown, while the rest of the protein function is known. Such tests are carried out n times, and each protein is tested as a test sample. Leave one out cross validation is simple and fast, the contrast effect between different algorithms is obvious. However, the leave one out cross validation does not satisfy the actual needs. In prediction of protein function, there are many unknown proteins in the network, so another method is used for further verification.
The second method takes a certain proportion of proteins instead of one protein as a test set. 10%, 50%, and 90% of the total protein were took as the test set. Each proportion was tested 10 times, and the average result were calculated. Finally, the prediction results of the proposed algorithm in sparse networks are obtained.
Three comparison measures were calculated: Precision, Recall and F-score values for different methods using the following equations:
where K x is the number of correctly predicted functions for protein x, M x is the total number of functions predicted for protein x and P x is the number of all known functions of protein x.
D. RESULTS
The leave one out cross validation is used to compare the predictive performance of the algorithms firstly. The three PPI networks correspond to three separate ontologies: biological processes, cellular components, and molecular functions. The average number of functions for each protein in the corresponding network is 3.77, 3.04, and 1.81. Therefore, most 4, 3, and 2 prediction results are predicted. VOLUME 6, 2018
FIGURE 9. Performance Comparison under Cross Validation Method(Molecular Function). (a) 10%(Molecular Function). (b) 50%(Molecular Function). (c) 90%(Molecular Function)
The results are shown in Figs. 6. As expected, it is clear from Figs. 6 that the algorithm achieves a better prediction performance than other methods. The experimental results show that the combination of protein interaction information and sequence information can improve the prediction effect, and the function diffusion process also further improves the prediction effect. The method adopted in the construction of PPI networks indeed improves the reliability of the network. In addition, as a whole, the use of function Association improves the prediction accuracy. In order to analyze the effect of using functional associations to predict the sparsely distributed functions in the network, the changes of individual function before and after the improvement is analyzed. Take GO:0007204 and GO:0071347 two functions in biological process network as an example. The two functions are very low in each of the vectors in the inter-protein function dependency matrix, and were ranked 92 and 89 respectively. So these two functions are sparsely distributed functions. The precision of the two functions predicted by the traditional method can only reach 0.028 and 0, and the recall rate can only reach 0.038, 0. These two functions related to each other were found by looking in the inter-protein function dependency matrix. Therefore, the scoring transfer rules of these two functions change to pass the score to each other. After improvement, the precision increased to 0.33, 0.35, the recall increased to 0.13, 0.44. It is proved that the method proposed in this paper makes use of the function association in the PPI network and extracts more effective information from the network, which improves the prediction effect of sparse distributed functions. In addition, we can see from the figure that with the increase of the number of prediction functions, the precision decreases and the recall rate increases. It shows that the method proposed in this paper is reasonable and effective for ranking the forecasting results.
In the leave validation method, the test set contains only one protein at one time, and the functions of other proteins in the network are considered known. This method is simple and fast, but it is not consistent with the facts. Validation of protein function is very difficult and the workload is huge. There is a growing gap between validated protein function and validated protein interactions. Protein networks are expanding at a faster rate than function tagging of proteins. Therefore, the significance of the leave one out cross validation is gradually decreasing. So, another validation method is also used. 10%, 50%, and 90% of the total proteins were randomly selected as the test set, tested each proportion 10 times, and calculated the average result.
According to the experimental results from Fig. 7 to Fig. 9 , it is easy to see that the algorithm proposed in this paper is better than other algorithms in tagging sparse networks, which is the same as the results obtained by leave one out cross validation. It is proved that the function association in PPI network can be reasonably analyzed and more useful prediction information can be extracted from the network, which can further improve the accuracy of function prediction.
In addition, as the proportion of the test proteins in the network increases gradually, the effect of the prediction algorithms in three networks is gradually decreased. The algorithm presented in this paper is less sensitive to the proportion change of network function annotation. With the increase of the proportion of tests, the decrease of F value was relatively low, which proves that the use of protein function association can extract more useful information and stabilize the prediction effect.
IV. CONCLUSIONS
Protein is an important component of the human body and a major executor of life activities. The difficulty of protein function annotation and growing demand for protein function prediction makes the study of algorithm becomes increasingly popular. It is of great practical significance to develop an efficient and accurate protein function prediction algorithm to reduce the cost of experiment. Further study of protein function using PPI network is helpful for further understanding of biological pathway and pathogenesis [26] , [19] .
The method proposed in this paper makes use of the multiple functional dependencies existing in the network, and further improve the prediction method on this basis. The effectiveness of the proposed protein functions prediction method is validated in two ways. The experimental results show that the accuracy of the distributed sparse functions in the network can be improved by properly utilizing the correlation of the functions in the network. The intraprotein cross-function dependency matrix and inter-protein functions dependency matrix built in this work really extract more effective information on the network than traditional methods.
Establishing a webserver or soft package could provide convenience to the most of wet-experimental scholars. Thus, in the future, we will try our best to further improve the prediction performance and construct a free package for protein function prediction.
Some achievements have been achieved in improving the prediction of protein function, but the related research needs to be further studied. According to the work at this stage, the next step can be to build a more accurate statistical model, so that more specific analysis of function associations in protein-protein interaction networks can be achieved.
