Abstract. We demonstrate the (H 1 , L 1,2 ) or (L p , L p,2 ) mapping properties of several rough operators. In all cases these estimates are sharp in the sense that the Lorentz exponent 2 cannot be replaced by any lower number.
Introduction
In this paper we consider the endpoint behaviour on Hardy spaces of two classes of operators, namely singular integral operators with rough homogeneous kernels [4] and singular integral operators with convolution kernels supported on curves in the plane ( [20] , [27] ). These operators fall outside the Calderón-Zygmund theory; however weak type (L 1 , L 1,∞ ) or (H 1 , L 1,∞ ) inequalities have been established in the previous literature ( [7] , [9] , [16] [18] , [25] , [29] ) We shall show that the target space L 1,∞ can be improved to the Lorentz space L 1,2 , possibly at the cost of moving to a stronger type of Hardy space (e.g. product H 1 ). Examples of Christ [8] , [17] show that these types of results are optimal in the sense that one cannot replace L 1,2 by L 1,q for any q < 2.
The space L 1,2 arises naturally as the interpolation space halfway between L 1,∞ and L 1 . As a gross caricature of how this space arises, suppose that we have a collection of functions f i which are uniformly bounded in L 1 , and whose maximal function sup i |f i | is in weak L 1 , and we wish to estimate the quantity
for some l 2 co-efficients γ i . If the f i are sufficiently orthogonal, we may hope to control this quantity by the square function (1.1)
However from our hypotheses we see that
for q = 1 and q = ∞, and thus by interpolation for all 1 ≤ q ≤ ∞ (cf. Lemma 2.2. below). Thus we expect to control (1.1) by the ℓ 2 norm of {γ i }.
Our arguments will be based on more complicated versions of the above informal strategy. Generally, the L 1 estimates will be quite trivial, whereas the L 1,∞ estimates will be variants of existing weak-type (1,1) estimates for rough operators in the literature (e.g. [7] , [25] ). We shall demonstrate this technique for 1991 Mathematics Subject Classification. 42B20. This work was conducted at Madison, Princeton, UCLA, and UNSW. The research was supported in part by grants from the National Science Foundation (DMS 9501040, DMS 9970042 and DMS 9706764). We remark that a simple version of the above technique has been used by one of the authors in [23] to prove an endpoint version of the Hörmander multiplier theorem. Namely (stating only the one-dimensional version) if φ is a nonzero even smooth bump function then the condition sup t>0 φm(t·) B 2 1/2,1 implies that the convolution operator with Fourier multiplier m maps H 1 to L 1,2 (and an example by Baernstein and Sawyer [1] shows that L 1,2 cannot be replaced by L 1,q for q < 2). The second author and Jim Wright [30] have recently improved this result by replacing the Besov space B The paper is structured as follows. After formulating our results in the current section we review some material about Hardy-Lorentz spaces and interpolation, in §2. In §3 we prove an abstract variant of a stopping time argument due to M. Christ which may be helpful elsewhere. §4 contains the main squarefunction estimate needed to prove our theorems on integrals along curves; in §5 we conclude the proof of these results. Rough homogeneous kernels are considered in §6 and §7.
Rough homogeneous convolution kernels.
Let K be a convolution kernel on the Euclidean space R d and assume that K is homogeneous of degree −d and that the restriction Ω to the unit sphere is integrable and has mean zero, S d−1 Ω(θ)dσ(θ) = 0. We may define the operator T Ω of convolution with K on test functions at least by the usual method of principal values:
T Ω f (x) = p.v. Ω(y/|y|) |y| d f (x − y)dy.
We consider the mapping properties of T Ω , especially near the endpoint L 1 . If Ω is somewhat regular (for example, if it is Hölder continuous or satisfies an appropriate L 1 Dini condition) then the standard Calderón-Zygmund theory shows that T is bounded on all L p spaces, 1 < p < ∞, is of weak type (1, 1), and maps the Hardy space H 1 to L 1 . If no regularity is assumed, but K is L log L on the sphere, then it was shown by Calderón-Zygmund [4] that T Ω is bounded on L p ; in fact (see [25] ) it is of weak type (1, 1). The behaviour at H 1 is more subtle, however, as an example of M. Christ shows (see also [17] ). For the sake of illustration let us consider the case d = 2. Let a be a smooth H 1 atom on the unit ball, which is smooth and radial, and let Ω N be the lacunary function defined on the unit circle by
where C, N are large integers. Roughly speaking, the function K * a(x) has magnitude ∼ N −1/2 |x|
whenever |x| ∼ C j for some j = 1, . . . , N . This shows that the L 1 norm (and indeed the L 1,q quasi-norm for any q < 2) of K * a grows with N , even though Ω is in every L p class, p < ∞, uniformly in N . Thus, the best result one can reasonably hope for is that T maps H 1 to the Lorentz space L 1,2 , or the HardyLorentz space H 1,2 , the quasi-norm norm in the latter is the L 1,2 quasinorm of a suitable square-function or maximal operator used in the definition of H 1 (see §2 below).
The previous counterexample can be modified to include the case Ω ∈ L ∞ . Take G N as above, ε > 0 and let E ε,N = {α : Analogously we may also consider a maximal variant of T ; here no cancellation is imposed. Let
Again, a modification of the above example shows that M Ω may fail to map H 1 into L 1,q for q < 2.
Integrals along curves in the plane.
In this subsection we shall always be working in the plane R 2 . Let m > 1 be a real number; all constants may implicitly depend on m.
Define the Hilbert transform Hf and the maximal function M f along the curve (t, |t| m ) by
here η is a smooth function with compact support. These operators are invariant with respect to the scaling
We shall work with the product type Hardy space on R 2 , considered by Chang and Fefferman [6] This should be compared with the results of Christ [7] who showed that M and H map the oneparameter Hardy space H 1 parabolic (defined with respect to the dilations (1.6)) to L 1,∞ , see also Grafakos [16] . In fact, Christ [7] observes that H 1 parabolic is not mapped to L 1,q for q < ∞.
Now let γ = (γ 1 , γ 2 ) be a complex multi-index with Re(γ 1 ), Re(γ 2 ) ≥ 0, and define the (pseudo)-
Consider the family of hypersingular operators H γ defined by
The space L p (1 < p < 2) is not mapped to L p,q if q < 2 (see [8] ); moreover this shows that H does not map H 1 prod to L 1,q or any Hardy-Lorentz space H 1,q for any q < 2. An angular Littlewood-Paley theory plays a role in this counterexample. Grafakos [16] proved using the methods in [7] that for m = 2, γ 1 = 0 and Re(
His method surely extends to the general case considered here.
An improved optimal result is
In both cases the bounds grow at most polynomially in |γ|.
The following estimate for a localized averaging operator will follow from our proof. Let η ∈ C ∞ 0 (R) and define (i) Suppose that t → g(t) is a smooth curve passing through the origin and suppose that its curvature vanishes to at most order m − 2 at the origin. Then the statement of Corollary 1.8 remains true if (t, |t| m ) is replaced by a g(t) provided that η is supported in a sufficiently small neighborhood of the origin.
(ii) In the statements of Theorems 1.4 and 1.5 the curve (t, |t| m ) can be replaced by (t, |t| m sign (t)).
(iii) A variant of this family H γ was previously considered by Stein and Wainger [27] in their proof of L p boundedness of the Hilbert transform. They worked with a distance function ρ, smooth and positive in R 2 \ {0} which is homogeneous of degree 1 with respect to the dilations (1.6) and considered the analytic family
The result in [27] is that H α is bounded on L p for α < 1 − 1/p. Our proof of Theorem 1.3 shows that this result can be improved to
(iv) The principal value singularity p.v. t −1 |t| γ1+γ2m in the definition of H γ can be replaced by χ
. This requires only minor changes in the proof of Theorem 1.5.
Preliminaries
Notation. For two quantities a and b we write a b or b a if there exists an absolute positive constant C so that a ≤ Cb. We shall consistently refer to the homogeneous quasi-norms on Lorentz and HardyLorentz spaces as "norms", even when the triangle inequality with constant 1 fails. If I is a (dyadic) cube, then x I will denote its center, and 2 iI will denote its side-length. We somewhat abuse notation and use 2 s I to denote the cube with the same center as I and sidelength 2 s+iI . The Lebesgue measure of a set E will sometimes be denoted by |E| and sometimes by meas(E).
2A. Hardy spaces. There are many equivalent characterizations of the isotropic Hardy-spaces ([13]), in terms of maximal functions, atomic decompositions and square-functions (see [26] for a rather complete treatment). We shall use several of them, but most relevant will be the characterization via LittlewoodPaley square-functions, which we choose as a definition.
Let Φ ∈ S(R n ) with the property that Φ is compactly supported and equal to 1 in a neighborhood of the origin. Let φ k be defined by
Consider the space S ′ restr of tempered distributions which are restricted at ∞; it consists of all f ∈ S ′ with the property that f * φ ∈ L r for φ ∈ S, for sufficiently large r < ∞ (we use the terminology of Stein [26, p.123] ). This choice of the test function space allows one to derive versions of the Calderón reproducing formula (e.g. one excludes polynomials which have Fourier transforms supported at the origin). For 0 < p, q < ∞ we define H p,q as the space consisting of tempered distributions restricted at ∞ which satisfy [21] one can show that the definition does not depend on the particular choice of Φ. As shown in [21] , [31] some aspects in the classical theory simplify by assuming (as we do here) that Φ has compact support. In particular for b > 0, r > 0 one has the inequality ( [21] ) 
The space H p,q is complete quasi-normed space. We note that the definition can be extended to Hilbertspace valued functions (in fact when proving estimates we may often reduce to finite-dimensional Hilbert spaces with possibly large dimension).
For the purpose of real interpolation consider the Peetre
and f 1 ∈ H p1 . Then a straightforward modification of arguments by Jawerth and Torchinsky [19] yields the formula
Consequently, by (2.4) and (2.5) one identifies H p,q with the real interpolation space [H p0 , H p1 ] θ,q if 0 < θ < 1 and (1 − θ)/p 0 + θ/p 1 = 1/p (see [2] ), and the spaces H p,q can be identified with the spaces in [11] , [15] defined by means of various maximal functions or square functions (see [32] ).
Let {e k } be an orthonormal basis of ℓ 2 . ¿From standard Hardy space theory [26] we have
where L k , L k denote convolution with φ k , φ k ; here φ k is as above and φ k = 2 kd φ 0 (2 k ·) so that the Fourier transform of φ equals one on the support of φ.
Moreover if E is any finite subset of the integers we have
where C does not depend on E. Note, however, that convergence in L p,q may not be compatible with convergence in the sense of tempered distributions, if p < 1 or p = 1, q > 1.
5
A Littlewood-Paley decomposition. It is shown in the classical theory that the above assumptions on Φ can be substantially weakened. A general result in this context is in [32] . To eliminate a number of technical error terms in the proof of Theorem 1.1 we shall work with Littlewood-Paley functions localized in space, and in order to have an analogue of the Calderón reproducing formula we will have to use a somewhat unusual version of the Littlewood-Paley decomposition:
Lemma 2.1. Let r, N 0 be nonnegative integers and let ε > 0. Then for s = 0, . . . , r there are radial functions
with the following properties.
(i) Ψ s is supported on the ball of radius ε centered at the origin, and
and let L k s be the operator of convolution with ψ k s . Then for every tempered distribution f restricted at ∞ we have
moreover if S 0 r denotes the operator of convolution with Ψ r then
The convergence in (2.8), (2.9) holds in the sense of tempered distributions.
Proof. Let Ψ be a radial bump function supported in {x : |x| ≤ 2 −6r−6 ε} so that Ψ − 1 = O(|ξ| N +1 ), and let S k 0 be the operator of convolution with 2
We recursively define for s = 0, 1, . . . , r − 1
and note the identity Remark. We note that (2.6) holds if L k , L k are replaced by any of the operators L k s above, or perhaps by a composition of finitely many such operators. This remark holds under the condition that the number N 0 of vanishing moments is sufficiently large (in dependence of p; specifically we need N 0 ≥ n(1/p − 1)).
Parabolic dilations. One may define Hardy spaces with respect to a nonisotropic dilation structure [3] . In this paper we need to consider such Hardy-spaces on R 2 defined with respect to the scaling (
, for a fixed real number m > 1.
If we redefine the function φ k to be
then the operator of convolution with φ k is a Littlewood-Paley projection to the region |ξ 1 
1/2 p is finite. Similarly one can define parabolic Hardy-Lorentz space and the obvious analogues of the statements in the previous subsections remain true.
Product type Hardy spaces. Let {L k1,k2 } k1,k2∈Z be a product Littlewood-Paley decomposition on R 2 , where L k1,k2 is a multiplier with symbol supported in the region {(ξ 1 , ξ 2 ) :
we may assume that L k1,k2 is the operator of convolution with φ k1 ⊗ φ k2 where φ k1 , φ k2 are as above (defined on the real line).
If 0 < p, q < ∞, we define the product Hardy-Lorentz space H p,q prod to be the quasi-Banach space which consists of all tempered distributions restricted at ∞ for which
The formulas for interpolation of Hardy-Lorentz-spaces remain true; in fact (2.5) was proved in this context in [19] . Moreover analogues of (2.6), (2.7) remain true for the operators L k1,k2 . These can be proved by using the theory of product-type singular integral operators (see e.g. [6] , [14] ).
2B. Analytic interpolation in Lorentz spaces. We need a version of a theorem by Sagher [22] concerning analytic families of operators acting on Lorentz spaces. It has been observed in [23] and [16] that Sagher's arguments carry over to somewhat more general situations; we now recall the version which appeared in [16] .
We denote by S the strip S = {z : 0 < Re(z) < 1} and by S its closure. A function g on S is said to be of admissible growth if there is a < π so that |g(z)| exp(e a|Im(z)| ) for z ∈ S. Let X 0 and X 1 be two Banach spaces, compatible in the sense of interpolation theory, and assume that there is a subspace W of X 0 ∩ X 1 which is dense in both X 0 and X 1 . For z ∈ S let T z be an operator which maps functions in W to measurable functions on R n ; T z is then called an analytic family if for any f ∈ W and almost every x ∈ R n the function z → T z f (x) is analytic in S and continuous and of admissible growth in S. Now if
and if C i (z) is of admissible growth then the result in [16] states that T θ maps the complex interpolation
. We shall need the following consequence of this result. Lemma 2.2. For k ∈ Z and z ∈ S let T k,z be an operator which maps functions in W to measurable functions on R n and assume that T k,z is an analytic family, for each k. Suppose that for all
Proof. Fixf ∈ [X 0 , X 1 ] θ and E ⊂ Z be finite. There are measurable functions g k such that |g k (x)| q ′ ≤ 1 and
. Then the assumptions (2.14-15) imply the boundedness of T iτ from X 0 to L 1 and of T 1+iτ from X 1 to L 1,∞ , with admissible constants. One deduces the boundedness of
The constants are independent of E and the choice of {g k }. This implies
with C being independent of E andf . The finiteness assumption on E can be removed by applications of the monotone convergence theorem.
2C. A vector-valued inequality.
We shall use the following observation which can serve as an elementary substitute for the failing L p (ℓ 1 ) inequality for the vector-valued Hardy-Littlewood maximal operator ( [12] ). It is just the dual version of a scalar maximal inequality.
Let {t k } k∈Z be a collection of positive numbers and let P k be the operator of convolution with t
Proof. We may assume that Φ is nonnegative. Then by duality the assertion follows immediately from the L p ′ boundedness of the maximal operator w → sup k |P k w|; the latter is a consequence of the method of rotation and the bounds for the one-dimensional Hardy-Littlewood operator (see [26, p.72-73] ).
2D. Averaging functions in L
1,q . The triangle inequality fails in L 1,q if q > 1, but the following Lemma, proved for q = ∞ by Stein and N. Weiss [28] , can often serve as a substitute. For 1 < q < ∞ the statement follows from the cases q = 1 and q = ∞ by interpolation.
A stopping time construction
We shall use an abstract form of the Calderón-Zygmund decomposition, in which no nesting or doubling properties are assumed. The argument is related to the stopping time construction in [7] . Lemma 3.1. Let , ⊆ be partial orders on a set Λ; we also use the notation ≺ synonymously with . Let Γ be a finite subset of Λ, let ν be a non-negative measure on Γ, and let A : Λ → R + be a positive function.
Assume that for each γ ∈ Γ and N > 0 the set (3.1) {λ ∈ Λ : A(λ) ≤ N and γ ⊆ λ} is finite. Then one can find a subset B of Λ and a map q : Γ → Λ which have the following properties.
Proof. Define (3.2) Λ * = Γ ∪ {λ ∈ Λ : A(λ) ≤ ν(Γ) and γ ⊆ λ for some γ ∈ Γ} By the finiteness of Γ and the finiteness assumption on the sets (3.1) the set Λ * is finite. Suppose we have found q and B with properties (1)- (4) relatively to Λ * then (1)- (4) are unchanged if Λ * is enlarged to Λ.
Hence it suffices to give a proof under the additional assumption that Λ is finite.
We now induct on the cardinality of Λ. The lemma is vacuously true when Λ is empty, with B being empty and q being the empty function. Now suppose inductively that Λ is non-empty, and that the lemma is true for all sets Λ of lesser cardinality. Choose an element λ max ∈ Λ which is maximal with respect to the partial ordering , and let 
We now claim that (1)- (4) It remains to verify (4). First suppose that λ = λ max , so that λ ∈ Λ ′ . Then (4) follows from (4 ′ ), because the elements γ of Γ\Γ ′ satisfy q(γ) = λ max and thus cannot contribute to the left-hand side of (4) by the maximality of λ max . Now suppose that λ = λ max . If (3.3) holds, then (4) is immediate. If (3.3) fails, then by construction the left-hand side of (4) is zero. Thus (4) holds in all cases, and the induction step is complete.
We remark that the finiteness assumption (3.1) may be dropped if one is willing to replace the induction by transfinite induction (i.e. use Zorn's lemma). One can then prove this lemma for arbitrary Λ.
Integrals along plane curves
In this and the next section we shall always be working in the plane R 2 . We fix a real number m > 1, all constants may implicitly depend on m. We define H 1 parabolic to be the one-parameter Hardy space with respect to the scaling (1.6).
The proofs of our results concerning plane curves are based on the following key estimate. Let dµ l be the measure defined by
Then for any vector-valued function F = {f l } l∈Z ,
We allow the f l themselves to be Hilbert space valued functions, and | · | is then to be interpreted as the Hilbert space norm.
In the next section, we shall see how this proposition implies L 1,2 and L p,2 mapping properties for the Hilbert transform on plane curves and similar objects; this will be done by exploiting the fact that the dµ l have essentially disjoint frequency supports if some moment conditions are assumed on the η l . The estimate (4.1) should be compared with the bound
proven in Christ [7] . Our techniques shall be closely related to those in that paper.
Proof. We may decompose f atomically as f = I c I P I (b I ), where the I are 2 k × 2 mk+ϑ rectangles with sides parallel to the axes, and k, km + ϑ are integers, 0 ≤ ϑ < 1. The c I are non-negative numbers such that I c I ∼ f H 1 parabolic (ℓ 2 ) , the b I satisfy b I L 2 (ℓ 2 ) |I| −1/2 , and P I is the projection operator defined by
Note that the definition of P I makes sense as acting on scalar valued functions or on vector-valued functions, as above. By the translation trick in [7] (attributed to P. Jones) we may assume that the cubes I are dyadic. Henceforth we shall refer to the I as (parabolic) cubes. It thus suffices to show the estimate
for arbitrary collections I of cubes, non-negative numbers c I , and arbitrary measurable functions b I,l . By limiting arguments it is sufficient to prove the analogue of (4.2), where the sums in l and the sums in I are extended over finite sets (with bounds independent of the cardinalities). Henceforth we make this finiteness assumption. Fix the I and c I . By complex interpolation (Lemma 2.2) it suffices to show that and the claim follows from Young's inequality, the finite mass of dµ l , and the fact that P I is bounded on L 1 . Thus it remains to prove the q = ∞ endpoint, namely
We may assume that
Writing a I,l = P I [b I,l ], we thus see that a I,l is supported on I, has mean zero, and a I,l ∞ |I| −1 , and our task is now to show that for all α > 0. Fix α > 0. We shall use a sort of Calderón-Zygmund decomposition and will first look at the "good" cubes contributing to a function which is O(α). Let G be the family of all I for which
here M is the Hardy-Littlewood maximal operator with respect to the scaling (1.6).
We consider the contribution of the cubes in G to (4.5). The L ∞ norm of I∈G c I χI |I| is O(α), to see this, consider for each for each x 0 the smallest cube in G containing x 0 and apply (4.6) for this cube. We now apply Chebyshev's inequality and the standard fact [28] that the maximal function associated to the curve (t, |t| m ) is bounded on L 2 . This yields
Thus we may restrict our attention to the "bad" cubes. By the Hardy-Littlewood inequality, the L To complete the proof of (4.5) we shall prove the stronger square-function estimate (4.9) meas x :
In order to prove (4.9) we use an abstract version of the Calderón-Zygmund decomposition based on Lemma 3.1. We first describe the sets Λ and Γ which occur in this lemma. If m ≥ 2 we define Λ as the set of all dyadic rectangles Q of dimensions 2 σ × 2 σ+(m−1)τ +ϑ for integers σ, τ and for ϑ ∈ [0, 1), where σ ≤ τ , and (m − 1)τ + ϑ is the smallest integer ≥ (m − 1)τ (i.e. ϑ = 0 if m is an integer). Note that σ, τ and ϑ are unique for each Q and we shall write σ = σ(Q), τ = τ (Q), ϑ = ϑ(Q). If 1 < m < 2 we define Λ similarly, with the additional requirement that we only admit those τ for which the fractional part of (m − 1)(τ − σ) is < m − 1; this is to ensure that τ (Q) is well defined. In both cases the subset Γ is the set of parabolic cubes I for which c I = 0 and which do not belong to G; by assumption Γ is finite. Note that one has τ (I) = σ(I) for parabolic cubes I.
We wish to partially order the set Λ by requiring Q ≺ Q ′ if τ (Q) < τ (Q ′ ); note that then Q and Q ′ are incomparable under if τ (Q) = τ (Q ′ ) and Q = Q ′ . Finally we take set inclusion ⊆ as the second partial order in Lemma 3.1.
We define the tendril T (Q) to be the set (4.10)
for any rectangle Q parallel to the axes, and therefore
The function A(Q) in Lemma 3.1 is then defined by
and the measure ν is defined by ν({I}) = c I .
The finiteness condition in the proof of Lemma 3.1 is easily verified and we find a map I → q(I) defined on Γ so that I ⊆ q(I) and For any I, l we see that a I,l * dµ l is supported in T (q(I)) if l < τ (q(I)). In view of (4.13) the inequality (4.9) follows from meas x :
It suffices by Chebyshev's inequality to prove the L 2 estimate (4.14)
l I∈Γ l≥τ (q(I)) c I a I,l * dµ l for each l, since the claim follows by summing in l. By scaling (with respect to the parabolic dilations (1.6) and taking into account the definition of τ (Q) we see that it suffices to prove (4.16) for l = 0. Expanding the left-hand side of (4.16), we reduce to
By symmetry we may assume that |I ′ | ≤ |I|. It then suffices to show that (4.17)
for all I ∈ Γ(−s).
Fix I ∈ Γ(−s) with center x I . I has dimension 2 τ (I) × 2 mτ (I)+ϑ(I) ; since I ⊆ q(I) by Lemma 3.1, (1), and σ(q(I)) ≤ τ (q(I)) by definition of Λ we see that (4.18) τ (I) ≤ τ (q(I)) = −s.
Rewrite the left-hand side of (4.12) as (4.19)
where F = dµ 0 * dµ 0 (and refers to reflection in the argument). Observe that F is supported on a sector
and obeys the estimates
for all multiindices α with |α| ≤ 2. ¿From the size conditions on a I,0 , this implies
and by the moment conditions on a I,0
This in turn implies from the size and moment conditions on a I ′ ,0 and the assumption |I ′ | ≤ |I| that
where the diameter is respect to the Euclidean metric.
Thus it suffices to show that (4.20)
For σ ≤ −s, let R σ,s be the set of dyadic rectangles of dimensions (2 σ , 2 σ−(m−1)(s−1)+ϑ ) so that 0 ≤ ϑ < 1. Observe that R σ,s is a subset of Λ consisting of rectangles R with τ (R) = −s + 1. Also let W σ be the set of isotropic dyadic cubes of dimensions (2 σ , 2 σ ); then each W ∈ W σ is a union of ∼ 2
rectangles in R σ,s , with disjoint interiors.
, and therefore every such I ′ is contained in a unique rectangle R ∈ R τ (I),s . Since τ (q(I ′ )) = −s and τ (R) = −s + 1 we have from Lemma 3.1, (4),
and therefore
which is (4.20).
14 5. Integrals along plane curves, cont.
We now prove Theorems 1.4 and 1.5. Following [5] we work with an angular Littlewood-Paley decomposition.
The operators Q l form a Littlewood-Paley family of multipliers supported in sectors. Note that q l (ξ) = 1 whenever ξ is normal to the curves (t, ±|t| m ) if 2 l−1 ≤ |t| ≤ 2 l+1 .
Let χ 0 be a smooth and even function on R so that χ 0 (s) = 1 if |s| ≤ 1/2 and χ 0 (s) = 0 of |s| ≥ 1.
Observe that the multiplier q l satisfies the estimates
Therefore by standard product theory we have the estimate
where f itself may be a Hilbert-space valued function. We now consider the maximal function M f . We show that
where dµ l is a measure as in Proposition 4.1.
Given (5.3) we show the same bound for the nondyadic maximal function by a standard argument. After a straightforward application of Lemma 2.4 we may assume that η has support in (−2 −5 , 2 −5 ) and vanishes in (−2 −6 , 2 −6 ). Letη be supported in ∪ ± (2 −8 , 2 −3 ) and equal to 1 on ∪ ± (−2 −7 , 2 −2 ). We use a Fourier expansion and write for 1/2 ≤ s ≤ 2
we obtain the inequality for the nondyadic maximal operator from another application of Lemma 2.4. Now we turn to the proof of (5.3). As in [5] the idea is to approximate dµ l by Q l (Id − P l )dµ l in order to apply Proposition 4.1 and (5.2).
Using straightforward integration by parts arguments we observe that the functions P 0 dµ 0 and (Id − P 0 )(Id − Q l )dµ 0 are Schwartz functions. By rescaling this, using (1.6), we see that the maximal functions sup l |f * P l dµ l | and sup l |f * (Id − P l )(Id − Q l )dµ l | are dominated by nonisotropic version of the grand maximal function (with respect to (1.6)) which maps H 1 parabolic and hence H 1 prod to L 1 . It thus suffices to show that sup
Writing f l = (Id − P l )Q l f , we can dominate the left-hand side by the L 1,2 norm of the square-function ( l |f l * dµ l | 2 ) 1/2 . With this choice of f l the inequality
follows from from Proposition 4.1, the embedding H
and (5.2). Now consider the analytic family H γ (and in particular the Hilbert transform H = H 0 ). We may decompose
where dσ
and χ(t) = χ 0 (t)−χ 0 (t/2). Note that χ is an even function. The functions P 0 dσ
are Schwartz functions as before, but also have mean zero and so their Fourier transforms decay at 0 as well as infinity. Summing this, we see that D γ l (Id − P l )(Id − Q l )dσ l and D γ l P l dσ l are standard product type Calderón-Zygmund kernels and so convolution with these kernels will preserve L p , 1 < p ≤ 2 and H 1 prod . It thus suffices to show that (5.5)
with constants depending polynomially on γ.
To see (5.6) we note that a standard stationary phase calculation yields that | dσ In order to prove (5.5) it suffices to show that
by the square function characterization of H
1,2
prod ; here L k1,k2 are as in §2. For each k 1 , k 2 there are at most O(1) indices l for which (Id − P l )Q l L k1,k2 does not vanish, so we may majorize the left-hand side of (5.7) by k1,k2 l
.
By Proposition 4.1 we may majorize this in turn by
. . We use duality and prove that convolution with (Id − ∆)
It is easy to see that for θ 1 + θ 2 < 1, 
Thus it remains to show that
This is done by a reprise of the arguments above.
Rough homogeneous kernels: Preliminary reductions
Let χ 0 be a radial bump function which is 1 on {x : |x| ≤ 1/2} and zero on {x : |x| > 1}, and χ(x) = χ 0 (x) − χ 0 (x/2) is then a function on the unit annulus. We also denote byχ(t) the restriction of χ to the positive real line R
+ .
In what follows we shall work with the Littlewood-Paley operators introduced in Lemma 2.1 (with r = 3) and decompose the identity as
we assume that the numbers N 0 , ε in Lemma 2.1 are chosen so that N 0 ≥ 100d and ε ≤ 10 −10d . Let δ j be the dilation operator defined by
and let A be the averaging operator defined by
where C = χ(t) dt t is a normalization constant. Since K is homogeneous of degree −d we have the decomposition
If the restriction Ω of K to the unit sphere belongs to L log
In the present and subsequent section we prove the following stronger version of Theorem 1.1. We also have
We shall prove Theorem 6.1. To prove Theorem 6.2 we use the argument in §5 to reduce to a version which involves only dyadic dilations. The proof of the relevant estimate for this dyadic maximal operator is similar to the proof of Theorem 6.1 and therefore omitted.
Let T be the operator defined by
We now have to show that T is bounded from
boundedness follows then from (2.7) and limiting arguments. In our proof of (6.3) we shall assume that the sum in j is actually finite, but prove a bound which is independent of this finiteness assumption. Again a limiting argument proves the general case.
We now decompose f in the standard manner as f = c I a I , where c I are nonnegative constants such that I c I f H 1 , and a I is an atom supported on I with mean zero and such that a I ∞ |I| −1 ([26] ). The center of the atom will be denoted by x I and we may assume that each atom has sidelength 2 iI where i I is an integer.
For technical reasons we wish to suppress low frequencies in our atoms. Let
We assume
(working with the norm g L log γ L = inf{λ > 0 :
) and we shall prove that (6.4)
where B is a constant depending only on d. Now the cancellation of the atoms shows that a I −ã I H 1 2 −εC0 , and so
Let T denote the H 1 → H 1,2 operator-norm, which because of our finiteness assumptions is a priori finite. (6.5) implies
Therefore, if C 0 in the definition of the a I is chosen large enough, this implies that T
B.
In what follows we may assume (6.6) c I ≤ 1.
We now dispose of the contributions when j ≤ i I + 2C 0 . We claim this portion is not only in H 
1.
This we rewrite as
By the analogue of (2.6) for the Littlewood-Paley operators
Since the expression inside the norm is supported in a fixed dilate of I, it suffices by the Cauchy-Schwarz inequality to bound
By modifying the method of rotations argument in [4] we see that the operator with convolution kernel
is bounded on L 2 ; hence the above reduces to
But this follows from the L 2 estimates on a I and the almost orthogonality of the L l−iI 3
We now turn to the contributions j > i I + 2C 0 and we wish to establish
We set a I,l = L l−iI 3 a I and let {e j } be the standard orthonormal basis of unit vectors in ℓ 2 . By the remark following Lemma 2.1 we reduce to show that
By Lemma 2.1 we may decompose
One easily checks that the convolution operator with kernel K = j δ j A[S Therefore it suffices to prove that (6.8)
where still a I,l = L l−iI 3 a I , and K k = L k 0 (Kχ). We can rewrite the desired estimate for this portion using the identity
Consequently we have to prove for q = 2 the inequality for arbitrary measurable functions K k on {x : 1/4 ≤ |x| ≤ 4} and a I,l on CI. (6.8) follows then by using also (6.7).
We shall deduce the inequality for q = 2 from the inequality (6.9) for q = 1 and the obvious modification of (6.9) for q = ∞.
Notice that
where we have used the cancellation of the Littlewood-Paley kernels. The last estimate immediately implies (6.9) for q = 1. The nontrivial part concerns the estimate for q = ∞ which is proved in the next section. ¿From these two estimates we deduce (6.9) for q = 2 by complex interpolation, using Lemma 2.2. Assuming
we consider the analytic family K z = {K k z } k∈Z defined by
log(e + |K(x)| ℓ 2 )
1−2z
if K k (x) = 0 and by K k z (x) = 0 otherwise. Then K iτ L 1 (ℓ 1 ) 1 and K 1+iτ L log 2 L(ℓ ∞ ) 1. The rest is straightforward.
Rough homogeneous kernels: The weak type estimate
We are now proving the analogue of (6.9) for q = ∞. In addition to (6.6) we may also suppose that 
a I,l e l−iI ℓ ∞ > α α −1 .
Let F = I c I χI |I| . Since F 1 1, we may apply the standard dyadic Calderón-Zygmund decomposition to F at level α, and obtain a collection of disjoint dyadic cubes J = {J} such that J |J| α, J F (x) dx α|J|, and such that F is O(α) outside of J J.
To every dyadic cube I we assign a nonnegative integer t I as follows. If I is not contained in any of the J, then t I = 0. If I is a subset of a cube J ∈ J , then t I is chosen so that the sidelength of J is 2 tI times the sidelength of I. One can view t I as a stopping time; roughly speaking, 2 tI I is the largest dilate of I on which the mean of F is greater than α, or I if no such dilate exists.
The contribution of the terms in (7.2) for which j < i I + t I + 2C 0 is contained inside the exceptional set J CJ, which has measure O(α). We can therefore restrict ourselves to the case j ≥ i I + t I + 2C 0 . We change the summation variable to s = j − i I − t I ≥ 2C 0 . Thus for the expression
we have to show that the measure of the set {x : |E(x)| ℓ ∞ > α} is O(α −1 ). This will be estimated by further splitting the expression E(x) into four pieces and then by applying of Chebyshev's inequality and L 1 or L 2 estimates for the individual pieces.
We now describe this splitting. Let We break up the functions K k into a bounded part and an integrable part (this truncation has first been used in [9] ). Let ε 0 > 0 be a constant to be chosen later (ε 0 = 10 −2 , say, works). For all k write K k = 2 ε0(s+l) K 
