ABSTRACT The l p (0 < p < 1) regularization has attracted a great attention in the compressive sensing field, because it can obtain sparser solutions than the well-known l 1 regularization. Recently, we developed an approximate general analytic thresholding representation for any l p regularization with 0 < p < 1. The derived thresholding representations are exact for the well-known soft-threshold filtering for l 1 regularization and the hard-threshold filtering for l 0 regularization. Because the l p regularization is a nonconvex problem, an iterative algorithm can only converge to local optima instead of the global optimum. In this paper, we propose an alternating iteration algorithm for computed tomography reconstruction in a thresholding form based on our general analytic thresholding representation for better convergent properties. The alternating iteration algorithm alternatively minimizes one l 1 and one l p (0 < p < 1) regularized objective functions. While the l p regularization can help to find a sparser solution, the l 1 regularization can help to monitor the solution not away from the global optimum. Both numerical simulations and phantom experiments are performed to evaluate the proposed alternating iteration algorithm. Compared with the l p (0 < p < 1) regularization using a single p, the proposed alternating iteration algorithm reduces more data measurements for accurate reconstruction and is more robust for projection noise.
I. INTRODUCTION
The x-ray computed tomography (CT) has been extensively used in clinics as a primary diagnostic imaging modality since its invention. However, frequent use of x-ray CT may induce genetic, cancerous, and other diseases due to high radiation exposure [1] - [3] . Therefore, minimizing the radiation dose has been one of the major endeavors for current CT examinations [3] , [4] . As a result, the well-known ALARA (as low as reasonably achievable) principle has been well accepted to avoid excessive radiation dose. Hence, it is highly desirable to reduce the radiation dose while maintaining the clinically acceptable imaging quality.
Recently, the compressive sensing (CS) theory opens a door to accurately recover a sparse signal from far fewer samples than what is usually required by the Nyquist-Shannon sampling theorem [5] , [6] . The sparsity of a signal x can be defined as l 0 -norm, represented as x 0 , which is the number of nonzero components of x. The corresponding sparsity constrained regularization problem is the so called l 0 regularization. The l 0 regularization problem is NP-hard when the signal element number becomes large [7] such as in the CT image reconstruction. Because the l 1 regularization can be transformed into an equivalent convex quadratic optimization problem which can be efficiently solved by linear programming algorithms [8] - [12] , the l 1 regularization has been widely used to relax the l 0 regularization problem [6] , [13] , [14] . Nevertheless, the l 1 regularization may yield inconsistent results and fail to recover the original signal with the least samples [15] - [17] . A promising direction is the l p (0 < p < 1) regularization which can generate a sparser solution. Here, the l p expression is not a traditional norm when p < 1. The l p regularization problem is nonconvex, nonsmooth, and non-Lipschitz. Thus, we can only obtain local optima yet it may yield sparser solutions than the l 1 regularization [8] , [18] - [20] . In 2012, Xu et al developed an analytic thresholding representation for l 1/2 regularization and the corresponding thresholding algorithm is called half threshold filtering algorithm [21] . Inspired by the work of Xu et al. [21] , we developed an approximate formula for general analytic thresholding representation for any l p regularization with 0 < p < 1 [22] . The derived thresholding representations are exact for the well-known soft-threshold filtering for l 1 regularization and the hardthreshold filtering for l 0 regularization. Using the derived analytic thresholding representation, significant view number reduction for accurate reconstruction was achieved for l p (0 < p < 1) regularization.
Because an iterative algorithm can only converge to local optima, the initialization strategy plays an important role for the l p regularizations. In our experiments for CT image reconstruction, we set the initial values as zeros and the result of l 2 regularization. The algorithm converged to solutions that are not optimal and we failed to accurately reconstruct the original Shepp-Logan phantom from 9 views [22] . This problem cannot be overcome by simply increasing the iteration number, let alone the consequence of intolerable computational time for practical applications. Hence, more projections have to be used to reconstruct satisfactory images with an increased radiation dose. This problem is caused by the fact that the l p regularization is nonconvex and there are many local minimums. When an iterative algorithm for l p regularization starts from zeros or other images, the algorithm is easily trapped by local minimums that are not optimal. As a result, we set the initial value as the reconstruction from l 1 regularization, and the l p regularization can help to find local minimums that are optimal or at least optimal than the l 1 regularization. In this paper, we would like to investigate more effective iteration strategy to improve the performance of l p regularization. We propose an iterative strategy named alternating iteration algorithm. In the alternating iteration algorithm, instead of a single l p (0 < p < 1) regularization is used, the iteration procedure is performed alternatively between the l p (0 < p < 1) regularization and the l 1 regularization. Because the l 1 regularization is convex, it can help to pull the l p regularization out from locally trapped non-optimal minimum and converge to a more optimal local minimum or even global minimum.
The rest of paper is organized as follows. In Section II, we briefly review the theories of the threshold filtering algorithm; in Section III, we present the alternating iteration algorithm for l p (0 ≤ p ≤ 1) regularization assuming a discrete gradient transform (DGT) for CT image reconstruction; in Section IV, we evaluate the performance of the proposed alternating iteration algorithm via extensive numerical simulations and realistic phantom experiment; in Section V, we discuss some relevant issues and conclude the paper.
II. THRESHOLD FILTERING ALGORITHM FOR l p REGULARIZATION [22]
Let x = (x 1 , . . . , x N ) T ∈ R N be an unknown signal and y = (y 1 , . . . , y M ) T ∈ R M be an observation or measurement, and ε ∈ R M is the measurement noise. We consider the following linear system
where
When the system is ill-posed, our goal is to recover x with the sparest structure (i.e. x has the fewest nonzero components) from the measurement y. The sparsity problem can be solved by considering the following unconstrained l p regularization problem:
where λ > 0 is a free parameter to balance the least square term and the penalty term and x p is the so called l p norm of R N defined as
Let us define a thresholding function h which is characterized by the threshold value T and defining function ϕ,
A diagonally nonlinear mapping H can be deduced from the thresholding function h, [21] , and an iterative thresholding algorithm can be defined as
where k is the iteration index, and ∅ is an affine transform from R N to R N defined as
where µ is a free parameter (i.e. µ <
) to control the step length.
Among all the l p regularizations with 0 ≤ p ≤ 1, only l 0 , l 1/2 , l 2/3 and l 1 permit analytic thresholding representations. The thresholding function h is well defined for l 0 , l 1/2 and l 1 regularizations. The corresponding threshold filtering algorithms are called hard [23] , half [21] and soft [24] thresholding algorithms, respectively. Recently, we developed several quasi-analytic thresholding function h λ,p for any l p (0 ≤ p ≤ 1) regularization [22] . All the quasi-analytic thresholding functions are accurate for p = 0 and p = 1.0. The corresponding algorithm is called general thresholding algorithm. One of the candidates of the thresholding function h λ,p is
For detailed derivation of the above formula, please refer to [22] .
III. ALTERNATING ITERATION ALGORITHM A. DISCRETE IMAGING MODEL
In CT image reconstruction, a two-dimensional digital image can be represented as f = f i,j ∈ R I × R J , where the indices 1 ≤ i ≤ I and 1 ≤ j ≤ J are integers. By defining
with 1 ≤ n ≤ N and N = I × J , we can re-arrange the image
For convenience, both of the notations f n and f i,j are used to denote the image. In practice, a CT imaging system can also be modeled as a linear equation [22] ,
where g ∈ R M represents projection measurements, f ∈ R N represents an unknown image, and A = {a mn } ∈ R M × R N is the system matrix. Let g m be the m th measured datum which is the integral (or sum) of the product between f n and the corresponding weighting coefficient a mn . Many system models can be used to calculate the weighting coefficient a mn , such as pixel-driven model [26] , [27] , ray-driven model [28] , distance-driven model (DDM) [29] , [30] and area-integral model (AIM) [31] , etc. In this work, we will use our improved distance-driven model (IDDM) [32] which provides higher accuracy than the distance-driven model with the same computational complexity.
B. SART-TYPE RECONSTRUCTION
We can rewrite Eq. (3.2) as
The simultaneous algebraic reconstruction technique (SART) [33] can be employed to solve Eq. (3.2),
A m is the m th row of A, k is the iteration index, and 0 < µ k < 2 is a free relaxation parameter to control the convergence speed. For convenience, we set µ = 1 in our experiment. Let
, respectively. Eq. (3.4) can then be rewritten as:
The fast weighted method in the fast iterative shrinkagethresholding algorithm [34] can be used to accelerate the convergence speed of the SART-type algorithms.
C. ALTERNATING ITERATION ALGORITHM
In the alternating iteration algorithm, instead of using a single l p (0 < p < 1) regularization, the iteration procedure is performed alternatively between the l p (0 < p < 1) regularization and the l 1 regularization. Mathematically, the objective function still can be expressed as
The p value will be alternatively changed between 1.0 and a smaller one in the range of 0 < p < 1. When the imaging object is sparse, Eq. (2.6) can be directly used as a general thresholding algorithm by employing the thresholding function h in Eq. (2.8). When the imaging object is not sparse, we can find an appropriate transform to sparsify the original image based on the CS theory. Let be a sparse transform, the objective function in Eq. (3.6) becomes
Again, the p value will be alternatively changed between 1.0 and a smaller one in the range of 0 < p < 1. Suppose f can be sparsely represented as s = f . If the sparse transform is invertible, we have f = −1 s, where −1 represents the inverse transform of . The general thresholding algorithm Eq. (2.6) can be modified as
The general thresholding algorithm in the framework of SART can be expressed as
The kernel function H can be deduced from the thresholding function h in Eq. (2.8). Eq. (3.9) is the general thresholding algorithm to solve the above l p (0 ≤ p ≤ 1) regularization problem in Eq. (3.7) given any fixed p value. In the medical imaging field, the discrete gradient transform (DGT) is widely used as the sparse transform assuming a piecewise constant imaging model [35] - [37] . Let us assume the digital image f satisfies the Neumann boundary conditions,
The standard isotropic DGT can be defined as
The regularization problem in Eq. (3.7) in terms of DGT can be expressed as
where |∇f | = u i,j ∈ R I × R J is the gradient magnitude image of f . In order to apply the general thresholding solution in Eq. (3.9) to solve the minimization problem VOLUME 4, 2016 in Eq. (3.12) for any given p value, we need to know the inverse transform of DGT. Unfortunately, the DGT is not invertible. Because of the properties of iterative algorithms, by employing a similar technique in [35] and [38] , we can construct a pseudo-inverse of the DGT based on the form of thresholding operator in Eq. to perform the general thresholding. One possible pseudo-inverse is constructed as follows (See [35] , [38] for details of construction):
Because the thresholding function h in Eq. (2.8) can be used for any p(0 ≤ p ≤ 1), Eq. (3.13) can serve as the inverse DGT transform in the general thresholding reconstruction algorithm framework. It can be called as general thresholding based pseudo-inverse DGT for any fixed p value. The pseudocodes of the general thresholding algorithm for any fixed p value are summarized as in Table 1 . The proposed alternating iteration algorithm flowchart is then summarized as in Fig. 1 . The whole algorithm stopping criteria can be a preset maximum iteration number and/or residual errors threshold in the image and/or projection domain.
IV. EVALUATIONS AND RESULTS
To evaluate the performance of the proposed alternating iteration algorithm, we compare the proposed algorithm with the single l p regularization via extensive numerical simulations and physical phantom experiments. In the CT imaging field, reducing the number of views is an effective strategy to reduce the radiation dose. Hence, we will compare the performances of the proposed alternating iteration algorithm for few-view reconstruction quantitatively and qualitatively. In all the experiments below, the relaxation parameter µ k in the SART algorithm in Eq. (3.4) was set to 1.0. The thresholding function was selected as the general version in Eq. (2.8). It is worth to mention five approximate analytical thresholding functions were proposed in [22] and the thresholding function in Eq. (2.8) is the least accurate one.
A. NUMERICAL SIMULATIONS
A modified Shepp-Logan phantom was used for the numerical simulation. We assumed a fan-beam geometry and a representative circular scanning trajectory with a radius of 538.5 mm. Over a 360 • scanning range, 984 projections were uniformly measured. For each projection, 222 detector cells were equiangularly distributed. The field of view is 249.2 mm in radius and the iso-center spatial resolution is 2.3 mm. This configuration can be viewed as a typically GE CT geometry by combining every four detector cells into one. Using the simulated sinogram and discrete gradient transform, we implemented the proposed alternating iteration algorithm outlined in Fig. 1 . The reconstructed image sizes are 128 × 128 and the corresponding pixel size is comparable to the detector resolution.
1) COMPARISON WITH SINGLE l p REGULARIZATION
Because the single l p (0 < p < 1) regularization can accurately reconstruct the original images from 9 views for the same experimental configurations in [22] , here we selected 8 views to test if the proposed alternating iteration algorithm can accurately reconstruct the original images, achieve a smaller root-mean-square-error (RMSE) and converge faster. Assuming all the 984 views are equiangularly distributed and numbered from 1 to 984, the 8 views were selected as 1, 68, 151, 301, 451, 601, 751 and 901 to avoid redundant information. The stopping criteria were selected as a maximum iteration number 7 × 10 4 which is large enough for all the algorithms to converge. The l 1 and single l p regularizations were implemented using the algorithm in Table 1 for comparison. The initializations were selected as the reconstructed image from l 1 regularization. We first reconstructed images from the l 1 regularization using 10000 iterations and different regularization parameters (i.e. λ = 10 −6 , 10 −5 , 10 −4 , 10 −3 , 10 −2 , 10 −1 ). According to the cross-validation principle for the regularization parameters selection, the reconstructed image with the smallest RMSE was selected as the initialization and the corresponding λ was used for all the algorithms. For the case of 8 views, λ = 10 −5 gave the smallest RMSE and was used for all algorithms. Fig. 2 shows the reconstructed images using single l p regularization with p = 1.0, 0.3, 0.2 and the corresponding alternating iteration algorithms. In the alternating iteration algorithm, let us define the alternating iteration numbers for p1 and p2 as (N 1 , N p ) . For the second row images in Fig. 2,  (N 1 , N p ) = (5, 10) , and for the third row images in Fig. 2,  (N 1 , N p ) = (5, 15) . Fig. 3 shows the corresponding convergence curves. We consider the reconstruction with RMSE smaller than 10 −3 as the exact reconstruction. One can see that the images reconstructed from the proposed alternating iteration algorithms are much better than the single l p regularization. The alternating iteration algorithm with p2 = 0.3 can achieve exact reconstruction with both (N 1 , N p ) = (5, 10) and (N 1 , N p ) = (5, 15). For p2 = 0.2, the alternating iteration can achieve exact reconstruction with (N 1 , N p ) = (5, 15) . In the first row the images are reconstructed using single l p regularizations, and from left to right the images are reconstructed using l 1 , l 0.3 and l 0.2 regularization, respectively. In the second and third rows the images are reconstructed using the proposed alternating iteration algorithm, and from left to right the images are reconstructed using p2 = 0.3 and p2 = 0.2. In the second and third rows, the iteration number for p1 and p2 are ( All the l p regularization with p = 0.2 and p = 0.3 and the corresponding alternating iteration algorithms outperform the soft thresholding algorithm for p = 1. From the convergence curves, one can see that the proposed alternating iteration algorithm suddenly jump to the optimal minimum or may be global minimum after certain iteration numbers (i.e. 40000). It is worth to mention that, for the single l p regularization, p = 0.3 slightly outperforms p = 0.2. This is because the fixed λ = 10 −5 is not optimal for both of them. We also found that when the samples are not sufficient for exact reconstruction, the performance of the single l p regularization may not follow the common sense that the smaller p results in a stronger sparsity enhancement.
Since the proposed alternating iteration algorithm can achieve exact reconstruction from 8 views, we further In the first row the images are reconstructed using single l p regularizations, and from left to right the images are reconstructed using l 1 , l 0.3 and l 0.2 regularization, respectively. In the second row the images are reconstructed using the proposed alternating iteration algorithms with the iteration number for p1 and p2 as (N 1 , N p ) = (5, 15), and from left to right the images are reconstructed using p2 = 0.3 and p2 = 0. reduced the view number to 7. The views number was selected as 1, 151, 301, 451, 601, 751 and 901. The stopping criteria were again selected as the maximum iteration number 7 × 10 4 . The initializations were selected as the reconstruction from the l 1 regularization in a same way as for 8 views. The corresponding regularization parameter λ = 10 −5 was used for all the algorithms. The alternating iteration number (N 1 , N p ) = (5, 15) was used. Figs. 4 and 5 show the reconstructed images and the corresponding convergence curves. Similar conclusions can be made as those for 8 views. While none of the algorithms can achieve exact reconstruction, the proposed alternating iteration algorithm outperforms the single l p regularization. (N 1 , N p ) In the aforementioned experiments, we showed that the proposed alternating iteration algorithm outperforms the single l p regularization. However, we realized that the alternating iteration number (N 1 , N p ) affects the performance of the alternating iteration algorithms. To evaluate the significance of the selection of the iteration number N 1 , N p , more numerical simulations were performed. Fig. 6 shows the RMSE curves for different alternating iteration number (N 1 , N p ) . The plots in the first and second rows are for 8 views and 7 views, respectively. The plots in the first and second columns are for p2 = 0.3 and p2 = 0.2, respectively. For both of the 8 and 7 views, λ was set as 10 −5 by the crossvalidation procedure. The iteration number was set as 7 × 10 4 which is sufficient large to show the convergence. When N 1 > N p , the alternating iteration algorithm finally close to the l 1 regularization. This is because the l 1 regularization dominates the iteration. When N 1 = N p , this is the transition point. For p = 0.3, the alternating iteration algorithm outperforms the l 1 regularization. For p = 0.2, the alternating iteration algorithm finally close to the l 1 regularization. When N 1 < N p , the alternating iteration algorithm outperforms the l 1 regularization for all the cases. This is because the l p (0 < p < 1) regularization dominates the iteration while l 1 convex regularization assists to find a more optimal solution. However, if N p is much larger than N 1 (see curves for N 1 , N p = (5, 20) ), the performance of alternating iteration algorithm will be close to the single l p regularization. Overall, (N 1 , N p ) play an important role for the performance of the proposed alternating iteration algorithm. For practical applications, we suggest to choose N p as 2 to 3 times larger than N 1 .
2) INVESTIGATION OF OPTIMAL ALTERNATING ITERATION NUMBER

B. PHYSICAL PHANTOM EXPERIMENT
A physical phantom was scanned by a GE Discovery CT750 HD scanner with a full circular scan protocol. After appropriate pre-processing, the sinogram of the central slice in typical equiangular fan-beam geometry was extracted. The radius of the scanning trajectory was 538.5 mm, 984 projections were uniformly sampled, and 888 detector cells were equiangularly distributed which define a field of view of 249.2 mm in radius and an iso-center spatial resolution of 584 µm. All the reconstructed images are 512×512 to cover the whole field of view (FOV) and results in a pixel size of 973.3 × 973.3µm 2 . Because the ground truth is not available, a reference image (see Fig. 7 ) was first reconstructed by the OS-SART method from 984 views after 50 iterations to compute the Structural SIMilarity (SSIM) [39] . The SSIM index is a wellestablished metric to measure the similarity between two images given one as the reference. If the image is exactly FIGURE 8. Reconstructed physical phantom images from 15 views after 2000 iterations. In the first row the images are reconstructions using single l p regularizations, and from left to right the images are reconstructed using l 1 , l 0.7 and l 0.5 regularization, respectively. In the second and third rows, the images are reconstructed using the proposed alternating iteration algorithms, and from left to right the parameters are p2 = 0.7 and p2 = 0.5. The display window is [0, 600 HU].
same as the reference, the SSIM index will be 1. To simulate a sparse scan, 15 views were equiangularly downsampled over a 360 • scanning range. The images were reconstructed by the proposed alternating algorithm and single l p regularization. The initializations were selected as the reconstructed image after 1000 iterations using the l 1 regularization in a similar way as in the numerical simulations. Instead of using the RMSE as a quantitative measurement, the SSIM index was used for the cross-validation. The corresponding regularization parameter λ = 0.1 was used for all the algorithms. The stopping criteria were selected as a maximum iteration number 2000. Because the realistic projections include noise, we would like the l 1 regularization dominate the iteration and choose the alternating iteration numbers N 1 ≥ N p . Fig. 8 shows the reconstructed images using single l p regularization with p = 1.0, 0.7, 0.5 and the corresponding results using the alternating iteration algorithm. In the alternating iteration algorithm, the alternating iteration numbers for p1 and p2 are (N 1 , N p ) = (5, 5) for the second row images, and (N 1 , N p ) = (15, 5) for the third row images. Although the reconstructed images are visually similar, from the SSIM curves (Fig. 9) we can see that the alternating iteration algorithm outperforms the single l p regularization. The single l p regularization with p = 0.7 and p = 0.5 can reconstructed a greater maximum SSIMs than the l 1 regularization. However, the single l p regularization with p = 0.7 and p = 0.5 diverge after certain iteration number. This is because the noise in the projections can trap the iteration in a local minimum of the object function. The proposed alternating iteration algorithm exhibits a better convergence behavior for the noisy projections.
V. DISCUSSION AND CONCLUSIONS
Few-view reconstruction is an important strategy to reduce the radiation dose for CT imaging. Inspired by the CS-based CT reconstruction results, the l p (0 < p < 1) regularization has attracted a great attention because it has been proven to be able to obtain a sparser solution (fewer views) than the l 1 regularization. Recently, our group derived an analytic quasi-exact thresholding representations for any l p regularization with 0 < p < 1 [22] . It is well known that the l p regularization is sensitive to noise. In order to overcome this problem and obtain a sparser solution, here we proposed an alternating iteration algorithm. The noise-free numerical simulations show that the proposed algorithm has a stronger sparsity enhancement than the l p regularization. Particularly, 8 views are sufficient for the proposed alternating iteration algorithm to achieve exact reconstruction. The realistic phantom experiments show that the proposed algorithm is more robust than single l p regularization for noisy projections. Meanwhile, the alternating iteration number (N 1 , N p ) plays an important role for the performance of the proposed alternating algorithm. For the noise-free data, N 1 < N p is recommended for a better performance where the l p regularization dominates the iteration and the l 1 regularization assist to find a sparser solution. For the realistic noisy projections, N 1 > N p is recommended to increase the robustness where the convex l 1 regularization dominates the iteration.
It is well known that the regularization parameters significantly affect the iteration procedure. In this paper, the regularization parameter λ was selected by cross-validation. In the near future, it is necessary to study advanced regularization parameter selection strategies for a better convergence and stronger sparse enhancement. While the convergence of the proposed alternating iteration algorithm has not been theoretically proved, our extensive numerical simulations and phantom experiments have verified its convergence. Recently, it has been proved that the half thresholding algorithm for l 1/2 regularization converges to a stationary point (fixed point) under certain assumptions [40] . It is our hypothesis that the convergence of the proposed alternating iteration algorithm can be proved by combining the work of Zeng et al and the work of Jiang and Wang [41] . However, it is beyond the scope of this paper and we will work towards this direction in the future.
