The kinetics and microscopic mechanisms of laser melting and disintegration of thin Ni and Au films irradiated by a short, from 200 fs to 150 ps, laser pulse are investigated in a coupled atomistic-continuum computational model. The model provides a detailed atomic-level description of fast nonequilibrium processes of laser melting and film disintegration and, at the same time, ensures an adequate description of the laser light absorption by the conduction band electrons, the energy transfer to the lattice due to the electron-phonon coupling, and the fast electron heat conduction in metals. The interplay of two competing processes, the propagation of the liquid-crystal interfaces ͑melting fronts͒ from the external surfaces of the film and homogeneous nucleation and growth of liquid regions inside the crystal, is found to be responsible for melting of metal films irradiated by laser pulses at fluences close to the melting threshold. The relative contributions of the homogeneous and heterogeneous melting mechanisms are defined by the laser fluence, pulse duration, and the strength of the electron-phonon coupling. At high laser fluences, significantly exceeding the threshold for the melting onset, a collapse of the crystal structure overheated above the limit of crystal stability takes place simultaneously in the whole overheated region within ϳ2 ps, skipping the intermediate liquid-crystal coexistence stage. Under conditions of the inertial stress confinement, realized in the case of short р10 ps laser pulses and strong electron-phonon coupling ͑Ni films͒, the dynamics of the relaxation of the laser-induced pressure has a profound effect on the temperature distribution in the irradiated films as well as on both homogeneous and heterogeneous melting processes. Anisotropic lattice distortions and stress gradients associated with the relaxation of the laser-induced pressure destabilize the crystal lattice, reduce the overheating required for the initiation of homogeneous melting down to TϷ1.05T m , and expand the range of pulse durations for which homogeneous melting is observed in 50 nm Ni films up to ϳ150 ps. High tensile stresses generated in the middle of an irradiated film can also lead to the mechanical disintegration of the film.
I. INTRODUCTION
Short-pulse laser interaction with metals is a subject of practical as well as fundamental scientific interest. Practical applications range from well-established methods for surface processing 1 and pulsed laser deposition of thin films and coatings 2 to the emerging new areas such as microfabrication of nanostructures with resolutions exceeding the optical diffraction limit. 3 Further optimization of experimental parameters in current applications and the emergence of new techniques can be facilitated by a better theoretical understanding of the relation between the basic mechanisms of laser interaction with materials, nonequilibrium processes caused by the fast deposition of laser energy, and the resulting microstructure and properties of the materials treated by laser irradiation.
From the point of view of fundamental science, shortpulse laser irradiation has the ability to bring material into a highly nonequilibrium state and provides unique insights into material behavior under extreme conditions that can hardly be achieved by any other means. Analysis of the laserinduced processes leads to a range of important fundamental questions, such as the limit of superheating, the microscopic mechanisms of homogeneous and heterogeneous melting, and the nature of the fracture/spallation at ultrahigh deformation rates and elevated temperatures, as well as the mechanisms of explosive boiling and disintegration of material in laser ablation.
The focus of the present paper is the microscopic analysis of the mechanisms of short-pulse laser melting. Although melting is a common and well-studied phenomenon, the nature of the structural instability of a superheated crystal and the microscopic mechanisms of melting are still subjects of active scientific discussions. 4 -10 It has been well established that melting starts at surfaces and internal crystal defects under rather minor superheating conditions or even below the equilibrium melting temperature. 6, 7, [11] [12] [13] [14] The later effect of surface premelting is related to the lower free energy of the surface wetted by a thin liquid layer as compared to the ordered solid surface. After heterogeneous nucleation of the liquid phase, the liquid-solid interface propagates into the bulk of the solid, precluding any significant overheating. It is this barrierless ͑or almost barrierrless͒ nucleation of the liquid phase at the surface that makes observation of an alternative mode of melting, homogeneous nucleation in the bulk of a superheated crystal, difficult.
Short-pulse laser irradiation combined with new optical, x-ray, and electron diffraction time-resolved probe techniques [15] [16] [17] [18] [19] [20] [21] [22] has a promise of providing new insights into the mechanisms and kinetics of ultrafast phase transformations. The extremely high heating rates of 10 14 K/s and even more can be achieved by ultrashort-pulse ͑pico-and femtosecond͒ laser irradiation, opening unique opportunities for investigation of the kinetic limits of achievable superheating. Experimental investigations of the ultrafast phase transformations in metals and semiconductors [15] [16] [17] [18] [19] [20] [21] [22] performed by various time-resolved pump-probe techniques suggest that, depending on the irradiation conditions and properties of the material, the melting of the surface layer can take from several picoseconds to nanoseconds. The melting time of several hundreds of picoseconds and longer 15, 17, 20 is consistent with a conventional picture of heterogeneous nucleation of the liquid phase at the irradiated surface and propagation of the melting front deeper into the bulk of the crystal. 23 A typical thickness of the layer affected by the ultrashort laser heating is on the order of 100 nm for metals or semiconductors, whereas the velocity of the melting front propagation has a strong dependence on the degree of superheating, but is limited by the speed of sound. 24 The melting time of several picoseconds 15, 18, 19, 21, 22 is too short to be explained by the heterogeneous melting mechanism, and the melting can be attributed to homogeneous nucleation of the liquid phase inside the superheated surface region. Therefore, depending on the irradiation condition, optical and thermal properties of the material, and the time of the electron-phonon equilibration in the system, the dynamics of laser melting is defined by propagation of the melting front from the surface and/or homogeneous nucleation of the liquid phase in the bulk of the superheated crystal. 25 In this paper we present the result of a computational study of the microscopic mechanisms of laser melting of thin nickel and gold films irradiated by short, from 200 fs to 150 ps, laser pulses. Computational models that can be applied for the description of laser-metal interactions at the continuum and atomic level are critically reviewed next, in Sec. II. A hybrid computational approach that combines atomistic molecular dynamics simulations with a continuum description of the laser excitation and subsequent relaxation of the conduction band electrons is described in Sec. III. Parameters of the systems used in the simulations are given in Sec. IV, and the simulation results are presented in Secs. V and VI for nickel and gold films, respectively. An overall picture of laser melting and disintegration of thin metallic films emerging from the simulations is briefly reviewed in Sec. VII.
II. COMPUTATIONAL DESCRIPTION OF SHORT-PULSE LASER INTERACTION WITH METALS
In metals, laser light is absorbed by the conduction band electrons. The deposited energy quickly, within femtoseconds, is equilibrated among the electrons and, more slowly, is transferred to the atomic vibrations. The latter process is controlled by the strength of the electron-phonon coupling and can take from a fraction of a picosecond to several tens of picoseconds. Finally, a thermal equilibrium is established between the electrons and phonons, and the heat flow from the surface region into the bulk of the irradiated target can be described as the common thermal diffusion. When the laser pulse duration is comparable or less than the time needed for electron-phonon thermalization, a state of thermal nonequilibrium is created by laser irradiation, with electrons and lattice having different temperatures. At the continuum level, the time evolution of the lattice and electron temperatures, T l and T e , can be described within a so-called two-temperature model 26, 27 ͑TTM͒ by two coupled nonlinear differential equations, C e ͑ T e ͒ ‫ץ‬T e ‫ץ‬t ϭٌ͓K e ͑ T e ٌ͒T e ͔ϪG͑ T e ϪT l ͒ϩS͑ z,t ͒, ͑1͒
where C and K are the heat capacities and thermal conductivities of the electrons and lattice as denoted by subscripts e and l, and G is the electron-phonon coupling constant. The source term S(z,t) is used to describe the local laser energy deposition per unit area and unit time during the laser pulse duration. In Eq. ͑2͒ a term responsible for the phonon heat conduction is typically negligible as compared to the electron heat conduction in metals and is often omitted. The system of Eqs. ͑1͒ and ͑2͒ can be solved by a finite difference method and the spatial and time evolution of the electron and lattice temperatures can be obtained.
As an illustration of the model predictions, the temperature profiles for a 50 nm Ni film irradiated by a 200 fs laser pulse are shown in Fig. 1͑a͒ for the front and rear surfaces of the film. We can see that equilibration between the hot electrons and the lattice takes up to 20 ps for the Ni film, and the heating rate as well as the energy distribution in the film is strongly affected by the equilibration kinetics. A simple description of melting is also included in the model by tracking the fraction of the melted material in any finite difference discretization cell where the equilibrium melting temperature is reached and taking away the latent heat of melting until the complete melting is reached. The melting process is reflected in regions of the constant-temperature plateau in the lattice temperature profiles. The model predicts that melting of the front surface region starts at ϳ3 ps after the laser pulse and takes ϳ4 ps, whereas melting of the back surface region starts at ϳ8 ps after the laser pulse and takes ϳ12 ps. As will be shown in Sec. V, these predictions on the melting kinetics are very different from the predictions of a more realistic model in which overheating and the effect of pressure on the melting process are included.
Over the last 30 years, TTM has become the main model to describe the kinetics of the electron and lattice temperature evolution in a metal target irradiated with a short laser pulse. In conjunction with pump-probe measurements of transient changes in surface reflectance, TTM has been used to obtain information on the thermal conductivity, the electron-phonon coupling constants, 28 -33 mechanical properties of thin films, 30 and the effect of grain boundaries 34, 35 and small size of the system 36,37 on the electron-phonon relaxation. The model has also been used to predict the threshold fluences for the onset of laser damage/melting 38 and laserinduced desorption of species from metal surfaces, 39 as well as to explain the dynamics of ion ejection in laser ablation. 40 Despite the successful applications and popularity of TTM, the model has a number of inherent limitations. Some of the limitations can be overcome by adding ''more physics'' within the framework provided by TTM. In particular, recent developments include incorporation, through the parameters of TTM, of the description of the surface and grain boundary scattering, 41 as well as the energy transfer by ballistic electrons, 32, 33, 42 combining TTM with the hot electron blast model 43 and thermoelasticity equations to investigate the conditions for nonthermal damage to thin metal films. 44 Other limitations are harder to overcome within a continuum model. In particular, the description of phase transformations occurring under highly nonequilibrium conditions induced in the target material by short-pulse laser irradiation is difficult at the continuum level and typically involves a number of assumptions and simplifications. Part of the problem is that the physics of ultrafast phase transformations and damage occurring under highly nonequilibrium conditions is not well understood and therefore cannot be reliably described by a set of kinetic equations. Even the basic questions on the kinetics and microscopic mechanisms of melting and boiling under conditions of strong overheating continue to remain the subjects of active scientific debates. In particular, at the extremely high levels of superheating realized in ultrashort-pulse laser melting, when the melting front propagation is approaching the speed of sound and the size of a critical nucleus becomes comparable to several interatomic distances, the applicability of macroscopic kinetic approaches based on classical nucleation theory 5, 10, 23 is questionable and should be verified by a detailed microscopic analysis of the involved processes. Similarly, the processes leading to material ejection and plume formation in shortpulse laser ablation are not well established, with Coulomb explosion, 45 explosive homogeneous boiling, [46] [47] [48] and spinodal decomposition 49, 50 of the material overheated by a short laser pulse being discussed as possible mechanisms responsible for the ablation onset.
A computational method that is suitable for simulation of fast nonequilibrium processes and therefore can provide insights into the mechanisms of laser-metal interactions is the molecular dynamics ͑MD͒ method. The advantage of the MD method is that only details of the interatomic interaction need to be specified, and no assumptions are made about the character of the processes under study. In particular, MD has been demonstrated to be an efficient tool for a microscopic analysis of the melting mechanisms under conditions of overheating in both the bulk of a crystal 8, 51, 52 and in systems with a free surface. 53, 54 Simulations of boiling, spinodal decomposition and fragmentation of a metastable liquid, [55] [56] [57] generation and propagation of laser-induced pressure waves, 58, 59 and laser ablation [60] [61] [62] [63] has been also reported. The classical MD method, however, is not directly applicable for simulation of laser interactions with metals. Since the electronic contribution to the thermal conductivity of a metal is dominant, the conventional MD method, where only the lattice contribution is present, significantly underestimates the total thermal conductivity. This leads to unphysical confinement of the deposited laser energy in the surface region of the irradiated target and does not allow for direct comparison between the calculated and experimental data. Moreover, the laser energy absorption by the conduction band electrons and the transient state of electron-lattice nonequilibrium cannot be reproduced since the electrons are not explicitly represented in the model. A computational model aiming at overcoming these limitations and combining the advantages of TTM and MD for a realistic description of the diverse range of processes induced by short-pulse laser irradiation of a metal target is described below.
III. COMBINED TTM-MD MODEL
In the combined method the MD method completely substitutes the TTM equation for the lattice temperature, Eq. ͑2͒. The diffusion equation for electron temperature T e , Eq. ͑1͒, is solved by a finite difference method simultaneously with MD integration of the equations of motion of atoms and the electron temperature enters the coupling term, 54, 64, 65 which is responsible for the energy exchange between the electrons and the lattice,
Since in short-pulse laser irradiation the laser spot size is typically much larger as compared to the depth affected by the laser heating, a one-dimensional version of the diffusion equation for electron temperature, Eq. ͑1͒, is used here. In Eq. ͑4͒, m i and r i are the mass and position of an atom i, and F i is the force acting on atom i due to the interatomic interaction. An additional term, added to the ordinary MD equations of motion, accounts for the electron-phonon coupling. A modified, as compared to earlier works, 54, 65 formulation of the coupling term is used in the model ͑see Appendix A͒. The new formulation distinguishes between the thermal velocities of the atoms, v i T , and the velocities of their collective motion. It also does not require a priori knowledge of the lattice heat capacity of the model system, which is, in general, a function of temperature ͑see Sec. V A͒. Cells in the finite difference discretization are related to the corresponding volumes in the MD system. The lattice temperature and coefficient are defined for each cell of a volume V N , and the summation ͚ i in Eq. ͑4͒ is performed over all the atoms in a given cell. The expansion, density variations along the z axes, and, at higher fluences, disintegration of the irradiated target predicted in the MD part of the model are accounted for in the continuum part of the model. New cells are activated when the number of atoms in the corresponding MD regions exceeds a certain critical number, taken in this work to be 10% of the average number of atoms in a cell in the initial system. Cells are deactivated when the number of atoms in the corresponding MD region falls below the critical number. The atoms in the deactivated cells are included in the nearest active cell if they are located within a distance equal to a half the size of a cell from the active cell.
The step of the spatial discretization in the finite difference ͑FD͒ integration of Eq. ͑3͒ can be estimated based on the von Neumann stability criterion, ⌬t FD р0.5(⌬x FD )
2 C e (T e )/K e (T e ,T l ), for the values of the heat capacity and thermal conductivity giving the smallest time step. The maximum time step that can be used in the finite difference integration is typically smaller than the values of the time step used in the integration of the MD equations of motion, Eq. ͑4͒. Therefore, the time steps in the two parts of the combined model are chosen so that one MD time step would correspond to an integer number of finite difference time steps, ⌬t MD ϭn⌬t FD . In each finite difference discretization cell, the energy transferred between the electrons and the lattice due to the electron-phonon coupling is accumulated for n steps of integration,
The accumulated energy is then transferred to ͑or extracted from͒ the energy of the atomic motion in the corresponding part of the MD system by means of the coupling term added to the MD equations of motion, Eq. ͑4͒, as explained in Appendix A. Note that although a smaller time step is used in the finite difference integration, the computational efficiency of the combined TTM-MD model is defined almost entirely by the MD part. A Gaussian temporal profile is used in the simulations to describe the laser energy deposition,
where I 0 is the peak intensity, R is the reflectivity, L p is the optical absorption depth, and is the standard deviation of the Gaussian profile, related to the pulse duration as L ϭ(full width at half maximum)ϭͱ8 ln (2) . The laser fluence F is related to the peak intensity
The absorbed laser fluence, related to the incident fluence as F abs ϭF(1ϪR), is used in the discussion of the simulation results in this paper. In addition to the diffusive electron energy transport assumed in TTM, Eqs. ͑1͒ and ͑3͒, the ballistic motion of the excited electrons can significantly alter the initial energy deposition depth for s/p-band metals, where the electronelectron collision rate is relatively small. Before the excited electrons equilibrate due to collisions with other electrons near the Fermi level and form a Fermi distribution with a certain electron temperature, they can propagate from the optical absorption depth deeper into the bulk of the irradiated sample with velocities close to the Fermi velocity, ϳ10 6 m/s. This ballistic motion of the excited electrons leads to the fast, within ϳ100 fs redistribution of the deposited energy within the ballistic range that is defined by the mean free path of the electrons. It has been suggested 32, 38, 42 that the effect of ballistic electrons can be incorporated into TTM by substituting the optical penetration depth L p in the source term, Eq. ͑5͒, by an effective laser energy deposition depth defined by both optical absorption and ballistic energy transport, L p ϩL b , where L b is the ballistic range. An additional correction should be introduced in the source term for system with sizes comparable to the effective energy deposition depth. 32, 38, 42 The energy exchange between the two parts of the combined model is schematically illustrated in Fig. 2 . In the case of a bulk sample irradiated by a laser pulse, 54, 65 the MD method is used only in a topmost surface region of the target, where active processes of laser melting and ablation are taking place, whereas the diffusion equation for electron temperature is solved in a much wider region affected by the thermal conduction from the absorbing surface layer. In order to avoid reflection of the pressure waves propagating from the irradiated surface, the dynamic boundary condition that mimics the interaction of the atoms in the boundary region with the outer ''infinite elastic medium'' 58 should be applied at the bottom of the MD region. Simulations presented in this paper are performed for free-standing thin metal films and free boundary conditions are applied at both surfaces of the film. Periodic boundary conditions are imposed in the directions parallel to the free surfaces. These conditions simulate the situation in which the laser spot diameter is large compared to the depth of the laser energy deposition so that the effects of the edges of the laser beam can be neglected.
The hybrid approach, briefly described above, combines the advantages of the two-temperature model and the MD method. The two-temperature model provides an adequate description of the laser energy absorption in the electronic system, energy exchange between the electrons and phonons, and fast electron heat conduction in metals, whereas the MD method is appropriate for simulation of nonequilibrium processes of lattice superheating, melting, and ablation. In this paper we apply the model for investigation of the microscopic mechanisms of laser melting and disintegration of thin metal films. Parameters of the systems used in the simulations are described below.
IV. COMPUTATIONAL SETUP FOR SIMULATIONS OF LASER INTERACTION WITH THIN Ni AND Au FILMS
Simulations presented in this paper are performed for 50 nm Ni and Au free-standing films irradiated with laser pulses of different pulse widths, from 200 fs up to 200 ps. The two target materials are chosen to investigate the effect of the strength of electron-phonon coupling on laser-induced processes. The rate of the energy transfer from hot electrons to the lattice is much slower in Au as compared to Ni and, at the same time, the depth affected by the ballistic energy transport is significantly larger in Au. Since the effective laser energy deposition depth in Au is estimated to be larger than 100 nm, 32 a uniform energy deposition throughout the 50 nm Au film is used in the simulations. A theoretical prediction of a uniform rise of the electronic temperature for thicknesses smaller than the ballistic range has been confirmed in a series of pump-probe measurements of transient reflectivity performed for Au films of different thicknesses, from 10 nm up to 500 nm. 33 The reflectivity changes are consistent with the assumption of a homogeneous electronic temperature increase for films with thicknesses of 100 nm or less. The effect of ballistic energy transport is negligible in Ni, and the source term, Eq. ͑5͒, with the optical penetration depth of 13.5 nm is used in the simulations of laser irradiation of Ni films.
The range of laser fluences used in the simulations is chosen so that the lowest fluence would be close to the threshold for the complete melting of the irradiated film, whereas the highest fluence would lead to disintegration of the film. Thus, the range of absorbed fluences, F abs ϭ(1ϪR)F, is from 430 J/m 2 to 1117 J/m 2 for Ni films and from 130 J/m 2 to 955 J/m 2 for Au films. The material constants used in the description of the electron subsystem, Eq. ͑3͒, are as follows. 32 For Ni, C e ϭ␥T e with ␥ϭ1065 J m
Ϫ1 . An expression used to describe the dependence of the electron thermal conductivity K e on the electron and lattice temperatures in Au as well as justification of the choice of the approximations used for Ni and Au are given in Appendix B.
All the thermal and elastic properties of the lattice, such as the lattice heat capacity, elastic moduli, the coefficient of thermal expansion, melting temperature, volume and entropy of melting and vaporization, as well as the dependence of these characteristics on temperature and pressure, are defined by the interatomic interaction, described in this work by the embedded-atom method ͑EAM͒ in the form and parametrization suggested by Johnson and co-workers. 66 A series of liquid-crystal coexistence simulations are performed to determine the pressure dependence of the equilibrium melting temperature, whereas a series of constant-pressure-constanttemperature simulations are used to determine the equations of state of the model materials ͑see Secs. V and VI͒.
The initial MD system used in the simulations of laser irradiation of Ni films is an fcc crystal composed of 56 800 atoms with dimensions 3.53ϫ3.53ϫ50.14 nm and periodic boundary conditions imposed in the directions parallel to two ͑100͒ free surfaces. A similar computational cell is used for Au ͑100͒ films, with 48 800 atoms and dimensions of 4.09 ϫ4.09ϫ49.92 nm. Before applying laser irradiation, all systems are equilibrated at 300 K.
The result of the application of the combined TTM-MD method to a 50 nm Ni film is shown in Fig. 1͑b͒ . While the temperature profiles are similar in Figs. 1͑a͒ and 1͑b͒, the MD description gives a much more realistic representation of the lattice response to laser heating, including thermal expansion, overheating, melting, and disintegration, as discussed in the following sections. The size of the relative temperature fluctuations in Fig. 1͑b͒ is determined by the number of atoms in cells within the MD system, for which temperature is calculated, ͱ ͗(⌬T)
2 ͘/͗T͘ϳ1/ ͱN cell . 67 The size of the fluc-
͑Color online͒ Schematic representation of the combined continuum-atomistic model. The evolution of the electron temperature is described by a nonlinear differential equation ͓Eq. ͑3͔͒, whereas the atomic motions are described by the MD method with additional forces that account for the energy exchange due to the electron-phonon coupling ͓Eq. ͑4͔͒. Spatial discretization in the continuum model ͑typically ϳ1 nm͒ and size of the atomistic region are not drawn to scale. Nonreflecting boundary conditions are described in Refs. 58 and 79. tuations can be reduced by increasing the lateral size of the MD system or the step of spatial discretization used in the finite difference integration of Eq. ͑3͒, Fig. 2 . The step of spatial discretization used in this work is ⌬x FD ϭ1 nm, and the average number of atoms in a cell is 1159 and 996 for the initial Ni and Au films, respectively.
The time step in the finite difference integration of Eq. ͑3͒, ⌬t FD ϭ1.25 fs for Ni and ⌬t FD ϭ0.025 fs for Au, and the time step in the integration of the MD equations of motion, Eq. ͑4͒, ⌬t MD ϭ2.5 fs, are chosen so that the von Neumann stability criterion and the synchronization requirement ⌬t MD ϭn⌬t FD are satisfied, and the total energy in the combined model is conserved with the maximum energy drift of less than 0.3% during any of the simulations discussed in this paper. The energy balance in a combined TTM-MD simulation is illustrated in Fig. 3 for the simulation, for which the surface temperatures are shown in Fig. 1͑b͒ . The total energy of the entire system is shown along with contributions from the thermal energy of the electrons, E e , the energy ͑kinetic and potential͒ associated with the thermal motion of the atoms, E a th , the energy ͑kinetic and potential͒ of the collective atomic motion due to the elastic vibrations of the film induced by the fast laser energy deposition, E a c , and the energy that goes to the latent heat of melting, E m . Both E a th and E a c include contributions from the kinetic and potential energies of the MD system, and the approximate separation of the MD energy into the energies of the thermal and collective motion is based on the virial theorem. 68 The energy spent on melting is determined by multiplying the fraction of the liquid phase in the system at any given time by the latent heat of melting of the model material. The fraction of the liquid phase is determined based on the local order parameter, defined in Appendix C, whereas the latent heat of melting is calculated from the internal energy plots, Fig. 6 , as discussed in Sec. V B. Figure 3 shows that the total energy is conserved following the laser energy deposition occurring during the first 200 fs. Initially all the laser energy is deposited into the energy of electrons and then, within ϳ20 ps, is transferred to the thermal energy of the atomic motion. The fast temperature increase leads to the buildup of the compressive pressure in the middle of the irradiated film ͑see Sec. V͒ and induces acoustic vibrations of the film. The vibrations gradually dissipate into heat, which is reflected in a gradual transfer of energy from E a c to E a th . This energy transfer does not lead to the increase of the thermal energy, E a th , since it is offset by the transfer of energy from E a th to E m . The time dependence of the energy of melting, E m , reflects the two-step character of the melting process. A fast melting of ϳ80% of the film that takes place from ϳ10 ps to ϳ25 ps is followed by a much slower melting of the remaining part of the film. A detailed analysis of the melting mechanisms is performed in the next section.
V. LASER MELTING AND DISINTEGRATION OF Ni FILMS
The initial discussion of the redistribution of the absorbed laser energy and the mechanisms of laser melting is given below for a simulation performed for a 50 nm free-standing Ni film irradiated with a 200 fs laser pulse at an absorbed fluence of 430 J/m 2 . This fluence is chosen so that we have a complete melting of the film by the end of the simulation. The laser energy absorption by the conduction band electrons, fast electron heat conduction, and gradual energy transfer to the lattice vibrations due to the electron-phonon coupling are reflected in Fig. 1͑b͒ , where the evolution of the electronic and lattice temperatures at the front and rear surfaces of the film is shown. The laser energy absorption results in a sharp increase of the electronic temperature near the irradiated front surface. The fast temperature-dependent electron heat conduction leads to the redistribution of the deposited energy within the film as reflected by the rise of the electronic temperature near the rear surface of the film. The process of the energy redistribution within the electronic system is occurring simultaneously with a more gradual energy transfer to the lattice vibrations due to electron-phonon coupling. As can be seen from Figs. 1͑b͒ and 3, most of the energy is transferred to the lattice within ϳ5 ps, whereas complete equilibration between the hot electrons and the lattice takes up to 20 ps. The energy transferred to the lattice splits into three parts in Fig. 3 , the energy of the thermal motion of the atoms, the energy of melting, and the energy of the collective atomic motion associated with elastic vibrations of the film. The latter part is associated with the relaxation of the laser-induced pressure and decreases with increasing laser pulse duration ͑see later in this section͒ or decreasing strength of the electron-phonon coupling ͑see Sec. VI͒. . The thermal energies of the electrons, E e , and the atoms, E a th , the energy of the collective atomic motion due to the elastic vibrations of the film, E a c , the energy that went to the latent heat of melting, E m , and the total energy of the system, E tot ϭE e ϩE a th ϩE a c ϩE m are shown. Energies are normalized to the total energy absorbed by the film, E tot ϭF abs S, where S is the surface area of the MD system and F abs is the absorbed laser fluence.
A. Analysis of the temperature evolution
The temporal and spatial evolution of the lattice temperature and pressure in the irradiated film is shown in the form of contour plots in Fig. 4 . The motion of the front and back surfaces of the film corresponds to the initial thermal expansion of the film, followed by gradually dissipating oscillations. The complexity of the temperature plot, Fig. 4͑a͒ , reflects the interplay of several processes that are responsible for the lattice temperature evolution.
First, the energy transfer from hot electrons to the lattice leads to the initial temperature increase. A relatively small thermal diffusivity and strong electron-phonon coupling in Ni ͑as compared to other metals͒ leads to a rapid transfer of the absorbed energy to the lattice and the development of a temperature gradient within the 50 nm film during the first 10 ps of the simulation ͓Fig. 4͑a͔͒.
Second, the onset of melting leads to a decrease of the lattice temperature due to the transfer of a part of the thermal energy to the latent heat of melting. A transient decrease of temperature due to the melting can be seen in Fig. 4͑a͒ , where the beginning and the end of the melting process are shown by the dashed and solid lines, respectively. The dashed line goes through the regions in the film where 10% of atoms have a ''liquidlike'' environment ͑as defined by the local order parameter, described in Appendix C͒, whereas the solid line connects the regions where 90% of atoms belong to the liquid phase.
Third, the elastic vibrations of the irradiated film caused by the relaxation of the laser-induced pressure have a significant effect on the temperature evolution in the film. Strong electron-phonon coupling in nickel leads to the steep rise of the lattice temperature during the first ϳ5 ps after the laser pulse ͓Figs. 1 and 4͑a͔͒. The time of the lattice heating is shorter than the time needed for the film to expand in response to the corresponding thermoelastic stresses and, in the central part of the film, the heating takes place under the condition of inertial stress confinement. 62, 69 The heating under the condition of stress confinement results in the buildup of high, up to 6 GPa, compressive pressure ͓Fig. 4͑b͔͒. Relaxation of the compressive pressure leads to the expansion of the free-standing film with tensile stresses concentrating in the central part of the film. The following, gradually dissipating oscillations of the film can be described as propagation of two pressure waves trapped within the film that change their signs from compressive to tensile and vice versa at each reflection at the free surfaces. The dissipation of the oscillations is reflected in the gradual energy transfer from the energy of the collective atomic motion, E a c , to the energy of the thermal motion of the atoms, E a th , as can be seen from Fig. 3 . The energy of the film oscillations decreases from ϳ15% of the total energy deposited by the laser pulse at 15 ps down to less than 10% by the time of 150 ps. A direct correlation between the pressure and temperature variations in the film is apparent from comparison of Figs. 4͑a͒ and 4͑b͒. Compression leads to the temperature increase whereas expansion corresponds to cooling. With the neglect of viscosity and dissipation of the energy of the elastic waves and considering the compression and expansion of the solid and liquid parts of the film as isentropic processes, the temperature variation with pressure can be estimated from classical thermodynamics,
In order to integrate this equation, we have to determine the pressure and temperature dependences of the heat capacity C P , volume V, and the volume coefficient of thermal expansion ␣ in both solid and liquid states. These dependences are calculated for the model EAM Ni material in a series of constant-pressure-constant-temperature simulations. The results of these simulations are shown in Figs. 5 and 6, where the temperature dependences of the volume and internal energy of the system are shown for different pressures. The volume plots ͑Fig. 5͒ allow us to calculate the volume coefficient of thermal expansion, ␣ϭ(1/V) ϫ(‫ץ‬V/‫ץ‬T) P , for different temperatures and pressures. The internal energy plots ͑Fig. 6͒ provide us with the pressure and temperature dependence of the heat capacity, C P ϭ(‫ץ‬H/‫ץ‬T) P . The knowledge of C P (T, P), ␣(T, P), and V(T, P) allows us to integrate Eq. ͑6͒. The results of the integration are shown in Fig. 7 , where the isentropes are shown for the crystal phase by dashed lines for several initial values of entropy. For a pressure variation from Ϫ5 to 5 GPa, observed in Fig. 4͑b͒ , the range of the temperature variation of ϳ200 K is predicted for the isentropic expansion/compression for both crystal ͑Fig. 7͒ and liquid ͑not shown͒ phases, in agreement with the temperature variation observed in Fig. 4͑a͒ .
The analysis performed above indicates that the complex temperature evolution in the irradiated film is defined by the interplay of the fast energy transfer from the excited electrons to the lattice vibrations, transfer of a part of the lattice thermal energy to the latent heat of melting, and the temperature variations related to the relaxation of the laser-induced pressure. The temperature and pressure evolution, in turn, defines the kinetics and the mechanisms of laser melting discussed in the next section.
B. Mechanisms of laser melting
Turning to the analysis of the mechanisms of laser melting, we can see from the dashed and solid lines separating the liquid-and solid-state regions in the contour plots shown in Fig. 4 that the melting process occurs in two steps. An ultrafast melting of ϳ80% of the film occurring within ϳ15 ps is followed by a much slower melting of the remaining crystalline region near the back surface of the film that takes more than 100 ps. The irradiated side of the film starts to melt ϳ10 ps after the laser pulse, when the temperature reaches ϳ1650 K, significantly above the equilibrium melting temperature of 1439 K, determined for the EAM Ni from a liquid-crystal coexistence simulation at zero pressure. During the following 15 ps a big part of the film melts and only a small layer near the back surface remains in a crystalline form. Although, at first sight, the melting seems to proceed by propagation of a melting front from the irradiated surface, a closer look at a series of snapshots of the atomic-level structure of a region undergoing ultrafast melting ͑Fig. 8͒ reveals a more complex picture characteristic of homogeneous melting. Small liquid regions appear and grow ahead of the ''melting front,'' leading to a very high apparent ''melting front'' propagation velocity of ϳ4000 m/s.
From the temperature contour plot ͓Fig. 4͑a͔͒ we see that although the homogeneous melting starts near the irradiated surface at a temperature of ϳ1650 K, it proceeds at significantly lower temperatures that, in the central part of the film, become as low as ϳ1300 K. This observation can be explained based on the pressure dependence of the equilibrium melting temperature. A series of liquid-crystal coexistence MD simulations has been performed at different pressures to determine the equilibrium melting temperature. 70 In these simulations a system of coexisting liquid and solid phases is allowed to evolve toward the equilibrium state while the energy of the system is conserved. If the temperature of the system is initially above the equilibrium melting temperature, part of the solid phase melts, consuming the latent heat of melting and reducing the temperature. If the initial temperature is lower than the equilibrium melting temperature, crystallization of a part of the system leads to the temperature evolution toward the equilibrium melting temperature from below. Simulation results, shown by diamonds in Fig.  7 , predict a nearly linear dependence of the melting temperature on pressure. This prediction is in good agreement with .94 J/K mol. 71 In simulations we find that both ⌬V m and ⌬S m decrease with increasing pressure, leading to a weak nonmonotonous pressure dependence of the slope of the coexistence line with an average value of ͓dT/dP͔ m Ϸ45 K/GPa.
The temperature and pressure conditions leading to the onset of the ultrafast homogeneous laser melting are shown in Fig. 7 by blue circles. The conditions for the onset of homogeneous melting are calculated along the dashed line in Fig. 4 for the depth under the irradiated surface up to 35 nm. The circles are connected by a line in the order of increasing depth under the surface. At all pressures, the homogeneous melting starts under conditions of overheating above the liquid-crystal coexistence line. The overheating required for initiation of the homogeneous melting in this simulation is found to range from less than 1.05T m to 1.18T m . These values of overheating are significantly lower then the highest temperature at which no homogeneous melting is observed in constant-pressure simulations performed with threedimensional periodic boundary conditions. A series of such simulations has been performed for different pressures, and the observed temperatures required to melt the system, (1.21-1.25)T m , are shown by triangles connected by a dashed line in Fig. 7 . The temperatures at which melting takes place in a system with no external boundaries and internal defects correspond to the limit of thermal stability of the crystal lattice 8 and can be considered as the maximum possible overheating achievable in a system. The maximum overheating of ϳ1.25T m is observed at pressures from 0 to 10 GPa, whereas a gradual decrease of the overheating down to 1.21 GPa at Ϫ5 GPa is observed for negative pressures. The reasons for the discrepancy between the maximum overheating and the one required for the initiation of homogeneous melting under laser irradiation conditions are discussed in Sec. VII.
A region near the back surface of the irradiated film is not affected by the ultrafast homogeneous melting discussed above, and a much slower conventional heterogeneous melting takes place. A thin crystalline layer with two well-defined crystal-liquid interfaces is observed in a snapshot taken at 30 ps after the laser pulse in Fig. 9 . The subsequent snapshots show that two melting fronts are propagating from the back surface of the film and from the homogeneously melted part of the film, leading to a gradual decrease of the size of the crystalline region and complete vanishing of the crystalline layer by the time of ϳ115 ps after the laser pulse. The heterogeneous melting is also affected by the pressure variations. The decrease in the thickness of the crystalline region typically coincides with the expansion of the region. This is related to the steeper slope of the coexistence line as compared to isentropes, ͓dT/dP͔ m Ͼ͓dT/dP͔ s ͑Fig. 7͒. Therefore, an adiabatic expansion of a region of the liquid-crystal coexistence facilitates melting and induces the advancement of the melting front.
C. Melting and disintegration at higher laser fluences
An increase of the laser fluence leads to a faster homogeneous melting of the entire film, eliminating the possibility for a slower heterogeneous melting by liquid-crystal interface propagation. Temperature and pressure evolution in a simulation performed with the same pulse duration as in the simulation discussed above, 200 fs, but with more than twice higher laser fluence of 1117 J/m 2 are shown in Fig. 10 . From the dashed and solid lines that mark the beginning and the end of the melting process we see that the melting starts near the front surface at ϳ4 ps after the laser pulse and is over at ϳ11 ps. The visual analysis of the snapshots from the simulation ͑Fig. 11͒ suggests that homogeneous melting proceeds by nucleation of more numerous liquid regions that are smaller in size as compared to the lower fluence simulation ͑Fig. 8͒. The growth and coalescence of the liquid regions is also faster in simulations performed at higher fluences and it takes only ϳ3 ps for a region shown in Fig. 11 to melt.
From the pressure plot in Fig. 10͑b͒ we see that in the middle of the film the melting takes place at high compressive pressure. The pressure-temperature conditions for the onset of the homogeneous melting in this simulation are shown by red circles in Fig. 7 . The circles are located in the region of compressive pressure and many of them are close or even above the dashed line, which shows the maximum possible overheating achievable in a system. These can be explained by the fact that at the time of melting the rate of the energy transfer from the hot electrons to the thermal motion of the atoms is still very high and the temperature calculated along the dashed line in Fig. 10 comes out higher than the one that is actually needed to initiate homogeneous melting.
The compressive pressure that builds up in the central part of the film due to the conditions of the stress confinement reaches its maximum of ϳ12 GPa at ϳ5 ps ͓Fig. 10͑b͔͒. The maximum pressure is twice higher then the one observed in the simulation performed at a lower fluence of 430 J/m 2 ͓Fig. 4͑b͔͒. In both simulations the relaxation of the compressive pressure leads to the expansion of the film and generation of the tensile stresses. In the case of the higher fluence, however, the tensile stresses are sufficient to cause disintegration of the film into two large pieces and one small piece moving apart from each other, as indicated by the two white gaps that develop in the contour plots shown in Fig. 10 after ϳ30 ps. The disintegration interrupts the electronic heat conduction among the pieces of the film and the final temperatures of the front and the back pieces of the film are different by more than 500 K. One more consequence of the disintegration process is a strong asymmetry between the maximum compressive and tensile pressure observed in Fig. 10͑b͒ . Apparently, the dynamic strength of liquid Ni does not exceed 6 GPa and higher tensile stresses cannot be supported, leading to the void nucleation.
The atomic-level picture of the disintegration process is shown in Fig. 12 . A number of voids appear in the central part of the film at ϳ18 ps, the time when the tensile stresses reach their maximum values ͓Fig. 10͑b͔͒. Some of the voids collapse, others grow, coalesce, and eventually lead to the disintegration of the film. Note that there are no gas-phase atoms observed inside the growing voids, indicating that the process of void nucleation and growth is not related to boiling but has a mechanical nature. Photomechanical processes caused by the relaxation of the laser-induced pressure and leading to disintegration of finite-size absorbers or damage/ spallation of a surface region of an irradiated bulk target have been observed in experiments 69 as well as in MD simulations. 62, 72, 73 
D. The effect of pulse duration on melting mechanisms
The character of the melting and disintegration processes in irradiated films is in a big part defined by the rate of the laser energy deposition into the thermal energy of atomic motion. The rate of lattice heating in short-pulse laser irradiation is defined by two factors, the strength of the electronphonon coupling and the laser pulse duration. A comparison of the results obtained for Ni with the ones presented in the next section for Au allows us to discuss the role of the strength of the electron-phonon coupling, whereas the role of the pulse duration is investigated below in a series of simulations performed for Ni films.
The temperature contour plots are shown in Fig. 13 for simulations performed for the same laser fluence of 430 J/m 2 as in the simulation discussed in Secs. V A and V B, but with longer laser pulses of 50, 100, and 150 ps. In a clear contrast with the simulation performed with a 200 fs laser pulse ͑Fig. 4͒ the relaxation of the laser-induced pressure does not play any significant role in the simulations performed with the longer pulses. The conditions for the stress confinement 62, 69 are not satisfied in these simulations, there is no significant pressure buildup in the central part of the film, and the film undergoes a gradual expansion rather than elastic oscillations observed in Fig. 4 . Accordingly, the picture of the temperature evolution is less complex and is mainly defined by only two factors, the energy transfer from the excited electrons to the thermal energy of atomic motion and the transfer of a part of the lattice thermal energy to the latent heat of melting. The latter is reflected in a temporal temperature decrease right after the melting curves in Fig. 13 .
In all of the three simulations, both homogeneous and heterogeneous melting mechanisms have been identified. The regions of the film where homogeneous nucleation of the liquid phase is observed are marked in Fig. 13 by dashed ovals. In simulations performed with 50 and 100 ps laser pulses, homogeneous nucleation is observed in relatively large regions near the front surface of the irradiated film. A much slower melting of the regions near the back surface of the films proceeds by propagation of two crystal-liquid interfaces from the back surface of the film and from the homogeneously melted part of the film. Velocity of the melting front propagation in heterogeneous melting depends on the overheating ͑see Sec. VII͒ and varies from ϳ180 m/s in the central parts of the films to ϳ60 m/s at the very end of the melting process. In the simulation performed with the 150 ps pulse, the melting starts at ϳ250 ps by a propagation of the liquid-crystal interface from the front surface. As the melting front propagates with velocity of ϳ130 m/s, a few liquid regions nucleate and grow at a depth of ϳ6 -12 nm at ϳ290 ps, leading to an apparent jump in the melting front. No homogeneous nucleation of the liquid regions is observed in a simulation performed with a 200 ps laser pulse ͑not shown͒.
VI. LASER MELTING AND DISINTEGRATION OF Au FILMS
Simulations performed for gold films illustrate the effect of a weaker electron-phonon coupling on the melting process. This effect can be seen in Fig. 14 , where the evolution of the electronic and lattice temperatures at the front and rear surfaces of the irradiated film is shown for a simulation performed at a laser fluence of 130 J/m 2 and pulse duration of 200 fs. Similarly to the simulation for Ni illustrated in Figs.  1, 3, 4, 8 , and 9, this fluence is chosen to be close to the threshold for a complete melting of the film. A weak electron-phonon coupling and the ballistic energy transport by excited electrons 32, 33 lead to a homogeneous heating of the 50 nm Au film. As a result, the electron and lattice temperature lines plotted in Fig. 14 for the front and back surfaces of the film are indistinguishable. The energy transfer to the lattice vibrations due to the electron-phonon coupling is slower in the Au film ͑Fig. 14͒ as compared to that of the Ni film ͓Fig. 1͑b͔͒. Most of the energy is transferred to the lattice within ϳ15 ps, whereas complete equilibration between the hot electrons and the lattice takes up to 50 ps.
The lattice temperature evolution inside the film is shown in Fig. 15͑a͒ . The temperature increases throughout the film up to the time of ϳ50 ps. The pressure contour plot shows pressure oscillations similar to the ones observed in Fig. 4͑b͒ for Ni. The pressure oscillations, however, are much weaker in Fig. 15͑b͒ as compared to Fig. 4͑b͒ , and they have only a moderate effect on the temperature variations in Fig. 15͑a͒ . The reason for the weakness of the pressure oscillations observed in Au films is related to a relatively slow rate of the energy transfer from hot electrons to the thermal energy of the atomic motion. For laser pulses shorter than several tens of picoseconds, the rate of the lattice heating is limited by the weak electron-phonon coupling and only partial stress confinement can be achieved in 50 nm Au films even with very short laser pulses. The meaning of the partial stress confinement is apparent from Fig. 15 -the period of the elastic vibrations of the film is ϳ43 ps and the film has an opportunity to expand while the thermal energy of the lattice is still increasing.
Analysis of the mechanism of melting in the simulation illustrated by Fig. 15 shows that the melting involves nucleation of three liquid regions inside the film and propagation of several melting fronts from the three liquid regions and the two free surfaces of the film. The atomic-level picture of the nucleation and growth of one of the liquid regions is shown in Fig. 16 . By the time of 200 ps only two narrow crystalline regions still remain in the film ͑Fig. 15͒. Continuation of the simulation for a longer time shows that the crystalline region located closer to the front surface of the film disappears at ϳ250 ps, whereas the one located closer to the back surface remains indefinitely, as the temperature of the film settles down at the equilibrium melting temperature of the EAM Au, 963 K.
Using an analysis similar to the one discussed in detail for Ni in Secs. V A and V B, we determine the equilibrium liquid-crystal coexistence temperatures ͑solid line in Fig. 17͒ as well as the temperatures that correspond to the limit of crystal stability ͑dashed line in Fig. 17͒ for a range of pressures that are realized in the simulations. The temperature and pressure conditions leading to the onset of melting in the simulation discussed above are shown in Fig. 17 by blue circles. Unlike the blue circles in Fig. 7 that correspond to the conditions for homogeneous melting and do not include the part of the system where heterogeneous melting takes place, the blue dots in Fig. 17 are calculated along the whole dashed line shown in Fig. 15 and show the conditions leading to the homogeneous nucleation of the liquid regions along with the conditions at the liquid-crystal interfaces in the heterogeneous melting. Most of the dots in Fig. 17 are located between the two lines, with the highest density near the coexistence line. Therefore, melting is taking place predominantly under conditions of a moderate overheating. Some of the dots are located below the coexistence line, which can be explained by the temperature variations in the film due to the elastic vibrations ͑Fig. 15͒. As a result of the temperature variations the region of the liquid-crystal interface can undergo a transient moderate undercooling below the equilibrium melting temperature.
The absence of strong stress confinement in the case of laser irradiation of 50 nm Au films makes it difficult to achieve the conditions for disintegration of the film. The pressure oscillations are not strong enough to induce photomechanical disintegration of the film up to the fluences at which the final temperature of the irradiated film significantly exceeds the boiling temperature of the material. The temperature and pressure evolution in a simulation performed at the lowest fluence at which disintegration of the film is observed, 955 J/m 2 , is shown in Fig. 18 . By the time of 10 ps the temperature exceeds the limit of crystal stability and the whole film melts within ϳ2 ps, as illustrated by the snapshots shown in Fig. 19 . The liquid and crystal regions that can be identified during the phase transformation ͑snap-shot at 10 ps͒ are not well defined and the melting process can be described as a simultaneous collapse of the crystal structure rather than homogeneous nucleation and growth of liquid regions. The conditions for this ultrafast phase transformation are shown by the red circles in Fig. 17 . All the circles are located above the absolute limit of crystal stability. At these high overheatings the crystal collapses into a disordered state almost instantaneously, within a time comparable to 10-20 periods of atomic vibrations. This time needed for the transformation of the crystal structure to the disordered liquid state is, probably, the minimum time required for the thermal melting. 25 After the melting at ϳ10 ps, the temperature continues to increase and at ϳ25 ps exceeds the boiling temperature of gold ͓Fig. 18͑a͔͒. The compressive pressure that builds up in the central part of the film due to the conditions of the partial stress confinement reaches a maximum value of ϳ7 GPa at 10 ps and drives the expansion of the overheated film, leading to the generation of the tensile stresses at a time of 25-35 ps ͓Fig. 18͑b͔͒. The maximum tensile stresses do not exceed Ϫ2 GPa and are much smaller then the maximum compressive stresses. The overheated material, however, cannot support any significant tension and responds to it by generation of several low-density regions and eventual disintegration ͑Fig. 20͒. The atomic-level picture of the disintegration process shown in Fig. 20 is different from the one of a Ni film illustrated in Fig. 12 . The latter has the character of a mechanical disintegration of a liquid undergoing fast expansion and there are no gas-phase atoms inside the growing voids. In Fig. 20 material is overheated significantly above the boiling temperature and disintegration is accompanied by the onset of boiling and release of the gas-phase molecules.
VII. DISCUSSION AND SUMMARY
A comprehensive computational study of the fast nonequilibrium processes induced in 50 nm metal films by a short-pulse laser irradiation is performed for a range of irradiation conditions and two target materials, Ni and Au. Three distinct mechanisms of laser melting have been identified in the simulations, namely, homogeneous melting by nucleation and growth of liquid regions inside the crystal ͑e.g., Fig. 8͒ , heterogeneous melting by propagation of liquid-crystal interfaces ͑melting fronts͒ from the external surfaces or homogeneously nucleated liquid regions ͑e.g., Figs. 9 and 16͒, and ultrafast, within ϳ2 ps, collapse of the crystal structure overheated above a temperature that corresponds to the limit of crystal stability ͑e.g., Fig. 19͒ . The process of ultrafast thermal melting is observed at high laser fluences, when the amount of the deposited laser energy significantly exceeds the one needed for a complete melting of the film.
At lower laser fluences, the relative contribution of the homogeneous and heterogeneous mechanisms of laser melting is defined by the rate of the lattice heating. One can expect that the contribution of the heterogeneous melting should increase as the heating time approaches the time needed for the melting fronts propagating from the external surfaces to pass through the irradiated film. The velocity of the melting front propagation as a function of the overheating above the equilibrium melting temperature has been measured for the EAM Ni material in a series of large-scale constant temperature simulations performed at zero pressure. The results, shown in Fig. 21 , indicate that at small overheatings, up to ϳ1.15T m , the velocity of the melting front propagation increases linearly with temperature. A faster increase of the melting front velocity is observed at higher temperatures and the maximum velocity of the melting front propagation is found to be ϳ600 m/s at Tϭ1.23T m ϭ1770 K. Above this temperature we observe homogeneous nucleation of liquid regions in the bulk of the crystal and the velocity of the melting front propagation cannot be defined. The value of the maximum velocity of the melting front propagation suggests that only the heterogeneous melting process can be expected to take place in a 50 nm Ni film irradiated by a laser pulse with duration of several tens of picoseconds or longer. In the laser melting simulations, however, we observe homogeneous nucleation of the liquid phase in increasingly smaller regions near the front surface of the film for laser pulse durations up to 150 ps ͑Fig. 13͒. This observation can be related to a significantly smaller overheating that is needed to induce homogeneous melting in laser melting simulations as compared to the constantpressure-constant-temperature simulations with threedimensional periodic boundary conditions. Indeed, in Fig. 7 all the blue dots corresponding to the conditions for homogeneous laser melting are located below the dashed line, corresponding to the conditions for homogeneous melting in the constant-pressure simulations. The reduced crystal stability in laser melting simulations can be explained by the strong pressure gradients transiently realized in the irradiated films and the associated complex stress conditions. Moreover, for a typical laser spot diameter of 10-100 m the fast relaxation of the laser-induced pressure can only proceed in the direction normal to the surface. This uniaxial expansion and associated anisotropic lattice distortions can additionally reduce the lattice stability against the initiation of melting. The conditions of the lateral confinement in short-pulse laser irradiation are correctly reproduced by the periodic boundary conditions in the directions parallel to the surfaces of the film. As a result, our simulations suggest that homogeneous melting can be induced at significantly lower overheating and a significantly larger range of irradiation parameters as compared to the predictions based on classical nucleation theory. 10 The competition between the homogeneous and heterogeneous melting mechanisms is mainly defined by the laser pulse duration, as the electron-lattice equilibration times in metals are typically much shorter than the ones needed for heterogeneous melting. In contrast, the role of the laserinduced pressure in laser melting is defined not only by the pulse duration, but also by the strength of the electronphonon coupling. The maximum values of the laser-induced pressure are related to the condition of the stress confinement that, for 50 nm films, is satisfied for the times of the lattice heating up to ϳ10 ps. In simulations performed for gold films the characteristic time of the energy transfer from the excited electrons to the lattice is longer, ϳ20 ps, as compared to nickel, ϳ5 ps. As a result, the laser-induced thermoelastic pressure is significantly weaker in the gold films and the effect of the pressure variations on laser melting mechanism is less pronounced even for the shortest, 200 fs, laser pulses used in the simulations. Similarly, the pressure variations are small and do not play any significant role in melting of Ni films irradiated with a laser pulse longer than 25 ps.
The process of relaxation of the laser-induced pressure in Ni films can lead to the generation of tensile stresses sufficiently strong to cause disintegration of the film. The process of disintegration proceeds by nucleation, growth, and coalescence of voids in the central region of an irradiated film, where the maximum tensile stresses are generated. The lower pressure that can be generated in Au films is not sufficient to induce photomechanical disintegration up to the fluences at which the disintegration process resembles that of an explosive boiling 46 -48,62,63,74 of the film material assisted by moderate tensile stresses.
The strength of the electron-phonon coupling also defines whether a temperature gradient is established within a film of a given thickness. The strong electron-phonon coupling in Ni leads to the formation of a significant temperature gradient within the first 10 ps following irradiation by a short laser pulse ͑Figs. 1 and 4͒. In contrast, in simulations performed for gold films a weaker electron-phonon coupling and the ballistic energy transport by excited electrons lead to a homogeneous heating of a film of the same thickness ͑Figs. 14 and 15͒. The initial temperature distribution affects the kinetics of the laser melting process. In particular, the homogeneous melting of Ni films proceeds by nucleation and growth of liquid regions in an area quickly expanding from the front surface, resulting in an apparent ''melting front'' propagation from the front surface ͑Fig. 4͒. In contrast, in Au films nucleation of the liquid regions proceeds stochastically throughout the film ͑Fig. 15͒.
In summary, the results of the simulations present a comprehensive atomic-level picture of the competing homogeneous and heterogeneous mechanisms in laser melting. A combined atomistic-continuum computational model, used in the simulations, provides a detailed atomic-level description of fast nonequilibrium processes of laser melting and, at the same time, ensures an adequate description of the laser light absorption by the conduction band electrons, the energy transfer to the lattice due to the electron-phonon coupling, and the fast electron heat conduction. Both homogeneous and heterogeneous melting mechanisms are found to be responsible for laser melting of thin metal films, with relative contributions of these mechanisms defined by the laser fluence, pulse duration, and the strength of the electron-phonon coupling. The homogeneous nucleation of liquid regions inside the crystalline material is assisted by anisotropic lattice distortions and stress gradients induced by fast laser energy deposition. The lattice distortions and stress gradients reduce the overheating required for the initiation of homogeneous melting down to less then TϷ1.05T m and expand the range of pulse durations for which homogeneous melting is observed in 50 nm films up to ϳ150 ps. Under conditions of inertial stress confinement, realized in the case of short р10 ps laser pulses and strong electron-phonon coupling, the dynamics of the relaxation of the laser-induced pressure has a profound effect on the temperature distribution in the irradiated films as well as on both homogeneous and heterogeneous melting processes. At high laser fluences, significantly exceeding the threshold for melting, material can be quickly overheated above the limit of crystal stability, and an ultrafast, within ϳ2 ps, transition to the disordered state takes place simultaneously in the whole overheated region, eliminating the possibility for the intermediate liquid-crystal coexistence state.
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APPENDIX A: COUPLING TERM FOR ENERGY EXCHANGE BETWEEN TTM AND MD
In the combined TTM-MD model the cells in the finite difference discretization are related to the corresponding volumes of the MD system and the local lattice temperature is defined from the average kinetic energy of thermal motion of atoms, K T ,
where the summation is performed over all the N cell atoms in a given cell. In this definition, it is important to distinguish between the thermal velocities of the atoms, v i T , and the velocities of the collective motion of atoms in a cell. For any atom, the thermal velocity is defined as v i T ϭv i Ϫv c , where v i is the actual velocity of an atom i, and v c is the velocity of the center of mass of a cell to which atom i belongs.
The energy exchange between the electrons and the lattice is described in the model by two coupling terms, ϪG(T e ϪT l ) in the diffusion equation for electrons ͓Eq. ͑3͔͒, and m i v i T in the equation of motion of the atoms ͓Eq. ͑4͔͒. The latter term serves the same purpose as does the coupling term G(T e ϪT l ) in the equation for the lattice temperature in TTM ͓Eq. ͑2͔͒. In order to define the coefficient in the coupling term of Eq. ͑4͒ for each cell in the MD system, we have to relate the coefficient to the rate of the energy exchange and to make sure that this rate matches the one described by the coupling term G(T e ϪT l ) of the continuum equations.
Since the coupling term in Eq. ͑4͒ is affecting the thermal velocities of the atoms, let us consider the rate of the thermal kinetic energy change in a given cell of the MD system,
Since the thermal velocities of atoms in a cell have random directions, the second term in the above equation can be neglected for sufficiently large cells. Therefore, using the equation of motion ͓Eq. ͑4͔͒ and defining the rate of the energy deposition/extraction in a cell of a volume V N according to the electron-phonon coupling term, we have
Expressing the coefficient from this equation we have
The second term in this equation is not related to the energy exchange with the electron subsystem of the model and is the result of the constraint on the thermal kinetic energy introduced by Eq. ͑A3͒. This constraint prevents any temperature fluctuations and limits the thermal kinetic energy variations to the controlled energy deposition due to the electronphonon coupling. Actually, the second term in Eq. ͑A4͒ corresponds to a well-known Gaussian thermostat method for constant-temperature simulations. 75 In our model we do not want to prevent the natural temperature fluctuations in the system as well as temperature changes due to the phase transformations ͑e.g., melting leads to the transfer of a part of the kinetic energy to the latent heat of melting͒. Therefore we omit the second term in Eq. ͑A4͒ and leave only the term that is responsible for the controlled energy deposition due to the electron-phonon coupling:
where the lattice temperature is defined by Eq. ͑A1͒ and the coupling coefficient is recalculated at each MD integration time step for each cell defined by the finite difference discretization. As discussed in Sec. III, the time step of the finite difference integration of Eq. ͑4͒ is typically smaller then the one used in the MD part of the model, ⌬t MD ϭn⌬t FD , and the electron temperature can change during one MD time step. Therefore, the actual implementation of the algorithm involves averaging over a number of finite difference integration time steps that fits to one MD time step. The coefficient is chosen so that the energy added to ͑or removed from͒ each cell of the MD system at each integration step, ⌬t MD , would match the energy transferred between the electrons and the lattice during n steps of the finite difference integration,
which leads to the following expression for used in this work:
͑A7͒
Finally, we would like to emphasize the importance of making the distinction between the thermal and collective motion of atoms that has not been taken into account in earlier works. 54, 65 Scaling the total velocities of atoms can introduce significant artifacts into the simulation results. As shown in Secs. V and VI, the relaxation of the laser-induced pressure in the irradiated films leads to large acoustic vibrations and, at high fluences, disintegration of the films. The energy of the collective motion of atoms associated with these processes can be comparable to the energy of the thermal motion of atoms, as can be seen in Fig. 3 . Scaling the total velocities would artificially pump the energy into the energy of the acoustic vibrations, facilitate disintegration of the films, and accelerate any cluster that would form before the equilibrium between the local electron and lattice temperatures is reached. It is also essential to make the distinction between the thermal velocities and the velocities of collective motion of atoms in the definition of temperature ͓Eq. ͑A1͔͒, and pressure, defined in MD simulations through the virial equation.
APPENDIX B: THERMAL CONDUCTIVITY OF Ni AND Au UNDER CONDITIONS OF ELECTRON-LATTICE NONEQUILIBRIUM
Due to the small heat capacity of the electrons in a metal, irradiation by a short, picosecond or femtosecond, laser pulse can lead to a large spike of the electron temperature within the absorption region of the irradiated target, as can be seen, for example, in Figs. 1 and 14 . Therefore, the initial kinetics of the energy transport from the excited region deeper into the bulk of the target, described in TTM by the heat diffusion equation ͓Eqs. ͑1͒ or ͑3͔͒, can be strongly affected by the character of the temperature dependence of the electron thermal conductivity. According to the Drude model, 76 the heat conductivity is proportional to the electron relaxation time e , K e ϭ(1/3)v F 2 C e e , where v F is the Fermi velocity. The electron relaxation time is defined by the electron-electron scattering time e-e and electron-phonon scattering time e-ph , 1/ e ϭ1/ e-e ϩ1/ e-ph ϭAT e 2 ϩBT l , where A and B are constants. 77 Assuming a linear dependence of the electron heat capacity on the electron temperature, C e ϭ␥T e , the expression for the thermal conductivity can be written as where e ϭT e /T F ϭk B T e /E F , l ϭT l /T F ϭk B T l /E F , T F and E F are the Fermi temperature and energy, respectively, and C and b are parameters that can be determined from experimental data. For high electron temperatures, e ӷ1, Eq. ͑B3͒ reduces to the dependence characteristic for a lowdensity plasma, K e ϳT e 5/2 , whereas in the low-temperature limit, e Ӷ1, Eq. ͑B3͒ reduces to Eqs. ͑B1͒ and ͑B2͒.
The dependence of the electron heat conductivity from the electron temperature is shown in Fig. 22 for the metals investigated in this work, gold and nickel, and for a fixed lattice temperature of 300 K. A significantly lower Fermi temperature of gold as compared to nickel results in the onset of deviations among the predictions of Eqs. ͑B1͒-͑B3͒ at a lower temperature. The highest electron temperature in simulations performed for Ni films is 10 500 K and the approximation given by Eq. ͑B2͒ is adequate. For simulations performed for Au films, the maximum electron temperature is 23 300 K and the most general expression given by Eq. ͑B3͒ should be used. Therefore, in this work we use Eq. ͑B2͒ with K 0 ϭ91 W m Ϫ1 K Ϫ1 ͑Ref. 32͒ in simulations performed for Ni and Eq. ͑B3͒ with Cϭ353 W m Ϫ1 K Ϫ1 , bϭ0.16 ͑Ref. 78͒, and T F ϭ64 200 K ͑Ref. 76͒ in simulations performed for Au.
APPENDIX C: LOCAL ORDER PARAMETER FOR IDENTIFICATION OF LIQUID AND CRYSTAL REGIONS
The identification of liquid and crystal regions in the atomic configurations produced in the simulations of ultrafast laser melting is often challenging due to the complex nature of the melting process and the absence of well-defined plane liquid-crystal interfaces ͑e.g., Figs. 8, 11, and 19͒ . In this work a distinction between the original fcc structure and the liquid phase is made with the local order parameter defined as 70 ⌿ i ϭ ͯ where the first summation with k is over a set of six vectors ͕q k ͖ chosen so that exp(iq k r i j )ϭ1 for any vector r i j connecting atom i with atom j in the first-or second-neighbor shell in a perfect fcc lattice, and the second summation with j is over all the atoms found within a cutoff distance r cut from atom i. The cutoff distance r cut is chosen so that the first two neighbor shells in a perfect fcc lattice are included. The choice of the six vectors ͕q k ͖ is not unique, and the following set of vectors was found to provide an optimum sensitivity of the method: q 1 ϭ(4/a fcc )(1,0,0), q 2 ϭ(4/a fcc ) ϫ(0,1,0), q 3 ϭ(4/a fcc )(0,0,1), q 4 ϭ(4/a fcc )(1,1,0), q 5 ϭ(4/a fcc )(0,1,1), q 6 ϭ(4/a fcc )(1,0,1), where a fcc is the fcc lattice parameter.
In order to reduce the effect of the thermal atomic vibrations on the result of the structural analysis, the atomic positions used in the calculation of ⌿ i are averaged over 0.25 ps. Moreover, the local order parameter was by itself averaged over the neighboring atoms, as suggested in Ref. 70 ,
As shown in Fig. 23 , the local order parameter defined above provides a quantitative measure of the ''degree of crystallinity'' of the local atomic configurations that agrees well with a visual analysis. The local order parameter changes from 0 to 1 with a value of ⌿ i ϭ0.04 chosen in this work to distinguish between the liquid and crystal structures.
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