In this paper we consider numerical schemes for multidimensional evolutionary convection-diffusion problems, where the approximation properties are uniform in the diffusion parameter. In order to obtain an efficient method, to provide good approximations with independence of the size of the diffusion parameter, we have developed a numerical method which combines a finite difference spatial discretization on a special mesh and a fractional step method for the time variable. The special mesh allows a correct approximation of the solution in the boundary layers, while the fractional steps permits a low computational cost algorithm. Some numerical examples confirming the expected behavior of the method are shown.
Introduction
In this paper we are concerned with the numerical solution of convection-diffusion parabolic problems, governed by the equation
where ε is a small parameter 0 < ε 1 and − → v = (v 1 (x, y), v 2 (x, y)), k = k 1 (x, y) + k 2 (x, y) and f = f (x, y, t) are smooth functions, with v i > v > 0, and k i 0 for i = 1, 2. It is known that, generally, the solutions of these problems present a multiscale character even for smooth data, i.e., such solutions vary rapidly in certain narrow regions called layers (for an account of asymptotic results about this kind of problems see [14, 16, 18] ). This behavior causes very inaccurate numerical solutions if standard finite difference or finite element methods are used on uniform meshes, unless a large number (ε-dependent) of mesh points is considered.
Such drawback appears even for very simple (one-dimensional and stationary) singular perturbation problems of this kind, and has led to the development of adaptive techniques, capable of producing good approximations on meshes with a number of grid points independent of ε. In this context, the uniform convergence is the key property; it means that the rate of convergence and the error constant of the method are independent of the singular perturbation parameter ε.
Two different routes to construct uniformly convergent schemes have been followed in recent years: firstly, the use of exponentially fitted schemes, which have coefficients of exponential type adapted to the singular perturbation problems (see [5, 6, 17] ); secondly, the special mesh approach (see [7, 10, 16] ), which constructs meshes adapted to the solution of the problem. In these two contexts, several schemes for one-dimensional stationary problems have been deeply studied. This kind of analysis is, however, a difficult task in the case of multidimensional stationary or evolutionary problems.
The difficulties of the development of exponential fitting schemes for multidimensional problems, encouraged us to consider, in some earlier papers, see [1, 2] , an alternating direction method. In this way, we took advantage of known techniques for uniform convergence of one-dimensional exponentialfitting schemes, and also of the computational cost reduction yielded by the use of alternating directions. Some low-cost uniformly convergent methods were developed for certain multidimensional singularly perturbed parabolic problems.
Recently, a simple type of special non-uniform meshes (see [19] [20] [21] ) has permitted the construction of uniformly convergent methods using standard stable discretizations. In general, it is not easy to prove the uniform convergence results that the numerical experiments show. In work of Sun and Stynes (see [22, 23] ) weak energy norms, finite element methods and special meshes for one-dimensional problems are used. In the paper [24] of Ross and Stynes, uniform convergence of an upwind type method is proved. For two-dimensional stationary problems, the papers of Hegarty et al. [8, 9] and Clavero et al. [4] , present some numerical results obtained using two-dimensional Shishkin meshes for regular and parabolic layers. The book of Miller et al. [16] gives the most recent results on numerical approximation of singularly perturbed problems on Shishkin meshes. The method that we propose in this paper uses some of these special meshes, which are appropriate for discretizing the type of one-dimensional problems resulting from the time discretization process.
The remainder of this section is devoted to a detailed description of the algorithm. In Section 2, under certain hypotheses on the smoothness and the asymptotic structure of the exact solution, we prove the uniform convergence of the method. In Section 3, we prove some results, which are needed in Section 2, concerning the L ∞ -uniform convergence of the simple upwind method on special meshes. In Section 4, some numerical results are given. These ones illustrate how well the proposed algorithm works. Finally, in Appendix A we give the outlines of some results concerning the behavior of exact solutions of continuous and semidiscrete problems and their derivatives.
For simplicity, we shall consider the following initial boundary value problem:
Throughout this paper we set
The operators L x,ε can be considered as a family of one-dimensional differential operators with one parameter y ∈ (0, 1) (similar comments can be applied to L y,ε ). Let us also also consider decompositions for the source term f (x, y, t) = f 1 (x, y, t) + f 2 (x, y, t). As a first stage towards defining the algorithm, we introduce a time discretization process by means of the following fractional step scheme (see Jorge and Lisbona [11] , Yanenko [25] ):
in such way that we could obtain semidiscrete approximations u n (x, y) to the solution u(x, y, t) of (1.1) at the time levels t n = n∆t, by solving exactly the elliptic problems of steps (1.4b), (1.4c (and analogously L y,ε,h ) is the discretization of the differential operator L x,ε (L y,ε ) using the simple upwind finite difference scheme.
Finally, we want emphasize that each time step of (1.7) requires only the resolution of a set of uncoupled tridiagonal systems. Consequently, a low computational cost is needed by resolving with this algorithm. Furthermore, an easy and efficient implementation for parallel computation is possible.
Henceforth, we denote by C any positive constant that is independent of parameters ε, ∆t and N .
Convergence analysis
We shall study firstly the convergence of the semidiscretization in time process (1.4).
Since the operators (I + ∆tL i,ε ), i = x, y, satisfy a maximum principle, it is not difficult to deduce
This ensures the stability of scheme (1.4) (for more details see [2] ). In order to analyze the convergence, we introduce the local error e n+1 defined by
where u n+1 is the approximation to u(t n+1 ) given after a time step by (1.4), taking u(t n ) as the starting value u n , i.e.,
The following consistency result is obtained:
and that they are bounded independently of ε, i.e.,
Then, the local error satisfies
In Appendix A we show briefly that it is possible to obtain (2. 
For more details of the proofs of Lemma 2.1 and Theorem 2.2, see [1, 2] . We study now the approximation properties of the spatial discretization process. To do that, we shall compare u n+1 and u n+1 h , the solutions obtained after a complete time step from (1.4) taking u n ≡ u(t n ), and from (1.7) taking u n h = [u(t n )] h , respectively. Since the discrete operators (I + ∆tL i,ε,h ), i = x, y, satisfy a maximum principle, we have
and therefore the total discretization is uniformly stable. Thus, we can prove the following theorem.
Theorem 2.3. Let us assume that u n+1/2 and u n+1 have the asymptotic behavior given by (3.2)-(3.4).
Then, if we take N −q C∆t with 0 < q < 1, we have
The proof of this theorem consists of combining, in standard way, the stability result (2.1) and the uniform convergence results of Section 3 (see also [3] ).
Finally, in order to prove the uniform convergence of the totally discrete scheme we split the global error in the form
Combining the results of Lemma 2.1, Theorem 2.2 and (2.1), we obtain the following result (see [3] ).
Theorem 2.4. Let u be the solution of (1.1) and {u n h } n the solution of (1.7). Under the hypotheses of Lemma 2.1 and Theorem 2.2, there exists a constant C such that
with 0 < q < 1.
Analysis of spatial discretization
In this section we study the approximation properties of the space discretization of the time semidiscrete problems (2.2). We only show the convergence of the numerical solution of problem
to the exact solution of (2.2b), and similarly we can proceed for (2.2c).
Since the singular perturbation problems (2.2b) are essentially one-dimensional, they can be written in the form
where y is a parameter (
In the remainder of this section we will suppose (see Appendix A for justification) that w ≡ w(x, ε) satisfies
where
and
To solve numerically (3.1) we consider the upwind difference scheme on the mesh I x,ε,h defined by (1.5), (1.6), which is piecewise uniform with
It holds
On this mesh the scheme is defined by
In order to prove the uniform convergence of the method, we begin by studying its consistency. The local truncation error at an internal point of the mesh is introduced in standard way by
We shall make use of Taylor expansions of functions g(x) in a point a, with the following well-known expressions for the remainder:
We shall also suppose that σ = mε log N (in case σ = 1 4 , h is small with respect to ε and τ j can be bounded in a classical way). Under this assumption, the mesh is not uniform and we study separately three cases depending on the localization of the point x j in the mesh.
Using Taylor expansions, it is straightforward that the local error is given by
We distinguish two possibilities to find appropriate estimates of this error, depending on the value of ρ j .
(i) If ρ j 1, using (3.2)-(3.4) to estimate the derivatives of w, the expression (3.9) for the remainder and the values of the coefficients r − j , r + j , it is easy to obtain
(ii) If ρ j 1, we use the decomposition (3.2) denoting by τ 1 j and τ 2 j the local errors corresponding to the functions z(x, ε) and w 1 (x, ε), respectively. Using the estimates (3.4) and the integral form of the remainder (3.10), we deduce
Hence, using the three preceding estimates, we obtain
To bound |τ 2 j |, we proceed in a different way, since the function w 1 (x, ε) is known and we can calculate τ 2 j exactly. Then, 13) and using (3.7), it is easy to prove that
Finally,
since h j = h j+1 and
Case 2. 1 − σ < x j < 1. In this case the study of τ j is straightforward. Using the expression (3.11) for the local error, the estimates for the exact solution given in (3.2)-(3.4) and (3.9) for the remainder of the Taylor expansions, we obtain
Here, we shall distinguish again two possibilities depending on the value of ρ j .
(i) If ρ j 1, similar arguments to those used in Case 1(i) permit us to prove
(ii) If ρ j 1, we write the local error in the form
and we denote by τ 1 j , τ 2 j the same parts of error as in Case 1(ii). Using the estimates given by (3.4), the remainder of the Taylor expansion in the form (3.10) and the expressions (3.7) for the coefficients, we have
From the three preceding estimates, we obtain
To bound τ 2 j , we use (3.13) obtaining
In the last inequality we have taken into account that
Finally, from the last estimates for |τ 1 j | and |τ 2 j |, we deduce that
Let us remark that we have just found estimates for the local error that are not uniform in ε. To obtain an uniform convergence result we shall instead use the barrier function technique (see Kellogg and Tsan [12] ). Thus, let us define
with β a constant to be fixed later. Applying the finite difference operator to the barrier functions, we have the following estimates:
Simple calculations render
For a deeper study of these estimates, we shall distinguish the same cases as in the previous study of the local error.
, we obtain 
In order to combine the estimates obtained for the local truncation error with the estimates for the barrier functions, to prove the uniform convergence of the simple upwind scheme, we will use the following technical result. 
Lemma 3.1. For all β > 0 we have:
Proof. Let us denote by e j = w(x j , ε) − W j the global error in x j . To bound |e j |, we shall distinguish two cases. If ρ j 1, we take
Then, using the estimates (3.12) and (3.15)-(3.17) for the local error, the estimates given in (3.21) and Lemma 3.1, we deduce
and using the discrete maximum principle for the operator (I + ∆tL x,ε,h ) and the condition βm 1, we obtain
If ρ j 1, taking
we deduce again
so, the maximum principle permit us to prove
Note that under the same hypotheses of Theorem 2.4, if we impose N −q C∆t, with 0 < q < 1, we obtain
which is the required result in Section 2.
Numerical results
In this section we show some numerical results obtained in the integration of two problems of type (1.1). In both cases we use a constant time step and special meshes in the spatial variables. We have first considered an example with known exact solution in order to compute exactly the pointwise errors e N,∆t ε
where the superscript N indicates the number of mesh points used in the x-and y-directions, and ∆t the stepsize in time. For each ε the maximum nodal error is given by
and, for each N and ∆t, the ε-uniform maximum nodal error is defined by
Computed values of E ε,N,∆t and E N,∆t for this problem are given in Table 1 for various values of ε, N and ∆t. A second example whose exact solution is not known is also considered. In this case, the pointwise error e N,∆t ε (i, j, n) is estimated by e N,∆t, * ε
denote the numerical solution obtained by the method using a special mesh with N = 256 points in each spatial direction and ∆t = 0.003125. Then, in a similar way as before, we define E * ε,N,∆t and E * N,∆t . Note that the meshes are not uniform, thus we use a bilinear interpolation to obtain u on the coarse mesh.
To obtain a numerical ε-uniform rate of convergence, we proceed in a similar way to the doublemesh principle (see, e.g., Hegarty et al. [8] ), but doubling the number of points in the mesh instead of half the mesh size. Then, the numerical order of convergence is given by 
where u is the solution of (1.1), u N is the numerical approximation to u and C and p > 0 are independent of ε, ∆t and N .
In the numerical examples below, we choose the following decomposition of the function f :
With this special decomposition, the hypothesis
clearly gives
This property is needed for us to prove the asymptotic behavior of exact solution of problem (1.1) and semidiscrete problems (3.1) (see Appendix A).
The mesh refinement strategy that we have used for our numerical experiments, fails to satisfy the hypothesis N −q C∆t at the limit. However, the obtained results show a reduction of the error which gives the convergence of the method. Therefore, this hypothesis seems to be unnecessary for convergence or order given in Theorem 2.4. On the other hand, the influence of q in the estimated order of convergence would not exist if the hypothesis reveals unnecessary. Anyway, the presence of log N makes it difficult to appreciate if there is an actual reduction from N −1 log N to N −1+q log N . This difficulty would appear even if we take the care of making all meshes satisfying the restriction above.
We want also remark that, from both theoretical and numerical points of view, the choice of decomposition k = k 1 + k 2 (k i smooth and positive) only affects to the error constant C of the global error.
The numerical simulations have been performed on a DEC 3000 Model 500/S with OpenVMS. Example 1. Table 2 Numerical order of convergence for Example 1 where f is such that the exact solution is given by
Example 2. 
Appendix A
In this appendix we expose the outlines to obtain the bounds for the solutions and their derivatives of problems (1.1) and (2.2), which are necessary for the uniform convergence analysis carried out in the previous sections.
Starting with problem (1.1) we will denote
, and we will suppose enough smoothness of functions − → v , k, f , u 0 and also enough compatibility conditions (see [13, p. 206; 15, pp. 319-320] ) between initial and boundary data, in such way that for l sufficiently large and a not integer α, the solution of (1.1) satisfies
Among these compatibility conditions we will remark the following one:
This condition is required for the asymptotic study which we carry out on the semidiscrete in time solutions. It was shown in [20, 21] that the solution of problem (1.1) can be decomposed in two addenda u = U + V , where U and V are the regular and singular parts of u, respectively, which are defined as solutions of the following problems. On the one hand, V is the solution of
On the other hand, U is the restriction to D of the solution of
where Ω * is a smooth extension of
is an extension of u 0 to Ω * and g * is a smooth and compatible function. Since we have supposed The function V 1 is the solution of
According to the results of [20, 21] , the following bounds are obtained:
Now we study the behavior, with respect to the singular perturbation parameter ε, of the solutions of (2.2b) and their derivatives. An analogous development can be carried out for (2.2c). In fact, we will have to prove bounds (ε-dependent) for u n+1/2 (x, y) (respectively u n+1 (x, y)), solutions of (2.2b) (respectively (2.2c)), and their x-derivatives (respectively y-derivatives) up to order 3.
As a previous technical requirement, we will assume that
, these assumptions can be immediately proved by the fact that functions V ≡ L x,ε u and W ≡ L x,ε V are the respective solutions of the initial-boundary value parabolic problems ∂V ∂t
A maximum principle for these problems together with suitable smoothness and compatibility conditions for u 0 and f give the desired bounds for V and W . Analogously we can prove the same bounds for L y,ε , L 2 y,ε . For general v 1 (x, y), v 2 (x, y), k 1 (x, y) and k 2 (x, y), condition (A.2) is also true but not so easy to prove. In [21] it is shown that the corner layer V 1 can be expanded in the form V 1 = V 0 + εV 1 + v 1 , where v 1 is the remainder term. Then, for V 1 , V 2 and v 1 it is easy to prove that
. To obtain the same bounds for V 0 and V 1 we use analytical formulae, so we can deduce (A.2).
Note that | u n+1/2 | C by (2.1). In order to obtain bounds for its x-derivatives we will firstly take into account that
is the solution of
where we have |L x,ε u(x, y, t n )| C in Ω from the previous assumptions for the exact solution of the continuous problem. From (2.1), we obtain |δ| C. Now, u n+1/2 can be given as the solution to 4) and proceeding in a similar way as in [12] we prove that where s(x, y) = ∂ u n+1/2 /∂x. By the same reasoning as we followed for (A.5), we can obtain
To do this we simply need to prove that The required compatibility conditions and the decomposition for f given in (4.1), |L 2 x,ε u(x, y, t n )| C, L x,ε u(0, y, t n ) = f (0, y, t n ) = f 1 (0, y, t n ) and L x,ε u(1, y, t n ) = f (1, y, t n ) = f 1 (1, y, t n ). Therefore |δ| C in Ω. Then, in the problem L x,ε δ = δ, δ(0, y) = δ(1, y) = 0, we apply the Kellogg and Tsan technique [12] and it follows readily that
and hence (A.7).
To obtain the corresponding bound for the third derivative we use a similar idea, differentiating (A.5), constructing a problem like (A.8) for L 2 x,ε w and taking into account (4.1) and the compatibility conditions. Finally, the proof of (3.2)-(3.4) is finished in the following way. Let Notice that
Also the boundary conditions for ∂z/∂x are uniformly bounded. Then it follows that
The proof of a bound similar to (A.11) for i = 3 consists of differentiating (A.10) with respect to x, taking the corresponding boundary conditions which satisfy the bounds
and using again the same technique.
The bounds for the y-derivatives of u n+1/2 are obtained by y-differentiating the differential equation in (2.2b), considering the available bounds for the corresponding right hand side terms and also noticing the corresponding boundary conditions are null.
