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Abstract
We prove by using an iteration argument some blow-up results for a semilinear damped wave equation
in generalized Einstein-de Sitter spacetime with a time-dependent coefficient for the damping term and
power nonlinearity. Then, we conjecture an expression for the critical exponent due to the main blow-
up results, which is consistent with many special cases of the considered model and provides a natural
generalization of Strauss exponent. In the critical case, we consider a non-autonomous and parameter
dependent Cauchy problem for a linear ODE of second order, whose explicit solutions are determined by
means of special functions’ theory.
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1 Introduction
In recent years, the wave equation in Einstein – de Sitter spacetime has been considered in [9, 10] in the
linear case and in [11, 12, 27] in the semilinear case. Let us consider the semilinear wave equation with power
nonlinearity in a generalized Einstein – de Sitter spacetime, that is, the equation with singular coefficients
ϕtt − t
−2k∆ϕ+ 2t−1ϕt = |ϕ|
p, (1)
where k ∈ [0, 1) and p > 1. This model is the semilinear wave equation in Einstein – de Sitter spacetime
with power nonlinearity for k = 2/3 and n = 3. It has been proved in [12, 27] that for
1 < p 6 max
{
p0
(
k, n+ 21−k
)
, p1(k, n)
}
a local in time solution to the corresponding Cauchy problem (with initial data prescribed at the initial time
t = 1) blows up in finite time, provided that the initial data fulfill certain integral sign conditions. More
specifically, in [12] the subcritical case for (1) is investigated, while in [27] the critical case and the upper
bound estimates for the lifespan are studied. Here and throughout the paper p0(k, n) is the positive root of
the quadratic equation (
n−1
2 −
k
2(1−k)
)
p2 −
(
n+1
2 +
3k
2(1−k)
)
p− 1 = 0, (2)
when the coefficient for p2 is not positive, we set formally p0(k, n)
.
=∞, while
p1(k, n)
.
= 1 +
2
(1− k)n
. (3)
Note that p1(k, n) is related to the Fujita exponent pFuj(n)
.
= 1 + 2n . Indeed, according to this notation, it
holds p1(k, n) = pFuj
(
(1 − k)n
)
and p1(0, n) = pFuj(n). On the other hand, p0(k, n) is a generalization of
the Strauss exponent for the classical semilinear wave equation, since p0(0, n) = pStr(n), where pStr(n) is the
positive root of the quadratic equation (n− 1)p2 − (n+ 1)p− 2 = 0.
In this paper, we generalize the model (1) with a general multiplicative constant µ for the damping term.
More specifically, we investigate the blow – up dynamic for the Cauchy problem
utt − t
−2k∆u+ µ t−1ut = |u|
p x ∈ Rn, t ∈ (1, T ),
u(1, x) = εu0(x) x ∈ R
n,
ut(1, x) = εu1(x) x ∈ R
n,
(4)
1
where k ∈ [0, 1), p > 1, µ is the nonnegative multiplicative constant in the time – dependent coefficient for
the damping term and ε > 0 describes the size of the initial data. Let us point out that the not damped
case µ = 0 can be treated as well via our approach.
More precisely, we will focus on proving blow-up results whenever the exponent p belongs to the range
1 < p 6 max
{
p0
(
k, n+ µ1−k
)
, p1(k, n)
}
,
clearly, under suitable sign assumptions for u0, u1. According to (2), the shift p0
(
k, n + µ1−k
)
of p0(k, n) is
nothing but the positive root to the quadratic equation(
n−1
2 +
µ−k
2(1−k)
)
p2 −
(
n+1
2 +
µ+3k
2(1−k)
)
p− 1 = 0. (5)
Therefore, the critical exponent p0
(
k, n+ µ1−k
)
for (4) is obtained by the corresponding exponent in the not
damped case via a formal shift in the dimension of magnitude µ1−k .
Let us provide an overview on the methods that we are going to use to prove the main results in this paper.
In the subcritical case 1 < p < max
{
p0
(
k, n + µ1−k
)
, p1(k, n)
}
, we employ a standard iteration argument
based on a multiplier argument (see also [17, 18, 19, 21] for further details on the multiplier argument). This
approach is based on the employment of two time – dependent functionals related to a local solution u to
(4) and generalizes the method from [34] for the semilinear wave equation with scale – invariant damping.
The first functional is the space average of u and its dynamic will be considered for the iterative argument.
On the other hand, we will work with a positive solution of the adjoint linear equation in order to prove
the positivity of the second auxiliary functional. Hence, this second functional will also provide a first lower
bound estimate for the first functional, allowing us to begin with the iteration procedure. In the critical
case we should sharpen our iteration frame by considering a different time – dependent functional, so that
a slicing procedure may be applied. In comparison to what happens in the subcritical case, a more precise
analysis of the adjoint linear equation is necessary in the critical case p = p0
(
k, n + µ1−k
)
. This approach
follows the one developed in [27] which is in turn a generalization of the ideas introduced by Wakasa and
Yordanov in [36, 37] an developed in different frameworks in [29, 30, 21, 3, 4]. Whereas in the other critical
case p = p1(k, n), we can still work with the space average of a local in time solution as functional, although
a slicing procedure has to be applied in order to deal with logarithmic factors in the lower bound estimates.
1.1 Notations
Throughout this paper we use the following notations: φk(t)
.
= t
1−k
1−k denotes a distance function produced
by the speed of propagation ak(t) = t
−k, while the amplitude of the light cone is given by the function
Ak(t)
.
=
∫ t
1
τ−kdτ = φk(t)− φk(1); (6)
the ball in Rn with radius R around the origin is denoted BR; f . g means that there exists a positive
constant C such that f 6 Cg and, similarly, for f & g; Iν and Kν denote the modified Bessel function of
first and second kind of order ν, respectively; finally, as in the introduction, p0(k, n) is the positive solution
to (2) and p1(k, n) is defined by (3).
1.2 Main results
Before stating the main theorems, let us introduce a suitable notion of energy solution to the semilinear
Cauchy problem (4).
Definition 1.1. Let u0 ∈ H
1(Rn) and u1 ∈ L
2(Rn). We say that
u ∈ C
(
[1, T ), H1(Rn)
)
∩ C1
(
[1, T ), L2(Rn)
)
∩ Lploc
(
[1, T )× Rn
)
is an energy solution to (4) on [1, T ) if u fulfills u(1, ·) = εu0 in H
1(Rn) and the integral relation∫
Rn
∂tu(t, x)ψ(t, x) dx − ε
∫
Rn
u1(x)ψ(1, x) dx −
∫ t
1
∫
Rn
∂tu(s, x)ψs(s, x) dxds
+
∫ t
1
∫
Rn
s−2k∇u(s, x) · ∇ψ(s, x) dxds +
∫ t
1
∫
Rn
µs−1∂tu(s, x)ψ(s, x) dxds
=
∫ t
1
∫
Rn
|u(s, x)|pψ(s, x) dxds (7)
for any test function ψ ∈ C∞0 ([1, T )× R
n) and any t ∈ (1, T ).
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We point out that performing a further step of integration by parts in (7), we find the integral relation∫
Rn
∂tu(t, x)ψ(t, x) dx −
∫
Rn
u(t, x)ψs(t, x) dx+
∫
Rn
µ t−1u(t, x)ψ(t, x) dx
− ε
∫
Rn
u1(x)ψ(1, x) dx + ε
∫
Rn
u0(x)ψs(1, x) dx − ε
∫
Rn
µu0(x)ψ(1, x) dx
+
∫ t
1
∫
Rn
u(s, x)
(
ψss(s, x)− s
−2k∆ψ(s, x) − µs−1ψs(s, x) + µs
−2ψ(s, x)
)
dxds
=
∫ t
1
∫
Rn
|u(s, x)|pψ(s, x) dxds (8)
for any ψ ∈ C∞0 ([1, T )× R
n) and any t ∈ (1, T ).
Remark 1. Let us point out that if the Cauchy data have compact support, say suppuj ⊂ BR for j = 0, 1
and for some R > 0, then, for any t ∈ (1, T ) a local solution u to (4) the support condition
suppu(t, ·) ⊂ BR+Ak(t)
is satisfied, where Ak is defined by (6). Consequently, in Definition 1.1 it is possible to consider test functions
which are not compactly supported, i.e., ψ ∈ C∞([1, T )× Rn).
Theorem 1.2 (Subcritical case). Let µ > 0 and let the exponent of the nonlinear term p satisfy
1 < p < max
{
p0
(
k, n+ µ1−k
)
, p1(k, n)
}
.
Let us assume that u0 ∈ H
1(Rn) and u1 ∈ L
2(Rn) are nonnegative, nontrivial and compactly supported
functions with supports contained in BR for some R > 0. Let
u ∈ C
(
[1, T ), H1(Rn)
)
∩ C1
(
[1, T ), L2(Rn)
)
∩ Lploc
(
[1, T )× Rn
)
be an energy solution to (4) according to Definition 1.1 with lifespan T = T (ε) and satisfying the support
condition suppu(t, ·) ⊂ BAk(t)+R for any t ∈ (1, T ).
Then, there exists a positive constant ε0 = ε0(u0, u1, n, p, k, µ,R) such that for any ε ∈ (0, ε0] the energy
solution u blows up in finite time. Moreover, the upper bound estimate for the lifespan
T (ε) 6
{
Cε−
p(p−1)
θ(n,k,µ,p) if p < p0
(
k, n+ µ1−k
)
,
Cε−(
2
p−1−(1−k)n)
−1
if p < p1(k, n),
(9)
holds, where the positive constant C is independent of ε and
θ(n, k, µ, p)
.
= 1− k +
(
(1 − k)n+12 +
µ+3k
2
)
p−
(
(1− k)n−12 +
µ−k
2
)
p2.
In order to properly state the results in the critical case, let us explicit provide the threshold for µ which
yields the transition from a dominant p0
(
k, n+ µ1−k
)
to the case in which p1(k, n) is the highest exponent.
Due to the fact that p0
(
k, n+ µ1−k
)
is the biggest solution of (5), we have that p1(k, n) > p0
(
k, n+ µ1−k
)
if
and only if (
n−1
2 +
µ−k
2(1−k)
)
p1(k, n)
2 −
(
n+1
2 +
µ+3k
2(1−k)
)
p1(k, n)− 1 > 0.
By straightforward computations, it follows that p1(k, n) > p0
(
k, n+ µ1−k
)
for µ > µ0(k, n), where
µ0(k, n)
.
=
(1− k)2n2 + (1 − k)(1 + 2k)n+ 2
n(1− k) + 2
. (10)
Note that for k = 0 the splitting value µ0(k, n) does coincide with the one for the semilinear wave equation
with scale – invariant damping in the flat case from the work [16].
Theorem 1.3 (Critical case: part I). Let 0 6 µ 6 µ0(k, n) such that µ 6 k or µ > 2 − k. We consider
p = p0
(
k, n + µ1−k
)
. Let us assume that u0 ∈ H
1(Rn) and u1 ∈ L
2(Rn) are nonnegative, nontrivial and
compactly supported functions with supports contained in BR for some R > 0. Let
u ∈ C
(
[1, T ), H1(Rn)
)
∩ C1
(
[1, T ), L2(Rn)
)
∩ Lploc
(
[1, T )× Rn
)
3
be an energy solution to (4) according to Definition 1.1 with lifespan T = T (ε) and satisfying the support
condition suppu(t, ·) ⊂ BAk(t)+R for any t ∈ (1, T ).
Then, there exists a positive constant ε0 = ε0(u0, u1, n, p, k, µ,R) such that for any ε ∈ (0, ε0] the energy
solution u blows up in finite time. Moreover, the upper bound estimate for the lifespan
T (ε) 6 exp
(
Cε−p(p−1)
)
holds, where the positive constant C is independent of ε.
Remark 2. It seems that the assumption in Theorem 1.3 for the multiplicative constant µ 6 k or µ > 2− k
is technical, since it is due to the method we are going to apply for the proof.
Theorem 1.4 (Critical case: part II). Let µ > µ0(k, n) and p = p1(k, n). Let us assume that u0 ∈ H
1(Rn)
and u1 ∈ L
2(Rn) are nonnegative, nontrivial and compactly supported functions with supports contained in
BR for some R > 0. Let
u ∈ C
(
[1, T ), H1(Rn)
)
∩ C1
(
[1, T ), L2(Rn)
)
∩ Lploc
(
[1, T )× Rn
)
be an energy solution to (4) according to Definition 1.1 with lifespan T = T (ε) and satisfying the support
condition suppu(t, ·) ⊂ BAk(t)+R for any t ∈ (1, T ).
Then, there exists a positive constant ε0 = ε0(u0, u1, n, p, k, µ,R) such that for any ε ∈ (0, ε0] the energy
solution u blows up in finite time. Moreover, the upper bound estimate for the lifespan
T (ε) 6 exp
(
Cε−(p−1)
)
holds, where the positive constant C is independent of ε.
The remaining part of the paper is organized as follows: the proof of the result in the subcritical case (cf.
Theorem 1.2) is carried out in Section 2; in Section 3 we prove Theorem 1.3 by generalizing the approach
introduced in [36]; finally, we show the proof of Theorem 1.4 in Section 4 via a standard slicing procedure.
2 Subcritical case
In this section we are going to prove Theorem 1.2. Let u be a local in time solution to (4) and let us assume
that the assumptions from the statement of Theorem 1.2 on p and on the data are fulfilled. We will follow
the multiplier approach introduced by [20] and then improved by [34], to derive a suitable iteration frame
for the time – dependent functional
U0(t)
.
=
∫
Rn
u(t, x) dx. (11)
In order to obtain a first lower bound estimate for U0 we will introduce a second time – dependent functional,
following the main ideas of the pioneering paper [38] and adapting them to the case with time – depend
coefficients as in [13, 12, 34, 31].
The section is organized as follows: in Section 2.1 we determine a suitable positive solution to the
adjoint homogeneous linear equation with separate variables, then, we use this function to derive a lower
bound estimate for U0 in Section 2.3; in Sections 2.2 and 2.4 the derivation of the iteration frame and its
application in an iterative argument are dealt with, respectively.
2.1 Solution of the adjoint homogeneous linear equation
In this section, we shall determine a particular positive solution to the adjoint homogeneous linear equation
Ψss − s
−2k∆Ψ− µ s−1Ψs + µ s
−2Ψ = 0. (12)
First of all, we recall the remarkable function
ϕ(x)
.
=
{∫
Sn−1
ex·ωdσω if n > 2,
coshx if n = 1,
(13)
introduced in [38] for the study of the critical semilinear wave equation. The main properties of this function
that will used throughout this paper are the following: ϕ is a positive and smooth function that satisfies
∆ϕ = ϕ and asymptotically behaves like cn|x|
− n−12 e|x| as |x| → ∞.
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If we look for a solution to (12) with separate variables, that is, we consider the ansatzΨ(s, x) = ̺(s)ϕ(x),
then, it suffices to find a positive solution to the ODE
̺′′ − s−2k̺− µs−1̺′ + µs−2̺ = 0. (14)
We perform the change of variable τ = φk(s). By using
̺′ = t−k
d̺
dτ
, ̺′′ = t−2k
d2̺
dτ2
− kt−1−k
d̺
dτ
,
it follows with straightforward computations that ̺ solves (14) if and only if
d2̺
dτ2
−
k + µ
1 − k
1
τ
d̺
dτ
+
(
µ
(1 − k)2
1
τ2
− 1
)
̺ = 0. (15)
To further simplify the previous equation, we carry out the transformation ̺(τ) = τσζ(τ), where σ
.
= 1+µ2(1−k) .
Hence, using
d̺
dτ
(τ) = στσ−1ζ(τ) + τσ
dζ
dτ
(τ),
d2̺
dτ2
= σ(σ − 1)τσ−2ζ(τ) + 2στσ−1
dζ
dτ
(τ) + τσ
d2ζ
dτ2
(τ),
we get that ̺ is a solution to (15) if and only if ζ solves
τ2
d2ζ
dτ2
−
(
2σ −
k + µ
1− k
)
τ
dζ
dτ
+
[
σ
(
σ − 1−
k + µ
1− k
)
+
µ
(1− k)2
− τ2
]
ζ = 0. (16)
Due to the choice of the parameter σ, equation (16) is nothing but a modified Bessel equation of order
γ
.
= µ−12(1−k) , that is, (16) can be rewritten as
τ2
d2ζ
dτ2
− τ
dζ
dτ
− (γ2 + τ2)ζ = 0.
If we pick the modified Bessel function of the second kind Kγ as solution to the previous equation, then, up
to a negligible multiplicative constant, we found
ρ(s)
.
= s
1+µ
2 Kγ
(
φk(s)
)
(17)
as a positive solution to (14) and, in turn,
Ψ(s, x)
.
= ρ(s)ϕ(x) = s
1+µ
2 Kγ
(
φk(s)
)
ϕ(x) (18)
as a positive solution of the adjoint equation (12).
In the next sections, we will need to employ the asymptotic behavior of the function ̺ = ̺(t) for t→∞.
Since Kγ(z) =
√
π/(2z)
(
e−z +O(z−1)
)
as z →∞ (cf. [23]), then, the following asymptotic estimate holds
̺(t) =
√
π
2
t
k+µ
2 e−φk(t)
(
1 +O(t−1+k)
)
for t→∞. (19)
The solution Ψ of the adjoint equation (12) that we determined in this section will be employed in
Section 2.3 to introduce a second time – dependent functional with the purpose to establish a first lower
bound estimate for U0.
2.2 Derivation of the iteration frame
In this section we are going to determine the iteration frame for the functional U0 = U0(t) defined in (11).
Let us choose as test function ψ = ψ(s, x) in the integral relation (7) such that ψ = 1 on the forward cone
{(s, x) ∈ [1, t]× Rn : |x| 6 R+Ak(s)}. Then,∫
Rn
∂tu(t, x) dx − ε
∫
Rn
u1(x) dx +
∫ t
1
∫
Rn
µs−1∂tu(s, x) dxds =
∫ t
1
∫
Rn
|u(s, x)|p dxds
which can be rewritten as
U ′0(t)− U
′
0(1) +
∫ t
1
µs−1U ′0(s) ds =
∫ t
1
∫
Rn
|u(s, x)|p dxds.
5
Differentiating the last identity with respect to t, we get
U ′′0 (t) + µt
−1U ′0(t) =
∫
Rn
|u(t, x)|p dx.
Multiplying the previous equation by tµ, it follows
tµU ′′0 (t) + µt
µ−1U ′0(t) =
d
dt
(
tµU ′0(t)
)
= tµ
∫
Rn
|u(t, x)|p dx.
Integrating twice this relation over [1, t], we find
U0(t) = U0(1) + U
′
0(1)
∫ t
1
τ−µ dτ +
∫ t
1
τ−µ
∫ τ
1
sµ
∫
Rn
|u(s, x)|p dxds dτ. (20)
On the one hand , from (20) we derive the lower bound estimate
U0(t) & ε, (21)
where the unexpressed positive multiplicative constant depends on u0, u1 due to the nonnegativeness of u0, u1
and U (j)(1) = ε
∫
Rn
uj(x)dx for j ∈ {0, 1}. On the other hand, we obtain the estimate
U0(t) >
∫ t
1
τ−µ
∫ τ
1
sµ
∫
Rn
|u(s, x)|p dxds dτ (22)
&
∫ t
1
τ−µ
∫ τ
1
sµ(R+Ak(s))
−n(p−1)(U0(s))
p ds dτ,
where in the second step we applied Jensen’s inequality and the support property for u(s, ·). Therefore, we
proved the following iteration frame for U0
U0(t) > C
∫ t
1
τ−µ
∫ τ
1
sµ−(1−k)n(p−1)(U0(s))
p ds dτ (23)
for a suitable positive constant C = C(n, p, k) and for t > 1. In Section 2.2 we will employ (23) to
derive iteratively a sequence of lower bound estimates for U0. However, we shall first derive in Section 2.3
another lower bound estimate for U0 that will provide, together with (21), the starting point for the iteration
procedure.
2.3 First lower bound estimate for the functional
Let Ψ = Ψ(t, x) be the function defined by (18). Since this function is smooth and positive, by applying the
integral relation (8) to Ψ and using the fact that Ψ solves the adjoint equation (12), we get
0 6
∫ t
1
∫
Rn
|u(s, x)|pΨ(s, x) dxds
=
∫
Rn
∂tu(t, x)Ψ(t, x) dx −
∫
Rn
u(t, x)Ψs(t, x) dx +
∫
Rn
µ t−1u(t, x)Ψ(t, x) dx
− ε
∫
Rn
(̺(1)u1(x) + (µ̺(1)− ̺
′(1))u0(x))ϕ(x) dx.
If we introduce the auxiliary functional
U1(t)
.
=
∫
Rn
u(t, x)Ψ(t, x) dx, (24)
then, from the last estimate we have
U ′1(t)−
2̺′(t)
̺(t)
U1(t) + µ t
−1U1(t) > ε
∫
Rn
(
̺(1)u1(x) + (µ̺(1)− ̺
′(1))u0(x)
)
ϕ(x) dx, (25)
where we applied the relation
U ′1(t) =
∫
Rn
∂tu(t, x)Ψ(t, x) dx +
∫
Rn
u(t, x)ψs(t, x) dx =
∫
Rn
∂tu(t, x)Ψ(t, x) dx +
̺′(t)
̺(t)
U1(t).
6
Let compute more explicitly the term on the right – hand side of (25) and show its positiveness. By using
the recursive identity
K′γ(z) = −Kγ+1(z) +
γ
z
Kγ(z)
for the derivative of the modified Bessel function of the second kind and γ = µ−12(1−k) , it follows
̺′(t) = 1+µ2 t
µ−1
2 Kγ
(
φk(t)
)
+ t
1+µ
2 −kK′γ
(
φk(t)
)
= 1+µ2 t
µ−1
2 Kγ
(
φk(t)
)
+ t
1+µ
2 −k
(
−Kγ+1
(
φk(t)
)
+ µ−12 t
−1+kKγ
(
φk(t)
))
= µ t
µ−1
2 Kγ
(
φk(t)
)
− t
1+µ
2 −kKγ+1
(
φk(t)
)
.
In particular, the following relations hold
µ̺(1)− ̺′(1) = Kγ+1
(
φk(1)
)
> 0, ̺(1) = Kγ
(
φk(1)
)
> 0,
so that we may rewrite (25) as
U ′1(t)−
2̺′(t)
̺(t)
U1(t) + µ t
−1U1(t) > ε
∫
Rn
(
Kγ
(
φk(1)
)
u1(x) + Kγ+1
(
φk(1)
)
u0(x)
)
ϕ(x) dx︸ ︷︷ ︸
.
=Ik,µ[u0,u1]
. (26)
Multiplying (26) by tµ/̺2(t), we have
d
dt
(
tµ
̺2(t)
U1(t)
)
=
tµ
̺2(t)
U ′1(t)−
2̺′(t)
̺3(t)
tµU1(t) + µ t
µ−1 1
̺2(t)
U1(t) > εIk,µ[u0, u1]
tµ
̺2(t)
.
Integrating the previous inequality over [1, t] and using the sign assumption on u0, we get
U1(t) >
̺2(t)t−µ
̺2(1)
U1(1) + εIk,µ[u0, u1]
̺2(t)
tµ
∫ t
1
sµ
̺2(s)
ds
> εIk,µ[u0, u1]
̺2(t)
tµ
∫ t
1
sµ
̺2(s)
ds.
Thanks to (19), there exists T0 = T0(k, µ) > 1 such that
U1(t) & εIk,µ[u0, u1] t
ke−2φk(t)
∫ t
T0
s−ke2φk(s) ds
for t > T0. Consequently, for for t > 2T0, shrinking the domain of integration in the last inequality, we have
U1(t) & εIk,µ[u0, u1] t
ke−2φk(t)
∫ t
t/2
s−ke2φk(s) ds = 2−1εIk,µ[u0, u1] t
ke−2φk(t)
(
e2φk(t) − e2φk(
t
2 )
)
= 2−1εIk,µ[u0, u1] t
k
(
1− e2φk(
t
2 )−2φk(t)
)
= 2−1εIk,µ[u0, u1] t
k
(
1− e−
2
1−k (1−2
k−1)t1−k
)
> 2−1εIk,µ[u0, u1] t
k
(
1− e−
2
1−k (2
1−k−1)T 1−k0
)
& εtk. (27)
By repeating exactly the same computations as in [28, Section 3] (which are completely independent of
the amplitude function Ak), we obtain∫
BR+Ak(t)
(Ψ(t, x))p
′
dx = (̺(t))p
′
∫
BR+Ak(t)
(ϕ(x))p
′
dx . (̺(t))p
′
ep
′(R+Ak(t))(R +Ak(t))
n−1−n−12 p
′
.
Therefore, by using (19), for t > T0 we get∫
BR+Ak(t)
(Ψ(t, x))p
′
dx . ep
′(R−φk(1))t
k+µ
2 p
′
(R+Ak(t))
n−1− n−12 p
′
. t(1−k)(n−1)+[
k+µ
2 −(1−k)
n−1
2 ]p
′
. (28)
Then, combining Hölder’s inequality, (27) and (28), it follows∫
Rn
|u(t, x)|pdx > (U1(t))
p
(∫
BR+Ak(t)
(Ψ(t, x))p
′
dx
)−(p−1)
& εptkp−(1−k)(n−1)(p−1)+[(1−k)
n−1
2 −
k+µ
2 ]p
& εpt(1−k)(n−1)+
k
2 p−((1−k)
n−1
2 +
µ
2 )p (29)
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for t > T1
.
= 2T0. Finally, plugging (29) in (20), for t > T1 it holds
U0(t) >
∫ t
T1
τ−µ
∫ τ
T1
sµ
∫
Rn
|u(s, x)|p dxds dτ & εp
∫ t
T1
τ−µ
∫ τ
T1
sµ+(1−k)(n−1)+
k
2 p−((1−k)
n−1
2 +
µ
2 )p ds dτ
& εpt−((1−k)
n−1
2 +
µ
2 )p−µ
∫ t
T1
∫ τ
T1
(s− T1)
µ+(1−k)(n−1)+ k2 p ds dτ
& εpt−((1−k)
n−1
2 +
µ
2 )p−µ(t− T1)
µ+(1−k)(n−1)+ k2 p+2.
Summarizing we proved the lower bound estimate for the functional U0
U0(t) > Kε
pt−a0(t− T1)
b0 (30)
for t > T1, where K = K(n, k, µ, p, R, u0, u1) is a suitable positive constant and
a0
.
=
(
(1− k)n−12 +
µ
2
)
p+ µ, b0
.
= µ+ (1− k)(n− 1) + k2p+ 2. (31)
2.4 Iteration argument
In this section we will use the iteration frame (23) to prove that U0 blows up in finite time under the
assumptions of Theorem 1.2. More precisely, we are going to prove the sequence of lower bound estimates
U0(t) > Djt
−aj (t− T1)
bj (32)
for t > T1, where {Dj}j∈N, {aj}j∈N and {bj}j∈N are sequences of nonnegative real numbers that will be
determined iteratively during the proof.
Clearly, for j = 0 the estimate in (32) is nothing but (30) with D0 = Kε
p and a0, b0 defined by (31). In
order to prove (32) via an inductive argument, it remains just to prove the inductive step. Let us assume
the validity of (32) for j. We prove now its validity for j + 1 too.
Plugging (32) into (23), for t > T1 we get
U0(t) > C
∫ t
T1
τ−µ
∫ τ
T1
sµ−(1−k)n(p−1)(U0(s))
p ds dτ
> CDpj
∫ t
T1
τ−µ
∫ τ
T1
sµ−(1−k)n(p−1)−ajp(s− T1)
bjp ds dτ
> CDpj t
−(1−k)n(p−1)−µ−ajp
∫ t
T1
∫ τ
T1
(s− T1)
µ+bjp ds dτ
=
CDpj
(1 + µ+ bjp)(2 + µ+ bjp)
t−(1−k)n(p−1)−µ−ajp(t− T1)
2+µ+bjp,
which is exactly (32) for j + 1 provided that
Dj+1
.
=
CDpj
(1 + µ+ bjp)(2 + µ+ bjp)
, (33)
aj+1
.
= (1− k)n(p− 1) + µ︸ ︷︷ ︸
.
=α
+paj, bj+1
.
= 2 + µ︸ ︷︷ ︸
.
=β
+pbj. (34)
Employing recursively (34), we may express explicitly aj and bj as follows
aj = α+ paj−1 = · · · = α
j−1∑
k=0
pk + a0p
j =
(
α
p−1 + a0
)
pj − αp−1 , (35)
bj = β + pbj−1 = · · · = β
j−1∑
k=0
pk + b0p
j =
(
β
p−1 + b0
)
pj − βp−1 . (36)
Combining (34) and (36), we find
bj = 2 + µ+ pbj−1 <
(
β
p−1 + b0
)
pj,
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that implies, in turn,
Dj >
CDpj−1
(2 + µ+ pbj−1)2
=
CDpj−1
b2j
>
C(
β
p−1 + b0
)2
︸ ︷︷ ︸
.
=C˜
Dpj−1p
−2j = C˜Dpj−1p
−2j .
Applying the logarithmic function to both sides of the last inequality and using the resulting inequality
iteratively, we get
logDj > p logDj−1 − 2j log p+ log C˜
> p2 logDj−2 − 2(j + (j − 1)p) log p+ (1 + p) log C˜
> · · · > pj logD0 − 2 log p
j−1∑
k=0
(j − k)pk + log C˜
j−1∑
k=0
pk.
Using the formulas
j−1∑
k=0
(j − k)pk =
1
p− 1
(
pj+1 − p
p− 1
− j
)
and
j−1∑
k=0
pk =
pj − 1
p− 1
, (37)
that can be shown via an inductive argument, we obtain
logDj > p
j logD0 −
2 log p
p− 1
(
pj+1 − p
p− 1
− j
)
+ (pj − 1)
log C˜
p− 1
= pj
(
logD0 −
2p log p
(p− 1)2
+
log C˜
p− 1
)
+
2j log p
p− 1
+
2p log p
(p− 1)2
−
log C˜
p− 1
.
Let us denote by j0 = j0(n, p, k, µ) ∈ N the smallest integer greater than
log C˜
2 log p −
p
p−1 . Then, for any j > j0
we have
logDj > p
j
(
logD0 −
2p log p
(p− 1)2
+
log C˜
p− 1
)
= pj log
(
Kp−(2p)/(p−1)
2
C˜1/(p−1)εp
)
= pj log (E0ε
p) , (38)
where E0
.
= Kp−(2p)/(p−1)
2
C˜1/(p−1). Combining (32), (35), (36) and (38), for j > j0 and t > T1 it holds
U0(t) > exp
(
pj log (E0ε
p)
)
t−aj (t− T1)
bj
= exp
(
pj
(
log (E0ε
p)−
(
α
p−1 + a0
)
log t+
(
β
p−1 + b0
)
log(t− T1)
))
tα/(p−1)(t− T1)
−β/(p−1).
For t > 2T1, we have log(t− T1) > log(t/2), so for j > j0
U0(t) > exp
(
pj
(
log (E0ε
p) +
(
β−α
p−1 + b0 − a0
)
log t−
(
β
p−1 + b0
)
log 2
))
tα/(p−1)(t− T1)
−β/(p−1)
= exp
(
pj
(
log
(
2−b0−β/(p−1)E0ε
pt
θ(n,k,µ,p)
p−1
)))
tα/(p−1)(t− T1)
−β/(p−1), (39)
where for the exponent of t in the last equality we used
β−α
p−1 + b0 − a0 =
2
p−1 − (1− k)n+ (1− k)(n− 1) +
k
2p+ 2−
(
(1− k)n−12 +
µ
2
)
p
= 2pp−1 − (1− k)−
(
(1− k)n−12 +
µ−k
2
)
p
= 1p−1
{
1− k +
(
(1− k)n+12 +
µ+3k
2
)
p−
(
(1− k)n−12 +
µ−k
2
)
p2
}
= θ(n,k,µ,p)p−1 . (40)
Note that θ(n, k, µ, p) is a positive quantity for p < p0
(
k, n + µ1−k
)
. Let us fix ε0 > 0 sufficiently small so
that
ε
− p(p−1)
θ(n,k,µ,p)
0 > 2
1−(b0(p−1)+β)/θ(n,k,µ,p)T1.
Then, for any ε ∈ (0, ε0] and for t > 2
(b0(p−1)+β)/θ(n,k,µ,p)ε−
p(p−1)
θ(n,k,µ,p) it results
t > 2T1 and 2
−b0−β/(p−1)E0ε
pt
θ(n,k,µ,p)
p−1 > 1,
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also, letting j → ∞ in (39) it turns out that U0(t) blows up. Consequently, we proved the blowing – up of
U0 in finite time for any ε ∈ (0, ε0] whenever p < p0
(
k, n+ µ1−k
)
and, moreover, as byproduct we found the
upper bound estimate for the lifespan T (ε) . ε−
p(p−1)
θ(n,k,µ,p) as well.
So far we applied only the lower bound estimate in (30) for U0. Nevertheless, we also proved another
lower bound estimate for U0, namely, (21). Using (21) instead of (30), the initial values for the parameters
in (32) are a0 = b0 = 0 and D0 ≈ ε. Repeating the computations analogously as in the previous case and
using
logDj > p
j log (E1ε)
for j > j1, where j1 is a suitable nonnegative integer and E1 is a suitable positive constant, in place of (38)
and
β−α
p−1 + b0 − a0 =
2
p−1 − (1− k)n
instead of (40), we obtain immediately the blow – up of U0 in finite time for p < p1(k, n) and the corre-
sponding upper bound estimate for the lifespan in (9).
3 Critical case: part I
In order to study the critical case p = p0
(
k, n + µ1−k
)
, we will follow an approach which is based on the
technique introduced in [36] and subsequently applied to different frameworks in [37, 29, 30, 21, 3, 4, 27].
From (39) it is clear that we can no longer employ U0 as functional to study the blow – up dynamic.
Therefore, we need to sharpen the choice of the functional. More precisely, we are going to consider a weighted
space average of a local in time solution to (4). Hence, the blow – up result will be proved by applying the
so – called slicing procedure in an iteration argument to show a sequence of lower bound estimates for the
above mentioned functional. Throughout this section we work under the assumptions of Theorem 1.3.
The section is organized as follows: in Section 3.1 we determine a pair of auxiliary functions which have
a fundamental role in the definition of the time – dependent functional and in the determination of the
iteration frame, while in Section 3.2 we establish some fundamental properties for these functions; finally,
in Section 3.3 we determine the iteration frame for the weighted space average whose dynamic provides the
blow – up result.
3.1 Auxiliary functions
In this section, we introduce two auxiliary functions (see ξq and ηq below). These auxiliary functions represent
a generalization of the solution to the classical free wave equation given in [39] and are defined by using the
remarkable function ϕ introduced in [38], that we have already used in the section for the subcritical case
(the definition of this function is given in (13)).
According to our purpose of introducing the auxiliary functions, we begin by determining the solutions
yj = yj(t, s;λ, k, µ), j ∈ {0, 1} of the non – autonomous, parameter – dependent, ordinary Cauchy problems
∂2t yj(t, s;λ, k, µ)− λ
2t−2kyj(t, s;λ, k, µ) + µ t
−1yj(t, s;λ, k, µ) = 0, t > s,
yj(s, s;λ, k, µ) = δ0j ,
∂tyj(s, s;λ, k, µ) = δ1j ,
(41)
where δij denotes the Kronecker delta, s > 1 is the initial time and λ > 0 is a real parameter. To find a
system of independent solutions to
d2y
dt2
− λ2t−2ky + µ t−1
dy
dt
= 0 (42)
we start by performing the change of variable τ = τ(t;λ, k)
.
= λφk(t). By the straightforward relations
dy
dt
= λt−k
dy
dτ
,
d2y
dt2
= λ2t−2k
d2y
dτ2
− λkt−k−1
dy
dτ
,
it follows that y solves (42) if and only if
τ
d2y
dτ2
+
µ− k
1− k
dy
dτ
− τy = 0. (43)
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Carrying out the transformation y(τ) = τνw(τ) with ν = ν(k, µ)
.
= 1−µ2(1−k) , it turns out that y solves (43) if
and only if w solves the modified Bessel equation of order ν
τ2
d2w
dτ2
+ τ
dw
dτ
−
(
ν2 + τ2
)
w = 0. (44)
Employing the modified Bessel function of first and second kind of order ν, denoted, respectively, by Iν(τ)
and Kν(τ), as independent solutions to (44), then, we obtain
V0(t;λ, k, µ)
.
= τνIν(τ) = (λφk(t))
νIν(λφk(t)),
V1(t;λ, k, µ)
.
= τνKν(τ) = (λφk(t))
νKν(λφk(t))
as basis for the space of solutions to (42).
Proposition 3.1. The functions
y0(t, s;λ, k, µ)
.
= λφk(s) s
µ−1
2 t
1−µ
2
[
Iν−1(λφk(s))Kν(λφk(t)) + Kν−1(λφk(s)) Iν(λφk(t))
]
, (45)
y1(t, s;λ, k, µ)
.
= (1− k)−1s
1+µ
2 t
1−µ
2
[
Kν(λφk(s)) Iν(λφk(t))− Iν(λφk(s))Kν(λφk(t))
]
, (46)
solve the Cauchy problems (41) for j = 0 and j = 1, respectively, where ν = 1−µ2(1−k) and Iν ,Kν denote the
modified Bessel function of order ν of the first and second kind, respectively.
Proof. Since we proved that V0, V1 form a system of independent solutions to (42), we may express the
solutions to (41) as linear combinations of V0, V1 in the following way
yj(t, s;λ, k, µ) = aj(s;λ, k, µ)V0(t;λ, k, µ) + bj(s;λ, k, µ)V1(t;λ, k, µ) (47)
for suitable coefficients aj(s;λ, k, µ), bj(s;λ, k, µ), with j ∈ {0, 1}.
We can describe the initial conditions ∂ityj(s, s;λ, k) = δij through the system(
V0(s;λ, k, µ) V1(s;λ, k, µ)
∂tV0(s;λ, k, µ) ∂tV1(s;λ, k, µ)
)(
a0(s;λ, k, µ) a1(s;λ, k, µ)
b0(s;λ, k, µ) b1(s;λ, k, µ)
)
= I,
where I denotes the identity matrix. Also, to determine the coefficients in (47), we calculate the inverse
matrix(
V0(s;λ, k, µ) V1(s;λ, k, µ)
∂tV0(s;λ, k, µ) ∂tV1(s;λ, k, µ)
)−1
= (W(V0, V1)(s;λ, k, µ))
−1
(
∂tV1(s;λ, k, µ) −V1(s;λ, k, µ)
−∂tV0(s;λ, k, µ) V0(s;λ, k, µ)
)
,
(48)
where W(V0, V1) denotes the Wronskian of V0, V1. Next, we compute explicitly the function W(V0, V1).
Thanks to
∂tV0(t;λ, k, µ) = ν(λφk(t))
ν−1λφ′k(t) Iν(λφk(t)) + (λφk(t))
ν I′ν(λφk(t))λφ
′
k(t),
∂tV1(t;λ, k, µ) = ν(λφk(t))
ν−1λφ′k(t)Kν(λφk(t)) + (λφk(t))
ν K′ν(λφk(t))λφ
′
k(t),
recalling φ′k(t) = t
−k and 2ν − 1 = k−µ1−k , we can express W(V0, V1) as follows:
W(V0, V1)(t;λ, k, µ) = (λφk(t))
2ν(λφ′k(t))
{
K′ν(λφk(t)) Iν(λφk(t))− I
′
ν(λφk(t))Kν(λφk(t))
}
= (λφk(t))
2ν(λφ′k(t))W(Iν ,Kν)(λφk(t)) = −(λφk(t))
2ν−1(λφ′k(t))
= −λ2ν(φk(t))
2ν−1φ′k(t) = −c
−1
k,µλ
2νt−µ,
where ck,µ
.
= (1− k)
k−µ
1−k and in the third equality we used the value of the Wronskian of Iν ,Kν
W(Iν ,Kν)(z) = Iν(z)
∂Kν
∂z
(z)− Kν(z)
∂ Iν
∂z
(z) = −
1
z
.
Plugging the previously determined representation of W(V0, V1) in (48), we have(
a0(s;λ, k, µ) a1(s;λ, k, µ)
b0(s;λ, k, µ) b1(s;λ, k, µ)
)
= ck,µλ
−2νsµ
(
−∂tV1(s;λ, k, µ) V1(s;λ, k, µ)
∂tV0(s;λ, k, µ) −V0(s;λ, k, µ)
)
.
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Let us begin by showing (45). Using the above representation of a0(s;λ, kµ), b0(s;λ, k, µ) in (47), we find
y0(t, s;λ, k, µ) = ck,µλ
−2νsµ
{
∂tV0(s;λ, k, µ)V1(t;λ, k, µ)− ∂tV1(s;λ, k, µ)V0(t;λ, k, µ)
}
= ck,µ ν s
µφ′k(s)(φk(s))
ν−1(φk(t))
ν
{
Iν(λφk(s))Kν(λφk(t))−Kν(λφk(s)) Iν(λφk(t))
}
+ ck,µ λ s
µφ′k(s)(φk(s))
ν(φk(t))
ν
{
I′ν(λφk(s))Kν(λφk(t)) −K
′
ν(λφk(s)) Iν(λφk(t))
}
.
Using the following recursive relations for the derivatives of the modified Bessel functions
∂ Iν
∂z
(z) = −
ν
z
Iν(z) + Iν−1(z),
∂Kν
∂z
(z) = −
ν
z
Kν(z)−Kν−1(z),
there is a cancellation in the last relation, so, we arrive at
y0(t, s;λ, k, µ) = ck,µ λ s
µφ′k(s)(φk(s)φk(t))
ν
{
Iν−1(λφk(s))Kν(λφk(t)) + Kν−1(λφk(s)) Iν(λφk(t))
}
. (49)
Thanks to
ck,µ s
µφ′k(s)(φk(s)φk(t))
ν = (1− k)−1sµ−k(st)
1−µ
2 = φk(s)s
µ−1
2 t
1−µ
2 ,
from (49) it follows immediately (45). Let us show now the representation for y1. Plugging the above
determined expressions for a1(s;λ, k, µ), b1(s;λ, k, µ) in (47), we get
y1(t, s;λ, k, µ) = ck,µλ
−2νsµ
{
V1(s;λ, k, µ)V0(t;λ, k, µ)− V0(s;λ, k, µ)V1(t;λ, k, µ)
}
= ck,µλ
−2νsµ(λφk(s))
ν(λφk(t))
ν
{
Kν(λφk(s)) Iν(λφk(t))− Iν(λφk(s))Kν(λφk(t))
}
= ck,µs
µ(φk(s)φk(t))
ν
{
Kν(λφk(s)) Iν(λφk(t)) − Iν(λφk(s))Kν(λφk(t))
}
. (50)
Hence, due to ck,µs
µ(φk(s)φk(t))
ν = (1−k)−1s
1+µ
2 t
1−µ
2 , from (50) it results (46). The proof is complete.
Lemma 3.2. Let y0, y1 be the functions defined in (45) and (46), respectively. Then, the following identities
are satisfied for any t > s > 1
∂y1
∂s
(t, s;λ, k, µ) = −y0(t, s;λ, k, µ) + µs
−1y1(t, s;λ, k, µ), (51)
∂2y1
∂s2
(t, s;λ, k, µ)− λ2s−2ky1(t, s;λ, k, µ)− µs
−1 ∂y1
∂s
(t, s;λ, k, µ) + µs−2y1(t, s;λ, k, µ) = 0. (52)
Remark 3. As the operator ∂2s − λ
2s−2k − µs−1∂s + µs
−2 is the formal adjoint of ∂2t − λ
2t−2k + µt−1∂t, in
particular, (51) and (52) tell us that y1 solves also the adjoint problem to (42) with final conditions (0,−1).
Proof. Let us introduce the pair of independent solutions to (42)
z0(t;λ, k, µ)
.
= y0(t, 1;λ, k, µ),
z1(t;λ, k, µ)
.
= y1(t, 1;λ, k, µ).
Since the Wronskian W(z0, z1)(t;λ, k, µ) solves the differential equation W
′(z0, z1) = −µt
−1W(z0, z1) with
initial condition W(z0, z1)(1;λ, k, µ) = 1, then, W(z0, z1)(t;λ, k, µ) = t
−µ. Therefore, repeating similar
computations as in the proof of Proposition 3.1, we may show the representations
y0(t, s;λ, k, µ) = s
µ {z′1(s;λ, k, µ)z0(t;λ, k, µ)− z
′
0(s;λ, k, µ)z1(t;λ, k, µ)} ,
y1(t, s;λ, k, µ) = s
µ {z0(s;λ, k, µ)z1(t;λ, k, µ)− z1(s;λ, k, µ)z0(t;λ, k, µ)} .
Let us prove (51). Differentiating the second one of the previous representations with respect to s, we find
∂y1
∂s
(t, s;λ, k) = µsµ−1 {z0(s;λ, k, µ)z1(t;λ, k, µ)− z1(s;λ, k, µ)z0(t;λ, k, µ)}
+ sµ {z′0(s;λ, k, µ)z1(t;λ, k, µ)− z
′
1(s;λ, k, µ)z0(t;λ, k, µ)}
= µs−1y1(t, s;λ, k, µ)− y0(t, s;λ, k, µ).
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On the other hand, due to the fact that z0, z1 satisfy (42), then,
∂2y1
∂s2
(t, s;λ, k) = sµ {z′′0 (s;λ, k, µ)z1(t;λ, k, µ)− z
′′
1 (s;λ, k, µ)z0(t;λ, k, µ)}
+ 2µsµ−1 {z′0(s;λ, k, µ)z1(t;λ, k, µ)− z
′
1(s;λ, k, µ)z0(t;λ, k, µ)}
+ µ(µ− 1)sµ−2 {z0(s;λ, k, µ)z1(t;λ, k, µ)− z1(s;λ, k, µ)z0(t;λ, k, µ)}
= sµ
{ [
λ2s−2kz0(s;λ, k, µ)− µs
−1z′0(s;λ, k, µ)
]
z1(t;λ, k, µ)
−
[
λ2s−2kz1(s;λ, k, µ)− µs
−1z′1(s;λ, k, µ)
]
z0(t;λ, k, µ)
}
+ 2µsµ−1 {z′0(s;λ, k, µ)z1(t;λ, k, µ)− z
′
1(s;λ, k, µ)z0(t;λ, k, µ)}
+ µ(µ− 1)sµ−2 {z0(s;λ, k, µ)z1(t;λ, k, µ)− z1(s;λ, k, µ)z0(t;λ, k, µ)}
= λ2s−2ksµ
{
z0(s;λ, k, µ)z1(t;λ, k, µ)− z1(s;λ, k, µ)z0(t;λ, k, µ)
}
+ µsµ−1 {z′0(s;λ, k, µ)z1(t;λ, k, µ)− z
′
1(s;λ, k, µ)z0(t;λ, k, µ)}
+ µ(µ− 1)sµ−2 {z0(s;λ, k, µ)z1(t;λ, k, µ)− z1(s;λ, k, µ)z0(t;λ, k, µ)}
= λ2s−2ky1(t, s;λ, k, µ)− µs
−1y0(t, s;λ, k, µ) + µ(µ− 1)s
−2y1(t, s;λ, k, µ).
Applying (51), from the last chain of equalities we get
∂2y1
∂s2
(t, s;λ, k) = λ2s−2ky1(t, s;λ, k, µ) + µs
−1
(
∂y1
∂s
(t, s;λ, k)− µs−1y1(t, s;λ, k, µ)
)
+ µ(µ− 1)s−2y1(t, s;λ, k, µ)
= λ2s−2ky1(t, s;λ, k, µ) + µs
−1 ∂y1
∂s
(t, s;λ, k)− µs−2y1(t, s;λ, k, µ).
Thus, we proved (52) too. This completes the proof.
Proposition 3.3. Let u0 ∈ H
1(Rn) and u1 ∈ L
2(Rn) be functions such that suppuj ⊂ BR for j = 0, 1
and for some R > 0 and let λ > 0 be a parameter. Let u be a local in time energy solution to (4) on [1, T )
according to Definition 1.1. Then, the following integral identity is satisfied for any t ∈ [1, T )∫
Rn
u(t, x)ϕλ(x) dx = ε y0(t, 1;λ, k)
∫
Rn
u0(x)ϕλ(x) dx + ε y1(t, 1;λ, k)
∫
Rn
u1(x)ϕλ(x) dx
+
∫ t
1
y1(t, s;λ, k)
∫
Rn
|u(s, x)|pϕλ(x) dxds, (53)
where ϕλ(x)
.
= ϕ(λx) and ϕ is defined by (13).
Proof. Assuming u0, u1 compactly supported, we can consider a test function ψ ∈ C
∞([1, T ) × Rn) in
Definition 1.1 according to Remark 1. Hence, we take ψ(s, x) = y1(t, s;λ, k, µ)ϕλ(x) (here t, λ can be treated
as fixed parameters). Consequently, ψ satisfies
ψ(t, x) = y1(t, t;λ, k, µ)ϕλ(x) = 0, ψ(1, x) = y1(t, 1;λ, k, µ)ϕλ(x),
ψs(t, x) = ∂sy1(t, t;λ, k, µ)ϕλ(x) =
(
µt−1y1(t, t;λ, k, µ)− y0(t, t;λ, k, µ)
)
ϕλ(x) = −ϕλ(x),
ψs(1, x) = ∂sy1(t, 1;λ, k, µ)ϕλ(x) = (µy1(t, 1;λ, k, µ)− y0(t, 1;λ, k, µ))ϕλ(x),
and
ψss(s, x)− s
−2k∆ψ(s, x)− µ∂s(s
−1ψ(s, x)) =
(
∂2s − λ
2s−2k − µs−1∂s + µs
−2
)
y1(t, s;λ, k, µ)ϕλ(x) = 0,
where we used (51), (52) and the property ∆ϕλ = λ
2ϕλ. Then, employing the above defined ψ in (8), we
find immediately (53). This completes the proof.
Proposition 3.4. Let y0, y1 be the functions defined in (45) and (46), respectively. Then, the following
estimates are satisfied for any t > s > 1
y0(t, s;λ, k, µ) > s
µ−k
2 t
k−µ
2 cosh
(
λ(φk(t)− φk(s))
)
if µ ∈ [2− k,∞), (54)
y1(t, s;λ, k, µ) > s
µ+k
2 t
k−µ
2
sinh
(
λ(φk(t)− φk(s))
)
λ
if µ ∈ [0, k] ∪ [2− k,∞). (55)
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Proof. The proof of the inequalities (54) and (55) is based on the following minimum type principle:
let w = w(t, s;λ, k, µ) be a solution of the Cauchy problem{
∂2tw − λ
2t−2kw + µ t−1∂tw = h, for t > s > 1,
w(s) = w0, ∂tw(s) = w1,
(56)
where h = h(t, s;λ, k, µ) is a continuous function; if h > 0 and w0 = w1 = 0 (i.e. w is a supersolution of
the homogeneous problem with trivial initial conditions), then, w(t, s;λ, k, µ) > 0 for any t > s.
In order to prove this minimum principle, we apply the continuous dependence on initial conditions (note
that for t > 1 the functions t−2k and µt−1 are smooth). Indeed, if we denote by wǫ the solution to (56) with
w0 = ǫ > 0 and w1 = 0, then, wǫ solves the integral equation
wǫ(t, s;λ, k, µ) = ǫ+
∫ t
s
τ−µ
∫ τ
s
σµ
(
λ2σ−2kwǫ(σ, s;λ, k, µ) + h(σ, s;λ, k, µ)
)
dσ dτ.
By contradiction, one can prove easily that wǫ(t, s;λ, k, µ) > 0 for any t > s. Hence, by the continuous
dependence on initial data, letting ǫ→ 0, we find that w(t, s;λ, k, µ) > 0 for any t > s.
Let us prove the validity of (55). Denoting by w1 = w1(t, s;λ, k, µ) the function on the right – hand side
of (55), we find immediately w1(s, s;λ, k, µ) = 0 and ∂tw1(s, s;λ, k, µ) = 1. Moreover,
∂2tw1(t, s;λ, k, µ) = λ
−1s
k+µ
2 t
k−µ
2
[
k−µ
2
(
k−µ
2 − 1
)
t−2 sinh
(
λ(φk(t)− φk(s))
)
+ (k − µ) t−1 cosh
(
λ(φk(t)− φk(s))
)
λφ′k(t)
+ sinh
(
λ(φk(t)− φk(s))
)
(λφ′k(t))
2 + cosh
(
λ(φk(t)− φk(s))
)
λφ′′k(t)
]
=
[
k−µ
2
(
k−µ
2 − 1
)
t−2 + λ2t−2k
]
w1(t, s;λ, k, µ)− µs
k+µ
2 t−1−
k+µ
2 cosh
(
λ(φk(t)− φk(s))
)
and
∂tw1(t, s;λ, k, µ) = λ
−1s
k+µ
2 t
k−µ
2
[
k−µ
2 t
−1 sinh
(
λ(φk(t)− φk(s))
)
+ λt−k cosh
(
λ(φk(t)− φk(s))
)]
= k−µ2 t
−1w1(t, s;λ, k, µ) + s
k+µ
2 t−
k+µ
2 cosh
(
λ(φk(t)− φk(s))
)
imply that
∂2tw1(t, s;λ, k, µ)− λ
2t−2kw1(t, s;λ, k, µ) + µ t
−1∂tw1(t, s;λ, k, µ) =
k−µ
2
(
k+µ
2 − 1
)
w1(t, s;λ, k, µ) 6 0,
where in the last step we employ the assumption µ /∈ (k, 2− k) to guarantee that the multiplicative constant
is negative. Therefore, y1 − w1 is a supersolution of (56) with h = 0 and w0 = w1 = 0. Thus, applying the
minimum principle we have that (y1 − w1)(t, s;λ, k) > 0 for any t > s, that is, we showed (55).
In a completely analogous way, one can prove (54), repeating the previous argument based on the mini-
mum principle with w0(t, s;λ, k, µ)
.
= s
µ−k
2 t
k−µ
2 cosh
(
λ(φk(t) − φk(s))
)
in place of w1(t, s;λ, k, µ) and y0 in
place of y1, respectively. However, in order to guarantee that w0(s, s;λ, k, µ) = 1 and ∂tw0(s, s;λ, k, µ) 6 0,
we are forced to require µ > k, which provides, together with the condition µ /∈ (k, 2 − k) that is necessary
to ensure that w0 is actually a subsolution of the homogeneous equation, the range for µ in (54).
Remark 4. Although (54) might be restrictive from the viewpoint of the range for µ in the statement of
Theorem 1.3, we can actually overcome this difficulty by showing a transformation which allows to link the
case µ ∈ [0, k] to the case µ ∈ [2 − k, 2], when a lower bound estimate for y0 is available. Indeed, if we
perform the transformation v = v(t, x)
.
= tµ−1u(t, x), then, u is a solution to (4) if and only if v solves
vtt − t
−2k∆v + (2− µ) t−1vt = t
(1−µ)(p−1)|v|p x ∈ Rn, t ∈ (1, T ),
v(1, x) = εu0(x) x ∈ R
n,
ut(1, x) = εu1(x) + ε(1− µ)u0(x) x ∈ R
n.
(57)
Let us point out that in (57) a time – dependent factor which decays with polynomial order appears in the
nonlinear term on the right – hand side. Therefore, we will reduce the case µ ∈ [0, k] to the case µ > 2− k,
up to the time – dependent factor t(1−µ)(p−1) in the nonlinearity.
We can introduce now for t > s > 1 and x ∈ Rn the definition of the following auxiliary function
ξq(t, s, x; k, µ)
.
=
∫ λ0
0
e−λ(Ak(t)+R)y0(t, s;λ, k, µ)ϕλ(x)λ
q dλ, (58)
ηq(t, s, x; k, µ)
.
=
∫ λ0
0
e−λ(Ak(t)+R)
y1(t, s;λ, k, µ)
φk(t)− φk(s)
ϕλ(x)λ
q dλ, (59)
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where q > −1, λ0 > 0 is a fixed parameter and Ak is defined by (6).
Combining Proposition 3.3 and (58) and (59), we establish a fundamental equality, whose role will be
crucial in the next sections in order to prove the blow – up result.
Corollary 3.5. Let u0 ∈ H
1(Rn) and u1 ∈ L
2(Rn) such that suppuj ⊂ BR for j = 0, 1 and for some R > 0.
Let u be a local in time energy solution to (4) on [1, T ) according to Definition 1.1. Let q > −1 and let
ξq(t, s, x; k), ηq(t, s, x; k) be the functions defined by (58) and (59), respectively. Then,∫
Rn
u(t, x) ξq(t, t, x; k, µ) dx = ε
∫
Rn
u0(x) ξq(t, 1, x; k, µ) dx+ ε (φk(t)− φk(1))
∫
Rn
u1(x) ηq(t, s, x; k, µ) dx
+
∫ t
1
(φk(t)− φk(s))
∫
Rn
|u(s, x)|pηq(t, s, x; k, µ) dxds (60)
for any t ∈ [1, T ).
Proof. Multiplying both sides of (53) by e−λ(Ak(t)+R)λq, integrating with respect to λ over [0, λ0] and
applying Fubini’s theorem, we get easily (60).
3.2 Properties of the auxiliary functions
In this section, we establish lower and upper bound estimates for the auxiliary functions ξq, ηq under suitable
assumptions on q. In the lower bound estimates, we may restrict our considerations to the case µ > 2 − k
thanks to Remark 4, even though the estimate for ηq that will be proved thanks to (55) clearly would be
true also for µ ∈ [0, k].
Lemma 3.6. Let n > 1, k ∈ [0, 1), µ > 2 − k and λ0 > 0. If we assume q > −1, then, for t > s > 1 and
|x| 6 Ak(s) +R the following lower bound estimates are satisfied:
ξq(t, s, x; k, µ) > B0s
µ−k
2 t
k−µ
2 〈Ak(s)〉
−q−1; (61)
ηq(t, s, x; k, µ) > B1s
µ+k
2 t
k−µ
2 〈Ak(t)〉
−1〈Ak(s)〉
−q . (62)
Here B0, B1 are positive constants depending only on λ0, q, R, k and we employ the notation 〈y〉
.
= 3 + |s|.
Proof. We adapt the main ideas in the proof of Lemma 3.1 in [36] to our model. Since
〈|x|〉−
n−1
2 e|x| . ϕ(x) . 〈|x|〉−
n−1
2 e|x| (63)
holds for any x ∈ Rn, there exists a constant B = B(λ0, R, k) > 0 independent of λ and s such that
B 6 inf
λ∈
[
λ0
〈Ak(s)〉
,
2λ0
〈Ak(s)〉
] inf
|x|6Ak(s)+R
e−λ(Ak(s)+R)ϕλ(x).
Let us begin by proving (61). Using the lower bound estimate in (54), shrinking the domain of integration
in (58) to
[
λ0
〈Ak(s)〉
, 2λ0〈Ak(s)〉
]
and applying the previous inequality, we arrive at
ξq(t, s, x; k, µ) > s
µ−k
2 t
k−µ
2
∫ 2λ0/〈Ak(s)〉
λ0/〈Ak(s)〉
e−λ(Ak(t)−Ak(s)) cosh
(
λ(φk(t)− φk(s))
)
e−λ(Ak(s)+R)ϕλ(x)λ
q dλ
> Bs
µ−k
2 t
k−µ
2
∫ 2λ0/〈Ak(s)〉
λ0/〈Ak(s)〉
e−λ(Ak(t)−Ak(s)) cosh
(
λ(φk(t)− φk(s))
)
λq dλ
= B2 s
µ−k
2 t
k−µ
2
∫ 2λ0/〈Ak(s)〉
λ0/〈Ak(s)〉
(
1 + e−2λ(φk(t)−φk(s))
)
λq dλ
> B2 s
µ−k
2 t
k−µ
2
∫ 2λ0/〈Ak(s)〉
λ0/〈Ak(s)〉
λq dλ =
B(2q+1 − 1)λq+10
2(q + 1)
〈Ak(s)〉
−q−1.
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Repeating similar steps as before, thanks to (55) we obtain
ηq(t, s, x; k, µ) > s
µ+k
2 t
k−µ
2
∫ 2λ0/〈Ak(s)〉
λ0/〈Ak(s)〉
e−λ(Ak(t)−Ak(s))
sinh
(
λ(φk(t)− φk(s))
)
λ(φk(t)− φk(s))
e−λ(Ak(s)+R)ϕλ(x)λ
q dλ
> B2 s
µ+k
2 t
k−µ
2
∫ 2λ0/〈Ak(s)〉
λ0/〈Ak(s)〉
1− e−2λ(φk(t)−φk(s))
φk(t)− φk(s)
λq−1 dλ
> B2 s
µ+k
2 t
k−µ
2
1− e
−2λ0
φk(t)−φk(s)
〈Ak(s)〉
φk(t)− φk(s)
∫ 2λ0/〈Ak(s)〉
λ0/〈Ak(s)〉
λq−1 dλ
=
B(2q − 1)λq0
2q
s
µ+k
2 t
k−µ
2 〈Ak(s)〉
−q 1− e
−2λ0
φk(t)−φk(s)
〈Ak(s)〉
φk(t)− φk(s)
,
with obvious modifications in the case q = 0. The previous inequality implies (62), provided that we show
the validity of the inequality
1− e
−2λ0
φk(t)−φk(s)
〈Ak(s)〉
φk(t)− φk(s)
& 〈Ak(t)〉
−1.
Hence, we need to prove this inequality. For φk(t)− φk(s) >
1
2λ0
〈Ak(s)〉, it holds
1− e
−2λ0
φk(t)−φk(s)
〈Ak(s)〉 > 1− e−1
and, consequently,
1− e
−2λ0
φk(t)−φk(s)
〈Ak(s)〉
φk(t)− φk(s)
&
(
φk(t)− φk(s)
)−1
> Ak(t)
−1 > 〈Ak(t)〉
−1.
On the other hand, when φk(t) − φk(s) 6
1
2λ0
〈Ak(s)〉, using the estimate 1 − e
−σ > σ/2 for σ ∈ [0, 1], we
get easily
1− e
−2λ0
φk(t)−φk(s)
〈Ak(s)〉
φk(t)− φk(s)
>
λ0
〈Ak(s)〉
>
λ0
〈Ak(t)〉
.
Therefore, the proof of (62) is completed.
Next we prove an upper bound estimate in the special case s = t.
Lemma 3.7. Let n > 1, k ∈ [0, 1), µ > 0 and λ0 > 0. If we assume q > (n − 3)/2, then, for t > 1 and
|x| 6 Ak(t) +R the following upper bound estimate holds:
ξq(t, t, x; k, µ) 6 B2〈Ak(t)〉
− n−12 〈Ak(t)− |x|〉
n−3
2 −q. (64)
Here B2 is a positive constant depending only on λ0, q, R, k and 〈y〉 denotes the same function as in the
statement of Lemma 3.6.
Proof. Due to the representation
ξq(t, t, x; k, µ) =
∫ λ0
0
e−λ(Ak(t)+R)ϕλ(x)λ
q dλ,
the proof is exactly the same as in [27, Lemma 2.7].
3.3 Derivation of the iteration frame
In this section, we define the time – dependent functional whose dynamic is studied in order to prove the
blow – up result. Then, we derive the iteration frame for this functional and a first lower bound estimate of
logarithmic type.
For t > 1 we introduce the functional
U(t)
.
= t
µ−k
2
∫
Rn
u(t, x) ξq(t, t, x; k, µ) dx (65)
for some q > (n− 3)/2.
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From (60), (61) and (62), it follows
U(t) & B0ε
∫
Rn
u0(x) dx+B1ε
Ak(t)
〈Ak(t)〉
∫
Rn
u1(x) dx.
As we assume both u0, u1 nonnegative and nontrivial, then, we find that
U(t) & ε (66)
for any t ∈ [1, T ), where the unexpressed multiplicative constant depends on u0, u1. In the next proposition,
we derive the iteration frame for the functional U for a given value of q.
Proposition 3.8. Let n > 1, k ∈ [0, 1) and µ ∈ [0, k] ∪ [2 − k,∞). Let us consider u0 ∈ H
1(Rn) and
u1 ∈ L
2(Rn) such that suppuj ⊂ BR for j = 0, 1 and for some R > 0 and let u be a local in time energy
solution to (4) on [1, T ) according to Definition 1.1. If U is defined by (65) with q = (n− 1)/2− 1/p, then,
there exists a positive constant C = C(n, p,R, k, µ) such that
U(t) > C〈Ak(t)〉
−1
∫ t
1
φk(t)− φk(s)
s
(
log〈Ak(s)〉
)−(p−1)
(U(s))p ds (67)
for any t ∈ (1, T ).
Proof. By (65), applying Hölder’s inequality we find
s
k−µ
2 U(s) ≤
(∫
Rn
|u(s, x)|pηq(t, s, x; k, µ) dx
)1/p∫
BR+Ak(s)
(
ξq(s, s, x; k, µ)
)p′(
ηq(t, s, x; k, µ)
)p′/p dx
1/p
′
.
Hence,
∫
Rn
|u(s, x)|pηq(t, s, x; k, µ) dx >
(
s
k−µ
2 U(s)
)p(∫
BR+Ak(s)
(
ξq(s, s, x; k, µ)
)p/(p−1)(
ηq(t, s, x; k, µ)
)1/(p−1) dx
)−(p−1)
. (68)
Let us determine an upper bound for the integral on the right – hand side of (68). By using (64) and (62),
we obtain∫
BR+Ak(s)
(
ξq(s, s, x; k, µ)
)p/(p−1)(
ηq(t, s, x; k, µ)
)1/(p−1) dx
6 B
− 1
p−1
1 B
p
p−1
2 s
− µ+k
2(p−1) t−
k−µ
2(p−1) 〈Ak(s)〉
− n−12
p
p−1+
q
p−1 〈Ak(t)〉
1
p−1
∫
BR+Ak(s)
〈Ak(s)− |x|〉
( n−32 −q)
p
p−1dx
6 B
− 1
p−1
1 B
p
p−1
2 s
− µ+k2(p−1) t
µ−k
2(p−1) 〈Ak(t)〉
1
p−1 〈Ak(s)〉
1
p−1 (−
n−1
2 p+
n−1
2 −
1
p
)
∫
BR+Ak(s)
〈Ak(s)− |x|〉
−1dx
6 B
− 1
p−1
1 B
p
p−1
2 s
− µ+k
2(p−1) t
µ−k
2(p−1) 〈Ak(t)〉
1
p−1 〈Ak(s)〉
1
p−1 (−
n−1
2 p+
n−1
2 −
1
p
)+n−1 log〈Ak(s)〉,
where in the second inequality we used value of q to get exactly −1 as power for the function in the integral.
Consequently, from (68) we have∫
Rn
|u(s, x)|pηq(t, s, x; k, µ) dx &
(
s
k−µ
2 U(s)
)p
s
µ+k
2 t
k−µ
2 〈Ak(t)〉
−1〈Ak(s)〉
− n−12 (p−1)+
1
p
(
log〈Ak(s)〉
)−(p−1)
& t
k−µ
2 〈Ak(t)〉
−1s
k
2 (p+1)+
µ
2 (1−p)〈Ak(s)〉
− n−12 (p−1)+
1
p
(
log〈Ak(s)〉
)−(p−1)(
U(s)
)p
.
Combining the previous lower bound estimate and (60), we arrive at
U(t) > t
µ−k
2
∫ t
1
(φk(t)− φk(s))
∫
Rn
|u(s, x)|pηq(t, s, x; k, µ) dxds
& 〈Ak(t)〉
−1
∫ t
1
(φk(t)− φk(s)) s
k
2 (p+1)+
µ
2 (1−p)〈Ak(s)〉
− n−12 (p−1)+
1
p
(
log〈Ak(s)〉
)−(p−1)(
U(s)
)p
ds
& 〈Ak(t)〉
−1
∫ t
1
(φk(t)− φk(s))〈Ak(s)〉
k(p+1)
2(1−k)
−µ(p−1)
2(1−k)
−n−12 (p−1)+
1
p
(
log〈Ak(s)〉
)−(p−1)(
U(s)
)p
ds
& 〈Ak(t)〉
−1
∫ t
1
(φk(t)− φk(s))〈Ak(s)〉
−(n−12 +
µ−k
2(1−k) )p+(
n−1
2 +
µ+k
2(1−k) )+
1
p
(
log〈Ak(s)〉
)−(p−1)(
U(s)
)p
ds,
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where in third step we used s = (1−k)
1
1−k (Ak(s)+φk(1))
1
1−k ≈ 〈Ak(s)〉
1
1−k for s > 1. Since p = p0
(
k, n+ µ1−k
)
from (5) it follows
−
(
n−1
2 +
µ−k
2(1−k)
)
p+
(
n−1
2 +
µ+k
2(1−k)
)
+ 1p = −1−
k
1−k = −
1
1−k , (69)
then, plugging (69) in the above lower bound estimate for U(t) it yields
U(t) & 〈Ak(t)〉
−1
∫ t
1
(φk(t)− φk(s))〈Ak(s)〉
− 11−k
(
log〈Ak(s)〉
)−(p−1)(
U(s)
)p
ds
& 〈Ak(t)〉
−1
∫ t
1
φk(t)− φk(s)
s
(
log〈Ak(s)〉
)−(p−1)(
U(s)
)p
ds,
which is exactly (67). Therefore, the proof is completed.
Lemma 3.9. Let n > 1, k ∈ [0, 1) and µ ∈ [0, k]∪ [2−k,∞). Let us consider u0 ∈ H
1(Rn) and u1 ∈ L
2(Rn)
such that suppuj ⊂ BR for j = 0, 1 and for some R > 0 and let u be a local in time energy solution to (4)
on [1, T ) according to Definition 1.1. Then, there exists a positive constant K = K(u0, u1, n, p, R, k, µ) such
that the lower bound estimate ∫
Rn
|u(t, x)|p dx > Kεp〈Ak(t)〉
(n−1)(1− p2 )+
(k−µ)p
2(1−k) (70)
holds for any t ∈ (1, T ).
Proof. We modify of the proof of Lemma 5.1 in [36] accordingly to our model. Let us fix q > (n−3)/2+1/p′.
Combining (65), (66) and Hölder’s inequality, it results
εt
k−µ
2 . t
k−µ
2 U(t) =
∫
Rn
u(t, x) ξq(t, t, x; k, µ) dx
6
(∫
Rn
|u(t, x)|p dx
)1/p(∫
BR+Ak(t)
(
ξq(t, t, x; k, µ
)p′
dx
)1/p′
.
Hence,
∫
Rn
|u(t, x)|p dx & εpt
k−µ
2 p
(∫
BR+Ak(t)
(
ξq(t, t, x; k, µ
)p′
dx
)−(p−1)
. (71)
Let us determine an upper bound estimates for the integral of ξq(t, t, x; k, µ)
p′ . By using (64), we have∫
BR+Ak(t)
(
ξq(t, t, x; k, µ
)p′
dx . 〈Ak(t)〉
− n−12 p
′
∫
BR+Ak(t)
〈Ak(t)− |x|〉
(n−3)p′/2−p′q dx
. 〈Ak(t)〉
− n−12 p
′
∫ R+Ak(t)
0
rn−1〈Ak(t)− r〉
(n−3)p′/2−p′q dr
. 〈Ak(t)〉
− n−12 p
′+n−1
∫ R+Ak(t)
0
〈Ak(t)− r〉
(n−3)p′/2−p′q dr.
Performing the change of variable Ak(t)− r = ̺, one gets∫
BR+Ak(t)
(
ξq(t, t, x; k, µ
)p′
dx . 〈Ak(t)〉
− n−12 p
′+n−1
∫ Ak(t)
−R
(3 + |̺|)(n−3)p
′/2−p′q d̺
. 〈Ak(t)〉
− n−12 p
′+n−1
because of (n−3)p′/2−p′q < −1. If we combine this upper bound estimates for the integral of ξq(t, t, x; k, µ)
p′ ,
the inequality (71) and we employ t ≈ 〈Ak(t)〉
1
1−k for t > 1, then, we arrive at (70). This completes the
proof.
In Proposition 3.8, we derive the iteration frame for U. In the next result, we shall prove a first lower
bound estimate of logarithmic type for U, as base case for the iteration argument.
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Proposition 3.10. Let n > 1, k ∈ [0, 1) and µ ∈ [0, k] ∪ [2 − k,∞). Let us consider u0 ∈ H
1(Rn) and
u1 ∈ L
2(Rn) such that suppuj ⊂ BR for j = 0, 1 and for some R > 0 and let u be a local in time energy
solution to (4) on [1, T ) according to Definition 1.1. Let U be defined by (65) with q = (n − 1)/2 − 1/p.
Then, for t > 3/2 the functional U(t) fulfills
U(t) > Mεp log
(
2t
3
)
, (72)
where the positive constant M depends on u0, u1, n, p, R, k, µ.
Proof. From (60) it results
U(t) > t
µ−k
2
∫ t
1
(φk(t)− φk(s))
∫
Rn
|u(s, x)|pηq(t, s, x; k, µ) dxds.
Consequently, applying (62) first and then (70), we find
U(t) > B1〈Ak(t)〉
−1
∫ t
1
(φk(t)− φk(s)) s
µ+k
2 〈Ak(s)〉
−q
∫
Rn
|u(s, x)|p dxds
> B1Kε
p〈Ak(t)〉
−1
∫ t
1
(φk(t)− φk(s)) s
µ+k
2 〈Ak(s)〉
−q+(n−1)(1− p2 )+
(k−µ)p
2(1−k) ds
& εp〈Ak(t)〉
−1
∫ t
1
(φk(t)− φk(s))〈Ak(s)〉
µ+k
2(1−k)
−n−1
2
+ 1
p
+(n−1)(1−p
2
)+ (k−µ)p
2(1−k) ds
& εp〈Ak(t)〉
−1
∫ t
1
(φk(t)− φk(s))〈Ak(s)〉
−(n−12 +
µ−k
2(1−k) )p+(
n−1
2 +
µ+k
2(1−k) )+
1
p ds
& εp〈Ak(t)〉
−1
∫ t
1
(φk(t)− φk(s))〈Ak(s)〉
− 11−k ds & εp〈Ak(t)〉
−1
∫ t
1
φk(t)− φk(s)
s
ds.
Integrating by parts, we obtain∫ t
1
φk(t)− φk(s)
s
ds =
(
φk(t)− φk(s)
)
log s
∣∣∣s=t
s=1
+
∫ t
1
φ′k(s) log s ds
=
∫ t
1
s−k log s ds > t−k
∫ t
1
log s ds.
Consequently, for t > 3/2
U(t) & εp〈Ak(t)〉
−1t−k
∫ t
1
log s ds > εp〈Ak(t)〉
−1t−k
∫ t
2t/3
log s ds > (1/3)εp〈Ak(t)〉
−1t1−k log(2t/3)
& εp log(2t/3),
where in the last line we applied t ≈ 〈Ak(t)〉
1
1−k for t > 1. Thus, the proof is over.
In order to conclude the proof of Theorem 1.3 it remains to use an iteration argument together with a
slicing procedure for the domain of integration. This procedure consists in determining a sequence of lower
bound estimates for U(t) (indexes by j ∈ N) and, then, proving that U(t) may not be finite for t over a
certain ε – dependent threshold by taking the limit as j → ∞. Since the iteration frame (67) and the first
lower bound estimate (72) are formally identical to those in [27, Section 2.3] (of course, for different values
of the critical exponent p), the iteration argument can be rewritten verbatim as in [27, Section 2.4].
Finally, we show how the previous steps can be adapted to the treatment of the case µ ∈ [0, k]. According
to Remark 4 , through the transformation v(t, x) = tµ−1u(t, x), we may consider the transformed semilinear
Cauchy problem (57) for v. Note that v0
.
= u0 and v1
.
= u1 +(1−µ)u0 satisfies the same assumptions for u0
and u1 in the statement of Theorem 1.3 in this case (nonnegativeness and nontriviality, compactly supported
and belongingness to the energy space H1(Rn)×L2(Rn)). Of course, we may introduce the auxiliary function
ξq(t, s, x; k, 2− µ), ξq(t, s, x; k, 2− µ) as in (58), (59) replacing µ by 2− µ. In Corollary 3.5, nevertheless, we
have to replace the fundamental identity (53) by∫
Rn
v(t, x) ξq(t, t, x; k, 2− µ) dx = ε
∫
Rn
v0(x) ξq(t, 1, x; k, 2− µ) dx+ εAk(t)
∫
Rn
v1(x) ηq(t, s, x; k, 2− µ) dx
+
∫ t
1
(φk(t)− φk(s))s
(1−µ)(p−1)
∫
Rn
|v(s, x)|pηq(t, s, x; k, 2− µ) dxds.
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As we have already pointed out in Remark 4, the estimates in (54) and (55) holds true in this case with
2−µ instead of µ (we recall that this was the actual reason to consider the transformed problem in place of
the original one). Moreover, also the lower bound estimate in (70) is valid for v, provided that we replace µ
by 2−µ. Accordingly to what we have just remarked, the suitable time – dependent functional to study for
the transformed problem is
V(t)
.
= t1−
µ+k
2
∫
Rn
v(t, x) ξq(t, t, x; k, 2− µ) dx.
In fact, V satisfies V(t) & ε for t ∈ [1, T ) and, furthermore, it is possible to derive for V completely
analogous iteration frame and first logarithmic lower bound, respectively, as the ones for U in (67) and
(72), respectively. We point out that both for the iteration frame and for the first logarithmic lower bound
estimate the time – dependent factor t(1−µ)(p−1) in the nonlinearity compensates the modifications due to
the replacement of µ by 2− µ in the proofs of Propositions 3.8 and 3.10.
4 Critical case: part II
In Section 2, we derived the upper bound for the lifespan in the subcritical case, whereas in Section 3 we
studied the critical case p = p0
(
k, n + µ1−k
)
. It remains to consider the critical case p = p1(k, n), that is,
when µ > µ0(k, n). In this section, we are going to prove Theorem 1.4. In this critical case, our approach
will be based on a basic iteration argument combined with the slicing procedure introduced for the first time
in the paper [1]. The parameters characterizing the slicing procedure are given by the sequence {ℓj}j∈N,
where ℓj
.
= 2− 2−(j+1).
As time – depending functional we consider the same one studied in Section 2, namely, U0 defined in
(11). Hence, since p = p1(k, n) is equivalent to the condition
(1 − k)n(p− 1) = 2, (73)
we can rewrite (23) as
U0(t) > C
∫ t
1
τ−µ
∫ τ
1
sµ−2(U0(s))
p ds dτ (74)
for any t ∈ (1, T ) and for a suitable positive constant C > 0. Let us underline that (74) will be the iteration
frame in the iteration procedure for the critical case p = p1(k, n).
We know that U0(t) > Kε for any t ∈ (1, T ) and for a suitable positive constant K, provided that u0, u1
are nonnegative, nontrivial and compactly supported (cf. the estimate in (21)). Thus,
U0(t) > CK
pεp
∫ t
1
τ−µ
∫ τ
1
sµ−2 ds dτ > CKpεp
∫ t
1
τ−µ−2
∫ τ
1
(s− 1)µ ds dτ
=
CKpεp
µ+ 1
∫ t
1
τ−µ−2(τ − 1)µ+1 dτ >
CKpεp
µ+ 1
∫ t
ℓ0
τ−µ−2(τ − 1)µ+1 dτ
>
CKpεp
3µ+1(µ+ 1)
∫ t
ℓ0
τ−1 dτ >
CKpεp
3µ+1(µ+ 1)
log
(
t
ℓ0
)
(75)
for t > ℓ0 = 3/2, where we used τ 6 3(τ − 1) for τ > ℓ0 in the second last step.
Therefore, by using recursively (74), we prove now the sequence of lower bound estimates
U0(t) > Kj
(
log
(
t
ℓj
))σj
for t > ℓj (76)
for any j ∈ N, where {Kj}j∈N, {σ}j∈N are sequences of positive reals that we determine afterwards in the
inductive step.
Clearly (76) for j = 0 holds true thanks to (75), provided that K0 = (CK
pεp)/(3µ+1(µ+1)) and σ0 = 1.
Next we show the validity of (76) by using an inductive argument. Assuming that (76) is satisfied for some
j > 0, we prove (76) for j+1. According to this purpose, we plug (76) in (74), so, after shrinking the domain
of integration, we get
U0(t) > CK
p
j
∫ t
ℓj
τ−µ
∫ τ
ℓj
sµ−2
(
log
(
s
ℓj
))σjp
ds dτ
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for t > ℓj+1. If we shrink the domain of integration to [(ℓj/ℓj+1)τ, τ ] in the s – integral (this operation is
possible for τ > ℓj+1), we find
U0(t) > CK
p
j
∫ t
ℓj+1
τ−µ−2
∫ τ
ℓjτ
ℓj+1
sµ
(
log
(
s
ℓj
))σjp
ds dτ
> CKpj
∫ t
ℓj+1
τ−µ−2
(
log
(
τ
ℓj+1
))σjp ∫ τ
ℓjτ
ℓj+1
(
s−
ℓj
ℓj+1
τ
)µ
ds dτ
= CKpj (µ+ 1)
−1
(
1−
ℓj
ℓj+1
)µ+1 ∫ t
ℓj+1
τ−1
(
log
(
τ
ℓj+1
))σjp
dτ
> 2−(j+3)(µ+1)CKpj (µ+ 1)
−1(1 + pσj)
−1
(
log
(
t
ℓj+1
))σjp+1
for t > ℓj+1, where in the last step we applied the inequality 1 − ℓj/ℓj+1 > 2
−(j+3). Hence, we proved (76)
for j + 1 provided that
Kj+1
.
= 2−(j+3)(µ+1)C(µ+ 1)−1(1 + pσj)
−1Kpj and σj+1
.
= 1 + σjp.
Let us establish a suitable lower bound for Kj . Using iteratively the relation σj = 1 + pσj−1 and the
initial exponent σ0 = 1, we have
σj = σ0p
j +
j−1∑
k=0
pk = p
j+1−1
p−1 . (77)
In particular, the inequality σj−1p+ 1 = σj 6 p
j+1/(p− 1) yields
Kj > L
(
2µ+1p
)−j
Kpj−1 (78)
for any j > 1, where L
.
= 2−2(µ+1)C(µ + 1)−1(p− 1)/p. Applying the logarithmic function to both sides of
(78) and using the resulting inequality iteratively, we obtain
logKj > p logKj−1 − j log
(
2µ+1p
)
+ logL
> . . . > pj logK0 −
(
j−1∑
k=0
(j − k)pk
)
log
(
2µ+1p
)
+
(
j−1∑
k=0
pk
)
logL
=pj
(
log
(
CKpεp
3µ+1(µ+ 1)
)
−
p log
(
2µ+1p
)
(p− 1)2
+
logL
p− 1
)
+
(
j
p− 1
+
p
(p− 1)2
)
log
(
2µ+1p
)
−
logL
p− 1
,
where we applied again the identities in (37). Let us define j2 = j2(n, p, k, µ) as the smallest nonnegative
integer such that
j2 >
logL
log
(
2µ+1p
) − p
p− 1
.
Consequently, for any j > j2 the following estimate holds
logKj > p
j
(
log
(
CKpεp
3µ+1(µ+ 1)
)
−
p log
(
2µ+1p
)
(p− 1)2
+
logL
p− 1
)
= pj log(Nεp), (79)
where N
.
= 3−(µ+1)CKp(µ+ 1)−1
(
2µ+1p
)−p/(p−1)2
L1/(p−1).
Combining (76), (77) and (79), we arrive at
U0(t) > exp
(
pj log(Nεp)
) (
log
(
t
ℓj
))σj
> exp
(
pj log(Nεp)
) (
1
2 log t
)(pj+1−1)/(p−1)
= exp
(
pj log
(
2−p/(p−1)Nεp (log t)
p/(p−1)
)) (
1
2 log t
)−1/(p−1)
for t > 4 and for any j > j2, where we employed the inequality log(t/ℓj) > log(t/2) > (1/2) log t for t > 4.
Introducing the notation H(t, ε)
.
= 2−p/(p−1)Nεp (log t)
p/(p−1)
, the previous estimate may be rewritten as
U0(t) > exp
(
pj logH(t, ε)
) (
1
2 log t
)−1/(p−1)
(80)
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for t > 4 and any j > j2.
If we fix ε0 = ε0(n, p, k, µ,R, u0, u1) such that
exp
(
2N−(1−p)/pε
−(p−1)
0
)
> 4,
then, for any ε ∈ (0, ε0] and for t > exp
(
2N−(1−p)/pε−(p−1)
)
we have t > 4 and H(t, ε) > 1. Therefore, for
any ε ∈ (0, ε0] and for t > exp
(
2N−(1−p)/pε−(p−1)
)
letting j → ∞ in (80) we see that the lower bound for
U0(t) blows up and, consequently, U0(t) may not be finite as well. Summarizing, we proved that U0 blows
up in finite time and, moreover, we showed the upper bound estimate for the lifespan
T (ε) 6 exp
(
2N−(1−p)/pε−(p−1)
)
.
Hence the proof of Theorem 1.4 in the critical case p = p1(k, n) is complete.
5 Final remarks
According to the results we obtained in Theorems 1.2, 1.3 and 1.4 it is quite natural to conjecture that
max
{
p0
(
k, n+ µ1−k
)
, p1(k, n)
}
is the critical exponent for the semilinear Cauchy problem (4), although the global existence of small data
solutions is completely open in the supercritical case. Furthermore, this exponent is consistent with other
models studied in the literature.
In the flat case k = 0, this exponent coincide with max{pStr(n+µ), pFuj(n)} which in many subcases has
been showed to be optimal in the case of semilinear wave equation with time – dependent scale – invariant
damping, see [5, 8, 7, 22, 16, 34, 28, 31, 24, 25, 6] and references therein for further details.
On the other hand, in the undamped case µ = 0 (that is, for the semilinear wave equation with speed
of propagation t−k) the exponent max{p0(k, n), p1(k, n)} is consistent with the result for the generalized
semilinear Tricomi equation (i.e., the semilinear wave equation with speed of propagation tℓ, where ℓ > 0)
obtained in the recent works [13, 14, 15, 21].
Clearly, in the very special case µ = 0 and k = 0, our result is nothing but a blow-up result for the
classical semilinear wave equation for exponents below pStr(n), which is well – known to be optimal (for a
detailed historical overview on Strauss’ conjecture and a complete list of references we address the reader to
the introduction of the paper [33]).
As we have already explained in the introduction, for µ = 2 and k = 2/3 the equation in (4) is the semi-
linear wave equation in the Einstein – de Sitter spacetime. In particular, our result is a natural generalization
of the results in [12, 27].
Furthermore, we underline explicitly the fact that the exponent p0
(
k, n+ µ1−k
)
for (4) is obtained by the
corresponding exponent in the not damped case µ = 0 via a formal shift in the dimension of magnitude µ1−k .
This phenomenon is due to the threshold nature of the time – dependent coefficient of the damping term
and it has been widely observed in the special case k = 0 not only for the semilinear Cauchy problem with
power nonlinearity but also with nonlinarity of derivative type |ut|
p (see [32]) or weakly coupled system (see
[2, 26, 32]).
Finally, we have to point out that after the completion of the final version of this work, we found out the
existence of the paper [35], where the same model is considered. We stress that the approach we used in the
critical case is completely different, and that we slightly improved their result, by removing the assumption
on the size of the support of the Cauchy data (cf. [35, Theorem 2.3]), even though we might not cover the
full range µ ∈ [0, µ0(k, n)] in the critical case due to the assumption µ 6∈ (k, 2− k).
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