Communicating through a geometrically frustrated channel by Nourhani, Amir et al.
Communicating through a geometrically frustrated channel
Amir Nourhani,1, ∗ Vincent H. Crespi,1, 2, 3 and Paul E. Lammert1, †
1Department of Physics, Pennsylvania State University, University Park, PA 16802
2Department of Materials Science and Engineering,
Pennsylvania State University, University Park, PA 16802
3Department of Chemistry, Pennsylvania State University, University Park, PA 16802
We propose an intuitively appealing formulation of the zero-temperature triangular lattice Ising
antiferromagnet (TIAFM) on a cylinder as a model of noninteracting fermions hopping on a ring and
evolving in imaginary time with pair annihilation events. Among the features of the model which
can then be related to local semi-conservation of particle number are: infinite-range influence of
boundary conditions, multiple “zero temperature pure phases” in the infinite-length limit differing
in entropy density, sensitivity of the asymptotic rate of decay (with respect to length) of mutual
information between end configurations to circumference modulo 3, and even the known power-
law falloff of the spin-spin correlator on an infinite plane. The ability of boundary conditions to
determine the bulk entropy density enables communication between the two far-separated ends of
such a cylinder even when all pair-wise spin-spin correlations between the ends are vanishingly small.
In the fermionic language, breakdown of these zero-temperature phenomena at positive temperature
is understood as passage of the system into a superconducting phase.
An archetype of geometrical frustration — incompati-
bility of elementary interactions — is the antiferromag-
netic Ising model on a triangular lattice (TIAFM), each
elementary triangle of which can contain at most two
satsified bonds. The result, even at zero temperature,
is a disordered macrostate with a nonzero entropy den-
sity. How different is this frustration-induced disorder
from thermal disorder? It has long been known[1, 2] that
the spin-spin correlation length of the zero-temperature
TIAFM is infinite, so disorder is subtly weaker than it
might appear at first.
Although it is a commonplace that reducing dimen-
sionality suppresses ordering, we show here that dropping
the dimensionality of the TIAFM by one, to a cylindri-
cal geometry, accentuates the subtle order of the TIAFM
ground state sufficiently that the two ends of a very long
cylinder can actually communicate at long range through
the sea of frustration-induced disorder. Consider a cylin-
drical TIAFM system of fixed circumference, but variable
length, formed by identifying the left and right edges of
a planar system such as shown in Fig. 1. One can regard
such a system as a chain of rings of spins. From this
perspective, elementary degrees of freedom are configu-
rations of entire rings. Mutual information [3–6] provides
a natural tool to study correlations of such complex de-
grees of freedom. One expects that the mutual informa-
tion between the ends (top and bottom) of such a cylin-
drical system will not only fall off exponentially, as for
a thermally disordered system with short-range interac-
tions, but with a decay rate varying smoothly and mono-
tonically with circumference. However, we have found
that the mutual information decay rate is not monotonic
in circumference (L), but sensitive to L mod 3, as well
as to whether the cylinder is wrapped with periodic or
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FIG. 1. When each bond of a finite lattice belongs to
a unique down-pointing triangle (5), a ground microstate
must have exactly one unsatisfied bond in each 5, but may
have one or three in a 4. Taking the ground microstate with
all spins up/down on even/odd rows as a reference, any mi-
crostate (not only ground) can be indicated up to global spin
flip by the boundaries (purple “strings”) between the regions
matching the reference microstate and its global spin flip. The
strings in the string diagram cannot terminate inside the sys-
tem. Ground spin microstates are in two-to-one correspon-
dence with string diagrams using any of the displayed motifs
except the left-most one. If strings are conceived of as par-
ticle worldlines, a local semi-conservation law emerges, with
the second motif corresponding to pair annihilation.
antiperiodic boundary conditions around the circumfer-
ence. Moreover, for antiperiodic wrapping and L a multi-
ple of 3, the decay is even subexponential (inverse square
of the length). In this Letter, we show an equivalence of
the zero-temperature cylindrical TIAFM with a model
of fermions hopping on a ring which allows a simple and
unified explanation of this puzzling behavior, along with
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2the infinite-range influence of boundary conditions and
power-law falloff of spin-spin correlations in the planar
limit. The fermions — corresponding to satisfied cir-
cumferential bonds — are noninteracting, but pairs of
neighboring particles can annihilate during evolution in
imaginary time (downward along the length of the cylin-
der in Fig. 1). This semi-conservation is key to the be-
havior of the end-to-end mutual information. It also im-
plies the capacity of boundary conditions at the cylinder
ends to have an infinite-range influence, resulting in mul-
tiple “zero-temperature pure phases” in an infinitely long
cylindrical system, labelled by the number of satisfied cir-
cumferential bonds and differing in entropy density. In
principle, this enables long-range communication through
the disordered ground state by using boundary conditions
at one end to control the entropy density observed at the
other. In the planar limit, local particle-number semi-
conservation, effectively promoted to full conservation,
explains even the power-law falloff of the spin-spin cor-
relation function. All these aspects are explained below.
At positive temperature, all of these unusual phenom-
ena give way to more ordinary behavior, i.e., exponential
falloff and a unique phase, for large enough systems. In
fermionic language, this means that there is a nonzero ex-
citation gap even in the large-system limit, while simul-
taneously particle-number fluctuations strengthen quali-
tatively. The way to achieve that is to become supercon-
ducting. We indicate the relation of the superconducting
order parameter 〈cxcx+1〉 to the density of “excited” tri-
angles with certain kinds of near-neighbor environments.
To reach the fermion formulation, we first think in
terms of bond configurations rather than spin configu-
rations, represent bond configurations as relative string
diagrams, interpret the strings as fermion worldlines, and
finally deduce an appropriate transfer matrix or Hamilto-
nian written in terms of creation and annihilation opera-
tors. Geometrically, our systems are of the sort depicted
in Fig. 1, hence decompose into down-pointing triangles
(5’s). Thus, the ground microstate condition is two sat-
isfied bonds in each 5. There is no such condition for
up-pointing triangles (4’s). They may have either no
or two satisfied bonds. To represent configurations by
strings, begin with a reference configuration containing
alternating horizontal rows of up and down spins so that
all horizontal bonds are unsatisfied. Crossing each satis-
fied bond with a line produces strings of the motifs
and running across the system. Now, if for some
other ground microstate a similar diagram is constructed,
using the full palette of six motifs shown in Fig. 1, and
then a Boolean XOR operation taken with the reference
diagram (that is, keep string links which occur in one or
the other diagram, but not both), the result is the rel-
ative string diagram for the microstate in question. An
example is shown in Fig. 1. One can easily see that such
a diagram can never have free ends inside the system.
The motif cannot occur, but can (as in Fig. 1).
This suggests regarding the strings as representing parti-
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FIG. 2. Entropy density versus fraction of unsatisfied circum-
ferential bonds (equivalently, 1 minus the fermion density) for
the zero-temperature TIAFM on a cylinder of circumference
L. The solid curve is from Eq. (9). Symbols: exact numerical
results, with solid (open) symbols denoting periodic (antiperi-
odic) boundary conditions, and for circumference L equal to
3 ( ), 4 (♦) and 8 (O). With the exception of n = 1, the
infinite-L limit is nearly achieved already for L = 8. At n = 1,
the entropy density is exactly (ln 2)/L.
cle worldlines: time increasing from top to bottom in the
diagram, and the motif corresponds to annihilation
of pairs of neighboring particles. One such event is de-
picted in Fig. 1(a). The particle number N can therefore
change only by pair annihilation (decreasing it by 2), or
particles entering or leaving at the boundary. On a cylin-
der, obtained by identifying the left and right edges of a
parallelogram as in Fig. 1a (with periodic or antiperi-
odic spin boundary conditions), there is no boundary,
resulting in a local and global semi-conservation law for
particle number. Henceforth, we will be concerned only
with cylindrical geometries, possibly in the limit that ring
diameter L goes to infinity.
While the string representation provides much qual-
itative insight, a fermionic representation allows quan-
titative calculations; Fermi statistics will take care
of the nonintersecting nature of the strings without
need for a particle interaction. Taking each horizon-
tal bond position as a fermionic degree of freedom
[(un)satisfied=(un)occupied], and observing the possibil-
ities of string movement from time τ to τ + 1, the trans-
fer matrix with the fifth (pair annihilation) motif held in
abeyance is seen to satisfy the conditions
T0c†x = (c
†
x−1 + c
†
x)T0, T0|∅〉 = |∅〉. (1)
By working in momentum space, one easily deduces the
form
T0 = e−H0+iP/2, (2)
where
H0 =
∑
q∈BZ
ε(q)n(q), P =
∑
q∈BZ
q n(q), (3)
3can be considered a Hamiltonian and total momentum
operator, respectively, with mode occupation operators
n(k) = c(k)†c(k), and effective mode energies
ε(q) = − ln
(
2 cos
q
2
)
. (4)
Since, ignoring P in the exponent (“physical” states have
zero net momentum, anyway), the transfer matrix (2) has
the form of a quantum evolution operator through one
unit of imaginary time, this is an example of the ubiqui-
tous correspondence[7] between imaginary-time quantum
evolution and classical statistical systems such as is ex-
ploited in diffusion quantum Monte Carlo[8].
The allowed modes depend on the parity of the number
of particles N according to
BZ =
{
2pi
L Z ∩ (−pi, pi], N odd
2pi
L
(
Z+ 12
) ∩ (−pi, pi], N even. (5)
Since an even number of spin reversals must occur on
circling the ring, periodic or antiperiodic boundary con-
ditions are dictated by L and the parity of N .
Reinstating the fifth motif, the complete zero-
temperature transfer matrix can be written in a factor-
ized form as
T = e−H0e−Hpr , (6)
where
Hpr = −
∑
i∈L
cici+1 =
∑
0<q∈BZ
2i(sin q) c(−q)c(q). (7)
Consider now cylinders of circumference L and length
T . With periodic boundary conditions along the length,
but restricted to fixed particle number N (density n =
N/L), we easily compute the entropy density σ:
eLTσ = TrNTT0 =
∑
E∈ specH0
e−ET ∼ e−E0(n)T , (8)
where the final expression is the T →∞ asymptote and
E0(n) is the energy of a Fermi sea. For large L and at
Fermi momentum kF = pin,
σ = −E0
L
= −
∫ kF
0
ε(q)
dq
pi
. (9)
This entropy density (previously obtained by Dhar et
al.[9] in a way we feel is much less intutive) is plotted in
Fig. 2, along with exact calculations for small circumfer-
ences demonstrating that the limit is reached very quickly
with L. That result makes clear that for more general
boundary conditions, with limiting satisfied-bond den-
sity n(−∞) at the top not less than that at the bottom,
n(+∞), the particle density in the bulk will be the unique
value in [n(∞), n(−∞)] maximizing σ(n), because the
number of jumps of particle number is limited by half
the circumference. Hence, as the length goes to infin-
ity, the semi-conservation of particle number is effectively
promoted to a full conservation law. The correspond-
ing macrostates can be considered zero-temperature pure
phases. For an infinite cylinder (ring indices in Z) in the
zero-temperature pure phase labelled by particle number
N , the joint probability of configurations X0 on ring 0
and Xτ on ring τ is
PN (X0 = a&Xτ = b) = 〈ϕN ,0|b〉Zτ (b|a)
λτN ,0
〈a|ϕN ,0〉,
(10)
where λN ,0 = e−EN ,0 is the largest eigenvalue of the
transfer matrix T0 in the N -particle subspace.
We turn now to the mutual information [3–6] between
the spin configurations on distinct rings. Recall that the
mutual information I(X : Y ) between discrete random
variables X and Y can be expressed as
I(X :Y ) = H(Y )−H(Y |X), (11)
whereH(Y |X) = −∑x PX(x)∑y PY |X(y|x) lnPY |X(y|x)
is the conditional entropy of Y given X and H(Y ) is
the (unconditional) entropy of Y . Mutual informa-
tion is of increasing interest in classical statistical
mechanics[10–12], as well as quantum information
theory[13].
Starting from (10), one shows that the the mutual
information between ring configurations X0 and Xτ is,
asymptotically in τ ,
I∞,N (X0 :Xτ ) ∼
∣∣∣∣λN ,1λN ,0
∣∣∣∣2τ . (12)
Where λN ,1 is the subleading eigenvalue of T0 in the N -
particle subspace (it corresponds to a particle-hole exci-
tation and is not unique, but the modulus is). It is re-
markable that the coefficient is exactly one and the falloff
rate is twice that of an ordinary correlation function, but
the dependence on L is simple monotonic decrease of the
decay rate. The exponent is easily explained. Writing
I∞,N (X0 :Xτ ) =
∑
i
PX0(i) (H(Xτ )−H(Xτ |X0 = i)) ,
and expanding in powers of the deviations δP (j|i) =
PXτ (j|X0 = i) − PXτ (j) of the conditional probabilies
from the marginals, one finds that the first order terms
cancel. Hence, I∞,N (X0 :Xτ ) is second order in the de-
viations, which are themselves essentially connected cor-
relation functions with a decay rate equal to the energy
gap.
Mutual information between the end configurations of
a finite cylinder with free boundary conditions has a
much richer structure. The relevant spectral gap is that
above the minimum energy state (n ≈ 2/3, see Fig. 2)
in the full configuration space. A simple calculation re-
veals that these are never of particle-hole type, but rather
particle-particle (pp) or hole-hole (hh), as tabulated in
Table I.
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FIG. 3. Amplitudes of the asymptotic decay of end-to-end
mutual information break into families labelled by N parity
and residue class L mod 3 (3k+m, m = 0,±1). Within each
family, A(L) decays approximately exponentially in L.
N parity even odd
L mod 3 0 1 2 0 1 2
excitation type hh pp hh hh hh pp
∆ε · L/(pi√3) 1 1/3 1/3 0 2/3 2/3
TABLE I. Fundamental energy gaps ∆ε of T0 and corre-
sponding excitation types. ‘hh’ and ‘pp’ indicate excitations
involving removal (addition) of two particles. Energies are
reported in units of v(q0)δ = (
√
3/2)(2pi/L) = pi
√
3/L, ac-
cording to a linearized approximation of ε(q). Due to the
strict convexity of ε(q), energies reported for hh (pp) excita-
tions are overestimates (underestimates), though the relative
error goes to zero as L→∞.
Asymptotically in the length T of the cylinder, the
end-to-end mutual information behaves as
IT (X0 :XT ) ∼ A(L)
(
λ1
λ0
)T
. (13)
For small values of L, A(L) is plotted in Fig. 3 and the
ratio of the exact mutual information to the asymptotic
formula in Fig. 4.
Not only does the end-to-end mutual information de-
pend on different spectral gaps than ring-to-ring mutual
information in the bulk, but the decay rate is precisely
the energy gap, rather than twice it. These features are
related. Fluctuations in an infinite cylinder are typical
of the phase it is in, but correlation between all fluctua-
tions on distinct rings decay with distance. In contrast,
the fluctuations which dominate the end-to-end mutual
information can be described as global fluctuations of
the entire system between phases. As a result, the ex-
pansion in powers of the deviations described above is
invalid because the relevant deviations are comparable
to the unconditioned probabilities.
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FIG. 4. Ratio of the end-to-end mutual information
IT (X0 :XT ) to the leading behavior A(L)e
−∆εT , for cases
without zero-energy modes and 3 ≤ L ≤ 11. The approach is
always from above because the leading behavior correctly ac-
counts for all information transmission via the first two eigen-
modes, but not the others.
A special case is that of odd N with L a multiple of
three. Since the energy gap is zero in these cases, one
anticipates a power-law decay of the end-to-end mutual
information, a very atypical behavior for a disordered
system. Precisely, the dependence is inverse square:
IT (X0 :XT ) ∼ c(L)T−2, (14)
for some constant c(L), as demonstrated by the plot
of T 2IT (X0 : XT ) in Fig. 5 for L = 3, 6, 9. Semi-
conservation of particle number is critical to the expla-
nation of this result. The zero-energy modes may be
occupied or not, but can only step down once, at a do-
main wall. A simple model keeping only the degree of
freedom represented by the position of the domain wall
(if it exists at all) suffices to reproduce the inverse-square
dependence in (14). The end-to-end mutual information
is in these cases dominated not by global fluctuations of
phase, but by the domain wall between two phases with
exactly the same entropy density.
Turning now to the planar limit L, T →∞, an impor-
tant property of the zero-temperature TIAFM, known
since the 1960’s[1, 2], is that the spin-spin correlation
function oscillates inside an envelope falling off as r−1/2
(at least along lattice directions). This, too, can be re-
lated to local particle number (semi-)conservation in a
very natural way. Indeed, from the equivalence of parti-
cles to circumferential satisfied bonds, to spin direction
reversal, the spin-spin correlator along the circumferen-
tial direction (eˆ) is translated into fermion model terms
as
〈σiσi+`eˆ〉 = Re
〈
eipiN`
〉
, (15)
with N` the number of particles in the interval [1, `]. It
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FIG. 5. T 2IT (X0 : XT ), the end-to-end mutual information
multiplied by T 2 for the exceptional cases of odd-N , L ∈ 3N,
which have zero-energy modes.
is plausible, and can be shown, that N` has a Gaus-
sian distribution for large ` Assuming that, (15) immedi-
ately implies an asymptotic falloff as an oscillatory fac-
tor times exp(−pi2∆N2` /2), where ∆N2` = 〈N2` 〉 − 〈N`〉2
is the mean-square fluctuation of number of particles in
the interval. If number fluctuations behaved in an or-
dinary central limiting way, with ∆N2` ∼ (ln `)/pi2, this
would give an ordinary exponential decay. However, the
zero-temperature Fermi sea is not that compressible. A
calculation reveals that ∆N2` ∼ (ln `)/pi2, asymptotically.
Inserting that in the previous formulas results in
〈σiσi+`eˆ〉 ∼ `−1/2 cosn`, (16)
as found by Stephenson. In the planar limit, as the
earlier discussion of zero-temperature pure phases indi-
cates, semi-conservation is promoted to local conserva-
tion. This is crucial to the anomalously small fluctua-
tions in particle number. Without particle conservation,
the ground state would inevitably exhibit ordinary cen-
tral limiting behavior of ∆N2` and therefore exponential
decay of the correlation function.
At positive temperature, all the behaviors discussed
above must break down on large enough length scales.
The mutual information has a decay rate nonvanishing
in the L → ∞ limit and the planar spin-spin correlator
also decays exponentially. In fermionic language, those
conditions imply a nonvanishing spectral gap and en-
hanced number fluctuations, conflicting requirements in
the presence of local particle conservation, indicating the
breakdown of the latter. From a bond perspective, posi-
tive temperature brings thermally excited down-triangles
with all bonds unsatisfied, In string diagrams these are
represented by the sixth motif ( ). With both pair
creation and annihilation, the ground state Ω of the cor-
responding fermion model exhibits local particle number
fluctuations, the strength of which are indicated by the
expectation value 〈Ω|cx+1cxΩ〉. This is a superconduct-
ing order parameter, and can be related to the character-
istics of the system in the original statistical mechanical
language as
〈Ω|cx+1cxΩ〉 = Prob
[ ]
. (17)
The probability on the right is of the event that a given
5 has all three bonds unsatisfied, while its left and right
neighbors have only one unsatisfied bond (in the limit
L, T →∞, the orientation data is irrelevant).
In summary, we have shown how many characteristic
properties of the triangular lattice Ising antiferromagnet
at zero temperature are elucidated by a simple equiva-
lence of cylindrical TIAFM systems with fermions on a
ring evolving in imaginary time. In particular, the exis-
tence of a particle semi-conservation law in the fermionic
description turns out to play a key role. Whether other
frustrated models manifest a similar principle or whether
by virtue of it the TIAFM, in addition to being an
archetype, is a very special exemplar, remains to be seen.
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