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Abstract
We introduce a new regularization for Thiemann’s Hamiltonian constraint. The resulting
constraint can generate the 1-4 Pachner moves and is therefore more compatible with the
dynamics defined by the spinfoam formalism. We calculate its matrix elements and observe
the appearence of the 15j Wigner symbol in these.
1 Introduction
The recent years have seen a steady convergence between the canonical (spin networks) [1] and
the covariant (spinfoams) [2, 3] versions of loop quantum gravity (LQG) [4]. In 3-d, the relation
between the two formalisms has been clarified in [5]. In 4-d, the effort to compute the two-point
function of the theory [6] has lead to a modification of the covariant theory whose background
independent kinematics matches the canonical one [7, 8, 9]. Relating the dynamics appears to
be less obvious [10], in spite of the fact that the spinfoam formalism was originally conceived as
an exponentiation of the canonical evolution [11]. Here we introduce a small modification of the
canonical hamiltonian constraint operator, which brings it closer to the spinfoam dynamics, thus
realizing a possible step towards the full convergence of the two formalisms.
The modification we consider is a different regularization of the curvature that appears in the
hamiltonian constraint. Instead of point-splitting the curvature over a loop, we point-split it over
a tetrahedral graph. More precisely, instead of writing the curvature as a limit of the holonomy
of the connection around a closed loop, we write it as a limit of the spin-network function of the
connection, associated to a tetrahedral graph.
The consequences of this alternative regularization are multifold. First, the regularized opera-
tor appears to be more natural and more symmetric, especially when acting on four-valent nodes,
where it admits a natural simplicial interpretation. In particular, the curvature is evaluated on a
plane which appears to be natural from a geometric point of view. Second, and more importantly,
when acting on a node the resulting quantum operator generates three new nodes, rather than two,
as the old Hamiltonian operator. Therefore the constraint implements the 1-4 Pachner move [2],
which is characteristic of the spinfoam dynamics. Third, the resulting operator creates 4-valent
nodes, rather than 3-valent ones, as the old Hamiltonian operator. Since 3-valents nodes have
zero volume, the new operator can create nodes with volume. Finally, when we compute matrix
elements of this operator, we find 15j Wigner symbols, as well as fusion coefficients [7, 12], namely
the basic building blocks of the spinfoam dynamics.
This paper is organized as follows. In Section II we introduce the tetrahedral regularization of
the curvature. In Section III we review the Thiemann’s construction of the Hamiltonian constraint
∗Unite´ mixte de recherche (UMR 6207) du CNRS et des Universite´s de Provence (Aix-Marseille I), de la
Me´diterrane´e (Aix-Marseille II) et du Sud (Toulon-Var); laboratoire affilie´ a` la FRUMAM (FR 2291).
1
and define the new constraint. In Section IV we evaluate some of its matrix elements. We
summarize our results in Section V. Several Appendices give basic computational tools.
2 Tetrahedral regularization of the curvature
We begin by introducing our main new ingredient for the definition of the hamiltonian constraint:
a spin-network regularization of the curvature. The hamiltonian constraint is a function of the
curvature F of the Ashtekar-Barbero connection A [24] (see details in the next section). Since
neither A nor F are well defined operators in LQG, the hamiltonian operator is defined by point
spitting the curvature in terms of the holonomy h[α] ∈ SU(2) of A along a closed loop α. Consider
a triangular loop α12 with vertices n, n1, n2 and sides s01, s02, s12, and consider the quantity
hi := Tr
[
hα12τ
i
]
(1)
where τ i are the (anti-hermitian) generators of su(2) (which are i/2 times the Pauli matrices). To
first order in the area a of the triangle α12, this gives curvature at n, in the plane defined by the
triangle. In locally flat coordinates xa, a = 1, 2, 3, we have, to first order in the area of the triange,
hi = −1
4
F iab(n) s
a
01s
b
02. (2)
More in general [21], we can take the holonomy h and the generators τ i in (1) in an arbitrary
spin-m representation, and the last equation becomes
hi =
N2m
6
F iab(n) s
a
01s
b
02. (3)
where N2m = Tr
[
τ iτ i
]
= −(2m + 1)m(m + 1). Explicitly, calling h[s] the holonomy of A along
the segment s, writing sba to indicate the segment sab with reversed orientation, and using the
normalized 3-valent intertwiners τ iab = Nmi
i
ab (that satisfies i
i
abi
i
ab = 1), we can write
hi = Nm i
i
αβ h[s01]βγ h[s12]γδ h[s20]δα. (4)
The idea that we develop in this paper is to replace hi with a different object, which we
denote hi , and which is defined by the spin-network function of the connection A, associated to
the tetrahedron generated by three segments s01, s02, s03, emerging from a point n, with one open
link. Let’s define
hi = cmNm i
iαβγ iδǫζ iθικ iλµν h[s01]αδ h[s02]βκ h[s03]γµ h[s12]ǫθ h[s23]ιλ h[s31]νζ . (5)
Here h are holomies in a representation of (integer) spinm. iαβγ is the (unique) normalized 3-valent
intertwiner between three representations m, and iiαβγ is a normalized 4-valent intertwiner, with
the first index in the adjoint representation and the other three in the representation m, satisfying
iiαβγ = iiγαβ = iiβγα and c−1m = i
iαβγ iαǫζ iǫβι iλγζ iiλι. The pattern of contractions is given by
the following tetrahedral diagram
n
h01
h02
h03 h12
h23
h31
(6)
2
where the circle indicate the presence of the holonomies and the arrows their directions.
In other words, the step we take here is the modification of the regularization of the curvature
from a triangle to a tetrahedron:
→ (7)
The key property of hi is that in the limit in which the size of the tetrahedron is small, we
have
hi = hi (8)
where the triangle is the face of the tetrahedron opposite to the 4-valent node n.
To prove this claim, let’s expand the connection A in a Taylor series around n. The terms of
order zero do not contribute to hi because the evaluation of a spinnetwork with a single open end
vanishes. The term of order 1 vanishes as well, because hi is gauge covariant, and we can always
chose a gauge where A vanishes with its first derivatives around a point. The term of order two
does not vanish in general. The only function of A of order two defined at a point is the curvature
F iab. Therefore h
i must be proportional to the curvature F iab(n)u
aub, for some plane (ua ∧ ub).
Since hi does not depend on the coordinates, we can choose coordinates in which the tetrahedron
is regular, and then by symmetry the only plane which is selected by the the tetrahedron is the
plane of the face opposite to n. This proves that hi is proportional to hi . To compute the
proportionality constant, observe that since hi is already of order two, we can deform its sides
without affecting it at this order. In particular, we can deform the side 02 to have it run along
the sides 01 and 12. Similarly, we deform the side 03 to have it run along the sides 01 and 13.
Retracing the holonomies running parallel along 12, and along 13, we obtain (to second order)
hi = cmNm i
iαβγ iδǫζ iθκι iλµν h[s01]αδ h[s01]βκ h[s01]γµ δνζ δǫθ h[s12]ιx h[s23]xy h[s31]yλ
= cmNm h[s01]
iw iwαβγ δαδ δβκδγµ i
δǫζ iθκι iλµν h[s12]ιx h[s23]xy h[s31]yλ
= cmNm i
iαβγ iαǫζ iǫβι iλγζ h[s123]ιλ = cm (i
iαβγ iαǫζ iǫβι iλγζ iiλι) hi
= hi , (9)
where in the first two lines the Kronecher deltas arise from the invariance of the 3-valent and
4-valent nodes respectively, and in the last two lines, we have used the fact that h[s01] can be
replaced with the identity because the rest is already of second order, s123 = s12 ∪ s23 ∪ s31
and the property (52) to close the open legs between the recoupling objects and the holonomies.
Therefore the spin network hi provides a regularization of the curvature alternative to hi
△
.1 In
the next section, we show how this can be used in the regularization of the hamiltonian constraint,
and the possible advantages it yields.
3 Definition of the hamiltonian constraint
The LQG hamiltonian constraint operator was introduced in [13], where its main property was
found: to act only on the nodes (called “intersections” at the time) of a LQG state. The operator
1We have in fact checked this result with an explicit long and tedious calculation, which we do not report here.
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Figure 1: An elementary tetrahedron ∆ ∈ T constructed by
adapting it to a graph γ which underlies a cylindrical function.
considered in [13], however, was divergent on general states. A better behaved operator was defined
in [14], in the context of a deparametrization of the general relativistic evolution with respect to
a “clock” matter field. Two observations were made in [14]. First, in order to be well defined
in the background independent context, the operator needs to be a density (more precisely, a
three-form). Second, and most importantly, diffeomorphism invariance trivializes the limit where
the regulator is removed from the operator. This is the essential property that renders the LQG
dynamics finite.
After many efforts [15, 16, 17], a fully well-defined hamiltonian operator was constructed in
the non-deparametrized theory in [18, 19], using the idea of expressing the inverse triad e as
the Poisson bracket between the volume V and the holonomy h of the Ashtekar connection A
(“Thiemann’s trick”): e ∼ h−1[h, V ] and using a regularization based on a given triangulation T
of the space manifold. (But see also [20].) Let us reviewing Thieman’s construction.
3.1 Thiemann hamiltonian constraint
The hamiltonian constraint, which codes the dynamics of general relativity, is
C = −2Tr[(F − 4K ∧K) ∧ e] (10)
where e = eiadx
aτi is the inverse triad (which we assume having positive determinant) and K is the
extrinsic curvature. Here we consider only the “euclidean” hamiltonian constraintH = −2Tr[F∧e].
Following Thiemann [18], and choosing units where 8πGc−3γ = 1, we can write
eia(x) = {Aia(x), V } (11)
where V is the volume of an arbitrary region Σ containing the point x. Using this, and smearing
the constraint with a lapse function N(x), we have
H[N ] =
∫
Σ
d3xN(x)H(x)
= −2
∫
Σ
N Tr(F ∧ {A, V }) .
In order to regularize this expression, Thiemann introduces a triangulation T of the manifold Σ
into elementary tetrahedra with analytic edges. We can proceed as follows.
Take a tetrahedron ∆, and a vertex v of this tetrahedron. Call the three edges that meet at v
as si, i = 1, 2, 3 and denote aij the edge connecting the two end-points of si and sj opposite to v;
in this way si, sj and aij form a triangle. Denote this triangle as αij := si ◦ aij ◦ s−1j . Figure 1
illustrates the construction. Decompose the smeared Euclidean constraint (12) into a sum of one
term per each tetrahedron of the triangulation
H[N ] =
∑
∆∈T
−2
∫
∆
d3xN ǫabc Tr(Fab{Ac, V }) . (12)
4
Define the classical regularized hamiltonian constraint as
HT [N ] :=
∑
∆∈T
H∆[N ] , (13)
where
H∆[N ] : = −1
3
N(v) ǫijk Tr
[
hαijhsk
{
h−1sk , V
}]
= −1
3
N(v) ǫijk hl
ij
Tr
[
τ lhsk
{
h−1sk , V
}] (14)
where ab = αab and we use the notation hs := h[s]. This expression converges to the Hamiltonian
constraint (12) if the triangulation is sufficiently fine. The expression (13) can finally be promoted
to a quantum operator, since volume and holonomy have corresponding well-defined operators in
LQG. The lattice spacing of the triangulation T that acts as a regularization parameter. For a
sufficiently fine triangulation, HT [N ], converges to H[N ].
This concludes the review of the definition of the Thiemann’s operator. Before continuing,
recall also that in [21] it was pointed out that the operator can be immediately generalized by
replacing the trace in the first line of (12) with a trace in an arbitrary representationm. (Trm[U ] =
Tr[R(m)(U)] where where R(m) is the matrix representing U in the representation m.) Equation
(14) can thus be replaced by
Hm∆ [N ] :=
N(v)
2N2m
ǫijk Tr
[
h(m)αij h
(m)
sk
{
h(m)−1sk , V
}]
, (15)
where here we have indicated explicitly the representation in which the holonomy is taken: h(m) =
R(m)(h). As shown in [21], this converges to H[N ].
3.2 The new hamiltonian constraint
We are finally ready to define the new constraint. In this paper we only consider the sector of the
theory states formed states with only 4-valent nodes. Generalizations will be considered elsewhere.
Fix a fiducial flat metric in the space manifold Σ. Consider a triangulation T of Σ. Consider
the dual of T , and in particular its one-skeleton Γ. Γ is a graph with nodes v in the center of the
tetrahedra v of T , and straight links that cut the triangles of T . Fix a tetrahedron v and one of
its vertices, say s. Let sa be the segment that joins the center of v to s, and ua and va two of the
sides of the triangle s opposite to the tetrahedron’s vertex s. The volume of the tetrahedron can
be written as V =
∑
s
1
18 ǫabcs
aubvc where the sum is over the four vertices of the tetrahedron.
Consider now the quantity
H∆ =
∑
s
hi
s
Tr[τ i h−1s {hs, V }] (16)
where s is the triangle opposite to the vertex s. If A and e are constant on the tetrahedron, it
is easy to see (for instance using coordinates in which the tetrahedron is regular) that this gives
H∆ =
∑
s
F iabu
avbsceic = 18 Tr(Fabec)ǫ
abcV = 18
∫
v
Tr(F ∧ e). (17)
Therefore we can replace (15) with
H∆[N ] : = N(v)
36N2m
∑
s
hi
s
Tr
[
τ i hs
{
h−1s , V
}]
(18)
where all holomonies are taken in the representation m. Notice that the sum is over the four links
emerging from v in T and s is a triangle that joins the three points sitting on the three other
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links emerging from v. Notice also that this triangle and the center v define a tetrahedron, which
we shall denote s. It is then natural to replace the triangle regularization of the curvature with
the tetrahedral one that we have defined in the previous section. Therefore we can replace (18)
with
H∆[N ] := N(v)
36N2m
∑
s
hl
s
Tr
[
τ lhs
{
h−1s , V
}]
(19)
Since spin networks are well defined operator in the quantum theory, this expression provides the
basis for an alternative definition of the hamiltonian constraint. The quantum operator corre-
sponding to (19) can be obtained simply by replacing the volume V with the volume operator,
and replace the Poisson brackets with −i/~ the quantum commutator. It is easy to see that the
first term of the commutator vanishes. Thus the quantum operator is
Hˆ·[N ] : = −i
36 · 8πγl2p
∑
v
N(v)
N2m
∑
s
hˆi
s
Tr
[
τ ihˆsVˆ hˆ
−1
s
]
(20)
The action of the operator on a spin network state with support on a graph γ can then be defined,
following [18, 22], by choosing a regularizing triangulation T adapted to γ. Here we must chose
T such that γ is a subgraph of T ∗. This completes the definition of the operator we were looking
for.
The main differences between the operator (20) and the old one are the following.
1. The curvature is computed on a surface that is properly dual to the direction indicuated by
e. Notice in fact that it is computed on a triangle that surrounds the direction of the link s.
2. Notice that this is different from the old case; there, γ had to be a subgraph of the triangu-
lation T itself, not its dual.
3. The new operator creates three new links instead than one. Therefore generically it trans-
forms a 4-valent node into four nodes. This is precisely the action of the dynamics in the
simplicial spinfoam models.
4. The nodes created are themselves 4-valent. Thus are “of the same kind” as the original node.
This is not the case as the old operator.
In the following section we compute the action of the operator on a quantum state.
4 Action of the quantum constraint
4.1 Old constraint
Let us begin by reviewing some elements of the action of the old constraint, before discussing the
new one.
It is immediate to see that when acting on a spin network state, the operator reduces to a sum
over terms each acting on individual nodes. Acting on nodes of valence n the operator gives
Hˆmγ [N ]ψγ =
∑
v∈V(γ)
8Nv
∑
v(∆)=v
Hˆm∆
p∆
E(v)
ψγ , (21)
where Hm∆ is the quantum version of (15), V(γ) is the set of nodes of γ and Nv is the value of
the lapse at the vertex. E(v) =
(
n
3
)
is the number of unordered triples of edges adjacent to v.
Moreover, p∆ = 1, whenever ∆ is a tetrahedron having three edges coinciding with three edges of
the spin network state, that meet at the node v. In the other cases p∆ = 0.
As first realized in [14], the continuum limit of the operator turns out to be trivial in the
quantum theory. On diffeomorphism-invariant (bra) states the regulator dependence drops out
trivially. Indeed, take two operatorsH andH′ that are related by a refinement of the triangulation
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(adapted to a given state); they differ only in the size of the loops αij ; therefore the resulting states
are in the same equivalence class under diffeomorphisms. If φ is a diffeomorphism invariant state,
we have 〈φHψ〉 = 〈φH′ψ〉, and then the (dual) action of the two constraints H and H′ on φ is the
same. The restriction of the hamiltonian constraint on the (dual) diffeomorphism invariant states
is independent from the refinement of the triangulation.
Let us compute in particular the result in the action of the operator Hm∆ on trivalent nodes,
following [21]. We denote a trivalent node as |v(ji, jj , jk)〉 ≡ |v3〉, whereas ji, jj , jk are the spins
of the adjacent edges ei, ej, ek:
|v3〉 =
ji jj
jk
v
ei ej
ek
(22)
With this notation we represent only the node and its adjacencies. In particular everything
contained in the dashed circle belongs to the node. Let us compute:
Hˆm∆ |v3〉 =
−2i
3l20N
2
m
ǫijk Tr
(
hˆ(m)[αij ]− hˆ(m)[αji]
2
hˆ(m)[sk] Vˆ hˆ
(m)[s−1k ]
)
|v3〉 . (23)
where we have indicated explicitly that the holonomies are in the m representation. The operator
h(m)[s−1k ], corresponding to the holonomy along a segment sk with reversed orientation, attaches
an open spin-m segment to the edge ek. Since the segment sk, with one end at the node, is
entirely contained in ek, the two holonomies are given by the same group element in two different
representations; the original jk and the new m and can then be tensorized, using the recoupling
identity (47). There is then a free index in the color-m representation located at the node (inside
the dashed circle), making it non-gauge-invariant. A new node has also been created on the edge
ek:
hˆ(m)[s−1k ] |v3〉 =
∑
c
dim c
ji jj
jk
m
m
jk
c
(24)
The range of the sum over the spin c is determined by the Clebsh-Gordan conditions. The next
operator acts then on a 4-valent non-invariant node with virtual link in jk representation.
Next step is the calculation of V
(
h(m)[s−1k ] |v〉
)
. To this aim, we need the matrix elements
of the volume operator [26, 27, 25], computed in [23] and applied to Thiemann’s Hamiltonian
constraint operator in [22, 21], see Appendix C). Here we need the action of the volume on a 4-
valent not gauge invariant node; reviewed in Appendix C.1 (In the general case of the Hamiltonian
constraint acting on a n valent vertex, the volume operator will act on a non gauge invariant node
of valence n+ 1.)
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The last step is the evaluation of the holonomies on the left of the volume. The operators
h(m)[αij ]h
(m)[sk] and h
(m)[αij ]h
(m)[sk] add open loops with opposite orientations αij and αji to
the not gauge invariant 4-node. The action is concluded by the contraction of the free ends of the
open loops to the two open links in h(m)[s−1k ] |v〉 taking into account the orientations. (Note that
is the m-trace that ensure connection and summation on the last index).
The final result of the action of the trace part of the operator is then:
Tr
(
h(m)[αij ]− h(m)[αji]
2
h(m)[sk]V h
(m)[s−1k ]
)
|v(ji, jj , jk)〉
=
l30
8
∑
a,b
A(m)(ji, a|jj , b|jk)
ji jj
jk
a
m
b (25)
where the range of the sums over a, b is determined by the Clebsh Gordan conditions, and
A(m)(ji, a|jj , b|jk) :=
∑
c
λmjia λ
mjj
b dadbdc ×
×
∑
β(ji,jj ,m,c)
V jk
β(ji, jj ,m, c)
[
λmβc { a jj cβ m ji }{
a b jk
m c jj
} − λmjkc { ji b cm β jj }{ a b jkc m ji }
]
, (26)
The summation index β = β(ji, jj ,m, c) which appears due to the non-diagonal action of the
volume operator, ranges on the values which are determined by the simultaneous admissibility of
the 3 valent nodes {ji, jj , β} and {m, c, β} namely on the space of intertwiners on which the W
operator acts. See the Appendix C. The complete action of the operator on a three valent state
|v(ji, jj , jk)〉 is then given by contracting the trace part (25) with ǫijk. We get the sum of three
terms:
8
Hm∆
∣∣v(ji, jj , jk)〉 = il0
12C(m)


∑
a,b
A(m)(ji, a|jj , b|jk))
ji jj
jk
a
m
m
b
+
∑
b,c
A(m)(jj , b|jk, c|ji)
ji jj
jk
b
c
m
+
∑
a,c
A(m)(jk, c|ji, a|jj)
ji jj
jk
a
c
m

 . (27)
These yield the original state with the new link m between all the possible pairs of edges adjacent
to the node, with corresponding amplitudes (26) given by cyclic permutations of argument pairs.
5 New constraint
To analyze the new constraint we restrict our attention to 4-valent nodes. On a single 4-valent
node, it reads
H∆ |v4〉 = −i
36 · 8πγl2pN2m
∑
s
hi
s
Tr
[
τ i h(m)[s]V h(m)[s−1]
] |v4〉 := −i C
N2m
∑
s
Hs∆ |v4〉 . (28)
where C = 136·8πγ l2p
is a constant and the sum runs over the four edges that emerge from the
node. The action of this constraint begins, as with old one, by adding a new holonomy h(m)[s−1]
in the s direction. This creates two free legs and increases the valence of the node by one. Then
the volume operator acts on the resulting non-gauge-invariant 5-valent node (see Appendix C.2).
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That is
Tr
[
τ i h(m)[s]V h(m)[s−1]
] |v4〉 = Nm iiδǫ [h(m)[s]V h(m)[s−1]]δǫ
ji jj
jk
jl
in
= Nm
∑
c,d,e
dc
l30
4
V jl,in
d,e(ji, jj , jk,m, c)
ji jj
jk
jl
e
1
m
c
d
m
(29)
where we have converted the generator in m representation τ i, in the corresponding normalized
intertwiner iiδǫ. Note that the trace part leaves a free leg in representation 1. We are now ready
to give the complete action of the operator:
hi
s
iiδǫ
[
h(m)[s]V h(m)[s−1]
]
δǫ
|v4〉 =
= N2mcm
∑
c,d,e
dc
l30
4
V jl,in
d,e(ji, jj , jk,m, c)
jl
e
m
c
d
ji jj
jk
m
m
m
m
m
m
1
m
= N2mcm
∑
c,d,e,f,g,h
dc df dg dh
l30
4
V jl,in
d,e(ji, jj , jk,m, c)
jl
e
m
c
d
ji jj
jk
m
m
m
m
m
m
f g
h
ji jj
jk
1
m
(30)
We have inserted the tetrahedral spinnetwork of h , contracted with the free leg of the trace part
of the operator and in the last line we have recoupled the holonomies on the same edges. The
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construction of the matrix elements of the volume acting on 5-valent nodes V jl,in
d,e(ji, jj , jk,m, c),
is reviewed in the Appendix C.2 (but we stress that a complete analythic formula is lacking). We
can then simplify the last expression using the recoupling identity (51) in the upper part of the
graph. We obtain
Hˆs∆|v4〉 = N2mcm
∑
c,d,e,f,g,h
dc df dg dh
l30
4
Vjl,in
d,e(ji, jj , jk,m, c)
{
jl d 1
m m c
}
jl
e
d
ji jj
jk
m
m
m
m
m
m
f
g
h
ji jj
jk
1
(31)
The final result is then
Hˆs∆|v4〉 = N2mcm
∑
c,d,e,f,g,h,k
dc df dg dh dk
l30
4
V jl,in
d,e(ji, jj , jk,m, c)
×
{
jl d 1
m m c
}
F×(m, d, e, f, g, h, k, ji, jj , jk, jl)
jl
k
ji jj
jk
m
mm
f
g
h
m
m
m
where we have used the recoupling identity (52) in the dashed circle representing the node and
F× is the evaluation of the following recoupling object:
F×(m, d, e, f, g, h, k, ji, jj , jk, jl) =
jl e
d
m
f
ji
m
m
g h
jj
jk
k
1
(32)
The form of the previous coefficient and of the normalizating factor cm depend on the specific
intertwiner iiαβγ = , symmetric for cyclic permutations on the last three index, chosen
for the regularization of the curvature. We complete the analysis of the constraint making the
following choice for iiαβγ :
= + +Sym
(33)
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(a better choice may probably be obtained using the Livine-Speziale coherent intertwiners [8]; this
will be considered elsewhere.) This choice consists in a symmetrization over pairings (that we
denote ix, iy, iz) of a 4-valent intertwiner between a representation 1 and three representations m
(we stress that the virtual link can only take the values m± 1).
In this case FSym is the sum of three terms, one for each pairing of the 4-valent intertwiner:
FSym(m, d, e, f, g, h, k, ji, jj , jk, jl)
=
jl e
d
m
f
ji
m
m
g h
jj
jk
ix
k
1
+
jl e
d
m
f
ji
m
m
g h
jj
jk
iz
k
1
+
jl e
d
m
f
ji
m
m
g h
jj
jk
iy
k
1
(34)
Each of the three terms depends on fifteen spins but the first one is topologically different from
the other two and in fact it can be simplified using (51) on the three dashed lines
jl e
d
m
f
ji
m
m
g h
jj
jk
ix
k
1
=
jl
e
d
m
f
ji
ix
k
1
m
m
g h
jj
jk
ix
k
e
=


ji e d
m ix 1
f k jl




k e ix
g jj m
h jk m


(35)
The first term in the sum (34) is then the product of two 9j symbols (which are strictly related
to the fusion coefficients used in the spinfoam vertex amplitude [7, 12]). The second and third
term are, instead, two different 15j symbols as can be seen rearranging the graphs to the more
familiar shape. The final expression is then
FSym(m, d, e, f, g, h, k, ji, jj , jk, jl)
=


ji e d
m ix 1
f k jl




k e ix
g jj m
h jk m

 +
jl
k
h
f g
iz
1 m
m m
e
jjji
d jk +
jl
k
g
f h
iy
1 m
m m
e
jkji
d jj
(36)
The inverse of the normalization coefficient cm, in the case of the symmetrized node (33) is
1
m
m
m
m m
m
Sym
m
=
1
m
m
m
m m
m
m
ix
+
1
m
m
m
m m
m
m
iy
+
1
m
m
m
m m
m
m
iz
(37)
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The evaluation of the previous coefficients gives
(cSymm )
−1 =


1 m ix
m m m
m m m

+
{
m m iy
m m m
}{
m 1 iy
m m m
}
+
{
m m iz
m m m
}{
m 1 iz
m m m
}
(38)
The complete constraint is then obtained summing over the four legs s.
6 Conclusions
We have studied a new regularization of the hamiltonian constraint operator. The main idea is to
replace the holonomy of the connection around a triangle, used for regularizing the curvature, by
a spin-network function of the connection, defined over a tetrahedron.
We have pointed out two possible advantages with this alternative. First, it seems to us that
the regularization is geometrically better motivated, at least from a simplicial point of view: the
two factors of the Hamiltonian constraintH = TrF ∧e can naturally be related to dual geometrical
objects. The tetrad e is determined by a link s at a node. It seems reasonable to expect that the
curvature F must be taken around a loop that circles the direction determined by s. This is what
the new regularization does in general.
Second, the new operators transforms a 4-valent node into four 4-valent nodes. (The old
operator added two 3-valent nodes to any node.) Therefore the new operator implements the 1-4
Pachner moves that characterizes the simplicial spinfoam evolution. We view this as a step that
could simplify the long sought bridge between the canonical and the covariant definition of the
dynamics. We also notice the appearances of 15-j Wigner symbols, which are characteristic of the
spinfoam theory amplitudes.
Thiemann’s proof that the Hamiltonian operator is anomaly free [18] does not go through with
the new operator, at least at first sight. The proof was indeed based on the fact that the nodes
generated were rather “special” and had no volume, and therefore the Hamiltonian could not act
on them. If one judges this “special” form of the nodes generated to be a part of the theory that
we need to keep, then this could be a problem for the operator considered here. On the other hand,
the fact that the old operator generated such special nodes, on which it could not act again, is
sometime viewed as an unconvincing aspect of the old construction, and this is partially corrected
with the constraint considered here. (On different ways to address the issue, see in particular
[31, 30].)
Finally, in this paper we have restricted our attention to 4-valent nodes and the 1-4 Pachner
move, but we think that the construction given here could be extended to include nodes of arbitrary
valence.
Acknowledgments
Thanks to Thomas Thiemann for helpful discussions and for an accurate reading of the draft.
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A Recoupling theory
We give here the definitions at the basis of recoupling theory and the graphical notation that is
used in the text. Our main reference source is [28].
• Wigner 3j-symbols. These are represented by a 3-valent node, the three lines stand for
the angular momenta wich are coupled by the 3j-symbol. We denote the anti-clockwise
orientation with a + sign and the clockwise orientation with a sign -. in index notation
vαβγ :
(
a b c
α β γ
)
=
aα
b β
c γ
+
=
aα
c γ
b β
-
(39)
The symmetry relation vαβγ = (−1)a+b+c vαγβ = λbca vαγβ(
a b c
α β γ
)
= (−1)a+b+c
(
a c b
α γ β
)
(40)
implies
+
a
b
c
= (−1)a+b+c -
a
b
c
(41)
• The Kroneker delta.
δab δ
α
β =
aα bβ. (42)
• First orthogonality relation for 3j-symbols.∑
α,β
(
a b c
α β γ
)(
a b c′
α β γ′
)
=
1
2c+ 1
δcc′ δ
γ
γ′ (43)
a
b
-+
c c′ =
1
2c+ 1
cγ c′γ′ (44)
This implies
- +
a
c
b
= 1 (45)
• Second orthogonality relation.∑
cγ
(2c+ 1)
(
a b c
α β γ
)(
a b c
α′ β′ γ
)
= δαα′ δ
β
β′ (46)
Graphically
∑
c
(2c+ 1) + -
c
aα
bβ
aα′
bβ′
=
aα
bβ
aα′
bβ′
(47)
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• The “basic rule”.
∑
δǫφ
(−1)d+e+f−δ−ǫ−φ
(
d e c
−δ ǫ γ
)(
e f a
−ǫ φ α
)(
f d b
−φ δ β
)
=
{
a b c
d e f
}(
a b c
α β γ
) (48)
-
-
-
a
c
b
e
f
d
= + +
d
f
e
bc
a
+
+
+
a
c
b (49)
B Simplify graphs
Here are some useful recoupling theory relations used for simplfying spin network evaluations.
= δj1j2
dim j1
j1
j2
j1 j1
(50)
=
j1
j3
j1 j1
j2
j3j3
j2 j2
(51)
=
j1
j3
j1 j1
j2
j3j3
j2 j2
j4 j4 j4
i i
∑
i di (52)
In these relations the dashed block represent a completely contracted graph with no free legs.
C Volume
We collect here some basic elements about the definition and the calculation of volume matrix
elements, see also [29]. Acting on a spinnetwork state, V doesn’t change the graph nor the edge
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spins. It only acts on the intertwiners at the node. Let us restrict the attention here to the
Ashtekar-Lewandowski volume operator. On a cylindrical function ψγ , it is given by
Vˆ ψγ =
∑
v∈V(γ)
Vˆv ψγ , (53)
where
Vv = l
3
0
√√√√∣∣∣∣∣ i16 · 3!
∑
eI∩eJ∩eK=v
ǫ(eI , eJ , eK)W[IJK]
∣∣∣∣∣ . (54)
The first sum extends over the set V(γ) of nodes of the underlying graph, while the sum in (54)
extends over all triples (eI , eJ , eK) of edges adjacent to a node. The orientation factor ǫ(eI , eJ , eK)
is +1 if the tangents (e˙I , e˙J , e˙K) at the node are positively oriented, −1 for negative orientation,
and 0 in the case of degenerate, i.e. linearly dependent or planar edges. Besides, edges meeting
in an n-node are assumed to be outgoing.
The core of the operator (54) is given by W[IJK] that acts on the finite dimensional intertwiner
space of an n-valent node vn. Its action is described in terms of the ‘grasping’ [27, 26] of any three
distinct edges eI , eJ and eK adjacent to vn: a triple grasping operator represented as follows:
1 1 1
(55)
It is a three valent node in rep 1 that has three ”free hands” that will be attached to three distinct
adjacent edges (eI , eJ , eK) of vn, creating a single new three valent node on each of these edges.
Note that for every triple of edges, W[IJK] in (54) affects only the intertwiner associated to vn;
in the graphical notation it will add links and nodes only inside the dashed circles that represent
the node. Restricting the action to real edges only, the volume operator is equally well-defined on
non-gauge-invariant nodes.
The volume operator ‘grasps’ triples of real edges (eI , eJ , eK) adjacent to a node. In the case
of a non-gauge invariant n-valent node we can easily calculate its action looking at the action on
gauge invariants n+1-valent nodes. In fact for any valence of the node the operator contributes
one term for each triple: the action on non-gauge invariant nodes is simply given by the action on
gauge invariant ones done grasping only the real edges and not the free index edges of the node.
C.1 4-valent not gauge invariant case
We are now ready to compute the action of the volume operator on the 4-valent non gauge invariant
node generated by the action of the first holonomy contained in the hamiltonian operator. We
obtain
V
(
h(m)[s−1k ] |v〉
)
=
∑
c
dc Vv
ji jj
m
jk
c
=
=
∑
c
dc
l30
4
√∣∣iW[jijjc]∣∣
ji jj
m
jk
c
(56)
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In the last equation we have used the fact that the volume operator is linear and on a single 4-
valent non-gauge invariant node both sums in (53) and (54) reduce to a single term. The operator
W[jijjc] denotes the grasping of the three real edges of the non-gauge-invariant 3-node, colored
ji jj and c in this order. The 3! factor in (54) is canceled out by those terms that appear due
to permutations of the three grasped edges, since they are all equal up a sign. The action of
W (before taking the absolute value and the square root) on a non-gauge-invariant 3-node can
generally be expressed as
Wˆ[jijjc]
ji jj
m
α
c
=
∑
β
W
(4)
[jijjc]
(ji, jj ,m, c)α
β
ji jj
m
β
c
(57)
or using vector notation for the state vectors, as
Wˆ[jijjc] |vα〉 =
∑
β
W
(4)
[jijjc]
(ji, jj ,m, c)α
β |vβ〉 . (58)
The sum over β range on the dimension of the intertwiner space determined by the Clebsh-Gordan
at the two three valent nodes. W
(4)
[jijjc]
are the matrix elements of the operator W[jijjc] that acts
on the triple of edges colored (ji, jj , c), in a basis of 4-valent nodes. It has been calculated for the
first time in [23], where the general case concerning the volume operator acting on n-valent nodes
is considered. In our case it reads
ji jj
m
jk
c
c1
1
1 = N cN jiN jj
∑
i
di
ji
jj
m
jk
c
c
1
1
1
i
jjji
ji jj
m
i
c
(59)
Where we have used the grasping operators in the left hand side and the relation (52) in the right
hand side of (59)
It has also been shown that in an appropriate basis the operators iW are represented by
antisymmetric, purely imaginary, i.e. hermitian matrices, which are diagonalizable and have real
eigenvalues [23]. Hence the absolute value and the square root in (56) are well-defined.
This basis is realized by a rescaling, or node normalization respectively. The virtual internal
edge is multiplied by
√
dim
|vα〉N =
√
dimα |vα〉 (60)
, With this normalization, (58) is rewritten as
Wˆ[jijjc] |vα〉N =
∑
β
√
dimα√
dim β
W
(4)
[jijjc]
(ji, jj ,m, c)α
β |vβ〉N =
∑
β
W˜
(4)
[jijjc]
(ji, jj ,m, c)α
β |vβ〉N (61)
where W˜
(4)
[jijjc]
are the matrix elements of W[jijjc] between two normalized states.
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W˜
(4)
[jijjc]
(ji, jj ,m, c)α
β =
√
dimα√
dimβ
N cN jiN jj
ji
jj
m
α
c
c
1
1
1
β
jjji =
=
√
dimα√
dimβ
N cN jiN jj
{
α β 1
c c m
} ji
jj
α
1
1
1
β
jjji
=
√
dimα√
dimβ
N cN jiN jj
{
α β 1
c c m
}

1 1 1
ji jj β
ji jj α


(62)
Where in the last equation we have used the basic rule (49) on the upper triangle reducing the
network to a 9j−symbol. The symmetry properties of the 9j symbol (or equivalently the Clebsh
Gordan condition in the node (1, α, β)) imply that the antisymmetric matrix W˜ (4)α
β has non-
zero elements only in the entries that are subject to |α− β| = 1. Hence W˜ (4)αβ has only sub-
and superdiagonal non-zero entries and is real and antisymmetric in the rescaled basis. Since the
required iW˜ (4) is hermitian, it can be diagonalized and from this form we can extract the required
absolute value and square root in a well-defined way. The action of the volume operator is in
general not diagonal.2 However for arbitrary m and spins of the node there is not an explicit
general analytic formula.
The relation between the node operator Vv and the square root of the local grasp iW reads in
the trivalent case √
|iW | αβ = (Vv)αβ ≡ V αβ . (63)
2One exception turns out to be given by Thiemann’s original m = 1 operator. In this case, the action of the
volume is indeed diagonal, and W˜ (4) is a (2× 2) matrix, allowing explicit calculations [22]
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Inserting this in (56), we obtain for the non-diagonal action of the volume operator
V
(
h(m)[s−1k ] |v〉
)
=
∑
c
dc
l30
4
√∣∣iW[jijjc]∣∣
ji jj
m
jk
c
=
∑
c
dc
l30
4
∑
β
V jk
β(ji, jj ,m, c)
ji jj
m
β
c
=
∑
c,β
dc
l30
4
V jk
β(ji, jj ,m, c)
ji jj
jk
m
m
β
c
(64)
C.2 5-valent not gauge invariant case
The volume on a 5-valent, not gauge invariant is constructed from the basic triple grasping operator
Wˆ[IJK] acting on the all the four triples of real edges:
Wˆ[jijjjkc]
ji jj
jk
jl
in
m
c
=
∑
αβ
W
(5)
[jijjjkc]
(ji, jj , jk,m, c)in, jl
α, β
ji jj
jk
α
β
m
c
(65)
The triple grasping operator is the sum of four terms
Wˆ[jijjjkc] = Wˆ[jijjjk] + Wˆ[jijjc] + Wˆ[jijkc] + Wˆ[jijjc] (66)
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The first reads
ji jj
jk
jl
in
m
c
1 1
1
=
= N jiN jjN jk
∑
αβ
dα dβ
ji
jj
jk
jl in
m
c
1 1
1
α β
ji jj
jk
α
β
m
c
ji jj
jk
= N jiN jjN jk
∑
β
dβ
ji
jj
jk
jl
in
1 1
1
β
ji jj
jk
jl
β
m
c
ji jj
jk
= N jiN jjN jk
∑
β
dβ
{
β 1 in
ji jl ji
}
jj
jk
in
1
1
1
β
ji jj
jk
jl
β
m
c
jj
jk
= N jiN jjN jk
∑
β
dβ
{
β 1 in
ji jl ji
}

1 1 1
jj jk β
jj jk in


ji jj
jk
jl
β
m
c
(67)
the second is
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ji jj
jk
jl
in
m
c
1
1
1
= N cN jiN jj
∑
αβ
dα dβ
ji
jj
jl in
m
c
α β
ji jj
jk
α
β
m
c
ji jj
jk
1
1
1
c
= (−1)2c+1N cN jiN jj
∑
αβ
dα dβ
{
1 α jl
m c c
}
ji
jj
jl
in
α
β
ji jj
jk
α
β
m
c
ji jj
jk
1
1
1
= (−1)2c+1N cN jiN jj
∑
αβ
dα dβ
{
1 α jl
m c c
}{
1 β in
jk jj jj
}
ji
jl
in
α
β
ji jj
jk
α
β
m
c
ji
1
1
1
= (−1)2c+1N cN jiN jj
∑
αβ
dα dβ
{
1 α jl
m c c
}{
1 β in
jk jj jj
}

α 1 jl
β 1 in
ji 1 ji


ji jj
jk
α
β
m
c
(68)
The third term Wˆ[ji, jk, c] is just the previous one with the exchange jj , jk in the coefficients, and
the last Wˆ[jj , jk, c] is
ji jj
jk
jl
in
m
c
1
1
1
=
= (−1)2c+1N jjN jkN c
∑
αβ
dαdβ
{
α 1 jl
c m c
}{
in β 1
α jl jj
}

β jj jk
1 1 1
in jj jk


ji jj
jk
jl
β
m
c
(69)
The final volume matrix elements are obtained summing the previous operator and diagonalizing
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them to extract the square root (this last operation is the one that prevents us from having a close
analytic expression).
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