We consider a serious, previously-unexplored challenge facing almost all approaches to scaling up entity resolution (ER) to multiple data sources: the prohibitive cost of labeling training data for supervised learning of similarity scores for each pair of sources. While there exists a rich literature describing almost all aspects of pairwise ER, this new challenge is arising now due to the unprecedented ability to acquire and store data from online sources, interest in features driven by ER such as enriched search verticals, and the uniqueness of noisy and missing data characteristics for each source. We show on real-world and synthetic data that for state-ofthe-art techniques, the reality of heterogeneous sources means that the number of labeled training data must scale quadratically in the number of sources, just to maintain constant precision/recall. We address this challenge with a brand new transfer learning algorithm which requires far less training data (or equivalently, achieves superior accuracy with the same data) and is trained using fast convex optimization. The intuition behind our approach is to adaptively share structure learned about one scoring problem with all other scoring problems sharing a data source in common. We demonstrate that our theoretically-motivated approach improves upon existing techniques for multi-source ER.
INTRODUCTION
In this paper we investigate a serious and previously-unexplored challenge to scaling joint entity resolution (ER) to multiple sources: * Full version available as report [13] † Research performed while SN was at Microsoft Research.
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. CIKM ' that of intractable labeling costs required to model heterogeneities in real-world data sources. Significant attention has already been focused on ER in the DB, data mining and statistics communities, where the typically-stated goals are computational performance (good runtime) and statistical performance (good precision/recall)-cf. e.g., [7, 11] and references therein for general discussions on ER. The most common approach for achieving good precision/recall is to employ supervised learning to combine domain-expert-selected feature scores into overall similarity scores [4, 10, 17, 21] . Indeed in a recent, comprehensive evaluation of over 20 state-of-the-art ER systems [11] , Köpcke et al. found that on most tasks supervised learning-based matchers offer superior performance.
However Köpcke et al. also noted that statistical performance comes at the price of human effort in labeling training examples, and explicitly highlight labeling cost as a key measure of matcher performance. And while there have been studies on multiple-source ER, and there are numerous applications in science, technology and medicine motivating effective approaches for ER over multiple sources, we are the first to note that state-of-the-art ER approaches have intractable labeling cost on multiple sources. Indeed to maintain constant precision/recall, we show that existing approaches suffer labeling costs that scale quadratically as the number of sources increase. 1 The need for learning individual score functions when faced with data heterogeneity has been explicitly [18] and implicitly [10] acknowledged; however we are the first to comprehensively quantify this requirement. Finally, just as computational scaling can be tackled via cloud computing, one may look to human computation (e.g., via Amazon Mechanical Turk) to address the labeling-cost challenge. However, very many ER problems involve integrating highly privacy-sensitive, or trade-secret, data that cannot be outsourced.
To address this problem, we develop a brand new transfer learning algorithm that jointly learns to score pairs of data sources while adaptively sharing common patterns of data quality. Training our algorithm TRANSFER involves solving a convex optimization program via fast state-of-the-art composite gradient methods [15] . Motivated by a multiple-source ER problem for the movies vertical in the Bing Internet search engine, we demonstrate both on a large real-world movie entity crawl dataset (with sources 10x larger than any considered in [11] ) and a large-scale synthetic dataset, that our TRANSFER algorithm is superior compared to state-of-the-art approaches while incurring a labeling cost that is only linear in the number of sources being resolved. While this constitutes a major contribution to entity resolution, TRANSFER is also of independent interest as a novel contribution to machine learning research as it leverages a previously-unseen pairwise structure between learning tasks that is motivated directly by the application to ER. 2 Organization. In Section 2 we present a precise problem statement and elaborate on our running movie matching example. We then develop the TRANSFER learning algorithm for low-labelingcost multiple-source ER in Section 3. Sections 4 and 5 present thorough experimental evaluations on both real-world and synthetic data. Finally we conclude with some discussion and directions for future work in Section 6.
Notation. On vectors v ∈ R p , we define the q norm for q ≥ 1 as v q := ( p j=1 |vj | q ) 1/q , and v ∞ = maxi |vi|. We let sign(v) be the p-dim vector whose i th element is the sign of vi.
PROBLEM STATEMENT
We now formalize our problem, which is to produce functions that combine p similarity feature scores g(ei, ej) ∈ R p between two entities ei and ej taken from their respective sources Si and Sj . As is common in ER, the feature scores are typically chosen by a domain expert; the output of the combination represents an overall similarity score between the entities that should achieve strong precision and recall. We consider r > 2 sources, and so i = j will be taken from {1, . . . , r} unless stated otherwise. Automatically learning the combination of feature scores typically requires prohibitively large amounts of labeled training data for large rrequiring examples for all pairs of sources.
The formal goal of the Multi-Source Similarity Learning Problem is: for each pair of sources (i, j), learn a similarity scoring function fij mapping feature space attribute scores g(ei, ej) ∈ R p to a real-valued score. High values of fij correspond to sure matches while small or negative scores correspond to non-matching entities. We desire to learn fij that achieve strong precision and recall using few labeled examples.
Prior to feature scoring and score combination, the entities are normalized in a pre-processing step (e.g., in movie matching, producing clean movie titles, cast, etc); and then blocking is employed to prune the pairs of entities considered in scoring, via a linear pass hashing entities to blocks (e.g., movie entities are hashed to nonstop-title-words). In the movie matching example, feature scoring may produce title edit distance, Jaccard coefficient for cast, etc; then score combination computes overall scores after learning how to do so from a human-labeled set of matching/non-matching pairs.
TRANSFER LEARNING ALGORITHM
A major goal of machine learning approaches is minimizing sample complexity, which translates to minimizing the amount of training data required to learn the scoring functions with a desired accuracy (with high confidence). The transfer learning paradigm [8, 9, 14] has enjoyed recent interest in the machine learning community, due to its general principle of exploiting information gleaned in multiple related learning tasks to reduce the tasks' sample complexities. This section develops a new transfer learning algorithm for the Multi-Source Similarity Learning Problem. As well as contributing a solution to the seemingly intractable labeling cost of performing ER over multiple sources, our algorithm TRANSFER represents a contribution to machine learning research as it presents a novel transfer learning problem with unique inter-task structure.
We now overview the intuition behind transfer learning. In one setting, we have multiple tasks that we wish to learn from simultaneously in the hopes that jointly learning all models will result in a net decrease in sample complexity. A common characteristic to all settings is that we wish to learn statistically independent tasks, each representing a separate problem that shares common structure: e.g., shared support [8, 12] or shared subspaces [1] .
A challenge that arises in our setting, where tasks correspond to learning source-pair similarity functions {fij }, is in handling the interactions between the sources {Si}. For example, a standard transfer learning approach to learning a scoring function between sources A and B and between A and C would a be to treat these two tasks just as it would third task for D, E, ignoring the fact that only some tasks share a common source: here A. A new model would allow us to more accurately learn a scoring function across pairs of sources for which no available training examples exist-in this case between sources B and C.
Learning Models
We begin our derivation by expressing the class of models our algorithm will learn over. For reasons made clear below, we design TRANSFER to learn linear classifiers, and later compare this approach against state-of-the-art non-linear algorithms.
Linear Classifiers in ER
As the model's complexity increases so too does the number of training examples-the sample complexity-required to fit the model's "degrees of freedom" while avoiding overfitting. Hence, we will need to take the amount of available training data and the learning task at hand into consideration when specifying our model.
In ER [4, 10, 17, 21] , and many other problems, it has been shown that linear models perform exceptionally well for explaining the behavior between feature score vectors x and output labels y. The choice of a linear model serves a dual statistical and computational purpose. Linear models can be evaluated very quickly and are also inexpensive to store, requiring only p + 1 doubles-together making the model ideal for large-scale learning. From a statistical perspective, given enough features, we can accurately model the interactions in our data. Formally, we assume that a given input set of features x and an output label y can be related by y = sign( w, x + b), where b is a bias term capturing the fact that the model is not exact due to noise and w places varying importance on the feature scores in x. We will take our similarity scoring function for a given source pair (i, j) to be 3 fij (x) = wij , x . Hence the Multi-Source Similarity Learning Problem corresponds to inferring the weight vectors wij .
We will compare the linear learner TRANSFER with both linear and non-linear state-of-the-art baselines in Sections 4 and 5.
Transfer Learning Model
Though we have separate tasks across different pairs of sources, one training example from source pair (i, j) will inform learning to score another source pair (j, h) and conceivably even (h, k). This intuition motivates our interest in applying transfer learning to uncover shared characteristics between different source pairs. To that end, we introduce a method that we call TRANSFER. For this model, we assume that our weight vectors decompose as
where the vector w0 captures the general trends, for example, movies with the same casts are generally going to be similar. The weight vector wi accounts for the specific effects induced by the particular source and the vector Δij handles the pairwise deviations and can also be applied to guarantee that wij = wji.
Regularized Learning Formulation
We now formulate an optimization program for learning the underlying pairwise score functions. There has been a flurry of research in developing efficient techniques for finding parameters to fit models similar to above. A number of techniques are based on optimizing a convex function for efficiently recovering the parameters. Such convex programs have seen tremendous theoretical and experimental success in the literature [3, 12, 20] .
Before proceeding, we recall that the sources are indexed by an integer in {1, . . . , r} so that (abusing notation) S ∈ {1, . . . , r}. Furthermore, we will let (i(k), j(k)) denote the source pair that the k th example was drawn from. Given that, we write our k th training example as (x k , S 1,k , S 2,k , y k ), where x k = g(e 1,k , e 2,k ) denotes the feature vector representation of the pair of entities (e 1,k , e 2,k ), S 1,k and S 2,k represent the source indices of the entities, and y k represents the true label. With this notation, we may propose to learn an Equation (1) model that solves the convex program
The result of this program are estimates of our weight vectors w0, wi, and Δij . We now take a moment to discuss Program (2) . The objective function can be decoupled into two components: an empirical risk (or loss) term and regularization terms. Loss Term. The loss term aims to encourage predictions on the training input feature vectors to match the training labels. We note that there are alternative options for the loss term such as those used in logistic regression or support vector machine linear models, both of which are also used extensively in the literature.
Regularization Terms. While the empirical loss term encourages our parameters to closely fit the model, the regularization terms exist in order to penalize overly-complex models and avoid overfitting. For the regularization we penalize the source weight vectors wi by the 1 norm and the pairwise weight vectors Δij by the 2 norm squared.
The 1 norm aims to encourage wi to be sparse [5, 9, 19] , which captures the fact that each source (for the most part) should behave as the nominal source represented by w0. The 2 norm squared terms acts to restrict the size of Δij (without necessarily requiring sparsity), allowing pairwise perturbations away from the nominal behavior between two sources but avoiding overfitting [16] .
Optimizing the Regularized Objective. Due to space constraints we defer the detailed discussion of the implementation of TRANS-FER to the full-length report [13] . The optimization uses a fast composite gradient descent algorithm [15] .
Parameter Selection. We may tune the parameters λ and μ to achieve various levels of model complexity and control the amount of transfer. These parameters can be selected via extending existing theoretical results in the literature [2] or based on a user's prior knowledge for the problem. Another popular method (adopted in this paper) is to apply cross validation, and use a hold-out set of the data to select the parameters [6] .
Extending the Learning Algorithm. Our construction allows for a number of choices for the empirical risk and regularization functionals, and we found that our current choices worked well practically. Our contribution is a generic transfer learning approach for ER which encompasses a family of algorithms; one of which we focus on here as a first study on using transfer in multiplesource ER. 
EXPERIMENTS
We next discuss experiments for verifying the behavior of our transfer learning algorithm and to compare it against the state-ofthe-art. The results presented in Section 5 demonstrate significant gains on real-world movie matching and synthetic datasets, showing that TRANSFER can achieve strong performance with low labeling cost that scales only linearly with the number of sources.
Baseline Approaches
We consider three approaches representing the spectrum of stateof-the-art in ER: pairwise and pooled linear classifiers (which as we argue are actually special cases of transfer learning), and support vector machines (a non-linear learner popular in ER).
Single. The first model, called the SINGLE or Pooled method, simply assumes that wij = w0 for all pairs of sources i, j i.e., letting wi = Δij = 0 in TRANSFER-imposing maximum transfer between each task.
Pairwise Independent. At the other extreme, the method PAIR-WISEINDEPENDENT considers the situation where all vectors wij are learned without any shared characteristics. However under heterogeneous sources, with enough data, this approach should achieve far superior accuracy over SINGLE.
Non-linear. Our third baseline model, denoted NONLINEAR, involves learning a non-linear function. NONLINEAR may vary its output depending on the originating sources. We encode the source pair identities in addition to the feature scores-the feature vector presented is (g(ei), g(ej), i, j) with source pair (i, j) encoded into a length r vector that is all zeros except a 1 in the i th and j th components (since source ordering is irrelevant). For our experiments we take NONLINEAR to be the support vector machine (SVM) with Gaussian kernel, which corresponds to the most widely used and flexible feature mapping. This SVM takes in two parameters: the cost parameter C > 0 and the kernel variance σ > 0.
Algorithm Implementation
For our experiments, we implement TRANSFER using composite gradient descent (cf. our report [13] ) in the statistical computing environment R. We implement the baseline SINGLE and PAIRWI-SEINDEPENDENT algorithms based off of the general TRANSFER implementation.
We use the R e1071 package's SVM routines, which are a wrapper for the popular libSVM library, for implementing NONLIN-EAR. We employ 10-fold cross-validation for selecting optimal SVM parameters (C, σ) over a grid of candidates as is standard.
Evaluation
In order to investigate the statistical performance of the methods' scores, we adopt a common threshold algorithm: we declare that two entities e1 and e2 are a match if their score is above threshold τ , which we vary to produce a set of potential classifiers. Therefore, given a scoring function f and a set of examples {(x k , y k )}, we aim to compare the true labels y k against the estimated labels y k = sign(f (x k ) − τ ). We evaluate the performance of classifiers' classifications through precision (P ) and recall (R). We also measure test error, which combines both false positives and negatives.
Datasets and Pre-Processing
We employed two large-scale datasets in our experiments. Real-World Movie Data. Six major online movie sources were crawled for use in the Bing movies vertical. The number of records obtained are given in Table 1 . In our following experimental results on this movie data, we learn the scoring functions on various sources (as specified) but evaluate precision and recall against movies from the pair IMDB and iTunes. This choice was made in order to demonstrate the behavior across a specific pair rather than averaging across all available pairs. We held out a subset of the movie data as the test set. We then used the remainder for training the methods. Synthetic Data. We synthesized raw true attributes for each underlying latent entity uniformly at random in a unit interval. Then each record representing an entity in a source was produced by perturbing each of the attributes randomly with low-variance Gaussian noise. Feature-level scores were then produced using a simple difference between the attribute values of pairs of entities. It is important to note that perturbing the feature-level scores would be an incorrect methodology since the scores would not observe any kind of triangle-inequality-like property as is the case for "real" ER problems. We produced up to 30 synthetic sources to stress test the approaches, varied the training, and used 10k test pairs total.
RESULTS
We now present the results of our experiments-comparisons of TRANSFER and the three baseline methods' PR curves-starting on the movie data. We then focus attention on the synthetic data in order to gain a deeper understanding of the behavior of TRANSFER. Our results conclusively demonstrate that TRANSFER requires significantly less labeling while achieving superior accuracy over stateof-the-art approaches for multiple-source ER.
Precision Recall Curves
With the datasets selected, we applied the four learning algorithm to the training set, producing pairwise functions fij . We then applied the functions to the unobserved test data and built PR curves by varying threshold parameter τ . Owing to space constraints we relegate a number of figures to the longer version of this paper [13] . Figure 2 shows the varying precision and recall when each source is provided 20 examples. Figure 1 As expected SINGLE performs relatively well when very little training data is available, but does not experience much gain from additional training data-and is inferior to the other methodsowing to it not modeling the unique data characteristics of each source. PAIRWISEINDEPENDENT behaves in the opposite manner to SINGLE: it is unable to fit its many-parameter models under little available data, but progressively improves with more data. TRANS-FER combines the best of both of the linear baseline models adaptively, and dominates all three state-of-the-art baselines at 0.85 recall. While NONLINEAR traces the performance of TRANSFER, it is not endowed with the correct pairwise task structure leveraged by TRANSFER and so its precision is significantly shifted down.
In the next section we discuss experiments performed on synthetic data. Due to its poor performance on the movie data, we do not present results for NONLINEAR SVM on the synthetic data, where we focus on an apples-to-apples comparison of the three linear learners with varying amounts of transfer.
Sample Complexity
Our next experiment takes a deeper look at understanding the effect of the number of examples per source pair on the average test error. These experiments were performed using synthetic data to give us finer control over the data generating process and thus concretely explore how increasing the number of examples will affect E. We observe from Figure 3 , that as the number of examples increases TRANSFER and PAIRWISEINDEPENDENT both decrease, while SINGLE remains lower bounded. This result is owing to the fact that SINGLE cannot take into account the individual differences between the sources that we are experimenting with, while the other more flexible methods can. However, even though PAIRWISEIN-DEPENDENT does have that freedom, TRANSFER performs better because it is a "simpler" model to learn.
Source Complexity
We now present results of one of our most poignant synthetic experiments. Figure 4 shows the results of increasing the number of synthetic sources from 2 to 30 in increments of 2 sources. As we increase the number of sources we add a constant number of training examples-we impose desirable linear scaling of labeling cost. Again we compare the three linear methods, along with their confidence bands based on 50 trials. We observe that TRANS-FER achieves far-superior results, actually improving slightly with the number of sources. On the other hand, we see that PAIRWI-SEINDEPENDENT, unsurprisingly, performs poorly as the number of sources increase as it requires quadratic scaling of the training data to train the order of 450 scoring functions. We also note that even though SINGLE is very "simple", and hence does not require a significant amount of training examples, it is unable to adapt to the fact that the sources have varying behavior.
CONCLUSIONS
Many problems in databases, statistics, and machine learning involve learning pairwise similarity functions from labeled examples. Unfortunately as the number of data sources increases, the sample complexity-the cost of human labeling-increases quadratically. To overcome this prohibitive scaling, we propose a new transfer learning algorithm TRANSFER for learning multiple similarity score functions jointly. We take ER as a motivating example, and present extensive experimental comparisons of TRANSFER against existing state-of-the-art methods. Our experiments-on real-world, large scale movie matching data, and extensive synthetic datashow that TRANSFER indeed produces more accurate ER than existing methods, with less data in a computationally tractable way. Interesting future work might consider extending TRANSFER to active learning or non-linear classification.
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