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Glossary
Almost every, essentially: Given a Lebesgue measure space (X,B, µ), a
property P (x) predicated of elements of X is said to hold for almost every
x ∈ X, if the set X \ {x : P (x) holds} has zero measure. Two sets A,B ∈ B
are essentially disjoint if µ(A ∩B) = 0.
Conservative system: Is an infinite measure preserving system such that
for no set A ∈ B with positive measure are A,T−1A,T−2A, . . . pairwise
essentially disjoint.
(cn)-conservative system: If (cn)n∈N is a decreasing sequence of posi-
tive real numbers, a conservative ergodic measure preserving transforma-
tion T is (cn)-conservative if for some non-negative function f ∈ L1(µ),∑∞
n=1 cnf(T
nx) =∞ a.e.
Doubling map: If T is the interval [0, 1] with its endpoints identified and
addition performed modulo 1, the (non-invertible) transformation T : T →
T, defined by Tx = 2x mod 1, preserves Lebesgue measure, hence induces a
measure preserving system on T.
Ergodic system: Is a measure preserving system (X,B, µ, T ) (finite or
infinite) such that every A ∈ B that is T -invariant (i.e. T−1A = A) satisfies
either µ(A) = 0 or µ(X \ A) = 0. (One can check that the rotation Rα is
ergodic if and only if α is irrational, and that the doubling map is ergodic.)
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Ergodic decomposition: Every measure preserving system (X,X , µ, T )
can be expressed as an integral of ergodic systems; for example, one can
write µ =
∫
µt dλ(t), where λ is a probability measure on [0, 1] and µt are T -
invariant probability measures on (X,X ) such that the systems (X,X , µt, T )
are ergodic for t ∈ [0, 1].
Ergodic theorem: States that if (X,B, µ, T ) is a measure preserving sys-
tem and f ∈ L2(µ), then limN→∞
∥∥∥ 1N ∑Nn=1 T nf − Pf
∥∥∥
L2(µ)
= 0, where
Pf denotes the orthogonal projection of the function f onto the subspace
{f ∈ L2(µ) : Tf = f}.
Hausdorff a-measure: Let (X,B, µ, T ) be a measure preserving system
endowed with a µ-compatible metric d. The Hausdorff a-measure Ha(X)
of X is an outer measure defined for all subsets of X as follows: First, for
A ⊂ X and ε > 0 let Ha,ε(A) = inf{
∑∞
i=1 r
a
i }, where the infimum is taken
over all countable coverings of A by sets Ui ⊂ X with diameter ri < ε. Then
define Ha(A) = lim supε→0Ha,ε(A).
Infinite measure preserving system: Same as measure preserving sys-
tem, but µ(X) =∞.
Invertible system: Is a measure preserving system (X,B, µ, T ) (finite or
infinite), with the property that there exists X0 ∈ X, with µ(X \ X0) =
0, and such that the transformation T : X0 → X0 is bijective, with T−1
measurable.
Measure preserving system: Is a quadruple (X,B, µ, T ), where X is a
set, B is a σ-algebra of subsets of X (i.e. B is closed under countable unions
and complementation), µ is a probability measure (i.e. a countably additive
function from B to [0, 1] with µ(X) = 1), and T : X → X is measurable
(i.e. T−1A = {x ∈ X : Tx ∈ A} ∈ B for A ∈ B), and µ-preserving (i.e.
µ(T−1A) = µ(A)). Moreover, throughout the discussion we assume that the
measure space (X,B, µ) is Lebesgue (see Section 1.0 of [2]).
µ-compatible metric: Is a separable metric on X, where (X,B, µ) is a
probability space, having the property that open sets measurable.
Positive definite sequence: Is a complex-valued sequence (an)n∈Z such
that for any n1, . . . , nk ∈ Z and z1, . . . , zk ∈ C,
∑k
i,j=1 ani−njzizj ≥ 0.
Rotations on T: If T is the interval [0, 1] with its endpoints identified
and addition performed modulo 1, then for every α ∈ R the transformation
Rα : T → T, defined by Rαx = x+α, preserves Lebesgue measure on T and
hence induces a measure preserving system on T.
Syndetic set: Is a subset E ⊂ Z having bounded gaps. If G is a general
discrete group, a set E ⊂ G is syndetic if G = FE for some finite set F ⊂ G.
Upper density: Is the number d(Λ) = lim supN→∞
|Λ∩{−N,...,N}|
2N+1 , where
Λ ⊂ Z (assuming the limit to exist). Alternatively for measurable E ⊂ Rm,
D(E) = lim supl(S)→∞
m(S∩E)
m(S) , where S ranges over all cubes in R
m, and
l(S) denotes the length of the shortest edge of S.
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Notation: The following notation will be used throughout the article: Tf =
f ◦ T , {x} = x − [x], D-limn→∞(an) = a ↔ d
({n : |an − a| > ε}) = 0 for
every ε > 0.
1. Definition of the Subject and its Importance
The basic principle that lies behind several recurrence phenomena, is that
the typical trajectory of a system with finite volume comes back infinitely
often to any neighborhood of its initial point. This principle was first ex-
ploited by Poincare´ in his 1890 King Oscar prize-winning memoir that stud-
ied planetary motion. Using the prototype of an ergodic theoretic argument,
he showed that in any system of point masses having fixed total energy that
restricts its dynamics to bounded subsets of its phase space, the typical state
of motion (characterized by configurations and velocities) must recur to an
arbitrary degree of approximation.
Among the recurrence principle’s more spectacularly counterintuitive ram-
ifications is that isolated ideal gas systems that do not lose energy will return
arbitrarily closely to their initial states, even when such a return entails a de-
crease in entropy from equilibrium, in apparent contradiction to the second
law of thermodynamics. Such concerns, previously canvassed by Poincare´
himself, were more infamously expounded by Zermelo ([74]) in 1896. Subse-
quent clarifications by Boltzmann, Maxwell and others led to an improved
understanding of the second law’s primarily statistical nature. (For an in-
teresting historical/philosophical discussion, see [68]; also [10]. For a proba-
bilistic analysis of the likelihood of observing second law violations in small
systems over short time intervals, see [28].)
These discoveries had a profound impact in dynamics, and the theory
of measure preserving transformations (ergodic theory) evolved from these
developments. Since then, the Poincare´ recurrence principle has been ap-
plied to a variety of different fields in mathematics, physics, and information
theory. In this article we survey the impact it has had in ergodic theory,
especially as pertains to the field of ergodic Ramsey theory. (The heavy
emphasis herein on the latter reflects authorial interest, and is not intended
to transmit a proportionate image of the broader landscape of research re-
lating to recurrence in ergodic theory.) Background information we assume
in this article can be found in the books [35], [63], [71] (see also the article
“Measure Preserving Systems” by K. Petersen in this volume).
2. Introduction
In this section we shall give several formulations of the Poincare´ recur-
rence principle using the language of ergodic theory. Roughly speaking, the
principle states that in a finite (or conservative) measure preserving system,
every set of positive measure (or almost every point) comes back to itself
infinitely many times under iteration. Despite the profound importance of
these results, their proofs are extremely simple.
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Theorem 2.1 (Poincare´ Recurrence for Sets). Let (X,B, µ, T ) be a measure
preserving system and A ∈ B with µ(A) > 0. Then µ(A ∩ T−nA) > 0 for
infinitely many n ∈ N.
Proof. Since T is measure preserving, the sets A,T−1A,T−2A, . . . have the
same measure. These sets cannot be pairwise essentially disjoint, since then
the union of finitely many of them would have measure greater than µ(X) =
1. Therefore, there exist m,n ∈ N, with n > m, such that µ(T−mA ∩
T−nA) > 0. Again since T is measure preserving, we conclude that µ(A ∩
T−kA) > 0, where k = n−m > 0. Repeating this argument for the iterates
A,T−mA,T−2mA, . . ., for all m ∈ N, we easily deduce that µ(A∩T−nA) > 0
for infinitely many n ∈ N. 
We remark that the above argument actually shows that µ(A∩T−nA) > 0
for some n ≤ [ 1µ(A) ] + 1.
Theorem 2.2 (Poincare´ Recurrence for Points). Let (X,B, µ, T ) be a mea-
sure preserving system and A ∈ B. Then for almost every x ∈ A we have
that T nx ∈ A for infinitely many n ∈ N.
Proof. Let B be the set of x ∈ A such that T nx /∈ A for all n ∈ N. Notice
that B = A \⋃n∈N T−nA; in particular, B is measurable. Since the iterates
B,T−1B,T−2B, . . . are pairwise essentially disjoint, we conclude (as in the
proof of Theorem 2.1) that µ(B) = 0. This shows that for almost every
x ∈ A we have that T nx ∈ A for some n ∈ N. Repeating this argument for
the transformation Tm in place of T for all m ∈ N, we easily deduce the
advertised statement. 
Next we give a variation of Poincare´ recurrence for measure preserving
systems endowed with a compatible metric:
Theorem 2.3 (Poincare´ Recurrence for Metric Systems). Let (X,B, µ, T )
be a measure preserving system, and suppose that X is endowed with a µ-
compatible metric. Then for almost every x ∈ X we have
lim inf
n→∞
d(x, Tnx) = 0.
The proof of this result is similar to the proof of Theorem 2.2 (see [35],
page 61). Applying this result to the doubling map Tx = 2x on T, we get
that for almost every x ∈ X, every string of zeros and ones in the dyadic
expansion of x occurs infinitely often.
We remark that all three formulations of the Poincare´ Recurrence Theo-
rem that we have given hold for conservative systems as well. See, e.g., [2]
for details.
This article is structured as follows. In Section 3 we give a few quantita-
tive versions of the previously mentioned qualitative results. In Sections 4
and 5 we give several refinements of the Poincare´ recurrence theorem, by
restricting the scope of the return time n, and by considering multiple inter-
sections (for simplicity we focus on Z-actions). In Section 6 we give various
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implications of the recurrence results in combinatorics and number theory
(see also the article “Ergodic Theory: Interactions with Combinatorics and
Number Theory” by T. Ward in the present volume). Lastly, in Section 7 we
give several open problems related to the material presented in Sections 4-6.
3. Quantitative Poincare´ Recurrence
3.1. Early results. For applications it is desirable to have quantitative
versions of the results mentioned in the previous section. For example one
would like to know how large µ(A∩ T−nA) can be made and for how many
n.
Theorem 3.1 (Khintchine [55]). Let (X,B, µ, T ) be a measure preserving
system and A ∈ B. Then for every ε > 0 we have µ(A∩T−nA) > µ(A)2− ε
for a set of n ∈ N that has bounded gaps.
By considering the doubling map Tx = 2x on T and letting A = 1[0,1/2),
it is easy to check that the lower bound of the previous result cannot be
improved. We also remark that it is not possible to estimate the size of
the gap by a function of µ(A) alone. One can see this by considering the
rotations Rkx = x+ 1/k for k ∈ N, defined on T, and letting A = 1[0,1/3].
Concerning the second version of the Poincare´ recurrence theorem, it is
natural to ask whether for almost every x ∈ X the set of return times
Sx = {n ∈ N : T nx ∈ A} has bounded gaps. This is not the case, as one
can see by considering the doubling map Tx = 2x on T with the Lebesgue
measure, and letting A = 1[0,1/2). Since Lebesgue almost every x ∈ T
contains arbitrarily large blocks of ones in its dyadic expansion, the set Sx
has unbounded gaps. Nevertheless, as an easy consequence of the Birkhoff
ergodic theorem ([19]), one has the following:
Theorem 3.2. Let (X,B, µ, T ) be a measure preserving system and A ∈ B
with µ(A) > 0. Then for almost every x ∈ X the set Sx = {n ∈ N : T nx ∈ A}
has well defined density and
∫
d(Sx) dµ(x) = µ(A). Furthermore, for ergodic
measure preserving systems we have d(Sx) = µ(A) a.e.
Another question that arises naturally is, given a set A with positive
measure and an x ∈ A, how long should one wait till some iterate T nx of x
hits A? By considering an irrational rotation Rα on T, where α is very near
to, but not less than, 1100 , and letting A = 1[0,1/2], one can see that the first
return time is a member of the set {1, 50, 51}. So it may come as a surprise
that the average first return time does not depend on the system (as long
as it is ergodic), but only on the measure of the set A.
Theorem 3.3 (Kac [51]). Let (X,B, µ, T ) be an ergodic measure preserving
system and A ∈ B with µ(A) > 0. For x ∈ X define RA(x) = min{n ∈
N : T nx ∈ A}. Then for x ∈ A the expected value of RA(x) is 1/µ(A), i.e.∫
ARA(x) dµ = 1.
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3.2. More Recent Results. As we mentioned in the previous section, if
the space X is endowed with a µ-compatible metric d, then for almost every
x ∈ X we have that lim infn→∞ d(x, Tnx) = 0. A natural question is, how
much iteration is needed to come back within a small distance of a given
typical point? Under some additional hypothesis on the metric d we have
the following answer:
Theorem 3.4 (Boshernitzan [20]). Let (X,B, µ, T ) be a measure preserving
system endowed with a µ-compatible metric d. Assume that the Hausdorff
a-measure Ha(X) of X is σ-finite (i.e., X is a countable union of sets Xi
with Ha(Xi) <∞). Then for almost every x ∈ X,
lim inf
n→∞
{
n
1
a · d(x, Tnx)} <∞.
Furthermore, if Ha(X) = 0, then for almost every x ∈ X,
lim inf
n→∞
{
n
1
a · d(x, Tnx)} = 0.
One can see from rotations by “badly approximable” vectors α ∈ Tk that
the exponent 1/k in the previous theorem cannot be improved. Several ap-
plications of Theorem 3.4 to billiard flows, dyadic transformations, symbolic
flows and interval exchange transformations are given in [20]. For a related
result dealing with mean values of the limits in Theorem 3.4 see [67].
An interesting connection between rates of recurrence and entropy of
an ergodic measure preserving system was established by Ornstein and
Weiss ([62]), following earlier work of Wyner and Ziv ([73]):
Theorem 3.5 (Ornstein & Weiss [62]). Let (X,B, µ, T ) be an ergodic mea-
sure preserving system and P be a finite partition of X. Let Pn(x) be the
element of the partition
∨n−1
i=0 T
−iP = {⋂n−1i=0 T−iP (i) : P (i) ∈ P, 0 ≤ i < n}
that contains x. Then for almost every x ∈ X, the first return time Rn(x)
of x to Pn(x) is asymptotically equivalent to e
h(T,P)n, where h(T,P) denotes
the entropy of the system with respect to the partition P. More precisely,
lim
n→∞
logRn(x)
n
= h(T,P).
An extension of the above result to some classes of infinite measure pre-
serving systems was given in [42].
Another connection of recurrence rates, this time with the local dimension
of an invariant measure, is given by the next result:
Theorem 3.6 (Barreira [4]). Let (X,B, µ, T ) be an ergodic measure pre-
serving system. Define the upper and lower recurrence rates
R(x) = lim inf
r→0
log τr(x)
− log r and R(x) = lim supr→0
log τr(x)
− log r ,
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where τr(x) is the first return time of T
kx in B(x, r), and the upper and
lower pointwise dimensions
dµ(x) = lim inf
r→0
log µ(B(x, r))
log r
and dµ(x) = lim sup
r→0
log µ(B(x, r))
log r
.
Then for almost every x ∈ X, we have
R(x) ≤ dµ(x) and R(x) ≤ dµ(x).
Roughly speaking, this theorem asserts that for typical x ∈ X and for
small r, the first return time of x in B(x, r) is at most r−dµ(x). Since
dµ(x) ≤ Ha(X) for almost every x ∈ X, we can conclude the first part
of Theorem 3.4 from Theorem 3.6. For related results the interested reader
should consult the survey [5] and the bibliography therein.
We also remark that the previous results and related concepts have been
applied to estimate the dimension of certain strange attractors (see [49] and
the references therein) and the entropy of certain Gibbsian systems [25].
We end this section with a result that connects “wandering rates” of sets
in infinite measure preserving systems with their “recurrence rates”. The
next theorem follows easily from a result about lower bounds on ergodic
averages for measure preserving systems due to Leibman ([57]); a weaker
form for conservative, ergodic systems can be found in Aaronson ([1]).
Theorem 3.7. Let (X,B, µ, T ) be an infinite measure preserving system,
and A ∈ B with µ(A) <∞. Then for all N ∈ N,
(µ(⋃N−1n=0 T−nA)
N
·
N−1∑
n=0
µ(A ∩ T−nA)
)
≥ 1
2
· (µ(A))2.
4. Subsequence Recurrence
In this section we discuss what restrictions we can impose on the set of
return times in the various versions of the Poincare´ recurrence theorem. We
start with:
Definition 4.1. Let R ⊂ Z. Then R is a set of:
(a) Recurrence if for any invertible measure preserving system (X,B, µ, T ),
and A ∈ B with µ(A) > 0, there is some nonzero n ∈ R such that µ(A ∩
T−nA) > 0.
(b) Topological recurrence if for every compact metric space (X, d), con-
tinuous transformation T : X → X and every ε > 0, there are x ∈ X and
nonzero n ∈ R such that d(x, Tnx) < ε.
It is easy to check that the existence of a single n ∈ R satisfying the
previous recurrence conditions actually guarantees the existence of infinitely
many n ∈ R satisfying the same conditions. Moreover, if R is a set of
recurrence then one can see from existence of some T -invariant measure µ
that R is also a set of topological recurrence. A (complicated) example
showing that the converse is not true was given by Kriz ([56]).
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Before giving a list of examples of sets of (topological) recurrence, we
discuss some necessary conditions: A set of topological recurrence must
contain infinitely many multiples of every positive integer, as one can see
by considering rotations on Zd, d ∈ N . Hence, the sets {2n + 1, n ∈ N},
{n2 + 1, n ∈ N}, {p + 2, p prime} are not good for (topological) recurrence.
If (sn)n∈N is a lacunary sequence (meaning lim infn→∞(sn+1/sn) = ρ > 1),
then one can construct an irrational number α such that {snα} ∈ [δ, 1 − δ]
for all large n ∈ N, where δ > 0 depends on ρ (see [54] for example). As a
consequence, the sequence (sn)n∈N is not good for (topological) recurrence.
Lastly, we mention that by considering product systems, one can immedi-
ately show that any set of (topological) recurrence R is partition regular,
meaning that if R is partitioned into finitely many pieces then at least one of
these pieces must still be a set of (topological) recurrence. Using this obser-
vation, one concludes for example that any union of finitely many lacunary
sequences is not a set of recurrence.
We present now some examples of sets of recurrence:
Theorem 4.2. The following are sets of recurrence:
(i) Any set of the form
⋃
n∈N{an, 2an, . . . , nan} where an ∈ N.
(ii) Any IP-set, meaning a set that consists of all finite sums of some
infinite set.
(iii) Any difference set S − S, meaning a set that consists of all possible
differences of some infinite set S.
(iv) The set {p(n), n ∈ N} where p is any nonconstant integer polynomial
with p(0) = 0 ([35], [66]) (In fact we only have to assume that the range of
the polynomial contains multiples of an arbitrary positive integer ([53]).).
(v) The set {p(n), n ∈ S}, where p is an integer polynomial with p(0) = 0
and S is any IP-set ([12]).
(vi) The set of values of an admissible generalized polynomial (this class
contains in particular the smallest function algebra G containing all integer
polynomials having zero constant term and such that if g1, . . . , gk ∈ G and
c1, . . . , ck ∈ R then [[
∑k
i=1 cigi]] ∈ G, where [[x]] = [x+ 12 ] denotes the integer
nearest to x). ([13]).
(vii) The set of shifted primes {p−1, p prime}, and the set {p+1, p prime}
([66]).
(viii) The set of values of a random non-lacunary sequence. (Pick n ∈ N
independently with probability bn where 0 ≤ bn ≤ 1 and limn→∞ nbn = ∞.
The resulting set is almost surely a set of recurrence. If lim supn→∞ nbn <∞
then the resulting set is almost surely a finite union of sets, each of which
is the range of some lacunary sequence, hence is not a set of recurrence.)
(follows from [22]).
Showing that the first three sets are good for recurrence is a straightfor-
ward modification of the argument used to prove Theorem 2.1. Examples
(iv)− (viii) require more work.
8
A criterion of Kamae and Mende´s-France ([53]) provides a powerful tool
that may be used in many instances to establish that a set R is a set of
recurrence. We mention a variation of their result:
Theorem 4.3 (Kamae & Mende´s-France [53]). Suppose that R = {a1 <
a2 < . . .} is a subset of N such that:
(i) The sequence {anα}n∈N is uniformly distributed in T for every irrational
α.
(ii) The set Rm = {n ∈ N : m|an} has positive density for every m ∈ N.
Then R is a set of recurrence.
We sketch a proof for this result. First, recall Herglotz’s theorem: if
(an)n∈Z is a positive definite sequence, then there is a unique measure σ
on the torus T such that an =
∫
e2piint dσ(t). The case of interest to us is
an =
∫
T
f(x) · f(T nx) dµ, where T is measure preserving and f ∈ L∞(µ);
(an) is positive definite, and we call σ = σf the spectral measure of f .
Let now (X,B, µ, T ) be a measure preserving system and A ∈ B with
µ(A) > 0. Putting f = 1A, one has
(1) lim
N→∞
1
N
N∑
n=1
∫
f(x) · f(T anx) dµ =
∫
T
lim
N→∞
( 1
N
N∑
n=1
e2piiant
)
dσf (t).
For t irrational the limit inside the integral is zero (by condition (i)), so the
last integral can be taken over the rational points in T. Since the spectral
measure of a function orthogonal to the subspace
(2) H = {f ∈ L2(µ) : there exists k ∈ N with T kf = f}
has no rational point masses, we can easily deduce that when computing the
first limit in (1), we can replace the function f by its orthogonal projection
g onto the subspace H (g is again nonnegative and g 6= 0). To complete the
argument, we approximate g by a function g′ such that Tmg′ = g′ for some
appropriately chosen m, and use condition (ii) to deduce that the limit of
the average (1) is positive.
In order to apply Theorem 4.3, one uses the standard machinery of uni-
form distribution. Recall Weyl’s criterion: a real valued sequence (xn)n∈N
is uniformly distributed mod 1 if for every non-zero k ∈ Z,
lim
N→∞
1
N
N∑
n=1
e2piikxn = 0.
This criterion becomes especially useful when paired with van der Corput’s
so-called third principal property: if, for every h ∈ N, (xn+h − xn)n∈N is
uniformly distributed mod 1, then (xn)n∈N is uniformly distributed mod 1.
Using the foregoing criteria and some standard (albeit nontrivial) exponen-
tial sum estimates, one can verify for example that the sets (iv) and (vii)
in Theorem 4.2 are good for recurrence.
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In light of the connection elucidated above between uniform distribution
mod 1 and recurrence, it is not surprising that van der Corput’s method has
been adapted by modern ergodic theorists for use in establishing recurrence
properties directly.
Theorem 4.4 (Bergelson [7]). Let (xn)n∈N be a bounded sequence in a
Hilbert space. If
D- lim
m→∞
(
lim
N→∞
1
N
N∑
n=1
〈xn+m, xn〉
)
= 0,
then
lim
N→∞
∥∥∥∥∥
1
N
N∑
n=1
xn
∥∥∥∥∥ = 0.
Let us illustrate how one uses this “van der Corput trick” by showing
that S = {n2 : n ∈ N} is a set of recurrence. We will actually establish the
following stronger fact: If (X,B, µ, T ) is a measure preserving system and
f ∈ L∞(µ) is nonnegative and f 6= 0 then
(3) lim inf
N→∞
1
N
N∑
n=1
∫
f(x) · f(T n2x) dµ > 0.
Then our result follows by setting f = 1A for some A ∈ B with µ(A) > 0.
The main idea is one that occurs frequently in ergodic theory; split the
function f into two components, one of which contributes zero to the limit
appearing in (3), and the other one being much easier to handle than f . To
do this consider the T -invariant subspace of L2(X) defined by
(4) H = {f ∈ L2(µ) : there exists k ∈ N with T kf = f}.
Write f = g+h where g ∈ H and h⊥H, and expand the average in (3) into a
sum of four averages involving the functions g and h. Two of these averages
vanish because iterates of g are orthogonal to iterates of h. So in order to
show that the only contribution comes from the average that involves the
function g alone, it suffices to establish that
(5) lim
N→∞
∥∥∥∥∥
1
N
N∑
n=1
T n
2
h
∥∥∥∥∥
L2(µ)
= 0.
To show this we will apply the Hilbert space van der Corput lemma. For
given h ∈ N, we let xn = T n2h and compute
lim
N→∞
1
N
N∑
n=1
〈xn+m, xn〉 = lim
N→∞
1
N
N∑
n=1
∫
T n
2+2nm+m2h · T n2h dµ
= lim
N→∞
1
N
N∑
n=1
∫
T 2nm(Tm
2
h) · h dµ.
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Applying the ergodic theorem to the transformation T 2m and using the fact
that h⊥H, we get that the last limit is 0. This implies (5).
Thus far we have shown that in order to compute the limit in (3) we can
assume that f = g ∈ H (g is also nonnegative and g 6= 0). By the definition
of H, given any ε > 0, there exists a function f ′ ∈ H such that T kf ′ = f ′
for some k ∈ N and ‖f − f ′‖L2(µ) ≤ ε. Then the limit in (3) is at least 1/k
times the limit
lim inf
N→∞
1
N
N∑
n=1
∫
f(x) · f(T (kn)2x) dµ.
Applying the triangle inequality twice we get that this is greater or equal
than
lim
N→∞
1
N
N∑
n=1
∫
f ′(x) · f ′(T (kn)2x) dµ− c · ε =
∫
(f ′(x))2 dµ− 2ε
≥
( ∫
f ′(x) dµ
)2
− c · ε,
for some constant c that does not depend on ε (we used that T kf ′ = f ′ and
the Cauchy-Schwartz inequality). Choosing ε small enough we conclude that
the last quantity is positive, completing the proof.
5. Multiple Recurrence
Simultaneous multiple returns of positive measure sets to themselves were
first considered by H. Furstenberg ([34]), who gave a new proof of Sze-
mere´di’s theorem ([69]) on arithmetic progressions by deriving it from the
following theorem:
Theorem 5.1 (Furstenberg [34]). Let (X,B, µ, T ) be a measure preserving
system and A ∈ B with µ(A) > 0. Then for every k ∈ N, there is some
n ∈ N such that
(6) µ(A ∩ T−nA ∩ · · · ∩ T−knA) > 0.
Furstenberg’s proof came by means of a new structure theorem allowing
one to decompose an arbitrary measure preserving system into component
elements exhibiting one of two extreme types of behavior: compactness,
characterized by regular, “almost periodic” trajectories, and weak mixing,
characterized by irregular, “quasi-random” trajectories. On T, these types of
behavior are exemplified by rotations and by the doubling map, respectively.
To see the point, imagine trying to predict the initial digit of the dyadic
expansion of T nx given knowledge of the initial digits of T ix, 1 ≤ i < n.
We use the case k = 2 to illustrate the basic idea.
It suffices to show that if f ∈ L∞(µ) is nonnegative and f 6= 0, one has
(7) lim inf
N→∞
1
N
N∑
n=1
∫
f(x) · f(T nx) · f(T 2nx) dµ > 0.
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An ergodic decomposition argument enables us to assume that our system
is ergodic. As in the earlier case of the squares, we split f into “almost
periodic” and “quasi-random” components. Let K be the closure in L2 of the
subspace spanned by the eigenfunctions of T , i.e. the functions f ∈ L2(µ)
that satisfy f(Tx) = e2piiαf(x) for some α ∈ R. We write f = g + h,
where g ∈ K and h⊥K. It can be shown that g, h ∈ L∞(µ) and g is again
nonnegative with g 6= 0. We expand the average in (7) into a sum of eight
averages involving the functions g and h. In order to show that the only
non-zero contribution to the limit comes from the term involving g alone, it
suffices to establish that
(8) lim
N→∞
∥∥∥∥∥
1
N
N∑
n=1
T ng · T 2nh
∥∥∥∥∥
L2(µ)
= 0,
(and similarly with h and g interchanged, and with g = h, which is similar).
To establish (8), we use the Hilbert space van der Corput lemma on xn =
T ng · T 2nh. Some routine computations and a use of the ergodic theorem
reduce the task to showing that
D- lim
m→∞
(∫
h(x) · h(T 2mx) dµ
)
= 0.
But this is well known for h⊥K (in virtue of the fact that for h⊥K the
spectral measure σh is continuous, for example).
We are left with the average (7) when f = g ∈ K. In this case f can
be approximated arbitrarily well by a linear combination of eigenfunctions,
which easily implies that given ε > 0 one has ‖T nf − f‖L2(µ) ≤ ε for a set
of n ∈ N with bounded gaps. Using this fact and the triangle inequality, one
finds that for a set of n ∈ N with bounded gaps,∫
f(x) · f(T nx) · f(T 2nx) dµ ≥
( ∫
f dµ
)3
− c · ε
for a constant c that is independent of ε. Choosing ε small enough, we get
(7).
The new techniques developed for the proof of Theorem 5.1 have led to a
number of extensions, many of which have to date only ergodic proofs. To
expedite discussion of some of these developments, we introduce a definition:
Definition 5.2. Let R ⊂ Z and k ∈ N. Then R is a set of k-recurrence if
for every invertible measure preserving system (X,B, µ, T ) and A ∈ B with
µ(A) > 0, there is some nonzero n ∈ R such that
µ(A ∩ T−nA ∩ · · · ∩ T−knA) > 0.
The notions of k-recurrence are distinct for different values of k. An
example of a difference set that is a set of 1-recurrence but not a set of 2-
recurrence was given in [34]; sets of k-recurrence that are not sets of (k+1)-
recurrence for general k were given in [31] (Rk = {n ∈ N : {nk+1
√
2} ∈
[1/4, 3/4]} is such).
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Aside from difference sets, the sets of (1-)recurrence given in Theorem 4.2
may well be sets of k-recurrence for every k ∈ N, though this has not
been verified in all cases. Let us summarize the current state of knowl-
edge. The following are sets of k-recurrence for every k: Sets of the form⋃
n∈N{an, 2an, . . . , nan} where an ∈ N (this follows from a uniform version
of Theorem 5.1 that can be found in [15]). Every IP-set ([37]). The set
{p(n), n ∈ N} where p is any nonconstant integer polynomial with p(0) = 0
([16]), and more generally, when the range of the polynomial contains mul-
tiples of an arbitrary integer ([33]). The set {p(n), n ∈ S} where p is an
integer polynomial with p(0) = 0 and S is any IP-set ([17]). The set of
values of an admissible generalized polynomial ([60]). Moreover, the set
of shifted primes {p − 1, p prime}, and the set {p + 1, p prime} are sets of
2-recurrence ([32]).
More generally, one would like to know for which sequences of integers
a1(n),. . .,ak(n) it is the case that for every invertible measure preserving
system (X,B, µ, T ) and A ∈ B with µ(A) > 0, there is some nonzero n ∈ N
such that
(9) µ(A ∩ T−a1(n)A ∩ · · · ∩ T−ak(n)A) > 0.
Unfortunately, a criterion analogous to the one given in Theorem 4.3 for
1-recurrence is not yet available for k-recurrence when k > 1. Nevertheless,
there have been some notable positive results, such as the following:
Theorem 5.3 (Bergelson & Leibman [16]). Let (X,B, µ, T ) be an invertible
measure preserving system and p1(n), . . . , pk(n) be integer polynomials with
zero constant term. Then for every A ∈ B with µ(A) > 0, there is some
n ∈ N such that
(10) µ(A ∩ T−p1(n)A ∩ · · · ∩ T−pk(n)A) > 0.
Furthermore, it has been shown that the n in (10) can be chosen from
any IP set ([17]), and the polynomials p1, . . . , pk can be chosen to belong to
the more general class of admissible generalized polynomials ([60]).
Very recently, a new boost in the area of multiple recurrence was given
by a breakthrough of Host and Kra ([50]). Building on work of Conze and
Lesigne ([26],[27]) and Furstenberg and Weiss ([41]) (see also the excellent
survey [52], exploring close parallels with [45] and the seminal paper of Gow-
ers ([43])), they isolated the structured component (or factor) of a measure
preserving system that one needs to analyze in order to prove several mul-
tiple recurrence and convergence results. This allowed them, in particular,
to prove existence of L2 limits for the so-called “Furstenberg ergodic aver-
ages” 1N
∑N
n=1
∏k
i=0 f(T
inx), which had been a major open problem since
the original ergodic proof of Szemere´di’s theorem. Subsequently Ziegler in
[75] gave a new proof of the aforementioned limit theorem and established
minimality of the factor in question. It turns out that this minimal compo-
nent admits of a purely algebraic characterization; it is a nilsystem, i.e. a
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rotation on a homogeneous space of a nilpotent Lie group. This fact, cou-
pled with some recent results about nilsystems (see [58], [59] for example),
makes the analysis of some otherwise intractable multiple recurrence prob-
lems much more manageable. For example, these developments have made
it possible to estimate the size of the multiple intersection in (6) for k = 2, 3
(the case k = 1 is Theorem (3.1)):
Theorem 5.4 (Bergelson, Host & Kra [14]). Let (X,B, µ, T ) be an ergodic
measure preserving system and A ∈ B. Then for k = 2, 3 and for every
ε > 0,
(11) µ(A ∩ T−nA ∩ · · · ∩ T−knA) > µk+1(A)− ε
for a set of n ∈ N with bounded gaps.
Based on work of Ruzsa that appears as an appendix to the paper, it is
also shown in [14] that a similar estimate fails for ergodic systems (with any
power of µ(A) on the right hand side) when k ≥ 4. Moreover, when the
system is nonergodic it also fails for k = 2, 3, as can be seen with the help of
an example in [6]. Again considering the doubling map Tx = 2x and the set
A = [0, 1/2], one sees that the positive results for k ≤ 3 are sharp. When the
polynomials n, 2n, . . . , kn are replaced by linearly independent polynomials
p1, p2, . . . , pk with zero constant term, similar lower bounds hold for every
k ∈ N without assuming ergodicity ([30]). The case where the polynomials
n, 2n, 3n are replaced with general polynomials p1, p2, p3 with zero constant
term is treated in [33].
6. Connections with Combinatorics and Number Theory
The combinatorial ramifications of ergodic-theoretic recurrence were first
observed by Furstenberg, who perceived a correspondence between recur-
rence properties of measure preserving systems and the existence of struc-
tures in sets of integers having positive upper density. This gave rise to the
field of ergodic Ramsey theory, in which problems in combinatorial num-
ber theory are treated using techniques from ergodic theory. The following
formulation is from [8].
Theorem 6.1. Let Λ be a subset of the integers. There exists an invertible
measure preserving system (X,B, µ, T ) and a set A ∈ B with µ(A) = d(Λ)
such that
(12) d(Λ ∩ (Λ− n1) ∩ . . . ∩ (Λ− nk)) ≥ µ(A ∩ T−n1A ∩ · · · ∩ T−nkA),
for all k ∈ N and n1, . . . , nk ∈ Z.
Proof. The space X will be taken to be the sequence space {0, 1}Z, B is the
Borel σ-algebra, while T is the shift map defined by (Tx)(n) = x(n+ 1) for
x ∈ {0, 1}Z, and A is the set of sequences x with x(0) = 1. So the only thing
that depends on Λ is the measure µ which we now define. For m ∈ N set
Λ0 = Z\Λ and Λ1 = Λ. Using a diagonal argument we can find an increasing
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sequence of integers (Nm)m∈N such that limm→∞ |Λ ∩ [1, Nm]|/Nm = d(Λ)
and such that
(13) lim
m→∞
|(Λi1 − n1) ∩ (Λi2 − n2) ∩ · · · ∩ (Λir − nr) ∩ [1, Nm]|
Nm
exists for every n1, . . . , nr ∈ Z, and i1, . . . , ir ∈ {0, 1}. For n1, n2, . . . , nr ∈ Z,
and i1, i2, . . . , ir ∈ {0, 1}, we define the measure µ of the cylinder set {xn1 =
i1, xn2 = i2, . . . , xnr = ir} to be the limit (13). Thus defined, µ extends to a
premeasure on the algebra of sets generated by cylinder sets and hence by
Carathe´odory’s extension theorem ([24]) to a probability measure on B. It
is easy to check that µ(A) = d(Λ), the shift transformation T preserves the
measure µ and (12) holds. 
Using this principle for k = 1, one may check that any set of recurrence
is intersective, that is intersects E − E for every set E of positive density.
Using it for n1 = n, n2 = 2n, . . . , nk = kn, together with Theorem 5.1,
one gets an ergodic proof of Szemere´di’s theorem ([69]), stating that every
subset of the integers with positive upper density contains arbitrarily long
arithmetic progressions (conversely, one can easily deduce Theorem 5.1 from
Szemere´di’s theorem, and that intersective sets are sets of recurrence). Mak-
ing the choice n1 = n
2 and using part (iv) of Theorem 4.3, we get an ergodic
proof of the surprising result of Sa´rko¨zy ([66]) stating that every subset of
the integers with positive upper density contains two elements whose dif-
ference is a perfect square. More generally, using Theorem 6.1, one can
translate all of the recurrence results of the previous two sections to results
in combinatorics. (This is not straightforward for Theorem 5.4 because of
the ergodicity assumption made there. We refer the reader to [14] for the
combinatorial consequence of this result.) We mention explicitly only the
combinatorial consequence of Theorem 5.3:
Theorem 6.2 (Bergelson & Leibman [16]). Let Λ ⊂ Z with d(Λ) > 0, and
p1, . . . , pk be integer polynomials with zero constant term. Then Λ contains
infinitely many configurations of the form {x, x+ p1(n), . . . , x+ pk(n)}.
The ergodic proof is the only one known for this result, even for patterns
of the form {x, x+ n2, x+ 2n2} or {x, x+ n, x+ n2}.
Ergodic-theoretic contributions to the field of geometric Ramsey theory
were made by Furstenberg, Katznelson, and Weiss ([40]), who showed that
if E is a positive upper density subset of R2 then: (i) E contains points with
any large enough distance (see also [21] and [29]), (ii) Every δ-neighborhood
of E contains three points forming a triangle congruent to any given large
enough dilation of a given triangle (in [21] it is shown that if the three points
lie on a straight line one cannot always find three points with this property
in E itself). Recently, a generalization of property (ii) to arbitrary finite
configurations of Rm was obtained by Ziegler ([76]).
It is also worth mentioning some recent exciting connections of multi-
ple recurrence with some structural properties of the set of prime numbers.
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The first one is in the work of Green and Tao ([45]), where the existence
of arbitrarily long arithmetic progressions of primes was demonstrated, the
authors, in addition to using Szemere´di’s theorem outright, use several ideas
from its ergodic-theoretic proofs, as appearing in [34] and [39]. The second
one is in the recent work of Tao and Ziegler [70], a quantitative version
of Theorem 5.3 was used to prove that the primes contain arbitrarily long
polynomial progressions. Furthermore, several recent results in ergodic the-
ory, related to the structure of the minimal characteristic factors of certain
multiple ergodic averages, play an important role in the ongoing attempts of
Green and Tao to get asymptotic formulas for the number of k-term arith-
metic progressions of primes up to x (see for example [46] and [47]). This
project has been completed for k = 3, thus verifying an interesting special
case of the Hardy-Littlewood k-tuple conjecture predicting the asymptotic
growth rate of Na1,...,ak(x) = the number of configurations of primes having
the form {p, p + a1, . . . , p+ ak} with p ≤ x.
Finally, we remark that in this article we have restricted attention to
multiple recurrence and Furstenberg correspondence for Z actions, while in
fact there is a wealth of literature on extensions of these results to general
commutative, amenable and even non-amenable groups. For an excellent
exposition of these and other recent developments the reader is referred
to the surveys [9] and [11]. Here, we give just one notable combinatorial
corollary to some work of this kind, a density version of the classical Hales-
Jewett coloring theorem ([48]).
Theorem 6.3 (Furstenberg & Katznelson [38]). Let Wn(A) denote the set
of words of length n with letters in the alphabet A = {a1, . . . , ak}. For every
ε > 0 there exists N0 = N0(ε, k) such that if n ≥ N0 then any subset S of
Wn(A) with |S| ≥ εkn contains a combinatorial line, i.e., a set consisting
of k n-letter words, having fixed letters in l positions, for some 0 ≤ l <
n, the remaining n − l positions being occupied by a variable letter x, for
x = a1, . . . , ak. (For example, in W4(A) the sets {(a1, x, a2, x) : x ∈ A} and
{(x, x, x, x), : x ∈ A} are combinatorial lines.)
At first glance, the uninitiated reader may not appreciate the importance
of this “master” density result, so it is instructive to derive at least one
of its immediate consequences. Let A = {0, 1, . . . , k − 1} and interpret
Wn(A) as integers in base k having at most n digits. Then a combinatorial
line in Wn(A) is an arithmetic progression of length k–for example, the
line {(a1, x, a2, x) : x ∈ A} corresponds to the progression {m,m + n,m +
2n,m + 3n}, where m = a1 + a2d2 and n = d + d3. This allows one to
deduce Szemere´di’s theorem. Similarly, one can deduce from Theorem 6.3
multidimensional and IP extensions of Szemere´di’s theorem ([36],[37]), and
some related results about vector spaces over finite fields ([37]). Again, the
only known proof for the density version of the Hales-Jewett theorem relies
heavily on ergodic theory.
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7. Future Directions
In this section we formulate a few open problems relating to the material
in the previous three sections. It should be noted that this selection reflects
the authors’ interests, and does not strive for completeness.
We start with an intriguing question of Katznelson ([54]) about sets of
topological recurrence. A set S ⊂ N is a set of Bohr recurrence if for every
α1, . . . , αk ∈ R and ε > 0 there exists s ∈ S such that {sαi} ∈ [0, ε]∪[1−ε, 1)
for i = 1, . . . , k.
Problem 1. Is every set of Bohr recurrence a set of topological recurrence?
Background for this problem and evidence for a positive answer can be
found in [54] and [72]. As we mentioned in Section 4, there exists a set
of topological recurrence (and hence Bohr recurrence) that is not a set of
recurrence.
Problem 2. Is the set S = {l!2m3n : l,m, n ∈ N} a set of recurrence? Is it
a set of k-recurrence for every k ∈ N?
It can be shown that S is a set of Bohr recurrence. Theorem 4.3 cannot
be applied since the uniform distribution condition fails for some irrational
numbers α. A relevant question was asked by Bergelson in [9]: “Is the
set S = {2m3n : m,n ∈ N} good for single recurrence for weakly mixing
systems?”
As we mentioned in Section 5, the set of primes shifted by 1 (or −1) is a
set of 2-recurrence ([32]).
Problem 3. Show that the sets P−1 and P+1, where P is the set of primes,
are sets of k-recurrence for every k ∈ N.
As remarked in [32], a positive answer to this question will follow if some
uniformity conjectures of Green and Tao ([47]) are verified.
We mentioned in Section 4 that random non-lacunary sequences (see def-
inition there) are almost surely sets of recurrence.
Problem 4. Show that random non-lacunary sequences are almost surely
sets of k-recurrence for every k ∈ N.
The answer is not known even for k = 2, though, in unpublished work,
Wierdl and Lesigne have shown that the answer is positive for random se-
quences with at most quadratic growth. We refer the reader to the survey
[65] for a nice exposition of the argument used by Bourgain [22] to handle
the case k = 1.
It was shown in [31] that if S is a set of 2-recurrence then the set of its
squares is a set of recurrence for circle rotations. The same method shows
that it is actually a set of Bohr recurrence.
Problem 5. If S ⊂ Z is a set of 2-recurrence, is it true that S2 = {s2 : s ∈
S} is a set of recurrence?
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A similar question was asked in [23]: “If S is a set of k-recurrence for
every k, is the same true of S2?”.
One would like to find a criterion that would allow one to deduce that a
sequence is good for double (or higher order) recurrence from some uniform
distribution properties of this sequence.
Problem 6. Find necessary conditions for double recurrence similar to the
one given in Theorem 4.3.
It is now well understood that such a criterion should involve uniform dis-
tribution properties of some generalized polynomials or 2-step nilsequences.
We mentioned in Section 6 that every positive density subset of R2 con-
tains points with any large enough distance. Bourgain ([21]) constructed a
positive density subset E of R2, a triangle T , and numbers tn → ∞, such
that E does not contain congruent copies of all tn-dilations of T . But the
triangle T used in this construction is degenerate, which leaves the following
question open:
Problem 7. Is it true that every positive density subset of R2 contains a
triangle congruent to any large enough dilation of a given non-degenerate
triangle?
For further discussion on this question the reader can consult the survey
[44].
The following question of Aaronson and Nakada ([1]) is related to a
classical question of Erdo˝s concerning whether every K ⊂ N such that∑
n∈K 1/n =∞ contains arbitrarily long arithmetic progressions:
Problem 8. Suppose that (X,B, µ, T ) is a {1/n}-conservative ergodic mea-
sure preserving system. Is it true that for every A ∈ B with µ(A) > 0 and
k ∈ N we have µ(A ∩ T−nA ∩ · · · ∩ T−knA) > 0 for some n ∈ N?
The answer is positive for the class of Markov shifts, and it is remarked
in [1] that if the Erdo˝s conjecture is true then the answer will be positive in
general. The converse is not known to be true. For a related result show-
ing that multiple recurrence is preserved by extensions of infinite measure
preserving systems see [61].
Our next problem is motivated by the question whether Theorem 6.3 has
a polynomial version (for a precise formulation of the general conjecture see
[9]). Not even this most special consequence of it is known to hold.
Problem 9. Let ε > 0. Does there exist N = N(ε) having the property that
every family P of subsets of {1, . . . , N}2 satisfying |P | ≥ ε2N2 contains a
configuration {A,A ∪ (γ × γ)}, where A ⊂ {1, . . . , N}2 and γ ⊂ {1, . . . , N}
with A ∩ (γ × γ) = ∅?
A measure preserving action of a general countably infinite group G is a
function g → Tg fromG into the space of measure preserving transformations
of a probability space X such that Tgh = TgTh. It is easy to show that a
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version of Khintchine’s recurrence theorem holds for such actions: if µ(A) >
0 and ε > 0 then {g : µ(A ∩ TgA) >
(
µ(A)
)2 − ε} is syndetic. However it is
unknown whether the following ergodic version of Roth’s theorem holds.
Problem 10. Let (Tg) and (Sg) be measure preserving G-actions of a prob-
ability space X that commute in the sense that TgSh = ShTg for all g, h ∈
G. Is it true that for all positive measure sets A, the set of g such that
µ(A ∩ TgA ∩ SgA) > 0 is syndetic?
We remark that for general (possibly amenable) groups G not containing
arbitrarily large finite subgroups nor elements of infinite order, it is not
known whether one can find a single such g 6= e. On the other hand, the
answer is known to be positive for general G in case (T−1g Sg) is a G-action
([18]); even under such strictures, however, it is unknown whether a triple
recurrence theorem holds.
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