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Abstract
The duality and primitivity of the association scheme Qua(n, q) of quadratic forms in n variables and the association scheme
Sym(n, q) of symmetric bilinear forms in n variables over the ﬁnite ﬁeld Fq are discussed by Wang et al. [Association schemes of
quadratic forms and symmetric bilinear forms, J. Algebraic Combin. 17 (2003) 149–161]. In this paper, eigenvalues of Qua(n, q)
are computed, where q is a power of 2. As an application, two fusion schemes of Qua(n, q) are discussed and their dual schemes
are constructed.
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1. Introduction
The duality and primitivity of the association schemeQua(n, q) of quadratic forms in n variables and the association
scheme Sym(n, q) of symmetric bilinear forms in n variables over the ﬁnite ﬁeld Fq are discussed in [10]. In the present
paper,we compute the eigenvalues of the association schemesQua(n, q)of quadratic formsof characteristic 2.Recursive
formulae for the eigenvalues of Qua(n, q) are given. As an application, two fusion schemes of Qua(n, q) are discussed
and their dual schemes are also constructed.
This paper is organized as follows. Section 2 deﬁnes the association schemes Qua(n, q) and Sym(n, q) of quadratic
forms and symmetric bilinear forms. Section 3 drives some results on additive characters. Section 4 computes the
eigenvalues of Qua(n, q). Two fusion schemes of Qua(n, q) and their duals are discussed in Section 5. Finally, the
eigenvalues of Qua(n, q) (n = 2, 3, 4) are listed in the appendix.
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2. Association schemes
Some notations and preliminary results are presented in this section. For the general theory of association schemes,
refer to [1,2,4]. Throughout this paper, let Fq be the ﬁnite ﬁeld of even characteristic with q elements.
2.1. Association schemes of quadratic forms
Let n2 be an integer,Mn the set of all n×nmatrices over Fq , andKn be the set of all n×n alternate matrices over
Fq . The setKn forms a subgroup ofMn under matrix addition. Denote byXn the set of cosets ofMn with respect toKn.
For any A ∈ Mn, the coset containing A is denoted by [A]. It is well known that there is a one-to-one correspondence
between the quadratic form f =∑i j aij xixj in n variables with the setXn, where f corresponds to the coset [(aij )n×n]
with aij = 0 if i > j . Thus Xn can be regarded as the set of quadratic forms in n variables. We write A ≡ B (modKn)
(or simply A ≡ B) when A − B ∈ Kn, or equivalently, when [A] = [B]. In the following, a quadratic form A means
the coset [A], or the homogeneous quadratic polynomial with the coefﬁcient matrix A.
The general linear group GLn(Fq) acts on Xn by cogredience:
GLn(Fq) × Xn → Xn,
(T , [A]) → T [A]T ′ := [TAT′],
where T ′ is the transpose of the matrix T. Two matrices A,B ∈ Mn are said to be cogredient, and is denoted by
A ∼ B, if there is some T ∈ GLn(Fq) such that TAT ′ ≡ B (modKn). It is well known [7] that each element in Mn
is cogredient to a matrix of the following forms:
(0i Ii
0i 0i
0n−2i
)
,
⎛
⎜⎜⎜⎝
0i−1 Ii−1
0i−1 0i−1
 1

0n−2i
⎞
⎟⎟⎟⎠ or
⎛
⎜⎝
0i Ii
0i 0i
1
0n−2i
⎞
⎟⎠ ,
where 0i and Ii denote the all-zero and identity matrices of size i, and  is a ﬁxed element in Fq such that  /∈N ={x2 +
x|x ∈ Fq}. (Throughout the paper, we reserve 0 and I for the all-zero and identity matrices of size . When there
is no confusion, we will drop the subscript.) The type of the above three matrices is denoted by 2i+, 2i− and 2i + 1,
respectively. The ‘rank’ of the ﬁrst two matrices is 2i while that of the last one is 2i + 1, where the ‘rank’ is that of the
corresponding quadratic form, i.e., the number of variables in the standard form of the quadratic form. The number of
orbits of Xn under the action of GLn(Fq) is n+ n/2	+1 (x	 is the greatest integer that is smaller than or equal to x).
Denote by C(n)k (k ∈ {0, 1, 2+, 2−, 3, . . .}) the set of n-variable quadratic forms of type k.
For any [A] ∈ Xn, [A] introduces a transformation on Xn by translation:
[X] → [X] + [A] for any [X] ∈ Xn.
Again, denote this transformation by [A] and the set of all such transformations by Xn. Now let G = XnGLn(Fq),
the semidirect product of Xn by GLn(Fq). The group G acts on Xn as follows:
G × Xn → Xn,
(([A], T ), [X]) → [TXT′] + [A].
It is clear that this action is transitive and hence deﬁnes an association scheme onXn. We call it the association scheme
of quadratic forms in n variables over Fq , and denote it by Qua(n, q). More precisely, two pairs of quadratic forms
([A], [B]) and ([C], [D]) are in the same associate class if and only if T (A − B)T ′ ≡ C − D (modKn) for some
T ∈ GLn(Fq). So the associate classes of Qua(n, q) are Rk’s, where
Rk = {([A], [B])|[B] − [A] ∈ C(n)k }, k = 0, 1, 2+, 2−, . . . .
The number of classes of Qua(n, q) is d = n + n/2	. See [9,10] for more details on Qua(n, q).
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2.2. Association scheme of symmetric matrices
Let Yn be the set of all n × n symmetric matrices over Fq . Let H = YnGLn(Fq), the semidirect product of Yn by
GLn(Fq). The group H acts on Yn as follows:
H × Yn → Yn,
((S, T ), Y ) → TYT′ + S.
This action is transitive and thus deﬁnes an association scheme on Yn. We call it the association scheme of symmetric
matrices over Fq , and denote it by Sym(n, q). Two pairs of symmetric matrices (A,B) and (C,D) are in the same
associate class if andonly ifT (A−B)T ′=C−D for someT ∈ GLn(Fq).Therefore, there is a one-to-one correspondence
between the associate classes of Sym(n, q) and the cogredience classes of Yn. It is known that if S ∈ Yn is non-alternate
with rank r then S is cogredient to the diagonal matrix Ir ⊕ 0n−r , while if S ∈ Yn is alternate with rank 2i then S is
cogredient to(
0 1
1 0
)
⊕ · · · ⊕
(
0 1
1 0
)
︸ ︷︷ ︸
i
⊕ 0n−2i ,
whereA1⊕· · ·⊕Ak denotes the blockdiagonalmatrixwith diagonal blocksA1, . . . , Ak .Denote byD(n)r (r=0, 1, . . . , n)
the cogredience class of non-alternate matrices of rank r and by D(n)2i∗ (i = 1, 2, . . . , n/2	) the cogredience class of
alternate matrices of rank 2i in Yn. Thus the number of classes of the association scheme Sym(n, q) is n+ n/2	 (see
[8,10]).
2.3. The duality of schemes Qua(n, q) and Sym(n, q)
Let  be a non-trivial additive character of Fq . For a given symmetric matrix A = (aij ) ∈ Yn, deﬁne a character fA
of the additive group Xn by
fA([X]) = 
⎛
⎝ n∑
i,j=1
aij xij
⎞
⎠ (2.1)
for any X = (xij ) ∈ Xn. It is proved in [10] that
fTAT ′([X]) = fA([T ′XT ]), (2.2)
and that Qua(n, q) and Sym(n, q) are formally dual. Set
fA(C
(n)
j ) =
∑
[X]∈C(n)j
fA([X]), j = 0, 1, 2+, 2−, . . . .
Then fA(C(n)j ) = fB(C(n)j ) if A and B belong to the same cogredience class of Yn by Eq. (2.2). In view of Eq. (2.2),
denote by f (n)i (or f (n)2i∗ ) the character fA for anyA ∈ D(n)i (orA ∈ D(n)2i∗ ). Then the (i, j)th entry of the ﬁrst eigenmatrix
of the scheme Qua(n, q) is f (n)i (C(n)j ).
Recursive formulae for the eigenvalues f (n)i (C
(n)
j ) of Qua(n, q) will be given in Section 4.
3. Some lemmas on additive characters
Let  be a non-trivial complex character of the additive group (Fq,+). We denote by Fkq the set of all k-tuples over
Fq . It is well known that
∑
x∈Fq(x) = 0.
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Lemma 3.1.
∑
(v1,...,v2i )∈F2iq

⎛
⎝ i∑
j=1
vjvi+j
⎞
⎠= qi .
Proof. We prove it by induction on i. When i = 1, we have∑
(v1,v2)∈F2q
(v1v2) =
∑
v1=0 or v2=0
(0) +
∑
v1 =0
∑
v2 =0
(v1v2) = 2q − 1 + (q − 1)(−1) = q.
Suppose i2, then
∑
(v1,...,v2i )∈F2iq

⎛
⎝ i∑
j=1
vjvi+j
⎞
⎠= ∑
(v1,...,vi−1,vi+1,...,v2i−1)∈F2i−2q

⎛
⎝ i−1∑
j=1
vjvi+j
⎞
⎠ · ∑
(vi ,v2i )∈F2q
(viv2i )
= qi−1 · q = qi
follows from the induction hypothesis. 
Lemma 3.2. Let
M1 =
⎧⎨
⎩(v1, . . . , v2i , x) ∈ F2i+1q
∣∣∣∣∣∣x =
i∑
j=1
vjvi+j
⎫⎬
⎭ .
Then we have that∑
(v1,...,v2i ,x)∈M1
(x) = −qi .
Proof. It follows immediately from Lemma 3.1. 
In the following let N = {x2 + x|x ∈ Fq}.
Lemma 3.3. Let  be an element of Fq but  /∈N . Then we have
(i) ∑
(x,y)∈F2q (x
2 + xy + y2) = −q.
(ii) ∑
(v1,...,v2i )∈F2iq (
∑i−1
j=1vjvi−1+j + v22i−1 + v2i−1v2i + v22i ) = −qi .
(iii) ∑(v1,...,v2i ,x)∈M′1 (x) = qi, where
M′1 =
⎧⎨
⎩(v1, . . . , v2i , x) ∈ F2i+1q
∣∣∣∣∣∣x =
i−1∑
j=1
vjvi−1+j + v22i−1 + v2i−1v2i + v22i
⎫⎬
⎭ .
Proof. At ﬁrst we have∑
(x,y)∈F2q
(x2 + xy + y2) =
∑
x=0,y∈Fq
(y2) +
∑
x =0,y∈Fq
(x2 + xy + y2).
The ﬁrst sum on the right side is 0 since y2 will run through Fq as y does. Now consider the second sum on the right
side. Since x = 0, we can assume that y = tx for some t ∈ Fq . Furthermore, from  /∈N , we have + t + t2 = 0 for
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any t ∈ Fq . Therefore,∑
x =0,y∈Fq
(x2 + xy + y2) =
∑
t∈Fq
∑
x =0
(x2(+ t + t2)) = q · (−1) = −q.
This proves (i).
The assertion (ii) can be obtained immediately from Lemma 3.1 and (i) and the assertion (iii) can be proved analo-
gously as Lemma 3.2. 
Lemma 3.4. Let
M2 = {(v1, . . . , v2i , u, x) ∈ F2i+2q |u = 0, x ∈ v1vi+1 + · · · + viv2i + u2N}.
Then we have∑
(v1,...,v2i ,u,x)∈M2
(x) = 1
2
qi+1.
Proof. Let N = {a1 = 0, a2, . . . , aq/2}. Then x =∑ij=1vjvi+j + u2ak for some k, 1kq/2. Therefore,
∑
(v1,...,v2i ,u,x)∈M2
(x) =
∑
u=0
∑
(v1,...,v2i )∈F2iq
q/2∑
k=1

⎛
⎝ i∑
j=1
vjvi+j + u2ak
⎞
⎠
=
q/2∑
k=1
∑
u=0
⎛
⎜⎝ ∑
(v1,...,v2i )∈F2iq

⎛
⎝ i∑
j=1
vjvi+j
⎞
⎠
⎞
⎟⎠ (u2ak)
= qi ·
q/2∑
k=1
∑
u=0
(u2ak)
= qi ·
(
(q − 1) +
(q
2
− 1
)
(−1)
)
= 1
2
qi+1. 
The following result follows directly from Lemma 3.4.
Lemma 3.5. Let
M′2 = {(v1, . . . , v2i , u, x) ∈ F2i+2q |u = 0, x /∈ v1vi+1 + · · · + viv2i + u2N},
we have ∑
(v1,...,v2i ,u,x)∈M′2
(x) = −1
2
qi+1.
4. Eigenvalues of Qua(n, q)
4.1. Computation of f (n)r
In order to compute the values of f (n)r corresponding to non-alternate matrices, we introduce the 1-extension of
quadratic forms.
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Table 1
The properties of 1-extensions A of the quadratic form A1 of type 2i+
Type of A The conditions for the added column The number of A
2i+ V1 and V2 are arbitrary, V3 = 0, and xn = V ′1V2 q2i
2i + 1 V1 and V2 are arbitrary, V3 = 0, but xn = V ′1V2 q2i (q − 1)
2(i + 1)+ V1, V2 and xn are arbitrary, V3 = 0 q2i+1(qn−2i−1 − 1)
Given a quadratic form A1 in n − 1 variables, a 1-extension of A1 is a quadratic form A in n variables constructed
by adding one column to the corresponding matrix of A1. That is,
A ≡
⎛
⎜⎝A1
x1
...
xn−1
0 xn
⎞
⎟⎠ .
We will consider how the types of 1-extensions of a given A1 are distributed and what conditions on x1, . . . , xn should
be satisﬁed for a 1-extension to have a given type. We distinguish the following three cases depending on the type of
A1.
(I) The type of A1 is 2i+ (i0): In this case, there exists some T1 ∈ GLn−1(Fq) such that
T1A1T
′
1 ≡
(0i Ii
0i 0i
0n−1−2i
)
.
Let T = T1 ⊕ (1). Then
TAT ′ ≡
⎛
⎜⎝
0 Ii V1
0 0 V2
0n−1−2i V3
xn
⎞
⎟⎠ ,
where(
V1
V2
V3
)
= (v1v2 · · · vn−1)′ = T1(x1x2 · · · xn−1)′. (4.1)
Set
Q =
⎛
⎜⎝
Ii
Ii
In−1−2i
V ′2 V ′1 0 1
⎞
⎟⎠ .
Then the cogredience transformation by Q cannot change the type of A and
Q(TAT′)Q′ ≡
⎛
⎜⎝
0 Ii 0
0 0 0
0n−1−2i V3
x
⎞
⎟⎠ ,
where x = xn + V ′1V2. Therefore, we have the following results on the 1-extensions A of A1 which are described in
Table 1. Note that in this table, the given conditions for V1, V2 and V3 can be transformed to the conditions for
x1, . . . , xn−1 by Eq. (4.1).
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Table 2
The properties of 1-extensions A of the quadratic form A1 of type 2i−
Type of A The conditions for the added column The number of A
2i− V1, V2, v2i−1, v2i are arbitrary, V3 = 0,
and xn = V ′1V2 + v22i−1 + v2i−1v2i + v22i
q2i
2i + 1 V1, V2, v2i−1, v2i are arbitrary, V3 = 0,but xn = V ′1V2 + v22i−1 + v2i−1v2i + v22i
q2i (q − 1)
2(i + 1)− V1, V2, v2i−1, v2i and xn are arbitrary, V3 = 0 q2i+1(qn−2i−1 − 1)
Table 3
The properties of 1-extensions A of the quadratic form A1 of type 2i + 1
Type of A The conditions for the added column The number of A
2i + 1 V1, V2, xn are arbitrary, v2i+1 = 0, and V3 = 0 q2i+1
2(i + 1)+ V1, V2 are arbitrary, v2i+1 = 0, V3 = 0,
and xn ∈ V ′1V2 + v22i+1N
1
2 q
2i+1(q − 1)
2(i + 1)− V1, V2 are arbitrary, v2i+1 = 0, V3 = 0,but xn /∈V ′1V2 + v22i+1N
1
2 q
2i+1(q − 1)
2i + 3 V1, V2, v2i+1 and xn are arbitrary, V3 = 0 q2i+2(qn−2i−2 − 1)
(II) The type of A1 is 2i− (i1): In this case, we have
A ∼
⎛
⎜⎜⎜⎜⎜⎝
0 Ii−1 V1
0 0 V2
 1 v2i−1
 v2i
0n−2i V3
xn
⎞
⎟⎟⎟⎟⎟⎠ .
Here ∼ means “cogredient to”. Leaving out the details, we obtain Table 2.
(III) The type of A1 is 2i + 1 (i0): In this case, we have
A ∼
⎛
⎜⎜⎜⎝
0 Ii V1
0 0 V2
1 v2i+1
0n−2i−2 V3
xn
⎞
⎟⎟⎟⎠ .
Leaving out the details again, we obtain Table 3.
From these tables, a recursive formula for the number of quadratic forms in n variables of each type can be derived
immediately.
In the following we always assume C(n)k = ∅, the empty set, when k >n.
Theorem 4.1. LetC(n)i (i=0, 1, 2+, 2−, 3, . . .) be the set of quadratic forms in n variables of type i. Then the following
statements hold:
(i) |C(n)2i+| = q2i |C(n−1)2i+ | + 12q2i−1(q − 1)|C(n−1)2i−1 | + q2i−1(qn−2i+1 − 1)|C(n−1)2(i−1)+|.
(ii) |C(n)2i−| = q2i |C(n−1)2i− | + 12q2i−1(q − 1)|C(n−1)2i−1 | + q2i−1(qn−2i+1 − 1)|C(n−1)2(i−1)−|.
(iii) |C(n)2i+1| = q2i+1|C(n−1)2i+1 | + q2i (q − 1)|C(n−1)2i+ | + q2i (q − 1)|C(n−1)2i− | + q2i (qn−2i − 1)|C(n−1)2i−1 |.
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Proof. Let A be a quadratic form in n variables of type 2i+. Then the type of the quadratic form A1 in n− 1 variables
on its upper-left corner has three possibilities: 2i+, 2i − 1 or 2(i − 1)+. From Tables 1–3, the number of quadratic
forms in n variables of type 2i+ is q2i when A1 is of type 2i+, is 12q
2i−1(q − 1) when A1 is of type 2i − 1, and is
q2i−1(qn−2i+1 − 1) when A1 is of type 2(i − 1)+. Moreover, every quadratic form A in n variables can be got in this
way. This proves (i).
The assertions (ii) and (iii) can be shown in a similar way. 
By Theorem 4.1, we can obtain the following recursive formulae for the eigenvalues f (n)r (C(n)j ) corresponding to
non-alternate symmetric matrices of rank r <n.
Theorem 4.2. Let r <n. The following hold:
(i)
f (n)r (C
(n)
2i+) = q2if (n−1)r (C(n−1)2i+ ) + 12q2i−1(q − 1)f (n−1)r (C(n−1)2i−1 )
+ q2i−1(qn−2i+1 − 1)f (n−1)r (C(n−1)2(i−1)+).
(ii)
f (n)r (C
(n)
2i−) = q2if (n−1)r (C(n−1)2i− ) + 12q2i−1(q − 1)f (n−1)r (C(n−1)2i−1 )
+ q2i−1(qn−2i+1 − 1)f (n−1)r (C(n−1)2(i−1)−).
(iii)
f (n)r (C
(n)
2i+1) = q2i+1f (n−1)r (C(n−1)2i+1 ) + q2i (q − 1)f (n−1)r (C(n−1)2i+ )
+ q2i (q − 1)f (n−1)r (C(n−1)2i− ) + q2i (qn−2i − 1)f (n−1)r (C(n−1)2i−1 ).
The following theorem gives recursive formulae for the eigenvalues f (n)n (C(n)j ) corresponding to non-alternate
symmetric matrices of full rank.
Theorem 4.3. The following hold:
(i)
f (n)n (C
(n)
2i+) = qif (n−1)n−1 (C(n−1)2i+ ) + 12qif (n−1)n−1 (C(n−1)2i−1 ).
(ii)
f (n)n (C
(n)
2i−) = −qif (n−1)n−1 (C(n−1)2i− ) − 12qif (n−1)n−1 (C(n−1)2i−1 ).
(iii)
f (n)n (C
(n)
2i+1) = qif (n−1)n−1 (C(n−1)2i+ ) + qif (n−1)n−1 (C(n−1)2i− ).
Proof. (i)We know that the elements of C(n)2i+ can be partitioned into three parts. The elements in the ﬁrst part are those
whose upper-left corners are of type 2i+. For any such A1 of type 2i+, it has q2i 1-extensions A of type 2i+. Thus
f
(n)
n (A) = f (n−1)n−1 (A1)(xn), where xn =
∑i
j=1vjvi+j , for such an A. So the contribution of the elements in the ﬁrst
part to f (n)n (C(n)2i+) is
∑
(xn) · f (n−1)n−1 (C(n−1)2i+ ), where the summation is over all v1, . . . , v2i , v2i+1, . . . , vn−1 and xn,
where v1, . . . , v2i are arbitrary in Fq , xn =∑ij=1vjvi+j and (v2i+1, . . . , vn−1) = 0. The elements in the second part
are those whose upper-left corners are of type 2i − 1 and those in the third part are those whose upper-left corners are
R. Feng et al. / Discrete Mathematics 308 (2008) 3023–3047 3031
of type 2(i − 1)+. Similarly, consider their contributions to f (n)n (C(n)2i+), we get
f (n)n (C
(n)
2i+) =
∑
v1,...,v2i are arbitrary
xn=∑ij=1vj vi+j ,
(v2i+1,...,vn−1)=0
(xn) · f (n−1)n−1 (C(n−1)2i+ )
+
∑
v1,...,v2i−2 are arbitrary,v2i−1 =0
xn+∑i−1j=1vj vi+j∈v22i−1N,
(v2i ,...,vn−1)=0
(xn) · f (n−1)n−1 (C(n−1)2i−1 )
+
∑
v1,...,v2i−2 are arbitrary,
xn+∑i−1j=1vj vi−1+j is arbitrary,
(v2i−1,...,vn−1)=0
(xn) · f (n−1)n−1 (C(n−1)2(i−1)+).
The equality (i) follows from Lemmas 3.1 and 3.4.
Similarly, one can prove (ii) and (iii). 
Note that the initial conditions on these recursive formulae aref (n)r (C(n)0 )=1 andf (n)r (C(n)k )=0 for any r=0, 1, . . . , n
and for any k >n.
Theorem 4.4. f (n)r (C(n)1 ) = −1, r = 1, 2, . . . , n.
Proof. When r=n, the result is immediate fromTheorem4.3(iii).When r <n, we have f (n)r (C(n)1 )=qf (n−1)r (C(n−1)1 )+
(q − 1) by Theorem 4.2(iii). The result is followed by induction on n. 
4.2. Computation of f (n)2k∗
In order to compute values of f (n)2k∗ corresponding to alternate matrices, we introduce the 2-extensions of quadratic
forms.
Given a quadratic form A1 in n − 2 variables, a 2-extension of A1 is a quadratic form A in n variables constructed
by adding two columns to the corresponding matrix of A1. That is,
A1 ≡
⎛
⎝a11 · · · a1,n−2. . . ...
an−2,n−2
⎞
⎠ and A ≡
⎛
⎜⎜⎜⎜⎝
x11 x12
A1
...
...
xn−2,1 xn−2,2
a b
c
⎞
⎟⎟⎟⎟⎠ .
As in Section 4.1, we distinguish the following cases depending on the type of A1 to consider the properties of
2-extensions of A1.
(I) The type of A1 is 2i+ (i0): In this case, there exists some T1 ∈ GLn−2(Fq) such that
T1A1T
′
1 ≡
(0 Ii
0 0
0n−2−2i
)
.
Let T = T1 ⊕ I2. Then
TAT′ ≡
⎛
⎜⎜⎜⎝
0 Ii V11 V12
0 0 V21 V22
0n−2−2i V31 V32
a b
c
⎞
⎟⎟⎟⎠ ,
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Table 4
The properties of 2-extensions A of A1 of type 2i+ and rank(V31 V32) = 0
Type of A The conditions for the added columns The number of A
2i+ V11, V12, V21, V22 are arbitrary, V31 = V32 = 0,
a′ = b′ = c′ = 0 q
4i
2i + 1 V11, V12, V21, V22 are arbitrary, V31 = V32 = 0,
b′ = 0, (a′, c′) = 0 q
4i (q2 − 1)
2(i + 1)+ V11, V12, V21, V22 are arbitrary, V31 = V32 = 0,
b′ = 0, a′c′ ∈ b′2N
1
2 q
4i+1(q2 − 1)
2(i + 1)− V11, V12, V21, V22 are arbitrary, V31 = V32 = 0,
b′ = 0, a′c′ /∈ b′2N
1
2 q
4i+1(q − 1)2
where
(
V11 V12
V21 V22
V31 V32
)
=
⎛
⎝ v11 v12... ...
vn−2,1 vn−2,2
⎞
⎠= T1
⎛
⎝ x11 x12... ...
xn−2,1 xn−2,2
⎞
⎠
.
Similar to the discussions in Section 4.1, there is some Q ∈ GLn(Fq) such that
Q(TAT′)Q′ ≡
⎛
⎜⎜⎜⎝
0 Ii 0 0
0 0 0 0
0n−2−2i V31 V32
a′ b′
c′
⎞
⎟⎟⎟⎠ ,
where V11, V12, V21, V22 are arbitrary i-dimensional column vectors and
a′ = a + V ′11V21,
b′ = b + V ′12V21 + V ′11V22,
c′ = c + V ′12V22.
In the following, we distinguish cases according to rank(V31V32), the rank of the matrix (V31V32).
(I.1) rank(V31V32) = 0. In this case,
A ∼
⎛
⎜⎜⎜⎝
0 Ii 0 0
0 0i 0 0
0n−2−2i 0 0
a′ b′
c′
⎞
⎟⎟⎟⎠ .
The properties of 2-extensions A of A1 are summarized in Table 4.
(I.2) rank(V31V32) = 1. In this case,
A ∼
⎛
⎜⎜⎜⎜⎜⎝
0 Ii 0 0
0 0i 0 0
0n−3−2i 0 0
0 u v
a′ b′
c′
⎞
⎟⎟⎟⎟⎟⎠ ,
where (u, v) = 0. We have the following results which are described in Table 5.
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Table 5
The properties of 2-extensions A of A1 of type 2i+ and rank(V31V32) = 1
Type of A The conditions for the added columns The number of A
2i + 3 V11, V12, V21, V22 are arbitrary, rank(V31V32) = 1,
v = 0, u = 0, a′, b′ are arbitrary, c′ = 0 q
4i+2(qn−2i−2 − 1)(q − 1)
2i + 3 V11, V12, V21, V22 are arbitrary, rank(V31V32) = 1,
v = 0, u, b′, c′ are arbitrary, a′ = v−1ub′ + v−2u2c′ q
4i+3(qn−2i−2 − 1)(q − 1)
2(i + 1)+ V11, V12, V21, V22 are arbitrary, rank(V31V32) = 1,
v = 0, u = 0, a′, b′ are arbitrary, c′ = 0 q
4i+2(qn−2i−2 − 1)
2(i + 1)+ V11, V12, V21, V22 are arbitrary, rank(V31V32) = 1,
v = 0, u, b′, c′ are arbitrary, a′ = v−1ub′ + v−2u2c′ q
4i+3(qn−2i−2 − 1)
Table 6
The properties of 2-extensions A of A1 of type 2i+ and rank(V31V32) = 2
Type of A The conditions for the added columns The number of A
2(i + 2)+ V11, V12, V21, V22 are arbitrary,
rank(V31V32) = 2, a′, b′, c′ are arbitrary q
4i+4(qn−2i−2 − 1)(qn−2i−3 − 1)
(I.3) rank(V31V32) = 2. In this case,
A ∼
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
0 Ii 0 0
0 0i 0 0
0n−4−2i 0 0
0 0 1 0
0 0 1
a′ b′
c′
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
.
We have the following results which are described in Table 6.
(II) The type of A1 is 2i− (i1): In this case, there exists some T1 ∈ GLn−2(Fq) such that
T1A1T
′
1 ≡
⎛
⎜⎜⎜⎝
0 Ii−1
0 0
 1

0n−2−2i
⎞
⎟⎟⎟⎠ .
Let T = T1 ⊕ I2. Then
TAT′ ≡
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
0 Ii−1 V11 V12
0 0 V21 V22
 1 w11 w12
 w21 w22
0n−2−2i V31 V32
a b
c
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
,
where⎛
⎜⎜⎜⎝
V11 V12
V21 V22
w11 w12
w21 w22
V31 V32
⎞
⎟⎟⎟⎠=
⎛
⎜⎜⎜⎝
v11 v12
...
...
...
...
vn−2,1 vn−2,2
⎞
⎟⎟⎟⎠= T1
⎛
⎜⎜⎜⎝
x11 x12
...
...
...
...
xn−2,1 xn−2,2
⎞
⎟⎟⎟⎠ .
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Table 7
The properties of 2-extensions A of A1 of type 2i− and rank(V31V32) = 0
Type of A The conditions for the added columns The number of A
2i− V11, V12, V21, V22, w11, w12, w21, w22 are arbitrary,
V31 = V32 = 0, a′ = b′ = c′ = 0 q
4i
2i + 1 V11, V12, V21, V22, w11, w12, w21, w22 are arbitrary,
V31 = V32 = 0, b′ = 0, (a′, c′) = 0 q
4i (q2 − 1)
2(i + 1)+ V11, V12, V21, V22, w11, w12, w21, w22 are arbitrary,
V31 = V32 = 0, b′ = 0, a′c′ /∈ b′2N
1
2 q
4i+1(q − 1)2
2(i + 1)− V11, V12, V21, V22, w11, w12, w21, w22 are arbitrary,
V31 = V32 = 0, b′ = 0, a′c′ ∈ b′2N
1
2 q
4i+1(q2 − 1)
Similar to the argument in Case (I), we have that
A ∼
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
0 Ii−1 0 0
0 0 0 0
 1 0 0
 0 0
0n−2−2i V31 V32
a′ b′
c′
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
,
where V11, V12, V21, V22 are arbitrary (i − 1)-dimensional column vectors, w11, w12, w21, w22 are arbitrary elements
in Fq and
a′ = a + V ′11V21 + w211 + w11w21 + w221,
b′ = b + V ′12V21 + V ′11V22 + w11w22 + w12w21,
c′ = c + V ′12V22 + w221 + w21w22 + w222.
(II.1) rank(V31V32) = 0. In this case,
A ∼
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
0 Ii−1 0 0
0 0 0 0
 1 0 0
 0 0
0n−2−2i 0 0
a′ b′
c′
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
.
The results on the properties of 2-extensions A of A1 are described in Table 7.
(II.2) rank(V31V32) = 1. In this case,
A ∼
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 Ii−1 0 0
0 0 0 0
 1 0 0
 0 0
0n−3−2i 0 0
0 u v
a′ b′
c′
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
where (u, v) = 0. We have the following results which are described in Table 8.
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Table 8
The properties of 2-extensions A of A1 of type 2i− and rank(V31V32) = 1
Type of A The conditions for the added columns The number of A
2i + 3
V11, V12, V21, V22, w11, w12, w21, w22 are arbitrary
rank(V31V32) = 1, v = 0, u = 0,
a′, b′ are arbitrary, c′ = 0
q4i+2(qn−2i−2 − 1)(q − 1)
2i + 3
V11, V12, V21, V22, w11, w12, w21, w22 are arbitrary
rank(V31V32) = 1, v = 0, u is arbitrary
b′, c′ are arbitrary, a′ = v−1ub′ + v−2u2c′
q4i+3(qn−2i−2 − 1)(q − 1)
2(i + 1)−
V11, V12, V21, V22, w11, w12, w21, w22 are arbitrary
rank(V31V32) = 1, v = 0, u = 0
a′, b′ are arbitrary, c′ = 0
q4i+2(qn−2i−2 − 1)
2(i + 1)−
V11, V12, V21, V22, w11, w12, w21, w22 are arbitrary
rank(V31V32) = 1, v = 0, u is arbitrary
b′, c′ are arbitrary, a′ = v−1ub′ + v−2u2c′
q4i+3(qn−2i−2 − 1)
Table 9
The properties of 2-extensions A of A1 of type 2i− and rank(V31V32) = 2
Type of A The conditions for the added columns The number of A
2(i + 2)− V11, V12, V21, V22, w11, w12, w21, w22 are arbitrary,
rank(V31V32) = 2, a′, b′, c′ are arbitrary q
4i+4(qn−2i−2 − 1)(qn−2i−3 − 1)
(II.3) rank(V31V32) = 2 (n − 2 − 2i2). In this case,
A ∼
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 Ii−1 0 0
0 0 0 0
 1 0 0
 0 0
0n−4−2i 0 0
0 0 1 0
0 0 1
a′ b′
c′
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
We have the following results which are described in Table 9.
(III) The type of A1 is 2i + 1 (i0): In this case, there exists some T1 ∈ GLn−2(Fq) such that
T1A1T
′
1 ≡
⎛
⎜⎝
0 Ii
0 0
1
0n−2i−3
⎞
⎟⎠ .
Let T = T1 ⊕ I2. Then
TAT′ ≡
⎛
⎜⎜⎜⎜⎜⎝
0 Ii V11 V12
0 0 V21 V22
1 w1 w2
0n−2i−3 V31 V32
a b
c
⎞
⎟⎟⎟⎟⎟⎠ ,
3036 R. Feng et al. / Discrete Mathematics 308 (2008) 3023–3047
Table 10
The properties of 2-extensions A of A1 of type 2i + 1, rank(V31V32) = 0 and (w1, w2) = 0
Type of A The conditions for the added columns The number of A
2i + 1 V11, V12, V21, V22 are arbitrary, V31 = V32 = 0,
b′ = 0, a′, c′ are arbitrary q
4i+2
2i + 3 V11, V12, V21, V22, V31, V32, are as above,
b′ = 0, a′, c′ are arbitrary q
4i+2(q − 1)
where⎛
⎜⎝
V11 V12
V21 V22
w1 w2
V31 V32
⎞
⎟⎠=
⎛
⎜⎜⎜⎝
v11 v12
...
...
...
...
vn−2,1 vn−2,2
⎞
⎟⎟⎟⎠= T1
⎛
⎜⎜⎜⎝
x11 x12
...
...
...
...
xn−2,1 xn−2,2
⎞
⎟⎟⎟⎠ .
Similar to the discussion in Section 4.1, we have
A ∼
⎛
⎜⎜⎜⎜⎜⎝
0 Ii 0 0
0 0 0 0
1 w1 w2
0n−2i−3 V31 V32
a′ b′
c′
⎞
⎟⎟⎟⎟⎟⎠ ,
where V11, V12, V21, V22 are arbitrary i-dimensional column vectors and
a′ = a + V ′11V21,
b′ = b + V ′11V22 + V ′12V21,
c′ = c + V ′12V22.
Similarly, we consider the following different cases.
(III.1) rank(V31V32) = 0.
(III.1.1) (w1, w2) = 0. We have Table 10.
(III.1.2) (w1, w2) = 0. We have Table 11.
(III.2) rank(V31V32) = 1 (n − 3 − 2i1). In this case,
A ∼
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
0 Ii 0 0
0 0 0 0
1 w1 w2
0n−4−2i 0 0
0 u v
a′ b′
c′
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
,
where (u, v) = 0.
(III.2.1) rank (w1
u
w2
v
)= 1, i.e., (w1, w2) = (u, v) for some  ∈ Fq . Then we have
A ∼
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
0 Ii 0 0
0 0 0 0
1 0 0
0n−4−2i 0 0
0 u v
a′ b′
c′
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
and Table 12.
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Table 11
The properties of 2-extensions A of A1 of type 2i + 1, rank(V31V32) = 0 and (w1, w2) = 0
Type of A The conditions for the added columns The number of A
2i + 3 V11, V12, V21, V22 are arbitrary, V31 = V32 = 0,
w2 = 0, w1 = 0, a′, b′ are arbitrary, c′ + w−21 b′2 = 0
q4i+2(q − 1)2
2i + 3
V11, V12, V21, V22 are arbitrary, V31 = V32 = 0,
w2 = 0, w1, b′, c′ are arbitrary,
a′ = w−12 w1b′ + w−22 w21c′ + w−22 b
′2
q4i+3(q − 1)2
2(i + 1)+ V11, V12, V21, V22 are arbitrary, V31 = V32 = 0,
w2 = 0, w1 = 0, b′ is arbitrary, c′ + w−21 b′2 = 0, a′ ∈ w21N
1
2 q
4i+2(q − 1)
2(i + 1)+
V11, V12, V21, V22 are arbitrary, V31 = V32 = 0,
w2 = 0, w1, b′ are arbitrary, c′ ∈ w22N
a′ = w−12 w1b′ + w−22 w21c′ + w−22 b
′2
1
2 q
4i+3(q − 1)
2(i + 1)− V11, V12, V21, V22 are arbitrary, V31 = V32 = 0,
w2 = 0, w1 = 0, b′ is arbitrary, c′ + w−21 b′2 = 0, a′ /∈w21N
1
2 q
4i+2(q − 1)
2(i + 1)−
V11, V12, V21, V22 are arbitrary, V31 = V32 = 0,
w2 = 0, w1, b′ are arbitrary, c′ /∈w22N
a′ = w−12 w1b′ + w−22 w21c′ + w−22 b
′2
1
2 q
4i+3(q − 1)
Table 12
The properties of 2-extensions A of A1 of type 2i + 1, rank(V31V32) = 1 and w1v + w2u = 0
Type of A The conditions for the added columns The number of A
2i + 3
V11, V12, V21, V22 are arbitrary, rank(V31V32) = 1,
(w1, w2) = (u, v), v = 0, u = 0,
a′, b′, c′ are arbitrary
q4i+4(qn−2i−3 − 1)
2i + 3
V11, V12, V21, V22 are arbitrary, rank(V31V32) = 1,
(w1, w2) = (u, v), v = 0,
u, a′, b′, c′ are arbitrary
q4i+5(qn−2i−3 − 1)
Table 13
The properties of 2-extensions A of A1 of type 2i + 1, rank(V31V32) = 1 and w1v + w2u = 0
Type of A The conditions for the added columns The number of A
2(i + 2)+ V11, V12, V21, V22 are arbitrary, w1v + w2u = 0,
v = 0, u = 0, w2 = 0, w1, a′, b′ are arbitrary, c′ ∈ w22N
1
2 q
4i+4(qn−2i−3 − 1)(q − 1)
2(i + 2)+
V11, V12, V21, V22 are arbitrary,
w1v + w2u = 0, v = 0, w′1 = w1 − v−1uw2 = 0,
u,w2, b′, c′ are arbitrary, a′ + v−2u2c′ + v−1ub′ ∈ w′21 N
1
2 q
4i+5(qn−2i−3 − 1)(q − 1)
2(i + 2)− V11, V12, V21, V22 are arbitrary, w1v + w2u = 0,
v = 0, u = 0, w2 = 0, w1, a′, b′ are arbitrary, c′ /∈w22N
1
2 q
4i+4(qn−2i−3 − 1)(q − 1)
2(i + 2)−
V11, V12, V21, V22 are arbitrary, w1v + w2u = 0,
v = 0, w′1 = w1 − v−1uw2 = 0,
u,w2, b′, c′ are arbitrary, a′ + v−2u2c′ + v−1ub′ /∈w′21 N
1
2 q
4i+5(qn−2i−3 − 1)(q − 1)
Table 14
The properties of 2-extensions A of A1 of type 2i + 1 and rank(V31V32) = 2
Type of A The conditions for the added columns The number of A
2i + 5 V11, V12, V21, V22 are arbitrary,
rank(V31V32) = 2, w1, w2, a′, b′, c′ are arbitrary q
4i+6(qn−2i−3 − 1)(qn−2i−4 − 1)
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(III.2.2) rank (w1
u
w2
v
)= 2. This condition is equivalent to w1v + w2u = 0. Then we have Table 13.
(III.3) rank(V31V32) = 2 (n − 3 − 2i2). In this case,
A ∼
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 Ii 0 0
0 0 0 0
1 0 0
0n−5−2i 0 0
0 0 1 0
0 0 1
a′ b′
c′
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
We have Table 14.
From the above discussions on the 2-extensions of quadratic forms, we have another recursive formula for the number
of quadratic forms of each type in n variables.
Theorem 4.5. Let C(n)i (i = 0, 1, 2+, 2−, 3, . . .) be the set of quadratic forms in n variables of type i. We have that
(i) |C(n)2i+| = q4i |C(n−2)2i+ | + 12q4i−2(q2 − 1)|C(n−2)2i−1 |
+ ( 12q4i−3(q2 − 1) + q4i−2(q + 1)(qn−2i − 1))|C(n−2)2(i−1)+|
+ 12q4i−3(q − 1)2|C(n−2)2(i−1)−| + 12q4i−4(q2 − 1)(qn−2i+1 − 1)|C
(n−2)
2i−3 |
+ q4i−4(qn−2i+2 − 1)(qn−2i+1 − 1)|C(n−2)2(i−2)+|.
(ii) |C(n)2i−| = q4i |C(n−2)2i− | + 12q4i−2(q2 − 1)|C(n−2)2i−1 | + 12q4i−3(q − 1)2|C(n−2)2(i−1)+|
+ ( 12q4i−3(q2 − 1) + q4i−2(q + 1)(qn−2i − 1))|C(n−2)2(i−1)−|
+ 12q4i−4(q2 − 1)(qn−2i+1 − 1)|C(n−2)2i−3 | + q4i−4(qn−2i+2 − 1)(qn−2i+1 − 1)|C(n−2)2(i−2)−|.
(iii) |C(n)2i+1| = q4i+2|C(n−2)2i+1 | + q4i (q2 − 1)(|C(n−2)2i+ | + |C(n−2)2i− |)
+ q4i (qn−2i + qn−2i−1 − 2)|C(n−2)2i−1 | + q4i−2(q2 − 1)(qn−2i − 1)(|C(n−2)2(i−1)+| + |C
(n−2)
2(i−1)−|)
+ q4i−2(qn−2i − 1)(qn−2i+1 − 1)|C(n−2)2i−3 |.
Parallel to Theorems 4.2 and 4.3, we have:
Theorem 4.6. Let n = 2m and k <m. The following equations hold:
(i) f (2m)2k∗ (C(2m)2i+ ) = q4if (2m−2)2k∗ (C(2m−2)2i+ ) + 12q4i−2(q2 − 1)f (2m−2)2k∗ (C(2m−2)2i−1 )
+ ( 12q4i−3(q2 − 1) + q4i−2(q + 1)(q2m−2i − 1))f (2m−2)2k∗ (C(2m−2)2(i−1)+)
+ 12q4i−3(q2 − 1)f (2m−2)2k∗ (C(2m−2)2(i−1)−)
+ 12q4i−4(q2 − 1)(q2m−2i+1 − 1)f (2m−2)2k∗ (C(2m−2)2i−3 )
+ q4i−4(q2m−2i+2 − 1)(q2m−2i+1 − 1)f (2m−2)2k∗ (C(2m−2)2(i−2)+).
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(ii) f (2m)2k∗ (C(2m)2i− ) = q4if (2m−2)2k∗ (C(2m−2)2i− ) + 12q4i−2(q2 − 1)f (2m−2)2k∗ (C(2m−2)2i−1 )
+ 12q4i−3(q − 1)2f (2m−2)2k∗ (C(2m−2)2(i−1)+)
+ ( 12q4i−3(q2 − 1) + q4i−2(q + 1)(q2m−2i − 1))f (2m−2)2k∗ (C(2m−2)2(i−1)−)
+ 12q4i−4(q2 − 1)(q2m−2i+1 − 1)f (2m−2)2k∗ (C(2m−2)2i−3 )
+ q4i−4(q2m−2i+2 − 1)(q2m−2i+1 − 1)f (2m−2)2k∗ (C(2m−2)2(i−2)−).
(iii) f (2m)2k∗ (C(2m)2i+1) = q4i+2f (2m−2)2k∗ (C(2m−2)2i+1 ) + q4i (q2m−2i + q2m−2i−1 − 2)f (2m−2)2k∗ (C(2m−2)2i−1 )
+ q4i (q2 − 1)(f (2m−2)2k∗ (C(2m−2)2i+ ) + f (2m−2)2k∗ (C(2m−2)2i− ))
+ q4i−2(q2 − 1)(q2m−2i − 1)(f (2m−2)2k∗ (C(2m−2)2(i−1)+) + f
(2m−2)
2k∗ (C
(2m−2)
2(i−1)−))
+ q4i−2(q2m−2i − 1)(q2m−2i+1 − 1)f (2m−2)2k∗ (C(2m−2)2i−3 ).
Theorem 4.7. Let n = 2m. The eigenvalues f (2m)2m (C(2m)j ) satisfy the following recursions.
(i) f (2m)2m∗ (C(2m)2i+ ) = q2if (2m−2)2(m−1)∗(C(2m−2)2i+ ) − 12q2i−1(q + 1)f (2m−2)2(m−1)∗(C(2m−2)2(i−1)+)
− 12q2i−1(q − 1)f (2m−2)2(m−1)∗(C(2m−2)2(i−1)−).
(ii) f (2m)2m∗ (C(2m)2i− ) = q2if (2m−2)2(m−1)∗(C(2m−2)2i− ) − 12q2i−1(q − 1)f (2m−2)2(m−1)∗(C(2m−2)2(i−1)+)
− 12q2i−1(q + 1)f (2m−2)2(m−1)∗(C(2m−2)2(i−1)−).
(iii) f (2m)2m∗ (C(2m)2i+1) = q2i (q2 − 1)(f (2m−2)2(m−1)∗(C(2m−2)2i+ ) + f (2m−2)2(m−1)∗(C(2m−2)2i− ))
+ q2i+2f (2m−2)2(m−1)∗(C(2m−2)2i+1 ) − q2if (2m−2)2(m−1)∗(C(2m−2)2i−1 ).
Proof. These results can be proved in a similar way to the proof of Theorem 4.3, using the above results on 2-extensions
of quadratic forms in 2m − 2 variables. 
Theorem 4.8. f (n)2k∗ (C
(n)
1 ) = qn − 1, k = 1, 2, . . . , n2 	.
Proof. By deﬁnition, we have
f
(n)
2k∗
⎛
⎜⎝
⎧⎪⎨
⎪⎩
⎛
⎜⎝
x1 · · · 0
. . .
...
xn
⎞
⎟⎠
∣∣∣∣∣∣∣ (x1, . . . , xn) = 0
⎫⎪⎬
⎪⎭
⎞
⎟⎠= ∑
(x1,...,xn)=0
k times︷ ︸︸ ︷
(0) · · · (0)=qn − 1. 
UsingTheorems 4.6–4.8, one can calculate the values of f (n)2k∗ on various classes of quadratic forms. But when n is odd
(surely 2k <n), we should ﬁrst use the formulae in Theorem 4.1. Write |C(n)2i+|, |C(n)2i−| and |C(n)2i+1| as the combination
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of the number of corresponding quadratic forms in n − 1 variables and then apply Theorems 4.6–4.8. When n = 3 or
4, the values of f (n)2k∗ in the appendix are calculated in this way.
4.3. Values of f (n)r on union classes C(n)2i
For i > 0, letC(n)2i be the union ofC
(n)
2i+ andC
(n)
2i− , i.e.,C
(n)
k (k=0, 1, . . . , n) is the set of quadratic forms in n variables
with rank k. Set
f (n)r (C
(n)
k ) =
∑
[X]∈C(n)k
f (n)r ([X]).
In particular,
f (n)r (C
(n)
2i ) = f (n)r (C(n)2i+) + f (n)r (C(n)2i−).
Theorem 4.9. For the character f (n)r , we have
f (n)r (C
(n)
2i+1) + f (n)r (C(n)2i ) = 0 (i = 0, 1, . . . , n/2	; r = 1, 2, . . . , n).
Proof. From the appendix, it is true for n=2, 3 and 4. Now we use induction on n. Let n5 and assume that the result
is true for quadratic forms in less than n variables. Assume ﬁrst that r <n. From Theorem 4.2, we have
f (n)r (C
(n)
2i ) = q2if (n−1)r (C(n−1)2i ) + (q2i − q2i−1)f (n−1)r (C(n−1)2i−1 ) + (qn − q2i−1)f (n−1)r (C(n−1)2i−2 )
and
f (n)r (C
(n)
2i+1) = q2i+1f (n−1)r (C(n−1)2i+1 ) + (q2i+1 − q2i )f (n−1)r (C(n−1)2i ) + (qn − q2i )f (n−1)r (C(n−1)2i−1 ).
Summing up these two equations, one can get
f (n)r (C
(n)
2i+1) + f (n)r (C(n)2i ) = q2i+1(f (n−1)r (C(n−1)2i+1 ) + f (n−1)r (C(n−1)2i ))
+ (qn − q2i−1)(f (n−1)r (C(n−1)2i−1 ) + f (n−1)r (C(n−1)2i−2 )).
By the induction hypothesis, the two sums in the brackets on the right side are 0. Thus f (n)r (C(n)2i+1) + f (n)r (C(n)2i ) = 0.
If r = n. the result follows from Theorem 4.3. 
By Theorem 4.9, we just need to compute the values of f (n)r on C(n)2i (i = 1, . . . , n2 	).
Theorem 4.10. (i) If 1r <n, then
f (n)r (C
(n)
2i ) = q2if (n−1)r (C(n−1)2i ) + (qn − q2i )f (n−1)r (C(n−1)2i−2 ).
(ii) If 2i < n, then
f (n)n (C
(n)
2i ) = q2if (n−2)n−2 (C(n−2)2i ) − q2if (n−2)n−2 (C(n−2)2i−2 ).
(iii) If n = 2m is even, then
f (2m)r (C
(2m)
2m ) = 0, r = 1, 2, . . . , 2m.
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Proof. (i) The equation follows immediately from Theorem 4.2(i), (ii) and Theorem 4.9.
(ii) By Theorem 4.3(i) and (ii), we have
f (n)n (C
(n)
2i ) = qi(f (n−1)n−1 (C(n−1)2i+ ) − f (n−1)n−1 (C(n−1)2i− )).
Using Theorem 4.3(i) and (ii) again but replacing n by n − 1, we have
f
(n−1)
n−1 (C
(n−1)
2i+ ) − f (n−1)n−1 (C(n−1)2i− ) = qif (n−2)n−2 (C(n−2)2i ) + qif (n−2)n−2 (C(n−1)2i−1 ).
Thus
f (n)n (C
(n)
2i ) = q2if (n−2)n−2 (C(n−2)2i ) + q2if (n−2)n−2 (C(n−2)2i−1 ).
By Theorem 4.9, the proof of the assertion (ii) is completed.
(iii) Let n = 2m. It is clear that f (2m)r (C(2m)2m ) = 0 by (i) if r < 2m, and by Theorem 4.3(i) and (ii) if r = 2m. 
For the character f (n)r corresponding to non-alternate symmetric matrices, we have the following property.
Theorem 4.11. The values of f (n)2k and f (n)2k−1 on each class C(n)j are the same, that is
f
(n)
2k (C
(n)
j ) = f (n)2k−1(C(n)j )
for j = 0, 1, . . . , n and k = 1, . . . , n2 	.
Proof. By Theorem 4.9, we need only consider the case when j is even. The result is trivial for j = 0. Let j = 2i > 0.
We will prove it by induction on n. When n = 2, 3 or 4, the result follows from the appendix. Assume n5 and that
the result holds for quadratic forms in less than n variables. Consider ﬁrst the case where 2k <n. By Theorem 4.10(i),
we have
f
(n)
2k (C
(n)
2i ) = q2if (n−1)2k (C(n−1)2i ) + (qn − q2i )f (n−1)2k (C(n−1)2i−2 )
and
f
(n)
2k−1(C
(n)
2i ) = q2if (n−1)2k−1 (C(n−1)2i ) + (qn − q2i )f (n−1)2k−1 (C(n−1)2i−2 ).
Then the result follows by induction hypothesis. Now consider the case where n = 2k. By Theorem 4.10(ii), we have
f
(2k)
2k (C
(2k)
2i ) = q2if (2k−2)2k−2 (C(2k−2)2i ) − q2if (2k−2)2k−2 (C(2k−2)2i−2 )
= q2if (2k−2)2k−3 (C(2k−2)2i ) − q2if (2k−2)2k−3 (C(2k−2)2i−2 )
= q2i (q2if (2k−3)2k−3 (C(2k−3)2i ) + (q2k−2 − q2i )f (2k−3)2k−3 (C(2k−3)2i−2 ))
− q2i (q2i−2f (2k−3)2k−3 (C(2k−3)2i−2 ) + (q2k−2 − q2i−2)f (2k−3)2k−3 (C(2k−3)2i−4 ))
= q4if (2k−3)2k−3 (C(2k−3)2i ) + (q2k+2i−2 − q4i − q4i−2)f (2k−3)2k−3 (C(2k−3)2i−2 )
− (q2k+2i−2 − q4i−2)f (2k−3)2k−3 (C(2k−3)2i−4 ),
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where the second equality is from the induction hypothesis and the third equality is from Theorem 4.10(i). On the other
hand,
f
(2k)
2k−1(C
(2k)
2i ) = q2if (2k−1)2k−1 (C(2k−1)2i ) + (q2k − q2i )f (2k−1)2k−1 (C(2k−1)2i−2 )
= q2i · qi(f (2k−2)2k−2 (C(2k−2)2i+ ) − f (2k−2)2k−2 (C(2k−2)2i− ))
+ (q2k − q2i ) · qi−1(f (2k−2)2k−2 (C(2k−2)2(i−1)+) − f
(2k−2)
2k−2 (C
(2k−2)
2(i−1)−))
= q3i (qif (2k−3)2k−3 (C(2k−3)2i ) + qif (2k−3)2k−3 (C(2k−3)2i−1 ))
+ (q2k − q2i ) · qi−1(qi−1f (2k−3)2k−3 (C(2k−3)2i−2 ) + qi−1f (2k−3)2k−3 (C(2k−3)2i−3 ))
= q4if (2k−3)2k−3 (C(2k−3)2i ) + (q2k+2i−2 − q4i − q4i−2)f (2k−3)2k−3 (C(2k−3)2i−2 )
− (q2k+2i−2 − q4i−2)f (2k−3)2k−3 (C(2k−3)2i−4 ),
where the second equality is from Theorem 4.3(i) and (ii) and the forth equality is from Theorem 4.9. Therefore the
result follows. 
4.4. Values of f (n)2k∗ on classes C(n)2i and C(n)2i ∪ C(n)2i−1
From Section 4.3, we know that C(n)2i =C(n)2i+ ∪C(n)2i− for each i > 0. By Theorems 4.6 and 4.7, one can get the values
of f (n)2k∗ on the union class C
(n)
2i .
Theorem 4.12. (i) For k <m, we have
f
(2m)
2k∗ (C
(2m)
2i ) = q4if (2m−2)2k∗ (C(2m−2)2i ) + q4i−2(q2 − 1)f (2m−2)2k∗ (C(2m−2)2i−1 )
+ q4i−2(q2m−2i+1 + q2m−2i − 2)f (2m−2)2k∗ (C(2m−2)2i−2 )
+ q4i−4(q2 − 1)(q2m−2i+1 − 1)f (2m−2)2k∗ (C(2m−2)2i−3 )
+ q4i−4(q2m−2i+1 − 1)(q2m−2i+2 − 1)f (2m−2)2k∗ (C(2m−2)2i−4 ).
(ii) f (2m)2m∗ (C(2m)2i ) = q2if (2m−2)2(m−1)∗(C(2m−2)2i ) − q2if (2m−2)2(m−1)∗(C(2m−2)2i−2 ).
(iii) In particular, f (2m)2m∗ (C(2m)2m ) = (−1)mqm(m+1).
The formulae for the values of f (2m)2k∗ on the class C
(2m)
2i−1 of rank 2i − 1 can be rewritten as follows.
Theorem 4.13. (i) For k <m, we have
f
(2m)
2k∗ (C
(2m)
2i−1) = q4i−2f (2m−2)2k∗ (C(2m−2)2i−1 ) + q4i−4(q2 − 1)f (2m−2)2k∗ (C(2m−2)2i )
+ q4i−4(q2m−2i+2 + q2m−2i+1 − 2)f (2m−2)2k∗ (C(2m−2)2i−1 )
+ q4i−6(q2 − 1)(q2m−2i+2 − 1)f (2m−2)2k∗ (C(2m−2)2i−2 )
+ q4i−6(q2m−2i+2 − 1)(q2m−2i+3 − 1)f (2m−2)2k∗ (C(2m−2)2i−3 ).
(ii)
f
(2m)
2m∗ (C
(2m)
2i−1) = q2if (2m−2)2(m−1)∗(C(2m−2)2i−1 ) + q2i−2(q2 − 1)f (2m−2)2(m−1)∗(C(2m−2)2i−2 ) − q2i−2f (2m−2)2(m−1)∗(C(2m−2)2i−3 ).
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Theorem 4.14. For any n, we have
f
(n)
2k∗ (C
(n)
2i ∪ C(n)2i−1) = f (n)2k (C(n)2i ∪ C(n)2i−1).
Proof. We prove this theorem by induction on n.When n=2, 3 or 4, the result holds from appendix. Now let n5 and
assume the result holds for quadratic forms in less than n variables. Consider ﬁrst the case that n is odd. Then 2k <n.
By Theorems 4.2(ii), 4.10(i) and 4.9, we have
f
(n)
2k (C
(n)
2i ∪ C(n)2i−1) = q2if (n−1)2k (C(n−1)2i ∪ C(n−1)2i−1 ) + (qn − q2i−2)f (n−1)2k (C(n−1)2i−2 ∪ C(n−1)2i−3 ). (4.2)
On the other hand, since 2k <n, by Theorem 4.1, we have
f
(n)
2k∗ (C
(n)
2i ∪ C(n)2i−1) = q2if (n−1)2k∗ (C(n−1)2i ∪ C(n−1)2i−1 ) + (qn − q2i−2)f (n−1)2k∗ (C(n−1)2i−2 ∪ C(n−1)2i−3 ). (4.3)
Comparing the two equations above, it is enough to consider the case when n is even.
In the following, let n = 2m be even. Suppose k <m. By Theorems 4.12(i) and 4.13(i), we have
f
(2m)
2k∗ (C
(2m)
2i ∪ C(2m)2i−1) = q4if (2m−2)2k∗ (C(2m−2)2i ∪ C(2m−2)2i−1 )
+ (q2m+2i−1 + q2m+2i−2 − q4i−2 − q4i−4)f (2m−2)2k∗ (C(2m)2i−2 ∪ C(2m)2i−3)
+ q4i−6(q2m−2i+2 − 1)(q2m−2i+3 − 1)f (2m−2)2k∗ (C(2m)2i−4 ∪ C(2m)2i−5).
On the other hand, applying Eq. (4.2) twice, we have
f
(2m)
2k (C
(2m)
2i ∪ C(2m)2i−1) = q4if (2m−2)2k (C(2m−2)2i ∪ C(2m−2)2i−1 )
+ (q2m+2i−1 + q2m+2i−2 − q4i−2 − q4i−4)f (2m−2)2k (C(2m)2i−2 ∪ C(2m)2i−3)
+ q4i−6(q2m−2i+2 − 1)(q2m−2i+3 − 1)f (2m−2)2k (C(2m)2i−4 ∪ C(2m)2i−5).
Comparing the two equations above, the theorem is proved by induction hypothesis in the case k <m.
Now consider the case where k = m. From Theorems 4.12(ii) and 4.13(ii), we have
f
(2m)
2m∗ (C
(2m)
2i ∪ C(2m)2i−1) = q2if (2m−2)2(m−1)∗(C(2m−2)2i ∪ C(2m−2)2i−1 ) − q2i−2f (2m−2)2(m−1)∗(C(2m−2)2i−2 ∪ C(2m−2)2i−3 ).
From Theorems 4.10(ii) and 4.9, we have
f
(2m)
2m (C
(2m)
2i ∪ C(2m)2i−1) = q2if (2m−2)2m−2 (C(2m−2)2i ∪ C(2m−2)2i−1 ) − q2i−2f (2m−2)2m−2 (C(2m−2)2i−2 ∪ C(2m−2)2i−3 ).
Comparing the two equations above, the theorem is proved by induction hypothesis in the case k = m. 
From Theorems 4.11 and 4.14, the following theorem is immediate.
Theorem 4.15. For any integers n2 and k, i = 1, 2, . . . , n2 	, we have
f
(n)
2k∗ (C
(n)
2i ∪ C(n)2i−1) = f (n)2k (C(n)2i ∪ C(n)2i−1) = f (n)2k−1(C(n)2i ∪ C(n)2i−1).
5. Dual schemes of two fusion schemes of Qua(n, q)
Let  be a ﬁnite abelian group with identity 1 and let C be a subset of  such that 1 /∈C and C is inverse-closed, i.e.,
g−1 ∈ C for each g ∈ C. The Cayley graph X(C) on  relative to C is the graph with vertex set  and with (g, h) an
edge in X(C) if and only if hg−1 ∈ C. Let A be the adjacency matrix of the Cayley graph X(C). Then the rows of the
character table of  are a complete set of eigenvectors for A, and the eigenvector belonging to the character  has the
eigenvalue (C) =∑g∈C (g) (see [4]).
Let ∗ be the character group of .A partition ={C0, C1, . . . , Cd} of  induces a partition ∗ ={C∗0 , C∗1 , . . . , C∗d ′ }
of ∗ in the following way: two characters 	 and  are in the same cell of ∗ if and only if 	(Ci) = (Ci) for all
i = 0, 1, . . . , d.
3044 R. Feng et al. / Discrete Mathematics 308 (2008) 3023–3047
Theorem 5.1 (Godsil [4, Section 12.10]). Let = {C0, C1, . . . , Cd} be a partition of a ﬁnite abelian group , where
C0 = {1} and C1, . . . , Cd are inverse-closed, and let ∗ be the character group of , ∗ the partition of ∗ induced by
. Then
(i) |∗| ||.
(ii) |∗|= || if and only if the Cayley graphsX(Ci), i=1, . . . , d, are the non-trivial classes of an association scheme
X on . In this case, ∗ determines an association scheme X∗ on ∗ whose non-trivial classes are just those
Cayley graphs determined by ∗, and X and X∗ are formally dual.
In the following we consider two fusion schemes of the quadratic forms scheme Qua(n, q). Their vertex sets are
Xn again, but their associate classes are unions of classes of Qua(n, q). Now  = {C(n)0 , C(n)1 , . . . , C(n)n }, where
C
(n)
2i = C(n)2i+ ∪ C(n)2i− , is a partition of Xn and each C(n)j is inverse-closed. Let Rj be the edge set of the Cayley graph
X(C
(n)
j ). It is given in [6] that (Xn, {Rj }0 jn) is an association scheme. It is a fusion scheme of Qua(n, q) and
denote it by Qua(n, q)E .
Let Yn be the set of n×n symmetric matrices over Fq and Sym(n, q) the association scheme of symmetric matrices.
For k = 1, . . . , n2 	, let W2k−1 be the union of classes of Sym(n, q) determined by D(n)2k and by D(n)2k−1. When n is odd,
set Wn to be the class determined by D(n)n . Furthermore, let W2k be the class of Sym(n, q) determined by D(n)2k∗ . Set
W0 = {(Y, Y )|Y ∈ Yn}.
Theorem 5.2. The conﬁgurationY= (Yn, {Wi}0 in) is an association scheme. Denote it by Sym(n, q)N . Further-
more, Sym(n, q)N and Qua(n, q)E are formally dual.
Proof. For any A ∈ Yn, let fA be the character of Xn deﬁned by Eq. (2.1). Then Yn and X∗n can be identiﬁed via the
correspondence A → fA. The partition  = {C(n)0 , C(n)1 , . . . , C(n)n } of Xn induces the partition ∗ of Yn. Since the
Cayley graphs determined by  are just the non-trivial classes of Qua(n, q)E , we have |∗| = || by Theorem 5.1. By
Theorem 4.11, the cells of ∗ are just D(n)2k ∪ D(n)2k−1 and D(n)2k∗ , and D(n)n when n is odd. The proof is completed by
Theorem 5.1. 
The scheme Qua(n, q)E is not primitive since the Cayley graph relative toC(n)1 is disconnected and it is not self-dual
in general (see the case n = 2 in the appendix). Thus the scheme Sym(n, q)N is neither primitive nor self-dual. Now
we further merge the classes of the scheme Qua(n, q)E . Let Ri =R2i ∪R2i−1, i = 1, 2, . . . , d = n+12 	. Set R0 =R0.
Egawa [3] proved that (Xn, {Ri}0 id) is an association scheme on Xn, and denoted by Qua(n, q)2. Merge the
classes of Sym(n, q)N analogously: W 0 =W0 and Wi =W2i ∪W2i−1, i = 1, 2, . . . , n+12 	, but W  n+12 	 =Wn when n
is odd.
Theorem 5.3. The conﬁguration (Yn, {Wi}0 i n+12 	) is a fusion scheme of Sym(n, q)
N
. Denote it by Sym(n, q)2.
Moreover, Sym(n, q)2 and Qua(n, q)2 are formally dual.
Proof. Similar to the proof of Theorem 5.2 by using Theorems 4.15 and 5.1. 
Remark. The Egawa schemeQua(n, q)2 is primitive. It has the same intersection numbers as the association scheme
Alt(n + 1, q) of alternate matrices. Therefore Qua(n, q)2 is self-dual. But Qua(n, q)2 and Alt(n + 1, q) are not
isomorphic [3]. Munemasa [5] proved Sym(n, q)2 and Alt(n + 1, q) are isomorphic.
Appendix A.
In this appendix, we list the eigenvalues of association schemes Qua(n, q)) of quadratic forms and its two fusion
schemes Qua(n, q)E and Qua(n, q)2 when n = 2, 3 and 4.
(I) n = 2: The eigenvalues of Qua(2, q), Qua(2, q)E and Qua(2, q)2 are listed in Tables A1–A3.
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Table A1
Eigenvalues of Qua(2, q)
C
(2)
0 C
(2)
1 C
(2)
2+ C
(2)
2−
f
(2)
0 1 q
2 − 1 12 q(q2 − 1) 12 q(q − 1)2
f
(2)
1 1 −1 12 q(q − 1) − 12 q(q − 1)
f
(2)
2 1 −1 − 12 q 12 q
f
(2)
2∗ 1 q
2 − 1 − 12 q(q + 1) − 12 q(q − 1)
Table A2
Eigenvalues of Qua(2, q)E
C
(2)
0 C
(2)
1 C
(2)
2
f
(2)
0 1 q
2 − 1 q2(q − 1)
f
(2)
1 , f
(2)
2 1 −1 0
f
(2)
2∗ 1 q
2 − 1 −q2
Table A3
Eigenvalues of Qua(2, q) 2
C
(2)
0 C
(2)
1,2
f
(2)
0 1 q
3 − 1
f
(2)
1 , f
(2)
2 ,f
(2)
2∗ 1 −1
Table A4
Eigenvalues of Qua(3, q)
C
(3)
0 C
(3)
1 C
(3)
2+ C
(3)
2− C
(3)
3
f
(3)
0 1 q
3 − 1 12 q(q + 1)(q3 − 1) 12 q(q − 1)(q3 − 1) q2(q − 1)(q3 − 1)
f
(3)
1 1 −1 12 q(q + 1)(q2 − 1) − 12 q(q − 1)(q2 + 1) −q2(q − 1)
f
(3)
2 1 −1 12 q(q2 − q − 1) 12 q(q2 − q + 1) −q2(q − 1)
f
(3)
2∗ 1 q
3 − 1 − 12 q(q + 1) − 12 q(q − 1) −q2(q − 1)
f
(3)
3 1 −1 − 12 q(q + 1) − 12 q(q − 1) q2
The ﬁrst and the second eigenmatrices of Qua(2, q)E are
P =
⎛
⎜⎝
1 q2 − 1 q2(q − 1)
1 −1 0
1 q2 − 1 −q2
⎞
⎟⎠ and Q = q3P−1 =
⎛
⎜⎝
1 q(q2 − 1) q − 1
1 −q q − 1
1 0 −1
⎞
⎟⎠ .
Thus Qua(2, q)E is not self-dual.
(II) n = 3: The eigenvalues of Qua(3, q), Qua(3, q)E and Qua(3, q)2 are listed in Tables A4–A6.
The ﬁrst and the second eigenmatrices of Qua(3, q)2 are
P =
⎛
⎜⎝
1 (q2 + 1)(q3 − 1) q2(q − 1)(q3 − 1)
1 q2(q − 1) − 1 −q2(q − 1)
1 −(q2 + 1) q2
⎞
⎟⎠
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Table A5
Eigenvalues of Qua(3, q)E
C
(3)
0 C
(3)
1 C
(3)
2 C
(3)
3
f
(3)
0 1 q
3 − 1 q2(q3 − 1) q2(q − 1)(q3 − 1)
f
(3)
1 , f
(3)
2 1 −1 q2(q − 1) −q2(q − 1)
f
(3)
2∗ 1 q
3 − 1 −q2 −q2(q − 1)
f
(3)
3 1 −1 −q2 q2
Table A6
Eigenvalues of Qua(3, q) 2
C
(3)
0 C
(3)
1,2 C
(3)
3
f
(3)
0 1 (q
2 + 1)(q3 − 1) q2(q − 1)(q3 − 1)
f
(3)
1 , f
(3)
2 ,f
(3)
2∗ 1 q
2(q − 1) − 1 −q2(q − 1)
f
(3)
3 1 −(q2 + 1) q2
Table A7
Eigenvalues of Qua(4, q)
C
(4)
0 C
(4)
1 C
(4)
2+ C
(4)
2−
f
(4)
0 1 q
4 − 1 12 q(q + 1)(q2 + 1)(q3 − 1) 12 q(q − 1)(q2 + 1)(q3 − 1)
f
(4)
1 1 −1 12 q(q2 + q + 1)(q3 − 1) − 12 q(q − 1)(q4 + q2 + 1)
f
(4)
2 1 −1 12 q(q4 + q3 − q2 − q − 1) 12 q(q4 − q3 + q2 − q + 1)
f
(4)
2∗ 1 q
4 − 1 12 q(q + 1)(q3 − q2 − 1) 12 q(q − 1)(q3 − q2 − 1)
f
(4)
3 1 −1 12 q(q3 − q2 − q − 1) − 12 q(q − 1)(q2 + 1)
f
(4)
4 1 −1 − 12 q(q2 + q + 1) 12 q(q2 − q + 1)
f
(4)
4∗ 1 q
4 − 1 − 12 q(q + 1)(q2 + 1) − 12 q(q − 1)(q2 + 1)
C
(4)
3 C
(4)
4+ C
(4)
4−
f
(4)
0 q
2(q3 − 1)(q4 − 1) 12 q4(q − 1)(q2 + 1)(q3 − 1) 12 q4(q − 1)(q2 − 1)(q3 − 1)
f
(4)
1 −q2(q3 − 1) 12 q4(q − 1)(q3 − 1) − 12 q4(q − 1)(q3 − 1)
f
(4)
2 −q2(q3 − 1) − 12 q4(q − 1) 12 q4(q − 1)
f
(4)
2∗ q
2(q2 − 1)(q3 − q2 − 1) − 12 q4(q − 1)(q2 + 1) − 12 q4(q − 1)(q2 − 1)
f
(4)
3 q
2 − 12 q4(q − 1) 12 q4(q − 1)
f
(4)
4 q
2 1
2 q
4 − 12 q4
f
(4)
4∗ −q2(q4 − 1) 12 q4(q2 + 1) 12 q4(q2 − 1)
and
Q = q6P−1 =
⎛
⎜⎝
1 (q2 + 1)(q3 − 1) q2(q − 1)(q3 − 1)
1 q2(q − 1) − 1 −q2(q − 1)
1 −(q2 + 1) q2
⎞
⎟⎠ .
Thus Qua(3, q)2 is self-dual.
(III) n = 4: The eigenvalues of Qua(4, q), Qua(4, q)E and Qua(4, q)2 are listed in Tables A7–A9.
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Table A8
Eigenvalues of Qua(4, q)E
C
(4)
0 C
(4)
1 C
(4)
2 = C(4)2+ ∪ C(4)2− C(4)3 C(4)4 = C(4)4+ ∪ C(4)4−
f
(4)
0 1 q
4 − 1 q2(q2 + 1)(q3 − 1) q2(q3 − 1)(q4 − 1) q6(q − 1)(q3 − 1)
f
(4)
1 , f
(4)
2 1 −1 q2(q3 − 1) −q2(q3 − 1) 0
f
(4)
2∗ 1 q
4 − 1 q2(q3 − q2 − 1) q2(q2 − 1)(q3 − q2 − 1) −q6(q − 1)
f
(4)
3 ,f
(4)
4 1 −1 −q2 q2 0
f
(4)
4∗ 1 q
4 − 1 −q2(q2 + 1) −q2(q4 − 1) q6
Table A9
Eigenvalues of Qua(4, q) 2 ∑
0 = C(4)0
∑
1 = C(4)1 ∪ C(4)2
∑
2 = C(4)3 ∪ C(4)4
f
(4)
0 1 (q
2 + 1)(q5 − 1) q2(q3 − 1)(q5 − 1)
f
(4)
1 , f
(4)
2 ,f
(4)
2∗ 1 q
2(q3 − 1) − 1 −q2(q3 − 1)
f
(4)
3 , f
(4)
4 ,f
(4)
4∗ 1 −(q2 + 1) q2
Therefore the ﬁrst and the second eigenmatrices of Egawa scheme Qua(4, q)2 are
P =
⎛
⎜⎝
1 (q2 + 1)(q5 − 1) q2(q3 − 1)(q5 − 1)
1 q2(q3 − 1) − 1 −q2(q3 − 1)
1 −(q2 + 1) q2
⎞
⎟⎠
and
Q = q10P−1 =
⎛
⎜⎝
1 (q2 + 1)(q5 − 1) q2(q3 − 1)(q5 − 1)
1 q2(q3 − 1) − 1 −q2(q3 − 1)
1 −(q2 + 1) q2
⎞
⎟⎠ .
Thus Q = P and Qua(4, q)2 is self-dual.
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