Unstable minimal surfaces are the unstable stationary points of the Dirichlet-Integral. In order to obtain unstable solutions, the method of the gradient flow together with the minimaxprinciple is generally used. The application of this method for minimal surfaces in the Euclidean spacce was presented in [St2]. We extend this theory for obtaining unstable minimal surfaces in Riemannian manifolds. In particular, we handle minimal surfaces of annulus type, i.e. we prescribe two Jordan curves of class C 3 in a Riemannian manifold and prove the existence of unstable minimal surfaces of annulus type bounded by these curves. (2000): 49Q05, 58E05 Abstract critical point theory (Ljusternik-Schnirelman theory), Plateau's problem H 1 2 ,2 ∩ C 0 (∂B; Γ) := {u ∈ H 1 2 ,2 ∩ C 0 (∂B, R k )|u(∂B) = Γ} with norm, u 1 2 ,2;0 := ∇H(u) L 2 + u C 0 , here H(u) is the harmonic extension in R k with H(u)| ∂B (·) = u(·), and
Introduction
For given curves Γ l ⊂ N, l = 1, ..., m and Γ := Γ 1 ∪ · · · ∪ Γ m , where (N, h) is a Riemannian manifold with metric (h αβ ) of dimension n ≥ 2, the generalized Plateau Problem, denoted by P(Γ), asks for the minimal surfaces bounding Γ, possessing a following parametrization, defined on Σ ⊂ R 2 with ∂Σ = Γ:
(1) τ h (X) = 0,
(3) X| ∂Σ is weakly monotone onto Γ, where τ h := ∆X α −Γ α βγ ∇X β X γ = 0 is the harmonic equation in (N, h) as the Euler-Lagrange equation of the energy functional.
A regular minimal surface is called unstable if its surface is not a minimum among the neighboring surfaces with the same boundary.
In 1983 ([St1] , see also [St2] [St3] ), M. Struwe gave an approach to unstable minimal surfaces of disc or annulus type for a given boundary in R n , extending the Ljusternik-Schnirelmann Theory on convex sets in Banach Spaces. For higher topological structure in R n , it was studied in [JS] .
Recently in [Ho] , the existence of unstable minimal surfaces of higher topological structure with one boundary in a nonpositively curved Riemannian manifold was studied by applying the method in [St2] . In particular, in the first part of this paper, the Jacobi field extension operator as the derivative of the harmonic extension was studied.
In this paper, we study unstable minimal surfaces of annulus type in manifolds. The Euclidean case was studied earlier in [St3] , and we want to generalize this result to manifolds satisfying some appropriate conditions, namely we will consider two boundary curves Γ 1 , Γ 2 in a Riemannian manifold (N, h) such that one of the following holds.
(C1) There exists p ∈ N with Γ 1 , Γ 2 ⊂ B(p, r), where B(p, r) lies within the normal range of all of its points. Here we assume r < π/(2 √ κ), where κ is an upper bound of the sectional curvature of (N, h).
(C2) N is compact with nonpositive sectional curvature.
These conditions are related to the existence and the uniqueness of the harmonic extension for a given boundary parametrization.
First, we construct suitable spaces of functions, the sets of boundary parametrizations, where we have to distinguish the cases of (C1) and (C2). We also introduce a convex set which in fact serves as a tangent space for the given boundary parametrization. And we consider the following functional:
where F(x) denotes the harmonic extension of annulus type or of two discs type with the boundary parametrization x .
We next discuss the differentiability of E, mainly, the situation of varing topology (from an annulus to two discs). And then, defining critical points of E, we will see the equivalence between the harmonic extensions (in N ) of critical points of E and minimal surfaces in N . The H 2,2 -regularity of the harmonic extension of a critical point of E will be here used ([Ki2] ).
In section 4, we prove the Palais-Smale condition of E. In particular, we will investigate carefully the behavior of boundary mappings which are fixed at only one point. In order to deform level sets of E, we also discuss the construction of a suitable vector field and the corresponding flow.
The property that the energy of some annulus-type harmonic extensions is greater than the energy of two disc-type harmonic extensions, roughly speaking, with uniform positive constant, is necessary for our aim. In Euclidean spaces, this holds uniformly on any bounded set of boundary parametrizations. In Lemma 4.3, we will generate this result to the case of a Riemannian manifold, however with more restriction than in Euclidean spaces. This somewhat weaker result should be enough to prove our claim.
We can then follow the arguments in the critical point theory as in [St1] and in the main theorem we conclude, if there exists a minimal surface (of annulus type) whose energy is a strict relative minimum in S(Γ 1 , Γ 2 ) (suitably defined for each case (C1) and (C2)), the existence of an unstable minimal surfaces of annulus type can be ensured under certain assumptions which are related to the solutions of P(Γ i ). As corollaries we apply this main result to the three-dimensional sphere S 3 resp. the threedimensional hyperbolic H 3 , where the curvature is 1 resp. −1.
Preliminaries 2.1 Some definitions
Let (N, h) be a connected, oriented, complete Riemannian manifold of dimension n ≥ 2 and embedded isometrically and properly into some R k as a closed submanifold by η. Moreover, dω resp. d 0 denotes the area element in Ω ⊂ R 2 resp. in ∂Ω. And let
where dV means the ordinary gradient in R k .
Let Γ be a Jordan curve in N which is diffeomorphic to S 1 := ∂B, and observe that N can be equipped with another metrich such that Γ is a geodesic in (N,h). Note that H 1,2 ∩ C 0 (B, ∂B), (N, Γ)h and H 1,2 ∩ C 0 (B, ∂B), (N, Γ) h coincide as sets. Using the exponential map in (N,h), we let
The setting
Let Γ 1 , Γ 2 be two Jordan curves of class C 3 in N with diffeomorphisms γ i : ∂B → Γ i , i = 1, 2, and dist(Γ 1 , Γ 2 ) > 0. Moreover, for ρ ∈ (0, 1) let
with boundary C 1 := ∂B and C ρ := ∂B ρ =: C 2 (ρ, fixed), and
I) We first consider the following condition for (N, h)(⊃ Γ 1 , Γ 2 ).
In this paper, B(p, r) denotes a geodesic ball of p ∈ N with the properties in (C1).
We can easily observe the following property (see [Ki2] ).
From the results in [HKW] , [JK] and the above Remark, we have a unique harmonic map of annulus and of disc type in B(p, r) ⊂ N for a given boundary mapping in the class of H 1 2 ,2 ∩ C 0 . Now we define,
Then M i is complete, since the C 0 -norm preserves the monotonicity.
Moreover, we define,
II)
We now investigate another alternative condition for (N, h).
A compact Riemannian manifold is homogeneously regular and the condition of nonpositive sectional curvature for N implies π 2 (N ) = 0.
In order to define M i , we first consider for ρ ∈ (0, 1),
We may take a continuous homotopy class, denoted byF ρ ⊂G ρ , so that every two elements f, g inF ρ are continuous homotopic (not necessarily relative), denoted by f ∼ g. We further demand some relationF ρ ∼F σ for any ρ, σ ∈ (0, 1), that is, for somef ∈F σ , f ∈F ρ and some diffeomorphism τ ρ σ : [σ, 1] → [ρ, 1], it holds thatf (r, θ) = f (τ ρ σ (r), θ). Clearly, lettingF ρ fixed as above, for any σ ∈ (0, 1), we can findF σ withF ρ ∼F σ . We now consider all the possible H 1,2 ∩ C 0 -extensions of disc type in N , as follows:
And we assume that S(Γ i ) is not empty for each i = 1, 2.
, for ρ ∈ (0, 1). (ii) Moreover, there exists ρ 0 ∈ (0, 1) and a uniform positive constant C such that for some
. Such a g exists, since N is a (path-)connected Riemannian manifold.
Let T (s, θ) := ( 1 s ρ, θ) in polar coordinates. Using the arguments and notations in the proof of Lemma 2.2, we can define f ρ with all the desired properties as follows:
(3) (ii) It follows from the above construction, since ρ σ 2 < σ 1 , ρ ≤ ρ 0 for some ρ 0 > 0. 2
Under the assumption that S(Γ i ) = ∅, for given Γ i ∈ N we have an annulus type extension like the above (3), and we take homotopy classes which include such an extension. For this setting we use the notations as above without 'tilde'.
Now letting
Considering submanifold coordinate neighbourhoods for N ( η ֒→ R k ), we may take a finite covering of f ρ ((A ρ )), and by projection we obtain a smooth map r :
, and for some n, x i n − x i C 0 < ε. Considering H ρ (x 1 − x 1 n , 0) and g ρ ∈ F ρ with boundary x 1 n on C 1 and 0 on the other boundary, we can find a homotopy in N between g ρ and r(g ρ + H ρ (x 1 − x 1 0 , 0)) as in (i). We may also apply this argument for x 2 .
Note that x i is weakly monotone, and hence x i ∈ M i . 2
From the proof of Lemma 2.2, we easily observe the following: The set of x i 's which possess annulus type extensions with uniform energy with respect to ρ ≤ ρ 0 is an open and closed subset of X i mon . Thus, this is a non empty connceted component of X i mon and must be the same as M i , since M i is a connected subset of X i mon . Hence we obtain the following property.
Clearly, this result also holds for x i ∈ M i in the case of (C1).
For the disc-type extensions for x i ∈ M i the following Lemmata will be used. Moreover, the harmonic extension of disc type for each x i ∈ M i in N is unique, independently of the choice of a homotopy class S(Γ 1 , Γ 2 ), because of the following well-known fact.
On the other hand, using the construction (3) and by the above Lemma we can easily check that the traces of elements in S(Γ i ) are included in M i . From [ES] , [Le] , [Hm] , we have the following results.
there exists a unique harminic extension of disc type and of annulus type defined on A ρ for each ρ ∈ (0, 1).
(ii) The elements of M i are the traces of the elements of S(Γ i ).
III) Now let (N, h) and Γ i , i = 1, 2 satisfy (C1) or (C2).
Observing that ∂B ∼ = R/2π, for a given oriented y i ∈ X i mon , there exists a weakly monotone
Denoting the Dirichlet -Integral by D and the R k -harmonic extension by H, let
Clearly, W i R k is convex. For further details, we refer to [St1] . For x i ∈ M i , considering w − w i as a tangent vector alongw i , let
And
Letting exp be the exponential map with respect to the metrich, we note that exp
For the case (C2), let us recall the proof of Lemma 2.2. Since N is compact, there exists l i > 0, depending on γ i , such that for any
Definition Now we define the following setting for both (C1) and (C2).
(i) With the product topology let
M := M 1 × M 2 × (0, 1) and x := (x 1 , x 2 , ρ) ∈ M with a convex set T x M = T x 1 × T x 2 × R. Letting F(x) = F(x 1 , x 2 , ρ) = F ρ (x 1 , x 2 ) : A ρ → N be the unique harmonic extension with boundary x 1 on C 1 and x 2 ( · ρ ) on C 2 , define E : M −→ R x −→ E(F(x)) := 1 2 Aρ |dF ρ (x 1 , x 2 )| 2 h dω. (ii) Moreover, let ∂M := M 1 × M 2 × {0} with T x ∂M := T x 1 × T x 2 . And M := M ∪ ∂M. Letting F i (x i ) : A ρ → N be the unique harmonic extension with boundary x i , for x = (x 1 , x 2 , 0) ∈ ∂M, define E(x) := E(F 1 (x 1 )) + E(F 2 (x 2 )).
Harmonic extension operators
And this is a natural candidate for the derivative of harmonic operators F ρ and F i .
We have the following property of the weak Jacobi fields from the arguments in [Ho] .
Lemma 2.6. The above weak Jacobi field with boundary η ∈ T x i H 1 2 ,2 ∩ C 0 along a harmonic F with boundary x i is well defined in the class H 1,2 and continuous until the boundary with
2 ,2;0 , Now we can talk about the differentiabilty of the harmonic extension operators.
and the derivatives are the Jacobi field operators which are also continuous with respect to x 1 , x 2 .
Proof. It can be proved with an argument, similar to the proof of Lemma 3.1 (B), (C). We can also use the proof in [Ho] . 2 3 The variational problem
(C) and the partial derivatives in x 1 , x 2 are also continuous with respect to ρ ∈ [0, 1), uni-
Proof. Here and in the sequel, the continuity will be understood in the sense of subsequence.
(A) The Dirichlet-Integral functional is in C ∞ , so by Lemma 2.7 E is continuously partially differentiable with continuous partial derivatives on M 1 × M 2 .
Computation of derivatives:
(B) The continuity of E as ρ → ρ 0 is now to prove. We discuss only the case, ρ 0 = 0, i.e.:
We will prove the above assertion in several steps. The proof for the case ρ 0 ∈ (0, 1) is similar and somewhat easier.
where C is independent of ρ ≤ ρ 0 for some ρ 0 ∈ (0, 1) from Remark 2.2.
We now construct two mappings from F ρ by letting
We first investigate the modulus of continuity of harmonic maps {h ν }, defined on A ν into N , which converge uniformly (C 0 -norm) on ∂B with E(h ν ) ≤ L for some L > 0, independent of ν ≤ ν 0 for some ν 0 ∈ (0, 1). We will discuss only the case (C2), because the argument in the case of (C2) can clearly be applied to the case (C1);
We observe, h ν is continuous on ∂G δ , and there exists an H 1,2 -extension of disc type X, whose image is in B(q, s) with X| ∂B δ = h ν | ∂B δ from the same argument as in the proof of Remark 2.1. Thus, by the result in [HKW] , there exists a harmonic extension h ′ with h ′ (G δ ) ⊂ B(q, s) ⊂ B(q, ε 2 ). From Lemma 2.5, h ′ is homotopic to h on G δ , and from the energy minimizing property of harmonic maps, h ν | G δ = h ′ . Hence, the functions h ν with ν ≤ ν 0 have the same modulus of continuity. Moreover, if these mappings are with the same boundary image, the mappings are C 0 -uniform bounded on each relative compact domain. Now we apply the above result to our maps {F ρ , ρ ≤ ρ 0 } in R k . Then, for some ρ 0 ∈ (0, 1), the functions f ν resp. g ν ′ have the same modulus of continuity for all ρ ∈ (0, ρ 0 ), and some subsequences denoted again by f ν g ν ′ are locally uniform convergent.
Recall that our mappings are continuous, so by localizing in domain and image, harmonic functions as the solutions of Dirichlet Problems may be regarded as weak solutions f of the following elliptic systems in local coordinate chart of N :
, we can assume the same coordinate charts for the image of {f ν } ν≤ν 0 and {g ν ′ } ν ′ ≤ν ′ 0 , hence the same weak solution system for (9). Moreover, since h αβ and Γ α βγ of N are smooth, all the structural constants of the weak systems (see [Jo] section 8.5) are independent of ρ ≤ ρ 0 .
. From the regularity theory by [LU] and [Jo] (see [Jo] section 8.5) and by the covering argument, there exists C ∈ R such that
n , choose sequence {f ν(ρ n,i ) } as above such that {ρ n+1,i } is a subsequence of {ρ n,i }. Then by diagonalizing we have a subsequence {f ν(ρn,n) }, n ≥ n 0 which converges to f ′ locally with C 2 -norm, so f ′ is harmonic on B\(∂B ∪ {0}).
On the other hand f ν | ∂B = x 1 for all ν, and f ν converge uniformly to f ′ in a compact neighborhood of ∂B. Thus, f ′ is continuous on B\{0} with f ′ | ∂B = x 1 . We also observe that from the construction, osc ∂Br f ′ → 0 as r → 0. N ) , and f ′ can be extended on B as a weakly harmonic map from Lemma [Jo] Lemma 8.4.5.(see also [SkU] , [Grü] ). Thus, f ′ can be considerd as a weakly harmonic and f ′ ∈ C 0 (B, N ) ∩ C 2 (B, N ) with f ′ | ∂B = x 1 , and from the uniqueness property we obtain, f ′ = F 1 (x 1 ). We have the similar result for g ν ′ .
B-II) The convergence of energy.
Consider η • f , denoted again by f :
where II is the second fundamental form from η.
, and then we have that
Then, from (10), as ν → 0
Now for the uniform convergence on N ε (x i 0 ), we recall the proof of Lemma 2.2 and replace f (A ρ ) by B(p, r)(for (C1)) and N (compact in (C2)). Then, F ρ (x 1 , x 2 ) H 1,2 ≤ C, uniformly on N ε (x i 0 ), where the constant C is dependent on x i 0 , but ε is independent of x i 0 . And the convergence in (11), (12) is uniformly on N ε (x i 0 ). The proof of (B) is completed.
(C) We must show that for
It suffices to show the above assertion for i = 1. We know that
. We observe, J Fρ (ξ 1 , 0) • T is a Jacobi-Field along g ν ′ by the conformal property of T .
The proof is divided into several steps.
C-I)
The convergence of Jacobi fields.
First, letting
By the minimality property of Jacobi-Field and from the Young's inequality,
We have proved (13), and this means that {(v α ν )|ν ≤ ν 0 } α=1,··· ,n has the same modulus of continuity from the similar argument as in B-II) with Lemma 2.6.
With the same charts as in (B), (v α ν(ρ) ) ∈ R n , ν ≤ ν 0 are weak solutions of the above system with a uniform bounded energy and the same modulus of continuity on K σ = {σ ≤ |z| ≤ 1} with σ > 0 for small ρ by Lemma 2.6.
From the similar argument as in (B), this sequence converges to the Jacobi field along F 1 | B\{0} . Thus, letting w α ∂ ∂y β • F 1 := J F 1 (ξ 1 ), for any compact K ⊂ B\{0}, as ν(or ρ) → 0
C-II) The convergence of derivatives.
Considering K σ as above, we denote f ν | Kσ by f ν and F 1 | Kσ by F 1 .
Note that exp
F 1 : U(0) → H 1,2 ∩ C 0 (K σ , N ) is a diffeomorphism on some neighborhood U(0) ∈ H 1,2 ∩ C 0 (K σ , (F 1 ) * T N ), because d(exp F 1 ) 0 = Id. Moreover, f ν − F 1 | Kσ H 1,2 ∩C 0 → 0 as ν → 0, so there exists ξ ν ∈ H 1,2 ∩ C 0 (K σ , (F 1 ) * T N ) for small ν > 0 with exp F 1 ξ ν = f ν . The mapping ξ → d exp F 1 ,ξ depends smoothly on ξ ν ∈ T F 1 H 1,2 ∩ C 0 (K σ , N ), so d exp F 1 ,ξν → Id in H 1,2 ∩ C 0 (K σ ), since ξ ν → 0 in H 1,2 ∩ C 0 (K σ , (F 1 ) * T N ) as ν → 0, and for W ν := w α ν ∂ ∂y α • F 1 := d exp −1 F 1 ,ξν (V ν ), we have, w α ν (z) − w α (z) C 0 ;Kσ → 0 by (I). Moreover, dF 1 → df ν in L 2 , thus Kσ |d exp F 1 ,ξν (dF 1 ) − df ν | 2 dω → 0. We next observe, for ∇ F 1 W ν = (w α ν,i + w γ ν (F 1 ) β ,i Γ α βγ (F 1 ))dz i ⊗ ∂ ∂y α • F 1 , Kσ |d exp F 1 ,ξν (∇ F 1 W ν ) − ∇ fν V ν | 2 dω → 0 as ν → 0,(15)since F 1 − f ν 1,2;0 → 0, d exp F 1 ,ξν → Id in C 0 , ∂ i (d exp F 1 ,ξν ) → ∂ i (Id) = 0 in L 2 . Thus, for X ν , Y ν ∈ H 1,2 ∩ C 0 (K σ , T * M ⊗ f * ν T N ) with Kσ |X ν | 2 dω → 0, Kσ |Y ν | 2 dω → 0, it holds that d exp F 1 ,ξν (dF 1 ) = df ν + X ν , d exp F 1 ,ξν (∇ F 1 W ν ) = ∇ fν V ν + Y ν .
And from the Gauss Lemma
Thus, by Hölder inequality and from (14),
For the estimate of the last term, letting W := J F 1 (ξ 1 ), consider A ν := a α ν ∂
, and then, observing that W resp. V ν is a Jacobi-Field along F 1 | Kσ resp. f ν | Kσ ,
with L ν := d exp F 1 ,ξν . And this converges to 0 as ν → 0, since L −1 ν (V ν ) = W ν , Z ν C 0 ;Kσ → 0 and F 1 1,2;0 , W C 0 , f ν 1,2;0 , V ν C 0 < C for all ν ∈ (0, ν 0 ). (17)
Moreover, in
h dω → 0, note (1). Thus, (16) converges to 0 for each σ ∈ (0, 1). And by letting σ → 0, we have
The uniform convergence on N ε (x i 0 ) is clear. In this manner, we may also show that δ x 1 E ρ , δ x 2 E ρ are continuous with respect to ρ ∈ (0, 1) and uniformly on N ε (x i 0 ). And we have proved (C).
(D) By the same argumentation as in [St3] we have the following differential form.
This brings to an end our proofs for Lemma 3.1. 2
Critical points of E
For given Jordan curves Γ 1 , Γ 2 , Γ in (N, h) with dist(Γ 1 , Γ 2 ) > 0, we consider the Plateau Problems P(Γ 1 , Γ 2 ) and P(Γ).
We define for x = (x 1 , x 2 , ρ) ∈ M, i = 1, 2,
Adding to the the definition of l i in section 2.2, we can clearly require that l i ≤ {1, ih(Γ i )}. And note that g j ≥ 0, j = 1, 2, 3, because,
Lemma 3.2. g j is continuous, and specially g j (x 1 , x 2 , ρ) → g j (x 1 , x 2 , ρ 0 ) as ρ → ρ 0 ∈ [0, 1), uniformly on N ε (x i ), for some small ε > 0, j = 1, 2, 3, i = 1, 2.
Proof. The uniform convergence of g i with respect to ρ → ρ 0 ∈ [0, 1) on N ε (x i ) follows immediately from the uniform convergence of δ x i E (see Lemma 3.1 (C) ).
Let {x n } = {(x 1 n , x 2 n , ρ n )} ⊂ M which converges strongly to x = (x 1 , x 2 , ρ). From the above, g i (x 1 n , x 2 n , ρ n ) → g i (x 1 n , x 2 n , ρ), uniformly on {n ≥ n 0 }. Now, letx n := (x 1 n , x 2 n , ρ) and exp x i
Then by Lemma(3.1)(A), for given δ > 0 there exist t 0 (δ) and n 0 (δ) as above such that for each η i n T x i n < l i with n ≥ n 0 (δ),
Together with the above uniform convergence on N ε (x i ) as ρ n → ρ, we conclude the cotinuity of g i , i = 1, 2. The continuity and uniform continuity of g 3 is clear from the form of ∂ ∂ρ E. 2
From the result in [HKW] , F is continuous until the boundary. We must show that F ρ (x 1 , x 2 )(for ρ > 0), and F i (x i ) is conformal. We will show this only for F ρ (x 1 , x 2 ), because the proof in the case of F i (x i ) is similar to the case of F ρ (x 1 , x 2 ).
For x ∈ M, a critical point of E, we have that F ρ (x 1 , x 2 ) belongs to the class H 2,2 (A ρ , R k ), which was proved in [Ki2] . Here the condition that γ i ∈ C 3 , i = 1, 2 was used. We can then compute, for ξ 1 ∈ T x 1 , letting F ρ := F ρ (x 1 , x 2 ) and J ρ := J Fρ (ξ 1 , 0),
Now, we can use the calculation in [St1] and obtain the conformal property of F ρ .
(II) Let F := F ρ (x)(resp. F i (x i )) be a minimal surface of annulus (resp.disc) type. By [HH] , F ∈ C 1 (A ρ , N ) (resp. C 1 (B, N ) ). Thus, from the conformal property dF d n · d dθ x i ≡ 0, and the computation (20) says that g 1 (x) = 0, g 2 (x) = 0, by (18) 
Now define
To avoid complication in the sequel, we give some explanation for the above setting;
(i) We will consider an element x i ∈ M i * as a class which consists of y i ∈ M i with T | ∂B (y i ) = x i for some conformal transformation T of disc onto itself. In other words, we classify M i in such a way that each class possesses only one element from
We denote this correspondence by exp x i ξ =x i ∈ M 1 * , which is clearly continuous.
(ii) We consider the following topology for this setting:
A neighborhood U ε (x 0 ) of x 0 = (x 1 0 , x 2 0 , 0) ∈ ∂M * consists of all x = (x 1 , x 2 , ρ) ∈ M * such that ρ < ε and for each i = 1, 2, inf {all σ} F i (
n , x 2 n , ρ n )} ⊂ M * converges strongly to x = (x 1 , x 2 , 0) ∈ ∂M * , if for any ε > 0 all but finitely many of x n lie in U ε (x).
Then, we can easily check the following: (ii) With the above topology g j , j = 1, 2, 3, are continuous and uniformly continuous as ρ → ρ 0 ∈ [0, 1) on some ε-neighborhood of (x 1 , x 2 ).
(iii) For ξ = (ξ 1 , ξ 2 , 0) ∈ T x M * resp. T x ∂M * , with ξ i 1 2 ,2;0 ≤ l i , exp x ξ ∈ M * resp ∂M * . Proposition 4.1 (Palais-Smale condition). Suppose, {x n } is a sequence in M * such that E(x n ) → β, g(x n ) → 0, as n → ∞. Then there exists a subsequence of {x n } which converges strongly to a critical point of E in M * .
Proof. We prove this for the case that {x n } ⊂ M * with 0 < ρ n < 1, E(x n ) → β, g j (x n ) → 0. In the case that {x n } ⊂ ∂M * , the proof is similar. We may suppose that ρ n → ρ.
Note that the above ρ cannot be 1, i.e. 0 ≤ ρ < 1, because for any x = (x 1 , x 2 , ρ) ∈ M, ρ 1−ρ ≤ cE(x), since 0 < dist(Γ 1 , Γ 2 ). For further details, see [St3] Lemma 4.10.
. We have to distinguish several cases.
(case 1) Let ρ ∈ (0, 1) and
Now we consider ξ i n := −I i n ∈ T x i n , and letting J 1 n := J Fρ (ξ 1 n , 0), J 2 n := J Fρ (0, ξ 2 n ), Aρ dF n , dH ρ (I 1 n , I 2 n ) dω = Aρ dF n , dH ρ (I 1 n , 0) dω + dF n , dH ρ (0,
where C is independent of n ≥ n 0 , for some n 0 , since observing that x i n −x i C 0 → 0 we obtain the convergence of g i (x 1 n , x 2 n , ρ n ′ )) as ρ n ′ → ρ uniformly on {x i n |n ≥ n 0 } by the arguments in Remark 2.1, Remark 2.2 and Lemma 3.2. We also observe that ξ i n are uniformly bounded. Therefore Aρ |d(H n − H)| 2 dω → 0, and x i n → x i strongly in H 1 2 ,2 ∩ C 0 (∂B, R k ).
(case 2) Let ρ ∈ (0, 1), x 1 n − x 1 C 0 → 0, x 2 n = γ 2 • w 2 n → const. = a 2 ∈ Γ 2 in L 1 (∂B, R k ). I) We claim that F := F ρ (γ 1 • w 1 , a 2 ) is well defined and conformal. I-a) Letting x 2 n = γ 2 • w 2 n , a 2 = γ 2 • w 2 and F ρn := F ρn (x 1 n , x 2 n ) let us first see the behavior of F ρn (x 1 n , x 2 n )| ∂Bρ n . There must exist θ 0 ∈ [0, 2π]( ∼ = ∂B) such that lim θ→θ 0 + w 2 (θ) − lim θ→θ 0 − w 2 (θ) = 2π. And by the Courant-Lebesgue Lemma, for given ε > 0 there exists r n ∈ (δ, √ δ) for some small δ := δ(ε) > 0 such that with B rn := B rn (θ 0 ) ⊂ R 2 ,
Letting ε := 1 n , C 2 n := ∂B ρn \B rn ∪ (A ρn ∩ ∂B rn ), Y 2 n := F ρn (C 2 n ) we obtain, dist(Y 2 n , a 2 ) → 0 as n → ∞, and the emergy of F ρn | C 2 n converges to 0. I-b) Let H ρn := H ρn (x 1 n , x 2 n ),H n := H ρn (x 1 , a 2 ), F ρn := F ρn (x 1 n , x 2 n ). Similarly as in the above case, we have then
where K ρn (I 1 n , F ρn | C 2 n − a 2 ) : A ρn \B rn → R k denotes the Euclidean harmonic extension with I 1 n on ∂B and F ρn | C 2 n − a 2 on C 2 n . LetJ n := J Fρ n (ξ 1 n , 0) with ξ 1 n := −I 1 n and l n :=J n | C 2 n . From the condition that x 1 n −x 1 C 0 → 0, it holds, I 1 n C 0 → 0 as n → ∞. We then estimate further, as n → ∞ Aρ n \Br n dF ρn , dK ρn (I 1 n , F ρn | C 2 n − a 2 ) dω = Aρ n \Br n − dF ρn , dJ n dω + Aρ n \Br n dF ρn , dK ρn (I 1 n , −l n ) + dJ n dω + Aρ n \Br n dF ρn , dK ρn (0, l n + F ρn | C 2 n − a 2 ) dω = Aρ n \Br n − dF ρn , dJ n dω + Aρ n \Br n II • F ρn (dF ρn , dF ρn ), K ρn (I 1 n , −l n ) + J 1 n dω + o(1)
(observing that
Aρ n \Br n dF ρn , dK ρn (0, l n + F ρn | C 2 n − a 2 ) dω = o(1)) = Aρ n \Br n − dF ρn , dJ n dω + o(1).
Observing that Aρ n ∩Br n − dF ρn , dJ n dω → 0 as n → ∞ with r n → 0,
Therefore lim n→∞ Aρ n \Br n |d(H ρn −H n )| 2 dω = 0 and x 1 n → x 1 strongly in H 1 2 ,2 ∩C 0 (∂B, R k ). Moreover, by Lemma 2.2 the N -harmonic map F ρ (x 1 , a 2 ) is well defined. I-c) We investigate here the behavior of Jacobi fields.
For large n ≥ n 0 , exp x 1 η 1 n = x 1 n for some η 1
From the Courant-Lebesgue Lemma and v α n | ∂ Bρ n ≡ 0, for somer n ∈ ( √ δ, √ δ),
Hence, from Lemma 2.6, E(J Fρ n (d exp x 1 ,η 1 n φ 1 , 0)| Br n ) is less than C | ln δ| , small enough on B rn , since r n ≤r n . Now we choose the above δ so small that C | ln δ| ≤ ε := 1 n . I-d) Now for F ρn := F ρn (x 1 n , x 2 n ), by the Hölder inequality
Then, the computation in [Ki2] (or [Ki1] (Theorem A.1.)) delivers, F := F ρ (x 1 , a 2 ) ∈ H 2,2 (A ρ , N ). Now, as in Proposition 3.1, we have, dF d n , ∂F ∂θ h | ∂B ≡ 0, and clearly dF d n , ∂F ∂θ h | ∂Bρ ≡ 0. As a consequence, for z = re iθ
Now, from the form of ∂ ∂ρ E in Lemma 3.1, the above holomorphic function must be 0, if we show that ∂ ∂ρ E(x 1 , a 2 , ρ) = 0, and for this we can handle the same computation as in [St3] for our case. Thus, the conformal property of F := F ρ (x 1 , a 2 ) is proved. II) We now have a harmonic, conformal map F := F ρ (x 1 , a 2 ) ∈ H 1,2 ∩ C 0 (A ρ , N ), and we will see that F must be a constant map. We use the idea as in [Jo] Theorem 8.2.3.
Consider the complex plane with positive imaginary part, C + = {θ + ir|r > 0} and let F((r + ρ)e iθ ) =: X(θ, r), well defined on R × [0, 1 − ρ] with X(θ, 0) = F(ρe iθ ) ≡ a 2 and ∂ m X ∂θ m | {r=0} ≡ 0 for each m. Choosing an appropriate local coordinate chart in a neighborhood of a 2 , we may assume that X(θ, 0) = 0. Since F is conformal and harmonic, F| Aρ∪∂Bρ ∈ C ∞ (from [HKW] ), and by simple computation, ∂ m ∂θ m X ≡ ∂ m ∂r m X ≡ 0 on {r = 0}, m ∈ N. For some ρ 0 , let Ω := {θ+ir|θ ∈ R, r ∈ [0, 1−ρ 0 )} and Ω − := {θ+ir|θ ∈ R, −r ∈ [0, 1−ρ 0 )}. Expanding X to Ω ∪ Ω − =: Ω by reflection, we see that X ∈ C ∞ ( Ω, N ). Then, from the harmonicity of F, it holds that | X zz | ≤ C| X z |, where ∂ z := 1 2 (∂ θ − i∂ r ), ∂z := 1 2 (∂ θ + i∂ r ). Furthermore, for all m ∈ N, ∂ m ∂θ m X(0) = ∂ m ∂r m X(0) = 0 and lim z=(θ,r)→0 X(z)|z| −m = 0. Hence X is constant in Ω from the Hartman-Wintmer Lemma (see [Jo] ). Repeating this finitely many times, we get F ≡ a 2 on A ρ . But this cannot occur, because we have assumed that dist(Γ 1 , Γ 2 ) > 0. Therefore we may exclude this case.
(case3) Suppose that x i n = γ i • w i n →const.=: a i ∈ Γ i in L 1 (∂B, R k ), i = 1, 2. We will also exclude this case with a similar argument as in (case2).
First, it holds, Φ F is real constant for F := F(a 1 , a 2 ). Supposing that d dρ E(F) = 0, we have for some fixed t, δ > 0 and large n ≥ n 0 , 2π 0 a 2 ) is also conformal. Then we follow the argument in (case2)-II).
(case4) Suppose that ρ = 0.
It holds
where τ i n are conformal. We may let x i n → x i ∈ M i * in C 0 . From the topology of M * we have thus g(x 1 n ,x 2 n , 0) → 0 as n → ∞, and {x n } converges to (x 1 , x 2 , 0) ∈ ∂M * with g(x 1 , x 2 , 0) = 0.
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Now we can compute further as in Euclidean case ; For any T > 0, G > 0, there exists
. Hence, for m, n ≥ m 0 , we have that
. Similarly, we prove that Φ(t, w) depends continuously on the initial datum, and it can be continued for t > 0. 2
In the following Lemma we have a somewhat weaker result than the corresponding Lemma 4.15 in [St3] . But this result is enough for our aim.
Then there exists ε > 0, ρ 0 ∈ (0, 1) and C > 0, dependent on
Proof.(I) Let F ρ := F ρ (x 1 , x 2 ) F i := F i (x i ), i = 1, 2. We choose σ 1 and δ such that √ ρ < δ < σ 1 < √ ρ. Letting T (re iθ ) := ρ 1 re iθ and σ 2 := ρ δ , we take f σ 1 := F ρ | Aσ 1 and g σ 2 := F ρ | B δ \Bρ (T −1 ), and then
.
For the estimate of E(f σ 1 ) we take a 1 ∈ N with min a∈N E(F σ 1 (x 1 , a)) = E(F σ 1 (x 1 , a 1 )) and let F 1 σ 1 := F σ 1 (x 1 , a 1 )).
We next define, F 1 σ 1 : B → N as follows:
\Bσ 1 be harmonic in N with boundary F 1 | ∂B 1 2 on ∂B 1 2 and F 1 (0) on ∂B σ 1 , and F 1 σ 1 | Bσ 1 ≡ F 1 (0).
We now estimate, 2E( F 1
It is easy to see that b ≤ C|σ 1 | 2 , since F 1 is regular on B 1 2 .
We observe, F 1 σ 1 | B 1 2 \Bσ 1 ∈ H 2,2 , since F 1 σ 1 | ∂B 1 2 is regular and contant on ∂B σ 1 . Thus, F 1 (x 1 )) ).
Letting F 1 σ 1 | Bσ 1 ≡ a 1 it hols, E(F 1 ) ≤ E(F 1 σ 1 ) ≤ E( F 1 σ 1 ). Now from Remark 4.2,
On the other hand,
From the above we have that Aσ 1 ∇F 1 σ 1 , ∇X 1 dω ≤ Aσ 1 ∇F 1 , ∇X 1 dω + Cσ 1 ≤ ∇F 1 | ∂Bσ 1 (−a 1 + F ρ | ∂Bσ 1 ) σ 1 + Cσ 1 ≤ Cσ 1 .
Now we can compute, with C ∈ R depending on E(F 1 )
Similarly we have E(g σ 2 ) ≥ E(F 2 ) − Cσ 2 , C depends on E(F 2 ).
(II) Here we will estimate E(F ρ | Bσ 1 \B δ ).
From (25)
Let H a b (f, g) be the harmonic map on B a \B b in R k with boundary f on ∂B a and g on ∂B b . Writing σ 1 =: σ, δ σ 1 =: τ, F ρ | ∂Bσ 1 =: p, F ρ | ∂B δ =: q, ∇H σ δ (a 1 , a 2 ), ∇H σ δ (−a 1 + p, −a 2 + q) dω = ∇H 1 τ (0, −a 1 + a 2 ), ∇H 1 τ (−a 1 + p(·σ), −a 2 + q(·σ) dω ≤ 2π | ln τ | | − a 1 + a 2 | | − a 1 + p(·σ)| + | − a 2 + q(·σ)| ≤ C (o ρ (1) + o s (1)) | ln ρ| .
And we have that
2
Now we can say the following results: Let Γ 1 , Γ 2 ⊂ (N, h) satisfy (C1) or (C2).
Theorem 4.1. Let d = inf{E(X) |X ∈ S(Γ 1 , Γ 2 )} d * = inf{E(X 1 ) + E(X 2 ) |X i ∈ S(Γ i ), i = 1, 2}.
If d < d * , there exists a minimal surface of annulus type bounded by Γ 1 and Γ 2 .
Proof. The (P.S.) condition (Lemma 4.1) and Proposition 3.1 deliver the result by following the arguments with a minimal sequence. For details we refer to [St1] . 2
Theorem 4.2. For F 1 , resp. F 2 , an absolute minimizer of E in S(Γ 1 ), resp. S(Γ 2 ), suppose that dist(F 1 , F 2 ) > 0 and suppose furthermore there exists a strict relative minimizer of E in S(Γ 1 , Γ 2 ). Then there exists a solution of P(Γ 1 , Γ 2 ) which is not a relative minimizer of E in S(Γ 1 , Γ 2 ), i.e. an unstable annulus type minimal surface or there exists a pair of solutions to P(Γ 1 ), P(Γ 2 ) one of which does not yield an absolute minimizer of E(in S(Γ 1 ) or S(Γ 2 ) ).
Proof. We can write that F i := F i (x i ), for some x i ∈ M i * , i = 1, 2, moreover, for some y ∈ M * , F(y) is the strict relative minimum of E in S(Γ 1 , Γ 2 ). Clearly, y is also a strict relative minimizer of E in M * . Letting x = (x 1 , x 2 , 0), consider P = {p ∈ C 0 ([0, 1], M)|p(0) = x, p(1) = y}, and β := inf p∈P max t∈[0,1] E(p(t)).
From the (P.S.) condition, we first observe, if β > max{E(x), E(y)}, β is then a critical value which possesses a non relative minimum critical point, and we have actually that β > E(y), since y is a strict relative minimizer. For details we refer to [St1] chapter II and [Ki1] .
Now supposing that any solution of P(Γ i ) is an absolute minimum of E in S(Γ i ) we have a solution of P(Γ 1 , Γ 2 ), which is not a relative minimum of E in S(Γ 1 , Γ 2 ) from the E-minimality of harmonic extensions.
