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Strain and bandgap engineering of strained materials has emerged as an 
important technique for improving the device performance other than 
conventional scaling method. The purpose of this work is to develop a Monte 
Carlo simulation tool to investigate properties of these strained materials and 
carrier transport in deep submicron novel devices with heterostructures and 
strained materials.  
A general full-band Monte Carlo simulation tool with high flexibility 
about device structure and material profiles is developed for the first time. The 
transport model is based on energy-dependent scattering rates including inelastic 
acoustic phonon scattering with longitudinal and transverse modes, optical 
phonon scattering, impact ionization, surface roughness scattering, impurity 
scattering and alloy scattering. The full-band treatment for strained material 
model substantially advances the state-of-the-art method relying on simpler valley 
 viii 
model for the scattering rates. The multi-material profiles in devices are treated 
with parameterization of band structure. The tunneling across a potential barrier is 
treated with Feynman’s effective potential scheme.  
An orthorhombically-strained silicon (OS-Si) is reported in this work.  
The six degenerate valleys in OS-Si near X points break into three pairs with 
different energy minima due to the orthorhombic strain. Thus the drift velocity is 
enhanced under an electric field transverse to the longitudinal-axis of the lowest 
valleys. The OS-Si grown on a compressively-strained Si0.6Ge0.4 sidewall has a 
mobility almost twice that of bulk Si and electron saturation velocity 
approximately 20% higher. 
For homogenous strained silicon on Si0.7Ge0.3 (001), in-plane mobility of 
2670 cm2/(Vs) for electrons is obtained, with enhancement by a factor of 1.8 
compared to the unstrained case. Electron transport in a strained Si nMOSFET 
with 50 nm channel length is also investigated by full-band Monte Carlo. Strained 
silicon devices exhibit around 60% increase of drain current compared to 
unstrained silicon.  Strained SiGe is also studied with full-band Monte Carol tool. 
A 90% enhancement in hole mobility is obtained for strained Si0.7Ge0.3 compared 
with bulk Si. The preliminary investigation of hole transport in vertical 
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In recent years, tremendous development has been made to improve the 
device performance of Si-based devices, e.g., higher density, faster speed and 
lower power dissipation. In conventional Si-based metal oxide semiconductor 
field effect transistors (MOSFET's), the device and process technologies have 
almost been pushed to the limit. New materials are needed to achieve even better 
device performance. The new materials and device structures should not only 
provide favorable electrical properties but also offer compatibility with the mature 
and robust Si technology to achieve cost effectiveness. In addition, in the 
optoelectronics area, they should be competitive with GaAs, an alternative 
material with high speed and desirable optoelectronic properties but high cost 
compared with Si.  
Compared with Si, Ge, iso-electronic with Si, has a similar band structure 
with smaller electron and hole effective masses and narrower band gap. The 
lattice mismatch between Ge and Si is 4%, and Ge is completely miscible with Si. 
It is feasible to grow SiGe alloys with any magnitude of Ge mole fraction. It is 
known that the fundamental band gap of bulk SiGe alloys is smaller than that of 
Si [Bra58], and the effective masses are smaller [Peo84]. Additionally these 
features can be engineered by adjusting the Ge mole fraction in the alloy. Thus 
SiGe is a feasible candidate compatible with current Si technologies in enhancing 
the device properties of semiconductor devices. 
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In the past, two types of SiGe-based materials, strained SiGe and strained 
Si grown on a bulk SiGe substrate, have been studied and applied to 
semiconductor devices. It has been demonstrated that a high-quality 
compressively strained SiGe alloy layer, grown on (100) plane of a bulk silicon 
substrate, can be fabricated by molecular beam epitaxy (MBE) [Bea84] and 
chemical vapor deposition (CVD) [Gre86]. If the strained SiGe layer is kept 
sufficiently thiner than the critical thickness of SiGe alloy (around 200 Å for Ge 
content 0.4 at 873 K [Peo86]), the SiGe/Si interface is free of misfit dislocations 
and the lattice mismatch in the structure is accommodated by coherent layer 
strain. Due to the larger lattice constant of bulk Ge than that of Si, the 
pseudomorphic SiGe alloy layer is compressively strained (CS). The band 
structure of a CS-SiGe layer with the mole fraction of Ge below 0.85 remains Si 
type. But the strain lifts the degeneracy at the band edges, six-fold for conduction 
band and two-fold for valence band, as shown in Fig. 1.1. In the conduction band 
of CS-SiGe (Fig. 1.1(a)), four Ä4 valleys around X points on the growth plane 
(100) move down in energy, while two Ä2 valleys along the growth direction 
move up. Thus more electrons occupy the in-plane Ä4 valleys. To a first-order 
approximation, the effective mass components of the Ä valleys are unchanged 
under the strain. So the average effective mass component along the growth 
direction is lower, and the mobility in that direction should be enhanced. In 
addition, the degeneracy lifting suppresses f-type intervalley scattering between 
neighboring Ä valleys, which enhances the mobility too. But alloy scattering may 
degrade that enhancement. In the direction parallel to the growth plane the 
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mobility is lower than that of bulk Si, due to higher average effective mass and 
alloy scattering. In the valence band of CS-SiGe (Fig. 1.1(b), the heavy-hole (HH) 
valley moves up in energy above the light hole (LH), and the heavy-hole effective 
mass is decreased [Man91] under the strain. It is reported the hole mobilities in 
CS-SiGe are enhanced by 50% over that of Si at room temperature [Gar91], even 
though alloy scattering degrades the gain from less interband scattering and 
smaller hole effective mass.  The indirect band gap of CS-SiGe is lowered further 
from that of bulk SiGe which itself is narrower than that of bulk Si. The band gap 
of CS-SiGe spans the 1.30 ìm to 1.55 ìm range [Bra58], which makes such 
alloys extremely attractive for applications involving long wavelength integrated 
optoelectronics [Mur95].  
A tensily strained Si layer is fabricated in a similar way as CS-SiGe. It is 
grown on a relaxed or strained SiGe alloy layer. When grown on a (100) relaxed 
SiGe substrate, the strained Si layer is tetragonally tensily-strained (TS). Similarly 
the strain lifts the degeneracy of the conduction and valence band edges, as shown 
in Fig. 1.2. In the conduction band of TS-Si, the four-fold in-plane Ä4 valleys 
move up in energy, while the Ä2 valleys in growth direction move down and can 
accommodate more electrons. Also less f-type intervalley scattering occurs. Thus, 
TS-Si has higher in-plane electron mobility. The hole mobility of TS-Si is also 
high, because the light-hole valley moves up and there is less inter-band 
scattering.  
In addition, heterostructure concepts can be incorporated into Si 
technology by using SiGe. The band offsets in a heterojunction allow the 
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realization of a number of heterostructure devices, modulation doped field effect 
transistors (MODFET's), heterojunction bipolar transistors (HBT’s), p-i-n 
photodetectors and novel MOSFETs with strained SiGe in source/drain or 
channel. For example, in a MODFET made of CS-SiGe/bulk Si heterostructure, 
because of the higher valence band edge in CS-SiGe than in bulk Si, holes are 
confined in the CS-SiGe layer and have higher mobility.  
 
   
Figure 1.1. (a) Schematic equi-energy surfaces of the six split valleys in the first 
conduction band in CS-Si1-xGex. The minimum energies of the dark 
valleys are lower than those of the open ellipsoids. (b) Schematic 




Figure 1.2. (a) Schematic equi-energy surfaces of the six split valleys in the first 
conduction band in TS-Si. The minimum energies of the dark valleys 
are lower than those of the open ellipsoids. (b) Schematic energy 
diagrams of heavy hole (HH) and light hole (LH) bands in TS-Si. 
Effective SiGe-based device design is ultimately based on the 
understanding of band structures of the materials, band offsets at the 
heterojunctions and accurate simulation of carrier transport in the device. This 
work focuses on the theoretical calculation of the band structure and band offsets, 
and on Monte Carlo (MC) simulation of transport properties in SiGe-based 
devices. The band structures of a strained Si or strained SiGe layer with various 
stresses are calculated by a variety of methods: first-principles density-functional 
theory (DFT); empirical pseudopotential (EP) calculation and tight binding (TB) 
calculation. The band offsets can be obtained by a first-principles calculation or 
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model-solid theory. Among the existing device simulation methods, the MC 
technique is capable of providing us more complete understanding of the carrier 
transport than drift-diffusion or hydrodynamic transport models. Although it 
requires appreciable computer resources, the simplicity of implementation and 
relatively complete description of semi-classical transport make the MC method 
appealing for semiconductor simulation. In order to describe the charge transport 
in a device consisting of strained materials and heterostructures, the existing UT 
MC simulation codes (slapshot and utmc) and UIUC MC code (MOCA) have 
been modified to handle heterostructure devices. In this work, three Si-based 
materials (OS-Si, TS-Si and CS-SiGe) have been studied by MC simulations. 
The next chapter describes the theoretical models for calculating atomic 
and band structures of the strained material, band offsets at heterojunction and 
charge transport properties in MC. Chapter 3 presents the electron transport 
properties of OS-Si studied by modified slapshot. Chapter 4 and 5 describe the 
simulated material properties and device features of TS-Si and CS-SiGe, 





2.1 ATOMIC STRUCTURE OF A STRAINED LAYER 
It is possible to grow a dislocation-free, strained thin epitaxial layer on a 
elementary or alloy substrate involving different bulk lattice constants from that 
of the substrate. The lattice mismatch is accommodated totally by strain. Thus, in 
studying the atomic structure of the strained layer, we assume the interface 
between the substrate and the epitaxial layer is ideal, i.e., the in-plane lattice 
constants are the same across the interfaces. The normal lattice constants can be 
determined by minimizing the macroscopic elastic energy, according to a study of 
quantum-mechanical energy minimization of a macroscopic system [Wal86] and 
confirmed by experimental observation [Fel87]. For instance, in strained Si1-xGex 
grown on a bulk <100> Si substrate, the parallel lattice constant of Si1-xGex 
aSiGe,(x) reduces to match that of bulk silicon aSi,o at the interface from the bigger 
lattice constant aSiGe,o(x) of relaxed SiGe, and the perpendicular lattice spacing  
aSiGe,(x) is determined according to elasticity theory. This generates the 
following results: 
 






















oSiGeSiGe ,   (2.1b) 
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where the elastic constants of Si1-xGex , C11(x) and C12(x), are approximated by 
Vegard's law, the linear interpolation of those of bulk Si and Ge. In this work, x of 
Si1-xGex refers to the Ge mole fraction in the strained Si1-xGex layer. The bulk 
lattice and elastic constants [Mcs53] of Si and Ge are listed in Table 2.1.  
 
Material Si Ge 
a (Å) 5.43 5.65 
C11 (Mbar) 1.68 1.32 
C12 (Mbar) 0.65 0.49 
Table 2.1. Lattice constants a and elastic constants C11 and C12 for silicon and 
germanium. 
2.2 BAND STRUCTURE CALCULATION 
The band structure of a semiconductor is one of the most important inputs 
into a Monte Carlo simulation. Three band structure calculation methods have 
been investigated and employed in this work. These methods can be classified 
into two categories: empirical method and first-principles calculation. Density-
functional theory (DFT) belongs to first-principles calculation. The empirical 
methods include empirical pseudopotential method (EPM) and tight-binding (TB) 
calculation. Generally, the empirical methods are simpler and require much less 
number of parameters than first-principle method. So they require less 
computation time and resources. But those parameters are adjusted to fit 
experimental measurement, which may limit their usage. On the contrary, first-
principles calculation is quite general and can be used to almost any environment, 
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which is attributed to the no fitting parameter requirement. The trade off is its 
high computational requirements. It usually takes more time and memory to 
obtain band structures. So large unit cells are only feasible at the cost of a 
reduction in the precision of results. The following introduce the theory details of 
these methods. 
2.2.1 Density-functional theory  
A first-principles method without adjustable parameters is an ideal 
approach for the strained system lacking experimental results to be fitted to. In 
recent years, progress in DFT [Hoh64] [Koh65] has made it possible to calculate 
properties of solids from first principles. It is widely used to study the motion of 
nuclei, thermodynamic properties and electronic properties of molecules, bulk 
materials and surfaces [Bur95] [Boc95] [Kac94]. The key variable in DFT is the 
electron density n(r). The ground state energy E0({RJ}) of an equilibrium system 
with given positions of the nuclei RJ is the minimum of the Kohn-Sham (KS) 
total-energy functional [Hoh64] [Koh65] with respect to the electron density. The 
total ground-state energy E[n] is 
nucnucXCnuceHs EnEnEnEnTnE −− ++++= ][][][][][ ,  (2.2) 
where sT  is the kinetic energy of non-interacting electrons, HE  is the Hartree 
energy, nuceE −  is the electron-nuclei interaction energy, XCE  is the exchange-
correlation energy, and nucnucE −  is the nuclei-nuclei energy. After minimizing the 
total energy with respect to the electron density, the corresponding effective one-
electron Schrödinger equation, also called the Kohn-Sham (KS) equation, is 
)()(][][][
2




 +++∇− − ,       (2.3) 
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where  nuceV −  is the electron-nuclei interaction, and HV  and XCV  are the Hartree 
and exchange-correlation terms, respectively. The eigenstate )(rαφ  is the wave 
function of an electron in the ground state, and αε  is the corresponding DFT 





)()( rfrn ,                       (2.4) 
where αf  is the occupation number. 
The band structure calculated by DFT does not fully account for the quasi-
particle energy, which is the change in the total energy of a system after adding or 




 −++∇− − 0)(),,()()()(
2
1 '''2 drrErrrErVrV quasiquasiHnuee ψψ ,  (2.5) 
where ),,( ' quasiErrΣ  is the self-energy operator. While studies on the relation 
between quasi-particle energy and DFT eigenvalues of Si [God88] [Bec92] show 
that DFT underestimates the band gap, a Monte Carlo transport simulation mainly 
uses only information about the electron valence or conduction bands, not the 
band gap, except for impact ionization processes (in these processes, the 
experimental energy gap is used). The conduction bands of DFT are at most 5% 
different at , L and X points from those of quasi-particle theory [Bec92]. So the 
DFT approach is sufficient to provide an accurate description of the electron band 
structure for the MC simulation. 
Also, since there are no adjustable parameters, it makes DFT more easily 
applicable to a strained material with arbitrary symmetry. A well-tested DFT 
package [Boc97] was used. We iteratively solve the KS equation Eq. (2.3) to get a 
self-consistent ground state electron density with minimum total energy. The 
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exchange-correlation term term XCV  is treated by a local-density approximation 
(LDA) [Cep80] [Per81], and non-local norm-conserving pseudopotentials [Bac82] 
[Ham89] in the fully separable Kleinman-Bylander form [Kle82] describe the 
electron-nuclei interaction term nueeV − . Electron waves are expanded by plane 
waves, the number of which is determined by a cut-off energy. Integration in 
momentum  space is approximated as a weighted summation of a number of 
special k-points [Mon76] in the irreducible Brillouin zone (BZ).  
In an alloy system, e.g., SiGe alloy, Ge atoms are randomly distributed 
among Si atoms. The positions of Ge atoms can be determined by minimizing the 
total energy of the alloy using molecular dynamics (MD). But MD is time-
consuming. Kelires and Tersoff [Kel89] employed a set of empirical interatomic 
potentials to model interactions between atoms (Si-Si, Ge-Ge and Si-Ge) and use 
a MC algorithm to flip the entity (Si or Ge) at every lattice point to minimize the 
total energy. Although this method can provide positions of Ge atoms in a random 
SiGe alloy, it often needs a larger supercell to accommodate various alloy 
profiles. So in DFT calculation of band structure, a large number of special k-
points is needed, requiring more computer memory; also the folded band structure 
is not suitable for a MC transport simulation. Chen employed the virtual-crystal 
approximation (VCA) [Che80] to treat the randomness. In VCA, the lattice point  
of an alloy is not occupied by the constituent atoms but an interpolated atom 
representing the randomness. Consequently, based on Vegard's law, a set of 
interpolated pseudopotentials is generated from the pseudopotentials of the 
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constituent atoms for DFT. The new set of pseudopotentials represents the 
interaction between an electron and an “averaged” atom.  
2.2.2 Empirical Pseudopotential Theory  
Empirical pseudopotential method is widely used to calculate the band 
structures of bulk elementary semiconductors [Che76]. In face-centered cubic 
(FCC) material like bulk Si with lattice constant 0a , due to the symmetry of FCC, 
the band structure is determined by the first three non-zero empirical 
pseudopotential )(qV  at three sets of reciprocal lattice points 3=q , 8  and 
)/2(11 0aπ  which are adjusted to match the electronic energies of symmetry 
points in principal directions with the experimental excitation spectrum of the 
bulk. In strained materials, besides the above three non-zero empirical 
pseudopotentials, the pseudopotentials at other q points also contribute to the band 
structure caused by symmetry breaking of FCC unit cells. Lacking the 
experimental excitation spectrum for a strained solid with various strain levels, 
those extra non-zero pseudopotentails are obtained by interpolating the values at 

































a ,              (2.6) 
where )(qV  is normalized by the cell volume and the tanh part ensures a fast 
cutoff for large values of q. The interpolation parameters [Fri89] 61 aa − are listed 
in Table 2.1 in atomic units. The validation of Eq. (2.6) and its parameters are 
justified by Fridel, et al [Fri89] for Si and Ge.  
In this work, we modified the empirical pseudopotential band structure 
calculation code for bulk Si to a general version capable of studying strained 
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material by employing Eq. (2.6). In the calculation, cutoff energy 10Ry is used to 
ensure convergence. Also in SiGe alloy, the pseudopotentials are obtained by 
linear interpolation between Si and Ge.   
 
 a1 a2 a3 a4 a5 a6 
Si 106.0686 2.2278 0.6060 -1.9720 5.0 0.3 
Ge 54.4512 2.3592 0.7400 -0.3800 5.0 0.3 
Table 2.2. The interpolation parameters for pseudopotentials of Si and Ge.  
2.2.3 Tight-binding Theory 
Tight-binding (TB) technique [Che80] is another widely-used method in 
band structure calculation attributed to its intuitive simplicity, realistic description 
of structural and small sets of basis functions [Maj87]. In the empirical TB 
method, a matrix representation of the Hamiltonian between atomic-like orbitals 
is constructed where the matrix elements are adjusted to fit experimental energy 
bands. In minimal sp3 basis and nearest-neighbor interactions, it can satisfactorily 
reproduce valance-band dispersion relation, while it fails to calculate the 
conduction band. Richardson and co-workers [Ric87] showed that the unoccupied 
atomic d states contribute the d symmetry character in charge density at X, Ã and 
L of conduction band. So the s* and d states are included in the minimal sp3 basis 
to mimic the d states contribution. In this work, we employed Staele and Vogl’s 
TB code with sp3d5s* basis and the on-site energies and coupling parameters in 
TB provided by [Jan98]. To describe the strain effect on the band structures, the 
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matrix elements of Hamiltonian are scaled with respect to the bond-angle 
distortion and bond-length change. Due to the weak variation of the on-site 
energies [Jan98], the on-site energies are kept constant. The two-center coupling 
parameters ijkV  between the atomic wave functions i and j are scaled based on a 








= 00)()( ,                           (2.7) 
where d and d0 are the bond length of strained and unstrained materials, 
respectively. Orbital-dependent exponents nijk reflect the localization of 
interatomic interaction. Ref. [Jan98] lists the fitted values of nijk to reproduce the 
experimental measurements of deformation potentials. 
2.3 BAND OFFSET CALCULATION 
Band offsets between two layers at a heterojunction is the discontinuity in 
energy band edge. It is of crucial importance for a heterojunction device, and 
theoretically can be obtained from a first-principles calculation and model-solid 
theory. The fundamental problem in calculating the band offsets at the 
heterojunction is that for a bulk solid, there is no unique reference with which to 
compare the potentials for two different solids [Van86], because of the long range 
of the Coulomb interaction, the zero energy is undefined for an infinite crystal.  
2.3.1 First-principles calculation of band offsets 
In a first-principle calculation, a heterojuction is modeled by a periodic 
superlattice with a supercell (Fig. 2.1) consisting of substrate material, say relaxed 
(R) Si, on one side of an interface and strained layer material (SiGe) on the other 
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side. Of course, what we are interested in is an isolated interface. If the interested 
quantities, e.g., electrostatic potential, are not changed with the increase of the 
size of the supercell, a limited-atom supercell can model the isolated interface. 
The atom structure in the supercell is determined by elastic theory and empirical 
interatomic potentials [Kel89] (for an alloy layer).  
 
 
Figure 2.1. Schematic of a supercell consisting of R-Si/CS-Si1-xGex 
heterojunction, filled circles representing Ge atoms and open circles 
representing Si atoms.  
A first-principles DFT calculation for the superlattice (Fig. 2.1) generates 
electrostatic potential, sum of ionic, Hartree and exchange and correlation 
potentials, throughout the supercell. After averaging the in-plane (x-y plane) 
components, only potential depending on the growth direction (along z direction), 
perpendicular to the interface, is left. Fig. 2.2 shows the average potential (solid 
line) along z direction for a 32-atom supercell with eight Ge atoms on the SiGe 
side modeling a Si/Si0.5Ge0.5 heterojunction. We note that a dipole momentum is 
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set up around the junction. The potential is distorted around the heterojunction, 
while in the region away from the interface, it converges to that of bulk material 
(shown later) and we have average values VSi and VSiGe.  In order to calculate the 
band offsets between two materials, DFT is used again to calculate the 
electrostatic potentials and band edges of isolated systems, substrate and strained 
layer, with the same atomic structure as those in the supercell. After matching the 
electrostatic potentials for isolated materials (dashed line in Fig. 2.2) with those 
for supercell (solid line in Fig. 2.2), we note that one layer away from the 
interface the potential assumes the form of the bulk potential. Thus the band edge 
discontinuities, band offsets, can be obtained from the average potential shift 
V=VSi-VSiGe and difference between the band edges and the average potential V 
shown in Fig. 2.3. Although there is no unique reference with which to compare 
the potentials for two different solids, the above procedure only uses the energy 





















Figure 2.2. Average electrostatic potentials across the R-Si/CS-Si0.5Ge0.5  




Figure 2.3. Schematic band line up at a R-Si/CS-SiGe interface.  
As mentioned in Sec. 2.2.1, the band gap from DFT is severely 
underestimated and the conduction band should be shifted up according to 
experimental results. In the calculation for conduction band offset, due to the 
same energy gap correction of DFT for Si and Ge [Van86], the conduction band 
offset from direct comparison is reliable.  
Fig. 2.4 shows the band offsets between Si substrate and a CS-SiGe alloy 
layer. The band offsets from DFT are in good agreement with the experimental 
results [Nau92] and the interpolated theoretical results between Si/Si and Si/Ge 
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Figure 2.4. Conduction and valence-band offsets of bulk Si/CS-SiGe 
heterojunctions. 
2.3.2 Model-solid theory 
Although it is possible to perform first-principles calculations to obtain 
band offsets at a heterojunction, the computational complexity is very high, which 
limits its use as a tool in the design of novel heterostructures. Particularly in the 
case of strained-layer or alloy interfaces, carrying out a self-consistent calculation 
for every imaginable strain and alloy configurations is not feasible. This illustrates 
the need for a reliable model theory that can predict band offsets for a wide 
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variety of interfaces without the need for heavy calculation. Van de Walle's 
model-solid theory [Van89] is one of these models. The model-solid theory has 
two aspects: first, the generation of energy of band edges in conduction and 
valence bands for strained (and alloy) materials, and second, the alignment of the 
band edges on an ``absolute'' scale.  
The first part is accomplished by performing the DFT calculations on 
individual unstrained semiconductors. Although the deficiency of the DFT 
calculation is the underestimated band gap, the correct conduction-band edge of 
bulk semiconductor can be obtained by using experimental results. Van de Walle 
provided the energy band edges of most bulk semiconductors in [Van89]. Then 
the strain-induced shift and splittings of the band edges are added to the band 
edges of the bulk materials. The shift- and splitting-change of the band edges can 
be generated from deformation potentials obtained from experimental results or 
the DFT calculation. In the following, we focus on band edge change for strained 
Si or SiGe alloy. The valence-band edge, Ã ( 0=k ) point, of Si is six-fold 
degenerate in the absence of spin and stress, and transforms as Ã25+ of the cubic 
group Oh [Kos57]. The inclusion of spin-orbit coupling splits the degenerate states 
into a fourfold ( 23=J ) state, heavy and light holes, and a twofold state, spin-orbit 
state ( 21=J ), J being the total angular momentum. The strains, hydrostatic and 
shear, further shift the band edges and lift the degeneracy. The hydrostatic strain 
causes the shift of the band edges due to the volume change of the strained layer, 
while the shear strain splits the degenerate states. The shift and splitting of the 
band edges are described by a strain Hamiltonian. At Ã ( 0=k ) point of the 
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valence band of Si-like material stressed along <100>, the strain Hamiltonian 
[Has63] is simplified to  























,                  (2.8) 
where vdD  is the hydrostatic deformation potential pertinent to the fractional 
volume change zzyyxx eee ++ , xxe , yye  and zze  are diagonal components of strain 
tensor, uD  is the deformation potential related to uniaxial strain, xI , yI  and zI  
are the components of the orbital angular momentum operators, 2I  is the square 
of the magnitude of the orbit angular momentum, that is 2222 zyx IIII ++= , 0∆  is 
the spin-orbit coupling parameter, and σ  denotes the Pauli spin. 
Using a basis composed of the states 2
3
2
3 ,± , 2123 ,±  and 2121 ,± , which 
are the eignstates of  total angular momentum σ21+= IJ  and its magnetic 

































































,                 (2.9) 
where I  is an unit 66 ×   matrix, )( 232 yyxx
ee
zzu eD +−=ε  and )( 2321 yyxx
ee
uD −=ε . The 
eignvalues of the strained Hamiltonian give the energies of heavy, light holes and 
spin-orbit states in the strained material. As mentioned previously, the alloy effect 
is treated by interpolation (VCA).  
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In the conduction band of a Si-like material, the conduction band edges 
are aπ285.0  away from the Ã points in 100  directions. The lowest six-fold 
valleys of conduction bands at the band edges also experience shift under a stress. 
The energy shift icE∆  of valley i can be described by [Bal65] 
{ }[ ] eaaIE iiudic rr :ˆˆΞ+Ξ=∆ ,        (2.10) 
where dΞ  and uΞ  are the dilation and uniaxial deformation potentials of the 
lowest valleys, respectively, iâ  is a unit vector parallel to the k vector of valley i, 
iiaa ˆˆ  denotes a dyadic product, and e
r
 is the strain tensor.  
The second aspect of model-solid theory is of establishing an absolute 
energy scale. Since typical bulk calculation is carried out in an infinite crystal, no 
vacuum level is available as an absolute common reference. In model-solid 
theory, the common reference is accomplished by modeling the solid as a 
superposition of neutral atoms. In each atom, the electrostatic potential of material 
is rigorously defined with respect to the vacuum level. Thus, the average 
electrostatic potential is, by superposition, also well defined on the absolute 
energy scale. In the calculation of the electrostatic potential of each atom, the 
same ab inito pseudopotential as that in the DFT calculation of band edges for 
bulk solid is used. Since the obtained band-edge energy is also referred to the 
average electrostatic potentials, the band offsets can be obtained by alignment of 
the average electrostatic potentials of the bulk semiconductors in the 
heterojunction. The spin-orbit splittings 0∆ , average avvE , and the deformation 
potentials [Van89] of conduction band valence bands and for Si and Ge are listed 
in Table 2.2. 
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Ev,av (eV) 0 (eV) Du (eV) Dd (eV) Îu (eV) Îd  (eV) 
Si -7.03 0.04 2.46 3.53 4.18 9.16 
Ge -6.35 0.3 1.24 3.83 -1.54 9.42 
Table 2.3. Values of avvE ,  (average of three uppermost valence bands at Ã), spin 
orbit splittings and deformation potentials of valence and conduction 
bands for Si and Ge. 
2.4 MONTE CARLO SIMULATION OF CARRIER TRANSPORT 
The Monte Carlo (MC) method [Pri79] [Jac83] is a widely used stochastic 
approach for studying charge transport in semiconductors and semiconductor 
devices. It involves the simulation of the motion of charge carriers subject to a 
wide variety of scattering mechanisms and external forces. Although it requires 
appreciable computer resources, the simplicity of implementation and relatively 
complete description of semi-classical transport make the MC method appealing 
for semiconductor simulation. It is the most accurate approach to treat transport at 
high fields. The MC simulation consists of iterations of free flight, scattering-type 
selection and post-scattering momentum selection for an ensemble of particles. 
According to the band structure used in the MC simulation of electron transport, 
there are three types of implementation. The most computationally efficient is a 
low-energy model using a single parabolic or nonparabolic band [Jac83] that is 
only applicable to those electrons with energy below 0.5 eV [Wan93]. The second 
class uses a hybrid model [Wan93] [Bru89] [Vog92] to reduce the computation 
time. The third class uses a full band structure [Tan83] [Fis88] with as many as 
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four conduction bands. In this dissertation, Slapshot0d, a hybrid model, has been 
used to study the material transport properties of orthorhombically-strained Si. 
The features of the hybrid model are described in the next chapter. We also 
developed a Monte Carlo simulator, MOCA, with two features: full-band version 
including the treatment of carrier scattering and simulation of strained Si-based 
multi-material heterostructure devices. In the rest of this section, we will 
introduce the basic features of full-band Monte Carlo simulator and major 
development of MOCA in terms of simulation of strained multi-material devices. 
Fig. 2.5 describes the flow chart of a full-band Monte Carlo simulator, MOCA. 
The core of the simulator is to simulate a particle ensemble, whose detailed flow 





























Figure 2.5. Flow chart of full-band Monte Carlo simulation. 
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(Eq. 2.11, 12) 




2.4.1 Transport of carriers  
The transport of carriers (electrons and holes) in real and momentum 









∇=          (2.11) 
and 




,    (2,12) 
where )(kEn  is the energy of carrier with momentum k and strain index m, and F 
is electrostatic field at time t and carrier’s position r. The )(kEm  comes from the 
band structure of material. extF  is the summation of external field and Columbic 
potentials of other carriers in self-consistent simulations, obtained by solving 
Poisson’s equation with proper boundary conditions, ionized dopant concentration 
and carrier density. In MOCA, the Poisson equation is solved with a Newton 
method, using the Conjugate-Gradient technique and a line search to determine 
the Newton descent direction and step size. 
2.4.2 Carrier Scattering 
The free and continuous transport of the carriers in momentum space may 
be interrupted by interactions between carrier and imperfect ions of periodic 
potential of the lattice caused by lattice vibrations, impurity, surface roughness 
and other mechanisms. After the interruption, the momentum of the carriers may 
suddenly change to other values. This process is called scattering. It degrades the 
velocity and energy (in inelastic scattering) of the carrier. After the scattering, the 
carrier starts its next transport process. We consider phonon scattering, impurity 
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scattering, impact ionization, surface roughness scattering and alloy scattering 
(for alloys) in the simulation. As a first-order perturbation, Fermi's golden rule 
gives the scattering rate of an interaction.  
The scattering rate P(k) for an election of momentum k interacted with 
phonon, acoustic and optical, are considered in a conventional way: 
















qqv NqkEkEqgqkP h ,       
(2.13) 
where í and í’ are the band indices of initial and final electron, ç is the phonon 
mode including acoustic and optical, longitudinal and transverse. Äí,í’(q) is a 
coupling constant. )(qηωh  and Nq are phonon energy and number, respectively. 










qg −= .    (2.14) 
W SR  is the radius of the spherical Wigner-Seitz cell [Zim60] and 334 W SRC RV π= , 
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Figure 2.7. Overlap intergral )(qg  as a function of phonon wave vector q . The 
silicon lattice constant a is 431.5 A. 





























h       (2.15) 
The maximum frequency max,ηω  is related with sound velocity u by au4  and a is 
the lattice constant. The optical phonon energy is modeled with a constant opωh . 
The sound velocities and optical phonon energies of Si and Ge are provided in 
Table IV in [Can75]. In principle, )(', qνν∆ , originated from matrix element term 
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in Fermi golden rule, can be calculated from the pseudopotential theory at the 
long-wavelength approximation. Here we assume the acoustic phonon coupling 
constants to be linearly dependent on phonon momentum q, ννν ∆=∆ qq)(',  for 
longitudinal-acoustic (LA) and transverse-acoustic (TA), and the optical phonon 
coupling constant opK∆  is independent of phonon momentum. These constants 
are adjusted to fit the experimental velocity-field characteristics. The fitting 
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ω .   (2.17) 
In order to facilitate the treatment of energy and momentum reservations 
in choosing the k’, rejection and self-scattering techniques are employed. First the 
q-dependent factor f(q) is calculated and stored in a look-up table before 
simulation. Then a maximum scattering rate is applied to a carrier with energy E0 
using the maximum of f(q), fmax . Also the energy of the carrier after scattering E’ 
is chosen randomly and uniformly between E0 and max,0 ηωh±E , and 
correspondingly the momentum k’. The relative phonon momentum is kkq m'= , 
and the phonon energy )(qηωh is obtained from Eq. 2.14. Next the energy 
conservation is checked within a pre-determined small energy width ε∆ : 
( ) εωη ∆≤± )()()( 0'' qkEkE hm , another test E’ is chosen until the conservation 
law is satisfied. Finally, the final state is kept if max/)( fqf is bigger than a 
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random number, and the energy uncertainty, ( ))()()( 0'' qkEkE ηωhm ±  is 
compensated for in next scattering. The carriers with reject acceptable final states 
are treated by self-scattering. This scheme can properly and easily treat energy 
and momentum conservation in phonon scattering. 
Generally the electron-ionized impurity scattering can be implemented by 
Brooks-Herring (BH) formula [Bro51] or Conwell-Weisskopff (CW) formula 
[Con50]. Two-body BH model uses the electron screening effect to limit the 
influence of other impurity center, while in CW model the range of Coulombic 
potential of one impurity is cut off to half  the inter-impurity spacing to justify the 
one-center scattering assumption. On the whole, the BH model is preferred to CW 
model. But CW model is better than BH in treating high doping and low 
temperature situations attributed to the inaccurate treatment of screening effect of 
BH model in these cases.  Ridley [Rid77] took the effect of second scattering 
center into account and generated a treatment connecting the BH and CW models. 
In this work Ridley’s formula is implemented.  
At high electric field electrons may gain sufficient energy from external 
field to excite a hole in a valence band to conduction band. This scattering 
mechanism is called impact ionization (I.I.). The energy required for impact 
ionization is known as threshold energy. It is determined by both energy and 
momentum conservations.  




























,          (2.18) 
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where E is the electron energy, è is a step function, threshold energy =)(ithE 1.2, 
1.8 and 3.45 eV, 10)( 1025.6 ×=iP , 12100.3 ×  and 14108.6 ×  S-1, for i=1, 2 and 3, 
respectively. These three threshold energies are consistent with the indirect gap 
gapE , 2/3 gapE  and direct gap of Si. The formula better accounts for the 
complexity of silicon band structure in a simple empirical formula.  






.     (2.19) 
This formula fits the Kunikiyo’s direct calculation of impact ionization rate based 
on realistic Si band structure.  
Carrier mobility in devices is degraded in inversion layer of MOSFETs 
due to the strong gate field. The vertical field caused by gate and roughness of Si 
and SiO2 interface make the carrier transport in device simulation different from 
bulk case. So a surface roughness scattering is introduced in the interface region. 
The surface roughness can be characterized by correlation length L and rms 
height of the amplitude of the roughness Z∆ . In this work, Yamakawa’s [Yam96] 
exponential autocovariance function and formulas are used to consider electron 
surface roughness scattering.  In case of hole, the roughness scattering rate is 
described as a semi-empirical formula [Jal96]: 
)/(222 222*)()( hqZELmeffSRSR eEZLEDCES ∆−∆= α ,    (2.20) 
where E is the carrier energy, )(ED  is the density of states, effE is hole 
concentration weighted vertical fields and *m is density of states effective mass. 
SRC  and α are two fitting parameters to match experimental mobility.  
 33 
In SiGe alloys, an additional carrier scattering, alloy scattering, occurs due 
to a disorder potential arising from the random distribution (or virtual crystal 
approximation) of the constituent atoms (Si and Ge) among the various sites of 
the lattices. In a widely-used inner potential model [Har76] (i.e., scattering from 
hard spheres of suitable radius, aR  and depth U∆ ), the scattering kernel 















h ,   (2.21) 
where k and k’ are initial and final momentum of carrier in the scattering, 
kkq −= '  is the momentum transfer, cΩ  is the volume of the unit cell, and U∆  
is the effective depth of the scattering well whose radius can be taken to be equal 
to the radius of a sphere with volume equal to the unit cell (i.e., 
3/1
0 )]16/(3[ πaRa = ) or be the nearest-neighbor distance 4/3 0a , );( ' αβ kkI  is 
the overlap integral between Bloch waves of k’ and k in bands β  and α , 










−= ,     (2.22) 
The strong dependence of Eq. (2.22) on q (as 4)( −aqR  at large q), will effectively 
suppress the possibility of f-type intervalley scattering.  
In treatment of the alloy scattering, a main uncertainty is the value of 
potential well U∆ . Fischetti and Laux [Fis96] employ 0.7 eV for electron and 0.9 
eV for hole in their simulation of strained SiGe, based on fitting the Bush and 
Vogt's [Bus60] experimental mobility data of relaxed SiGe. Gicksman [Gli58] 
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and Manku [Man92] have reported smaller value (0.46 eV) for electron, while Li 
et. al. [Bus60] obtained a much smaller value (0.2 eV). Large U∆  causes alloy 
scattering to dominate the carrier scattering and degrades (even dissipated) the 
advantage of strained SiGe gained from split valleys and lower effective masses.  
2.4.3 Strained multi-material devices related development 
In multi-material heterostructure device simulation, every node in real-
space mesh is labeled with a material type and degree of stress. Correspondingly 
the band structures of all kinds of materials used in the device with various strains 
should be stored in memory. This requires enormous memory. In this work, we 
developed an interpolation technique with tables of fitted functions to simplify the 
storage of band structures of various strained material. Before runtime, a set of 
band structures of material with discrete strain was calculated and fitted with 
polynomial for every point in momentum space. We found a quadratic fit function 
can accurately describe the change of energy and velocity with strain fore very 
momentum point. Thus in runtime, only band structure of relaxed Si is stored as a 
look-up table along with related momentum-dependent fit the coefficients. In the 
MOCA simulation code, two kinds of band structures are needed and used 
differently. The band structure for carrier transport is a 404040 ××  grid in 
momentum space and used to directly find energy for a given momentum. In 
order to find the energy in a strained material with strain index m, the energy in 
relaxed Si is found and the corresponding fitting coefficients and strain index m 
are used to get energy in strained material. The other 100100100 ×× grid of band 
structure is used indirectly to find momentum states for a given energy after 
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scattering. In this band structure, the momentum is ordered from low energy to 
high values. Thus in runtime, final momentum with a given energy after scattering 
can be efficiently found with a twin binary search. The method accounts for the 
density of states. In the multi-material case, the search for momentum states for a 
given energy is complicated. First, momentum state for a given energy is found 
based on relaxed Si band structure. The momentum state serves as an initial guess 
and starting point. Then the momentum states around that guess point with a 
predetermined range is randomly checked to see whether the energy calculated 
from fitting coefficients and energy of relaxed Si matches the final energy. Fig. 












             Direct Interpolation       Indirect Interpolation 
Figure 2.8. Procedure for Monte Carlo band structure interpolation for strained 
material with index m. 
Carrier with momentum k 
Bulk Si: E0(k) 
Strained material: 
Em(k)=E0(k)+a(k)m+b(k)m2 
Carrier with energy E 
Full search final k Si table and 
find k0: E=E0(k0) 
Search region around k0 in final 
k Si table and find k: 
E=Em(k)=E0(k)+a(k)m+b(k)m2 
 36 
The scattering rates are usually momentum dependent. For computational 
and coding efficiency, the scattering rates are considered energy dependent by 
using averaged rates. It is a good approximation for relaxed Si due to the 
symmetry and can dramatically decrease the memory and coding requirement 
without sacrificing accuracy. In strained material, the symmetry is broken by 
strain. It may cause more anisotropic scattering. i.e. momentum states with the 
same energy may have big difference in scattering rates. Thus the energy-
dependent scattering table may be questionable. Fig. 2.8 shows the momentum-
dependent scattering rates for bulk Si and strained Si grown on relaxed Si0.7Ge0.3. 
In high energy region, Fig. 2.9(a), the scattering rate is almost isotropic for both 
Si and strained Si. In low energy region, Fig. 2.9(b), the anisotropic behavior 
appears in strained Si. But the relative difference is still small compared with the 
scattering rate. That means the averaged energy-dependent scattering rate is still a 








      (b) 
Figure 2.9. Phonon scattering rates of first conduction band for unstrained Si and 
strained Si grown on relaxed Si0.7Ge0.3. The momentum-dependent 
rates are directly plotted on the energy scale without smoothing. (a): 
The scattering rates in high energy region and (b): in low energy 
region. 
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As mentioned in Sec. 2.3, there are abrupt potential changes, steps or 
barriers, caused by different materials in multi-material devices. The carriers may 
tunnel through the potential barriers. Ideally, transfer-matrix method [Tsu73] can 
describe the tunneling accurately. But in Monte Carlo simulation, it is too time-
consuming. We use Feynamn’s [Fey65] effective potential, effV , to simply and 
reasonably treat the quantum effect (see Fig. 2.10). Because the wave 
characteristics of carriers in quantum mechanics, a carrier feels not only local 
potential but the potential in the range of wave function. Thus effV should include 




























π .      (2.23) 
Eq. (2.23) shows that the potential actually seen by a carrier at position x 
is a smearing of the non-local potentials in a small range a. In the simulation, we 
treat a as a fitting parameter by fitting the tunneling current from effective 
potential method to transfer-matrix results in a simple but typical step-function 
like potential (Fig. 2.11(a)) with various potential barriers and temperatures. Fig. 
2.11(b) shows good agreement of the calculated tunneling current with 14=a Å 













Figure 2.10. Schematic of potential barrier and “effective Feynman potential” 





















          















               
(b) 
Figure 2.11. (a) Schematic of the trianglular potential barrier. (b) Comparison of 
tunneling current through the triangular barriers with various barrier 





CHAPTER  THREE 
Orthorhombic Silicon 
3.1 MOTIVATION 
The development of vertical MOSFET's has led to the growth of simple 
orthorhombically-strained silicon by Liu et. al. [Liu99] who fabricated a vertical 
n-MOSFET with a strained sidewall silicon channel (Fig. 3.1). In this device a 
thin SiGe layer is pseudomorphically grown on a Si substrate and then a Si cap 
layer is grown on the sidewall of the SiGe pillar as a channel. Finally a source and 
drain are formed by ion implantation. The Si cap that forms the channel comprises 
an unusually configured material. With Si grown as a sidewall on the edge of a 
compressively-strained SiGe (CS-SiGe) layer, it is surmised that this Si material 
becomes deformed into a simple orthorhombic lattice. In this case, all three 
dimensions of the unit cell are different from each other in length since the base 
on which the material grows is a rectangle with one side that conforms to the Si 
lattice constant and one side that is elongated according to the Poisson ratio to 
accommodate the SiGe alloy pseudomorphically (Fig. 3.2). The third dimension is 
determined as the material grows, and like biaxially tensily-strained, tetragonal Si, 
the Si sidewall should have a lattice constant in the growth direction that is less 
than the lattice constant of cubic Si. However, unlike the tensily-strained Si (TS-
Si), all three 100  dimensions of the orthorhombically-strained Si (OS-Si) unit 
cell have different lengths. The rest of this chapter describes the properties of this 
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Figure 3.1. Schematic cross section of a vertical silicon n-MOSFET. 
 
 
Figure 3.2. Unit cells of compressively-strained SiGe and orthorhombically-
strained Si. 
3.2 LATTICE STRUCTURE, BAND OFFSETS AND BAND GAP 
In the OS Si, three directions have three different lattice constants caused 
by the confinement of its substrate, strained SiGe. The lattice structure is 
calculated by elastic theory (Sec. 2.1). Fig. 3.3 shows the changes of lattice 
constants of OS Si with Ge mole fraction x.  Under the constraint of the bulk Si 




























remains that of bulk Si, while in the [010] direction the lattice of OS-Si is 
enlarged to conform the extended side of the compressively strained Si1-xGex  
pillar. The lattice spacing in [001] is compressed to minimize the elastic energy 















Figure 3.3. Lattice constants of OS-Si for various mole fraction x of Ge in the   
Si1-xGex layers. 
Fig. 3.4(a) shows the band offsets, valence and conduction bands, between 
the orthorhombic-strained Si and the sidewall of a Si1-xGex layer, calculated from 
model-solid theory (Sec. 2.3.2). We note that the band edge shift and splitting of 
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OS-Si are similar to those of TS Si, and the compressive strain in the strained 
SiGe layer moves the conduction band down and pull the valence band up. Thus, 
compared to the band offsets between TS-Si and R-SiGe alloy, the OS-Si/CS-
SiGe interface has lower conduction-band offset and higher valence-band offset. 
After using the band gap result from experiment, the band gap of OS-Si is 
presented in Fig. 3.4(b). In OS-Si, only one dimension is expended on the 
interface, while both dimensions are extended on that plane in TS-Si. So less 
strain is induced in OS Si than TS-Si, and the band gap of OS-Si is larger. The 
band gap of OS-Si can be expressed by 
xxEg 86.011.1)( −= ,       (3.1) 
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Figure 3.4. (a) Band offsets of OS-Si/CS-Si1-xGex and TS-Si/R-Si1-xGex 
heterojunctons; (b) Band gaps of OS-Si, CS-Si1-xGex, TS-Si and R-
Si 1-xGex 
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3.3 BAND STRUCTURE OF OS-SI 
The band structure of this novel material is studied by DFT (Sec. 2.2.1) 
due to its high flexibility. The six lowest Ä valleys of the first conduction band are 
crucial to the electron transport properties of silicon under low and intermediate 
external electric fields. The hydrostatic and uniaxial strain of OS-Si breaks the 
six-fold degenerate valleys into three pairs shown in Fig. 3.5. Two-fold 
degenerate tensily-strained [010] valleys move up; compressively-strained [001] 
valleys move down; and the third pair, for which the [100] lattice constant is the 
same as that of bulk Si, only experiences hydrostatic strain and moves up a little 
because of a positive hydrostatic deformation potential [Van89] for Si. The valley 
splittings are shown in Fig. 3.6, where ]001[]100[1 EEdE −=  and 
]001[]010[2 EEdE −= , and E  refers to the lowest energy of the Ä valley. Fig. 3.7 
shows the DOS of OS-Si, calculated from the full band structure. We see the 
valley splitting broadens and lowers the DOS peaks, but the band structure 
remains predominantly Si-like. As can be seen from the Fermi golden rule, the 
electron scattering rate is a function of the DOS. Thus the DOS change in OS-Si 








Figure 3.5. Schematic equi-energy surfaces of the six split valleys in the first 
conduction band of OS-Si. The minimum energies of the dark valleys 
are lowest, the gray ones have intermediate minimum energies and 
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Figure 3.6.  Ä valley splitting in a sidewall OS-Si as a function of Ge mole 
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3.4 TRANSPORT SIMULATION RESULTS 
3.4.1 Calibration of electron transport in unstrained Si  
We adopt a hybrid MC code, slapshot0d [Wan93] developed by Wang et 
al. to study the electron transport properties. It uses a full band structure in 
generating scattering rates and a set of well-fitted anisotropic, analytical bands 
[Wan93] for both electron free-flight and post-scattering momentum selection 
processes. This technique saves time in the post-scattering momentum selection 
and includes the effects of the full band structure in the scattering rates. If the 
analytic bands fit the dispersion relation (E(k)) well, this model can give a result 
essentially as accurate as pure full-band models in much less time.  
In order to accurately describe both electron free flight, depend on the 
E(k) relation, and postscattering momentum selection, related to density of states 
(DOS) and the E(k) relation, both the DOS and E(k) relations in principle crystal 

















 ,                  (3.2) 
where E and k are the electron energy and the wave vector measured from valley 
minimum, á is the nonparabolicity and mi is the electron effective mass in 
principle direction i. We use a nonlinear, least-squares algorithm (Levenberg-
Marquardt) to obtain the optimized á and mi of every valley. Also these 
parameters are adjusted to fit the DOS obtained from full band shown in Fig. 3.8. 
The fitting parameters in Eq. (3.1) of Ä valleys are listed in Table 3.1. 
 We calibrate the electron transport properties of unstrained Si with low 
doping concentration, 1510  cm-3 at 300K. After matching velocity (Fig. 3.9(a)) 
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with experimental [Can75] [Jac77] and simulation [Fis88] results at both low 













































0 0.5 1 1.5 2 2.5
Analytical band
Full band
Energy (eV)  
Figure 3.8. Fitted density-of-states based analytical band. The density-of-states 
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Figure 3.9. (a) Simulated electron drift velocity for unstrained as a function of 
electric field along (100) direction. (b) Simulated average electron 
energy for unstrained Si. Results of previous experimental studies and 
Monte Carlo simulation based on empirical pseudopotential method 
(EPM) are shown as comparisons. 
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3.4.2. OS-Si material properties 
After taking aforementioned symmetry breakdown into account in a 
strained layer, we use a bigger irreducible BZ, one sixteenth (tetragonal unit cell) 
or on eighth (orthorhombic unit cell) of the size of first BZ, rather than the 
standard 1/48th as in a FCC cell. DFT generates first-three electron bands on a 
fine even mesh with point of size aπ241 , a is the lattice constant of bulk silicon. 
The strain-dependent three full bands are used in generating a scattering rate look-
up table for choosing scattering type. This is critical to the accurate calculation of 
electron energy. The effective mass and nonparabolicity in Eq. 3.2 for OS-Si 
(Table 3.1) are obtained by fitting the full-band density of states in the same as 
unstrained Si. We note that the longitudinal effective masses ml of OS-Si are 
almost the same for various degrees of strain, 09.0 mml = , in which 0m is the free 
electron mass. The transverse effective mass tm  is also essentially unchanged at 
03.0 mmt = . Also the minima are around 
a
π2
85.0 . Only the Ä[010] valley of OS-











 ]100[∆  ]010[∆  ]001[∆  
Ge mole 
fraction 
mink  lm  tm  α  mink  lm  tm  α  mink  lm  tm
 
α  
0.0 0.84, 0, 0 0.94 0.30 0.25 0, 0.84,0 0.94 0.30 0.25 0, 0, 0.84 0.94 0.30 0.25 
0.1 0.84, 0, 0 0.94 0.30 0.25 0, 0.84, 0 0.94 0.30 0.25 0, 0, 0.84 0.94 0.30 0.25 
0.2 0.85, 0, 0 0.92 0.31 0.25 0, 0.84, 0 0.93 0.31 0.25 0, 0, 0.85 0.90 0.30 0.25 
0.4 0.84, 0, 0 0.94 0.30 0.25 0, 0.83, 0 1.00 0.30 0.25 0, 0, 0.85 0.93 0.30 0.25 
0.6 0.84, 0, 0 0.89 0.21 0.2 0, 0.84, 0 1.00 0.25 1.10 0, 0, 0.85 0.93        0.25 0.25 
Table 3.1. Fitting parameters of Ä valleys in OS-Si. The unit of kmin is aπ2 , and 
lm and tm are in terms of free electron mass. 
Fig. 3.10 shows the electron occupancies in the Ä valleys for OS-Si on 
CS-Si0.8Ge0.2 as a function of fields applied along [010] and [100] directions. Due 
to the valley splitting, at low fields most of electrons occupy the Ä[001] valleys 
which are lowest in energy. The Ä[100] valleys are less preferred, while the higher 
Ä[010] valleys are essentially empty. With the increase of field strength, more 
electrons move up to the high-energy valleys, Ä[100] and Ä[010], until they are 
almost evenly distributed among the Ä valleys at very high fields. We note that at 
high fields, the total occupancy of the Ä valleys also drops as electrons reach, in 

















Figure 3.10. Electron distribution among Ä valleys for OS-Si grown on            
CS-Si1-xGex sidewalls. 
Fig. 3.11(a) presents the electron drift velocity for [100], [010] and [001] 
field orientations for OS-Si on CS-Si0.8Ge0.2, and Fig. 3.11(b) the associated 
average energies. Because most electrons occupy Ä[001] valleys at low and 
intermediate field strengths, most electrons have the smaller effective mass 
component tm  parallel to the field for either the [100] or [010] orientated field. 
As a consequence, the drift velocities and energy distributions are comparable for 
these two field orientations. At intermediate fields, however, the relative increase 
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in electron concentration in the Ä[100] valley does lead to some splitting of the drift 
velocities. Electrons in the Ä[100] valleys have the heavier mass component lm  
along the [100] field direction. For [001] orientated fields, on the other hand, most 
electrons have the heavier mass component lm parallel to the field for low and 
intermediate field strengths. At low and moderate fields, this heavier mass results 
in somewhat lower average energies and a much lower drift velocities for this 
latter field orientation than for either [100] or [010] field orientation. At high 
fields where the carriers are more evenly distributed among the valleys (and 
where impact ionization dominates the energy loss) the average energies converge 
and the drift velocities merge to a saturation velocity of approximately 7102.1 ×  
cm/s.  
In the vertical n-MOSFET (Fig. 3.1), we are interested in the transport 
properties along the channel, the [010] direction, so the remaining calculations 
focus on the transport characteristics for [010] orientated fields. In Fig. 3.12(a) the 
drift velocities are compared for various Ge mole fractions, x=0.1, 0.2, 0.4 and  
0.6, in the Si1-xGex on which OS-Si sidewall is grown. Increasing Ge mole 
fraction produces more valley splitting and, thus, more electrons reside in the 
Ä[001] valleys, where the electron effective mass parallel to the field is the lighter 
value tm . Valley splitting also suppresses the f-type intervalley scattering among 
neighboring Ä valleys causing drift velocities to increase with mole fraction at 
low and intermediate fields in OS-Si. The average energies, in Fig. 3.12(b) also 
























Figure 3.11. Transport properties for OS-Si grown on a Si0.8Ge0.2 sidewall as a 































Figure 3.12. (a) Drift velocities; and (b) average energy for OS-Si grown on      
Si1-xGex for field along [010] as a function of Ge mole fraction. 
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For hydrodynamic simulation, the energy relaxation time, ô, is an 
important parameter. In this work it is obtained from  
dqFv
EE 0−=τ  ,        (3.4) 
where E  and 0E are average electron energy and thermal energy in 
equilibrium, respectively, q  is the electron charge,  F  is the magnitude of field 
and dν  is the drift velocity. The comparison of energy relaxation times for OS-Si 
and Si in Fig. 14 exhibits a strong relative enhancement of ô for OS-Si at low to 
moderate fields that increases with the Ge mole fraction. The increase in energy 
relaxation times suggests that significant velocity overshoot can be expected in 
vertical n-MOSFET devices with an OS-Si channel.  
The calculated impact ionization coefficients in OS-Si are shown in Fig. 
3.14. Yeom, Hinckley and Singh [Yeo94] suggest that the smaller band gap 
determines the impact ionization coefficients in strained Si1-xGex. The situations 
similar here except that there is no additional alloy scattering to reduce the rate. A 
larger impact ionization coefficient is obtained in OS-Si for larger Ge mole 
fraction as a result of the narrowing of the band gap in OS-Si (Eq. 3.1) which 
reduces the threshold energies for II. However, in the calculation for OS Si, only 
the threshold energies of the empirical II formula [Car93] were modified, 
according to the OS-Si energy gap. The reduction in the DOS above the band 
edge is not taken into account, so the calculated impact ionization coefficients for 

















Figure 3.13. The ratio of energy relaxation times for OS-Si grown on Si1-xGex to 
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Figure 3.14. Impact ionization coefficients in OS-Si.  
 
Table 3.2 shows the electron mobility enhancement in OS-Si. Compared 
with bulk Si, less f-type intervalley scattering and higher occupancy in the low 
lying Ä[001] valleys, which have lower effective mass component tm  in the field 
direction, increases the drift velocity. The mobility of OS-Si grown on Si0.6Ge0.4 
can be twice as large as that of bulk Si. 
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In conventional TS-Si grown on a relaxed Si1-xGex buffer layer, at low 
fields most electrons have the lower effective mass tm  in the field direction as in 
OS-Si. However, electrons in the next higher lying Ä alleys in OS-Si also have the 
lower effective mass tm  in the field direction, while electrons in the higher lying 
Ä valleys in TS Si are split among valleys with tm  in the field direction, and with 
the heavier effective mass lm  in the field direction. Thus, for moderate fields one 
would expect a higher drift velocity in OS-Si. Compared to the simulation results 
of TS-Si [Miy93], a comparable mobility but higher saturation velocity was found 
for OS-Si in this work. From a technological view point, the strain in OS-Si 
grown on a CS-Si1-xGex is less than that in TS-Si on a relaxed Si1-xGex layer, for 
the same Ge mole fraction, and, thus, OS-Si should have a larger critical layer 
thickness that will maintain the strain pseudomorphically. Finally, TS-Si requires 
a high quality relaxed Si1-xGex buffer layer, which is more difficult to grow 
experimentally than the CS-Si1-xGex layer used to obtain OS-Si. OS-Si thus has 



































Strained Si nMOSFET 
4.1 MOTIVATION 
Silicon MOSFETs have been scaled down to deep sub-micron dimensions 
in order to increase the device performance. Scaling raises issues such as velocity 
saturation/overshoot effects, leakage current through gate oxide and polysilicon 
gate depletion effects. These issues may diminish the improvement caused by 
scaling. Further improvement requires more complicated device structures and 
cost more. Instead of scaling, changing the material properties provides another 
way to improve the device performance. As discussed in chapter 1, tensily-
strained Si grown on relaxed SiGe has higher in-plane electron mobility and has 
been studied extensively for application in nMOSFETs in order to gain higher 
drain current than Si control device. In this chapter, the multi-material full-band 
Monte Carlo simulation tool is used to study electron transport in strained Si and 
device performance of strained Si nMOSFET. 
4.2 ELECTRON BAND STRUCTURE OF TENSILY-STRAINED SI 
The electron band structures of tensilely-strained (TS) Si are calculated by 
empirical pseudopotential method (EPM). The calculation details are described in 
Sec. 2.2.2 and relevant references. Strain in TS Si breaks the symmetry in 
unstrained Si. Thus the energy degeneracy points in momentum space may split 
into different values. Among them, the most important splitting happens at the 
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bottom of ∆  valleys in first conduction bands. If we assume the growth direction 
is along z axis, the bottom of ∆ valleys along z direction, ]001[E , have lower 
energy than those of ∆ valleys along x and y direction, ]100[E and ]010[E . Fig. 4.1 
shows the valley splitting versus Ge mole fractions in SiGe substrates. We set the 
bottom of ∆ along z direction as energy reference. The valley splitting is linearly 
proportionally to Ge mole fraction. The valley splitting causes the decrease and 
shifts in density of states (Fig. 4.2). Correspondingly the scattering rates decrease, 
which induces high low field mobility. Besides the valley splitting we also show 
the effective masses change with strain in strain Si in Fig. 4.3. In low field region, 
most of carriers occupy the valleys in growth direction. In Fig.4.3 only effective 
masses lm and tm of those valleys are shown. Longitudinal effective mass slightly 
decreases with Ge mole fraction of substrate, while the transverse component 
increases a bit. So in the strain cases considered in the work, the effective mass 
change should have no effects on carrier transport. In TS Si, the band gap 
decrease with Ge mole fraction (Fig. 4.4), which lower the threshold energy in 
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Figure 4.1. Energy splittings between the bottom of in-plane and out-of plane 


































Figure 4.3. Longitudinal and transverse effective masses of the valleys in growth 
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Figure 4.4. Band gap lowering in strained Si grown on relaxed SiGe. 
4.3 CALIBRATION OF ELECTRON TRANSPORT IN BULK SI 
In the study of electron transport of strained Si using MC method, we first 
need to calibrate the transport properties of bulk Si. Since the device is operated at 
room temperature, in the following we focus on the transport properties at 300 K. 
In the calibration, the phonon scattering coupling constants in Eq. 2.13 are 
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adjusted to match the simulated velocity-field characteristics from low to high 
fields region to measurements (Canali et. al. [Can75]) and other simulation 



































Fig. 4.5(a) shows the electron velocities at the various fields. As we know, 
the velocity is linearly proportional to the field at low fields and saturates at high 
fields. Compared with experimental and other simulation results, the coupling 
constants used in this work give good agreements in velocity-field curve. In the 
average energy-field curve, Fig. 4.5(b), at low field the energy values from our 
study are a little higher than in Fischetti and Jacoboni’s studies, while our energy 
values at high field are between the results of their works. It should be 
emphasized is that this set is not unique. Other sets can match the same velocity-
field plot. The low-field mobility of electron decreases with the increase of 
impurity scattering shown in Fig. 4.6. It is noted that the simulation results based 
on Ridley’s model agree well with Jacaboni’s simulation [Jac83] in the large 
range of doping concentration. Also the mobility change due to the surface 
roughness scattering in various effective vertical fields is plotted in Fig. 4.7. 
Takagi’s universal mobility [Tak92] curve is well reproduced by this work.  
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In the study of strained Si, we neglected differences in the phonon system 
between strained and unstrained Si. Hence the same set of coupling constants are 
applied in the strained Si case. Also we assume the impurity scattering in strained 
Si are the same as those in unstrained Si. Although the surface roughness between 
oxide and strained Si may be different from that between oxide and unstrained Si, 
we assume the same treatment in strained Si case to simplify the simulation. The 
emphasis in strained Si study is on the strain-induced valley splitting and its effect 
on the electron transport. These simplifications can isolate the strain effects on 
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Figure 4.5. (a) Drift velocity of electron in bulk Si as a function of electric field. 
(b) Average energy of electron in bulk Si as a function of electric 



















Figure 4.7. Low-field mobility as a function of normal effective field. 
4.4 THE SCATTERING RATES  
As mentioned in Sec. 4.1, the scattering rates are reduced by the valley 
splitting in strained Si. Fig. 4.8 show the comparisons of total phonon scattering 
rates between unstrained Si and strained Si grown on SiGe substrate with 30% 
Ge. We show only the first conduction band scattering rates to simplify the plot. 
In low energy region (0-1.7eV) the scattering rates of strained Si are lower than 
those of unstrained Si. At higher region, the valley splitting causes the scattering 
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rates to be lower and shift to higher energy region. In order to show the scattering 
rate at low energies the acoustic and optical phonon scattering rates below 0.5eV 
are shown in Fig. 4.9 (a) and (b).  In that energy region the scattering rates of 
strained Si are much lower than those of Si. The step at 20 meV in acoustic 
phonon emission rate of unstrained Si corresponds to the f-type intervalley 
scattering. In strained Si the onset of f-type intervalley scattering is around 180 
meV, where the extra 160 meV comes from the valley splitting (Fig. 4.1). The 
effect of valley splitting is more obvious in optical phonon emission scattering 
rates. The onset of optical phonon emission scattering is at 62 meV which is the 
optical phonon energy. In strained Si, the onset of intravalley optical phonon 
emission scattering for electron in higher energy valleys is around 220 meV with 
the bottom the lowest valley as energy reference. Thus there is a step around 220 













Figure 4.8. Total phonon scattering rates of unstrained Si and strained Si grown 




































Figure 4.9. Detailed comparison of phonon scattering between unstrained Si and 
strained Si on relaxed Si0.7Ge0.3 in low energy regime. (a) Acoustic 
phonon scattering. (b) Optical phonon scattering. 
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4.5 TRANSPORT SIMULATION RESULTS 
4.5.1 Tensily-strained Silicon 
As we know, the scattering rates in strained Si are smaller than those in 
unstrained Si due to the valley splitting. The splitting also makes most of 
electrons occupy the lowest valleys (along growth direction [001]) at low external 
fields. Thus under the fields ([100] or [010]) perpendicular to the growth 
directions the electrons have lower effective mass, tm , and drift velocity at low 
field is enhanced compared with unstrained Si. But under the field along the 
growth direction the velocity is lower than that of unstrained Si due to the larger 
effective mass, lm . Fig. 4.10(a) shows the drift velocities of strained Si (at 300K 
and without impurity doping) grown on SiGe with 30% Ge. Compared with 
experimental measurements [Ism93], the simulation results match well in 
intermediate field region and are higher at low field region. We also found that 
the saturation velocity of strained Si is still around 1e7 cm/s, but the velocity 
saturation occurs at lower field that unstrained Si. The average energy versus field 
relation is also shown in Fig 4.10(b). Corresponding to the higher drift velocity 
under the field along [100] direction, the electrons have higher energy.  
We found the mobility enhancement saturates for strained Si grown on 
Si0.75Ge0.25 (Fig. 4.11). The saturation mobility enhancement is around a factor of 
two. One recognizes that the valley splitting of strained Si on SiGe with 25% Ge 
is approximately 130 meV, which is much larger than thermal energy (around 40 
meV). At low fields, most of electrons stay in the lower energy states and have 
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little chance to be scattered into high energy valley. Thus the variation of band 
structure at high energy region (above 130 meV) do not affect the electron 
transport.  
It is well know that the surface roughness scattering degrades the electron 
mobility. After considering the surface roughness scattering, the mobility (Fig. 
4.12) in strained Si is also reduced from the value, without taking the surface 
roughness into account. The mobility enhancement over unstrained Si also lower 
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Figure 4.10. (a) Electron drift velocity of strained Si on relaxed Si0.7Ge0.3 under 
fields along [100] and [001]. (b) Average energy of strained Si. As a 














Figure 4.11. The mobility enhancement of various strained Si layer on Si1-xGex 













Figure 4.12. Mobility of strained Si on relaxed Si0.7Ge0.3 for different normal 
fields. 
4.5.2 50 nm strained Si nMOSFET  
We applied the multi-material strained Si code to study the device 
performance enhancement in strained Si nMOSFET. MIT’s 50nm well-tempered 
device profile [Ant99] was employed. The doping profiles along Si/SiO2 interface 
and poly gate are shown in Fig. 4.13. Also the growth direction of strained Si in 
the device is normal to the Si/SiO2 interface. This arrangement makes the channel 
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be perpendicular to the growth direction. From Fig. 4.10(a), we know that along 
that direction strained Si has higher drift velocity. We simulated the 50 nm 
nMOSFET with unstrained Si and strained Si with 30% Ge in its substrate. In 
order to emphasize the effect of strained Si, we simply change the material type in 
the device without considering the threshold voltage change and surface 
roughness variation with strained Si. Thus the differences in results purely come 
from the material properties. 
The drain current, Id, versus drain bias, Vd, relation is given in Fig. 4.14 
with gate bias, 2.1=gV V. Compared with the drain current in unstrained Si 
device, the enhancement in drain current of strained Si is around 60%, which 
corresponds to the mobility enhancement with surface roughness scattering. Also 
the 60% enhancement in current is maintained in high drain bias. The detailed 
distribution of average velocity in channel direction and average energy at a low 
drain bias ( 2.0=dV V) are plotted in Fig. 4.15(a) and (b). Under the low drain 
bias most of channel region is at low field and the electrons have low-field 
transport properties. So one notes that the velocities in the entire channel of 
strained Si device are higher than those of unstrained Si. Under a high drain bias 
( 2.1=dV V), the fields in the channel region close to drain are increased to be 
higher than 2e5 V/cm where drift velocities saturate in both unstrained and 
strained Si (see Fig. 4.10(a)). So there is no difference in velocity near drain 
region at higher bias device (Fig. 4.16(a)) and the average energy (Fig. 4.16(b)) in 
that region is higher than the valleys splitting (Fig.4.1), which degrades the strain 
effect. But the difference in velocity near source region is still sufficient. The 
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current in short-channel device is controlled by source region [Lun97]. In that 
region low-field mobility enhancement is applicable in strained Si. That explains 
the same current improvement at high drain bias as that at low bias. Fig. 4.17 and 
Fig. 4.18 give the detailed electron energy distribution in both unstrained and 
strained Si at various locations. The high-energy tail is larger in strained Si, 
particularly in the drain region. 
 
 
Figure 4.13. The doping profiles along channel/oxide interface and polygate of 
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Figure 4.14. Drain current of MIT wtm50nm devices with unstrained Si and 







Figure 4.15. Average velocity and energy profiles along x axis in unstrained and 








Figure 4.16. Integrated average velocity and energy profiles along x axis in 




Figure 4.17. Energy distribution at various locations in channel of strained Si 






Figure 4.18. Energy distribution at various locations in channel of strained Si 




Strained SiGe pMOSFET 
5.1 MOTIVATION 
Improvements of hole transport in pMOSFET have been made by scaling 
down the channel length and gate oxide thickness. Despite this progress, the drive 
current in pMOSFET is still not comparable with that in nMOSFET due to the 
lower hole mobility. That prevents decreasing the width of pMOSFETs in CMOS 
technology as much as for nMOSFETs. To further improve the drive current at 
current technology levels, compressively-strained (CS) SiGe is of interest [Sop94] 
[Ism94] in pMOSFET by exploiting the higher hole mobility in strained SiGe. 
Further, the large valence band offset in Si/SiGe heterojunction can be used to 
tailor the channel potential distribution in order to achieve hole acceleration and 
confinement. In this chapter, we employ the multi-material Monte Carol 
simulation tool to study the hole transport in strained SiGe material and a 
simplified pMOSFET with Si/SiGe heterojunction.  
5.2 BAND STRUCTURE OF COMPRESSIVELY-STRAINED SIGE 
The valence band structures of compressively-strained (CS) SiGe are 
obtained from tight-binding calculation. The calculation details are described in 
Sec. 2.2.3 and relevant references. As we know from chapter 2, strain in CS-SiGe 
splits the heavy and light-hole band degeneracy at the Γ point, and the heavy-hole 
band has lower energy. The band splitting shown in Fig. 5.1 is linearly 
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proportional to Ge mole fraction. The band splitting causes the decrease and shift 
in density-of-states (Fig. 5.2). Correspondingly, the scattering rates decrease, 
which induces high low field mobility. Besides the valley splitting we also show 
the effective masses change with strain in CS-SiGe in Fig. 5.3. As we know 
heavy- and light-hole bands at Γ points are warped. So it is hard to model this in 
terms of a single effective mass. Thus the effective masses along [100], [110] and 
[111] are shown to describe the whole picture of valence bands and their variation 
with strain. In the CS-SiGe, the band gap shown in Fig. 5.4 also linearly decreases 
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Figure 5.1. Energy splitting between the bottom of the heavy- and light-hole 











































Figure 5.3. Heavy hole (HH) and light hole (LH) effective masses along [100], 
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Figure 5.4. Band gap lowering in CS-SiGe. 
5.3 CALIBRATION OF HOLE TRANSPORT IN UNSTRAINED SI AND GE 
In the study of hole transport in strained SiGe, we first calibrate the hole 
transport properties in bulk Si and Ge. Also same as in the study of electron 
transport, we focus on the transport simulation at room temperature.  The 
coupling constants in phonon scattering rates, Eq. 2.13, are adjusted to fit the 
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simulated drift velocity-electric field relation to experimental [Ott75] and other 
simulation results [Fis88][Yam95][Jac77][Bjo99]. Our best-fitting set for Si is: 
    )(6.1 bandsfoureVTALA =∆=∆  
)(105.4 18 bandsfoureVcmKop −×=∆ ;     (5.1) 
and for Ge is 
























Kop .   (5.2) 
Fig. 5.5(a) and (b) show the drift velocity and average energy 
characteristics of holes in bulk Si for the various fields. Compared with 
experimental and other simulation results, the simulated results in this work give 
good agreement in velocity-field curve at low and intermediate fields. But the 
saturation velocity is higher than in other studies. In the average-field curve (Fig. 
5.5(b)), the situation is more complicated. At low fields region, Fischetti [Fis88] 
and Jacoboni’s [Jac77] results are around or lower than kT2/3  (the thermal 
energy under parabolic assumption). We know the heavy and light-hole bands are 
warped, where the thermal energy is higher than kT2/3 . Our result is in good 
agreement with Bjorn’s work [Bjo99]. At the high energy region, the difference 
among previous works is quite large. Our results are in between.  
Fig. 5.6 gives the velocity and energy characteristics of bulk Ge for the 
various fields. Compared with simulation results, the results in this work give 
good agreements in velocity-field curve at low and high fields, while the velocity 
is a little lower around 1e4 (V/cm) region. The comparison of energy-field curves 
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(Fig. 5.6(b)) shows the same situation as in bulk Si. At low fields, the energy we 
got is higher than other studies which are too small on our point of view. At the 
high fields ours is higher than previous results which also suffers the big 
discrepancy. Again it should be emphasized that the coupling constant set is not 
unique. Due to the lack of enough reliable velocity and energy characteristics of 
SiGe, the coupling constants for SiGe come from the interpolation between the 
values for Si and Ge. Also we assume the same constants for both strained and 
unstrained cases. The phonon energies in SiGe are also from the interpolation 
between Si and Ge. 
The impurity and surface roughness scattering in SiGe are treated same as 
in Si way in the intersest of simplicity. The low-field mobility of holes decreases 
with the increase of impurity scattering, as shown in Fig. 5.7. It is noted that the 
simulation results based on Ridley’s model agree well with Jacaboni’s calculation 
in low and intermediate doping region, while in high doping region the difference 
is large. Also the mobility change due to the surface roughness scattering for 
various effective vertical fields is plotted in Fig. 5.8. Takagi’s universal mobility 
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Figure 5.5. (a) Drift velocity of holes in bulk Si as a function of electric field. (b) 
Average energy of holes in bulk Si as a function of electric field. For 
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Figure 5.6. (a) Drift velocity of holes in bulk Ge as a function of electric field. (b) 
Average energy of holes in bulk Ge as a function of electric field. For 
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Figure 5.8. Low-field mobility as a function of normal effective field. 
5.4 THE SCATTERING RATES  
The scattering rates are reduced by the heavy and light-hole band splitting 
in strained SiGe. Fig. 5.9 show the comparisons of total phonon scattering rates 
between unstrained Si and strained SiGe with 30% Ge. We show only the first 
conduction band scattering rates to simplify the plot. The scattering rates of 
strained SiGe are much lower than those of unstrained Si at low energy region. 
Fig. 5.10 (a) and (b) show the delicate acoustic and optical phonon scattering rate 
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in energy region below 0.5eV. The strain effect on hole scattering rates are quite 
simple, which is different from the complicated structure contributed to 














































Figure 5.9. Detailed comparison of phonon scattering between unstrained Si and 
CS-Si0.7Ge0.3 in low energy regimes. (a) Acoustic phonon scattering. 
(b) Optical phonon scattering. 
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5.5 TRANSPORT SIMULATION RESULTS 
5.5.1 Compressively-strained SiGe 
A crucial and uncertain parameter in the treatment of transport in SiGe is 
the strength of alloy scattering in Harrison and Hauser’s model [Har76]. As 
mentioned in chapter 2, there is big discrepancy in the actual value among 
previous studies, which suffers from a large scatter of the experimental data and 
uncertainties regarding the extraction of the drift mobilities from the 
measurements. In this work we adjust the alloy scattering parameter to fit a new, 
comprehensive and accurate mobility measurements [Gaw98] in unstrained 
lightly doped (1e16 cm-3) SiGe at 300K with Ge mole fraction below 13%. Our 
best fitting, Fig. 5.10, comes from the alloy scattering value at 0.225 eV. The 
alloy scattering strength we got is smaller compared with previous work 
mentioned in chapter 2. However it has to be stressed that the actual value 
depends on not only the measurements it is based on but also the model of band 
structure and the treatment of phonon scattering. Thus the direct comparison 
without taking into account experimental data and details of transport treatment is 













Figure 5.10. Low-field hole mobility as a function of Ge mole fraction in relaxed 
SiGe alloy with 1e16 cm-3 doping.  
As we know, the scattering rates in strained SiGe are smaller than those of 
unstrained Si due to the heavy- and light-hole band splitting. Thus, under the low 
and intermediate fields drift velocity is enhanced compared with unstrained Si. 
Fig. 5.11(a) shows the drift velocities of strained Si0.7Ge0.3 at 300K without 
doping. The drift velocity under the [100] field is a little higher than that under 
[001] field. We also found that the saturation velocity of strained SiGe is reduced 
compared with unstrained Si, which is also shown in [Buf98]. That is due to the 
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strong alloy scattering and smaller optical phonon energy. The average energy 
versus field relation is also shown in Fig 5.11(b). Corresponding to the higher 
drift velocity under the field along [100] and [001] direction, the holes have 
higher energy.  
In strained SiGe strain-induced mobility enhancement and alloy-induced 
mobility lowering competes each other. The mobility decreases in low Ge mole 
fraction region (lower than 15%) due to alloy scattering. For highly strained SiGe 
the mobility enhanced after the strain effect overwhelms the alloy scattering (Fig. 
5.12). Also in the strain region we studied, there is no saturation of mobility 
enhancement.  
As in strained Si, the surface roughness scattering degrades the hole 
mobility. After considering the surface roughness scattering, the mobility (Fig. 
5.13) in strained Si0.7Ge0.3 is also reduced from the value without taking surface 
roughness into account. At higher effective field, the lowering is more severe. The 
effective mobility along [001] direction is even lower than that of unstrained Si. 
The role of surface roughness in strained SiGe is not very clear in theory and 
experiment. Also in our treatment we use the parameters from unstrained Si for 









































Figure 5.11. (a) Drift velocity of holes in CS-Si0.7Ge0.3 as a function of electric 
field. (b) Average energy of holes in CS-Si0.7Ge0.3 as a function of 
electric field. In CS-Si0.7Ge0.3 the results under two oriented fields, 






































Figure 5.13. Mobility of CS-Si0.7Ge0.3 under a variety of normal fields. Mobility 
for fields along [100] and [001] are shown. 
5.5.2 50 nm asymmetrical pMOSFET 
We applied the multi-material Monte Carlo code to investigate the device 
performance of a 50nm vertical asymmetrical pMOSFET. The doping profile in 
the device is asymmetric which can be easily achieved in vertical MOSFETs. The 
doping profiles along Si/SiO2 interface and poly gate are shown in Fig. 5.14. The 
high doping concentration on source side is to reduce the short channel effects 
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and off-state leakage current [Yu97]. The low doping profile on the drain side is 
to reduce the impurity scattering and increase the drive current correspondingly. 
In the simulation, the gate and substrate are Si, and we explore several material 
combinations in the source, drain and channel: Si/Si0.7Ge0.3 heterojunction at 
different positions and graded SiGe channel.  The details of devices we studied 
are listed in Table 5.1. And the corresponding valence band edge variations for 
those devices are plotted in Fig. 5.15. In this work we did preliminary simulation 
of these devices. We found these devices are quite complicated and interesting. 
We emphasize that it needs more comprehensive work to obtain conclusive and 
reliable results. Here we employ these devices as the application of our multi-















Device code Material profile in channel Vt (V) 
Unstrained Si unstrained Si 0.294 
CS-Si0.7Ge0.3   CS-Si0.7Ge0.3   0.694 
Si/Si0.7Ge0.3-S Si/Si0.7Ge0.3 with heterojunction in source at 0.788 
µm 
0.959 
Si/Si0.7Ge0.3-C Si/Si0.7Ge0.3 with heterojunction in channel at 0.851 
µm 
0.086 
Si/Si0.7Ge0.3-C-st Graded SiGe channel (with 2kT band edge step) 
starting from 0.851 µm and the maximum Ge mole 
fraction is 30% 
0.341 
Si/Si0.7Ge0.3-C-lin Linearly graded SiGe channel starting from 0.851 µm 
and the maximum Ge mole fraction is 30% 
0.077 





Figure 5.14. The doping profiles along channel/oxide interface and polygate of 








Figure 5.15. The valence band edges variation: (a) CS-Si0.7Ge0.3, Si/Si0.7Ge0.3-S 
and Si/Si0.7Ge0.3-C; (b) Si/Si0.7Ge0.3-C, Si/Si0.7Ge0.3-C-st and 
Si/Si0.7Ge0.3-C-lin. 
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In order to make a fair comparison among these devices, we first study 
their threshold voltages. We calculate the drain currents of these devices with low 
drain bias (-0.3V), and extrapolate the currents of various gate biases to obtain the 
threshold voltages. Fig. 5.16 shows the drain currents of these devices with Vd=-
0.3V and various gate bias. The extrapolated threshold voltages Vt  are listed in 
Table 5.1. We found the devices with source junction covered by SiGe (CS-
Si0.7Ge0.3 and Si/Si0.7Ge0.3-S) have higher (more positive) Vt. That is caused by 
the lower valence band edge in channel at source junction, which induced 0.24 V 
(Fig. 2.4) in flat band. In Si/Si0.7Ge0.3-C the source junction is still covered by Si 
without band offset at that position between source and polygate, although it has 
Si0.7Ge0.3 channel; so the Vt is lower. The comparison of Vt in Si/Si0.7Ge0.3-C 
serial shows no conclusive trend. Also the uncertainty of extraction of Vt is quite 
large. Vt may change depending on the Vg chosen for extrapolation. The 
consistency and reliability of the extrapolation needs on further study.  
Based on the Vt of these devices, we simulate the drain current in on state 
(Vd =-1.0V and Vg-Vt =-1.0V). The results are shown in Fig 5.17. The devices can 
be classified into two categories convenient for comparison. The first category 
includes the devices with single material in the channel: unstrained Si and CS-
Si0.7Ge0.3 and with two materials and a single heterojunction: Si/Si0.7Ge0.3-S and 
Si/Si0.7Ge0.3-C. The devices in second group have a Si/SiGe heterojunction 
starting at the same point in the channel and maximum Ge mole fraction in SiGe 
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Figure 5.17. The drive current of the investigated devices at Vd = 1.0V and        
Vg-Vt=-1.0V. 
In Fig. 5.18 we found the source barrier of Si/Si0.7Ge0.3-C is much lower 
than other devices in this group, which induces highest carrier concentration (Fig. 
5.19) in channel. Also a velocity peak at the heterojunction is easily recognized in 
Fig 5.20. Although the average velocity at the rest of channel is the lowest in this 
group, the drain current is still the highest due to the high carrier concentration. 
The high barrier at the source junction of Si/Si0.7Ge0.3-S makes the lowest hole 
concentration in the channel. So this device has lowest drive current. The other 
interesting comparison is made between unstrained Si and CS-Si0.7Ge0.3. Fig. 5.18 
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shows the higher source barrier in CS-Si0.7Ge0.3 that causes lower hole 
concentration in channel. Also we found the average velocity is lower than that of 
unstrained Si device, which is in consistent with the lower effective mobility in 
high normal field region (Fig. 5.13) and lower high-field velocity in CS-SiGe 
(Fig. 5.11). Thus, in that design the CS-Si0.7Ge0.3 has lower drain current.  
Among the devices in the second category, the Si/Si0.7Ge0.3-C and 
Si/Si0.7Ge0.3-C-lin has the same barrier height in the source region (Fig. 5.21) that 
induces the same hole concentration in the channel (Fig. 5.22). The high velocity 
peak (Fig. 5.23) at the heterojunction in Si/Si0.7Ge0.3-C makes higher velocity 
injection than in Si/Si0.7Ge0.3-C-lin and corresponding higher drive current, 
although the average velocity is lower in the rest of channel induced by lower 
lateral field. The device with step-like low-energy band offsets, Si/Si0.7Ge0.3-C-st, 
has higher barrier in source region. So it has the lowest hole concentration in this 







Figure 5.18. Electrostatic potentials at channel and oxide interface along channel 
direction with Vg-Vt=-1.0V and Vd=-1.0V. 
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Figure 5.19. Carrier concentrations at channel and oxide interface along channel 














Figure 5.21. Electrostatic potentials at channel and oxide interface along channel 
direction with Vg-Vt=-1.0V and Vd=-1.0V. 
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Figure 5.22. Carrier concentrations at channel and oxide interface along channel 
direction with Vg-Vt=-1.0V and Vd=-1.0V. 
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Figure 5.23. Integrated average velocities along channel direction with              





CHAPTER SIX  
Conclusions and Recommendations 
6.1 CONCLUSIONS 
A new full-band multi-material Si-based Monte Carlo simulation code has 
been developed to deep submicron Si-based heterostructure devices. The tool has 
high flexibility and generality on material type and profiles in the devices. The 
code provides the simulation ability for both electron and hole. The transport and 
phonon scattering treatment are full band. The code has been calibrated using 
unstrained Si data. Also it provides a good framework for further modification 
and development.  
We employ the full-band Monte Carlo simulation tool to investigate the 
material properties of orthorhombic strained Si. It provides higher low-field 
mobility compared with bulk Si. Also this material can be easily fabricated with 
high quality compared with conventional strained Si grown on relaxed SiGe alloy. 
Material properties of conventional tensilely-strained (TS) Si and compressively-
strained (CS) SiGe have been investigated with Monte Carlo simulation. TS Si 
and CS-SiGe demonstrate higher low-field mobility for electrons and holes, 
respectively. In device simulations preliminary work has been done on TS Si 
nMOSFETs and pMOSFET with Si/CS-SiGe heterojunction. nMOSFET with TS-
Si as channel shows higher drain current than a Si device. The pMOSFET with 
Si/CS-SiGe heterostructure shows interesting but complicated phenomena. 
Further investigation and clarification are needed. 
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6.2 RECOMMENDATIONS 
6.2.1 Code developments 
The scattering table used in current version of Monte Carlo code is energy 
dependent. Strictly speaking it should be momentum dependent, although we 
prove that the approximation is still valid in strained material. For the sake of be 
greater accuracy, the scattering rate can be modified to momentum dependent. 
Also some of the scattering mechanisms, e.g. impurity scattering, are still 
analytical. It can be modified to full-band style to make the code completely full 
band. The scattering treatments can be further calibrated with data. Further 
carrier-carrier scattering should be implemented for future applications to 
dramatically scaled devices.  
The current treatment of quantum confinement in the inversion layer is 
calibrated for electron transport in bulk Si only. The hole version is needed and 
the quantum confinement effect on scattering in that layer should also be take into 
account. Tunneling through heterojunctions is treated by Feynman’s “effective 
potential” approach. The best one should be transfer matrix method, but it 
requires too much computation time. Effective potential method needs further 
calibration and test based on the transfer matrix method. 
The contact treatment in hole simulation in current version is still not 
satisfactory. There is always around 40meV potential drop at the boundary of 
contact and semiconductor. The reason for that is not clear. More work is needed 
on that aspect. 
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6.2.2 Device simulation 
In this work we did some preliminary work on device simulation of 
strained Si and strained SiGe device to demonstrate the capability of the code. 
More work is needed on these kinds of devices. For strained Si nMOSFET a 
threshold voltage study is needed to make a fair comparison with bulk Si devices. 
Also there are already lot of experimental data on these kinds of devices. So the 
comparison and calibration (specifically the surface roughness scattering in 
strained Si devices) can be done. For strained SiGe devices the role of surface 
roughness scattering, extraction of threshold voltage and  threshold voltage 
change with SiGe devices, especially devices with Si/SiGe heterojunction, should 
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