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ABSTRACT
Visual saliency computation is about detecting and understanding salient regions
and elements in a visual scene. Algorithms for visual saliency computation can give
clues to where people will look in images, what objects are visually prominent in
a scene, etc. Such algorithms could be useful in a wide range of applications in
computer vision and graphics. In this thesis, we study the following visual saliency
computation problems. 1) Eye Fixation Prediction. Eye fixation prediction aims
to predict where people look in a visual scene. For this problem, we propose a
Boolean Map Saliency (BMS) model which leverages the global surroundedness cue
using a Boolean map representation. We draw a theoretic connection between BMS
and the Minimum Barrier Distance (MBD) transform to provide insight into our
algorithm. Experiment results show that BMS compares favorably with state-of-the-
art methods on seven benchmark datasets. 2) Salient Region Detection. Salient
region detection entails computing a saliency map that highlights the regions of dom-
inant objects in a scene. We propose a salient region detection method based on the
Minimum Barrier Distance (MBD) transform. We present a fast approximate MBD
transform algorithm with an error bound analysis. Powered by this fast MBD trans-
form algorithm, our method can run at about 80 FPS and achieve state-of-the-art
vi
performance on four benchmark datasets. 3) Salient Object Detection. Salient
object detection targets at localizing each salient object instance in an image. We
propose a method using a Convolutional Neural Network (CNN) model for proposal
generation and a novel subset optimization formulation for bounding box filtering.
In experiments, our subset optimization formulation consistently outperforms heuris-
tic bounding box filtering baselines, such as Non-maximum Suppression, and our
method substantially outperforms previous methods on three challenging datasets.
4) Salient Object Subitizing. We propose a new visual saliency computation task,
called Salient Object Subitizing, which is to predict the existence and the number
of salient objects in an image using holistic cues. To this end, we present an image
dataset of about 14K everyday images which are annotated using an online crowd-
sourcing marketplace. We show that an end-to-end trained CNN subitizing model
can achieve promising performance without requiring any localization process. A
method is proposed to further improve the training of the CNN subitizing model by
leveraging synthetic images. 5) Top-down Saliency Detection. Unlike the afore-
mentioned tasks, top-down saliency detection entails generating task-specific saliency
maps. We propose a weakly supervised top-down saliency detection approach by
modeling the top-down attention of a CNN image classifier. We propose Excitation
Backprop and the concept of contrastive attention to generate highly discriminative
top-down saliency maps. Our top-down saliency detection method achieves superior
performance in weakly supervised localization tasks on challenging datasets. The
usefulness of our method is further validated in the text-to-region association task,
where our method provides state-of-the-art performance using only weakly labeled
web images for training.
vii
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Chapter 1
Introduction
Visual saliency computation is about detecting and understanding pertinent regions
and elements in a visual scene. Given limited computational resources, the human
visual system relies on saliency computation to quickly grasp important information
from the excessive input from the visual world [216]. Modeling visual saliency com-
putation can help computer vision systems to filter out irrelevant information and
thus make them fast and smart. For example, saliency detection methods have been
proposed to predict where people look [99], delineate between foreground regions and
the background [1], and localize dominant objects in images [126]. These techniques
have been used in many computer vision applications, e.g. image segmentation [81],
object recognition [172], visual tracking [132], gaze estimation [193], action recogni-
tion [139], and so on.
1.1 Problems of Visual Saliency Computation
In this thesis, we study a series of problems of visual saliency computation that range
from low-level saliency detection to high-level salient object detection and scene
understanding. In the following, we will describe these problems, discuss existing
challenges and introduce our approaches to these problems.
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Figure 1.1: (a) A sample image from the DUT-Omron dataset [221]. (b) The ground
truth for eye fixation prediction. Each white spot on the map is an eye fixation
position of some participant in the free-viewing experiment. (c) The saliency map
by an state-of-the-art method for eye fixation prediction [74]. (d) The ground truth
for salient region detection. (e) The saliency map by an state-of-the-art method for
salient object detection [96].
1.1.1 Eye Fixation Prediction
Eye fixation prediction aims to compute a saliency map that topographically rep-
resents humans’ attentional priority when they freely view a given image. Predict-
ing human eye fixation is useful in applications related to human-computer inter-
action and graphics, e.g. gaze estimation [193], eye tracker calibration [192], non-
photorealistic rendering [56], stereoscopic disparity manipulations [104], image re-
targeting [167], photo quality assessment [146], etc. Other computer vision tasks
such as action recognition, tracking and object detection can also benefit from this
task by analyzing relevant regions indicated by human eye fixation [132, 139, 172].
To evaluate the success of an eye fixation prediction method, free-viewing eye fix-
ation data are collected using eye trackers to assess the accuracy of saliency maps
(see Fig. 1.1 (a) and (b)).
A majority of existing eye fixation prediction models are based on the contrast
and the rarity properties of local image patches, e.g. [91, 25, 19]. However, these local
3image properties have limited ability to model some global perceptual phenomena
[109] known to be relevant to the deployment of visual attention. One such global
perception mechanism is figure-ground segregation. Several factors are likely to in-
fluence figure-ground segregation, e.g. size, surroundedness, convexity and symmetry
[149]. In the first part of this thesis, we explore the utility of the surroundedness cue
for eye fixation detection. The essence of surroundedness is the enclosure topological
relationship between different visual components. This kind of topological relation-
ship is invariant under homeomorphisms; thus it is a quite fundamental property of
a scene, regardless of the scale or the shape of the visual content.
To demonstrate the strength of the surroundedness cue for eye fixation detec-
tion, we propose a simple, training-free and computationally efficient Boolean Map
Saliency model (BMS). In our formulation, an image is characterized by a set of
randomly sampled Boolean maps. For each Boolean map, an attention map is effi-
ciently computed using binary image processing techniques to activate regions with
closed outer contours. Then, attention maps are averaged into a mean attention
map, which is further post-processed to suit the purpose of eye fixation prediction.
Despite its simplicity, BMS consistently achieves state-of-the-art performance across
all the testing datasets. Regarding the efficiency, BMS can be configured to run at
about 100 FPS with only a little drop in performance, which makes it quite suitable
for many time-critical applications.
To provide insight into why and how BMS can capture the surroundedness cue
via Boolean maps, we draw a connection between BMS and the Minimum Barrier
Distance (MBD) [190]. We prove that BMS is able to approximate the MBD of
each pixel to the image border. Thus, BMS shares the desirable properties of MBD
discovered in [190, 48], thereby guaranteeing that the surroundedness cue is properly
4captured by BMS in a robust way.
1.1.2 Salient Region Detection
The goal of salient region detection is to compute a saliency map that highlights the
overall region of dominant objects in a scene. This task is different from eye fixation
prediction in that it requires the saliency map to uniformly highlight the regions
of dominant objects with precise object boundary details. Without any prior infor-
mation about object categories, salient region detection methods can automatically
generate saliency maps to extract dominant objects, and thus this task is useful for
automatic image segmentation [40] and photo editing applications [38, 88, 45]. In
experiments, human-annotated foreground masks are used to evaluate saliency maps
(see Fig. 1.1 (d) and (e)).
Due to the emerging applications on mobile devices and large scale datasets, a
desirable salient region detection method should not only output high quality saliency
maps, but should also be highly computationally efficient. In the second part of this
thesis, we address both the quality and speed challenges for salient region detection.
The Image Boundary Connectivity Cue, which assumes that background regions
are usually connected to the image borders, is shown to be effective for salient region
detection [241, 213, 230, 221]. To leverage this cue, previous methods, geodesic-
distance-based [213, 241] or diffusion-based [96, 221], rely on a region abstraction
step to extract superpixels. The superpixel representation helps remove irrelevant
images details, and/or makes these models computationally feasible. However, this
region abstraction step also becomes a speed bottleneck for this type of methods.
To boost the speed, we propose a method to exploit the image boundary connec-
tivity cue without region abstraction. Inspired by the connection between our BMS
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Figure 1.2: Example results of our salient object detection method. Our salient
object detection method aims to generate a highly reduced set of detection windows
(shown in the bottom row) that localize each salient object in an image. Note that
for the input image in the right column, where no dominant object exists, our method
does not output any detection window.
eye fixation prediction method and the Minimum Barrier Distance (MBD) [190, 48]
(see Sec. 1.1.1), we use the MBD [190, 48] to measure a pixel’s connectivity to the
image boundary. Compared with the widely used geodesic distance, the MBD is
much more robust to pixel value fluctuation. Since the exact algorithm for the MBD
transform is not very efficient, we present FastMBD, a fast raster-scanning algorithm
for the MBD transform, which provides a good approximation of the MBD transform
in milliseconds, being two orders of magnitude faster than the exact algorithm [48].
The proposed salient region detection method runs at about 80 FPS using a single
thread, and achieves comparable or better performance than the leading methods on
four benchmark datasets. Compared with methods with similar speed, our method
gives significantly better performance.
1.1.3 Salient Object Detection
Detecting generic salient objects in unconstrained images, which may contain mul-
tiple salient objects or no salient object, is a challenging problem (see examples in
6Fig. 1.2). Solving this problem entails generating a compact set of detection win-
dows that matches the number and the locations of salient objects. Detecting each
salient object (or reporting that no salient object is present) can be very helpful in
the weakly supervised or unsupervised learning scenario [39, 102, 240], where object
appearance models are to be learned with no instance level annotation.
Many previous methods [1, 42, 180, 127, 97, 18] only solve the task of salient region
detection, i.e. generating a dense foreground mask (saliency map). These methods do
not individuate each object. In contrast, we present a salient object detection system
that directly outputs a compact set of detections windows for an unconstrained
image. Our system leverages the high expressiveness of a Convolutional Neural
Network (CNN) model to generate a set of scored salient object proposals for an
image. Inspired by the attention-based mechanisms of [115, 10, 141], we propose
an Adaptive Region Sampling method to make our CNN model “look closer” at
promising images regions, which substantially increases the detection rate. The
obtained proposals are then filtered to produce a compact detection set.
A key difference between salient object detection and object class detection is
that saliency greatly depends on the surrounding context. Therefore, the salient
object proposal scores estimated on local image regions can be inconsistent with
the ones estimated on the global scale. This intrinsic property of saliency detection
makes our proposal filtering process very challenging. Using the common greedy
Non-maximum Suppression (NMS) method often leads to suboptimal results for our
proposals. To attack this problem, we propose a subset optimization formulation
based on the Maximum a Posteriori (MAP) principle, which jointly optimizes the
number and the locations of detection windows. The effectiveness of our optimization
formulation is validated on three benchmark datasets, where our formulation attains
7about 15% relative improvement in Average Precision (AP) over the NMS approach.
Moreover, our method also attains about 15-35% relative improvement in AP over
previous methods on these datasets.
1.1.4 Salient Object Subitizing
In the fourth part of this thesis, we propose a new problem of visual saliency compu-
tation, called Salient Object Subitizing (SOS), which is to predict the existence and
the number of salient objects in an image using holistic cues. This task is inspired by
humans’ subitizing ability to quickly and accurately tell the number of items within
the subitizing range (1-4) [103]. Because the appearance and size of salient objects
can vary dramatically from category to category, and from image to image, the SOS
problem poses very different challenges than traditional object counting problems
[144, 4].
Knowing the existence and the number of salient objects without the expensive
detection process can enable a machine vision system to select different processing
pipelines at an early stage, making the vision system more intelligent and reducing
computational cost. Furthermore, differentiating between scenes with zero, a single
and multiple salient objects can also facilitate applications like image retrieval, iconic
image detection [17], image thumbnailing [46], robot vision [174], egocentric video
summarization [117], snap point prediction [218], etc.
To study the SOS problem, we present a salient object subitizing image dataset
of about 14K everyday images. The number of salient objects in each image was
annotated by Amazon Mechanical Turk (AMT) workers. The resulting annotations
from the AMT workers were analyzed in a more controlled offline setting; this analysis
showed a high inter-subject consistency in subitizing salient objects in the collected
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Figure 1.3: Sample images of the proposed SOS dataset. We collected about 14K
everyday images, and use Amazon Mechanical Turk (AMT) to annotate the number
of salient object of each image. The consolidated annotation is shown on the top of
each image group. These images cover a wide range of content and object categories.
images. Sample images of the SOS dataset are shown in Fig. 1.3.
We formulate the SOS problem as an image classification task, and aim to de-
velop a method to quickly and accurately predict the existence and the number of
generic salient objects in everyday images. We propose to use an end-to-end trained
Convolutional Neural Network (CNN) model for our task, and show that an imple-
mentation of our method achieves very promising performance. In particular, the
CNN-based subitizing model can approach human performance in identifying im-
ages with no salient object and with a single salient object. To further improve the
training of the CNN SOS model, we propose a method to leverage synthetic images.
Moreover, we demonstrate the application of our CNN-based SOS method in salient
object detection and image retrieval.
1.1.5 Top-down Saliency Detection
In many applications such as object localization, detection and segmentation, top-
down task-driven saliency can be more useful than bottom-up saliency. Many pre-
vious top-down saliency models [222, 73, 101] require manually annotated object
category masks for the training images, which are expensive to collect. Moreover,
the model training and the data annotation are difficult to scale up with the number
9of object categories. In the fifth part of this thesis, we propose a weakly-supervised
approach to top-down saliency detection by modeling the top-down attention of a
CNN image classifier.
Inspired by the Selective Tuning model [204], we formulate the top-down atten-
tion of a CNN classifier as a probabilistic Winner-Take-All (WTA) process. The
probabilistic WTA formulation is realized by a novel backpropagation scheme, called
Excitation Backprop, which integrates both top-down and bottom-up information
and computes the winning probability of each neuron in an efficient layer-wise man-
ner. Interpretable attention maps can be generated by Excitation Backprop at each
intermediate convolutional layer, thus avoiding the need to perform a complete back-
ward sweep. Based on the probabilistic WTA formulation, we further introduce the
concept of contrastive top-down attention, which captures the differential effect be-
tween a pair of contrastive top-down signals. The contrastive top-down attention can
significantly improve the discriminativeness of attention maps for cluttered scenes.
Our top-down attention model for CNN classifiers provides substantially better
performance in weakly supervised localization tasks than previous techniques for
CNN visualization and saliency computations [181, 226, 27, 238, 11]. We further
explore the scalability of our top-down attention model for localizing a large number
of visual concepts. For this purpose, we train a CNN tag classifier on 6M web
images collected from a commercial stock image website1. These images come with
user tags, which cover a wide range of concepts, including objects, scenes, body
parts, attributes, activities, and abstract concepts (e.g. holiday). The CNN tag
classifier is trained to predict ∼18K tags only using the multi-label classification
objective function. However, by leveraging the top-down attention model, our image
1https://stock.adobe.com/
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Figure 1.4: A CNN classifier’s top-down attention maps generated by our Excitation
Backprop can localize common object categories, e.g. chair and glass, as well
as fine-grained categories like boy, man and woman in this example image, which
is resized to 224×244 for our method. The classifier in this example is trained to
predict ∼18K tags using only weakly labeled web images. Visualizing the classifier’s
top-down attention can also help interpret what has been learned by the classifier.
For couple, we can tell that our classifier uses the two adults in the image as the
evidence, while for father, it mostly concentrates on the child. This indicates that
the classifier’s understanding of father may strongly relate to the presence of a
child.
tag classifier can be used to localize a variety of visual concepts. Moreover, our
method can also help to understand what has been learned by our tag classifier.
Some examples are shown in Fig. 1.4.
The performance of our method is also evaluated on the challenging Flickr30k
Entities dataset [158]. Without using a language model or any localization supervi-
sion, our top-down attention based approach achieves competitive phrase-to-region
performance against a state-of-the-art fully-supervised method [158].
1.2 Contributions
In this thesis, we propose novel solutions, theoretic algorithmic analyses and new
problems for visual saliency computation. Our contributions are summarized as
follows.
• We propose a novel eye fixation prediction model, Boolean Map Saliency (BMS),
which leverages the global surroundedness cue via a Boolean map representa-
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tion. BMS is advantageous in terms of both speed and accuracy compared
with state-of-the-art methods. We provide insight into BMS by showing the
connection between BMS and the Minimum Barrier Distance.
• We propose a salient region detection algorithm based on an approximate MBD
transform algorithm, FastMBD, which is 100X faster than the exact algorithm.
Our salient region detention method achieves state-of-the-art performance at
a substantially reduced computational cost. Moreover, we present a theoretic
error bound analysis for the FastMBD algorithm.
• We present a salient object detection method that outputs high quality detec-
tion windows for unconstrained images. A novel MAP-based subset optimiza-
tion formulation is proposed for filtering bounding box proposals. We achieve
significant improvement over the state-of-the-art methods on three challenging
benchmark datasets.
• We formulate the Salient Object Subitizing (SOS) problem, which aims to
predict the number of salient objects in an image without resorting to any
object localization process. A large-scale image dataset is collected for studying
the SOS problem and benchmarking SOS models. We present a CNN-based
method for SOS, and propose to use synthetic images to improve the learned
CNN model. Moreover, we demonstrate applications of the SOS method in
salient object detection and image retrieval.
• We propose a top-down attention model for CNN classifiers based on a proba-
bilistic Winner-Take-All process using a novel Excitation Backprop scheme. A
contrastive top-down attention formulation is also proposed for enhancing the
discriminativeness of attention maps. Moreover, we conduct a large scale em-
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pirical exploration of weakly supervised text-to-region association by leveraging
our top-down neural attention model.
1.3 Roadmap of Thesis
The rest of the thesis is organized as follows:
Chapter 2: Related Work
This chapter reviews related works for eye fixation prediction, salient region de-
tection, salient object detection, salient object subitizing and top-down saliency
detection.
Chapter 3: Saliency Detection: A Boolean Map Approach
This chapter describes our Boolean Map based Saliency (BMS) detection method
for eye fixation prediction. We first present an overview of the formulation of
BMS. Given an image, the BMS model first represents the image by a set of
Boolean maps, and then detects surrounded regions on the Boolean maps to
compute activation maps. After normalization, the activation maps are aver-
aged to generate the final saliency map. After each part of the formulation is
described in detail, we provide a theoretic connection between BMS and the
Minimum Barrier Distance (MBD) transform. We show that BMS captures
the MBD of each pixel to the image boundary region. Finally, we conduct
experiments to evaluate and analyse our BMS model. We show that BMS
achieves state-of-the-art performance on seven eye tracking datasets. Further-
more, BMS can run at about 100 FPS with only a slight drop in performance.
Chapter 4: Minimum Barrier Salient Region Detection
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This chapter presents our minimum barrier salient region detection method.
We start with some preliminaries of the MBD transform, and then propose
fastMBD, a fast iterative approximate MBD transform algorithm. Furthermore,
we show a theoretic error bound analysis and prove that fastMBD approaches
the exact algorithm in an asymptotic sense. We also empirically verify that
fastMBD can achieve satisfying approximation accuracy in a couple of iterations
in practice. Based on fastMBD, we propose a salient region detection method
that combines the image boundary connectivity cue and the backgroundness
cue. Finally, we evaluate the speed and accuracy of our salient region detection
method. Our method compares favorably with state-of-the-art methods, while
being at least one order of magnitude faster.
Chapter 5: Unconstrained Salient Object Detection
This chapter describes our unconstrained salient object detection method. We
first propose the MAP-based framework for bounding box filtering. Then, we
delve into details of each component in our formulation. Our bounding box
formulation aims to cluster bounding boxes and select a representative bound-
ing box as output from each cluster. Our formulation jointly considers the
confidence scores and the spatial relationships of bounding boxes, and it favors
a reduced detection window set. We propose to solve our objective function
using a greedy algorithm. After that, we describe our CNN-based salient object
proposal generation model. We propose an adaptive region sampling scheme
to enhance the proposal generation performance. Our experiment results val-
idate the benefits of our MAP-based bounding box filtering formulation on
three salient object detection datasets. Our full system also significantly out-
performs previous methods. Extensive component analysis is provided at the
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end of the chapter.
Chapter 6: Salient Object Subitizing
This chapter describes a new problem, Salient Object Subitizing (SOS), the
collection of a large-scale SOS image dataset, and our proposed CNN-based
subitizing method. We first provide details about the data collection and an-
notation for the SOS dataset. We collected about 14K images, which were
annotated by Mechanical Turk workers. Then, we conduct a controlled offline
experiment to validate human annotation consistency for our collected images.
After that, we present the CNN subtizing model and a method to leverage
synthetic images for model training. In experiments, we compare our CNN
subitizing model with several baselines and our model gives significant better
performance. More analyses are provided to validate the usage of the synthetic
images and the generalizability of our model. In particular, we visualize the
learned CNN features and quantitatively evaluate how well our model general-
izes to unseen categories. Finally, we demonstrate two applications of our CNN
subitizing model in salient object detection and image retrieval. We show that
our CNN subitizing model can improve the performance of our unconstrained
salient object detection method, and can be used for image search with object
number constraints.
Chapter 7: Top-down Neural Attention by Excitation Backprop
This section presents our top-down neural attention model for modern CNNs
using Excitation Backprop. Inspired by the Selective Tuning attention model,
we propose a probabilistic Winner-Take-All (WTA) formulation for localizing
task-relevant network neurons. We also discuss the connection between our
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formulation and the absorbing Markov Chain process. Our formulation can be
efficiently implemented via our novel Excitation Backprop scheme. Then, we
introduce the idea of contrastive attention to enhance the discriminativeness of
the generated attention maps. Implementation details of Excitation Backprop
for common CNN layers are described. In the experiments, we devise a pointing
game to compare different methods in weakly supervised localization. We show
our method attains significantly better performance. Our method also provides
competitive performance on another weakly supervised localization setting.
Finally, we demonstrate the scalability of our method by training a CNN image
tag classifier for about 18K tags using web images. By leveraging our top-
down neural attention model, we achieve promising results on a challenging
phrase localization dataset without using a language model or any bounding
box annotation.
Chapter 8: Conclusions and Future Work
This chapter summarizes our contributions and discusses the strengths and lim-
itations of each proposed method. Some future directions and open problems
are presented in the end.
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Chapter 2
Related Work
In this chapter, we review related areas for each of our visual saliency computation
problems.
2.1 Eye Fixation Prediction
There have been many eye fixation models based on a variety of principles and
assumptions. We review some typical approaches to this problem.
Rarity/contrast based models. A majority of the previous eye fixation mod-
els use center-surround contrast or image statistics to identify salient patches that are
complex (local complexity/contrast) or rare in their appearance (rarity/improbability).
Center-surround contrast is used by [91, 178, 199, 64] for eye fixation prediction.
The contrast and rarity of an image region are also widely exploited for eye fixation
prediction via information theoretic models [25, 235], Bayesian probabilistic models
[90], graphical models [83], color co-occurrence histogram [128] and feature vector
differences [74, 63, 35].
Spectral analysis models. Another family of eye fixation prediction models is
based on spectral domain analysis [87, 86, 175, 120]. In [120] it is argued that some
previous spectral analysis based methods are equivalent to a local gradient operator
plus Gaussian blurring, and thus cannot detect large salient regions very well. To
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overcome this limitation, a method based on spectral scale-space analysis is proposed
by [120].
Learning based models. Some models employ machine learning to learn eye
fixation patterns. Kienzel et al. [106] learn a kernel support vector machine (SVM)
based on eye tracking data. Judd et al. [99] train an SVM using a combination of low,
middle and high level features. In [209, 114], Convolutional Neural Network models
are leveraged for eye fixation prediction. A linear weighting function is learned by
[82] to combine different types of eye fixation models.
Unlike the previous approaches, our proposed BMS formulation does not rely on
center-surround filtering, statistical analysis of features, spectral transforms, off-line
learning, or multi-scale processing. Instead, it makes use of simple image processing
operations to leverage the topological structural cue, which is scale-invariant and
known to have a strong influence on visual attention [216, 37].
2.2 Salient Region Detection
While eye fixation prediction methods often generate highly sparse saliency maps,
salient region detection aims at uniformly highlighting the salient object regions with
well defined boundaries. We review several typical approached to this problem.
Rarity/contrast based models. Similar to eye fixation prediction methods,
many salient region detection methods are based on the rarity/contrast cue [42,
137, 220, 153, 43]. To uniformly highlight the object regions, these methods also
leverage other priors, e.g. region uniformity, spatial compactness and centeredness.
Because these methods are effective at detecting object regions with distinct color
or appearance from the background, but cannot well detect low contrast foreground
regions.
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Boundary prior based models. The image boundary prior has been used for
salient region detection, assuming that most image boundary regions are background.
Salient regions can be inferred by their dissimilarity in appearance [121, 96, 127], or
their connectivity [241, 213, 230] with respect to the image boundary regions. These
methods often jointly consider the geometric property and the appearance contrast,
and thus can better handle foreground regions with complex appearance when the
boundary assumptions hold.
Learning based models. Some recent methods [97, 123, 127, 236] have at-
tained superior performance by using machine learning techniques. These data-
driven methods are able to handle challenging scenarios where learning-free methods
fail. However, they require off-line training with fully annotated images, which can
be expensive to get. Many of these methods use complex region-level features based
on object proposal generation and Convolutional Neural Networks. Therefore, these
methods are often much slower than the training-free methods.
2.3 Salient Object Detection
Few attempts have been made in detecting each individual salient object in uncon-
strained images. Therefore, we review several most relevant areas.
Salient region detection. Salient region detection aims at generating a dense
foreground mask (saliency map) that separates salient objects from the background
of an image [1, 42, 180, 220, 97]. Some methods can detect regions of multiple salient
objects [133, 123]. However, these methods do not separate each object.
Salient object localization. Given a saliency map, some methods find the best
detection window based on heuristics [126, 207, 194, 130]. Various segmentation
techniques are also used to generate binary foreground masks to facilitate object
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localization [126, 136, 78, 129]. A learning-based regression approach is proposed in
[212] to predict a bounding box for an image. Most of these methods critically rely
on the assumption that there is only one salient object in an image. In [126, 129],
it is demonstrated that segmentation-based methods can localize multiple objects in
some cases by tweaking certain parts in their formulation, but they lack a principled
way to handle general scenarios.
Predicting the existence of salient objects. Existing salient object/region
detection methods tend to produce undesirable results on images that contain no
dominant salient object [212, 18]. In [212, 174], a binary classifier is trained to
detect the existence of salient objects before object localization. In [229], a salient
object subitizing model is proposed to suppress the detections on background images
that contain no salient object. While all these methods use a separately trained
background image detector, we provide a unified solution to the problems of Existence
and Localization through our subset optimization formulation.
Object proposal generation. Object proposal methods [2, 32, 242, 206, 6, 44]
usually generate hundreds or thousands of proposal windows in order to yield a high
recall rate. While they can lead to substantial speed-ups over sliding window ap-
proaches for object detection, these proposal methods are not optimized for localizing
salient objects. Some methods [184, 72] generate a ranked list of proposals for salient
objects in an image, and can yield accurate localization using only the top few pro-
posals. However, these methods do not aim to produce a compact set of detection
windows that exactly match the ground-truth objects.
2.4 Salient Object Subitizing
For this new computer vision task, we review the following closely related areas.
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Salient object detection. Ideally, if a salient object detection method can well
localize each salient object, then the number of objects can be simply inferred by
counting the detection windows. However, many existing salient object detection
methods assume the existence of salient objects, and they are mainly tested and
optimized for images that contain a single dominant object, as observed in [123,
21]. Therefore, salient object detection methods often generate undesirable results
on background images, and are prone to fail on images with multiple objects and
complex background. Recently, [234] proposed a salient object detection method for
unconstrained images. Although this method can handle complex images to some
extent, we will show that the counting-by-detection approach is less effective than
our subitizing method in predicting the number of salient objects.
Detecting the existence of salient objects. Only a few works address the
problem of detecting the existence of salient objects in an image. [212] use a global
feature based on several saliency maps to determine the existence of salient objects
in thumbnail images. Their method assumes that an image either contains a single
salient object or none. [174] use saliency histogram features to detect the existence
of interesting objects for robot vision. It is worth noting that the testing images
handled by the methods of [212] and [174] are substantially simplified compared to
ours, and these methods cannot predict the number of salient objects.
Automated object counting. There is a large body of literature about auto-
mated object counting based on density estimation [119, 8], object detection/segmentation
[191, 144, 4] and regression [30, 31]. While automated object counting methods are
often designed for crowded scenes with many objects to count, the SOS problem
aims to discriminate between images with 0, 1, 2, 3 and 4+ dominant objects. More-
over, automated object counting usually focuses on a specific object category (e.g.
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people and cells), and assumes that the target objects have similar appearances and
sizes in the testing scenario. On the contrary, the SOS problem addresses category-
independent inference of the number of salient objects. The appearance and size of
salient objects can vary dramatically from category to category, and from image to
image, which poses a very different challenge than the traditional object counting
problem.
Modeling visual numerosity. Some researchers exploit deep neural network
models to analyze the emergence of visual numerosity in human and animals [189,
243]. In these works, abstract binary patterns are used as training data, and the re-
searchers study how the deep neural network model captures the number sense during
either unsupervised or supervised learning. Our work looks at a more application-
oriented problem, and targets at inferring the number of salient objects in natural
images.
2.5 Top-down Saliency Detection
We propose a top-down saliency detection method by modeling a CNN classifier’s
top-down attention. Unlike traditional top-down saliency detection method based
on hand-crafted features and fully supervised training [222, 101], our approach is
weakly supervised by leveraging modern CNN classifiers and is related to biologically
inspired computational attention theories. We review the following closely related
areas.
Top-down attention models for human visual system. There is a rich
literature about modeling the top-down influences on selective attention in the human
visual system (see [13] for a review). It is hypothesized that top-down factors like
knowledge, expectations and behavioral goals can affect the feature and location
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expectancy in visual processing [215, 202, 108, 61], and bias the competition among
the neurons [161, 204, 61, 60, 16]. Our attention model is related to the Selective
Tuning model of [204], which proposes a biologically inspired attention model using
a top-down WTA inference process.
Grounding CNN’s predictions. Various methods have been proposed to lo-
calize regions that may be relevant to a CNN’s prediction [181, 226, 27, 238, 237, 11].
In [181, 226, 187], error backpropagation based methods are used for visualizing rel-
evant regions for a predicted class or the activation of a hidden neuron. Recently, a
layer-wise relevance backpropagation method is proposed by [11] to provide a pixel-
level explanation of CNNs’ classification decisions. Cao et al. [27] propose a feedback
CNN architecture for capturing the top-down attention mechanism that can success-
fully identify task relevant regions. In [237], it is shown that replacing fully-connected
layers with an average pooling layer can help generate coarse class activation maps
that highlight task relevant regions. Unlike these previous methods, our top-down
attention model is based on the WTA principle, and has an interpretable probabilis-
tic formulation. Our method is also conceptually simpler than [27, 237] as we do not
require modifying a network’s architecture or additional training. The ultimate goal
of our method goes beyond visualization and explanation of a classifier’s decision
[226, 187, 11], as we aim to maneuver CNNs’ top-down attention to generate highly
discriminative attention maps for the benefits of localization.
Attention mechanisms for recurrent neural networks. Attention mecha-
nisms have been employed in recurrent neural network models for applications like
image classification [142], machine translation [12] and image caption generation
[219]. Attention mechanisms can make the network models selectively attend to
relevant parts of the input for a task. In [219], a recurrent attention mechanism
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is used to highlight the important regions for generating words for image caption-
ing. Unlike our problem, this work targets at modeling the attention mechanism
for inference, and it requires specific model design and model training to learn the
attention model. Moreover, this method can only passively generate attention maps
to explain the predicted words, and it lacks a way to explicitly control the generation
of top-down attention maps for designated words.
Weakly supervised localization by CNN. Training CNNs to localize objects
or visual concepts by weak supervision has been studied by [147, 151, 150, 157,
69]. In [147, 69, 157], a CNN model is transformed into a fully convolutional net
to perform efficient sliding window inference, and then Multiple Instance Learning
(MIL) is integrated in the training process through various pooling methods over
the confidence score map. Due to the large receptive field and stride of the output
layer, the resultant score maps only provide very coarse location information. To
overcome this issue, a variety of strategies, e.g. image re-scaling and shifting, have
been proposed to increase the granularity of the score maps [147, 157, 156]. Image
and object priors are also leveraged to improve the object localization accuracy in
[151, 150, 157].
Compared with weakly supervised localization, the problem setting of our task
is essentially different. We assume a pre-trained deep CNN model is given, which
may not use any dedicated training process or model architecture for the purpose
of localization. Our focus, instead, is to model the top-down attention mechanism
of generic CNN models to produce interpretable and useful task-relevant attention
maps.
Chapter 3
Saliency Detection: A Boolean Map
Approach
In this chapter, we propose a saliency detection model for eye fixation prediction. A
majority of existent saliency models of this type are heavily based on the contrast
and the rarity properties of local image patches, e.g. [91, 25, 19]. However, these
local image properties have limited ability to model some global perceptual phenom-
ena [109] known to be relevant to the deployment of visual attention. One such
global perception mechanism is figure-ground segregation. As Gestalt psychological
studies suggest, figures are more likely to be attended to than background elements
[166, 140] and the figure-ground assignment can occur without focal attention [107].
Neuroscience findings also show that certain responses in monkey and human brains
involved in shape perception are critically dependent on figure-ground assignment
[15, 111], indicating that this process may start early in the visual system.
Several factors are likely to influence figure-ground segregation, e.g. size, sur-
roundedness, convexity and symmetry [149]. In this work, we explore the utility of
the surroundedness cue for saliency detection. The essence of surroundedness is the
enclosure topological relationship between different visual components. This kind of
topological relationship is invariant under homeomorphisms; thus it is a quite funda-
mental property of a scene, regardless of the scale or the shape of the visual content.
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Figure 3.1: (a) Image from the MIT dataset [99] (left) and its eye tracking data
(right). (b) Saliency maps estimated by (from left to right) AIM [25], LG [19] and
our method. AIM and LG measure an image patch’s saliency based on its rarity. Our
method, based on global structural information, is less responsive to the elements in
the background.
It is also worth noting that the topological status of a scene has long been identified
as one of the probable attributes that guide the deployment of visual attention [216].
To demonstrate the strength of the surroundedness cue for saliency detection,
we propose a simple, training-free and computationally efficient Boolean Map based
Saliency model (BMS). In our formulation, an image is characterized by a set of
randomly sampled Boolean maps. For each Boolean map, an attention map is ef-
ficiently computed by binary image processing techniques to activate regions with
closed outer contours. Then attention maps are averaged into a mean attention map,
which is further post-processed to suit the purpose of eye fixation prediction.
Fig. 3.1 shows an example that the surroundedness cue for figure-ground segre-
gation can help in saliency detection. A test image along with eye tracking data is
displayed in Fig. 3.1 (a). The bird in the image is naturally perceived as the fore-
ground and the rest as the background, which is in agreement with the enclosure
relationship between the bird and the sky. The eye fixations are concentrated on
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the bird, corresponding well to this figure-ground assignment. However, without the
awareness of this global structure, rarity based models [25, 19] falsely assign high
saliency values to the boundary area between the trees and the sky, due to the rarity
of high contrast regions in natural images. In contrast, by leveraging the surround-
edness cue for figure-ground segregation, our model is less responsive to the edges
and cluttered areas in the background (Fig. 3.1 (b)).
To provide insight into why and how BMS can capture the surroundedness cue
via Boolean maps, we draw a connection between BMS and the Minimum Barrier
Distance (MBD) [190]. We prove that BMS is able to approximates the MBD of
each pixel to the image border. Thus, BMS shares the desirable properties of MBD
discovered in [190, 48], which guarantees that the surroundedness cue is properly
captured by BMS in a robust way.
BMS is extensively evaluated on seven eye tracking datasets, comparing with 10
state-of-the-art saliency models under two evaluation metrics. Detailed speed perfor-
mance and component analyses are also provided. In our experiments, most of the
competing models critically rely on off-line training or multi-scale processing, while
BMS uses neither of them. Despite its simplicity, BMS consistently achieves state-
of-the-art performance across all the testing datasets. Regarding the efficiency, BMS
can be configured to run at about 100 FPS with only a little drop in performance,
which makes it quite suitable for many time-critical applications.
The contribution of this work is summarized as follows:
• To the best of our knowledge, we show, for the first time, the usefulness of the
surroundedness cue for eye fixation prediction.
• We propose a simple saliency model, BMS, which is advantageous in terms of
both speed and accuracy compared with state-of-the-art methods.
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Figure 3.2: The Pipeline of BMS. An image is first represented by a set of randomly
generated Boolean maps. For each Boolean map, a binary activation map is produced
by suppressing unsurrounded regions. Then a real-valued attention map is obtained
by normalizing the activation map. At last, attention maps are linearly combined.
• We provide insight into BMS by revealing and proving the connection between
BMS and the Minimum Barrier Distance.
3.1 Boolean Map based Saliency
We start with a general description of our basic formulation. We borrow the Boolean
Map concept that was put forward in the Boolean Map Theory of visual attention
[89], where an observer’s momentary conscious awareness of a scene can be repre-
sented by a Boolean Map. We assume that Boolean maps in BMS are generated
by sampling from a distribution function F (B|I) conditioned on the input image
I, and the influence of a Boolean map B on visual attention can be represented by
an Attention Map A(B), which highlights regions on B that attract visual attention.
Then the saliency is modeled by the mean attention map A¯ over randomly generated
Boolean maps:
A¯ =
∫
A(B)dF (B|I), (3.1)
where A¯ can be further post-processed to suit the purpose of eye fixation prediction.
In our formulation, computing the attention map A(B) for a Boolean map requires
two steps: an activation step and a normalization step. In the activation step,
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a Boolean Activation Map M(B) is produced by removing unsurrounded regions
on the Boolean map; in the normalization step, the attention map is computed
by normalizing the activation map to emphasize those rare activated regions. The
pipeline of the computation of the mean attention map is illustrated in Fig. 3.2.
3.1.1 Boolean Map Generation
BMS samples a set of Boolean maps by randomly thresholding the input image’s
feature maps, according to the prior distributions over the feature channels and the
threshold:
Bi = THRESH(φ(I), θ), (3.2)
φ ∼ Fφ, θ ∼ F φθ .
The function THRESH(., θ) assigns 1 to a pixel if its value on the input map is greater
than θ, and 0 otherwise. φ(I) denotes a feature map of I, whose values, without
loss of generality, are assumed to range between 0 to 1. Fφ denotes the prior distri-
bution function for feature channel sampling, and F φθ denotes the prior distribution
function for the threshold sampling on the feature channel φ. Feature channels can
consist of multiple features like color, intensity, depth, motion, etc. In this work, we
demonstrate the proposed formulation in an implementation using only color chan-
nels of images. Note that although feature maps generated by various image filters
are widely used in previous rarity/contrast based saliency models [8], [9], [30], our
preliminary study shows that this feature maps of this type are not suitable for mea-
suring surroundedness in our formulation, because they tend to lose the topological
structure of the scene by only sparsely highlighting certain local patterns (e.g. edges
and corners).
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According to [62, Theorem 2.1], we have the following fact.
Proposition 3.1. Let Fθ be a continuous cumulative distribution function of variable
θ, and U be a random variable with uniform distribution over [0, 1]. Then
P (θ ≤ x) = P (U ≤ Fθ(x)), ∀x ∈ R.
It means that we can get equivalent sampling of Boolean maps from a feature
map φ(I) by first re-mapping the values of φ(I) using F φθ , and then sampling a
threshold from a uniform distribution over [0, 1]. Thus, without loss of generality, we
can always assume that the threshold θ is drawn from a uniform distribution over
[0, 1]. As a result, the distribution of generated Boolean maps is now only dependent
on the specific parametrization of the feature space and the prior distribution for the
feature channel selection.
If we want to further simplify the sampling process by assuming equal impor-
tance of different color channels, i.e. Fφ is uniform, then the color space should have
independent channels and the distance metric on different channels should be com-
parable. Following this intuition, we propose a color whitening step to rectify a color
space before sampling the Boolean maps. Let xi = (x
1
i , x
2
i , x
3
i )
T be the 3-D color
vector of a pixel indexed by i. Given an image, we first compute the color mean and
the color covariance matrix as follows.
x =
1
n
∑
i
xi, (3.3)
Q =
1
n
∑
i
xix
T
i − xxT , (3.4)
where n is number of pixels on the given image. Then we transform the color space
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by
yi = (Q + λI)
− 1
2 · xi, (3.5)
where yi is the color vector in the whitened space. I is the identity matrix and λ
serves as regularization parameter to avoid degeneracy. Note that this whitening
process is not limited to color space, and it can help de-correlate and normalize
feature channels of multiple features such as color, depth, motion, etc. Feature space
whitening has been used for saliency detection in [163, 74], but for a different purpose.
In [163, 74], a pixel’s saliency is directly measured by its distance to the sample mean
in the whitened space.
In summary, to generate Boolean maps for an image, we first do color space
whitening according to Eqns. 3.3, 3.4 and 3.5. Then we simply enumerate the color
channels and sample the threshold θ at a fixed step size δ within the range of that
channel. Note that in the limit, a fixed-step sampling is equivalent to the uniform
sampling.
3.1.2 Attention Map Computation
Given a Boolean map B, BMS computes the attention map A(B) by first activating
the surrounded regions on B, and then normalizing the resultant activation map
M(B) to further emphasize rare regions. We now describe these two steps in detail.
3.1.2.1 Activation
On a Boolean Map B, the pixels are separated into two complementary sets: the
white set C+ := {i : B(i) = 1} and the black set C− := {i : B(i) = 0}, where i
denotes the pixel index and B(i) denotes the Boolean value of pixel i on B. Intuitively,
a white (black) pixel is surrounded iff it is enclosed by the black (white) set, i.e. it
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Sub-Activation Maps
Attention Map
Figure 3.3: The pipeline of the attention map computation. See the text for details.
lies in a hole of the black (white) set. Formally, the surroundedness can be defined
based on a pixel’s connectivity to the image border pixels.
Definition 3.1. On a Boolean Map B, a pixel i is surrounded if there exists no path
in C+ or C− that joins i and any image border pixel.
Here, a path is a sequence of pixels in which any pair of consecutive pixels are
adjacent. On a 2D image, we consider 4-adjacency or 8-adjacency. It follows that a
pixel is surrounded iff it is not in a connected component of C+ or C− that contains
any image border pixels. Therefore, pixels that are not surrounded can be efficiently
masked out by a Flood Fill algorithm using all image border pixels as the seeds. The
resultant activation map M(B) has 1s for all the surrounded pixels and 0s for the
rest.
Moreover, we have the following simple fact.
Proposition 3.2. Let ¬B denote the inversion of a Boolean map B. A pixel is
surrounded in B iff it is surrounded in ¬B, i.e. M(B) equals M(¬B).
Therefore, we do not need to activate the inverted copy of a Boolean map. In
our previous version of BMS [231], activation is done also for the inverted copy of
a Boolean map, because an opening operation was applied before activation, and
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thus the activation maps of a Boolean map and its inverted version could be slightly
different. The opening operation, which we find quite unimportant, is removed from
our improved formulation of BMS.
3.1.2.2 Normalization
The resultant activation maps need to be normalized, so that activation maps with
small concentrated active areas will receive more emphasis. Various normalization
schemes have been proposed in previous works [91, 83]. In BMS, we first split an
activation map M(B) into two sub-activation maps:
M+(B) =M(B) ∧ B, (3.6)
M−(B) =M(B) ∧ ¬B, (3.7)
where ∧(·, ·) is the pixel-wise Boolean conjunction operation. Note that activation
maps are not split in the previous version of BMS [231]. M+(B) and M−(B) rep-
resent the selected and surrounded regions on B and ¬B respectively. An intuitive
interpretation of these sub-activation maps is thatM+(B) activates the surrounded
peaks above the corresponding threshold and M−(B) activates the surrounded val-
leys below it. In this sense, normalization can be regarded as a way to emphasize
the regions of rare topographic features.
After the above steps, BMS uses simple L2-normalization to emphasize attention
maps with small active areas. Compared with L1-normalization, L2-normalization
is less sensitive to activation maps with extremely small active areas, which will
otherwise dominate the fusion process. To further penalize sub-activation maps with
small, scattered active areas, we dilate the sub-activation maps with a kernel of width
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Algorithm 1 A¯ = BMS(I)
1: A¯ ← ZEROS(I.size());
2: do feature space whitening by Eqn. 3.3, 3.4 and 3.5;
3: for all feature maps φk(I) : k = 1, 2 · · ·N do
4: for θ = mini φk(I)(i) : δ : maxi φk(I)(i) do
5: B ← THRESH(φk(I), θ);
6: compute M(B) according to Section 3.1.2.1;
7: compute A(B) according to Eqns. 3.6, 3.7, 3.8 and 3.9;
8: A¯ ← A¯+A(B);
9: end for
10: end for
11: A¯ ← A¯/maxiA(i);
12: return A¯;
ω before normalization. Formally, we have
A◦(B) =M◦(B)⊕Kω : ◦ = +,−; (3.8)
A(B) = A
+(B)
‖ A+(B) ‖2 +
A−(B)
‖ A−(B) ‖2 , (3.9)
where Kω is the square dilation kernel of width ω. The pipeline of the attention map
computation is shown in Fig. 3.3.
Finally, all the attention maps are averaged into a mean attention map A¯. The
complete algorithm of BMS is summarized in Algorithm 1.
3.2 BMS and the Minimum Barrier Distance
BMS captures the surroundedness cue in an image by activating the surrounded
regions of its Boolean maps. In this section, we reveal a connection between BMS
and the Minimum Barrier Distance (MBD) Transform [190, 48], and show how the
activation maps in BMS encapsulate the MBD of each pixel to the image border.
Compared with other distances, e.g. geodesic distance and fuzzy distance, MBD is
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advantageous for its robustness to blurring and noise. These nice properties of MBD
shed light on why BMS can properly capture the surroundedness cue in an image.
3.2.1 Preliminaries
On a grayscale image F , we define the following two path functions:
β+F (pi) = max
i
F(pi(i)), (3.10)
β−F (pi) = min
i
F(pi(i)), (3.11)
where pi = {pi(i)}Li=0 is a path, i.e. pi(i) and pi(i + 1) are adjacent (either 4-adjacent
or 8-adjacent). Think of F as an elevation map, and then β+F (pi) (resp. β−F (pi))
represents the height of the highest (resp. lowest) point on a path.
Given a seed set S and a pixel t, let ΠS,t denote the set of paths joining an element
of S and t. The Minimum Barrier Distance (MBD) [190, 48] is defined as
dF(S, t) = min
pi∈ΠS,t
(
β+F (pi)− β−F (pi)
)
. (3.12)
In the above formulation, the length of a path pi is defined as the elevation from its
lowest point to its highest point, a.k.a. the barrier of pi. The MBD between S and t
is the length of the shortest path in ΠS,t.
It is straightforward to see that
dF(S, t) = min
pi∈ΠS,t
(
β+F (pi)− β−F (pi)
)
,
≥ min
pi∈ΠS,t
β+F (pi)− max
pi′∈ΠS,t
β−F (pi
′).
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Let
ϕF(S, t) := min
pi∈ΠS,t
β+F (pi)− max
pi′∈ΠS,t
β−F (pi
′). (3.13)
Then ϕF(S, t) is a lower bound of the MBD dF(S, t), and it can be regarded as another
distance function w.r.t. S and t. Note that ϕF(S, t) ≥ 0, because β+F (pi) ≥ F(t) and
β−F (pi) ≤ F(t) for all pi ∈ ΠS,t.
Given a distance function f (e.g. ϕF or dF) and a seed set S, a distance transform
ΘSf is a map where each pixel t records its distance from S, i.e.
ΘSf (t) = f(S, t). (3.14)
As the distance function, either dF or ϕF , is dependent on the image F , we can
think of the distance transform as a function of the image. Therefore, the following
notations are introduced:
ΘSϕ(F) := ΘSϕF , (3.15)
ΘSd (F) := ΘSdF . (3.16)
3.2.2 BMS Approximates the MBD Transform
A real-valued image can always be discretized by shifting, scaling and rounding its
values with a desirable precision, so that the values of the discrete image are in a
N -level space {0, 1, · · ·N − 1}. Thus, we assume each feature map of an image is
an N -level image. On such a feature map F := φ(I), if the threshold sample step
δ = 1, then the set of the generated Boolean maps will be
Γ(F) := {BFk }N−1k=0 ,
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where
BFk (i) =

1 F(i) > k
0 F(i) ≤ k
.
Γ(F) forms a threshold decomposition [135, 210] of F . It is easy to see that F can
be reconstructed from Γ(F) via F = ∑k BFk .
The concept of the threshold decomposition can be used to link a binary image
transform to a grayscale image transform. Let Ψ denote a transform defined on
grayscale images. Ψ obeys the linear-threshold superposition [135] if the following
holds:
Ψ(F) =
N−1∑
k=0
Ψ(BFk ). (3.17)
In what follows, we show the distance transform ΘSϕ(F) induced by Eqn. 3.13
obeys the linear-threshold superposition.
Lemma 3.3. Given an N-level image F and a seed set S, the distance transform
ΘSϕ(F) obeys the linear-threshold superposition:
ΘSϕ(F) =
N−1∑
k=0
ΘSϕ(BFk ). (3.18)
Proof. For convenience, let
h+F(S, t) , min
pi∈ΠS,t
β+F (pi), (3.19)
h−F(S, t) , max
pi′∈ΠS,t
β−F (pi
′), (3.20)
βF(pi) , βF(pi)+ − βF(pi)−. (3.21)
Therefore, ϕF(S, t) = h+F(S, t) − h−F(S, t) and dF(S, t) = minpi∈ΠS,t βF(pi). To avoid
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unnecessary clutter in notation, we use Θ to denote ΘSϕ, and Bk to denote BFk .
Recall that for each pixel t,
Θ(Bk)(t) = h+Bk(S, t)− h−Bk(S, t). (3.22)
When Bk(t) = 1, we have h+Bk(S, t) = 1. In this case, Θ(Bk)(t) = 0 iff there is a path
pi joining a seed s ∈ S and t, such that β−Bk(pi) = 1. This means that pi is in the
white set of Bk, and it follows that β−F (pi) > k. Thus, when Bk(t) = 1, Θ(Bk)(t) = 0
iff there exists a path pi joining a seed s and t, where β−F (pi) > k. Namely, when
Bk(t) = 1,
Θ(Bk)(t) = 0⇐⇒ k < h−F(S, t). (3.23)
Since k < h−F(S, t) indicates Bk(t) = 1, it follows that
Bk(t) = 1 ∧Θ(Bk)(t) = 0⇐⇒ k < h−F(S, t). (3.24)
Similarly, we have
Bk(t) = 0 ∧Θ(Bk)(t) = 0⇐⇒ k ≥ h+F(S, t). (3.25)
It follows that
Θ(Bk)(t) = 0⇐⇒ k < h−F(S, t) ∨ k ≥ h+F(S, t). (3.26)
Note that Θ(Bk)(t) is either 0 or 1. Therefore,
Θ(Bk)(t) = 1⇐⇒ h−F(S, t) ≤ k < h+F(S, t). (3.27)
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Then for each t,
N−1∑
k=0
Θ(Bk)(t) =
N−1∑
k=0
δ
(
h−F(S, t) ≤ k < h+F(S, t)
)
(3.28)
= h+F(S, t)− h−F(S, t) (3.29)
= Θ(F). (3.30)
On a Boolean map B, ΘSϕ(B)(t) is either 0 or 1. ΘSϕ(B)(t) = 0 iff there is a path
joining S and t, and all the points of this path are of the same Boolean value as t,
i.e. t belongs to a connected component (either white or black) that contains a seed
in S. Therefore, when the seed set is composed of all the image border pixels, the
distance transform ΘSϕ(B) is equivalent to the activation map M(B) in BMS. Thus,
we have the following result.
Theorem 3.4. Let F be an N-level feature map, and S be the set of image border
pixels. In BMS, the sum of the activation maps {M(BFk )}N−1k=0 of F equals the distance
transform ΘSϕ(F):
N−1∑
k=0
M(BFk ) = ΘSϕ(F). (3.31)
This means that for a pixel t, ϕF(S, t) is proportional to the number of times
that t is activated in the sampled Boolean maps from F .
Different from the MBD dF , the distance function ϕF is not induced by a valid
path length function, because pi and pi′ can be two different paths in Eqn. 3.13. As a
result, the physical meaning of ϕF is not straightforward to interpret. In [190, 48], ϕF
is introduced as an efficient lower bound approximation of the MBD dF . However,
[190, 48] only provide an approximation error bound of ϕF when the seed set S is
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singleton. In what follows, we show an error bound result in the same form as in [48]
for general connected seed sets.
Definition 3.2. Given a grayscale image F , εF = maxi,j |F(i)−F(j)| is the maxi-
mum local difference, where pixel i and j are arbitrary 8-adjacent neighbours.
Theorem 3.5. Given a grayscale image F with 4-connected paths, if the seed set S
is connected, then ΘSϕ(F) approximates the MBD transform ΘSd (F) with errors no
more than 2εF , i.e. for each pixel t,
0 ≤ dF(S, t)− ϕF(S, t) ≤ 2εF . (3.32)
The proof is provided in Appendix A.
Remark. The proved error bound will be quite loose if εF is large on a digital image.
However, as discussed in [190], assuming the given imaging system smoothes the scene
by a point spread function, we can think of an “ideal” image as a continuous function
defined on a continuous domain. Therefore, when the resolution goes to infinity, a
digital image will approach the ideal image, and εF will go to zero. In this sense,
the proved error bound guarantees the asymptotic accuracy of the approximation of
MBD.
Corollary 3.6. Let F be an N-level feature map with 4-connected paths, and S be
the set of image border pixels. In BMS, the sum of the activation maps of {BFk }N−1k=0
approximates the MBD transform ΘSd (F) with errors no more than 2εF .
In other words, the surroundedness cue captured by BMS is closely related to
the MBD to the image border. The MBD is shown to be more robust to blurring,
noise and seed positioning for seeded image segmentation [48]. In Fig. 3.4, we use
a synthetic test image to demonstrate the advantage of the MBD in capturing the
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surroundedness cue. In the test image, there are two surrounded square regions. The
one with higher contrast is slightly blurred on its border. The image values range in
[0, 1], and we have added Gaussian noise with σ = 0.05 to it. Given that the seeds
are the image border pixels, the MBD and three other distance transforms are shown
in In Fig. 3.4. The path length functions for the three compared distance transforms
are listed as follows. 1) geodesic distance: τGDF (pi) =
∑
i |F(pii)−F(pii−1)|; 2) fuzzy
distance [173]: τFDF =
∑
i
1
2
(F(pii) + F(pii−1)); 3) max-arc distance [68]: τMAF =
maxi |F(pii)−F(pii−1)|.
As shown in Fig. 3.4, both the geodesic distance and the fuzzy distance lead to
a brighter central area on the distance maps. This is because the effect of pixel
value fluctuation can accumulate along a path for the geodesic distance and the
fuzzy distance, due to the summational nature of these two distances. The max-arc
distance is also sensitive to noise and blur and fails to capture the two square regions.
In contrast, the MBD better handles the noise and the blur, and it properly measures
the level of surroundedness of the two square regions. The mean activation map (or
the sum of the activation maps) in BMS is very close to the MBD transform, as
shown in Fig. 3.4.
As we can see, based on the Boolean map representation, we can take the av-
erage of the activation maps to easily and efficiently approximate the MBD trans-
form, which would otherwise require more complex computation [48]. Moreover, the
Boolean map representation provides more flexibility as we can further process the
activation maps to emphasize rare surrounded regions. In our formulation, the mean
attention map can be thought of as a weighted average of the activation maps (after
activation map splitting), where the weights are determined based on the rarity cue.
In Fig. 3.5, we show an example case where our Boolean map based formulation
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Test Image MBD
Geodesic Dist. Fuzzy Dist. Max-Arc Dist.
Mean Activation Map
Figure 3.4: In the test image (top left), there are two surrounded square regions.
The one with higher contrast is slightly blurred on its border. The image values
range in [0, 1], and we have added Gaussian noise with σ = 0.05 to it. Given that
the seeds are the image border pixels, four types of distance transforms are shown:
MBD (top middle), geodesic distance (bottom left), fuzzy distance (bottom middle)
and max-arc distance (bottom right). The mean activation map in BMS (top right)
is computed using sample step δ = 0.02. The values of all the maps are re-scaled for
visualization. See text for more discussion.
is advantageous over the MBD transform for saliency detection. Given a grayscale
test image (Fig. 3.5 (a)), the mean attention map (Fig. 3.5 (b)) in our formulation
successfully highlights the small white object in the scene. The MBD transform
(Fig. 3.5 (c)) detects the white object, but it is also quite responsive to the highly
textured background. In addition, we also show the geodesic distance transform in
Fig. 3.5 (d). Again, the geodesic distance is quite sensitive to the pixel value fluctu-
ation in the background, leading to a bright central area. In [214], this phenomenon
is identified as the small weight accumulation problem of the geodesic distance. Our
mean attention map and the MBD transform do not suffer from this problem.
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(a) (b) (c) (d)
Figure 3.5: (a) Test image. (b) Mean attention map in our formulation. (c) MBD
transform. (d) Geodesic distance transform. See text for more discussion.
3.3 Experiments
Implementation Details. Each input image is first resized to 400 pixels in its
largest dimension. We use the CIE Lab color space, and the whitened color channels
are transformed to 8-bit images. The threshold sample step δ is set to 8 and the
dilation kernel width ω is fixed at 7. We post-process A¯ to produce the saliency map
S by Gaussian blurring with standard deviation (STD) σ. However, strong Gaus-
sian blur will remove small peaks on the mean attention map, which is sometimes
undesirable. To control for this factor, we use a dilation operation with kernel width
κ before Gaussian blur. We do not find this dilation operation improves the perfor-
mance of other compared methods. By experiment, we have found setting σ to 9
and κ to 9 usually works well. We fix these parameters in the following experiments.
The source code is available on our website1.
3.3.1 Datasets
We use seven benchmark eye tracking datasets: MIT [99], Toronto [25], Kootstra
[110], Cerf [29], ImgSal [120], SBU-VOC [225] and DUT-O [221]. These datasets are
available on the authors’ websites. Some statistics and features of these datasets are
summarized in Table 3.1. These datasets differs in many aspects, such as the number
1http://www.cs.bu.edu/groups/ivc/software/BMS/
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Table 3.1: Eye Tracking Datasets
Datasets #Images #Viewers Description
MIT [99] 1003 15 Daily life indoor and outdoor pictures; Portraits.
Toronto [25] 120 20 A large portion of images do not contain particular
regions of interest.
Kootstra [110] 100 31 Five categories of images: 12 animals, 12 cars and
streets, 16 buildings, 20 flowers and plants, and 40
natural scenes.
Cerf [29] 181 8 The objects of interest are mostly faces, together with
some small objects like cell phone, toys, etc.
ImgSal [120] 235 21 Six categories: 50/80/60 with large/medium/small
salient regions; 15 with clustering background; 15
with repeating distracters; 15 with both large and
small salient regions.
SBU-VOC [225] 1000 3 Selected images from the Pascal VOC2008 dataset.
A mixture of different kinds of daily life pictures, in-
cluding scenery, animals, portraits, objects, etc.
DUT-O [221] 5168 5 Most of the images contain salient objects. Objects
are usually centered in these images.
of participants, number of test images, type of stimuli, experimental settings, post-
processing, etc. The diversity of these datasets ensures a comprehensive evaluation
of our model.
In particular, the MIT, Toronto, Kootstra and ImgSal datasets have a relative
large number of participants for the collection of the eye tracking data, while the MIT,
DUT-O and the SBU-VOC datasets have a large number of test images. Among these
datasets, the MIT and Toronto datasets are the most widely used ones for evaluating
eye fixation prediction methods. The Cerf dataset has a special focus on images with
human faces. The ImgSal and DUT-O datasets also provide segmentation ground
truth for salient object detections, and a large portion of their test images contain
dominant salient objects. The SUB-VOC dataset is proposed for analyzing the utility
of eye fixations for object detection and its test images usually contain people and
multiple objects. Moreover, a post-processing step is applied in the DUT-O dataset
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Table 3.2: Compared Models
Image Size Training† Multi-scale Proc.
∆QDCT[175] 64× 48 No Yes
SigSal[87] 64× 48 No No
LG[19] 512× 512 Yes Yes
AWS[74] 12 full size No Yes
HFT[120] 128× 128 No Yes
CAS[77] max{W,H} = 250 No Yes
Judd[99] 200× 200 Yes Yes
AIM[25] 12 full size Yes No
GBVS[83] full size No Yes
Itti[91] full size No Yes
BMS∗[231] W = 600 No No
BMS max{W,H} = 400 No No
† Training includes dictionary learning.
to remove outlier eye fixations that do not lie on a meaningful object, which leads
to a higher center bias of its ground truth [221].
3.3.2 Compared Models
Ten state-of-the-art saliency models are evaluated for comparison. These models are
either frequently cited in literature or have leading performance on the benchmark
datasets. The compared models include spectral domain models (SigSal [86] HFT
[120] and ∆QDCT [175]), models based on image patch statistics (LG [19] and AIM
[25]), filter bank based methods (AWS [74] and Itti [91]), a learning based method
(Judd [99]), a graph based method (GBVS [83]) and a context based method (CAS
[77]). A summary of these models is provided in Table 3.2. Most of the models
require off-line training or multi-scale processing. The initial version of BMS [231],
denoted as BMS∗ is also included in the evaluation.
The code for these baseline methods is available on authors’ websites2, and we use
2For Itti’s model, we use the improved version by [83].
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the default configurations set by the authors. The input image size for each model
is listed in Table 3.2. Note that Judd’s model [99] uses object detectors to facilitate
saliency detection.
3.3.3 Evaluation Methods
One of the most widely used metrics for saliency method evaluation is the ROC
Area Under the Curve (AUC) metric. Given a saliency map, we can generate a set
of binary maps by thresholding. Each binary map represents a binary classification
of image pixels, where positive pixels are predictions of eye fixations. Then the True
Positive Rate (TPR) and False Positive Rate (FPR) can be computed based on a
ground truth fixation map. By varying the threshold for generating the binary image,
we can plot a curve of TPR against FPR. Then the AUC score is computed as the
area under this curve. An advantage of this metric is that it only depends on the
order of pixels rather than their absolute saliency values. Therefore, the AUC score
is invariant to re-parametrization of a saliency map, as long as the pixel ordering is
preserved [20].
However, factors such as border cut and center-bias setting have been shown to
have a dramatic influence over the AUC metric[198, 235]. For example, in [235], it
has been shown that a static Gaussian blob has an average ROC score of 0.80 on
the Toronto dataset, exceeding many state-of-the-art methods, without using any
features in the images. This phenomenon is due to the center bias of the spatial
distribution of eye fixations on test images. Some methods explicitly or implicitly
take advantage of the center bias, while others does not, which poses a challenge for
fair comparisons. Note that although this prior spatial information is useful for eye
fixation predictions when people view a still image on a screen, in general scenarios,
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when visual signals are collected in a more natural way (think of a robot navigating
a room or a Google street view car collecting data), such center bias may not exist.
To discount the center bias effect in the benchmark datasets, a shuffled-AUC
(sAUC) metric is proposed by [198, 235], which has become a standard evaluation
method used in many recent works [175, 86, 19, 74, 22]. The sAUC is computed in
a very similar way as the AUC. The only difference lies in the computation of FPR.
For computing the sAUC score, we first need to compute a shuffle map W where for
each pixel x, W(x) is the number of times that a fixation is located at x in the given
dataset. For dataset composed of images with different resolutions, all the fixation
maps need to be resized to a standard resolution before they are added up. Given an
image and its ground truth map C, the FPR is calculated based on a negative pixel
set N , which is sampled by the prior eye fixation distribution P (x):
FPR =
#{x ∈ N : x is predicted as a fixation}
#N ,
N = {x : x ∼ P (x)},
P (x) =
δ(C(x) = 0)W(x)∑
y δ(C(y) = 0)W(y)
. (3.33)
Note that negative sample set N may contain duplicate samples. Under the sAUC
metric, common fixation positions will receive less credit for correct prediction. A
perfect prediction will give an sAUC score of 1.0, while any fixed saliency map will
give a score of approximately 0.5 [22]. An implementation of the shuffled-AUC metric
is provided on our website.
Blurring can also significantly affect the sAUC scores. To control this factor,
saliency maps are blurred with varying STD, and the mean sAUC scores on each
dataset under optimal blurring are used to rank the models.
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We also report the Normalized Scanpath Saliency (NSS) scores [22, 154], which
can provide a complementary view for the evaluation. The NSS score is computed as
the mean saliency value of the fixation locations on a normalized saliency map, which
has a zero mean and a unit standard deviation. We use an implementation of NSS
provided by [98]. Similar to [209], we use a distance-to-center (DTC) re-weighting
scheme to control the effect of center bias for fair comparison. A normalized center-
to-distance map J is computed as follows:
J (i, j) = 1−
√(
i− H
2
)2
+
(
j − W
2
)2√(
H
2
)2
+
(
W
2
)2 , (3.34)
where i and j are the row index and the column index respectively. To compute the
NSS score of a saliency map, the saliency map is first smoothed by a Gaussian kernel
with varying width, and then it is pixel-wise multiplied with J if this operation
improves the score.
3.3.4 Results
For each model, the mean sAUC scores and mean NSS scores under the optimal
postprocessing are presented in Table 3.3. The best scores are shown in red for
each dataset, and the second and third best scores are underlined. The standard
deviation of the sAUC scores ranges between 0.0005 to 0.001. We also report the
Human Inter-Observer (IO) scores in the last column of the table. The IO scores are
computed by randomly splitting the set of subjects in half, and using the fixations of
one half as the ground truth, and the fixations of the other half as the saliency map,
on which optimal blurring is also applied. The IO score represents the inter-observer
consistency of a dataset, and serves as an performance upper bound for saliency
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Table 3.3: Evaluation Scores. The best score on each dataset is shown in red. The
2nd and 3rd best are underlined.
Mean sAUC with Optimal Blurring†
BMS BMS∗ ∆QDCT SigSal LG AWS HFT CAS Judd AIM GBVS Itti Human
Dataset [231] [175] [86] [19] [74] [120] [77] [99] [25] [83] [91] IO
MIT .7105 .6932 .6741 .6685 .6813 .6939 .6514 .6719 .6729 .6706 .6351 .6440 .7756
opt. σ .04 .05 .04 .04 .06 .00 .00 .05 .04 .05 .00 .05 .06
Toronto .7243 .7206 .7168 .7054 .6986 .7174 .6900 .6955 .6908 .6906 .6391 .6576 .7316
opt. σ .05 .03 .00 .00 .05 .00 .02 .04 .05 .04 .00 .02 .07
Kootstra .6276 .6207 .6014 .6000 .6053 .6231 .5874 .6011 .5940 .5906 .5543 .5780 .6854
opt. σ .03 .00 .01 .00 .04 .00 .02 .03 .04 .00 .00 .00 .05
Cerf .7491 .7357 .7281 .7282 .7028 .7247 .6994 .7141 .7517 .7243 .6800 .6764 .7944
opt. σ .01 .02 .04 .02 .06 .00 .03 .04 .04 .04 .01 .06 .07
ImgSal .7078 .7030 .6835 .6753 .6755 .6990 .6779 .6856 .6778 .6703 .6432 .6491 .7411
opt. σ .05 .05 .05 .00 .06 .04 .03 .05 .05 .04 .00 .04 .06
SBU-VOC .6876 .6790 .6652 .6581 .6550 .6675 .6404 .6659 .6644 .6544 .6022 .6162 .6946
opt. σ .08 .08 .10 .08 .10 .07 .06 .08 .09 .07 .03 .09 .11
DUT-O .7365 .7258 .7091 .7077 .6983 .7255 .6958 .7204 .7188 .6999 .6556 .6665 .7694
opt. σ .05 .06 .07 .05 .06 .04 .05 .07 .05 .05 .01 .03 .07
Avg. .7062 .6969 .6826 .6776 .6738 .6930 .6632 .6792 .6815 .6715 .6299 .6411 .7417
Mean NSS with Optimal Blurring and Distance-to-Center Re-weighting
BMS BMS∗ ∆QDCT SigSal LG AWS HFT CAS Judd AIM GBVS Itti Human
Dataset [231] [175] [86] [19] [74] [120] [77] [99] [25] [83] [91] IO
MIT 1.742 1.638 1.535 1.513 1.509 1.589 1.439 1.508 1.450 1.327 1.534 1.437 2.708
opt. σ .03 .04 .05 .05 .05 .01 .07 .05 .00 .04 .01 .07 .05
Toronto 1.933 1.899 1.776 1.736 1.597 1.757 1.622 1.698 1.472 1.397 1.659 1.572 3.274
opt. σ .03 .00 .00 .00 .04 .00 .03 .03 .00 .02 .00 .01 .04
Kootstra .8701 .8190 .7104 .7058 .7318 .7789 .6776 .7110 .6559‡ .6341 .6611 .6357 1.414
opt. σ .02 .02 .03 .03 .04 .02 .07 .04 .01 .02 .01 .05 .05
Cerf 1.626 1.529 1.500 1.477 1.321 1.439 1.404 1.418 1.373‡ 1.200 1.413 1.313 2.752
opt. σ .03 .03 .03 .01 .05 .01 .04 .04 .01 .03 .01 .06 .04
ImgSal 1.877 1.813 1.672 1.634 1.534 1.746 1.680 1.680 1.463 1.291 1.644 1.562 2.747
opt. σ .03 .03 .00 .00 .04 .00 .04 .04 .00 .03 .00 .03 .04
SBU-VOC 1.596 1.572 1.482 1.447 1.409 1.486 1.414 1.475 1.436 1.308 1.467 1.435 1.840
opt. σ .07 .07 .08 .09 .08 .08 .10 .07 .00 .06 .05 .09 .10
DUT-O 2.158 2.055 1.882 1.893 1.726 1.976 1.855 1.904 1.703 1.475 1.835 1.772 2.951
opt. σ .02 .02 .03 .00 .03 .01 .04 .03 .01 .03 .01 .01 .06
Avg. 1.686 1.618 1.508 1.487 1.404 1.539 1.442 1.485 1.365 1.233 1.459 1.389 2.527
† The blur STD is represented as the ratio to the largest dimension of the saliency maps.
‡ These AUC scores are computed without the distance-to-center re-weighting, as they are not improved by
this post-processing.
models.
BMS consistently achieves the best sAUC and NSS scores on all the datasets
except on the Cerf dataset. On the Cerf dataset, Judd’s model ranks first and BMS
ranks second under sAUC. However, the sAUC scores of BMS and Judd’s model on
the Cerf dataset are very close. Note that object detectors, including a face detector,
are employed in Judd’s model, and most of the test images in the Cerf dataset
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Figure 3.6: sAUC scores against the level of blur. For each plot, the x axis is the
Gaussian blur STD relative to the largest dimension of the saliency maps, and the y
axis is the sAUC score.
contains human faces as the key salient objects. BMS also consistently improves
over our previous version, denoted as BMS∗ [231], under sAUC and NSS.
Under the sAUC metric, the scores of the leading models are close to those of the
IO baseline on the Toronto and SBU-VOC datasets, while under the NSS metric,
the gap between IO and other models on the Toronto and SBU-VOC datasets is
still substantial. This reflects the different characteristics of the sAUC and NSS
metrics, and there is still notable difference between the performance of human and
computational models on all the datasets. There is a low inter-observer consistency
on the Kootstra dataset, as indicated by the IO scores. Consequently, the compared
models perform much worse on this dataset than on the other ones.
Since blurring and distance-to-center re-weighting play a very important role in
comparing different models, we further present some relevant statistics for analyzing
the influence of these factors in evaluation. First, we show the influence of blurring
on the sAUC scores in Fig. 3.6. On the MIT, SBU-VOC and DUT-O datasets, BMS
outperforms the competing models by a considerable margin over a wide range of
blur levels. The test images in these three datasets are mostly composed of everyday
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pictures, which usually contain objects of medium and large scale. To handle salient
regions of different sizes, many competing models resort to multi-scale processing.
Due to the scale-invariant nature of the surroundedness cue, BMS can better handle
these scenarios without using any multi-scale processing. Blurring has a relatively
more drastic impact on the sAUC scores of AIM on the Toronto, Kootstra, Cerf
and ImgSal datasets, and on the scores of LG on the Cerf dataset. Otherwise the
rankings of the models are quite consistent over a wide range of blur levels.
We also evaluate the influence of the distance-to-center (DTC) re-weighting over
the NSS metric in Fig. 3.7. We control the blur factor and compare the NSS scores
computed with DTC re-weighting and without. The NSS scores of almost all the
models are significantly improved with DTC re-weighting. Compared with the other
models, Judd and GBVS do not benefit much from this post-processing, and the NSS
scores of Judd even decrease on the Kootstra and Cerf datasets with the DTC re-
weighting. Judd’s model explicitly employs an optimized distance-to-center feature
map, and GBVS produces saliency maps with a strong center bias [120]. Therefore,
the DTC re-weighting does not improve their scores as much as the other mod-
els. Without using DTC re-weighting to calibrate the NSS scores, models that take
advantage of the center bias often rank higher than other ones.
By qualitatively examining the saliency maps, we found that BMS tends to be
less distracted by high-contrast edge areas than most of the compared models, and
it can better highlight the interior regions of salient objects of different sizes, even
though it does not use multi-scale processing. Some sample images and saliency
maps of compared models are shown in Fig. 3.8. Fig. 3.8 (a)-(e) show the images
with salient regions of different sizes. In (a) and (b), the salient regions are very
small (see Fig. 3.9), and many compared models fail to detect them. In contrast,
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Figure 3.7: The influence of distance-to-center re-weighting on the NSS scores. On
each plot, the blue bars represent the NSS scores under the optimal blurring com-
puted without distance-to-center (DTC) re-weighting, and the red bars represent the
NSS scores under the optimal blurring computed with DTC re-weighting.
BMS can accurately detect these small regions. In (c)-(e), BMS are less responsive
to the object boundaries and edge areas in the background, leading to more accurate
saliency maps. In Fig. 3.8 (f)-(i), sample images contain human faces of various
sizes. BMS can more correctly highlight the interior area of faces than most of
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Figure 3.8: Sample images and saliency maps of compared models. The second
column shows the eye fixation heat maps, which are obtained by blurring the eye
fixation maps.
Figure 3.9: A closer look at the input images in Fig. 3.8 (a) and (b).
the compared models, owing to the enclosure relationship between the face and the
background (see (f) and (g)), and between the facial features (eyes and mouth) and
the face (see (h) and (i)).
Speed performance. We compare the speed performance of all the models on
a machine with a quad-core 2.93GHz CPU and 8GB memory using a single thread.
We measure the speed of all the models on the Toronto dataset, where the size
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Figure 3.10: Speed performance comparison.
of the input images is 685 × 511. Note that the compared models may resize the
input images in different ways (see Table 3.2). We exclude the time for reading and
writing images, so that the speed measurement is more accurate, especially for the
faster models. BMS is implemented in C, and all the other models are implemented in
Matlab or Matlab+C. The speed performance in FPS is shown in Fig. 3.10. BMS runs
at about 11 FPS, which is the second fastest model. BMS obtains an approximately
4X speedup compared with our previous version BMS∗, which runs at about 3 FPS.
Half of the speedup is attributed to the smaller image size used by BMS. The rest
of the speedup is attributed to modification of the activation map computation (see
Section 3.1.2.1).
Spectral domain based models like SigSal, ∆QDCT, HFT, are fast, because they
usually down-sample the input image to a very small size. Models that involves
multi-scale convolutions or patch based dictionaries are relatively slower, e.g. AIM,
AWS and LG. For Judd’s model, most of the time is spent on object detections,
which can take up to 10s. CAS requires an exhaustive computation of all pairs of
segments, and it takes about 30s to process an image.
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Figure 3.11: Speed and performance of BMS under different configurations. The left
plot shows the average mean sAUC scores of BMS over all the datasets with different
settings for the input image size and the threshold sample step. The Right plot shows
the corresponding speed in FPS for each configuration. Whiter cells indicate larger
values.
3.3.5 Speed Accuracy Tradeoff
The speed of BMS depends on two factors: the input image size and the threshold
sample step. We show in Fig. 3.11 how we can trade off a little performance for a
remarkable gain in speed. We vary the maximum dimension of input images among
200, 300 and 400 pixels, and the sample step among 8, 16 and 24, assuming an 8-bit
three-channel image. Note that in this test, all the kernel widths for the blurring
and dilation operations scale linearly to the maximum dimension of the input image.
The performance of BMS is measured by its average mean sAUC scores under the
optimal blurring over all the datasets. As shown in Fig. 3.11, with a little drop
in performance, BMS can be remarkably accelerated. For example, BMS has a 4X
speedup by setting the maximum image dimension to 300 and the sample step to
24, and its average mean sAUC is 0.7025, only slightly lower than the score of the
original configuration. BMS can even run at about 100 FPS, with an average mean
sAUC score of 0.6983, which still compares favorably with the average mean sAUC
scores of other competing models (see Table 3.3). This flexible characteristic of BMS
makes it suitable for many time critical applications.
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Figure 3.12: Mean sAUC scores of BMS with and without color space whitening
using the RGB, CIE LUV and CIE Lab color spaces.
3.3.6 Component Analysis
First, we analyze the effect of color space whitening. We show in Fig. 3.12 the mean
sAUC scores of BMS with and without color space whitening under the RGB, CIE
LUV and CIE Lab color spaces. Without color space whitening, the RGB space is
substantially inferior to the LUV and the Lab space. Note that the LUV and the Lab
space are known for their perceptual uniformity. After the color space whitening, the
scores from different color spaces become very close. Overall, color space whitening
is beneficial for BMS using all of the three color spaces, which validates our analysis
of Boolean map sampling in Section 3.1.1.
Next, we compare the performance of BMS with and without splitting the ac-
tivation map before normalization in Fig. 3.13. We see a consistent performance
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Figure 3.13: Mean sAUC score of BMS with and without splitting each activation
map into sub-activation maps.
gain with activation map splitting across all the datasets. In our previous version,
BMS∗, the activation map is directly normalized without splitting. Activation map
splitting, together with the feature space whitening, contributes to the overall per-
formance improvement of BMS over its previous version.
Finally, we give a parameter analysis of BMS. The effects of blurring, input image
size and threshold sample step are already discussed. Therefore, there are only two
remaining parameters, the dilation kernel width ω involved in the normalization
step and the dilation kernel width κ involved in the postprocessing step. We show
in Fig. 3.14 the changes of sAUC scores of BMS by varying these two parameters
on each dataset are shown. These two dilation operations generally improves the
performance of BMS. However, the performance of BMS is not very sensitive to the
settings of these two parameters.
3.4 Summary
In this chapter, we proposed a Boolean map based saliency model, which exploits the
surroundedness cue for eye fixation prediction. In BMS, an image is first decomposed
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Figure 3.14: The effects of the dilation kernel width ω and κ over the mean sAUC
scores of BMS on each dataset.
into a set of Boolean maps by randomly thresholding the color channels, and then
the surrounded regions on each Boolean maps are activated. The resultant activation
maps are normalized and linearly combined to generate a saliency map.
Moreover, we showed a connection between BMS and the Minimum Barrier Dis-
tance transform [190, 48]. We proved that in BMS, the mean activation map of a
grayscale image approximates the MBD of each pixel to the image border. This
connection provides an insight into how and why BMS can robustly capture the
surroundedness cue in an image.
In experiments, the BMS model consistently outperforms ten state-of-the-art
models on seven datasets. BMS is also capable of running at about 100 FPS with
competitive performance, which makes it suitable for time critical applications.
Chapter 4
Minimum Barrier Salient Region
Detection
The goal of salient region detection is to compute a saliency map that highlights the
regions of salient objects in a scene. Recently, this problem has received a lot of
research interest owing to its usefulness in many computer vision applications, e.g.
object detection, action recognition, and various image/video processing applica-
tions. Due to the emerging applications on mobile devices and large scale datasets,
a desirable salient region detection method should not only output high quality
saliency maps, but should also be highly computationally efficient. In this chapter,
we address both the quality and speed requirements for salient region detection.
The Image Boundary Connectivity Cue, which assumes that background regions
are usually connected to the image borders, is shown to be effective for salient region
detection [241, 213, 230, 221]. To leverage this cue, previous methods, geodesic-
distance-based [213, 241] or diffusion-based [96, 221], rely on a region abstraction
step to extract superpixels. The superpixel representation helps remove irrelevant
images details, and/or makes these models computationally feasible. However, this
region abstraction step also becomes a speed bottleneck for this type of methods.
To boost the speed, we propose a method to exploit the image boundary connec-
tivity cue without region abstraction. We use the Minimum Barrier Distance (MBD)
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Figure 4.1: Sample saliency maps of several state-of-the-art methods (SO [241], AMC
[96], HS [220] and SIA [43]) and methods with fast speed (HC [42], FT [1] and ours).
Our method runs at about 80 FPS using a single thread, and produces saliency
maps of high quality. Previous methods with similar speed, like HC and FT, usually
cannot handle complex images well.
[190, 48] to measure a pixel’s connectivity to the image boundary. Compared with
the widely used geodesic distance, the MBD is much more robust to pixel value
fluctuation. In contrast, the geodesic distance transform often produces a rather
fuzzy central area when applied on raw pixels, due to the small-weight-accumulation
problem observed in [213].
Since the exact algorithm for the MBD transform is not very efficient, we present
FastMBD, a fast raster-scanning algorithm for the MBD transform, which provides a
good approximation of the MBD transform in milliseconds, being two orders of mag-
nitude faster than the exact algorithm [48]. Due to the non-smoothness property [68]
of MBD, error bound analysis of this kind of Dijkstra-like algorithm was previously
regarded as difficult [48]. In this work, to the best of our knowledge, we present the
first error bound analysis of a Dijkstra-like algorithm for the MBD transform.
The proposed salient region detection method runs at about 80 FPS using a single
thread, and achieves comparable or better performance than the leading methods on
four benchmark datasets. Compared with methods with similar speed, our method
gives significantly better performance. Some sample saliency maps are shown in Fig.
4.1.
The main contributions of this work are twofold:
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1. We present FastMBD, a fast iterative MBD transform algorithm that is 100X
faster than the exact algorithm, together with a theoretic error bound analysis.
2. We propose a fast salient region detection algorithm based on the MBD trans-
form, which achieves state-of-the-art performance at a substantially reduced
computational cost.
In addition, we provide an extension of the proposed method to leverage the
appearance-based backgroundness cue [97, 127, 121]. This extension uses a simple
and effective color space whitening technique, and it further improves the perfor-
mance of our method, while still being at least one order of magnitude faster than
all the other leading methods.
4.1 Fast Approximate MBD Transform
In this section, we present FastMBD, a fast raster scanning algorithm for the MBD
transform, together with a new theoretic error bound result, which we believe should
be useful beyond the application of salient region detection, e.g. in image/video
segmentation and object proposal [112].
4.1.1 Background: Distance Transform
The image distance transform aims at computing a distance map with respect to
a set of background seed pixels. As a very powerful tool for geometric analysis of
images, it has been a long-studied topic in computer vision [162].
Formally, we consider a 2-D single-channel digital image I. A path pi = 〈pi(0), · · · , pi(k)〉
on image I is a sequence of pixels where consecutive pairs of pixels are adjacent. In
this work, we consider 4-adjacent paths. Given a path cost function F and a seed set
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S, the distance transform problem entails computing a distance map D, such that
for each pixel t
D(t) = min
pi∈ΠS,t
F(pi), (4.1)
where ΠS,t is the set of all paths that connect a seed pixel in S and t.
The definition of the path cost function F is application dependent. In [213, 241],
the geodesic distance is used for salient region detection. Given a single-channel
image I, the geodesic path cost function ΣI is defined as
ΣI(pi) =
k∑
i=1
|I(pi(i− 1))− I(pi(i))|. (4.2)
where I(·) denotes the pixel value. Recently, a new path cost function has been
proposed in [190]:
βI(pi) =
k
max
i=0
I(pi(i))− kmin
i=0
I(pi(i)). (4.3)
The induced distance is called the Minimum Barrier Distance, and it is shown to be
more robust to noise and blur than the geodesic distance for seeded image segmen-
tation [190, 48]. However, the exact algorithm for the MBD transform takes time
complexity of O(mn log n) [48], where n is the number of pixels in the image and m
is the number of distinct pixel values the image contains. In practice, an optimized
implementation for the exact MBD transform can take about half a second for a
300× 200 image [48].
4.1.2 Fast MBD Transform by Raster Scan
Inspired by the fast geodesic distance transform using the raster scanning technique
[54, 200], we propose FastMBD, an approximate iterative algorithm for the MBD
transform. In practice, FastMBD usually outputs a satisfactory result in a few itera-
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Algorithm 2 FastMBD
input : image I = (I, V ), seed set S, number of passes K
output : MBD map D
auxiliaries: U , L
set D(x) to 0 for ∀x ∈ S; otherwise, set D(x) to ∞.
set L ← I and U ← I.
for i = 1 : K do
if mod (i, 2) = 1 then
RasterScan(D,U ,L; I).
else
InvRasterScan(D,U ,L; I).
Algorithm 3 RasterScan(D,U ,L; I)
for each x, which is visited in a raster scan order do
for each y in the masked area for x do
compute βI(Py(x)) according to Eqn. 4.5.
if βI(Py(x)) < D(x) then
D(x)← βI(Py(x)).
U(x)← max{U(y), I(x)}.
L(x)← min{L(y), I(x)}.
tions (see Sec. 4.1.3), and thus it can be regarded as having linear complexity in the
number of image pixels. Like all raster scan algorithms, it is also cache friendly, so
it is highly efficient in practice.
Similar to the raster scan algorithm for the geodesic or Euclidean distance trans-
form, during a pass, we need to visit each pixel x in a raster scan or inverse raster
scan order. Then each adjacent neighbor y in the corresponding half of neighborhood
of x (see illustration in Fig. 4.2) will be used to iteratively minimize the path cost
at x by
D(x)← min

D(x)
βI(P(y) · 〈y, x〉)
, (4.4)
where P(y) denotes the path currently assigned to the pixel y, 〈y, x〉 denotes the
64
...
Raster Scan
Inverse Raster Scan
...
Figure 4.2: Illustration of the raster scan pass and the inverse raster scan pass. The
green pixel is the currently visited pixel, and its masked neighbor area for 4-adjacency
is shown in red.
edge from y to x, and P(y) · 〈y, x〉 is a path for x that appends edge 〈y, x〉 to P(y).
Let Py(x) denote P(y) · 〈y, x〉. Note that
βI(Py(x)) = max{U(y), I(x)} −min{L(y), I(x)}, (4.5)
where U(y) and L(y) are the highest and the lowest pixel values on P(y) respectively.
Therefore, the new MBD cost βI(Py(x)) can be computed efficiently by using two
auxiliary maps U and L that keep track of the highest and the lowest values on the
current path for each pixel.
Given the image I and the seed set S, the initialization of the distance map D
and the auxiliary map U and L is described in Alg. 2. Then the two subroutines, a
raster scan pass and an inverse raster scan pass, are applied alternately to update D
and the auxiliary maps, until the required number of passes is reached (see Alg. 2).
The subroutine for a raster scan is described in Alg. 3. An inverse raster scan pass
is basically the same as Alg. 3, except that it enumerates the pixels in reverse order
and uses different neighborhood masks, as illustrated in Fig. 4.2.
Each iteration of Alg. 3 updates U and L accordingly when path assignment
changes. Thus, at any state of Alg. 2, D(x) is the MBD path cost of some path
that connects the seed set S and x. It follows that D(x) is an upper bound of the
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exact MBD of x at any step. Alg. 2 will converge, since each pixel value of D is
non-negative and non-increasing during update. The converged solution will also be
an upper bound of the exact MBD for each pixel.
4.1.3 Approximation Error Analysis
The update rule of FastMBD (Eqn. 4.4) shares the same nature with Dijkstra’s Al-
gorithm for solving the shortest path problem. However, it is shown in [190] that
the MBD transform cannot be exactly solved by Dijkstra-like Algorithms due to
the non-smoothness property [68] of the MBD. Therefore, the converged solution of
FastMBD generally does not equal the exact MBD transform. To facilitate discussion,
we first introduce the following concept.
Definition 4.1. For an image I, the maximum local difference εI is the maximum
absolute pixel value difference between a pair of pixels that share an edge or a corner
on I.
For a lower-bound approximation algorithm to the MBD transform [190], it has
been proved that the corresponding errors are bounded by 2εI when the seed set is
singleton [190, 48] or connected [232]. We remind the readers that 2εI is a very loose
bound, because for natural images, εI is usually above 127/255. Nevertheless, such
bounds can provide insight into the asymptotic behavior of an algorithm when an
image approaches its continuous version, e.g. an idealized image in the continuous
domain R2 [49], or a simple up-sampled version using bilinear interpolation.
The error-bound analysis techniques presented in previous works [190, 48, 232]
cannot be applied on a Dijkstra-like algorithm for the MBD transform. In what
follows, we show a non-trivial sufficient condition when the converged solution of
FastMBD is exact. We first introduce a slightly modified version of FastMBD, denoted
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as FastMBD∗, which is the same as FastMBD except that the input image first un-
dergoes a discretization step. In the discretization step, we use a rounding function
G(v; εI) =
⌊
v
εI
⌋
εI to map each pixel value v to the largest integer multiples of εI
below v. Then the discretized image I˜ is passed to Alg. 2 to obtain a distance map
for the original image I.
Lemma 4.1. Given an image I and a seed set S, let dβI(x) denote the MBD from
S to the pixel x, and D denote the converged solution of FastMBD∗. Assuming 4-
adjacency, if the seed set S is connected1, then for each pixel x,
|D(x)− dβI(x)| < εI . (4.6)
The proof of Lemma 4.1 is provided in Appendix B. The above error bound
applies to a connected seed set, which is more general than the assumption of a
single seed set in previous works [190, 48].
Corollary 4.2. Let I be an image with integer pixel values. Assuming 4-adjacency,
if the seed set is connected and εI = 1, the converged solution of FastMBD is exact.
Proof. When εI = 1, FastMBD will be the same as FastMBD* since I˜ = I. According
to Lemma 4.1,D(x) will equal dβI(x) because |D(x) − dβI(x)| must be an integer
and it is less than 1.
The condition of εI = 1 can be achieved by upsampling an integer-valued image
by bilinear interpolation. Note that the MBD is quite robust to upsampling and blur
[48], due to its formulation in Eqn. 4.3. Thus, Corollary 4.2 can be regarded as a
theoretic guarantee that FastMBD is exact in the limit.
1A set S is connected if any pair of seeds are connected by a path in S.
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Figure 4.3: Mean absolute distance approximation error against the number of iter-
ations K in the presented fast algorithm for the MBD transform. The pixel values
of the test images range between 0 to 255. The mean error drops below 10/255 after
three scan passes.
Aside from the worst-case error bounds, in practice, mean errors and the conver-
gence rates are of more importance. Therefore, we test FastMBD on the PASCAL-S
dataset [123] and set all of the image boundary pixels as seeds. We convert the input
images to gray-scale, and compute the mean absolute approximation error of Alg. 2
w.r.t. the exact MBD transform. The result is shown in Fig. 4.3. The average mean
error drops below 10/255 after three scan passes (two forward and one backward
passes), and each pass costs only about 2ms for a 320 × 240 image. The proposed
FastMBD using three passes is about 100X faster than the exact algorithm proposed
in [48], and over 30X faster than the fastest approximation algorithm proposed in
[48]. In the application of salient region detection, there is no noticeable difference
between FastMBD and the exact MBD transform in performance.
4.2 Minimum Barrier Salient Region Detection
In this section, we describe an implementation of a system for salient region detection
that is based on FastMBD. Then an extension of our method is provided to further
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leverage the appearance-based backgroundness cue. Lastly, several efficient post-
processing operations are introduced to finalize the salient map computation.
4.2.1 MBD Transform for Salient Region Detection
Similar to [213], to capture the image boundary connectivity cue, we set the pixels
along the image boundary as the seeds, and compute the MBD transform for each
color channel using FastMBD. Then the MBD maps for all color channels are pixel-
wise added together to form a combined MBD map B, whose pixel value are further
scaled so that the maximum value is 1. We use three passes in FastMBD, as we find
empirically that increasing the number of passes does not improve performance.
An example is given in Fig. 4.4 to illustrate why the geodesic distance is less
favorable than the MBD in our case. We show the combined MBD map B (middle
top) and the combined geodesic distance map (middle bottom). The computation
of the geodesic distance map is the same as the MBD map, except that Eqn. 4.2 is
used for the distance transform. Furthermore, as in [213], an adaptive edge weight
clipping method is applied on the geodesic distance map to alleviate the small-weight-
accumulation problem [213]. However, the geodesic distance map still has a rather
fuzzy central area, due to the fact that we compute the distance transform on raw
pixels instead of superpixels as in [213]. The MBD map does not suffer from this
problem. As a result, the final saliency map (right top) using the MBD suppresses
the central background area more effectively than using the geodesic distance (right
bottom).
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Figure 4.4: A test image is shown on the left. In the middle, the distance maps using
the Minimum Barrier Distance (top) and geodesic distance (bottom) are displayed.
The corresponding resultant final saliency maps are shown in the last column. The
geodesic distance map has a fuzzy central area due to its sensitivity to the pixel value
fluctuation.
4.2.2 Combination with Backgroundness Cue
We provide an extension of the proposed method by integrating the appearance-
based backgroundness cue [97], which assumes that background regions are likely to
possess similar appearance to the image boundary regions. This appearance-based
cue is more robust when the salient regions touch the image boundary, and it is
complementary to the geometric cue captured by the MBD map B. Instead of using
various regional appearance features as in previous works [97, 127], we present a
more efficient way to leverage this backgroundness cue using color space whitening.
We compute an Image Boundary Contrast (IBC) Map U to highlight regions with
a high contrast in appearance against the image boundary regions. To do this, we
consider four image boundary regions: 1) upper, 2) lower, 3) left and 4) right. Each
region is r pixels wide. For such a boundary region k ∈ {1, 2, 3, 4}, we calculate
the mean color x¯k = [x¯1, x¯2, x¯3] and the color covariance matrix Qk = [qij]3×3 using
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the pixels inside this region. Then the corresponding intermediate IBC map Uk =
[uijk ]W×H is computed based on the Mahalanobis distance from the mean color:
uijk =
√
(xij − x¯k) Q−1k (xij − x¯k)T . (4.7)
Uk is then normalized by u
ij
k ← u
ij
k
maxij u
ij
k
, so that its pixel values lie in [0, 1]. The
above formulation is equivalent to measuring the color difference in a whitened color
space [163]. In a whitened color space, the Euclidean distance from the sample mean
can better represent the distinctiveness of a pixel, because the coordinates of the
whitened space are de-correlated and normalized.
Given the computed intermediate IBC maps {Uk : k = 1, 2, 3, 4} for the four
image boundary regions, the final IBC map U = [uij] is computed by
uij =
(
4∑
k=1
uijk
)
−max
k
uijk . (4.8)
Compared with simply summing up all the intermediate IBC maps, the above for-
mulation is more robust when one of the image boundary regions is mostly occupied
by the foreground objects. Finally, we scale the values of U so that the maximum
value is 1.
To integrate the IBC map U into our system, we pixel-wise add the MBD map
B and the IBC map U together to form an enhanced map B+ = B + U . We find
that although using U alone gives substantially worse performance than using B, a
simple linear combination of them consistently improves the overall performance.
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4.2.3 Post-processing
We describe a series of efficient post-processing operations to enhance the quality of
the final saliency map S, given either S = B or S = B+. These operations do not
add much computational burden, but can effectively enhance the performance for
salient object segmentation.
Firstly, to smooth S while keeping the details of significant boundaries, we apply
a morphological smoothing step on S, which is composed of a reconstruction-by-
dilation operation followed by a reconstruction-by-erosion [210]. The marker map
for reconstruction by dilation (erosion) is obtained by eroding (dilating) the source
image with a kernel of width δ. To make the smoothing level scale with the size of
the salient regions, δ is adaptively determined by
δ = α
√
s, (4.9)
where α is a predefined constant, and s is the mean pixel value on the map B.
Secondly, similar to many previous methods [180, 77], to account for the center
bias that is observed in many salient region detection datasets [21], we pixel-wise
multiply S with a parameter-free centeredness map C = [cij]W×H , which is defined
as
cij = 1−
√(
i− H
2
)2
+
(
j − W
2
)2√(
H
2
)2
+
(
W
2
)2 . (4.10)
Lastly, we scale the values of S so that its maximum value is 1, and we ap-
ply a contrast enhancement operation on S, which increases the contrast between
foreground and background regions using a sigmoid function:
f(x) =
1
1 + e−b(x−0.5)
, (4.11)
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where b is a predefined parameter to control the level of contrast.
4.3 Experiments
Implementation. In our implementation, input images are first resized so that
the maximum dimension is 300 pixels. We set α = 50 in Eqn. 4.9, assuming the
color values are in [0, 1]. We set b = 10 in Eqn. 4.11. For our extended version,
the width r of the border regions is set to 30. These parameters are fixed in the
following experiments and we have found that, in practice, the performance of our
algorithm is not sensitive to these parameter settings. An executable program of this
implementation is available on our project website2.
Datasets. To evaluate the proposed method, we use four large benchmark
datasets: MSRA10K [126, 1, 42] (10000 images), DUTOmron [221] (5168 images),
ECSSD [220] (1000 images) and PASCAL-S [123] (850 images). Among these, the
PASCAL-S and DUTOmron datasets are the most challenging, and the PASCAL-S
dataset is designed to avoid the dataset design bias.
Compared Methods. We denote our method and the extended version as MB
and MB+ respectively. MB only uses the MBD map B, and MB+ uses B+ which
integrates the appearance-based backgroundness cue. We compare our method with
several recently published methods: SO [241], AMC [96], SIA [43], HS [220], GS
[213]3 and RC [42]. We also include several methods with an emphasis on the speed
performance: HC [41] and FT [1].
To demonstrate the advantages of MBD over the geodesic distance, we also eval-
uate a baseline method, denoted as GD. GD is the same as MB but uses the geodesic
distance (Eqn. 4.2) to compute the combined distance map B with the same post-
2http://www.cs.bu.edu/groups/ivc/fastMBD/
3We use an implementation of GS provided by the authors of SO [241].
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Figure 4.5: Speed performance. Our methods MB and MB+ run at 77 and 47 FPS
respectively. While FT and HC are a bit faster, their accuracy is much lower (see
Figs. 4.6 and 4.7).
processing applied. Adaptive edge weight clipping [213] is applied to alleviate the
small-weight-accumulation problem. Parameters in the post-processing function are
tuned to favor GD.
4.3.1 Speed Performance
The speed performance of the compared methods are reported in Fig. 4.5. FT, HC,
SIA, RC and our methods are implemented in C, and the rest use C and Matlab. The
evaluation is conducted on a machine with 3.2GHz×2 CPU and 12GB RAM. We do
not count I/O time, and do not allow processing multiple images in parallel. The test
image size is the same as used in our methods (300 pixels in largest dimension) for
all evaluated methods. Our method MB runs at about 80 FPS, which is comparable
with the speed of FT and HC. Our extended version MB+ runs at 47 FPS, which
is one order of magnitude faster than the state-of-the-art methods such as GS, HS,
AMC, and SO.
4.3.2 Evaluation Using PR Curve
Similar to [1, 41, 96], we use Precision-Recall (PR) Curve to evaluate the overall
performance of a method regarding its trade-off between the precision and recall
rates. For a saliency map, we generate a set of binary images by thresholding at
values in the range of [0, 1] with a sample step 0.05, and compute the precision and
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Figure 4.6: Precision-recall curves of the compared methods. Our methods MB and
MB+ significantly outperform methods that offer similar speed across all datasets
(top row), and achieve state-of-the-art performance (bottom row). The PR curves
of the baseline GD using the geodesic distance are significantly worse than its MBD
counterpart MB, validating the advantage of the MBD over the geodesic distance in
our application.
recall rates for each binary image. On a dataset, an average PR curve is computed by
averaging the precision and recall rates for different images at each threshold value.
In the top row of Fig. 4.6, we show the PR curves for our methods MB and MB+,
the baseline GD and the methods with similar speed, FT and HC. MB outperforms
GD, HC and FT with a considerable margin across all datasets. The extended version
MB+ further improves the performance of MB. On the most challenging dataset
PASCAL-S, using the backgroundness cue only slightly increases the performance of
MB+ over MB. Note that in many images in PASCAL-S, the background is complex
and the color contrast between the foreground and background is low.
In the bottom row of Fig. 4.6, we show the PR curves of our methods and the
state-of-the-art methods. MB gives a better precision rate than SIA, RC and GS over
a wide range of recall rate across all datasets. Note that GS is based on the same
image boundary connectivity cue, but it uses the geodesic distance transform on
superpixels. The superior performance of MB compared with GS further validates
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the advantage of using the MBD over the geodesic distance. Compared with HS,
AMC and SO, MB achieves similar performance under the PR metric, while being
over 25X faster. Our extended version MB+ consistently achieves state-of-the-art
performance, and is over 10X faster than the other leading methods, such as HS,
AMC and SO.
4.3.3 Evaluation Using Weighted-Fβ
To rank models, previous works use metrics like Area Under the Curve (AUC) [97,
127], Average Precision (AP) [127] and the Fβ-measure [1, 41, 96]. However, as
noted in [138], these metrics may not reliably evaluate the quality of a saliency map,
due to the curve interpolation flaw, improper assumptions about the independence
between pixels, and equal importance assignment to all errors. Therefore, we adopt
the weighted-Fβ metric proposed in [138], which suffers less from the aforementioned
problems. We use the code and the default setting provided by the authors of [138].
For more information about the weighted-Fβ metric, we refer the readers to [138].
The weighted-Fβ scores are shown in Fig. 4.7. MB achieves significantly better
scores than the methods with similar speed (FT and HC), and it compares favorably
with SIA, RC, GS, HS and AMC across all the datasets under the weighted-Fβ
metric. MB gives similar scores as the leading method SO on the MSRA10K and
DUTOmron datasets, and it attains the best scores on the ECSSD and PASCAL
datasets. Our extended version MB+ further improves the scores of MB, and attains
the top weighted-Fβ scores on all the datasets. The scores of the baseline method
GD are substantially worse than those of MB, which is again consistent with our
observation about the disadvantage of applying the geodesic distance on raw pixels.
To control the effect of post-processing on the ranking, we apply all possible
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Figure 4.7: Weighted-Fβ scores of compared methods. Our methods MB and MB+
consistently attain comparable or better scores than the competitors.
combinations of the proposed post-processing steps for the other methods. In our
post-processing function, there are three components, 1) smoothing 2) centeredness
and 3) contrast enhancement. We try all possible 23 = 8 combinations of these
components (including none of the three and all of the three), and report the best
score for each model. The results are shown in Fig. 4.8. We find that the proposed
post-processing routine substantially improves the scores of FT and HC, but it does
not significantly improve or even degrade the scores of the other compared models.
Controlling for this factor does not lower the rankings of MB and MB+ on all the
datasets.
Some sample saliency maps are shown in Fig. 4.9. Our methods MB and MB+
often give saliency maps with better visual quality than the other methods. The
baseline GD tends to produce a rather fuzzy central area on the saliency map due
to the small-weight-accumulation problem.
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Figure 4.8: Weighted-Fβ scores when the effect of post-processing is controlled. In
(a), we show the original scores for the compared methods. In (b), we show the
scores after controlling the factor of post-processing (see text for more details). The
post-processing improves the score of FT and HC, but does not significantly improve
or even degrade the scores of the other compared models. As we can see, controlling
this post-processing factor does not change the rankings of our methods.
4.3.4 Limitations
A key limitation of the image boundary connectivity cue is that it cannot handle
salient objects that touch the image boundary. In Fig. 4.10, we show two typical
examples of this case. Our method MB fails to highlight the salient regions that are
connected to the image boundary, because it basically only depends on the image
boundary connectivity cue. Our extended version MB+, which further leverages the
appearance-based backgroundness prior, can help alleviate this issue if the foreground
region has a high color contrast against the image boundary regions (see the top right
78
Input FT HC SIA RC GS HS AMC SO MB MB+ GTGD
Figure 4.9: Sample saliency maps of the compared methods. The baseline using the
geodesic distance (GD) often produces a rather fuzzy central area, while our methods
based on MBD (MB and MB+) do not suffer from this problem.
image in Fig. 4.10). However, when such backgroundness prior does not hold, e.g.
in the second test image in Fig. 4.10, MB+ cannot fully highlight the salient region,
either.
4.4 Summary
In this chapter, we presented FastMBD, a raster scanning algorithm to approximate
the Minimum Barrier Distance (MBD) transform, which achieves state-of-the-art
accuracy while being about 100X faster than the exact algorithm. A theoretical
error bound result was shown to provide insight into the good performance of such
Dijkstra-like algorithms. Based on FastMBD, we proposed a fast salient region de-
tection method that runs at about 80 FPS. An extended version of our method was
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Input MB MB+
Figure 4.10: Some failure cases where the salient objects touch the image boundary.
also provided to further improve the performance. Evaluation was conducted on
four benchmark datasets. Our method achieves state-of-the-art performance at a
substantially smaller computational cost, and significantly outperforms the methods
that offer similar speed.
Chapter 5
Unconstrained Salient Object Detection
In chapter, we aim at detecting generic salient objects in unconstrained images,
which may contain multiple salient objects or no salient object. Solving this problem
entails generating a compact set of detection windows that matches the number and
the locations of salient objects. To be more specific, a satisfying solution to this
problem should answer the following questions:
1. (Existence) Is there any salient object in the image?
2. (Localization) Where is each salient object, if any?
These two questions are important not only in a theoretic aspect, but also in an
applicative aspect. First of all, a compact and clean set of detection windows can
significantly reduce the computational cost of the subsequent process (e.g. object
recognition) applied on each detection window [75, 160]. Furthermore, individuating
each salient object (or reporting that no salient object is present) can critically
alleviate the ambiguity in the weakly supervised or unsupervised learning scenario
[39, 102, 240], where object appearance models are to be learned with no instance
level annotation.
However, many previous methods [1, 42, 180, 127, 97, 18, 233] only solve the task
of foreground segmentation, i.e. generating a dense foreground mask (saliency map).
These methods do not individuate each object. Moreover, they do not directly answer
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the question of Existence. In this work, we will use the term salient region detection
when referring to these methods, so as to distinguish from the salient object detection
task solved by our approach, which includes individuating each of the salient objects,
if there are any, in a given input image.
Some methods generate a ranked list of bounding box candidates for salient ob-
jects [72, 184, 223], but they lack an effective way to fully answer the questions of
Existence and Localization. In practice, they just produce a fixed number of loca-
tion proposals, without specifying the exact set of detection windows. Other salient
object detection methods simplify the detection task by assuming the existence of
one and only one salient object [207, 194, 130]. This overly strong assumption limits
their usage on unconstrained images.
In contrast to previous works, we present a salient object detection system that
directly outputs a compact set of detections windows for an unconstrained image.
Our system leverages the high expressiveness of a Convolutional Neural Network
(CNN) model to generate a set of scored salient object proposals for an image.
Inspired by the attention-based mechanisms of [115, 10, 141], we propose an Adaptive
Region Sampling method to make our CNN model “look closer” at promising images
regions, which substantially increases the detection rate. The obtained proposals are
then filtered to produce a compact detection set.
A key difference between salient object detection and object class detection is that
saliency greatly depends on the surrounding context. Therefore, the salient object
proposal scores estimated on local image regions can be inconsistent with the ones
estimated on the global scale. This intrinsic property of saliency detection makes our
proposal filtering process challenging. We find that using the greedy Non-maximum
Suppression (NMS) method often leads to sub-optimal performance in our task. To
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attack this problem, we propose a subset optimization formulation based on the
maximum a posteriori (MAP) principle, which jointly optimizes the number and the
locations of detection windows. The effectiveness of our optimization formulation is
validated on various benchmark datasets, where our formulation attains about 12%
relative improvement in Average Precision (AP) over the NMS approach.
In experiments, we demonstrate the superior performance of our system on three
benchmark datasets: MSRA [126], DUT-O [221] and MSO [229]. In particular, the
MSO dataset contains a large number of background/cluttered images that do not
contain any dominant object. Our system can effectively handle such unconstrained
images, and attains about 16-34% relative improvement in AP over previous methods
on these datasets.
To summarize, the main contributions of this work are:
• A salient object detection system that outputs compact detection windows for
unconstrained images,
• A novel MAP-based subset optimization formulation for filtering bounding box
proposals,
• Significant improvement over the state-of-the-art methods on three challenging
benchmark datasets.
5.1 A Salient Object Detection Framework
Our salient object detection framework comprises two steps. It first generates a set
of scored location proposals using a CNN model. It then produces a compact set
of detections out of the location proposals using a subset optimization formulation.
We first present the subset optimization formulation for bounding box filtering, as it
is independent of the implementation of our proposal generation model, and can be
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useful beyond the scope of salient object detection.
For bounding box filtering, the greedy Non-Maximum Suppression (NMS) is
widely used due to its simplicity [53, 71, 2, 72]. Several limitations of greedy NMS are
observed and addressed by [164, 14, 58, 168]. In [14], an improved NMS method is
proposed for Hough transform based object detectors. Desai et al. [58] use a unified
framework to model NMS and object class co-occurrence via Context Cueing. These
methods are designed for a particular detection framework, which requires either
part-based models or object category information. In [164], Affinity Propagation
Clustering is used for bounding box filtering. This method achieves more accu-
rate bounding box localization, but slightly compromises Average Precision (AP).
In [168], Quadratic Binary Optimization is proposed to recover missing detections
caused by greedy NMS. Unlike [164, 168], our subset optimization formulation aims
to handle highly noisy proposal scores, where greedy NMS often leads to a poor
detection precision rate.
Given a set of scored proposal windows, our formulation aims to extract a compact
set of detection windows based on the following observations.
I. The scores of location proposals can be noisy, so it is often suboptimal to
consider each proposal’s score independently. Therefore, we jointly consider
the scores and the spatial proximity of all proposal windows for more robust
localization.
II. Severely overlapping windows often correspond to the same object. On the
other hand, salient objects can also overlap each other to varying extents. We
address these issues by softly penalizing overlaps between detection windows
in our optimization formulation.
III. At the same time, we favor a compact set of detections that explains the
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observations, as salient objects are distinctive and rare in nature [61].
5.1.1 MAP-based Proposal Subset Optimization
Given an image I, a set of location proposals B = {bi : i = 1 . . . n} and a proposal
scoring function S, we want to output a set of detection windows O, which is a subset
of B. We assume each proposal bi is a bounding box, with a score si , S(bi, I). Given
B, the output set O can be represented as a binary indicator vector (Oi)
n
i=1, where
Oi = 1 iff bi is selected as an output.
The high-level idea of our formulation is to perform three tasks altogether: 1)
group location proposals into clusters, 2) select an exemplar window from each cluster
as an output detection, and 3) determine the number of clusters. To do so, we
introduce an auxiliary variable X = (xi)
n
i=1. X represents the group membership for
each proposal in B, where xi = j if bi belongs to a cluster represented by bj. We
also allow xi = 0 if bi does not belong to any cluster. Alternately, we can think that
bi belongs to the background. We would like to find the MAP solution w.r.t. the
joint distribution P (O,X|I; B,S). In what follows, we omit the parameters B and
S for brevity, as they are fixed for an image. According to Bayes’ Rule, the joint
distribution under consideration can be decomposed as
P (O,X|I) = P (I|O,X)P (O,X)
P (I)
. (5.1)
For the likelihood term P (I|O,X), we assume that O is conditionally independent
of I given X. Thus,
P (I|O,X) = P (I|X)
=
P (X|I)P (I)
P (X)
. (5.2)
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The conditional independence assumption is natural, as the detection set O can be
directly induced by the group membership vector X. In other words, representative
windows indicated by X should be regarded as detections windows. This leads to
the following constraint on X and O:
Constraint 1. If ∃xi s.t. xi = j, j 6= 0, then bj ∈ O.
To comply with this constraint, the prior term P (O,X) takes the following form:
P (O,X) = Z1P (X)L(O)C(O,X), (5.3)
where C(O,X) is a constraint compliance indicator function, which takes 1 if Con-
straint 1 is met, and 0 otherwise. Z1 is a normalization constant that makes P (O,X)
a valid probability mass function. The term L(O) encodes prior information about
the detection windows. The definition of P (O,X) assumes the minimum dependency
between O and X when Constraint 1 is met.
Substituting Eqn. 5.2 and 5.3 into the RHS of Eqn. 5.1, we have
P (O,X|I) ∝ P (X|I)L(O)C(O,X). (5.4)
Note that both P (I) and P (X) are cancelled out, and the constant Z1 is omitted.
5.1.2 Formulation Details
We now provide details for each term in Eqn. 5.4, and show the connections with
the observations we made.
Assuming that the xi are independent of each other given I, we compute P (X|I)
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as follows:
P (X|I) =
n∏
i=1
P (xi|I), (5.5)
where
P (xi = j|I) =

Zi2λ if j = 0;
Zi2K(bi, bj)si otherwise.
(5.6)
Here Zi2 is a normalization constant such that
∑n
j=0 P (xi = j|I) = 1. K(bi, bj)
is a function that measures the spatial proximity between bi and bj. We use win-
dow Intersection Over Union (IOU) [164, 66] as K. The parameter λ controls the
probability that a proposal window belongs to the background. The formulation of
P (X|I) favors representative windows that have strong overlap with many confident
proposals. By jointly considering the scores and the spatial proximity of all proposal
windows, our formulation is robust to individual noisy proposals. This addresses
Observation I.
Prior information about detection windows is encoded in L(O), which is formu-
lated as
L(O) = L1(O)L2(|O|), (5.7)
where
L1(O) =
∏
i,j:i 6=j
exp
(
−γ
2
OiOjK(bi, bj)
)
. (5.8)
L1(O) addresses Observation II by penalizing overlapping detection windows. Pa-
rameter γ controls the penalty level.
L2(|O|) represents the prior belief about the number of salient objects. Accord-
ing to Observation III, we favor a small set of output windows that explains the
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Algorithm 4 IncrementPass(O)
V← B \O
while V 6= ∅ do
b∗ ← arg maxb∈V h(O ∪ {b})
if h(O ∪ {b∗}) > h(O) then
O← O ∪ {b∗}
V← V \ {b∗}
else
return
Algorithm 5 DecrementPass(O)
while O 6= ∅ do
b∗ ← arg maxb∈O h(O \ {b})
if h(O \ {b∗}) > h(O) then
O← O \ {b∗}
else
return
observation. Therefore, L2(.) is defined as
L2(N) = exp(−φN), (5.9)
where φ controls the strength of this prior belief.
Our MAP-based formulation answers the question of Localization by jointly opti-
mizing the number and the locations of the detection windows, and it also naturally
addresses the question of Existence, as the number of detections tends to be zero if
no strong evidence of salient objects is found (Eqn. 5.9). Note that L(O) can also
be straightforwardly modified to encode other priors regarding the number or the
spatial constraints of detection windows.
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5.1.3 Optimization
Taking the log of Eqn. 5.4, we obtain our objective function:
f(O,X) =
n∑
i=1
wi(xi)− φ|O| − γ
2
∑
i,j∈O˜:i 6=j
Kij, (5.10)
where wi(xi = j) , logP (xi = j|I) and Kij is shorthand for K(bi, bj). O˜ denotes
the index set corresponding to the selected windows in O. We omit log C(O,X) in
Eqn. 5.10, as we now explicitly consider Constraint 1.
Since we are interested in finding the optimal detection set O∗, we can first
maximize over X and define our optimization problem as
O∗ = arg max
O
(
max
X
f(O,X)
)
, (5.11)
which is subject to Constraint 1. Given O is fixed, the subproblem of maximizing
f(O,X) over X is straightforward:
X∗(O) = arg max
X
f(O,X)
=
n∑
i=1
max
xi∈O˜∪{0}
wi(xi). (5.12)
Let h(O) , f(O,X∗(O)), then Eqn. 5.11 is equal to an unconstrained maximization
problem of the set function h(O), as Constraint 1 is already encoded in X∗(O).
The set function h(O) is submodular (see proof Appendix C) and the maximiza-
tion problem is NP-hard [70]. We use a simple greedy algorithm to solve our problem.
Our greedy algorithm starts from an empty solution set. It alternates between an
incrementing pass (Alg. 4) and a decrementing pass (Alg. 5) until a local minimum
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Figure 5.1: In column 1-5, we show step-by-step window selection results of our
greedy algorithm. In the incrementing pass (step 1-4), windows are selected based
on their marginal gains w.r.t. Eqn. 5.11. The window proposals of positive marginal
gains are shown in the bottom row for each step. Warmer colors indicate higher
marginal gains. The final step (step 5) removes the first selected window in the
decrementing pass, because our formulation favors a small number of detection win-
dows with small inter-window overlap. To contrast our method with greedy NMS,
we show the top 3 output windows after greedy NMS using an IOU threshold of 0.4
(top). The scored proposals are shown in the bottom row of the figure.
is reached. The incrementing (decrementing) pass adds (removes) the element with
maximal marginal gain to (from) the solution set until no more elements can be
added (removed) to improve the objective function. Convergence is guaranteed, as
h(O) is upper-bounded and each step of our algorithm increases h(O). An example
of the optimization process is shown in Fig. 5.1.
In practice, we find that our greedy algorithm usually converges within two passes,
and it provides reasonable solutions. Some theoretic approximation analyses for un-
constrained submodular maximization [26, 70] may shed light on the good perfor-
mance of our greedy algorithm.
5.1.4 Salient Object Proposal Generation by CNN
We present a CNN-based approach to generate scored window proposals {(bi, si)}ni=1
for salient objects. Inspired by [65, 197], we train a CNN model to produce a fixed
number of scored window proposals. As our CNN model takes the whole image as
90
input, it is able to capture context information for localizing salient objects. Our
CNN model predicts scores for a predefined set of exemplar windows. Furthermore,
an Adaptive Region Sampling method is proposed to significantly enhance the de-
tection rate of our CNN proposal model.
Generating exemplar windows. Given a training set with ground-truth
bounding boxes, we transform the coordinates of each bounding box to a normal-
ized coordinate space, i.e. (x, y) → ( x
W
, y
H
), where W and H represents the width
and height of the given image. Each bounding box is represented by a 4D vector
composed of the normalized coordinates of its upper-left and bottom-right corners.
Then we obtain K exemplar windows via K-means clustering in this 4D space. In
our implementation, we set K = 100. We generate 100 exemplar windows by doing
K-means clustering on the bounding box annotations of the SOS training set.
Adaptive region sampling. The 100 exemplar windows only provide a coarse
sampling of location proposals. To address this problem, the authors of [65, 197]
propose to augment the proposal set by running the proposal generation method on
uniformly sampled regions of an image. We find this uniformly sampling inefficient
for salient object detection, and sometimes it even worsens the performance in our
task (see Sec. 5.2).
Instead, we propose an adaptive region sampling method, which is in a sense
related to the attention mechanism used in [115, 10, 141]. After proposal generation
on the whole image, our model takes a closer glimpse at those important regions
indicated by the global prediction. To do so, we choose the top M windows generated
by our CNN model for the whole image, and extract the corresponding sub-images
after expanding the size of each window by 2X. We then apply our CNN model on
each of these sub-images to augment our proposal set. In our implementation, we set
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M = 5, and only retain the top 10 proposals from each sub-image. This substantially
speeds up the subsequent optimization process without sacrificing the performance.
The downside of the this adaptive region sampling is that it may introduce more
noise into the proposal set, because the context of the sub-images can be very different
from the whole image. This makes the subsequent bounding box filtering task more
challenging.
CNN model architecture and training. We use the VGG16 model ar-
chitecture [183], and replace its fc8 layer with a 100-D linear layer followed by
a sigmoid layer. Let (ci)
K
i=1 denote the output of our CNN model. Logistic loss∑
i−yi log ci − (1− yi) log(1− ci) is used to train our model, where the binary label
yi = 1 iff the i-th exemplar window is the nearest to a ground-truth bounding box
in the 4D normalized coordinate space.
To train our CNN model, we use about 5500 images from the training split
of the Salient Object Subitizing (SOS) dataset [229]. The SOS dataset comprises
unconstrained images with varying numbers of salient objects. In particular, the SOS
dataset has over 1000 background/cluttered images that contain no salient objects,
as judged by human annotators. By including background images in the training
set, our model is expected to suppress the detections on this type of images. As the
SOS dataset only has annotations about the number of salient objects in an image,
we manually annotated object bounding boxes according to the number of salient
objects given for each image. We excluded a few images that we found ambiguous
to annotate.
We set aside 1/5 of the SOS training images for validation purpose. We first fine-
tune the pre-trained VGG16 model on the ILSVRC-2014 object detection dataset
[171] using the provided bounding box annotations, and then fine-tune it using the
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SOS training set. We find this two-stage fine-tuning gives lower validation errors
than only fine-tuning on the SOS training set. The training images are resized to
224 × 224 regardless of their original dimensions. Training images are augmented
by flipping and random cropping. Bounding box annotations that overlap with the
cropping window by less than 50% are discarded. We use Caffe [95] to train the
CNN model with a minibatch size of 8 and a fixed base learning rate of 10−4. We
fine-tune all the fully-connected layers together with conv5 1, conv5 2 and conv5 -
3 layers by backpropagation. Other training settings are the same as in [183]. We
fine-tune the model on the ILSVRC-2014 detection dataset for 230K iterations, when
the validation error plateaus. Then we continue to fine-tune the model on the SOS
training dataset for 2000 iterations, where the iteration number is chosen via 5-fold
cross validation. Fine-tuning takes about 20 hours on the ILSVRC dataset, and 20
mins on the SOS dataset using a single NVIDIA K40C GPU.
Our full system and the bounding box annotations of the SOS training set are
available on our project website1.
5.2 Experiments
Evaluation Metrics. Following [72, 184], we use the PASCAL evaluation protocol
[66] to evaluate salient object detection performance. A detection window is judged
as correct if it overlaps with a ground-truth window by more than half of their union.
We do not allow multiple detections for one object, which is different from the setting
of [72]. Precision is computed as the percentage of correct predictions, and Recall
is the percentage of detected ground-truth objects. We evaluate each method by 1)
Precision-Recall (PR) curves, which are generated by varying a parameter for each
1http://www.cs.bu.edu/groups/ivc/SOD/
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method (see below), and 2) Average Precision (AP), which is computed by averaging
precisions on an interpolated PR curve at regular intervals (see [66] for details).
Precision-Recall Tradeoff. As our formulation does not generate scores for the
detection windows, we cannot control the PR tradeoff by varying a score threshold.
Here we provide a straightforward way to choose an operating point of our system.
By varying the three parameters in our formulation, λ, γ and φ, we find that our
system is not very sensitive to φ in Eq. 5.9, but responds actively to changes in λ and
γ. λ controls the probability of a proposal window belonging to the background (Eq.
5.6), and γ controls the penalty for overlapping windows (Eq. 5.8). Thus, lowering
either λ or γ increases the recall. We couple λ and γ by setting γ = αλ, and fix φ
and α in our system. In this way, the PR curve can be generated by varying λ. The
parameters φ and α are optimized by grid search on the SOS training split. We fix
φ at 1.2 and α at 10 for all experiments.
Compared Methods. Traditional salient region detection methods [1, 42, 180,
220, 97] cannot be fairly evaluated in our task, as they only generate saliency maps
without individuating each object. Therefore, we mainly compare our method with
two state-of-the-art methods, SC [72] and LBI [184], both of which output detection
windows for salient objects. We also evaluate a recent CNN-based object proposal
model, MultiBox (MBox) [65, 197], which is closely related to our salient object
proposal method. MBox generates 800 proposal windows, and it is optimized to
localize objects of certain categories of interest (e.g. 20 object classes in PASCAL
VOC [66]), regardless whether they are salient or not.
These compared methods output ranked lists of windows with confidence scores.
We try different ways to compute their PR curves, such as score thresholding and rank
thresholding, with or without greedy NMS, and we report their best performance.
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For SC and LBI, rank thresholding without NMS (i.e. output all windows above a
rank) gives consistently better AP scores. Note that SC and LBI already diversify
their output windows, and their confidence scores are not calibrated across images.
For MBox, applying score thresholding and NMS with the IOU threshold set at 0.4
provides the best performance.
We denote our full model as SalCNN+MAP. We also evaluate two baseline meth-
ods, SalCNN+NMS and SalCNN+MMR. SalCNN+NMS generates the detections by
simply applying score thresholding and greedy NMS on our proposal windows. The
IOU threshold for NMS is set at 0.4, which optimizes its AP scores. SalCNN+MMR
uses the Maximum Marginal Relevance (MMR) measure to re-score the proposals
[28, 6]. In our experiments, the MMR baseline follows the formulation in [28]. The
MMR re-scores each proposal by iteratively selecting the proposal with maximum
marginal relevance w.r.t. the previously selected proposals. The maximum marginal
relevance is formulated by
MMR = arg max
hi∈H\Hp
[
s(hi)− θ · max
hj∈Hp
IOU(hi, hj)
]
, (5.13)
where Hp is the previously selected proposals. We optimize the parameter θ for the
MMR baseline w.r.t. the AP score. For SalCNN, we use θ = 1.3, and for MBox,
we use θ = 0.05. Moreover, we apply our optimization formulation (without tuning
the parameters) and other baseline methods (with parameters optimized) on the raw
outputs of MBox. In doing so, we can test how our MAP formulation generalizes to
a different proposal model.
Evaluation Datasets. We evaluate our method mainly on three benchmark
salient object datasets: MSO [229], DUT-O [221] and MSRA [126].
MSO contains many background images with no salient object and multiple
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salient objects. Each object is annotated separately. Images in this dataset are
from the testing split of the SOS dataset [229].
DUT-O provides raw bounding box annotations of salient objects from five sub-
jects. Images in this dataset can contain multiple objects, and a single annotated
bounding box sometimes covers several nearby objects. We consolidate the annota-
tions from five subjects to generate ground truth for evaluation. To obtain a set of
ground truth windows for each image, we use a greedy algorithm to merge bounding
box annotations labeled by different subjects. Let B = {Bi}ni denote the bounding
box annotations for an image. For each bounding box Bi, we calculate an overlap
score:
Si =
∑
j:j 6=i
IOU(Bi, Bj).
Based on the overlap score, we do a greedy non-maximum-suppression with the IOU
threshold of 0.5 to get a set of candidate windows. To suppress outlier annotations,
a candidate window Bi is removed if there are fewer than two other windows in B
that significantly overlap with Bi (IOU > 0.5). The remaining candidates are output
as the ground truth windows for the given image.
MSRA comprises 5000 images, each containing one dominant salient object. This
dataset provides raw bounding boxes from nine subjects, and we consolidate these
annotations in the same was as in DUT-O.
For completeness, we also report evaluation results on PASCAL VOC07 [66],
which is originally for benchmarking object recognition methods. This dataset is
not very suitable for our task, as it only annotates 20 categories of objects, many
of which are not salient. However, it has been used for evaluating salient object
detection in [72, 184]. As in [72, 184], we use all the annotated bounding boxes in
VOC07 as class-agnostic annotations of salient objects.
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Figure 5.2: Precision-Recall curves. Our full method SalCNN+MAP significantly
outperforms the other methods on MSO, DUT-O and MSRA. On VOC07, our
method is slightly worse than MBox [197], but VOC07 is not a salient object dataset.
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Figure 5.3: Sample detection results of our method when λ = 0.1. In the VOC07
dataset, many background objects are annotated, but our method only detects dom-
inant objects in the scene. In the DUT-O and MSRA datasets, some ground truth
windows cover multiple objects, while our method tends to localize each object sepa-
rately. Note that we are showing all the detection windows produced by our method.
5.2.1 Results
The PR curves of our method, baselines and other compared methods are shown in
Fig. 5.2. The full AP scores are reported in Table 5.1. Our full model SalCNN+MAP
significantly outperforms previous methods on MSO, DUT-O and MSRA. In partic-
ular, our method achieves about 15%, 34% and 20% relative improvement in AP over
the best previous method MBox+NMS on MSO, DUT-O and MSRA respectively.
This indicates that our model generalizes well to different datasets, even though it
is only trained on the SOS training set. On VOC07, our method is slightly worse
than MBox+NMS. Note that VOC07 is designed for object recognition, and MBox
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Table 5.1: AP scores. The best score on each dataset is shown in bold font, and the
second best is underlined.
MSO DUT-O MSRA VOC07 Avg.
SC[72] .121 .156 .388 .106 .194
LBI[184] .144 .143 .513 .106 .226
MBox[197]+NMS .628 .382 .647 .374 .508
MBox[197]+MMR .595 .358 .578 .332 .466
MBox[197]+MAP .644 .412 .676 .394 .532
SalCNN+NMS .654 .432 .722 .300 .527
SalCNN+MMR .656 .447 .716 .301 .530
SalCNN+MAP .734 .510 .778 .337 .590
Table 5.2: AP scores in identifying background images on MSO.
SalCNN+MAP SalCNN MBox+MAP MBox LBI SC
.89 .88 .74 .73 .27 .27
is optimized for this dataset [65]. We find that our method usually successfully de-
tects the salient objects in this dataset, but often misses annotated objects in the
background. Sample results are show in Fig. 5.3.
Our MAP formulation consistently improves over the baseline methods NMS
and MMR across all the datasets for both SalCNN and MBox. On average, our
MAP attains more than 11% relative performance gain in AP over MMR for both
SalCNN and MBox, and about about 12% (resp. 5%) relative performance gain over
NMS for SalCNN (resp. MBox). Compared with NMS, the performance gain of our
optimization method is more significant for SalCNN, because our adaptive region
sampling method introduces extra proposal noise in the proposal set (see discussion
in Section 5.1.4). The greedy NMS is quite sensitive to such noise, while our subset
optimization formulation can more effectively handle it.
Detecting Background Images. Reporting the nonexistence of salient objects
is an important task by itself [229, 212]. Thus, we further evaluate how our method
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Figure 5.4: Object proposal generation performance (hit rate vs. average #Prop per
image) on VOC07. Our MAP-based formulation further improves the state-of-the-art
MBox method when #Prop is small.
and the competing methods handle background/cluttered images that do not contain
any salient object. A background image is implicitly detected if there is no detection
output by an algorithm. Table 5.2 reports the AP score of each method in detecting
background images. The AP score of our full model SalCNN+MAP is computed
by varying the parameter λ specified before. For SC, LBI, MBox and our proposal
model SalCNN, we vary the score threshold to compute their AP scores.
As shown in Table 5.2, the proposal score generated by SC and LBI is a poor
indicator of the existence of salient objects, since their scores are not calibrated
across images. MBox significantly outperforms SC and LBI, while our proposal
model SalCNN achieves even better performance, which is expected as we explicitly
trained our CNN model to suppress detections on background images. Our MAP
formulation further improves the AP scores of SalCNN and MBox by 1 point.
Generating Compact Object Proposals. Object proposal generation aims
to attain a high hit rate within a small proposal budget [85]. When a compact object
proposal set is favored for an input image (e.g. in applications like weakly supervised
localization [59, 185]), how proposals are filtered can greatly affect the hit rate. In
Fig. 5.4, we show that using our subset optimization formulation can help improve
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the hit rate of MBox [197] when the average proposal number is less than 15 (see
MBox+MAP vs MBox+NMS in Fig. 5.4). The performance of MBox using rank
thresholding2 (MBox+NMS∗), together with SS [206], EB [242] and MCG [6], is also
displayed for comparison.
5.2.2 Component Analysis
Now we conduct further analysis of our method on the MSO dataset, to evaluate the
benefits of the main components of our system.
Adaptive Region Sampling. We compare our full model with two variants:
the model without region sampling (w/o RS) and the model using uniform region
sampling (Unif. RS) [65]. For uniform sampling, we extract five sub-windows of 70%
width and height of the image, by shifting the sub-window to the four image corners
and the image center. The AP scores of our full model and these two variants are
displayed in Table 5.3. Besides the AP scores computed over the whole MSO dataset,
we also include the results on five subsets of images for more detailed analysis: 1) 886
images with salient objects, 2) 611 images with a single salient object, 3) 275 images
with multiple salient objects, 4) 404 images with all small objects and 5) 482 images
with a large object. An object is regarded as small if its bounding box occupies less
than 25% area of the image. Otherwise, the object is regarded as large.
The best scores of the two variants are shown in red. The model with uniform
region sampling generally outperforms the one without region sampling, especially
on images with all small objects or multiple objects. However, on images with a
large object, uniform region sampling worsens the performance, as it may introduce
2Rank thresholding means outputting a fixed number of proposals for each image, which is a
default setting for object proposal methods like SS, EB and MCG, as their proposal scores are less
calibrated across images.
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Table 5.3: AP scores of variants of our method. Reg. Samp. refers to variants with
different region sampling strategies. Win. Filtering refers to variants using different
window filtering methods. See text for details.
Reg. Samp. Win. Filtering
Full w/o Unif Rank Score MMR
Model RS RS Thresh Thresh
Overall .734 .504 .594 .448 .654 .656
with Obj. .747 .513 .602 .619 .668 .675
Single Obj. .818 .676 .671 .717 .729 .721
Multi. Obj. .698 .338 .540 .601 .609 .620
Large Obj. .859 .790 .726 .776 .833 .804
Small Obj. .658 .253 .498 .488 .558 .567
window proposals that are only locally salient, and it tends to cut the salient object.
The proposed adaptive region sampling substantially enhances the performance on all
the subsets of images, yielding over 20% relative improvement on the whole dataset.
MAP-based Subset Optimization. To further analyze our subset optimiza-
tion formulation, we compare our full model with three variants that use different
window filtering strategies. We evaluate the rank thresholding baseline (Rank Thresh
in Table 5.3) and the score thresholding baseline (Score Thresh in Table 5.3) with the
greedy NMS applied. We also evaluate the Maximum Marginal Relevance basline
(MMR in Table 5.3) as in the previous experiment.
The results of this experiment are shown in Table 5.3. Our full model consistently
gives better AP scores than all of the baselines, across all subsets of images. Even on
constrained images with a single salient object, our subset optimization formulation
still provides 12% relative improvement over the best baseline (shown in red in Table
5.3). This shows the robustness of our formulation in handling images with varying
numbers of salient objects.
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5.3 Summary
We presented a salient object detection system for unconstrained images, where each
image may contain any number of salient objects or no salient object. A CNN model
was trained to produce scored window proposals, and an adaptive region sampling
method was proposed to enhance its performance. Given a set of scored proposals,
we presented a MAP-based subset optimization formulation to jointly optimize the
number and locations of detection windows. The proposed optimization formulation
provided significant improvement over the baseline methods on various benchmark
datasets. Our full method outperformed the state-of-the-art by a substantial margin
on three challenging salient object datasets. Further experimental analysis validated
the effectiveness of our system.
Chapter 6
Salient Object Subitizing
How quickly can you tell the number of salient objects in each image in Fig. 6.1?
As early as the 19th century, it was observed that humans can effortlessly identify
the number of items in the range of 1-4 by a glance [94]. Since then, this phenomenon,
later coined by Kaufman et al. as Subitizing [103], has been studied and tested in
various experimental settings [9, 134]. It is shown that identifying small numbers up
to three or four is highly accurate, quick and confident, while beyond this subitizing
range, this sense is lost. Accumulating evidence also shows that infants and even
certain species of animals can differentiate between small numbers of items within
the subitizing range [57, 80, 55, 148]. This suggests that subitizing may be an
inborn numeric capacity of humans and animals. It is speculated that subitizing is
a preattentive and parallel process [57, 203, 211], and that it can help humans and
animals make prompt decisions in basic tasks like navigation, searching and choice
making [155, 79].
Inspired by the subitizing phenomenon, we propose to study the problem of
Salient Object Subitizing (SOS), i.e. predicting the existence and the number (1,
2, 3, and 4+) of salient objects in an image without using any localization process.
Solving the SOS problem can benefit many computer vision tasks and applications.
Knowing the existence and the number of salient objects without the expensive
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Figure 6.1: How fast can you tell the number of prominent objects in each of these
images? It is easy for people to identify the number of items in the range of 1-4 by
a simple glance. This “fast counting” ability is known as Subitizing.
detection process can enable a machine vision system to select different processing
pipelines at an early stage, making it more intelligent and reducing computational
cost. For example, SOS can help a machine vision system suppress the object recogni-
tion process, until the existence of salient objects is detected, and it can also provide
cues for generating a proper number of salient object detection windows for sub-
sequent processing. Furthermore, differentiating between scenes with zero, a single
and multiple salient objects can also facilitate applications like image retrieval, iconic
image detection [17], image thumbnailing [46], robot vision [174], egocentric video
summarization [117], snap point prediction [218], etc.
To study the SOS problem, we present a salient object subitizing image dataset
of about 14K everyday images. The number of salient objects in each image was
annotated by Amazon Mechanical Turk (AMT) workers. The resulting annotations
from the AMT workers were analyzed in a more controlled offline setting; this analysis
showed a high inter-subject consistency in subitizing salient objects in the collected
images. In Fig. 1.3, we show some sample images in the SOS dataset with the
collected groundtruth labels.
We formulate the SOS problem as an image classification task, and aim to de-
velop a method to quickly and accurately predict the existence and the number of
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generic salient objects in everyday images. We propose to use an end-to-end trained
Convolutional Neural Network (CNN) model for our task, and show that an imple-
mentation of our method achieves very promising performance. In particular, the
CNN-based subitizing model can approach human performance in identifying im-
ages with no salient object and with a single salient object. We visualize the learned
CNN features and show that these features are quite generic and discriminative for
the class-agnostic task of subitizing. Moreover, we empirically validate the general-
izability of the CNN subitizing model to unseen object categories.
To further improve the training of the CNN SOS model, we experiment with the
usage of synthetic images. We generate a total of 20K synthetic images that con-
tain different numbers of dominant objects using segmented objects and background
images. We show that model pre-training using these synthetic images results in an
absolute increase of more than 2% in Average Precision (AP) in identifying images
with 2, 3 and 4+ salient objects respectively. In particular, for images with 3 salient
objects, our CNN model attains an absolute increase of about 6% in AP.
We demonstrate the application of our SOS method in salient object detection
and image retrieval. For salient object detection, our SOS model can effectively sup-
press false object detections on background images and estimate a proper number of
detections. By leveraging the SOS model, we attain an absolute increase of about
4% in F-measure over the state-of-the-art performance in unconstrained salient de-
tection [234]. For image retrieval, we show that the SOS method can be used to
handle queries with object number constraints.
In summary, the key contributions of this work are:
1. We formulate the Salient Object Subitizing (SOS) problem, which aims to
predict the number of salient objects in an image without resorting to any
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object localization process.
2. We provide a large-scale image dataset for studying the SOS problem and
benchmarking SOS models.
3. We present a CNN-based method for SOS, and propose to use synthetic images
to improve the learned CNN model.
4. We demonstrate applications of the SOS method in salient object detection
and image retrieval.
6.1 The SOS Dataset
We present the Salient Object Subitizing (SOS) dataset, which contains about 14K
everyday images. We first describe the collection of this dataset, and then provide a
human labeling consistency analysis for the collected images. The dataset is available
on our project website1.
6.1.1 Image Source
To collect a dataset of images with different numbers of salient objects, we gathered
an initial set of images from four popular image datasets, COCO [125], ImageNet
[169], VOC07 [66], and SUN [217]. Among these datasets, COCO, ImageNet and
VOC07 are designed for object detection, while SUN is for scene classification. Im-
ages from COCO and VOC07 often have complex backgrounds, but their content is
limited to common objects and scenes. ImageNet contains a more diverse set of ob-
ject categories, but most of its images have centered dominant objects with relatively
simpler backgrounds. In the SUN dataset, many images are rather cluttered and do
1http://www.cs.bu.edu/groups/ivc/Subitizing/
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Figure 6.2: Example labeled images for AMT workers. The number of salient objects
is shown in the red rectangle on each image. There is a brief explanation below each
image.
not contain any salient objects. We believe that combining images from different
datasets can mitigate the potential data bias of each individual dataset.
This preliminary set is composed of about 30000 images in total. There are
about 5000 images from SUN, 5000 images from VOC07 respectively, 10000 images
are from COCO and 10000 images from ImageNet. For VOC07, the whole training
and validation sets are included. We limited the number of images from the SUN
dataset to 5000, because most images in this dataset do not contain obviously salient
objects, and we do not want the images from this dataset to dominate the category
for background images. The 5000 images were randomly sampled from SUN. For the
COCO and ImageNet datasets2, we used the bounding box annotations to split the
dataset into four categories for 1, 2, 3 and 4+, and then sampled an equal number
of images from each category, in the hope that this can help balance the distribution
2We use the subset of ImageNet images with bounding box annotations.
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Table 6.1: Distribution of images in the SOS dataset
category COCO VOC07 ImageNet SUN total
0 616 311 371 1963 3261
1 2504 1691 1516 330 6041
2 585 434 935 76 2030
3 244 106 916 43 1309
4+ 371 182 475 38 1066
total 4320 2724 4213 2450 13707
of our final dataset.
6.1.2 Annotation Collection
We used the crowdsourcing platform Amazon Mechanical Turk (AMT) to collect
annotations for our preliminary set of images. We asked the AMT workers to label
each image as containing 0, 1, 2, 3 or 4+ prominent objects. Several example labeled
images (shown in Fig. 6.2) were provided prior to each task as an instruction. We
purposely did not give more specific instructions regarding some ambiguous cases
for counting, e.g. counting a man riding a horse as one or two objects. We expected
that ambiguous images would lead to divergent annotations.
Each task, or HIT (Human Intelligence Task) was composed of five to ten images
with a two-minute time limit, and the compensation was one to two cents per task.
All the images in one task were displayed at the same time. The average completion
time per image was about 4s. We collected five annotations per image from distinct
workers. About 800 workers contributed to this dataset. The overall cost for col-
lecting the annotation is about 600 US dollars including the fees paid to the AMT
platform.
A few images do not have a clear notion about what should be counted as an
individual salient object, and labels on those images tend to be divergent. Cluttered
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Figure 6.3: Sample images with divergent labels. These images are a bit ambiguous
about what should be counted as an individual salient object. We exclude this type
of images from the final SOS dataset.
images with multiple object categories are more likely to have inconsistent anno-
tations, probably because the annotators may attend to different object categories.
We show some of these images in Fig. 6.3. Cluttered images like these appear more
frequently in VOC07 and COCO than in ImageNet. To remove these ambiguous
images, we exclude images with fewer than four consensus labels, leaving about 14K
images (out of 30K images) for our final SOS dataset. In Table 6.1, we show the
joint distribution of images with respect to the labeled category and the original
dataset. As expected, the majority of the images from the SUN dataset belong to
the “0” category. The ImageNet dataset contains significantly more images with two
and three salient objects than the other datasets.
6.1.3 Annotation Consistency Analysis
During the annotation collection process, we simplified the task for the AMT workers
by giving them 2 minutes to label five images at a time. This simplification allowed
us to gather a large number of annotations with reduced time and cost. However, the
flexible viewing time allowed the AMT workers to look closely at these images, which
may have had an influence over their attention and their answers to the number of
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Figure 6.4: Averaged confusion matrix of our offline human subitizing test. Each row
corresponds to a groundtruth category labeled by AMT workers. The percentage
reported in each cell is the average proportion of images of the category A (row
number) labeled as category B (column number). For over 90% images, the labels
from the offline subitizing test are consistent with the labels from AMT workers.
salient objects. This leaves us with a couple important questions. Given a shorter
viewing time, will labeling consistency among different subjects decrease? Moreover,
will shortening the viewing time change the common answers to the number of salient
objects? Answering these question is critical in understanding our problem and
dataset.
To answer these questions, we conducted a more controlled offline experiment
based on common experimental settings in the subitizing literature [9, 134]. In this
experiment, only one image was shown to a subject at a time, and this image was
exposed to the subject for only 500 ms. After that, the subject was asked to tell the
number of salient objects by choosing an answer from 0, 1, 2, 3, and 4+.
We randomly selected 200 images from each category according to the labels
collected from AMT. Three subjects were recruited for this experiment, and each of
them was asked to complete the labeling of all 1000 images. We divided that task
into 40 sessions, each of which was composed of 25 images. The subjects received the
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Table 6.2: Human subitizing accuracy in matching category labels from Mechanical
Turk workers.
sbj.1 sbj.2 sbj.3 Avg.
Accuracy 90% 92% 90% 91%
same instructions as the AMT workers, except they were exposed to one image at a
time for 500 ms. Again, we intentionally omitted specific instructions for ambiguous
cases for counting.
Over 98% test images receive at least two out of three consensus labels in our
experiment, and all three subjects agree on 84% of the test images. Table 6.2 shows
the proportion of category labels from each subject that match the labels from AMT
workers. All subjects agree with AMT workers on over 90% of sampled images. To
see details of the labeling consistency, we show in Fig. 6.4 the averaged confusion
matrix of the three subjects. Each row corresponds to a category label from the
AMT workers, and in each cell, we show the average number (in the brackets) and
percentage of images of category A (row number) classified as category B (column
number). For categories 1, 2 and 3, the per-class accuracy scores are above 95%,
showing that limiting the viewing time has little effect on the answers in these cat-
egories. For category 0, there is a 90% agreement between the labels from AMT
workers and from the offline subitizing test, indicating that changing the viewing
time may slightly affect the apprehension of salient objects. For category 4+, there
is 78% agreement, and about 13% of images in this category are classified as category
0.
In Fig. 6.5, we show sample images that are consistently labeled by all three
subjects in our offline subitizing test as a different category than labeled by AMT
workers. We find some labeling discrepancy may be attributed to the fact that objects
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Figure 6.5: Sample images that are consistently labeled by all three subjects in our
offline subitizing test as a different category from what is labeled by the Mechanical
Turk workers. Above each image, there is the AMT workers’ label (left) vs the
offline-subitizing label (right).
at the image center tend to be thought of as more salient than other ones given a
short viewing time (see images in the top row of Fig. 6.5). In addition, some images
with many foreground objects (far above the subitizing limit of 4 ) are labeled as 4+
by AMT workers, but they tend to be labeled as category 0 in our offline subitizing
test (see the middle and right images at the bottom row in Fig. 6.5).
Despite the labeling discrepancy on a small proportion of the sampled images,
limiting the viewing time to a fraction of a second does not significantly decrease
the inter-subject consistency or change the answers to the number of salient objects
on most test images. We thereby believe the proposed SOS dataset is valid. The
per-class accuracy shown in Fig. 6.4 (percentage numbers in diagonal cells) can be
interpreted as an estimate of the human performance baseline on our dataset.
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6.2 Salient Object Subitizing by Convolutional Neural Net-
work
Subitizing is believed to be a holistic sense of the number of objects in a visual scene.
This visual sense can discriminate between the visual patterns possessed by differ-
ent numbers of objects in an image [93, 134, 50, 23]. This inspires us to propose a
learning-based discriminative approach to address the SOS problem, without resort-
ing to any object localization or counting process. In other words, we aim to train
image classifiers to predict the number of salient objects in an image.
Encouraged by the remarkable progress made by the CNN models in computer
vision [76, 113, 159, 179], we use the CNN-based method for our problem. [76]
suggest that given limited annotated data, fine-tuning a pre-trained CNN model can
be an effective and highly practical approach for many problems. Thus, we adopt
fine-tuning to train the CNN SOS model.
We use the GoogleNet architecture [196]. We fine-tune the GoogleNet model
pre-trained on ImageNet [169] using Caffe [95]. The output layer of the pre-trained
GoogleNet model is replaced by a fully connected layer which outputs a 5-D score
vector for the five categories: 0, 1, 2, 3 and 4+. We use the Softmax loss and the
SGD solver of Caffe to fine-tune all the parameters in the model. More training
details are provided in Sec. 5.2.
6.2.1 Leveraging Synthetic Images for CNN Training
Collecting and annotating real image data is a rather expensive process. Moreover,
the collected data may not have a balanced distribution over all the categories. In
our SOS dataset, over 2/3 images belong to the “0” or “1” category. For categories
with insufficient data, the CNN model training may suffer from overfitting and lead
113
to degraded generalizability of the CNN model.
Leveraging synthetic data can be a economical way to alleviate the burden of
image collection and annotation [188, 195, 92]. In particular, some recent works
[92, 152] successfully exploit synthetic images to train modern CNN models for image
recognition tasks. While previous works focus on generating realistic synthetic images
(e.g. using 3D rendering techniques [152]) to train CNN models with zero or few real
images data, our goal is to use synthetic images as an auxiliary source to improve
the generalizability of the learned CNN model.
We adopt a convenient cut-and-past approach to generate synthetic SOS image
data. Given a number N in the range of 1-4, a synthetic image is generated by pasting
N cutout objects on a background scene image. Cutout objects can be easily obtained
from existing image datasets with segmentation annotations or image sources with
isolated object photos (e.g. stock image databases). In this work, we use the public
available salient object dataset THUS10000 [42] for generating cutout objects and
the SUN dataset [217] as the source for background images. The THUS10000 dataset
covers a wide range of object categories so that we can obtain sufficient variations in
the shape and appearance of foreground objects.
In THUS10000, an image may contain multiple salient objects and some of them
are covered by a single segmentation mask. To generate consistent synthetic SOS
image data, we automatically filter out this type of images using the CNN SOS
model trained on real data. To do this, we remove the images whose confidence
scores for containing one salient object are less than 0.95. Similarly, we filter out the
images with salient objects from the SUN dataset, using a score threshold of 0.95 for
containing no salient object.
When generating a synthetic image, we randomly choose a background image and
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Figure 6.6: Sample synthetic images with the given numbers of salient objects on the
top. Although the synthetic images look rather unrealistic, they are quite visually
consistent with the given numbers of salient objects. By pre-training the CNN SOS
model on these synthetic images, we expect that the CNN model can better learn
the intra-class variations in object category, background scene type, object position
and inter-object occlusion.
resize it to 256×256 regardless of its original aspect ratio. Then, we pick a cutout
object and generate a reference object by resizing it to a randomly generated scale
relative to 256 based on the largest dimension of the object. The reference scale is
uniformly sampled in the range [0.4, 0.8]. After that, we apply random horizontal
flipping and mild geometric transforms (scaling and rotation) on the reference object
each time we past a copy of it to a random position on the background image. Mild
scalings are uniformly sampled in the range [0.85, 1.15] and mild rotations are uni-
formly sampled in the angular range [−10, 10] degrees. The synthetic image contains
N (N ∈ [1, 4]) copies of the same cutout object. Pasting different cutout objects
together is empirically found inferior to our method, probably because some cutout
objects may appear more salient than the other ones when they are put together,
resulting in images that visually inconsistent with the given number. Finally, we
reject this image if any of the pasted objects is occluded by more 50% of its area.
Example synthetic images are shown in Fig. 6.6. Our synthetic images look
rather unrealistic, since we do not consider any contextual constraints between scene
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types and object categories. However, for the SOS task, these images often look
quite consistent with the given numbers of salient objects. We expect that our CNN
model should learn generic features for SOS irrespective of semantics of the visual
scenes. Thus, these synthetic images may provide useful intra-class variations in
object category, background scene type, as well as object position and inter-object
occlusion.
To leverage the synthetic images, we fine-tune the CNN model on the synthetic
data before fine-tuning on the real data. The two-stage fine-tuning scheme can be
regarded as a domain adaptation process, which transfers the learned features from
the synthetic data domain to the real data domain. In contrast, directly augmenting
the real data with the synthetic images may suffer from the domain shift issue, as
the data distribution of the real data is different from that of the synthetic data.
Empirical results also validate the advantage of the two-stage fine-tuning scheme
over data augmentation (see Sec. 6.3).
6.3 Experiments
6.3.1 Experimental Setting
For training and testing, we randomly split the SOS dataset into a training set of
10,966 images (80% of the SOS dataset) and a testing set of 2741 images.
CNN model training details. For fine-tuning the GoogleNet CNN model,
images are resized to 256 × 256 regardless of their original aspect ratios. Standard
data augmentation methods like horizontal flipping and cropping are used. We set
the batch size to 32 and fine-tune the model for 8000 iterations. The fine-tuning
starts with a learning rate of 0.001 and we multiply it by 0.1 every 2000 iterations.
At test time, images are resized to 224× 224 and the output softmax scores are used
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for evaluation.
For pre-training using the synthetic images, we generate 5000 synthetic images
for each number in 1-4. Further increasing the number of synthetic images does not
increase the performance. We also include the real background images (category
“0”) in the pre-training stage. The same model training setting is used as described
above. When fine-tuning using the real data, we do not reset the parameters of
the top fully-connected layer, because we empirically find that it otherwise leads to
slightly worse performance.
Compared methods. We evaluate our method and several baselines as follows.
• CNN Syn FT: The full model fine-tuned using the two-stage fine-tuning scheme
with the real and synthetic image data.
• CNN Syn Aug: The model fine-tuned on the union of the synthetic and the real
data. This baseline corresponds to the data augmentation scheme in contrast
to the two-stage fine-tuning scheme for leveraging the synthetic image data.
This baseline is to validate our two-stage fine-tuning scheme.
• CNN FT: The CNN model fine-tuned on the real image data only.
• CNN Syn: The CNN model fine-tuned on the synthetic images only. This
baseline reflects how close the synthetic images are to the real data.
• CNN wo FT: The features of the pre-trained GoogleNet without fine-tuning.
For this baseline, we fix the parameters of all the hidden layers during fine-
tuning. In other words, only the output layer is fine-tuned.
Furthermore, we benchmark several commonly used image feature representations
for baseline comparison. For each feature representation, we train a one-vs-all multi-
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class linear SVM classifier on the training set. The hyper-parameters of the SVM
are determined via five-fold cross-validation.
• GIST. The GIST descriptor [201] is computed based on 32 Gabor-like filters
with varying scales and orientations. We use the implementation by [201]
to extract a 512-D GIST feature, which is a concatenation of averaged filter
responses over a 4× 4 grid.
• HOG. We use the implementation by [71] to compute HOG features. Images are
first resized to 128×128, and HOG descriptors are computed on a 16×16 grid,
with the cell size being 8×8. The HOG features of image cells are concatenated
into a 7936-D feature. We have also tried combining HOG features computed
on multi-scale versions of the input image, but this gives little improvement.
• SIFT with the Improved Fisher Vector Encoding (SIFT+IFV). We use the im-
plementation by [33]. The codebook size is 256, and the dimensionality of SIFT
descriptors is reduced to 80 by PCA. Hellinger’s kernel and L2-normalization
are applied for the encoding. Weak geometry information is captured by spa-
tial binning using 1× 1, 3× 1 and 2× 2 grids. To extract dense SIFT, we use
the VLFeat [208] implementation. Images are resized to 256× 256, and a 8× 8
grid is used to compute a 8192-D dense SIFT feature, with a step size of 32
pixels and a bin size of 8 pixels. Similar to HOG, combining SIFT features of
different scales does not improve the performance.
• Saliency map pyramid (SalPyr). We use a state-of-the-art CNN-based salient
object detection model [236] to compute a saliency map for an image. Given
a saliency map, we construct a spatial pyramid of a 8× 8 layer and a 16× 16
118
Table 6.3: Average Precision (%) of compared methods. The best scores are shown
in bold. The training and the testing are repeated for five times for all CNN-based
methods, and mean and std of the AP scores are reported.
0 1 2 3 4+ mean
Chance 27.5 46.5 18.6 11.7 9.7 22.8
SalPyr 46.1 65.4 32.6 15.0 10.7 34.0
HOG 68.5 62.2 34.0 22.8 19.7 41.4
GIST 67.4 65.0 32.3 17.5 24.7 41.4
SIFT+IFV 83.0 68.1 35.1 26.6 38.1 50.1
CNN woFT 92.2±0.2 84.4±0.2 40.8±1.9 34.1±2.7 55.2±0.6 61.3±0.2
CNN FT 93.6±0.3 93.8±0.1 75.2±0.2 58.6±0.8 71.6±0.5 78.6±0.2
CNN Syn 79.2±0.5 85.6±0.2 37.4±0.8 34.8±2.6 33.0±1.1 54.0±0.6
CNN Syn Aug 92.1±0.4 92.9±0.1 75.0±0.4 58.9±0.6 69.8±0.8 77.8±0.3
CNN Syn FT 93.5±0.1 93.8±0.2 77.4±0.3 64.3±0.2 73.0±0.5 80.4±0.2
layer. Each grid cell represents the average saliency value within it. The cells
of the spatial pyramid are then concatenated into a 320-D vector.
Evaluation metric. We use average precision (AP) as the evaluation metric.
We use the implementation provided in the VOC07 challenge [66] to calculate AP. For
each the CNN-based method, we repeat the training for five times and report both
the mean and the standard deviation (std) of the AP scores. This will give a sense
of statistical significance when interpreting the difference between CNN baselines.
6.3.2 Results
The AP scores of different features and CNN baselines are reported in Table 5.1.
The baseline Chance in Table 5.1 refers to the performance of random guess. To
evaluate the random guess baseline, we generate random confidence scores for each
category, and report the average AP scores over 100 random trials.
All methods perform significantly better than random guess in all categories.
Among manually crafted features, SalPyr gives the worst mean AP (mAP) score,
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Figure 6.7: Subitizing vs. counting. (a) Confusion matrix of our CNN SOS method
CNN Syn FT. Each row corresponds to a groundtruth category. The percentage
reported in each cell is the proportion of images of the category A (row number)
labeled as category B (column number). (b) Confusion matrix of counting using the
salient object detection method by [234].
while SIFT+IFV performs the best, outperforming SalPyr by 16 absolute percentage
points in mAP. SIFT+IFV is especially more accurate than other non-CNN features
in identifying images with 0 and 4+ salient objects.
The CNN feature without fine-tuning (CNN wo FT) outperforms SIFT+IFV by
over 10 absolute percentage points in mAP. Fine-tuning (CNN FT) further improves
the mAP score by 17 absolute percentage points, leading to a mAP score of 78.6%.
CNN wo FT attains comparable performance to CNN FT in identifying background
images, while it is significantly worse than CNN FT in the other categories. This
suggests that the CNN feature trained on ImageNet is good for inferring the pres-
ence of salient objects, but not very effective at discriminating images with different
numbers of salient objects.
Pre-fine-tuning using the synthetic images (CNN Syn FT) further boosts the per-
formance of CNN FT by about 2 absolute percentage points in mAP. The perfor-
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Figure 6.8: Sample results among the top 100 predictions for each category by our
CNN SOS method CNN Syn FT. The images are listed in descending order of con-
fidence. False alarms are shown with red borders and groundtruth labels at the
top.
mance is improved in category “2”, “3” and “4+”, where training images are substan-
tially fewer than categories “0” and “1”. In particular, for category “3” the AP score
is increased by about 6 absolute percentage points. The usefulness of the synthetic
images may be attributed to the fact they can provide more intra-class variations
in object category, scene type and the spatial relationship between objects. This is
especially helpful when there is not enough real training data to cover the variations.
Using synthetic images alone (CNN Syn) gives reasonable performance, a mAP
score of 54.0%. It outperforms SIFT+IFV, the best non-CNN baseline trained on
the real data. However, it is still much worse than the CNN model trained on the real
data. This gives a sense of the domain shift between the real and the synthetic data.
Directly augmenting the training data with the synthetic images does not improve
and even slightly worsens the performance (compare CNN Syn Aug and CNN FT
in Table 5.1). We believe that this is due to the domain shift and our two-stage
fine-tuning scheme can better deal with this issue.
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Figure 6.9: Example images of overlapping objects and multiple object categories.
Our CNN SOS model gives confident predictions (shown at the bottom left corner of
each image) for these images. The confidence scores of these predictions are among
the top 100 for the corresponding categories. (a) Sample images with confident
predictions where the objects overlap or are occluded. (b) Sample images with
confident predictions where there are multiple object categories.
Fig. 6.7 (a) shows the confusion matrix for our best method CNN Syn FT. The
percentage reported in each cell represents the proportion of images of category A
(row number) classified as category B (column number). The accuracy (recall) of
category “0” and “1” is both about 93%, which is close to the human accuracy
for these categories in our human subitizing test (see Fig. 6.4). For the remaining
categories, there is still a considerable gap between human and machine performance.
According to Fig. 6.7 (a), our SOS model tends to make mistaks by misclassifying
an image into a nearby category. Sample results are displayed in Fig. 6.8. As we
can see, despite the large variations in object appearance and image background, our
SOS model gives promising performance.
Among the top 100 predictions for each category, there are many images where
objects are partially occluded and/or overlap with each other. Some example im-
ages with the correct predictions are shown in Fig. 6.9 (a). These examples indicate
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that our model can handle occlusion and inter-object overlap to some extent. Unlike
detection or segmentation which requires the model to recognize the full extent of
objects, subitizing can leverage the discriminative parts of objects for number pre-
diction. There are also a few examples with salient objects of multiple categories
among the top 100 predictions for category 2 and above. Some examples with the
correct predictions are shown in Fig. 6.9 (b). However, the majority of the confident
predictions are given to images with a single object category. This can be caused
by the design of the SOS dataset. During the data collection, we found that images
with a single object category tended to receive more consistent annotations. As a
result, most images with multiple salient objects in our dataset only contain a single
object category. This may affect the performance of our CNN SOS model on images
with multiple object categories. It is also worth noting that different combinations
of object categories may influence our perception of visual saliency. For example,
objects like bottles and chairs can become less salient if there are people in the same
scene. An in-depth analysis of this issue can be challenging and we leave it for future
work.
6.3.3 Analysis
To gain a better understanding of our SOS method, we further investigate the fol-
lowing questions.
How does subitizing compare to counting? Counting is a straightforward
way of getting the number of items. To compare our SOS method with a counting-by-
detection baseline, we use a state-of-the-art salient object detection method designed
for unconstrained images [234]. This unconstrained salient object detection method,
denoted as USOD, leverages a CNN-based model for bounding proposal generation,
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Table 6.4: Mean average precision (%) scores for different CNN architectures. Train-
ing and test are run for five times and the mean and the std of mAP scores are
reported.
AlexNet VGG16 GoogleNet
w/o Syn. Data 70.1±0.2 77.5±0.3 78.6±0.2
with Syn. Data 71.6±0.5 80.2±0.3 80.4±0.3
followed by a subset optimization method to extract a highly reduced set of detection
windows. A parameter of USOD is provided to control the operating point for the
precision-recall tradeoff. We pick an operating point that gives the best F-score3 on
the Multi-Salient-Object (MSO) dataset [229] in this experiment.
The confusion matrix of the counting baseline is shown in Fig. 6.7 (b). Compared
with the SOS method (see Fig. 6.7 (a)), the counting baseline performs significantly
worse in all categories except “2”. In particular, for “0” and “4+”, the counting
baseline is worse than the SOS method by about 30 absolute percentage points.
This indicates that for the purpose of number prediction, the counting-by-detection
approach can be a suboptimal option. We conclude that there are at least two
reasons for this outcome. First, it is difficult to pick a fixed score threshold (or other
equivalent parameters) of an object detection system that works best for all images.
Even when an object detector gives a perfect ranking of window proposals for each
image, the scores may not be well calibrated across different images. Second, the
post-processing step for extracting detection results (e.g. non-maximum suppression)
is based on the idea of suppressing severely overlapping windows. However, this
spatial prior about detection windows can be problematic when significant inter-
object occlusion occurs. In contrast, our SOS method bypass the detection process
and discriminates between different numbers of salient objects based on holistic cues.
3The F-score is computed as 2RP(R+P ) , where R and P denote recall and precision respectively.
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Table 6.5: The effect of using the synthetic images when different numbers of real
data are used in CNN training. For each row, the same set of synthetic images are
used. Training and test are run for five times and the mean and the std of mAP scores
are reported. By using the synthetic images, competitive performance is attained
even when the size of the real data is significantly reduced.
w/o syn. with syn.
25% real data 71.6±0.2 76.3±0.4
50% real data 75.3±0.3 78.2±0.4
100% real data 78.6±0.2 80.4±0.3
How does the CNN model architecture affect the performance? Be-
sides GoogleNet, we evaluate another two popular architectures, AlexNet [113] and
VGG16 [183]. The mAP scores with and without using synthetic images are sum-
marized in Table 6.4 for each architecture. VGG16 and GoogleNet have very similar
performance, while AlexNet performs significantly worse. Pre-training using syn-
thetic images has a positive effect on all these architectures, indicating that it is gen-
erally beneficial to leverage synthetic images for this task. The baseline of AlexNet
without synthetic image can be regarded as the best model reported by [229]. In this
sense, our current best method using GoogleNet and synthetic image outperforms
the previous best model by 10 absolute percentage points. Note that the training
and testing image sets used by [229] are subsets of the training and testing sets of our
expanded SOS dataset. Therefore, the scores reported by [229] are not comparable
to the scores in this paper4.
Does the usage of synthetic images reduce the need for real data? To
answer this question, we vary the amount of real data used in the training, and
report the mAP scores in Table 6.5. We randomly sample 25% and 50% of the real
data for training the model. This process is repeated for five times. When fewer real
4When evaluated on the test set used by [229], our best method GoogleNet Syn FT achieves a
mAP score of 85.0%
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Figure 6.10: Feature visualization of the inception 5b/output layer in our
GoogleNet Syn FT model. We aim to visualize the new feature representations
learned from our SOS data. (a) shows the histogram of Si, which measures how
distinct a feature channel of our model is from the feature representations of the
original ImageNet model (see text for more details). Lower values of Si indicates
higher distinctness, and we choose those feature channels with Si < 0.3 for visualiza-
tion (b) shows the visualization of some new feature representations learned by our
SOS model. Each block displays the top nine image patches in our SOS test set that
correspond to the highest feature activations for a novel feature channel. These visu-
alization results suggest that our CNN model has learned some category-independent
and discriminative features for SOS. For example, the first block corresponds to a
feature about a close-up face, and the second block shows a feature of a pair of
objects appearing side by side.
data are used, the performance of our CNN SOS method declines much slower with
the help of the synthetic images. For example, when only 25% real data are used,
leveraging the synthetic images can provide an absolute performance gain of about
5% in mAP, leading to a mAP score of 76%. However, without using the synthetic
images, doubling the size of the training data (50% real data) only achieves a mAP
score of 75%. This suggests that we can achieve competitive performance at a much
lower cost at data collection by leveraging the synthetic images.
What is learned by the CNN model? By fine-tuning the pre-trained CNN
model, we expect that the CNN model will learn discriminative and generalizable
feature representations for subitizing. To visualize the new feature representations
learned from our SOS data, we first look for features that are substantially distinct
from the ones of the original network trained on ImageNet. For GoogleNet, we
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consider the output layer of the last inception unit (inception 5b/output), which has
1024 feature channels. For each feature channel of this layer, we use the maximum
activation value on an image to rank the images in the SOS test set. We hypothesize
that if two feature channels represent similar features, then they should result in
similar image rankings. Given the i-th feature channel of this layer in GoogleNet -
Syn FT, we compute the maximum Spearman’s rank correlation coefficient between
its image ranking Ri and the image ranking R̂j using the j-th channel of the original
GoogleNet:
Si = max
j=1,2··· ,1024
ρ(Ri, R̂j), (6.1)
where ρ denotes Spearman’s rank correlation coefficient, whose range is [−1, 1]. A
low value of Si means that the i-th feature channel of our fine-tuned model gives a
very different image ranking than any feature channels from the original CNN model.
In our case, none of the values of Si is negative. Fig. 6.10 (a) shows the histogram
of Si. We choose the feature channels with Si values less than 0.3 as the most novel
features learned from the SOS data.
After that, we visualize each of the novel feature channels by showing the top nine
image patches in our SOS test set that correspond to the highest feature activations
for that channel. The spatial resolution of inception 5b/output is 7×7. For an
activation unit on the 7×7 map, we display the image patch corresponding to the
receptive field of the unit. Since the theoretic receptive field of the unit is too large,
we restrict the image patch to be 60% of the size (0.6W×0.6H) of the whole image.
Fig. 6.10 (b) shows the visualization results of some of the novel feature represen-
tations learned by our CNN SOS model. We find that these newly learned feature
representations are not very sensitive to the categories of the objects, but they cap-
ture some general visual patterns related to the subitizing task. For example, in
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Fig. 6.10 (b), the feature corresponding to the first block is about a close-up face of
either a person or an animal. Detecting a big face at this scale indicates that the
image is likely to contain only a single dominant object. The feature correspond-
ing to the second block is about a pair of objects appearing side by side, which is
also a discriminative visual pattern for identifying images with two dominant ob-
jects. These visualization results suggest that our CNN model has learned some
category-independent and discriminative features for SOS.
How does the SOS method generalize to unseen object categories? We
would like to further investigate how our CNN SOS model can generalize to unseen
object categories. To get category information for the SOS dataset, we ask AMT
workers to label the categories of dominant objects for each image in our SOS dataset.
We consider five categories: “animal”, “food”, “people”, “vehicle” and “other”. An
image may contain multiple labels (e.g. an image with an animal and a person). For
each image, we collect labels from three different workers and use the majority rule
to decide the final labels.
To test the generalizability of our CNN model to unseen object categories, we
use the Leave-One-Out (LOO) approach described as follows. Given category A,
we remove all the images with the label A from the original training set, and use
them as the testing images. The original test images for “0” are also included.
Two other baselines are provided. The first is a chance baseline, which refers to
the performance of random guess. We generate random confidence scores for each
category, and report the average AP scores over 100 random trials. Note that we
have class imbalance in the test images, so the AP scores of random guess tend to be
higher for categories with more images. The second baseline reflects the performance
for category A when full supervision is available. We use five-fold cross-validation to
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Table 6.6: Cross-category generalisation test. The CNN-LOO refers to the AP scores
(%) on the unseen object category. CNN-Full serves as an upper bound of the
performance when the images of that object category are used in the training (see
text for more details). The number following each category name is the number of
images with that category label.
0 1 2 3 4+ mean
animal (4101)
Chance 16.6 53.6 21.1 12.6 8.8 22.5
CNN-LOO 89.3±0.2 87.2±0.3 42.8±1.0 36.9±2.6 58.3±1.0 62.9±0.5
CNN-Full 95.0±1.7 94.8±0.4 72.8±2.0 57.9±2.8 71.8±4.0 78.5±1.3
food (372)
Chance 67.6 16.9 8.1 13.1 8.2 22.8
CNN-LOO 95.7±0.2 70.8±1.3 50.3±0.8 56.8±1.3 39.7±1.4 62.7±0.5
CNN-Full 97.7±0.4 85.9±7.2 61.1±11.2 67.8±12.4 62.8±8.3 75.1±4.1
people (3786)
Chance 17.5 50.7 21.7 10.9 13.1 22.8
CNN-LOO 86.7±0.3 84.9±0.5 47.6±0.5 31.6±1.3 56.7±1.2 61.5±0.5
CNN-Full 94.4±1.3 94.8±0.7 82.5±1.0 62.8±6.1 83.9±2.8 83.7±1.3
vehicle (1150)
Chance 40.6 56.1 8.3 3.4 4.4 22.6
CNN-LOO 91.0±0.3 92.2±0.3 42.4±2.2 16.3±0.9 47.4±0.9 57.9±0.4
CNN-Full 96.1±0.7 96.1±0.7 62.2±9.2 25.6±14.2 55.4±20.6 67.1±6.4
other (1401)
Chance 36.4 35.4 14.8 18.6 11.2 23.3
CNN-LOO 87.0±0.4 78.0±0.7 56.7±0.4 49.9±0.9 50.2±0.8 64.4±0.4
CNN-Full 93.4±0.4 90.5±2.5 70.8±7.2 63.0±3.2 60.2±8.3 75.6±2.8
evaluate this baseline. In each fold, 1/5 of the images with the label A are used for
testing, and all the remaining images are used for training. The average AP scores
are reported. In this experiment, we do not use the synthetic images because they
do not have category labels.
The results are reported in Table 6.6. For each category, the CNN model trained
without that category (CNN-LOO) gives significantly better performance than the
Chance baseline. This validates that the CNN model can learn category-independent
features for SOS and it can generalize to unseen object categories to some extent.
Training with full supervision (CNN-Full) further improves over CNN-LOO by a
substantial margin, which indicates that it is still important to use a training set
that covers a diverse set of object categories.
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6.4 Applications
6.4.1 Salient Object Detection
In this section, we demonstrate the usefulness of SOS for unconstrained salient object
detection [234]. Unconstrained salient object detection aims to detect salient objects
in unconstrained images where there can be multiple salient objects or no salient
objects. Compared with the constrained setting, where there exists one and only one
salient object, the unconstrained setting pose new challenges of handling background
images and determining the number of salient objects. Therefore, SOS can be used
to cue a salient object detection method to suppress the detection or output the right
number of detection windows for unconstrained images.
Given a salient object detection method, we leverage our CNN SOS model by a
straightforward approach. We assume that the salient object detection method pro-
vides a parameter (e.g. the threshold for the confidence score) for trade-off between
precision and recall. We call this parameter as a PR parameter. For an image, we
first predict the number of salient objects N using our CNN SOS model, then we use
grid search to find such a value of the PR parameter that no more than N detection
windows are output.
Dataset. Most existing salient object detection datasets lack background images
or images containing multiple salient objects. In this experiment, We use the Multi-
Salient-Object (MSO) dataset [229]. The MSO dataset has 1224 images, all of which
are from the test set of the SOS dataset, and it has a substantial proportion of images
that contain no salient object or multiple salient objects.
Compared methods. We test our SOS model on the unconstrained object
detection method proposed (denoted as USOD) by [234], which achieves state-of-
the-art performance on the MSO dataset. The baseline USOD method is composed
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Figure 6.11: Precision-Recall curve of USOD, and the performance of USOD+SOS
and USOD+GT.
of a CNN-based object proposal model and a subset optimization formulation for
post-processing the bounding box proposals. We use an implementation provided
by [234], which uses the GoogleNet architecture for proposal generation. The USOD
method provides a PR parameter to control the number of detection windows. We
use the predicted number by our SOS model to cue USOD, and denote this method
as USOD+SOS. We also use the groundtruth number to show the upper-bound of
the performance gain using subitizng, and denote this baseline as USOD+GT.
Evaluation metrics. We report the precision, the recall and the F-measure.
The F-measure is calculated as 2 PR
P+R
, where P and R denote the precision and the
recall respectively. For the baseline USOD method, we tune its PR parameter so
that the its F-measure is maximized.
Results. The results are reported in Table 6.7. Fig. 6.11 shows the PR curve of
USOD compared to the precision and recall rates of USOD+SOS and USOD+GT. As
we can see, USOD+SOS significantly outperforms the baseline USOD, obtaining an
absolute increase of about 4% in F-measure. This validates the benefit of adaptively
131
Table 6.7: Salient object detection performance on the MSO dataset. For the baseline
USOD, we report its performance using the PR parameter that gives the optimal
F-measure (%). We also report the performance of each method on a subset of the
MSO dataset, which only contain images with salient objects (see Obj. Img. below).
Prec. Rec. F-score
Full Dataset
USOD 77.5 74.0 75.7
USOD+SOS 79.6 79.5 79.5
USOD+GT 83.9 81.7 82.8
Obj. Img.
USOD 78.0 81.0 79.4
USOD+SOS 79.5 81.8 80.6
USOD+GT 83.9 81.7 82.8
tuning the PR parameter based on the SOS model. When the groundtruth number
of objects is used (USOD+GT), another absolute increase of 3% can be attained,
which is the upper bound for the performance improvement. Table 6.7 also reports
the performance of each method on images with salient objects. On this subset
of images, using SOS improves the baseline USOD by about 1 absolute percentage
point in F-measure. This suggests that our CNN SOS model is not only helpful for
suppressing detections on background images, but is also beneficial by determining
the number of detection windows for images with salient object.
Cross-dataset generalization test for identifying background images.
Detecting background images is also useful for tasks like salient region detection
and image thumbnailing [212]. To test how well the performance of our SOS model
generalizes to a different dataset for detecting the presence of salient objects in
images, we evaluate it on the web thumbnail image test set proposed by [212]. The
test set used by [212] is composed of 5000 thumbnail images from the Web, and 3000
images sampled from the MSRA-B [126] dataset. 50% of these images contain a
single salient object, and the rest contain no salient object. Images for MSRA-B are
resized to 130× 130 to simulate thumbnail images [212].
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Table 6.8: Recognition accuracy in predicting the presence of salient objects on the
thumbnail image dataset [212]. We show the 5-fold cross validation accuracy reported
in [212]. While our method is trained on the MSO dataset, it generalizes well to this
other dataset.
[212] Ours
accuracy (%) 82.8 84.2
In Table 6.8, we report the detection accuracy of our CNN SOS model, in com-
parison with the 5-fold cross-validation accuracy of the best model reported by [212].
Note that our SOS model is trained on a different dataset, while the compared model
is trained on a subset of the tested dataset via cross validation. Our method out-
performs the model of [212], and it can give fast prediction without resorting to any
salient object detection methods. In contrast, the model of [212] requires computing
several saliency maps, which takes over 4 seconds per image as reported by [212].
6.4.2 Image Retrieval
In this section, we show an application of SOS in Content Based Image Retrieval
(CBIR). In CBIR, many search queries refer to object categories. It is useful in
many scenarios that users can specify the number of object instances in the retrieved
images. For example, a designer may search for stock images that contain two animals
to illustrate an article about couple relationships, and a parent may want to search
his/her photo library for photos of his/her baby by itself.
We design an experiment to demonstrate how our SOS model can be used to
facilitate the image retrieval for number-object (e.g. “three animals”) search queries.
For this purpose, we implement a tag prediction system. Given an image, the system
will output a set of tags with confidence scores. Once all images in a database are
indexed using the predicted tags and scores, retrieval can be carried out by sorting
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the images according to the confidence scores of the query tags.
The tag prediction system. Our tag prediction system uses 6M training
images from the Adobe Stock Image website5. Each training image has 30-50 user
provided tags. We pick about 18K most frequent tags for our dictionary. In practice,
we only keep the first 5 tags for an image as we empirically find that first few tags are
usually more relevant. Noun Tags and their plurals are merged (e.g. “person” and
“people” are treated as the same tag). We use a simple KNN-base voting scheme to
predict image tags. Given a test image and a Euclidean feature space, we retrieve
the 75 nearest neighbors in our training set using the distance encoded product
quantization scheme of [84]. The proportion of the nearest neighbors that have a
specific tag is output as the tag’s confidence score.
The Euclidean feature space for the KNN system is learned by a CNN model. To
learn the feature embedding, we use the 6M images in our retrieval database as the
training data. For each image, we keep the first 20 tags and extract a term frequency-
inverse document frequency (TF-IDF) representation out of these tags. Formally, we
have
tfidf(t, d,D) = δ(t, d) log(1 +
N
nt
), (6.2)
where t is a word in the dictionary, d is the tag set associated with the given image,
and D is the overall corpus containing all the tag sets associated with the images in
our dataset. δ(t, d) = 1 when t ∈ d and 0 otherwise. N equals the number of images
and nt is the number of images that have the tag t.
Then the tag set associated with an image can be represented by a ∼18K-D vector
where each entry is the TF-IDF value calculated by Eqn. 6.2. We L2-normalize these
tag TF-IDF vectors and group these vectors into 6000 clusters using k-means. We
5https://stock.adobe.com
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denote each cluster as a pseudo-class and assign the pseudo-class label to the images
belonging to this cluster. To obtain the image feature embedding, we train a CNN
image classifier for the pseudo-classes. We adopt the GoogleNet architecture [196]
and train the model using the softmax loss function. Instead of training the model
from scratch, we perform fine-tuning on the GoogleNet model pre-train on ImageNet.
We set the batch size to 32 and fine-tune the model for 3 epochs. The fine-tuning
starts with a learning rate of 0.01 and we multiply it by 0.1 after each epoch. After
that, the output of the 1024D average pooling layer of the fine-tuned model is used
as the feature embedding for the KNN image retrieval.
Dataset. We use the public available NUS-WIDE dataset as our test set [47],
which contains about 270K images. We index all the images of NUS-WIDE using our
tag prediction system for all the tags of our dictionary. The NUS-WIDE dataset has
the annotation of 81 concepts, among which we pick all the concepts that correspond
to countable object categories as our base test queries (see Fig. 6.12 for the 37 chosen
concepts). For a base test query, say “animal”, we apply different test methods to
retrieve images for four sub-queries, “one animal”, “two animals”, “three animals”
and “many animals”, respectively. Then all the retrieved images for “animal” by
different test methods are mixed together for annotation. We ask three subjects to
label each retrieved image as one of the four sub-queries or none of the sub-queries
(namely a five-way classification task). The subjects have no idea which test method
retrieved which image. Finally, the annotations are consolidated by majority vote to
produce the ground truth for evaluation.
Methods. Given the tag confidence scores of each image by our tag prediction
system, we use different methods to retrieve images for the number-object queries.
• Baseline. The baseline method ignores the number part of a query, and retrieves
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images using only the object tag.
• Text-based method. This method treats each sub-query as the combination
of two normal tags. Note that both the object tags and the number tags are
included in our dictionary. We multiply the confidence scores of the object
tag with the confidence scores of the number tag (“one”, “two”, “three” or
“many”). Then the top images are retrieved according to the multiplied scores.
• SOS-based method. This method differs from the text-based method in that
it replaces the number tag confidence score with the corresponding SOS confi-
dence score. For a number tag “one/two/three/many”, we use the SOS confi-
dence score for 1/2/3/4+ salient object(s).
Evaluation Metric. The widely used Average Precision (AP) requires annota-
tion of the whole dataset for each number-object pair, which is too expensive. There-
fore, we use the normalized Discounted Cumulative Gain (nDCG) metric, which only
looks at the top retrieved results. The nDCG is used in a recent image retrieval sur-
vey paper by [122] for benchmarking various image retrieval methods. The nDCG is
formulated as
nDCGh(t) =
DCGh(t)
IDCGh(t)
, (6.3)
where t is the test query, DCGh(t) =
∑h
i=1
2reli−1
log2(i+1)
, and reli denotes the tag relevance
of the retrieved image at position i. In our case, reli is either 0 or 1. The IDCGh(t)
is the maximum possible DCG up to position h. We retrieve 20 images for each
method, so we set h = 20 and assume that there are at least 20 relevant images for
each query.
Results. The nDCG scores of our SOS-based method, the text-based method
and the baseline method are reported in Fig. 6.12. The SOS-based method gives con-
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Figure 6.12: nDCG scores for compared methods. For each object class, we use
different methods to retrieve images of one/two/three/many object(s) of such class.
The last column shows the average nDCG scores across different object classes.
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Figure 6.13: Sample results of the SOS-based method for number-object image re-
trieval. The base object tags are shown above each block. Each row shows the top
five images for a number group (one/two/three/many). Irrelevant images are marked
by a red cross.
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sistently better average nDCG scores across queries for different numbers of objects,
especially for the queries for more than one object. The scores of the SOS-based
method for the group “three” are overall much lower than for the other groups. This
is because the accuracy of our SOS is relatively lower for three objects. Moreover,
there are many object categories that lack images with three objects, e.g. “statue”,
“rock”, etc.
The baseline method gives pretty good nDCG scores for a single object, but for
the other number groups, its performance is the worst. This reflects that images
retrieved by a single object tag tend to contain only one dominant object. Note that
it is often favorable that the retrieved images present a single dominant object of the
searched category when no number is specified. When using SOS, the performance
in retrieving images of one object is further improved, indicating it can be beneficial
to apply SOS by default for object queries.
The text-based method is significantly worse than our SOS-based method across
all number groups. We observe that when a query has a number tag like “one”,
“two” and “three”, the retrieved images by the text-based method tends to contain
the given number of people. We believe that this is because these number tags often
refer to the number of people in our training images. This kind of data bias obstructs
the simple text-based approach to handling number-object queries. In contrast, our
SOS-based method can successfully retrieve images for a variety of number-object
queries thanks to the category agnostic nature of our SOS formulation. Sample
results of our SOS-based method are shown in Fig. 6.13.
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6.5 Summary
In this work, we formulate the Salient Object Subitizing (SOS) problem, which aims
to predict the existence and the number of salient objects in an image using global
image features, without resorting to any localization process. We collect an SOS im-
age dataset, and present a Convolutional Neural Network (CNN) model for this task.
We leverage simple synthetic images to improve the CNN model training. Exten-
sive experiments are conducted to show the effectiveness and generalizability of our
CNN-based SOS method. We visualize that the features learned by our CNN model
capture generic visual patterns that are useful for subitizing, and show how our model
can generalize to unseen object categories. The usefulness of SOS is demonstrated in
unconstrained salient object detection and content-based image retrieval. We show
that our SOS model can improve the state-of-the-art salient object detection method,
and it provides an effective solution to retrieving images by number-object queries.
Chapter 7
Top-down Neural Attention by Excitation
Backprop
Top-down task-driven attention is an important mechanism for efficient visual search.
Various top-down attention models have been proposed, e.g. [108, 3, 204, 215].
Among them, the Selective Tuning attention model [204] provides a biologically
plausible formulation. Assuming a pyramidal neural network for visual processing,
the Selective Tuning model is composed of a bottom-up sweep of the network to
process input stimuli, and a top-down Winner-Take-ALL (WTA) process to localize
the most relevant neurons in the network for a given top-down signal.
Inspired by the Selective Tuning model, we propose a top-down attention formu-
lation for modern CNN classifiers. Instead of the deterministic WTA process used
in [204], which can only generate binary attention maps, we formulate the top-down
attention of a CNN classifier as a probabilistic WTA process.
The probabilistic WTA formulation is realized by a novel backpropagation scheme,
called Excitation Backprop, which integrates both top-down and bottom-up infor-
mation to compute the winning probability of each neuron efficiently. Interpretable
attention maps can be generated by Excitation Backprop at intermediate convolu-
tional layers, thus avoiding the need to perform a complete backward sweep. We
further introduce the concept of contrastive top-down attention, which captures the
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differential effect between a pair of contrastive top-down signals. The contrastive
top-down attention can significantly improve the discriminativeness of the generated
attention maps.
In experiments, our method achieves superior weakly supervised localization per-
formance vs. [181, 226, 27, 238, 11] on challenging datasets such as PASCAL VOC
[67] and MS COCO [124]. We further explore the scalability of our method for lo-
calizing a large number of visual concepts. For this purpose, we train a CNN tag
classifier to predict ∼18K tags using 6M weakly labeled web images. By leveraging
our top-down attention model, our image tag classifier can be used to localize a vari-
ety of visual concepts. Moreover, our method can also help to understand what has
been learned by our tag classifier. Some examples are shown in Fig. 1.4.
The performance of our large-scale tag localization method is evaluated on the
challenging Flickr30k Entities dataset [158]. Without using a language model or any
localization supervision, our top-down attention based approach achieves competitive
phrase-to-region performance vs. a fully-supervised baseline [158].
To summarize, the main contributions of this work are:
• a top-down attention model for CNN based on a probabilistic Winner-Take-All
process using a novel Excitation Backprop scheme;
• a contrastive top-down attention formulation for enhancing the discriminative-
ness of attention maps; and
• a large-scale empirical exploration of weakly supervised text-to-region associa-
tion by leveraging the top-down neural attention model.
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(b) Probabilistic WTA (c) Winner Sampling(a) Deterministic WTA
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Figure 7.1: Deterministic WTA [204] vs. our probabilistic WTA for modeling top-
down attention. (a) Given a selected output unit, the red dots denote the winners
identified by the top-down layer-wise deterministic WTA scheme in the processing
cone, and the cyan ones are inhibited. (b) In our probabilistic WTA scheme, winner
neurons are generated by a stochastic sampling process (shown in (c)). The top-down
signal is specified by a probability distribution over the output units. The shading
of a dot in (b) indicates the its relative likelihood of winning against the other ones
in the same layer.
7.1 Method
7.1.1 Top-down Neural Attention based on Probabilistic WTA
We consider a generic feedforward neural network model. The goal of a top-down
attention model is to identify the task-relevant neurons in the network.
Given a selected output unit, a deterministic top-down WTA scheme is used in
the biologically inspired Selective Tuning model [204] to localize the most relevant
neurons in the processing cone (see Fig. 7.1 (a)) and generate a binary attention map.
Inspired by the deterministic WTA, we propose a probabilistic WTA formulation to
model a neural network’s top-down attention (Fig. 7.1 (b) and (c)), which leverages
more information in the network and generates soft attention maps that can cap-
ture subtle differences between top-down signals. This is critical to our contrastive
attention formulation in Sec. 7.1.3.
In our formulation, the top-down signal is specified by a prior distribution P (A0)
over the output units, which can model the uncertainty in the top-down control
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process. Then the winner neurons are recursively sampled in a top-down fashion
based on a conditional winning probability P (At|At−1), where At, At−1 ∈ N denote
the selected winner neuron at the current and the previous step respectively, and N
is the overall neuron set. We formulate the top-down relevance of each neuron as its
probability of being selected as a winner in this process. Formally, given a neuron
aj ∈ N (note that aj denotes a specific neuron and At denotes a variable over the
neurons), we would like to compute its Marginal Winning Probability (MWP) P (aj).
The MWP P (aj) can be factorized as
P (aj) =
∑
ai∈Pj
P (aj|ai)P (ai), (7.1)
where Pj is the parent node set of aj (in top-down order). As Eqn. 7.1 indicates,
given P (aj|ai), P (aj) is a function of the marginal winning probability of the parent
nodes in the preceding layers. It follows that P (aj) can be computed in a top-down
layer-wise fashion.
Our formulation is equivalent to an absorbing Markov chain process [105]. A
Markov Chain is an absorbing chain if 1) there is at least one absorbing state and 2)
it is possible to go from any state to at least one absorbing state in a finite number
of steps. Any walk will eventually end at one of the absorbing states. Non-absorbing
states are called Transient States. For an absorbing Markov Chain, the canonical
form of the transition matrix P can be represented by
P =
 Q R
0 Ir
 , (7.2)
where the entry pij is the the transition probability from state i to j. Each row
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sums up to one and Ir is an r × r matrix corresponding to the r absorbing states.
In our formulation, each random walk starts from an output neuron and ends at
some absorbing node of the bottom layer in the network; and pij := P (aj|ai) is the
transition probability.
The fundamental matrix of the absorbing Markov chain process is
N =
∞∑
k=0
Qk = (It −Q)−1, (7.3)
The (i, j) entry of N can be interpreted as the the expected number of visits to node
j, given that the walker starts at i. In our formulation, the MWP P (aj) can then
be interpreted as the expected number of visits when a walker starts from a random
node of the output layer according to P (A0). This expected number of visits can
be computed by a simple matrix multiplication using the fundamental matrix of the
absorbing Markov chain. In this light, the MWP P (ai) is a linear function of the the
top-down signal P (A0), which will be shown to be convenient later (see Sec. 7.1.3).
In practice, our Excitation Backprop does the computation in a layer-wise fashion,
without the need to explicitly construct the fundamental matrix. This layer-wise
propagation is possible due to the acyclic nature of the feedforward network.
7.1.2 Excitation Backprop
In this section, we propose the Excitation Backprop method to realize the proba-
bilistic WTA formulation for modern CNN models.
A modern CNN model [113, 183, 196] is mostly composed of a basic type of
neuron ai, whose response is computed by âi = ϕ(
∑
j wjiâj + bj). Here wji is the
weight, âj is the input, bj is the bias and ϕ is the nonlinear activation function. We
call this type of neuron an Activation Neuron. We have the following assumptions
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about the activation neurons.
A1. The response of the activation neuron is non-negative.
A2. An activation neuron is tuned to detect certain visual features. Its response is
positively correlated to its confidence of the detection.
A1 holds for a majority of the modern CNN models, as they adopt the Rectified
Linear Unit (ReLU) as the activation function. A2 has been empirically verified by
many recent works [237, 226, 239, 224]. It is observed that neurons at lower layers
detect simple features like edge and color, while neurons at higher layers can detect
complex features like objects and body parts.
Between activation neurons, we define a connection to be excitatory if its weight
is non-negative, and inhibitory otherwise. Our Excitation Backprop passes top-down
signals through excitatory connections between activation neurons. Formally, let Ci
denote the child node set of ai (in the top-down order). For each aj ∈ Ci, the
conditional winning probability P (aj|ai) is defined as
P (aj|ai) =

Ziâjwji if wji ≥ 0,
0 otherwise.
(7.4)
Zi = 1/
∑
j:wji≥0 âjwji is a normalization factor so that
∑
aj∈Ci P (aj|ai) = 1. In the
special case when
∑
j:wji≥0 âjwji = 0, we define Zj to be 0. Note that the formulation
of P (aj|ai) is valid due to A1, since âj is always non-negative.
Eqn. 7.4 assumes that if ai is a winner neuron, the next winner neuron will be
sampled among its child node set Ci based on the connection weight wji and the input
neuron’s response âj. The weight wji captures the top-down feature expectancy,
while âj represents the bottom-up feature strength, as assumed in A2. Due to A1,
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pool5tabby cat pool2 pool1pool4 pool3
Figure 7.2: Example Marginal Winning Probability (MWP) maps computed via
Excitation Backprop from different layers of the public VGG16 model [183] trained on
ImageNet. The input image is shown on the right. The MWP maps are generated for
the category tabby cat. Neurons at higher-level layers have larger receptive fields
and strides. Thus, they can capture larger areas but with lower spatial accuracy.
Neurons at lower layers tend to more precisely localize features at smaller scale.
child neurons of ai with negative connection weights always have an inhibitory effect
on ai, and thus are excluded from the competition.
Eqn. 7.4 recursively propagates the top-down signal layer by layer, and we can
compute attention maps from any intermediate convolutional layer. For our method,
we simply take the sum across channels to generate a marginal winning probability
(MWP) map as our attention map, which is a 2D probability histogram. Fig. 7.2
shows some example MWP maps generated using the pre-trained VGG16 model [183].
Neurons at higher-level layers have larger receptive fields and strides. Thus, they can
capture larger areas but with lower spatial accuracy. Neurons at lower layers tend
to more precisely localize features at smaller scales.
For a class of activation functions that is lower bounded, e.g. the sigmoid function,
tanh function and the Exponential Linear Unit (ELU) function [51], we can slightly
modify our formulation of Excitation Backprop. Suppose λ is the minimum value
in the range of the activation function. The modified formulation corresponding to
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Figure 7.3: Illustration of the contrastive attention formulation. By negating the
weights of an output unit for a class, say zebra, we construct a virtual dual classifier
for non-zebra. Subtracting the MWP map of non-zebra from that of zebra can
cancel out common winner neurons and amplify the discriminative neurons for zebra.
Eqn. 7.4 in our paper is
P (aj|ai) =

Zi(âj + λ)wji if wji ≥ 0,
0 otherwise.
(7.5)
Because âj + λ ≥ 0 , our probability formulation still holds.
7.1.3 Contrastive Top-down Attention
Since the MWP is a linear function of the top-down signal (see Sec. 7.1.1), we can
compute any linear combination of MWP maps for an image by a single backward
pass. All we need to do is linearly combine the top-down signal vectors at the top
layer before performing the Excitation Backprop. In this section, we take advantage
of this property to generate highly discriminative top-down attention maps by passing
down pairs of contrastive signals.
For each output unit oi, we virtually construct a dual unit o¯i, whose input weights
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zebra zebra elephantelephant
Input MWP c-MWP
Figure 7.4: Marginal Winning Probability (MWP) vs. contrastive MWP (c-MWP).
The input image is resized to 224×224, and we use GoogleNet pretrained on Ima-
geNet to generate the MWP maps and c-MWP maps for zebra and elephant. The
MWP map for elephant does not successfully suppress the zebra. In contrast, by
cancelling out common winner neurons for elephant and non-elephant, the c-MWP
map more effectively highlights the elephant.
are the negation of those of oi. For example, if an output unit corresponds to an zebra
classifier, then its dual unit will correspond to a non-zebra classifier. Subtracting
the MWP map for non-zebra from the one for zebra will cancel out common winner
neurons and amplify the discriminative neurons for zebra (see Fig. 7.3). We call the
resulting map a contrastive MWP map, which can be computed by a single backward
pass. Fig. 7.4 shows some examples.
Formally, let W1 be the weights of the top layer, and P1 be the corresponding
transition matrix whose entries are the conditional probabilities defined by Eqn. 7.4.
Suppose the number of the neurons at the top is m and at the next lower layer is n,
and P1 is a m× n matrix.
The weights of the contrastive output units are the negation of the original weights
at the top layer, namely −W1. Let P¯1 denote the corresponding transition matrix.
Regarding P¯1, the entries that are positive were previously thresholded in P1 ac-
cording to Eqn. 7.4 and vise versa. For example, pij > 0 in P1 indicates p¯ij = 0 in
P¯1.
148
The MWP of a target layer, say the n-th layer from the top, is formulated as
C = P0 · P1 · P2 · . . . · Pn−1, (7.6)
and the dual MWP for the contrastive output units is
C¯ = P0 · P¯1 · P2 · . . . · Pn−1, (7.7)
where P0 is the input top-down signal in the form of a horizontal vector. The resultant
contrastive MWP is formulated as
C − C¯ = P0 · (P1 − P¯1) · P2 · . . . · Pn−1. (7.8)
In practice, we compute P0 · P1 and P0 · P¯1 respectively by Excitation Backprop.
Then, we do the subtraction and propagate the contrastive signals P0 · (P1 − P¯1)
downwards by Excitation Backprop again. Moreover, we truncate the contrastive
MWP map at zero so that only positive parts are kept. Our probabilistic formulation
ensures that there are always some positive parts on the contrastive MWP map,
unless the MWP map and its dual are identical.
7.1.4 Implementation of Excitation Backprop
We implement Excitation Backprop in Caffe [95] (available at our project website1).
In the following, we describe the implementation of Excitation Backprop for common
layers in modern CNNs.
ReLU Layer: The ReLU layer serves as a neuron-wise gating function. The
top-down signals remain the same after a ReLU layer in Excitation Backprop, since
1http://www.cs.bu.edu/groups/ivc/excitation-backprop
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Algorithm 6 Excitation Backprop for the Convolutional Layer
input : An: bottom activation responses;
W : weight parameters;
Pn−1: top MWP
output : Pn: bottom MWP
compute W+ by thresholding W at zero
compute X = W+
T
An in Eqn. 7.10 (a forward layer operation in Caffe)
compute Y = Pn−1 X by element-wise division
compute Z = W+Y (a backward layer operation in Caffe)
compute Pn = An  Z by element-wise multiplication
each ReLU neuron only has a single child node. Neurons with zero activation values
will not be selected as winning neurons due to Eqn. 7.4 in our paper. Thus, the
propagation method for ReLU is the same as error backpropagation.
Max Pooling Layer: Again, as in error backpropagation, signals are copied to
the lower layer through the pooling mask, because each pooled neuron has only a
single child node. Therefore, the propagation method for the Max Pooling layer is
the same as error backpropagation, too.
Convolutional/fully-connected/Average Pooling Layers: Convolutional,
fully-connected and average pooling layers can be regarded as the same type of
layers that perform an affine transform of the response values of the bottom (input)
neurons. The implementation of Excitation Backprop for these layers exactly follows
Eqns. 7.1 and 7.4 in our paper. Let pij := P (aj|ai) and pj := P (aj) for convenience,
and we have:
pj =
∑
i∈Pj
pijpi
=
∑
i∈Pj
Ziâjw
+
jipi
= âj
∑
i∈Pj
w+jipi
1∑
k∈Ci w
+
kiâk
, (7.9)
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where w+ji = max{wji, 0}, Pi is the parent node set of aj and Ci is the child node set
of ai (in top-down order). The computation of all pj in a layer can be performed by
matrix operations:
Pn = An 
(
W+
(
Pn−1  (W+TAn)
))
, (7.10)
where Pn−1 and Pn denote the Marginal Winning Probability (MWP) for the top
neurons and the bottom neurons of the layer respectively, and W+ =
[
w+ij
]
d1,d2
is a
d1 × d2 weight matrix representing the excitatory connection weight of the layer. d1
(d2) equals the number of the bottom (top) neurons. An is the response value of the
bottom neurons. Note that we assume that the response values of the bottom neurons
are non-negative; thus, we do not propagate the top-down signals to the mean-
subtracted pixel layer, which may contain negative pixel values. Moreover,  and 
are the element-wise multiplication and division respectively. Alg. 6 summarizes the
steps of Excitation Backprop for the convolutional layer.
Local Response Normalization (LRN) Layer. Special care should be taken
for the LRN layer, whose response is computed element-wise as m̂i = siâi, where
si is a positively valued scaling factor computed based on the neighboring neurons’
response. The LRN layer locally normalizes each neuron’s response. In Excitation
Backprop, we just ignore the normalization factor, and thus each neuron mi of the
LRN layer has only one child node ai in the top-down propagation process. As a
result, the top-down signals remain the same when passing through the LRN layer.
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7.2 Experiments
7.2.1 The Pointing Game
The goal of this section is to evaluate the discriminativeness of different top-down
attention maps for localizing target objects in crowded visual scenes.
Evaluation setting. Given a pre-trained CNN classifier, we test different meth-
ods in generating a top-down attention map for a target object category present in
an image. Ground truth object labels are used to cue the method. We extract the
maximum point on the top-down attention map. A hit is counted if the maximum
point lies on one of the annotated instances of the cued object category, otherwise a
miss is counted. We measure the localization accuracy by Acc = #Hits
#Hits+#Misses
for
each object category. The overall performance is measured by the mean accuracy
across different categories.
We call this the Pointing Game, as it asks the CNN model to point at an object of
designated category in the image. The pointing game does not require highlighting
the full extent of an object, and it does not account for the CNN model’s classification
accuracy. Therefore, it purely compares the spatial selectiveness of the top-down
attention maps. Moreover, the pointing game only involves minimum post-processing
of the attention maps, so it can evaluate different types of attention maps more fairly.
Datasets. We use the test split of the PASCAL VOC07 dataset [67] (4952
images) and the validation split of the MS COCO dataset [124] (40137 images). In
particular, COCO contains 80 object categories, and many of its images have multiple
object categories, making even the simple Pointing Game rather challenging. To
evaluate success in the Pointing Game, we use the groundtruth bounding boxes for
VOC07 and the provided segmentation masks for COCO.
CNN classifiers. We consider three popular CNN architectures: CNN-S [34] (an
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improved version of AlexNet [113]), VGG16 [183], and GoogleNet [196]. These models
vary a lot in depth and structure. We download these models from the Caffe Model
Zoo website2. These models are pre-trained on ImageNet [170]. For both VOC07
and COCO, we use the training split to fine-tune each model. We follow the basic
training procedure for image classification. Only the output layer is fine-tuned using
the multi-label cross-entropy loss for simplicity, since the classification accuracy is not
our focus. Images are padded to square shape by mirror padding and up-sampled
to 256×256. Random flipping and cropping are used for data augmentation. No
multi-scale training [147] is used. We fix the learning rate to be 0.01 for all the
architectures and optimize the parameters using SGD. The training batch size is
set as 64, 32 and 64 for VGGS, VGG16 and GoogleNet respectively. We stop the
training when the training error plateaus.
Test methods. We compare Excitation Backprop (MWP and c-MWP) with the
following methods: (Grad) the error backprogation method [181], (Deconv) the de-
convolution method originally designed for internal neuron visualization [226], (LRP)
layer-wise relevance propagation [11], and (CAM) the class activation map method
[238]. We implement Grad, Deconv and CAM in Caffe. For Deconv, we use an
improved version proposed in [187], which generates better maps than the original
version [226]. For Grad and Deconv, we follow [181] to use the maximum absolute
value across color channels to generate the final attention map. Taking the mean
instead of maximum will degrade their performance. For LRP, we use the software
provided by the authors, which only supports CPU computation. For VGG16, this
software can take 30s to generate an attention map on an Intel Xeon 2.90GHz×6
machine3. Due to limited computational resources, we only evaluate LRP for CNN-S
2https://github.com/BVLC/caffe/wiki/Model-Zoo
3On COCO, we need to compute about 116K attention maps, which leads to over 950 hours of
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and GoogleNet.
Note that CAM is only applicable to certain architectures like GoogleNet, which
do not have fully connected layers. At test time, it acts like a fully convolutional
model to perform dense sliding window evaluation [147, 179]. Therefore, the com-
parison with CAM encompasses the comparison with the dense evaluation approach
for weakly supervised localization [147].
To generate the full attention maps for images of arbitrary aspect ratios, we
convert each testing CNN classifier to a fully convolutional architecture as in [147].
All the compared methods can be easily extended to fully convolutional models. In
particular, for Excitation Backprop, Grad and Deconv, the output confidence map of
the target category is used as the top-down signal to capture the spatial weighting.
However, all input images are resized to 224 in the smaller dimension, and no multi-
scale processing is used.
For different CNN classifiers, we empirically select different layers to compute
our attention maps based on a held-out set. We use the conv5 layer for CNN-S,
pool4 for VGG16 and pool2 for GoogleNet. We use bicubic interpolation to upsample
the generated attention maps. The effect of the layer selection will be analysed
below. For Grad, Deconv and LRP we blur their maps by a Gaussian kernel with
σ = 0.02 · max{W,H}, which slightly improves their performance since their maps
tend to be sparse and noisy at the pixel level. In the evaluation, we expand the
groundtruth region by a tolerance margin of 15 pixels, so that the attention maps
produced by CAM, which are only 7 pixels in the shortest dimension, can be more
fairly compared.
Results. The results are reported in Table 7.1. As the pointing game is trivial
computation on a single machine for LRP using VGG16.
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Figure 7.5: Mean accuracy per category on VOC07 using GoogleNet. Categories
where c-MWP gives the highest score are marked in green. c-MWP achieves the
best performance in 9/20 categories.
Table 7.1: Mean accuracy (%) in the Pointing Game. For each method, we report two
scores for the overall test set and a difficult subset respectively. Center is the baseline
that points at image center. The second best score of each column is underlined.
VOC07 Test (All/Diff.) COCO Val. (All/Diff.)
CNN-S VGG16 GoogleNet CNN-S VGG16 GoogleNet
Center 69.5/42.6 69.5/42.6 69.5/42.6 27.7/19.4 27.7/19.4 27.7/19.4
Grad [181] 78.6/59.8 76.0/56.8 79.3/61.4 38.7/30.1 37.1/30.7 42.6/36.3
Deconv [226] 73.1/45.9 75.5/52.8 74.3/49.4 36.4/28.4 38.6/30.8 35.7/27.9
LRP [11] 68.1/41.3 - 72.8/50.2 32.5/24.0 - 40.2/32.7
CAM [238] - - 80.8/61.9 - - 41.6/35.0
MWP 73.7/52.9 76.9/55.1 79.3/60.4 35.0/27.7 39.5/32.5 43.6/37.1
c-MWP 78.7/61.7 80.0/66.8 85.1/72.3 43.0/37.0 49.6/44.2 53.8/48.3
for images with large dominant objects, we also report the performance on a difficult
subset of images for each category. The difficult set includes images that meet two
criteria: 1) the total area of bounding boxes (or segments in COCO) of the testing
category is smaller than 1/4 the size of the image and 2) there is at least one other
distracter category in the image.
Our c-MWP consistently outperforms the other methods on both VOC07 and
COCO across different CNN models. c-MWP is also substantially better than MWP,
which validates the idea of contrastive attention. GoogleNet provides the best local-
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Figure 7.6: Mean accuracy per category on COCO using GoogleNet. Categories
where c-MWP gives the highest score are marked in green. c-MWP achieves the
betst performance in 69/80 categories.
ization performance for different methods, which is also observed by [27, 238]. Using
GoogleNet, our c-MWP outperforms the second best method by about 10 percent-
age points on the difficult sets of VOC07 and COCO. We also report per category
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Figure 7.7: Example attention maps using GoogleNet. For visualization, the maps
are superimposed on the images after some postprocessing (slight blur for Grad
and thresholding for CAM). (Top two rows) Our c-MWP is very discriminative and
can often localize challengingly small objects like frisbee, stop sign and fire
hydrant. (Bottom row) Two typical failure cases of top-down neural attention are
shown. Since faucet often co-occurs with sink, the CNN’s attention falsely focuses
on the faucet in the image. It is the same case for ski poles and skis.
accuracy on VOC07 (Fig. 7.5) and COCO (Fig. 7.6). As we can see, our c-MWP
gives the best performance in 69/80 object categories of COCO, especially for small
objects like remote, tie and baseball bat.
Example attention maps are shown in Fig. 7.7. As we can see, our c-MWP maps
can accurately localize the cued objects in rather challenging scenes.
Layer selection effects. We use GoogleNet to analyze the effects of layer
selection. For a comparison, we also report the performance of Grad and Deconv
by taking the maximum gradient magnitude across feature map channels in the
intermediate layers. Results are reported in Fig. 7.8. We choose three intermediate
layers in GoogleNet: pool1, pool3 and Inception 5b/output (I5b/out), whose spatial
resolutions are 56, 14 and 7 in the shortest dimension respectively. Performance
does not vary much across all methods at the chosen layers except I5b/out. Our
c-MWP only gets a slight decrease in accuracy (mainly due to the map’s low spatial
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Figure 7.8: Effects of layer selection on VOC07 difficult set. (Left) For Grad, Deconv
and our c-MWP, we compare their attention maps from three different layers in the
GoogleNet. At I5b/out, Grad and Deconv fail to generate meaningful attention
maps, while our method can still achieve reasonable accuracy. (Right) We show
example attention maps by our c-MWP and Grad from the I5b/out layer.
resolution), while Grad and Deconv do not generate meaningful attention maps (see
Fig. 7.8). This is because the attention maps of Grad and Deconv at I5b/out are not
conditioned on the activation values of I5b/out, and thus fail to leverage the spatial
information captured by I5b/out.
Analysis of contrastive top-down attention. The proposed contrastive at-
tention is conceptually simple, which basically subtracts one attention map from its
dual using the virtual contrastive output unit. We test this idea for Grad, Deconv
and CAM and the performance is reported in Table 7.2. For Grad, the gradient
magnitude map is identical to its dual since the gradients of the dual map are just
the negation of the reference map. As a result, the subtraction gives a zero map.
For CAM, the performance remains the same because the dual map is again a nega-
tion of the reference attention map and the maximum point will not be changed
by the subtraction. However, the proposed contrastive attention works for Deconv,
when the attention map and its dual are L1-normalized before subtraction. Deconv
shares a similar spirit of our method as it discards negative/inhibitatory signals by
thresholding at ReLU layers, but it also introduces non-linearity in the propaga-
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Table 7.2: Analysis of contrastive attention on VOC07 difficult set using GoogleNet.
We evaluate two variants of Excitation Backprop for the contrastive attention map
computation compared with our full model. We also test the contrastive attention
idea for Grad, Deconv and CAM and their original scores are shown in brackets. See
text for details.
Excitation Backprop Other Methods
full post-norm w/o norm c-Grad c-Deconv c-CAM
Mean Acc. (%) 70.6 58.1 41.6 N.A. 67.7 (49.4) 61.9 (61.9)
tion process. Therefore, it requires two backward passes and proper normalization,
while our method can directly propagate the contrastive signal via a single pass and
achieves better performance.
Our probabilistic WTA formulation produces well-normalized attention maps
that enable direct subtraction. We report the performance of two variants of our
method in Table 7.2. We remove the normalization factor Zi in Eqn. 7.4 and pass
down the contrastive signal. This leads to a significant degradation in performance
(w/o norm). Then we compute the attention map and its dual separately and do
the subtraction after L1-normalization (post-norm). The performance is improved
but still substantially lower than our full method. This analysis further confirms the
importance of our probabilistic formulation.
7.2.2 Localizing Dominant Objects
We now turn to a different evaluation setting [27]. The goal of this setting is bounding
box (bbox) localization of dominant objects in the image.
Dataset and evaluation. We follow the protocol of Feedback Net [27] for a
fair comparison. The test is performed on the ImageNet Val. set (∼50K images),
where each image has a label representing the category of dominant objects in it.
The label is given, so the evaluation is based on the localization error rate with an
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Table 7.3: Bounding box localization error on ImagNet Val. using GoogleNet. ∗The
score of Feedback is from the original paper.
Grad [181] Deconv [226] LRP [11] CAM [238] Feedback∗ [27] c-MWP MWP
Opt. α 5.0 4.5 1.0 1.0 - 0.0 1.5
Loc. Error (%) 41.6 41.6 57.8 48.1 38.8 57.0 38.7
IOU threshold at 0.5. Images are resized to 224×224.
As in [27], simple thresholding is used to extract a bbox from an attention map.
We set the threshold τ = αµI , where µI is the mean value of the map. Then the
tightest bbox covering the white pixels is extracted. The parameter α is optimized
in the range [0 : 0.5 : 10] for each method on a held out set.
Results. Table 7.3 reports the results based on the same GoogleNet model ob-
tained from Caffe Model Zoo as in [27]. We find that c-MWP performs poorly, but
our MWP obtains competitive results against Feedback and other methods. Com-
pared with Feedback, our method is conceptually much simpler. Feedback requires
modification of a CNN’s architecture and needs 10-50 iterations of forward-backward
passes for computing an attention map.
Note that this task favors attention maps that fully cover the dominant object
in an image. Thus, it is very different from the Pointing Game, which favors dis-
criminativeness instead. Our c-MWP usually only highlights the most discriminative
part of an object due to the competition between the contrastive pair of top-down
signals. This experiment highlights the versatility of our method, and the value of
the non-contrastive version (MWP) for dominant object localization.
7.2.3 Text-to-Region Association
Text-to-region association in unconstrained images [158] is very challenging compared
to the object detection task, due to the lack of fully-annotated datasets and the
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large number of words/phrases used in the natural language. Moreover, an image
region can be referred to by potentially many different words/phrases, which further
increases the complexity of the fully-supervised approach.
By leveraging the top-down attention of a CNN image tag classifier, we propose
a highly scalable approach to weakly supervised word-to-region association. We
train an image tag classifier using ∼6M weakly labeled thumbnail images collected
from a commercial stock image website4 (Stock6M). Each image is 200-pixels in the
longest dimension and comes with about 30-50 user tags. These tags cover a wide
range of concepts, including objects, scenes, body parts, attributes, activities, and
abstract concepts, but are also very noisy. We picked ∼18K most frequent tags for
our dictionary. We empirically found that the first few tags of each image are usually
more relevant, and consequently use only the first 5 tags of an image in the training.
Tag classifier training. We use the pre-trained GoogleNet model from Caffe
Model Zoo, and fine-tune the model using the multi-label cross-entropy objective
function for the 18K tags. Images are padded to square shape by mirror padding
and upsampled to 256×256. Random flipping and cropping are used for data aug-
mentation. We use SGD with a batch size of 64 and a starting learning rate of 0.01.
The learning rate is lowered by a factor of 0.1 when the validation error plateaus.
The training process passes through the data for three epochs and takes ∼55 hours
on an NVIDIA K40c GPU.
Dataset and evaluation. To quantitatively evaluate our top-down attention
method and the baselines in text-to-region association, we use the recently proposed
Flickr30k Entities (Flickr30k) dataset [158]. Evaluation is performed on the test split
of Flickr30k (1000 images), where every image has five sentential descriptions. Each
4https://stock.adobe.com
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Table 7.4: Performance comparison on the Flickr30k Entities dataset. We report
performance for both the whole dataset and a subset of small instances. The R@N
refers to the overall recall rate regardless of phrase types. mAP (Group) and mAP
(Phrase) should be interpreted differently, because most phrases belong to the group
people. CCA∗ refers to the precomputed results provided by [158], while CCA is the
results reported in the original paper. MCG base is the performance using MCG’s
original proposal scores. EB is EdgeBoxes [242].
opt. γ R@1 R@5 R@10 mAP (Group) mAP (Phrase)
MCG base – 10.7/ 7.7 30.3/22.4 40.5/30.3 6.9/ 4.5 16.8/12.9
Grad (MCG) 0.50 24.3/ 7.6 49.6/32.9 59.7/45.8 10.2/ 3.8 28.8/15.6
Deconv (MCG) 0.50 21.5/11.3 48.4/34.5 58.5/46.0 10.0/ 4.0 26.5/16.7
LRP (MCG) 0.50 24.3/11.8 51.6/36.8 61.3/48.5 10.3/ 4.3 28.9/18.1
CAM (MCG) 0.75 21.7/ 6.5 47.1/27.9 56.1/39.1 7.5/ 2.0 26.0/11.9
MWP (MCG) 0.50 28.5/15.0 52.7/39.1 61.3/49.8 11.8/ 5.3 31.1/20.3
c-MWP (MCG) 0.50 26.2/21.2 54.3/43.4 62.2/51.7 15.2/10.8 30.8/24.0
CCA∗ [158] (EB) – 25.2/21.8 50.3/41.0 58.1/47.3 12.8/11.5 28.8/23.6
CCA [158] (EB) – 25.3/ – – 59.7/ – 11.2/ – –
c-MWP (EB) 0.25 27.0/18.4 49.9/35.2 57.7/43.9 13.2/ 8.1 29.4/20.0
Noun Phrase (NP) in a sentence is manually associated with the bounding box (bbox)
regions it refers to in the image. NPs are grouped into eight types (see [158]). Given
an NP, the task is to provide a list of scored bboxes, which will be measured by the
recall rate (similar to the object proposal metric) or per-group/per-phrase Average
Precision (AP) (similar to the object detection metric). We use the evaluation code
from [158].
To generate scored bboxes for an NP, we first compute the word attention map
for each word in the NP using our tag classifier. Images are resized to 300 pixels in
the shortest dimension to better localize small objects. Then we simply average the
word attention maps to get an NP attention map. Advanced language models can
be used for better fusing the word attention maps, but we adopt the simplest fusion
scheme to demonstrate the effectiveness of our top-down attention model. We skip
a small proportion of words that are not covered by our 18K dictionary. MCG [7]
is used to generate 500 segment proposals, which are re-scored based on the phrase
162
Table 7.5: Per group recall@5 (%) on the Flickr30k Entities dataset. The mean
scores are computed over different group types, which are different from the overall
recall rates reported in Table 7.4.
people clothing bodypart animal vehicle instrument scene other mean
MCG base 36.1 30.1 9.9 50.8 37.8 26.5 31.5 19.1 30.3
Grad (MCG) 65.0 32.4 14.0 70.1 63.0 40.7 58.8 32.5 47.1
Deconv (MCG) 65.4 31.6 18.7 67.0 64.0 46.9 53.6 28.9 47.0
LRN (MCG) 64.6 37.7 16.4 62.9 63.5 45.7 59.4 37.9 48.5
CAM (MCG) 60.5 28.4 9.6 57.0 57.5 37.0 64.4 32.7 43.4
MWP (MCG) 68.6 37.7 16.1 68.7 66.3 53.7 54.5 36.8 50.3
c-MWP (MCG) 63.5 47.6 24.5 69.9 72.0 54.3 61.0 40.2 54.1
CCA∗ [158] (EB) 63.6 43.7 22.9 57.0 69.0 50.6 45.0 36.2 48.5
c-MWP (EB) 62.8 35.0 17.6 65.1 73.5 58.6 53.2 36.2 50.3
attention map. The re-scored segments are then converted to bboxes, and redundant
bboxes are removed via Non-maximum Suppression using the IOU threshold of 0.7.
The segment scoring function is defined as f(R) = SR/A
γ
R where SR is the sum
of the values inside the segment proposal R on the given attention map and AR is
the segment’s area. The parameter γ is to control the penalty of the segment’s area,
which is optimized for each method in the range [0 : 0.25 : 1].
Results. The recall rates and mAP scores are reported in Table 7.4. For our
method and the baselines, we additionally report the performance on a subset of
small instances whose bbox area is below 0.25 of the image size, as we find small
regions are much more difficult to localize. Our c-MWP consistently outperforms all
the attention map baselines across different metrics. In particular, the group-level
mAP of our method is better than the second best by a large margin.
We also compare with a recent fully supervised method [158], which is trained di-
rectly on the Flickr30k Entities dataset using CNN features. For fair comparison, we
use the same bbox proposals used in [158], which are generated by EdgeBoxes (EB)
[242]. These proposals are pre-computed and provided by [158]. Our performance
using EB is lower than using MCG, mainly due to the lower accuracy of the EB’s
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A little girl in pink is holding up her pointer finger and pinkie finger in the air while 
holding her sunglasses in the other hand.
An asian woman is jumping in celebration in a park outside the city.
A young lady wearing blue and black is running past an orange cone. A woman sits with a boy in an orange hat with a cookie in his hand as he makes 
a funny face.
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Figure 7.9: Word attention maps obtained by c-MWP using our image tag classi-
fier. For each test image, one of its caption annotations from Flickr30k Entities is
displayed below. We show the attention maps for the words in red in each caption.
By leveraging a large-scale weakly labeled dataset, our method can localize a large
number of visual concepts, e.g. objects (cone, sunglasses and cookie), fine-grain cate-
gories of people (woman and boy), body parts (finger) and actions (jumping, running
and celebration).
bbox proposals. Compared with the segmentation proposals, the bbox proposals can
also affect our ranking function for small and thin objects. However, our method
still attains competitive performance against [158]. Note that our method is weakly
supervised and does not use any training data from the Flickr30k Entities dataset.
We further report the per-group Recall@5 score in Table 7.5. Our method
achieves promising results in many group types, e.g. vehicle and instrument. Note
that the fully supervised CCA (EB) [158] gives significantly worse performance than
c-MWP (EB) in animal, vehicle and instrument, which are the three rarest types
in the Flickr30k Entities dataset. This again shows the limitation of fully-supervised
approaches due to the lack of fully-annotated data.
Some example word attention maps are shown in Fig. 7.9 to demonstrate the
localization ability of our method. As we can see, our method can localize not only
noun phrases but also actions verbs in the text.
Besides objects and action verbs, the 18K tags also cover other types of tags,
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Figure 7.10: Examples of localizing gender attributes. In (a) and (b), we show two
images and their corresponding top-down attention maps for woman. Note that both
of the images have relative high confidence scores for both man and woman. The most
confident point of the attention map is identified in each of the test images. The
results suggest that our CNN tag classifier learns the discriminative features of the
hair and dressing style for woman.
such as attributes, emotions, scenes and abstract concepts. Visualizing top-down
attention maps for these tags can help us better understand what our CNN classifier
has learned from the data. For example, Fig. 7.10 shows some example attention
maps for woman, which highlight feminine attributes of hair and dressing styles in
the test images. This indicates that our CNN classifier has learned discriminative
features for gender attributes.
7.3 Summary
We propose a probabilistic Winner-Take-All formulation to model the top-down neu-
ral attention for CNN classifiers. Based on our formulation, a novel propagation
method, Excitation Backprop, is presented to compute the Marginal Winning Prob-
ability of each neuron. Using Excitation Backprop, highly discriminative attention
maps can be efficiently computed by propagating a pair of contrastive top-down sig-
nals via a single backward pass in the network. We demonstrate the accuracy and the
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generalizability of our method in a large-scale Pointing Game. We further show the
usefulness of our method in localizing dominant objects. Moreover, without using
any localization supervision or language model, our neural attention based method
attains competitive localization performance vs. a state-of-the-art fully supervised
method on the challenging Flickr30k Entities dataset.
Compared with previous backpropagation-based methods, our Excitation Back-
prop is based on a probabilistic framework that has a random walk interpretation.
This probabilistic framework ensures that the MWP maps of different layers in the
network are well normalized and positively valued, which is favorable to the con-
trastive attention formulation. The MWP maps are not very discriminative, which
indicates that there are a few salient neurons that dominate the backpropagation
process. The idea of contrastive attention addresses this issue by cancelling out the
effects of common dominant neurons and emphasizing the subtle difference between
a pair of contrastive MWP maps. Excitation Backprop may also localize discrimi-
native feature channels/filters of a CNN model, and we leave this topic for future
work.
In addition, casting a neural network as a probabilistic random walk model may
introduce new perspectives in learning and using deep neural networks. It would be
interesting to formulate both the forward propagation and the backward propagation
using a probabilistic framework. With a unified probabilistic formulation for network
learning and inference, we may obtain a more principled way to interpret a model’s
internal neuron states and its top-down attention.
Chapter 8
Conclusions and Future Work
In this chapter, we will summarize our main contributions for the visual saliency
computation problems we have studied. Our contributions include novel and ef-
ficient algorithms for eye fixation prediction, salient region detection and uncon-
strained salient object detection. In addition, we propose a new computer vision
task for saliency computation, Salient Object Subitizing, which aims to predict the
number of salient objects without using a localization process. We also study the
weakly supervised top-down saliency detection problem, and propose a highly scal-
able approach by modeling CNN classifiers’ top-down attention. The strengths and
the limitations of our proposed methods will be discussed. Finally, we will present
interesting future research directions related to our work.
8.1 Main Contributions
For eye fixation prediction, we propose to leverage the surroundedness cue using a
novel Boolean map based image representation. To the best of our knowledge, we are
the first to use this global topological cue in eye fixation prediction. Our Boolean
map based saliency (BMS) model represents an image as a set of Boolean maps
generated by randomly thresholding the image color channels. Surrounded regions in
the Boolean maps are detected using an efficient binary image processing algorithm.
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The saliency map is then computed by aggregating the detected surrounded regions.
BMS is easy to implement and efficient to run. Moreover, it achieves state-of-the-art
performance across seven benchmark datasets. In addition to the practical aspects
of our method, we provide theoretic insights into our saliency detection algorithm by
showing the connection between the BMS model and the Minimum Barrier Distance
(MBD) transform. This connection also inspires us to develop the minimum barrier
salient region detection method.
Our minimum barrier salient region detection method is based on a novel approx-
imate MBD transform. The approximate MBD transform algorithm, fastMBD, uses
a raster-scanning technique for efficient processing, and it is about 100X faster than
the exact algorithm. We give an error bound analysis for the fastMBD algorithm,
which provides insight into our algorithm. Powered by fastMBD, the proposed salient
region detection method runs at about 80 FPS using a single thread, and it signifi-
cantly outperforms previous methods with similar speed. Our method is comparable
with state-of-the-art salient region detection methods in performance, but is at least
one order of magnitude faster. The speed and quality of our minimum barrier salient
region detection method can benefit many time-critical applications that depend on
fast salient region detection.
While eye fixation prediction and salient region detection both aim to compute
saliency maps, salient object detection focuses on instance-level salient object lo-
calization. To the best of our knowledge, we are the first to address the salient
object detection problem on unconstrained images. We propose a method composed
of a CNN-based proposal generation model and a novel bounding box filtering for-
mulation based on the Maximum a Posteriori (MAP) principle. We formulate the
bounding box filtering problem as a submodular subset optimization task, which is
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solved efficiently using a greedy algorithm. Our bounding box filtering formulation
effectively addresses the challenge of noisy salient object proposals. Compared with
widely used heuristic bounding box filtering methods, such as non-maximum suppres-
sion, our MAP-based approach provides a substantial improvement on three salient
object datasets. Our full system also significantly outperforms previous techniques
on these benchmark datasets.
The tasks of eye fixation prediction, salient region detection and salient object
detection all require a certain level of localization. However, in some applications,
we may want to extract saliency information without any localization process. For
instance, in the new problem of Salient Object Subitizing (SOS), we propose to solve
the problem of “fast counting” salient objects without object localization. To study
this problem, we present the first formulation of SOS and collect a dataset of about
14K everyday images. We conduct extensive experiments and analysis to show that
an end-to-end trained CNN subitizing model can achieve promising performance, and
can generalize well to unseen object categories. In particular, our CNN subitizing
model approaches human performance in identifying images of no salient object
or a single salient object. Moreover, we propose a method to leverage synthetic
images to improve the CNN model training. According to our experimental analysis,
using synthetic images can substantially alleviate the burden of data collection and
annotation.
Finally, we consider the problem of top-down saliency detection, which entails
computing task-driven saliency maps. We propose a highly scalable and weakly su-
pervised approach by modeling CNN classifiers’ top-down attention. Our approach
is based on a novel backpropagation scheme, called Excitation Backprop, and the
idea of contrastive attention. Compared with previous backpropagation methods, our
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method provides significantly more discriminative localization results on complex im-
ages with multiple objects and cluttered backgrounds. Our method can be readily ap-
plied on any CNN classifier without modification or re-training. In our experiments,
we demonstrate an application of our top-down attention model in text-to-region
association. Without using any bounding box annotations, our method compares
favorably with a state-of-the-art fully supervised phrase localization method on a
challenging dataset.
8.2 Strengths and Limitations
8.2.1 The BMS Model
Our proposed BMS model demonstrates the effectiveness of the surroundedness cue
and provides a very efficient way to leverage it for eye fixation prediction. The
surroundedness cue captures the global topological feature for holistic figure-ground
segmentation, which is one of the important Gestalt elements that affect human
visual attention [149]. However, previous works [91, 25, 19] were mainly based on
the contrast/rarity cue and spectral analysis, and thus could not model the holistic
figure-ground segmentation phenomenon.
It is worth noting that previous eye fixation prediction models are often quite
sensitive to the choice of the scale parameters, e.g. the scale of the input image,
the scale of the image patch descriptor, and the scale of the image filter. Without
properly selecting a suitable scale, previous methods tend to either overemphasize the
boundaries of large regions or miss small salient regions (see Fig. 3.8). In contrast,
the surroundedness cue is quite robust to the scale issue. As a result, our BMS
model can detect salient regions of very different scales without using multi-scale
processing. This adds to the efficiency of our BMS model.
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Due to the superior efficiency and quality of our BMS model, various applications
have been developed based on our BMS model, e.g. automatic eye tracker calibration
[192], glottis segmentation from videos [176], image compression [116], low-bit cod-
ing for video chat [227], object recognition [131], image profiling [36] and maritime
surveillance [186].
While the surroundedness cue is a quite general assumption about salient regions,
our BMS model still needs the other cues, e.g. the contrast cue, to enhance its
performance. In BMS, we employ additional techniques such as normalization and
activation map splitting to better detect rare regions. This indicates that using a
single cue may not be sufficient, and the combination of different and potentially
complementary features should be the key to advancing the state-of-the-art. In
particular, simple cues like surroundedness and contrast cannot capture high-level
saliency features like objects and faces. Therefore, in scenarios where human visual
attention is mostly influenced by high-level features, our BMS model tends to fail.
8.2.2 The Minimum Barrier Salient Region Detection Method
Our proposed Minimum Barrier Salient Region Detection Method is training-free,
highly efficient and easy to deploy. It is based on the image boundary connectivity
assumption that background regions tend to be connected to the image boundary
regions. While many previous methods leveraged this cue and achieved promising
performance, our method does so in a different way. We introduce the Minimum
Barrier Distance (MBD), instead of the widely used geodesic distance, to measure
the image boundary connectivity; and we propose a very fast approximate MBD
transform algorithm. Thanks to the robustness of the MBD to pixel value fluctuation,
our method can be directly applied on raw image pixels without additional super-
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pixel computations, which are often required by other methods. Due to its superior
memory and computational efficiency, our method can be easily implemented on
mobile platforms and embedded devices, e.g. digital cameras and eye trackers.
The image bounding connectivity assumption can be violated when foreground
objects touch the image boundary. In this case, the MBD transform cannot well
detect the salient region. To alleviate this issue, we propose to use the appearance
based backgroundness cue, which is less sensitive to objects touching the image
boundary. However, methods based on low-level cues are still very limited in their
ability to handle unconstrained images, where foreground and background regions
have complex appearance or there is no distinctive dominant object at all. Most
existing salient region datasets lack such unconstrained images, so these challenges
posed by unconstrained images are quite under-addressed. Li et al. [123] pointed out
this negative aspect of dataset design bias and proposed a new dataset with many
atypical images for salient region detection. It was shown that many state-of-the-art
salient region detection methods perform poorly on this dataset. As demonstrated
by the authors, to handle such unconstrained images, machine learning techniques
that integrate multiple features can come to the rescue.
8.2.3 Unconstrained Salient Object Detection
Unconstrained salient object detection targets at instance-level localization for un-
constrained images, where there may exist multiple salient objects or no salient
object. Previous methods for salient object detection either assume that there exists
only a single salient object or generate a fixed number of ranked windows. The prob-
lem of unconstrained salient object detection was left unaddressed before, probably
due to the lack of highly expressive image features.
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Thanks to the advances in deep learning, the CNN model of our unconstrained
salient object detection method is able to generate high quality object proposals
with calibrated confidence scores. Combined with our proposed subset optimization
formulation for bounding box filtering, our full system generates high-quality detec-
tion windows and gives significantly better performance than previous methods on
unconstrained images.
Deep CNN models are able to learn highly expressive feature representations for
challenging tasks, but this also comes at a cost. Training our CNN proposal gener-
ation model requires a lot of fully annotated image data. To improve the generaliz-
ability of the trained model, the training images are taken from the Salient Object
Subitizing dataset, which was carefully collected so that it covers a wide range of ob-
ject categories and has a relatively balanced distribution over the number of salient
objects contained in an image. Nevertheless, the data collection and annotation
process for training a successful CNN model is rather expensive and laborious.
8.2.4 CNN-based Salient Object Subitizing
The problem of Salient Object Subitizing (SOS) is very different from previous visual
saliency detection tasks, because it does not involve any localization process. SOS can
be useful in visual systems that need quick, early prediction of the existence and the
number of salient objects in an image without starting the computationally intensive
detection or recognition process. This task is also very challenging, because it aims to
do object counting on everyday images where objects may have dramatically different
appearances, poses and scales. According to our experiments, traditional image
features are not successful for SOS, but our CNN-based SOS model provides very
promising performance, thanks to the high expressiveness of the CNN features. In
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particular, our CNN subitizing model can process an image within milliseconds using
a modern GPU, and the method can approach human performance in identifying
images with no salient object or a single salient object.
In the training image set, there are fewer training images with multiple salient
objects than images with a single salient object or no salient object. This data
imbalance issue motivates us to use synthetic images to improve model training.
However, our CNN SOS model still gives limited accuracy on images with multiple
salient objects (see Fig. 6.7 (a)). This is probably because predicting the number
of salient objects when there exist multiple objects in an image is intrinsically more
challenging than identifying images with a single salient object or no object.
8.2.5 Top-down Neural Attention by Excitation Backprop
Generating discriminative top-down saliency maps from a CNN classifier is a chal-
lenging task. Previous backpropagation based techniques [226, 182, 11] are able
localize generally salient regions. However, it is quite difficult for these methods to
generate category-specific saliency maps that highlight relevant but generally un-
salient regions. The reason can be that these backpropagation schemes tend to be
dominated by some strong neurons that correspond to generally salient image regions,
but these image regions may not be relevant to the given target category.
We address the above issue by introducing the top-down contrastive attention
formulation, which can suppress the effects of generally salient but irrelevant neu-
rons. The contrastive attention formulation requires that the propagated top-down
signals are normalized and calibrated at each layer. To this end, we use our prob-
abilistic Winner-Take-All (WTA) model to ensure that the propagated values are
well normalized with a probabilistic framework. The probabilistic WTA model and
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the contrastive attention formulation are efficiently implemented with our Excitation
Backprop scheme with a single backward pass.
A significant advantage of our method is that it can leverage the scalability of
CNN model training and the expressiveness of internal CNN neurons for large-scale
top-down saliency detection. Previous top-down saliency detection methods are de-
signed for datasets of only a few categories, e.g. 20 categories in PASCAL VOC,
whereas we show that our method can be used for top-down saliency detection for
about 18K categories. The resultant saliency maps are tested in a text-to-region asso-
ciation task, and we attain state-of-the-art performance on a challenging benchmark
dataset.
Our top-down neural attention model tends to highlight the most discrimina-
tive part of the image, rather than the whole spatial support of the target ob-
jects/concepts (see Fig. 1.4). This is a common problem suffered by weakly su-
pervised localization methods. Without full spatial supervision, our method can
also emphasize the wrong image features when these features are strongly correlated
with the target objects/concepts in the training data (see last example in Fig. 1.4).
Nevertheless, we are able to better understand what has been learned by the CNN
model through the visualization of its top-down attention.
The performance of localization can also be significantly affected by the CNN
model. Models without fully connected hidden layers (GoogleNet) tend to preserve
more spatial information and thus may produce more accurate top-down attention
maps. For models with fully-connected hiddens layers, like VGG-S and VGG16
tested in Sec. 7.2, there tend to be more failure cases as indicated by Table 7.1.
Failure cases often happen when the target objects are small and unsalient and there
are salient distractors nearby.
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8.3 Interesting Directions for Future Research
We first discuss a few research directions that would extend our current works.
Unconstrained instance-aware salient object segmentation. In our work on
unconstrained salient object detection, we only address the bounding box lo-
calization task for salient object detection. A more useful and more challenging
goal for salient object detection is to do instance-level segmentation for salient
objects. Compared with bounding boxes, segmentations can provide pixel-level
localization and can be more useful in many applications like image editing.
One possible approach to unconstrained salient object segmentation is to ex-
tract segmentation masks based on the bound box localization results using
Grabcut-based methods [165, 118]. However, it can be challenging to properly
separate overlapping objects. Another promising direction is to leverage deep
CNN models to do object segmentation proposal generation, and then apply
some proposal filtering method for the final output, but this approach requires
additional data annotation and a careful CNN architecture design.
Category-aware salient object subitizing. Our current subitizing model is de-
signed to be category independent. In many applications, e.g. Visual Question
Answering [5], it will be useful to have the model to do the category-aware
subitizing. A trivial approach would be training a separate subitizing model
for each considered object category. A main issue here is the imbalanced dis-
tribution of the number of objects in the training images. For many categories,
images in the exiting datasets may lack diversity in the number of objects of
the designated category. Leveraging synthetic images can be a remedy. Shar-
ing the subitizing knowledge across different categories may also be a useful
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strategy for scalable model training.
Top-down neural saliency attention for RNN and beyond. It will be useful
if we can generalize our Excitation Backprop method to Recurrent Neural Net-
work (RNN) models. RNN-based methods have been used for many computer
vision tasks, e.g. action recognition, image/video captioning and visual ques-
tion answering. Visualizing RNN models’ top-down attention can thus benefit
applications like weakly supervised action localization and grounded visual
question answering, and it can also help understand what has been learned
by RNN models. A potential challenge is that there are significant differences
between CNN and RNN architectures, including some additional types of lay-
ers and units in RNN models and the recursive nature of RNN. In addition,
there is also a deeper question about the probabilistic interpretation of neural
networks that we make in our top-down neural attention formulation: does the
random walk interpretation indicate a different way of formulating deep neural
networks? Linking neural networks with random walk processes may introduce
new perspectives in learning and using deep neural networks.
We also would like to talk about some interesting visual saliency computation
topics that are beyond our current research scope.
Modeling inter-image context for saliency detection. A majority of saliency
detection methods (including the methods described in this thesis) treat each
test image independently. In many scenarios, however, images are captured
in groups or arranged in collections. Typical examples include videos and
photo albums. Leveraging the inter-correlation of images in the same group
would provide additional information for the target salient regions/objects. A
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related topic is co-saliency detection (see [228] for a review), which aims to
detect common salient objects in a group of images. While the formulation
of co-saliency detection focuses on discriminating common salient objects in
an image group from uncommon salient objects, we believe that inter-image
context can be useful beyond the inference of common objects. For example, a
series of images about an object can provide complementary information about
the object’s appearance, and thus can help resolve the ambiguity in saliency
detection for each individual image.
Leveraging multimodal signals for saliency detection. Multimodal cues like
text, speech and sound are very important factors that guide our visual atten-
tion. In real world, visual stimuli (e.g. photos and videos) are often paired with
textual description (e.g. tags and captions) and audio signals. However, there
are few saliency detection methods that look beyond visual information, prob-
ably due to the lack of multimodal saliency data. The problem of modeling
cross-modal effects in saliency detection is also related to top-down saliency
detection and priming [205]. We believe that leveraging multimodal signals
can better help model and predict humans’ visual attention in the real world.
Appendix A
Proof of Theorem 3.4
A.1 Preliminaries
We first introduce several concepts and results that are necessary for our proof of
Theorem 3.4. In particular, we will prove a generalized version of Alexander’s lemma.
A.1.1 Alexander’s Lemma
The following is a version of Alexander’s lemma [145].
Lemma A.1. Let s and t be two points in the topological space D = [0, 1]2, and P
and Q be two disjoint closed sets in D. If there exist a path from s to t in D \P and
a path from s to t in D \Q, then there exists a path from s to t in D \ (P ∪Q).
Proof. See Alexander’s lemma for simply connected spaces in [100] and Theorem 8.1,
p. 100 in [145].
An intuitive interpretation is shown in Fig. A.1 (a). As P and Q are disjoint
closed sets, they cannot “touch” each other’s boundaries. Then if neither P nor Q
can block s from t, P ∪Q cannot, either,
The following result is a generalization of Lemma A.1. An interpretation is shown
in Fig. A.1 (b).
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Figure A.1: An illustration of Lemma A.1 and Theorem A.2. P and Q are two
disjoint closed sets in [0, 1]2. In (a), there is a path from s to t which does not meet
P , and a path from s to t which does not meet Q (see the two dash lines). Then
there exist a path (the solid line) from s to t which does not meet P ∪Q. In (b), a
generalized scenario is shown, where the seed set S is not necessarily singleton, but
a connected set. If S and t can be connected by paths that do not meet P and Q
respectively, then S and t can be connected by a path that does not meet P ∪Q.
Theorem A.2. Consider the topological space D = [0, 1]2. Let S ⊂ D be a connected
set, t ∈ D a point, and P and Q two disjoint closed sets in D. If there exist a path
from S to t in D \ P and a path from S to t in D \Q, then there exists a path from
S to t in D \ (P ∪Q).
Proof. We will first modify P and Q while keeping the preceding assumptions about
P and Q unchanged.
Step 1. Let P denote D \P and Ct
P
⊂ P denote the connected component of P
that contains t. Then we change P and Q to P1 and Q1 respectively, s.t.
P1 = P ∪
(
P \ Ct
P
)
,
Q1 = Q \
(
P \ Ct
P
)
.
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Figure A.2: An example to show the effects of the two modification steps. In (a),
the set shown in red, P , and the set shown in green, Q, are two disjoint closed set
in [0, 1]2. After step 1, the hole inside P is filled (see P1 in (b)). Similarly, after step
2, the hole inside Q1 is filled (see Q2 in (3)). Generally, these two steps make the
complement of P2 ∪Q2 a path connected set that contains t.
Step 2. Following the same notations, we make similar changes to P1 and Q1:
Q2 = Q1 ∪
(
Q1 \ CtQ1
)
,
P2 = P1 \
(
Q1 \ CtQ1
)
.
Fig. A.2 gives an example to show how the above steps work. In this example,
each step fills the holes inside one of the sets. Generally, as we shall prove in the
following, these two steps make the complement of P2∪Q2 a path connected set that
contains t.
We now show that the assumptions for P and Q are inherited by P2 and Q2. For
this purpose, it suffices to show that these assumptions hold for P1 and Q1, because
step 2 is a symmetric operation of step 1.
First, we show P1 and Q1 are two disjoint closed set in D. It is straightforward
to see that P1 and Q1 are disjoint. D = [0, 1]
2 is locally connected, and P = D \ P
is open in D. Each connected component of an open set in a locally connected space
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is open in that space [143] (Theorem 25.3 at p. 161). It follows that P \ Ct
P
is an
open subset in D, because P \ Ct
P
is the union of all the components of P except
Ct
P
. Thus, Q1 is closed in D. Furthermore, it is easy to see that P1 = D \CtP , so P1
is closed in D.
Second, we show there exist a path from S to t in D \ P1 and a path from S to
t in D \ Q1. As discussed above, D \ P1 = CtP . Recall that CtP is the connected
component of D \ P that contains t. Therefore, the path from S to t in D \ P must
be included in D \P1. Moreover, the path from S to t in D \Q is included in D \Q1
for D \Q ⊂ D \Q1.
Similarly, P2 and Q2 have all the properties discussed above. Now we show that
D \ (P2 ∪Q2) is path connected. It is easy to verify the following facts:
P ∪Q ⊂ P2 ∪Q2, (A.1)
P 1 = C
t
P
, (A.2)
P2 = P1 ∩ CtQ1 , (A.3)
Q2 = C
t
Q1
. (A.4)
Then we have
D \ (P2 ∪Q2) = P2 ∪Q2
= P 2 ∩Q2
= P1 ∩ CtQ1 ∩ C
t
Q1
=
(
P 1 ∪ CtQ1
)
∩ Ct
Q1
= P 1 ∩Q2
Therefore, for each x ∈ D \ (P2 ∪ Q2), we have x ∈ P 1 = CtP (see Eqn. A.2). Note
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that every open connected set in a locally path connected space is path connected
[143] (Exercise 4 at p. 162). Therefore, P 1 is also path connected, and x and t are
path connected in P 1. It follows that there exists a path joining x and t in P 2,
because P 1 ⊂ P 2. Similarly, x ∈ D \ (P2 ∪ Q2) ⇒ x ∈ Q2 = CtQ1 (see Eqn. A.4),
so there exists a path joining x and t in Q2. Recall that P2 and Q2 are two disjoint
closed sets in D. According to Lemma A.1, there exists a path joining x and t in
D \ (P2 ∪Q2). Thus, D \ (P2 ∪Q2) is path connected.
Since S is connected, there exists a point s ∈ S contained in D \ (P2 ∪ Q2). To
see this, recall that there exist a path in P 2 joining S and t, and a path in Q2 joining
S and t, so S \ P2 6= ∅ and S \ Q2 6= ∅. If S ⊂ P2 ∪ Q2, then S can be divided
into two disjoint nonempty closed sets in S (S ∩ P2 and S ∩ Q2), contradicting the
assumption that S is connected.
D \ (P2 ∪Q2) is path connected, so there is a path from s to t in D \ (P2 ∪Q2).
This path must be included in D \ (P ∪ Q), because (P ∪ Q) ⊂ (P2 ∪ Q2). Thus,
there is a path from S to t in D \ (P ∪Q).
A.1.2 Hyxel and Supercover
The following concepts of hyxel and supercover are for k-D digital images. A k-
D digital image I can be represented by a pair (V, I), where V ⊂ Zk is a set of
regular grid points, I : V → R is a function that maps each grid point x ∈ V
to a real value I(x). Moreover, we assume k-D digital images are rectangular, i.e.
V =
∏k
i=1{1, · · · , ni}. In particular, we are interested in the case when k = 2.
Next, we introduce hyxel [24, 52], a useful concept in digital topology.
Definition A.1. A hyxel Hx for a grid point x in a k-D image I = (V, I) is a unit
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k-D cube centered at t, i.e.
Hx =
[
x1 − 1
2
, x1 +
1
2
]
× · · · ×
[
xk − 1
2
, xk +
1
2
]
,
where x = (x1, · · · , xk) ∈ V ⊂ Zk. Hyxels are the generalization of pixels in the 2-D
images.
Since hyxels and grid points in Zk have a one-to-one correspondence, the connec-
tivity of a set of hyxels can be induced by the adjacency relationship between grid
points.
Definition A.2. A sequence of hyxels is a nadj-path if the corresponding sequence
of grid points is a path in terms of n-adjacency. A set of hyxels is nadj-connected if
any pair of hyxels in this set are connected by a nadj-path contained in this set.
Definition A.3. The supercover S(M) of a point set M in Rk is the set of all hyxels
that meet M .
The following is a result given in [24].
Lemma A.3. Let M ⊂ Rk be a connected set. Then S(M) is 2kadj-connected.
Proof. See [24, 52]. Note that 2kadj-connectivity is equivalent to the concept of
(k − 1)-connectivity defined in [24].
A.2 Proof of Theorem 3.4
Proof. First we need to show that in the continuous setting I˜ = (D, I˜), where
D ⊂ [0, 1]2, I˜ : D → R is continuous, and the seed set S˜ is connected, ϕI˜(S˜, t) and
dI˜(S˜, t) are equivalent (compare Theorem 1 in [190]).
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As discussed in [190], in the continuous setting, the definition of ϕI˜(S˜, t) and
dI˜(S˜, t) becomes
ϕI˜(S˜, t) = h
+
I˜ (S˜, t)− h
−
I˜ (S˜, t)
= inf
pi∈Π
S˜,t
β+I˜ (pi)− sup
pi′∈Π
S˜,t
β−I˜ (pi
′), (A.5)
dI˜(S˜, t) = infpi∈Π
S˜,t
βI˜(pi). (A.6)
In order to prove dI˜(S˜, t) = ϕI˜(S˜, t), we need to show that for any  > 0, there exists
a path pi ∈ ΠS˜,t such that
h−I˜ (S˜, t)−  < minx I˜(pi(x)) ≤ maxx I˜(pi(x)) < h
+
I˜ (S˜, t) + . (A.7)
Equivalently, we need to show there exists a path pi ∈ ΠS˜,t in D \ (P ∪Q), where
P = {x ∈ D : I˜(x) ≤ h−I˜ (S˜, t)−} and Q = {x ∈ D : I˜(x) ≥ h
+
I˜ (S˜, t)+}. It is easy
to see that P and Q are two disjoint closed set in D, and there exist paths from S˜ to
t in D \P and D \Q respectively (see the definition of h+I˜ (S˜, t) and h
−
I˜ (S˜, t) in Eqn.
A.5). According to Theorem A.2, Eqn. A.7 is proved, and thus ϕI˜(S˜, t) = dI˜(S˜, t)
in the continuous setting.
Returning to the proof of Theorem 3.5, we do the same trick as in [190] to translate
the digital version of the problem to the continuous setting. We can get a continuous
image I˜ = {D, I˜} by bilinearly interpolating the digital image I = {V, I}. Note that
the seed set S˜ in I˜ is the union of the hyxels (pixels) of the 4adj-connected seeds in
I. Thus, S˜ is connected in D. According to Eqn. A.7, for any  > 0, there exists a
path pi′ ∈ ΠS˜,t such that
h−I˜ (S˜, t)−  < minx I˜(pi
′(x)) ≤ max
x
I˜(pi′(x)) < h+I˜ (S˜, t) + . (A.8)
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Then the supercover voxelization of pi′ is applied. According to Lemma A.3, the
resultant pixel set includes a 4adj-path pi that joins S and t. Because |I(x)−I˜(y)| ≤ εI
for any y ∈ D that is covered by hyxel (pixel) Hx, we have
h−I˜ (S˜, t)− εI −  < minx I(pi(x)) ≤ maxx I(pi(x)) < h
+
I˜ (S˜, t) + εI + . (A.9)
Similarly, we have
h−I˜ (S˜, t)− εI −  < h
−
I (S, t) ≤ h+I (S, t) < h+I˜ (S˜, t) + εI + . (A.10)
As → 0, Eqn. A.9 indicates
dI(S, t) ≤ ϕI˜(S˜, t) + 2εI , (A.11)
and Eqn. A.10 indicates
ϕI(S, t) ≤ ϕI˜(S˜, t) + 2εI . (A.12)
Each discrete 4adj-path on the digital image I has a continuous counterpart in
I˜, which is constructed by linking the line segments between consecutive pixels on
the discrete path. It is easy to see that the values on this continuous path are the
linear interpolations of the values on the discrete path, for I˜ is obtained by bilinearly
interpolating I. Thus, dI˜(S˜, t) ≤ dI(S, t) and ϕI˜(S˜, t) ≤ ϕI(S, t). Moreover, recall
that ϕI˜(S˜, t) = dI˜(S˜, t), and ϕI(S, t) is a lower bound of dI(S, t) [190]. Then we
have
ϕI˜(S˜, t) ≤ ϕI(S, t) ≤ dI(S, t) ≤ ϕI˜(S˜, t) + 2εI . (A.13)
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It immediately follows that
0 ≤ dI(S, t)− ϕI(S, t) ≤ 2εI . (A.14)
Remark. The above result can be easily generalized to k-D images. Its proof is
analogous to the ones in [190, 48]. The basic idea is to reduce the problem in the
high dimension to the 2-D case via homotopy [190].
Appendix B
Proof of Lemma 4.1
We provide the proof for the error bound result presented in Lemma 4.1. We start
with a result about the distance transform on general graphs, which shows sufficient
conditions for an locally equilibrial path map to be optimal (Section B.1). Then, we
give the proof for our error bound result.
B.1 Distance Transform on Graph
We start with a result about the distance transform of general graphs. A graph
G = (V,E) is characterized by a vertex set V and an edge set E. If (v1, v2) ∈ E,
then there is an edge from v1 to v2. A path on G is a sequence of vertices 〈v0, · · · , vn〉,
where (vi−1, vi) ∈ E for i = 1, · · · , n. The graph under consideration can be directed
or undirected.
Let ΠG denote the path set on G. For a distance cost function F : ΠG → R+,
without loss of generality, we assume that F obeys the following condition regarding
a seed set S:
F(pi) =

0 pi = 〈t〉, t ∈ S
+∞ pi does not start from S.
(B.1)
Definition B.1. A path map P of a graph G = (V,E) is a map that records a path
P(t) for each vertex t on the graph. Given a seed set S, we say P is in its equilibrium
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state in terms of a distance cost function F , if P(t) = 〈t〉, ∀t ∈ S, and
F(P(t)) ≤ min
r:(r,t)∈E
F(P(r) · 〈r, t〉),∀t ∈ V \ S. (B.2)
In other words, if a path map is in an equilibrium state, no local update will
further reduce the distance cost of any vertex. Note that there can be more than
one equilibrial path map.
Definition B.2. For a graph G, given a seed set S and a distance function F , a
path map P is optimal, if
F(P(t)) = min
pi∈Πt
F(pi),∀t ∈ V . (B.3)
where Πt is the set of paths that end at vertex t.
Solving a distance transform problem can be reduced to finding an optimal (short-
est) path map for a graph and a given seed set.
Next, we introduce two properties for a distance cost function.
Definition B.3. (Non-Decreasing Property) For a given graph and a seed set,
if F(pi · τ) ≥ F(pi) always holds, we say the distance function F is non-decreasing.
Definition B.4. (Reduction Property) Let pi∗x denote the optimal path for a
vertex x in terms of some distance function F . For a given graph and a seed set, we
say F is reducible, if for any non-trivial optimal path pi∗t , and any prefix pip of pi∗t ,
i.e. pi∗t = pip · σ, we have F(pi∗t ) = F(pi∗p · σ).
Non-trivial optimal paths are the optimal paths that have more than one vertex.
The non-decreasing property and the reduction property are related to the smooth-
ness conditions proposed in [68]. See [68] for a comparison. Many popular distance
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functions are reducible, e.g. geodesic distance and fuzzy distance [68]. Note that
these two properties of a distance function can depend on the image and the seed
set.
Lemma B.1. For a given graph and a seed set, if F is non-decreasing and reducible,
any equilibrial path map is optimal.
Proof. Given an equilibrial path map P , let K denote set of all the vertices whose
paths on P are optimal, and M = V −K the set of all vertices whose paths are not
optimal. It is easy to see that K 6= ∅ because S ⊂ K.
Suppose M 6= ∅. Let t denote a vertex of the smallest cost in M , and pi∗t its
optimal path from S to t1. From vertex t, by tracing back along the optimal path
pi∗t , we can always find a vertex p ∈ M on pi∗t , whose preceding vertex r on pi∗t is in
K, since S ⊂ K. Note that both p and t are in M , and t has the smallest cost in M ,
so we have
F(pit) ≤ F(pip), (B.4)
where pit := P(t) and pip := P(p) are the paths for p and t on the given path map P .
Since the map is in its equilibrium state, we have
F(pip) ≤ F(pir · 〈r, p〉), (B.5)
where pir := P(r).
Let pi∗r,t denote the part from r to t on pi
∗
t . The non-decreasing property of F
indicates that
F(pir · 〈r, p〉) ≤ F(pir · pi∗r,t), (B.6)
since pir · 〈r, p〉 is a prefix of pir ·pi∗r,t. Furthermore, r ∈ K, so pir is optimal. According
1The optimal path pi∗t must be a valid path from the seed set S to t. If there is no path from S
to t, then minpi∈Πt F(pi) = +∞, and according to Definition B.2, p ∈ K.
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to the reduction property, we also have
F(pi∗t ) = F(pir · pi∗r,t). (B.7)
Then combining Eqn. B.4, B.5, B.7 and B.6, we have
F(pit) ≤ F(pi∗t ), (B.8)
which contradicts our assumption that t ∈ M , i.e. pit is not optimal. Therefore,
M = ∅, which concludes our proof.
Remark. Lemma B.1 indicates that for a non-decreasing and reducible distance func-
tion, any algorithm that returns an equilibrial path map, e.g. Dijkstra algorithm, fast
raster scanning and parallel updating scheme, can solve the shortest path problem
exactly. This result is more general than the analysis in [68], since it does not rely
on any specific algorithm.
It is easy to check that the cost function βI of MBD is always non-decreasing,
but generally it is not reducible (see the counter-example in [190]). In next section,
we will show a sufficient condition when βI is reducible, based on which our error
bound result will be proved.
B.2 Proof Lemma 4.1
A digital image I can be thought of as a special vertex-weighted graph. Let V
denote the set of the grid points of its hyxels. For a 2-D image, we assume V =
{1, · · · ,W} × {1, · · · , H} is a rectangular region of the integer grids. The edge set
E is induced by a specific type of neighborhood adjacency. We consider 4-adjacency
here.
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In what follows, we will first show that on the discretized image I˜ (see the defini-
tion in Chapter 4, Sec. 4.1.3), the path cost function of MBD is reducible when the
seed set is connected. Therefore, the equilibrial path map for I˜ is optimal. Then we
show the optimal path map for I˜ gives the MBD estimation for the original image
I with errors bounded by εI .
Definition B.5. For an image I, a value u ∈ R is separating if A = ⋃I(t)<uHt and
B =
⋃
I(t)>uHt are disjoint.
Remark. Note that A and B are both finite unions of closed sets (hyxels), so they are
closed. The interior of A and B must be disjoint, but their boundaries may intersect.
If u is separating, then the set C =
⋃
I(t)=uHt is in between A and B.
Lemma B.2. Let I be a 2-D image,and S be a seed set. Assuming 4-adjacency, if
S is connected and I(t) is separating for each t ∈ V , then the MBD distance cost
function βI is reducible.
Proof. Let pi∗t ∈ Πt be a non-trivial optimal path for point t, and U−pi∗t = mini I(pi∗t (i))
and U+pi∗t = maxi I(pi∗t (i)), where I(pi) denote the set of values on the path pi. It
suffices to show that for any prefix of pi∗t , say pir such that pi
∗
t = pir · σ, pi∗r · σ is
also an optimal path for t. Equivalently, we need to show I(pi∗r) ⊂ [U−pi∗t , U
+
pi∗t
]. In
what follows, we will show that I(pi∗r) ⊂ [U−pir , U+pir ], where U−pir = mini I(pir(i)) and
U+pir = maxi I(pir(i)). Since pir is part of pi∗t , this will immediately conclude our proof.
Suppose I(pi∗r) 6⊂ [U−pir , U+pir ]. Without loss of generality, we can assume that U+pi∗r =
maxi I(pi∗r) > U+pir . In this case, we also have U−pi∗r = mini I(pi∗r) > U−pir , otherwise pi∗r
is not optimal. Then we show there exists a path pi∗∗r such that I(pi∗∗r ) ⊂ [U−pi∗r , U+pir ],
contradicting the fact that pi∗r is optimal.
Now we show why pi∗∗r exists under our assumptions. We do this by translating
the problem to the continuous setting. Let D ⊂ R2 denote the counterpart of V in
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the continuous space, which is defined as D = [1,W ]× [1, H]2. Let s1 and s2 denote
the starting point of pir and pi
∗
r respectively. There is a path pir joining s1 and r,
which is included in the interior of Hpir =
(⋃
x∈pir Hx
) ∩ D in the topological space
D3. Similarly, we can find such pi∗r joining s2 and r in the interior of Hpi∗r .
Let
A :=
⋃
{Hx : I(x) < U−pi∗r} ∩D,
and
B :=
⋃
{Hx : I(x) > U+pir} ∩D.
It is easy to see that pi∗r does not meet A and pir does not meet B. Note that I(r) ∈
[U−pi∗r , U
+
pir ] and it is separating, so A and B are disjoint closed sets. Furthermore,
HS =
⋃{Hx : x ∈ S} is connected, for S is 4adj-connected. According to Lemma
A.2, there is a path pi∗∗r from HS to point r which does not meet A ∪B.
According to Lemma A.3, the supercover S(pi∗∗r ) forms a 4adj-path pi∗∗r in V .
S(pi∗∗r ) cannot contain any pixel outside the digital image because there is a 0.5 wide
margin between the boundaries of D and
⋃
x∈V Hx. Furthermore, S(pi∗∗r ) cannot
contain any pixel in A or B, for pi∗∗r ⊂ D \ (A ∪ B). Therefore, I(pi∗∗r ) ⊂ [U−pi∗r , U+pir ],
and we arrive at the contradiction.
Let εI denote the maximum local difference (see Definition 4.1). Then we show
that I˜, the discretized image using the discretization step εI , has the property that
each value of I˜ is separating.
Lemma B.3. Given an image I, we define I˜, such that
I˜(x) =
⌊I(x)
εI
⌋
εI
2D is properly included in
⋃
x∈V Hx.
3Note that pir is 4-connected, so by simply linking the center points of the consecutive pixels,
the resultant paths will be included in the interior of the corresponding hyxel sets.
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Then for each x ∈ V , I˜(x) is separating w.r.t. I˜.
Proof. Suppose there exist a point x ∈ V such that I˜(x) is not separating on I˜. Then
there exists a pair of pixels Ha and Hb that touch each other at their boundaries,
s.t. I˜(a) < I˜(x) and I˜(b) > I˜(x). Since I˜(x) and I˜(a) are multiples of εI , we have
I˜(x)− I˜(a) ≥ εI . Similiarly, we have I˜(b)− I˜(x) ≥ εI . Therefore,
I˜(b)− I˜(a) ≥ 2εI . (B.9)
Let I˜(a) = nεI . Then
I(a) < (n+ 1)εI , (B.10)
I(b) ≥ (n+ 2)εI . (B.11)
It follows that I(b) − I(a) > εI . On the other hand,because Ha and Hb are in-
tersecting at their boundaries, a and b must be 8-adjacent. Thus, we also have
|I(b)− I(a)| ≤ εI , and a contradiction is reached.
Theorem B.4. Let I be a 4-adjacent image, and εI be its maximum local difference.
We define I˜, such that
I˜(x) =
⌊I(x)
εI
⌋
εI .
Given a connected seed set S in terms of 4-adjacency, let dβI(S, t) denote the MBD
for t w.r.t. the original image I. If P is an equilibrial path map for I˜ w.r.t. βI˜, then
for each t ∈ V , ∣∣βI˜(P(t))− dβI(S, t)∣∣ < εI .
Proof. According to Lemma B.1, B.2 and B.3, the equilibrial path map P is an exact
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solution for the MBD shortest path problem on I˜, i.e.
βI˜(P(t)) = minpi∈ΠS,t βI˜(pi). (B.12)
For a path pi, βI(pi) = U+−U−, where U− = mini I(pi(i)) and U+ = maxi I(pi(i)).
Similarly, βI˜(pi) = U˜
+ − U˜−, where U˜− = mini I˜(pi(i)) and U˜+ = maxi I˜(pi(i)).
According to the definition of I˜, we have
U+ − εI < U˜+ ≤ U+,
U− − εI < U˜− ≤ U−.
It follows that
U+ − U− − εI < U˜+ − U˜− < U+ − U− + εI
⇒|βI˜(pi)− βI(pi)| < εI , for any path pi (B.13)
Based on Eqn. B.12 and B.13, it is easy to see that for each t ∈ V ,
∣∣∣∣ minpi∈ΠS,t βI˜(pi)− minpi∈ΠS,t βI(pi)
∣∣∣∣ < εI
⇒ ∣∣βI˜(P(t))− dβI(S, t)∣∣ < εI , ∀t ∈ V. (B.14)
In Chapter 4, the converged solution of FastMBD∗ is a distance map corresponding
to an equilibrial path map for I˜. Thus, Lemma 4.1 is proved. It also follows that
any Dijkstra-like algorithm that returns an equilibrial path map w.r.t. the MBD path
cost function has the same error bound result if a discretization step is first applied.
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We conjecture that the discretization step is not necessary for the error bound to
hold, but the proof seems much more challenging and is left for future work.
As discussed in [48], we can assume that the digital image I is a discrete sampling
of an idealized image in the continuous domain R2 [49], and this idealized image is
a continuous function due to the smoothing effect of the point spread function in a
given imaging system. Under this assumption, εI will approach 0, as the sampling
density of the digital image increases. Therefore, Lemma 4.1 indicates that the stable
solution of FastMBD∗ is guaranteed to converge to the exact MBD transform of the
idealized image, when the sampling density of an imaging system goes to infinity.
Appendix C
Proof of the Submodularity of Function
5.11
According to Eqns. 5.10-5.12, the objective function of the proposed optimization
formulation can be represented as:
h(O) =
n∑
i=1
max
xi∈O˜∪{0}
wi(xi)− φ|O| − γ
2
∑
i,j∈O˜:i 6=j
Kij, (C.1)
where wi(j) , logP (xi = j|I) and Kij is shorthand for the bounding box similarity
measure K(Bi, Bj). O˜ denotes the index set corresponding to the selected windows
in O.
Proposition C.1. h(O) is a submodular function.
Proof. Let
h(O) =
n∑
i=1
Ai(O) + φB(O) + γC(O), (C.2)
where
Ai(O) = max
xi∈O˜∪{0}
wi(xi),
B(O) = −|O|,
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C(O) = −1
2
∑
i,j∈O˜:i 6=j
Kij.
Because φ and γ are non-negative, it suffices to show Ai(O), B(O) and C(O) are
all submodular, since the class of submodular functions is closed under non-negative
linear combinations.
Recall that O ⊆ B = {Bi}n1 , where B is the overall window proposal set. Let X
and Y denote two subsets of B, and X ⊆ Y . Also, let x denote an arbitrary window
proposal such that x ∈ B \ Y .
To show a function f is submodular, we just need to prove that f(X ∪ {x}) −
f(X) ≥ f(Y ∪ {x})− f(Y ) [177, p. 766].
First, B(O) is submodular because
B(X ∪ {x})− B(X) = −|X ∪ {x}|+ |X|
= −|Y ∪ {x}|+ |Y |
= B(Y ∪ {x})− B(Y ).
Second, C(O) is submodular because
C(X ∪ {x})− C(X) = −
∑
i∈X˜
K(Bi, Bx˜)
≥ −
∑
i∈Y˜
K(Bi, Bx˜)
≥ C(Y ∪ {x})− C(Y ),
where X˜, Y˜ and x˜ are the corresponding indices of X, Y and x emphw.r.t. B. Note
that K(Bi, Bx˜) is a similarity measure, and it is non-negative.
Lastly, we show that Ai(O) is submodular. Note that Ai is a monotone set
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function, so Ai(Y ) ≥ Ai(X). Furthermore, Ai(X ∪ {x}) = max{Ai(X),Axi }, where
Axi , Ai({x}). Thus,
Ai(Y ∪ {x})−Ai(X ∪ {x})
= max {Ai(Y ),Axi } −max {Ai(X),Axi }
≤Ai(Y )−Ai(X).
It is easy to see the last inequality by checking the cases when Axi ≤ Ai(X), Ai(X) <
Axi ≤ Ai(Y ) and Ai(Y ) < Axi respectively. Then it follows that
Ai(X ∪ {x})−Ai(X) ≥ Ai(Y ∪ {x})−Ai(Y ).
Therefore, Ai is submodular.
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