Resolving an issue open since Fenner, Fortnow, and Kurtz raised it in [FFK94], we prove that LWPP is not uniformly gap-definable and that WPP is not uniformly gap-definable. We do so in the context of a broader investigation, via the polynomial degree bound technique, of the lowness, Turing hardness, and inclusion relationships of counting and other central complexity classes.
Introduction

Background
Fenner, Fortnow, and Kurtz [FFK94] introduced the function class GapP as a natural extension of the class #P. While #P functions are defined by the number of accepting paths of nondeterministic polynomial-time Turing machines, functions in GapP are defined by the difference between the number of accepting and rejecting paths of nondeterministic polynomial-time Turing machines. Fenner, Fortnow, and Kurtz [FFK94] observed that many important counting classes (e.g., PP, C = P, Mod k P) can be defined in terms of GapP functions. They called such classes gap-definable.
Informally speaking, a gap-definable counting class is a collection of all sets such that, for any set in the class, the membership of a string in the set depends (in a way particular to the class) on the gap (difference) between the number of accepting and rejecting paths produced by some nondeterministic polynomial-time Turing machine associated with the set. (See Section 2.2 for the definition of classes and Figure 1 for the inclusion relationships between the classes mentioned here.) Gap-definable classes such as LWPP and AWPP are, for instance, interesting because of their relevance to quantum computing: LWPP is the best known classical upper bound for EQP (a quantum analog of P) and AWPP is the best known classical upper bound for BQP (a quantum analog of BPP) [FR99] . Thus the investigation of gapdefinable classes may shed light on the structure of the quantum classes EQP and BQP. The gap-definable
The Proof Technique
In this paper, we use degree bounds of polynomials representing (not necessarily boolean) functions in constructing relativized worlds. Polynomials have been used in obtaining lower bounds for constant depth circuits [Smo87, AB01] , proving upper bounds on the power of complexity classes [Tod91, TO92] , proving closure properties of counting classes [BRS95] , proving bounds on the number of queries to compute a boolean function in the quantum black-box computing model [BBC + 01], and in the construction of oracles in complexity theory [Tar91, dGV02, FFKL03] . See Beigel [Bei93] and Regan [Reg97] for nice surveys on the application of polynomials in circuit complexity and computational complexity theory.
In relativization theory, the technique of using degree bounds of polynomials has been extensively used in constructing oracles that separate complexity classes. We give some examples. Beigel [Bei94] used a degree lower bound of a univariate polynomial to show that the set L = {x10 k | |x| is even and k ∈ N + } (called ODD-MAX-BIT in [Bei94] ) cannot be recognized by perceptrons 1 of polylogarithmic order, subexponential weight, and quasipolynomial size. Using this result, he constructed an oracle relative to which P NP PP. Aspnes et al. [ABFR94] showed that any low, i.e. polylog(n), degree polynomial fails to sign represent 2 the parity function on n bits with at least some constant probability when the input bits are chosen uniformly at random. So they were able to show that relative to a random oracle, PP = PSPACE with probability one. Tarui [Tar91] proved that if a low degree polynomial evaluates to zero on a certain large collection of inputs over a boolean domain, then the polynomial itself must be a zero polynomial. He used this result in constructing an oracle relative to which BPP P C = P . Recently, de Graaf and Valiant [dGV02] made use of the degree of a representing polynomial over the field Z p , for prime p, to obtain a relativized separation of EQP (the quantum analog of P) from Mod p P.
Beigel, Buhrman, and Fortnow [BBF98] and Fenner et al. [FFKL03] showed that degree bounds of polynomials can be used to obtain relativized collapses as well. In particular, Beigel, Buhrman, and Fortnow [BBF98] used polynomials to construct an oracle A such that P A = ⊕P A and NP A = EXP A , and Fenner et al. [FFKL03] showed that relative to an SP-generic oracle, AWPP (a class defined in Section 2) equals P. We apply the polynomial degree bound technique to notions such as relativized lowness, nonexistence of Turing-hard sets in some relativized world, and relativized separations.
Our Contributions
Fenner, Fortnow, and Kurtz [FFK94] showed that SPP is low for every uniformly gap-definable class (see Section 3 for the definition of uniform and non-uniform gap-definability). Thus SPP is low for each of PP, C = P, Mod k P, and itself. Both LWPP and WPP are known to be nonuniformly gap-definable and, prior to this paper, it was an open question whether or not these classes are uniformly gap-definable [FFK94] as well. Thus Fenner, Fortnow, and Kurtz [FFK94] asked whether SPP is also low for LWPP or WPP. We give a relativized answer to their question by exhibiting an oracle relative to which even UP ∩ coUP is not low for LWPP as well as for WPP. As a consequence of this oracle construction and an observation relating the issues of uniform gap-definability and lowness of SPP, we get the result that LWPP and WPP are not uniformly gap-definable. This resolves an open question raised by Fenner, Fortnow, and Kurtz [FFK94] .
The existence of complete sets in a class is a topic of interest in complexity theory. Though classes such as NP, C = P, and PP possess polynomial-time many-one complete sets, for several other natural classes such as UP and BPP, no complete set (under any weak enough to be interesting notion of reducibility) is known. This motivates the investigation of completeness for these promise classes in relativized worlds. That line of research was pursued in several papers [Sip82, HH88, HJV93] . In particular, Hemaspaandra, Jain, and Vereshchagin [HJV93] showed that there is an oracle relative to which UP ∩ coUP, UP, FewP, and Few have no polynomial-time Turing complete sets. The existence of a relativized world where promise classes such as SPP, LWPP, WPP, and AWPP do not have (polynomial-time many-one or Turing) complete sets remained unresolved [HRZ95] . We use a lower bound on the approximate degree of a boolean function given by Nisan and Szegedy [NS94] to construct a relativized world in which AWPP has no polynomial-time Turing hard sets for UP ∩ coUP. As a corollary, we obtain that none of the classes SPP, LWPP, WPP, and AWPP have polynomial-time Turing complete sets in some relativized world. This settles an open question by Hemaspaandra, Ramachandran, and Zimand [HRZ95] , and extends one of the main results by Hemaspaandra, Jain, and Vereshchagin [HJV93] . Using a similar technique, we construct another relativized world where AWPP has no polynomial-time Turing hard sets for ZPP.
Certain classes are known to be weak in some relativized worlds while their composition with themselves lead to powerful classes in every relativized world. C = P is a class that is immune to RP in a relativized the threshold gate, and its size is the number of AND-gates it contains.
2 A sign representation of a function f : world [STT05] , but its composition with itself, i.e. C = P C=P , contains the polynomial hierarchy in every relativized world. (In fact, PH ⊆ P #P[1] ⊆ UP C = P ⊆ C = P C = P .) Since ZPP WPP in some relativized world and, relative to an oracle, WPP is not self-low [STT05] , it is worth investigating whether WPP, a class similar to C = P, behaves in the same way as C = P when composed with itself. We use properties of low degree multilinear polynomials to construct an oracle world in which ZPP is not contained in WPP WPP , thus falsifying this intuition. We also use a lower bound result on the degree of a univariate polynomial (by Ehlich and Zeller [EZ64] and Rivlin and Cheney [RC66] ) to construct an oracle relative to which NP ∩ coNP AWPP.
The proof technique that we use are applicable to classes that are not known to be gap-definable. For instance, we use the degree lower bound of polynomials in constructing a relativized world where MIP ∩ coMIP has no polynomial-time Turing hard sets for ZPP. This result can be seen as an extension of a result by Hemaspaandra, Jain, and Vereshchagin [HJV93] , which states that relative to an oracle, IP ∩ coIP has no polynomial-time Turing hard sets for ZPP.
Preliminaries
Notations
Let N + , Q, R, and Z denote the set of positive integers, rational numbers, real numbers, and integers, respectively. Our alphabet is Σ = {0, 1}. For any A ⊆ Σ * and n ∈ N + , let A =n denote the set of strings of length n in A and A ≤n denote the set of strings of length at most n in A. For every n ∈ N + , let [n] = df {1, 2, . . . , n}. Let . . . be a multi-arity, easily computable, and invertible pairing function. If
For any set X of variables and for any polynomial p ∈ R[X], deg(p) denotes the total degree of p.
For standard notions in complexity theory, such as complexity classes, classes known to be in between P and NP, reductions, etc., we refer the reader to the textbook by Hemaspaandra and Ogihara [HO02] . For any nondeterministic Turing machine N , A ⊆ Σ * , and x ∈ Σ * , we use the shorthand N A (x) for "the computation of N with oracle A on input x." For any deterministic oracle transducer M , A ⊆ Σ * , and x ∈ Σ * , we denote by M A (x) the value computed by M with oracle A on input x. Throughout the paper, polynomials bounding the running time of machines are monotonically increasing. We assume that the computation paths of an oracle Turing machine include the answers from the oracle. Given a nondeterministic Turing machine N , computation path ρ, and x ∈ Σ * , let sign(N, x, ρ) = +1 if ρ is an accepting path of N (x), and let sign(N, x, ρ) = −1 if N (x) rejects along ρ. Let #acc N A (x) (#rej N A (x)) denote the number of accepting (respectively, rejecting) paths of N A (x). For any oracle NPTM N and
Complexity Classes
We define the following complexity classes relevant to this paper. 
, and
We refer to any pair (N A , M A ), where N is a nondeterministic polynomial-time oracle Turing machine, M is deterministic polynomial-time oracle transducer, and A ⊆ Σ * , as an LWPP A pair or a WPP A pair, depending on the context. For any nondeterministic polynomial-time oracle Turing machine N , polynomial q(.), and A ⊆ Σ * , we refer to (N A , q) as an AWPP A pair. We introduce the following notations.
•
We define a predicate "valid" as follows.
• (N A , M A ) is a valid LWPP A pair if and only if for each x ∈ Σ * , M A (0 |x| ) = 0 and gap
An interactive proof system [Bab85,GMR89] is a computational model consisting of a probabilistic polynomial-time verifier V interacting with an infinitely powerful prover P to decide the membership of a string in a set. The verifier and the prover interact using a protocol and at the end of it, the verifier either accepts or rejects. A generalization of this proof system, proposed by Ben-Or, Goldwasser, Kilian, and Wigderson [BOGKW88] , involves more than a single prover and is referred to as multiprover interactive proof system. A formal definition of a k-prover interactive proof system for a set L is as follows. It can be shown that if a set L has a k-prover interactive proof system for some k, then L also has a 2-prover interactive proof system [BOGKW88] . Even in the case when the number of provers are polynomially related with the input length, the computational power of such a multiprover proof system is known to be no more than that of a 2-prover proof system. The inclusion relationship between classes considered in this paper is summarized in Figure 1 .
Polynomial Encoding
In our proofs, we use an encoding of the behavior of a nondeterministic polynomial-time oracle Turing machine on an input relative to some finite set, where the set can be viewed as a source of a possible oracle extension at some stage of the oracle construction. This encoding is defined in terms of a multilinear polynomial with integer coefficients over variables representing the strings in the set. The formal description of the polynomial encoding is given as follows. 
The following proposition is evident from the definition of the polynomial encoding. 
deg(p) ≤ t(|x|).
Here N , t(.), O, T , m, and x 1 , x 2 , . . . , x m are defined as in Definition 2.5.
Lowness and Gap-Definability
The low hierarchy within NP was introduced by Schöning [Sch83] to study the inner structure of NP. Since the introduction of the low hierarchy, the concept of lowness has been generalized to arbitrary relativizable function and language classes. A set L ⊆ Σ * is said to be low for a relativizable class
1 ⊆ C 1 . Fenner, Fortnow, and Kurtz [FFK94] introduced the notion of gap-definability to study the counting classes that can be defined using GapP functions alone. Since most of the well-known counting classes, such as PP, C = P, and Mod k P, are gap-definable, any characterization for gap-definable classes carries over to these counting classes. For instance, it is known that SPP is low for every member of a particular collection of gap-definable classes, namely the collection of uniformly gap-definable classes. Thus it follows that SPP is low for the counting classes PP, C = P, and Mod k P. The formal definition of gap-definability is given below.
Definition 3.1 [FFK94] A class C is gap-definable if there exist disjoint sets
A, R ⊆ Σ * × Z such that, for any L ⊆ Σ * , L ∈ C if and only if there exists an NPTM N such that for all x ∈ Σ * , x ∈ L =⇒ (x, gap N (x)) ∈ A, and x ∈ L =⇒ (x, gap N (x)) ∈ R.
The class C is also denoted by Gap(A, R).
For relativizable classes, Fenner, Fortnow, and Kurtz [FFK94] introduced two ways of defining gapdefinability: uniform and nonuniform. A relativizable class C is said to be uniformly gap-definable if it is gap-definable w.r.t. any oracle with a fixed (independent of the oracle) choice of A and R. A relativizable class C is said to be nonuniformly gap-definable if it is gap-definable w.r.t. an oracle where the choice of A and R may depend on the oracle. Thus the choice of A and R may vary with different oracles in case of nonuniform gap-definability. We now give a definition that expresses the oracle (in)dependence of the pair (A, R) in the notion of gap-definability. In what follows, (A, R) is called an accepting pair if A, R ⊆ Σ * × Z and A ∩ R = ∅.
Definition 3.2 [FFK94]
A relativizable class C is gap-definable relative to an oracle O with accepting pair (A, R) if for any
L ⊆ Σ * , L ∈ C O if
and only if there exists an oracle
NPTM N such that for all x ∈ Σ * , x ∈ L =⇒ (x, gap N O (x)) ∈ A, and x ∈ L =⇒ (x, gap N O (x)) ∈ R.
A relativizable class C is uniformly gap-definable if there is an accepting pair (A, R) such that for every oracle O ⊆ Σ * , it holds that C is gap-definable relative to O with accepting pair (A, R).
A relativizable class C is nonuniformly gap-definable if for every oracle O ⊆ Σ * , there is an accepting pair (A, R) such that C is gap-definable relative to O with accepting pair (A, R).
Fenner, Fortnow, and Kurtz [FFK94] proved that SPP is low for GapP. This implies that SPP is low for every uniformly gap-definable counting class, such as PP, C = P, ⊕P, and SPP. It is easy to see that this result holds in every relativized world.
Theorem 3.3 ([FFK94]) If C is a uniformly gap-definable class, then for every O ⊆ Σ * , it holds that
In Theorem 3.6, we construct a relativized world in which UP ∩ coUP is not low for LWPP as well as for WPP. Since UP ∩ coUP ⊆ SPP in every relativized world, this also shows that relative to the same oracle, SPP is not low for either LWPP or WPP. Fenner, Fortnow, and Kurtz [FFK94] proved that both LWPP and WPP are nonuniformly gap-definable. However, they leave open the question whether LWPP and WPP are uniformly gap-definable. From Theorem 3.3 and Theorem 3.6, we conclude that LWPP and WPP are not uniformly gap-definable. We use a variant of the prime number theorem, stated in Lemma 3.4, in the proof of Theorem 3.6 to estimate the number of primes between two integers.
Lemma 3.4 [RS62]
For every n ≥ 17, the number of primes less than or equal to n, i.e. π(n), satisfies n/ ln n < π(n) < 1.25506 n/ ln n.
The following lemma, Lemma 3.5, was used by Spakowski 
We put certain constraints on the set B that guarantee L B to be in LWPP UP B ∩coUP B . For each n ∈ N + , we say that B satisfies Constraint(B, n) if the following conditions hold:
(a) B =2n+1 = {0z} for some z ∈ Σ 2n , and
where rank(z) is the number of strings of length |z| that are lexicographically less than or equal to z.
Proof Let B satisfy Constraint(B, n) for every n ∈ N + . We will define L ⊆ Σ * , and oracle machines N and M that satisfy the following:
The set L is defined as follows: L = {x | |x| is odd and (∃x ) |x | = |x| and rank(x) ≤ rank(x ) and x ∈ B }.
If B satisfies Constraint(B, n) for every n ∈ N + , then L ∈ UP B ∩ coUP B since there is exactly one string x ∈ B at every odd length.
Let N be a nondeterministic polynomial-time oracle Turing machine that, with access to the oracle B, on input x,
if x /
∈ 0 * then rejects x, and 2. if x ∈ 0 * then guesses a string x of length 2|x| and accepts x if and only if x is in B.
Since #P ⊆ GapP in every relativized world, there exists a nondeterministic polynomial-time oracle Turing machine N such that for all O ⊆ Σ * and
. Finally, we define the deterministic polynomial-time oracle transducer M that, with access to the oracle L ⊕ B, on input x, 1. if x / ∈ 0 * then outputs some nonzero value, say 1, and 2. if x ∈ 0 * then performs a binary search for the unique string 0w, where |w| = 2|x|, in B by asking queries for the membership of strings of the form 0w , where |w | = 2|x|, in L. The machine M L⊕B (0 n ) finally outputs rank(w).
3 It is easy to see that LWPP
It can easily be verified that (N
Thus the claim follows.
(Claim 1)
We construct an oracle A such that, for each n, Constraint(A, n) is true and L A / ∈ WPP A . Let (N i , M i ) be an enumeration of machine pairs where N i is nondeterministic oracle Turing machine, M i is a deterministic oracle transducer, and both N i and M i run in time n i +i on inputs of length n. The oracle A is constructed in stages. In each stage, the membership in A of strings of length 2n and 2n + 1 are decided for some n ∈ N + . Initially, A := {0 2m+1 | m ∈ N + } and n := 17. Stage i, i ≥ 1: Choose n large enough so that 2 n > 4n 2 (n i + i), no string of length 2n or more is queried in the previous stages, and n is larger than the value of n in the previous stage. We diagonalize against nondeterministic polynomial-time oracle Turing machine N i and deterministic polynomial-time oracle transducer M i . Let A := A−{0 2n+1 } and let val = df M A i (0 n ). Because of the condition 0 / ∈ range(h) in the definition of WPP, we can assume that val is nonzero.
Let
( ) Choose B ⊆ S such that Constraint(B, n) is true and the following holds:
We will show in Claim 2 that there is a set B satisfying ( ). Set A := A ∪ B. Move to the next stage.
End of Stage
Clearly, the construction guarantees that L A ∈ WPP A . Thus it remains to show that a set B satisfying ( ) always exists.
Claim 2 For every i ≥ 1, there exists a set B satisfying ( ).
Proof Assume to the contrary that in some stage i, no set B satisfying ( ) exists. Then for every B ⊆ S such that B satisfies Constraint(B, n), the following holds:
and
From Proposition 2.6, it follows that the polynomial s z (y 1 , y 2 , . . . , y N ) has the following properties:
Statements (3.a) and (3.b) respectively imply that
It follows from Lemma 3.5 that rank(z) | val.
Therefore, we have shown that for each z ∈ Z, rank(z) | val. Hence by Lemma 3.4 and the fact that
(Claim 2 and Theorem 3.6) 
Robust Hardness under Turing Reducibilities
Complexity classes such as P, NP, coNP, PP, C = P, and Mod k P are robust in possessing polynomial-time many-one complete sets. That is, these complexity classes contain polynomial-time many-one complete sets in every relativized world. However, classes such as NP ∩ coNP, UP, and BPP lack polynomial-time manyone complete sets in some relativized worlds because of the built-in promises in their definitions [Sip82, HH88] . The current section continues this exploration of complexity classes to gap-definable counting classes. We prove that there exist relativized worlds where several gap-definable counting classes including AWPP, WPP, LWPP, and SPP lack polynomial-time Turing complete sets. We resolve an open question of Hemaspaandra, Ramachandran, and Zimand [HRZ95] and extend one of the main results of Hemaspaandra, Jain, and Vereshchagin [HJV93] . The central technical tool used in the proofs of this section is a lower bound by Nisan and Szegedy [NS94] on the approximate degree of certain boolean functions.
If f : {0, 1} N → {0, 1} is a boolean function and p ∈ R[y 1 , y 2 , . . . , y N ] is a multilinear polynomial such that, for every y 1 , y 2 , . . . , y N ∈ {0, 1}, f (y 1 , y 2 , . . . , y N ) = p(y 1 , y 2 , . . . , y N ), then p is said to be a polynomial representing f exactly. If p is a smallest degree multilinear polynomial representing a boolean function f exactly, then we use deg(f ) to denote deg(p), the total degree of p. We now give a definition of the notion of the approximate degree of a boolean function. 
Nisan and Szegedy [NS94] obtained a Ω(
√ N ) lower bound on the degree and approximate degree of a restricted, though still quite general, boolean function. In particular, they showed that any boolean function, whose value is zero on the all-zero input but whose value is one on every boolean input vector with Hamming weight (the number of 1's in the boolean vector) one, has approximate degree at least N/6. As a direct consequence of this, they obtained a Ω( 
is closed under join operation and since
2 . The other direction also follows easily because for any A ⊆ Σ * , the ≤ The proof of Theorem 4.6, which is one of the main results of this section, uses Lemmas 4.4 and 4.5. We mention that Hemaspaandra, Jain, and Vereshchagin [HJV93] proved, using a different combinatorial technique, that relative to an oracle, FewP contains no polynomial-time Turing hard set for UP ∩ coUP. Theorem 4.6 extends this result and implies that there is a relativized world where SPP has no polynomialtime many-one or Turing complete sets. That answers positively a question raised by Hemaspaandra, Ramachandran, and Zimand [HRZ95] . The following lemma is central to our oracle constructions involving the class AWPP. 
x ∈ L(N
To get a contradiction, suppose that k 
deg(s) ≤ p(|x|).
Let f be the boolean function defined by Proof Let (N i , q j , M k ) be an enumeration of tuples where N i is a nondeterministic polynomial-time oracle Turing machine, q j is a polynomial, and M k is a deterministic polynomial-time oracle Turing machine. For each AWPP pair (N i , q j ), we define our test language as follows:
n | n is a power of the i, j th prime number and ||B ∩ 0Σ n || = 0}.
Since AWPP is closed under join operation in every relativized world, by Lemma 4.4 it suffices to construct an oracle A such that AWPP A has no ≤ p T -hard set for UP A ∩coUP A . The oracle A is constructed in stages. Initially, A := {0} * . In stage i, j, k , we diagonalize against tuple (N i , q j , M k ) and modify oracle A at some length. Stage i, j, k : Let r(.) be a polynomial that bounds the running time of both N i and M k . Choose an integer n satisfying the following requirements: (a) n is a power of the i, j th prime number, (b) 2 n > 6 · r(n) · r(r(n)) 2 , (c) n is large enough so that n satisfies any promises made in the previous stages and no string of length greater than or equal to n is queried in any of the previous stages, and (d) n is larger than the value of n in the previous stage. 
It is clear that if each AWPP pair (N i , q j ) fulfills one of these requirements, then AWPP A has no ≤ Proof of Claim 3. We prove only the existence of a string z 0 ∈ 0Σ n satisfying the conditions of the claim; the existence of a string z 1 ∈ 1Σ n , as promised in the claim, can be proved similarly. For any string β e (1 ≤ e ≤ ), let
Apply Lemma 4.5 with O := A and x := β e . Since C(β e ) satisfies the conditions of the lemma, we obtain Proof The proof is similar to the one of Theorem 4.6. Let (N i , q j , M k ) and the test language L i,j (B) be defined as in the proof of Theorem 4.6. For each B ⊆ Σ * and n, ξ ∈ N, we define predicates "Zeros" and "Ones" as follows.
Zeros(B, n, ξ) ≡ B ⊆ 0Σ n and ||B|| > ξ,
Since AWPP is closed under join operation in every relativized world, by Lemma 4.4 it suffices to construct an oracle A such that AWPP A has no ≤ 2 n−1 > 6 · r(n) · r(r(n)) 2 , (c) n is large enough so that n satisfies any promises made in the previous stages and no string of length greater than or equal to n is queried in any of the previous stages, and (d) n is larger than the value of n in the previous stage. T -complete set. Note: An alternative proof of Theorem 4.6 and Theorem 4.8 can be obtained using a lemma by Vereshchagin [Ver94, Ver99] on proving whether a complexity class has a polynomial-time Turing hard set for another complexity class. Fortnow and Rogers [FR99] used this lemma to prove that BQP has no polynomial-time Turing hard set for BPP in some relativized world.
Relativized Noninclusion
Beigel [Bei94] constructed an oracle relative to which P NP PP. As a consequence, there is a relativized world in which NP is not low for PP. However, in contrast to NP, it is not clear whether NP ∩ coNP is not low for PP in some relativized world. Spakowski, Thakur, and Tripathi [STT05] showed that there is an oracle relative to which ZPP is not contained in WPP, a class known to be low for PP. Thus it follows that relative to the same oracle, NP ∩ coNP WPP. In Theorem 5.2, we extend this result and show that there is a relativized world in which NP ∩ coNP AWPP, where AWPP is a class known to be low for PP. This supports our belief that NP ∩ coNP might not be low for PP in a suitable relativized world.
We use the following lemma by Ehlich and Zeller [EZ64] and Rivlin and Cheney [RC66] to lower bound the degree of univariate polynomials that satisfy certain constraints. This is a standard technique (see, e.g. [Bei94,NS94,BBC + 01]). 
Proof Let (N i , q j ) be an enumeration of pairs, where N i is a nondeterministic polynomial-time oracle Turing machine and q j is a polynomial. The test language L(B) is defined by
We will construct an oracle A in stages such that for each n ∈ N + , either
Initially, A := 0Σ * . In stage i, j , we diagonalize against pair (N i , q j ) and modify A at some length. We now give a description of stage i, j . Stage i, j : Let r(.) be a polynomial that bounds the running time of N i . Choose n large enough so that (a) 2 n > 7 · r(n) 2 , (b) no machine considered in the previous stages queries a string of length n or more, and (c) n is larger than the value of n in the previous stage. Let A := A − Σ n+1 .
If there exists a nonempty set B ⊆ 0Σ n or B ⊆ 1Σ n such that gap N A∪B
, then set A := A ∪ B and move to the next stage.
Otherwise, the following claim applies.
Claim 5 There exists a nonempty set B ⊆ Σ n+1 such that the following holds:
Let us assume that the claim is true. Take such a set B. Set A := A ∪ B. Move to the next stage.
End of Stage Clearly, L(A) ∈ NP
A ∩ coNP A and one of the following is true for each AWPP pair (N i , q j ). 
Thus it follows that L(A) ∈ NP
This completes the proof of Theorem 5.2.
(Theorem 5.2)
Proof of Claim 5. Assume to the contrary that no set B ⊆ Σ n+1 satisfies the conditions of the claim. Then the following holds:
We will show that Statement (5.a) implies
By an analogous proof, it can be shown that Statement (5.b) implies gap N A i (0 n )/2 q j (n) ≤ 2/5, which gives a contradiction with Statement (5.c). s (y 1 , y 2 , . . . , y 2 n ) .
It is easy to verify that s(y 1 , y 2 , . . . , y 2 n ) satisfies the following properties:
• For each y 1 , y 2 , . . . , y 2 n ∈ {0, 1} such that 1, s(y 1 , y 2 , . . . , y 2 n ) ∈ [2/3, 1].
• s(0, 0, . . . , 0) = g < 3/5.
• deg(s) ≤ r(n).
We follow closely the proof of Nisan and Szegedy [NS94, Lemma 3.5]. Let s be the univariate polynomial giving the symmetrization of s. Polynomial s satisfies the following properties:
For every integer with
Properties (3) and (4) together imply that for some real 0 ≤ z ≤ 1, the derivative s (z) ≥ 2/3 − g. We can now apply Lemma 5.1 and obtain Certain classes are known to be not very powerful in some relativized worlds, however their composition with themselves are found to be more powerful classes in every relativized world. For instance, Spakowski, Thakur, and Tripathi [STT05] showed the existence of a relativized world in which RP is immune to C = P. But C = P C = P is known to contain the polynomial hierarchy in every relativized world. In fact, in every relativized world, UP C=P and ZPP C=P , which are subclasses of C = P C=P , contain the polynomial hierarchy. Using Torán's [Tor91] combinatorial technique, Spakowski, Thakur, and Tripathi [STT05] constructed an oracle relative to which ZPP WPP. Corollary 3.8 shows that there is a relativized world where WPP is not self-low, and so we cannot conclude directly from their result that ZPP is not contained in WPP WPP relative to an oracle. Therefore, we are interested in whether or not WPP shows a similar behavior as its superclass C = P, i.e. whether WPP WPP is as big a class as to contain the polynomial hierarchy in every relativized world. Theorem 5.8 shows that this is not the case by stating a relativized world in which ZPP is not contained in WPP WPP . For the proof, we will need Lemmas 5.4, 5.5, 5.6, and 5.7. Below, we state the idea of the proof.
Proof Idea: The proof of Theorem 5.8 is in two steps and the idea is as follows. Let (N i 1 , M j 1 , N i 2 , M j 2 ) be a tuple of machines at some stage of oracle construction, where we treat (N i 1 , M j 1 ) as a base WPP pair and treat (N i 2 , M j 2 ) as a WPP pair acting as an oracle to (N i 1 , M j 1 ). In the first step, we express the dependency on an oracle segment of the acceptance behavior of WPP pair (N i 2 , M j 2 ) on any input w by a low degree multilinear polynomial p w with variables corresponding to the strings of the oracle segment. This step is identified in Lemma 5.5. In the second step, we express the acceptance behavior of WPP pair (N i 1 , M j 1 ) on input 0 n with access to the oracle defined by the WPP (·) 
) by a low degree multilinear polynomial in which variables are substituted by low degree polynomials obtained from the first step. We identify this step in Lemma 5.6. Since the composition of low degree polynomials is a low degree polynomial, we finally obtain a low degree polynomial that satisfies certain conditions. Using Lemma 5.7, we obtain the desired result. 
2 ) (w) = 0. 
Proof Let the predicates "Zeros" and "Ones" be defined as in the proof of Theorem 4.8. The test language L B is defined by
We will construct an oracle A such that for each n ≥ 1, either Zeros(A =n+1 , n, 2 n−1 ) is true or Ones(A =n+1 , n, 2 n−1 ) is true. This will guarantee that L A is in ZPP A . Let (N i 1 , M j 1 , N i 2 , M j 2 ) be an enumeration of tuples where N i 1 and N i 2 are nondeterministic polynomial-time oracle Turing machines, and M j 1 and M j 2 are deterministic polynomial-time oracle transducers. Initially, A := 0Σ * . In stage Choose n large enough such that the previous stages are not affected, 2 n > 8r(n) · r(r(n)), and n is larger than the value of n in the previous stage. Let A := A − Σ n+1 . Perform the following three steps.
1. Look for a set B ⊆ Σ n+1 such that either Zeros(B, n, 2 n−1 ) is true or Ones(B, n, 2 n−1 ) is true, and the following holds: There is a string w ∈ Σ * such that Valid(N A∪B
, w) is not true. If such a set B exists, then set A := A ∪ B and move to the next stage. Otherwise, go to step 2.
2. Look for a set B ⊆ Σ n+1 such that either Zeros(B, n, 2 n−1 ) is true or Ones(B, n, 2 n−1 ) is true, and the following holds: There is a string w ∈ Σ * such that Valid(N
is not true. If such a set B exists, then set A := A ∪ B and move to the next stage. Otherwise, go to step 3.
3. Choose a set B ⊆ Σ n+1 such that one of the following holds:
We will show in Claim 6 that if step 3 is reached then there is always a set B ⊆ Σ n+1 satisfying the conditions of step 3. 
) as given by Lemma 5.6. We know that for every B ⊆ Σ n+1 such that Zeros(B, n, 2 n−1 ) or Ones(B, n, 2 n−1 ) is true, the set A = A ∪ B satisfies the hypothesis of Lemma 5.6. Hence
W.l.o.g. assume that x 1 , x 2 , . . . , x 2 n enumerate the strings in 0Σ n , and that x 2 n +1 , x 2 n +2 , . . . , x 2 n+1 enumerate the strings in 1Σ n . Statement (5.d) implies that for every z 1 , z 2 , . . . , z 2 n satisfying
and Statement (5.e) implies that for every z 1 , z 2 , . . . , z 2 n satisfying
Since deg(p) ≤ 4r(n) · r(r(n)) < 2 n−1 , we can apply Lemma 5.7 to Eq. (5.f) and (5.g).
We obtain p(0, 0, . 
Extensions to Other Classes
In this section, we demonstrate the technique of using degree lower bound of polynomials in constructing relativized worlds for classes defined by probabilistic oracle Turing machines. Hemaspaandra, Jain, and Vereshchagin [HJV93] showed that relative to an oracle, IP ∩ coIP has no polynomial-time Turing hard sets for ZPP. We extend their result in Theorem 6.3 by constructing an oracle world where MIP ∩ coMIP has no polynomial-time Turing hard sets for ZPP. In the proof, we use the characterization of MIP in terms of oracle proof systems as given by Fortnow, Rompel, and Sipser [FRS94] . Since the proof of Theorem 6.2 relativizes, it suffices to construct a relativized world where no oracle proof system accepts a set that is polynomial-time Turing hard for ZPP. We construct such a relativized world in the next theorem. 
