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 例を挙げよう。次は Prologのプログラムである。 
 
grandparent( X, Y) :- parent( X, Z), parent( Z, Y). 
parent( john, bob). 
parent( john, beth). 
parent( jane, bob). 
parent( beth, tom). 
 - 3 -  
parent( bob, paul). 
 
「grandparent( X, Y) :- parent( X, Z), parent( Z, Y).」は通常の表記では、「∀x∀y[grandparent(x, 




















?- grandparent( john, paul). 
 
と質問すると、Prologは、プログラムの一行目のルールの頭部が parent( X, Y) になってい
るので、この節のXに johnを、Yに paulを入れて、同じ節の二番目のリテラル、parent( john, 
Z) が成立するような Zを探索する。まず bethが見つかるので、Zに bethをいれて三番目
のリテラルの検討に進む（この過程をバックトラックという）。parent( beth, paul) は成立し
ていないのでこの探索は失敗である。そこで Prologは二番目のリテラルに戻って別な Zの
候補を探す。parent( john, bob) が成立しているので、Zに paulを入れて三番目のリテラル
に進む。すると parent( bob, paul) が事実として宣言されているのでこの探索は成功である。





る節集合Kに含まれる二つの節 C1と C2がそれぞれ相補的なリテラル L1と L2を含んで
いるとき、K から(C1-{L1})∪(C2-{L2}) を推論して良いという規則である。このとき、
(C1-{L1})∪(C2-{L2}) を C1と C2の「リゾルヴェント」と呼び、C1・C2で表わす。例え
ば{P, Q}と{¬P, R}という二つの節からリゾルヴェント{P, Q}・{¬P, R}={Q, R}が得られる。 
 ただしこの例は命題論理の言語で書かれているために変数を考慮していない。実際の導
出原理は一階述語論理の体系で使われるために、それが適用される条件はかなり複雑なも
のになる。例えばC1 = {P(x, y), Q(x)}、C2 = {¬P(t(v), z), R(z, w)}という二つの節が含まれ
ている節集合Kに導出原理を適用することを考えよう。C1に現れる変数 xを t(v) に、C2
に現れる変数 zを変数 yに置き換えたときに両者が相補的なリテラルを含むことになる。
そこでそのような置換を行なってからそのリテラルを取り除くと、この二つの節から得ら
れるリゾルヴェントは{Q(t(v)), R(y, w)}となる。 
 しかし二つの節のリテラルを相補的なリテラルにするような置換の方法は一通りとは限
らない。例えば上の置換のほかに、C1に現れる xを t(v)に、yを定数 aに置き換え、C2に
現れる zを定数 aに置き換えてもやはり相補的なリテラルが得られる。そのときC1・C2 = 
{Q(t(v)), R(a, w)}となる。しかし私たちは一つの導出を行なった後も、もとの集合に新しく
得られたリゾルヴェントを加えた集合にさらに導出原理を適用することを考えなければな




変数 y を b に置き換えることで相補的なリテラルを得ることが出来る。このとき{Q(t(v)), 
R(y, w)}とC3のリゾルヴェントは{Q(t(v))}になる。 
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作を逆にして、与えられたC1とC3からC1・C2 = C3となるような節C2 を求めようとい




parent( john, bob). 
 - 6 -  
child( bob, john). 
 







































parent( john, bob). parent( john, beth). 
parent( paul, mike). parent( paul, jane). 
sibling( bob, beth). sibling( beth, bob). 
sibling( mike, jane). sibling( jane, mike). 
 
という 8 個の節がデータとして与えられたとしよう。ここから考えられる一つの仮説は
sibling( bob, beth) :- parent( X, bob), parent( X, beth) である。しかしこの仮説はデータの一つ
―― すなわち sibling( bob, beth) ―― しか説明しない。一方 sibling( X, Y) :- parent( Z, X), 
parent( Z, Y) という仮説は sibling( bob, beth)、sibling( beth, bob)、sibling( mike, jane)、
sibling( jane, mike) の 4 個のデータを説明する。しかし同時にこの仮説とデータからは
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にするトップダウン探索を行なう。 
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 機械学習には ILP以外にも様々なアプローチがある。また最近では遺伝的アルゴリズム
という、ILPとは全く異なる発想に基づくシステムを ILPの中に組み込む試みも行なわれ









(3) 反射性と推移性を持つが，反対称性を持たないような関係を擬順序という．関係 R が反対称性を持つ
というのは，任意の x, yについて xRyかつ yRxならば x = yが成り立つということである．実際には節集
合と擬順序関係は束構造を持たない．相互に包摂しあう節からなる同値類を形成し，包摂関係から誘導さ
れる同値類の間の順序関係によって，束構造を導入するのである． 
(4) ある順序集合が束であるというのは，任意の元 x, yに関して上限と下限が存在するということである． 
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