Two anonymous mobile agents navigate synchronously in an anonymous graph and have to meet at a node, using a deterministic algorithm. This is a symmetry breaking task called rendezvous, equivalent to the fundamental task of leader election between the agents. When is this feasible in a completely anonymous environment? It is known that agents can always meet if their initial positions are nonsymmetric, and that if they are symmetric and agents start simultaneously then rendezvous is impossible. What happens for symmetric initial positions with non-simultaneous start? Can symmetry between the agents be broken by the delay between their starting times?
INTRODUCTION
Two anonymous mobile agents start from two nodes of an anonymous graph and have to meet at a node, using the same deterministic algorithm. The agents navigate in synchronous rounds but may start with arbitrary delay, chosen by the adversary. In applications, agents may be mobile robots moving in corridors of a contaminated mine and taking samples of the ground, or they may be software agents navigating in a computer network and consulting a distributed database located in its nodes. The task of meeting, also called rendezvous, is an extensively studied symmetry breaking task, equivalent to the fundamental task of leader election between the agents. When is it feasible in a completely anonymous environment? It is known that agents can always meet if their initial positions are nonsymmetric 1 , and that if they are symmetric and agents start simultaneously then rendezvous is impossible. What happens for symmetric initial positions with non-simultaneous start? Can symmetry between the agents be broken by the delay between their starting times?
The model and the problem
We consider simple finite undirected connected graphs G = (V , E). The number of nodes of the graph is called its size. Nodes of the graph are unlabeled, but ports at each node of degree d are labeled by integers 0, 1, . . . , d − 1. There is no any coherence between port numbers at two extremities of an edge. Two mobile agents start at different nodes of a graph and have to meet at the same node. Agents navigate in the graph in synchronous rounds. In each round, an agent can either stay at the current node or move to an adjacent node by a chosen port. When an agent arrives at a node, it sees its degree and the port number by which it enters the node. Agents are identical (they have no labels) and execute the same deterministic algorithm. They have an unbounded memory: from the computational point of view they are modeled as Turing machines. They start in possibly different rounds, chosen by the adversary. The difference between these starting times is called the delay which can be any non-negative integer. Agents are equipped with synchronized clocks ticking once per round. An agent appears at its initial node in the starting round and its clock starts at this time. Agents do not have any a priori knowledge: they do not know anything about the graph in which they navigate, they do not know their initial positions or the delay between their starting rounds. They do not have access to any global clock in the sense that their clocks do not show any round number global to all the agents. A rendezvous between agents occurs when they are at the same node in the same round. The time of a rendezvous algorithm is the worst-case number of rounds between the appearance of the later agent and the meeting. Agents can cross each other in an edge going in opposite directions but they do not notice it.
The rendezvous task is a symmetry-breaking problem. In fact, it is equivalent to the most fundamental symmetry-breaking problem, that of leader election [40] . Applied to anonymous mobile agents, leader election calls for one of them to become the leader and the other to become non-leader. To see the equivalence between rendezvous and leader election, suppose first that roles leader and non-leader are assigned to the agents. Then the non-leader can wait at its initial node and the leader explores the graph and finds it. This algorithm, called "waiting for Mommy" reduces rendezvous to exploration when the leader is elected. Conversely, suppose that the agents have met. Then they can compare their trajectories coded as sequences of encountered port numbers. Since agents were at different nodes at the beginning and they succeeded to meet, there must be some node to which the agents entered by different ports. Consider the last such node v before meeting (in particular it may be the meeting node). The agent that entered node v by the port with larger number can be elected as leader. This equivalence between rendezvous and leader election justifies the importance of rendezvous and shows its fundamental symmetrybreaking character.
Since rendezvous is a symmetry-breaking problem, agents have to do something differently in order to meet. Since they are identical and execute the same deterministic algorithm, this difference can come only from two sources: either a space difference, i.e, the structure of the graph from the point of view of each agent looks different and entices them to make different decisions, or a time difference, i.e., agents make possibly the same decisions but at different times, which enables them to meet. The first type of difference can be, e.g., a different degree of the initial node which can be adopted as the label of the agent and facilitate rendezvous. The second difference can be exemplified in the two-node graph. If identical agents start in this graph with delay 3, executing the algorithm "move at each round", then they will meet 3 rounds after the start of the earlier agent.
It follows from [20] that if agents start from nonsymmetric positions with arbitrary delay and know some upper bound on the size of the graph then they can meet. On the other hand, if they start simultaneously from symmetric positions then meeting is impossible because in each round they will be at different symmetric positions, regardless of the algorithm. This leaves the third possibility: what happens if agents start from symmetric positions with a positive delay? Another natural question is if some knowledge about the graph, about the initial positions or about the delay is necessary for meeting.
In order to answer these questions, we consider space-time initial configurations (abbreviated by STIC). A STIC is formalized as [(u, v) , δ ], where u and v are initial nodes of the agents in some graph and δ is a non-negative integer that represents the difference between their starting rounds. A STIC is feasible if there exists a deterministic algorithm, even dedicated to this particular STIC, which accomplishes rendezvous for it. Now the questions stated above can be reformulated as follows.
• Which STICs are feasible? Does there exist a universal deterministic algorithm that accomplishes rendezvous for all feasible STICs without any a priori knowledge?
Our contribution
Our main result is a characterization of all feasible STICs and the design of a universal deterministic algorithm that accomplishes rendezvous for all of them without any a priori knowledge of the agents. Thus, as far as feasibility is concerned, we completely solve the problem of symmetry breaking between two anonymous agents in anonymous graphs. Moreover, we show that such a universal algorithm cannot work for all feasible STICs in time polynomial in the initial distance between the agents.
Related work
The rendezvous problem was extensively studied in the literature, both in the deterministic and in the randomized scenario. An excellent survey of randomized rendezvous in various models can be found in [4] , cf. also [2, 3, 6, 12] . Deterministic rendezvous in networks was surveyed in [42] . Several authors considered the geometric scenario (rendezvous in an interval of the real line, see, e.g., [12, 13, 32] , or in the plane, see, e.g., [7, 8] ). The extension of the rendezvous problem to several agents is usually called gathering, and was studied, e.g., in [39, 45] . Gathering many labeled agents in the presence of Byzantine agents was studied in [15, 28] . The gathering problem was also studied in the context of oblivious robot systems in the plane, cf. [18, 29] , and fault tolerant gathering of robots in the plane was studied, e.g., in [1, 19] .
For the deterministic setting, attention was usually concentrated on the feasibility of rendezvous, and on the time required to achieve this task, when feasible. For instance, deterministic rendezvous with agents equipped with tokens used to mark nodes was considered, e.g., in [37] . Deterministic rendezvous of two agents with unique labels was discussed in [25, 35, 44] . These papers considered the time of rendezvous in arbitrary graphs. In [20, 25] the authors showed a rendezvous algorithm polynomial in the size of the graph, in the length of the shorter label and in the delay between the starting times of the agents. In [35, 44] rendezvous time was polynomial in the first two of these parameters and independent of the delay. In [20, 31] the optimization criterion for rendezvous was the memory size of the agents: it was studied in [31] for trees and in [20] for general graphs. Memory needed for randomized rendezvous in the ring was discussed, e.g., in [36] .
Apart from the synchronous model used in this paper, several authors considered asynchronous rendezvous in the plane [17, 23, 29, 30] and in networks [11, 21, 24, 27, 33] . In the latter scenario the agent chooses the edge which it decides to traverse but the adversary controls the speed of the agent. Under this assumption rendezvous in a node cannot be guaranteed even in very simple graphs and hence the rendezvous requirement is relaxed and agents are permitted to meet inside an edge.
Computational tasks in anonymous networks were studied in the literature, starting with the seminal paper [10] , followed, e.g., by [9, 14, 38] . While the considered tasks, such as leader election or computing Boolean functions differ from rendezvous studied in the present paper, the main concern is usually symmetry breaking, similarly as in our case.
Deterministic rendezvous of anonymous agents in arbitrary anonymous graphs was previously studied in [20, 26, 33] . Papers [20, 26] were concerned with the synchronous scenario. The main result of [20] was a rendezvous algorithm working for all nonsymmetric initial positions using memory logarithmic in the size of the graph. [26] was concerned with gathering multiple anonymous agents and characterized initial positions that allow gathering with all starting times. The authors of [33] characterized initial positions that allow asynchronous rendezvous. None of these papers considered the issue of breaking symmetry using time.
PRELIMINARIES
Let G be any graph and v a node in this graph. The following notion is crucial for our considerations. The view from v in G, denoted V(v, G), is the tree of all paths in G, starting from node v and coded as sequences of port numbers, where the rooted tree structure is defined by the prefix relation of sequences. This definition is equivalent to that from [46] .
It follows from [20] that rendezvous of anonymous agents is possible for any STIC [(u, v), δ ], where u and v are nonsymmetric nodes in a graph of size at most n and δ is any non-negative integer, in time polynomial in n.
Let G be any graph. For any node v of degree d(v) of G and any integer 0 ≤ p ≤ d(v) − 1, denote by succ(v, p) the neighbor w of v, such that the edge {v, w } corresponds to the port p at v. Let (a 1 , a 2 , ..., a k ) be a sequence of integers. An application of this sequence in the graph G at node u is the sequence of nodes (u 0 , u 1 , ..., u k +1 ) obtained as follows: u 0 = u, u 1 = succ(u 0 , 0); for
where p is the port number at node u i corresponding to the edge (u i−1 , u i ). We will use the notion of a Universal Exploration Sequence (UXS) [34] . A sequence Y (n) = (a 1 , a 2 , ..., a M ) of integers, whose application R(u) = (u 0 , u 1 , ..., u M +1 ) in any graph of size n at any node u of this graph contains all the nodes of the graph is called a UXS for the class of graphs of size n. It follows from [43] that there exists a polynomial length UXS for the class of graphs of size n.
Consider a sequence of nodes π = (u 1 , ..., u k +1 ) forming a path in a graph G. Suppose that succ(u i , p i ) = u i+1 and that succ(u i+1 , q i ) = u i , for i = 1, . . . , k. Hence π starts at u 1 and corresponds to the sequence of outgoing port numbers (p 1 , . . . , p k ). We define the reverse path π as the path (u k+1 , u k , . . . , u 1 ) starting at u k +1 and corresponding to the sequence of outgoing port numbers (q k , . . . , q 1 ).
For any node x of a graph G = (V , E) and any sequence α = (p 1 , p 2 , ..., p s ) of port numbers, define α(x) as the node y, such that the path from node x following the consecutive outgoing port numbers p 1 , p 2 , ..., p s ends at node y.
THE UNIVERSAL ALGORITHM
In this section, we characterize all feasible STICs and design a universal deterministic algorithm that accomplishes rendezvous for all of them without any a priori knowledge of the agents. In our characterization we will use the following notion. Hence, for any symmetric pair u, v of nodes, Shrink(u, v) is intuitively the smallest distance at which it is possible to get from nodes u and v, by applying the same sequence of port numbers. For example, in an oriented torus, any pair of nodes is symmetric, and Shrink(u, v) is equal to the distance between u and v, for any u and v. By contrast, in a symmetric tree that is composed of a central edge with port-preserving isomorphic trees attached to both of its ends, Shrink(u, v) for any symmetric pair (u, v) of nodes is always 1, although the distance between u and v can be arbitrarily large (i.e., in this case Shrink can really shrink the initial distance).
The following result gives a necessary condition for feasibility of rendezvous starting from symmetric initial positions. Proof. We prove the lemma by contradiction. Suppose that rendezvous is feasible and δ < Shrink(u, v). Consider any deterministic rendezvous algorithm. Let t be the earliest time of rendezvous, counted from the start of the later agent. Since initial positions of the agents are symmetric, in each round the agents follow the edges of paths having the same outgoing ports and the same incoming ports. Since the earlier agent starts δ rounds ahead of the later agent, the path traversed by the later agent until rendezvous follows the same sequence of port numbers as the path of the earlier agent until round t − δ from the start of the later agent. Call this round t ′ .
Let the distance between the later agent in round t and the earlier agent in round t ′ be d ′ . For rendezvous, the earlier agent should cover distance d ′ during the last δ rounds after time t ′ . By the definition of Shrink(u, v) we have d ′ ≥ Shrink(u, v). However, by assumption, δ < Shrink(u, v), which gives a contradiction.
Rendezvous with known parameters from symmetric positions
We first describe a procedure that solves the rendezvous problem for symmetric initial positions (u, v) of the agents and a delay δ ≥ Shrink(u, v), assuming that the size n of the graph, the value d of Shrink(u, v) and the delay δ are known. We will then use this procedure to solve the rendezvous problem in our scenario when the agents are ignorant of these parameters. The procedure uses an application R(u) of a UXS for the family of graphs of size n at the starting position u of the agent. It also uses procedure Explore(u, d, δ ), where d and δ are positive integers and d ≤ δ . In the procedure Explore (u, d, δ ), the agent explores all possible paths of length d starting at node u, each time backtracking along the reverse path, and waits δ − d rounds at node u. The idea of Procedure SymmRV (u, n, d, δ ) is to follow R(u), executing
, and then to backtrack to u along path R(u). Proof. Consider agents that are initially located at symmetric positions u and v in a graph of size n and start with delay δ ≥ Shrink(u, v). Without loss of generality, let the agent starting at v be the later agent. Let β be any sequence of port numbers such
. Let u j be the first node in the application of UXS Y (n) at u, such that u ′ = u j . Consider the node v j in the application of UXS Y (n) at v.
By symmetry of nodes u and v and by the definition of u ′ and v ′ , we have that v ′ = v j .
Consider the first execution E 1 of Procedure Explore(u j , d, δ ) during the execution of Procedure SymmRV (u, n, d, δ ) by the earlier agent, and the first execution E 2 of Procedure Explore(v j , d, δ ) during the execution of Procedure SymmRV (v, n, d, δ ) by the later agent. By symmetry of u and v, the execution of E 1 starts δ rounds ahead of the execution E 2 .
Let (π 1 , π 2 , . . . , π s ) be the sequence of paths in lexicographic order of corresponding port sequences, traversed in the execution of Procedure Explore(u j , d, δ ). Suppose that the first path of length d which leads from u ′ to v ′ is π i . Let t be the round number counted from the start of the later agent when it starts execution E 2 . Until the end of this proof we will count all round numbers from the start of the later agent. Each execution of the for loop in Procedure Explore lasts 2d
be the round when the later agent ends the (i − 1)th execution of the for loop in the execution E 2 . Hence the later agent waits at node v ′ during the time interval [x − (δ − d), x]. Now the earlier agent ends the (i − 1)th execution of the for loop in the execution E 1 in round x − δ , and finishes traversing path π i in round x − δ +d.
Thus it gets to node v ′ at the beginning of the waiting period of the later agent, and rendezvous is accomplished. Let AsymmRV (n) be the procedure from [20] that solves the rendezvous problem when the agents start with arbitrary delay from arbitrary nonsymmetric initial positions in any graph of size n. The following proposition is implied by the results of [20] . Proposition 3.5. For any STIC [(u, v), δ ], such that u and v are nonsymmetric nodes in a graph of size n and δ ≥ 0, a pair of anonymous agents starting from this STIC and executing Procedure AsymmRV (n) achieves rendezvous in time at most P(n), where P(n) is polynomial in n.
Universal anonymous rendezvous
Now, we describe the Algorithm U niversalRV that solves the rendezvous problem for any STIC [(u, v), δ ] such that either (u, v) are nonsymmetric nodes and δ is any non-negative integer, or (u, v) are symmetric nodes and δ ≥ Shrink(u, v). Algorithm U niversalRV does not use any a priori knowledge whatsoever: it has no information about the graph, its size or about the STIC. It is formulated for an agent starting at a node u. Backtrack to the initial position u along the path π 10 Wait until 2(P(n) + δ ) rounds from the start of Procedure AsymmRV (n) 11 if δ ≥ d then 12 Execute Procedure SymmRV (u, n, d, δ ) 13 Wait until T (n, d, δ ) rounds from the start of Procedure SymmRV (u, n, d, δ ) At a high level, Algorithm U niversalRV is executed in phases P = 1, 2, . . . and interrupted when rendezvous is achieved. For any phase P, let (n, d, δ ) = д −1 (P). In the phase corresponding to the triple (n, d, δ ), the algorithm "assumes" that n is the size of the graph, d = Shrink(u, v) if the initial positions are symmetric and δ is the delay between the starting times of the agents. The phase is executed if d < n because Shrink(u, v) is a distance between some nodes of a graph, and hence must be smaller than its size. First Procedure AsymmRV (n) is executed in the hope that the intial positions are nonsymmetric, in which case the agents should meet executing it. If this does not happen by the time prescribed by Proposition 3.5, the agent backtracks to its initial position and waits so that the rest of the phase be executed from the initial position, with the same delay as at the start of phase 1. Then, if δ ≥ d, Procedure SymmRV (u, n, d, δ ) is executed in the hope that the initial positions are symmetric. If this also fails, it means that the assumptions of the current phase were not true, and the agent starts the next phase at its initial position, after waiting sufficient time to ensure that the new phase is started with the original delay. We will prove that rendezvous occurs at the latest during the phase corresponding to the triple (n, d, δ ), which satisfies the following conditions: n is the actual size of the graph, δ is the actual delay and either the initial positions u and v are nonsymmetric or they are symmetric, d = Shrink(u, v) and δ ≥ Shrink(u, v).
Algorithm 3 gives the pseudocode of our universal algorithm. It is interrupted as soon as the rendezvous is achieved (which can occur in the middle of a phase). Proof. Consider any STIC [(u, v) , δ ] in a graph G of size n. First consider the case when u and v are nonsymmetric. Then the agents meet at the latest in the first phase P such that д −1 (P) = (n, d, δ ) by Proposition 3.5. Notice that, while Proposition 3.5 guarantees the meeting of the agents starting from nonsymmetric positions in time at most P(n) (counted, as usual, from the start of the later agent), in our algorithm each agent executes Procedure AsymmRV (n) for P(n) + δ rounds because the agent does not know whether it is earlier or later and hence it must make this precaution, in order to ensure sufficient time for meeting in the case when it is the earlier agent. (In [20] it was assumed that the initial positions are nonsymmetric, hence agents simply executed the procedure until rendezvous).
Hence we may suppose that nodes u and v are symmetric and δ ≥ Shrink(u, v). Consider the first phase P ′ such that д −1 (P ′ ) = (n, d ′ , δ ), where Shrink(u, v) = d ′ . For every phase P ′′ < P ′ , each of the agents uses the same number of rounds to execute it. This is due to the waiting times after each execution of procedures AsymmRV and SymmRV . Moreover, each of the agents uses the same number of rounds in phase P ′ before starting the execution of Procedure SymmRV (w, n, d ′ , δ ), where w is its starting node. Hence, if the agents have not met before, they start the execution of Procedure SymmRV (w, n, d ′ , δ ) in phase P with the original delay δ . By Lemma 3.3, they must meet by the end of the execution of Procedure SymmRV (w, n, d ′ , δ ), hence by the end of phase P ′ . Lemma 3.2 and Theorem 3.6 imply the following corollary. 2. Algorithm U niversalRV achieves rendezvous for any feasible STIC with no a priori knowledge.
COMPLEXITY OF UNIVERSAL ANONYMOUS RENDEZVOUS
In this section, we discuss the complexity of universal anonymous rendezvous. First consider the Procedure SymmRV (u, n, d, δ ) . By Lemma 3.4, this procedure takes time W (n, δ ) · n d , where d is the value of Shrink for the initial symmetric pair of nodes, and W (n, δ ) is some polynomial, because the length M of the UXS Y (n) is polynomial in n. Hence it is natural to ask if the dependence on d must be exponential. We will show that the answer to this question is positive, by constructing a graph in which all pairs of nodes are symmetric, and any algorithm that achieves rendezvous for all pairs of nodes at initial distance D with delay δ = D must work in time exponential in D. Since the initial distance between symmetric nodes u and v is not smaller than Shrink(u, v), this will show that the dependence on d must also be exponential. We start our construction by defining the following tree, see Fig. 1 .
For any positive integer h, the tree Q h of height h and rooted at node r is defined as follows:
• All the nodes are unlabeled. All the leaf nodes are at distance h from the root. Every non-leaf node is of degree 4. • Ports at each non-leaf node are labeled N , S, E and W , and all edges have either ports N − S or E − W at their extremities.
Next, we modify the tree Q h by keeping the same set of nodes and adding some edges. For any positive integer h, the graphQ h is obtained from the tree Q h by adding some edges between leaves of Q h . There are four types of leaf nodes in Q h . The leaves having the single port number N , S, E and W are called N type, S type, E type and W type leaves, respectively. The tree Q h has 4 · 3 h−1 leaves. Among them, there are 3 h−1 leaves of each type. Let x = 3 h−1 . For A ∈ {N , S, E,W }, let {A 1 , A 2 , . . . , A x } be the leaves of the A type, ordered in any way. (These labels are only put to clarify the construction of the graph, whose nodes are anonymous).
The set of nodes ofQ h is the same as that of Q h and all the edges from Q h remain. The set of additional edges between leaves of Q h is defined as follows (see Fig. 1 ).
• For any i ≤ x, add the edge joining N i with S i and put port S at node N i and port N at node S i corresponding to this edge. For any i ≤ x, add the edge joining E i with W i and put port W at node E i and port E at node W i corresponding to this edge. • Add all edges of the cycle N 1 -
For each edge N j -S j+1 , put port E at node N j and port W at node S j+1 . For each edge S j -N j+1 , put port E at S j and port W at N j+1 . For the edge N x -N 1 , put port E at N x and W at N 1 . Add all edges of the cycle S 1 -
For each edge S j -N j+1 , put port E at node S j and port W at node N j+1 . For each edge N j -S j+1 , put port E at N j and port W at S j+1 . For the edge S x -S 1 , put port E at S x and W at S 1 .
Add all edges of the cycle
For each edge E j -W j+1 , put port N at node E j and port S at node W j+1 . For each edge W j -E j+1 , put port N at W j and port S at E j+1 . For the edge E x -E 1 , put port N at E x and S at E 1 . Add all edges of the cycle
For each edge W j -E j+1 , put port N at node W j and port S at node E j+1 . For each edge E j -W j+1 , put port N at E j and port S at W j+1 . For the edge W x -W 1 , put port N at W x and S at W 1 .
By construction, all nodes of the graphQ h have degree 4 and all of its edges have either ports N − S or E − W at their extremities. These ports could be numbered 0,1,2,3 instead of N , E, S,W , but we prefer the letter notation that visually suggests cardinal directions. Fig. 1 . shows the tree Q 2 and the additional edges between N type leaves and S type leaves in the corresponding graphQ 2 . Notice that the view of each node ofQ h is identical, and hence all pairs of nodes are symmetric. For convenience, we will say that the root r of the tree Q h is also the root ofQ h .
Let D be a positive even integer, D = 2k. Let h = 2 D and consider the graphQ h . We define the following set Z of nodes. A node v belongs to Z , if there exists a sequence γ = (p 1 , . . . , p k ) of port numbers, such that p i ∈ {N , E} and v = (γ ⌢ γ )(r ), where ⌢ denotes the concatenation. Thus, for example, the node (N EEN EE)(r ) is in Z . By definition, all nodes in Z are at distance D from r , and the size of Z is 2 k .
The following theorem shows that in the graphQ h the rendezvous time must be exponential in the distance between some initial positions u, v of the agents and hence exponential in Shrink(u, v). Proof. Consider a hypothetical algorithm A that achieves rendezvous for any STIC [(r, v), D], where v ∈ Z , in time shorter than 2 k −1 . Since the graphQ h is regular, its nodes do not have labels and all edges have either ports N − S or E − W at their extremities, the agent cannot get any knowledge during the navigation in the graph. Hence any algorithm can be simply coded as a sequence of symbols from the set {ϵ, N , E, S,W } where ϵ means that the agent stays put in a given step, and N , E, S,W mean that the agent takes the respective port in a given step. (In other words, there are no conditional statements in such an algorithm). Since h = 2 D , the paths traversed by the agents cannot contain edges added between leaves of Q h in the construction ofQ h because time is shorter than the distance from the initial positions of the agents to the leaves of Q h . Hence, in the rest of the proof we can assume that we work in the tree Q h .
For any path π with extremities a and b, the reduct Rd(π ) is defined as the (unique) simple path from a to b. For any v ∈ Z , define M(v) to be γ (r ), where v = (γ ⌢ γ )(r ), and define meet(v) to be the node at which a pair of agents starting from r and from v and executing algorithm A accomplishes rendezvous. For any v ∈ Z , consider the paths λ 1 (v) and λ 2 (v) to the node meet(v), from r and v, respectively, which the agents starting at r and v follow in the execution of algorithm A. For any node v ∈ Z there are two possibilities. Either the reduct Rd(λ 1 (v)) contains the simple path π (v) with extremities r and M(v) as a prefix, or the reduct Rd(λ 2 (v)) contains the simple path π ′ (v) with extremities v and M(v) as a prefix. Hence, for at least one half of all nodes v in Z , one of these cases must occur. Without loss of generality, suppose that it is the first case. Hence, for at least y = 2 k −1 nodes v in Z , call them v 1 , . . . , v y , the agent starting at node r must get to the nodes M(v 1 ), . . . , M(v y ), respectively, in order to meet the other agent at nodes meet(v 1 ), . . . , meet(v y ), respectively. Let ρ i be the sequence of ports with terms from {N , E}, corresponding to the unique simple path from r to M(v i ), for i = 1, . . . , y. Thus, the initial segment I of the sequence of ports representing the algorithm A, corresponding to the execution of the algorithm that guarantees rendezvous for all initial pairs (r, v), where v ∈ Z , must contain as subsequences all sequences ρ 1 , . . . , ρ y . Hence the initial segment I must be of length at least y = 2 k −1 , which proves that algorithm A requires time at least 2 k −1 . This contradiction completes the proof.
We now turn attention to the complexity of Algorithm U niversalRV . Suppose that for some feasible STIC [(u, v), δ ] in a graph of size n, the rendezvous is achieved. We want to estimate the time used by Algorithm U niversalRV to accomplish this task. Proof. Consider a STIC [(u, v) , δ ] in a graph of size n, and let d = Shrink(u, v), in the case when u and v are symmetric. By the design of Algorithm U niversalRV , rendezvous is accomplished at the latest in phase P = д(n, d, δ ).
Consider any phase P ′ ≤ P, and its corresponding triple (n ′ , d ′ , δ ′ ) = д −1 (P ′ ). The parameters n ′ , d ′ and δ ′ of phase P ′ are bounded by n+d +δ . Since d < n, we have n ′ , d ′ , δ ′ ∈ O(n+δ ) (and each of these parameters is actually Θ(n +δ ), for some phase P ′ < P) . During the execution of phase P ′ of Algorithm U niversalRV , which happens if d ′ < n ′ , Procedure AsymmRV (n ′ ) is executed first and takes time 2(P(n ′ ) + δ ′ ), hence it uses A(n, δ ) rounds, where A(n, δ ) is some polynomial in n and δ .
Next, if d ′ < n ′ and d ′ ≤ δ ′ , then Procedure SymmRV (u, n ′ , d ′ , δ ′ ) is executed. By Lemma 3.4, Procedure SymmRV (u, n ′ , d ′ , δ ′ ) takes time W (n ′ , δ ′ ) · (n ′ ) d ′ , where W (n ′ , δ ′ ) is some polynomial in n ′ and δ ′ . Since n ′ , d ′ , δ ′ ∈ O(n + δ ), Procedure SymmRV (u, n ′ , d ′ , δ ′ ) takes time O(n + δ ) O (n+δ ) . Hence, each phase P ′ ≤ P of Algorithm U niversalRV takes time O(n + δ ) O (n+δ ) . Now, we count the number of phases P ′ ≤ P of the algorithm U niversalRV that are executed before rendezvous for the STIC [(u, v), δ ]. By the definition of function f : N × N −→ N , we have f (n, d) ∈ O(n 2 +d 2 ). By the definition of function д : N ×N ×N −→ N , we have д(n, d, δ ) ∈ O((n 2 +d 2 ) 2 +δ 2 ) = O(n 4 +d 4 +δ 2 ) ⊆ O(n 4 + δ 2 ). Hence the number of phases of the algorithm U niversalRV to be executed before rendezvous is O(n 4 + δ 2 ). Thus, the total time used by Algorithm U niversalRV to accomplish rendezvous for the STIC [(u, v), δ ] is O(n + δ ) O (n+δ ) .
Since Algorithm U niversalRV does not know the parameters n, d, δ and works in phases, some phases P ′ preceding the final phase P have the corresponding d ′ of size Θ(n + δ ), which forces complexity exponential in Θ(n + δ ), even if the actual d is much smaller than n + δ . Although we know, by Theorem 4.1, that the complexity of rendezvous has to be exponential in d, it is not clear that it has to be exponential in Θ(n+δ ). Notice that our lower bound in Theorem 4.1 was obtained for a graph in which n was exponential in d. Hence it is not precluded that there could exist a universal algorithm with complexity polynomial in n and δ . In fact, a simplified algorithm working only for STICs [(u, v) , δ ] with asymmetric nodes u, v, which can be obtained from Algorithm U niversalRV by deleting the Procedure SymmRV in each phase, would indeed be polynomial in n and δ . (This simplified algorithm for asymmetric starting positions would be the version of rendezvous from [20] without any knowledge of the size of the graph). This yields the main open problem left by our work.
Does there exist a universal deterministic algorithm which guarantees rendezvous for all feasible STICs in time polynomial in the size of the graph and in the delay between agents?
CONCLUSION
We characterized all space-time initial configurations for which anonymous deterministic rendezvous is possible, and we designed a universal algorithm that accomplishes rendezvous for all of them without any initial knowledge. Our algorithm works in time exponential in Θ(n + δ ), where n is the size of the graph and δ is the delay between starting times of the agents. While we showed that, for some initial positions in some graphs, the time must be exponential in the initial distance between the agents, it is not clear if it could not be polynomial in n and δ . It should be mentioned that in the asynchronous version of our problem, time cannot be used to break symmetry, as the speed of the agents and the delay between them is controlled by the adversary. Hence in the asynchronous scenario, only space can be used to break symmetry between anonymous agents, and this was completely solved in [33] . On the other hand, the synchronous randomized counterpart of our problem is straightforward, and follows from the fact that two random walks meet with high probability in time polynomial in the size of the graph [41] .
