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Abstract
This paper concerns the embedding problem for partial totally symmetric quasigroups. For all n 9, it
is shown that any partial totally symmetric quasigroup of order n can be embedded in a totally symmetric
quasigroup of order v if v is even and v  2n+ 4, and this is the best possible such inequality.
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1. Introduction
A partial binary operation ∗ on a set V is a function f :S → V where S ⊆ V × V and
f ((a, b)) is denoted by a ∗ b. If S = V × V , then we have a binary operation. A (partial)
quasigroup is a pair (V ,∗) where V is a set and ∗ is a (partial) binary operation on V such that
for all a, b ∈ V , the equations a ∗ x = b and x ∗ a = b each have at most one solution for x in
(V ,∗). It follows that in any finite quasigroup, these equations each have exactly one solution.
We shall be concerned only with finite quasigroups.
A quasigroup (Q,◦) is idempotent if it satisfies the identity x ◦ x = x. A quasigroup (Q,◦)
is commutative if it satisfies the identity x ◦ y = y ◦ x. A quasigroup (Q,◦) is semi-symmetric
if it satisfies the identity y ◦ (x ◦ y) = x. Finally, a quasigroup (Q,◦) is totally symmetric if it
satisfies both identities x ◦ y = y ◦ x and y ◦ (x ◦ y) = x; that is, if it is both commutative and
semi-symmetric. A partial totally symmetric quasigroup is a partial quasigroup such that if x ◦ y
is defined, then y ◦ x and (x ◦ y) ◦ x are defined and
x ◦ y = y ◦ x and (x ◦ y) ◦ x = y.
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y ◦ (x ◦ y) = x and (x ◦ y) ◦ y = x.
A partial totally symmetric quasigroup (U,◦) is embedded in a partial totally symmetric qua-
sigroup (V , ) if U ⊆ V and whenever a ◦ b is defined, a  b is defined and a  b = a ◦ b. The
problem of interest concerns embeddings of partial totally symmetric quasigroups in (complete)
totally symmetric quasigroups.
Our main result (see Section 10) is that any partial totally symmetric quasigroup of order
n  9 has an embedding in a totally symmetric quasigroup of order v for all even v  2n + 4.
It is natural to ask whether this result is best possible. The answer is that it depends on how one
defines ‘best possible.’ There are at least two reasonable ways. Firstly, we shall see in Section 4
that it is not possible to embed an arbitrary partial totally symmetric quasigroup of order n in a
totally symmetric quasigroup of order v, if v is odd, or if v < 2n + 4. In this sense, obtaining
embeddings for each even v  2n + 4 is best possible. On the other hand, it may be true that
every partial totally symmetric quasigroup of order n has an embedding in a totally symmetric
quasigroup of order v for some v < 2n + 4, though the value of v will vary for different partial
totally symmetric quasigroups.
Interest in the embedding problem for partial totally symmetric quasigroups is not new. In
1975, Chaffer et al. [6] proved that any partial totally symmetric quasigroup of order n can be
embedded in a totally symmetric quasigroup of some finite order (exponential in n), and in 1976
Lindner and Cruse [10] proved that any partial totally symmetric quasigroup of order n has an
embedding in a totally symmetric quasigroup of order v if v  6n and v ≡ 0 (mod 6). Raines [12]
and Raines and Rodger [13] made further progress by showing that any partial totally symmetric
quasigroup of order n can be embedded in a totally symmetric quasigroup of order v if v  4n+4
and v is even.
We now give a general outline of our overall embedding method. To do this, we use some
terminology which is defined in Sections 2 and 3, as well as the equivalence of totally symmet-
ric quasigroups and extended triple systems which is discussed in Section 3. Our method is an
extension of the techniques developed in [3] to settle the embedding problem for partial Steiner
triple systems.
Firstly, there are some partial extended triple systems, for example some having leaves with
very high maximum degree and some with leaves having very few edges, that our general method
does not cover. These are dealt with by other methods in Section 5. In particular, they are dealt
with by using results on maximum packings of triples in complete graphs with the edges of
complete subgraphs removed [4] and the result of Hoffman and Rodger [8] on embeddings of
(complete) extended triple systems. The general method works as follows.
We wish to embed a given partial extended triple system (U ′0,A′0) of order n′ in an extended
triple system of order v where v is even and v  2n′ + 4. We first let n = v−42 , add n − n′ new
elements and embed (U ′0,A′0) in a maximal partial extended triple system (U0,A0) of order n by
arbitrarily adding extended triples. We then add two further elements and construct a new partial
extended triple system (U1,A1) of order u = n+ 2. This is done in Section 6.
The partial extended triple system (U1,A1) is then embedded in a partial extended triple
system of order 2u + 1 = 2n+ 5 = v + 1. We actually remove the proper extended triples from
(U1,A1) before embedding it, ensure that the edges used in these triples remain in the leave, and
then reinstate these triples later. This makes the description of the embedding simpler and allows
us to use results from [3] more readily. The embedding of (U1,A1) in a partial extended triple
system of order 2u+1 closely follows the partial Steiner triple system embedding method of [3],
but needs to deal with some additional complications. Essentially, these arise because the degrees
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of partial Steiner triple systems). Thus we require some additional “repacking” techniques which
we present in Section 7. The embedding of (U1,A1) in a partial extended triple system of order
2u+ 1 is split into two cases depending on whether the number of edges in the leave is large or
small. These cases are covered in Sections 8 and 9, respectively.
Finally, the required extended triple system is obtained by deleting an element (so that the
resulting order is 2u = 2n + 4 = v) and adding a small number of proper extended triples. This
is carried out in Lemma 10.1 and is based on observations concerning the sets of edges used in
the proper extended triples of an extended triple system that were noted in [7]. The results are
combined in Section 10 to prove the main result.
2. General notation and preliminaries
In this section we introduce some terminology and concepts which will be used throughout.
All graphs considered in this paper have at most one edge joining any given pair of distinct
vertices, and may contain at most one loop on any vertex. We shall not refer to loops as edges;
that is, an edge always joins distinct vertices. The set consisting of the edges of a graph G is
denoted by E(G), and the set consisting of the loops and edges of G is denoted by E+(G).
Let G be a graph and let x ∈ V (G). The degree of x in G is the number of edges incident
with x, and is denoted by degG(x). (Note that our convention is that loops do not contribute to
the degree of a vertex.) The neighbourhood of x in G is the set of vertices distinct from x that are
adjacent to x in G, and we denote this set by NbdG(x). The maximum degree of G is denoted
by Δ(G), and the number of edges in G is denoted by (G).
The complete (loopless) graph with vertex set V is denoted by KV , and the complete graph
with vertex set V and with exactly one loop incident with each vertex is denoted by K+V . Let A
and B be disjoint non-empty sets of orders a and b, respectively. The complete (loopless) bipar-
tite graph Ka,b is the graph with V (Ka,b) = A∪B and xy ∈ E(Ka,b) if and only if exactly one of
x and y is in A, and the other is in B . An n-cycle in a graph G with vertices a1, a2, . . . , an ∈ V (G)
and edges a1a2, a2a3, . . . , ana1 ∈ E(G) is denoted by (a1, a2, . . . , an).
For arbitrary edge-disjoint graphs G and H , the graph union of G and H will be denoted
by G ∪ H . That is, V (G ∪ H) = V (G) ∪ V (H) and E+(G ∪ H) = E+(G) ∪ E+(H). Let F
be a subgraph of G. The graph difference G − F is the graph with V (G − F) = V (G) and
E+(G− F) = E+(G) \E+(F ).
For any graph G, the subgraph of G induced by a subset U of V (G) will be denoted by
G(U). That is, V (G(U)) = U and xy ∈ E+(G(U)) if and only if x, y ∈ U and xy ∈ E+(G).
Suppose that A and B are disjoint subsets of V (G). Then the graph G(A,B) is defined by
V (G(A,B)) = A ∪ B and xy ∈ E+(G(A,B)) (= E(G(A,B))) if and only if xy ∈ E+(G) and
exactly one of x and y is in A, and the other is in B . So if U ∪ W is a partition of V (G) then
E+(G) is the disjoint union of E+(G(U)), E+(G(W)) and E+(G(U,W)).
We define a graph H of order v to be useable if it satisfies the following four conditions.
• (H) ≡ 0 (mod 3).
• Δ(H) v − 5.
• (H) 1 (v(v − 5)− 2).2
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– degH (x) ≡ v − 1 (mod 2) for all x ∈ V (H); or
– there are precisely two vertices x1, x2 ∈ V (H) with degH (x1) ≡ degH (x2) ≡ v (mod 2),
and degH (x) ≡ v − 1 (mod 2) for all x ∈ V (H) \ {x1, x2}.
Useable graphs play an important role in the constructions described in later sections.
An edge colouring of a graph G is an assignment of colours to its edges. An edge colouring is
proper if adjacent edges are assigned distinct colours. The minimum number of colours needed
for a proper edge colouring of G is denoted by χ ′(G). Vizing [16] showed that for any graph
G, χ ′(G)  Δ(G) + 1. An edge colouring with colours c1, c2, . . . , ct is equalised if |γ [ci] −
γ [cj ]| 1 for all i, j ∈ {1,2, . . . , t}, where γ [ci] denotes the number of edges of G coloured ci .
It is well known that any graph having a proper edge colouring with t colours, has an equalised
proper edge colouring with t colours (see [11,17]).
Let H be a graph, let γ be an edge colouring of H with colour set C, and let a and b be two
distinct colours in C. An alternating (a, b)-path is a path in H with edges alternately coloured
a and b. Suppose γ is a proper edge colouring and P = x1, x2, . . . , xt is a maximal alternating
(a, b)-path which is not an alternating cycle with an edge removed. If we interchange the colours
a and b on the edges of P , then the result is a new proper edge colouring of H . We call this
recolouring process switching along the alternating (a, b)-path from x1 to xt . Let x1 be a vertex
in a properly edge coloured graph H , and suppose some colour a is not assigned to any of the
edges incident with x1. Then for any colour b = a there is a maximal alternating (a, b)-path
x1, x2, . . . , xt in H (this path consists of the single vertex x1 = xt if b is not assigned to any
edge incident with x1). We call x1, x2, . . . , xt the alternating (a, b)-path emanating from x1 and
terminating at xt .
3. Partial extended triple systems
In this section we outline the connection between totally symmetric quasigroups and certain
triple systems. We also give some definitions and notation, and describe some simple properties
of the systems which will be used in the remainder of the paper.
A (partial) Steiner triple system of order v is a pair (V ,B), where V is a set with v elements
and B is a set of triples chosen from V such that every pair of distinct elements of V occurs in
(at most) exactly one triple of B .
One may consider pairs of distinct elements of V as corresponding to edges of KV . A pair
which occurs in a triple of B will be called a used edge and the spanning subgraph of KV induced
by the used edges will be called the underlying graph of the system. The leave is the spanning
subgraph of KV which has edge set consisting of the unused edges (that is, the leave is the
complement of the underlying graph). If U ⊆ V , then we say that a triple of B is a U -type i
triple, i ∈ {0,1,2,3} if it has exactly i elements in U .
For any partial Steiner triple system (V ,B), the triples in B induce a proper edge colouring,
with colour set V , of the underlying graph of (V ,B). The colouring is given by γ (xy) = z if
and only if {x, y, z} ∈ B . We will assume that the underlying graph of any partial Steiner triple
system is coloured according to this induced proper edge colouring.
There is a well-known equivalence between Steiner triple systems and idempotent totally
symmetric quasigroups (see [2]). Indeed, such quasigroups are often called Steiner quasigroups.
A totally symmetric quasigroup, which is not necessarily idempotent, is equivalent to an extended
triple system [9] which we now define.
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and are not necessarily distinct. There are three possible types of extended triples:
• A loop is an extended triple of the form {a, a, a} for some a ∈ V .
• A lollipop is an extended triple of the form {a, a, b} for some distinct a, b ∈ V .
• A normal triple is an extended triple of the form {a, b, c} for some distinct a, b, c ∈ V .
We shall refer to loops and lollipops as proper extended triples.
A (partial) extended triple system of order v is a pair (V ,B), where V is a set with v elements
and B is a set of extended triples chosen from V , such that every pair of elements of V , distinct
or otherwise, occurs in (at most) exactly one extended triple in B .
One may consider pairs of (not necessarily distinct) elements of V as corresponding to edges
and loops of K+V . Similarly to the case of partial Steiner triple systems, a pair which occurs in
an extended triple of B will be called a used edge or used loop, and the spanning subgraph of
K+V induced by the used edges and used loops will be called the underlying graph of the system.
The leave is the spanning subgraph of K+V which has edge set consisting of the unused edges and
unused loops.
Note that (U,A) is a partial Steiner triple system if and only if (U,A) is a partial extended
triple system consisting entirely of normal triples. However, the leave of (U,A) depends on
whether it is considered as a partial Steiner triple system or as a partial extended triple system.
The underlying graph in each case is the same, but if (U,A) is specified to be a partial extended
triple system then its leave is defined by the unused edges and unused loops of K+U , whereas
if (U,A) is specified to be a partial Steiner triple system then its leave is defined by the unused
edges of KU . In this situation, it will always be made clear whether (U,A) is considered a partial
Steiner triple system or a partial extended triple system.
Let (U,A) be a partial extended (Steiner) triple system and let x ∈ U . The partial extended
(Steiner) triple system (U,A) \ x is defined to be the partial extended (Steiner) triple system
obtained from (U,A) by removing x, and all the triples in A containing x. That is,
(U,A) \ x = (U \ {x},A \ {T ∈ A: x ∈ T }).
The definition of embedding extends naturally from quasigroups to triple systems. A partial
extended (Steiner) triple system (U,A) is embedded in a partial extended (Steiner) triple system
(V ,B) if U ⊆ V and A ⊆ B . A partial extended (Steiner) triple system (U,A) is maximal if
there is no partial extended (Steiner) triple system (U,A′) with A a proper subset of A′. Note
that the leave L of a maximal partial extended triple system contains no loops, and so there is
no distinction between E(L) and E+(L). Henceforth, we shall phrase our discussion in terms of
extended triple systems rather than totally symmetric quasigroups.
Suppose that a partial extended triple system (U,A) of order u is embedded in an extended
triple system (V ,B) of order v. It is easy to see that for each element x ∈ V , the number of
lollipops in B containing x is congruent to v − 1 (mod 2). Thus, for each y ∈ U , the parity of
the number of lollipops containing y is of interest. We say that y is popped in A if it is in an
odd number of lollipops in A and unpopped in A if it is in an even number of lollipops in A.
We let β((U,A)) denote the number of elements in U which are unpopped in A. Note that
β((U,A)) ≡ u (mod 2) and that every element of an extended triple system of even order is
popped.
Let (V ,B) be an extended triple system of order v. There are v used loops and
(
v
2
)
used
edges in (V ,B). It is clear that B contains precisely v proper extended triples. Suppose that l of
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v
2
)= l + 3t and so l ≡ (v2) (mod 3).
4. Necessary conditions
As mentioned in the introduction, it is not possible to embed an arbitrary partial totally sym-
metric quasigroup of order n in a totally symmetric quasigroup of order v when v is odd or when
v < 2n+ 4. In this section we prove this fact.
Lemma 4.1. For all n 2, there exists a partial extended triple system of order n which cannot
be embedded in any extended triple system of odd order.
Proof. Let U be a set with |U | = n, let a, b ∈ U with a = b, and let {{a, a, a}, {a, b, b}} ⊆ A.
We claim that (U,A) cannot be embedded in any extended triple system of odd order. Suppose
otherwise, and let (V ,B) be an extended triple system of odd order v in which (U,A) is embed-
ded.
Since there are v proper extended triples in B , and since {a, a, a} and {a, b, b} are two of
them, it follows that there is some x ∈ V which occurs in no lollipop of the form {x, y, y} and
in no loop of the form {x, x, x}. However, since the pair {x, x} occurs in some triple of B , say
{z, x, x} (where z = x), x is popped in B . This is a contradiction, since v is odd implies that all
the elements of V are unpopped in B . 
Lemma 4.2. Let n  6, with n ≡ 0,1 (mod 3). There exists a partial extended triple system of
order n which cannot be embedded in any extended triple system of even order less than 2n+ 4.
Proof. Let U = {x1, x2, . . . , xn}. If n ≡ 0 (mod 3), then we let A = {{x1, x1, x2}, {x2, x2, x3},
{x3, x3, x4}, {x4, x4, x1}}∪{{xi, xi, xi}: 5 i  n}. If n ≡ 1 (mod 3), then we let A = {{x1, x1, x2},
{x2, x2, x3}, {x3, x3, x4}, {x4, x4, x5}, {x5, x5, x1}} ∪ {{xi, xi, xi}: 6  i  n}. We claim that
(U,A) cannot be embedded in any extended triple system of even order less than 2n + 4. Sup-
pose otherwise, and let (V ,B) be an extended triple system of even order v, where v  2n + 2,
in which (U,A) is embedded. Let the elements of V \U be y1, y2, . . . , yv−n.
Each element of V is popped in B (since v is even), and x1, x2, . . . , xn are unpopped in A.
Thus, x1, x2, . . . , xn each occur in at least one lollipop in B \A. The loops xixi for i = 1,2, . . . , n
are used in extended triples in A. Thus, without loss of generality B contains the n lollipops
{x1, y1, y1}, {x2, y2, y2}, . . . , {xn, yn, yn}. Hence |V \ U |  n and so v  2n. We now consider
separately the two cases v = 2n and v = 2n+ 2. In each, we let l denote the number of lollipops
in B (recall from Section 3 that l ≡ (v2) (mod 3)).
Suppose that v = 2n. Then we have already accounted for the 2n proper extended triples in B
(the n extended triples of A and the n lollipops {x1, y1, y1}, {x2, y2, y2}, . . . , {xn, yn, yn}). If n ≡
0 (mod 3) we have l = n+ 4, and if n ≡ 1 (mod 3) we have l = n+ 5. But then l ≡ (2n2 ) (mod 3)
in either case, and so we have a contradiction.
Now suppose that v = 2n+ 2. In this case B contains two proper extended triples in addition
to the n extended triples of A and the n lollipops {x1, y1, y1}, {x2, y2, y2}, . . . , {xn, yn, yn}. But
yn+1 and yn+2 each appear in an odd number of lollipops (and so, at least one lollipop) in B .
Hence, there are either one or two lollipops in B containing yn+1 or yn+2. From these facts,
we obtain the following bounds on l. If n ≡ 0 (mod 3) we have n + 5  l  n + 6, and if
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have a contradiction. 
Lemma 4.3. Let n 8, with n ≡ 2 (mod 3). There exists a partial extended triple system of order
n which cannot be embedded in any extended triple system of odd order, and cannot be embedded
in any extended triple system of even order less than 2n+ 2.
Proof. Let U = {x1, x2, . . . , xn} and let A = {{x1, x1, x1}, {x1, x2, x2}, {x3, x3, x4}, {x4, x4, x5},
{x5, x5, x6}, {x6, x6, x7}, {x7, x7, x3}} ∪ {{xi, xi, xi}: 8  i  n}. Since {{x1, x1, x1}, {x1, x2,
x2}} ⊆ A, Lemma 4.1 guarantees that (U,A) cannot be embedded in any extended triple sys-
tem of odd order. We claim that (U,A) cannot be embedded in any extended triple system of
even order less than 2n + 2. Suppose otherwise, and let (V ,B) be an extended triple system
of even order v, where v  2n, in which (U,A) is embedded. Let the elements of V \ U be
y1, y2, . . . , yv−n.
Each element of V is popped in B (since v is even), and x3, x4, . . . , xn are unpopped in A.
Thus, x3, x4, . . . , xn each occur in at least one lollipop in B \A. The loops xixi for i = 1,2, . . . , n
are used in extended triples in A. Thus, without loss of generality B contains the n lollipops
{x3, y1, y1}, {x4, y2, y2}, . . . , {xn, yn−2, yn−2}. Hence |V \ U |  n − 2 and so v  2n − 2. We
now consider separately the two cases v = 2n − 2 and v = 2n. In each, we let l denote the
number of lollipops in B .
Suppose that v = 2n − 2. Then we have already accounted for the 2n − 2 proper extended
triples in B (the n extended triples of A and the n − 2 lollipops {x3, y1, y1}, {x4, y2, y2}, . . . ,
{xn, yn−2, yn−2}). Thus, we have l = n + 4. But then l ≡
(2n−2
2
)
(mod 3), and so we have a
contradiction.
Now suppose that v = 2n. In this case B contains two proper extended triples in addition to
the n extended triples of A and the n−2 lollipops {x3, y1, y1}, {x4, y2, y2}, . . . , {xn, yn−2, yn−2}.
But yn−1 and yn each appear in an odd number of lollipops (and so, at least one lollipop) in B .
Hence, there are either one or two lollipops in B containing yn−1 or yn. From these facts, we
have n+ 5 l  n+ 6. But then l ≡ (2n2 ) (mod 3) and we obtain a contradiction. 
Lemma 4.4. Let n 5, with n ≡ 2 (mod 3). There exists a partial extended triple system of order
n which cannot be embedded in any extended triple system of order 2n+ 2.
Proof. Let U = {x1, x2, . . . , xn} and let A = {{x1, x1, x2}, {x2, x2, x3}, {x3, x3, x4}, {x4, x4,
x1}} ∪ {{xi, xi, xi}: 5  i  n}. We claim that (U,A) cannot be embedded in any extended
triple system of order 2n+ 2. Suppose otherwise, and let (V ,B) be an extended triple system of
order 2n+ 2 in which (U,A) is embedded. Let the elements of V \U be y1, y2, . . . , yn+2.
Each element of V is popped in B (since n is even), and x1, x2, . . . , xn are unpopped in A.
Thus, x1, x2, . . . , xn each occur in at least one lollipop in B \A. The loops xixi for i = 1,2, . . . , n
are used in extended triples in A. Hence, without loss of generality B contains the n lollipops
{x1, y1, y1}, {x2, y2, y2}, . . . , {xn, yn, yn}. The n proper extended triples of A (four of which are
lollipops), together with these n lollipops account for all except two of the 2n+2 proper extended
triples of B . The elements yn+1 and yn+2 are popped in B (and so must each appear in at least
one lollipop in B). Hence, there are either one or two lollipops in B which contain yn+1 or yn+2.
From these facts, we see that the number l of lollipops in B is either n + 5 or n + 6. But then
l ≡ (2n+2) (mod 3) so we have a contradiction. 2
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Theorem 4.5. Let n 6. For each v < 2n+ 4 and for each odd v, there exists a partial extended
triple system of order n which cannot be embedded in an extended triple system of order v.
5. Special cases
In this section, we deal with four special cases which are not covered by our general method.
To prove them, we use the following result from [4] on the existence of certain partial Steiner
triple systems, and the result of Hoffman and Rodger [8] on embeddings of (complete) extended
triple systems.
Lemma 5.1. [4] Let S and T be sets with S ⊆ T , |S| = s and |T | = t such that t  2s + 1. For
the indicated congruence classes of s and t modulo 6, there exists a partial Steiner triple system
(T ,B) with a leave having edge set consisting of the edges of KS , and the edges indicated in
Table 1.
We will also require the following simple lemma, based on observations that were noted in [7],
concerning the sets of edges used in the proper extended triples of an extended triple system.
Lemma 5.2. Let U and W be disjoint sets, let (U ∪W,A) be a partial extended triple system of
order v and let its leave be L. Suppose that L consists of a union of vertex-disjoint trees, each
with at most one vertex in U , and a loop on each vertex of W . Then (U ∪W,A) can be embedded
in an extended triple system (U ∪W,B) of order v.
Proof. Consider an arbitrary tree T , let x be any vertex of T , and direct all edges of T away
from x (so x is the root of T ). Then let T ∗ denote the graph obtained from T by adding a loop
to each vertex of T except x. It is clear that T ∗ is the underlying graph of a set of lollipops; for
each directed edge (a, b), we have the lollipop {a, b, b}.
Table 1
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used in X are precisely the edges and loops of L. (For any tree T containing a vertex x in U ,
choose x to be the root, so that all the vertices of T other than the root have loops on them in L.)
Then (U ∪W,A∪X) is the required extended triple system of order v. 
Lemma 5.3. Let n 2. Let (U0,A0) be a maximal partial extended triple system of order n, let
L0 be its leave and suppose that Δ(L0) = n− 1. Then (U0,A0) can be embedded in an extended
triple system of order 2n+ 4.
Proof. Since (U0,A0) is maximal and Δ(L0) = n − 1, it is clear that L0 = K1,n−1. Let a ∈ U0
be the vertex satisfying degL0(a) = n − 1 and let S = U0 \ {a}. Then (U0,A0) \ a = (S,A0 \{{a, a, a}}) is an extended triple system of order n− 1. To embed (U0,A0) in an extended triple
system of order 2n + 4, we will construct an embedding of (U0,A0) \ a in an extended triple
system of order 2n + 4 containing a loop {b, b, b} for some b /∈ S. Relabelling b as a then
yields the required embedding of (U0,A0). There are four cases to consider, depending on the
congruence of n (mod 6).
Case 1. n is even.
For n even, we have (|S|,2n+ 4) (mod 6) ∈ {(5,4), (1,2), (3,0)}. Thus, there exists a partial
Steiner triple system of order 2n + 4 with a leave consisting of a complete subgraph on S and
n + 2 additional edges as depicted in Lemma 5.1. Clearly this partial Steiner triple system can
be embedded in an extended triple system of order 2n + 4 by the addition of the triples of A0 \
{{a, a, a}}, n+ 2 lollipops and three loops. Let one of these loops be {a, a, a}.
Case 2. n ≡ 1 (mod 6).
For n ≡ 1 (mod 6), we have (|S|,2n+ 4) ≡ (0,0) (mod 6). Thus, there exists a partial Steiner
triple system of order 2n + 4 with a leave consisting of a complete subgraph on S and n+52
additional edges as indicated in Lemma 5.1. Clearly this partial Steiner triple system can be
embedded in an extended triple system of order 2n + 4 by the addition of the triples of A0 \
{{a, a, a}}, n+52 lollipops and n+52 loops. Let one of these loops be {a, a, a}.
Case 3. n ≡ 3 (mod 6).
For n ≡ 3 (mod 6), we have (|S|,2n+ 4) ≡ (2,4) (mod 6). Thus, there exists a partial Steiner
triple system of order 2n + 4 with a leave consisting of a complete subgraph on S and n+12 + 3
additional edges as depicted in Lemma 5.1. Clearly this partial Steiner triple system can be
embedded in an extended triple system of order 2n + 4 by the addition of the triples of A0 \
{{a, a, a}}, n+12 + 3 lollipops and n+12 + 1 loops. Let one of these loops be {a, a, a}.
Case 4. n ≡ 5 (mod 6).
For n ≡ 5 (mod 6), we have (|S|,2n+ 4) ≡ (4,2) (mod 6). Thus, there exists a partial Steiner
triple system of order 2n + 4 with a leave consisting of a complete subgraph on S and n−12 + 5
additional edges as depicted in Lemma 5.1. Clearly this partial Steiner triple system can be
embedded in an extended triple system of order 2n + 4 by the addition of the triples of A0 \
{{a, a, a}}, n−12 + 5 lollipops and n−12 + 1 loops. Let one of these loops be {a, a, a}. 
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L0 be its leave and suppose that β((U0,A0)) = n− 2 and (L0) ∈ {1,2}. Then (U0,A0) can be
embedded in an extended triple system of order 2n+ 4.
Proof. It is easy to see that β((U0,A0)) = n − 2 and (L0) ∈ {1,2} imply that n is odd (since
any isolated vertex in the leave of a partial extended triple system of even order is necessarily
popped). Furthermore, if (L0) = 2 then L0 consists of a path of length two and n − 3 isolated
vertices.
We shall construct a partial Steiner triple system (X,C) of order 2n + 4 with U0 ⊂ X and
with a leave G satisfying the following two properties:
• G(U0) has edge set consisting of the used edges of (U0,A0).
• G−G(U0) consists of vertex disjoint trees, each with at most one vertex in U0.
Then it is clear that the partial extended triple system (X,C ∪ A0) will be an embedding of
(U0,A0) satisfying the conditions of Lemma 5.2. Applying Lemma 5.2 will thus yield the re-
quired embedding of (U0,A0).
We now show that we can construct the partial Steiner triple system (X,C). Let V be a set
with |V | = 2n+ 5 and U0 ⊆ V . There are three cases to consider, depending on the congruence
of n (mod 6).
Case 1. n ≡ 1 (mod 6).
For n ≡ 1 (mod 6), we have (|U0|,2n+5) ≡ (1,1) (mod 6). Thus, there exists a partial Steiner
triple system (V ,B0) of order 2n+ 5 with a leave consisting of a complete subgraph on U0 and
n+ 5 isolated vertices (see Lemma 5.1). It is clear that each vertex in V \U0 is in precisely two
U0-type 0 triples and precisely n U0-type 1 triples in B0.
We first deal with the case where (L0) = 1. Let {a, b, c} be a U0-type 0 triple in B0 and
let d ∈ V \ U0 such that d is not in any U0-type 0 triple with a or b (such a vertex exists since
n 7). Then the edges ad and bd are used in two distinct U0-type 1 triples in B0, say {p,a, d}
and {q, b, d}, respectively, for some distinct p,q ∈ U0.
Let (X,B1) denote the partial Steiner triple system (V ,B0) \ c of order 2n+ 4, and denote its
leave by G1. Clearly, G1 consists of a complete subgraph on U0 and n + 2 additional edges of
the form xy where {c, x, y} ∈ B0. In particular, ab ∈ E(G1) since {a, b, c} ∈ B0.
Let C = (B1 \ {{p,a, d}, {q, b, d}}) ∪ {{p,q, d}, {a, b, d}}. Then the leave G of the partial
Steiner triple system (X,C) of order 2n + 4 has edge set consisting of {xy: x, y ∈ U0} \ {pq}
and the n+ 3 additional edges shown in Fig. 1 Case 1(i) below.
We now consider the case where (L0) = 2. Let {q, a, b} ∈ B0 for some q ∈ U0 and some
a, b ∈ V \ U0. Since n  7, it is clear that there exist triples {a,p, c}, {b, r, c} ∈ B0 for some
c ∈ V \U0 and some distinct p, r ∈ U0 \ {q}.
Let (X,B1) denote the partial Steiner triple system (V ,B0) \ c of order 2n+ 4, and denote its
leave by G1. Clearly, G1 consists of a complete subgraph on U0 and n + 2 additional edges of
the form xy where {c, x, y} ∈ B0. In particular, ap,br ∈ E(G1) since {a,p, c}, {b, r, c} ∈ B0.
Let C = (B1 \ {{q, a, b}})∪ {{p,q, a}, {q, r, b}}. Then the leave G of the partial Steiner triple
system (X,C) has edge set {xy: x, y ∈ U0} \ {pq,qr} and the n + 1 additional edges shown in
Fig. 1 Case 1(ii).
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For n ≡ 3 (mod 6), we have (|U0|,2n+5) ≡ (3,5) (mod 6). Thus, there exists a partial Steiner
triple system (V ,B0) of order 2n+ 5 with a leave consisting of a complete subgraph on U0, the
additional edges of a 4-cycle (p, a, q, b) for some p,q ∈ U0 and some a, b ∈ V \U0, and n+ 3
isolated vertices (see Lemma 5.1). Let {r, b, c} be a U0-type 1 triple in B0 where r ∈ U0 \ {p,q}
and c ∈ V \ (U0 ∪ {a, b}) (such a triple exists since n 7).
We first treat the case where (L0) = 1. Let (X,B1) denote the partial Steiner triple system
(V ,B0) \ a of order 2n + 4, and denote its leave by G1. Clearly, G1 consists of a complete
subgraph on U0, the two edges pb and qb, and n + 1 additional edges of the form xy where
{a, x, y} ∈ B0.
Let C = B1 ∪{{p,q, b}}. Then the leave G of the partial Steiner triple system (X,C) has edge
set {xy: x, y ∈ U0} \ {pq} and the n+ 1 additional edges shown in Fig. 1 Case 2(i).
We now deal with the case where (L0) = 2. Let (X,B1) denote the partial Steiner triple
system (V ,B0)\c of order 2n+4, and denote its leave by G1. Clearly, G1 consists of a complete
subgraph on U0, the edges of the 4-cycle (p, a, q, b), and n + 2 edges of the form xy where
{c, x, y} ∈ B0. In particular, rb ∈ E(G1) since {r, b, c} ∈ B0.
Let C = B1 ∪{{p,q, a}, {q, r, b}}. Then the leave G of the partial Steiner triple system (X,C)
has edge set {xy: x, y ∈ U0} \ {pq,qr} and the n+2 additional edges shown in Fig. 1 Case 2(ii).
Case 3. n ≡ 5 (mod 6).
For n ≡ 5 (mod 6), we have (|U0|,2n + 5) ≡ (5,3) (mod 6). Thus, there exists a partial
Steiner triple system (V ,B0) of order 2n + 5 with a leave consisting of a complete subgraph
on U0, a 5-cycle (q, a, b, c, d), where q ∈ U0 and a, b, c, d ∈ V \U0, and n+ 1 isolated vertices
(see Lemma 5.1). Furthermore, an inspection of the construction of (V ,B0) given in [4] reveals
that {p,a, c}, {r, d, e}, {e, f, c} ∈ B0 for some distinct p, r ∈ U0 \ {q} and some distinct e, f ∈
V \ (U0 ∪ {a, b, c, d}).
Fig. 1.
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(X,B1) of order 2n+ 4 with a leave consisting of a complete subgraph on U0, the edges qd , qa,
and ab, and n + 1 additional edges of the form xy where {c, x, y} ∈ B0. In particular, pa is an
edge in the leave, since {p,a, c} ∈ B0.
If (L0) = 1 then we let C = B1 ∪{{p,q, a}}. If (L0) = 2 then we let C = (B1 \{{r, d, e}})∪
{{p,q, a}, {q, r, d}}. We denote the leave of the partial Steiner triple system (X,C) by G.
It is clear that if (L0) = 1 or (L0) = 2 then E(G(U0)) = {xy: x, y ∈ U0} \ {pq} or
E(G(U0)) = {xy: x, y ∈ U0} \ {pq,qr}, respectively. The edges of G − G(U0) in both cases
are shown Fig. 1 Cases 3(i) or (ii), respectively. 
Lemma 5.5. Let n 4. Let (U0,A0) be a maximal partial extended triple system of order n, let
L0 be its leave and suppose that β((U0,A0)) = n−2 and L0 = K1,n−2 ∪K1. Then (U0,A0) can
be embedded in an extended triple system of order 2n+ 4.
Proof. It is clear that β((U0,A0)) = n− 2 and L0 = K1,n−2 ∪K1 together imply that n is even.
Let a, b ∈ U0 be the vertices satisfying degL0(a) = n−2 and degL0(b) = 0, and let S = U0 \ {a}.
Since n is even, we have (|S|,2n + 4) (mod 6) ∈ {(5,4), (1,2), (3,0)}. Thus, there exists a
partial Steiner triple system of order 2n+ 4 with a leave L consisting of a complete subgraph on
S and n + 2 additional edges as depicted in Lemma 5.1. We label with a the unique neighbour
in L of b which is not in S. It is easy to see that this partial Steiner triple system of order 2n+ 4
can be embedded in an extended triple system of order 2n + 4 by the addition of the triples
of A0, n + 1 lollipops and three loops. Thus, (U0,A0) is embedded in the resulting extended
triple system of order 2n+ 4. 
The special case where L0 is empty is covered in [8].
Theorem 5.6. [8] An extended triple system of order n can be embedded in an extended triple
system of order v > n if and only if v  2n, v is even if n is, and (n, v) = (6k + 5,12k + 12).
6. A preliminary embedding
In this section, we prove three technical lemmas which are the first step in our general em-
bedding method. In each, we embed a maximal partial extended triple system of order u − 2 in
a partial extended triple system of order u. Lemma 6.1 deals with systems having all elements
unpopped, Lemma 6.2 considers systems with precisely two popped elements, and Lemma 6.3
treats systems having at least four popped elements.
Lemma 6.1. Let u  11. Let (U0,A0) be a maximal partial extended triple system of order
u− 2, and let its leave be L0. If β((U0,A0)) = u− 2, L0 is non-empty and Δ(L0) < u− 3, then
(U0,A0) can be embedded in a partial extended triple system of order u, with a useable leave
which contains no loops.
Proof. First note that β((U0,A0)) = u−2 implies that degL0(x) ≡ u−3 (mod 2) for all x ∈ U0.
This parity condition, together with the assumption that Δ(L0) < u − 3, implies that Δ(L0) 
u − 5. Furthermore, since u  11, L0 is non-empty, (U0,A0) is maximal, and degL0(x) ≡
u− 3 (mod 2) for all x ∈ U0, we also have that (L0) 4.
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leave by G. Note that for all x ∈ U0, degG(x) ≡ u− 1 (mod 2) and degG(x) > u− 5 if and only
if degL0(x) = u− 5.
We define A′0 by adding a set T of triples to A0 such that each vertex of degree u − 5 in
L0 appears in at least one triple in T . This will ensure that in the leave of the resulting sys-
tem the vertices in U0 have degree at most u − 5 (as required for the leave to be useable).
Let M = {x ∈ U0: degL0(x) = u − 5}. Clearly, any two distinct elements of M have a com-
mon neighbour in L0 (since u  11), and so any two elements of M are non-adjacent in L0
(since (U0,A0) is maximal). Hence we have |M|  3. Choose distinct m1,m2,m3 ∈ U0 such
that M ⊆ {m1,m2,m3} and such that there exist two distinct edges xm1, ym2 ∈ E(L0). Clearly,
m1,m2 and m3 exist, since (L0) 4.
Let A′0 = A0 ∪ {{p,x,m1}, {q, y,m2}, {p,q,m3}}, and let L′0 denote the leave of the partial
extended triple system (U0 ∪ {p,q},A′0). Clearly, degL′0(v) u− 5 for all v ∈ U0, and p and q
are each incident in L′0 with u − 5 edges and one loop. We now define A1 by adding loops or
lollipops to A′0 in such a way that the leave of the partial extended triple system (U0 ∪{p,q},A1)
is useable and contains no loops. There are three cases to consider, depending on the congruence
of (L′0).
Case 1. If (L′0) ≡ 0 (mod 3), then we let A1 = A′0 ∪ {{p,p,p}, {q, q, q}}.
Case 2. If (L′0) ≡ 1 (mod 3), then we let A1 = A′0 ∪ {{a,p,p}, {q, q, q}}, for some a ∈ U0 \{m1,m3, x}.
Case 3. If (L′0) ≡ 2 (mod 3), then we let A1 = A′0 ∪ {{a,p,p}, {a, q, q}}, for some a ∈ U0 \{m1,m2,m3, x, y}.
Then in all cases, (U0 ∪ {p,q},A1) is the required partial extended triple system of order u.
It is straightforward to verify that its leave L is useable. (Note that since (U0,A0) is maxi-
mal, Turán’s Theorem [15] ensures that (L0)  14 (u − 2)2. Thus, (L)  (L0) + (u − 2) +
(u− 1)− 9 < 12 (u(u− 5)− 2) since u 11, as required.) 
Lemma 6.2. Let u 11. Let (U0,A0) be a maximal partial extended triple system of order u−2,
and let its leave be L0. If β((U0,A0)) = u−4, (L0) 3, Δ(L0) < u−3 and L0 = K1,u−4 ∪K1,
then (U0,A0) can be embedded in a partial extended triple system of order u, with a useable
leave which contains no loops.
Proof. Since β((U0,A0)) = u − 4, there are precisely two elements g1, g2 ∈ U0 which are
popped in A0. Let p,q /∈ U0. We first consider the partial extended triple system (U0∪{p,q},A0)
and denote its leave by G. Note that for all x ∈ U0, degG(x) > u − 5 if and only if degL0(x) >
u− 7, and that p and q are each incident in G with u− 1 edges and one loop.
We shall embed (U0,A0) in a partial extended triple system (U0 ∪ {p,q},A1) with a useable
leave which contains no loops. To obtain A1, we shall add triples to A0 in such a way that the
leave L of (U0 ∪ {p,q},A1) satisfies Δ(L) u− 5, (L) ≡ 0 (mod 3), (L) 12 (u(u− 5)− 2)
and β((U0 ∪ {p,q},A1)) = u − 2. Clearly, p, q and any element x ∈ U0 satisfying degL0(x) >
u − 7 will need to appear in (sometimes several) triples of A1 \ A0. There are four cases to
consider, depending on Δ(L0).
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Since (U0,A0) is maximal, β((U0,A0)) = u− 4 and L0 = K1,u−4 ∪K1, it is straightforward
to check that L0 is one of the three graphs depicted below. The vertices marked with an asterisk
are the elements of U0 which are popped in A0.
For each graph, there are three cases to consider when defining A1, depending on the congru-
ence of (L0) (mod 3). In each, we let A1 consist of A0 and the triples listed in Table 2.
Case 2. Δ(L0) = u− 5.
Let a1 ∈ U0 satisfy degL0(a1) = u − 5 and let S = {x ∈ U0: degL0(x) u − 6}. Clearly, any
two distinct elements of S have a common neighbour in L0 (since u  11), and so any two
elements of S are non-adjacent in L0 (since (U0,A0) is maximal). Hence we have 1 |S| 3.
If |S| = 1, then S = {a1}. Clearly there exist distinct edges a1v1, a1v2 ∈ E(L0) such
that v1, v2 /∈ {g1, g2}. Let A′0 = A0 ∪ {{a1, v1,p}, {a1, v2, q}, {p,q, v3}}, for some v3 ∈ U0 \{a1, v1, v2, g1, g2}.
If |S| = 2, then S = {a1, a2} for some a2 ∈ U0 \ {a1} with degL0(a2) u − 6, and it is clear
that there exist edges a1v1, a2v2 ∈ E(L0) such that v1 = v2 and v1, v2 /∈ {g1, g2}. Let A′0 =
A0 ∪ {{a1, v1,p}, {a2, v2, q}, {p,q, v3}}, for some v3 ∈ U0 \ {a1, a2, v1, v2, g1, g2}.
If |S| = 3, then S = {a1, a2, a3} for some distinct a2, a3 ∈ U0 \ {a1} with degL0(a2),
degL0(a3) u−6, and it is clear that there exist edges a1v1, a2v2, a3v3 ∈ E(L0) such that v1, v2
and v3 are distinct and v1, v2, v3 /∈ {g1, g2}. Let A′0 = A0 ∪ {{a1, v1,p}, {a2, v2, q}, {a3, v3,p},{p,q, v4}}, for some v4 ∈ U0 \ {a1, a2, a3, v1, v2, v3, g1, g2}.
Table 2
(L0) ≡ 0 (mod 3) (L0) ≡ 1 (mod 3) (L0) ≡ 2 (mod 3)
Case 1.1 {a1, v1,p}, {a1, v2, q}, {a1, v1,p}, {a1, v2, q}, {a1, v1,p}, {a2, v2, q},
{a2, v3,p}, {a2, v4, q}, {a2, v3,p}, {p,q, v4}, {p,q, v3}, {a1, q, q},
{p,p,p}, {q, q, q} {a2, q, q}, {p,p,p} {a2,p,p}
Case 1.2 {a1, v1,p}, {a1, v2, q}, {a1, v1,p}, {a2, v1, q}, {a1, v2,p}, {a2, v1, q},
{p,q, v3}, {p,p,p}, {p,q, v2}, {a1, q, q}, {p,q, v3}, {a1, q, q},
{q, q, q} {p,p,p} {v1,p,p}
Case 1.3 {a1, v1,p}, {a1, v2, q}, {a1, v1,p}, {a2, v2, q}, {a1, v2,p}, {a2, v2, q},
{a2, v2,p}, {p,q, v3}, {p,q, v3}, {a1, q, q}, {p,q, v3}, {a1, q, q},
{p,p,p}, {q, q, q} {p,p,p} {v1,p,p}
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Note that degL′0(x) u − 5 for all x ∈ U0, p and q are each incident with at most u − 5 edges
and precisely one loop in L′0, and g1, g2 /∈ {a1, vi : 1 i  |S|}. If necessary, we may relabel g1
and g2 so that a2 = g1 and a3 = g2, and thus the edges g2p,g1q ∈ E(L′0).
To obtain A1, we add loops or lollipops to A′0 in such a way that the leave L of the partial
extended triple system (U0 ∪ {p,q},A1) contains no loops and satisfies (L) ≡ 0 (mod 3) and
β((U0 ∪ {p,q},A1)) = u − 2. Specifically, if (L′0) ≡ 0 (mod 3), 1 (mod 3), or 2 (mod 3), we
let A1 = A′0 ∪ {{p,p,p}, {q, q, q}}, A′0 ∪ {{g1,p,p}, {q, q, q}}, or A′0 ∪ {{g1,p,p}, {g2, q, q}},
respectively.
Case 3. Δ(L0) = u− 6.
Since β((U0,A0)) = u − 4, there are at most two vertices of degree u − 6 in L0, and
{x ∈ U0: degL0(x) = u − 6} ⊆ {g1, g2}. Without loss of generality, suppose degL0(g1) = u − 6.
Let a1 ∈ U0 \ (NbdL0(g1) ∪ {g1}) be a vertex satisfying degL0(a1)  degL0(x) for all x ∈
U0 \ (NbdL0(g1) ∪ {g1}). Note that β((U0,A0)) = u − 4 and parity arguments imply that
L0 = K1,u−6 ∪Kc3 , and so degL0(a1) 1. Let v1 ∈ NbdL0(a1), and let v2 ∈ NbdL0(g1), such that
v2 /∈ {v1, g2}. Let v3 ∈ U0 \ {g1, g2, v1, v2, a1}. Then we let A′0 = A0 ∪ {{a1, v1,p}, {g1, v2, q},{p,q, v3}}, and we let L′0 denote the leave of the partial extended triple system (U0 ∪{p,q},A′0).
Note that degL′0(x) u − 5 for all x ∈ U0 and p and q are each incident with u − 5 edges and
one loop in L′0.
To obtain A1, we add loops or lollipops to A′0 in such a way that the leave L of the partial
extended triple system (U0 ∪ {p,q},A1) contains no loops and satisfies (L) ≡ 0 (mod 3) and
β((U0 ∪ {p,q},A1)) = u − 2. Specifically, if (L′0) ≡ 0 (mod 3), 1 (mod 3), or 2 (mod 3), we
let A1 = A′0 ∪ {{p,p,p}, {q, q, q}}, A′0 ∪ {{g1,p,p}, {q, q, q}}, or A′0 ∪ {{g1,p,p}, {g2, q, q}},
respectively.
Case 4. Δ(L0) u− 7.
Let a1a2, a3a4 ∈ E(L0) such that a1a2, a3a4 = g1g2, and let v1 ∈ U0 \ {a1, a2, a3, a4, g1, g2}.
We let A′0 = A0 ∪ {{a1, a2,p}, {a3, a4, q}, {p,q, v1}} and we let L′0 denote the leave of (U0 ∪{p,q},A′0). Note that degL′0(x) u− 5 for all x ∈ U0 and p and q are each incident with u− 5
edges and one loop in L′0.
To obtain A1, we add loops or lollipops to A′0 in such a way that the leave L of the partial ex-
tended triple system (U0 ∪ {p,q},A1) contains no loops and also satisfies (L) ≡ 0 (mod 3) and
β((U0 ∪ {p,q},A1)) = u − 2. Before doing this, note that if g1 ∈ {a1, a2, a3, a4}, then without
loss of generality a1 = g1. Furthermore, if g2 ∈ {a1, a2, a3, a4}, then without loss of generality
a3 = g2, since a1a2, a3a4 = g1g2, and thus the edges g1q,g2p ∈ E(L′0). If (L′0) ≡ 0 (mod 3),
1 (mod 3), or 2 (mod 3), we let A1 = A′0 ∪ {{p,p,p}, {q, q, q}}, A′0 ∪ {{g1, q, q}, {p,p,p}}, or
A′0 ∪ {{g1, q, q}, {g2,p,p}}, respectively.
It is straightforward to verify in all four cases that the leave L of (U0 ∪ {p,q},A1) contains
no loops and is useable. (Note that since (U0,A0) is maximal, Turán’s Theorem [15] ensures that
(L0) 14 (u−2)2. Thus, (L) (L0)+ (u−2)+ (u−1)−9 < 12 (u(u−5)−2) since u 11,
as required.) 
Lemma 6.3. Let u  11. Let (U0,A0) be a maximal partial extended triple system of order
u− 2, and let its leave be L0. If β((U0,A0)) u− 6, L0 is non-empty and Δ(L0) < u− 3, then
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a leave L1, such that L1 contains no loops and is the union of two edge-disjoint graphs L and S
where L is useable and every edge of S is incident with s.
Proof. The construction is quite simple, but tedious. Let p, s /∈ U0. We first embed (U0,A0) in
a system (U0 ∪ {p},A′0), where A′0 is obtained from A0 by adding certain normal triples.
Let R = {x ∈ U0: degL0(x) u− 5}, and let r = |R|. If r = 0, then let a1v1 ∈ E(L0) and let
A′0 = A0 ∪ {{a1, v1,p}}. Otherwise, denote the elements of R by a1, a2, . . . , ar . Clearly, any two
distinct elements ai, aj have a common neighbour in L0 (since u 11), and so ai and aj are not
adjacent in L0 (since (U0,A0) is maximal). Hence we have r  3. Thus, (since degL0(ai)  6
for i = 1,2, . . . , r) there are distinct vertices v1, v2, . . . , vr ∈ U0 such that a1v1, a2v2, . . . , arvr ∈
E(L0), and we let A′0 = A0 ∪ {{ai, vi,p}: i = 1,2, . . . , r}.
Let L′0 denote the leave of (U0 ∪{p},A′0). We note the following properties of (U0 ∪{p},A′0).
• For each x in U0, x is unpopped (popped) in (U0,A0) if and only if x is unpopped (popped)
in (U0 ∪ {p},A′0).• degL′0(x) u− 5 for all x ∈ U0 (by construction, since Δ(L0) < u− 3).• degL′0(x) ≡ degL0(x) + 1 (mod 2) for all x ∈ U0, and so all elements of U0 which are un-
popped in A′0 have degree in L′0 at most u− 6.• degL′0(p) u− 4.
We next embed (U0 ∪ {p},A′0) in a partial extended triple system (U0 ∪ {p},A′′0), where A′′0
is obtained from A′0 by adding a single lollipop {b,p,p} where b ∈ U0. The element b will be
chosen so that 1  β((U0 ∪ {p},A′′0))  u − 7. (The significance of this property will become
clear later.)
There is one special case to consider when choosing b, and we deal with this separately first.
Suppose β((U0,A0)) = 1. Then we choose
b ∈ {x ∈ U0 \ {ai, vi : i = 1,2, . . . , r}: x is popped in (U0,A0)},
and we let A′′0 = A′0 ∪{b,p,p}. Clearly, β((U0 ∪{p},A′′0)) = 2 (the two unpopped vertices being
b and the unique vertex in U0 which is unpopped in A0), and so 1 β((U0 ∪ {p},A′′0)) u− 7
as required.
We now move to the case β((U0,A0)) = 1. We let
Q = {x ∈ U0 \ {ai, vi : i = 1,2, . . . , r}: x is unpopped in (U0,A0)}.
If Q = ∅ then we choose b ∈ Q. Otherwise, we let b ∈ U0 \ {ai, vi : i = 1,2, . . . , r} (so b is
popped in (U0,A0)). Let A′′0 = A′0 ∪ {{b,p,p}}. We need to check that 1 β((U0 ∪ {p},A′′0))
u− 7.
If Q = ∅, then β((U0 ∪ {p},A′′0)) = β((U0,A0)) − 1  u − 7. Furthermore, the case
β((U0,A0)) = 1 was dealt with above, and so 1 β((U0 ∪ {p},A′′0)) as required.
Hence we can assume that Q = ∅. In this case β((U0 ∪ {p},A′′0)) = β((U0,A0)) + 1 1, so
we need only check that β((U0 ∪ {p},A′′0)) u− 7. If β((U0,A0)) u− 8 the claim holds, so
we can assume that β((U0,A0)) = u − 6 (recall that the number of unpopped elements has the
same parity as the order). Since Q = ∅, all elements of U0 which are unpopped in A0 occur in
{a1, a2, . . . , ar , v1, v2, . . . , vr}, and since β((U0,A0)) = u− 6, there are precisely four elements
of U0 which are popped in A0. Hence we have u − 2  2r + 4. Since u  11, we have r  3.
Thus r = 3 (recall that r  3), and so there are three vertices (a1, a2 and a3) in U0 with degree
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L0 = K3,u−5. But this contradicts β((U0,A0)) = u− 6, and so the claim holds.
Thus we have established that the choices of b defined above do indeed ensure that 1 
β((U0 ∪ {p},A′′0))  u − 7. Let L′′0 denote the leave of (U0 ∪ {p},A′′0). We note several other
properties of (U0 ∪ {p},A′′0).
• degL′′0 (x) u− 5 for all x ∈ U0 ∪ {p}.• All elements of U0 ∪ {p} which are unpopped (popped) in A′′0 have degree in L′′0 congruent
to u (mod 2) (u− 1 (mod 2)).
• All elements of U0 ∪ {p} which are unpopped in A′′0 have degree in L′′0 at most u− 6.• β((U0 ∪ {p},A′′0)) ≡ u− 1 (mod 2).
Finally, we embed (U0 ∪ {p},A′′0) in the partial extended triple system (U0 ∪ {p, s},A1),
where A1 = A′′0 ∪ {{s, s, s}}, to obtain the required embedding of (U0,A0). We denote the leave
of (U0 ∪ {p, s},A1) by L1.
In order to define the edge-disjoint graphs L and S, we first define a graph H with V (H) =
U0 ∪ {p, s}, and E(H) = E(L′′0) ∪ {sx: x is unpopped in (U0 ∪ {p},A′′0)}. The following prop-
erties of H follow immediately from the properties of (U0 ∪ {p},A′′0).
• 1 degH (s) u− 7 and p /∈ NbdH (s).
• Δ(H) u− 5.
• For all x ∈ U0 ∪ {p, s}, degH (x) ≡ u− 1 (mod 2).
We are now ready to define the edge-disjoint graphs L and S. Let V (L) = V (S) = U0 ∪{p, s}.
There are three cases to consider, depending on the congruence of (H) (mod 3). In all three we
define E(L) and then define E(S) by E(S) = E(L1) \E(L).
Case 1. If (H) ≡ 0 (mod 3), then we let E(L) = E(H).
Case 2. If (H) ≡ 1 (mod 3), then we let E(L) = E(H) \ {sc}, where c ∈ U0 is any vertex
adjacent in H to s.
Case 3. If (H) ≡ 2 (mod 3), then we let E(L) = E(H) ∪ {sc}, where c ∈ U0 is a vertex not
adjacent to s in H , with degL′′0 (c) u− 7 (so that degL(c) u− 5).
For Case 3 we need to check that c exists. Since degH (s)  u − 7, there are at least five
vertices in U0 not adjacent in H to s. By definition of H , these are popped in A′′0. Suppose that
each of these vertices has degree in L′′0 at least u− 5. Then they each have degree in L0 at least
u − 6. However, there are at most four vertices in U0 with degree in L0 at least u − 6 (since
(U0,A0) is maximal). It follows that there is at least one vertex c ∈ U0 not adjacent to s in H ,
with degL′′0 (c) u− 7.
In all three cases it is clear that every edge of S is incident with s, and it is also straightforward
to check that L is useable. (Note that since (U0,A0) is maximal, Turán’s Theorem [15] ensures
that (L0) 14 (u− 2)2. Thus, (L) (L0)+ (u− 2)− 3 − 1 + (u− 7)+ 1 < 12 (u(u− 5)− 2)
since u 11, as required.) 
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of U0 ∪ {p, s} with degree in L congruent to u (mod 2), then these are s and the vertex c defined
in Cases 2 and 3.
7. Repacking partial Steiner triple systems
As mentioned earlier, our method relies on the techniques for repacking partial Steiner triple
systems that were introduced in [3]. In this section we define the relevant concepts, restate some
repacking results from [3,5], and prove some additional repacking results. These results will be
used in Sections 8 and 9.
In [3], the following definition of a repacking of the triples of a partial Steiner triple system
was introduced.
Definition 7.1. [3] Let U and W be disjoint sets, let (U ∪W,B) be a partial Steiner triple system,
and let G be its leave. A repacking of (U ∪W,B) is a partial Steiner triple system (U ∪W,B ′)
with leave G′ satisfying the following conditions.
• |B ′| = |B|.
• G′(U) = G(U).
• For all x, y, z ∈ U , {x, y, z} ∈ B ′ if and only if {x, y, z} ∈ B .
• For all x ∈ U , degG′(x) = degG(x).
The notion of repacking depends on the partition of the underlying set of the partial Steiner
triple system, and this will always be made clear. The underlying set is always given as the
union of two sets and these define the partition. Clearly, the basic property of repacking is that if
(U,A) is embedded in (U ∪W,B) and (U ∪W,B ′) is a repacking of (U ∪W,B), then (U,A)
is embedded in (U ∪ W,B ′). Moreover, it is easy to see that if (U ∪ W,B ′) with leave G′ is a
repacking of (U ∪W,B) with leave G then the following conditions also hold.
• (G′(U)) = (G(U)), (G′(U,W)) = (G(U,W)), and (G′(W)) = (G(W)).
• For i = 0,1,2,3, the number of U -type i triples in B ′ is the same as the number of U -type
i triples in B . Furthermore, for each x ∈ U the number of U -type i triples in B ′ that contain
x is the same as the number of U -type i triples in B that contain x.
Let (V ,B) be a partial Steiner triple system, let H be its underlying graph, let a, b ∈ V , and
let P = x1, x2, . . . , xt be a maximal alternating (a, b)-path in H , where P is not an alternating
cycle of H with an edge removed. The partial Steiner triple system (V ,B ′) obtained from (V ,B)
by interchanging a with b in the triples containing the pairs {x1, x2}, {x2, x3}, . . . , {xt−1, xt } is
called the partial Steiner triple system obtained from (V ,B) by switching along the alternating
(a, b)-path from x1 to xt .
Let U and W be disjoint sets, let (U ∪W,B) be a partial Steiner triple system, and let G be its
leave. If a, b ∈ W then it is easy to see that the partial Steiner triple system (U ∪W,B ′) obtained
from (U ∪W,B) by switching along an (a, b)-path is a repacking of (U ∪W,B). This repacking
technique was introduced in [1] and used to settle the existence problem for equitable partial
Steiner triple systems. The following result from [5] is also easily proved using this method.
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and let G be its leave. Then there exists a repacking of (U ∪W,B) with a leave G′ such that for
all x, y ∈ W , |degG′(x)− degG′(y)| 2.
In [3], the following two techniques for repacking triples in partial Steiner triple systems were
introduced.
Lemma 7.3. [3] Let U and W be disjoint sets, let (U ∪W,B) be a partial Steiner triple system,
and let G be its leave. Suppose G contains a connected subgraph M with V (M) ⊆ W and where
M is neither a cycle nor a tree. Then there exists a partial Steiner triple system (U ∪ W,B ′)
with a U -type 0 triple T ∈ B ′ and such that (U ∪ W,B ′ \ {T }) is a repacking of (U ∪ W,B).
Moreover, T ⊆ V (M) and any edge used in exactly one of (U ∪W,B) and (U ∪W,B ′ \ {T }) is
incident with a vertex in V (M).
Lemma 7.4. [3] Let U and W be disjoint sets, let (U ∪W,B) be a partial Steiner triple system,
let G be its leave, and suppose the following conditions hold.
(1) There exists a path a1, b1, c in G with a1 ∈ W and b1 ∈ U .
(2) If {c, x, y} ∈ B then at least one of x and y is in U .
(3) For all x ∈ U , degG(U,W)(x) 1.
(4) There exists an edge ca0 ∈ E(G) with a0 ∈ W .
Then there exists a partial Steiner triple system (U ∪ W,B ′) with {a1, b1, c} ∈ B ′ and such that
(U ∪W,B ′ \ {{a1, b1, c}}) is a repacking of (U ∪W,B).
Remark. Lemma 7.4 applies both when c ∈ U and when c ∈ W .
The following three repacking lemmas will be used in Section 8.
Lemma 7.5. Let U and W be disjoint sets with |U | = u and |W | = w, let (U ∪ W,B) be a
partial Steiner triple system of order u + w, let G be its leave and suppose G(W) is 2-regular.
Then there exists a partial Steiner triple system (U ∪W,B ′) with a leave G′ such that either
(1) (U ∪W,B ′) is a repacking of (U ∪W,B) and G′(W) is a w-cycle; or
(2) B ′ contains a U -type 0 triple T such that (U ∪W,B ′ \ {T }) is a repacking of (U ∪W,B).
Proof. If G(W) is connected then we are finished, so assume that G(W) has two or more com-
ponents. Let a, b ∈ W be vertices in different components of G(W). Let c be a neighbour of
a in G(W) and let d1 and d2 be the two neighbours of b in G(W). Consider the alternating
(a, b)-path in the underlying graph of (U ∪ W,B) that emanates from c. Let t be the vertex at
which the path terminates (note that t = c). Let (U ∪ W,B1) be the repacking of (U ∪ W,B)
obtained by switching along the alternating (a, b)-path from c to t , and let G1 be its leave. Note
that cb ∈ E(G1) but that ca /∈ E(G1).
If t /∈ {d1, d2}, then b is in a component of G1 which is neither a cycle nor a tree. Thus we
may apply Lemma 7.3 to obtain a partial Steiner triple system (U ∪W,B ′) with a U -type 0 triple
T ∈ B ′ such that (U ∪W,B ′ \ {T }) is a repacking of (U ∪W,B). In this case, Condition (2) of
the lemma is satisfied.
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obtained from G by replacing the edges ca and d1b with the edges cb and d1a. Thus the vertices
in the component of G(W) containing a and the vertices in the component of G(W) containing b
form the vertex set of a single component of G1(W), and each other component of G(W) is also
a component of G1(W). So G1(W) is 2-regular and has fewer components than G(W). Since
there are only finitely many components of G(W), we can repeat this process until we obtain a
partial Steiner triple system satisfying Condition (1) or Condition (2). 
Lemma 7.6. Let U and W be disjoint sets with |U | = u and |W | = w, let (U ∪ W,B) be a
partial Steiner triple system of order u + w, let G be its leave and suppose G(W) is a w-cycle.
If B contains at least one U -type 0 triple T , then there exists a partial Steiner triple system
(U ∪W,B ′) with two U -type 0 triples T1 and T2 such that (U ∪W,B ′ \ {T1, T2}) is a repacking
of (U ∪W,B \ {T }).
Proof. Let T = {a, b, c} and let G(W) be the cycle (v1, v2, . . . , vw). Then without loss of gen-
erality, a = v1, b = vi for some i ∈ {3,4, . . . ,w − 3} and c = vj for some j ∈ {i + 2, i + 3, . . . ,
w − 1}. Denote the leave of the partial Steiner triple system (U ∪ W,B \ {{a, b, c}}) by G0.
Then G0 contains the subgraph M consisting of the cycle (v1, v2, . . . , vi) and the pendant edge
vivi+1. We apply Lemma 7.3 and denote the leave of the resulting partial Steiner triple system by
G′. Then degG′(W)(c) = 4 and degG′(W)(x) ≡ 0 (mod 2) for every x ∈ W . Thus, it is clear that
G′(W) contains a subgraph M ′ which is neither a cycle nor a tree, and so we may apply Lemma
7.3 to obtain the required partial Steiner triple system. 
Lemma 7.7. Let U and W be disjoint sets with |U | = u and |W | = w and let (U ∪ W,B) be
a partial Steiner triple system of order u + w. Let G be its leave and suppose that G(W) is a
w-cycle and degG(U,W)(x) 1 for all x ∈ U . If B contains at least one U -type 1 triple and does
not contain any U -type 0 triples, then there exists a partial Steiner triple system (U ∪ W,B ′)
with a U -type 0 triple T such that (U ∪W,B ′ \ {T }) is a repacking of (U ∪W,B).
Proof. Let {a, b, c} ∈ B , where a ∈ U and b, c ∈ W . Since degG(U,W)(x) 1 for all x ∈ U , there
is a vertex d ∈ W adjacent to a in G. Consider the system (U ∪ W,B \ {{a, b, c}}) and let its
leave be G0.
In the special case where (b, d, c) is a cycle in G0(W), let B1 = (B \ {{a, b, c}})∪ {{a, b, d}}
and let the leave of (U ∪ W,B1) be G1. Then G1(W) contains a subgraph which is neither a
cycle nor a tree. Applying Lemma 7.3 to (U ∪ W,B1) yields the required partial Steiner triple
system.
Hence we may assume that (b, d, c) is not a cycle in G0(W). Then it is clear that G0(W)
contains a subgraph M , with d /∈ V (M), which is neither a cycle nor a tree. We apply Lemma 7.3
to obtain a partial Steiner triple system (U ∪W,B1) with a U -type 0 triple T , such that (U ∪W,
B1 \ {T }) is a repacking of (U ∪W,B \ {{a, b, c}}). We denote the leave of (U ∪W,B1) by G1.
Note that d /∈ T (see Lemma 7.3), and thus if {d, x, y} ∈ B1 then at least one of x and y is in U .
Furthermore, degG1(W)(d) = 2 and G1 contains the path d, a,f for some f ∈ W . Thus, we may
apply Lemma 7.4 with a1 = f , b1 = a, c and a0 ∈ NbdG1(W)(d) to obtain the required partial
Steiner triple system. 
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In this section we show that any partial Steiner triple system (U,A) of order u with a leave
L1 containing a spanning useable subgraph L with (L) 3u−18 has an embedding in a partial
Steiner triple system of order 2u+ 1 with a leave H such that either
• E(H) = E(L1) \E(L); or
• E(H) consists of E(L1) \E(L) and the edges of a path of length three, with endvertices in
U and internal vertices not in U .
There are several steps to the embedding. We begin with the following easy corollary of
Lemma 7.4, proven in [3], which is needed for the proof of Lemma 8.2.
Lemma 8.1. [3] Let U and W be disjoint sets, let (U ∪W,B) be a partial Steiner triple system,
let G be its leave, and suppose the following conditions hold.
(1) There exists a path a1, b1, c in G with a1, c ∈ W and b1 ∈ U .
(2) There are no U -type 0 triples in B .
(3) For all x ∈ U , degG(U,W)(x) 1.
(4) There exists an edge ca0 ∈ E(G) with a0 ∈ W , or there exists a vertex d ∈ W with
degG(W)(d) 2.
Then there exists a partial Steiner triple system (U ∪ W,B ′) with {a1, b1, c} ∈ B ′ and such that
(U ∪W,B ′ \ {{a1, b1, c}}) is a repacking of (U ∪W,B).
We are now ready to carry out the first part of the embedding for this section. To do this we
will begin by adding a set W of u − 4 new elements to the given partial Steiner triple system
(U,A), and then use Vizing’s Theorem [16] to add a set of U -type 2 triples which use the edges
of a spanning useable subgraph of the leave of (U,A). We will then use Lemma 8.1 to add U -
type 1 triples until the number of unused edges with one vertex in U and one vertex in W is
u+ 2.
Lemma 8.2. Let (U,A) be a partial Steiner triple system of order u 11, let L1 be its leave and
suppose that L1 contains a spanning useable subgraph L with (L) 3u− 18. Then (U,A) can
be embedded in a partial Steiner triple system (U ∪W,B) of order u+w with a leave G where
• w = |W | = u− 4,
• G(U) = L1 −L,
• (G(U,W)) = u+ 2,
• (G(W)) = (L)− 2u+ 11, and
• degG(U,W)(x) 1 for all x ∈ U .
Proof. Let w = u− 4 and let W be a set with |W | = w and W ∩U = ∅. Since L is useable, we
have Δ(L) w − 1, and thus Vizing’s Theorem [16] guarantees that there exists a proper edge
colouring γ of L with colour set W . Let
B0 = A∪
{{
x, y, γ (xy)
}
: xy ∈ E(L)}
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a sequence (U ∪ W,B0), (U ∪ W,B1), . . . , (U ∪ W,Bt) of partial Steiner triple systems, with
leaves G0,G1, . . . ,Gt say, where t = 12 (u(u− 4)− 2(L)− u− 2) and where for i = 0,1, . . . ,
t − 1, (U ∪W,Bi+1) is obtained from (U ∪W,Bi) by applying Lemma 8.1 with b1 chosen such
that degGi(U,W)(b1) 3. Since L is useable, (L)
1
2 (u(u− 5)− 2) and so t  0.
To check that we can indeed construct this sequence of partial Steiner triple systems, we let
k ∈ {0,1, . . . , t − 1}, assume we have constructed (U ∪ W,Bk), and show that it satisfies the
conditions of Lemma 8.1 (and moreover, that there is a suitable b1 with degGk(U,W)(b1)  3).
Note that
• the U -type 3 triples in Bk are precisely those in A;
• there are exactly (L) U -type 2 triples in Bk ;
• there are exactly k U -type 1 triples in Bk ; and
• there are no U -type 0 triples in Bk .
Also note that Gk(U) = L1 −L, (Gk(U,W)) = u(u− 4)− 2(L)− 2k = u+ 2(t − k+ 1), and
(Gk(W)) =
(
w
2
)−k = (L)−2u+11+ (t −k). Since k  t −1, we have (Gk(U,W)) u+4
and (Gk(W)) (L)− 2u+ 12.
We now show that (U ∪ W,Bk) satisfies Condition (1) of Lemma 8.1, and that there is a
suitable b1 with degGk(U,W)(b1) 3. Since L is useable, there are at most two vertices in U with
degree in L congruent to u (mod 2), and hence there are at most two vertices in U with even
degree in Gk(U,W). Since (Gk(U,W))  u + 4, Gk has a path a1, b1, c with a1, c ∈ W and
b1 ∈ U , and moreover the vertex b1 ∈ U may be chosen so that degGk(U,W)(b1) 3, as required.
Condition (2) of Lemma 8.1 is clearly satisfied. There are two cases to consider to show that
Condition (3) of Lemma 8.1 holds. Firstly, if x ∈ U satisfies degL(x) ≡ u − 1 (mod 2), then
degGk(U,W)(x) ≡ 1 (mod 2), and so degGk(U,W)(x) 1. Secondly, if x ∈ U satisfies degL(x) ≡
u (mod 2), then degL(x) u− 6 and so degG0(U,W)(x) 2. This implies that degGk(U,W)(x)
2 for all k ∈ {1,2, . . . , t − 1}, since Bk is obtained from Bk−1 by applying Lemma 8.1 with
degGk−1(U,W)(b1) 3. So Condition (3) of Lemma 8.1 does indeed hold.
If a1 and c are not both isolated vertices in Gk(W) then, by interchanging the labels of a1
and c if necessary, Condition (4) of Lemma 8.1 is satisfied. We now show that Condition (4)
holds when a1 and c are both isolated vertices in Gk(W). Since k  t − 1, Gk(W) has at least
(L) − 2u + 12 edges. But (L) 3u − 18 and so Gk(W) has at least u − 6 = w − 2 edges. It
follows that there exists a vertex d ∈ W with degGk(W)(d) 2 and Condition (4) of Lemma 8.1
is satisfied.
Hence we can construct (U ∪W,Bt). If we let B = Bt then it is clear that (U ∪W,B) is the
required partial Steiner triple system. 
The following lemma uses Lemmas 7.3, 7.5–7.7 to add U -type 0 triples to the embedding of
(U0,A0) obtained in Lemma 8.2.
Lemma 8.3. Let (U,A) be a partial Steiner triple system of order u  11, let L1 be its leave
and suppose that L1 contains a spanning useable subgraph L with (L) 3u−18. Then (U,A)
can be embedded in a partial Steiner triple system (U ∪ W,B) of order u + w with a leave H
satisfying the following conditions.
(1) w = |W | = u− 4.
(2) H(U) = L1 −L.
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(4) (H(U,W)) = u+ 2.
(5) (H(W)) = u− 7.
Proof. By Lemma 8.2, we can embed (U,A) in a partial Steiner triple system (U ∪ W,B1) of
order u + w with a leave G satisfying Conditions (1)–(4) and satisfying (G(W)) = (L) −
2u+ 11.
In the special case where (L) = 3u − 18, we have (G(W)) = u − 7 and we are finished.
For (L) 3u− 15 we have (G(W)) u− 4 and we will proceed by using Lemma 7.3 to add
U -type 0 triples until the number of unused edges with both vertices in W is u− 4. We will then
apply Lemmas 7.3, 7.5–7.7 as appropriate, to repack (possibly trivially) and add a further U -type
0 triple to the system, so that the number of unused edges with both vertices in W is u − 7 as
required.
If (G(W)) = u− 4 then let B∗ = B1 and let G∗ = G. If (G(W)) > u− 4 then (G(W)) =
u− 4 + 3t for some positive integer t . Thus, (G(W)) u− 1 = w + 3 and so G(W) contains
a connected subgraph which is neither a cycle nor a tree. Hence it is clear that we can repeatedly
apply Lemma 7.3 until we obtain a partial Steiner triple system (U ∪ W,B∗) with a leave G∗
such that there are exactly w = u − 4 edges in G∗(W) (and u + 2 edges in G∗(U,W) and such
that G∗(U) = L1 −L).
Since G∗(W) has w vertices and w edges, it is clear that either G∗(W) contains a component
which is neither a cycle nor a tree, or G∗(W) is 2-regular. In the first case we apply Lemma 7.3
to obtain a partial Steiner triple system with the required properties. In the second case, we apply
Lemma 7.5 to obtain either the required partial Steiner triple system, or a partial Steiner triple
system (U ∪W,B†) with a leave G† such that G†(W) is a w-cycle. In the latter case, we obtain
the required partial Steiner triple system using either Lemma 7.6 or Lemma 7.7. To see that we
can indeed do this, observe that if B† contains a U -type 0 triple then we can apply Lemma 7.6.
Otherwise we can apply Lemma 7.7 (in this case it is clear that B† contains at least one U -type
1 triple). 
Before proving the main result of this section, we need the result given below in Lemma 8.6,
concerning repackings and proper edge colourings of certain subgraphs of leaves. To prove it,
we use the following two lemmas from [3]. The second is actually slightly different to the lemma
from [3], but the proof is essentially the same.
Lemma 8.4. [3] Let G be a graph with Δ(G)  3 and χ ′(G) > 3. Then G has at least two
vertices of degree 3, each of which is incident with no bridge.
Lemma 8.5. [3] Let u be an integer and let w = u−4. Let U and W be disjoint sets with |U | = u
and |W | = w, let (U ∪ W,B) be a partial Steiner triple system, let G be its leave, and suppose
the following conditions are satisfied.
(1) (G(U,W)) = u+ 2.
(2) (G(W)) = u− 7.
Then there exists a repacking (U ∪W,B ′) of (U ∪W,B) with a leave G′ such that degG′(x) = 3
for all x ∈ W , and χ ′(G′ −G′(U)) = 3.
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and |W | = w, let (U ∪ W,B) be a partial Steiner triple system, let G be its leave, and suppose
the following conditions are satisfied.
(1) degG(U,W)(x) 1 for every x ∈ U .
(2) (G(U,W)) = u+ 2.
(3) (G(W)) = u− 7.
Then there exists a repacking (U ∪W,B ′) of (U ∪W,B) with a leave G′ such that degG′(x) = 3
for all x ∈ W , and χ ′(G′ −G′(U)) = 3.
Proof. First note that Conditions (1) and (2) imply that either
• there is one vertex α ∈ U with degG(U,W)(α) = 3 and degG(U,W)(x) = 1 for every x ∈ U \
{α}; or
• there are two vertices β,γ ∈ U with
degG(U,W)(β) = degG(U,W)(γ ) = 2 and degG(U,W)(x) = 1
for every x ∈ U \ {β,γ }.
In the first case, the graph G − G(U) satisfies the conditions of Lemma 8.5, and we are
finished. Hence, we need only consider the second case.
Let (U ∪W,B0) be the repacking of (U ∪W,B) obtained by applying Lemma 7.2 and let G0
be its leave. Since w = u− 4, G(U,W) has u+ 2 edges, and G(W) has u− 7 edges, it follows
that every vertex of W has degree 3 in G0. Clearly, it is sufficient to show that there exists a
repacking (U ∪W,B ′) of (U ∪W,B0) with a leave G′ such that χ ′(G′(W)∪G′({β,γ },W)) 3
(any proper edge colouring of G′(W) ∪ G′({β,γ },W) with three colours can be extended to a
proper edge colouring of G′ − G′(U) with three colours, as Δ(G′ − G′(U)) = 3 and all the
vertices in U \ {β,γ } have degree 1 in G′ −G′(U)).
Let H0 = G0(W) ∪G0({β,γ },W). So H0 has w + 2 vertices, w + 1 edges, and Δ(H0) = 3.
Note that any such graph has a (possibly trivial) component which is a tree. Let T be a tree in H0.
If χ ′(H0) = 3 we are finished so assume χ ′(H0) > 3. Then by Lemma 8.4, H0 has at least two
vertices of degree 3, each of which is incident with no bridge. Let a be one of these vertices and
let b /∈ {β,γ } be a vertex in V (T ). Note that the component containing a is not a tree so b = a,
and a /∈ {β,γ }, since degH0(β) = degH0(γ ) = 2.
Consider the alternating (a, b)-paths in the underlying graph of (U ∪ W,B0) that emanate
from the three neighbours of a in H0. At least one of these paths must terminate at a neighbour of
b in G0. Let a′ and b′ be the endvertices of such a path such that aa′ ∈ E(H0) and bb′ ∈ E(G0).
Let (U ∪ W,B1) be the repacking of (U ∪ W,B0) obtained by switching along the alternating
(a, b)-path from a′ to b′, let G1 be its leave, and let H1 = G1(W) ∪ G1({β,γ },W). So G1
is obtained from G0 by replacing the edges aa′ and bb′ with ab′ and ba′. Since aa′ is not a
bridge, the vertices in the component of H0 containing a and the vertices in the component of H0
containing b form the vertex set of a single component of H1, and any other components of H0
are also components of H1. So H1 has fewer components than H0. Since there are only finitely
many components of H0, we can repeat this process until we obtain the required repacking. 
We are now ready to prove the main result of this section.
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suppose that L1 contains a spanning useable subgraph L with (L) 3u− 18. Then (U,A) can
be embedded in a partial Steiner triple system of order 2u+ 1 with a leave H such that either
• E(H) = E(L1) \E(L); or
• E(H) consists of E(L1) \E(L) and the edges of a path of length three, with endvertices in
U and internal vertices not in U .
Proof. First note that since L is useable, either
(i) there are zero vertices with degree in L congruent to u (mod 2); or
(ii) there are two vertices with degree in L congruent to u (mod 2).
By Lemma 8.3, we can embed (U,A) in a partial Steiner triple system (U ∪W,B) of order u+w
with a leave G where
• w = |W | = u− 4.
• G(U) = L1 −L.
• degG(U,W)(x) 1 for every x ∈ U .
• (G(U,W)) = u+ 2.
• (G(W)) = u− 7.
Clearly, (U ∪W,B) satisfies the conditions of Lemma 8.6. Let (U ∪W,B1) be the repacking of
(U ∪W,B) obtained by applying Lemma 8.6 and let G1 be its leave. Then χ ′(G1 −G1(U)) =
3, G1(U) = L1 − L, and degG1(x) = 3 for all x ∈ W . Furthermore, one of the following two
conditions holds.
(i) There is a unique vertex α ∈ U with degG1−G1(U)(α) = 3, and degG1−G1(U)(x) = 1 for all
x ∈ U \ {α}. (This occurs when no elements of U have degree in L congruent to u (mod 2).)
(ii) There are two vertices β and γ with degG1−G1(U)(β) = degG1−G1(U)(γ ) = 2, and
degG1−G1(U)(x) = 1 for all x ∈ U \ {β,γ }. (This occurs when there are precisely two el-
ements of U , namely β,γ ∈ U , with degree in L congruent to u (mod 2).)
Let W ′ = W ∪ {a1, a2, a3} where a1, a2, a3 /∈ U ∪ W and let ρ be a proper edge colouring of
G1 −G1(U) with colour set {a1, a2, a3}. Let
B2 = B1 ∪
{{
x, y,ρ(xy)
}
: xy ∈ E(G1 −G1(U))}∪ {{a1, a2, a3}}.
Then (U ∪ W ′,B2) is a partial Steiner triple system of order 2u − 1 and we denote its leave
by G2. Notice that
• if a vertex has degree 1 in G1 −G1(U) then it has degree 2 in G2 −G2(U);
• if a vertex has degree 2 in G1 −G1(U) then it has degree 1 in G2 −G2(U); and
• if a vertex has degree 3 in G1 −G1(U) then it has degree 0 in G2 −G2(U).
In particular, degG2(x) = 0 for all x ∈ W , and G2(W ′) is empty. Let (U ∪W ′,B3) be the repack-
ing of (U ∪ W ′,B2) obtained by applying Lemma 7.2 and let G3 be its leave. It is clear that
either
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and an isolated vertex, namely α; or
(ii) G3 − G3(U) consists of cycles of even length and a path of even length with endvertices β
and γ .
Let W ′′ = W ′ ∪ {a4, a5} where a4, a5 /∈ U ∪W ′, let ω be a proper edge colouring of G3 −G3(U)
with colour set {a4, a5}, and let
B4 = B3 ∪
{{
x, y,ω(xy)
}
: xy ∈ E(G3 −G3(U))}.
If G3 − G3(U) consists of cycles of even length, then the leave G4 of (U ∪ W ′′,B4) has edge
set E(G4) = (E(L1) \ E(L)) ∪ {a4α,a5α,a4a5}, and we need only add the triple {a4, a5, α} to
B4 to obtain the required partial Steiner triple system with a leave H having edge set E(H) =
E(L1) \E(L).
If G3 − G3(U) consists of cycles of even length and a path of even length with endver-
tices β and γ , then without loss of generality, we can assume that the edge incident with β in
G3 −G3(U) is assigned colour a4 by ω and the edge incident with γ in G3 −G3(U) is assigned
colour a5 by ω. It follows that the leave G4 of (U ∪ W ′′,B4) has edge set E(G4) = (E(L1) \
E(L))∪ {a5β,a4γ, a4a5}, and (U ∪W ′′,B4) is the required partial Steiner triple system. 
Remark 1. Note that the vertex a5 in the preceding proof satisfies one of the following two
properties.
• a5 is in precisely u U -type 1 triples (when E(H) = E(L1) \E(L)).
• a5 is in precisely u−1 U -type 1 triples (when E(H) consists of E(L1)\E(L) and the edges
of a path of length three).
Remark 2. From the construction in the preceding proof, it is clear that if E(H) consists of
E(L1) \E(L) and the edges of a path of length three, then the endvertices of the path are the two
vertices with degree in L congruent to u (mod 2).
9. Partial Steiner triple systems with small leaves
In this section we remove the restriction (L) 3u−18 from the main result of the preceding
section by proving the corresponding result for (L) 3u−21. We deal separately with the cases
Δ(L) < u+12  and Δ(L) u+12 . In both cases we will need the following lemma.
Lemma 9.1. Let u and w be integers with w  u− 1, let U and W be disjoint sets, with |U | = u
and |W | = w and let (U ∪W,B) be a partial Steiner triple system with a leave G satisfying the
following conditions.
(1) G(W) is empty.
(2) degG(U,W)(x) = u+ 1 −w for all x ∈ W .
(3) degG(U,W)(x) u+ 1 −w for all x ∈ U .
(4) There are at most two elements of U with degree in G(U,W) congruent to u−w (mod 2).
Then (U ∪W,B) can be embedded in a partial Steiner triple system of order 2u+1, with a leave
H such that either
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• E(H) consists of E(G(U)) and the edges of a path of length three with endvertices in U
and internal vertices not in U ∪W .
Proof. The proof is by induction on u+ 1 −w (which is at least 2). If u+ 1 −w = 2 then either
• G(U,W) consists of cycles of even length and an isolated vertex, say α, in U ; or
• G(U,W) consists of cycles of even length and a path of even length with endvertices in U .
In both cases it is clear that χ ′(G(U,W)) = 2. Let W ′ = W ∪ {a1, a2} where a1, a2 /∈ U ∪W , let
ρ be a proper edge colouring of G(U,W) with colour set {a1, a2}, and let
B ′ = B ∪ {{x, y,ρ(xy)}: xy ∈ E(G(U,W))}.
If G(U,W) consists of cycles of even length, then the leave G′ of (U ∪W ′,B ′) has edge set
E(G′) = E(G(U))∪{a1α,a2α,a1a2}, and we need only add the triple {a1, a2, α} to B ′ to obtain
the required partial Steiner triple system of order 2u+ 1.
Hence we can assume G(U,W) consists of cycles of even length and a path of even length
with endvertices in U . Let the endvertices of the path be β and γ . Without loss of generality
we can assume that the edge incident with β in G(U,W) is assigned colour a1 by ρ, and the
edge incident with γ in G(U,W) is assigned colour a2 by ρ. It follows that the leave G′ of
(U∪W ′,B ′) has edge set E(G′) = E(G(U))∪{a2β,a1γ, a1a2}, and (U∪W ′,B ′) is the required
partial Steiner triple system. Hence the lemma holds for u+ 1 −w = 2.
Let s > 2, assume the lemma holds for u + 1 − w < s and suppose u + 1 − w = s. Since
Δ(G(U,W)) = s and G(U,W) is bipartite, χ ′(G(U,W)) = s. Let ρ be a proper edge colouring
of G(U,W) with s colours. Note that there are exactly w edges of each colour, and that by
Condition (4), there are at most two vertices of degree s − 1 in G(U,W). Since s > 2, there is
some colour, c say, such that there is an edge of colour c incident with each vertex of degree s or
s − 1 in G(U,W). Let w′ = w + 1, W ′ = W ∪ {a3} (where a3 /∈ U ∪ W so that |W ′| = w′) and
let
B ′ = B ∪ {{a3, x, y}: xy ∈ E(G(U,W)), ρ(xy) = c}.
Then (U ∪W ′,B ′) is a partial Steiner triple system of order u+w′. Let G′ be its leave. We show
that (U ∪W ′,B ′) satisfies the conditions of the lemma so that the result follows by the inductive
hypothesis. Let s′ = u+ 1 −w′ = s − 1.
Firstly, it is clear that G′(W ′) is empty (since every vertex in W has degree s in G(U,W))
and that degG′(a3) = u + w − 2w = s′. Now note that for all x ∈ U ∪ W , degG′(U,W ′)(x) =
degG(U,W)(x) − 1 if x is incident with an edge of colour c in G(U,W), and degG′(U,W ′)(x) =
degG(U,W)(x) + 1 otherwise. It follows that degG′(U,W ′)(x) = s′ for all x ∈ W ′ and that
degG′(U,W ′)(x)  s′ for all x ∈ U . Finally, it is clear that degG′(U,W ′)(x) ≡ degG(U,W)(x) +
1 (mod 2) and hence there are at most two vertices of U with degree in G′(U,W) congruent
to s′ − 1. Since u + 1 − w′ = s′ < s, by the inductive hypothesis (U ∪ W ′,B ′) has an embed-
ding in partial Steiner triple system of order 2u+ 1 with the required properties. This is also the
required embedding of (U ∪W,B). 
Remark. Note that the vertex a2 in the preceding proof satisfies one of the following two prop-
erties.
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• a2 is in precisely u− 1 U -type 1 triples (when E(H) consists of E(G(U)) and the edges of
a path of length three).
We now deal with the case of a partial Steiner triple system of order u having a leave contain-
ing a spanning useable subgraph L with (L) 3u− 21 and Δ(L) < u+12 .
Lemma 9.2. Let (U,A) be a partial Steiner triple system of order u  11, let L1 be its leave,
and suppose that L1 contains a spanning useable subgraph L with (L) 3u− 21 and Δ(L) <
u+12 . Then (U,A) can be embedded in a partial Steiner triple system of order 2u + 1 with a
leave H such that either
• E(H) = E(L1) \E(L); or
• E(H) consists of E(L1) \ E(L) and the edges of a path of length three with endvertices in
U and internal vertices not in U .
Proof. Let w = u+12  and let W be a set with |W | = w and W ∩U = ∅. We shall embed (U,A)
in a partial Steiner triple system (U ∪W,B∗) with a leave G∗ such that the required embedding
of (U,A) can be obtained from (U ∪W,B∗) by applying Lemma 9.1.
Since Δ(L)w − 1, there exists an equalised proper edge colouring γ of L with colour set
W (see [11,17]). Label the elements of W by a1, a2, . . . , aw so that if i < j the number of edges
assigned colour ai by γ is at least the number of edges assigned colour aj by γ . Let
B0 = A∪
{{
x, y, γ (xy)
}
: xy ∈ E(L)}
so that (U ∪W,B0) is a partial Steiner triple system.
It is straightforward to verify that for all u 11 there exists a partial Steiner triple system of
order w with 13(L) triples. (For all n, the maximum number of triples in a partial Steiner triple
system of order n is well known; see [14].) Moreover, by Lemma 7.2 there exists an equitable
partial Steiner triple system (W,C) with 13(L) triples and (by relabelling the elements if neces-
sary) a leave M such that for i < j , degM(ai) degM(aj ). Let B1 = B0 ∪C so that (U ∪W,B1)
is a partial Steiner triple system, and denote its leave by G1.
It is easy to see that for each x ∈ W , the number of U -type 2 triples containing x equals the
number of U -type 0 triples containing x. It follows that for each x ∈ W ,
degG1(U,W)(x) = u−
(
w − 1 − degG1(W)(x)
)
.
Note that (G1(W)) =
(
w
2
)− (L)  (w2)− 3u + 21, which implies (G1(W)) 3 (since w =
u+12 ).
Recall that we wish to embed (U,A) in a partial Steiner triple system (U ∪ W,B∗) with a
leave G∗ which satisfies degG∗(U,W)(x) u + 1 − w for all x ∈ U . To this end, we now create
an intermediate system (U ∪W,B2) by adding certain U -type 1 triples to B1, so that in the leave
G2 of (U ∪W,B2), degG2(U,W)(x) u+ 1 −w for all x ∈ U .
Clearly degG1(U,W)(x)  w for all x ∈ U . If u is odd then u + 1 − w = w, and so clearly
degG1(U,W)(x) u+ 1 −w for all x ∈ U . Hence, when u is odd we let B2 = B1. In the case u is
even, u+1−w = w−1, and it is possible that there exists a vertex a ∈ U with degG1(U,W)(a) >
u+1−w. If this is the case, then a satisfies degG1(U,W)(a) = w, and it follows that degL(a) = 0.
Hence, in the case u is even, for each a ∈ U with degL(a) = 0, we shall add a U -type 1 triple
containing a. There are at most two such vertices (recall that L is useable). Thus, when u is even
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with degL(a) = 0 (note that G1(W) has at least three edges). Let G2 be the leave of the partial
Steiner triple system (U ∪W,B2). Then degG2(U,W)(x) u+ 1 −w for all x ∈ U .
We claim that we may now arbitrarily add further U -type 1 triples to B2 until there are no
unused edges with both vertices in W . To see this, suppose that we have added a (possibly
empty) set S of U -type 1 triples to B2, and denote the leave of the partial Steiner triple system
(U ∪W,B2 ∪S) by G3. First note that for each x ∈ W , each U -type 1 triple containing x uses one
edge xa with a ∈ U and one edge xb with b ∈ W . Hence, degG3(U,W)(x) = degG1(U,W)(x) − r ,
and degG3(W)(x) = degG1(W)(x) − r , where r is the number of U -type 1 triples containing x in
B2 ∪ S. So we have
degG3(U,W)(x) = u−
(
w − 1 − degG1(W)(x)
)− r = u− (w − 1 − (degG1(W)(x)− r))
from which it follows that
degG3(U,W)(x) = u−
(
w − 1 − degG3(W)(x)
)
.
We show that if G3(W) is not empty then we can add a U -type 1 triple to B2 ∪ S. Let yz ∈
E(G3(W)). Then degG3(U,W)(y) = u − (w − 1 − degG3(W)(y))  u + 2 − w, and similarly
degG3(U,W)(z) u+ 2 −w. Since 2(u+ 2 −w) > u, y and z have (in G3) a common neighbour
in U , and hence we may add a U -type 1 triple to B2 ∪ S.
Let (U ∪ W,B∗) be the partial Steiner triple system which results from adding all the U -
type 1 triples as described above, and let G∗ be its leave. We claim that (U ∪ W,B∗) satisfies
the conditions of Lemma 9.1. Clearly, G∗(W) is empty, and this implies that degG∗(U,W)(x) =
u − (w − 1 − degG∗(W)(x)) = u + 1 − w for all x ∈ W . It is clear that G∗(U) = L1 − L, and
degG∗(U,W)(x) u + 1 − w for all x ∈ U . Since L is useable, there are at most two vertices in
U with degree in G∗(U,W) congruent to u − w (mod 2). Hence, we may apply Lemma 9.1 to
obtain the required embedding of (U ∪W,B∗), which is also an embedding of (U,A). 
Remark. From the remark following Lemma 9.1, it is clear that the system constructed in
Lemma 9.2 also has a vertex a2 /∈ U satisfying one of the two following properties:
• a2 is in precisely u U -type 1 triples (when E(H) = E(L1) \E(L)).
• a2 is in precisely u−1 U -type 1 triples (when E(H) consists of E(L1)\E(L) and the edges
of a path of length three).
We now consider the problem of embedding a partial Steiner triple system of order u with
a leave L1 containing a spanning useable subgraph L satisfying (L)  3u − 21 and Δ(L) 
u+12 .
As in Lemma 9.2, we shall first embed the given partial Steiner triple system (U,A) of order
u in a partial Steiner triple system of order u+ u+12 . Then, new vertices will be added one at a
time, with new triples added after the addition of each new vertex, until we obtain a partial Steiner
triple system which satisfies the conditions of Lemma 9.1. We shall then apply Lemma 9.1 to
obtain the desired embedding.
At each stage we require that the partial Steiner triple system we have constructed thus far
satisfies several conditions, and we include these conditions in Definition 9.3 below. Several
of the conditions involve the value degG(U,W)(x)− degG(U)−(L1−L)(x) where (U ∪W,B) is the
constructed partial Steiner triple system, G is its leave, and x ∈ U . Thus, for brevity we introduce
the notation fG(x) to denote this value. That is, given a partial Steiner triple system (U,A) with
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with a leave G, we define
fG(x) = degG(U,W)(x)− degG(U)−(L1−L)(x)
for all x ∈ U . Suppose (U ∪ W,B) and (U ∪ W,B ∪ {T }) are embeddings of (U,A) and let G
and G′ be their respective leaves. Note that if T is a U -type 2 triple such that T does not use
an edge of L1 − L, then for all x ∈ U , fG′(x) = fG(x), whilst if T is a U -type 1 triple then
fG′(x) = fG(x) − 2 for x ∈ T ∩ U and fG′(x) = fG(x) for all x ∈ U \ T . Further, note that if
(U ∪W,B∗) with a leave G∗ is a repacking of (U ∪W,B), then fG∗(x) = fG(x) for all x ∈ U .
We will use these facts implicitly in the proofs that follow.
Definition 9.3. Suppose a partial Steiner triple system (U,A) of order u with a leave L1 con-
taining a spanning useable subgraph L is embedded in a partial Steiner triple system (U ∪W,B)
of order u + w with a leave G, and let L′ = L1 − L. For a subset S of U , we say that such an
embedding is S-good if the following conditions are satisfied.
(1) (L) 3u− 21.
(2) u+12 w  u− 4.(3) |S| u− 5.
(4) G(U) = L1 −L(S).
(5) G(W) is empty.
(6) For all x ∈ U \ S, degG(U,W)(x) = w.
(7) (G(U,W)) = w(u+ 1 −w)+ 2(G(U)−L′).
(8) For all x ∈ S, fG(x) u+ 1 −w.
(9) For all x ∈ S, 1 fG(x).
(10) |{x ∈ S: fG(x) = u+ 1 −w or fG(x) = u−w}|w.
(11) For all x ∈ U \ S, degG(U)−L′(x)w − 1.
Suppose an embedding of (U,A) in (U ∪W,B) is S-good. It is straightforward to check that
if (U ∪W,B ′) is any repacking of (U ∪W,B), then the embedding of (U,A) in (U ∪W,B ′) is
also S-good. This fact is used implicitly in the proofs that follow.
The following lemma is proven in [3], and is needed to prove Lemma 9.5.
Lemma 9.4. [3] Let U and W be disjoint sets, let (U ∪W,B) be a partial Steiner triple system,
let G be its leave, and let w = |W |. Suppose there exists an edge xy ∈ E(G(W)) and a set Q of
four vertices in U such that∑
x∈Q
degG(U,W)(x) 2w + 2.
Then there exists a partial Steiner triple system (U ∪W,B ′) with a U -type 1 triple T ∈ B ′ where
one vertex of T is in Q and such that (U ∪W,B ′ \ {T }) is a repacking of (U ∪W,B).
Lemma 9.5. Let (U,A) be a partial Steiner triple system of order u  11, let L1 be its leave
and suppose that L1 contains a spanning useable subgraph L with (L) 3u− 21 and Δ(L)
u+12 . Then (U,A) has an S-good embedding in a partial Steiner triple system (U ∪ W,B) of
order u+w where w = |W | = u+1 and S = {x ∈ U : degL(x)w − 1}.2
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(W,C) with 13(L) triples. (For all n, the maximum number of triples in a partial Steiner triple
system of order n is well known; see [14].)
Let L′ = L1 − L, let s = |S|, let R = U \ S and let r = |R| = u − s. Note that s  u − 1 as
Δ(L)  w. The definition of S guarantees that Δ(L(S))  w − 1 and so by Vizing’s Theorem
[16] there exists a proper edge colouring γ of L(S) with colour set W . Let
B0 = A∪C ∪
{{
x, y, γ (xy)
}
: xy ∈ E(L(S))}.
Clearly (U ∪W,B0) is a partial Steiner triple system. Let G0 be its leave and let ε = (G0(W)) =(
w
2
)− (L). Note that since (L) 3u− 21, we have ε  3.
We now construct a sequence
(U ∪W,B0), (U ∪W,B1), . . . , (U ∪W,Bε)
of partial Steiner triple systems, with leaves G0,G1, . . . ,Gε say. For i = 0,1,2, . . . , ε − 1, the
partial Steiner triple system (U ∪W,Bi+1) is obtained from (U ∪W,Bi) by one of the following
two methods.
(A) If u is even and there exists a vertex a ∈ U with fGi (a) = w, then we shall add a U -type 1
triple {a, x, y} to Bi , for some xy ∈ E(Gi(W)).
(B) Otherwise we shall apply Lemma 9.4, where Q = Qi is defined to be a set consisting of
four vertices of S such that fGi (x) fGi (y) for all x ∈ Qi and all y ∈ S \Qi .
Note that since both methods repack (possibly trivially) and add a new U -type 1 triple,
(Gi(W)) = ε − i for i = 0,1,2, . . . , ε. In particular, Gε(W) is empty.
We need to check that we can indeed construct this sequence. Suppose we have constructed
(U ∪W,Bk) for some k ∈ {0,1,2, . . . , ε− 1}. We show that we can construct (U ∪W,Bk+1) by
the appropriate method.
If u is even and there exists a vertex a ∈ U with fGk (a) = w, then clearly degGk(U,W)(a) = w
and degL(a) = 0. Since k  ε − 1, there is at least one edge, xy say, in Gk(W). Let Bk+1 =
Bk ∪ {{a, x, y}}.
Otherwise, we show that the conditions of Lemma 9.4 are satisfied with Q = Qk defined
as above. Since k  ε − 1, there is at least one edge, xy say, in Gk(W). We now check that∑
x∈Qk degGk(U,W)(x)  2w + 2. Observe that (G0(U,W)) = uw − 2(L(S)) from which it
follows that (Gk(U,W)) = uw − 2(L(S))− 2k. Since k  ε − 1 and ε =
(
w
2
)− (L) we have

(
Gk(U,W)
)
 uw − 2(L(S))− 2
((
w
2
)
− (L)− 1
)
= w(u+ 1 −w)+ 2((L)− (L(S)))+ 2.
Substituting

(
Gk(U,W)
)= ∑
x∈U
degGk(U,W)(x), (L)− 
(
L(S)
)= 1
2
∑
x∈U
degGk(U)−L′(x)
and ∑
fGk (x) =
∑
degGk(U,W)(x)−
∑
degGk(U)−L′(x)x∈U x∈U x∈U
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x∈U
fGk (x)w(u+ 1 −w)+ 2.
Now, for x ∈ R we have fGk (x) = w − degGk(U)−L′(x), which is at most zero since
degGk(U)−L′(x)w for all x ∈ R. This implies that∑
x∈S
fGk (x)
∑
x∈U
fGk (x)
and so we have∑
x∈S
fGk (x)w(u+ 1 −w)+ 2.
It follows that
∑
x∈Qk
fGk (x)
4
s
(
w(u+ 1 −w)+ 2).
It is straightforward to check that since w = u+12 ,
4
(
w(u+ 1 −w)+ 2)> (u− 1)(2w + 1).
We have s  u− 1 and so it follows that∑
x∈Qk
fGk (x) > 2w + 1 and hence that
∑
x∈Qk
fGk (x) 2w + 2.
Since fGk (x) = degGk(U,W)(x)− degGk(U)−L′(x), this implies∑
x∈Qk
degGk(U,W)(x) 2w + 2
as required. So we can indeed construct the above sequence of partial Steiner triple systems.
It remains only to verify that (U ∪W,Bε) is S-good. Conditions (1), (2), (4)–(6), and (11) of
Definition 9.3 are clearly satisfied. We now verify that the remaining conditions are also satisfied.
At this point we also note that for all x ∈ S, fG0(x) = w − degL(x). Thus, it follows from the
construction of (U ∪W,Bε), and the properties of repacking, that for all x ∈ S we have fGε(x)
w − degL(x) and fGε(x) < w − degL(x) if and only if x occurs in a U -type 1 triple in Bε . This
can happen only if u is even and fG0(x) = w, or if x ∈ Qi for some i ∈ {0,1,2, . . . , ε − 1}.
We now check Conditions (3), (7)–(10) of Definition 9.3.
Condition (3). We first establish a weak upper bound on r . Since degL(x)  u+12  for each
x ∈ R, and∑
x∈R
degL(x)
∑
x∈U
degL(x),
we have
r
⌈
u+ 1
2
⌉

∑
degL(x).
x∈U
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x∈U
degL(x) = 2(L),
and (L) 3u− 21. This implies that
r
⌈
u+ 1
2
⌉
 2(3u− 21).
It follows that r  12u−84
u+1 , and hence r  11. Also note that r  5 for all u 14.
We will now show that r  5 for all u 15. Simple counting yields the following equation:∑
x∈R
degL(x) = 2
(
L(R)
)+ (L(R,S)).
Since (L(R))
(
r
2
)
, (L(R))+ (L(R,S)) (L) and (L) 3u− 21, we have
r
⌈
u+ 1
2
⌉

∑
x∈R
degL(x) 3u− 21 +
r(r − 1)
2
.
Hence, 3u − 21 + r(r−1)2 − r u+12  0. It is straightforward to verify that this inequality fails
for r ∈ {6,7, . . . ,11} and u 15. Thus r  5 for all u 11 and Condition (3) holds.
Condition (7). Clearly (Gε(U,W)) = uw − 2(L(S)) − 2ε. Substituting ε =
(
w
2
)− (L), we
obtain

(
Gε(U,W)
)= uw − 2(L(S))− 2
((
w
2
)
− (L)
)
= w(u+ 1 −w)+ 2((L)− (L(S))).
Since (Gε(U)−L′) = (L)− (L(S)), we have Condition (7).
Condition (8). Let x ∈ S. We have seen that fGε(x)w−degL(x). If u is odd then u+1−w =
w and Condition (8) holds. If u is even then u+ 1 −w = w − 1. In this case, if degL(x) 1 we
are finished, so assume that degL(x) = 0. Since L is useable and u is even, there are at most two
vertices in U with degree 0 in L. Since ε  3, x is in at least one U -type 1 triple (by applying
method (A) to obtain B1 from B0, or B2 from B1), and so fGε(x)  w − 2  u + 1 − w as
required.
Condition (9). We have already seen that for x ∈ S, fG0(x) = w − degL(x). Since degL(x)
w − 1 for all x ∈ S, we have fG0(x) 1 for all x ∈ S. To show that fGε(x) 1 for all x ∈ S, we
must show that for each i = 0,1,2, . . . , ε− 1, if {a, b, c} is a U -type 1 triple in Bi+1 with a ∈ U ,
such that (U ∪W,Bi+1 \ {{a, b, c}}) is a repacking of (U ∪W,Bi), then fGi (a) 3. Recall that
Bi+1 is obtained from Bi by method (A) or (B).
If Bi+1 is obtained from Bi by method (A), then u is even and fGi (x) = w for some x ∈ S.
Clearly, fGi (x) 3, since u 11 and w = u+12 .
Otherwise, Bi+1 is obtained from Bi by method (B), and it is sufficient to show that
fGi (x)  3 for all x ∈ Qi . Suppose otherwise. That is, suppose there exists an element a ∈ Qi
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know that fGi (x) u+ 1 −w for all x ∈ Qi . Hence we have∑
x∈S
fGi (x) 3(u+ 1 −w)+ 2(s − 3).
But we have already seen that∑
x∈S
fGi (x)w(u+ 1 −w)+ 2
so it must be the case that
w(u+ 1 −w)+ 2 3(u+ 1 −w)+ 2(s − 3).
Substituting s  u− 1 into this expression and simplifying we get
(w − 3)(u+ 1 −w)− 2(u− 5) 0.
Substituting w = u+12 for u odd and w = u+22 for u even into this expression we get
1
4
(
u2 − 12u+ 35) 0 and 1
4
(
u2 − 12u+ 40) 0
for u odd and u even, respectively. Since u 11, this is a contradiction and Condition (9) holds.
Condition (10). Consider first the case u is odd. Then w = u + 1 − w = u+12 . Let x ∈ S. If
fGε(x) = u + 1 − w, then clearly degL(x) = 0. But Δ(L)  u+12 so there are at most u − 1 −
u+1
2 = u−32 vertices of S having degree 0 in L. Since L is useable, there are at most two vertices
with fGε(x) ≡ u−w (mod 2). Thus
∣∣{x ∈ S: fGε(x) = u+ 1 −w or fGε(x) = u−w}∣∣ u− 32 + 2
and Condition (10) holds when u is odd.
Now consider the case u is even. Then u + 1 − w = w − 1. We have noted that fGε(x) <
w − degL(x) whenever x is in a U -type 1 triple, and that there are at most two vertices with
fGε(x) ≡ u − w (mod 2). If there exists an x ∈ Qε−1 such that fGε−1(x) < u + 1 − w then
clearly there are at most five vertices of S with fGε(x) = u + 1 −w or fGε(x) = u −w and we
are finished (since u 11 implies w  6).
Hence we can assume that for all x ∈ Qε−1, we have fGε−1(x) = u+ 1 −w. By the definition
of Qi for i = 0,1,2, . . . , ε − 1, this implies that every U -type 1 triple in Bε is incident with a
distinct vertex x where fGε(x) = u−w or fGε(x) = u−w − 1.
We know there are ε U -type 1 triples in Bε . Since L is useable, there are at most two vertices
with fGε(x) = u−w, and at most two U -type 1 triples added by method (A). So if s − (ε−2)
w then |{x ∈ S: fGε(x) = u + 1 − w or fGε(x) = u − w}| w. Hence we need only show that
ε−s+w−2 0. Since u is even we have w = u+22 and we know that s  u−1, ε =
(
w
2
)−(L),
and (L) 3u− 21. Hence we have
ε − s +w − 2
( 1
2 (u+ 2)
2
)
− (3u− 21)− (u− 1)+ u+ 2
2
− 2.
Simplifying we get ε − s + w − 2 18 (u2 − 26u + 168). It is straightforward to check that this
is non-negative for every even integer u. 
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S-good embedding in a partial Steiner triple system of larger order, or to an S′-good embedding,
where S is a proper subset of S′. These results are given in Lemmas 9.7 and 9.8, respectively.
The proofs of these lemmas use the following repacking result, proven in [3].
Lemma 9.6. [3] Let U and W be disjoint sets, let (U ∪ W,B) be a partial Steiner triple
system, let G be its leave, let w = |W | and suppose degG(U,W)(x)  1 for all x ∈ U . Let
P = {x1, x2, . . . , xp} be any subset of U with p  w and degG(U,W)(x) 2 for all x ∈ P . Then
there exists a repacking (U ∪W,B ′) of (U ∪W,B) with a leave G′ such that G′ has a matching
{x1y1, x2y2, . . . , xpyp} for some y1, y2, . . . , yp ∈ W .
Lemma 9.7. Let (U,A) be a partial Steiner triple system of order u  11, let L1 be its leave,
suppose that L1 contains a spanning useable subgraph L with (L) 3u−21, and suppose that
for some S ⊆ U , (U,A) has an S-good embedding in a partial Steiner triple system of order
u+w with a leave G. If S = U and for all x ∈ U \ S, degG(U)−(L1−L)(x)w, then (U,A) has
an S-good embedding in a partial Steiner triple system of order u+w + 1.
Proof. Let L′ = L1 −L and let W be a set with |W | = w and U ∩W = ∅. Suppose that (U,A)
has an S-good embedding in a partial Steiner triple system (U ∪W,B) with a leave G where S =
U and degG(U)−L′(x)w for all x ∈ U \S. Note that G(U)−L′ = L−L(S) (see Condition (4)
of Definition 9.3). Let R = U \ S and let r = |R|.
First we show that |S|w. Note that w  u− 4 and |S| u− 5 (see Conditions (2) and (3)
of Definition 9.3). Thus, |S|w unless |S| = u− 5 and w = u− 4. In this case, note that r = 5,
and (L(R)) 10. Since degG(U)−L′(x) u− 4 for all x ∈ R, we have
∑
x∈R
degG(U)−L′(x) 5(u− 4).
Furthermore, (L(R))+ (L(R,S)) (L) 3u− 21. Hence, it follows from
∑
x∈R
degG(U)−L′(x) = 2
(
L(R)
)+ (L(R,S))
that 5(u− 4) 3u− 21 + 10, which is a contradiction, since u 11.
Let P be a subset of S with |P | = w such that for all x ∈ P and all y ∈ S \P , fG(x) fG(y).
We denote the elements of P by x1, x2, . . . , xw .
Conditions (6) and (9) imply that degG(U,W)(x)  1 for all x ∈ U . So if degG(U,W)(x)  2
for all x ∈ P then we can apply Lemma 9.6. We now show that this is indeed the case. Suppose
otherwise, and let x ∈ P with fG(x)  1 (recall that fG(x)  degG(U,W)(x)). We know that
1 fG(x) u+ 1 −w for all x ∈ S and so by the definition of P we have∑
x∈S
fG(x) (w − 1)(u+ 1 −w)+
(|S| − (w − 1)).
Now, |S| u− 1. Replacing |S| with u− 1 in the above expression and simplifying we obtain
∑
fG(x)w(u+ 1 −w)− 1.
x∈S
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since degG(U)−L′(x)w for all x ∈ U \ S. This implies that∑
x∈S
fG(x)
∑
x∈U
fG(x).
But ∑
x∈U
fG(x) =
∑
x∈U
degG(U,W)(x)−
∑
x∈U
degG(U)−L′(x),
∑
x∈U
degG(U,W)(x) = 
(
G(U,W)
)
and ∑
x∈U
degG(U)−L′(x) = 2
(
G(U)−L′).
So we have∑
x∈S
fG(x) 
(
G(U,W)
)− 2(G(U)−L′)= w(u+ 1 −w)
(see Condition (7) of Definition 9.3). This is a contradiction, so degG(U,W)(x) 2 for all x ∈ P .
Thus we can apply Lemma 9.6 to obtain a repacking (U ∪W,B∗) of (U ∪W,B) with a leave
G∗ such that G∗ has a matching {x1y1, x2y2, . . . , xwyw} with y1, y2, . . . , yw ∈ W . Choose a new
element β /∈ U ∪W , let W ′ = W ∪ {β}, let w′ = w + 1, let
B ′ = B∗ ∪ {{β,x1, y1}, {β,x2, y2}, . . . , {β,xw, yw}}
and let G′ be the leave of (U ∪ W ′,B ′). Note that, for all x ∈ P we have fG′(x) = fG(x) − 1
and for all x ∈ U \ P we have fG′(x) = fG(x)+ 1.
We claim that the embedding of (U,A) in (U ∪W ′,B ′) is S-good. It is either clear or routine
to check that Conditions (1), (3)–(6) and (11) of Definition 9.3 are satisfied. To verify Condi-
tion (11) we use the assumption that degG(U)−L′(x)  w for all x ∈ U \ S. We now verify that
the remaining conditions are also satisfied.
Condition (2). Since S = U , degG(U)−L′(x)w for all x ∈ U \ S, and Δ(G(U)−L′) u− 5
(since L is useable), we have w  u− 5 which implies w′  u− 4 as required.
Condition (7). We have (G′(U) − L′) = (G(U) − L′) and (G′(U,W)) = (G(U,W)) +
u− 2w. Hence it follows from (G(U,W)) = w(u+ 1 −w)+ 2(G(U)−L′) that

(
G′(U,W)
)= w(u+ 1 −w)+ 2(G′(U)−L′)+ u− 2w.
Replacing w with w′ − 1 in this expression and simplifying we get

(
G′(U,W)
)= w′(u+ 1 −w′)+ 2(G′(U)−L′)
and Condition (7) holds.
Condition (8). If x ∈ P , we have fG′(x) = fG(x) − 1. Since fG(x)  u + 1 − w (see Con-
dition (8) of Definition 9.3), we have fG′(x)  u + 1 − w − 1 = u + 1 − w′ as required.
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fG(x) u−w − 1 and hence fG′(x) = fG(x)+ 1 u−w = u+ 1 −w′ as required.
Condition (9). We have already proven that fG(x) 2 for all x ∈ P . Since fG′(x) = fG(x)− 1
for x ∈ P and fG′(x) = fG(x)+ 1 for x ∈ U \ P , Condition (9) holds.
Condition (10). Let Q = {x ∈ S: fG′(x) = u + 1 − w′ or fG′(x) = u − w′}. Clearly, Q =
{x ∈ P : fG(x) = u + 1 − w or fG(x) = u − w} ∪ {x ∈ S \ P : fG(x) = u − w − 1 or fG(x) =
u−w − 2}.
Suppose there is a vertex x ∈ P with fG(x) = u − w − 2. Then |{x ∈ P : fG(x) = u + 1 −
w or fG(x) = u − w}|  w − 1. Since L is useable, |{x ∈ U : fG(x) ≡ u − w (mod 2)}|  2.
This, together with the definition of P , implies that |{x ∈ S \P : fG(x) = u−w − 1 or fG(x) =
u−w − 2}| 1. Hence, |Q|w w′ and we are finished.
Similarly, if there is a vertex x ∈ P with fG(x)  u − w − 3 then |Q|  w − 1 and we are
finished. Hence it remains only to consider the case where fG(x) u − w − 1 for all x ∈ P . In
this case we suppose that Q has at least w′ + 1 = w + 2 elements, and show that this leads to a
contradiction.
We first obtain a lower bound on
∑
x∈S fG(x). Let t = |{x ∈ P : fG(x) = u−w − 1}|. Since|Q|w + 2 and P is chosen such that fG(x) fG(y) for all x ∈ P and all y ∈ S \ P , we have
• |{x ∈ P : fG(x) = u+ 1 −w or fG(x) = u−w}| = w − t ;
• |{x ∈ P : fG(x) = u−w − 1}| = t ;
• |{x ∈ S \ P : fG(x) = u−w − 1 or fG(x) = u−w − 2}| t + 2; and
• fG(x) 1 for all x ∈ S (by Condition (9) of Definition 9.3).
Furthermore, since L is useable, |{x ∈ U : fG(x) ≡ u−w (mod 2)}| 2. Hence we have∑
x∈S
fG(x) (w − t)(u+ 1 −w)+ t (u−w − 1)+ (t + 2)(u−w − 1)
− 2 + (|S| − (w + t + 2))
which simplifies to∑
x∈S
fG(x) t (u−w − 4)+w(u+ 1 −w)+ 2u− 3w − 6 + |S|.
Now, consider the term t (u−w − 4). Since S = U , w + t + 2 u− 1, which implies u−w 
t + 3. So t (u−w − 4) t (t − 1) 0 (since t  0). Hence we have∑
x∈S
fG(x)w(u+ 1 −w)+ 2u− 3w − 6 + |S|.
We now derive an upper bound on
∑
x∈S fG(x). Since G(S)−L′ is empty (see Condition (4)
of Definition 9.3), we have∑
x∈S
degG(U)−L′(x) = 
(
L(R,S)
)= (G(U)−L′)− (L(R)).
But (L(R))
(
r
2
)
and so
∑
degG(U)−L′(x) 
(
G(U)−L′)− r(r − 1)
2
. (∗)x∈S
D. Bryant, M. Buchanan / Journal of Combinatorial Theory, Series A 114 (2007) 1046–1088 1083Consider now the equation∑
x∈S
fG(x) =
∑
x∈S
degG(U,W)(x)−
∑
x∈S
degG(U)−L′(x).
Combining∑
x∈S
degG(U,W)(x) = 
(
G(S,W)
)= (G(U,W))− (G(R,W))
with (∗) derived above, we have
∑
x∈S
fG(x) 
(
G(U,W)
)− (G(R,W))− (G(U)−L′)+ r(r − 1)
2
.
Furthermore, (G(R,W)) = wr and (G(U,W)) = w(u+ 1 −w)+ 2(G(U)−L′) (see Con-
ditions (6) and (7) of Definition 9.3), and hence
∑
x∈S
fG(x)w(u+ 1 −w)+ 
(
G(U)−L′)−wr + r(r − 1)
2
.
Combining this with the lower bound for
∑
x∈S fG(x) obtained above, we have
w(u+ 1 −w)+ 2u− 3w − 6 + |S|w(u+ 1 −w)+ (G(U)−L′)−wr + r(r − 1)
2
which simplifies to
2u− 3w − 6 + |S| (G(U)−L′)−wr + r(r − 1)
2
.
Since (G(U)−L′) 3u− 21 and |S| u− 5 we have
r(r − 1)
2
−w(r − 3)− 10 0
which is a contradiction for r  3 (recall that r  5). We now show that we also obtain a contra-
diction for r ∈ {1,2}. We know that Δ(L) u − 5 (since L is useable) and L(S) is empty (see
Condition (4) of Definition 9.3), and so it is clear that (G(U) − L′) r(u − 5). Furthermore,
|S| = u− r . Thus, it follows from the inequality
2u− 3w − 6 + |S| (G(U)−L′)−wr + r(r − 1)
2
derived above that
(3 − r)(u−w − 2)+ 2r − r(r − 1)
2
 0.
Since r ∈ {1,2} and u−w − 2 2 (see Condition (2) of Definition 9.3) this is also a contradic-
tion. Hence Condition (10) holds. 
Lemma 9.8. Let (U,A) be a partial Steiner triple system of order u and let L1 be its leave.
Suppose that L1 contains a spanning useable subgraph L and suppose that for some S ⊆ U ,
(U,A) has an S-good embedding in a partial Steiner triple system of order u+w with a leave G.
If there exists a vertex α ∈ U \ S such that degG(U)−(L1−L)(α) = w − 1, then (U,A) has an
(S ∪ {α})-good embedding in a partial Steiner triple system of order u+w.
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Steiner triple system in which (U,A) has an S-good embedding, let G be the leave of (U∪W,B),
and let α ∈ U \ S with degG(U)−L′(α) = w − 1. Let P = NbdG(U)−L′(α)∩ S = {x1, x2, . . . , xt }.
Then t w − 1.
Since degG(U)−L′(x)  1 for all x ∈ P , Conditions (6) and (9) of Definition 9.3 imply that
degG(U,W)(x)  2 for all x ∈ P and that degG(U,W)(x)  1 for all x ∈ U \ P . Hence we can
apply Lemma 9.6 and thus obtain a repacking (U ∪W,B∗) of (U ∪W,B) with a leave G∗ such
that G∗ has a matching {x1y1, x2y2, . . . , xtyt } for some y1, y2, . . . , yt ∈ W . Let
B ′ = B∗ ∪ {{α,x1, y1}, {α,x2, y2}, . . . , {α,xt , yt }}
and let G′ be the leave of (U ∪ W,B ′). Note that for all x ∈ U , fG′(x) = fG(x). It is routine to
check that the embedding of (U,A) in (U ∪W,B ′) is (S ∪ {α})-good. 
We are now ready to prove the main result of this section.
Lemma 9.9. Let (U,A) be a partial Steiner triple system of order u 11, let L1 be its leave and
suppose that L1 contains a spanning useable subgraph L with (L) 3u− 21. Then (U,A) can
be embedded in a partial Steiner triple system of order 2u+ 1 with a leave H such that either
• E(H) = E(L1) \E(L); or
• E(H) consists of E(L1) \ E(L) and the edges of a path of length three with endvertices in
U and internal vertices not in U .
Proof. Let L′ = L1 − L. If Δ(L) < u+12  then the result follows by Lemma 9.2. So we can
assume Δ(L) u+12 . Hence by Lemma 9.5, for some S0 ⊆ U , (U,A) has an S0-good embed-
ding in a partial Steiner triple system (U ∪W0,B0) of order u+w0 where w0 = |W0| = u+12 .
Let G0 be the leave of (U ∪W0,B0).
We now repeatedly apply Lemma 9.7 or Lemma 9.8, at each stage producing a new partial
Steiner triple system (U ∪ W,B) in which (U,A) has an S-good embedding for some S ⊆ U ,
until we obtain a U -good embedding of (U,A). We need to specify which of these lemmas we
apply at each stage, verify that we can indeed apply them, and verify that we eventually obtain a
U -good embedding of (U,A).
Suppose we have an S-good embedding, with S = U , of (U,A) in a partial Steiner triple
system (U ∪ W,B). Let G be the leave of (U ∪ W,B) and let w = |W |. We apply Lemma 9.7
in the case degG(U)−L′(x)w for all x ∈ U \ S, and we apply Lemma 9.8 if there exists an α ∈
U \ S such that degG(U)−L′(α) = w − 1. Recall that Condition (11) of Definition 9.3 guarantees
degG(U)(x)w − 1 for all x ∈ U \ S. It is thus easy to see that for S = U , we can indeed apply
either Lemma 9.7 or Lemma 9.8. Since Lemma 9.7 results in an S-good embedding of (U,A) in
a partial Steiner triple system of order u + w + 1, and Lemma 9.8 results in an (S ∪ {α})-good
embedding of (U,A) in a partial Steiner triple system of order u+w, it is clear that we eventually
obtain a U -good embedding of (U,A). Note that Condition (2) of Definition 9.3 guarantees that
the order of the resulting partial Steiner triple system is at most 2u− 4.
Hence we can indeed construct a U -good embedding (U ∪ W ′,B ′) of (U,A). Let G′ be the
leave of (U ∪ W ′,B ′) and let w′ = |W ′|. Applying Lemma 7.2 we obtain a repacking (U ∪
W ′,B∗) of (U ∪W ′,B ′) with a leave G∗ such that |degG∗(x)− degG∗(y)| 2 for all x, y ∈ W ′.
We now show that (U ∪W ′,B∗) satisfies the conditions of Lemma 9.1.
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dition (7) of Definition 9.3 we have (G∗(U,W)) = w′(u + 1 − w′) which implies that
degG∗(U,W)(x) = degG∗(x) = u + 1 − w′ for all x ∈ W ′ (since degG∗(x) has opposite parity to
u+w′ for all x ∈ W ′). Condition (8) of Definition 9.3 guarantees that degG∗(U,W)(x) u+1−w′
for all x ∈ U . Hence the result follows by Lemma 9.1. 
Remark 1. From the remarks following Lemmas 9.1 and 9.2, it is clear that the system con-
structed in Lemma 9.9 also has a vertex a2 /∈ U satisfying one of the following two properties:
• a2 is in precisely u U -type 1 triples (when E(H) = E(L1) \E(L)).
• a2 is in precisely u−1 U -type 1 triples (when E(H) consists of E(L1)\E(L) and the edges
of a path of length three).
Remark 2. From the construction in the preceding proof, it is clear that if E(H) consists of
E(L1) \E(L) and the edges of a path of length three, then the endvertices of the path are the two
vertices with degree in L congruent to u (mod 2).
10. Main result
Before proving the main result of this paper, we require the following lemma which is used in
the final step of our embedding method.
Lemma 10.1. Let U0 ⊂ U1 and suppose that (U0,A0) is a partial extended triple system which
is embedded in a partial extended triple system (U1 ∪W,B) of odd order. Let L be the leave of
(U1 ∪W,B) and suppose that one of the following statements holds.
• There exists a vertex k ∈ W such that each extended triple in B containing k is a normal
triple which contains at least one other vertex in W ; and E+(L) = {xx: x ∈ W }.
• There exists a vertex k ∈ U1 \ U0 such that each extended triple in B containing k is either
{k, k, k} or a normal triple which contains at least one vertex in W ; and E+(L) = {xx: x ∈
W } ∪ {xk: x ∈ S for some S ⊆ U1}.
• There exists a vertex k ∈ W such that each extended triple in B containing k is a normal
triple which contains at least one other vertex in W ; and E+(L) consists of {xx: x ∈ W }
and the edges of a path of length three, with endvertices in U1 and internal vertices k and b
for some b ∈ W \ {k}.
• There exists a vertex k ∈ U1 \ U0 such that each extended triple in B containing k is either
{k, k, k} or a normal triple which contains at least one vertex in W ; and E+(L) consists of
{xx: x ∈ W }∪{xk: x ∈ S for some S ⊆ U1} and the edges of a path of length three, k, y, z, b,
where b ∈ U1 \{k}, y, z ∈ W , and the third element in the extended triple containing the used
edge kz is in W .
Then (U0,A0) can be embedded in an extended triple system with underlying set (U1 ∪W) \ {k}.
Proof. Consider the partial extended triple system (U1 ∪ W,B) \ k and denote its leave by L′.
Then {xy: {k, x, y} ∈ B} is a matching in L′. It is straightforward to verify that L′ consists of a
union of vertex-disjoint trees, and a loop on each vertex of W . Furthermore, the conditions placed
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we may apply Lemma 5.2 to obtain the required embedding of (U0,A0). 
Theorem 10.2. Let n 9. Any partial extended triple system of order n can be embedded in an
extended triple system of order v if v is even and v  2n+ 4.
Proof. Let (U0,A0) be a partial extended triple system of order n, let v be even, v  2n + 4
and let L0 be the leave of (U0,A0). Any such partial extended triple system can be embedded
in a maximal partial extended triple system of order v−42 by arbitrarily adding extended triples.
Hence we can assume that v = 2n+ 4 and (U0,A0) is maximal. By Theorem 5.6 we can assume
L0 is non-empty, and by Lemma 5.3 we can assume Δ(L0) n− 2. We split the proof into two
cases:
• Case 1: β((U0,A0)) ∈ {n− 2, n}.
• Case 2: β((U0,A0)) n− 4.
Case 1. If β((U0,A0)) = n− 2 then by Lemma 5.4 we can assume (L) 3 and by Lemma 5.5
we can assume L = K1,n−2 ∪K1. Thus Lemma 6.2 applies when β((U0,A0)) = n− 2.
If β((U0,A0)) = n we apply Lemma 6.1 to (U0,A0) and if β((U0,A0)) = n − 2, we apply
Lemma 6.2 to (U0,A0). In both cases we obtain an embedding of (U0,A0) in a partial extended
triple system (U1,A1) of order u = n + 2, with a useable leave L which contains no loops. Let
N be the set of normal triples in A1, let P be the set of proper extended triples in A1, and let M
denote the set of (non-loop) edges used in P .
Consider the partial Steiner triple system (U1,N) of order u = n + 2 and let its leave be L1
(L1 is a subgraph of KU1 ). Note that L1 has edge set E(L1) = E(L) ∪ M , and L is a spanning
useable subgraph of L1. By Lemma 8.7 (which covers the case (L) 3u− 18) and Lemma 9.9
(which covers the case (L)  3u − 21), (U1,N) can be embedded in a partial Steiner triple
system (U1 ∪W,B) of order 2u+ 1 = 2n+ 5 with a leave G such that either
• E(G) = E(L1) \E(L) = M ; or
• E(G) consists of E(L1)\E(L) = M and the edges of a path of length three, with endvertices
in U1 and internal vertices in W .
Consider now the partial extended triple system (U1 ∪W,B ∪ P) of order 2u+ 1 = 2n+ 5 and
denote its leave by L′ (L′ is a subgraph of K+U1∪W ). It is clear that L′(U1) is empty. From the
remarks following Lemmas 8.7 and 9.9, it is also clear that one of the two following statements
holds.
• There exists a vertex a ∈ W such that each extended triple in B ∪P containing a is a normal
triple which contains at least one other vertex in W ; and E+(L) = {xx: x ∈ W } (when
E(G) = M).
• There exists a vertex a ∈ W such that each extended triple in B ∪P containing a is a normal
triple which contains at least one other vertex in W ; and E+(L) consists of {xx: x ∈ W } and
the edges of a path of length three, with endvertices in U1 and internal vertices a and b for
some b ∈ W \ {a} (when E(G) consists of M and the edges of a path of length three).
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apply Lemma 10.1 (with k = a) to (U1 ∪W,B ∪ P).
Case 2. Let p, s /∈ U0, and let U1 = U0 ∪ {p, s}. We apply Lemma 6.3 to embed (U0,A0) in a
partial extended triple system (U1,A1) of order u = n + 2 with a leave L1 which contains no
loops, such that L1 is the union of two edge-disjoint graphs L and S, where L is useable and
every edge of S is incident with s. Let N be the set of normal triples in A1, let P be the set of
proper extended triples in A1, and let M denote the set of (non-loop) edges used in P .
Consider the partial Steiner triple system (U1,N) of order u = n + 2 and let its leave be L∗
(L∗ is a subgraph of KU1 ). Note that L∗ has edge set E(L∗) = E(L) ∪ E(S) ∪ M , and L is
a spanning useable subgraph of L∗. By Lemma 8.7 (which covers the case (L)  3u − 18)
and Lemma 9.9 (which covers the case (L) 3u − 21), (U1,N) can be embedded in a partial
Steiner triple system (U1 ∪W,B) of order 2u+ 1 = 2n+ 5 with a leave G such that either
• E(G) = E(L∗) \E(L) = E(S)∪M ; or
• E(G) consists of E(S) ∪ M and the edges of a path of length three, with endvertices in U1
and internal vertices in W .
From the remarks following Lemmas 6.3, 8.7 and 9.9, it is clear that if E(G) consists of
E(S)∪M and the edges of a path of length three, then s is an endvertex of the path.
Consider now the partial extended triple system (U1 ∪ W,B ∪ P) of order 2u + 1 = 2n + 5
and denote its leave by L′ (L′ is a subgraph of K+U1∪W ). It is clear that E+(L′(U1)) = E(S). The
constructions in Lemmas 6.3, 8.7 and 9.9 ensure that each extended triple in B ∪ P containing
s is either {s, s, s} or a normal triple which contains at least one vertex in W . Furthermore, it is
clear that one of the following two statements holds.
• E+(L′) = {xx: x ∈ W } ∪E(S) (when E(G) = E(S)∪M).
• E+(L′) consists of {xx: x ∈ W } ∪ E(S) and the edges of a path of length three, s, y, z, b,
where b ∈ U1 \ {s}, y, z ∈ W , and the third element in the extended triple containing the used
edge sz is in W (when E(G) consists of E(S)∪M and the edges of a path of length three).
To obtain an embedding of (U0,A0) in an extended triple system of order v = 2u = 2n + 4, we
apply Lemma 10.1 (with k = s) to (U1 ∪W,B ∪ P). 
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