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Abstract 
Motivated by the benefits in organizing the documents in Web search engines, 
we consider the problem of automatic Web page classification. We employ the 
clustering techniques to make the classification process automatic. Each docu-
ment can be represented by a feature vector. By analyzing the clusters formed 
by these vectors, we can assign the documents within the same cluster into the 
same class automatically. Our contributions are the following: (1) We propose a 
feature extraction mechanism which is more suitable to the requirements in Web 
page classification than traditional methods. (2) We introduce a tree structure 
called a DC-tree to make the clustering process incremental and less sensitive 
to the document insertion order. (3) We show that the Manhattan distance is 
better than the cosine correlation and Euclidean distance for similarity measure-
ment in this problem domain. (4) The proposed document clustering algorithm 
can handle noise effectively and give a high quality result efficiently in the Web 
domain. We show with experiments on a collected set of Internet documents 
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The popularity of the Internet has caused an exponential increase in the amount 
of Web pages (or Web d o c u m e n t s ) � T h e information explosion has led to a 
growing challenge for information retrieval systems, such as the Internet search 
engine, to efficiently and effectively retrieve this information. Document clas-
sification becomes an important process for helping the information retrieval 
systems organize this vast amount of data. For instance, most of the Internet 
search engines will divide the indexed Web documents into a number of classes 
for the users to limit the search scope. Moreover, document classification can 
make the retrieved results easier to browse. For instance, most search engines 
return a large amount of results when a simple query (one or two words) is sub-
mitted. It can be difficult for the users to find the documents they want. If the 
results returned by the Internet search engine have been classified into several 
groups with some descriptions, the users can choose the interesting group(s) to 
continue browsing. 
Traditionally, the document classification task is carried out manually. In 
order to assign a document to an appropriate class, people would analyze the 
contents of the document first. Therefore a large amount of human effort would 
^We shall use the terms Web pages, Web documents and documents interchangeably. 
1 
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be required. There has been some research work conducted on automatic text 
classification. One approach is to learn the text classifiers by using some machine 
learning techniques [10, 28, 32, 39, 42]. However, these algorithms are based on 
a set of positive and negative training examples for learning the text classifiers. 
The quality of the resulting classifiers highly depends on the fitness of the train-
ing examples. There are many terms and classes in the World Wide Web (or 
just the Web), and many new terms and concepts are created everyday. It is 
quite impossible to have domain experts to identify training examples to learn a 
classifier for each text class in the above manner. 
1.1 Document Clustering 
Clustering is becoming increasingly widespread: It is finding applications in 
browsing [13, 14，30], in improving the performance of similarity search tools 
23, 33], and in automatically generating thesauri [11，12]. The popularity of 
Yahoo! demonstrates the potential of classification for presenting information on 
the World Wide Web. Clustering can approximate a manual classification like 
Yahoo !,s. 
In order to make the document classification process automatic, clustering 
techniques have been employed. The attractiveness of cluster analysis is that 
it can find clusters directly from the given data, without relying on any pre-
determined information such as training examples provided by domain experts. 
A document is commonly represented by a feature vector. Typically, each feature 
corresponds to a key word or phrase appearing in the set of documents. Each 
entry of the vector stores a numeric weight for the corresponding feature of 
the document. After extracting the feature vectors of the documents, we can 
apply the clustering algorithm on this set of the vectors as in conventional high 
dimensional data clustering. The resulting document clusters together with the 
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representative features (i.e., the key words or phrases with enough document 
support within the cluster) are thus reported to the user. The general strategy in 
document classification by using clustering technique is depicted in Figure 1.1. 
In order to classify the documents by using the clustering technique in the 
Web domain, some important issues have to be considered: 
1. Efficiency - There are plenty of documents available on the Web. Cur-
rently, the Internet has over 350 million pages of data and is expected to 
reach over one billion pages by the year 2000 [27]. At the mean time, the 
amount of the Web documents is growing rapidly. Therefore, a document 
clustering algorithm should be as efficient as possible (especially for the 
online document classification). 
2. Effectiveness - The aim of document classification is to assign a set of 
documents to a number of classes. The clustering algorithm should be able 
to group the relevant (or similar) documents into the same cluster while 
dissimilar documents should not be assigned to the same cluster. Also, 
the features of the cluster can construct a representative description or 
summary for their own class. 
3. Incrementality - Owing to the large size of the Web document set, it is 
inefficient to re-cluster this large amount of documents when the document 
addition or deletion occurs. Moreover, the content of the Web documents 
is updated frequently. Hence, the document clustering algorithm should 
be incremental. 
4. Noise-tolerance — A noise document is defined as a document for which 
we cannot find another document which is similar to it. The document clus-
tering algorithm should be able to identify the noise documents and should 
not let the noise documents affect the normal clusters to form clusters with 
the similar documents. 
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Many clustering algorithms have been introduced for high dimensional data 
mining, for example, K-Means, CLARANS [35], BIRCH [45], CURE [18], ROCK 
19], CLIQUE [1] and ENCLUS [8]. However, the existing clustering algorithms 
in general are not suitable to solve the document clustering problem. Most 
of them (such as K-Means, CLARANS and BIRCH) require the supply of the 
number of cluster to work on. Unfortunately, the number of clusters or classes of 
the document set is usually unknown to user. Also, a major issue that document 
databases are now facing is the high rate of update. Researchers have found that 
existing clustering algorithms are not suitable for maintaining clusters in such a 
dynamic environment, and they have identified the problem of updating clusters 
without frequently performing complete re-clustering [6, 7, 24]. Here, we propose 
to make use of a tree structure for incremental document clustering. 
1.2 DC-tree 
In this thesis, we introduce a tree structure called the DC-tree (Document-
Cluster Tree) which can cluster documents without any training set. With the 
DC-tree, an incoming data object is not forced to be inserted into the lower level 
when there does not exist a child node that is similar enough to this data object. 
This prevents some dissimilar data from being put together. As a result, the 
DC-tree-based clustering algorithm is less sensitive to the document insertion 
order and is more tolerant towards noise documents. Moreover, we propose a 
method to identify the interesting clusters so that the algorithm can handle noise 
effectively. 
We believe that our method can be useful in a number of ways: (1) For 
preprocessing on Web page classification so that users can choose a suitable class 
before searching, this helps the search to be more focused and efficient. (2) For 
online classification, so that when a large number of results are returned from a 
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search, the technique can classify the results and provide better guidance to user 
for further searching. (3) For incremental Web page classifications after updating 
on the repository. 
1.3 Feature Extraction 
Feature selection is a major problem related to document clustering. We find that 
traditional feature extraction methods (see Section 4.3) are not suitable in the 
Web domain. These feature extraction methods select the n highest-weighted 
terms as the features. The term weighting scheme is commonly based on the 
term frequency (TF) or the term frequency combined with the inverse document 
frequency (TF-IDF). However, we discover from experiments (see Section 4.1) 
that a Web page usually contains a small number of words and most words appear 
only one to two times. Hence the term frequency of a word cannot indicate the 
actual importance of this word. This method also ignores the coverage 飞 of the 
features extracted. The coverage is important because we do not want many 
tiny clusters to appear. We propose a feature extraction algorithm which is 
more suitable for the problem domain. 
1.4 Outline of the Thesis 
The rest of this thesis is organized as follows. 
Chapter 2 is an assessment of previous work on the automatic document 
classification according to the requirements of the Web document classification. 
We will pay particular attention to clustering techniques applied to document 
classification. Moreover, we introduce other document classification approaches. 
^The coverage is the percentage of documents that contain the extracted features. 
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Chapter 3 describes the formal statements of the document clustering prob-
lem. We will also give the background information needed for the discussion of 
our document clustering algorithm in this chapter. We describe three alterna-
tives for measuring the similarity between two document feature vectors. Finally, 
the clustering quality evaluation method will be presented. 
In Chapter 4, we will identify a good feature extraction method suitable for 
the Web environment. We propose such a feature extracting method for our 
document clustering. Experimental results using synthetic and real data will 
also be given. 
In Chapter 5, the document and document cluster representation will be de-
fined. After that, the DC-tree structure and corresponding insertion algorithm 
will be described in detail. Then, we will talk about the overall strategy of apply-
ing the DC-tree to incremental document clustering. Finally, the experimental 
evaluation of our proposed document clustering algorithm will be shown. 
We conclude by summarizing our contributions in Chapter 6. 
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Figure 1.1: Document Classification using Clustering Technique 
Chapter 2 
Related Work 
In this chapter, we will first describe some existing clustering algorithms. After 
that, some related work done on document classification and clustering problem 
will be discussed. 
2.1 Clustering Algorithms 
Clustering is a useful technique in data mining for discovering interesting data 
distributions and patterns in the underlying data. Cluster analysis is a branch of 
statistics that has been studied extensively for many years. The main advantage 
of using this technique is that interesting structures or clusters can be found 
directly from the data without using any background knowledge, like concept 
hierarchies [26] or training set. Current clustering techniques can be broadly 
classified into two categories: partitional and hierarchical. 
2.1.1 Partitional Clustering Algorithms 
Given a set of objects and a clustering criterion, partitional clustering obtains 
a partition of the objects into clusters such that the objects in a cluster are 
8 
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more similar to each other than to objects in different clusters. The popular K-
Means and K-Medoids methods determine k cluster representatives and assign 
each object to the cluster with its representative closest to the object such that 
the sum of the distances squared between the objects and their representatives 
is minimized. CLARANS [35], and BIRCH [45] can be viewed as extensions of 
this approach to work against large databases. 
For the K-Medoids methods, clustering algorithms used in statistics, like 
PAM (Partitioning Around Medoids) or CLARA (Clustering LARge Applica-
tions), are reported to be inefficient from the computational complexity point of 
view. For efficiency, another algorithm, called CLARANS (Clustering Large Ap-
plications based upon RANdomized Search), was developed for cluster analysis. 
Experimental evidence shows that CLARANS outperforms the two existing clus-
ter analysis algorithms, PAM and CLARA. CLARANS was also used in spatial 
data mining algorithms, SD(CLARANS) and NSD(CLARANS) in [35；. 
BIRCH is a dynamical and incremental method to cluster the incoming 
points. An important idea of BIRCH is to summarize a cluster of points into a 
clustering feature vector. This summary uses much less storage than storing all 
data points in the cluster. A CF-tree is built which splits dynamically. Clus-
ters are stored in the leaf nodes. In this way, the huge memory requirement of 
K-Means is resolved and thus is suitable to be applied on large data sets. 
In this thesis, we propose a tree structure called a DC-tree, which has some 
similarity to the CF-tree, for document clustering. The DC-tree node also stores 
a summary information of the cluster and a node entry can absorb an incoming 
entry when they are regarded as similar. However, the DC-tree aims at Web-
page classification and hence the summary information is different from that of 
the CF-tree. Another major difference is that the DC-tree may not be a height 
balanced tree. For the DC-tree, the incoming entry is not forced into a leaf 
entry if it is not similar to items in the leaf entry. So the clustering result is 
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less sensitive to the insertion order. Since the DC-tree is proposed for document 
clustering, the cluster representation, the clustering quality measurement and 
cluster-discovering algorithm are also different from BIRCH. 
2.1.2 Hierarchical Clustering Algorithms 
A hierarchical clustering is a sequence of partitions in which each partition is 
nested into the next partition in the sequence. An agglomerative algorithm for 
hierarchical clustering starts with the disjoint set of clusters, which places each 
input data point in an individual cluster. Pairs of items or clusters are then 
successively merged until the number of clusters reduces to k. At each step, the 
pair of clusters merged are the ones between which the distance is the minimum. 
For the traditional methods like K-Means and K-Mediods, only one point (the 
mean or mediod) is used to represent the cluster when calculating the distance 
between a point and the cluster. CURE [18] extends them by using a certain 
fixed number of points to represent a cluster instead of one point. A parameter 
can be set to adjust the representative points so that K-Means method becomes 
a special case of CURE. As a result, this algorithm not only can recognize the 
non-spherical clusters but also is not sensitive to the outliers. 
CLIQUE [1] restricts its search to only subspaces of the original space. It 
uses a density based approach for clustering. The data space is partitioned 
into non-overlapping rectangular units. Each unit has the same volume and the 
number of points inside it can be used to approximate the density of the unit. 
Once the appropriate subspaces are found, the task is to find clusters in the 
corresponding projections. The clusters are unions of connected high density 
units within a subspace. Each cluster can be described with a DNF (Disjunctive 
Normal Form) expression. A compact description is obtained by covering a 
cluster with a minimal number of maximal, possibly overlapping rectangles and 
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describing the cluster as a union of these rectangles. 
ENCLUS [8] is another subspace clustering algorithm which identifies a new 
criteria of high density and correlation of dimensions for goodness of clustering in 
subspaces. It makes use of two closure properties based on entropy to prune away 
insignificant subspaces. Moreover, it proposes a mechanism to mine non-minimal 
correlated subspaces which are of interest because of strong clustering. 
2.2 Document Classification by Examples 
Some recent text (or document) classification learning approaches can be re-
garded as similarity-based algorithms. In these algorithms, each document is 
mapped to an internal representation. A metric measuring the similarity of two 
documents is then designed. This similarity metric is used during the training 
phase as well as in the online classification. We will first discuss two of the latest 
families of latest similarity-based text classification learning algorithms, namely, 
the A:-NN (A;-Nearest Neighbor) algorithm and linear classifiers. After that, we 
will describe a text classification algorithm that combine these two algorithms' 
advantages. 
2.2.1 fc-NN algorithm — Expert Network (ExpNet) 
One recent example of a A:-NN algorithm for text classification is known as the 
Expert Network (ExpNet) which achieves good performance [42]. In A:-NN al-
gorithm, each training document Dj as well as the request document X are 
represented by vectors as described above. To conduct classification, the simi-
larity between each Dj and X is calculated. The training instances are sorted 
by the similarity metric in descending order. Then the k top-ranking instances 
are selected. The final score of the request document to each class is calculated 
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by considering the similarity metric of these k selected instances and their class 
association. The document is assigned to a class with the score greater than a 
certain threshold value. 
2.2.2 Learning Linear Text Classifier 
Linear classifiers are a family of text classification learning algorithms recently 
explored by Lewis [32]. For every class, there is a feature weight vector W = 
(if；!,Wm) and each element Wi corresponds to the z-th feature. The elements 
in vector W are learned from a set of training examples including positive and 
negative instances. To determine whether or not a category is assigned to the 
request document X , it computes the inner product 5 between the document 
vector X and the feature weight vector W as follows: 
m 
J = [ XiWi 
i=l 
If the inner product is greater than a certain threshold value, the category is 
assigned to X . Suppose we treat the feature weight vector as a special instance 
I which summarizes all the original instances in the training collection. The 
decision of the assignment of the class can be viewed as considering the similarity 
between the request document and this instance I since the inner product is just 
a kind of similarity measure. Like the cosine similarity, the higher the metric 
value, the higher is the similarity. 
2.2.3 Generalized Instance Set (GIS) algorithm 
Lam et al. [28, 29] proposed an automatic text classification algorithm know as 
the Generalized Instance Set (GIS) algorithm by unifying the strengths of /c-NN 
and linear classifiers. They regarded the special instance I as the Generalized 
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Instance (GI). The main idea of the GIS algorithm is to construct a set of gen-
eralized instances to replace the original training examples. Given a particular 
class, it can be observed that the regularity among positive examples is usu-
ally more explicit than that of negative examples. The pattern or classification 
knowledge induced from a pool of similar positive examples are relatively accu-
rate. On the other hand, negative examples close to such pool are likely noise 
(i.e., incorrect negative instances). By selectively substituting appropriate pos-
itive and negative examples in the positive example pool, some noisy examples 
can be essentially removed. The experimental results show that this approach 
outperforms the A;-NN algorithm and linear classifiers. 
2.3 Document Clustering 
In this section, we will introduce some existing document classification meth-
ods by using clustering tecliniques. Also, we will point out their weakness and 
strength when they are applied in Web domain. 
2.3.1 J3+-tree-based Document Clustering 
In [43], a document clustering method is described which uses a 5"^-tree-based 
structure is used to index the document feature vectors. This is a tree in which 
(1) the root has two or more child nodes, (2) the other nonleaf nodes have「营 
or more child nodes (assume the branching factor is m), and (3) each leaf node 
is at the same distance away from the root. For the purpose of clustering, each 
leaf node is a document and each nonleaf node is the representative of the cluster 
containing the documents represented by the leaf nodes. In Figure 2.1, A is the 
root. It has two child node B and C, which have children D, E, and F and 
children G and H, respectively. The leaf nodes D, E , …，H store the document 
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feature vectors. The node B, which is a nonleaf node, is the representative of the 
cluster containing D, E and F. The representative of a subcluster is the average 




D E |F G H 
Figure 2.1: An example of clustering tree with m = 3 
Suppose a new document is inserted into the clustering tree. It is first com-
pared to representatives B and C. It will be inserted into the cluster whose 
representative is closest to it. This process of inserting the new document into 
a subcluster whose representative is closest to the document is repeated until a 
cluster at the lowest level is reached. Node/Cluster splitting is required if the 
node being inserted is full. The splitting can be propagated to the root and the 
height of tree will be increased by one level (Similar to B+ tree). 
2.3.2 Suffix Tree Clustering 
In [44], the Suffix Tree Clustering (STC) algorithm was proposed. This algorithm 
does not treat a document as a set of words but rather as a string, making use 
of proximity information among words. STC relies on a suffix tree [20, 41] to 
identify sets of documents that share common phrases and uses this information 
to create clusters and to summarize their contents for users. Logically, the STC 
includes the following three step: 
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1. Document "Cleaning" - The string of text representing each document 
is transformed using stemming algorithm. Sentence boundaries are marked 
and non-word tokens (such as numbers, HTML tags and most punctuation) 
are stripped. The original document strings are kept, as well as pointers 
from the beginning of each word in the transformed string to its position 
in the original string. 
2. Identifying Base Clusters - The identification of base clusters can be 
viewed as the creation of an inverted index of phrases for the document 
collection. This is done using the suffix tree. An example of suffix tree is 
shown in Figure 2.2. This structure can be constructed incrementally as 
the documents are being read. Each node of the suffix tree represents a 
group of documents and a phrase that is common to all of them. The label 
of the node represents the common phrase; the set of documents tagging 
the suffix-nodes that are descendants of the node make up the document 
group. Therefore, each node represents a base cluster. 
3. Combining Base Clusters - Documents may share more than one phrase. 
As a result, the document sets of distinct base clusters may overlap and 
may even be identical. To avoid the proliferation of nearly identical clus-
ters, base clusters are merged with a high overlap in their document sets. 
However, the time complexity of STC is quite high, which is a limitation for 
incremental or online Web document clustering. In their prototype clustering 
Web search, engine, the document set size is restricted to a limit of 300 documents. 
2.3.3 Association Rule Hyper graph Partitioning Algorithm 
A method is introduced in [22] for clustering related items in transaction-based 
databases, such as supermarket bar code data, using association rules and hyper-
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ate^^ at 乂 cheese \mouse 
1,1 3,1 1,2 3,2 2,3 2,1 3,3 
too 
Figure 2.2: The suffix tree of the strings "cat ate cheese", "mouse ate cheese 
too" and "cat ate mouse too". 
graph partitioning (ARHP). In document clustering, each document corresponds 
to an item and each possible feature corresponds to a transaction. This method 
first finds a set of items that occur frequently together in transactions using 
association rule discovery methods [2]. A frequent item sets found using the 
association rule discovery algorithm corresponds to a set of documents that have 
a sufficiently large number of features in common. The similarity among items 
is captured implicitly by the frequent item sets. 
These frequent item sets are mapped into hyperedges in a hypergraph and 
a hypergraph partitioning algorithm [25] is used to find the item clusters. A 
hypergraph [3] H = [V, E) consists of a set of vertices V and a set of hyperedges 
E. A hypergraph is an extension of a graph in the sense that each hyperedge 
can connect more than two vertices. In this model, the set of vertices V cor-
responds to the documents, and each hyperedge e £ E corresponds to a set of 
related documents found. For example, if <^ 1,(^ 2, d^ is a frequent item set, then 
the hypergraph contains a hyperedge that connects di, d � a n d d^. The weight of 
a hyperedge is calculated as the average confidence [2] of all the association rules 
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involving the related documents of the hyperedge. The confidence of an associ-
ation rule involving documents like c/2 而 is the conditional probability 
that a feature occurs in document 而 whenever it occurs in di and d). 
Next, a hypergraph partitioning algorithm is used to partition the hyper-
graph such that the weight of the hyperedges that are cut by the partitioning is 
minimized. This method uses the Apriori algorithm [2] for finding frequent item 
sets and HMETIS [25] to partition the hypergraphs. 
One advantage of ARHP is that it can be used to filter out non-relevant 
documents while clustering a document space, and thus improving the quality 
of the document clusters. This filtering capability is mainly due to the support 
criteria in the association rule discovery components of the algorithm. Depending 
on the support threshold, documents that do not the meet support requirement 
(i.e., documents that do not share large enough subsets of words with other 
documents) will be pruned. This feature is particularly useful for clustering 
large document sets which are returned by standard search engines using keyword 
queries. 
2.3.4 Principal Component Divisive Partitioning 
The method of Principal Component Divisive Partitioning [5] is a top down clus-
tering method. Starting with a "root" cluster encompassing the entire document 
set, a certain unsplit cluster is split into two "child" clusters until a desired num-
ber of clusters is reached. The clusters formed in this way are in a hierarchy 
which has the form of a binary tree whose root is the initial "root" cluster. The 
leaf nodes of this tree are the unsplit clusters. At termination, these unsplit 
clusters are the final set of clusters returned by this algorithm. The algorithm 
proceeds by repeatedly selecting a leaf node in the binary tree and splitting that 
node, generating two subclusters which become the two children to the node just 
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split. 
Each document is represented by a vector d of word frequencies, scaled to 
have unit length to make the results independent of document length. A cluster 
is represented by a set of documents, D — {di, •.. , ( 4 } . A linear discriminant 
function is defined as g{d) = — where u, w are vectors to be determined. 
The linear discriminant function is used to define the splitting of cluster: if 
g(^d) < 0, the document d is placed in the new left child, otherwise d is placed 
in the new right child. Thus the behavior of each node in the binary tree is 
determined entirely by the two vectors u,w. 
The vector w is defined to be the mean or centroid vector for the cluster. The 
vector u is the direction of maximal variance. This direction is defined to be the 
eigenvector corresponding to the largest eigenvalue of the covariance matrix of 
the documents in the cluster. The computation of u is the most expensive step 
in this whole process. A fast Lanczos-based solver has been used for the singular 
values of the matrix of documents in the cluster [17]. 
The method as a whole allows the user to choose any convenient method for 
deciding which cluster to split next at each stage. In the experiments they have 
adopted a scatter value, defined to be the sum of squares of the distances from 
each document in the cluster to the cluster centroid. The cluster with the largest 
such scatter value is selected next. 
2.4 Projections for Efficient Document Cluster-
ing 
38] points out that the bottleneck in clustering text documents is calculating 
the distance between term vectors when we consider the documents as vectors of 
terms (or features). This calculation takes time proportional to the number of 
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distinct terms in the document. One way to speed up clustering is to project each 
document onto a small subspace of the total term space, thereby reducing the 
average number of terms in each document. There are two different approaches 
to projecting documents. 
One is a local method, where for each document we excise a number of "unim-
portant" terms. This type of projection, called truncation, is called local because 
each document is projected onto a different subspace. In practice, we only trun-
cate cluster centroids i, which are often rather dense and thus benefit greatly 
from truncation. Document vectors are usually quite sparse and benefit mini-
mally from the sparsification provided by truncation. 
The alternative to local projection is global projection, in which the terms to 
delete are chosen first, and then these terms are deleted from each document. 
This type of projection is called dimension reduction. The disadvantage of di-
mension reduction is that it does not adapt to the unique characteristics of each 
document; its advantage is that it better preserves the ability to compare even 
dissimilar documents, since all documents undergo an identical projection. 
It is possible to preprocess the documents before projecting them. One com-
mon preprocessing step for truncation is weighting, whereby each term in a docu-
ment is assigned a weight based on its frequency in that document and, possibly, 
ill other documents. Usually, terms with the lowest weight are then deleted. 
There is no equally obvious preprocessing step for dimension reduction, hut 
an increasingly popular step has been to map the documents from term space 
to an orthonornial space by means of Latent Semantic Indexing (LSI) [15], an 
application of Singular Value Decomposition (SVD) [4] to this problem. An 
advantage of the orthonornial space is that the dimensions are ordered, in that 
projecting the set of documents onto the d lowest dimensions is guaranteed to 
^ A cluster's centra id is the vector sum of its members 
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have, among all possible projections to a dimensional space, the lowest possible 
least-square distance to the original documents. In this sense, LSI finds an 
optimal solution to dimensionality reduction. 
Projecting documents is the simplest way to speed up the distance calculation, 
but it is not the only one. Cohen and Lewis have looked at using a modified 
matrix multiplication routine for calculating approximate Euclidean distance [9 . 
Such an approach can be used in conjunction with document projection but may 
be more costly. 
Chapter 3 
Background 
In this chapter, we will discuss the background knowledge about the document 
clustering problem. First, we will present two text operations: elimination of 
stopwords and word stemming. Second, we will describe how to model the doc-
ument clustering problem. Then, we discuss the main idea behind the effective 
feature selection scheme that supports the document clustering techniques. After 
that, three alternatives for measuring the similarity between two feature vectors 
will be introduced. Finally, we will describe a method for evaluating the cluster-
ing quality. 
3.1 Document Preprocessing 
In this section, we will discuss two text preprocessing operations: (1) elimination 
of stopwords and (2) word stemming. Elimination of stopwords with the objec-
tive of filtering out words with very low discrimination values for the document 
clustering purpose. Stemming of the words with the objective of removing af-
fixes (i.e., prefixes and suffixes) and allowing the documents containing syntactic 
variations of words (e.g., connect, connecting, connected, etc). 
21 
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3.1.1 Elimination of Stopwords 
In a document, not all words are equally significant for representing the seman-
/•s : 
tics of the document. Those words are too frequent among the documents in 
the collection are not good discriminators. Such words are frequently referred to 
as stopwords and are normally filtered out as potential feature words. Articles, 
prepositions, and conjunctions are natural candidates for a list of stopwords. 
Stop word elimination can provide for compression of the document text. There-
fore, some verbs, adverbs, and adjectives also could be treated stopwords. The 
set of stopwords employed in our document clustering algorithm is listed in Ap-
pendix A. 
3.1.2 Stemming Technique 
Stemming techniques are used to improve the efficiency of the information system 
and to improve recall. Conflation is the term frequently used to refer to mapping 
multiple morphological variants to a single representation (stem). The idea of 
equating multiple representations of a word as a single stem term would appear to 
provide text compression, with associated savings in storage and processing. For 
example, the stem "comput" could associate "computable, computability, com-
putation, computational, computed, computing, computer" to one compressed 
word. 
The most common stemming algorithm removes suffixes and prefixes, some-
times recursively, to derive the final stem. Other techniques such as table lookup 
and successor stemming provide alternatives that require additional overheads. 
Successor stemmers determine prefix overlap as the length of a stem is increased. 
This information can be used to determine the optimal length for each stem 
from a statistical versus a linguistic perspective. Table lookup requires a large 
data structure. While there are several well known suffix removal algorithm, the 
Chapter 3 Background 23 
Porter's algorithm (see Appendix B) is the most commonly accepted algorithm. 
In this thesis, we will apply this stemming algorithm in our document clustering 
problem. 
3.2 Problem Modeling 
In this section, we will describe how to modeling our document clustering prob-
lem. We will first introduce some basic concepts about the information retrieval 
modeling. Then, we will discuss the vector model employed in our document 
clustering modeling. 
3.2.1 Basic Concepts 
The classic models in information retrieval consider that each document is de-
scribed by a set of representative keywords called index terms i. An index term 
is simply a (document) word whose semantics helps in remembering the docu-
ment's main themes. Thus, index terms are used to index and summarize the 
document contents. 
Given a set of index terms for a document, we notice that not all terms are 
equally useful for describing the document contents. For instance, consider a 
collection with a hundred thousand documents. A word which appears in each 
of the one hundred thousand documents is completely useless because it does 
not tell us anything about the main contents of the documents. Thus, it should 
be clear that distinct index terms have varying relevance when used to describe 
document contents. This effect is captured through the assignment of numerical 
weights to each index term of a document. 
iln our document clustering problem, the index terms will be called as feature words or 
features 
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Let ki be an index term, dj be a document, and Wij > 0 be a weight associated 
with the pair {ki.dj). This weight quantifies the importance of the index term 
for describing the document semantic contents. 
Definition 1 (Basic Model) Let t be the number of index terms in the system 
and ki be a generic index term. K — {ki,k2,.. ..h} is the set of all index 
terms. A weight Wij > 0 is associated with each index term ki of a document 
dj. For an index term which does not appear in the document text, W{j — 0. 
With the document dj is associated an index term vector dj represented by 
dj = [Wji,Wj2,... ,Wjt) Further, let gi be a function that returns the weight 
—* 
associated with the index term ki in any ^-dimensional vector (i.e., gi(dj) 二 Wij). 
• 
The above definitions provide support for discussing the the vector model 
(see Section 3.2.2) for modeling our document clustering problem. 
3.2.2 Vector Model 
The vector model proposes a framework in which partial matching between two 
sets of document index terms is possible. This is accomplished by assigning a 
numerical weight to index terms in documents. These term weights are ultimately 
used to compute the degree of the similarity between two feature vectors. 
Definition 2 (Vector Model) For the vector model, the weight Wij associated 
with a pair (ki, dj) is positive real number \ Then, the document vector dj = 
…，Wjt) where t is the total number of index terms in the system. I 
2In our algorithm, the weight of the document vector is binary while that of the cluster 
feature vector is numerical 
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Commonly, the vector model proposes to evaluate the degree of similarity of 
the document da with regard to another document db as the correlation between 
the vectors da and c4. This correlation can be be quantified, for instance, by the 
cosine of the angle between these two vectors as shown in Figure 3.1. That is, 
—* — 
simyda^ db)—— — 
1 X 
— E L I [WAI X Wbi) 
_ v^ELi < X < 
Figure 3.1: The cosine of 0 is adopted as sim�da ,db) 
where \da \ and |(4| are the norms of the document vectors da and d .^ The factors, 
—f —* 
da\ and |c4|, provide a normalization in the space of the documents. 
In addition to above cosine correlation method, we will define two more sim-
ilarity measurement methods in the vector model in Section 3.4. 
3.3 Feature Selection Scheme 
Since it is not efficient to use all words of the document for clustering, we now 
concentrate on discussing the main idea behind the effective feature selection 
scheme that supports the document clustering techniques. The document clus-
tering algorithms attempt to separate the documents of a collection into various 
document clusters (or classes) according to their features (or index terms). For 
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instance, a set of Web pages could be classified into several classes: Arts, Busi-
ness, Computers, Education, Entertainment, Health and Science. The possible 
class descriptions might be imprecise (and not unique) and the problem is one 
of deciding to which of there classes a new Web page should be assigned. 
In the document clustering problem, two main issues have be resolved: (1) to 
determine what are the features which better describe the documents in a cluster, 
(2) to determine what are the features which better distinguish the documents 
in a cluster from the remaining documents in the other clusters. The first set of 
features provides for quantification of intra-cluster similarity, while the second 
set of features provides for quantification of inter-cluster similarity. A successful 
document clustering algorithm try to effectively balance these two effects. 
In the vector model, intra-cluster similarity is quantified by measuring the 
document frequency dfij of a term ti inside a cluster Cj. Such document frequency 
dfij provides one measure of how well that term ti describes the set of document 
contents in the cluster (i.e., intra-cluster characterization). We call the term ti 
as a representative feature of the cluster Cj if the dfij is large enough. That is, 
the term ti are shared by enough number of documents within Cj. 
Definition 3 (Representative Feature) Given a term ti and a cluster cj, ti is a 
representative feature of Cj if dfij is larger than a threshold r. I 
Definition 4 (Intra-cluster Similarity) Given a cluster Cj with a set of repre-
sentative feature Fj and a set of terms T, dfij should be as small as possible if 
ti ^ Fj while dfij should be as large as possible if ti G Fj, Wti G T. To maximize 
the intra-cluster similarity of Cj, we should maximize the value of S, where 
c _ dfij , � 
_ ^ 、丄丄J 
• 
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Furthermore, inter-cluster dissimilarity is quantified by measuring the docu-
ment frequency dfij of the term ti among the documents in the whole collection. 
Definition 5 (Inter-cluster Dissimilarity) Given a set of clusters C and a set of 
terms T , let Cj be a cluster in C with a set of representative feature Fj, if ti G Fj, 
then ti should not be in Fk, where Fk is any other cluster representative feature 
set, yti e T. That is, there is no representative feature which is shared by more 
than one cluster. • 
The feature selection problem is to find a set of term T such that ti meets 
the requirements of Definition 4 and Definition 5, V力；G T. Section 4.4 describes 
a feature extracting method to find such a set of terms (or features). 
3.4 Similarity Model 
In this thesis, we will consider three alternatives for measuring the similarity 
between two normalized (document or cluster) feature vectors, iTa and vl. Vi = 
(Wiji,Wi2，..., Win) where i G {a, 6}, and 0 < W{j < 1 where j G {1,2,...，n}. n is 
the number of features of the vector. The three similarity measurement methods 
are: (1) cosine correlation, (2) Euclidean distance, and (3) Manhattan distance. 
1. Cosine Correlation - The cosine correlation (see also Section 3.2.2) is 
commonly used to measure the similarity between the feature vectors of 
two documents (e.g. [28, 30, 32, 42]). A larger cosine value indicates they 
are more similar. 
Definition 6 (Cosine Correlation) Given the two feature vectors: < and 
vl^ the cosine similarity, cos—sim, is defined as: 
. / {'^ai X wu) 
cos-simiva^ Vb) — , = / (3.2) 
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2. Euclidean Distance 一 The second similarity measuring method uses the 
Euclidean distance to measure similarity between the two feature vectors. 
This is the most common similarity measuring method in spatial data clus-
tering [18, 35，45；. 
Definition 7 (Euclidean Similarity) Given the two feature vectors: Va and 
Vf)^  the Euclidean distance, euc—dist, is defined as: 
n 
euc-dist[�,Vb)=�[Wai — w^y (3.3) 
Since euc-dis:(yaA�jg between 0 and 1, the corresponding similarity value 
between vl and vl is defined as: 
• / -T euc-dist(v^,vh) 
euc.sim{va,vb) = 1 ~ ^ (34) 
二 1 - (Wat — . 
• 
3. Manhattan Distance 一 The third alternative is measuring the Manhattan 
distance between the two document vectors. 
Definition 8 (Manhattan Similarity) Given the two feature vectors: Va 
and Vb^ the Manhattan distance, man—dist, between the two feature vectors, 
is defined as: 
n 
MAN-DISTI{VA, vl) = ^ — W^FN'L (3 .5) 
i=i 
Since 慨 几 领 is between 0 and 1, the corresponding similarity value 
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b e t w e e n � a n d vi is defined as: 
. / \ 1 man-disti (v*a,vt,) 
man^sim[Va,Vb)=丄 (3 6) 
二 1 - • ELl I'^ai — Wbi 
• 
Traditional similarity measurement methods such as cosine correlation and 
Euclidean distance involve many complicated mathematical operations. These 
methods are shown to handle problem sizes of several hundreds to several thou-
sands documents, which is far from sufficient for real applications. We need a 
simple similarity function that gives reasonable performance with high quality 
clustering result even on large data set. 
Note that the Manhattan distance requires much simpler mathematical oper-
ations compared to the other two distances. Experimental results in Section 5.5.1 
will show that the Manhattan distance method will give both high quality result 
and efficient performance for document clustering. 
3.5 Evaluation Techniques 
In order to evaluate the quality of the clustering result, we adopt the F-Measure 
evaluation technique which was first introduced in [40] (see also [31]). The details 
of this evaluation methodology is described below. 
For each hand-labeled topic T in the document set, suppose that a cluster X 
corresponding to that topic is formed. 
Ni — no. of documents of topic T in cluster X 
N2 二 no. of documents in cluster X 
N^ = total no. of documents of topic T 
P = Precision(X, T) = ^ 
» 
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R = Recall(X, T) 二餘 
The F-measure [31, 40] for the topic T is defined as below: 
牲 (3.7) 
With respect to a topic T, we consider the cluster with the highest F-Measure 
to be the cluster C for T, and that F-Measure becomes the score for topic T. 
The overall F-Measure [30] for the tree clustering result is the weighted average 
of the F-Measure for each topic T: 
OveralLFMeasure 二 [ 了 , ( 丨 『 丨 ※ / ( ” ) ( 3 . 8 ) 
Z^TeM 丄 
where M is the set of topics, \T\ is the number of documents of topic T, and 
F{T) is the F-Measure for topic T. 
Chapter 4 
Feature Extraction and 
Weighting 
Our first task is to identify a good feature extraction method suitable for the 
Web environment. In this chapter, we will first give the statistical analysis of 
words in the Web domain. Second, we will introduce some traditional methods 
for document feature extracting and term (or feature) weighting. At the same 
time, we will identify their weakness when they are applied in Web document 
classification. After that, we will introduced a new feature extracting method 
which is suitable for our document clustering. Finally, some experimental results 
will be shown. 
4.1 Statistical Analysis of the Words in the Web 
Domain 
In order to study whether the traditional term weighting is suitable for the Web 
document clustering, we have carried out an experiment to analyze the number 
of distinct words and the average word frequency of the Web pages. 
31 
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We have used the stratified random sampling for collecting the document set 
in this experiment. Ten topics (Arts & Humanities, Business k Economy, Com-
puters k Internet, Entertainment, Government, Health, Recreation h Sports, 
Science, Social Science, and Society h Culture) have been chosen from the Ya-
hoo! search engine. Then we randomly collect 2000 documents for each topic. 
During collecting the Web documents, the number of valid words 丄 of the pages 
has been counted. We will discard the document that contains zero valid word. 
Totally 20000 Web pages have been collected from the Yahoo! search engine. 
Some statistics about the words of Web documents have been shown in Table 4.1. 
No. of distinct words Average word frequency 
"Mean 174.75 1.68 
Median 116.00 1.55 
Standard Deviation 225.82 0.71 — 
Maximum 4351 17.59 
Minimum 1 ^ 
Table 4.1: Statistics about the words of Web documents 
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Figure 4.1: Document distribution along the number of distinct words 
Figure 4.1 shows the document distribution along the number of distinct 
^Here, the valid word is define as the remaining words of the page after stop-word removal 
and word stemming process. 
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words. We can notice that most of the Web documents contain less than 500 
words. According to statistics, there are 17027 (85.14%) documents contain less 
than or equal to 300 distinct words, 18930 (94.65%) documents contain less than 
or equal to 500 distinct words, and 19712 (98.56%) documents contain less than 
or equal to 1000 distinct words 
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Figure 4.2: Document distribution along the average word frequency 
According to Figure 4.2 and Table 4.1, the average word frequency (or term 
frequency) of almost documents is less than 2.0 which means that most of words 
in a Web document will rarely appear more than 2 times. Therefore, the tradi-
tional term frequency weighting scheme may not be useful in Web Domain. 
4.2 Zipf,s Law 
Luhn [34] proposed that the frequency of word occurrences in an article furnishes 
a useful measurement of word significance. Let us order the words by their 
frequency of occurrences, resulting in the rank order. According to Zipf，s Law 
46] (see also [16]), the product of the frequency of use of words and the rank 
order is approximately constant. Let f be the frequency of occurrences of various 
word types and r their rank order, then a plot relating f and r yields a curve 
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similar to the hyperbolic curve in Figure 4.3. This curve helps to demonstrate 
the Zipf ,s Law. 
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Figure 4.3: Illustration of the Zipf's Law 
Let N be the number of total words in a document and n be the number of 
distinct words in the document, we can notice that the Zipf's Law may not be 
true when N is not much larger than n because the frequency of the words with 
higher rank order may not be significantly larger than that of the words with 
the lower rank order. If we want N to be much larger than n, the document size 
(i.e. N) should be large enough. 
In order to study the relationship between the ratio oi N : n and N, we record 
the N : n ratio for different size of documents. We have collected five document 
sets with different size. Each document set contains 50 documents with similar 
size (i.e., the size is bounded by a range). Table 4.2 lists the document size 
ranges, the average size and the correaponding N : n ratios of the five document 
sets. Figure 4.4 shows the curve oi N \ n ratio plotted against N. We can see 
that the ratio increases when N increases. Therefore, N will be much larger than 
n if the document size very large. 
According to the Zipf's Law, the the product of the word frequency and 
the rank order is approximately constant. Now let we use tfi to represent the 
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Document Average N : n 
Size Range Document Size Ratio 
50 - 150 81.5 — 1.31 
450 - 650 521.1 1.42 
900 - 1100 950.3 1.64 
1700 1639.5 2.13 
- 2700 2599.8 3.11 
- 3700 3598.2 4 .58 
Table 4.2: Document set details 
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Figure 4.4: Ratio oi N .. n ratio against document size (N) 
frequency of the word ti in a document, 7\ to represent the rank of ti and C to 
represent a constant. Then, we have 
t u X r , = C (4 .1) 
The word frequency of the word with lowest rank order is usually equal to one. 
Thus, 
tfi X Vi = C (by Zipf's Law) 
1 xn = C 
C = n 
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When C = n, the frequency tf of the word with first rank order is equal to n 
(since tf = j). Therefore, the N should be larger than 2n if we want that the 
word frequency distribution of the document obeys the Zipf's Law. That is, ^ 
should be larger than 2. According to Figure 4.4, ^ is larger than 2 when N 
larger than 1500. 
Traditional term frequency weighting scheme is based on the Zipf's Law. That 
is, the word with higher term frequency will be assigned a higher weight after the 
stopwords have been removed. However, this weighting scheme is not suitable for 
the Web document clustering problem because the Web pages usually contain 
less than 1500 words. Therefore, the word frequency distribution of the Web 
documents may not obey the Zipf's Law. The word frequency will not indicate 
the importance of a word correctly. 
If we apply the traditional term frequency weighting scheme to the Web 
document clustering problem, the similarity value between two document vectors 
will be dominated by some words with very high term frequency. Then the 
similarity value may not reflect the correct similarity between two document 
vectors (see Example 1). 
Example 1 There are 3 document vectors: di — (0, 5, 2, 2, 0), d) = (0, 2, 5, 2, 0), 
and ds — (1,5,1,0,2). If we use Euclidean distance to measure the similarity, 
dist((ii, 0(2) = 4.24 and dist((ii, 0(3) = 3.16. So, the di is more similar to d^ than 
0^2 according to the distance value. Actually, di is more similar to d) than d^  
since di and d�contain the same feature sets. 
4.3 Traditional Methods 
Traditionally, a document D is represented by a feature vector of the form 
( t f i , . . . , dn) where di is the numeric weight for the z-th feature and n is the 
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total number of features. Each feature corresponds to a word appearing in the 
training corpus after stemming the words and the removal of the stopwords. The 
following is a common feature extracting method [36] which is based on the num-
ber of occurrences of particular terms in the documents: (1) Eliminate common 
function words from the document texts by consulting a special dictionary, or 
stopword list, containing a list of high-frequency function words. (2) Compute 
the t e r m f r e q u e n c y tfij for all remaining terms Tj in each document A , spec-
ifying the number of occurrences of Tj in A . Another method combines the 
term frequency with the inverse document frequency (TF-IDF). The d o c u m e n t 
f r e q u e n c y dfj is the number of documents in a collection of N documents in 
which term Tj occurs. A typical inverse document frequency (idf) factor [37] of 
this type is given by log{N/dfj). The weight of a term Tj in a document Di is 
given by 
N 
Wij = tfij X log{ — ). (4.2) 
Then n terms with the highest weights in all the documents are chosen as the n 
features. 
However, from experiments (see Section 4.1), we find that the above feature 
extracting methods are not suitable to the Web document clustering algorithm 
due to the following reasons: 
1. As shown in Section 4.1, a Web document usually contains a small number 
of words (about 100-300 words). So, the term frequency of the key word 
may not be higher than that of the non-key word. 
2. Usually, the users do not want too many clusters in the clustering result. 
However, the TF-IDF method may extract those features with relatively 
low document frequency because the lower document frequency will give a 
higher weight of the feature. Such features can lead to a clustering result 
Chapter 4 Feature Extraction and Weighting ^ 
containing many small clusters. 
3. The above methods also ignore the coverage of the features extracted. The 
coverage of the features is defined as the percentage of documents contain-
ing at least one feature of the features extracted. Since the above methods 
only choose the best n terms, there is no guarantee that the n terms cover 
a high percentage of the documents. If the coverage is too low, there will 
be many documents represented by a feature vector with zero weight in 
all entries. We have come across this phenomenon by experiments in Sec-
tion 4.5.3 
4. If all terms are chosen for document clustering, the length of the document 
vectors can be up to several thousands. The clustering time will be very 
long. [5] points out that less than 4% of all the entries in the document 
vectors are nonzero when all feature are chosen. Thus, up to 96% memory 
space has been wasted when feature vector is used to represent a document. 
4.4 The Proposed Method 
We propose a feature extracting method for the Web document clustering algo-
rithm which does not depend on the term frequency. This method balances the 
trade-off between the coverage and the number of features used for document 
representation. In our problem domain the clustering aims to aid in information 
retrieval in Web searching by narrowing down the search scope. In such a sce-
nario, the user may not want too many clusters in the result. Also, very large 
clusters or very small clusters are not desirable. Very large clusters cannot help 
to narrow the search scope. Very small clusters can increase the total number 
of clusters, and it may actually be caused by noise. The parameter k is used to 
set an approximate number on the cluster size. Hence the number of clusters is 
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approximately N/k, where N is the total number of documents. The proposed 
method involves the following steps: 
1. Randomly select a subset of documents with size m from the corpus. 
2. Remove stop words and combine the words with the same root by using the 
stemming technique. 
3. Count the document frequency of the words which are extracted in step 2. 
4. Set lower 二 k and upper 二 k 
5. Select all words with document frequency in the range from lower to upper 
6. Check if the coverage of these words is larger the pre-defined threshold. If 
so, stop. If no, set lower = lower — 1 and upper 二 upper + 1, and then 
goto step 5. 
Since the document set is usually very large, it is inefficient to carry out the 
feature extraction process on the entire document set. In order to extract the 
representative features from the documents, we randomly select a set of sample 
documents for feature extraction in step 1. We have carried out some experiments 
(see Section 4.5.4) which show that this sampling feature extraction method can 
extract a set of good features for Web document clustering. A stopword list is 
used to remove the meaningless words which are not suitable to represent the 
concept of a class. Stemming technique is used to combine those words in similar 
form. 
Since shorter feature vectors lead to shorter clustering time, steps 4 to 6 try to 
minimize the number of features and obtain reasonable coverage for the features. 
Assume the user wants the resulting cluster to contain about k documents. In 
the ideal case, a feature for a cluster will appear only in the cluster and hence 
the document frequency of the feature is k. Therefore, we first select the features 
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with document frequency equal to k, by setting lower and upper to k in Step 4. 
The range { lower, upper } is enlarged repeatedly in Step 6 to ensure sufficient 
coverage for the resulting feature set. From the above, we see that N/k is only 
a rough guideline, the actual number of clusters of the clustering result may not 
be the same as N/k. The method also makes use of a coverage threshold to 
ensure that the features selected has sufficient coverage. In our experiments (see 
Section 4.5.3) we find that 0.8 is a good coverage threshold value. 
4.5 Experimental Results 
In this section, we list some experimental results for the proposed feature ex-
tracting algorithm. All experiments are run on the Sun Ultra 5/270 with 512 
MB of RAM. The programs are compiled using GNU C + + and executed on the 
Solaris 2.6 operating system. 
4.5.1 Synthetic Data Generation 
The synthetic datasets are generated by a generator that we have developed. The 
data generation is controlled by four parameters: (1) the number of document 
feature vectors, (2) the number of features, (3) the number of clusters, and (4) 
the similarity level L which is ranged from 0 to 1. Given x feature vectors and 
y clusters, for each cluster C, we set xjy features F randomly to represent the 
cluster. For each document generated for C, the features in F will have a chance 
of L being set to 1 and I - L being set to 0. The features not in F will have a 
chance of 1 — L being set to 1. Hence the higher the similarity level, the more 
similar the documents will be within the same cluster. 
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4.5.2 Real Data Source 
We have collected two sets of Web pages from the Yahoo! search engine for 
investigating the effectiveness of our feature extracting method for the Web doc-
ument clustering problem. One contains ten non-correlated topics while another 
contains ten correlated topics. The Web pages indexed by Yahoo! search engine 
have already been classified. 
To construct the non-correlated document set, we have selected ten sub-
topics, namely, author, credit bank, Internet game, wine, film, disease organiza-
tion, job opportunity, soccer, astronomy organization, psychology department. 
For each topics, we collected 2000 Web pages. So, there are totally 20000 Web 
pages in this dataset. 
For the correlated topic Web document set, we have selected ten sub-topics 
from the following location: 
h t tp : / / d i r . yahoo . com/Computers_and_Internet/PrograiiiiningJLanguages/ 
from Yahoo! search engine, namely, COBOL, Fortran, Java, JavaSript, Lisp, 
Pascal, Perl, Python, Smalltalk and Visual Basic. For each topics, we collected 
2000 Web pages. So, there are also totally 20000 Web pages in this dataset. 
4.5.3 Coverage 
As mentioned in Section 4.3, traditional extracting method ignores the coverage 
of the features extracted. In order to compare our proposed feature extracting 
method (or proposed method) with the traditional method (or old method) in 
terms of the coverage, we carry out an experiment to record the coverage value 
for different number of features extracted by these two methods. 
For each data set (see Section 4.5.2), we have collected 5 samples with size 
1000 documents, In order to create a sample with size 1000, we randomly select 
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100 pages from each sub-topic document set. For our proposed method, we 
set parameter k as 20, that is, the word with document frequency near to 50 
will be extracted. Then, we record the coverage and the number of features 
found when lower, upper are increased by one. For the old method, we first 
calculate the weights of all features of the documents by using the equation 
(4.2). A feature can appear in more than one document, So, this feature will 
possess more than one weight. In this case, we choose the highest weight as the 
weight of this feature. We sort the features in descending order according to 
their weights. Then, we choose the same number of features from the ordered 
list and calculated the coverage of these features. For instance, we select first 
n features from the ordered list of the old method when there are n features 
are extracted by the proposed method. Then we calculate the coverage of these 
two feature sets. Figure 4.5 shows the plot of the average coverage against the 
average number features for the non-correlated topic documents set. Figure 4.6 
shows the plot of the average coverage against the average number features for 
the correlated topic documents set. 
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Figure 4.5: Coverage against number of features for the non-correlated topic 
documents set 
Figure 4.5 and Figure 4.6 show that our proposed feature extracting method 
always gives a larger coverage than the traditional method when the same number 
of features are used. 
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Figure 4.6: Coverage against number of features for the correlated topic docu-
ments set 
4.5.4 Clustering Quality 
In order to study the influence of the coverage factor on the clustering quality, 
we use the fourth feature set (i.e., the features extracted when lower — 47 and 
upper = 53) for clustering the two document sets mentioned in Section 4.5.2. 
Table 4.3 and Table 4.4 show the number of features and the corresponding 
coverage of the feature set for the five samples of the non-correlated topic and 
the correlated topic document sets respectively. 
No. of Proposed Method Old Method 
Features Coverage (%) Coverage (%) 
" S ^ p l e 1 (NSl) — 113 一 83.90 31.20 
Sample 2 (NS2) 116 — 85.40 31.70 
Sample 3 (NS3) 117 86.90 32.30 
" S ^ p l e 4 (NS4) 119 89.10 — 33.10 
~ W p l e 5 (NS5) 112 一 83.20 30.90 
"A^rage 115.30 85.70 31.80 
Table 4.3: Feature extracting result of the five samples for the non-correlated 
topic document set 
We apply our proposed document clustering algorithm (see Chapter 5) with 
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No. of Proposed Method Old Method 
Features Coverage (%) Coverage (%) 
Sample 1 (CSl) 117 81.70 34.00 — 
2 (CS2) 117 一 82.10 — 33.10 
Sample 3 (CS3) 127 87.70 36.90 
Sample 4 (CS4) 114 79.20 33.10 
Sample 5 (CS5) 123 88.44 35.70 
" A ^ r a g e 119.60 83.50 34.70 
Table 4.4: Feature extracting result of the five samples for the correlated topic 
document set 
these features to clustering the above mentioned two data set (see Section 4.5.2) 
The parameters of the DC-tree used in the clustering algorithm are: minimum 
number of entries = 8, branching factor 二 20, similarity threshold 二 0.3, 
similarity threshold S2 = 0.8. These parameters have been chosen by trial and 
error, meaning that we have tried different combinations of values and discovered 
that the chosen values gives comparably good results. In this experiment, we 
use the binary weighting scheme to construct the document feature vectors. We 
evaluate the clustering quality in terms of F-Measure (see Section 3.5). Figure 4.7 
and Figure 4.8 show the experimental results for the non-correlated topic and 
correlated topic document sets respectively. 
According to Figure 4.7 and Figure 4.8, we can notice that the features found 
by the proposed feature extracting method always gives a better document clus-
tering result than those extracted by old method. It is because the coverage 
of the feature set extracted by the proposed method is always larger than that 
of feature set extracted by the old method. Low coverage will cause many of 
document vectors to contain all zero entries. Such document vectors will always 
be assigned to the same cluster even though they come from different classes. 
So, low coverage can lead to poor clustering result. 
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Figure 4.7: Comparison between the proposed feature extracting method and 
the old method in terms of F-Measure for the non-correlated topic document set 
4.5.5 Binary Weight vs Numerical Weight 
As shown in Section 4.1, most of key words (> 90%) in a Web document appear 
less than 2 times. In this experiment, we want to make a comparison between the 
performance of the document clustering in Web domain using the binary weight-
ing scheme and the numerical weighting scheme. We use the same five feature 
sets and data sets of last experiment. The DC-tree parameters are the same 
as last experiment. We employ both binary and numerical weighting schemes 
to construct the document vectors and apply our proposed document clustering 
algorithm to cluster these document vectors. We compare their performance in 
terms of clustering quality (i.e. the F-Measure value of the clustering result). The 
experimental results on the non-correlated topic document set and the correlated 
topic document set are shown in Figure 4.9 and Figure 4.10 respectively. 
Both Figure 4.9 and Figure 4.10 show that binary weighting scheme always 
gives a better clustering result than the numerical one does. 
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Figure 4.8: Comparison between the proposed feature extracting method and 
the old method in terms of F-Measure for the correlated topic document set 
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Figure 4.9: Comparison between the binary weighting scheme and the nu-
merical weighting scheme in terms of F-Measure for the non-correlated topic 
document set 
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Figure 4.10: Comparison between the binary weighting scheme and the numer-
ical weighting scheme in terms of F-Measure for the correlated topic document 
set 
Chapter 5 
Web Document Clustering Using 
DC-tree 
In this chapter, we will introduce a Web document clustering algorithm by means 
of a Document Cluster tree (DC-tree). In the DC-tree, each node can be con-
sidered as a Document Cluster (DC). The tree structure is used to guide the 
incoming document object to an appropriate document cluster at the leaf nodes. 
It is similar to the 伊 - t ree [43] in that the index records in its leaf nodes contain 
pointers to data objects, but it is not a height-balanced tree. This structure 
is designed so that assigning a document into a cluster requires visiting only a 
small number of nodes. 
5.1 Document Representation 
In our algorithm, a document (Di) is represented in the following form: Di = 
(^Xi, i), where i is the document identifier which can be used to retrieve document — —* 
(Di) and di is the feature vector of the document: di 二 [w^i^ Wi2,..., Win). Here 
n is the number of features of the document vector, and Wij is the weight of 
the j-th feature, where j G {1,2,. . . , n}. In our algorithm, the binary weighting 
48 
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scheme has been employed in constructing document vector. That is, Wij is 1 if 
Di contains the j-th feature. Otherwise, W{j will be 0. 
5.2 Document Cluster (DC) 
A Document Cluster (DC) value is a triple storing the information that we 
maintain about a set of documents within the same cluster: (1) the number of 
documents, (2) the set of document identifiers, and (3) the feature vector of the 
cluster. 
Def in i t ion 9 (Document Cluster) Given a cluster with N documents, { D i , D2, 
. . . , D n } , the Document Cluster (DC) entry of a node is defined as a triple: 
DC 二（iV, I, where N is the number of documents in the cluster, I is the set of 
the document identifiers of the documents in the cluster, and c— (^i, ^ 2 , . . . , Xn) 
is the feature vector of the document cluster, where Xj = Yliei 比ij and Wij is the 
weight of the j -th feature of di. I 
The following lemmas give us the flexibility to combine two clusters into one 
and gives a DC value for the combined cluster. 
Lemma 1 (DC Additivity) Let DCa = (iV^, c"；), and DCb 二� N k , h A ~ ) be 
the DC entries of two disjoint document clusters, where disjoint means a doc-
ument does not belong to more than one cluster at the same time. Then the 
new DC entry, DCz, of the cluster that is formed by merging the two disjoint 
clusters, is: DCz = {Na + Nb, h U h , Ca + ct), where c"^  + (J = {xai + Xbi,Xa2 + 
5 • • • 1 工an + • 
Proof: Let DCz = (A^ ,^ h , cl), DCz should contain all documents of the DCa 
and DCh when DCa and DCb are merged to form DCz. Hence, should be the 
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union of la and i.e., 
I一aUlb (5.1) 
Then, we consider 
N, 二 
二 / a l M l (by Equation 5.1) 
• • . ( ) 
= + 丨/石丨（since DCa and DCb are disjoint) 
二 NjNb 
Now, let Cz = …，Xzn)^ then consider 
Xzj 二 Ya&IZ Wij yj G { 1 , 2 , . . . , n} (by Definition 9) 
=E^€( /aU4) ^ij (by Equation 5.1) 
二 Eieia ^ij + 祐/fc 
= X a j + Xhj (by Definition 9) 
• 
Definition 10 (DC Similarity) Given two Document Clusters: DCa 二（A^a,la，<S) 
and DCh = (Nb, lb, <5), the similarity between the DCa and DCh is measured by 
the similarity value between their normalized feature vectors. The larger similar-
ity value, the more similar they are. Let sim[DCa, DCh) be a similarity function, 
the similarity between DCa and DCb can be evaluated by the following equation: 
—* —* 
sMDCa, DCb) = ( 5 . 4 ) 
• 
The following lemma gives us the flexibility to measure the similarity between 
two document clusters. 
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Lemma 2 (DC Similarity Measure) Given two Document Clusters: DC a — 
{Na, /a, Ca) and DCb = lb, The evaluation of the three similarity mea-
surement methods (see Section 3.4) are shown as below. 
Cosine correlation between DC a and DCb = _ � (5.5) 
1 广、Xai X})i 
Euclidean similarity between DC a and DCb = 1 � Y ^ d — ^Y (5.6) 
几 \J 二 Na Nb 
1�几�Xai Xli 
Manhattan similarity between DC a and DCb = 1 ^ ——(5.7) 
Na Nb 
Proof: 
For cosine correlation, 
一 —A 
cos-sim{DCa, DCb) = -—) (by Definition 10) 
y ^ n /Xgj y Xht \ 
= [口八N Nb) (by Equation 3.2) 
— NgxNb [€=1 X Xfjj) 
— X i^二 1 (^ Cii X Xii^ 
—vstsftstct 
For Euclidean similarity, 
—> —• 
euc—sim(JJCa, DCb) = — ) (by Definition 10) 
二 ^ - ^ ^ S t - t ) ^ (by E — 3 . 4 ) 
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For Manhattan similarity, 
—> —> 
man-sim[DCa, DCb) — m a n . s i m { - ^ , — ) (by Definition 10) 
A^ a jyib 
= ' - ' n p K ' Y j (by Equation 3.6) 
• 
5.3 DC-tree 
This section will focus on the structure and construction of DC-tree. We will 
first define the structure and the parameters of the DC-tree. After that, the doc-
ument insertion and node-splitting algorithms of the DC-tree will be presented. 
Furthermore, we will discuss the node deletion and node-merging algorithms. 
5.3.1 Tree Definition 
A DC-tree is a tree with four parameters: branching factor (B) , two similarity 
thresholds {Si and 5^ 2, where 0 < Si, S2 < 1) and the minimum number of 
children of a node (M) . A non-leaf node contains at most B entries and at least 
M entries of the form [DCi, Childj), where i = 1, 2 , . . . , Childi is a pointer 
to its z-th child node or a set of documents, and DCi is the DC entry of the 
sub-cluster represented by its z-th child or a set of documents. So, a non-leaf 
node represents a cluster that is made up of all the sub-clusters represented by its 
entries. A DC leaf node contains at most B entries and at least M entries, each 
is an entry of the form {DCi, Doci), where i G { 1 , 2 , . . . , B } , Doci is a pointer to 
a set of documents, and DCi is the DC entry of the corresponding sub-cluster. 
We call the set of documents under such a pointer as document leaf node, to 
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distinguish it from the tree leaf node or DC leaf node (see Figure 5.1). A DC 
leaf node also represents a cluster made up of all the sub-clusters represented by 
its DC entries. The DC-tree allows an incoming document entry to be inserted 
in a new document leaf node at different levels of the tree. So, the DC-tree is 
not a height balanced tree. Figure 5.1 shows a sample DC-tree with a height of 
2, B = 3, M = 2. Note that the tree is not balanced. 
DC1+DC2+DC3 DC4+DC5 DC6 
i DCl DC2 DC3 丨： DC4 DCS i 
i i i i A 
I I I I \ I 
I I “ “ “ _ I ‘ I 
I I I I f 
丨 丨 o o 5 ) ; i I 丨 丨 
丨…::::::::::::::：二：:丄 1-::::::::::: ； 
V 、、、、、、, 、、、 ； 
�� Z ' � � � � � I I ) ) Combined Documents 
、、 Z 、、、、 、、, 、、 
�� Document Leaf Nodes 
DC Leaf Nodes Single Document 
Figure 5.1: A DC-tree Example 
In the tree construction, two thresholds are used: 
1. Threshold In order to prevent poor document clustering result (i.e. 
documents in different classes are assigned to the same subtree or cluster) 
caused by document insertion order, is used to determine whether the 
incoming document entry E can be passed into the next level during the 
insertion process. If there exists an child entry of the current node such that 
the similarity value between this entry and the incoming entry is higher 
than the the incoming entry can be passed to the corresponding child 
node. Otherwise, the incoming entry will be added to the current node as 
a new document leaf node. 
2. Threshold 5^ 2: Since the DC-tree is used for document clustering but not 
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indexing, it is not necessary to force each leaf entry to point to a single 
document. In order to reduce the insertion time, the incoming document 
entry can be combined with a document leaf entry, if their similarity value 
is higher than S2. This entry combination makes use of the merging as 
described in Lemma 1, it can save on node insertion and splitting operations 
so that the insertion time can be reduced. 
The DC-tree is a compact representation of the dataset because each entry 
in a leaf node is not a single data point but a cluster of data points (the leaf 
node absorbs as many data points as the threshold S2 allows). With the above 
DC-tree definition, the tree size will be a function of the threshold values Si and 
S2' In general, the tree height increases with and the tree size increase with 
S2. If we set to zero and S2 to any number larger than one, the DC-tree will 
be similar to a balanced tree like a B+-tree or an R-ivee. 
5.3.2 Insertion 
We now present the algorithm for inserting a document object into a DC-tree. 
Here the document object can be either a single document, or a cluster of docu-
ments which is represented by a DC entry [E). If the document object is a single 
document, it will be first encapsulated into a DC entry [E) (i.e E contains only 
one document). The insertion algorithm proceeds in the steps as shown below: 
1. Identifying the appropriate leaf node 一 Starting from the root, E 
recursively descends the DC-tree by choosing the closest child node with 
the similarity value higher than If such child node does not exist, E is 
inserted as a new document leaf node to an empty entry of the node. If 
there is no such empty entry, node splitting is required (see Section 5.3.3). 
Chapter 5 Web Document Clustering Using DC-tree 55 
2. Modifying the leaf node - When we reach a DC leaf node, we find the 
closest leaf entry to E, say Li, and then tests whether it can be combined 
with E without violating the similarity threshold requirement of S2. If so, 
the DC entry for Li is updated to reflect this combination. Note that the 
DC entry of the new cluster can be computed from the DC entries for Li 
and E according to Lemma 1. Otherwise, E is added to the leaf node. If 
there is space in the leaf node for this new entry to fit in, we are done, 
otherwise we must split the leaf node. Section 5.3.3 will discuss the node 
splitting algorithm in detail. 
3. Modifying the path from the leaf node to the root - After E is 
inserted into a leaf node, we must update each non-leaf entry on the path 
from the root leading to the leaf node. In the absence of a split, this simply 
involves adding DC entries to reflect the addition of E. A leaf node split 
requires us to insert a new non-leaf entry into the parent node, which points 
to the newly created leaf node. If the parent node has space for this entry 
to fit in, then at all higher levels, we only need to update the DC entries 
to reflect the addition of the E. In general, however, we may have to split 
the parent node as well, and so on up to the root. If the root is split, the 
height of the tree will be increased by one and a new root will be created. 
5.3.3 Node Splitting 
In order to add a new entry to a full node containing B entries, it is necessary to 
divide the collection of the B-\-l entries between two nodes. The division should 
be done in a way such that the similarity between the two new nodes will be 
minimized and the similarity among the documents within the same node will 
be maximized. We now turn to algorithms for partitioning a set of 5 + 1 entries 
into two groups, one for each new node. The most straightforward way to find 
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the optimal node split is to generate all possible groupings and choose the best. 
However, the number of possibilities is very large (i.e. approximately 2丑—i). 
Below is the node splitting algorithm used in our DC-tree insertion algorithm. 
This node splitting algorithm is similar to a method considered in R-tree [21 . 
1. Pick a seed for each group — For each pair of entries Ei and E2, compute 
the similarity between them. Choose the pair with the lowest similarity 
value as the first elements of the groups. Resolve ties by choosing the pair 
with the largest number of documents. 
2. Check if done — If all entries have been assigned, stop. If one group has 
so few entries that all the rest must be assigned to it in order for it to have 
the minimum number M, assign them and stop. 
3. Select entry to assign - For each entry E not yet in a group, calculate 
the similarity between E and the seed entry of each group. Assign the 
entry with the highest similarity value into the corresponding group. Goto 
step 2. 
This splitting algorithm attempts to find a good node split in quadratic time 
in terms of B, but it is not guaranteed to find the optimal solution. 
5.3.4 Deletion and Node Merging 
The data deletion algorithm is similar to that of the 伊 - tree. If the number 
of remaining entries is larger than or equal to the minimum entries number 
parameter M after removing an entry, the deletion operation is done. Otherwise, 
node-merge operation should be carried out. That is, the underflow node will 
be merged with its sibling. Further node-merge operation is needed when the 
entry underflow phenomenon occurs in the parent node. This operation can be 
propagated to the root node where the height of tree may be reduced if necessary. 
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5.4 The Overall Strategy 
In this section, we present the overall strategy of Web document clustering using 
DC-tree and propose our own method for identifying the interesting clusters from 
the DC-tree. Before constructing the DC-tree, we should do some preprocessing 
to convert the documents to feature vectors with extracted features. After the 
DC-tree is built, cluster identification process can be performed for finding the 
interesting cluster with representative features. 
5.4.1 Preprocessing 
In order to build the DC-tree, there are three steps in the preprocessing stage to 
convert the original Web documents to feature vectors for the document cluster-
ing process. The preprocessing steps include: (1) document cleaning, (2) feature 
extraction, and (3) document vector construction. 
1. Document Cleaning - In this step, all non-tag text i will be extracted 
from each Web document. While extracting the non-tag-text, we will re-
move the stop-words (see Appendix A) of the non-tag-text at the same 
time. Those words containing less than 3 characters will also be removed. 
Figure 5.3 lists the extracted words of the Web page (see Figure 5.2) after 
the stop-words are removed. Moreover, we apply the Porter's stemming 
algorithm (see Appendix B) to reduce the number of key words extracted. 
For example, “computer,, and “computing,, will be considered as the same 
word (i.e. “compuf) by means of the rules of the Porter's algorithm. 
Figure 5.4 lists the resulting stemmed words after we apply the Porter's 
stemming algorithm on the words shown in Figure 5.3. 
^Non-tag-text is the text does not appear inside the tag brackets < > 
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2. Feature Extraction — After cleaning all documents (i.e., each document 
is replaced by a set of stemmed key words), we can start to find the feature 
words from these sets of keys words. In this step, we apply the proposed 
feature extracting method (see Section 4.4) to find the suitable feature 
words for constructing feature vectors of the documents. 
3. Document Vector Construction - Before building the DC-tree for iden-
tifying the interesting clusters, we should construct a feature vector for each 
document which to be inserted into the DC-tree. In order to construct a 
feature vector for a document, we should extract the feature words from 
the document first. As mentioned in the Section 5.1, we will use the binary 
weighting scheme for constructing the document vectors. I's will be as-
signed to the corresponding entries of the document vector for the creature 
words appearing in the document. For those feature words the document 
does not contain, O's will be assigned to the corresponding entries of the 
document vector. 
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Figure 5.2: A Example of Web Page 
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access following pes 
backbone general people 
centre gigabit privacy 
Chinese graphics processing 
colleges high processors 
comments home programmes 
computer hong research 
computing includes reserved 
connected internet rights 
corner kong science 
cse laboratories send 
cuhk laboratory services 
department links sgi 
departmental logic speed 
digital machines students 
edu major sun 
email map supercomputer 
engineering mbps supercomputers 
enterprise microcomputer systems 
equipment microprocessors teaching 
ethernet multimedia university 
facilities network unix 
faculty onyx webmaster 
fast parallel workstations 
Figure 5.3: A list of extracted words 
5.4.2 Building DC-tree 
After constructing the feature vectors for all documents, we can encapsulate the 
document vector with the document identifier into a document object and then 
insert this object into the DC-tree by using the insertion algorithm described 
in Section 5.3.2. During the tree construction process, we usually insert the 
document objects into the tree one by one. Sometimes, there are some documents 
known as very similar to each other in advance (i.e., the similarity among them 
is larger the similarity threshold )• In order to reduce the tree construction 
time, we can merge these documents into a combined document object first, and 
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Figure 5.4: A list of stemmed words 
then insert this combined document object into the DC-tree instead of insert 
them one by one. 
5.4.3 Identifying the Interesting Clusters 
The cluster identifying process starts from the root of the tree. A breath-first-
search algorithm is applied to discover the interesting clusters. An interesting 
cluster is defined as a cluster that contains representative features and whose 
size is in a predetermined range. We can make use of the lower and upper values 
found in our proposed feature extracting method (see Section 4.4) to determine 
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the cluster size range. Let I and u be the lower bound and upper bound of the 
cluster size range, then I and u can be determined by the following equations: 
(1) I = lower X (2) u — upper x 尝,where N is the data set size and m is 
the size of the sample data set used in the feature extraction. Also, the range 
can be adjusted manually to obtain a good clustering result. Once we have 
identified an interesting cluster, the sub-clusters in its descendent nodes will not 
be scanned. A representative feature is defined as a feature that has enough 
support in the cluster. That is, the document frequency of the representative 
features must be greater than some user-defined threshold. We call this threshold 
the representative threshold. These features will then be used to represent 
the cluster. 
5.5 Experimental Results 
In this section, we list some experimental results for the proposed Web document 
clustering algorithm. We have applied the algorithm on both synthetic data (see 
Section 4.5.1) and real data (see Section 4.5.2) for studying its performance and 
the relationship among the parameters. All experiments are run on the Sun Ultra 
5/270 with 512 MB of RAM. The programs are compiled using GNU C + + and 
executed on the Solaris 2.6 operating system. 
5.5.1 Alternative Similarity Measurement : Synthetic Data 
In Section 3.4，we have introduced three methods for measuring the similarity 
between the feature vectors of two documents, namely the cosine correlation, 
the Manhattan distance and the Euclidean distance. In order to investigate the 
influence of these three similarity measurement functions on the performance of 
the algorithm, the clustering time of the program using different similarity func-
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tion is plotted against the number of documents which is shown in Figure 5.5. 
This experiment is carried out on the synthetic data with 100 features in ten 
clusters and the similarity level is 0.8. The parameters of the DC-tree used in 
the clustering algorithm are: minimum number of entries = 8, branching factor 
二 20 similarity threshold 二 0.3, similarity threshold S2 = 0.8. These param-
eters have been chosen by trial and error, meaning that we have tried different 
combinations of values and discovered that the chosen values gives comparably 
good results. 
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Figure 5.6: Comparison among three similarity functions in terms of F-Measure 
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From Figure 5.5, the Manhattan distance method (Man_Dist) always gives 
the best performance in terms of clustering time since its similarity measure-
ment computation is simple. Figure 5.6 shows that the three similarity functions 
give similar clustering results in terms of the F-Measure value. Therefore, we 
choose the Manhattan distance method as the similarity evaluation method in 
our remaining experiments. 
5.5.2 DC-tree Characteristics : Synthetic Data 
For the DC-tree, each incoming entry is not forced to be inserted into a leaf 
node in DC-tree and this should make the clustering result less sensitive to the 
insertion order. Moreover, the leaf entry can include an incoming entry when 
they are regarded as very similar to each other to reduce node splitting as well 
as maintaining good clusters. In order to measure the impact of these features 
of the DC-tree on the document clustering effectiveness and efficiency, we carry 
out two experiments in which two variants of the DC-tree are created. 
The first variant is called the Balanced-DC-tree. With this variant, the tree is 
balanced and an incoming entry will always be inserted into the leaf node, so the 
threshold is not used. Like the DC-tree, an incoming entry will be combined 
with a leaf entry if their similarity value is larger than the threshold 82- For the 
second variant called No_Combine_DC~tree, the tree is not balanced but each leaf 
entry corresponds to only one Web page or document, so an incoming entry will 
not be combined with a leaf entry even if they are very similar to each other. 
Hence Si is used but S2 is not used. More node-splitting would be expected in 
this case. 
We compare the effectiveness among the document clustering algorithm using 
DC-tree, using Balanced_DC-tree and using No_Comhine_DC-tree in terms of the 
F-Measure value of the clustering result. We also compare the efficiency in terms 
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of the clustering time. The result, as shown in Figure 5.8 and Figure 5.7, shows 
that DC-tree always gives better performance and clustering results.飞 
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Figure 5.8: Comparison between DC-tree and its variants in terms of F-Measure 
5.5.3 Compare DC-tree and jB+-tree: Synthetic Data 
Next, a comparison is made between the performance of the clustering algorithm 
using DC-tree and the 5"^-tree-based clustering algorithm [43] which has been 
2Note that the results are different from that shown in Figure 5.6 because a different set of 
synthetic data is used. However the range of the F-measure values is about the same. 
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described in Section 2.3.1. The 5+-tree is balanced and also each leaf entry 
corresponds to exactly one Web page or document. We use the synthetic datasets 
with 100 features in 10 clusters and the similarity level is 0.7 in this experiment. 
The DC-tree parameters are the same as last experiment. 
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Figure 5.10: Comparison between DC-tree and B'^-tree in terms of F-Measure 
Figure 5.9 shows that DC-tree gives a better clustering performance than B+-
tree does since the clustering time of DC-tree is always lower than that of 5+-tree. 
Moreover, Figure 5.10 shows that DC-tree consistently gives a better clustering 
result than 伊 - t ree does since the F-Measure value of DC-tree is always higher 
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than that of B+-tree. 
5.5.4 Compare DC-tree and 伊-tree: Real Data 
In this experiment, we want to make a comparison between the effectiveness of 
the document clustering in Web domain using the DC-tree and the B'^-tiee. We 
use the same five feature sets and data sets of experiment 4.5.4. The DC-tree 
parameters are also the same as this experiment. We employ the binary weighting 
schemes to construst the document vectors and apply the document clustering 
algorithms to cluster these document vectors. We compare their effectiveness in 
terms of the F-Measure value of the clustering result. The experimental results 
on the non-correlated topic document set and the correlated topic document set 
are shown in Figure 5.11 and Figure 5.12 respectively. 
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Figure 5.11: Comparison between DC-tree and the 5+-tree in terms of F-
Measure for non-correlated topic document set 
Both Figure 5.11 and Figure 5.12 show that DC-tree always gives a better 
clustering result than the 伊 - t ree does for both real data sets. 
Moreover, for each cluster found, we calculate the document support of each 
known topic, which is the number of documents containing the same topic. Then 
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Figure 5.12: Comparison between DC-tree and the 伊 - t r e e in terms of F-
Measure for non-correlated topic document set 
we choose the topic with the highest document support as the topic of the cluster. 
Tables 5.1 and Table 5.2 show the precision values of the clusters found by these 
two algorithms. They show that the DC-tree always gives a better clustering 
result than B+-tree in terms of the precision of the resulting clusters. The 
results are also quite high compared to results reported in [44] in terms of the 
average precision. In [44], the precision of the best precision results shown are 
about 0.4. Though we cannot compare directly with [44] since the data sets used 
are different, the results are very encouraging. 
5.5.5 Varying the Number of Features : Synthetic Data 
In this experiment, we compare the performance of the clustering algorithm using 
DC-tree with the 伊-tree-based clustering algorithm in terms of the increasing 
rate of the clustering time when the number of features increases. We apply 
the two document clustering algorithm on 10 synthetic datasets with different 
features ranged from 100 to 1000. The number of documents in each dataset is 
10000. The DC-tree parameters are the same as those used in last experiment. 
Also, we compare the clustering quality of both algorithms in terms of F-Measure 
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Precision 
Cluster Topic DC-tree 召+ - t r e ^ 
author 0.61 “ 0.59 
internet game 0.73 0.55 
wine 0.63 0.65 
credit bank 0.66 0.57 
soccer 0 . 7 3 ~ 0.47 — 
astronomy organization 0.88 0.77 
psychology department 0.85 0.63 
job opportunity 0.91 0.72 
film 0.72 “ 0.73 
disease organization 0.64 0.65 
Average 0.736 0.633 
Table 5.1: Precision of the clusters found in non-correlated topic document set 
by varying the number of features. The results are shown in Figure 5.13 and 
Figure 5.14. 
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Figure 5.13: Clustering time is plotted against the number of features 
In Figure 5.13，we note that there is a linear relationship between the clus-
tering time and the number of features for both algorithms. The figure also 
shows that the increasing rate in clustering time of the 伊-tree-based clustering 
algorithm is much higher than that of the DC-tree algorithm (about 3.5 times). 
Moreover, the DC-tree always gives a better clustering result than the 5+-tree-
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Precision 
Cluster Topic DC-tree 伊 - t r e e 
Cobol — 0.64 0.54 
Fortran 0.72 0.72 “ 
Java - 0.73 — 0.62 
JavaScript 0.64 0.67 
Lisp 0.73 0.63 
Pascal 0.81 0.67 
Perl 一0.78 0.72 
T ^ o n 0.82 — 0.55 
" S ^ l t a l k 0.61 — 0.57 
VisualBasic “ 0.77 0.65 
— A v e r a g e — 0 . 7 2 5 — 0.634 
Table 5.2: Precision of the clusters found in correlated topic document set 
based clustering algorithm does (see Figure 5.14). Therefore, DC-tree is more 
suitable for clustering document sets with long feature vectors. 
5.5.6 Non-Correlated Topic Web Page Collection: Real 
Data 
We use one of several feature sets found in the experiment 4.5.3 for converting 
each document to a feature vector in this experiment. This set contains 119 
features and they are listed in Appendix E . The DC-tree parameters used in 
this experiment are: minimum number of entries = 8, branching factor = 20, 
Similarity threshold Si = 0.3，Similarity threshold S2 = 0.7. The experimental 
results are shown the second column in Table 5.3. 
Table 5.4 shows the 10 clusters found in this experiment. For each cluster 
found, we calculate the document support of each known topic, which is the 
number of documents containing the same topic. Then we choose the topic with 
the highest document support as the topic of the cluster. Table 5.4 shows the 
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Figure 5.14: F-Measure is plotted against the number of features 
non-correlated topics correlated topics 
No. of clusters found 10 10 
Cluster size range 1000-3000 1000-3000 
Representative threshold 0.45 0.4 
Clustering time 94.21 seconds 72.27 seconds 
F-Measure Value 0.6753 0.6453 
Table 5.3: Clustering results for the real document sets 
precision of the clusters, which are quite high compared to results reported in 
44] in terms of the average precision. For our experimental result, the precision 
of the resulting cluster is always higher than 0.6 and the average precision of the 
ten resulting clusters is 0.735. In [44], the precision of the best precision results 
shown are about 0.4. Though we cannot compare directly with [44] since the 
data sets used are different, the results are very encouraging. 
Table 5.4 also lists the representative features of each cluster. Since the 
classification is automatic, we do not have a simple title for each topic of the 
clusters found, but we can guess the topic of the clusters by their representative 
features. The representative features (words) are used to indicate to the users 
what each cluster is about. 
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Cluster Topic No. of Precision Features 
Documents 
author 2157 0.61 book, story, year 
internet g a m e 1 9 8 8 0.73 best, free, game, review 
wine 2461 0.63 win 
credit bank 2302 0.66 credit, service, union 
soccer 1312 0.73 report, soccer, team 
astronomy or- 1712 0.88 astronomi, union 
ganization 
psychology de- 1892 0.85 psychology, univers 
part merit 
job opportunity 1939 0.91 career, experience, job, 
loc 
film 一 1664 0.72 film，star 
disease organi- 2245 0.64 disease, health, medical, 
zation organ 
Table 5.4: Classification result for the non-correlated topic Web page collection 
5.5.7 Correlated Topic Web Page Collection: Real Data 
In this experiment, we apply our document clustering algorithm to another set 
of Web documents which are correlated. The DC-tree parameters used in this 
experiment are: minimum number of entries — 8, Branching factor = 20, Simi-
larity threshold 1 = 0.3, Similarity threshold 2 = 0.7. The experimental results 
are shown the third column in Table 5.3. 
Table 5.5 shows the 10 clusters found in this experiment. For each cluster 
found, we calculate the document support of each known topic, which is the 
number of documents containing the same topic. Then we choose the topic 
with highest document support as the topic of the cluster. Table 5.5 shows the 
precision of the clusters, which are also quite high compared to results reported 
in [44]. Table 5.5 lists the representative features of each cluster. 
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Cluster Topic No. of Precision Features 
Documents 
Cobol 2232 0.64 cobol, coughlan, proce-
dur 
Fortran 2021 0.72 eacute, fortran 
Java 2403 0.73 applet, class 
JavaScript 2305 0.64 active, document, 
javascript 
Lisp 1606 0.73 lisp, object 
Pascal 1884 0.81 define, interface, pascal, 
xplain 
Perl 1422 0.78 cpan, module, perl, port 
Python 1810 kendall, python, thread 
Smalltalk 1991 0.61 browse, develop, mes-
sage, Smalltalk 
VisualBasic 1641 0.77 basic, click, item, visu 
Table 5.5: Classification result for the correlated topic Web page collection 
5.5.8 Incremental updates on Real Data Set 
In order to study the impact of the incremental updating the clustering result in 
Section 5.5.6, we insert 5000 additional documents into the existing DC-tree and 
observe the change of clustering quality. 433.22 seconds are used to convert the 
5000 documents into feature vectors. Table 5.6 shows the changes of clustering 
quality for each 1000 additional documents added to the existing clustering result. 
From the table, we notice that the F-Measure value decreases from 0.6753 to 
0.6010. The clustering quality only decreases about 11% in terms of F-Measure 
value when 25% more documents are added to the existing document set. Note 
also that each update in the document set will only involve a very small amount 
of computation in the clustering. Therefore, our document clustering algorithm 
is suitable for incremental updating in Web pages. 
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No. of documents F-Measure value 
21000 0.6555 
22000 0.6475 
23000 — 0.6249 
24000 0.6062 
25000 0.6010 
Table 5.6: Incremental Update Results 
5.5.9 Comparison with the other clustering algorithms 
In this experiment, we applied the various clustering algorithms (Random as-
sign, CLARANS, H A C ,伊 - t r e e and DC-tree) to the document collections and 
compare their effectiveness for Web document clustering. All algorithms were 
run to produce the same number of clusters (10 in this experiment). This is 
necessary to allow a fair comparison of the different algorithms. The algorithms 
use the parameter settings wherever the clustering algorithms can give the best 
clustering results. 
Figure 5.15 compares the F-Measure of the various clustering algorithms on 
the 5 Web document collections. Each collection contains 1000 documents ex-
tracted randomly from the non-correlated document set. 
As seen in Figure 5.15, the DC-tree algorithm scored highest in this experi-
ment. We believe these positive results are due to the fact that it is less sensitive 
to noise of the document set. According to DC-tree clustering algorithm, the 
outliers will not be assigned to any resulting cluster. 
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III this thesis, we have introduced a tree structure called DC-tree for the incre-
mental Web dociiineiit clustering. The�DC'-tree is influenced l)y the const met ion 
method of the Z^+-tree in tmns of the inserting a new data entry through the 
tree, splitting an o\-erflo\v node, and boUom-iip propagation the node splitting to 
balance the tree. It is also influenced by the com pact nature of the CT-tree [45 
in terms of the merging the similar entries into a single entry in the leaf nodes 
and using a triple to store the summarized information of the cluster entry for 
the computation among the cluster entries. However, DC-tree is different in that 
the tree is not balanced, which we show by experiment to give better results and 
performance. 
We have proposed a feature extracting method for document clustering in 
the Web domain. This method not only consider the document frequency of the 
features but also the "coverage" of the extracted features. Apart from this, we 
have defined a document cluster (DC) triple to record the information of the 
cluster for document clustering. 
We have carried out some experiments to compare the influence of three 
different similarity functions on the clustering performance in terms of the clus-
tering time. Experimental results have shown that the similarity function using 
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Manhattan distance is the best choice. Furthermore, our proposed document 
clustering algorithm using DC-tree has been proven to outperform the balanced 
variation and the _B+-tree-based clustering algorithms. Finally, we have applied 
our document clustering algorithm on a set of Web pages to show the effective-
ness of the algorithm and to demonstrate how to use the resulting clustering 
features to represent a document class. 
Appendix A 
Stopword List 
The following 308 words are considered useless for our Web document clustering algo-
rithm: 
about hereby sites 
above herein six 
according hereupon sixty 
across hers some 
actually herself somehow 
adj him someone 
after himself something 
afterwards his sometime 
again homepage sometimes 
against how somewhere 
all however still 
almost hundred stop 
alone inc such 
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along indeed taking 
already instead ten 
also into than 
although isn that 
always its the 
among itself their 
amongst just them 
amp last themselves 
and later then 
another latter thence 
any latterly there 
anyhow least thereafter 
anyone less thereby 
anything let therefore 
anywhere like therein 
are likely thereupon 
aren ltd these 
around made they 
became make thirty 
because makes this 
become many those 
becomes may though 
becoming maybe thousand 
been meantime three 
before meanwhile through 
beforehand might throughout 
begin million thru 
beginning miss thus 
behind more together 
being moreover too 
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below most toward 
beside mostly towards 
besides mrs trillion 
between much twenty 
beyond must two 
billion myself under 
both namely unless 
but nbsp unlike 
can neither unlikely 
cannot never until 
caption nevertheless update 
copy next updated 
copyright nine upon 
could ninety used 
couldn nobody using 
did none very 
didn nonetheless via 
does noone was 
doesn nor wasn 
don not well 
down nothing were 
during now weren 
each nowhere what 
eight off whatever 
eighty often when 
either once whence 
else one whenever 
elsewhere only where 
end onto whereafter 
ending other whereas 
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enough others whereby 
etc otherwise wherein 
even our whereupon 
ever ours wherever 
every ourselves whether 
everyone out which 
everything over while 
everywhere overall whither 
except own who 
few page whoever 
fifty per whole 
first perhaps whom 
five please whomever 
for quot whose 
former rather why 
formerly recent will 
forty recently with 
found same within 
four seem without 
from seemed won 
further seeming would 
had seems wouldn 
has seven yes 
hasn seventy yet 
have several you 
haven she your 
hence should yours 
her shouldn yourself 
here since yourselves 
hereafter site 
Appendix B 
Porter,s Stemming Algorithm 
The Porter Algorithm is based upon a set of conditions of the stem, suffix and prefix 
and associated actions given the condiction. Some examples of stem conditions are: 
1. The measure, m, of a stem is a function of sequences of vowels (a, e, i, o, y) 
followed by a consonant. If V is a sequence of vowels and C is a sequence of 
consonants, then m is: 
C(CVUV 
where the initial C and final V are optional and m is the number VC repeats. 
Measure Example 
m = 0 free, why 
m = 1 frees, whose 
m = 2 prologue, compute 
2. *< X > -stem ends with letter X 
3. -stem contains a vowel 
4. -stem ends in double consonant 
5. -stem ends with consonant-vowel-consonant sequence 
where the final consonant is not w, x^oi y 
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Suffix conditions take the form current_suffix = pattern 
Actions are in the form old_suffix new_suffix 
Rules are divided into steps to define the order of applying the rules. The following 
are some examples of the rules: 
RULE CONDITION SUFFIX REPLACEMENT EXAMPLE 
la NULL ssess ss stresses stress 
lb ing NULL making —mak 
Ibl NULL at ate inflat(ed) inflate 
Ic y i happy —> happi 
2 m > 0 aliti al formaliti —)• formal 
3 m > 0 icate ic duplicate duplic 
4 m > 1 able NULL adjustable adjust 
5a m > 1 e NULL inflate —inflat 
5b m > 1 and NULL single letter controll —)• control 
and *< L > 
Given the word "duplicatable", the following are the steps in the stemming process: 
Step 1: duplicatable — duplicat (by rule 4) 
Step 2: duplicat duplicate (by rule Ibl) 
Step 3: duplicate duplic (by rule 2) 
Note that only one rule from each step is allowed to be applied. 
Appendix C 
Insertion Algorithm 
Input: The root node, root 
A new record entry, E 
similarity thresholds, 5i and S2 
Output: A node pointer 
Algorithm C. l Node HnseTt(root,E,Si^S2) 
1 simValue = selectEntry (root,E ,targetEntry) 
2 if root is leaf 
3 if simValue > S2 
4 MeTge{E,targetEntry)； 
5 return NULL; 
6 else if root has room for anthor entry 
7 Add the E into the empty entry of root; 
8 return NULL; 
9 else 
10 new Node = SplitNode(贈力,五)； 
11 return newNode., 
12 end if 
13 else 
14 if simValue > Si 
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15 returnN ode — h\sert{targetEntry,E,Si,S2)； 
16 else if root has room for author entry 
17 Add the E into the empty entry of root; 
18 returnN ode = NULL; 
19 else 
20 returnN ode = creatNode(jE^); 
21 end if 
22 if returnN ode * NULL 
23 if root has room for anthor entry 
24 Add the returnN ode into the empty entry of root; 
25 return NULL; 
26 else 
27 return Entry = cvea^teEntvy {returnN ode)； 
28 new Node = Sp\itNode(root,returnEntry)； 
29 return new Node', 
30 end if 
31 else 
32 return NULL; 
33 end if 
34 end if 
Appendix D 
Node Splitting Algorithm 
Input: The split node, SN 
A new record entry, E 
Output: A node pointer 
Algorithm D. l Node *SplitNode(5'iV,£^) 
1 minSim — 1.1; 
2 for all pairs of Ei and Ej 
3 simValue = sim(£^“_Ey; 
4 if simValue < minSim 
5 minSim = simValue; 
6 Seedi = Ei; 
7 Seed2 二 Ej; 
8 end if 
9 end for 
10 S 二 
11 Groupi = (f)； 
12 Group2 = </>； 
13 while S is not empty 
14 / / B is the branching factor 
15 / / M is the minimum child number 
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16 if \Groupi\ is equal to B + 1 — M 
17 Assign the remaining entries into Groups', 
18 else if \Group2\ is equal to B + 1 — M 
19 Assign the remaining entries into Groupi] 
20 else 
21 Choose the entry Ei which is the closest entry to the seed of one of the 
groups; 
22 Assign Ei to the closest group; 
23 S 二 S - Ei] 
24 end if 
25 end while 
26 Assign the entries of Groupi into SN; 
27 Create a new node, new Node., 
28 Assign the entries of Group] into new Node., 
29 return new Node', 
Appendix E 
Features Extracted in 
Experiment 4.5.3 
account free relate 
america function release 
astronomi game report 
back good requir 
best great requisition 
board group research 
book hardware respons 
business health resume 
card internet review 
care job reward 
career know sav 
check knowledge schedule 
children level scienc 
communication life scor 
computer loan service 
credit location show 
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current main skill 
customer management soccer 
degree medical social 
demo memb software 
depart movi sound 
deposit national sponsor 
description novel sport 
design opportunity star 
develop organ store 
development people stori 
disease play student 
disord playoff support 
doctor point team 
document position technology 
download preview telescop 
education price term 
environment problem travel 
equivalent program treatment 
experience project union 
feature provid univers 
federal psychologist week 
fiction psychology win 
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