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Global well-posedness of the time-dependent
Ginzburg–Landau superconductivity model in
curved polyhedra ∗
Buyang Li † and Chaoxia Yang ‡
Abstract
We study the time-dependent Ginzburg–Landau equations in a three-dimensional
curved polyhedron (possibly nonconvex). Compared with the previous works, we prove
existence and uniqueness of a global weak solution based on weaker regularity of the
solution in the presence of edges or corners, where the magnetic potential may not be
in L2(0, T ;H1(Ω)3).
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1 Introduction
The Ginzburg–Landau theory has been widely accepted to describe macroscopic supercon-
ductivity phenomena in superconductors. Based on the Ginzburg–Landau theory [15] and
its extension to the time-dependent model [17], the macroscopic state of a superconductor
can be described by a complex-valued order parameter ψ whose modulus represents the
superconductivity density, and a real vector-valued magnetic potential A whose curl repre-
sents the magnetic induction field. If a superconductor occupies a domain Ω, then ψ and
A are governed by the time-dependent Ginzburg–Landau equations (TDGL) which, in a
nondimensionalization form, can be written as
η
∂ψ
∂t
+
(
i
κ
∇+A
)2
ψ + (|ψ|2 − 1)ψ + iηκψφ = 0, (1.1)
∂A
∂t
+∇× (∇×A) +∇φ+Re
[
ψ∗
(
i
κ
∇+A
)
ψ
]
= ∇×H, (1.2)
where η and κ are physical constants and H is the external magnetic field, ψ∗ denotes
the complex conjugate of ψ, and the electric potential φ is an unknown real scalar-valued
function. Physically there should be 0 ≤ |ψ| ≤ 1, where |ψ| = 0 and |ψ| = 1 correspond
to the normal state and superconducting state, respectively, and 0 < |ψ| < 1 represents a
mixed state. More detailed discussion of the physics can be found in [3, 8, 14, 28].
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Clearly, the three unknown variables ψ, A and φ cannot be determined uniquely by the
two equations above. Thus an additional gauge condition is required. The zero electric po-
tential gauge φ = 0 is widely used by physicists [12, 16, 22, 32]. Under this gauge, existence
and uniqueness of solutions have been proved in [9] when the superconductor occupies a
smooth domain. Finite element approximations of the equations and its convergence have
also been studied in many works, e.g., [10, 24, 25]. Existence and uniqueness of weak so-
lutions have also been proved in [29] under the Coulomb gauge ∇ ·A = 0 (also in smooth
domains), which is less used in numerical simulations as it increases the computational cost.
To avoid the degeneracy caused by the zero electric potential gauge, we focus on the Lorentz
gauge φ = −∇ ·A in this paper. Under this gauge, (1.1)-(1.2) reduce to
η
∂ψ
∂t
+
(
i
κ
∇+A
)2
ψ + (|ψ|2 − 1)ψ − iηκψ∇ ·A = 0, (1.3)
∂A
∂t
+∇× (∇×A)−∇(∇ ·A) + Re
[
ψ∗
(
i
κ
∇+A
)
ψ
]
= ∇×H. (1.4)
The natural boundary and initial conditions for the problem are
∇ψ · n = 0, A · n = 0, (∇×A)× n = H× n, on ∂Ω× (0, T ), (1.5)
ψ(x, 0) = ψ0(x), A(x, 0) = A0(x), in Ω , (1.6)
where n denotes the unit outward normal vector on the boundary ∂Ω.
Existence and uniqueness of solutions of (1.3)-(1.6) have been proved in [6] in smooth
domains, where the authors also proved that the Lorentz and temporal gauges are equivalent
in producing the physical quantities such as |ψ| and ∇×A. The long time behavior of the
solutions and vortex dynamics have been studied in [27]. Finite element approximations
of (1.3)-(1.6) and their convergence have also been studied in many works, e.g., [4, 5, 13].
In both the theoretical and numerical analyses, the proofs presented in these works have
used the equivalence relation ‖∇ × A‖2
L2
+ ‖∇ · A‖2L2 ∼ ‖∇A‖
2
L2
, which holds for any
A ∈ H1(Ω)3 such that A · n = 0 on ∂Ω. The previous analyses based on this equivalence
relation showed that A ∈ L2(0, T ;H1(Ω)3) →֒ L2(0, T ;L6(Ω)3). However, when the domain
contains edges or corners whose interior angles are larger than 180◦, the equivalence relation
does not hold any more and A does not have the regularity above in general. Thus the
previous analyses cannot be extended to nonconvex polyhedra directly. Since numerical
simulations of the TDGL in nonsmooth domains are important for physicists to study the
surface effects in superconductivity [26, 30], it is important to know whether the TDGL is
well-posed and whether the finite element solutions converge in a general curved polyhedron.
This question is answered in [19, 20] in the two-dimensional case, where a new equivalent
system of equations was introduced to compute the solutions of the TDGL. Existence and
uniqueness of weak solutions for the TDGL, as well as the new system, were proved in
two-dimensional nonconvex polygons. It is noted that the standard finite element solution
of the TDGL may converge to an incorrect solution, while the finite element solution of the
new equivalent system converges to the true solution. Unfortunately, the new equivalent
system introduced in [19, 20] cannot be extended to the three-dimensional model, and the
regularity of the solution in a three-dimensional curved polyhedron is even weaker than
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the two-dimensional solutions. In this paper, we prove existence of weak solutions for the
initial-boundary value problem (1.3)-(1.6) in a general three-dimensional curved polyhedron
based on the weaker embedding inequality ‖A‖L3+δ(Ω) ≤ C‖A‖Hn(curl,div), by constructing
approximating solutions which preserve the physical property 0 ≤ |ψ| ≤ 1. Then we prove
uniqueness of the weak solution based on the regularity proved.
We would like to mention that, similar as the two-dimensional case, the standard finite
element solutions of (1.3)-(1.6) would converge to an incorrect solution in some nonsmooth
domains. Numerical approximation of (1.3)-(1.6) in general three-dimensional curved poly-
hedra is challenging (under either gauge). The current paper provides a theoretical foun-
dation for numerical analysis of the TDGL in such domains.
2 Main results
Let Ω be a curved polyhedron, i.e. a bounded Lipschitz domain with piecewise smooth
boundary such that any boundary point is contained in a neighborhood which is C∞-
diffeomorphic to a neighborhood of a boundary point of a polyhedron; see section 4 of [2]
and [7]. For any nonnegative integer k, we denote by Hk(Ω) and Hk(Ω) the conventional
Sobolev spaces of real-valued and complex-valued functions defined in Ω, respectively, with
L2(Ω) = H0(Ω) and L2(Ω) = H0(Ω); see [1]. To simplify the notations, we denote Hk =
Hk(Ω), Hk = Hk(Ω), Lp = Lp(Ω), Lp = Lp(Ω) and Lp := Lp(Ω)3 for 1 ≤ p ≤ ∞, and we
define the function spaces
H1n(Ω) := {a ∈ H
1(Ω)3 : a · n = 0 on ∂Ω}, H(curl) := {a ∈ L2 : ∇× a ∈ L2},
Hn(div) := {a ∈ L
2 : ∇ · a ∈ L2 and a · n = 0 on ∂Ω},
Hn(curl,div) := {a ∈ L
2 : ∇× a ∈ L2, ∇ · a ∈ L2 and a · n = 0 on ∂Ω},
where C∞(Ω) is dense in Hn(div) but may not be dense in Hn(curl,div) (depending on the
convexity of the domain). For any two functions f, g ∈ L2 we define (f, g) =
∫
Ω f(x)g(x)
∗ dx,
and for any two vector fields f ,g ∈ L2 we define (f ,g) =
∫
Ω f(x) · g(x)
∗ dx.
Definition 2.1. (Weak solution) The pair (ψ,A) is called a weak solution of (1.3)-(1.6)
if
ψ ∈ C([0, T ];L2) ∩ L∞(0, T ;H1), ∂tψ ∈ L
2(0, T ;L2), |ψ| ≤ 1 a.e. in Ω× (0, T ),
A ∈ C([0, T ];L2) ∩ L∞(0, T ;Hn(curl,div)),
∂tA ∈ L
2(0, T ;L2), ∇×A ∈ L2(0, T ;H(curl)), ∇ ·A ∈ L2(0, T ;H1),
with ψ(·, 0) = ψ0, A(·, 0) = A0, and the variational equations∫ T
0
[(
η
∂ψ
∂t
, ϕ
)
+
((
i
κ
∇+A
)
ψ,
(
i
κ
∇+A
)
ϕ
)]
dt
+
∫ T
0
[(
(|ψ|2 − 1)ψ − iηκψ∇ ·A, ϕ
)]
dt = 0, (2.1)
∫ T
0
[(
∂A
∂t
,a
)
+
(
∇×A,∇× a
)
+
(
∇ ·A,∇ · a
)]
dt
3
=∫ T
0
[(
H,∇× a
)
−
(
Re
[
ψ∗
(
i
κ
∇+A
)
ψ
]
,a
)]
dt, (2.2)
hold for all ϕ ∈ L2(0, T ;H1) and a ∈ L2(0, T ;Hn(curl,div)).
The main result of this paper is the following theorem, whose proof is presented in the
next section.
Theorem 2.1. (Global well-posedness of the TDGL in a curved polyhedron)
For any given T > 0, if ψ0 ∈ H
1, |ψ0| ≤ 1 a.e. in Ω, A0 ∈ Hn(curl,div) and the
external magnetic field H is a divergence-free vector field such that H ∈ L∞(0, T ;L2) ∩
L2(0, T ;H(curl)), then the problem (1.3)-(1.6) has a unique weak solution in the sense of
Definition 2.1.
3 Proof of Theorem 2.1
In this section, we prove existence of a weak solution for the TDGL by constructing approx-
imating solutions and applying a compactness argument. Uniqueness is then proved based
on the regularity of the weak solution. Unlike the two-dimensional case studied in [20], the
solution of the three-dimensional problem has weaker regularity, which causes more diffi-
culty in the compactness argument. To overcome the difficulty, a different approach is used
to construct approximating solutions in order to control the order parameter pointwisely.
Uniqueness of the weak solution also needs to be proved under the weaker regularity.
To simplify the notations, we denote by Cp1,··· ,pl a generic positive constant which may
be different at each occurrence, depending on the parameters p1, · · · , pl, and denote by ǫ a
small generic positive constant.
3.1 Some preliminary lemmas
Here we present some preliminary lemmas which will be used in the next subsection in prov-
ing existence of weak solutions. Lemma 3.1 is concerned with the embedding ofHn(curl,div)
into L3+δ, which is used into control the magnetic potential, and Lemma 3.2 is used to con-
trol the order parameter pointwisely.
Lemma 3.1. There exists a positive constant δ (which depends on the domain Ω) such that
Hn(curl,div) →֒ L
3+δ.
Proof. It is proved in [2] that any u ∈ Hn(curl,div) admits a decomposition u = v+∇ϕ,
where ϕ ∈ H1,∆ϕ ∈ L2, and ∂nϕ = 0 on ∂Ω, and
‖v‖H1 + ‖∇ϕ‖L2 + ‖∆ϕ‖L2 ≤ C‖u‖Hn(curl,div).
From [18] we know that
‖∇ϕ‖L3+δ ≤ C‖∆ϕ‖L2
in any bounded Lipschitz domain Ω, where δ depends on the domain. It follows that
‖u‖
L3+δ ≤ ‖v‖L3+δ + ‖∇ϕ‖L3+δ ≤ C‖v‖H1 + C‖∆ϕ‖L2 ≤ C‖u‖Hn(curl,div).
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Lemma 3.2. For any given A ∈ L∞(0, T ;Hn(curl,div)), the nonlinear equation (1.3) has
a unique weak solution ψ ∈ L∞(0, T ;L∞) ∩ L2(0, T ;H1) ∩ H1(0, T ; (H1)′) in the sense of
(2.1). Moreover, the solution satisfies that |ψ| ≤ 1 a.e. in Ω× (0, T ).
Proof. It suffices to construct approximating solutions which preserve the pointwise esti-
mate
|ψ| ≤ 1 a.e. in Ω× (0, T ). (3.1)
Since Hn(curl,div) →֒ L
3+δ, it follows that A ∈ L∞(0, T ;L3+δ). Let Am, m = 1, 2, · · · ,
be a sequence of smooth functions which converges to A in L3+δ ∩Hn(div). Since Am is
smooth for any fixed m. By the theory of parabolic equations [11], the equation
η
∂ψm
∂t
+
(
i
κ
∇+Am
)2
ψm + (|ψm|
2 − 1)ψm − iηκψm∇ ·Am = 0 (3.2)
has a unique weak solution ψm ∈ L
∞(0, T ;H1 ∩ L∞) ∩ H1(0, T ;L2) in the sense of (2.1).
Let (|ψm|
2 − 1)+ denote the positive part of |ψm|
2 − 1 and integrate this equation against
ψ∗m(|ψm|
2 − 1)+. By considering the real part of the result, for any t
′ ∈ (0, T ) we derive∫
Ω
(
η
4
(
|ψm(x, t
′)|2 − 1
)2
+
)
dx+
∫ t′
0
∫
Ω
(|ψm|
2 − 1)2+|ψm|
2 dxdt
= −
∫ t′
0
Re
∫
Ω
(
i
κ
∇ψm +Amψ
)(
−
i
κ
∇+Am
)
[ψ∗m(|ψm|
2 − 1)+] dxdt
= −
∫ t′
0
∫
Ω
∣∣∣∣ iκ∇ψm +Amψ
∣∣∣∣2(|ψm|2 − 1)+ dxdt
+
∫ t′
0
Re
∫
{|ψm|2>1}
(
i
κ
∇ψm +Amψ
)
ψ∗m
(
i
κ
ψm∇ψ
∗
m +
i
κ
ψ∗m∇ψm
)
dxdt
= −
∫ t′
0
∫
Ω
∣∣∣∣ iκ∇ψm +Amψm
∣∣∣∣2(|ψm|2 − 1)+ dxdt
−
∫ t′
0
Re
∫
{|ψm|2>1}
(|ψm|
2|∇ψm|
2 + (ψ∗m)
2∇ψm · ∇ψm) dxdt
≤ 0,
which implies that
∫
Ω(|ψm(x, t
′)|2 − 1)2+ dx = 0. Thus |ψm| ≤ 1 a.e. in Ω× (0, T ).
Integrating (3.2) against ψ∗m and considering the real part of the result, we derive that
d
dt
(
η
2
‖ψm‖
2
L2
)
+
∥∥iκ−1∇ψm +Amψm∥∥2L2 + ‖ψm‖4L4 = ‖ψm‖2L2 ≤ C,
which further implies
‖ψm‖L2(0,T ;H1) ≤ C, (3.3)
where C is independent of m. From (3.2) we also see that∣∣∣∣
∫ T
0
(
∂tψm, ϕ
)
dt
∣∣∣∣ =
∣∣∣∣
∫ T
0
[
−
1
κ2
(
∇ψm,∇ϕ
)
−
i
κ2
(
∇ψm,Amϕ
)
+
i
κ2
(
Amψm,∇ϕ
)
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−
(
|Am|
2ψm, ϕ
)
−
(
(|ψm|
2 − 1)ψm, ϕ
)
+
(
iηκψm∇ ·Am, ϕ
)]
dt
∣∣∣∣
≤ C‖ψm‖L2(0,T ;H1)‖ϕ‖L2(0,T ;H1)
+ C‖ψm‖L2(0,T ;H1)‖Am‖L∞(0,T ;L3)‖ϕ‖L2(0,T ;L6)
+ C‖ψm‖L2(0,T ;L6)‖Am‖L∞(0,T ;L3)‖ϕ‖L2(0,T ;H1)
+ ‖Am‖
2
L∞(0,T ;L3)‖ψm‖L2(0,T ;L6)‖ϕ‖L2(0,T ;L6)
+ C‖(|ψm|
2 − 1)ψm‖L∞(0,T ;L∞)‖ϕ‖L1(0,T ;L1)
+ C‖∇ ·Am‖L∞(0,T ;L2)‖ϕ‖L1(0,T ;L2)
≤ C‖ϕ‖L2(0,T ;H1),
which implies (via a duality argument)
‖∂tψm‖L2(0,T ;(H1)′) ≤ C, (3.4)
where C is independent of m. With the estimates (3.1)-(3.4), it is easy to prove that
there exists ψ ∈ L∞(0, T ;L∞) ∩ L2(0, T ;H1) ∩ H1(0, T ; (H1)′) and a subsequence of ψm,
m = 1, 2, · · · , which converges to ψ weakly in L2(0, T ;H1) ∩ H1(0, T ; (H1)′), strongly in
Lp(0, T ;Lp) for any 1 < p < ∞, and convergence is pointwise a.e. in Ω× (0, T ). It is easy
to see that ψ is a weak solution of (1.3), with |ψ| ≤ 1 a.e. in Ω× (0, T ).
Uniqueness of the weak solution can be proved easily based on the regularity of ψ.
3.2 Construction of approximating solutions
In this subsection, we construct approximating solutions of (1.3)-(1.6) in semi-finite dimen-
sional spaces.
Let M : Hn(curl,div)→ (Hn(curl,div))
′ be defined by
(Mu,v) = (u,v) + (∇× u,∇× v) + (∇ · u,∇ · v), for u,v ∈ Hn(curl,div) .
It is easy to see that the bilinear form on the right-hand side is coercive on Hn(curl,div),
which is compactly embedded into L2 (see [31]). In this case, the spectrum of the operator
M consists of eigenvalues λ1, λ2, · · · , λN , · · · , which tend to infinity, and the corresponding
eigenvectors a1,a2,a3, · · · form a Hilbert basis of Hn(curl,div) (see Theorem 2.37 of [23]).
Let XN = span{a1,a2, · · · ,aN}, which is a finite dimensional subspace of Hn(curl,div),
equipped with the norm of Hn(curl,div). We look for ΨN (t) ∈ H
1 and ΛN (t) ∈ XN such
that (
η
∂ΨN
∂t
, ϕ
)
+
((
i
κ
∇+ΛN
)
ΨN ,
(
i
κ
∇+ΛN
)
ϕ
)
+
(
(|ΨN |
2 − 1)ΨN − iηκΨN∇ ·ΛN , ϕ
)
= 0, (3.5)
(
∂ΛN
∂t
,a
)
+
(
∇×ΛN ,∇× a
)
+
(
∇ ·ΛN ,∇ · a
)
+
(
Re
[
Ψ∗N
(
i
κ
∇+ΛN
)
ΨN
]
,a
)
=
(
H,∇× a
)
, (3.6)
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for any ϕ ∈ H1 and a ∈ XN at any t ∈ (0, T ), with the initial conditions Ψ(0) = ψ0 ∈ H
1 and
Λ(0) = ΠNA0 ∈ Hn(curl,div), where ΠN is the projection ofHn(curl,div) onto its subspace
XN . We have the following lemma concerning the approximating solution (ΨN ,ΛN ).
Lemma 3.3. For a given positive integer N , the system (3.5)-(3.6) has a unique solution
ΨN ∈ L
∞(0, T ;H1) ∩H1(0, T ;L2) ∩ L∞(Ω× (0, T )), |ΨN | ≤ 1 a.e. in Ω× (0, T ),
ΛN ∈W
1,∞(0, T ;XN )
Moreover, we have the uniform estimate:
‖ΨN‖L∞(0,T ;H1) + ‖∂tΨN‖L2(0,T ;L2) + ‖ΛN‖L∞(0,T ;Hn(curl,div)) + ‖∂tΛN‖L2(0,T ;L2) ≤ C,
(3.7)
where the constant C does not depend on N .
To prove Lemma 3.4, we apply Schaefer’s fixed point theorem [11]:
Lemma 3.4. (Schaefer’s fixed point theorem) Let N : L∞(0, T ;XN )→ L
∞(0, T ;XN )
be a continuous and compact mapping such that the set
VN := {Λ
0
N ∈ L
∞(0, T ;XN ) : ∃ s ∈ [0, 1] satisfying Λ
0
N = sNΛ
0
N} (3.8)
is bounded in L∞(0, T ;XN ). Then the mapping N has a fixed point in L
∞(0, T ;XN ): there
exists Λ ∈ L∞(0, T ;XN ) satisfying Λ = NΛ.
Proof of Lemma 3.3. For a given Λ0N ∈ L
∞(0, T ;XN ), we define ΨN ∈ L
∞(0, T ;L∞) ∩
L2(0, T ;H1) as the unique weak solution of the equation(
η
∂ΨN
∂t
, ϕ
)
+
((
i
κ
∇+Λ0N
)
ΨN ,
(
i
κ
∇+Λ0N
)
ϕ
)
+
(
(|ΨN |
2 − 1)ΨN − iηκΨN∇ ·Λ
0
N , ϕ
)
= 0, ∀ϕ ∈ L2(0, T ;H1). (3.9)
Existence and uniqueness of the solution ΨN follow Lemma 3.2. Then we define ΛN as the
solution of (
∂ΛN
∂t
,a
)
+
(
∇×ΛN ,∇× a
)
+
(
∇ ·ΛN ,∇ · a
)
+
(
Re
[
Ψ∗N
(
i
κ
∇+Λ0N
)
ΨN
]
,a
)
=
(
H,∇× a
)
, (3.10)
SinceXN is a finite dimensional space, the equation above can be reduced to an ordinary dif-
ferential equation. Therefore, existence and uniqueness of a solution ΛN ∈W
1,∞(0, T ;XN )
are obvious. We denote the mapping from Λ0N ∈ L
∞(0, T ;XN ) to ΨN ∈ L
∞(0, T ;L∞) ∩
L2(0, T ;H1) by N1, and denote the mapping from ΨN ∈ L
∞(0, T ;L∞) ∩ L2(0, T ;H1) to
ΛN ∈ L
∞(0, T ;XN ) by N2, and then define N := N1N2. We shall prove that the mapping
N satisfies the conditions of Lemma 3.4 and thus has a fixed point in L∞(0, T ;XN ).
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Firstly, we prove that the mapping N : L∞(0, T ;XN ) → L
∞(0, T ;XN ) is continuous
and compact. To prove the continuity of the mapping, we let ΨN = N1Λ
0
N , Ψ˜N = N1Λ˜
0
N ,
ΛN = NΛ
0
N and Λ˜N = N Λ˜
0
N , and assume that Λ
0
N and Λ˜
0
N are bounded in L
∞(0, T ;XN ):
‖Λ0N‖L∞(0,T ;XN ) + ‖Λ˜
0
N‖L∞(0,T ;XN ) ≤ K, (3.11)
where K is some positive constant. From Lemma 3.2 we see that the inequality above
implies
‖ΨN‖L2(0,T ;H1) + ‖Ψ˜N‖L2(0,T ;H1) ≤ CK , (3.12)
|ΨN | ≤ 1 and |Ψ˜N | ≤ 1, a.e. in Ω× (0, T ). (3.13)
If we define eN = Ψ˜N −ΨN and E
0
N = Λ˜
0
N −Λ
0
N , then (3.9) implies∫ T
0
[(
η∂teN , ϕ
)
+
1
κ2
(
∇eN ,∇ϕ
)
+
(
|Λ˜0N |
2eN , ϕ
)]
dt
=
∫ T
0
[
−
i
κ
(
Λ˜0N · ∇eN , ϕ
)
−
i
κ
(
E0N · ∇ΨN , ϕ
)
+
i
κ
(
eN Λ˜
0
N ,∇ϕ
)
+
i
κ
(
ΨNE
0
N ,∇ϕ
)
−
(
(|Λ˜0N |
2 − |Λ0N |
2)ΨN , ϕ
)
−
(
(|Ψ˜N |
2 − 1)Ψ˜N − (|ΨN |
2 − 1)ΨN , ϕ
)]
dt
−
∫ T
0
(
iηκΨ˜N∇ ·E
0
N + iηκeN∇ ·Λ
0
N , ϕ
)
dt.
Substituting ϕ(x, t) = eN (x, t)1(0,t′)(t) into the equation above and considering the real
part, we obtain
η
2
‖eN (·, t
′)‖2L2 +
∫ t′
0
( 1
κ2
‖∇eN‖
2
L2 + ‖Λ˜
0
NeN‖
2
L2
)
dt
≤
∫ t′
0
(
C‖Λ˜0N‖L3+δ‖∇eN‖L2‖eN‖L6−4δ/(1+δ) + C‖E
0
N‖L3+δ‖∇ΨN‖L2‖eN‖L6−4δ/(1+δ)
+ C‖eN‖L6−4δ/(1+δ)‖Λ˜
0
N‖L3+δ‖∇eN‖L2
+ C‖ΨN‖L∞‖E
0
N‖L2‖∇eN‖L2 + C(‖Λ˜
0
N‖L3+δ + ‖Λ
0
N‖L3+δ )‖E
0
N‖L2‖ΨN‖L∞‖eN‖L6−4δ/(1+δ)
+ C‖eN‖
2
L2 + C‖Ψ˜N‖L∞‖∇ ·E
0
N‖L2‖eN‖L2
)
dt
≤
∫ t′
0
(
CK‖∇eN‖L2(Cǫ‖eN‖L2 + ǫ‖∇eN‖L2)
+ C‖∇ΨN‖L2‖E
0
N‖Hn(curl,div)(Cǫ‖eN‖L2 + ǫ‖∇eN‖L2)
+ CK‖∇eN‖L2(Cǫ‖eN‖L2 + ǫ‖∇eN‖L2) +C‖E
0
N‖L2‖∇eN‖L2
+ CK‖E0N‖L2(Cǫ‖eN‖L2 + ǫ‖∇eN‖L2) + C‖eN‖
2
L2 + C‖∇ ·E
0
N‖L2‖eN‖L2
)
dt
≤
∫ t′
0
(
(1 +CK)ǫ‖∇eN‖
2
L2 + Cǫ‖eN‖
2
L2 + (Cǫ,K + Cǫ,K‖∇ΨN‖
2
L2)‖E
0
N‖
2
Hn(curl,div)
)
dt,
which holds for any ǫ ∈ (0, 1). Since eN (x, 0) = 0, by choosing ǫ < 1/(2κ
2 +2CKκ2) in the
inequality above, applying Gronwall’s inequality and using (3.12), we derive
‖eN‖
2
L∞(0,T ;L2) + ‖eN‖
2
L2(0,T ;H1)
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≤ eCKT
(∫ T
0
(CK + CK‖∇ΨN‖
2
L2) dt
)
‖E0N‖
2
L∞(0,T ;Hn(curl,div))
≤ CK‖E
0
N‖
2
L∞(0,T ;Hn(curl,div))
. (3.14)
If we define EN = Λ˜N −ΛN , then (3.10) implies∫ T
0
[(
∂tEN ,a
)
+
(
∇×EN ,∇× a
)
+
(
∇ · EN ,∇ · a
)]
dt
= −
∫ T
0
Re
(
i
κ
(Ψ˜∗N∇Ψ˜N −Ψ
∗
N∇ΨN) + Λ˜
0
N (|Ψ˜N |
2 − |ΨN |
2) + |ΨN |
2EN , a
)
dt. (3.15)
Since XN is a finite dimensional space, any two norms on XN are equivalent. This im-
plies that ‖EN‖Hn(curl,div) ≤ CN‖EN‖L2 . Substituting a(x, t) = EN (x, t)1(0,t′)(t) into the
equation above, we obtain
1
2
‖EN (·, t
′)‖2L2 +
∫ t′
0
(
‖∇ ×EN‖
2
L2
+ ‖∇ ·EN‖
2
L2
)
dt
≤
∫ t′
0
(
C‖eN‖L6−4δ/(1+δ)‖∇Ψ˜N‖L2‖EN‖L3+δ + C‖∇eN‖L2‖EN‖L2
+ C‖Λ˜0N‖L3+δ‖eN‖L6−4δ/(1+δ)‖EN‖L2 + ‖EN‖
2
L2
)
dt
≤ C‖eN‖L2(0,T ;H1)‖Ψ˜N‖L2(0,T ;H1)‖EN‖L∞(0,T ;Hn(curl,div)) + ‖eN‖L2(0,T ;H1)‖EN‖L2(0,T ;L2)
+ ‖Λ˜0N‖L∞(0,T ;L3+δ)‖eN‖L2(0,T ;H1)‖EN‖L2(0,T ;L2) + ‖EN‖
2
L2(0,T ;L2)
≤ CNCK‖E
0
N‖L∞(0,T ;Hn(curl,div))‖EN‖L∞(0,T ;L2) +C‖E
0
N‖L∞(0,T ;Hn(curl,div))‖EN‖L2(0,T ;L2)
+ CK‖E0N‖L∞(0,T ;Hn(curl,div))‖EN‖L2(0,T ;L2) + ‖EN‖
2
L2(0,T ;L2)
≤ CNCKCǫ‖E
0
N‖
2
L∞(0,T ;Hn(curl,div))
+ ǫ‖EN‖
2
L∞(0,T ;L2) + C‖EN‖
2
L2(0,T ;L2)
Since EN (x, 0) = 0, by applying Gronwall’s inequality we derive
‖EN‖L∞(0,T ;L2) ≤ CNCK‖E
0
N‖L∞(0,T ;Hn(curl,div)).
which further implies that
‖EN‖L∞(0,T ;Hn(curl,div)) ≤ CNCK‖E
0
N‖L∞(0,T ;Hn(curl,div)). (3.16)
This prove that the mapping N : L∞(0, T ;XN ) → L
∞(0, T ;XN ) is continuous. Since XN
is finite dimensional, any continuous mapping is also compact.
Secondly, we prove that the set VN defined in (3.8) is bounded in L
∞(0, T ;XN ).
Suppose that Λ0N ∈ VN , then we define ΨN = N1Λ
0
N and ΛN = NΛ
0
N , which satisfy
Λ0N = sΛN and the following equations:(
η
∂ΨN
∂t
, ϕ
)
+
((
i
κ
∇+ sΛN
)
ΨN ,
(
i
κ
∇+ sΛN
)
ϕ
)
+
(
(|ΨN |
2 − 1)ΨN − isηκΨN∇ ·ΛN , ϕ
)
= 0, (3.17)
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(
∂ΛN
∂t
,a
)
+
(
∇×ΛN ,∇× a
)
+
(
∇ ·ΛN ,∇ · a
)
+
(
Re
[
Ψ∗N
(
i
κ
∇+ sΛN
)
ΨN
]
,a
)
=
(
H,∇× a
)
. (3.18)
It suffices to prove the boundedness of ΛN in L
∞(0, T ;XN ). Substituting ϕ = ΨN into
(3.17) and considering the real part, we get
d
dt
(
η
2
‖ΨN‖
2
L2
)
+
∥∥∥∥
(
i
κ
∇+ sΛN
)
ΨN
∥∥∥∥2
L2
≤ ‖ΨN‖
2
L2 ≤ C,
which implies
‖ΨN‖
2
L∞(0,T ;L2) +
∥∥∥∥
(
i
κ
∇+ sΛN
)
ΨN
∥∥∥∥2
L2(0,T ;L2)
≤ C. (3.19)
Substituting a = ΛN into (3.18), we obtain
d
dt
(
1
2
‖ΛN‖
2
L2
)
+ ‖∇ ×ΛN‖
2
L2
+ ‖∇ ·ΛN‖
2
L2
=
(
H,∇×ΛN
)
−
(
Re
[
Ψ∗N
(
i
κ
∇+ sΛN
)
ΨN
]
,ΛN
)
≤ ‖H‖L2‖∇ ×ΛN‖L2 +
∥∥∥∥
(
i
κ
∇+ sΛN
)
ΨN
∥∥∥∥
L2
‖ΛN‖L2
≤
1
2
‖H‖2
L2
+
1
2
‖∇ ×ΛN‖
2
L2
+
1
2
∥∥∥∥
(
i
κ
∇+ sΛN
)
ΨN
∥∥∥∥2
L2
+
1
2
‖ΛN‖
2
L2
≤ C +
1
2
‖H‖2
L2
+
1
2
‖∇ ×ΛN‖
2
L2
+
1
2
‖ΛN‖
2
L2
,
which implies (via Gronwall’s inequality)
‖ΛN‖L∞(0,T ;L2) ≤ C. (3.20)
Since XN is finite dimensional, we have
‖ΛN‖L∞(0,T ;XN ) ≤ CN‖ΛN‖L∞(0,T ;L2) ≤ CN . (3.21)
Therefore, the set VN defined in (3.8) is bounded in L
∞(0, T ;XN ).
To conclude, we have proved that the mapping N satisfies the conditions of Lemma
3.4, which implies that the mapping N has a fixed point ΛN ∈ L
∞(0, T ;XN ). If we define
ΨN = N1ΛN , then (ΨN ,ΛN ) is a solution of (3.5)-(3.6). It remains to present estimates
on the regularity of ΨN and ΛN (uniformly with respect to N).
Substituting ϕ = ∂tΨ and a = ∂tΛ into the equations, we obtain
d
dt
∫
Ω
1
2
(∣∣∣∣ iκ∇ΨN +ΛNΨN
∣∣∣∣2 + 12(|ΨN |2 − 1)2 + |∇ ×ΛN −H|2 + |∇ ·ΛN |2
)
dx
+
∫
Ω
(∣∣∣∣∂ΛN∂t
∣∣∣∣2 + η
∣∣∣∣∂ΨN∂t
∣∣∣∣2
)
dx
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= ηκ
∫
Ω
Im
(
ΨN
∂Ψ∗N
∂t
)
∇ ·ΛN dx
≤
1
2
∫
Ω
η
∣∣∣∣∂ΨN∂t
∣∣∣∣2 dx+ 12
∫
Ω
ηκ2|∇ ·ΛN |
2 dx,
which implies (3.7) via Gronwall’s inequality. The proof of Lemma 3.3 is completed.
3.3 Existence of a weak solution
We show that a subsequence of the approximating solutions constructed in the last subsec-
tion converges to a weak solution of (1.3)-(1.4). We need the following lemma [21].
Lemma 3.5. (Aubin–Lions) Let B1 →֒→֒ B2 →֒ B3 be reflexive and separable Banach
spaces. Then
{u ∈ Lp(I;B1)| ut ∈ L
q(I;B3)} →֒→֒ L
p(I;B2), 1 < p, q <∞,
where the symbol “→֒→֒” indicates compact embedding.
On one hand, by choosing B1 = H
1, B2 = B3 = L
2 and 1 < p = q < ∞ in Lemma
3.5, from (3.7) we see that the set {ΨN : N = 1, 2, · · · } is compact in L
p(0, T ;L2). There-
fore, there exists a subsequence ΨNm , m = 1, 2, · · · , which converges to a function ψ in
Lp(0, T ;L2) and the convergence is also pointwise a.e. in Ω × (0, T ). Since |ΨNm | ≤ 1
a.e. in Ω × (0, T ), it follows that |ψ| ≤ 1 a.e. in Ω × (0, T ). By the Lebesgue domi-
nated convergence theorem, the sequence ΨNm also converges to ψ in L
p(0, T ;Lp). On
the other hand, by the Eberlein-Shmulyan theorem (see Page 141 of [33]), by passing to
a subsequence if necessary, ΨNm converges to ψ weakly in L
p(0, T ;H1) and weakly∗ in
L∞(0, T ;H1), and ∂tΨNm converges to ∂tψ weakly in L
2(0, T ;L2). In a similar way, by
passing to a subsequence if necessary, we can derive the convergence of ΛNm to a function
A ∈ L∞(0, T ;Hn(curl,div))∩H
1(0, T ;L2). For the reader’s convenience, we summarize the
convergence of ΨNm and ΛNm below: there exist
ψ ∈ L∞(0, T ;H1) ∩H1(0, T ;L2), |ψ| ≤ 1 a.e. in Ω× (0, T ),
A ∈ L∞(0, T ;Hn(curl,div)) ∩H
1(0, T ;L2),
such that
ΨNm ⇀ ψ weakly
∗ in L∞(0, T ;H1),
ΨNm ⇀ ψ weakly in L
p(0, T ;H1) for any 1 < p <∞,
∂tΨNm ⇀ ∂tψ weakly in L
2(0, T ;L2),
ΨNm → ψ strongly in L
p(0, T ;Lp) for any 1 < p <∞ ,
ΛNm ⇀ A weakly
∗ in L∞(0, T ;Hn(curl,div)),
ΛNm ⇀ A weakly in L
p(0, T ;Hn(curl,div)) for any 1 < p <∞,
∂tΛNm ⇀ ∂tA weakly in L
2(0, T ;L2),
ΛNm → A strongly in L
p(0, T ;L3+δ) for any 1 < p <∞.
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It is easy to see that the convergences described above imply
ΨNmΛNm → ψA strongly in L
2(0, T ; (L2)3),
∇ΨNm ·ΛNm ⇀ ∇ψ ·A weakly in L
2(0, T ;L6/5),
ΨNm |ΛNm |
2 → ψ|A|2 strongly in L2(0, T ;L3/2),
ΨNm∇ ·ΛNm → ψ∇ ·A weakly in L
2(0, T ;L3/2),
Ψ∗Nm
(
i
κ
∇+ΛNm
)
ΨNm ⇀ ψ
∗
(
i
κ
∇+A
)
ψ weakly in L2(0, T ; (L3/2)3).
For any given ϕ ∈ L2(0, T ;H1) →֒ L2(0, T ;L6) and a ∈ L2(0, T ;XN ) →֒ L
2(0, T ;L3+δ),
integrating (3.5)-(3.6) with respect to time, we obtain∫ T
0
[(
η
∂ΨNm
∂t
, ϕ
)
+
((
i
κ
∇+ΛNm
)
ΨNm,
(
i
κ
∇+ΛNm
)
ϕ
)]
dt
+
∫ T
0
[(
(|ΨNm |
2 − 1)ΨNm − iηκΨNm∇ ·ΛNm , ϕ
)]
dt = 0,
∫ T
0
[(
∂ΛNm
∂t
,a
)
+
(
∇×ΛNm ,∇× a
)
+
(
∇ ·ΛNm ,∇ · a
)]
dt
=
∫ T
0
[(
H,∇× a
)
−
(
Re
[
Ψ∗Nm
(
i
κ
∇+ΛNm
)
ΨNm
]
,a
)]
dt.
Letting m → ∞ in the equations above, we derive that (2.1)-(2.2) hold for any ϕ ∈
L2(0, T ;H1) and a ∈ L2(0, T ;XN ). Since L
2(0, T ;XN ) is dense in L
2(0, T ;Hn(curl,div)),
it follows that (2.1)-(2.2) also hold for any ϕ ∈ L2(0, T ;H1) and a ∈ L2(0, T ;Hn(curl,div)).
It remains to prove ∇ × A ∈ L2(0, T ;Hn(curl,div)) and ∇ · A ∈ L
2(0, T ;H1). Then
(ϕ,A) is a solution of (2.1)-(2.2) in the sense of Definition 2.1. For this purpose, we consider
(1.4), which implies
‖∇ × (∇×A)−∇(∇ ·A)‖L2(0,T ;L2)
≤ C‖∂tA‖L2(0,T ;L2) + C‖ψ
∗(iκ−1∇ψ +Aψ)‖L2(0,T ;L2) + C‖∇ ×H‖L2(0,T ;L2)
≤ C‖∂tA‖L2(0,T ;L2) + C‖∇ψ‖L2(0,T ;L2) + C‖A‖L2(0,T ;L2) + C‖∇ ×H‖L2(0,T ;L2)
≤ C.
If we define Q = ∇ ×A −H, then Q is a divergence-free vector fields which satisfies the
equation {
∇× (∇×Q) = ∇× f in Ω,
Q× n = 0 on ∂Ω,
where
f = ∇×Q−∇(∇ ·A) = ∇× (∇×A)−∇(∇ ·A)−∇×H ∈ L2(0, T ;L2).
The standard energy estimate of the equation above gives ∇ × Q ∈ L2(0, T ;L2), which
implies Q ∈ L2(0, T ;H(curl)). Then we further derive ∇(∇·A) = ∇×Q− f ∈ L2(0, T ;L2).
Existence of a weak solution is proved.
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3.4 Uniqueness of the weak solution
Suppose that there are two weak solutions (ψ,A) and (Ψ,Λ) for the system (1.3)-(1.6) in
the sense of Definition 2.1. Then we define e = ψ − Ψ and E = A − Λ and consider the
difference equations∫ T
0
[(
η∂te, ϕ
)
+
1
κ2
(
∇e,∇ϕ
)
+
(
|A|2e, ϕ
)]
dt
=
∫ T
0
[
−
i
κ
(
A · ∇e, ϕ
)
−
i
κ
(
E · ∇Ψ, ϕ
)
+
i
κ
(
eA,∇ϕ
)
+
i
κ
(
ΨE,∇ϕ
)
−
(
(|A|2 − |Λ|2)Ψ, ϕ
)
−
(
(|ψ|2 − 1)ψ − (|Ψ|2 − 1)Ψ, ϕ
)]
dt
−
∫ T
0
(
iηκψ∇ ·E+ iηκe∇ ·Λ, ϕ
)
dt, (3.22)
and ∫ T
0
[(
∂tE,a
)
+
(
∇×E,∇× a
)
+
(
∇ ·E,∇ · a
)]
dt
= −
∫ T
0
Re
(
i
κ
(ψ∗∇ψ −Ψ∗∇Ψ) +A(|ψ|2 − |Ψ|2) + |Ψ|2E , a
)
dt, (3.23)
which hold for any ϕ ∈ L2(0, T ;H1) and a ∈ L2(0, T ;Hn(curl,div)). Choosing ϕ(x, t) =
e(x, t)1(0,t′)(t) in (3.22) and considering the real part, we obtain
η
2
‖e(·, t′)‖2L2 +
∫ t′
0
( 1
κ2
‖∇e‖2L2 + ‖Ae‖
2
L2
)
dt
≤
∫ t′
0
(
C‖A‖L3+δ‖∇e‖L2‖e‖L6−4δ/(1+δ) + C‖E‖L3+δ‖∇Ψ‖L2‖e‖L6−4δ/(1+δ)
+ C‖e‖L6−4δ/(1+δ)‖A‖L3+δ‖∇e‖L2 + C‖E‖L2‖∇e‖L2
+ C(‖A‖L3+δ + ‖Λ‖L3+δ )‖E‖L2‖e‖L6−4δ/(1+δ) + C‖e‖
2
L2 + C‖∇ ·E‖L2‖e‖L2
)
dt
≤
∫ t′
0
(
C‖∇e‖L2(Cǫ‖e‖L2 + ǫ‖∇e‖L2) + C‖E‖Hn(curl,div)(Cǫ‖e‖L2 + ǫ‖∇e‖L2)
+ C‖∇e‖L2(Cǫ‖e‖L2 + ǫ‖∇e‖L2) + C‖E‖L2‖∇e‖L2
+ C‖E‖L2(Cǫ‖e‖L2 + ǫ‖∇e‖L2) +C‖e‖
2
L2 + C‖∇ · E‖L2‖e‖L2
)
dt
≤
∫ t′
0
(
ǫ‖∇e‖2L2 + ǫ‖∇ ×E‖
2
L2
+ ǫ‖∇ ·E‖2L2 + Cǫ‖e‖
2
L2 +Cǫ‖E‖
2
L2
)
dt,
where ǫ can be arbitrarily small. By choosing a(x, t) = E(x, t)1(0,t′)(t) in (3.23), we get
1
2
‖E(·, t′)‖2
L2
+
∫ t′
0
(
‖∇ ×E‖2
L2
+ ‖∇ ·E‖2
L2
)
dt
≤
∫ t′
0
(
C‖e‖L6−4δ/(1+δ)‖∇ψ‖L2‖E‖L3+δ + C‖∇e‖L2‖E‖L2
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+ (‖e‖L6−4δ/(1+δ)‖A‖L3+δ + ‖E‖L2)‖E‖L2
)
dt
≤
∫ t′
0
(
C(Cǫ‖e‖L2 + ǫ‖∇e‖L2)‖E‖Hn(curl,div) + ‖∇e‖L2‖E‖L2
+ (‖e‖L2 + ‖∇e‖L2 + ‖E‖L2)‖E‖L2
)
dt
≤
∫ t′
0
(
ǫ‖∇e‖2L2 + ǫ‖∇ ×E‖L2 + ǫ‖∇ ·E‖L2 + Cǫ‖e‖
2
L2 +Cǫ‖E‖
2
L2
)
dt,
where ǫ can be arbitrarily small. By choosing ǫ < 14 min(1, κ
−2) and summing up the two
inequalities above, we have
η
2
‖e(·, t′)‖2L2 +
1
2
‖E(·, t′)‖2L2 ≤
∫ t′
0
(
C‖e‖2L2 + C‖E‖
2
L2
)
dt,
which implies
max
t∈(0,T )
(
η
2
‖e‖2L2 +
1
2
‖E‖2L2
)
= 0
via Gronwall’s inequality. Uniqueness of the weak solution is proved.
The proof of Theorem 2.1 is completed.
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