Abstract. We consider a competing spatial growth dynamics permitting that more than one cluster develop in the same environment given by a first-passage percolation model on a Voronoi tiling of the plane. We focus on the long time behavior of these competing clusters and derive some limit theorems related to the morphology of the "competition interface". To study the structure of this interface we use the notion of geodesic in firstpassage percolation and explore the coalescence behavior of semi-infinite geodesics with the same orientation.
Introduction
First-passage percolation (FPP) models on planar Voronoi tilings were presented by Vahidi-Asl and Wierman (1987) as a continuous version of the Z 2 lattice case originally defined by Hammersley and Welsh (1965) . In this work we consider a planar competing growth model between k species, that start from k different seeds (initial Voronoi tiles) and grow like FPP process (with continuous passage time), subject to the rule: each Voronoi tile is acquired by the specie which first arrives there. The results of this paper are related to the subsequent problems:
• The asymptotic behavior of the probability of mutual unbounded growth (coexistence) as a function of the initial configuration of seeds; • The roughening and orientation characteristics of the one-dimensional boundary between the species (the competition interface).
Häggstrom and Pemantle (1998) considered the Z 2 lattice case with exponential passage times and proved that when k = 2 coexistence occurs with positive probability for all initial configuration of seeds. Later Garet and Marchand (2003) extended this result for ergodic Z d lattice FPP models. In the Voronoi case we prove that, when the initial configuration of seeds is the set of tiles at the vertices of a regular k-polygon with radius r, then the probability that for sufficiently large times the union of the growing species "looks like" an Euclidean ball cut into k equal slices converges to 1 as r goes to infinity (Theorems 2, 3 and Corollary 1). This implies that the probability of coexistence, with this initial configuration of seeds, also goes to 1 as r goes to infinity.
The second problem was considered by Derrida and Dickman (1991) who performed numerical simulations to predict the value of the roughening exponent ζ of the competition interface between two growing Eden species in Z 2 starting from a deterministic corner of angle α ∈ (0, 2π). They found exponents ζ = 1/3, ζ = 2/3 and ζ = 1 for angles α ∈ (0, π), α = π and α ∈ (π, 2π) respectively. The values 1/3 and 2/3 are in concordance with others random interfaces, but ζ = 1 looks incompatible with the observed intrinsic roughness of the competition interface. Indeed for α ∈ (0, π] the competition interface showed a deterministic orientation and the roughening exponent was measured around this orientation, but for α ∈ (π, 2π) they claimed that the measurable value might not reflect the intrinsic roughness of the competition interface because it seemed to have a random orientation. Here we prove that every semi-infinite branch of the competition interface has an asymptotic (random) angle and its roughening exponent is at most 3/4 (Theorems 1 and 7).
The proof of these results relies on the geometrical characteristics of semi-infinite geodesics proved for Z 2 lattice FPP models by Newman (1995) , Newman and Piza (1995) and Licea and Newman (1996) , and for Euclidean FPP models by Howard and Newman (2001) (Theorems 4, 5 and 6). Heuristically, we show that every semi-infinite branch of the competition interface is surrounded by two semi-infinite geodesics with the same orientation. This shows that non coalescence occurs for the (random) angles of the competition interface, provides the upper bound for fluctuations and also suggest that they would have the same roughening exponent, that is conjectured to be equal to 2/3.
Analogous problems in the context of last-passage percolation and totally asymmetric exclusion processes were treated by and Ferrari, Martin and Pimentel (2004) . There the trajectory of a second class particle is linearly mapped into the competition interface and this allows them to describe the distribution of the angle of the competition interface.
In the next subsections we introduce the competing growth processes, the notion of geodesics and state the results. In Section 2 we prove them.
1.1. First-passage percolation and competing growth. FPP models have been proposed to describe the growth of an interface in many physical and biological situations (Krug and Spohn 1991). In the Voronoi context, the medium is modeled by a graph G := (V , E ) where the vertex set V is the set of points realized in a two-dimensional homogeneous Poisson point process with intensity 1. To each vertex v corresponds a polygonal region C v (the Voronoi tile at v) consisting of the set of points of R 2 which are closer to v than to any other v ′ ∈ V . The edge set E consist of non oriented pairs (v, v ′ ) such that C v and C v ′ share a one-dimensional edge (see Figure 1) . One can see that (with probability one) each Voronoi tile is a convex and bounded polygon, and the graph G := (V , E ) is a triangulation of the plane which is called the Delaunay triangulation (see Moller 1991) . The dual graph G * := (V * , E * ) (the Voronoi tessellation) is defined by taking the vertex set V * as the set of vertices of the Voronoi tiles and the edge set E * as the set of edges of the Voronoi tiles. Each edge e ∈ E is independently assigned a nonnegative random variable τ e from a common distribution F (the passage time distribution) that is independent of the Poisson process V . We assume that F is continuous and for some a ∈ (0, ∞) e ax F(dx) < ∞.
The probability space that defines our model is denoted by (Ω, F , P) where the graph G and the collection {τ e ; e ∈ E } are functions of ω ∈ Ω.
The passage time t(γ) of a path γ in G is the sum of the passage times of the edges in γ. The first-passage time between two vertices is defined by
where Γ(v, v ′ ) the set of all paths between v and v ′ . We extend the first-passage time T to x, y ∈ R 2 by defining T (x, y) := T (v x , v y ) where v x is the P-a.s. unique vertex with x ∈ C vx . T may be regard as a (random) pseudo metric on G: it is symmetric and satisfies the triangle inequality.
Given k different points x 1 , ..., x k ∈ R 2 (the initial configuration of seeds), we define the interacting growth process {(B x 1 (t), ..., B x k (t)); t ≥ 0} by
If there exists j < l such that v x j = v x l then we set B x j as before and B x l (t) = ∅. We also define its fattened version B x j (t) by the union of the Voronoi tiles C v over all v ∈ B x j (t). If k = 1 we have a single growth process B v (t) which represents the set of vertices reached in time t from the initial seed v. If k ≥ 2 we have a competing growth model between k different species where each vertex is acquired by the specie which first arrive there. The competition interface ψ is the one-dimensional boundary between the species when t = ∞ (see Figure 2) , For the single growth process we have the following shape theorem: under (1) there exists µ(F) ∈ (0, ∞) such that for all κ ∈ (1/2, 1), P-a.s., there exists t 0 > 0 such that for all t > t 0 To understand the question of coexistence and the geometrical characteristics of the competition interface it is convenient to introduce some objects related to infinite paths. We say that (z n ) I is a uni-path if I equals N. Given α ∈ [0, 2π) we say that a uni-path (z n ) N is a α-path if lim
We say that a uni-path ϕ = (z n ) N is a branch of ψ if ϕ ⊆ ψ. To study the asymptotic behavior of the competition interface when the distance between the initial seeds goes to infinity firstly assume that k = 2. If v x 1 = v x 2 then for each t > 0, B x 1 (t) ∩ B x 2 (t) is empty or a finite union of polygonal curves determined by edges (in G * ) which are shared by tiles in different species. With this picture in mind we can construct a representation of ψ = (z n ) Z so that z n ∈ G * and if we move along the competition interface by following z n , z n+1 , ... then on the right-hand side we always see specie 1 and on the lefthand side we always see specie 2. When k = 2 we will always see the competition interface as a polygonal path with this representation. Denote by θ 1,r and θ 2,r the angles of the competition interface when x 1 = x 1 (r) := r e 1 and x 2 = x 2 (r) := −r e 1 , where e 1 = (1, 0). 
The generalization of Theorem 2 for arbitrary k ≥ 2 is as follows. Let {x 1 (r), ..., x k (r)} be the set of vertices of a regular k-polygon with radius r and x 1 (r) = r e 1 . Given s > 0 and a unit vector x ∈ S 1 (| x| = 1) let l x x be the semi-infinite line segment starting from x and with direction x. For each j = 1, ..., k define the projection of B r j := B x j (r) (∞) onto
, and for each j = 2, ..., k, let S j (ǫ) be the set of unit vectors e iα such that 
Given ǫ > 0 and j = 1, ..., k, consider the cone C j (ǫ) given by the points x = s x where s > 0 and x ∈ S j (ǫ). We say that the predominant specie of C j (ǫ) is specie m if for all l = m, B In particular, lim r→∞ P( coexistence occurs ) = 1.
Notice also that Corollary 1 together with (3) (the shape theorem) allow us to conclude that for all large r > 0, with probability close to 1, for all large t > 0, the the union of the k growing clusters will looks like a ball cut into k equal slices.
1.2. Geodesics. Given x, y ∈ R 2 we say that ρ(x, y) ∈ Γ(v x , v y ) is a geodesic connecting x to y if T (x, y) = t(ρ(x, y)). One can see that under (1) for all x, y ∈ R 2 P-a.s. there exits a unique geodesic connecting x to y (Pimentel 2004). We define that a self-avoiding path ρ = (v j ) I in G is a geodesic if for all v j , v k ∈ ρ, the path (v j , v j+1 , ..., v k ) ⊆ ρ is a geodesic connecting v j to v k . We say that a uni-path ρ = (v 0 , v 1 , ...) in G is a uni-geodesic (or a semi-infinite geodesic) if ρ is a geodesic. Given α ∈ [0, 2π) we say that ρ is a α-geodesic if ρ is a α-path. Uni-geodesics starting from v are denoted by ρ v and α-geodesics starting from v are denoted by ρ v (α). By using the same methods due to Newman (1995) , Licea and Newman (1996) and due to Howard and Newman (2001) to study the properties of semi-infinite geodesics with asymptotic directions we obtain the following results. 
By Theorem 4 and Theorem 5, given α ∈ [0, 2π) and x, y ∈ R 2 , P-a.s. there exist an unique c(v x , v y , α) (the coalescence point) that satisfies (5). Define the coalescence function
It was conjectured by Howard and Newman (2001) that the asymptotic behavior of H α (r e 1 , 0), as r → ∞, is −µ(F) cos α. Here we prove that this conjecture is true for α = 0 and α = π/2 (and consequently for α = π and α = 3π/2). We also show that every subsequencial weak limit of r −1 H α (r e 1 , 0) is a constant which signal agrees with − cos α. Denote H α the set of all weak limits of {r −1 H α (r e 1 , 0); r > 0}. 
1.3. Roughening properties. Having determined the macroscopic shape of the competition interface we turn our attention to fluctuations. Given x ∈ R 2 and α ∈ [0, 2π), let H x (α) be the hyperplane that is perpendicular to the direction e iα and contains the point x. Recall that l For each branch ϕ of the competition interface ψ denote by θ = θ(ϕ) its asymptotic angle. Let Ω 1 (κ) be the event that every branch ϕ = (z 0 , z 1 , ...) of the competition interface is κ-straight about l z 0 e iθ . Let Ω 2 (κ) be the event that for all α ∈ [0, 2π) every α-geodesic ρ v (α) is κ-straight about l v e iα . Consider the following critical exponents:
.
To prove Theorem 7 we show that every branch of the competition interface is surrounded by two semi-infinite geodesics with the same orientation. This shows that the fluctuations of geodesics dominate the fluctuations of the competition interface and that non coalescence occurs for the angles of the competition interface. The non coalescence property together with Theorem 5 yields that for all α ∈ [0, 2π)
In particular, this shows that the angles of the competition interface are random.
Proofs
We consider the following construction of (Ω, F , P). Let z 1 , z 2 , ... be a spiral ordering of Z 2 , and for each k ≥ 1 define
Poisson random variables with intensity 1;
a collection of independent random points in the plane so that U k,l has an uniform distribution in the square box B k ;
and n > l whenever k = m}, a collection of i.i.d. non negative random variables with common distribution F (the passage time distribution). We also impose that all these collections are independent of each other.
To determine the vertex set V , at each square box B k we put N k points given by U k,1 , ..., U k,N k . This procedure determines a Poisson point process V from the collection N and U k with k ≥ 1. Given e ∈ E we know that there exist an unique pair (U k,l , U m,n ), where either m > k or m = k and n > l, so that e = (U k,l , U m,n ). Define τ e = τ m,n k,l .
For each k ≥ 1 denote the probability space where N k , U k and T k are defined by (Ω k , F k , P k ). The probability space (Ω, F , P) is defined by the product space of (Ω k ,
The tail σ-algebra is denoted by F ∞ (the intersection of F ∞ n over n ≥ 1). By the Kolmogorov 0 − 1 law, every random variable which is measurable with respect to F ∞ is P-a.s. a constant. (2004), is the main tool to show such existence. If (1) holds then for all κ ∈ (3/4, 1), there exist contants δ 0 > 0 and C j > 0 such that for all r sufficiently large
Proof of Theorem 4. Define T v as the union taken over allṽ ∈ V of the geodesic between v andṽ. Since P-a.s. for all v,ṽ the geodesic connecting v toṽ exists and is unique, T v is a tree spanning all V . For each
If T is a tree embedded in R 2 , for each pair v,ṽ ∈ T let R out (v,ṽ) be the set of allv ∈ T such that the unique path in T connecting v tov touchesṽ. Let f : [0, +∞) → [0, +∞) so that lim r→∞ f (r) = 0. We say that T is f -straight at v if, for all but finitely manyṽ ∈ T ,
By using (12) , Borel-Cantelli and Lemmas 2.7 and 5.2 of Howard and Newman (2001) , for all κ ∈ (3/4, 1), P-a.s. for all v ∈ V T v is f-straight at v with f (r) := r κ−1 . By Proposition 2.8 of Howard and Newman (2001) , this implies that P-a.s. for all v ∈ V every uni-path ρ in T v has a direction x = x(ρ) ∈ S 1 and for every x ∈ S 1 there exist at least one uni-path in T v with direction x. This finishes the proof of Theorem 4.
Proposition 1. Assume only that F is continuous. Then for any fixed unit vector e
iα , P-a.s. for all v ∈ V there exists at most one α-geodesic starting from v.
Proof of Proposition 1. Let v,v ∈ V and assume thatv is a vertex where occurs a bifurcation of two geodesics starting from v: i.e., there exist e i = (v,v i ) and ρv i such that afterv one uni-geodesic starting from v coincides with ρv 1 , and the other one coincides with ρv 2 . Define the uni-geodesic ρ + (v,v) = (v n ) n , starting fromv as follows. Let k(v) be the number of of vertices of the polygon Cv and denote by (v * 1 , ...,v * k ), the set of the vertices of Cv with the counter clock-wise orientation so that the angle in (0, 2π) betweenv and v 1 is strictly less than the angle in (0, 2π) betweenv andv j for all j = 2, ..., k. Without loss of generality let us suppose that there exist j 1 < j 2 such that the edge (v * j 1
,v * j 1 +1 ) in G * corresponds to the edge e 1 and that the edge (v * j 2
,v * j 2 +1 ) in G * correspond to the edge e 2 . Thus, set v 1 =v and v 2 =v 2 . From v 2 we follow ρ v 2 until we find a new bifurcation vertexṽ. Define the analogous objects we have defined forv such asv i and ρv i . Then fromṽ we follow ρṽ 1 and apply the same rule have defined forṽ every time we see a new bifurcation vertex. Since we are in the plane, if ρv 1 and ρv 2 are α-geodesics, then ρ + (v,v) is a α-geodesic (starting fromv) because any uni-geodesic contained in between ρv 1 and ρv 2 must be a α-geodesic. This permits us to deduce that, if we denote by D α the event that for all v ∈ V there exist at most one α-geodesic starting from v, then D α must occur unless the event
occurs. Since V is enumerable and for each v,v ∈ V , ρ + (v,v) cannot be an α-geodesic for more than one α, for each configuration ω ∈ Ω the set of α's so that I Bα (ω) = 1 is enumerable. Therefore
Thus, (13) implies that there exists I ⊆ [0, 2π), with total Lebesgue measure, such that for all α ∈ I we have that P(D α ) = 1. By the Euclidean invariance, P(D α ) does not depend on α, which yields Proposition 1.
Proof of Theorem 5. Let α ∈ [0, 2π). Proposition 1 ensures that P-a.s. for all v ∈ V there exists at most one α-geodesic starting from v. Recall that we have denoted this P-a.s. unique object by ρ v (α) if it does exist. Note that by Proposition 1 if ρ v (α) and ρṽ(α) are not site disjoint then they must coalesce. Let S (α) denote the union over all v ∈ V of ρ v (α). Then S (α) is a forest with say N(α) disjoint trees and the event that ρ v (α) and ρṽ(α) are not site disjoint is equal to the event N(α) ≤ 1. As in Licea and Newman (1996) , in this set up we can apply the Burton and Keanne (1989) argument to show that for all α ∈ [0, 2π),
To prove (14) notice that, by the Euclidean invariance, we can assume that α = 0. Firstly we show that
To do so, let δ > 0 and x i ,x i ∈ R 2 , i = 1, ..., j and denote by A δ (x 1 , ..., x j ,x 1 , ...,x j ) the event determined by the following:
• at each D δ (x i ) and D δ (x i ) there is an unique vertex v i andṽ i respectively;
• e i = (v i ,ṽ i ) is one edge in E and e i ∈ ρ v i (0); • after v i , ρ v i (0) has vertices only with strictly positive coordinates;
• the second coordinate of x i andx i are increasing with the index i, the first coordinate of x i is strictly less than −δ and the first coordinate ofx i is strictly greater than δ;
If 0 < P(N(0) ≥ 2) then there exist δ > 0 and x 1 , x 2 ,x 1 ,x 2 ∈ R 2 such that
Now define c 2 as the maximum between the second coordinate of x 2 andx 2 and c 1 as the minimum between the second coordinate of x 1 and x 2 , and consider the rectangle
Let z 0 be the circumcenter of the rectangle R 0 , let M 0 be the vertical length of R 0 and define z l := z 0 + lM 0 e 2 , where e 2 := (0, 1). For l ∈ Z, define R l := z l + R 0 and
By translation invariance, P(A(l)) = P(A(0)) and by Fatou,
Thus, there are l 1 < l 2 such that
But the geodesic starting from v 
2 ), and then 0 < P(A δ (x
For m, k ≥ 0, let
where R m,k is the set of x = (x 1 , x 2 ) ∈ R 2 such that 0 ≤ x 1 ≤ m, |x 2 | ≤ k and Q m is the set of x = (x 1 , x 2 ) ∈ R 2 such that x 1 ≤ m. Secondly we will show that
for some m, k ≥ 0.
To verify (16) we shall divide the proof into two parts. The first one is when the passage time distribution has unbounded support, and the second one is when the passage time distribution has bounded support. Although, in both situation we will use a local modification argument which is formalized by the following lemma. Let K be the set of all finite sequences
) j=1,...,q in the probability space (Ω I , F I , P I ) induced by this random vector. Let Ω I := {ω I ; ∃ ω I ∈ Ω I with (ω I , ω I ) ∈ Ω} and denote byP I the probability law P restricted to this subset. Note that P =P I × P I .
Let {R I ; I ∈ K} be a family of events R I ∈ F I such that P I (R I ) > 0 for all I. Then define the map on F by
where
Proof of Lemma 1. By noting that
it is easy to see that Φ(A) ⊆Φ(A). Since K is countable, if P(A) > 0 then there exists I ∈ K such that P(A(I)) > 0 (note that A = ∪ I∈K A(I)). Assume that F has unbounded support. We have seen that,
for some δ > 0 and x 1 , x 2 , x 3 ,x 1 ,x 2 ,x 3 in the plane. Without loss of generality suppose that the second coordinate of these points increase with the index, and consider the rectangle 
Define the event B λ by those configurations that for all e = (v 1 , v 2 ) ∈ Ξ there exists γ connecting v 1 to v 2 but not using edges in Ξ such that t(γ) < λ. Since lim λ→∞ P(B λ ) = 1, we can chooseλ > 0 in order that
Now we define W (ω) by the following procedure: given ω ∈ Ω we define W (ω) := ((k j , l j , n j , m j )) j=1,...,q , by ordering all (k, l, n, m) so that e(ω) = (U k,l (ω), U n,m (ω)) ∈ Ξ(ω), according to (17). Heuristically, W represents the indexes of the edges e ∈ Ξ. Given I ∈ K define R I := (λ, +∞) q ⊆ Ω I .
and considerΦ defined in Lemma 1 with W and R I as above. These objects satisfy the assumptions of Lemma 1 (note that P I (R I ) > 0 because F has unbounded support) and thus there exist Φ(A) ⊆Φ(A) with P(Φ(A)) > 0. Now takeω ∈Φ(A). The path ρṽ i ( e 1 )(ω) remains a e 1 -geodesic for the configurationω because the only difference between ω andω is in the passage times τ e with e ∈ Ξ (note that by the definition of A, ρṽ i ( e 1 ) do not intersect Ξ). Notice thatω ∈ Bλ and that for every edge e ∈ Ξ, τ e (w) >λ. This implies that no geodesic can have an edge in Ξ. ThereforeΦ(A) ⊆ F m,k , where m := δ + max{x For the case where F has bounded support we shall be more careful in the modification of the passages times. In fact we will need to use a fine control on the length of paths in the random graph G. Let g denote the graph metric associated to the random graph G, i.e., for A, B ⊆ V , g(A, B) is the minimum number of edges that one path should pass to go from A to B. Given R ⊆ R 2 , let define I(R) as the number of Voronoi cells intersecting R. Then there exist σ, ν ∈ (0, +∞) such that P-a.s. 
Lemma 2. For all λ such that µ < λν, there exists ǫ 0 ,ǫ 0 > 0 such that for all ǫ < ǫ 0 , ǫ <ǫ 0 and for any rectangle R,
Proof of Lemma 2. Fix η > 0 such that µ + η < λν. Note that,
if and only if
By (19) lim
Therefore, to obtain Lemma 2 we need to prove that
However, g(R, Q m,ǫ ) ≤ g(R, m e 1 ) and by (19), we can find C 1 , C 2 > 0 so that This implies that
where O(ǫ,ǫ) :=ǫ 0 λC 1 + ǫ 0 (C 2 + 1). If we choose ǫ 0 andǫ 0 such that for all ǫ < ǫ 0 and for allǫ <ǫ 0 (notice that λI(R) does not depend on m) lim
we obtain that for all ǫ < ǫ 0 andǫ <ǫ 0 the probability in the left-hand side of (25) is less than and (21), (22), (24) and Lemma 2, if we fix ǫ > 0 such that µ + ǫ < (λ(F) − ǫ)ν, then we can findǫ small enough, m and k large enough such that P(A) > 0.
For j = 1, 2, 3, let ρ j the piece of ρ v j ( e 1 ) betweenṽ j and the first time it intersect Qǫ ,m . Notice that, for any configuration ω ∈ A, and any points z and u as in the definition of B ǫ,ǫ m , we can find a path γ(z, u), from z to u, which first moves vertically down and uses cells which intersect the rectangle R (recall that
, then follows ρ 1 , then moves vertically again, and
Define Ξ as the set of edges in the interior of the region bounded by ρ 1 , ρ 3 , Q m,ǫ and R. Now we will define W (ω), as follows: given ω ∈ Ω we define W (ω) := ((k j , l j , n j , m j )) j=1,...,q by ordering all (k, l, n, m) so that e(ω) = (U k,l (ω), U n,m (ω)) ∈ Ξ(ω) (according to (17)). Heuristically, W represents the indexes of the edges e ∈ Ξ. For each I ∈ K, let R I := (λ − ǫ, λ) q ⊆ Ω I . ConsiderΦ defined in Lemma 1 with W (ω) and R I as above. These objects satisfy the assumption of Lemma 1 (note that P I (R I ) > 0 since F(λ − ǫ) < 1) and thus there exists Φ(A) ⊆Φ(A) with P(Φ(A)) > 0.
The point is that, for ω ∈Φ(A) any geodesic ρ originated in {(x 1 , x 2 ); x 1 ≤ m} other than in the rectangle R m,k could not touch the middle geodesic ρ v 2 ( e 1 ) without either touching ρ 1 or ρ 3 or else having a segmentρ entirely using edges of Ξ. In the first case it would coalesce with ρ v 1 ( e 1 ) or with ρ v 3 ( e 1 ). In the second case, since for all e ∈ Ξ,
which can not happen for ω ∈Φ by (29). As in the previous case, this permit us to conclude that we can find m, k ≥ 0 so that P(F m,k ) > 0.
Finally we show that for all m, k ≥ 0,
Consider a rectangular array of non-intersecting translates R 
where n L is the number of rectangles
Therefore, (15), (16), (30) allow us to prove that (14) and finish the proof of Theorem 5.
2.2.
Coalescence and competition. By Theorem 4 and Theorem 5, if we fix α ∈ [0, 2π) then P-a.s. for all x ∈ R 2 we have that
This means that for all x ′ ∈ ρ x (α) there exists r 0 > 0 such that for all r > r 0 we have ρ(x, x ′ ) ⊆ π(x, re iα ). This together with Theorem 5 yields that for all x, y ∈ R 2 there exists c = c(x, y, α) ∈ V and r 0 > 0 such that for all r > r 0 ρ(x, re iα ) = ρ(x, c) ∪ ρ(c, re iα ) and ρ(y, re
(31) implies that there exists r 0 > 0 such that for all r > r 0
(see (6)). Note that P-a.s. (32) is the main ingredient to show Theorem 1.
Proof of Theorem 1. Fix l ≥ 2, and assume that R 2 = ∪ l j=1 B j where B j is an arbitrary connected region in the plane. Assume also that ψ := ∪ j =m B j ∩ B m is a finite union of polygonal uni-paths. Recall that we had defined that ϕ is an interface branch if ϕ is a uni-path and ϕ ⊆ ψ. For each j = 1, ..., l, denote by S j the set of unit vectors x such that for some s > 0 we have l s x x ⊆ B j (the projection of B j onto S 1 ), and let S 0 := (∪ l j=1 S j ) c ). Let D be the set of unit vectors e iα such that α = 2kπ/2 n with n ≥ 1, 1 ≤ k ≤ 2 n .
Claim 1.
If D ∩ S 0 = ∅ then every branch of ψ is a α-path for some α ∈ [0, 2π). Furthermore, the set of α ∈ [0, 2π) so that there is a branch of ψ that is a α-path is finite.
Proof of Claim 1. To prove the first part of this claim notice that D = lim n→∞ D n , where D n is the set of unit vectors exp(iθ k ) so that θ k = 2kπ/2 n with k ∈ {1, ..., 2 n }. Denote by S(α, β), where 0 ≤ α < β < 2π, the interval in S 1 consisting of all unit vectors e iθ between e iα and e iβ in the counter clockwise orientation. For each n ≥ 1, D n defines a partition of the plane into cones R 2 = ∪ 2 n k=1 C n k , where C n k is the set of points re iα so that r ≥ 0 and e iα ∈ S(θ k , θ k+1 ).
Since we have assumed that S 1 0 ∩ D = ∅, for every y ∈ D, every interface branch can not intersect infinitely many times the semi-infinite line segment l y 0 . This implies that given an interface branch ϕ, we can find a sequence of cones (C n kn ) n≥1 (that depend on the interface branch) so that for all n ≥ 1 the interface branch ϕ is eventually inside C n kn and
However there must be a unique x ∈ S 1 so that l 0 x = ∩ n≥1 C n kn , and in this case it is easy to see that ψ must be a x-path.
To prove the second part of this claim, let j 1 , j 2 ∈ {1, ..., l}, j 1 = j 2 . We say that an interface branch ϕ := (z n ) N has the (j 1 , j 2 )-representation if there exists n 0 so that moving along ϕ by following z n , z n+1 , ... then on the right hand side one always sees the set B j 1 and on the left hand side one always sees the set B j 2 . Then the second part of the last claim is a consequence of the following topological statements (the proof of which we omit): for each interface branch ϕ there is a unique pair (j 1 , j 2 ) so that ϕ have the (j 1 , j 2 ) representation; for every pair of interface branches ϕ,φ with the same (j 1 , j 2 ) representation we must have that ϕ ⊆φ orφ ⊆ ϕ.
Turning back to Theorem 1, let B j := B x j (∞) and define
c . Notice that for every x ∈ S 0 there exist j 1 and j 2 such that the line segment l 0 x intersects infinitely many times the region of B j 1 and the region of B j 2 . This implies that for every x ∈ S 0 lim inf
Although, we know that for every
This together with (33) and (34) allow us to conclude that
and this together with Claim 1 proves Theorem 1.
The following proposition proves part of Theorem 6.
Proposition 2.
If (1) holds, then P-a.s.
Proof of Proposition 2. Let H r be the hyperplane that contains the point r e 1 and is perpendicular to the direction e 1 . Let x r be the crossing point between ρ 0 (0) and H r that maximizes the distance from r e 1 . We claim that
Indeed, denote the coalescence point between ρ r e 1 (0) and ρ 0 (0) by c. The left-hand side of inequality (35) is deduced from the definition of H 0 (r e 1 , 0) and sub-additivity. To show the right-hand side of inequality (35), suppose firstly that x r ∈ ρ(0, c). Then c ∈ ρ(0, x r ) and, since c is the coalescence point, this implies that c ∈ ρ(r e 1 , x r ). Thus c) , and consequently,
Although, by sub-additivity
and this together with (36) implies (35).
By (3) P-a.s.
Thus (35), (37), (38), allow us to conclude the proof of Proposition 2 since we prove that P-a.s.
By Theorem 7, which proof does not depend on Proposition 2, if we take κ ∈ (3/4, 1) then there exist a constant C > 0 such that P-a.s. for all r > 0 sufficiently large |x r | ≤ Cr κ . This implies that max z∈[−xr,xr] {T (r e 1 , z)}} is at most of order r κ which yields (39).
Proof of Theorem 2. To prove (4) let us restrict the attention to θ 1,r . The proof of (4) for θ 2,r is analogous. Denote by W 1 the set of all subsequencial weak limits of {θ 1,r ; r > 0}. Recall the construction of the probability space (Ω, F , P) and the definition of the tail σ-algebra F ∞ given in the beginning of Section 2. We claim that:
for all θ 1 ∈ W 1 we have that E(θ 1 ) = π 2 ; (3) every random variable in W 1 is measurable with respect to F ∞ .
To prove the first statement notice that θ 1,r ∈ [0, 2π) and thus {θ 1,r ; r > 0} is tight. Therefore, by Prohorov, the set of weak limits is non empty. Statement (2) follows from Proposition 2. Indeed, if M r is the event that e 1 ∈ S r 1 and
and by symmetry, P(H 0 (−r e 1 , r e 1 ) > 0) = P(H π (−r e 1 , r e 1 ) < 0).
By Proposition 2, (40) and (41),
Notice that the random variable θ 1,r | M r (conditioned on the event M r ) takes its value in the interval [0, π] and is symmetric with respect to π/2. Therefore
By (42) and (43) lim
Since θ 1,r takes value in a compact set, (44) implies statement (2).
To prove statement (3) recall that each configuration ω ∈ Ω is a sequence ω = (ω k ) k≥1 , and each ω k represent the model restricted to the box
2 : 
Proof of Lemma 3. To prove that A k r is F ∞ k+1 measurable, recall that Ω = j≥1 Ω j and takeω = (ω j ) j≥1 ,ω = (ω j ) j≥1 ∈ Ω. Suppose thatω j =ω j for all j ≥ k + 1. The transformation ω → ω k deletes all vertices of V (ω) inside ∪ k i=1 B i and this implies that the part of the configuration ω = (ω j ) j≥1 that determines the graph structure G(ω k ) and the passage time configuration (τ e (ω k )) e∈E (ω k ) corresponds to ω j with j ≥ k + 1. Thus
which implies that 1 A k r is F ∞ k+1 measurable. For convenience, let us write ω = (l, ω(k)) wherel = (l 1 , .., l k ) ∈ N k , l j represents the number of vertices contained in the box B j and ω(k) corresponds to the part of the configuration of ω that is independent of l 1 , ..., l k . Let0 = (0, ..., 0). Then for all ω = (l, ω(k)), φ(ω) = (0, ω(k)). Notice that, by the construction of the probability space, we can write the probability measure P as the product of P k withP k where P k is the law of the random vector N 1 , ..., N k , N j are i.i.d random variables with a Poisson distribution, andP k is the law of ω(k). By Fubini
However, for alll ∈ N k ,
and
By (45), (46) and (47), for alll ∈ N k ,
By observing that P(A 
We also claim that for all α = 0, π lim r→∞ P(H α k (−r e 1 , r e 1 ) = H α (−r e 1 , r e 1 ) = 0) = 1.
To prove (50) we need to control the discrepancy between the graph structure determined by V (ω) and the graph structure determined by V (ω k ). To do so we use a static renormalization idea as follows. Let L > 0, z ∈ Z 2 and divide the square box B L/2 z
2 into 36 equal sub-boxes. Define that this box is a good box if all these thirty six sub square boxes have at least one vertex of V . Then By Lemma 3 we can define
One can see that the graph structure determined by
Heuristically, this circuit of "full" boxes isolates the graph structure outside B(Υ 
By Lemma 3 and (53), to prove that for some ǫ > 0,
we only need to prove that for some ǫ > 0,
and lim
Here we prove (55) (the of (56)) is analogous). Recall that for ǫ > 0 and for non zero x ∈ R 2 we have defined the cone C( x, ǫ). Given α = 0, π, we can find ǫ > 0 such that for all r > 0 sufficiently large, which leads to (60).
With (59) and (60) we can conclude the proof of (58). Now the third statement follows from (58). In fact, if Y n converges in distribution to Y and |X n −Y n | converges in probability to 0, then X n converges in distribution to Y . Therefore, for all k ≥ 1 every θ 1 ∈ W 1 is also a subsequence weak limit of {θ k 1,r ; r > 0} and this implies that θ 1 is F ∞ k+1 measurable. Since k ≥ 1 is arbitrary, θ 1 is F ∞ .
Statement (1), (2) and (3) together with the Kolmogorov 0 − 1 law imply that W 1 = {π/2} (convergence in distribution to a delta implies convergence in probability).
Proof of Theorem 6. We have denoted by H α the set of all weak limits of r −1 H α (r e 1 , 0). By symmetry and Proposition 2 we can assume that α = 0, π. By the triangle inequality |H α (−r e 1 , r e 1 )| r ≤ T (−r e 1 , r e 1 ) r .
However, by the shape theorem, lim r→∞ T (−r e 1 , r e 1 ) r = 2µ(F ) in probability and this with the last inequality implies tightness of H α . (50) implies that every element of H α is F ∞ measurable. By the Kolmogorov 0 − 1 law, it is P-a.s. a constant.
It remains to prove (7), (8) and (10) . To do so, we claim that for all α ∈ [π/2, 3π/2], lim r→∞ P(H α (−r e 1 , r e 1 ) < 0) = 1.
Note that (7) and (8) follows from (62).
To prove (62) choose ǫ > 0 such that α ∈ (π/2 + ǫ, 3π/2 − ǫ) and let e 2 = (0, 1). Since [ψ(x 1 (r), x 2 (r)) is eventually inside C( e 2 , ǫ) ∪ C(− e 2 , ǫ)] ⊆ [e iα ∈ S r 2 ]. then, P(ψ(x 1 (r), x 2 (r)) is eventually inside C( e 2 , ǫ) ∪ C(− e 2 , ǫ)) ≤ P(H α (−r e 1 , r e 1 ) < 0) .
Although, it is a corollary of Theorem 2 that lim r→∞ P(ψ(x 1 (r), x 2 (r)) is eventually inside C( e 2 , ǫ) ∪ C(− e 2 , ǫ)) = 1,
which implies (62).
Notice that by symmetry E(H π/2 (−r e 1 , r e 1 )) = 0, and this with the first part of Theorem 6 implies 10. 
Now we claim that
To prove (67) recall that S(α, β), where 0 ≤ α < β < 2π, is the interval in S 1 consisting of all unit vectors e iθ between e iα and e iβ in the counter clockwise orientation and note that S 1 (ǫ) = S(θ (66) together with (67) yields (64).
2.3.
Non coalescence and competition. Here we prove Theorem 7. The upper bound for uni-geodesic fluctuations follows from the argument presented by Howard and Newman (2001) . The upper bound for competition interface fluctuations is derived by proving that every branch of the competition interface is "caught" between two uni-geodesics with the same direction.
Proof of Theorem 7. Given κ ∈ (0, 1), assume that (z n ) N is a α-path, lim n→∞ |z n | = ∞, and for all n sufficiently large |z n+1 − z n | ≤ |z n | κ and sup
Then by Lemma 2.7 of Howard and Newman (2001) there exists C > 0 such that for all n sufficiently large ang(z n , e iα ) ≤ C|z n | 1−κ .
If (69) holds, then one can see that (z n ) N is κ-straight about l z 0 e iα . Therefore ξ ≤ 3/4 follows from Lemma 5.2 of Howard and Newman (2001) , which gives the first part of (68), together with (12) , which gives the second part of (69). Now we prove that ζ ≤ ξ. Without loss of generality we assume that k = 2 and restrict our attention to the branch ϕ := (z 0 , z 1 , ...). By Theorem 1, this branch has the direction x 1 = e iθ 1 . For j = 1, 2, let (v j n ) n≥1 be the sequence of vertices in the region B r j so that the tile C v j n has an edge boundary that belongs to ϕ + . Define the tree
j . This tree is determined by all vertices and edges that belongs to some geodesic connecting x j to v j n (see Figure 3) . Figure 3 . The branch ϕ and the trees T 1 and T 2 .
We claim that:
• T j contains at least one uni-path, say ρ j ;
• ρ j is a y j -geodesic for some y j ∈ S 1 ; • y j = x 1 .
Since T j is locally finite and #(T j ) = ∞, it must contain at least one uni-path starting from x j , say ρ j . By the definition of T j , ρ j must be an uni-geodesic, and by Theorem 4 it must be a y j -geodesic for some y j ∈ S 1 . Notice that ρ j is contained in B r j and there may not exist any uni-geodesic starting from x j and caught between the interface branch ψ + and the uni-geodesic ρ j . This with Theorem 4 implies that y j = x 1 .
