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Abstract
In this paper we determine the motivic class—in particular, the weight polynomial
and conjecturally the Poincaré polynomial—of the open de Rham space, defined and
studied by Boalch, of certain moduli of irregular meromorphic connections on the triv-
ial bundle on P1. The computation is by motivic Fourier transform. We show that the
result satisfies the purity conjecture, that is, it agrees with the pure part of the conjec-
tured mixed Hodge polynomial of the corresponding wild character variety. We also
identify the open de Rham spaces with quiver varieties with multiplicities of Yamakawa
and Geiss–Leclerc–Schröer. We finish with constructing natural complete hyperkähler
metrics on them, which in the 4-dimensional cases are expected to be of type ALF.
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1 Introduction
1.1 Tame purity conjecture
For k, n ∈ Z>0, let µ = (µ1, . . . , µk) ∈ Pkn be a k-tuple of partitions of n. LetG := GLn(C). An
adjoint orbit O ⊂ g := gln(C) has type µ = (µ1, . . . , µl) ∈ Pn, if the multiset of multiplicities
of the eigenvalues of any element in O is {µi}. Let (O1, . . . ,Ok) be a generic k-tuple of
semisimple adjoint orbits in g of type µ in the sense of Definition 3.1.6. Consider [Bo1, p.141]
the variety
M
∗
µ = {(A1, A2, . . . , Ak) | Ai ∈ Oi, A1 + · · ·+Ak = 0}//G, (1.1.1)
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constructed as an affine GIT quotient by the diagonal conjugation action of G.
A point of M ∗
µ
represented by (A1, A2, . . . , Ak) yields a logarithmic connection
k∑
i=1
Ai
dz
z − ai
on the trivial rank n bundle on P1 with poles at distinct points ai ∈ P1 \ {∞} and residues in
Oi. We call M ∗µ the tame open de Rham space, as it sits inside as an open set in the full moduli
space of flat rank n connections P1with logarithmic singularities and prescribed adjoint orbit
of residues around ai.
Defining the conjugacy class Ci = exp(2πiOi) ⊂ G we get a generic (C1, . . . , Ck) k-tuple
of semisimple conjugacy classes of type µ. We define the tame character variety of type µ as
the GIT quotient
M
µ
B
:= {M1 ∈ C1, . . . ,Mk ∈ Ck |M1 · · ·Mk = 1n}//G, (1.1.2)
where 1n is the n× n identity matrix.
The character variety parametrizes isomorphism classes of representations of the fun-
damental group of P1 \ {a1, . . . , ak} to G, with monodromy around ai in Ci. One has the
Riemann–Hilbert monodromy map
νa : M
∗
µ → M
µ
B
,
taking the flat connection
∑k
i=1Ai
dz
z−ai
to the representation given by its monodromy along
loops in P1 \ {a1, . . . , ak}. The study of the symplectic geometry of this monodromy map,
and its relations to isomonodromic deformations was initiated in [Hit2].
Although this monodromy map is not algebraic, we have the following:
Conjecture 1.1.3 (Purity conjecture). The map ν∗a : H
∗(Mµ,r
B
,Q) → H∗(M ∗µ,r,Q) preserves
mixed Hodge structures and is an isomorphism on the pure parts.
As the mixed Hodge structure of M ∗µ is known to be pure [HLRV2, Proposition 2.2.6],
the conjecture implies that the pure part of the cohomology of Mµ
B
is isomorphic with the
full cohomology of M ∗
µ
. The consistency of [HLRV2, Conjecture 1.2.1] on the mixed Hodge
polynomial ofMµ
B
, with Conjecture 1.1.3 above was tested by checking in [HLRV2, Theorem
1.3.1] that the pure part of the conjectured mixed Hodge polynomial of Mµ
B
agrees with the
weight polynomial of M ∗
µ
.
The proof of the purity ofH∗(M ∗µ;Q) in [HLRV2, Proposition 2.2.6] proceeds by recalling
[CB] the identification of M ∗µ as a certain star-shaped Nakajima quiver variety. In particular,
M ∗µ aquires a natural complete hyperkähler metric of ALE type. For example, for the star-
shaped affine Dynkin diagrams of D˜4, E˜6, E˜7 and E˜8 together with an imaginary root we
obtain the corresponding ALE gravitational instantons of Kronheimer [Kr2].
1.2 Irregular purity conjecture
The work in [Hit2] was generalized to allow meromorphic connections with irregular singu-
larities by [Bo1]. The aim of the present paper is to extend the above circle of ideas to the case
of meromorphic connections with irregular singularities. Consider the following analogue
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of (1.1.1). Fix k, n, s ∈ Z>0 and we will take µ and (O1, . . . ,Ok) as in Section 1.1. In addition,
for 1 ≤ i ≤ s, let mi ∈ Z>1 and consider the truncated polynomial ring Rmi := C[z]/(z
mi ),
and the groupGLn(Rmi) of invertible matrices over Rmi . Let T ≤ G be the maximal torus of
diagonal matrices and t denote its Lie algebra. We will fix an element of the form
Ci =
Cimi
zmi
+
Cimi−1
zmi−1
+ · · ·+
Ci1
z
, (1.2.1)
with Cij ∈ t, further assuming that C
i
mi has distinct eigenvalues. An element g ∈ GLn(Rmi)
acts on Ci by conjugation, viewing both g and Ci as matrices over the ring of Laurent poly-
nomials over z; however, we will truncate any terms with non-negative powers of z. We
denote the GLn(Rmi)-orbit of C
i under this action by O(Ci) (it is explained in Section 2.1
how we may view Ci as an element of the dual of the Lie algebra of GLn(Rmi), and O(C
i)
as its coadjoint orbit). Observe thatG = GLn(C) sits in eachGLn(Rmi) as a subgroup and so
acts on each O(Ci); in fact, given an element
Y i =
Y imi
zmi
+
Y imi−1
zmi−1
+ · · ·+
Y i1
z
∈ O(Ci), (1.2.2)
the G-action is by conjugation on each term Y ip . Now, for 1 ≤ i ≤ s, we set ri := mi − 1, and
write r := (r1, . . . , rs) for the tuple. We may then define the (irregular) open de Rham space by
M
∗
µ,r :=
(A1, . . . , Ak, Y 1, . . . , Y s) ∈
k∏
j=1
Oj ×
s∏
i=1
O(Ci) :
k∑
j=1
Aj +
s∑
i=1
Y i1 = 0

//
G.
One likewise has an interpretation of M ∗µ,r as a moduli space of meromorphic connec-
tions (see Section 3.2), this time with higher pole orders, on the trivial rank n vector bundle
over P1. The class of (Aj , Y i) yields a connection
k∑
j=1
Aj
dz
z − aj
+
s∑
i=1
mi∑
p=1
Y ip
dz
(z − bi)p
for a set of distinct poles {a1, . . . , ak, b1, . . . , bs} ∈ P1 \ {∞}.
The definition of the corresponding wild character variety Mµ,r
B
, which is the space of
monodromy data for moduli of irregular connections, is a little more involved than in the
logarithmic case. For the higher order poles bi, in addition to the topological monodromy,
one must also take into account the Stokes data, which distinguishes analytic isomorphism
classes of locally defined connections from formal ones. However, even in this irregular
case, the wild character variety retains certain similarities with the character variety defined
above at (1.1.2): it is an affine variety defined only in terms ofG, certain algebraic subgroups
ofG, and orbits in them, and may be viewed as a space of “Stokes representations” [Bo1, §3].
As we will not be working with this space directly, we refer the reader to [HMW, Definition
2.1.1] for a precise definition.1
1The definition in [HMW, Definition 2.1.1] involves some choices; the precise choices required to correspond
to the above space of meromorphic connections are as follows. First, note that while k denotes the number
of simple poles both here and in [HMW], here we written s for the number of irregular poles instead of m
in [HMW]. (C1, . . . , Ck) in [HMW, Definition 2.1.1] is taken as in Section 1.1. The tuple r will have the same
meaning here as there. Finally, in the tuple ξ, we take ξα = exp(2pi
√−1Cα1 ).
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There is again a Riemann–Hilbert/monodromy map
ν : M ∗µ,r → M
µ,r
B
(1.2.3)
in this irregular case, which takes a connection to its monodromydata. Themonodromymap
ν is described in great detail in [Bo1, §3], where it is also explained why the wild character
variety takes the form that it does. We then have
Conjecture 1.2.4 (Irregular purity conjecture). The irregular Riemann–Hilbert map ν (1.2.3)
induces a map ν∗ : H∗(Mµ,r
B
,Q) → H∗(M ∗µ,r,Q) which preserves mixed Hodge structures
and is an isomorphism on the pure parts.
1.3 Main results and layout of the paper
To formulate our main result define the Cauchy kernel
Ωk(z, w) :=
∑
λ∈P
Hλ(z, w)
k∏
i=1
H˜λ(z
2, w2;xi) ∈ Λ(x1, . . . ,xk)⊗Z Q(z, w),
and let
Hµ,r(z, w) =
(−1)rn(z2 − 1)(1− w2)
〈
Log (Ωk+r) , hµ1(x1)⊗ · · · ⊗ hµk(xk)⊗ s(1n)(xk+1)⊗ · · · ⊗ s(1n)(xk+s)
〉
.
The notation is explained in Section 5.2. One of our main results is the computation of the
weight polynomial of open de Rham space M ∗µ,r.
Theorem 1.3.1.
∑
k,i≥0(−1)
i dimC
(
GrWk H
i
c(M
∗
µ,r,C)
)
qk = qdµ,r/2Hµ˜,r(0, q
1/2)
The main conjecture of [HMW, Conjecture 1.2.2] claims that
Conjecture 1.3.2.∑
i,j,k≥0
dimC
(
GrW2kH
i
c(M
µ,r
B
,C)
)
qkti = qdµ,r/2Hµ˜,r(−q
−1/2t−1, q1/2).
Thus, if H∗(M ∗µ,r,Q)were pure, our main Theorem 1.3.1 would be a consequence of our
purity conjecture Conjecture 1.2.4 and Conjecture 1.3.2. However, we were unable to prove
thatH∗(M ∗µ,r,Q) is always pure and we only state it as Conjecture 5.2.7.
The proof of Theorem 1.3.1 is first performed, as Theorem 4.3.1, in the case of k = 0, i.e.,
only irregular punctures. In this case, we can proceed by motivic Fourier transform, as in
[W], and the result will be a motivic extension of Theorem 1.3.1. The general case—Theorem
5.1.6 and Corollary 5.2.3—is then proved via the Fourier transform over finite fields, which
was introduced in [HLRV1].
As an analogue of Crawley-Boevey’s result [CB] for the irregular case, in Section 6 we
prove that the open de Rham spaces M ∗
µ,r are isomorphic to quiver varieties with multi-
plicities. These varieties have been considered by Yamakawa [Y2] in the rank 2 case and
their defining equations, in terms of certain preprojective algebras, have been studied by
Geiss–Leclerc–Schröer [GLS] in general. Then, in Section 6.4.2, we consider the star-shaped
non-simply laced affine Dynkin diagrams which correspond to open de Rham spaces of di-
mension 2. Here we discuss the main results of the paper in these special toy cases.
Finally, in Section 7 we study some natural complete hyperkähler metrics on M ∗µ,r when
the irregular poles have order 2. In the (real) four-dimensional toy example cases, e.g., those
appearing in Section 6.4.2, we expect the resulting metrics to be of type ALF.
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2 Preliminaries
2.1 Groups, Lie algebras and their duals over truncated polynomial rings
Let us fix a perfect base field K and n ≥ 1 an integer. We will set G := GLn(K) and its Lie
algebra g := gln(K). Furthermore, T ⊂ Gwill denote the standard maximal torus consisting
of the invertible diagonal matrices, t ⊂ g its Lie algebra and treg ⊂ t the subset of elements
with distinct eigenvalues. Fix another integerm ≥ 1 and let Rm := K[[z]]/(zm) = K[z]/(zm).
Then we may also consider these groups over Rm,
Gm := GLn(Rm) =
{
g0 + zg1 + · · ·+ z
m−1gm−1 | g0 ∈ G, g1, . . . , gm−1 ∈ g
}
, (2.1.1)
gm := gln(Rm) =
{
X0 + zX1 + · · ·+ z
m−1Xm−1 | Xi ∈ g
}
,
and we define Tm and tm similarly. We will regard Gm and Tm as algebraic groups over
K: from the description above, Gm = G × gm−1 as a K-variety; writing out the components
of each zi under the group law in Gm, it is easy to see that the operation is well-defined on
tuples and so one indeed gets an algebraic group over K. Of course, gm is a vector space
over K.
Observe that GLn(Rm) is not reductive; its unipotent radical G1m ≤ Gm and Lie algebra
g1m are, respectively,
G1m = GL
1
n(Rm) = {1n + zb1 + z
2b2 + · · · + z
m−1bm−1 | bi ∈ g},
g1m = gl
1
n(Rm) = {zX1 + z
2X2 + · · ·+ z
m−1Xm−1 | Xi ∈ g},
where 1n denotes the n× n identity matrix.
There is semi-direct product decomposition
Gm = G
1
m ⋊G, (2.1.2)
where we identify Gwith the subgroup of those elements satisfying
g1 = · · · = gm−1 = 0,
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in the notation of (2.1.1); we will often refer to G identified as such as the subgroup of “con-
stant” elements in Gm. We thus obtain a direct sum decomposition
gm = g
1
m ⊕ g; (2.1.3)
this decomposition is preserved by the adjoint action of G but not of Gm. We will write
T1m := Tm ∩G
1
m and t
1
m := tm ∩ g
1
m.
It will be convenient to identify the dual vector space g∨m with
z−mgm =
{
z−mYm + z
−(m−1)Ym−1 + · · ·+ z
−1Y1
∣∣∣∣ Yi ∈ g} (2.1.4)
via the trace residue pairing. This means that for X ∈ gm and Y ∈ z−mgm we set
〈Y,X〉 := Resz=0 trY X =
m∑
i=1
trYiXi−1. (2.1.5)
Under this identification, the dual g∨ of the subgroup G ⊆ Gm corresponds to the subspace
z−1g ⊂ z−mgm and (g1m)
∨ to those elements in z−mgm having zero residue term. We write
πres : g
∨
m → g
∨, πirr : g
∨
m → (g
1
m)
∨ (2.1.6)
for the natural projections. The latter projection may be identified with
z−mgm → z
−mgm
/
z−1gm, (2.1.7)
so we are simply truncating the residue term.
The adjoint and coadjoint actions of Gm on gm and g∨m will both be denoted by Ad and
are defined by the same formula: for g ∈ Gm,
AdgX = gXg−1, X ∈ gm AdgY = gY g−1, Y ∈ g∨m.
What we mean in the latter case is that we consider g, g−1 and Y as matrix-valued Laurent
polynomials in z and we truncate all terms of non-negative degree in z after multiplying.
With this convention we have
〈AdgY,X〉 =
〈
Y,Adg−1X
〉
.
Consider the tuple λ = (λ0, . . . , λl) ∈ Nl+1 with
∑l+1
i=1 λi = n. Let Lλ ≤ G be the subgroup
of block diagonal matrices, with blocks of size λ0, . . . , λl, i.e.,
Lλ = {diag(f0, . . . , fl) ∈ G : fi ∈ GLλi(K)} . (2.1.8)
Let lλ denote its Lie algebra. The centre of lλ is given by
z(lλ) = {diag(c0Iλ0 , . . . , clIλl) : c0, . . . , cl ∈ K} ⊆ t.
Wewill write z(lλ)reg to be the subset of z(lλ) for which the ci are pairwise distinct. The center
of Lλ satisfies Z(Lλ) = z(lλ) ∩G, and can be described as the subset of z(lλ)with all ci ∈ K×.
An important special case is when λ = (1, . . . , 1), so one has lλ = t and z(lλ)reg = treg. We
will also use the notation as above for these groups, namely
Lλ,m := Lλ(Rm) L
1
λ,m := Lλ,m ∩G
1
m lλ,m := lλ(Rm) l
1
λ,m := lλ,m ∩ g
1
m.
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2.2 Coadjoint orbits
Coadjoint orbits for groups of the form Gm will play a prominent role in this paper, so here
we will set some notation and record some results that will be used later.
2.2.1 Conventions and variety structure
By a diagonal element or formal type in g∨m, we will mean an element of the form
C =
Cm
zm
+
Cm−1
zm−1
+ · · · +
C1
z
∈ t∨m = z
−mtm, with Cℓ ∈ t(K), 1 ≤ ℓ ≤ m. (2.2.1)
By permuting diagonal entries if necessary, C may be written
C = diag(c0Iλ0 , c
1Iλ1 , . . . , c
lIλl) (2.2.2)
for some tuple (λ0, . . . , λl) of n, with the ci ∈ z−mRm distinct. In fact, we will make the
stronger assumption that for all 0 ≤ i 6= j ≤ l
zm(ci − cj) ∈ R×m. (2.2.3)
If we write ci = c
i
m
zm + · · ·+
ci1
z with c
i
ℓ ∈ K, 1 ≤ ℓ ≤ m, then this is equivalent to
cim 6= c
j
m
for all 0 ≤ i 6= j ≤ l; that is, all the leading coefficients are distinct. We fix such a diagonal
element C and write O(C) for the image of the orbit map
η : Gm → gl
∨
m
g 7→ Adg(C)
Lemma 2.2.4. Let C be a diagonal element satisfying (2.2.3).
(a) The coadjoint orbit O(C) is an affine variety.
(b) Let ZGm(C) denote the centralizer of C in Gm. There is a Gm-equivariant isomorphism
φ : Gm/ZGm(C)
∼
−→ O(C) such that the diagram
Gm
{{①①
①①
①①
①①
①①
η
❁
❁❁
❁❁
❁❁
❁❁
Gm/ZGm(C) φ
// O(C)
commutes. In particular O(C) is a homogeneous space for Gm and η is a categorical
quotient.
We will give a description of the centralizers ZGm(C) for certain C in Lemma 2.2.8(d)
below.
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Proof. To see (a), we note that O(C) will be the set of elements satisfying the appropriate
“minimal polynomial” over Rm, which may then be written down as equations over K. To
be explicit about this, let Y ∈ gm be written as in (2.1.4); we consider zmY as an element of
gm by writing
zmY = Ym + zYm−1 + · · ·+ z
m−1Y1.
Similarly, we take zmci ∈ Rm writing
zmci = cim + zc
i
m−1 + · · · + z
m−1ci1.
Then the minimal polynomial as mentioned gives defining equations for O(C) in the sense
that the following matrix over Rm is zero if and only if Y ∈ O(C):
(zmY − zmc01) · · · (zmY − zmcl1).
Of course, this can be expanded and the coefficient of each power zi gives a matrix equation
over K; the individual entries of all of these matrices give the algebraic equations for O(C).
The fact that these are indeed defining equations forO(C) can be proved in the sameway one
proves the theorem which asserts that a matrix is diagonalizable if and only if its minimal
polynomial has distinct roots; for this we need to use the assumption (2.2.3).
For (b) notice that both G and O(C) are smooth over K and for every closed point A ∈
O(C) one has dim η−1(A) = dimZGm(C). Thus η is faithfully flat by [Mat, Theorem 23.1] and
φ an isomorphism by [Mi, Proposition 7.11].
2.2.2 Computational lemmata
Fix a tuple λ = (λ0, . . . , λl) ∈ Nl+1 with
∑
λi = n and consider the group Lλ ≤ G as in
(2.1.8). Let lodλ ⊆ g denote the subspace consisting of matrices with zeros on the diagonal
blocks (of course, the superscript can be read, “off diagonal”), so that we have an obvious
Lλ-invariant decomposition
g = lλ ⊕ l
od
λ . (2.2.5)
In the case λ = (1, . . . , 1), we set god := lodλ , so that this is the space of matrices with zeroes
along the main diagonal.
Let b = 1n +
∑m−1
i=1 z
ibi ∈ G
1
m. We may write
b−1 = 1+
m−1∑
i=1
ziwi,
where the wi ∈ g are given by
wi =
i∑
p=1
(−1)p
∑
(λ1,λ2,...,λp)∈Np
λ1+···+λp=i
bλ1 · · · bλp . (2.2.6)
SupposeA =
∑m
j=1 z
−jAj ∈ g
∨
m. Then we have
AdbA = A+
m−1∑
p=1
z−m+p
 p∑
i=1
[bi, Am+i−p] +
p−1∑
i=1
p−i∑
j=1
[bi, Am−p+i+j ]wj
 . (2.2.7)
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Lemma 2.2.8. (a) If X ∈ g and Y ∈ z(lλ), then [X,Y ] ∈ lodλ .
(b) IfX ∈ g, Y ∈ z(lλ)reg and [X,Y ] ∈ lλ (or equivalently, by (2.2.5), [X,Y ] = 0), thenX ∈ lλ.
(c) Let
C =
m∑
i=1
z−iCi ∈ z(lλ)
∨
m ⊆ t
∨
m
be given as in (2.2.2) with Cm ∈ z(l)reg and suppose g ∈ Gm is such that AdgC − C ∈
l∨λ,m−1. Then g ∈ Lλ,m and AdgC = C .
(d) Let C be as in (c). Then the centralizers of C and C1 := πirr(C) ∈ (t1m)
∨ are
ZGm(C) = Lλ,m ZG1m(C
1) = G1,rcλ,m :=
b = 1+
m−1∑
j=1
zjbj ∈ G
1
m
∣∣∣∣ b1, . . . , bm−2 ∈ lλ
 .
The superscript rc stands for “regular centralizer” which name is justified by the state-
ment.
(e) Let g ∈ Z(Lλ) and h ∈ G1m such that hgh
−1 ∈ Lλ,m. Then hgh−1 = g.
Proof. The first two statements can be seen by writing everything out as block matrices. For
part (c), by (2.1.2), we may write g = g0b for some g0 ∈ G, b ∈ G1m. Thus, AdgC can be
obtained by applying Adg0 to the expression in (2.2.7). The z
−m term is then Adg0Cm; the
hypothesis is that this is Cm. Then part (b) implies that g ∈ lλ ∩G = Lλ. Already this shows
that Adg0C = C , since all Ci ∈ z(lλ).
Now, the z−(m−1) term in AdgC−C is then Adg0 [b1, Cm]. The assumption is that this lies
in lλ; by Lλ-invariance, [b1, Cm] ∈ lλ and again by (b), b1 ∈ lλ. By induction, we may assume
b1, . . . , br ∈ lλ. We wish to show that br+1 ∈ lλ. Then from (2.2.7), the z−(m−r−1)-term of
AdgC − C is
Adg0
r+1∑
i=1
[bi, Cm+i−r−1] +
r∑
i=1
r−i+1∑
j=1
[bi, Cm−r+i+j−1]wj
 .
The induction hypothesis implies that the only commutator that does not vanish is [br+1, Cm]
and then by assumption, this lies in lλ, and again we conclude by (b). This shows that all
bi ∈ lλ and hence h ∈ L1λ,m; as g0 ∈ Lλ, g = g0b ∈ Lλ,m. Furthermore, as above, we can
show that all commutators in (2.2.7) vanish, and we have already noted Adg0C = C ; hence
AdgC = C .
The first assertion in part (d) follows from (c). The second assertion uses the same argu-
ment, and one simply needs to observe that we are omitting the residue term when comput-
ing in g1m and hence no condition is imposed on bm−1.
Part (e) is proved with an inductive argument similar to that of (c), using (2.2.6).
Next, we study “regular semisimple” coadjoint orbits. We take C ∈ t∨m, let C
1 :=
πirr(C) ∈ (t
1
m)
∨ with Cm ∈ treg. We will write O(C) for the Gm-coadjoint orbit through
C and O(C1) for the G1m-coadjoint orbit through C
1. These are coadjoint orbits for different
groups.
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Let
Godm :=
b = 1+
m−1∑
j=1
zjbj ∈ G
1
m
∣∣∣∣ b1, . . . , bm−1 ∈ god

G1,odm :=
b = 1+
m−1∑
j=1
zjbj ∈ G
od
m
∣∣∣∣ bm−1 = 0

Observe that G1,odm ⊆ Godm are subvarieties of G
1
m, though not subgroups, isomorphic to
affine spaces of dimensions (m− 1)n(n− 1) and (m− 2)n(n − 1), respectively.
Lemma 2.2.9. (a) The restriction of the multiplication map yields isomorphisms
Godm × T
1
m
∼
−→ G1m G
1,od
m ×G
1,rc
m
∼
−→ G1m.
In other words, every b ∈ G1m has unique factorizations
b = bodbT b = b1,odbrc
with bod ∈ Godm , b
T ∈ T1m, b
1,od ∈ G1,odm , brc ∈ G
1,rc
m , and the map taking b to any one of
these factors is a morphism.
(b) The morphism G1,odm → O(C1)
b 7→ AdbC1
is an isomorphism. In particular, O(C1) ∼= A(m−2)n(n−1).
(c) There is an isomorphism
Γ :
(
G×Godm
)/
T→ O(C) [g, b] 7→ AdgbC,
where the action of T on G × Godm is given by (g0, b)t0 = (g0t0,Adt−10 b). In particular,
G×Godm → (G×G
od
m )/T is a Zariski locally trivial principal T-bundle.
Proof. To prove part (b), consider elements
x := 1+
m−1∑
j=1
zjxj, y := 1+
m−1∑
j=1
zjyj, b := 1+
m−1∑
j=1
zjbj ∈ G
1
m
Then the product expression xy = b imposes the relations
bj = xj + yj +
j−1∑
ℓ=1
xℓyj−ℓ (2.2.10)
for 1 ≤ j ≤ m − 1. Assuming that b ∈ G1m is arbitrary, the equation b1 = x1 + y1 allows
us to take x1 ∈ god, y1 ∈ t to be the off-diagonal and diagonal parts of b1, respectively. The
relations (2.2.10) allow us to continue this inductively, so that all xj ∈ god and yj ∈ t, noting
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that at each stage, one has an algebraic expression in terms of the bj . This gives the first
factorization. The second one is obtained in exactly the same way, except that the conditions
are that xm−1 = 0, but there is no condition on ym−1, which makes up for it.
Part (b) follows directly from Lemma 2.2.8(d) and part (a).
For part (c), note that Lemma 2.2.4(b), together with Lemma 2.2.8(d), gives an isomor-
phism φ : Gm/Tm
∼
−→ O(C). Observe that Gm = G⋉G1m and hence, as a variety, one has
Gm = G×G
1
m = G×G
od
m × T
1
m,
by part (a). Taking the quotient by Tm = T × T1m then gives the desired isomorphism. One
obtains the indicated T-action onG×Godm by identifyingG×G
1
m withGm via multiplication.
The final statement follows since G→ G/T is a Zariski locally trivial principal T-bundle, as
T is a special group [Se, §4.3].
2.3 Grothendieck rings with exponentials
Following [CL] and [CLL], in this section we introduce Grothendieck rings with exponen-
tials, a naive notion of motivic Fourier transform and convolution. Similar techniques were
used in [W] to compute the motivic classes of Nakajima quiver varieties. Throughout this
section, K will denote an arbitrary field, by a variety we mean a separated scheme of finite
type over K, and by a morphism of varieties we will mean a K-morphism.
2.3.1 Definitions
The Grothendieck ring of varieties, denoted by KVar, is the quotient of the free abelian group
generated by isomorphism classes of varieties modulo the relation
X − Z − U,
for X a variety, Z ⊂ X a closed subvariety and U = X \ Z . The multiplication is given by
[X] · [Y ] = [X × Y ], where we write [X] for the equivalence class of a varietyX in KVar.
The Grothendieck ring with exponentials KExpVar is defined similarly. Instead of varieties
we consider pairs (X, f), whereX is a variety and f : X → A1 = Spec(K[T ]) is a morphism.
A morphism of pairs u : (X, f)→ (Y, g) is a morphism u : X → Y such that f = g ◦ u. Then
KExpVar is defined as the free abelian group generated by isomorphism classes of pairs
modulo the following relations.
(i) For a variety X, a morphism f : X → A1, a closed subvariety Z ⊂ X and U = X \ Z
the relation
(X, f)− (Z, f |Z)− (U, f |U ).
(ii) For a variety X and prA1 : X ×A1 → A1 the projection onto A1 the relation
(X × A1, prA1).
The class of (X, f) in KExpVar will be denoted by [X, f ]. We define the product of two
generators [X, f ] and [Y, g] as
[X, f ] · [X, g] = [X × Y, f ◦ prX + g ◦ prY ],
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where f ◦ prX + g ◦ prY : X × Y → A1 is the morphism sending (x, y) to f(x) + g(y). This
gives KExpVar the structure of a commutative ring with identity [pt, 0].
Denote by L the class of A1 in KVar, resp. (A1, 0) in KExpVar. The localizations of KVar
and KExpVarwith respect to the the multiplicative subset generated by L and Ln−1, where
n ≥ 1 are denoted by M and E xpM .
For a variety S there is a straightforward generalization of the above construction to
obtain the relative Grothendieck rings KVarS ,KExpVarS ,MS and E xpMS . For example, gen-
erators ofKExpVarS are pairs (X, f)whereX is an S-variety (i.e., a variety with amorphism
X → S) and f : X → A1 a morphism. The class of (X, f) in KExpVarS will be denoted by
[X, f ]S or simply [X, f ] if the base variety S is clear from the context.
The usual Grothendieck ringKVarS can be identifiedwith the subring ofKExpVarS gen-
erated by pairs (X, 0), see [CLL, Lemma 1.1.3].
For a morphism of varieties u : S → T we have induced maps
u! : KExpVarS → KExpVarT , [X, f ]S 7→ [X, f ]T
u∗ : KExpVarT → KExpVarS , [X, f ]T 7→ [X ×T S, f ◦ prX ]S .
In general, u∗ is a morphism of rings and u! a morphism of additive groups.
2.3.2 Realization morphisms
The rings KVar and KExpVar and their localizations M ,E xpM although easy to define, are
quite hard to understand concretely. To circumvent this, one usually considers realization
morphisms to simpler rings.
If K = Fq is a finite field and S a variety over Fq we can construct a realization from
KExpVarS to the ring Map(S(Fq),C) of complex valued functions on S(Fq) by sending the
class of [X, f ] to the function
s ∈ S(Fq) 7→
∑
x∈Xs(Fq)
Ψ
(
f(x)
)
, (2.3.1)
where Ψ : Fq → C× is a fixed non-trivial additive character. Under this realization, for a
morphism u : S → T , the operations u! and u∗ correspond to summation over the fibers of u
and composition with u, respectively.
If K is a field of characteristic 0, whose transcendence degree over Q is at most the one
of C/Q, we can embed K into C and consider any variety over K as a variety over C. By the
work of Deligne [De1, De2] the compactly supported cohomologyH∗c (X,C) of any complex
algebraic variety X carries two natural filtrations, the weight and the Hodge filtration. Tak-
ing the dimensions of the graded pieces we obtain the compactly supported mixed Hodge
numbers of X
hp,q;ic (X) = dimC
(
GrHp Gr
W
p+qH
i
c(X,C)
)
.
From these numbers we define the E-polynomial as
E(X;x, y) =
∑
p,q,i≥0
(−1)ihp,q;ic (X)x
pyq. (2.3.2)
This way we obtain a morphism (see for example [HRV, Appendix])
KVar→ Z[x, y] [X] 7→ E(X;x, y). (2.3.3)
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It is not hard to see that E(L;x, y) = xy and thus this realization extends to a morphism
M → Z[x, y]
[
1
xy
;
1
(1− (xy)n)
, n ≥ 1
]
.
These two realizations are related by the following Theorem of Katz. We refer to [HRV,
Appendix] for the precise definition of a strongly polynomial count variety over C.
Theorem 2.3.4. [HRV, Theorem 6.1.2(3)] If X over C is strongly polynomial count with
counting polynomial PX(t) ∈ Z[t], then
E(X;x, y) = PX(xy).
In particular in the situation of Theorem 2.3.4, the E-polynomial of X is a polynomial in
one variable, which we also call the weight polynomial
E(X; q) = E(X; q
1
2 , q
1
2 ).
2.3.3 Computational tools
We now introduce several tools for our computations is KVar and KExpVar, which are
mostly inspired by similar constructions over finite fields through the realization (2.3.1).
Fibrations. We say that f : X → Y is a Zariski locally-trivial fibration if Y admits an open
covering Y = ∪jUj such that f−1(Uj) ∼= F × Uj for some fixed variety F . In this case we
have the product formula
[X] = [F ][Y ] (2.3.5)
in KVar as we can compute directly
[X] =
∑
j
[f−1(Uj)]−
∑
j1<j2
[f−1(Uj1 ∩ Uj2)] + ... = [F ][Y ].
Character sums. When computing character sums over finite fields, one has the following
crucial identity ∑
v∈V
Ψ
(
f(v)
)
=
{
qdimV if f = 0
0 otherwise,
where V is a vector space over Fq and f ∈ V ∨ a linear form. To establish an analogous
identity in the motivic setting, we let V be a finite-dimensional vector space over K and
S a variety. We replace the linear form above with a family of affine linear forms, i.e., a
morphism g = (g1, g2) : X → V ∨ × K, where X is an S-variety. Then we define f to be the
morphism
f : X × V → K (x, v) 7→ 〈g1(x), v〉 + g2(x).
Finally we put Z = g−11 (0).
Lemma 2.3.6. [W, Lemma 2.1] With the notation above we have the relation
[X × V, f ] = LdimV [Z, g2|Z ]
in KExpVarS . In particular, if X = SpecK and f ∈ V
∨, we have [V, f ] = 0 unless f = 0.
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Fourier transforms. We now define the naive motivic Fourier transform for functions on a
finite dimensional K-vector space V and the relevant inversion formula. All of this is a
special case of [CL, Section 7.1].
Definition 2.3.7. Let pV : V × V ∨ → V and pV ∨ : V × V ∨ → V ∨ be the obvious projections.
The naive Fourier transformation FV is defined as
FV : KExpVarV → KExpVarV ∨ φ 7→ pV ∨!
(
p∨V φ · [V × V
∨, 〈, 〉]
)
.
Here 〈 , 〉 : V × V ∨ → K denotes the natural pairing. We will often write F instead of FV
when no ambiguity will arise from doing so.
Of course, the definition is again inspired by the finite field version, where one defines
for any function φ : V → C the Fourier transform at w ∈ V ∨ by
F(φ)(w) =
∑
v∈V
φ(v)Ψ(〈w, v〉).
Notice that F is a homomorphism of groups and thus it is worth spelling out the defini-
tion in the case when φ = [X, f ] is the class of a generator in KExpVarV . Letting u : X → V
be the structure morphism we simply have
F([X, f ]) = [X × V ∨, f ◦ prX + 〈u ◦ prX , prV ∨〉]. (2.3.8)
We have the following version of Fourier inversion.
Proposition 2.3.9. [W, Proposition 2.2] For every φ ∈ KExpVarV we have the identity
F(F(φ)) = LdimV · i∗(φ),
where i : V → V is multiplication by −1.
Convolution. Finally, we introduce a motivic version of convolution.
Definition 2.3.10. LetR : KExpVarV ×KExpVarV → KExpVarV×V be the natural morphism
sending two varieties over V to their product, and s : V × V → V the sum operation. The
convolution product is the associative and commutative operation
∗ : KExpVarV ×KExpVarV → KExpVarV (φ1, φ2) 7→ φ1 ∗ φ2 = s!R(φ1, φ2).
As expected the Fourier transform interchanges product and convolution product.
Proposition 2.3.11. For φ1, φ2 ∈ KExpVarV we have
F(φ1 ∗ φ2) = F(φ1)F(φ2).
Proof. As both F and ∗ are bilinear, it is enough prove the identity for two generators
[X, f ], [Y, g] ∈ KExpVarV with respective structure morphisms u : X → V , v : Y → V .
Using (2.3.8) we can then directly compute
F ([X, f ] ∗ [Y, g]) = F(s![X × Y, f ◦ prX + g ◦ prY ])
= [X × Y × V ∨, f ◦ prX + g ◦ prY + 〈s ◦ (u× v) ◦ prX×Y , prV ∨〉]
= [X × V ∨, f ◦ prX + 〈u ◦ prX , prV ∨〉][Y × V
∨, g ◦ prY + 〈v ◦ prY , prV ∨〉]
= F [X, f ]F [Y, g].
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Remark 2.3.12. We will use the convolution product to study equations in a product of vari-
eties, i.e., consider V -varieties ui : Xi → V say for i = 1, 2. Then it follows from the definition
of ∗, that for any v : SpecK → V the class of {(x1, x2) ∈ X1 × X2 | u1(x1) + u2(x2) = v} is
given by v∗([X1]∗ [X2]). Proposition 2.3.11 allows us to compute the latter by understanding
the Fourier transforms F(X1),F(X2) separately.
3 Open de Rham spaces
In this sectionwe define open de Rham space as an additive fusion of coadjoint orbits, similar
as in [HY, §2]. They were first introduced in [Bo1, Section 2] as certain moduli spaces of
connections on P1. We recall this viewpoint briefly in Section 3.2.
3.1 Additive fusion products of coadjoint orbits
Fix a diagonal element C ∈ g∨m as in (2.2.1) and consider its Gm-coadjoint orbit O(C) ⊆ g
∨
m.
In the case that K = R or C, Gm is a real or complex Lie group, accordingly, and the coad-
joint orbitO(C) admits a canonical symplectic form (the Kirillov–Kostant–Souriau form) for
which the coadjoint action is Hamiltonian with moment map given by the inclusion µO(C) :
O(C) →֒ g∨m [A, §§3.3.5, 3.3.8]. We may restrict the action on O(C) to that of the constant
subgroup G ≤ Gm, using (2.1.2). The moment map µres = πres ◦ µO(C) : O(C) → z−1g = g∨
for the restricted action is the composition of the inclusion and the projection πres : g∨m → g
∨
(2.1.6), so simply takes the residue term
Ym
zm
+
Ym−1
zm−1
+ · · ·+
Y1
z
7→
Y1
z
. (3.1.1)
Now, for d ∈ Z>0, let mi ∈ Z>0 for 1 ≤ i ≤ d, and let Ci ∈ g∨mi be diagonal elements and
O(Ci) their coadjoint orbits. We may form the product
∏d
i=1O(C
i) which has the product
symplectic structure. It also carries a diagonal G-action for which the moment map µ :∏d
i=1O(C
i)→ g∨ is
(Y 1, . . . , Y d) 7→
d∑
i=1
Y i1
z
. (3.1.2)
In this case where K = R or C, we can then form the symplectic (Marsden–Weinstein) quo-
tient in the usual way. We now observe that if K is any field, then both (3.1.1) and (3.1.2) are
defined over K.
Definition 3.1.3. Let C = (C1, . . . , Cd) be a tuple of diagonal elements satisfying (2.2.3), so
that the product
∏d
i=1O(C
i) is an affine variety (Lemma 2.2.4(a)). The open de Rham space
M(C) is the affine GIT quotient
M∗(C) =
d∏
i=1
O(Ci)
//
0
G := Spec
(
K[µ−1(0)]G
)
.
Except possibly in Section 6 we will typically impose two more conditions onC, regular-
ity and genericity.
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Definition 3.1.4. A diagonal element C ∈ g∨m of orderm ≥ 2 is regular if Cm ∈ t
reg. A d-tuple
C = (C1, . . . , Cd) is called regular if for all 1 ≤ i ≤ dwithmi ≥ 2, Ci is regular.
We now define genericity of the tuple C in a similar manner as in [HLRV1, 2.2.1]; our
more explicit formulation will be used in later computations, e.g., in Lemma 4.3.11. Define
for I ⊂ {1, 2, . . . , n} the matrix EI ∈ g by
(EI)ij =
{
1 if i = j ∈ I
0 otherwise.
(3.1.5)
Definition 3.1.6. We callC generic if
∑d
i=1 trC
i
1 = 0 and for every integer n
′ < n and subsets
I1, . . . , Id ⊂ {1, . . . , n} of size n′ we have
d∑
i=1
〈
Ci1, EIi
〉
6= 0. (3.1.7)
In other words, there are no non-trivial subspaces V1, . . . , Vd ( Kn of the same dimension
such that Vi is invariant under Ci for 1 ≤ i ≤ d and
∑
i trC
i
1|Vi = 0, if C is generic.
Now, let C be a regular generic tuple of formal types. We adapt the following notation
so as to later (Section 5.2) make comparisons with [HMW]. First, we order C1, . . . , Cd in a
way such that m1 = · · · = mk = 1 and mk+1, . . . ,mk+s ≥ 2, with k + s = d. We write
µ = (µ1, . . . , µk) ∈ Pkn for the k-tuple of partitions of n defined by the multiplicities of the
eigenvalues of Ci1 for 1 ≤ i ≤ k.
When one is talking about a meromorphic connection having a formal type of order m
at a pole with a semisimple leading order term (of course, here we have only discussed such
types of poles), then it is standard terminology to refer to the number m− 1 as the Poincaré
rank of the pole. For our moduli spaces, since Ck+imk+i ∈ t
reg for 1 ≤ i ≤ s, we will write
ri := mk+i − 1 for the Poincaré rank of Ci and record these in the s-tuple r = (r1, . . . , rs).
Finally, we write r =
∑s
i=1 ri and call this the total Poincaré rank.
Definition 3.1.8. For a regular genericC we writeM∗
µ,r instead ofM
∗(C) and refer to it as
the generic open de Rham space of type (µ, r). If, furthermore, k = 0we writeM∗n,r forM
∗(C).
Remark 3.1.9. This notation is justified since the invariants we compute in Sections 4 and 5
will depend only on (µ, r) and not on the actual eigenvalues of the formal types.
We will always assume s ≥ 1 in this paper, in which case a generic C always exists if K
is infinite [HLRV1, Lemma 2.2.2]. If K = Fq is a finite filed one needs an additional lower
bound on q depending on n and d to make sure that the Zariski-open subvariety of And
defined by (3.1.6) has an Fq-rational point. We will not spell out an explicit bound here, as
we are only interested in sufficiently large q.
Proposition 3.1.10. If non-empty,M∗µ,r is smooth and equidimensional of dimension
dµ,r = dn
2 − sn+ r(n2 − n)−
k∑
i=1
N(µi)− 2(n2 − 1), (3.1.11)
where for µ = (µ1 ≥ · · · ≥ µl) ∈ Pn we defineN(µ) =
∑l
j=1 µ
2
j .
17
Proof. We take µ as in (3.1.2). Clearly the scalars K× →֒ G act trivially on µ−1(0), hence
the G-action factors though PGLn = G/K×. We show first that this PGLn-action is free on
µ−1(0).
Let (A1, . . . , Ad) ∈ µ−1(0) and g ∈ G such that AdgAi = Ai for 1 ≤ i ≤ d. We show now
that g is scalar, by looking at some non-zero eigenspace V of g. Then clearly Ai1 will preserve
V for all i and by the moment map condition we deduce
∑
i trA
i
1|V = 0. The point is then
that for each i there is a subspace V ′i of the same dimension as V such that
trAi1|V = trC
i|V ′
i
. (3.1.12)
By the genericity ofC (Definition 3.1.6), this implies then V = V ′i = K
n and hence g is scalar.
For 1 ≤ i ≤ k, (3.1.12) follows simply because Ai and Ci are conjugate in G. To prove
(3.1.12) for k + 1 ≤ i ≤ d, we write Ai = AdhCi for some h ∈ Gmi . By conjugating A
i
and g with the constant term h0 of h we can assume without loss of generality h ∈ G1mi ,
i.e., h0 = 1. Then Aimi = C
i
mi ∈ t
reg and thus g ∈ T. Next consider h¯ = hgh−1, which
satisfies Adh¯C
i = Ci. By Lemma 2.2.8(c) we have h¯ ∈ Tmi and then by 2.2.8(e) hgh
−1 = g.
This implies that hj preserves V for every 0 ≤ j ≤ mi − 1 and hence we have trA|V =
tr(AdhCi)|V = trAdh|V C
i|V = trC
i|V . This proves (3.1.12) and hence PGLn acts freely on
µ−1(0).
In particular, all theG-orbits in µ−1(0) are closed and hence they are in bijection with the
points of the GIT quotient [Do, Theorem 6.1]. Furthermore, as µ is a moment map, freeness
of the PGLn action implies that 0 is a regular value of µ, which in turn implies smoothness
of µ−1(0) and hence ofM∗(C). Looking at tangent spaces, we see that
dimM∗(C) = dim
d∏
i=1
O(Ci)− 2 dimPGLn.
The formula now follows since dimO(Ci) = n2 − N(µi) for 1 ≤ i ≤ k and dimO(Cs+i) =
(ri + 1)(n
2 − n) for 1 ≤ i ≤ s.
We will see in Corollary 5.1.8, that M∗µ,r is never empty if dµ,r ≥ 0. For more general,
that is non-generic,C the non-emptyness ofM∗(C) has been determined in [Hir].
3.2 Moduli of connections
We nowwork over the fieldK = C, otherwise adopting the notation of Section 2.1 for groups
and Lie algebras. In addition, we will let X be a Riemann surface and fix a point x ∈ X. Let
mx ⊆ OX,x denote its maximal ideal, and Ôx the completion of Ox at mx. If Ω = ΩX denotes
the sheaf of holomorphic differentials onX, then Ωx the local module at x, Ω̂1x its completion
with respect to mx. If m ∈ Z>0, we will let Ω(m · x) denote the sheaf of meromorphic
differentials with a pole of order ≤ m at x; we let Ω(∗x) =
⋃
m∈Z>0
Ω(m · x) be their union,
i.e., the sheaf of meromorphic differentials with a pole at x of arbitrary order. ThenΩ(m ·x)x,
Ω(∗x)x will be the local modules and Ω̂1(m · x)x, Ω̂1(∗x)x their respective completions. Of
course, if z is a choice of coordinate centered at x one has isomorphisms
Ω̂1
∼
−→ C[[z]] · dz Ω̂1(m · x)
∼
−→ z−mC[[z]] · dz Ω̂1(∗x)
∼
−→ C((z)) · dz. (3.2.1)
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Consider the space (Ω̂1(∗x)x/Ω̂1x) ⊗C t. It is clear that one has a well-defined notion of
the order of the pole of such an element. Further, under the isomorphisms (3.2.1), a given
C ∈ (Ω̂1(∗x)x/Ω̂
1
x)⊗Ctwith a pole of orderm has a unique representative in z
−1t[z−1] ⊆ t((z))
of the form (
Cm
zm
+ · · ·+
C1
z
)
dz (3.2.2)
with Ci ∈ t.
Definition 3.2.3. A formal type of orderm at x is an elementC ∈ (Ω̂1(∗x)x/Ω̂1x)⊗C twith a pole
of orderm. We will call such a formal type C of orderm ≥ 2 regular if, upon some choice of
coordinate z at x, in the expression (3.2.2), one has Cm ∈ treg.
Definition 3.2.4. Let V be a holomorphic vector bundle over X and ∇ a meromorphic con-
nection with a pole (only) at x. Choose any holomorphic trivialization of V in a neighbour-
hood of x and let A be the connection matrix of ∇with respect to this trivialization; if ∇ has
a pole of order m at x, then A yields an element of Ω(m · x)x ⊗ g. Let C be a formal type
at x. We say that (V,∇) has formal type C at x if there exists a formal gauge transformation
g ∈ G(Ôx) such that the class of AdgA − dg · g−1 ∈ (Ω̂1(∗x)x/Ω̂1x) ⊗ g agrees with that of C
under the inclusion (
Ω̂1(∗x)x/Ω̂
1
x
)
⊗ t →֒
(
Ω̂1(∗x)x/Ω̂
1
x
)
⊗ g.
With these definitions, the open de Rham spaces admit the following moduli description.
SetX = P1 with an effective divisorD = m1a1+m2a2+· · ·+mdad and for 1 ≤ i ≤ d, a formal
type Ci of order mi at ai. By ’forgetting’ dz in (3.2.2) we obtain a tuple C = (C1, . . . , Cd) of
diagonal elements in g∨ (depending on a fixed coordinate on P1).
Proposition 3.2.5. [Bo1, Proposition 2.1], [HY, Proposition 2.7, Corollaries 2.14, 2.15] For
C regular and generic, the open de Rham space M∗µ,r is isomorphic to the moduli space
of meromorphic connections ∇ on the trivial bundle of rank n on P1, where ∇ has poles
bounded by D and prescribed formal type Ci at ai.
Remark 3.2.6. More generally, fixing the polar divisor D and the local parameters C, one
may construct a moduli spaceM(C) of meromorphic connections (V,∇) on P1, where V is
a degree 0 vector bundle (though not necessarily trivial) and ∇ has formal type Ci at ai. An
analytic construction is given by [Bo1, Proposition 4.5], which is generalized to higher genus
curves in [BB]. Algebraic constructions of these moduli spaces are given in [IS].
Following the tradition initiated in [Si], suchmoduli spaces are typically called “de Rham
moduli spaces”. Forgetting the connection, these spaces yield, a fortiori, families of vector
bundles of degree 0. As the only semi-stable bundle of degree 0 on P1 is the trivial bundle,
and since the semi-stable locus of a family is always Zariski open, the moduli spacesM∗(C)
sit as open subvarieties
M∗(C) ⊆M(C).
It is for this reason that we call them “open” de Rham spaces, preferring this to the awkward
notation-inspired name of “m-star spaces” which may nevertheless be a useful informal des-
ignation.
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4 Motivic classes of open de Rham spaces
The main result is this section is Theorem 4.3.1, a formula for the motivic class ofMn,r in the
localized Grothendieck ring M for any d-tuple r = (r1, . . . , rd) ∈ Nd. By definitionMn,r is
an additive fusion of coadjoint orbits and thus the computation of [Mn,r] can be split up in
two parts.
First we determine in Theorem 4.2.1 the motivic Fourier transform of the composition
O(C) →֒ g∨m → g
∨,
under the assumptionm ≥ 2. In particular we prove thatF(O(C)) ∈ KExpVarg is supported
on semisimple conjugacy classes, which is not true for m = 1. The motivic convolution
formalism then allows us to deduce the formula for [Mn,r] from these local computations.
Throughout this section K will always be an algebraically closed field of 0 or odd char-
acteristic.
4.1 Some notations for partitions
For n ∈ Z>0, we denote by Pn the set of partitions of n. For λ = (λ1 ≥ λ2 ≥ · · · ≥ λl) ∈ Pn
we use the following abbreviations
l(λ) := l
N(λ) :=
l∑
i=1
λ2i
λ! :=
l∏
i=1
λi!(
n
λ
)
:=
n!∏l
i=1 λi!
.
Further we writemk(λ) for the multiplicity of k ∈ Z>0 in λ and
uλ :=
∏
k∈Z>0
mk(λ)!.
The polynomial φλ ∈ Z[t] is defined as
φλ(t) :=
l∏
i=1
(1− t)(1− t2) · · · (1− tλi).
Then if Lλ ∼=
∏l
i=1GLλi denotes the subgroup of block diagonal matrices in GLn we have
[Lλ] = (−1)
nL
N(λ)−n
2 φλ(L) ∈ KVar .
4.2 Fourier transform at a pole
In this section we compute the Fourier transform F(O(C)) ∈ KExpVarg of a coadjoint orbit
πres : O(C) → g
∗ of an element C ∈ t∨m, say in the notation of (2.2.1), where we use the
language of Section 2.3. Assuming m ≥ 2, we can give an explicit formula for F([O(C)]),
but to do so we will first need to introduce some more notation.
For n ∈ Z>0, we denote by Pn the set of partitions of n. A semisimple elementX ∈ g has
type λ = (λ1 ≥ · · · ≥ λl) ∈ Pn if X has l distinct eigenvalues with multiplicities λ1, . . . , λl.
We write gλ := {X ∈ g | X has type λ} and iλ : gλ →֒ g.
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Theorem 4.2.1. Let C ∈ g∨m be a regular diagonal element of orderm ≥ 2. For any partition
λ ∈ Pn, in KExpVargλ we have the formula
i∗λF([O(C)]) =
Ln+
1
2(m(n
2−2n)+(m−2)N(λ))
(L − 1)n
[
Zλ, φ
C
]
, (4.2.2)
where Zλ := {(g,X) ∈ G× gλ | Adg−1X ∈ t} and
φC :Zλ → A
1 (g,X) 7→
〈
C1,Adg−1X
〉
.
Furthermore, the pullback of F([O(C)]) to the complement g \
⊔
λ gλ equals 0.
Proof. By the formula (2.3.8) we have
F([O(C)]) = [O(C)× g,
〈
πirr ◦ prO(C), prg
〉
] = [O(C)× g,
〈
prO(C), prg
〉
],
where for the second equality sign we used the definition of 〈, 〉, see (2.1.5). By Lemma
2.2.9(c) we can rewrite this in E xpMg as
F([O(C)]) = (L − 1)−n
[
G×Godm × g,
〈
Γ ◦ prG×Godm , prg
〉]
.
Now, notice that for all (g, b,X) ∈ G×Godm × g we have
〈Γ(g, b),X〉 = 〈AdgbC,X〉 =
〈
AdbC,Adg−1X
〉
.
Thus we finally obtain
F([O(C)]) = (L− 1)−n
[
G×Godm × g,
〈
Adpr
Godm
C,Ad(prG)−1prg
〉]
. (4.2.3)
Wewill simplify this by applying Lemma 2.3.6. Consider the decompositionGodm = G
od
+ ⊕
God− with
God+ = {b ∈ G
od
m | b⌊m+1
2
⌋ = · · · = bm−1 = 0} G
od
− = {b ∈ G
od
m | b1 = · · · = b⌊m−1
2
⌋ = 0}.
It follows from Lemma 4.2.5 below that there are functions
(h1, h2) : G× g×G
od
+ → (G
od
− )
∨ ×K
such that
〈
AdbC,Adg−1X
〉
= 〈h1(g,X, b+), b−〉 + h2(g,X, b+) for all g ∈ G,X ∈ g and b =
(b+, b−) ∈ G
od
+ ⊕G
od
− . More explicitly h1 and h2 are given by
h2(g,X, b+) =
〈
Adb+C,Adg−1X
〉
, 〈h1(g,X, b+), b−〉 =
〈
AdbC −Adb+C,Adg−1X
〉
.
Applying Lemma 2.3.6 to this decomposition formula (4.2.3) becomes
F([O(C)]) = (L− 1)−nLdimG
od
− [h−11 (0), h2].
Now assume firstm is even. In this case ⌊m−12 ⌋ = ⌊
m−2
2 ⌋ and Lemma 4.2.5 implies
h−11 (0) = {(g,X, b+) ∈ G× g×G
od
+ | Adg−1X ∈ t, [b+,Adg−1X] = 0},
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and h2|h−11 (0) is independent of b+. For any λ ∈ Pn the pullback i
∗
λh
−1
1 (0) → Zλ is the kernel
of the vector-bundle endomorphism b+ 7→ [b+,Adg−1X] on Zλ×God+ . The rank of the kernel
is constant and equals m−22 (N(λ)− n), thus we finally get
i∗λ[h
−1
1 (0), h2] = L
m−2
2
(N(λ)−n)[Zλ, φ
C ]. (4.2.4)
Together with dimGod− =
m
2
(
n2 − n
)
the theorem follows whenm is even.
Ifm is odd we have
h−11 (0) = {(g,X, b+) ∈ G× g×G
od
+ | Adg−1X ∈ t, [b+,Adg−1X] = [bm−1
2
,Adg−1X]}.
If we decompose bm−1
2
= bl+bu into strictly lower and upper diagonal parts, then Lemma
4.2.5 implies that h2|h−11 (0) is affine linear in b
u and independent of bu if and only if bl com-
mutes with Adg−1X. As before we can now apply Lemma 2.3.6 and see that (4.2.4) also holds
form odd, which finishes the proof.
We are left with proving Lemma 4.2.5, for which we need the explicit formula (2.2.6) for
the inverse of an element b = 1+ zb1 + · · · + zm−1bm−1 ∈ G1m. Notice that for
⌊
m+1
2
⌋
≤ p ≤
m− 1, bp can appear at most once in each summand on the right hand side of (2.2.6). This is
the crucial observation in the proof of Lemma 4.2.5.
Lemma 4.2.5. ForX ∈ g, the function
φX : G
od
m → K b 7→ φX(b1, b2, . . . , bm−1) = 〈AdbC,X〉
is affine linear in b⌊m+12 ⌋
, . . . , bm−1. It is independent of those variables if and only if X ∈ t
and b1, b2, . . . , b⌊m−22 ⌋
commute withX.
In this case, if m is odd and we decompose bm−1
2
= bl + bu, where bl and bu are strictly
lower and upper triangular respectively, then φX is affine linear in bu and independent of bu
if and only if bl commutes with X.
Proof. It follows directly from the observation above that φX depends linearly on bi for⌊
m+1
2
⌋
≤ i ≤ m− 1.
For b ∈ Godm , using the notation (2.2.6) we have
〈AdbC,X〉 = tr
m∑
i=1
i−1∑
j=0
bjCiwi−j−1X, (4.2.6)
where we use the convention b0 = w0 = 1. We start by looking at the dependence of
〈AdbC,X〉 when varying bm−1. The terms in (4.2.6) containing bm−1 are given by
tr(bm−1CmX − Cmbm−1X) = tr[bm−1, Cm]X.
As Cm ∈ treg, the commutator [bm−1, Cm] can take any value in god, thus tr[bm−1, Cm]X
is independent of bm−1 if and only if X ∈ (god)⊥ = t.
Assume from now on X ∈ t. We show now inductively that φX is independent of
b⌊m+12 ⌋
, . . . , bm−2 if and only if b1, b2, . . . , b⌊m−22 ⌋
all commute withX.
22
To do so, fix
⌊
m+1
2
⌋
≤ p ≤ m − 2 and assume that b1, . . . , bm−2−p commute with X.
Consider the element
b′ = 1+ zb1 + · · ·+ z
p−1bp−1 + z
pbpX + z
p+1bp+1 + · · ·+ z
m−1bm−1 ∈ G
od
m .
The point now is that the bp-parts of the explicit formulas for 〈AdbC,X〉 and
Res0 tr(b
′Cb′−1) = Res0 tr(C) = tr(C1)
are very similar. Indeed, from (4.2.6) we see, that all the terms containing bp in 〈AdbC,X〉
are contained in
tr
m∑
i=p+1
bpCiwi−p−1X +
m−1∑
r=p
m∑
i=r+1
bi−r−1CiwrX. (4.2.7)
To write a formula for Res0 tr(b′Cb′−1)we write b′−1 = 1+ zw′1 + · · · + z
m−1w′m−1. Then
we can use a similar expression as (4.2.6) to conclude that all the terms containing bp in
Res0 tr(b
′Cb′−1) are contained in
tr
m∑
i=p+1
bpXCiw
′
i−p−1 +
m−1∑
r=p
m∑
i=r+1
bi−r−1Ciw
′
r. (4.2.8)
Next we want to study the dependence of the difference (4.2.7) − (4.2.8) on bp. Notice
first, that since [bi,X] = 0 for 1 ≤ i ≤ m − 2 − p also [wi,X] = 0 for 1 ≤ i ≤ m − 2 − p and
furthermore [wm−p−1,X] = [X, bm−p−1]. From (2.2.6) we also see w′i = wi for all 1 ≤ i < p.
Finally, we remark that wrX − w′r is independent of bp for p ≤ r ≤ m − 2 and the terms
containing bp in wm−1X − w′m−1 are given by bp[bm−p−1,X]. Combining all this we see that
the terms containing bp in (4.2.7) − (4.2.8) are just
tr (bpCm[X, bm−p−1] + Cmbp[bm−p−1,X]) = tr[bp, Cm][X, bm−p−1].
Since Cm ∈ treg, the commutator [bp, Cm] can take any value in god as we vary bp ∈ god.
Hence in order for tr[bp, Cm][X, bm−p−1] to be constant, we need [X, bm−p−1] ∈ t. SinceX ∈ t
this is only possible if [X, bm−p−1] = 0, which finishes the induction step.
Finally, we consider the special case when m is odd. Take p = m−12 . Then by the
same argument as before, we obtain that all the terms in 〈AdbC,X〉 which depend on bp
are tr[bp, Cm][X, bp]. Now using the decomposition bp = bl + bu we have
tr[bp, Cm][X, bp] = 2 tr(b
u[Cm[X, b
l]]).
Since the orthogonal complement of strictly upper triangular matrices are the upper trian-
gular matrices we see that tr(bu[Cm[X, bl]]) is independent of bu if and only if [X, bl] = 0.
4.3 Motivic classes of open de Rham spaces
In this section we compute the motivic class of the generic open de Rham space [M∗n,r] ∈ M
as defined in Definition 3.1.8.
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Theorem 4.3.1. The motivic class of [M∗n,r] ∈ M is given by
L
dr
2
(L− 1)nd−1
∑
λ∈Pn
(−1)n(d−1)+l(λ)−1
(l(λ)− 1)!
uλ
(
n
λ
)d
L
(r−1)
2
(N(λ)−n)φλ(L)
d−1, (4.3.2)
where dr = (n2 − n)(r + d)− 2(n2 − 1) denotes the dimension ofM∗n,r.
We start by simplifying [M∗n,r] in the following standard way.
Lemma 4.3.3. We have the following relation in M
[M∗n,r] =
(L− 1)[µ−1(0)]
[G]
. (4.3.4)
Proof. Define Gm =
∏d
i=1Gmi and Tm =
∏d
i=1Tmi . Taking a product in Lemma 2.2.9(c) we
consider the principal Tm-bundle α : Gm →
∏d
i=1O(C
i). Notice that α is G-equivariant
with respect the free G-action onGm given by diagonal left multiplication. By restriction we
obtain a G-equivariant principal Tm-bundle X → µ−1(0). Taking the (affine GIT-)quotient
by G, we obtain a principal K× \Tm-bundle G \X →M∗n,r. Also,X → G \X is a principal
G-bundle, as it is the restriction of Gm → G \ Gm. As the groups Tm,Gm and K× \ Tm are
special [Se, §4.3], all the principal bundles here are Zariski locally trivial and we get
[M∗n,r] =
[G \X]
[K× \Tm]
=
[X]
[G][K× \ Tm]
=
[µ−1(0)][Tm](L− 1)
[G][Tm]
=
(L− 1)[µ−1(0)]
[G]
.
By (4.3.4) it is enough to determine [µ−1(0)] = 0∗[O(C1)×· · ·×O(Cd)], wherewe consider
0 : SpecK → g∗ as a morphism. Using motivic convolution and, in particular, Proposition
2.3.11 we have an equality of motivic Fourier transforms
F
([
d∏
i=1
O(Ci)
])
= F
(
[O(C1)] ∗ · · · ∗ [O(Cd)]
)
=
d∏
i=1
F([O(Ci)]) ∈ KExpVarg . (4.3.5)
Notice that the last product is relative to g, hence we have by Theorem 4.2.1 for every λ ∈ Pn
i∗λ
d∏
i=1
F([O(Ci)]) = (L− 1)−ndL
1
2
(r(n2−2n)+dn2+N(λ)(r−d))
d∏
i=1
[
Zλ, φ
Ci
]
= (L− 1)−ndL
1
2
(r(n2−2n)+dn2+N(λ)(r−d))
[
Zdλ,
d∑
i=1
φC
i
]
,
with the notations r =
∑
ri, Zdλ for the d-fold product Zλ ×g · · · ×g Zλ and
∑
i φ
Ci for the
function taking (z1, . . . , zd) ∈ Zdλ to
∑
i φ
Ci(zi). By Fourier inversion (Proposition 2.3.9) we
thus get
[µ−1(0)] = 0∗F
(
d∏
i=1
F([O(Ci)])
)
= (L− 1)−ndL
1
2
(r(n2−2n)+dn2)−n2
∑
λ∈Pn
L
1
2
N(λ)(r−d)
[
Zdλ,
∑
i
φC
i
]
(4.3.6)
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This leaves us with understanding
[
Zdλ,
∑
i φ
Ci
]
as an element of KExpVar. We start by
taking a closer look at Zλ = {(g,X) ∈ G × gλ | Adg−1X ∈ t}. If we put tλ = t ∩ gλ we have
an isomorphism
Zλ
∼
−→ tλ ×G (g,X) 7→ (Adg−1X, g). (4.3.7)
Next, we need to fix some notation to describe tλ combinatorially. To parametrize the
eigenvalues of elements in tλ define for any e ∈ N the open subvariety Ae◦ ⊂ A
e as the
complement of ∪i 6=j{xi = xj}.
Furthermore we need some discrete data. A set partition of n is a partition
I = (I1, I2, . . . , Il)
of {1, 2, . . . , n}, i.e., Ii ∩ Ij = ∅ for i 6= j and ∪iIi = {1, 2, . . . , n}. For λ = (λ1 ≥ · · · ≥ λl) ∈
Pn we write Pλ for the set of set partitions I = (I1, . . . , Il) of n such that (|I1|, . . . , |Il|) =
(λ1, . . . , λl). Notice that I = (I1, I2, . . . , Il) is ordered and hence we have
|Pλ| =
n!∏l
i=1 λi!
=
(
n
λ
)
.
Lemma 4.3.8. The morphism
p : Pλ × A
l
◦ → tλ, (I, α) 7→
l∑
j=1
αjEIj ,
is a trivial covering of degree uλ, where EIj is defined as in (3.1.5).
Proof. For e ∈ N let Se be the symmetric group on e elements. Then the lemma follows from
the fact, that the subgroup
∏
j≥1 Smj(λ) of Sl acts simply transitively on the fibers of p.
Lemma 4.3.9. The following relation holds in KExpVar[
Zdλ,
d∑
i=1
φC
i
]
=
[G× Ld−1λ ]
uλ
∑
(I1,...,Id)∈(Pλ)d
[
Al◦,
d∑
i=1
〈
Ci1, pIi
〉]
,
where pIi = p|{Ii}×Al◦ : A
l
◦ → tλ.
Proof. For α ∈ Al◦ the map p|Pλ×{α} : Pλ → tλ from Lemma 4.3.8 is injective and its image
are exactly the elements in tλ with eigenvalues given by α. Combining this with (4.3.7) we
see
Zλ ×g Zλ ∼= (tλ ×G)×g (tλ ×G) ∼= tλ ×G× Lλ × Pλ.
Applying this reasoning d − 1 times and then using Lemma 4.3.8 we obtain a trivial
covering of degree uλ
G× Ld−1λ × P
d
λ × A
l
◦ → Z
d
λ.
Keeping track of the isomorphisms gives the desired equality.
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Proof of Theorem 4.3.1. Combining (4.3.4), (4.3.6) and Lemma 4.3.9 we are left with computing
the character sum
[
Al◦,
∑d
i=1
〈
Ci1, pIi
〉]
for a fixed d-tuple (I1, . . . , Id) of set partitions of n.
For α ∈ Al◦ we can write
d∑
i=1
〈
Ci1, pIi(α)
〉
=
d∑
i=1
〈
Ci1,
l∑
j=1
αjEIij
〉
=
l∑
j=1
αj
d∑
i=1
〈
Ci1, EIij
〉
.
Now, for a fixed 1 ≤ j ≤ l we have by definition |EI1j | = · · · = |EIdj |. Thus by our
genericity assumption (3.1.7) the numbers βj =
∑d
i=1
〈
Ci1, EIij
〉
satisfy the assumptions of
Lemma 4.3.11 below, and we deduce[
Al◦,
d∑
i=1
〈
Ci1, pIi
〉]
= (−1)l−1(l − 1)!L, (4.3.10)
which proves Theorem 4.3.1.
Lemma 4.3.11. Let β1, . . . , βe ∈ C be such that
∑e
j=1 βj = 0 and for J ⊂ {1, 2, . . . , e} a proper
subset,
∑
j∈J βj 6= 0. Then for the function
〈·, β〉 : Ae◦ → K, α 7→
e∑
j=1
αjβj ,
we have
[Ae◦, 〈·, β〉] = (−1)
e−1(e− 1)!L ∈ KExpVar .
Proof. We use induction on e. For e = 1 we have β1 = 0 and A1◦ = A
1, hence the statement
is clear. For the induction step consider Ae◦ as a subvariety of A
e−1
◦ × A
1. As βe 6= 0 we have
[Ae−1◦ × A
1, 〈·, β〉] = 0, hence
[Ae◦, 〈·, β〉] = −[A
e−1
◦ × A
1 \Ae◦, 〈·, β〉].
Now notice that the complement Ae−1◦ × A
1 \ Ae◦ has e − 1 connected components, each of
which is isomorphic Ae−1◦ , which implies the formula.
5 Tame poles and finite fields
Here, the notation will be the same as in Sections 3 and 4, especially Definition 3.1.8 and
Section 4.1. In this section, we replace the motivic computations over an algebraically closed
field with arithmetic ones over a finite field Fq. This allows us to study the number of Fq-
rational points ofM∗
µ,r any pair (µ, r) with s ≥ 1.
First, we derive in Theorem5.1.6 a closed formula for |M∗
µ,r(Fq)| using techniques similar
to those of Section 4. Then, in Theorem 5.2.3 we give a second description of |M∗
µ,r(Fq)| in
terms of symmetric functions, which allows us to identify theE-polynomial ofM∗
µ,r with the
pure part of the conjectural mixed Hodge polynomial of the corresponding character variety
[HMW, Conjecture 1.2.2]. This gives strong numerical evidence for the purity Conjecture
1.1.3, which was one of the main motivations of this paper.
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5.1 de Rham spaces and finite fields
Let Fq be a finite field of characteristic coprime to n and q large enough (see Remark 3.1.9)
so that there exists a regular generic tuple C = (C1, . . . , Cd) of formal types over Fq for a
given pair (µ, r) with s ≥ 1. Then alsoM∗
µ,r is defined over Fq and we can prove a version
of Theorem 4.3.1 which also includes tame poles.
For a variety X defined over Fq we sometimes abbreviate |X(Fq)| = |X|. We write
g′(Fq) ⊂ g(Fq) for the matrices in g(Fq) whose eigenvalues are in Fq and for λ ∈ Pn we
write g′λ(Fq) = g
′(Fq) ∩ gλ(Fq). The proof of Theorem 4.2.1 then implies that the Fourier
transform of the count function #C : g∗(Fq) → Z, Y 7→ |π−1res (Y )| associated to the coad-
joint orbit πres : O(C) → g∗ is supported on
⊔
λ∈Pn
g′λ(Fq). Given such an X ∈ g
′
λ(Fq), the
Fq-version of formula (4.2.2) reads
F(#C)(X) =
qn+
1
2(m(n
2−2n)+(m−2)N(λ))
(q − 1)n
|Lλ|
∑
t∈t∩O(X)(Fq)
Ψ(〈C1, t〉), (5.1.1)
whereO(X) ⊂ g denotes the orbit ofX under the adjoint action and F and Ψ are defined as
in Section 2.3.
We now spell out a similar formula for the Fourier transform of a tame pole. Let µ =
(µ1 ≥ · · · ≥ µl) ∈ Pn be a partition, C ∈ t(Fq) ∩ gλ(Fq) and 1C : g(Fq)→ Z the characteristic
function of the adjoint orbit of C . Furthermore, for e ∈ N we write Se for the symmetric
group on e elements and Sµ =
∏l
i=1 Sµi ⊂ Sn. For any w ∈ Sn we fix a maximal torus Tw as
in [HLRV1, Section 2.5.3] and define
QLλTw = (−1)
n−rkq(Tw) |Lλ|
q
1
2
(N(λ)−n)|Tw|
,
where rkq denotes the Fq-rank. This is a shorthand notation for the value at 1 of the Green
function [DL, Theorem 7.1] and we can be even more explicit. If we write µ(w) ∈ Pn for the
partition defined by the cycles of w ∈ Sn, we have
|Tw| =
l(µ(w))∏
i=1
(qµ(w)i − 1). (5.1.2)
Lemma 5.1.3. For λ ∈ Pn and any X ∈ g′λ(Fq)we have
F (1C) (X) =
q
1
2
(n2−N(µ))
µ!
∑
w∈Sµ
QLλTw
∑
Y ∈tw∩O(X)(Fq)
Ψ(〈C, Y 〉), (5.1.4)
where tw ⊂ t denotes the locus fixed by w ∈ Sµ. If C is regular, then F (1C) is supported on
g′(Fq).
Proof. The proof consists of writing out Equation (2.5.5) in [HLRV1] explicitly. In their nota-
tion we have
F (1C) = ǫGǫL|WL|
−1
∑
w∈WL
qdL/2Rgtw
(
F tw(1TwC )
)
.
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Here L ∼=
∏l
i=1GLµi denotes the centralizer of C and WL ∼=
∏l
i=1 Sµi the normalizer of
the standard maximal torus T in L. We have dL = dimG− dimL = n2−N(µ) and since T is
split over Fq also ǫGǫL = (−1)n(−1)n = 1. The formula then becomes
F (1C) =
q
n2−N(µ)
2
µ!
∑
w∈WL
R
g
tw
(
F tw(1TwC )
)
.
The Tw-coadjoint orbit of C is just C and hence F tw(1TwC )(Y ) = Ψ(〈C, Y 〉) for all Y ∈ tw.
AsX ∈ g′λ(Fq) is semisimple [HLRV1, Equation (2.5.4)] gives
R
g
tw
(
F tw(1TwC )
)
(X) = |Lλ|
−1
∑
{h∈G(Fq)|
X∈Adhtw}
Q
CG(X)
hTwh−1
(
1
)
Ψ(〈C,Adh−1X〉). (5.1.5)
By [DL, Theorem 7.1], for any h ∈ G(Fq), Q
CG(X)
hTwh−1
(1) = QLλTw and thus
R
g
tw
(
F tw(1TwC )
)
(X) =
QLλTw
|Lλ|
∑
{h∈G(Fq)|
X∈Adhtw}
Ψ(〈C,Adh−1X〉) = Q
Lλ
Tw
∑
Y ∈tw∩O(X)(Fq)
Ψ(〈C, Y 〉).
Using [HLRV1, 2.5.3] we see that for every w ∈ WCG(C) there is a g ∈ CG(C)(Fq) such
that (tw ∩ O(X))(Fq) = g(tw ∩O(X)(Fq))g−1 and hence∑
Y ∈tw∩O(X)(Fq)
Ψ(〈C, Y 〉) =
∑
Y ∈tw∩O(X)(Fq)
Ψ(
〈
C, gY g−1
〉
) =
∑
Y ∈tw∩O(X)(Fq)
Ψ(〈C, Y 〉).
If C is regular we haveWL = {1} and forX ∈ g(Fq) clearly {h ∈ G(Fq)|Xs ∈ Adh(t)} = ∅
unlessX ∈ g′(Fq), which finishes the proof of the lemma.
Recall that for λ ∈ Pn we denote by Pλ the set of ordered set partitions of λ. The natural
action of Sn on {1, . . . , n} induces an action on Pλ and for w ∈ Sn we write Pwλ ⊂ Pλ for the
set partitions invariant under w i.e.
Pwλ = {I = (I1, . . . , Il) ∈ Pλ | wIj = Ij for all 1 ≤ j ≤ l}.
For two partitions λ, µ ∈ Pn we then define
∆(λ, µ) =
1
µ!
∑
w∈Sµ
QLλTw |P
w
λ |.
Theorem 5.1.6. Let d = k + s and C = (C1, . . . , Ck, Ck+1, . . . , Cd) generic regular formal
types. If s ≥ 1we have
|M∗µ,r(Fq)| = (5.1.7)
q
dµ,r
2
(q − 1)ns−1
∑
λ∈Pn
(−1)n(s−1)+l(λ)−1
(l(λ)− 1)!
uλ
(
n
λ
)s
q
(r−1)
2
(N(λ)−n)φλ(q)
s−1
k∏
i=1
∆(λ, µi),
where dµ,r denotes the dimension ofM∗µ,r.
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Proof. We proceed similar as in the proof of Theorem 4.3.1. First, by a standard argument
(see for example [HLRV1, Theorem 2.2.4]) we have
|M∗µ,r(Fq)| =
(q − 1)|µ−1(0)|
|G|
,
where µ is the moment map defined in (3.1.2). Using Fourier inversion and convolution over
finite fields we further have
|µ−1(0)| = q−n
2
F
 k∏
i=1
F(1Ci)
s∏
j=1
F(#Ck+j )
 (0) = q−n2 ∑
X∈g(Fq)
k∏
i=1
F(1Ci)(X)
s∏
j=1
F(#Ck+j )(X)
= q−n
2 ∑
λ∈Pn
∑
X∈g′
λ
(Fq)
k∏
i=1
F(1Ci)(X)
s∏
j=1
F(#Ck+j )(X).
For the last equation we used that F(#Ck+j ) is supported on
⊔
λ∈Pn g
′
λ(Fq) for all 1 ≤ j ≤ s
and our assumption s ≥ 1. We now parametrize g′λ(Fq) using the same notation as in Section
4.3, i.e., we have a surjective map
p : G(Fq)× Pλ × A
l
◦(Fq)→ g
′
λ(Fq) (g, I, α) 7→ g
 l∑
j=1
αjEIj
 g−1,
with each fiber of p having cardinality uλ
(
n
λ
)
|Lλ|. Since F(1Ci) and F(#Ck+j ) are class func-
tions they depend only on α ∈ Al◦(Fq). In particular if X = p(g, I, α) we have for every
w ∈ Sn
tw ∩ O(X)(Fq) = p ({Id} × Pwλ × {α}) ,
with Pwλ = {I = (I1, . . . , Il) ∈ Pλ | wIj = Ij for all 1 ≤ j ≤ l}. As Lemma 4.3.11 clearly also
holds over a finite field we finally deduce from (5.1.1) and (5.1.3)
∑
X∈g′
λ
(Fq)
k∏
i=1
F(1Ci)(X)
s∏
j=1
F(#Ck+j )(X)
=
q
1
2 (n
2(d+r)−2nr−
∑
N(µi))+N(λ)2 (r−s)|Lλ|s−1|G|
(q − 1)nsuλ
k∏
i=1
 1
µi!
∑
w∈S
µi
QLλTw |P
w
λ |
 |Pλ|s(−1)l−1(l − 1)!q
=
q
1
2 (n
2(d+r)−2nr−
∑
N(µi))+N(λ)2 (r−s)+1|Lλ|s−1|G|
(q − 1)nsuλ
k∏
i=1
∆(λ, µi)
(
n
λ
)s
(−1)l−1(l − 1)!.
Summing up over all λ ∈ Pλ finishes the proof.
Theorem 5.1.6 immediately implies that |M∗
µ,r(Fq)| is a rational function in q as we vary
the finite field Fq. Because it is the count of an algebraic variety we deduce that it is in
fact a polynomial in q, namely its weight polynomial by Theorem 2.3.4. By analyzing the
combinatorics of (5.1.7) we obtain the following
Corollary 5.1.8. For every pair (µ, r) with dµ,r ≥ 0 and s ≥ 1 the counting polynomial for
M∗
µ,r is monic of degree dµ,r. In particularM
∗
µ,r is non-empty and connected, both over Fq
and C.
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Proof. The statement about the counting polynomial implies the second one, as the leading
coefficient gives the number of components ofM∗
µ,r, see for example [HLRV2, Lemma 5.1.2].
For n = 1 we have dµ,r = 0 and (5.1.6) reads indeed |M∗µ,r(Fq)| = 1. For n ≥ 2, dµ,r ≥ 0
implies either r ≥ 2 or r = s = 1, k ≥ 1 and there exists an 1 ≤ i ≤ k with µi 6= (n). In both
cases it follows from Lemma 5.1.9 below, that there is only one summand in (5.1.7) of highest
degree, namely the one for λ = (n). From the explicit formula for ∆((n), µ) in 5.1.9 we also
see, that the coefficient of the highest q-power equals 1 and the corollary follows.
Lemma 5.1.9. For any λ, µ ∈ Pn we have
1. ∆((n), µ) = (−1)n |G|
q
1
2 (n
2−n)φµ(q)
.
2. deg∆((n), µ) ≥ deg∆(λ, µ), and equality holds if and only if λ = (n) or µ = (n).
Proof. The lemma boils down to the following identity. Let α ∈ N and write Tα for the
standard maximal torus of GLα. Using (5.1.2) and [Mac, (2.14)] we have
∑
w∈Sα
(−1)α−rkq(T
α
w )
|Tαw |
= (−1)αα!
∑
ν∈Pα
1
uν
∏
i νi
∏
i(1− q
νi)
= (−1)α
α!
φ(α)(q)
.
Now every I ∈ Pλ defines a refinement µI of µ such that {w ∈ Sµ | wI = I} = SµI . With
this we have
∆(λ, µ) =
1
µ!
∑
w∈Sµ
QLλTw |P
w
λ | =
1
µ!
∑
I∈Pλ
∑
w∈S
µI
QLλTw =
|Lλ|
µ!q
1
2
(N(λ)−n)
∑
I∈Pλ
∑
w∈S
µI
(−1)n−rkq(Tw)
|Tw|
= (−1)n
|Lλ|
µ!q
1
2
(N(λ)−n)
∑
I∈Pλ
µI !
φµI (q)
.
From this we get the formula for∆((n), µ) as well as
deg∆(λ, µ) =
1
2
(N(λ) + n)− min
I∈Pλ
1
2
(N(µI) + n) =
1
2
(N(λ)− min
I∈Pλ
N(µI)).
The inequality deg∆((n), µ) ≥ deg∆(λ, µ) is thus equivalent to
n2 + min
I∈Pλ
N(µI)) ≥ N(λ) +N(µ). (5.1.10)
We can prove this inequality by induction on n as follows. Fix an I ∈ Pλ and denote by
µI , λ and µ the smallest part of the respective partition. By lowering each of these smallest
parts by 1 one obtains partitions of n − 1 and using the induction hypothesis the inequality
becomes
n+ µI ≥ λ+ µ,
which holds true by an inclusion-exclusion argument. The equality case follows from a
direct inspection.
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Example 5.1.11. Let us spell out explicitly formula (5.1.7) for n = 2, 3. Recall that k denotes
the number of simple poles, s the number of higher order poles, d = k + s the total number
of poles, and r the sum of the Poincaré ranks of the poles. We will assume µi 6= (n) for all
1 ≤ i ≤ k, since the corresponding coadjoint orbits are points and do not contribute to the
count.
For n = 2, we have by assumption µi = (12) for 1 ≤ i ≤ k and thus
|M∗
µ,r(Fq)| =
qr+d−3(qr−1(q + 1)d−1 − 2d−1)
q − 1
. (5.1.12)
For n = 3, we write k = k1 + k2 with k1 = |{i | µi = (13)}| and k2 = |{i | µi = (2, 1)}|.
Then |M∗µ,r(Fq)| is given by
q3r+3d−k2−8
(
q3r−3(q2 + q + 1)d−1(q + 1)s+k1−1 − 3s+k1qr−1(q + 1)s+k1−1(q + 2)k2 + 3d−12s+k1
)
(q − 1)2
(5.1.13)
Remark 5.1.14. If we take k = 0, and thus s = d, formula (5.1.7) agrees with (4.3.2) if we
replace q by L. In fact by Theorem 2.3.4, (5.1.7) is a consequence of (4.3.2) provided there
exists a suitable spreading out ofM∗n,r. We refer to [HLRV1, Appendix A], where a similar
construction has been carried out in detail.
5.2 Comparison with wild character varieties
Lemma 5.2.1. Let m ≥ 1 and C any formal type of order m with C1 regular semisimple.
Then we have an equality of Fourier transforms
F(#C) = F(1C1)F(1N )
m−1,
where N ⊂ g(Fq) denotes the nilpotent cone and 1N its characteristic function on g(Fq) ∼=
g∨(Fq).
Proof. By [L2, Theorem 3.6], the Fourier transform F(1N ) is given by
F(1N ) = U1n = q
1
2
dimO(n)Stn,
where Stn denotes the Steinberg character and O(n) the regular nilpotent orbit, hence
dimO(n) = n(n− 1).
By [L2, (2.2)], Stn is supported on semisimple elements and its value onX ∈ g′λ(Fq) is
Stn(X) = ǫGǫCG(X)|CG(X)|p = q
1
2
∑
i λi(λi−1).
Thus in total we obtain
F(1N )(X) = q
1
2
(n2−2n+N(λ)).
Comparing this with equation (5.1.1) and (5.1.4) we finally see
F(#C) = F(1C1)F(1N )
m−1.
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Next we recall some combinatorics. For a partition λ ∈ Pn we let
Hλ(z, w) =
∏ 1
(z2a+2 − w2l)(z2a − w2l+2)
∈ Q(z, w),
where the product is over the boxes in the Young diagram of λ and a and l are the arm length
and the leg length of the given box. Then we define the Cauchy kernel
Ωk(z, w) :=
∑
λ∈P
Hλ(z, w)
k∏
i=1
H˜λ(z
2, w2;xi) ∈ Λ(x1, . . . ,xk)⊗Z Q(z, w),
where we have the Macdonald polynomials of [GH]
H˜λ(z, w;x) =
∑
µ∈Pn
K˜λµsµ(x) ∈ Λ(x)⊗Z Q(z,w).
Let now µ ∈ Pkn , r = (r1, . . . , rs) ∈ Z
s
>0 and r := r1 + · · ·+ rs be as in Definition 3.1.8. We let
Hµ,r(z, w) =
(−1)rn(z2 − 1)(1− w2)
〈
Log (Ωk+r) , hµ1(x1)⊗ · · · ⊗ hµk(xk)⊗ s(1n)(xk+1)⊗ · · · ⊗ s(1n)(xk+s)
〉
.
Let nowMµ,rB denote a generic wild character variety of type µ, r and g = 0 as studied in
[HMW]. The main conjecture [HMW, Conjecture 1.2.2] in the form of [HMW, Lemma 5.2.1]
is that the mixed Hodge polynomial ofMµ,rB satisfies
WH(Mµ,rB ; q, t) = (qt
2)dµ,r/2Hµ˜,r
(
q1/2,−q−1/2t−1
)
, (5.2.2)
where µ˜ = (µ1, . . . , µk, (1n), . . . , (1n)) ∈ Pk+sn . The purity conjecture then is saying that
the pure part ofWH(Mµ,rB ; q, t) should equal the Poincaré polynomial of the corresponding
open de Rham space.
The following is our main Theorem 1.3.1.
Theorem 5.2.3. In the notation of Theorem 5.1.6, we have E(M∗µ,r; q) = q
dµ,r/2Hµ˜,r(0, q
1/2)
Proof. By Theorem 2.3.4 we have E(M∗
µ,r; q) = |M
∗
µ,r(Fq)| and by Lemma 5.2.1 we can com-
pute
|M∗
µ,r(Fq)| =
q−n
2
|PGLn(Fq)|
F
 k∏
i=1
F(1Ci)
s∏
j=1
F(1Ck+j1
)F(1N )
rj
 (0) = qdµ,r/2Hµ˜,r(0, q1/2). (5.2.4)
The last equation follows from combining [L1, Theorem 7.3.3] and [L1, Corollary 7.3.5] with
the observation in [L1, §6.10.3] that the symmetric function corresponding to a split semisim-
ple adjoint orbit of type µi is hµi and in [L1, §6.10.4] the symmetric function corresponding
to a regular nilpotent adjoint orbit is s(1n). The result follows in the usual way, as in the proof
of [HLRV2, Theorem 7.1.1].
Remark 5.2.5. The formula for |M∗µ,r(Fq)| = E(M
∗
µ,r; q) in (5.1.7) was obtained by computing
the same Fourier transform as in (5.2.4). Thus we can consider the result of Thm 5.1.6 as the
explicit form of Theorem 5.2.3.
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We finish this section by observing that a combination of [L1, Theorem 6.10.1, Theorem
7.4.1] implies that Hµ˜,r(0, q1/2) has non-negative coefficients, thus we have
Corollary 5.2.6. The weight polynomial E(M∗
µ,r; q) has non-negative coefficients.
This motivates the following
Conjecture 5.2.7. The mixed Hodge structure on the cohomology ofM∗
µ,r is pure.
If all poles in C are of order one this is proven in [HLRV1, Theorem 2.2.6] using the
description of M∗µ,r as a quiver variety. Moreover if there is only one higher order pole,
[Bo3, Theorem 9.11] also identifiesM∗µ,r with a quiver variety, thus Conjecture 5.2.7 follows
in this case too. In Section 6, we obtain a quiver like description of M∗µ,r for poles of any
order, giving more evidence and possible strategy for Conjecture 5.2.7.
6 Quivers with multiplicities and their associated varieties
The greater part of this section is devoted to a generalization of the theorem of Crawley-
Boevey [CB, Theorem 1], which realizes an additive fusion product of coadjoint orbits for
GLn(K), where K is a fixed perfect ground field (the primary examples the reader should
have in mind are where K = C or K is a finite field), as a quiver variety associated to a star-
shaped quiver. The generalization we wish to achieve is to replace the GLn(K)-coadjoint
orbits with those for the non-reductive groupGLn(Rm) of Section 2.1 and to replace quivers
with “quivers with multiplicities” or “weighted quivers” which are defined in Section 6.1
below. The main theorem is stated as Theorem 6.4.2. It states that an open de Rham space
as defined in Section 3.1 may be realized as a variety associated to a weighted star-shaped
quiver for an appropriate choice of multiplicities.
The main novelty that enters when one introduces multiplicities is that the groups one
obtains are no longer reductive. As in the usual quiver case, one wants to define a variety
associated to a quiver with multiplicities as an algebraic symplectic quotient. In the ap-
proach we take here, we simply define this quotient as the spectrum of the appropriate ring
of invariants. Of course, this makes good sense as an affine scheme, however, without the
reductivity hypothesis, we are not guaranteed that this ring of invariants is a finitely gener-
ated K-algebra. For the star-shaped quivers described in Section 6.1.2, we show that we do,
in fact, get finite generation. Essentially, what we show is that the preimage of the moment
map is a trivial principal bundle for the unipotent radical of the group (Proposition 6.1.14),
the proof of which occupies Section 6.2. We are thus able to get around the issue of dividing
by a non-reductive group.
In Section 6.3, we explain how a certain symplectic quotient of a “leg”-shaped quiver (out
of which one builds a star-shaped quiver) yields a coadjoint orbit for the group GLn(Rm),
generalizing Boalch’s explanation of Crawley-Boevey’s theorem [Bo3, Lemma 9.10]. This
was done in the holomorphic category for “short legs” in [Y2, Lemma 3.7]; ours is an alge-
braic version, along the lines described above.
Quivers with multiplicities have been introduced in [Y2] for purposes quite similar to
ours (namely, the description of moduli spaces of irregular meromorphic connections), and
indeed, the quivers of interest in that paper are a special case of those considered here [Y2,
§6.2]. We would like to point out that the quotients referred to there are either taken in the
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holomorphic category (when restricted to the stable locus, in the sense defined there) or sim-
ply set-theoretic [Y2, Definition 3.3]. The results of Section 6.2, 6.3 show that these quotients
indeed make sense algebraically, which is of course essential to our results in Sections 4 and
5.
Finally, we gather together the results in Section 6.4, relating the varieties constructed in
this section to the open de Rham spaces of Section 3. Quivers with multiplicities are also dis-
cussed by [GLS] in order to generalize certain classical results known for finite-dimensional
algebras associated to symmetric Cartan matrices to the case where the Cartan matrix is only
symmetrizable. It is well-known that given a simply laced affine Dynkin diagram, one can
associate a 2-dimensional quiver variety (depending on some parameters), which will in fact
be a gravitational instanton (i.e., carry a complete hyperkähler metric). In a parallel general-
ization, the construction above allows us to construct quiver varieties for non-simply laced
Dynkin diagrams; this is explained in Section 6.4.2. In the next section, we will see that these
also admit complete hyperkähler metrics (see Theorem 7.3.3 and Remark 7.3.7(i)).
6.1 Definitions, notation and a statement for star-shaped quivers
6.1.1 Definitions, notation and a finite generation criterion
Here, we discuss a generalization of the definition of quiver representations to allow formul-
tiplicities at the vertices. This was first done in [Y2]. We follow the approach of [GLS, §1.4]
and [Y3], using the greatest common divisor of neighbouring multiplicities in the definition
of a representation.
Let K be a field. For a positive integer m ∈ Z≥1, we will denote by Rm the truncated
polynomial ring
Rm := K[z]/(z
m),
so thatR1 = K. Observe that ifm|ℓ, then there is a natural inclusion ofK-algebras Rm →֒ Rℓ,
which makes Rℓ a free Rm-module of rank ℓ/m.
As in Section 2.1, we will use the groups GLn(Rm), GL1n(Rm) and their respective Lie
algebras gln(Rm), gl
1
n(Rm). However, since the value of n will vary, we will not shorten
these to G or Gm etc. We do adopt the identifications
gln(Rm)
∨ = z−mgln(Rm)
via the trace-residue pairing (2.1.5).
As usual, a quiver Q = (Q0, Q1, h, t) is a finite directed graph, i.e., Q0 and Q1 are finite
sets and one has head ant tail maps h, t : Q1 → Q0. By a set m of multiplicities for Q we will
mean an elementm ∈ ZQ0≥1. The pair (Q,m) of a quiver and a set of multiplicities m can be
referred to as a quiver with multiplicities or a weighted quiver.
A dimension vector is also an element n ∈ ZQ0≥1. The space of representations of (Q,m) for
a given dimension vector n is defined as
Rep(Q,m,n) :=
⊕
α∈Q1
HomRα
(
R
⊕nt(α)
mt(α) ,R
⊕nh(α)
mh(α)
)
where we have made the abbreviation Rα := R(mt(α),mh(α)). Here (mt(α),mh(α)) denotes the
greatest common divisor ofmt(α) and ofmh(α). In the case that mi = 1 for all i ∈ Q0, this is
34
the usual definition of the space of representations Rep(Q,n) for Q with dimension vector
n.
For a triple (Q,m,n) we define the group
GQ,m,n = Gm,n :=
∏
i∈Q0
GLni(Rmi).
We will denote its Lie algebra by gm,n. One has an action of Gm,n on Rep(Q,m,n) as in the
usual case: for (gi) ∈ Gm,n, (ϕa) ∈ Rep(Q,m,n),
(gi) · (ϕα) =
(
gh(α)ϕag
−1
t(α)
)
.
The main difference between this and the case without multiplicities is that Gm,n is not
reductive if there is some i ∈ Q0 withmi ≥ 2.
As usual, we denote byQ the doubled quiver: i.e.,Q1 := Q1⊔Q
′
1, whereQ
′
1 := {α
′ : α ∈
Q1} and h(α′) = t(α), t(α′) = h(α) for all α ∈ Q1. Then
Rep(Q,m,n) =
⊕
α∈Q1
HomRα
(
R
⊕nt(α)
mt(α) ,R
⊕nh(α)
mh(α)
)
⊕HomRα
(
R
⊕nh(α)
mh(α) ,R
⊕nt(α)
mt(α)
)
(6.1.1)
= T ∗Rep(Q,m,n).
Thus, we have the usual situation of a cotangent bundle, which has a canonical symplectic
form, and an action on a group on the base, for which the induced action on the cotangent
bundle is Hamiltonian. It is not difficult to write down the symplectic form explicitly, but as
we do not need it here, we omit it. An expression is given in Section A.5.
We will, however, need to work with the moment map
µ : Rep(Q,m,n)→ g∨m,n
for the Gm,n action; such is given by
µ(p, q) =
 ∑
α∈h−1(i)
pαqα −
∑
β∈t−1(i)
qβpβ

i∈Q0
. (6.1.2)
We refer the reader to Section A.4 for further explanation as to how the above expression
arises and should be interpreted.
Definition 6.1.3. Let us fix an element γ ∈ g∨m,n whose Gm,n-coadjoint orbit is a singleton.
One defines the quiver scheme associated to Q(m,n) at γ as
Qγ := Spec
(
K[µ−1(γ)]Gm,n
)
. (6.1.4)
K[µ−1(γ)] denotes the coordinate ring of the affine variety µ−1(γ), and K[µ−1(γ)]Gm,n its
subring of Gm,n-invariants.
Remark 6.1.5. By definition Qγ is a reduced affine scheme over K. However, as Gm,n is not
reductive, K[µ−1(γ)]Gm,n is not a priori a finitely generated K-algebra, therefore we cannot
say that Qγ is an affine variety without further justification.
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In view of the preceding remark, we now describe a condition which is sufficient to
conclude thatQγ is an affine variety. Then in Section 6.1.2 we will describe a class of quivers
with multiplicities and conditions on γ for which this condition is fulfilled.
Observe that the group Gm,n is a semi-direct product: there is a surjective morphism of
algebraic groups
Gm,n → Gn,
where
Gn :=
∏
i∈Q0
GLni(K)
is the usual group associated to the quiverQ and dimension vector n. We will call the kernel
G1m,n. This surjection splits, withGLni(K) being the subgroup of “constant” group elements
in GLni(Rmi), and then taking the product of these inclusions (cf. Section 2.1). We may thus
write
Gm,n = Gn ⋉G
1
m,n.
With this decomposition, we may similarly decompose the Lie algebra gm,n and its dual
as direct sums:
gm,n = gn ⊕ g
1
m,n g
∨
m,n = g
∨
n ⊕ (g
1
m,n)
∨. (6.1.6)
For γ ∈ g∨m,n, we will write γres ∈ g
∨
n and γirr ∈ (g
1
m,n)
∨ for its components. Likewise, the
momentmap (6.1.2) will also have componentsµres and µirr corresponding to g∨n and (g
1
m,n)
∨,
respectively. Of course, each of these components is a moment map for the restriction of the
action to the respective subgroup.
Lemma 6.1.7. Suppose that there is a Gn-invariant closed subvarietyMγ ⊆ µ−1irr (γirr) and a
G1m,n-equivariant isomorphism
µ−1irr (γirr)
∼
−→ G1m,n ×Mγ ,
whereG1m,n acts by left multiplication on the first factor (and trivially onMγ ); in otherwords,
µ−1irr (γirr) is a trivial (left) principal G
1
m,n-bundle over Mγ . Then Qγ is an affine algebraic
symplectic variety, and hence we will often refer to it as a quiver variety.
Remark 6.1.8. By “symplectic variety”, we mean that it is an algebraic symplectic manifold
along its smooth locus. We are making no claims about the possible singular locus.
Proof. We deal only with the finite generation of K[µ−1(γ)]Gm,n ; the symplectic structure
arises as usual on the smooth locus. Since G1m,n is normal in Gm,n, it is not hard to see that
µres is constant on G1m,n-orbits in Rep(Q,m,n). We have that
µ−1(γ) = µ−1res(γres) ∩ µ
−1
irr (γirr)
∼= µ−1res(γres) ∩
(
G1m,n ×Mγ
)
.
Using the fact just mentioned, we obtain an isomorphism
µ−1(γ) ∼= G1m,n ×
(
µ−1res(γres) ∩Mγ
)
.
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NowwriteX := µ−1res(γres)∩Mγ for the second factor and note that this is an affine algebraic
Gn-variety. From this,
K[µ−1(γ)]Gm,n =
((
K[G1m,n]⊗K K[X]
)G1
m,n
)Gn
= K[X]Gn ,
and since Gn is reductive, this is a finitely generatedK-algebra.
Remark 6.1.9. The idea in the proof comes from the procedure in the general theory of Hamil-
tonian reduction known as “reduction in stages”. When taking a symplectic quotient by a
group with a semi-direct product decomposition, one obtains the same quotient by first re-
ducing by the normal subgroup and then by the quotient group. See, for example, [MMOPR,
§4.2].
6.1.2 Star-shaped quivers with multiplicities constant on the legs
We now describe a class of quivers with multiplicities and give conditions on the choice of
γ ∈ g∨m,n for which the hypotheses of Lemma 6.1.7 will hold. Let Q be a star-shaped quiver
as on [CB, p.340],2 with d legs and the i-th leg of length li. Thus, the vertex set is
Q0 = {0} ∪
d⋃
i=1
{[i, 1], . . . , [i, li]}. (6.1.10)
For notational convenience, for 1 ≤ i ≤ d, we will often write [i, 0] for 0. Then for 1 ≤ i ≤ d
and 1 ≤ j ≤ li, the doubled quiverQwill have one arrow from [i, j− 1] to [i, j] and one from
[i, j] to [i, j − 1].
For each 1 ≤ i ≤ d, we fixmi ∈ Z>0 and choose the multiplicity vectorm with
m0 = 1 m[i,j] = mi; (6.1.11)
thus, the multiplicity is fixed on each leg (away from the central vertex 0). The dimension
vector n will be
n0 = n n[i,j] = ni,j (6.1.12)
with n > ni,1 > . . . > ni,li > 0 for 1 ≤ i ≤ d, so that the dimensions are decreasing as one
moves away from the central vertex on each leg.
Observe that with this,
Gm,n = GLn(K)×
d∏
i=1
li∏
j=1
GLni,j (Rmi);
hence
gm,n = gln(K)⊕
d⊕
i=1
li⊕
j=1
glni,j(Rmi) g
∨
m,n = z
−1gln(K)⊕
d⊕
i=1
li⊕
j=1
z−miglni,j (Rmi)
2The same diagram also appears at [Y1, p.3] and at [HLRV1, p.348, Figure 1].
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We choose γ ∈ gm,n of the form
γ = (γ0In, γ
[i,j]Ini,j)1≤i≤d
1≤j≤li
with γ0 ∈ z−1 ·K, γ[i,j] ∈ z−miRmi .
We further assume that for each 1 ≤ i ≤ d and for 1 ≤ j ≤ k ≤ li,
zmi
(
γ[i,j] + · · · + γ[i,k]
)
∈ R×mi . (6.1.13)
Proposition 6.1.14. With (Q,m,n) and γ as above,Qγ is an affine algebraic symplectic vari-
ety.
In the next subsection, we will show that the hypotheses of Proposition 6.1.14 imply
those of Lemma 6.1.7, which then provides a proof of the Proposition.
6.2 Proof of Proposition 6.1.14: construction of a section
As just mentioned, we wish to prove the following.
Proposition 6.2.1. Let (Q,m,n) and γ ∈ g∨m,n be as in Proposition 6.1.14. Then there is a
Gn-invariant closed subvarietyMγ ⊆ µ−1irr (γirr) and a G
1
m,n-equivariant isomorphism
µ−1irr (γirr)
∼
−→ G1m,n ×Mγ , (6.2.2)
as in the hypothesis of Lemma 6.1.7.
Simplified case: d = 1. For notational simplicity, we will first assume that d = 1, so that
we have a quiver with a single leg. This allows us to drop the index i from the notation in
(6.1.10), (6.1.11) and (6.1.12). Thus, the doubled quiver Q is the following
◦
p1
((
•
q1
hh
p2
((
•
q2
hh · · · •
pl−1
((
•
ql−1
hh
pl
((
•
ql
hh , (6.2.3)
with the vertices are labeled 0, . . . , l from left to right, multiplicity vectorm = (1,m, . . . ,m)
and dimension vector n = (n, n1, . . . , nl) with n > n1 > · · · > nl. To avoid having to write
out things separately for the vertex 0, we will often write n0 := n.
Also,
γ =
(
γ0In, γ
jInj
)
1≤j≤l
with γ0 ∈ z−1 ·K, γj ∈ z−mRm.
The condition (6.1.13) on γ implies that
zm
(
γj + · · ·+ γk
)
∈ R×m (6.2.4)
for 1 ≤ j ≤ k ≤ l.
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Explicit description of the groups, Lie algebras and their duals. Let us now be explicit
about the groups that are involved. One has
Gm,n = GLn(K)×
l∏
i=1
GLni(Rm) G
1
m,n =
l∏
i=1
GL1ni(Rm), (6.2.5)
with respective Lie algebras
gm,n = gln(K)⊕
l∏
i=1
glni(Rm) g
1
m,n =
l⊕
i=1
gl1ni(Rm)
and duals
g∨m,n = z
−1gln(K)⊕
l∏
i=1
z−mglni(Rm)
(
g1m,n
)∨
=
l⊕
i=1
z−mglni(Rm)
/
z−1glni(Rm).
One has direct sum decompositions as in (6.1.6) and the projections maps to each factor
simply omits the “irregular” part or the “residue” term, respectively, as in (2.1.6), (2.1.7). As
before, we write γres and γirr for the images of γ under the respective projections to gn and
to g1m,n.
Explicit description of the space of representations Rep(Q,m,n) and group actions. Ex-
plicitly, the space Rep(Q,m,n) is given by
HomK(K
n,R⊕n1m )⊕HomK(R
⊕n1
m ,K
n)⊕
l⊕
i=2
(
HomRm(R
ni−1
m ,R
ni
m )⊕HomRm(R
ni
m ,R
ni−1
m )
)
.
We will write elements of Rep(Q,m,n) as pairs (p, q), where p = (p1, . . . , pl) and q =
(q1, . . . , ql) are each themselves s-tuples, where
p1 ∈ HomK(K
n,R⊕n1m ) p
i ∈ HomRm(R
ni−1
m ,R
ni
m ), 2 ≤ i ≤ l
q1 ∈ HomK(R
⊕n1
m ,K
n) qi ∈ HomRm(R
ni
m ,R
ni−1
m ), 2 ≤ i ≤ l.
As explained in Remark A.4.3, we may realize the pi as elements
pi ∈Mni×ni−1(Rm), 1 ≤ i ≤ l
and dually, we will think of the elements qi as Laurent polynomials
qi ∈ z−mMni−1×ni(Rm), 1 ≤ i ≤ l.
In this notation, an element g = (g0, . . . , gl) ∈ Gm,n acts on (p, q) ∈ Rep(Q,m,n) by
g · (p, q) =
(
g1p1(g0)−1, g2p2(g1)−1, . . . , glpl(g
s−1)−1,
g0q1(g1)−1, g1q2(g2)−1, . . . , gs−1ql(gl)−1
)
. (6.2.6)
Of course, here g0 ∈ GLn(K) and gi ∈ GLni(Rm).
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Later we will need to be even more explicit, and so we will write
pi = pi0 + zp
i
1 + · · ·+ z
m−1pim−1 q
i =
qim
zm
+ · · ·+
qi1
z
with pij ∈Mni×ni−1(K), q
i
j ∈Mni−1×ni(K).
When we will need to evaluate moment maps or group actions, we will need to regard,
for example, the product piqi as an element of glni(Rm)
∨ = z−mglni(Rm). We do this by
multiplying pi and qi as matrices of Laurent polynomials and truncating the terms of degree
≥ 0. Explicitly,
piqi =
pi0q
i
m
zm
+
pi0q
i
m−1 + p
i
1q
i
m
zm−1
+ · · ·+
pi0q
i
1 + p
i
1q
i
2 + · · · + p
i
m−1q
i
m
z
∈ glni(Rm)
∨. (6.2.7)
Of course, products of the form qipi or gi−1qi(gi)−1 as in (6.2.6) arewritten similarly. Products
such as gipi(gi−1)−1 in (6.2.6) will be considered as multiplication of the relevant matrices
with entries in Rm.
We will also write
γi =
γim
zm
+ · · ·+
γi1
z
, 1 ≤ i ≤ l
with γij ∈ K. In particular, the assumption (6.2.4) implies that γ
i
m ∈ K
×, 1 ≤ i ≤ l.
Explicit description of the moment maps. The moment map µ : Rep(Q,m,n)→ g∨m,n has
the explicit expression
µ(p, q) = (−q1p1, p1q1 − q2p2, . . . , ps−1qs−1 − qlpl, plql) ∈ g∨m,n. (6.2.8)
Composing with the projections arising from the direct sum decomposition (6.1.6), we get
moment maps
µres : Rep(Q,m,n)→ g
∨
n µirr : Rep(Q,m,n)→ (g
1
m,n)
∨
which are, in fact, the moment maps for the restricted Gn- and G1m,n-actions, respectively.
We are primarily interested in the preimage µ−1irr (γirr). The point (p, q) lies in this preim-
age if and only if (in other words the moment map condition translates to)
piqi = qi+1pi+1 + γiIni , 1 ≤ i ≤ l − 1 p
lql = γlInl . (6.2.9)
We recall that (g1m,n)
∨ has no component corresponding to the vertex 0. Thus if we write
out an explicit expression as in (6.2.7), we should ignore any contributions coming from the
residue terms, since we are considering these equations in (g1m,n)
∨.
Definition ofMγ and its Gn-invariance. We now proceed with definingMγ appearing in
Lemma 6.1.7, where (Q,m,n) is as in Proposition 6.1.14 in the special case where d = 1. We
start by defining
M0γ := µ
−1
irr (γirr)
and define inductively a nested sequence of subvarieties ofM0γ by
M iγ :=
{
(p, q) ∈M i−1γ : p
iqim = γ
i
mIni + q
i+1
m p
i+1
0
}
Mγ =M
l
γ :=
{
(p, q) ∈M l−1γ : p
lqlm = γ
l
mInl
}
. (6.2.10)
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Remark 6.2.11. On the left side of the defining equation for M iγ , the matrix p
iqim is a priori
a glni(K)-valued polynomial in z of degree ≤ m − 1, but the right hand side is, in fact, a
constant matrix. So the defining condition is equivalent to the further conditions
pi1q
i
m = · · · = p
i
m−1q
i
m = 0 ∈ glni(K). (6.2.12)
The fact thatMγ is an affine variety is thus clear.
Furthermore, from this description, it is easy to see that Mγ is a Gn-invariant subvari-
ety of Rep(Q,m,n) using (6.2.6) and the appropriate expressions in (6.2.7): the vanishing
conditions (6.2.12) imposed by (6.2.10) are left unchanged.
Remark 6.2.13. Equation (6.3.13) below implies that zmpiqi ∈ GLni(Rm) for 1 ≤ i ≤ l. In
particular, the constant term, namely pi0q
i
m, must lie inGLni(K). This fact is essential in what
follows.
We now establish some properties of the M iγ with respect to the action of G
1
m,n and its
subgroups. Let us consider each GL1ni(Rm), 1 ≤ i ≤ l as a subgroup of G
1
m,n via the obvious
inclusion in (6.2.5) and will have use for the subgroups
(G1m,n)
i :=
l∏
j=i
GL1nj(Rm) ≤ G
1
m,n,
noting that we have a (decreasing) chain of inclusions
(G1m,n)
l ≤ (G1m,n)
l−1 ≤ · · · ≤ (G1m,n)
2 ≤ (G1m,n)
1 = G1m,n.
Lemma 6.2.14. M i
γ
is invariant under (G1m,n)
i+1.
Proof. Let (p, q) ∈M iγ , r = (1, . . . , 1, r
i+1, . . . , rl) ∈ (G1m,n)
i+1. Then
r · (p, q) =
(
p1, q1, . . . , pi, qi, ri+1pi+1, qi+1(ri+1)−1, ri+2pi+2(ri+1)−1, ri+1qi+2(ri+2)−1,
. . . , rlpl(rl−1)−1, rl−1ql(rl)−1
)
.
Observe that r · (p, q) ∈ M i−1
γ
since the condition for this to hold depends only on the com-
ponents p1, q1, . . . , pi, qi, which are unchanged under the action of r. We only need to check
the condition forM i
γ
, which involves the terms qi+1m , p
i+1
0 . It suffices to see that
(ri+1pi+1)0 = p
i+1
0
(
qi+1(ri+1)−1
)
m
= qi+1m
but this holds since the constant term of ri+1 and (ri+1)−1 are both Ini+1 .
Lemma 6.2.15. Suppose ri ∈ GL1ni(Rm), (p, q) ∈M
i
γ . If r
i · (p, q) ∈M iγ then r
i = Ini .
Proof. Write ri = Ini + zr
i
1 + · · ·+ z
m−1rim−1. Then
ri · (p, q) =
(
p1, q1, . . . , ripi, qi(ri)−1, pi+1(ri)−1, riqi+1, . . . , pl, ql
)
. (6.2.16)
The condition for ri · (p, q) ∈M i
γ
is
ripi
(
qi(ri)−1
)
m
= γimIni + (r
iqi+1)m
(
pi+1(ri)−1
)
0
,
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but (
qi(ri)−1
)
m
= qim (r
iqi+1)m = q
i+1
m
(
pi+1(ri)−1
)
0
= pi+10 ,
so we need
ripiqim = γ
i
mIni + q
i+1
m p
i+1
0 = p
i
0q
i
m.
But by Remark 6.2.13, pi0q
i
m ∈ GLni(K) ≤ GLni(Rm) and hence this may be regarded as an
equation in GL1ni(Rm) and hence r
i = Ini .
Construction of the isomorphism (6.2.2).
Lemma 6.2.17. For 1 ≤ i ≤ l, there exists a morphism ϕi : M i−1γ → GL
1
ni(Rm) such that for
all (p, q) ∈M i−1
γ
, ϕi(p, q) · (p, q) ∈M iγ .
Proof. Let (p, q) ∈ M i−1
γ
and ri ∈ GL1ni(Rm). Since r
i ∈ (G1m,n)
i, ri · (p, q) ∈ M i−1
γ
and so we
need only check the condition forM iγ . We recall the expression for r
i · (p, q) from (6.2.16) and
observe that
ripiqim = p
i
0q
i
m + z(p
i
1 + r
i
1p
i
0)q
i
m + z
2(pi2 + r
i
1p
i
1 + r
i
2p
i
0)q
i
m + · · ·+ z
m−1(pim−1 + r
i
1p
i
m−2 + · · ·
+ rim−1p
i
0)q
i
m.
The condition we want is that all the non-constant (with respect to z) terms vanish (Remark
6.2.11). But now, by Remark 6.2.13, pi0q
i
m is invertible, and so starting with the coefficient
of z above, we may solve for ri1 = −p
i
1(p
i
0q
i
m)
−1 so that this coefficient vanishes. It is then
clear that we may successively solve for ri2, . . ., r
i
m−1 algebraically as functions of p and q to
eliminate the remaining non-constant terms. This produces ϕi with the stated property.
Corollary 6.2.18. (a) For ri ∈ GL1ni(Rm), x ∈M
i−1
γ
, ϕi(ri · x) = ϕi(x)(ri)−1.
(b) For r¯ ∈ (G1m,n)
i+1, x ∈M i−1
γ
, ϕi(r¯ · x) = ϕi(x).
Proof. (a) By definition, ϕi(x) · x ∈ M iγ , so also ϕi(r
i · x) · (ri · x) ∈ M iγ , but the latter is
equal to ϕi(ri · x) · ri · ϕi(x)−1 ·
(
ϕi(x) · x
)
. Since ϕi(x) · x ∈ M iγ , by Lemma 6.2.15,
ϕi(r
i · x) · ri · ϕi(x)
−1 = Ini .
(b) We have ϕi(r¯ · x) · (r¯ · x) ∈M iγ but since ϕi(r¯ · x) ∈ GL
1
ni(Rm), r¯ ∈ (G
1
m,n)
i+1, ϕi(r¯ · x)r¯ =
r¯ϕi(r¯ · x) and hence r¯ ·
(
ϕi(r¯ · x) · x
)
∈ M iγ , but then also ϕi(r¯ · x) · x ∈ M
i
γ by Lemma
6.2.14. So again Lemma 6.2.15 yields ϕi(r¯ · x) = ϕi(x).
Corollary 6.2.19. There is a (G1m,n)
i-equivariant isomorphism σi :M i−1γ → GL
1
ni(Rm)×M
i
γ ,
where the action of (ri, r¯) ∈ GL1ni(Rm)× (G
1
m,n)
i+1 = (G1m,n)
i on (s, y) ∈ GL1ni(Rm)×M
i
γ
is
(ri, r¯) · (s, x) = (ris, r¯ · x).
Proof. We define σi : M i−1γ → GL
1
ni(Rm) × M
i
γ
by σi(x) =
(
ϕi(x)
−1, ϕi(x) · x
)
, which is
well-defined by Lemma 6.2.17. The inverse τi : GL1ni(Rm)×M
i
γ
→M i−1
γ
is simply given by
the action τi(s, y) = s · y. This is well-defined since GL1ni(Rm) ≤ (G
1
m,n)
i and M iγ ⊆ M
i−1
γ
and (G1m,n)
i acts onM i−1γ by Lemma 6.2.14. It is clear that τi ◦ σi = 1M i−1γ . Now, if (s, y) ∈
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GL1ni(Rm)×M
i
γ , then ϕi(s · y) = ϕi(y)s
−1 = s−1 since ϕi(y) · y ∈M iγ but already y ∈M
i
γ , so
one uses Lemma 6.2.15 to see that ϕi(y) = Ini . Then
σi ◦ τi(s, y) = σi(s · y) =
(
ϕi(s · y)
−1, ϕi(s · y) · (s · y)
)
=
(
s, s−1 · (s · y)
)
= (s, y).
Using Corollary 6.2.18(a), it is easy to see that σi is GL1ni(Rm)-equivariant. Thus, it suf-
fices to show that it is (G1m,n)
i+1-equivariant. Let r¯ ∈ (G1m,n)
i+1, x ∈M i−1
γ
:
σi(r¯ · x) =
(
ϕi(r¯ · x)
−1, ϕi(r¯ · x) · (r¯ · x)
)
=
(
ϕi(x)
−1, ϕi(x) · r¯ · x
)
= r¯ ·
(
ϕi(x)
−1, ϕi(x) · x
)
= r¯ · σi(x).
Conclusion in the case d = 1. We can now put the σi of Corollary 6.2.19 into a G1m,n-
equivariant isomorphism
µ−1irr (γirr) =M
0
γ
∼
−→ GL1n1(Rm)×M
1
γ
∼
−→ GL1n1(Rm)×GL
1
n2(Rm)×M
2
γ
∼
−→ · · ·
∼
−→ GL1n1(Rm)× · · · ×GL
1
nl
(Rm)×M
l
γ
= G1m,n ×Mγ .
It was already noted in Remark 6.2.11 thatMγ is Gn-invariant. These are the hypotheses of
Lemma 6.1.7, and so we may conclude in the case d = 1.
The general case of d legs. Now, consider the situation of Proposition 6.1.14, where the
number of legs d ∈ Z>0 in the quiver Q is arbitrary. Since the multiplicity at the central
vertex 0 is m0 = 1, µirr has no component at 0 and thus µ−1irr (γirr) can be taken to be the
product of the preimages on each of the legs. Likewise,G1m,n also has no component at 0 and
the action on µ−1irr (γirr) is a product action if we view the latter as a product in the way just
mentioned. Thus, Mγ can be constructed as the product of those subvarieties constructed
on each leg. Invariance of Mγ under Gn is also easy to see: if we ignore the central vertex,
then one may again use the product argument. Note that in the argument for each leg, we
did include the group GLn(K) at the central vertex, so Mγ will also be invariant under the
action of this group. This completes the proof of Proposition 6.1.14.
6.3 Coadjoint orbits
Here, we discuss the relationship between coadjoint orbits for the groupGLn(Rm) for a fixed
m ≥ 1 and varieties associated to quivers with multiplicities, where the underlying quiver is
a single leg. It may thus help the reader to refer back to the diagram (6.2.3). What will be true
is that coadjoint orbits of certain diagonal elementsC ∈ t∨m in gln(Rm)
∨ (2.2.1) can be realized
as reductions of the spaces Rep(Q,m,n) that we considered in the case d = 1 in Section 6.2.
To be able to make a precise statement, we will first need to explain the conditions on the
coadjoint orbits and set some notation.
We will take C ∈ t∨m, and suppose that it is written in the form (2.2.2). We will make the
further assumption that (2.2.3) holds. For such a C , we wish to describe a quiver Q, which
will be a leg, as well as some data on it, fromwhich we will recoverO(C). The quiver will be
the same as in (6.2.3), having l + 1 nodes and 2l arrows, and will have the same multiplicity
vector m, with multiplicity 1 at the vertex 0 and all other vertices receiving multiplicity
m. The dimension vector n will be defined by taking nl := λl and ni := ni+1 + λi, with
(λ0, . . . , λl) given as in (2.2.2).
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Remark 6.3.1. Observe that if C is a regular formal type (recall Definition 3.2.3), then for any
coordinate z, Cz satisfies (2.2.3).
From the data in (2.2.2), we set
γ0 := c0 γi := ci − ci−1, 1 ≤ i ≤ l. (6.3.2)
Then (2.2.3) implies that (6.2.4) holds.
The statement that we want is that the GLn(Rm)-coadjoint orbit of C as above is given
by a symplectic reduction of Rep(Q,m,n) by a subgroup ofGm,n. The subgroup in question
is that we obtain by leaving out the group GLn(K) corresponding to the vertex 0, namely,
Gm,n,0 :=
l∏
i=1
GLni(Rm).
We write gm,n,0 for its Lie algebra. The reason the vertex 0 in (6.2.3) was drawn empty is
because we want to consider only the symplectic quotient by Gm,n,0.
Of course,G1m,n is a normal subgroup of Gm,n,0 with quotient
Gn,0 =
l∏
i=1
GLni(K)
which is precisely the group associated to the underlying quiver with dimension vector n,
ignoring the multiplicities, where again we are omitting the group GLn(K) corresponding
to the vertex 0. Thus, we want to take a symplectic quotient by the semi-direct product
Gm,n,0 = Gn,0 ⋉G
1
m,n. (6.3.3)
From the inclusion gm,n,0 ⊆ gm,n we have a natural surjection of the duals
g∨m,n → g
∨
m,n,0,
and the moment map for the Gm,n,0-action on Rep(Q,m,n) is given by the composition
µ0 : Rep(Q,m,n)
µ
−→ g∨m,n → g
∨
m,n,0.
We will consider the element
γ0 := (γ
1In1 , . . . , γ
lInl) ∈ g
∨
m,n,0,
and define the symplectic quotient
Rep(Q,m,n)/ γ0Gm,n,0 := Spec
(
K[µ−10 (γ0)]
Gm,n,0
)
.
For less burdensome notation, we will often abbreviate the left hand side of the above to
Rep /Gm,n,0. Observe that the assumption (2.2.3), the arguments of Section 6.2 and Lemma
6.1.7 already show that Rep /Gm,n,0 is an affine symplectic variety. We will write
π : µ−10 (γ0)→ Rep /Gm,n,0
for the quotient map; since this is defined as a GIT quotient, this is a categorical quotient.
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Proposition 6.3.4. Suppose C ∈ z−mt(Rm) ⊆ gln(Rm)∨ is written in the form (2.2.2) and
satisfies (2.2.3) and thatQ,m, and n are given as above. ThenRep(Q,m,n)/ γ0Gm,n,0 admits
a GLn(Rm)-action and there is a GLn(Rm)-equivariant isomorphism
Rep(Q,m,n)/ γ0Gm,n,0
∼
−→ O(C). (6.3.5)
The following is a slight generalization of [Bo3, Proposition D.1] which will be important
in the proof of the Proposition.
Lemma 6.3.6. Let R be a commutative local ring and let m ≤ n ∈ Z>0, p ∈ Mm×n(R),
q ∈Mn×m(R) be such that pq ∈ GLm(R). Then
qp and
[
0n−m
pq
]
(6.3.7)
are conjugate in GLn(R).
Proof. Observe that Rn = ker p⊕ im q. Given v ∈ Rn, let w := (pq)−1pv ∈ Rm. Then
p(v − qw) = 0
hence v = (v− qw)+ qw ∈ ker p+im q, i.e.,Rn = ker p+im q. Furthermore, the sum is direct,
for if v ∈ ker p ∩ im q, say v = qw with w ∈ Rm and pv = pqw = 0, then w = 0 and hence
v = 0.
Furthermore, the assumption that pq is invertible also implies that ker p and im q are free
R-modules. This can be seen via the Cauchy–Binet formula: for a subset I ⊆ {1, . . . , n} of
sizem, one sets detI p to be the determinant of them×m submatrix of p taking the columns
with indices in I ; one defines detI q the same way, using columns instead of rows; then the
formula states that
det pq =
∑
I
(det
I
p)(det
I
q),
where the sum is over all subsets of size m. Since det pq ∈ R× and R is local, there must
be some I with detI p ∈ R× (otherwise, all the terms in the sum would lie in the maximal
ideal and hence det pq could not be a unit). Hence there exists r ∈ GLm(R) for which the
submatrix of rp corresponding to I is the identity matrix. That is, the matrix rp is in reduced
row echelon form and one can find a basis of ker p = ker rp as one does in a first-year linear
algebra class. A similar argument shows that the columns of q are linearly independent over
R and hence already give a basis of im q.
Now, we choose a basis of Rn by taking the first n − m vectors as a basis of ker p and
the last m vectors as the columns of q. Then the fact that Rn = ker p ⊕ im q implies that the
matrix obtained in this way lies in GLn(R). Writing qp with respect to this basis give the
second matrix in (6.3.7).
With this, the proof of Proposition 6.3.4 follows the idea of [Bo3, Lemma 9.10], which
explains the proof of [CB, §3]. However, there one can rely on usual results of linear alge-
bra over fields, while in our case working with the orbits of the unipotent groups involved
requires a little care, which makes the arguments somewhat longer.
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Proof of Proposition 6.3.4. For the reader’s convenience, we recall the explicit expressions for
the moment map (6.2.8)
µ0(p, q) = (p
1q1 − q2p2, . . . , ps−1qs−1 − qlpl, plql) ∈ g∨m,n,0 =
l⊕
i=1
glni(Rm)
∨ (6.3.8)
and the Gm,n,0-action: for h = (h1, . . . , hl) ∈ Gm,n,0, one has
h · (p, q) = (h1p
1, q1h−11 , h2p
2h−11 , h1q
2h−12 , . . . , hlp
lh−1s−1, hs−1q
lh−1l ). (6.3.9)
GLn(Rm)-action on Rep /Gm,n,0. Of course Rep(Q,m,n) admits a GLn(Rm)-action: for
g ∈ GLn(Rm), one has
g · (p, q) = (p1g−1, gq1, p2, q2, . . . , pl, ql). (6.3.10)
From (6.3.8), it is easy to check that µ−10 (γ0) is invariant under this action. It is likewise
easy to see that it commutes with the Gm,n,0-action (6.3.9). Thus, the action descends to the
quotient Rep /Gm,n,0.
Definition of the isomorphism Φ : Rep /Gm,n,0 → O(C). We begin by defining a mor-
phism Φ˜ : µ−10 (γ0)→ O(C) by
(p, q) 7→ q1p1 + γ0In. (6.3.11)
For this to define a GLn(Rm)-equivariant morphism Φ : Rep /Gm,n,0 → O(C), we need
to verify three things: first, a priori, Φ˜ takes values only in gln(Rm)
∨, so we need to see
that it indeed takes values in O(C); second, we need to check that Φ˜ is Gm,n,0-invariant;
finally, one wants to see that Φ˜ isGLn(Rm)-equivariant. The latter two statements are easy to
check simply from their definitions: (6.3.9) for Gm,n,0-invariance and (6.3.10) for GLn(Rm)-
equivariance. The first statement is a bit longer and sowewill justify it in the next paragraph.
Φ˜ takes values in O(C). For 0 ≤ i ≤ l, we define the diagonal matrix
ti :=

γiIλi
γi,i+1Iλi+1
. . .
γi,l−1Iλl−1
γi,lIλl
 ∈ z−mglni(Rm) = glni(Rm)∨,
where the γi were defined in (6.3.2) and
γi,j := γi + · · · + γj, 1 ≤ i < j ≤ l.
Since (2.2.3) and hence (6.2.4) hold, zmti ∈ GLni(Rm) for 1 ≤ i ≤ l. Also, we have[
0λi
ti+1
]
+ γiIni = t
i, 0 ≤ i ≤ l − 1 t0 = C. (6.3.12)
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We observe that if (p, q) ∈ µ−10 (γ0), then for 1 ≤ i ≤ l,
piqi ∼GLni (Rm) t
i, (6.3.13)
where ∼GLni (Rm) means in the same GLni(Rm) coadjoint orbit in glni(Rm)
∨, and
qipi ∼GLni−1 (Rm)
[
0λi−1
ti
]
. (6.3.14)
First, note that (6.3.14) follows from (6.3.13) and Lemma 6.3.6. Then (6.3.13) is easy to see
by decreasing induction on i. For i = l, (6.3.13) is the last component of the moment map
condition (6.3.8), where we in fact have equality. Now, for the inductive step, one has
piqi = qi+1pi+1 + γiIni ∼
[
0λi
ti+1
]
+ γiIni = t
i,
the first equality being the ith component of the moment map (6.3.8), the similarity (6.3.14)
and the last equality following directly from the definition of the ti.
Finally, to show that Φ˜ takes values in O(C), we wish to show that for (p, q) ∈ µ−10 (γ),
one has q1p1 + γ0In ∈ O(C). This now follows from (6.3.14) for i = 1 and (6.3.12).
Definition of the inverse Ψ : O(C) → Rep /Gm,n,0. We start by defining a morphism
Ψ′ : GLn(Rm)→ µ
−1
0 (γ0). Of course, we can compose this with the projection π : µ
−1
0 (γ0)→
Rep /Gm,n,0 to obtain a map Ψ˜ : GLn(Rm) → Rep /Gm,n,0. Then, since the map η :
GLn(Rm)→ O(C) of Lemma 2.2.4(b) is a categorical quotient, in order to defineΨ : O(C)→
Rep /Gm,n,0, it suffices to show that Ψ˜ is Lλ,m-invariant, by Lemma 2.2.8(d).
We first define a tuple (p, q)C by
piC :=
[
0ni×λi−1 Ini
]
qiC :=
[
0λi−1×ni
ti
]
, 1 ≤ i ≤ l. (6.3.15)
With (6.3.12) it is easy to check that
(p, q)C ∈ µ
−1
0 (γ0) and Φ˜(p, q)C = C. (6.3.16)
We now define Ψ′ : GLn(Rm)→ µ−10 (γ0) using the action (6.3.10)
g 7→ g · (p, q)C .
We wish to show that the resulting Ψ˜ is Lλ,m-invariant. Let f ∈ Lλ,m. We may write
f = diag(f0, . . . , fl)
with fi ∈ GLλi(Rm). Furthermore, for 0 ≤ i ≤ l, we will set
f i := diag(fi, . . . , fl),
noting that f0 = f . Then it is easy to check that for 1 ≤ i ≤ l,
piC(f
i−1)−1 = (f i)−1piC f
i−1qiC = q
i
Cf
i. (6.3.17)
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By an inductive argument using (6.3.17), it is straightforward to show that for g ∈ GLn(Rm)
and f ∈ Lλ,m as above,
(gf) · (p, q)C =
(
f1, . . . , f l
)−1
· (g · (p, q)C) ,
where the right hand side is the action of Gm,n,0; in other words, Ψ′(gf) and Ψ′(f) lie in
the same Gm,n,0-orbit. It follows that Ψ˜ is Lλ,m-invariant, and hence induces Ψ : O(C) →
Rep /Gm,n,0 with
Ψ ◦ η = Ψ˜.
Verification that Φ and Ψ are mutually inverse. We first check that Φ ◦ Ψ = 1O(C). Now,
Φ◦Ψ is the morphism induced via Lλ,m-invariance from the map Φ˜◦Ψ′ : GLn(Rm)→ O(C),
which is, by (6.3.16),
g 7→ g · (p, q)C 7→ AdgC.
But this is precisely η, as in Lemma 2.2.4(b), hence the induced map on the quotient must be
the identity.
Furthermore, for (p, q)C , the similarity relations in (6.3.13) and (6.3.14) are, in fact, equal-
ities. In particular, q1Cp
1
C + γ
0In = t
0 = C and hence it is easy to check that
Φ ◦Ψ(A) = A
for all A ∈ O(C).
Finally, we show that Ψ ◦ Φ = 1Rep /Gm,n,0 . Let (p, q) ∈ µ
−1
0 (γ0). Then Φ˜(p, q) = q
1p1 +
γ0In; if this is AdgC , for g ∈ GLn(Rm), then
Ψ′ ◦ Φ˜(p, q) = g · (p, q)C .
Thus, to show that Ψ ◦ Φ ◦ π(p, q) = π(p, q), we wish to show that (p, q) and g · (p, q)C are in
the same Gm,n,0-orbit. This is again an (increasing) induction. Using (6.3.16), we have
q1p1 + γ0In = AdgC = g(q1Cp
1
C + γ0In)g
−1
and hence we find
q1p1 = gq1Cp
1
Cg
−1 (6.3.18)
and multiplying by p1 on the left and by g on the right, we obtain
p1q1p1g = p1gq1Cp
1
C . (6.3.19)
Let us now write
p1g =:
[
d1 h1
]
,
for some d1 ∈ Mn1×λ0(Rm) and h1 ∈ gln1(Rm). Substituting this into (6.3.19), and using the
explicit expressions for p1C and q
1
C (6.3.15), we get[
(p1q1)d1 (p
1q1)h1
]
=
[
0n1×λ0 h1t
1
]
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Now, (6.3.13) tells us that zmp1q1 is invertible and hence d1 = 0. Therefore
p1g =
[
0 h1
]
= h1p
1
C or p
1 = h1p
1
Cg
−1. (6.3.20)
Since zmp1q1 is invertible, p1 is of rank n1 and multiplication by g does not change this, so h1
must also be of rank n1 and hence h1 ∈ GLn1(Rm). Using this and substituting (6.3.20) into
(6.3.18), we can conclude that
q1 = gq1Ch
−1
1 .
Therefore,
(p, q) = (h1p
1
Cg
−1, gq1Ch
−1
1 , p
2, q2, . . . , pl, ql)
= (h1, 1, . . . , 1) · (p1Cg
−1, gq1C , p
2h1, h
−1
1 q
2, p3, q3, . . . , pl, ql),
thus, after relabeling p2, q2, (p, q) is in the same Gm,n,0-orbit as an element of the form
(p1Cg
−1, gq1C , p
2, q2, p3, q3, . . . , pl, ql).
By induction, we may assume that (p, q) is of the form
(p, q) = (p1Cg
−1, gq1C , p
2
C , q
2
C , . . . , p
i
C , q
i
C , p
i+1, qi+1, . . . , pl, ql).
Then the ith component of the moment map (6.3.8) gives
qi+1pi+1 = piCq
i
C − γ
iIni =
[
0λi
ti+1
]
;
(in case i = 1, we have the product (piCg
−1)(gq1C) = p
1
Cq
1
C , and so this case yields the same
equation). Using the same argument as above, we write pi+1 as a block matrix with two
blocks and using the fact that zmpi+1qi+1 is invertible, show that the square block is an in-
vertible matrix hi+1 and the other block is zero. We then conclude that pi+1 = hi+1pi+1C and
then that qi+1 = qi+1C h
−1
i+1. Hence
(p, q) = (p1Cg
−1, gq1C , p
2
C , q
2
C , . . . , p
i
C , q
i
C , hi+1p
i+1
C , q
i+1
C h
−1
i+1, . . . , p
l, ql)
= (1, . . . , hi+1, . . . , 1) · (p
1
Cg
−1, gq1C , p
2
C , q
2
C , . . . , p
i+1
C , q
i+1
C , p
i+2
C hi+1, h
−1
i+1q
i+2
C , . . . , p
l, ql),
and the induction hypothesis is satisfied for i+1. Continuing in this fashion, we see that our
original (p, q) is in the Gm,n,0-orbit of g · (p, q)C and hence Ψ ◦Φ ◦ π(p, q) = π(p, q).
6.4 Relation to open de Rham spaces and non-simply laced affine Dynkin dia-
grams
6.4.1 Relation to the additive fusion product of coadjoint orbits and open de Rham
spaces
Of course, the reason for the emphasis on the quiver with multiplicities described in Section
6.1.2 is to relate the corresponding variety to an additive fusion product of coadjoint orbits
and hence open de Rham spaces as in Proposition 3.1.10. Suppose we are given a d-tuple
m := (mi)
d
i=1 of positive integers and coadjoint orbits O(C
i), 1 ≤ i ≤ d, for some diagonal
elements Ci ∈ gln(Rmi)
∨, which we will take to be written in the form (2.2.2). We use this to
define the data for a quiver with multiplicities:
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1. For 1 ≤ i ≤ d, the integer li is defined as in (2.2.2) and the quiver Q as in (6.1.10) with
arrows defined immediately thereafter.
2. The tuplem of multiplicities can then be chosen as in (6.1.11).
3. We define the dimension vector n as follows. We set n0 := n. Again from (2.2.2),
for each 1 ≤ i ≤ d, one gets a series of positive integers λ[i,0], . . . , λ[i,li−1], and we set
n[i,k+1] := n[i,k] − λ[i,k]. This defines (n[i,1], . . . , n[i,li]) for 1 ≤ i ≤ d and we use these to
define the remaining entries of n. We have now definedQ(m,n), and hence alsoGm,n,
gm,n, etc.
4. Finally, we wish to define an element γ ∈ g∨m,n. Once again from (2.2.2) and (6.3.2), for
each 1 ≤ i ≤ d, we obtain elements γ[i,0], . . . , γ[i,li] ∈ z−miRmi ; we take
γ[i,j]In[i,j] ∈ z
−migln[i,j](Rmi)
to be the component of γ at all vertices except the central vertex 0. There, we take
γ0z−1In ∈ gln(K)
∨, where
γ0 :=
d∑
i=1
resz=0 γ
[i,0]. (6.4.1)
5. Furthermore, we will assume that for 1 ≤ i ≤ d, (2.2.3) is satisfied.
Theorem 6.4.2. WithQ(m,n) and γ ∈ gm,n chosen as above, one has an isomorphism of the
associated quiver variety with the additive fusion product of coadjoint orbits
Qγ ∼=
(
d∏
i=1
O(Ci)
)//
0
GLn(K). (6.4.3)
In particular, if C1, . . . , Cd are regular generic we have Qγ ∼= M∗µ,r. Furthermore, in terms
of the quiver data, the dimension ofQγ is given by the formula (cf. (3.1.11))
dimQγ = 2
(
d∑
i=1
mi
l∑
k=1
n[i,k](n[i,k−1] − n[i,k])− n
2
0 + 1
)
. (6.4.4)
Proof. Taking each leg one at a time, Proposition 6.3.4 takes (p, q) ∈ µ−1(γ) and gives us a
d-tuple (A1, . . . , Ad)with Ai ∈ O(Ci), 1 ≤ i ≤ d; more explicitly (6.3.11), one has
Ai = q[i,1]p[i,1] + γ[i,0]In.
The moment map condition for the quiver at the vertex 0 is
πres
(
−
d∑
i=1
q[i,1]p[i,1]
)
= γ0In
That for the additive fusion product, that is the right hand side of (6.4.3), is
πres
(
d∑
i=1
Ai
)
= πres
(
d∑
i=1
q[i,1]p[i,1] + γ[i,0]In
)
= 0
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so by definition (6.4.1), it is clear that one moment map condition is satisfied if and only if
the other is. Finally, we remark the the remaining group action is the the diagonal action
of GLn(K), with g ∈ GLn(K) acting on q[i,1] as gq[i,1] and on p[i,1] by p[i,1]g−1; this clearly
translates into conjugation on the Ai.
For the dimension formula, we can use the expression (6.4.3) and compute the total di-
mension by summing those of the coadjoint orbits O(Ci). To obtain these in terms of the
quiver data, we use the expression (6.3.5). For the ith leg, the dimension of the space of rep-
resentations for the arrows (going in opposite directions) joining the (k− 1)th and kth nodes
is 2min[i,k]n[i,k−1]; the dimension of the group at the node [i, k] ismin2[i,k]. Summing over the
nodes on the ith leg and accounting for the preimage of central elements in the dual of the
Lie algebra, we get
dimO(Ci) = 2
(
mi
li∑
k=1
n[i,k]n[i,k−1] −mi
li∑
k=1
n2[i,k]
)
= 2mi
li∑
k=1
n[i,k](n[i,k−1] − n[i,k]).
The term−2(n20−1) = −2(n
2−1) of course comes from the quotient by PGLn = GLn/Z .
6.4.2 Varieties associated to non-simply laced affine Dynkin diagrams
Let Q = (Q0, Q1, h, t) be a quiver, n ∈ Z
Q0
>0 a dimension vector and m ∈ Z
Q0
>0 the multiplic-
ity vector. As explained in [Y3] this data is equivalent with the following symmetrizable
generalized Cartan matrix C = (cij)i,j∈Q0 by cii = 2 and for i 6= j
ci,j := −
ni
gcd(ni, nj)
ai,j
where
ai,j := |{a ∈ Q1 | h(a) = i, t(a) = j or h(a) = j, t(a) = i}|.
This we can record by a not necessarily simply-laced Dynkin diagram.
Let now γ ∈ g∨m,n. Then the quiver variety with multiplicity Qγ has dimension given by
formula (6.4.4). Thus Qγ is a surface if and only if
d∑
i=1
mi
l∑
k=1
n[i,k](n[i,k−1] − n[i,k]) = n
2
0.
For instance, in the example of F(1)
4
below, one has
m = (m0,m[1,1],m[1,2],m[1,3],m[2,1]) = (1, 2, 2, 2, 1)
n = (n0, n[1,1], n[1,2], n[1,3], n[2,1]) = (4, 3, 2, 1, 2)
and the condition is readily verified.
Below we will list the star-shaped non-simply laced affine Dynkin diagrams, which cor-
respond to open de Rham spaces in Theorem 6.4.2 of dimension 2. The simply-laced star-
shaped ones D˜4, E˜6, E˜7, E˜8 correspond to open de Rham spaces with logarithmic singulari-
ties.
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Example: A
(2)
5
1
1 2
1 2
1
⇐
1
1
The diagram part depicts the non-simply laced Dynkin diagram. The integers written
below each node depict the dimension vector, while the ones above the node give the multi-
plicity vector. This corresponds to the open de Rham spaceM∗(12,12),(1) of type ((1
2, 12), (1)).
By [Bo3, Theorem 9.11] M∗(12,12),(1) is isomorphic with an A3 ALE space. In particular the
mixed Hodge structure is pure on H∗(M∗(12,12),(1)) and
WH(M∗(12,12),(1); q, t) = 1 + 3qt
2,
which is compatible with |M∗(12,12),(1)(Fq)| = q
2 + 3q from (5.1.12) with d = 3, r = 1.
Example: C
(1)
2
2
1
1
2
2
1
⇒ ⇐
This corresponds to the open de Rham space M∗2,(1,1) of irregular type (1, 1). This is the
only example from the list of star-shaped non-simply-laced Dynkin diagrams which is not
isomorphic with a Nakajima quiver variety. Using the explicit equation forM∗2,(1,1) in [Bie,
(3.1)] we can deduce that it is homotopic with a wedge of spheres by [ST, Theorem 3.1]. In
order to match the virtual weight polynomial computation WHc(M∗2,(1,1), q,−1) = q
2 + 2q
from (5.1.12) with d = 2, r = 2, we must have that the mixed Hodge structure is pure and
WH(M∗2,(1,1), q, t) = 1 + 2qt
2.
This case is special in that Boalch’s [Bo3] identification of M∗2,(1,1) with a quiver variety
does not apply, as we have two irregular poles. In fact there is no ALE space which is
isomorphic with M∗2,(1,1) as the intersection form on H
2
c (M
∗
2,(1,1)) is divisible
3 by 2 , while
the intersection form of the A2 ALE space is not divisible by 2.
Example: D
(3)
4
1
1
1
2
3
1
⇚
Here the corresponding open de Rham space is M∗3,(2). By [Bo3, Theorem 9.11] it is
isomorphic to an A˜2 ALE space, thus in particular
WH(M∗3,(2); q, t) = 1 + 2qt
2.
3Because after a hyperkähler rotation the manifold becomes a resolution of (C× × C)/Z2 where Z2 acts by
the inverse (see Example 7.3.6 and [Hit1, Da]). Thus H2c (M∗2,(1,1),Q) has a basis represented by the two disjoint
exceptional divisors.
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Example: A
(2)
2
1
2
4
1
Here the corresponding open de Rham space is M∗2,(3). By [Bo3, Theorem 9.11] it is
isomorphic to an A1 ALE space, thus in particular
WH(M∗2,(3); q, t) = 1 + qt
2.
Example: G
(1)
2
3
1
3
2
1
3
⇛
Here the corresponding open de Rham space is M∗3,(2). By [Bo3, Theorem 9.11] it is
isomorphic to an A2 ALE space, thus in particular
WH(M∗3,(2); q, t) = 1 + 2qt
2.
Example: F
(1)
4
2
1
2
2
2
3
1
4
1
2
⇒
Here the corresponding open de Rham space is M∗(22),(1). By [Bo3, Theorem 9.11] it is
isomorphic to an D4 ALE space, thus in particular
WH(M∗(22),(1); q, t) = 1 + 4qt
2.
Example: E
(2)
6
1
1
1
2
1
3
2
2
2
1
⇐
Here the corresponding open de Rham space is M∗(13),(1). By [Bo3, Theorem 9.11] it is
isomorphic to an D4 ALE space, thus in particular
WH(M∗(13),(1); q, t) = 1 + 4qt
2.
In all these cases the mixed Hodge polynomial is compatible with the weight polynomial
computed from (5.1.12) in the rank 2 cases and (5.1.13) in the rank 3 cases. The only example
of rank 4 is F (1)4 where one can compute the weight polynomial directly from (5.1.7).
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7 Hyperkähler considerations
Our purpose in this section is to prove Theorem 7.3.3, which says that some of the open de
Rham spaces M∗(C) that we have been discussing, namely those for which all the formal
types are of order ≤ 2, admit canonical complete hyperkähler metrics. To first give a rough
explanation as to how these arise, let us recall that such anM∗(C) is an additive fusion prod-
uct of coadjoint orbits in g∨ and those for the group G2 (using the notation of Section 2.1).
Each coajdoint orbit of the latter type may be realized as an algebraic symplectic quotient
of T ∗G by left multiplication by a maximal torus (Lemma 7.3.1). It is well known that T ∗G
admits a hyperkähler metric, by an infinite-dimensional hyperkähler quotient via Nahm’s
equations [Kr1]. Furthermore, ifK ≤ G is a maximal compact subgroup thenK ×K acts by
left and right multiplication (7.2.1) and these actions admit hyperkähler moment maps [DS].
For coadjoint orbits in g∨, hyperkähler metrics were first constructed by [Kr3] for regular
semisimple orbits and for general semisimple orbits in [Biq] and [Ko]. The coadjoint G-
action can be restricted to K and it can be shown (Lemma 7.2.4), in a manner similar to that
for T ∗G, that this action also admits a hyperkähler moment map.
Now, if a hyper-hamiltonian action of a compact group extends to a holomorphic action
of its complexification, then the hyperkähler reduction can be understood as a holomorphic
symplectic reduction [HKLR, §3(D)]. We wish to go in the opposite direction: M∗(C) is
given as an algebraic symplectic quotient; we wish to show that it, in fact, arises as a hy-
perkähler quotient. A special case of a version of the Kempf–Ness theorem due to Mayrand
[May] gives sufficient conditions for algebraic symplectic quotients of the type we have been
considering to be upgraded to hyperkähler quotients.
7.1 Holomorphic symplectic quotients to hyperkähler quotients
Let us begin by incorporating Mayrand’s statement into the following, which will give us
the criterion we will apply later to obtain the theorem.
Proposition 7.1.1. Suppose (M,g, I,J,K) is a hyperkähler manifold. We suppose that (M, I)
is a (smooth) complex affine variety and refer toM as such with the complex structure I in
mind. SupposeG is a complex reductive group with an algebraic action onM for which the
restriction to its maximal compact K admits a hyperkähler moment map µI, µJ, µK : M →
k∨. As usual, we will write
µR := µI µC := µJ + iµK
for the real and complex components of the moment map; we will assume that µC : M →
g∨ = k∨ ⊕ ik∨ is algebraic. Let λ ∈ (g∨)G be such that G acts freely on the affine variety
µ−1C (λ); thus, the algebraic symplectic quotient
M/ λG := SpecC[µ−1C (λ)]
G
is smooth. Then if there exists a K-invariant, proper global Kähler potential for ωI|µ−1
C
(λ),
which is bounded below, then there exists λR ∈ k∨ and, for the complex structures induced
from I, a natural biholomorphism
M//(λR ,λ)K
∼=M/ λG.
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Proof. The Kähler potential produces a moment map µ˜R for the K-action with respect to ωI
[May, Proposition 4.1]. This must differ from the given µR by a constant, i.e., there exists
λR ∈ k
∨ such that µR = µ˜R + λR. Thus, µ˜−1R (0) = µ
−1
R (λR). Then [May, Proposition 4.2] gives
a homeomorphism at the last step of the sequence
M//(λR ,λ)K =
(
µ−1R (λR) ∩ µ
−1
C (0)
)
/K =
(
µ˜−1R (0) ∩ µ
−1
C (0)
)
/K ∼=M/ λG.
Furthermore, by the freeness of the action, there is a single orbit type stratum and hence the
homeomorphism is, in fact, a biholomorphism, again from [May, Proposition 4.2].
7.2 Hyperkähler moment maps on the factors
Here we show that the two kinds of factors that appear in the relevant additive fusion prod-
uct each admit hyper-hamiltonian group actions.
7.2.1 Cotangent bundles
LetG be a complex reductive group with Lie algebra g and letK ≤ G be a maximal compact
subgroup. We recall that for T ∗G = G×g∨, there is an algebraic hamiltonian action ofG×G
given by
(g, h) · (a,X) = (gah−1,AdhX), (7.2.1)
for which the moment map is
(a,X) 7→ (AdaX,−X). (7.2.2)
Proposition 7.2.3. T ∗G admits a hyperkähler metric for which the restriction of the action
(7.2.1) to K ×K admits a hyperkähler moment map. Furthermore, the complex part of this
moment map is given by (7.2.2), and for the natural complex (Kähler) structure there exists
a (K ×K)-invariant, proper and bounded below global Kähler potential.
Proof. As mentioned, the hyperkähler structure is due to [Kr1, Proposition 1]. The existence
of the hyperkähler moment map is [DS, §3 Lemma 2]. The expression for the complex part
of the moment map is obtained by comparing [DS, Equations (4), (5)] and the expressions
in the statement of [DS, §3 Lemma 2]. Finally, the existence of the global Kähler potential is
[May, Proposition 4.6].
7.2.2 Coadjoint orbits
Let G, g, K be as above and let O be a semisimple coadjoint orbit in g∨. Of course, G acts
algebraically on O via the coadjoint action and the moment map is simply the inclusion
O →֒ g∨. Exactly the same statement as in Proposition 7.2.3 holds for O.
Proposition 7.2.4. O admits a complete hyperkähler metric for which the restriction of the
coadjoint action toK admits a hyperkähler moment map. Furthermore, the complex part of
this moment map is given by the inclusion O →֒ g∨, and for the natural complex (Kähler)
structure there exists aK-invariant, proper and bounded below global Kähler potential.
55
Proof. As mentioned earlier, existence of the hyperkähler metrics can be found at [Kr3, The-
orem 1.1] for regular semisimple orbits and at [Biq, Théorème 1] and [Ko, Theorem 1.1] for
general semisimple orbits. The fact that the conjugation action of K admits a hyperkähler
moment map can be proved in the same way as [DS, Lemma 2]. The existence of the Kähler
potential with the indicated properties uses the same argument as that of [May, Proposition
4.6]. Further details can be found in Appendix B.
Remark 7.2.5. Let S := T ∩ K be a maximal torus in the maximal compact group K ≤ G
and let s be its Lie algebra. Then, as in the references [Kr3, Biq, Ko], once the coadjoint orbit
is fixed, the family of such hyperkähler metrics is parametrized by an element τ1 ∈ s (see
Appendix B).
7.3 Hyperkähler metrics on open de Rham spaces
We first give a lemma describing coadjoint orbits for G2 as algebraic symplectic reductions
of T ∗G.
Lemma 7.3.1. Consider the diagonal element (2.2.1)
C :=
C2
z2
+
C1
z
∈ t∨2
with C2 regular (i.e., having distinct eigenvalues). Then the G2 coadjoint orbit O(C) ⊆ g∨2 is
isomorphic to the algebraic symplectic quotient
T ∗G/C1T,
for the T -action t · (a,X) = (ta,X).
Remark 7.3.2. This is a special case of [Bo1, Lemma 2.3(2), see also Lemma 2.4].
Proof. Recall that the moment map for this action is µ : T ∗G→ t∨
(a,X) 7→ πt (AdaX) .
The map µ−1(C1)→ O(C)
(a,X) 7→
Ada−1C2
z2
+
X
z
is readily seen to be T -invariant, so descends to a morphism T ∗G/C1T → O(C).
Now, as in Lemma 2.2.4(b), O(C) may be realized as the geometric quotient G2/T2. If
we write an element of G2 in the form g(I + zH) for some g ∈ G, H ∈ g, then we define
G2 → T
∗G/C1T by
g(I + zH) 7→ [g−1,Adg(C1 + [H,C2])],
with the square brackets indicating the class mod T . It is straightforward to check that this
is well-defined and that it descends to O(C)→ T ∗G/C1T to give the inverse.
Theorem 7.3.3. Consider a generic open de Rham spaceM∗(C) for which the orders of all
the formal types Ci are ≤ 2. ThenM∗(C) admits a canonical complete hyperkähler metric.
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Remark 7.3.4. By “canonical”, we mean that the space of such metrics is parametrized by a
finite-dimensional space with the choice coming from each factor of a semisimple coadjoint
orbit in g∨ (see Remark 7.2.5).
Proof. As in Section 3.1, we label the coadjoint orbits so that O(Ci) ⊆ g∨ for 1 ≤ i ≤ k and
O(Ci) is a coadjoint orbit for G2 for k + 1 ≤ i ≤ d; we will abbreviate O(Ci) to Oi in the
following. By Proposition 3.1.10 and Lemma 7.3.1, we have
M∗(C) ∼=
d∏
i=1
O(Ci)
//
0
G =
(
k∏
i=1
Oi ×
d∏
i=k+1
Oi
)//
0
G ∼=
(
k∏
i=1
Oi ×
d∏
i=k+1
T ∗G//Ci1T
)//
0
G
∼=
(
k∏
i=1
Oi ×
m∏
i=1
T ∗G
)//
(C1,0)
Tm ×G, (7.3.5)
whereC1 denotes the tuple (Ck+11 , . . . , C
d
1 ) of residue terms of the formal types. Each factor
of T acts via the left action on the corresponding T ∗G factor as in (7.2.1) and theG factor acts
diagonally: by the coadjoint action on Oi, for 1 ≤ i ≤ k and with the right action in (7.2.1)
for the factors indexed by k + 1 ≤ i ≤ d. We have thus expressedM∗(C) as an algebraic
symplectic quotient and we now wish to apply Proposition 7.1.1. But now the hypotheses
are verified for each factor in Propositions 7.2.3 and 7.2.4, and can therefore easily be verified
for the product.
Example 7.3.6. Consider the case of a rank 2 open de Rham space M∗(C) with two poles
each of order 2. Proposition 3.1.10 tells us that this is a smooth affine algebraic surface, and
indeed by performing the reduction in (7.3.5), first taking the quotient of T ∗G × T ∗G by
G, one can see that it is a quotient of the form T ∗G/T 2 (for appropriate values of the mo-
ment map), which is precisely the reduction carried out at [Da, pp.88–89]. Hence M∗(C)
is isometric to the deformation of the D2 singularity,4 the hyperkähler metric on which was
previously constructed via twistor methods in [Hit1, §7], and proved to be ALF in [CK, §5.3].
It is also worth noting that this space can also be described via a slice construction [Bie, (3.1)]
which, although an algebraic operation, also yields the metric [Bie, §4]. Furthermore, we ex-
pect the metrics on higher dimensional open de Rham spaces to exhibit “higher dimensional
ALF behaviour”.
Remark 7.3.7. (i) It is true more generally, and not much harder to prove, that with no re-
striction on the order of the formal types, the spaces M∗(C) always admit complete
hyperkähler metrics. However, there is some degree of choice in the metric, and so
we cannot say that a canonical metric exists. In general, a coadjoint orbit for Gm may
be realized as an algebraic symplectic quotient of T ∗G × O(C ′) ([Bo1, Lemma 2.3(2),
Lemma 2.4], cf. Remark 7.3.2), whereO(C ′) is a coadjoint orbit for the unipotent group
G1m. As such, O(C
′) is an even-dimensional complex affine space, hence, upon some
choice of coordinates, admits a flat hyperkähler metric. One can show that the coordi-
nates can be chosen so that S acts on pairs of coordinates with opposite weights, and
hence with a hyperkähler moment map. Of course, an appropriate norm would give
the required Kähler potential and we could conclude as before. However, the possible
choices of coordinates differ by arbitrary complex analytic automorphisms of the affine
space, which form an infinite-dimensional group; thus, the metric is not canonical in
the sense of Remark 7.3.4.
4This observation was already mentioned at [Bo2, p.3].
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(ii) The spaces T ∗G×O(C ′) are (isomorphic to) what are known as “extended orbits” and
these can be arranged into a moduli space by taking an additive fusion product (this is
referred to as the “extended”moduli space in [Bo1, Definition 2.6] [HY, Definition 2.4].
This moduli space will admit an action of T l, where l is the number of irregular poles,
and M∗(C) can thus be realized as a hyperkähler quotient of the extended moduli
space from this action. Indeed, in the last expression in (7.3.5), if we first take the
quotient by G, then we obtain the extended moduli space.
A Addendum to Section 6
A.1 Notation and duals
Here, we use the notation of Section 6.1. In particular, Rc := K[z]/(zc). As in Section 2.1, we
identify the K-dual R∨,Kc with z−cRc, where the pairing is
〈z−cf, g〉 := resz=0 z
−cfg.
Suppose a = ce, Ra = K[x]/(xa); we have an inclusion Rc →֒ Ra
z 7→ xe.
Similarly, theRc-dualR
∨,Rc
a is identified with x−eRa, where we take residues with respect to
x.
A.2 Representations of doubled quivers and duals
For an arbitrary quiver Q, the space of representations is a sum over the arrows α ∈ Qq.
Thus, to simplify notation, we will assume that we have a quiver with a single arrow, i.e.,
Q1 = {α}. Suppose the multiplicity and dimension vectors are given by
m = (mt(α),mh(α)) = (a, b) n = (nt(α), nh(α)) = (r, s),
respectively. Let c := gcd(a, b). Then
V := Rep(Q,m,n) = HomRc
(
R⊕ra , R
⊕s
b
)
.
When one doubles the quiver, the arrow α′ in the opposite direction yields the summand
V˜ := HomRc
(
R⊕sb , R
⊕r
a
)
.
We will write Rep := Rep(Q,m,n) = V ⊕ V˜ .
Lemma A.2.1. One has V˜ = V ∨.
The pairing between p ∈ V , q ∈ V˜ is given as follows. Observe that
pq ∈ EndRc
(
R⊕sb
)
qp ∈ EndRc
(
R⊕ra
)
.
Thus, tr pq = tr qp ∈ Rc. Then the pairing is
〈p, q〉 := Resz=0 z
−c tr pq = Resz=0 z
−c tr qp.
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A.3 The symplectic form
Since Rep is of the form V ⊕ V ∨, it carries a canonical symplectic form ω. For x := (p, q) ∈
Rep, TxRep = V ⊕ V ∨, and for v = (v1, v2), w = (w1, w2) ∈ TxRep, ω is given by
ω(v,w) := 〈v1, w2〉 − 〈w1, v2〉. (A.3.1)
A.4 Group actions and moment maps
Explicitly, the actions of GLr(Ra) and GLs(Rb) on Rep are given by
g · (p, q) = (pg−1, gq) h · (p, q) = (hp, qh−1).
The moment map µ : Rep→ glr(Ra)∨ ⊕ gls(Rb)∨ is given by
µ(p, q) = (−qp, pq). (A.4.1)
These expressions should be interpreted in the following way. One has −qp ∈ EndRc(R
⊕r
a ),
but we want to view this as an element of glr(Ra)∨,K. Observe
EndRc
(
R⊕ra
)
= EndRc
(
R⊕rc ⊗Rc Ra
)
= glr(Rc)⊗Rc EndRc(Ra) = glr(Rc)⊗Rc R
∨,Rc
a ⊗Rc Ra
= glr(Rc)⊗Rc x
−eRa ⊗Rc Ra → glr(Rc)⊗Rc x
−eRa = x
−eglr(Ra)
∼
−→ z−aglr(Ra) = glr(Ra)
∨,K.
The only map that is not a canonical isomorphism here is x−eRa ⊗Rc Ra → x
−eRa, which
arises simply from multiplication in Ra, x−e being a formal placeholder. Of course, one has
a similar interpretation of pq as an element of gls(Rb)∨,K.
Lemma A.4.2. µ as defined above is a moment map.
This is proved in the usual way.
Proof. Let ξ ∈ glr(Ra), w = (w1, w2) ∈ TxRep. We compute
vξ(x) =
d
dǫ
∣∣∣∣
ǫ=0
exp(ǫξ) · (p, q) = (−pξ, ξq).
Thus,
ω(vξ, w) = ω
(
(−pξ, ξq), (w1, w2)
)
= − (〈pξ,w2〉+ 〈w1, ξq〉) .
Now,
dµξ(w) =
d
dǫ
∣∣∣∣
ǫ=0
µξ(p + ǫw1, q + ǫw2) = −
d
dǫ
∣∣∣∣
ǫ=0
〈(q + ǫw2)(p+ ǫw1), ξ〉 = −〈qw1 +w2p, ξ〉.
Of course, one has to interpret the expressions in the way described above.
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Remark A.4.3. There are two special cases which occur in our computations in Section 6. The
first is where a = b = c = m. Then
V = HomRm
(
R⊕rm ,R
⊕s
m
)
= HomK
(
K⊕r,K⊕s
)
⊗K Rm,
and similarly for V ∨. Thus, we may think of p and q as matrices with entries in Rm. In the
interpretation of the moment map value, one has
−qp ∈ EndRm(R
⊕r
m ) = glr(Rm)⊗Rm x
−1Rm
∼
−→ x−mglr(Rm) = glr(Rm)
∨,K.
Thus, we are simply multiplying q and p (i.e., matrices with coefficients in Rm) and then
formally multiplying by x−m, to view it as an element of the dual space glr(Rm)
∨,K.
The second case is when a = c = 1, b = m. Then
V = HomK
(
K⊕r,R⊕sm
)
= HomK
(
K⊕r,K⊕s
)
⊗K Rm,
and again we may think of p and q as matrices with Rm coefficients. In this case,
pq ∈ EndK(R
⊕s
m ) = gls(K)⊗K x
−mRm ⊗K Rm → x
−mgls(Rm) = gls(Rm)
∨,K
with the map coming from multiplication in Rm. One notes that this case is asymmetric in
that
−qp ∈ EndK(K
⊕r) = glR(K)
but there is no problem of interpretation here.
In both cases, we think of p and q as matrices over Rm and when we want to view the
product as an element of the dual of a Lie algebra, we multiply formally by x−m. Equiva-
lently, we maybe multiply q first to view it as a matrix with entries in x−mRm (so a Laurent
polynomial), and thenmultiplying by p as matrices over the ring of Laurent polynomials; we
then truncate the non-negative powers of x (recall that since we are using the trace-residue
pairing, such terms are superfluous).
A.5 General formulae for the symplectic form and moment map
Now, for an arbitrary quiver Q, multiplicity vectorm and dimension vector n, as in Section
6.1, one can write down the symplectic form and moment map explicitly as follows. We will
use the notation of (6.1.1): we will also denote an element Rep := Rep(Q,m,n) by x = (p, q),
where p = (pα)α∈Q1 , q = (qα)α∈Q1 are tuples indexed by Q1, with
pα ∈ Vα := HomRα
(
R
⊕nt(α)
mt(α) , R
⊕nh(α)
mh(α)
)
qαV
∨
α =∈ HomRα
(
R
⊕nh(α)
mh(α) , R
⊕nt(α)
mt(α)
)
.
For the symplectic form, we simply sum the symplectic form in (A.3.1): a tangent vector
to Rep at x is given by an element of ⊕αVα ⊕ V ∨α . Let v, w ∈ TxRep, so that v = (v1α, v2α),
w = (w1α, w2α). Then the symplectic form is given by
ω(v,w) =
∑
α∈Q1
〈v1α, w2α〉 − 〈w1α, v2α〉.
As the Lie algebra gm,n is indexed by Q0 rather than Q1, we cannot simply sum over Q1,
but at a given vertex i ∈ Q0, we sum the expressions in the components of (A.4.1) over all
arrows with i as an endpoint, according to whether it is the tail or the head. The explicit
expression is already given in (6.1.2).
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B Details of proof of Proposition 7.2.4
Here, we will be a bit more explicit about the proof of Proposition 7.2.4. The statements that
need to be proved are: the existence of a hyperkähler moment map on the coajdoint orbit O
and its complex part is simply the inclusion map into the dual of the complex Lie algebra,
which is Lemma B.3 below; and the existence of a Kähler potential with the appropriate
properties, which is Lemma B.6.
To proceed, we will need to fix notation, and so we will adopt that of [Biq, §3, L’espace des
modules]. As such, G will now denote a compact Lie group, which is of course the maximal
compact subgroup of its complexification GC, whereas in Section 7.2 it denoted the com-
plexification and K a maximal compact subgroup; we hope this will cause the reader no
confusion. Of course, g will denote the Lie algebra of G and gC its complexification, and 〈 , 〉
will denote a Ad-invariant inner product on g.
Let us recall how the coadjoint orbit O is identified with a moduli space of solutions
to Nahm’s equations. Let S ≤ G be a maximal torus (which is, of course, compact) with
Lie algebra s, and respective complexifications SC and sC. As usual, using the invariant
inner product, we identify g∨ = g and g∨C = gC. Viewing O as a subset of gC, as it is a
semisimple orbit, its intersection with sC is a singleton; we write this element as τ2+ iτ3 with
τ2, τ3 ∈ s. One chooses a third element τ1 ∈ s so that we have a triple τ = (τ1, τ2, τ3) ∈ s3,
so that for an appropriate ς > 0, we can make sense of the space Ω1∇;ς as described at [Biq,
§3, p.265]. We will write an element ∇ + a ∈ Aς as a quadruple T = (T0, T1, T2, T3) of
smooth maps Ti : (−∞, 0] → g satisfying an asymptotic condition depending on τ : one has
∇+a = d+T0 ds+
∑e
i=1 Ti dθ
i. We consider such T which are solutions to Nahm’s equations:
dTi
ds
+ [T0, Ti] + [Tj , Tk] = 0 (B.1)
for cyclic permutations (i j k) of (1 2 3). The quotient of the space of such solutions by the
group Gς , also defined at [Biq, §3, p.265], will be referred to as the moduli spaceM = M(τ)
of solutions to Nahm’s equations. We will often write [T ] for the Gς -orbit of a solution T .
The isomorphism M ∼−→ O is given by [Biq, Corollaire 4.5] (see also the definition before
Equations (IIIa) and (IIIb)) as
[T ] 7→ T2(0) + iT3(0). (B.2)
Lemma B.3. The map µ :M → g⊕3 given by
[T ] 7→ (T1(0), T2(0), T3(0)) (B.4)
yields a hyperkähler moment map for the (co)adjoint G-action. Furthermore, the complex
part of the moment map coincides with the inclusion of O in the dual of the complex Lie
algebra.
Proof. As mentioned in Section 7.2.2, the proof mirrors that of [DS, Lemma 2]. Consider the
group
G
+
ς :=
{
g : R− → G : (∇g)g
−1 ∈ Ω1∇;ς
}
which has Lie algebra
Lie(G +ς ) =
{
u : R− → g : ∇u ∈ Ω
1
∇;ς
}
.
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Then Gς is a normal subgroup of G+ς with quotientG and the quotientmap G
+
ς → G is simply
evaluation at s = 0, with of course a parallel statement for the Lie algebras. Furthermore,
G+ς acts on the space of solutions to Nahm’s equations inducing the adjoint action of G on
O, as is easily seen via the map (B.2).
A tangent vector to M at [T ] is represented by a quadruple w = (w0, w1, w2, w3) ∈ Ω1∇,ς
satisfying
dwi
ds
= −[T0, wi]− [w0, Ti]− [Tj , wk]− [wj , Tk] (B.5)
for cyclic permutations (i j k) of (1 2 3) (cf. [DS, Equations (6)-(9)]; note that there is a slight
difference in the complex structures there and in [Biq] accounting for the sign differences in
the equations). These equations are obtained simply by linearizing Nahm’s equations (B.1).
Let ξ ∈ g and choose a lift u(s) ∈ Lie(G +ς ), so that u(0) = ξ. A representative for the
tangent vector vξ([T ]) toM at [T ] generated by the infinitesimal action of ξ is given by
vξ([T ])↔
(
[u, T0]−
du
ds
, [u, T1], [u, T2], [u, T3]
)
.
We evaluate using (B.5)
ωI(vξ, w) =
∫ 0
−∞
−
〈
[u, T0]−
du
ds
,w1
〉
+ 〈[u, T1], w0〉 − 〈[u, T2], w3〉+ 〈[u, T3], w2〉 ds
=
∫ 0
−∞
〈u,−[T0, w1]− [w0, T1]− [T2, w3]− [w2, T3]〉+
〈
du
ds
,w1
〉
ds
=
∫ 0
−∞
〈
u,
dw1
ds
〉
+
〈
du
ds
,w1
〉
ds =
∫ 0
−∞
d
ds
〈u,w1〉 ds = 〈ξ, w1(0)〉,
since u→ 0 as s→ −∞.
On the other hand, pairing ξ with the moment map µI gives the function µ
ξ
I
:M → R
[T ] 7→ 〈ξ, T1(0)〉.
Hence
dµξ
I
(w) = 〈ξ, w1(0)〉 = ωI(vξ, w)
and this is exactly the moment map condition. The same computation can be repeated for
the complex structures J andK.
The statement about the complex part of the moment map is obvious from the expres-
sions (B.2) and (B.4).
Lemma B.6. The semisimple coajdoint orbit O admits a global G-invariant Kähler potential
(for the complex structure I) which is proper and bounded below.
As mentioned, the proof here is adapted from that of [May, Lemma 4.5].
Proof. A global Kähler potential ϕI :M → R for the Kähler form ωI is given by (see [HKLR,
§3(E)], cf. [DS, p.64])
[T ] 7→
1
2
∫ 0
−∞
〈T2, T2〉+ 〈T3, T3〉 ds.
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It is then sufficient to show that the ϕI is G-invariant, proper and bounded below. G-
invariance follows from that of the bilinear form 〈 , 〉 and lower-boundedness is obvious,
so properness is essentially all that needs to be proved.
Let ξ = (ξ1, ξ2, ξ3) ∈ g⊕3. Then the existence and uniqueness theorem for systems of
ordinary differential equations gives a unique solution T ξ = (T ξ0 ≡ 0, T
ξ
1 , T
ξ
2 , T
ξ
3 ) to the
reduced Nahm’s equations
dTi
dt
+ [Tj , Tk] = 0 (B.7)
(this is just (B.1) with T0 = 0) with T
ξ
i (0) = ξi for i = 1, 2, 3. This allows us to define a
function ϕ˜I : g⊕3 → R by
ξ 7→
1
2
∫ 0
−∞
〈T ξ2 , T
ξ
2 〉+ 〈T
ξ
3 , T
ξ
3 〉 ds, (B.8)
which is (at the very least) continuous, again by the assertions of the existence and unique-
ness theorem on the dependence on the initial conditions.
Let us explain how this is related to ϕI. Consider the map evC : g⊕3 → gC
ξ 7→ ξ2 + iξ3.
As O is a semi-simple (co)adjoint orbit, O is closed in gC and hence so is ev−1C (O). We may
then identifyOwith the subset of ξ ∈ ev−1C (0) for which T
ξ is gauge equivalent to an element
of Aς . We observe that this will be closed, as we are imposing an asymptotic condition on
T ξ1 . As the definition of ϕI is independent of the gauge equivalence class, one sees that under
the identification of O with the described subset of ev−1C (O),
ϕI = ϕ˜I|O.
It now suffices to show that there is a closed subset V ⊆ g⊕3 containing O (using the iden-
tification above) for which ϕ˜I|V is proper, since the restriction of a proper map to a closed
subset is still proper.
For this, we will take
V :=
{
r · ξ : ξ ∈ ev−1C (O), r ∈ R≥0
}
,
which is closed in g⊕3. Let S ⊆ g⊕3 be the unit sphere (here, we may take the invariant inner
product on g in each factor); this is compact. Then S ∩ V is a compact subset of g⊕3, and
hence ϕ˜I has a minimum value m > 0. It is non-zero, for if r · ξ ∈ V is such that ϕ˜I(rξ) = 0
then, assuming that O 6= {0} (which we may of course do), then one finds evC(rξ) = 0, and
hence r = 0; but this would contradict rξ ∈ S.
By uniqueness of the solutions T ξ to (B.7), for r ∈ R>0, it is easy to see that T rξ(s) =
rT ξ(rs). From this, we obtain for any ξ ∈ g⊕3,
ϕ˜I(rξ) =
1
2
r2
∫ 0
−∞
〈T ξ2 (rs), T
ξ
2 (rs)〉+ 〈T
ξ
3 (rs), T
ξ
3 (rs)〉 ds
=
1
2
r
∫ 0
−∞
〈T ξ2 (t), T
ξ
2 (t)〉+ 〈T
ξ
3 (t), T
ξ
3 (t)〉 dt = rϕ˜I(ξ). (B.9)
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Now, given ξ ∈ V , one has ξ‖ξ‖ ∈ S ∩ V and so (B.9) gives
ϕ˜I(ξ) = ‖ξ‖ϕ˜I
(
ξ
‖ξ‖
)
≥ m‖ξ‖ or ‖ξ‖ ≤
ϕ˜I(ξ)
m
.
From this, one finds that the preimage of a bounded set in R under ϕ˜I|V is bounded in V . By
continuity, the preimage of a closed set is closed, and so ϕ˜I|V is proper.
Remark B.10. SinceO is semisimple, it is a closed subset in the Euclidean space g∨C. As such, a
norm function on g∨C would restrict to a bounded below, proper function onO. Indeed, look-
ing at the form of ϕ˜I (B.8), there is some similarity with the norm function onO. However, it
is not clear (and indeed, probably not true) that the inclusionO →֒ g∨C is a metric embedding
for some hyperkähler metric on g∨C.
C Additional proofs
Here we include proofs of a couple results in the text, in the case the reader finds the details
given there insufficient.
C.1 Proof of Lemma 4.2.5
From (2.2.7), one has
φX(b) =
〈
C1 +
m−1∑
i=1
[bi, Ci+1] +
m−2∑
i=1
m−i−1∑
j=1
[bi, Ci+j+1]wj ,X
〉
. (C.1)
We note that the pairing 〈A,B〉 := trAB is the usual one on g = gln, satisfying the properties
〈AB,C〉 = 〈A,BC〉 〈[A,B], C〉 = 〈A, [B,C]〉.
These properties will often be used without mention in what follows.
We wish to show that if φX is independent of b⌊m+1
2
⌋, . . . , bm−1, then X ∈ t and [X, b1] =
· · · = [X, b⌊m−2
2
⌋] = 0. We go by induction, say on p, looking at the terms in φX involving
bm−p. For p = 1, the only term involving bm−1 is
〈[bm−1, Cm],X〉 = 〈bm−1, [Cm,X]〉
and this vanishes if φX is independent of bm−1, so if this happens [Cm,X] ∈ (god)⊥ = t; but
as Cm ∈ t, also [Cm,X] ∈ god, so [Cm,X] = 0. AsCm ∈ treg, it follows thatX ∈ t. Conversely,
if X ∈ t, then [Cm,X] = 0 and φX is independent of bm−1.
Now, by induction, we assume that X ∈ t and that [X, b1] = · · · = [X, bp−2] = 0. We
show that if φX is independent of bm−p, then [X, bp−1] = 0. We look at the terms of (C.1) that
involve bm−p; from (2.2.6), we must also include terms wj with j ≥ m− p. Changing indices,
we may write this as〈
[bm−p, Cm−p+1] +
m∑
k=m−p+2
[bm−p, Ck]wk+p−m−1 + k−2∑
j=m−p
[bk−j−1, Ck]wj
 ,X〉 . (C.2)
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Observe that since Cm−p+1 ∈ t, [bm−p, Cm−p+1] ∈ god and as X ∈ t, the first term above
vanishes, so
m∑
k=m−p+2
〈
[bm−p, Ck]wk+p−m−1 +
k−2∑
j=m−p
[bk−j−1, Ck]wj ,X
〉
. (C.3)
Let us fix k ∈ [m− p+ 2,m− 1] and consider the terms for the corresponding value of k
in the sum above. Since k − j − 1 ≤ p− 2 if k ≤ m− 1, we can rewrite〈
k−2∑
j=m−p
[bk−j−1, Ck]wj ,X
〉
=
〈
k−2∑
j=m−p
[wj , bk−j−1],XCk
〉
(C.4)
By definition of thewj , (by multiplying out the inverse relation and looking at the coefficient
of zk−1), one has
wk−1 +
k−2∑
j=1
wjbk−j−1 + bk−1 = 0 bk−1 +
k−2∑
j=1
bk−j−1wj + wk−1 = 0. (C.5)
Using this, (C.4) becomes 〈
m−p−1∑
j=1
[bk−j−1, wj ],XCk
〉
,
but now the only term involving bm−p is 〈[bm−p, wk+p−m−1],XCk〉. Therefore the terms of
(C.3) dependent on bm−p are
〈[bm−p, Ck]wk+p−m−1,X〉+ 〈[bm−p, wk+p−m−1],XCk〉
and using the fact that [X,wk+p−m−1] = [X,Ck] = 0, we see that this vanishes.
Therefore the dependence on bm−p comes only in the terms which also involve Cm,
namely 〈
[bm−p, Cm]wp−1 +
m−2∑
j=m−p
[bm−j−1, Cm]wj ,X
〉
.
We separate out the first term in the sum (since [X, bp−1] = 0 is what we wish to prove) and
then simplify as above, where we used (C.5), to get
〈[bm−p, Cm]wp−1 + [bp−1, Cm]wm−p,X〉+
〈
m−p∑
j=1
[bm−j−1, wj ],XCm
〉
.
Now, the terms involving bm−p are (and again, we are replacing wm−p with −bm−p, as this is
the only dependence on bm−p)
〈[bm−p, Cm]wp−1 + [Cm, bp−1]bm−p,X〉+ 〈[bm−p, wp−1] + [bm−p, bp−1],XCm〉.
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(Observe here that to conclude as we have, we need the fact that p ≤ ⌊m2 ⌋.) Now, since
wp−1 + bp−1 is a function of the bi with i ≤ p − 2 (2.2.6), the induction hypothesis gives
[X,wp−1 + bp−1] = 0, and using this, one simplifies the above to
〈[bm−p, Cm], [wp−1,X]〉 = 〈[bm−p, Cm], [X, bp−1]〉 = 〈bm−p, [Cm, [X, bp−1]]〉.
Arguing as above, if this is independent of bm−p, then [Cm, [X, bp−1]] ∈ t and as Cm ∈ treg,
we have [X, bp−1] ∈ t; but as X ∈ t and bp−1 ∈ god, we get [X, bp−1] = 0. Again, conversely, if
[X, bp−1] = 0, we can conclude that φX is independent of bm−p.
C.2 Proof of (5.1.10)
We write λ = (λ1, . . . , λℓ), µ = (µ1, . . . , µm), I = (I1, . . . , Iℓ), M1 = {1, . . . , µ1}, Mi =
{
∑i−1
p=1 µp + 1, . . . ,
∑i
p=1 µp} for 2 ≤ i ≤ m, so that {1, . . . , n} =
∐m
i=1Mi. Then µ
I is ob-
tained by writing the numbers
|Mi ∩ Ij |, 1 ≤ i ≤ m, 1 ≤ j ≤ ℓ
in (some) non-increasing order. Hence
N(µI) =
m∑
i=1
ℓ∑
k=1
|Mi ∩ Ik|
2. (C.1)
Observe that if λj = λj+1 and I is as above, if we take I ′ := (I1, . . . , Ij+1, Ij , . . . , Iℓ), then
N(µI) = N(µI
′
) as the terms in (C.1) are simply permuted.
Now, let I ∈ Pλ be such that N(µI) is minimal. Suppose n ∈ Ij . By the observation
above, we may assume that λj+1 < λj (for otherwise we could interchange Ij and Ij+1 and
the resulting I ′ would still give a minimal value), so that
λ˜ := (λ1, . . . , λj−1, λj − 1, λj+1, . . . , λℓ)
is still a partition (of n− 1). We therefore wish to show that
N(µI) ≥ N(λ) +N(µ)− n2,
and we will do this by induction.
Let
µˆ := (µ1, . . . , µm−1, µm − 1),
and let Mˆi be defined as above; so that Mˆi =Mi for 1 ≤ i ≤ m−1, Mˆm =Mm \{n}. We have
N(λ) = N(λ˜) + 2λj − 1 N(µ) = N(µˆ) + 2µm − 1.
By induction, we know
min
J∈P
λ˜
N(µˆJ) ≥ N(λ˜) +N(µˆ)− (n− 1)2.
Therefore it suffices to show that
min
J∈P
λ˜
N(µˆJ) ≤ N(µI) + 2(n − λj − µm) + 1. (C.2)
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Consider
J = (I1, . . . , Ij−1, Ij \ {n}, Ij+1, . . . , Iℓ) ∈ Pλ˜.
Then using (C.1) and noting that if i 6= m or k 6= j, then |Mˆi ∩ Jk| = |Mi ∩ Ik|, so
N(µˆJ)−N(µI) =
m∑
i=1
ℓ∑
k=1
|Mˆi ∩ Jk|
2 −
m∑
i=1
ℓ∑
k=1
|Mi ∩ Ik|
2 = |Mˆm ∩ Jj |
2 − |Mm ∩ Ij|
2
= (|Mm ∩ Ij| − 1)
2 − |Mm ∩ Ij|
2 = −2|Mm ∩ Ij |+ 1
= 2(|Mm ∪ Ij | − λj − µm) + 1 ≤ 2(n − λj − µm) + 1
and taking the minimum on the left side of (C.2), we see that the inequality holds.
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