The Einstein-de Haas effect was originally observed in a landmark experiment 1 demonstrating that the angular momentum associated with aligned electron spins in a ferromagnet can be converted to mechanical angular momentum by reversing the direction of magnetization using an external magnetic field. A related problem concerns the timescale of this angular momentum transfer. Experiments have established that intense photoexcitation in several metallic ferromagnets leads to a drop in magnetization on a timescale shorter than 100 femtoseconds-a phenomenon called ultrafast demagnetization [2] [3] [4] . Although the microscopic mechanism for this process has been hotly debated, the key question of where the angular momentum goes on these femtosecond timescales remains unanswered. Here we use femtosecond time-resolved X-ray diffraction to show that most of the angular momentum lost from the spin system upon laser-induced demagnetization of ferromagnetic iron is transferred to the lattice on sub-picosecond timescales, launching a transverse strain wave that propagates from the surface into the bulk. By fitting a simple model of the X-ray data to simulations and optical data, we estimate that the angular momentum transfer occurs on a timescale of 200 femtoseconds and corresponds to 80 per cent of the angular momentum that is lost from the spin system. Our results show that interaction with the lattice has an essential role in the process of ultrafast demagnetization in this system.
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The Einstein-de Haas effect was originally observed in a landmark experiment 1 demonstrating that the angular momentum associated with aligned electron spins in a ferromagnet can be converted to mechanical angular momentum by reversing the direction of magnetization using an external magnetic field. A related problem concerns the timescale of this angular momentum transfer. Experiments have established that intense photoexcitation in several metallic ferromagnets leads to a drop in magnetization on a timescale shorter than 100 femtoseconds-a phenomenon called ultrafast demagnetization [2] [3] [4] . Although the microscopic mechanism for this process has been hotly debated, the key question of where the angular momentum goes on these femtosecond timescales remains unanswered. Here we use femtosecond time-resolved X-ray diffraction to show that most of the angular momentum lost from the spin system upon laser-induced demagnetization of ferromagnetic iron is transferred to the lattice on sub-picosecond timescales, launching a transverse strain wave that propagates from the surface into the bulk. By fitting a simple model of the X-ray data to simulations and optical data, we estimate that the angular momentum transfer occurs on a timescale of 200 femtoseconds and corresponds to 80 per cent of the angular momentum that is lost from the spin system. Our results show that interaction with the lattice has an essential role in the process of ultrafast demagnetization in this system.
Proposed mechanisms for ultrafast demagnetization generally fall into two categories: spin-flip scattering and spin-transport mechanisms. The first category explains the demagnetization process as a sudden increase in scattering processes that ultimately result in a decrease of spin order. These scattering processes can include electron-electron, electron-phonon, electron-magnon and even direct spin-light interactions. On average, such scattering must involve a transfer of angular momentum from the electronic spins to one or more other subsystems. Candidates include the lattice, the electromagnetic field and the orbital angular momentum of the electrons. Numerical estimates and experiments using circularly polarized light strongly suggest that the amount of angular momentum given to the electromagnetic field interaction is negligible 5 , and experiments using femtosecond X-ray magnetic circular dichroism indicate that the angular momenta of electronic spins and orbitals decrease in magnitude nearly simultaneously [6] [7] [8] . Therefore, the only remaining possibility for a spin-flip-induced change in angular momentum appears to be a transfer to the lattice via spin-orbit coupling 9 . Recent theoretical ab initio studies support this view [10] [11] [12] , but it remains to be experimentally verified.
The second category of proposed mechanisms relies on the idea that laser excitation causes a rapid transport of majority spins away from the excited region. Transport is considerably less efficient for minority spins, leaving behind a region of reduced magnetization density 13 . This mechanism has recently been investigated experimentally. One experiment has observed indirect demagnetization of ferromagnets by photoexciting a neighbouring metallic layer 14, 15 , whereas other groups have reported spin injection from a photoexcited ferromagnetic layer into a deeper-lying, unpumped layer of another ferromagnetic or nonmagnetic metal 16, 17 . If we consider the demagnetization process as a result of spin transport alone, the angular momentum of the entire system remains in the spin subsystem. In this case, the observed demagnetization is interpreted as a local effect, arising from the laser-induced spatial inhomogeneity. By contrast, studies have found sizeable ultrafast demagnetization of thin ferromagnetic films on insulating substrates 18 . In a transport model, it is hard to explain an A bulk ferromagnet has initial magnetitisation M initial , indicated by the blue arrow. After a spatially uniform partial demagnetization, the demagnetized subunits of the bulk exert a spatially uniform torque (dashed red circles). The forces from these internal torques cancel everywhere except at surfaces with normals not parallel to M initial , resulting in a transverse force (indicated by the red solid arrows). b, Ultrafast Einstein-De Haas effect in a thin-film sample (left) and the actual geometry for our X-ray diffraction experiment (right). In the left panel, the red arrows indicate transverse forces on the surface, which arise from the transfer of angular momentum. In the right panel, the direction of the incoming and outgoing X-ray beams are indicated with thick red arrows. The incoming angle ϕ in is fixed, while there is a range of outgoing angles ϕ out simultaneously, as given by the crystal truncation rod. This is indicated by the grey shading on the outgoing side. The two dashed red lines show the nominal outgoing beam directions for the (2 2 0) Bragg peak and the geometric horizon of the sample, respectively. The dashed rectangle indicates the (2 2 0) lattice plane. c, Layer structure of the thin-film sample used in the experiment.
Letter reSeArCH almost unchanged demagnetization process when the large bandgap of the substrate blocks the transport of carriers away from the excited region. From this, it appears that although spin transport can contribute to ultrafast demagnetization, there must also be sizeable contributions from spin-flip scattering.
If indeed some fraction of angular momentum is transferred to the crystal lattice on ultrafast timescales, it should be possible to quantitatively measure the resulting structural dynamics. The dynamics of the Einstein-de Haas effect have been previously considered in other contexts 19, 20 . Here we consider specifically the case in which bulk, magnetized iron is uniformly demagnetized by a homogeneous femtosecond pump excitation. The idea is illustrated in Fig. 1a . Sudden demagnetization causes mechanical torques that lead to unbalanced forces on the surfaces but not inside the bulk. We postulate that ultrafast demagnetization causes a transient volume torque density τ = −γ −1 dM/dt, where M is the initial magnetization, t is the time and γ is the gyromagnetic ratio 1 . The latter is often expressed using the dimensionless magnetomechanical factor g′ = −γħ/μ B (where ħ is the reduced Planck constant and μ B is the Bohr magneton), which is related, but not identical, to the spectroscopic g factor 21, 22 . In a continuum model of lattice dynamics, a torque density τ contributes to the off-diagonal elements of an antisymmetric stress tensor
and
2 . The resulting structural dynamics can be found by using the equation of motion
where ρ is the mass density of the material, u i (with i = 1, 2, 3) are components of the displacement, x i are Cartesian coordinates and 
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σ ij are components of the full stress tensor. The stress tensor can be written as
where C ijkl are the elastic constants,
is the strain and σ ij (ext) are the components of any other applied stresses (for example, expansive stress from heating, or magnetostriction) that do not constitute a torque density. Because equation (1) contains only spatial derivatives of the stress, we expect the largest structural displacements caused by angular momentum transfer to begin where the gradient in the absolute demagnetization is the largest; for example, at interfaces. As an illustrative example let us consider the uniform demagnetization of a free-standing thin iron film with surfaces normal to the x 3 direction. The film is initially magnetized to saturation in the x 1 direction, as shown in Fig. 1b . We assume that initially there is no strain in the film. For now we also ignore effects such as thermal expansion, which would contribute to diagonal components of σ (ext) . Under these assumptions, the only non-zero contributions in equation (2) are due to
. This implies that in the interior of the film the stress is uniform, with no immediate acceleration of the displacement. At the free surfaces of the film we have the boundary condition
In α-iron, the only non-zero components of the left-hand side of equation (4) involve C 3223 , leading to
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at the two surfaces. Solving equation (1) yields an impulsive transverse strain wave that propagates into the film from the interfaces. The duration of strain-wave generation is the timescale over which the angular momentum transfer occurs. The amplitude of the transverse wave is proportional to the magnitude of the mechanical torque from the demagnetization process and, consequently, the angular momentum transfer to the lattice. Expansive stresses from heating produce a similar effect via the diagonal elements of σ (ext) , but drive a longitudinal strain wave propagating from the interfaces, as has been well established in ultrafast acoustics 23 . In our experiment we performed time-resolved X-ray diffraction measurements of these structural dynamics using a magnetic iron film. As illustrated in Fig. 1c , instead of a free-standing film we used a singlecrystal iron film grown epitaxially on a non-magnetic MgAl 2 O 4 substrate with thin capping layers of MgO and Al. The film was initially magnetized in-plane by an applied magnetic field and was then partially demagnetized by an ultrafast laser pulse with a wavelength of 800 nm and duration of 40 fs. To measure the lattice dynamics with a high sensitivity to transverse strain, we performed grazing-incidence diffraction close to the in-plane (2 2 0) reflection. Using an X-ray area detector, we mapped the intensity along its (2 2 L) crystal truncation rod as a function of time after excitation. This intensity is directly related to the magnitude of the Fourier transform of the lattice displacements and offers a direct measure of both transverse and longitudinal strain 24 . Figure 2 shows the data for selected values of the X-ray momentum transfer along the truncation rod alongside the results of simulations using a discrete lattice dynamics model (see Methods). To identify dynamics that are connected to σ M , we performed measurements for opposite directions of the initial magnetization and subtracted the resulting data-a procedure that removes all contributions that do not depend on the sign of dM/dt. We see clear oscillations in this difference signal ( Fig. 2b) , which correspond closely to the expectations from our simulations. This is direct evidence of angular momentum transfer to the lattice on sub-picosecond timescales. For comparison, Fig. 2a also shows the dynamics for the sum of data obtained using opposite initial magnetizations. These data show a drop in intensity (see inset in Fig. 2a ), as well as oscillations at a slightly higher frequency. The overall drop in intensity is probably an effect of a strong increase in thermal disorder 25 , which is not directly modelled in our simulations. The oscillation period is that of longitudinal vibrational modes with a wavevector corresponding to the momentum transfer q z along the rod; this momentum transfer is modelled in the simulations as the result of an isotropic expansive stress activated by laser excitation. Figure 3 shows the frequency of oscillations as a function of wavevector q z for both the sum and difference data. These results confirm the presence of a transverse and a longitudinal strain wave independently of our simulations. As expected, the difference data agree with the linear relationship ω = v t q where the transverse velocity v t = 3,700 ± 200 m s ; see Methods). By fitting the simulations to the data, we can estimate both the timescale and the magnitude of angular momentum transfer to the lattice. The simulated data plotted in Fig. 2 use our best-fit parameters: an angular momentum transfer time of 200 fs and a total angular momentum transfer to the lattice equal to 8% of the total angular momentum initially in the spin system. On the same sample and under the same photoexcitation conditions, we observed a demagnetization of 10% using time-resolved magneto-optic Kerr spectroscopy. These values imply that, according to our best fit, the angular momentum transfer to the lattice due to the ultrafast Einstein-de Haas effect accounts for Letter reSeArCH 80% of the angular momentum lost from the spins owing to the demagnetization process.
Our results show conclusively that ultrafast demagnetization involves a sub-picosecond transfer of angular momentum to the lattice. At the microscopic level, our results provide strong evidence for the importance of spin-flip processes that directly or indirectly result in the emission of phonons. We expect that similar dynamics govern the behaviour of other systems in which an ultrafast change in spin angular momentum is observed, such as Ni or Co, and in ferrimagnetic systems displaying all-optical switching [27] [28] [29] [30] , where a rapid reversal of the direction of the magnetic moment is driven by femtosecond optical pulses. In the latter case, in addition to spin transport between magnetic sublattices or different regions of the material, our results indicate that lattice interactions may need to be considered for an adequate description of ultrafast switching processes. A better understanding of the physical mechanisms behind this angular momentum transfer to the lattice can ultimately assist in the search for next-generation materials for alloptical switching in devices.
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Letter reSeArCH . The high quality of the sample was verified by various methods, including in situ low-energy electron diffraction, synchrotron measurements of the X-ray reflectivity (XRR) and the sample structure (unit-cell parameters and lateral-coherence length), and post-experiment transmission electron microscopy (TEM) nanographs. The TEM nanographs indicated a total thickness of 17.9 nm, whereas the XRR measurements showed an Fe thickness of 15.5 nm with capping layers of 2.3 nm MgO and 2.7 nm Al. Because the XRR fits have considerably less uncertainty on the Fe film thickness compared to that of the thin capping layers, we consider the discrepancy between TEM and XRR to indicate primarily an uncertainty on the thickness of the capping layers in the XRR measurements. Transient magneto-optic Kerr effect measurements. To calibrate the magnitude of the demagnetization of the sample used in the X-ray experiment, we performed transient magneto-optic Kerr effect (MOKE) measurements using another femtosecond laser operating at 800 nm. The beam profile and incidence angle of the pump from the X-ray experiment were reproduced precisely (see Methods section 'X-ray pump-probe experiment'); the pump repetition rate for the MOKE was 500 Hz and the pulse duration was 100 fs. Extended Data Fig. 1 shows a series of measurements with increasing fluence. We note that the rapid oscillations during the overlap of the pump and probe pulses (0-300 fs; determined by a noncollinear pump-probe geometry) are not indicative of dynamics in the magnetization but arise from artefacts due to the need to replicate the pump conditions of the X-ray experiment 31, 32 . For our analysis we used only the magnitude of the pump-probe effect, averaged from 0.4 ps to 0.7 ps delay time. This yielded the calibration line between fluence and demagnetization shown in Extended Data Fig. 2 , which was used for the comparison between demagnetization and mechanical angular momentum discussed in the main text. The fluence dependence measurement confirms that the pump laser conditions of the X-ray experiment were still well below the damage threshold (which occurs at about 12.5 mJ cm −2 and 15% demagnetization) and in the linear regime of the demagnetization-fluence curve. Longitudinal sound-speed measurements. To measure the longitudinal speed of strain waves in our film we performed pump-probe reflectivity measurements similar to those reported by Thomsen et al. 23 . The pump laser had a wavelength of 800 nm, a pulse duration of 40 fs and a repetition rate of 250 kHz. For the probe, a second-harmonic 400-nm beam was generated using a beta barium borate crystal. We measured a time of 7.2 ± 0.1 ps required for the surface-generated acoustic wave to propagate to the substrate-Fe interface and back. We thus estimate a longitudinal sound velocity of 4,730 ± 150 m s −1 for iron, where we assume that the wave propagates twice through 15.5 nm of Fe and 2.4 nm of capping material (in agreement with the stack thickness of 17.9 nm measured via TEM). Here we assumed that the capping layers consist of 50% epitaxial MgO with a longitudinal sound velocity 33 . X-ray pump-probe experiment. For the time-resolved experiment at the X-ray pump-probe endstation 35 at LCLS, an external magnetic field was used to set the magnetization direction of the film between X-ray shots. This was achieved using a small laminated-core electromagnet driven by a pulser 36 based on insulated-gate bipolar transistor technology. For each shot of the X-ray laser, the sample magnetization direction was set according to a pseudorandom sequence and tagged for the data acquisition system. This prevented possible periodic disturbances, such as the mains frequency leaking into our magnetic difference signal. A nitrogen cryoblower was used during the measurement and the sample was cooled to 200 K; the main reason for cooling was shielding of the sample from X-ray damage in air, which we had encountered during earlier tests at the Swiss Light Source synchrotron.
The sample was mounted vertically; the incoming angle of the X-rays was 1° and the X-ray photon energy was 6.9 keV with a pulse rate of 120 Hz. The total integration time for the measurement was 10 h, during which 158 pump-probe scans were completed (21 scan steps from −1 ps to 5 ps; 600 shots per step). For each X-ray shot we recorded the incident intensity I 0 using a diode that measured backscattering from a window. The average pulse energy from the machine was 1.8 mJ, leading to roughly 10 9 photons per shot at the sample after monochromator and beamline losses. The spectral-encoding-based timing tool of the XPP endstation was used to rebin the data with 100-fs-wide bins 37 . The measured average diffraction data in each bin was then normalized to the average I 0 for the corresponding shots. The outgoing beam was imaged in a grazing-exit geometry using the CSPAD-140k area detector 38 , yielding single-shot measurements of the (2 2 L) crystal truncation rod (CTR) with an L range from 0.03 to about 0.1. This range of momentum transfer is restricted on the lower end by the incidence angle of 1° and the absorption inside the sample. On the upper end, a hard limit was defined by the detector area, but the strong decrease in signal-to-noise ratio with increasing L resulted in a useful range of up to 0.1. The effective q z resolution decreased owing to sample inhomogeneity, geometric and footprint effects, as well as X-ray divergence.
The optical pump beam was delivered by a femtosecond laser working at 800 nm with a pulse duration of 40 fs and a repetition rate of 120 Hz. We set the incidence angle to 85° and made the pump p-polarized. For the fluence calibration, we measured the mode shape of the optical pump beam at the sample position using a charge-coupled device camera. We then recorded the total incident power for different attenuation settings, as well as the power reflected by the sample. We used the Fresnel transfer-matrix method 39 and the known sample structure to calculate the power absorbed and reflected by the Fe layer as a function of the angle of incidence. The optical constants for this procedure were taken from the literature 40, 41 ; the best fit to our data gave an incident fluence of (8.0 ± 0.3) mJ cm −2 at an angle of (85.64 ± 0.05)°, with (2.7 ± 0.1) mJ cm −2 absorbed by the iron film. The uncertainties in the optical constants and thicknesses do not contribute a substantial error for these calculations; instead, the uncertainties in fluence are dominated by our estimate of how well the pump and probe signals overlapped in the X-ray and MOKE measurements.
To obtain the normalized sum and difference data shown in Fig. 2 , the data were sorted by the direction of the initial magnetization. The data in Fig. 2a correspond to the average of both magnetization directions, whereas the traces in Fig. 2b were obtained by subtracting the two opposite directions. To ensure that no sizeable residual signal from the sum data was present in the difference data, we performed a control analysis by randomly partitioning the data collected at one magnetization direction into two parts, as shown in Extended Data Fig. 5 . X-ray detection of surface strain and transverse displacements. According to the kinematic theory of X-ray diffraction the scattering intensity I s for a given momentum transfer Q from a crystal with a monatomic basis is is the structure factor in the absence of strain. In our experiment G is directed within the surface plane and q is directed along the outward surface normal. Let us define the z axis as the surface normal, and write u t = u•G as the component of the displacement along G. The second term of equation (7) is proportional to the imaginary part of the Fourier transform of u t and the third term is proportional to the imaginary part of the Fourier transform of u z q z . For coherent modes these terms correspond to timeoscillating contributions to the X-ray diffraction signal with an amplitude proportional to the appropriate q-resolved component of the displacement field. The weighting factors are, however, quite different: the signal from the u t component is enhanced by a factor of G/q z , which in our experiment ranged from 28 to 94 because we were measuring in the (2 2 L) CTR with a useable L-range of 0.03-0.1. Connection of transverse strain to angular momentum. In the main manuscript we show that an antisymmetric contribution to the stress tensor that is proportional to the time derivative of the magnetization leads to a transverse strain wave from the surface. Our experimental data show the presence of such a wave. Here we argue that our observations cannot be explained by any other known physical effect.
One of the basic theorems of continuum mechanics is that the conservation of mechanical angular momentum implies that the stress tensor in a material is symmetric 42 ; in other words, σ ij = σ ji . Antisymmetric components of the stress violate this equality and necessarily lead to changes in the mechanical angular momentum. Thus, we can reformulate the question of whether our transverse strain wave is the result of processes that conserve angular momentum to an equivalent question of whether any known physical mechanism that induces a symmetric stress tensor can result in our observation of transverse strain.
We note that in our experiment we subtract data taken at equal and opposite values of the initial magnetization M. Thus, to explain our data we need a contribution to the stress tensor that depends on the magnetization or on some time derivative of it. The only previously known mechanism for this (besides the rotational coupling identified with the Einstein-de Haas effect) is magnetostriction, where the stress tensor depends on the instantaneous value of M itself. Because
Letter reSeArCH ferromagnetic α-iron has inversion symmetry, the magnetostrictive stress depends on M only through terms that are even in M. Therefore, any magnetostriction component is subtracted from the signal in our data analysis.
Even if small systematic errors in the magnetization reversal were to lead to a small magnetostrictive contribution to our signal, the stress would follow the temporal dynamics of the magnetization M(t) and show a step-like behaviour over our measurement window. The resulting dynamics, when resolved in momentum space, would have a cosine-like phase similar to what we see in the longitudinal strain dynamics. In our experiment we observe clearly a sine-like phase in the oscillations, indicating that the stress inducing the dynamics lasts for a short time compared with the period of the Fourier components that we see in our experiment.
Other known methods for generating transverse strain from laser heating 43 rely on anisotropic materials or textured polycrystals, which do not apply to the present situation. In addition, these mechanisms are also independent of the sign of the magnetization and would all lead to cosine-like oscillations. Finally, one could also imagine that transverse strain is generated by the substrate or the neighbouring capping layer. These materials are, however, optically transparent, inversionsymmetric and nonmagnetic. It is therefore difficult to see how the pump could induce a strong change, and especially how the sign of the transverse strain would depend on the initial magnetization direction in the iron film. Simulations and fitting. To properly model our X-ray diffraction experiment, the continuum model of the ultrafast Einstein-De Haas effect needs to be discretized on the atomic scale. The starting point for the lattice-dynamics part of the atomistic simulation is a Born-von Kármán fifth-nearest-neighbour (five-shell) general force-constant model with empirical parameters taken from ref. 26 . In Extended Data Table 1 , we reproduce their notation for the force-constant matrices originally taken from ref. 44 and described, for example, in ref. 45 . For our thin-film calculation, the three-dimensional model of harmonic springs can be reduced to a chain of layers because there are no differential forces between atoms of the same layer. In the following, we assume the experimental situation-that is, a body-centred cubic (bcc) Fe thin-film sample with crystallographic surface (0 0 1), whose magnetization lies completely on the film plane. This film orientation and geometry makes sure that the off-diagonal elements in Extended Data Table 1 do not contribute to the lattice dynamics. We call the two in-plane directions x and y and the out-of-plane direction, which is the direction of the chain, z. Both the compressive (longitudinal) and the shear (transverse) strain waves travel along the z direction.
The fundamental units of this reduced model are layers of thickness a 1 2 , where a = 2.860 Å is the lattice constant 46 of bcc Fe. The independent dynamic coordinates of each layer N are the displacements from the equilibrium position, = ε ε ε ε ( , , ) N x N yN zN . As stated above, no relative movement of the atoms within one layer is needed, because all forces-both external and internal-are identical for atoms of the same layer. The equation of motion for layer N can thus be written as
where m N is the mass of the Nth layer and e j is a Cartesian unit vector. The number ΔN of neighbouring layers that are taken into account and the spring constants k N±ΔN are determined from the three-dimensional model. For the fifth-neighbour iron model we find ΔN = 3, and the effective spring constants for the layers are as follows (see Extended Data Table 2 )
z 1 1 4 For the compressive wave, we used the absorbed fluence of the iron film and the heat capacity of bcc Fe compiled in ref. 47 to calculate the temperature increase from the laser pump. The result is a final temperature of 651 K when starting at 200 K. The effective thermal stress is then estimated from literature values for the linear thermal expansion coefficient of iron 48 and the elastic constants 49 . Because our pump-probe delay times are much smaller than the time needed for acoustic waves to propagate from the lateral edges of the pumped area to the probed region (about 100 ns for our geometry), we can treat the wave as quasi-one-dimensional 50 . For the transverse wave, the density 46, 51 and saturation magnetization 52 of bcc iron were taken from the literature (for films thicker than 10 nm, bulk values are appropriate 53 ), and we then discretized the spatial gradient of the initial magnetization. Because the shape of the gradient is not known precisely, there is seemingly a bit of freedom here: in one extreme, all layers of the film initially have the same magnetization, right up to the surface layer, with the magnetization dropping to zero right at the surface, over less than one unit cell. One could also imagine that the initial magnetization decreases more smoothly over a few layers close to the surface. We modelled the demagnetization-induced lattice dynamics for different initial cases, from a half-unit-cell sharp drop at the surface to a gradual decrease over the top 10 monolayers. Although the detailed shape of the strain wave in the lattice dynamics model is slightly different, once the X-ray diffraction signal in the region of interest is calculated (that is, in the (2 2 L) CTR, with L between 0.03 and 0.1), all cases are virtually indistinguishable. This makes sense because an outof-plane component of the momentum transfer of up to 0.1 reciprocal lattice units implies that the spatial resolution in the out-of-plane direction cannot be better than about 10 monolayers.
The substrate and the capping layers of the film were treated in the model by modifying the masses of the respective parts of the linear chain so that they gave the correct volumetric density of the respective material (MgAl 2 O 4 , MgO, Al). In a second step, the spring constants inside those layers were all scaled so that the correct longitudinal speed of sound for the material was reproduced. At the interfaces between dissimilar materials, the averages of the spring constants on both sides were taken. This procedure leads to the correct amount of reflection and transmission of the strain wave at the interface with the substrate, and the capping layers are fairly thin and light, such that small details of the propagation inside them do not lead to a strong effect on the dynamics in the iron film, which is what the diffraction experiment is sensitive to. Example snapshots of the transverse components of the displacement, strain and velocity are shown in Extended Data Fig. 4 for various times as a function of depth z. The transverse velocity profile in the displacement and velocity fields is, to leading order, related to the mechanical component of the angular momentum in the probed volume via L mech = A∫zρv t zdz, where ρ is the material density and A is the effective area of the probe. In the last step of the simulation, the calculated real-space trajectories in all the iron layers considered in the simulation were mapped to the expected X-ray diffraction signal in the (2 2 L) truncation rod using a simple kinematic diffraction model with extinction.
The multi-step simulation procedure of lattice dynamics and X-ray diffraction cannot directly be fitted to the measured data. Instead, we calculated the expected magnetic difference signal for different discrete settings of the angular momentum transfer time to the lattice (modelled by an exponential response function with a time constant of 0, 10, 25, 50, 100, 250, 500, 1,000 and 2,500 fs and in the range 100-400 fs in 20-fs steps) and of the magnitude (angular momentum corresponding to 0%-30% of the saturation magnetization, in 1% steps). The magnetic difference signal of each simulation run, normalized per q z band to the intensity before time zero and corrected for the Debye-Waller drop, was compared to the experimental data and the goodness of fit was assessed with the χ 2 measure. Only q z slices with sufficient signal-to-noise ratio were included. The best χ 2 value was found at 200 fs and at a demagnetization of 8% of the saturation magnetization (which corresponds to 80% of the demagnetization seen by MOKE, which was 10% under the same conditions). The full χ 2 maps for both time ranges are displayed in Extended Data Fig. 3 .
For the simulation-independent extraction of the frequencies in Fig. 3 , the experimental data were binned into q z slices. The initial drop was removed and the remaining curvature of the trace was corrected with a quadratic background subtraction. The frequencies were extracted by fast Fourier transforms (FFT) using zero padding and a Chebychev window with width set to the length of the unpadded data. Lastly, a Gaussian fit was used to extract the main frequency component of the FFT. The width of the Gaussian was constrained to less than 0.7 THz to correctly find the acoustic peak and avoid fitting extremely wide peaks at very high frequencies, where the transverse data are most noisy. This processing chain, optimized for the experimental data, was kept unchanged for the simulated data as verification.
In Fig. 2 , the error bars for the noise-free simulated data are the asymptotic errors from the Gaussian fits to the peaks in the FFT spectra of the q z bands. We then performed a single weighted fit to the linear dispersion function ω = vq z to extract the sound velocity; the uncertainties for the simulations are the asymptotic errors of this fit. For the experimental data we performed a bootstrapping procedure to estimate the uncertainties in the dispersion slopes. For the bootstrapping, we took as a starting point the measured time traces, integrated over the selected ranges of momentum transfer. We then constructed 1,000 virtual datasets by adding Gaussian-distributed noise to each data point, with a 1σ width equal to the standard error of each point, as determined from 158 real independent scans. We then performed the same analysis procedure as for the simulated data on each of these virtual datasets to get a distribution of results for the speed of sound. Both distributions for the speed of sound show a nearly Gaussian-shaped profile, although the difference measurements have a long, but very small, asymmetric tail extending to higher frequencies. We estimated the most probable value and the uncertainties in these distributions by fitting them with a Gaussian profile and report the mean value with uncertainties corresponding to 1σ of the fitted Gaussian shape. Code availability. Data processing and simulation codes are available from the corresponding author on reasonable request.
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Letter reSeArCH The left panel has a coarse logarithmic axis for the transfer time, whereas the right panel has a linear scale for a more precise determination of the optimum. The optima are indicated by the red crosses; for the coarse scale, the best χ 2 of 628.9 is reached for the simulation with 100 fs transfer time and 7% magnitude. For the fine scale, the best values are 200 fs and 8%, with a χ 2 of 618.8. The traces in Fig. 2 were generated using the latter parameters.
Letter reSeArCH Fig. 2 . We constructed the 'M+' virtual control dataset by taking only the M > 0 data from each of the 158 scans. Data analysis was then performed by taking the difference of all even and all odd scan numbers. The 'M−' control dataset was created in the same manner by using only the M < 0 shots. We note that the uncertainties on both control sets are larger than for the actual magnetic difference data, because each control set uses only half of the total data. These control measurements are also more strongly influenced by longerterm drifts in the alignment of the free electron laser (there were about 4 min between consecutive scans), leading to some noise correlations. Nevertheless, all control sets are consistent with no signal.
