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To Sasha Beilinson on his 60th birthday
A` travers le brouillard, il contemplait
des clochers, des e´difices, dont il ne
savait pas les noms.
Flaubert, L’E´ducation sentimentale.
Abstract
Perverse schobers are conjectural categorical analogs of perverse
sheaves. We show that such structures appear naturally in Homo-
logical Minimal Model Program which studies the effect of birational
transformations such as flops, on the coherent derived categories. More
precisely, the flop data are analogous to hyperbolic stalks of a perverse
sheaf.
In the first part of the paper we study schober-type diagrams of
categories corresponding to flops of relative dimension 1, in particular
we determine the categorical analogs of the (compactly supported)
cohomology with coefficients in such schobers.
In the second part we consider the example of a “web of flops"
provided by the Grothendieck resolution associated to a reductive Lie
algebra g and study the corresponding schober-type diagram. For g =
sl3 we relate this diagram to the classical space of complete triangles
studied by Schubert, Semple and others.
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0 Introduction
A. Goals of the paper. Perverse schobers are conjectural categorical
analogs of perverse sheaves. The possibility of a meaningful categorified
theory of perverse sheaves was suggested in [36]. It gradually becomes clear
that such a theory must indeed exist and have applications to various areas of
mathematics. In some simple cases a precise definition of perverse schobers
can be given using quiver description of perverse sheaves as a starting point
and then replacing quivers by analogous diagrams of triangulated categories
and exact functors.
One important role of perverse schobers is that they can serve as natural
coefficient data for forming Fukaya categories [27], just like sheaves can serve
as coefficient data for forming cohomology.
The goal of this paper is to investigate a different, perhaps “mirror dual”
to the above, appearance of pervese schobers: in birational geometry. We
are talking especially about the Homological Minimal Model Program which
studies derived categories of coherent sheaves on algebraic varieties related
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by flops. Our starting point was the observation that the basic framework of
the derived equivalence corresponding to a flop [14] matches very precisely
the “hyperfunction” description (given in [35] and recalled in Proposition 1.1
below) of Perv(C, 0), the category of perverse sheaves on C smooth outside
0. We do not know any a priori reason for this remarkable match.
B. Brief summary of the paper. In the first part of the paper, we study
various features of the schober-type diagrams of categories corresponding to
flops of relative dimension 1. In this case the corresponding perverse schobers
F (we call it them flobers) can be seen as categorifications of objects from
Perv(C, 0). We describe the categories having the meaning of Hi(C,F) and
Hic(C,F). In particular, we see an appearance of the “categorical Poincare´
duality” between H0 and H2c : it corresponds to Toe¨n’s Morita duality [50]
between the coherent derived category Db(Z) and the category of perfect
complexes Perf(Z) of a singular projective variety Z.
At the same time, the description of Perv(C, 0) mentioned above, is a
particular case of a much more general classification result [35] for perverse
sheaves on Cn smooth with respect to a stratification given by an arrangement
of hyperplanes H with real equations. That result (recalled as Theorem 3.1
below) is formulated in terms of combinatorics of the chamber structure of the
real part Rn ⊂ Cn (including walls between chambers and, more generally,
faces of all dimensions) given by H. Again, we note that similar kinds of
chamber structures appear in birational geometry [37] in the study of the
cone of movable divisors and the corresponding flops.
In the second part of the paper, we consider the prototypical example
where the movable cone with its chamber structure can be investigated in
great detail: that of the simultaneous Grothendieck resolution associated to
a reductive Lie algebra g. In this case the chamber structure is given by the
Weyl chambers in the lattice of integer weights h∗Z.
C. Relation to earlier work. Whatever possible approach one chooses, a
perverse schober on a stratified variety (M, {Mα})) amounts to the following
levels of structure:
(0) A local system L of (enhanced) triangulated categories on the open
stratum M0.
(1, 2,· · · ) “Singularity data” extending L to strata of higher codimension.
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In several situations, the local system L is known; our observation is that
(some of) the singularity data are also naturally present.
We note the recent work of Donovan and Wemyss [23] who associated, to
a system of 3-dimensional flops, a local system L of triangulated categories
on the complement of a hyperplane arrangement closely related to the root
arrangements of types A-D-E.
In the context of Grothendieck resolutions, the work of Bezrukavnikov
[7] and Bezrukavnikov-Riche [9] has, quite some time ago, constructed the
braid group action on the corresponding coherent derived category. This
gives a (W -equivariant) local system L of triangulated categories on the open
stratum h∗reg in the space of complex weights. These results can be seen as
“quasi-classical” analogs of the following fundamental fact: the braid group
associated to a semisimple Lie algebra g, acts by Schubert correspondences,
in Dbconstr(G/B), the constructible derived category of the flag variety G/B.
Our point of view is that this local system L should admit a natural extension
to a perverse schober on entire h∗ smooth with respect to the stratification
given by the arrangement of the coroot hyperplanes. Indeed, the transition
functors of our flober diagram along real codimension 1 faces give precisely
this local system.
In fact, [7] [9] have constructed the action of the affine Weyl group, not
just the Artin braid group. From our point of view, this should be extended to
a schober on the dual torus H∨ (instead of the Cartan subalgebra) smooth
with respect to the stratification given by the arrangement of the “coroot
subtori”. This indicates that the types of perverse schobers appearing in
birational geometry go beyond the realm of hyperplane arrangements.
Further, our approach seems closely related to the general philosophy
of Bezrukavnikov [8] concerning derived categories of symplectic resolutions.
That context is more general than that of the Grothendieck resolution (which
is the “universal deformation” of T ∗(G/B), a symplectic resolution of the
nilpotent cone) and includes, for instance, all quiver varieties of Nakajima. In
that case, the chamber structure also plays a crucial role. Moreover, the point
of view based on quantization in characteristic p, provides additional insight
into the existence and nature of derived equivalences between resolutions
corresponding to adjoining chambers (“symplectic flops”).
If we go one categorical level down, we get actions of affine Hecke alge-
bras on various Grothendieck groups related to T ∗(G/B) and Grothendieck
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resolutions which have been, for some time, a classical subject in representa-
tion theory [21]. (They are, of course, modern manifestations of the peren-
nial principal series intertwiners, familiar in representation theory since the
1940’s.) However, such questions end up being quite subtle, due to the fact
that various composite correspondences become very singular as algebraic
varieties. In our context, the analogs of such correspondences are given by
various fiber products XC of the flopped Grothendieck resolutions. They are
labelled by cells C of the root arrangements in the space of real weights.
We observe that for g = sln the highest fiber product X0 s related to the
classical variety of simplices in Pn−1 [34] [3] [4]. In particular, for n = 3, the
variety of triangles T has been studied in the XIX century by Schubert [46]
who has constructed its desingularization, the variety of complete triangles
T̂ , see [47][45]. Using T̂ allows us to lift the diagram of fiber products for sl3
to a diagram containing only smooth varieties. The relation of Schubert’s
complete triangles with correspondences (also bearing Schubert’s name) on
the Grothendieck resolution has, apparently, not been noticed before.
In this paper we consider only “B-model” aspects of perverse schobers,
i.e., schobers formed by coherent derived categories only. Relations of such
schobers to homological mirror symmetry, cf. the work of Harder-Katzarkov
[29], seem very interesting.
D. Organization and results of the paper. §1 explains an analogy
between flopping diagrams
(0.1) X− ←− X0 −→ X+
and perverse sheaves on the disk (or on the complex plane C) smooth out-
side of 0. We denote by F and call flober the diagram of coherent derived
categories associated to a flopping diagram as above.
In §2 we make sense and identify the categories Hi(C,F) and Hic(C,F)
in terms of the singular variety Z (the common flopping contraction of X±).
This is done in Theorems 2.5 and 2.12).
§3 explains the role of hyperplane arrangements in HMMP and presents
our approach to perverse schobers smooth with respect to an arrangement
with real equations. This approach is based in the description of perverse
sheaves given in [35].
In §4 we give a detailed treatment of the Grothendieck resolution from
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the point of view of flops. This material is known but we could not find an
existing presentation suitable for our purposes.
§5 is devoted to constucting the “anti-flober”, the diagram of partial blow-
downs ZC of various flopped Grothendieck resolutions These blowdowns are
labelled by faces C of the coroot arrangement. We pay special attension to
the singular nature of ZC for C of small codimension and their relation to
similar varieties for Levi subalgebras in g.
In §6 we construct fiber products XC of flopped Grothendieck resolutions
(the analogs of the variety X0 in (0.1)). These varieties, although extremely
beautiful, have not been traditionally considered in representation theory.
The closest concept discussed in the literature, is the variety of simplices [3]
defined as the space of maps of the Coxeter complex of g to the spherical
Bruhat-Tits building. We denote the principal component of this variety by
Tg. As for the ZC above, we establish relations of XC for C of small codi-
mension, with similar varieties for Levi subalgebras in g but corresponding
to the smallest face 0. . In fact, the variety X0 appears as the total space of a
natural coherent sheaf on Tg whose fibers, generically are Cartan subalgebras
in g but can have higher dimension over certain degenerate points. This gives
rise to a natural partial desingularization which we call Cartanization.
In §7 we study the first new case g = sl3. Remarkably, in this case,
Cartanization of Tg gives a smooth variety which is identified with Schubert’s
variety of complete triangles (Proposition 7.3). Therefore, the entire flop
diagram for sl3 can be interpreted in terms of Schubert’s space. We perform
a detailed geometric study of various intermediate fiber products (2-ray and
3-ray varieties) which appear in composing the elementary correspondences
[44]. These partial fiber products are related to varieties of partial triangles
which form classical stepping stones to T̂ , see [45] and references therein.
Finally, in §8 we establish the main properties of the flober diagram for
sl3 (Theorem 8.3). We prove all the conditions of the Definition 3.6 defining
H-schobers except one which concerns a diagram which we call the Schubert
transform. It connects two 1-ray fiber products of flopped Grothendieck
resolutions via the Cartanized variety Y0 (the central term in the sl3-flop
diagram, which is the total space of a vector bundle over T̂ ). Studying
the effect of the Schubert transform on derived categories might help to
understand sln-schobers for higher n.
6
E. Acknowledgements. We are grateful to R. Bezrukavnikov, A. Bodzenta,
T. Bridgeland, W. Donovan, A. Efimov, A. Kuznetsov, Yu. Prokhorov, B.
Toen and M. Reid for useful discussions and correspondence. We are also
grateful to the referees for numerous remarks which have improved the paper.
The work of A.B. and M.K. was supported by the World Premier Inter-
national Research Center Initiative (WPI Initiative), MEXT, Japan. A.B.
is partially supported by Laboratory of Mirror Symmetry NRU HSE, RF
Government grant, ag. № 14.641.31.0001.
V. S. thanks Kavli IPMU for the support of the visits during which a part
of this work was performed.
7
1 Flops and schobers on the disk
A. Reminder on perverse sheaves. Let M be a connected complex
manifold and S = (Mα) be a complex analytic stratification of M . We
assume that eachMα is smooth but the closureMα can be a singular complex
analytic space. In particular, there is an open dense stratum M0.
We denote by Perv(M,S) the abelian category of S-constructible perverse
sheaves of Q-vector spaces on M , with respect to the middle perversity [6].
That is, we view Perv(M,S) as an abelian subcategory in the triangulated
category of S-constructible complexes of sheaves on M , defined as the heart
of the perverse t-structure. We further normalize the shift of the t-structure
by the following requirement: for F ∈ Perv(M,S) the restriction F|M0 is a
local system in degree 0.
Thus a perverse sheaf can be viewed as a particular way to extend a local
system on X0 to strata of higher codimension.
Perv(M,S) is a Noetherian and Artinian abelian category. In many cases
it can be identified with the category of representations of an explicit quiver
with relations.
The simplest case is M = C, stratified by 0 and C − {0}. Denote the
corresponding category of perverse sheaves by Perv(C, 0). Its descrption
by linear algebra data was first found in [28]. The following alternative
description [35] was the starting point of the present paper.
Proposition 1.1. Perv(C, 0) is equivalent to the category of diagrams of
Q-vector spaces
E−
δ−
// E0
γ−oo γ+ //
E+
δ+
oo
satisfying the two following conditions:
(1) γ−δ− = IdE−, γ+δ+ = IdE+.
(2) The maps γ−δ+ : E+ → E−, γ+δ− : E− → E+ are invertible.
Explicitly, for F ∈ Perv(C, 0) the corresponding diagram is found as
follows. Let R = H1R(F), the sheaf of the 1st hypercohomology with support
on R ⊂ C.
This is a sheaf on the real line R, constructible with respect to the strat-
ification into R<0, 0 and R>0. The spaces E−, E0, E+ are the stalks of R at
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these strata. The maps γ± are the generalization maps for R. The maps δ±
can be obtained by considering the dual perverse sheaf F∗, see [35].
The isomorphism
T = (γ+δ−)(γ−δ+) : E+ −→ E+
is the monodromy of the local system F|C∗ calculated at any point of R>0.
Further, the global (hyper)cohomology and the (hyper)cohomology with
compact support of F are given by the following two complexes:
(1.2)
RΓ(C,F) =
{
E− ⊕E+
(δ−,δ+)
−→ E0
}
,
RΓc(C,F) =
{
E0
(γ−,γ+)
−→ E− ⊕ E+
}
,
concentrated in degrees [0, 1] and [1, 2], respectively. The canonical map
RΓc(C,F) −→ RΓ(C,F),
is the unique morphism of the above complexes, identical on E0.
B. The Atiyah flop and its flober. We want to compare Proposition 1.1
with the simplest example of a flop in birational geometry. We will work over
an algebraically closed field k. For an quasi-projective scheme X over k we
denote byDb(X) the bounded derived category of coherent sheaves onX, and
by PerfX the triangulated category of perfect complexes, so PerfX ≃ Db(X)
if X is smooth and quasi-projective. When needed, we will consider Db(X)
and PerfX as dg-categories with their standard enhancements by the RHom-
complexes.
The classical (Atiyah) flop is the diagram
(1.3) (X−, C−)
f−
−→ (Z, z)
f+
←− (X+, C+)
formed by two birational desingularizations of a 3-fold Z with one quadratic
singular point z. The desingularizations X± are small, i.e., each preimage
C± = f
−1
± (z) is identified with P
1, in contrast with the blowup q : X0 =
BlzZ → Z which has q−1(z) = P1 × P1. In fact, X0 = X−×Z X+ is the fiber
product of X− and X+, so we have a diagram
(1.4) X−
p−
←− X0
p+
−→ X+.
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Example 1.5. In the simplest case, Z is the 3-dimensional quadratic cone,
which we can write in the determinantal form
Z =
{
z ∈ Mat2(k)| det(z) = 0
}
.
The varieties X± are given explicitly by:
X+ =
{
(z, l) ∈ Mat2(k)×P
1| z(l) = 0
}
, X− =
{
(z, l) ∈ Mat2(k)×P
1| zt(l) = 0
}
.
Here P1 is viewed as consisting of 1-dimensional subspaces l in k2, on which
Mat2(k) acts. So X±, as abstract varieties, are each identified with the total
space of the vector bundle O(−1)⊕2 on P1. The variety X0 is the total space
of the line bundle O(−1,−1) on P1 × P1.
It was proved in [14] that Db(X+) and D
b(X−) are equivalent. More
precisely, each of the functors (now known as the flop functors)
(1.6)
T+,− = Rp−∗ ◦ p
∗
+ : D
b(X+) −→ D
b(X−),
T−,+ = Rp+∗ ◦ p
∗
− : D
b(X−) −→ D
b(X+),
is an equivalence. Therefore the diagram of categories
(1.7) Db(X−)
Lp∗−
// Db(X0)
Rp−∗oo Rp+∗ //
Db(X+)
Lp∗+
oo
satisfies the categorical analogs of the properties (1) and (2) of Proposition
1.1. We say that (1.7) represents a perverse schober on C.
We denote this schober by F. Since F comes from a flop, we refer to it as
the flober associated to (1.3).
C. General flops of relative dimension 1. The Atiyah flop is a partic-
ular case of a more general situation [51] [10] which also leads to schobers on
the disk. We recall this context in a partial generality, see [10] for general
case.
We consider a Cartesian diagram of quasi-projective schemes (also re-
ferred to as a flop)
(1.8) X0 = X− ×Z X+
p−
ww♦♦♦
♦♦
♦♦
♦♦
♦♦
♦
p+
''❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
X−
f−
''❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
X+
f+
ww♦♦♦
♦♦
♦♦
♦♦
♦♦
♦♦
♦
Z
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with the following properties:
(F1) X± and Z are irreducible algebraic varieties (i.e., reduced schemes),
with X± smooth and Z normal.
(F2) Z is allowed to have canonical hypersurface singularities. Further, the
multiplicity of each singular point z ∈ Z is at most 2. That is, in ẑ,
the formal neighborhood of z, the equation of Z can be brought to the
form t20 = f(t1, · · · , tn).
(F3) The morphisms f± are birational, and each fiber of both f± has di-
mension ≤ 1. Further, for a singular point z ∈ Z as in (F2), the two
preimages f−1± (ẑ) can be identified as formal schemes (but not as formal
schemes over ẑ) via the involution t0 7→ (−t0).
(F4) The exceptional loci of f± have codimension ≥ 2.
Note the scheme X0 can be singular and even non-reduced.
In this setup we have the flop-flop functors T+,− and T−,+ similar to (1.6).
More precisely, It was shown in [10] that T+,− and T−,+ are equivalences. In
particular, for this situation we have a schober F as in (1.7). This schober
further was studied in [10].
Another important feature of a flop (1.8) is the (triangulated) null-category
of the morphism f− which is the full subcategory in D
b(X−) defined as
(1.9) C− :=
{
A− ∈ D
b(X−)| R(f−)∗(A−) = 0
}
,
and similarly for C+.
Remarks 1.10. (a) For an extension to the case when X± have Gorenstein
singularities, see [10].
(b) If one relaxes the assumption that the dimensions of the fibers of f±
are ≤ 1, then the flop functors (1.6) may no longer be equivalences, see [41].
D. Flober decategorified. For a triangulated category D we denote by
K(D) = K0(D) ⊗ Q the Grothendieck group of D made into a Q-vector
space. We denote by [F ] ∈ K(D) the class of an object F ∈ D. For an
algebraic variety X over k, we write K(X) = K(Db(X)); this is the rational
Grothendieck group of coherent sheaves on X.
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Applying the functor K to the diagram (1.7) of the kind considered in
§C, we get a diagram of Q-vector spaces
(1.11) E− = K(X−)
δ−=p∗−
// E0 = K(X0)
γ−=p−∗oo γ+=p+∗ //
E+ = K(X+).
δ+=p∗+
oo
This diagram satisfies the properties of Proposition 1.1 and so represents a
perverse sheaf on (C, 0) which we denote K(F).
Example 1.12.Consider the situation of Example 1.5. In this case the
diagram (1.11) has the form
Q2
δ−
// Q4
γ−oo γ+ //
Q2.
δ+
oo
Indeed, we have the diagram
(1.13) X−
π−

X0
p−oo
π0

p+ // X+
π+

P1 P1 × P1pr−
oo
pr+
// P1
where π± represents X± as the total space of OP1(−1)
⊕2 and π0 represents
X0 as the total space of OP1×P1(−1,−1). Therefore
K(X±) ≃ K(P
1) ≃ Q2, K(X0) ≃ K(P
1 × P1) ≃ Q4.
This means that the perverse sheaf K(F) has generic rank 2.
Proposition 1.14. Let j : C∗ →֒ C be the embedding. Then, in the situation
of Example 1.12,
K(F) ≃ Q0[1]⊕QC ⊕ j!(QC∗).
Remarks 1.15. (a) In particular, the proposition says that the monodromy
of the local system j∗K(F) on C∗ is trivial. This triviality is a feature of
our local case: the varieties X± are non-proper, being just neighborhoods of
the corresponding (−1)-curves C±. The self-equivalence (flop-flop functor)
of Db(X±) underlying the monodromy is, by general results, see [10], the
spherical reflection with respect to the spherical object OC±(−1). In our
local case the class [OC±(−1)] ∈ K(X±) vanishes, see (1.18) below.
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(b) The situation will be different in the case of a flop relating proper
smooth varieties. For instance, consider the natural compactification of Ex-
ample 1.5 that is, the flop between the two resolutions of the projective 3-
dimensional quadratic cone. In this case the class [OC±(−1)] and therefore
the monodromy of local system is non-trivial. Indeed, as X± is proper,
K(X±) carries the Euler form
〈[F ], [G]〉 =
∑
i
(−1)i dimExti(F ,G).
Let D± ⊂ X± be an effective divisor such that the intersection number
(C±.D±) is equal to 1. Then 〈[OC±(−1)], [OD± ]〉 = 1 and so [OC±(−1)] 6= 0.
(c) A way to get perverse sheaves with nontrivial monodromy in our
local situation is to pass to equivariant derived categories with respect to
the group G = GL2 ×GL2 acting on the variety Z ⊂ Mat2(k) (and thus on
the entire flop diagram) by left and right multiplications. The monodromy
on corresponding equivariant K-groups is the simplest instance of the Hecke
algebra action on the equivariant K-theory of the Grothendieck resolutions,
see §4 below and [21].
E. Proof of Proposition 1.14: We denote
L±(i) = π
∗
±OP1(i), i ∈ Z; L0(i, j) = π
∗
0 OP1×P1(i, j), i, j ∈ Z
the line bundles on X± and X0. A basis of K(X±) is given by the classes
[L±(i)] with i = 0, 1 while a basis of K(X0) is given by the classes [L0(i, j)]
with i, j = 0, 1.
We start with identifying all the maps in (1.11).
Proposition 1.16. (a) The action of δ± in our bases is given by
δ−[L−(i)] = [L0(i, 0)], δ+[L+(i)] = [L0(0, i)], i = 0, 1.
(b) The action of γ± in our bases is given by the matrices
γ− [L0(0, 0] [L0(1, 0)] [L0(0, 1)] [L0(1, 1)]
[L−(0)] 1 0 2 1
[L−(1)] 0 1 −1 0
γ+ [L0(0, 0] [L0(1, 0)] [L0(0, 1)] [L0(1, 1)]
[L+(0)] 1 2 0 1
[L+(1)] 0 −1 1 0
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Proof of Proposition 1.16. Part (a) reflects the isomorphisms
p∗− L−(i) ≃ L0(i, 0), p
∗
+L+(i) ≃ L0(0, i),
which follow from the commutativity of the squares in (1.13).
Let us focus on (b). We note, first of all, that the standard exact Koszul
complex on P1
0→ OP1 → OP1(1)
⊕2 → OP1(2)→ 0
implies, after tensoring with O(i) and pulling back, the relation
(1.17) [L±(i)]− 2[L±(i+ 1)] + [L±(i+ 2)] = 0
in K(X±).
As before, we denote by C± ≃ P1 ⊂ X± the image of the zero section of
the bundle O(−1)⊕2. We have the tautological section of the pullback bundle
π∗±O(−1)
⊕2 = L±(−1)⊕2 on X± which vanishes on C±. The corresponding
Koszul resolution of OC± together with (1.17) implies that [OC±(j)] = 0 for
any j. Denoting by I± ⊂ OX± the sheaf of ideals of C±, we conclude that
(1.18) [I± ⊗ L±(j)] = [L±(j)], j ∈ Z.
Now, X0 is identified with the blowup of X± along C± that is,
X0 ≃ Proj
(⊕
n≥0
In+
)
≃ Proj
(⊕
n≥0
In−
)
.
Therefore it carries line bundles O(1)+rel and O(1)
−
rel coming from these two
representations as Proj so that
(1.19) Rp±∗O(1)
±
rel ≃ I±.
Lemma 1.20. Both line bundles O(1)±rel are isomorphic to L0(1, 1).
Proof of the lemma: For definiteness, let us consider the “−” case. It will
be more convenient for us to identify the dual bundles, i.e., to identify the
“tautological” bundle O(−1)−rel with L0(−1,−1). Any line bundle on X0 is
isomorphic to some L0(i, j) and (i, j) can be found by restricting to the zero
section: L0(i, j)|P1×P1 = OP1×P1(i, j). We need to find (i, j) for O(−1)
−
rel,
i.e., to find the restriction of O(−1)−rel to P
1 × P1 = C− × P1 which is the
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exceptional divisor of the blowup. The “vertical” slices {c} × P1 are the
projectivizations of the fibers of the normal bundle to C− in X−, so the
degree of the restriction of O(−1)−rel to them is, by definition, equal to (−1).
Let us look at a “horizontal” slice C−×{p}, where p ∈ P1. It is represented
by a rank 1 subbundle Mp ⊂ OC−(−1)
⊕2. This subbundle is isomorphic to
O(−1). Now, by definition, the fiber of the “tautological” bundle O(−1)−rel
at a point (c, p) is identified with the fiber of Mp at c. This shows that the
restriction of O(−1)−rel to C− × {p} is isomorphic to OC−(−1). Lemma 1.20
is proved.
Applying the projection formula and (1.19), we get:
Corollary 1.21. We have, for any i ∈ Z:
Rp−∗ L0(i, 0) ≃ L−(i), Rp−∗ L0(i, 1) ≃ I− ⊗L−(i− 1),
Rp+∗ L0(0, i) ≃ L+(i), Rp+∗ L0(1, i) ≃ I+ ⊗ L+(i− 1).
Applying this corollary and invoking the identity (1.18) and the recursion
(1.17), we obtain the proof of Proposition 1.16.
Corollary 1.22. The monodromy of K(F) around 0 is trivial.
Proof: Indeed, each of the half-monodromy maps
ϕ−+ = γ+δ− : E− −→ E+, ϕ+− = γ−δ+ : E+ −→ E−
is given, in the above bases, by the same matrix
(
1 2
0 −1
)
. Since this matrix
squares to the identity, the monodromy is trivial.
We now recall [5] [28] the more standard description of Perv(C, 0) by
linear algebra data.
Proposition 1.23. (a) Perv(C, 0) is equivalent to the category of diagrams
of finite-dimensional Q-vector spaces
Φ
v
// Ψ
uoo
such that TΦ = IdΦ − uv and TΨ = IdΨ − vu are invertible.
(b) If F corresponds to such a diagram, then RΓ(C,F) and RΓc(C,F)
are identified with the two term complexes{
Ψ
u
−→ Φ
}
,
{
Φ
v
−→ Ψ
}
,
situated in degrees [0, 1] and [1, 2] respectively.
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In particular, we note the following (Φ,Ψ)-diagrams and the correspond-
ing perverse sheaves:
(1.24)
{
Q // 0
oo }
∼ Q0[−1],
{
0 // Q
oo }
∼ QC,{
Q
Id
// Q
0oo }
∼ Rj∗(QC∗),
{
Q
0
// Q
Idoo }
∼ j!(QC∗).
Lemma 1.25. We have the following identifications of the dimensions:
H0(C, K(F)) ≃ H1(C, K(F)) ≃ Q,
H1c(C, K(F)) ≃ H
2
c(C, K(F)) ≃ Q
2.
Proof of the lemma: Indeed, the identifications of the first line follow imme-
diately from part (a) of Proposition 1.16 together with (1.2). The identifica-
tions of the second line follow from part (b) of Proposition 1.16, because the
4× 4 matrix obtained by stacking the matrices of γ+ and γ−, is easily found
to have rank 2.
As explained in [35], §9A, to pass from the description of Proposition 1.1
(i.e., from the diagram as in (1.11)) to that of Proposition 1.23, we need to
form
Φ = Ker(γ−) ⊂ E0, Ψ = E+.
This shows that in our case both Φ and Ψ are 2-dimensional.
Comparing now the second line of the identifications in Lemma 1.25 with
part (b) of Proposition 1.23, we find that the complex {Ψ
v
→ Φ} formed
by two 2-dimensional vector spaces, has 2-dimensional cohomology spaces,
so v = 0. Further, comparing the first line of identifications in Lemma 1.25
with the same part (b) of Proposition 1.23 we find that the complex {Φ
u
→ Ψ}
has 1-dimensional cohomology spaces, so u has rank 1. This means that our
(Φ,Ψ)-diagram is isomorphic to the direct sum of the first, second and fourth
diagrams in (1.24). This finishes the proof of Proposition 1.14.
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2 Cohomology of 1-dimensional flobers
A. Setup of the problem. In this section we study categorical analogs
of the 2-term complexes (1.2) for the flober
(2.1) F =
{
Db(X−)
Lp∗−
// Db(X0)
Rp−∗oo Rp+∗ //
Db(X+)
Lp∗+
oo
}
discussed in §1C from which we keep the assumptions and notations.
A literal interpretation would give 2-term complexes of triangulated cat-
egories (i.e., just exact functors)
(2.2)
RΓ(C,F) =
{
Db(X−)⊕D
b(X+)
(Lp∗−,Lp
∗
+)
−→ Db(X0)
}
,
RΓc(C,F) =
{
Db(X0)
(Rp−∗,Rp+∗)
−→ Db(X+)⊕D
b(X−)
}
,
with the sources and targets formally put in degrees 0, 1, resp. 1, 2. We are
interested in the “cohomology" of these complexes, a concept which needs to
be defined.
For a 2-term complex V • = {V 0
d
→ V 1} of vector spaces, the cohomology
of V • are Ker(d) and Coker(d). In our case, the correct replacement of “ker-
nel” for the “differential” (Lp∗−, Lp
∗
+) in RΓ(C,F) would be the (homotopy)
fiber product. Similarly, the “cokernel” of (Rp−∗, Rp+∗) in RΓc(C,F) is nat-
urally understood as the (homotopy) cofiber product, or pushout. We recall
these concepts.
B. Model structures in dgCat. The proper framework for homotopy lim-
its and colimits is that of model categories see, e.g., [25] [30] for background.
We denote by dgCat the category of small k-linear dg-categories. For
A ∈ dgCat we denote by H0(A) the k-linear category with the same objects
as A and the Hom-spaces obtained by taking H0 of the Hom-complexes in A.
We also denote by PerfA the category of perfect contravariant dg-functors
A → dgVect.
We will use two model structures on dgCat introduced by Tabuada [48]
(see also a short summary in [26] §1.1). The first is the quasi-equivalence
model structure, where weak equivalences are quasi-equivalences. We denote
the category dgCat equipped with the quasi-equivalence model structure by
Qeq.
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The second is the Morita model structure, where weak equivalences are
Morita equivalences. Recall that a dg-functor f : A → B is called a Morita
equivalence, if f∗ : PerfA → PerfB is a quasi-equivalence.
We denote dgCat equipped with the Morita model structure by Mrt.
We recall that fibrant objects in Mrt are perfect dg-categories A, i.e., pre-
triangulated [13] dg-categories A such that the associated triangulated cat-
egory H0(A) is closed under direct summands. In particular, for a quasi-
projective scheme X, the dg-categories Db(X) and PerfX are perfect.
As shown in [48], the model category Mrt is the left Bousfield localization
of Qeq with respect to the class of Morita equivalences. This implies:
Proposition 2.3. (a) Cofibrations in Mrt are the same as in Qeq.
(b) A dg-functor f : A → B between perfect dg-categories is a fibration in
Mrt iff it is a fibration in Qeq.
(c) A dg-functor f : A → B between perfect dg-categories is a Morita
equivalence iff it is a quasi-equivalence. For perfect dg-categories being a
quasi-equivalence is equivalent to H0(f) : H0(A) → H0(B) being an equiva-
lence of triangulated categories.
Proof: (a) is the definition of left Bousfield localization, see [30], Def. 3.3.1.
Part (b) is [30], Prop. 3.3.16(1). Part (c) holds because for a perfect A the
Yoneda functor y : A → PerfA is a quasi-equivalence.
Each of the two model structures on dgCat gives the corresponding con-
cept of homotopy limits and colimits which we will denote by holim←−−−
Mrt etc.
Homotopy (co)fiber products are particular cases of these.
C. Global sections. We define the category of “global sections” of the
flober F as the homotopy fiber product in Mrt:
(2.4)
H0(C,F) := Db(X−)×
h
Db(X0)
Db(X+) =
= holim←−−−
Mrt
{
Db(X−)
Lp∗−
−→ Db(X0)
Lp∗+
←− Db(X+)
}
.
Theorem 2.5. H0(C,F) is identified with PerfZ, where Z is as in (1.8).
Proof: At the level of triangulated categories, each of the Lp∗± embeds
Db(X±) into D
b(X0) as a full triangulated subcategory. This is because the
composition R(p±)∗ ◦ Lp∗± is identified with the identity of D
b(X±). Indeed,
according to Proposition 2.7 in [10], Rp±∗OX0 = OX± .
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We note further that Db(X±) ≃ PerfX± because X± are assumed smooth.
Let us now consider Db(X0) as a dg-category, and PerfX± as dg-subcategories
there. Let us further consider each PerfX± as a homotopy strictly full dg-
subcategory in Db(X0). That is, we assume that it includes, with each
object, all objects quasi-somorphic to it. Doing this does not change the
quasi-equivalence classes of our dg-categories. However, it assures that the
embeddings α± : PerfX± → D
b(X0) are fibrations in Qeq, as follows from the
explicit description of fibrations in [48], Prop. 1.13 which we recall.
Proposition 2.6. A dg-functor g : A → B is a fibration in Qeq, if and only
if it is surjective on Hom-complexes and the following lifting condition holds:
(F) Let A ∈ Ob(A) and u ∈ Hom0B(g(A), B)) be a closed degree 0 morphism
in B which becomes an isomorphism in the category H0(B). Then there
is A′ ∈ Ob(A) such that g(A′) is equal (not just isomorphic) to B and
there is a closed u′ ∈ Hom0A(A,A
′) with g(u′) = u which becomes an
isomorphism in H0(A).
Because all the three categories in question are perfect, the embeddings
α± are also fibrations in Mrt. So we have replaced the original Lp
∗
± by
fibrations and therefore
H0(C,F) = PerfX+ ∩PerfX−
(intersection of homotopy strictly full subcategories in Db(X0)). So our state-
ment reduces to:
Proposition 2.7. PerfX+ ∩PerfX− is equal to PerfZ , embedded via L(f+p+ =
f−p−)
∗ and extended to a homotopy strictly full subcategory.
Proof of the proposition: It is clear that the PerfZ is contained in the in-
tersection, so only the opposite inclusion needs to be proved. Since our
statement is about inclusion of classes of objects, we will work in the context
of triangulated, not dg, categories.
Suppose A0 ∈ Db(X0) lies in the intersection, so there are two objects
A− ∈ PerfX− and A+ ∈ PerfX+ such that A0 ≃ Lp
∗
−(A−) ≃ Lp
∗
+(A+).
Without loss of generality we can assume that A0 = Lp
∗
−(A−). Define
AZ = Rf−∗Rp−∗(A0) = Rf−∗(A−) ∈ D
b(Z).
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The isomorphism φ : Lp∗−(A−) ≃ Lp
∗
+(A+) implies that AZ ≃ R(f+)∗A+.
Now, because of the possibly singular nature of Z and X± the functors Lf
∗
±
take values in the left unbounded derived categories D−(X±), and we can
form the exact triangles in these categories induced by the adjunction mor-
phisms:
Lf ∗−(AZ) −→ A− −→ C−,
Lf ∗+(AZ) −→ A+ −→ C+.
Note that C± ∈ C± are objects of the D− versions of the null-categories.
Further, the morphisms φ and Id (the latter expressing the commutativity
of the diagram (1.8)), fit into a commutative square which, by axioms of
triangulated categories, extends to a morphism of exact triangles:
Lp∗−Lf
∗
−(AZ)
Id

// Lp∗−(A−)
//
φ

Lp∗−(C−)

Lp∗+Lf
∗
+(AZ) // Lp
∗
+(A+) // Lp
∗
+(C+).
This morphism is an isomorphism since φ and Id are. That is, Lp∗−(C−) ≃
Lp∗+(C+). It follows that
T−,+(C−) = R(p+)∗Lp
∗
−(C−) ≃ C+,
and similarly T+,−(C+) ≃ C−. This means that the flop-flop functor F =
T+,− ◦ T−,+ takes C− into itself.
On the other hand, it is known that F acts on the null-category C− by
the shift by 2 (see [10] Th. 5.7). This implies that C− = 0 = C+. Therefore,
A− ≃ Lf
∗
−(AZ), A+ ≃ Lf
∗
+(AZ), A0 ≃ Lp
∗
−Lf
∗
−(AZ),
i.e. A0 is isomorphic to an object in the image of D
b(Z) in PerfX0 .
It remains to show that AZ lies in PerfZ . Since Lf
∗
−(AZ) = A−, we have
by adjunction:
RHomZ(AZ ,Oz) = R(f−)∗ RHomX−(A−,Ox),
for any closed point x ∈ X− and its image z ∈ Z. (Here we used the
obvious fact that R(f−)∗Ox = Oz.) Further, since the object in the right
hand side is clearly in Db(Z) and the morphism f− is surjective, it follows
that RHomZ(AZ ,Oz) ∈ Db(Z) for any closed point z ∈ Z. This implies that
AZ is perfect.
Proposition 2.7 and Theorem 2.5 are proved.
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Remark 2.8.The only essential geometric feature of the situation used in
the proof of Theorem 2.5 is that T+,− ◦ T−,+ acts on the null-category C− by
a shift. So the argument can possibly generalize to other situations.
D. H1c and H
1. We define
H1c(C,F) = K := Ker
{
Db(X0)
(Rp−∗,Rp+∗)
−→ Db(X+)⊕D
b(X−)
}
,
i.e., as the full subcategory in Db(X0) consisting of objects A such that
Rp−∗(A) and Rp+∗(A) are quasi-isomorphic to 0. This category has been
used in [10] to construct a spherical pair.
We further define
H1(C,F) = Db(X0)
/
〈Lp∗+(D
b(X+)), Lp
∗
−(D
b(X−))〉,
the quotient by the minimal thick subcategory generated by the pullbacks of
the Db(X±).
Remark 2.9.Although H0(C,F) is defined as the homotopy limit of the
diagram of categories{
Db(X−)
Lp∗−
−→ Db(X0)
Lp∗+
←− Db(X+)
}
,
the category H1(C,F) is not defined as the homotopy colimit of the same
diagram: that homotopy colimit is Db(X0). Our definition, which is a direct
categorification of the cokernel of the map of vector spaces of the form E−⊕
E+ → E0, can be perhaps seen as some “derived functor of the homotopy
limit”.
Example 2.10.For the Atiyah flop (Example 1.5), the category K is equiv-
alent to Db(Vectk) and is generated by the sheaf OP1×P1(−1,−1), where
P1 × P1 is the exceptional fiber in X0. The category H1(C,F) is in this case
also identified with Db(Vectk).
In general, K = H1c(C,F), if considered as a dg-category, is not smooth.
The relation between it and H1(C,F) probably fits into the “categorical
Poincare´ duality”, see Remark 2.13.
21
E. H2 with compact support We defineH2c(C,F) as the homotopy pushout
in Mrt:
(2.11)
H2c(C,F) := D
b(X−)
h⊔
Db(X0)
Db(X+) =
= holim−−−→
Mrt
{
Db(X−)
R(p−)∗
←− Db(X0)
R(p+)∗
−→ Db(X+)
}
.
Theorem 2.12. H2c(C,F) is identified with D
b(Z), where Z is as in (1.8).
Remark 2.13. Suppose that Z andX± are projective. The relationsH
0(C,F)
and H2c(C,F), i.e., between Perf(Z) and D
b(Z), is then that of duality. More
precisely, let us consider them as dg-categories. Toe¨n [50] has introduced a
duality operation on dg-categories called the Morita duality:
A 7→ A∨ = RHom(A,Perfk),
where RHom is an approproately defined internal Hom functor in dgCat.
Here Perfk is the dg-category of cochain complexes over k with bounded,
finite-dimensional cohomology (a particular case of the notation PerfA from
§2B).
It follows from [16], Thm. A.1, that for any projective variety Z we have
Perf∨Z ≃ D
b(Z) and so
H2c(C,F) ≃ H
0(C,F)∨.
Note that a perverse schober F can be seen as a categorical analog of a
perverse sheaf F with an identification F
∼
→ F∗, where F∗ is the Verdier
dual perverse sheaf. This corresponds to the Hom-pairing on any category.
So the above identification can be seen as an instance of a categorical Poincare´
duality.
Proof of Theorem 2.12: We will use the concept of the Drinfeld quotient C/A
of a dg-category C by a full dg-subcategory A, see [24]. This construction is
invariant under quasi-equivalences in the following sense. Suppose
A
α

// C
β

B // D
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be a commutative diagram of dg-functors with horizontal arrows being fully
faithful embeddings and α and β being quasi-equivalences. Then we have a
quasi-equivalence of Drinfeld quotients C/A → D/B compatible with α and
β.
To relate this with our geometric situation, we prove the following theo-
rem of independent interest.
Theorem 2.14. Let f : X → Y be a projective morphism of quasi-projective
schemes over k such that each geometric fiber of f has dimension ≤ 1 and
Rf∗(OX) ≃ OY . Let Cf ⊂ Db(X) be the kernel of Rf∗. Let us endow
Db(X), Db(Y ) and Cf with natural structures of dg-categories. Then Rf∗ lifts
to a quasi-equaivalence between Db(Y ) and the Drinfeld quotient Db(X)/Cf .
The proof will be given in §F below.
Remark 2.15.Theorem 2.14 has been stated in [15] (in the equivalent terms
of Verdier rather than Drinfeld quotient) with no restriction on the dimension
of fibers of f . The authors of [15] later realized that they do not have the
proof of this statement. To the best of our knowledge, the problem remains
unsolved for this general case.
We apply Theorem 2.14 to the two rows in the diagram of dg-categories
L+
h

// Db(X0)
Rp−∗

Rp+∗ // Db(X+)
Rf+∗

C− // Db(X−)
Rf−∗ // Db(Z),
Here C− is the null-category (1.9). We conclude that Db(Z) ≃ Db(X−)/C−
(Drinfeld quotient). Similarly, L+ is the kernel of Rp+∗, and we conclude
that Db(X+) = D
b(X0)/L+. The dg-functor h is induced by Rp−∗.
We now note the following.
Lemma 2.16. Let g : A → B be any dg-functor. Then the homotopy pushout
B
⊔h
A 0 (both in Qeq and Mrt) is quasi-equivalent to the Drinfeld quotient
B/ Im(g), where Im(g) is the full dg-subcategory on objects from the image of
g.
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Proof: In any model category, the homotopy pushout of a diagram of cofi-
brant objects can be obtained by replacing one of the functors by a cofibration
and then taking the usual push out. So we first replace A and B by cofibrant
(in Qeq or Mrt) dg-categories, and, after changing the notation, assume that
A and B are already cofibrant. Second, we replace the dg-functor A → 0
by A → A/A, which is a cofibration (because the natural functor to any
Drinfeld quotient is a cofibration). Now, the usual pushout B
⊔
A(A/A) in
dgCat is quasi-equivalent to B/ Im(g).
Lemma 2.17. Let u : S1 → T1 be a dg-functor of perfect dg-categories such
that H0(u) : H0(S1) → H0(T1) is fully faithful and let T1 → T2 be any dg-
functor. Let S2 ⊂ T2 be the strictly full dg-subcategory on objects from the
image of S1. Then the homotopy pushout T2
⊔h
T1
(T1/S1) is identified with
T2/S2.
Proof: Using associativity of pushouts and Lemma 2.16, we rewrite:
T2
h⊔
T1
(T1/S1) ≃ T2
h⊔
T1
(
T1
h⊔
S1
0
)
≃
(
T2
h⊔
T1
T1
)⊔
S1
0 ≃ T2
h⊔
S1
0
2.16
≃ T2/S2.
To apply Lemma 2.17 , we take T1 = Db(X0), S1 = L+ and T2 = Db(X−).
This gives
Db(X−)/S2 ≃ D
b(X−)
h⊔
Db(X0)
(Db(X0)/L+),
where S2 is the strictly full subcategory on objects from the image of L+,
i.e., the strictly full subcategory in C− on the objects from the image of the
functor h. By Theorem 2.14 we have Db(Z) = Db(X−)/C− and Db(X+) =
Db(X0)/L+. Thus to finish the proof of Theorem 2.12, it suffices to establish
the following fact.
Lemma 2.18. S2 = C−, i.e., the functor h is essentially surjective on objects.
Proof: Let A− = C− ∩ Coh(X−), an abelian category. It was shown in [10]
that:
(1) There is an essentially surjective (spherical) functor Ψ− : D
b(A−)→ C−
which extends the embedding of A−.
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(2) There is an exact functor p˜− : D
b(A−) → Db(X0)/K such that Ψ− =
R(p−)∗ ◦ p˜−. Here K is the kernel in §D above.
(3) We also have R(p+)∗ ◦ p˜− = 0.
Our statement follows from these properties.
This finishes the proof of Theorem 2.12.
F. Proof of Theorem 2.14. Note that the homotopy category of the
Drinfeld quotient by a full dg-subcategory whose homotopy category is a
thick subcategory of the ambient homotopy category is the Verdier quotient
of the corresponding homotopy categories. For this reason, it is enough to
prove the equivalence of Db(Y ) regarded as triangulated category, with the
Verdier quotient Db(X)/Cf .
We have the obvious functor Φ : Db(X)/Cf → Db(Y ). We will prove that
Φ is an equivalence. This statement consists of three steps (I)-(III) below.
(I) Φ is injective on Hom-spaces. Take a pair of objects A,B ∈ Db(X) and
a morphism α : A → B. Suppose that Φ(α) = Rf∗(α) = 0. As in the proof
of Proposition 2.7, we consider the functor Lf ∗ taking values in D−(X) and
form an exact triangle with the first arrow the counit c of the adjunction:
(2.19) Lf ∗Rf∗A
c
−→ A −→ C, C ∈ D−(X).
By applying Rf∗ to this triangle, we see that C belongs to C
−
f , the D
−
version of the null-category for f . The composition of c with α gives the
morphism γ : Lf ∗Rf∗A→ B that corresponds by adjunction to Rf∗α, hence
γ is zero. Then the long exact sequence on Hom-spaces from the triangle
(2.19) to B shows that α factors via a morphism C → B. If C were in Cf
(the bounded version of the null category), then this would imply that α is
the zero morphism in the quotient category.
As C is, in general, an object of C−f only, we proceed to find an appropriate
bounded replacement for C. To this end, we consider a t-structure on D−(X)
which restricts to a bounded t-structure on Db(X) and such that functor
Rf∗ is t-exact for this t-structure. For instance, we can choose any of the
Bridgeland’s t-structures on the unbounded category D(X) [17], which are
numbered by p ∈ Z, by fixing p, and restrict it to D−(X).
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Consider the exact triangle of truncations for C in this t-structure:
τ<kC → C → τ≥kC, k ∈ Z.
Since B is in the bounded derived category, we can find k ≪ 0 such that
Hom(τ<kC,B) = 0. Then, applying functor Hom(−, B) to the above triangle
of truncations gives a lift of our morphism C → B to a morphism τ≥kC → B.
Together with the composite A → C → τ≥kC, this gives a factorization of
α via τ≥kC. Since Rf∗ is t-exact and C is in C
−
f , it follows that τ≥kC ∈ Cf .
Hence α = 0 in the quotient category. This proves the claim (I).
(II) Φ is surjective on Hom-spaces. Let β ∈ Hom(Rf∗A,Rf∗B). It induces a
morphism β˜ : Lf ∗Rf∗A→ B, such that Rf∗β˜ = β. As before, the source of
β˜ lies, a priori, in D−(X), and we consider a triangle of truncations:
τ<k(Lf
∗Rf∗A)→ Lf
∗Rf∗A→ τ≥k(Lf
∗Rf∗A)
with respect to the t-structure as in the proof of (I). Again, since A and B
are bounded, we can choose k negative enough so that
Hom(τ<k(Lf
∗Rf∗A), A) = 0 = Hom(τ<k(Lf
∗Rf∗A), B),
which implies that the canonical morphism Lf ∗Rf∗A → A has a lift to
a morphism δ : τ≥k(Lf
∗Rf∗A) → A and β˜ has a lifting to a morphism
β ′ : τ≥k(Lf
∗Rf∗A)→ B.
By considering the octahedron related to the commutative triangle
Lf ∗Rf∗A //
''PP
PP
PP
PP
PP
PP
PP
τ≥kLf
∗Rf∗A
δ

A,
we conclude that the cone of the morphism δ lies in Cf . Hence we got a pair
of morphisms (a roof):
A
δ
←− τ≥k(Lf
∗Rf∗A)
β′
−→ B,
which can be interpreted as a morphism A 99K B in the quotient category.
Moreover, one can easily see that it is mapped by Φ into β. This proves the
claim (II). Together, (I) and (II) mean that Φ is is a fully faithful functor.
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(III) Φ is essentially surjective (on objects). For any coherent sheaf F on Y ,
consider the zeroth cohomology sheaf with respect to our chosen t-structure
as above:
A = H0(Lf ∗(F))
Since Rf∗Lf
∗(F) = F and Rf∗ is t-exact, it follows that Rf∗(A) = F , i.e.
F lies in the image of the functor. Since the functor is fully faithful, the
de´vissage of any object B ∈ Db(Y ) into its t-cohomology sheaves proves that
B lies in the essential image of Φ. This ends the proof of Theorem 2.14.
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3 The web of flops. Role of arrangements.
A. Perverse sheaves on arrangements. Proposition 1.1 is the simplest
instance of a more general result [35] which we now recall.
Let H be an arrangement of hyperplanes in Rn. The complexification
HC defines a natural stratification of Cn, and we denote by Perv(Cn,H) the
corresponding category of perverse sheaves. In [35] it was described in terms
of the chamber structure on Rn given by the arrangement H. More precisely,
H subdivides Rn into locally closed real cells (of various dimensions). Open
cells are called chambers. We have a poset (C = CH,≤) formed by cells and
inclusions of their closures.
Theorem 3.1. Perv(Cn,H) is equivalent to the category of diagrams formed
by vector spaces EC , C ∈ C, and linear maps
EC
γCC′ // EC′ ,
δC′C
oo C ≤ C ′,
satisfying the following relations:
(0) Transitivity: if C ′′ ≤ C ≤ C ′, then γCC′′ = γC′C′′γCC′ and δC′′C =
δC′CδC′′C′.
(1) Idempotency: γCC′δC′C = Id for any C ≤ C ′. This, together with (0),
allows us to unambiguously define the map ϕCC′ : EC → EC′ for any
C,C ′ as the composition ϕCC′ = γDC′δCD where D is any cell such that
D ≤ C,C ′.
(2) Collinear transitivity: if three cells C1, C2, C3 are collinear, i.e., there
are points ci ∈ Ci such that c2 lies in the closed straight line interval
[c1, c3], then ϕC1C3 = ϕC2C3ϕC1C2.
(3) Invertibility: if C,C ′ are two cells of the same dimension r lying in a
linear subspace of dimension r and separated by a cell D ≤ C,C ′ of
dimension (r − 1) (“wall”), then ϕCC′ is an isomorphism.
Proposition 1.1 is obtained when n = 1 and H consist of one “hyperplane”
{0} ⊂ R.
B. Web of flops: the movable cone picture. General construction of
3-dimensional flops, of which the Atiyah flop (1.3) is the simplest instance,
28
can be considered as an algebro-geometric analog of the procedure of surgery
on a knot in 3-dimensional topology. That is, we remove a curve C+ from a
variety X+ and fill X+ − C+ in a new way, by a curve C−, to get X−. The
curves C+ (in smooth X) for which this is possible (flopping curves) have
been classified. If C+ is irreducible, then C+ ≃ P1 and the normal bundle
NC+/X+ can be one of the three types: O(−1)
⊕2 (the Atiyah flop), O⊕O(−2)
(the so-called pagoda flops), and O(1)⊕O(−3), see [42].
More generally, we can start with a reducible curve C+ =
⋃
Ci in a 3-fold
X = X+ such that we can make a flop along some component Ci, getting a
new 3-fold X1, then it may be possible to flop X1 along the strict preimage of
some other component Cj, getting X2 and so on. We get in this way a “web
of flops”, a system of 3-folds Xν and flops connecting them. This system of
flops can have loops: we may be able to obtain the same Xν by two or more
different sequences of flops.
According to Y. Kawamata [37], the structure of iterated flops is governed
by the chamber structure of the movable cone MX . By definition, MX ⊂
Pic(X)⊗R is the cone generated by line bundles L on X such that the locus
of base points of the linear system |L| has codimension ≥ 2. The open part of
this cone is subdivided into chambers (certain open cones). For L inside each
chamber, the variety XL is the same; in particular, the sign of the degree
(i.e., the property of being ample or not) of the restriction of L to any fixed
component of C+ is the same.
Considering the closures of the chambers, their intersections etc., one gets
a decomposition of the movable cone into cells of all dimensions. In particu-
lar, when we cross a wall (a cell of real codimension 1) between neighboring
chambers, the XL undergoes a flop. Further, cells of codimension ≥ 2 can
be considered as relations, syzygies etc. among the flops.
C. The elephant picture. The role of arrangements. The schober
HMMP. It is a fundamental fact [14][17] that any 3-dimensional flop results
in a derived equivalence: Db(X+)
∼
→ Db(X−). The Homological Minimal
Model Program (HMMP) studies, in particular, such derived equivalences
and relations among them. If we have a web of flops (Xν), then all Xν
have equivalent derived categories, and loops give self-equivalences. We get
a local system of categories on the oriented graph whose vertices are the Xν
and edges are the flops. In fact, it was proved by Donovan-Wemyss [23] that
this extends to a local system of categories on Cn −HC, the complement of
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a certain hyperplane arrangement on Cn with equations of the hyperplanes
having real coefficients. Individual Xν correspond thereby to chambers of
the real arrangement.
More precisely, contracting a (possibly reducible) flopping curve C+ ⊂ X+
produces a 3-fold Z with an isolated singular point z. According to M.
Reid’s “elephant” picture [43], hyperlplane sections of Z through z are partial
desingularizations of a Kleinian (ADE) singularity A2/Γ. So Z, near z, can
be seen in terms of the total space of a 1-parameter deformation of A2/Γ,
which can be obtained by base change from the universal deformation of A2/Γ
as constructed by Brieskorn [18]. Brieskorn’s deformation is defined over the
Cartan subalgebra h of the corresponding ADE Lie algebra, with singular
fibers forming the root arrangement of hyperplanes in h, and the Donovan-
Wemyss arrangement is a certain subarrangement of this, corresponding to
a partial, not full, desingularization of A2/Γ.
Therefore, Theorem 3.1 appears very suggestive from the point of view
of 3-dimensional birational geometry of flops. It leads to the following.
Proposal 3.2.Local systems of triangulated categories appearing in HMMP
typically defined on open strata of some stratified spaces, admit natural
extensions to perverse schobers on the entire spaces.
D. The general concept of H-schobers. Note that the conditions of
Theorem 3.1 do not involve addition in the relations on the γ’s and δ’s and
so can be formulated for a diagram of triangulated categories, not vector
spaces.
More precisely, let H be an arrangement of hyperplanes in Rn. We con-
sider the poset (C = CH,≤) of cells of H as a category. We denote by
Cmin ∈ C the intersection of all the hyperplanes of H; one can assume that
Cmin = {0} without changing the combinatorics, so we make this assumption
in the sequel.
Definition 3.3.By a triangulated 2-functor on C we will mean a 2-functor F
from C to the 2-category of triangulated categories and exact functors. That
is, F consists of the data:
• For each C ∈ C, a triangulated category EC .
• For each pair C ≤ C ′ in C, an exact functor γCC′ : EC → EC′.
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• For each length 3 chain C ≤ C ′ ≤ C ′′ in C, an isomorphism of func-
tors κC,C′,C′′ : γC′C′′γCC′ → γCC′′, and these isomorphisms satisfy the
compatibilty condition for each length 4 chain of cells.
Let now F = (EC , γCC′) be a triangulated 2-functor on C. Assume, in
addition, that each γCC′ has a right adjoint δC′C . Then (EC , δC′C) form a
triangulated 2-functor on Cop, the opposite poset of C. We now impose the
following additional condition:
(1) (Idempotency) Each natural transformation IdEC → γCC′δC′C (the unit
of the adjunction), is an isomorphism of functors.
This implies, first of all, that each δCC′ is an embedding of a left admissible
[12] full triangulated subcategory, so we can think of all the EC as such
subcategories in E0, the category correspond to the minimal cell {0} = Cmin.
Let us define the flopping functors
(3.4) ϕCC′ = γ0C′δC0 : EC −→ EC′
for any two cells C,C ′ ∈ C. The idempotency condition provides the canoni-
cal identification ϕCC′ ≃ γDC′δCD where D is any cell such that D ≤ C,C ′.
In particular,
ϕCC′ = γCC′, C ≤ C
′; ϕCC′ = δCC′ , C ≥ C
′.
Further, given three arbitrary faces C,C ′, C ′′, the counit δC′0γ0C′ → IdEC′
induces a natural transformation (not necessarily an isomorphism)
κCC′C′′ : ϕC′C′′ϕCC′ −→ ϕCC′′.
For any four cells C,C ′, C ′′, C ′′′ the evident square of κ’s commutes:
(3.5)
κCC′C′′′ ◦ (κCC′′C′′′ · ϕCC′) = κCC′′C′′′ ◦ (ϕC′′C′′′ · κCC′′C′′′)
as transformations ϕC′′C′′′ϕC′C′′ϕCC′ −→ ϕCC′′′ .
Let [C] be the category whose objects are all elements of C and there is a
unique morphism between any two objects. We can express (3.5) by saying
that (EC , ϕCC′, κCC′C′′) form a lax 2-functor [C]→ Cat.
Definition 3.6.Let H be an arrangement of hyperplanes in Rn. An H-
schober is a triangulated 2-functor F = (E , γCC′, κCC′C′′) on CH with each
γCC′ admitting a right adjoint δC′C , satisfying the idempotency condition (1)
above, as well as the following two conditions:
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(3) (Collinear transitivity) If three cells C,C ′, C ′′ are collinear, then the
natural transformation κCC′C′′ is an isomorphism of functors.
(4) (Invertibility) if C,C ′ are two cells of the same dimension r lying in a
linear subspace of dimension r and separated by a cell D ≤ C,C ′ of
dimension (r − 1) (“wall”), then ϕCC′ is an equivalence of categories.
We will use H-schobers as a possible avatar of a perverse schober on
Cn smooth with respect to HC. Given an H-schober F, forming the ratio-
nal Grothendieck groups K(E) gives a diagram which gives a perverse sheaf
K(F) ∈ Perv(Cn,H). One way to interpret Proposal 3.2 is to construct H-
schobers formed by derived categories of varieties appearing in a web of flops.
We will refer to them as flobers.
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4 The Grothendieck resolution
A. Definition of the resolution and the g-web of flops. Let k be an
algebraically closed field of characteristic 0. Let g be a reductive Lie algebra
over k, corresponding to a reductive algebraic group G, and F ≃ G/B be its
flag variety. It can be seen as parametrizing all the Borel subalgebras b ⊂ g,
so there is a tautological bundle π : b → F . The Grothendieck resolution,
see, e.g. [7] [9] [21] is the total space g˜ of this bundle, i.e.,
g˜ =
{
(x, b) ∈ g× F
∣∣x ∈ b}.
It comes with a natural projection g : g˜→ g, a proper map.
Let grss ⊂ g be the open subset of regular semisimple elements (“matrices
with distinct eigenvalues”). Over grss, the projection g is an unramified Galois
covering with Galois group W (the Weyl group of g).
In fact, g factors into the composition (Stein factorization) of a finite
morphism ̟ and a map f with connected fibers (which, in our case, happens
to be birational, since these fibers generically consist of one point):
(4.1) g˜
f
−→ Z := g×h/W h
̟
−→ g.
Here h is the Cartan subalgebra in g, and we use the identification g/Ad(G) =
h/W to construct the “characteristic polynomial map”
χ : g −→ g/Ad(G) = h/W.
The variety Z is singular while g˜ is smooth.
In particular, we can view points of Z as pairs (x,K), where x ∈ g and
K is a connected component of g−1(x), the variety of all Borel subalgebras
containing x.
Example 4.2.Let g = sl2, then F = P
1, and b ≃ O(−1)⊕2. The variety Z is
the 3-dimensional quadratic cone (the 2-sheeted covering of g ≃ A3 ramified
along the quadratic cone in A3). So f is the flopping contraction for the
Atiyah flop (local model, Example 1.5).
Remarks 4.3. (a) The morphism g˜ → h implicit in (4.1) comes from the
following well known but important phenomenon [21]. The vector bundle
bab = b/[b, b] of abelianized Borel subalgebras on F , is trivial, and its space of
global sections h = H0(F, bab) can be seen as the universal Cartan subalgebra
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of g. More precisely, for any particular Cartan h ⊂ g, a choice of a Borel
b ⊃ h identifies h with h; a different choice of b through h changes this
identification by an element of W . So we have a canonical map g˜→ h, and
a more intrinsic definition of Z is Z = g×h/W h.
In the sequel we fix a distinguished Cartan h ⊂ g together with a Borel
b+ ⊃ h so writing Z as in (4.1) becomes unambiguous. This choice fixes
∆ ⊃ ∆+ ⊃ ∆sim, the systems of roots, positive roots and simple roots of g,
which we will use whenever needed.
(b) Since Z is affine and f is proper, Z = SpecH0(g˜,O) is the affinization
of g˜.
The Grothendieck resolution gives rise to a very explicit “g-web of flops"
constructed as follows. Note that the variety Z is acted upon by W , so we
define the w-flopped contraction as the base change
fw : Xw := w
∗g˜ −→ Z, w ∈ W.
Although all the Xw are isomorphic as algebraic varieties, they are connected
by nontrivial birational isomorphisms coming from the birational identifica-
tions fw with Z. This is similar to defining a 3d flop by base change along
an involution (which is z 7→ zt in Example 1.5).
Remark 4.4.According to Brieskorn [19], his simultaneous resolution of an
ADE singularity is obtained from the Grothendieck resolution for the corre-
sponding g, by a base change: restriction to the Brieskorn slice, a transversal
slice to the subregular nilpotent orbit. Combining this with the elephant
picture of 3-dimensional flops, see §3C, we can say that the Grothendieck
resolution is “the mother of all flops” (at least of 3-dimensional ones).
B. Singular nature of Z. By Example 4.2, the variety Z ⊂ g × h can be
considered as the g-analog of the 3-dimensional quadratic cone. This analogy
makes it natural to introduce the following varieties which we will use later.
First, let pr : h → h/W be the projection. Inside h we have the root
hyperplanes hα = α
⊥, α ∈ ∆+. We denote by
∇ = pr
( ⋃
α∈∆+
hα
)
⊂ h/W
the discriminantal hypersurface in h/W , i.e., the locus of points represented
by non-free orbits ofW . We further denote by D = χ−1(∇) ⊂ g the preimage
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of ∇ and call it the discriminantal hypersurface in g. Thus g−D = grss is the
open set of regular semisimple elements (“matrices with distinct eigenvalues”).
By construction, the hypersurface D is the branch locus of the finite
morphism ̟ : Z → g. Ramification points of Z, i.e., points lying over D,
are generically smooth.
For g = sl2, the variety D becomes a 2-dimensional quadratic cone in
sl2 = A
3 (the cone of nilpotent elements).
Singularities of Z are governed by the closed subvariety gnr ⊂ g formed
by non-regular elements. We recall several equivalent characterizations of
this concept.
(R) An element x ∈ g is called regular, if the centralizer gx of x is abelian,
and non-regular otherwise, see [21]. The sets of regular and non-regular
elements of g are denoted greg and gnr.
(R’) Alternatively, gnr consists of the critical points of χ, i.e., of x ∈ g such
that the differential dxχ is not of full rank, see [38], Th. 0.1.
(R”) Any element x ∈ g has the (unique) Jordan (or Cartan) decomposition
x = y + z where y is semisimple, z is nilpotent and [y, z] = 0. In this
case gy, the centralizer of y, is reductive, and it is classical ([38], Prop.
0.4) that x is regular iff z is a principal nilpotent element in gy, i.e.,
lies in the open orbit in the nilpotent cone of gy.
(R” ’) x is regular if and only if F x = π(g−1(x)) ⊂ F , the variety of Borel
subalgebras through x, is 0-dimensional, i.e., consists of finitely many
points.
Proposition 4.5. (a1) Dsing, the singular locus of D, is the union of two
irreducible components:
Dsing = gnr ∪ χ
−1(∇sing).
(a2) The variety gnr has codimension 3 in g and 2 in D. The variety
χ−1(∇sing) is empty for g = sl2, and in all other cases has codimension 2 in
g and codimension 1 in D.
(a3) The intersection of D with the transversal slice at a generic point of
gnr has a 2-dimensional quadratic cone singularity.
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(b) The variety Zsing coincides with the preimage ̟
−1(gnr). It has codi-
mension 3 in Z. The intersection of Z with the transversal slice at a generic
point of gnr has a 3-dimensional quadratic cone singularity.
Proof: (a1) We first prove that Dsing is contained in gnr ∪χ−1(∇sing), that is,
a point x lying in D ∩ greg and mapped by χ into a smooth point of ∇, is a
smooth point of D. Indeed, by (R’) the map χ is a smooth map near x, so
near x the hypersurface D = χ−1(∇) is smooth.
To see the reverse inclusion, gnr ∪ χ−1(∇sing) ⊂ Dsing, we first note that,
by the same argument using (R’), the the intersection greg ∩ χ−1(∇sing) is
contained in Dsing. So it remains to prove that gnr ⊂ Dsing. This will follow
from the part (a3) below.
(a2) The statement about codimension of gnr is well known. The variety
∇sing is the image, under pr : h→ h/W , of the locus of points lying on more
than one root hyperplane. So it is empty for g = sl2 and has codimension 2
in h in all other cases. Our statement follows from this by applying χ−1.
(a3) Using the Jordan decomposition in (R”), we see that the generic non-
regular case is when gy ≃ sl2⊕(abelian) (“simple coincidence of eigenvalues")
and z = 0. Denote by g◦nr the open part of gnr formed by such semisimple
x = y. For y ∈ g◦nr, a transversal slice to gnr at y can be taken to consist
of y + t where t lies in the sl2-part of g
y. Being identified with sl2, it is
3-dimensional, and its intersection with D is the cone of nilpotent elements
in sl2.
(b) First, let us prove that ̟−1(greg) consists of smooth points of Z.
Indeed, let x ∈ greg. Then by (R’) there is a neighborhood U of x in g such
that χ : U → h/W is a smooth morphism. Therefore ̟−1(U) is the pullback,
under this smooth morphism, of h mapping to h/W . Since h is smooth, so
is the pullback.
Next, let us prove that any point of Z lying over any x ∈ gnr is singular.
For this it is enough to assume that x ∈ g◦nr (“generic” case) and to prove, in
this case, the last statement of (b). Assuming this, we see that over such x
the ramification of ̟ is simple quadratic, as any preimage z ∈ Z of x has
the stabilizer in W identified with Z/2. Together with (a3), this means that
near such z, the variety Z looks like the product of a smooth manifold and
a double covering of A3 ramified along a quadratic cone.
Denote S = Zsing. We now analyze S in terms of the projection κ : Z → h.
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Proposition 4.6. Irreducible components of S are in bijection with positive
roots α ∈ ∆+. The component Sα corresponding to α, projects surjectively to
the root hyperplane hα ⊂ h.
Proof: Inside S = ̟−1(gnr) we have the open dense subset S
◦ = ̟−1(g◦nr),
where g◦nr is, as in the proof of Proposition 4.5(a), the variety of semi-simple
elements y with gy ≃ sl2⊕(abelian). An element y ∈ h lies in g◦nr iff it belongs
to h◦α = hα −
⋃
β 6=α hβ for some α ∈ ∆+. This means that g
◦
nr is the (not
necessarily disjoint) union of “conjugation sweeps” Ad(G) · h◦α. Accordingly,
consider the action of Ad(G) on g× h through the first factor, and let
diag(h◦α) ⊂ h× h ⊂ g× h
be the image of h◦α under the diagonal embedding. We conclude that S
◦
is the (disjoint!) union of the S◦α = Ad(G) · diag(h
◦
α). Denoting by Sα the
closure of S◦α, we get the statement.
 ZS12
S13
S23
Figure 1: Structure of Z up to codimension 4. Red lines represent compo-
nents Sα of Zsing, with labels given for g = sl3.
Remark 4.7. Several important properties of the variety Z have been estab-
lished in [31] using the morphism f : g˜ → Z, which is a small resolution of
singularities.
C. The g-web of flops up to codimension 4. Let gnr = gnr − g
◦
nr be
the closed subset in gnr formed by non-regular elements more complicated
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(i.e, other) than semisimple elements y with gy ≃ sl2 ⊕ (abelian). Using the
Jordan decomposition, it is easy to see that gnr has codimension 1 in gnr and
codimension 4 in g. Denote
g = g− gnr
be the complement of this codimension 4 subvariety. Let also
Z = ̟−1(g), Z = Z − Z = ̟−1(g), g˜ = f−1(Z).
The open subvariety Z is invariant under the W -action on Z, so we have
the restriction of the g-web of flops to it:
fw : X

w = w
∗g˜ −→ Z.
This web of flops can be described directly in terms of the standard Atiyah
flops. Indeed, the singular locus of Z is the disjoint union of smooth varieties
S◦α, α ∈ ∆+, and transversely to each Sα, the variety Z
 looks like a 3-
dimensional quadratic cone. Therefore, a neighborhood of Sα ⊂ Z has two
small desingularizations corresponding to the two desingularizations of the
3d quadratic cone. One of them is given by the restriction of f : g˜ →
Z. Let us call it the positive desingularization of Z along S◦α, and the
other one will be called the negative one. Thus we have 2|∆+| possible small
desingularizations of Z. Among these, we have |W | desingularizations Xw .
They are described as follows.
Proposition 4.8. Let w ∈ W and α ∈ ∆+. Then fw : X

w → Z
 is, along
S◦α: {
a positive desingularization, if w(α) ∈ ∆+;
a negative desingularization, if w(α) ∈ ∆−.
Proof: We analyze the sets naturally labeling the combinatorial objects we
want to compare. Let Irr(S) be the set of irreducible components of S. It has
a W -action coming from the W -action on Z. From the proof of Proposition
4.6 we see that, as aW -set, Irr(S) is identified with the set of root hyperplanes
hα, the set ∆/± of pairs [α] := {α,−α} of opposite roots. In the remainder
of this proof we will use the more precise notation S[α] for components of S.
Let further I˜rr(S) be the set of pairs consisting of a component of S and
a choice of one of two of small desingularizations of Z near that component.
This set is also equipped with a W -action and we have a W -equivariant
surjective map I˜rr(S)→ Irr(S) whose fibers have cardinality 2.
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Lemma 4.9. We have a commutative diagram with vertical arrows being
isomorphisms of W -sets:
I˜rr(S) //

Irr(S)

∆ // ∆/± .
The lemma implies Proposition 4.8. Indeed, ∆+ ⊂ ∆ is a fundamental
domain for the action of {±1} on ∆. So if we call a positive desingularization
of S[α] the one corresponding to the positive root α inside [α], then the action
of w ∈ W will send it to a positive or negative desingulariation according to
whether w(α) is a positive or negative root.
Proof of Lemma 4.9: We first consider the two small desingularizations Q˜± →
Q of a 3-dimensional quadratic cone Q ⊂ A4. They are naturally labelled
by the two families of planes (2-dimensional linear subspaces) lying on Q,
i.e., by the two families of generators of the 2-dimensional quadric P(Q) ≃
P1×P1. Call them the (+)- and (−)-families. Planes from the (±)-family lift
bijectively into Q˜± while planes from the (∓)-family lift to Q˜± as blowups.
We now look at the two families of 2-planes in the transverse slices to
the S[α] and show that they are naturally labelled by the roots (positive or
negative) α ∈ ∆ themselves inside the pairs [α] of opposites. For this it is
sufficient to take the slice at a point (x,K) ∈ S[α] such that x is a generic
point of the root hyperplane hα ⊂ h ⊂ g in the chosen Cartan and K is the
component of the variety of Borels through x such that the standard Borel b+
belongs to K. This slice is provided by the variety Z(sl2[α]) corresponding
to the sl2-subalgebra sl2[α] ⊂ g with the set of weights [α]. The two families
of 2-planes in Z(sl2[α]) are naturally labelled by the two Borels of sl2[α]
through the chosen Cartan, i.e., by the two roots in [α]. Indeed, such a Borel
is a 2-dimensional subspace and its lift to Z(sl2[α]) is a 2-plane representing
the corresponding family.
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5 The g-web of flops and partial blowdowns.
A. The movable cone picture and partial blowdowns.
h∗R
C+
Cw
C
Figure 2: Cells of the
coroot arrangement.
We now explain the analog, for the Grothendieck
resolution, of the relation between flops and cham-
bers of the movable cone. This relation is particu-
larly transparent in our “local” situation, as all di-
visors are movable. We keep the notation of the
previous section.
The space h∗R of real weights carries the coroot
arrangement H = H∆ of hyperplanes Hα, α ∈ ∆+.
Explicitly, Hα is the orthogonal complement of the
coroot α∨ corresponding to α. Therefore we have
the decomposition of h∗R into cells of H. The cham-
bers (open cells) Cw are labelled by w ∈ W via
Cw = w
−1(C+), where C+ is the dominant chamber, on which all α
∨, α ∈ ∆+
are positive.
This decomposition is the g-analog of the chamber structure of the mov-
able cone for 3d flops. That is, denote X = g˜. We have
Pic(X) = Pic(G/B) = h∗Z,
the lattice of integer weights, the isomorphism given by pullback along π. For
λ ∈ h∗Z we denote by L(λ) = π
∗O(λ) the corresponding line bundle. Then
all L(λ) are movable. We denote
Zλ = ProjZ
( ∞⊕
n=0
f∗ L(nλ)
)
.
This is the local analog of “the image of the rational map to a projective
space defined by the linear system |L(λ)|”.
Thus, if λ ∈ C+, then Zλ = X, since L(λ) is ample. If λ = 0, then
Zλ = Z is the affinization of X.
Proposition 5.1. (a) Zλ depends only on the cell C of H containing λ. So
we will use the notation ZC for it.
(b) For any two cells C ≤ C ′ we have a regular birational morphism
qC′,C : ZC′ → ZC. These morphisms are transitive whenever C ≤ C ′ ≤ C ′′.
(c) For any w ∈ W we have Zw−1(C) = w
∗ZC as a variety over Z.
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In particular, ZCw = Xw is the flopped Grothendieck resolution. The
diagram formed by the ZC and qC′C is the g-analog of the diagram (1.3)
defining the Atiyah flop.
B. W -equivariance of the Zλ. To prepare for the proof of Proposition
5.1, we start with the following statement.
Proposition 5.2. For any w ∈ W and λ ∈ h∗Z we have Zw−1(λ) = w
∗Zλ as a
variety over Z.
Proof: The smooth locus of Z is, by Proposition 4.5, equal to Zreg =
̟−1(greg). It is a W -invariant open subset whose complement Zsing has,
by Proposition 4.5, codimension 3 in Z. Let g˜reg = f
−1(Zreg) ⊂ g˜. The
Grothendieck resolution map f : g˜reg → Zreg is an isomorphism. The com-
plement g˜ − g˜reg has, by the analysis of §4C, codimension 2 in g˜. Over
the generic part of S = Zsing given by the disjoint union of the S
◦
α, it is
a P1-bundle (coming from the small desingularizations of the transverse 3d
quadratic cones). This means that each vector bundle M on g˜reg extends
canonically to a torsion free sheaf j∗M on g˜, where j : g˜reg →֒ g˜ is the em-
bedding. In particular, if M was already the restriction of a vector bundle
N from g˜ to f−1(Zsm), the j∗M = N .
Because of the identification with Zreg, the group W acts by automor-
phisms of the open subvariety g˜reg ⊂ g˜. Proposition 5.2 now reduces to the
following fact.
Lemma 5.3. Let λ ∈ h∗Z and w ∈ W . Then
w∗
(
L(λ)|g˜reg
)
≃ L(w−1λ)|g˜reg .
Indeed, the lemma implies that for any n ≥ 0, the coherent sheaf f∗L(w−1(nλ))
on Z is identified with w∗(f∗L(nλ)), and so Zw−1λ ≃ w
∗Zλ as a scheme over
Z.
Proof of Lemma 5.3: This is well known. We are grateful to R. Bezrukavnikov
for the explanation regarding this fact and for suggesting the proof below.
Let L and R be the line bundles in the left and right hand side of the
isomorphism claimed in the proposition. They are naturally G-equivariant
bundles, so it suffices to establish the equality [L] = [R] of their classes in
the G-equivariant Picard group PicG(greg). Because g˜− g˜reg has codimension
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2, the restriction map PicG(g˜)→ PicG(g˜reg) is an isomorphism. On the other
hand, the projection g˜→ F identifies PicG(g˜) with PicG(F ) = h∗Z.
Inside g˜reg, consider the locally closed subvariety O˜ = (̟f)
−1(O), where
O is the adjoint orbit of a regular (semisimple) element x ∈ h. Then O˜ =⊔
y∈W Oy is the disjoint union of isomorphic lifts of O labelled by y ∈ W .
For each y we have that PicG(Oy) = h
∗
Z and so the restriction Pic
G(g˜reg) →
PicG(Oy) is an isomorphism. It is therefore enough to show that for some
(or, what is equivalent, for any) y the classes, in PicG(Oy), of the restrictions
of L and R, are equal.
To see this, we note that the action of w on g˜reg permutes the Oy, and
the map from PicG(O1) ≃ h∗Z to Pic
G(Ow) ≃ h∗Z induced by w, coincides with
the action of w on h∗Z.
C. Blowdowns via parabolic Grothendieck resolutions. For the proof
of Proposition 5.1, and for future use, we give an independent construction
of the varieties ZC satisfying parts (b) and (c), and then identify ZC with Zλ
for any λ ∈ C. We start with the following standard fact.
Proposition 5.4. (a) The poset C of cells in H is anti-isomorphic to the
the poset of parabolic subalgebras in g containing h. Explicitly, the parabolic
subalgebra pC corresponding to C is spanned by h and the root vectors eα for
all α ∈ ∆ such that α|C ≥ 0.
(b) Under the above identification, cells C lying in the closure of the domi-
nant chamber C+ correspond to parabolic subalgebras containing the standard
Borel b+.
For C ∈ C let PC ⊂ G be the parabolic subgroup corresponding to pC and
FC = G/PC be the variety of conjugates of pC . We then have the parabolic
Grothendieck resolution
g˜C =
{
(x, p) ∈ g× FC
∣∣x ∈ p} πC−→ FC , π−1C ([p]) = p.
Here [p] ∈ FC is the point corresponding to a parabolic p conjugate to pC .
For any such p let np be its nilpotent radical, and lp = p/np the Levi quotient.
Thus lp is a reductive Lie algebra, and we can form its own Grothendieck
resolution l˜p → lp and its affinization Z(lp) = Spec H0(˜lp,O). Denote Z(p)
the fiber product, which induces a finite covering of p,
Z(p) := p×lp Z(lp) −→ p.
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Such covering can be formed for any parabolic subalgebra p conjugate to pC ,
and we denote by ZC the universal family of these coverings:
(5.5) ZC := Z(p) = G×PC Z(pC) −→ FC .
Thus Z0 = Z while ZC+ = g˜.
If C ≤ C ′, then pC′ ⊂ pC , so PC′ ⊂ PC , and we have the projection
ρCC′ : FC′ → FC . Considering g˜C and g˜C′ as universal bundles of parabolic
subgroups over FC and FC′ respectively, we have the G-equivariant map
αC′C : g˜C′ → ρ∗CC′ g˜C , where ρ
∗
CC′ means the induced (pullback) bundle. The
map αC′C is normalized uniquely by the requirement that over the base point
[pC′] of FC′, it is equal to the embedding pC′ → pC . The map αC′C gives rise
to a morphism qC′C : ZC′ → ZC satisfying part (b) of Proposition 5.1. Part
(c) (W -equivariance of the ZC) also follows directly from the construction.
Proposition 5.1 now reduces to the following fact.
Proposition 5.6. If λ ∈ h∗Z lies in a cell C ∈ C, then Zλ is identified with
ZC as a variety over Z.
D. Proof of Propositions 5.6. Because of W -equivariance of the ZC and
Zλ, it is enough to consider the case when C ≤ C+ lies in the closure of
the dominant chamber. As is well known, such faces are labelled by subsets
I ⊂ ∆sim. The face CI ≤ C+ is given by the conditions
(α∨, c) = 0, α ∈ I, (α∨, c) > 0, α ∈ ∆sim − I.
We denote the corresponding standard parabolic subalgebra pI = pCI ⊃ b+,
the parabolic Grothendieck resoluton associated to CI by g˜I and set ZI =
ZCI . Let ρI : F → FI be the canonical projection. Intrinsically, any Borel b
is contained in a unique p conjugate to pI . This gives rise to the morphism
gI : g˜→ g˜I .
Proposition 5.7. The variety ZI fits into a Stein factorization
g˜
fI //
gI ❂
❂❂
❂❂
❂❂
❂ ZI
̟I

g˜I
with ̟I being finite and fI having connected fibers (and, in our case, being
birational).
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Proof: The proposition means that k-points of ZI are identified with triples
((x, p), K ′) where (x, p) ∈ g˜I and K ′ is a connected component of g
−1
I (x, p),
the variety of Borels b such that x ∈ b ⊂ p. Now, such Borels are in
bijection with Borel subalgebras in lp containing x, the image of x in lp. So
K ′ corresponds (in a bijective fashion) to a connected component K ′′ of the
varieties of Borels in lp through x. Now, the set of such components K
′′ is,
by definition, the fiber of Z(p)→ p over x ∈ p.
We now prove Proposition 5.6. Consider the commutative diagram
Z g˜ = b
foo
gI

fI
||②②
②②
②②
②②
②
π // F = {b}
φI

ZI
qI
OO
̟I
// g˜I = p πI
// FI = {p}.
If λ ∈ CI , then the line bundle O(λ) on F is the pullback O(λ) = φ∗IOFI (λ)
of a very ample line bundle OFI (λ) on FI . Let LI(λ) = π
∗
IOFI (λ), a line
bundle on g˜I . Note that ̟
∗
ILI(λ) is very ample on each fiber q
−1
I (z), z ∈ ZI .
Indeed, any q−1I (z) is identified with a closed subvariety of FI , the variety of
all parabolics of type I, and the restriction of ̟∗ILI(λ) is identified with the
restriction of OFI (λ) from FI . Now, we identify the summand f∗ L(nλ) in
the definition of Zλ:
f∗ L(nλ) ≃ qI∗ fI∗ g
∗
I LI(nλ) ≃ qI∗̟
∗
ILI(nλ),
where the second isomorphism comes from the fact that fI is proper with
connected fibers. We also use that fI∗f
∗
I = Id. Now, since ̟
∗
ILI(λ) is very
ample on fibers of qI , we have that
Zλ = ProjZ
( ∞⊕
n=0
f∗ L(nλ)
)
≃ ProjZ
( ∞⊕
n=0
qI∗ (̟
∗
ILI(λ))
⊗n
)
≃ ZI .
Proposition 5.6 and therefore Proposition 5.1 are proved.
E. Blowdowns up to codimenion 4. We now continue the analysis
of §4C from which we retain the notation. For a cell C of H let ZC =
q−1C (Z
). Recall that the singular locus of Z is the disjoint union of smooth
components S◦α, α ∈ ∆+, and the transverse slice to S
◦
α in Z
 is a 3d quadratic
cone with two possible small desingularizations, positive and negative. The
morphism qC : Z

C → Z
 is therefore a partial desingularization of Z. More
precisely:
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Proposition 5.8. Let α ∈ ∆+ and C be a cell of H. Then, in the variety
ZC:
• The components Sα with α∨|C = 0 remain singular (nothing happens).
• The components Sα with α∨|C > 0 are resolved in the positive way.
• The components Sα with α
∨|C < 0 are resolved in the negative way.
Proof: As with Proposition 4.8, this follows by looking at a point x˜ =
(x,K) ∈ Sα with x ∈ hα generic and K being the component of Borels
through x such that b+ ∈ K. Since the the transversal slice to Sα at x˜ is
identified with Z(sl2[α]), our statement reduces to the case of sl2.
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6 Fiber products and varieties of simplices
A. Fiber products and horizontal components. The system of partial
blowdowns, constructed in §5, is the g-analog of the diagram (1.3), describing
the Atiyah flop. However, the derived equivalence associated to the flop, is
constructed using the diagram (1.4) featuring the fiber product of the two
small desingularizarions. It is now our goal to construct such a diagram in
the g-situation.
As before, we denote by H the coroot arrangement in h∗R. For any cell C
of H we define the C-incidence variety
IXC = lim←−
C′≥C
ZC′ ⊂
∏
C′≥C
ZC′.
This variety can be reducible. At the same time, all ZC′ project to Z = Z0
in a compatible, birational way, in fact biregularly over
Zrss = ̟
−1grss ⊂ Z.
Therefore, IXC has the horizontal componentXC defined as the closure of the
image of Zrss under the system of the rational maps inverse to the qC′ : ZC′ →
Z. Recall that the chambers (open cells) Cw of H are labelled by w ∈ W ,
and qCw = fw : ZCw = Xw → Z is the flopped Grothendieck resolution.
Proposition 6.1. XC is identified with the closure of the image of
(f−1w ) : Zrss −→
∏
w: Cw≥C
Xw.
Proof: We show that the projection
∏
C′≥C ZC′ →
∏
Cw≥C
ZCw is an isomor-
phism of XC onto its image, which we temporarily denote by J . Indeed,
the inverse map is given by sending a point (xw)Cw≥C ∈ J to the system
(xC′)C′≥C ∈ XC where xC′ is defined as qCw,C′(xw) for any Cw ≥ C
′. Here
we note that for any C ′ ≥ C, the value qCw ,C′(xw) is, for any (xw) ∈ J ,
independent of the choice of Cw ≥ C
′, because it is so for (xw) lying in the
image of the map (fw)
−1 on Zrss.
The following is clear by construction.
Proposition 6.2. The XC form an representation of the poset CH of faces of
H, by algebraic varieties. More precisely, for any C ≤ C ′ we have a regular,
proper, birational map pC,C′ : XC → XC′, and these maps are transitive: for
any C ≤ C ′ ≤ C ′′ we have pC,C′′ = pC′,C′′ ◦ pC,C′.
46
B. Role of the varieties XC. The natural next step would be to pass
from the diagram (XC) to an H-schober (Definition 3.6), a diagram F of tri-
angulated categories (EC , γCC′, δC′C). Intuitively, EC should be some coherent
derived category of XC , while γCC′ and δC′C should be the pushforward and
pullback along pCC′ . The diagram F should represent a perverse schober on
h∗C smooth with respect to HC.
However, the varietiesXC can be singular, so a straightforward implemen-
tation of this idea is difficult. For instance, in order to have both inverse and
direct images well defined in the singular case, we would be forced to work
with (left) unbounded derived categories which will destroy the Grothendieck
groups and meaningful decategorifications.
One possible approach is to construct natural desingularizations X˜C of
the singular XC and to define EC = D
b(X˜C). We make first steps in this
direction in §7.
However, Theorem 2.5 suggests the following conjecture describing the
analog of H0(h∗C,F). This conjecture can be formulated without reference to
a choice of X˜C .
Conjecture 6.3.The intersection of the pullbacks of the categories Db(Xw)
inside Db(X0) is equivalent to Perf(Z).
C. Reduction of XC to X0 for a Levi. In order to indicate the de-
pendence of our varieties XC , ZC as well as the arrangement H, the Car-
tan subalgebra h etc. on g we will use, when necessary, the notations
XC(g), ZC(g),H(g), h(g), etc.
Let C be a cell ofH(g), and pC be the corresponding parabolic subalgebra
containing h, see Proposition 5.4. Let lC be the Levi quotient of pC and mC
be the semi-simplification (quotient by the center) of lC . We realize mC as
the subalgebra in g generated by the root generators eα with α|C = 0.
At the same time, let R · C ⊂ h∗R(g) be the real subspace spanned by C.
Then we have identifications
h∗R(lC) ≃ h
∗, h∗R(mC) ≃ h
∗
R(g)
/
R · C.
and
H(lC) ≃ H(g)
≥C , H(mC) ≃ H(g)/C.
Here H(g)≥C is the sub-arrangement of H(g) consisting of the hyperplanes
which contain C, while H(g)/C is the quotient arrangement in the quotient
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space h∗R(g)
/
R ·C whose hyperplanes are the images of the hyperplanes from
H(g)≥C , see, e.g., [35]. Accordingly, the cells of H(g)/C are the images,
under the quotient map, of the cells C ′ of H satisfying C ′ ≥ C. We will
denote such images by C ′/C.
In particular, for any C ′ ≥ C we have the varieties ZC′(lC) and ZC′/C(mC)
associated to the reductive groups lC and mC . We have the composite pro-
jection pC → lC → mC .
Proposition 6.4. For any C ′ ≥ C we have an identification
ZC′(g) ≃ G×PC
(
pC ×mC ZC′/C(mC)
)
.
These identifications take, for any C ′′ ≥ C ′ ≥ C, the projection ZC′′/C(mC)→
ZC′/C(mC), to the projection ZC′′ → ZC′.
The proposition means that ZC′(g) is obtained from ZC′/C(mC) by first
performing a pullback onto pC and then forming the universal family over
FC .
Proof: This is a direct consequence of the definition of ZC′ as the universal
family over FC′ given by (5.5).
Corollary 6.5. (a) For any cell C of H = H(g) we have an identification
XC(g) ≃ G×PC
(
pC ×mC X0(mC)
)
.
Here X0(mC) is the principal component of the fiber product of all the flopped
Grothendieck resolutions of mC over Z(mC).
(b) In particular, if C is a wall (codimension 1 cell), then XC(g) is
smooth. It coincides with the fiber product Xw′(g) ×ZC(g) Xw′′(g), where
w′, w′′ ∈ W are such that C separates two chambers Cw′ and Cw′′.
The corollary implies that each XC(g) locally looks like the product of
X0(mC) and a smooth manifold, because it is obtained from X0(mC) by first
forming a pullback under a smooth map and then forming a universal family
over a smooth base.
Proof: (a) follows directly from Proposition 6.4. Part (b) follows from (a)
since mC ≃ sl2 in this case, and the case of sl2 corresponds to the Atiyah
flop where the statement is well known, see §1B.
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D. The variety of g-simplices. By an (ordered) g-simplex we mean a
pair h ⊂ b ⊂ g formed by a Cartan subalgebra h and a Borel b containing it.
Denote by h, b the dimensions of the h’s and b’s. Then we have the quasi-
projective variety T ◦g ⊂ Fl(h, b, g) formed by ordered g-simplices h ⊂ b. It is
nothing but the quotient G/H where H ⊂ G is the maximal torus.
Example 6.6.Let g = sln. A Cartan subalgebra h ⊂ g is the same as a choice
of n points {xi}i∈I , |I| = n in Pn−1 which are in (linearly) general position,
i.e., form an unordered simplex. Explicitly, h consists of linear operators
which are diagonal in a basis of kn formed by vectors ei that represent xi.
A choice of a Borel b ⊃ h amounts to ordering the xi, i..e, writing them as
(x1, · · · , xn) (an ordered simplex). The variety T
◦
g is in this case identified
with the open set (Pn−1)ngen ⊂ (P
n−1)n formed by n-tuples of points in general
position.
We recall that G-orbits on F ×F are parametrized by elements ofW (the
Bruhat decomposition). In other words, for any two Borel subalgebras b, b′
we have their relative position d(b, b′) ∈ W . Thus d(b, b′) = 1 iff b = b′ while
d(b, b′) = w0 (the maximal element in W ), iff b and b
′ are in general position
(i.e., (b, b′) lies in the open G-orbit in F ×F ). In particular, given h ⊂ b, for
any w ∈ W we have a unique Borel bw = bw(h) ⊃ h such that d(bw, b) = w.
Let FW be the product of W copies of F ; its points will be written as
systems (bw)w∈W of Borels. We then have a regular embedding
u : T ◦g −→ F
W , (h ⊂ b) 7→ (bw(h))w∈W .
If we view T ◦g as G/H and W as the quotient of the normalizer N(H) by H ,
then the w-component of u is the second component of the w-action map
Ad(w) : G/H −→ G/H, (h, b) 7→ (h, bw(h)).
Definition 6.7.The variety of g-simplices Tg ⊂ F
W is defined as the closure
of the image of u.
In the case g = sln there is a more direct description of Tg, cf. [3]. Instead
of FW = F n!, consider the product of Grassmannians Gr(|I|,kn) labelled by
all subsets I ⊂ {1, · · · , n}. We then have the regular embedding
(6.8)
v : (Pn−1)ngen −→
∏
I⊂{1,··· ,n}
Gr(|I|,kn),
(x1, · · · , xn) 7→
(
Span(xi)i∈I
)
I⊂{1,··· ,n}
,
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which associates to (x1, · · · , xn) the system of the subspaces spanned by all
possible subsets of {x1, · · · , xn}.
Proposition 6.9. Tsln is identified with the closure of the image of v.
Proof: Denote GrI = Gr(|I|,kn) the factor in the target of v corresponding
to I. The flag variety F for sln is, classically, embedded in the product of
Grassmannians Gr(p,kn), p = 1, · · · , n− 1 (as the incidence variety). Let us
think of the factor Gr(p,kn) in this embedding as Gr{1,··· ,p}.
Further, for each w ∈ W we consider the w-th factor Fw = F in F
W and
embed in into the product of Grassmannians Grw({1,··· ,p}), p = 1, · · · , n − 1.
By taking the direct product of these embeddings over all w ∈ W , we embed
FW into the following product of Grassmannians:
η : FW −→
n−1∏
p=1
∏
I⊂{1,··· ,n},
|I|=p
Gr
W I
{1,··· ,p}
I
where W I{1,··· ,p} ⊂ W is the set of permutations w ∈ W = Sn such that
w({1, · · · , p}) = I. We now notice:
Lemma 6.10. The composition η ◦ u takes values in the product, over all
p, I, of the small diagonals GrI ⊂ Gr
W I
{1,··· ,p}
I . The resulting morphism from
T ◦sln = (P
n−1)ngen to
∏
I GrI is identified with v.
Proof of the lemma: Let x = (x1, · · · , xn) ∈ (P
n−1)ngen correspond to h ⊂ b ⊂
sln. Then, for w ∈ Sn, the Borel subalgebra bw(h) corresponds to the flag
Span(xw(1)) ⊂ Span(xw(1), xw(2)) ⊂ · · ·Span(xw(1), · · · , xw(n−1)) ⊂ k
n.
Our statement follows from this immediately.
Proposition 6.9 is proved.
E. X0 and the variety of simplices. We now realize the biggest hori-
zontal component X0 ⊂
∏
w∈W Xw as a “fibration in cones" over the variety
of simplices Tg.
We denote by
(6.11) h
gen
=
{(
(h ⊂ b), x
)
∈ T ◦g × g
∣∣ x ∈ h} α→֒ Tg × g
the universal bundle of Cartan subalgebras over T ◦g .
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Proposition 6.12. X0 is identified with the closure of hgen in Tg × g. In
particular, it is a closed subvariety in Tg × g, conic (dilation invariant) in
the g-direction.
Proof: We note that we have a projection Zrss → T
◦
g whose fiber over (h ⊂ b)
is hreg, the open subset of regular elements in h. So we write Zrss = hreg
which exhibits it as an open dense subset in h
gen
.
Next, each Xw = w
∗g˜ is identified with g˜ ⊂ F × g, but with projection to
Z twisted by w. So X0 can be conisdered as a subvariety in g˜
W =
∏
w∈W g˜,
and, as such, is embedded into FW ×gW . By definition, X0 is the closure (in
g˜W ⊂ FW × hW ) of the image of Zrss ⊂ Z under the system of maps inverse
to the projections Xw → Z (biregular over Zrss). We now notice that the
composite map Zrss → FW × gW lands in Tg × g (with g ⊂ gW being the
small diagonal). This means that X0 is identified with the closure of hreg in
Tg× g which is the same as the closure of the vector bundle hgen, in which it
is open and dense.
F. The variety of reductions and the Cartanization of X0. Propo-
sition 6.12 gives an affine morphism ρ : X0 → Tg whose fiber over a generic
point b = (h ⊂ b) ∈ T ◦g is the Cartan subalgebra h. The fiber ρ
−1(b) over
an arbitrary point b ∈ Tg can be seen as the union of the limit positions of
such Cartans for all 1-parameter curves (k[[t]]-points) b(t) in Tg such that
b(0) = b and b(t) ∈ T ◦g for t 6= 0. In particular, if we write b ∈ Tg ⊂ F
W
as a system of Borels (bw)w∈W , then ρ
−1(b) is contained in the intersection⋂
w∈W bw. We now produce partial desingularization of Tg and X0.
Definition 6.13. [32, 33] Let R◦g ⊂ Gr(h, g) be the variety of all Cartan
subalgebras. The variety of reductions for g is defined to be the closure
Rg = R◦g ⊂ Gr(h, g).
By construction, Rg carries the universal bundle a ⊂ Rg × g of rank h
whose fibers are “limit positions of Cartan subalgebras”. They are abelian
subalgebras in g. We then have the embedding
(6.14) û : T ◦g −→ F
W × Rg, (h ⊂ b) 7→
(
(bw(h))w∈W , h
)
and we define the Cartanized variety of g-simplices T̂g to be the closure of
the image of û. Thus we have a regular birational map τ : T̂g → Tg which is
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the composition of the closed embedding T̂g ⊂ Tg ×Rg and the projection of
the product to Tg.
Similarly, we consider the embedding
h
gen
α̂
→֒ Tg × g× Rg, ((h ⊂ b), x) 7→
(
α((h ⊂ b), x), h
)
,
where α is as in (6.11). Define the variety X̂0 as the closure of the image of
α̂.
Proposition 6.15. X̂0 lies (after permuting the second and third factors in
the target of α̂) in T̂g × g ⊂ Tg × Rg × g. Further, we have a commutative
diagram
a

X̂0oo
ρ̂

σ // X0
ρ

Rg T̂goo τ
// Tg
where:
(a) σ and τ are regular, birational and proper.
(b) The left square is Cartesian, in patricular, ρ̂ exhibits X̂0 as the total
space of a rank h vector bundle on T̂g.
(c) For b ∈ Tg the preimage ρ−1(b) ⊂ g is the union, over all b̂ ∈ τ−1(b),
of the vector subspaces ρ̂−1(b̂).
Proof: The first statement (about X̂0) follows from the construction of T̂g as
the closure of the lift of T ◦g into Tg×Rg. The construction and commutativity
of the diagram is just a restatement of the steps above. Let us prove the
claimed properties of the diagram.
(a) σ is regular and proper since it is obtained from a proper morphism
(projection) Tg×g×Rg → Tg×g by taking the closure of a lift of hgen to the
source and mapping in to the closure of the image of this lift in the target.
It is birational since it is an isomorphism on h
gen
. The argument for τ is
similar.
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(b)This follows because we can also define X̂0 as the closure of hgen in the
total space of the pullback of the vector bundle a to Tg × Rg.
(c) By definition of X0 as the closure, ρ
−1(b) is the union of all the limit
positions of the Cartans associated to b′ ∈ T ◦g approaching b in 1-parameter
families. These limit positions will represent points of Rg and thus points
of T̂g, more precisely of b̂ ∈ τ−1(b). The individual elements of these limit
positions will become vectors in the fibers of the tautological bundle a over
Rg, i.e., vectors in the vector subspaces ρ̂
−1(b̂).
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7 The flop diagram for sl3 and Schubert’s vari-
ety of complete triangles
A. Complete triangles vs. Cartanization. From now on we restrict
the discussion to g = sl3. The variety T = Tsl3 of sl3-simplices is the classical
variety of triangles [46, 47, 34]. It has dimension 6 and is embedded into
(P2)3 × (Pˇ2)3, see (6.8). Here Pˇ2 = Gr(2,k3) is the projective plane of lines
in P2. Below are some of the well known properties of T .
Proposition 7.1. (a) T coincides with the incidence variety{
(x1, x2, x3, l12, l13, l23) ∈ (P
2)3 × (Pˇ2)3
∣∣ xi, xj ∈ lij}.
(b) The singular locus T sing consists of (xi, lij) such that x1 = x2 = x3 and
l12 = l13 = l23. It is thus identified with F , the flag variety for sl3.
(c) Near T sing = F , the variety T locally looks like the product of a 3-
dimensional affine space and a 3-dimensional quadratic cone.
This has been proved in [47], Th. I, where explicit charts were con-
structed. For a more modern treatment of (a) and (b), see [34], Th. 1(b)
and Lemma 7.
Because of the 3d quadratic cone nature of the singularities of T , it has
two small desingularizations, connected by a flop:
(7.2) T Sch
τSch−→ T
τFM←− T FM.
Thus for any b ∈ T sing = F , the preimages τ−1Sch(b) and τ
−1
FM(b) are isomorphic
to P1. The variety T Sch is known as Schubert’s variety of complete triangles
and T FM is the Fulton-MacPherson blowup of (P2)3. They are both acted
upon by SL3. Intrinsically, they are distinguished by the fact that the action
of the maximal torus (Gm)
2 ⊂ SL3 on T Sch has isolated fixed points, while
the fixed points in T FM can be non-isolated, see [34, 45].
We recall [34, 45, 47] the definition of T Sch going back to Schubert [46].
Consider the 6-dimensional space S2(k3∗) of quadratic forms on k3. Every
triple (x1, x2, x3) ∈ (P2)3gen defines a 3-dimensional subspace
Nx1,x2,x3 =
{
q ∈ S2(k3∗)
∣∣ q(x1) = q(x2) = q(x3) = 0}
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(the net of quadrics through x1, x2, x3). We then consider the embedding
vSch : (P
2)3gen −→ (P
2)3 × (Pˇ2)3 ×Gr(3, S2(k3∗)),
(x1, x2, x3) 7→
(
(x1, x2, x3), (Span(x1, x2), Span(x1, x3), Span(x2, x3)), Nx1,x2,x3
)
.
By definition, T Sch is the closure of the image of vSch. The fact that T
Sch
thus defined, is smooth, was proved directly in [47], Th. II.
Proposition 7.3. The Cartanized variety of triangles T̂ is isomorphic to
Schubert’s variety T Sch (as a variety over T , so that τ in Proposition 6.15
corresponds to τSch). In particular, T̂ is smooth, while T
Sch carries a rank 2
bundle of abelian Lie subalgebras in sl3.
Proof: This is a consequence of the interpretation, given in [32], of the variety
R = Rsl3 of reductions for sl3. A Cartan subalgebra h ⊂ sl3 can be seen as
corresponding to some x = (x1, x2, x3) ∈ (P2)3gen defined uniquely up to
permutation; we write h = hx. Thus, tautologically, R is the closure of the
image of the embedding
(P2)3gen/S3 −→ Gr(2, sl3), x 7→ hx.
It was shown in [32] Prop. 4.1 that R is equal to the subvariety in Gr(2, sl3)
formed by all 2-dimensional abelian Lie subalgebras, i.e., to the intersection
Gr(2, sl3) ∩ P
(
Ker
{
Λ2sl3
[−,−]
−→ sl3
})
in the Plu¨cker embedding of Gr(2, sl3).
At the same time, any x as above gives a 3-dimensional subspace Nx ⊂
S2(k3∗), so we have the embedding
ν : (P2)3gen/S3 −→ Gr(3, S
2(k3∗)) ⊂ P
(
Λ3(S2(k3∗))
)
, x 7→ Nx.
It was proved in [32], Th. 4.2, that the closure of the image of ν is identified
with R. This is based on the isomorphism of sl3-modules
Ker
{
Λ2sl3
[−,−]
−→ sl3
}
≃ Λ3S2(k3∗).
describing the ambient spaces of the two Plu¨cker embeddings, see [32], Lemma
4.3.
We can therefore compare the embeddings û from (6.14) defining T̂ and
the embedding vSch defining T
Sch. We see that they both factor through the
same map into (P2)3 × (Pˇ2)3 × R with R embedded in Gr(2, sl3) in the first
case and in Gr(3, S2(k3∗)) in the second case.
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Corollary 7.4. The Cartanized variety X̂0 for g = sl3 is smooth.
Proof: Indeed, X̂0 is the total space of a rank 2 vector bundle (of abelian Lie
subalgebras in sl3) over the smooth variety T̂ = T
Sch.
Using Proposition 6.15, we can now get a more detailed picture of the
original variety X0 ⊂ T × sl3 in terms of the projection ρ : X0 → T .
Corollary 7.5. (a) If b ∈ T is a smooth point, then ρ−1(b) is a 2-dimensional
abelian Lie subalgebra in sl3.
(b) If b ∈ T sing = F corresponds to a Borel subalgebra b ⊂ sl3, then
ρ−1(b) = [b, b] is 3-dimensional.
(c) In the situation (b), the preimage τ−1(b) ⊂ T̂ is identified with the
variety of all 2-dimensional abelian Lie subalgebras in n = [b, b]. Such sub-
algebras are precisely the 2-dimensional vector subspaces in b containing the
center [n, n]. In particular, there are P1 of them.
(d) The variety X0 is singular along T
sing × {0} ⊂ T × sl3.
Proof: (a) follows from the identification of τ with τSch and the known fact
that τSch is bijective outside of T
sing.
Part (b) is a consequence of the following elementary lemma which ex-
plains the appearance of n.
Lemma 7.6. Let pi(t), i = 1, · · · , 3, be three k[[t]]-points of P
2 with the
following properties:
(1) For t 6= 0, i.e., as k((t))-points, the pi(t) are in general position.
(2) At t = 0, all three pi(t) evaluate to the same point p ∈ P2(k), and the
three lines (pi(t), pj(t)) evaluate to the same line l ⊂ P
2 (containing p).
Let b ⊂ g = sl3 be the Borel subalgebra fixing the flag (p, l) and n = [b, b]. Let
further x(t) ∈ sl3(k[[t]]) be a family of matrices such that for t 6= 0 the matrix
x(t) has three points pi(t) as eigendirections. Then x(0) ∈ n. Moreover, each
element of n can be obtained as x(0) for an appropriate pi(t), i = 1, · · · , 3
and x(t) as above.
Proof of the lemma: Clearly x(0) fixes p, l so x(0) ∈ b. Let ξ be the
gobal vector field on P2 given by x(0). The two independent eigenvalues
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of x(0) ∈ sl3 can be read off the two eigenvalues of the transformation in-
duced by ξ on the tangent space TpP
2. Now, the first eigenvalue (on the
line Tpl) vanishes because the points p1(t) and p2(t) specialize for t → 0, to
p and the line (p1(t), p2(t)) specializes to l. The second eigenvalue (on the
quotient TpP
2/Tpl) vanishes because the third point p3(t) is such that the
lines (pi(t), p3(t)), i = 1, 2 specialize, as t→ 0, to the same line l. This shows
that x(0) ∈ n. The fact that any element of n can be obtained like this is
obvious and left to the reader.
Part (c) follows from (b), from Proposition 6.15(c) and the fact ([32]
Prop. 4.1) that R coincides with the variety of all 2-dimensional abelian Lie
subalgebras in sl3.
To see (d), consider the Zariski tangent space toX0 at (b, 0) ∈ T
sing×{0}.
It contains, as transverse direct summands, first, the tangent space to T at
b (of dimension 7), and, second, the fiber of the projection ρ over b, i.e., b
(of dimension 3). So it is 10-dimensional, while X0 is 8-dimensional. This
finishes the proof of Corollary 7.5.
B. The flop diagram for sl3. The coroot arrangement H for sl3 consists
of three lines in the real plane h∗R ≃ R
2. It has 13 cells: six chambers
Cw, six walls (open half-lines) and the point 0. Accordingly, the diagram
(XC , pCC′)C≤C′ consists of 13 varieties:
(2) Six flopped Grothendieck resolutions Xw = XCw , w ∈ S3. They are
smooth.
(1) Six binary fiber products XC corresponding to the half-lines C. They
are smooth, see Corollary 6.5.
(0) The “central” variety X0, singular.
Definition 7.7. (a) The flop diagram for sl3 is the diagram (YC , lCC′)C≤C′
of proper birational regular maps between smooth varieties, obtained from
(XC , pCC′) by replacing X0 with its Cartanization X̂0
σ
→ X0 and leaving the
other varieties unchanged. That is, we put
YC =
{
XC , if C 6= 0,
X̂0, if C = 0;
lCC′ =
{
pCC′ , if C 6= 0,
p0C′ ◦ σ, if C = 0 < C ′.
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(b) The Schubert transform is the diagram of birational morphsms
Y−C
l0,−C
←− Y0
l0,C
−→ YC
associated to any 1-dimensional face (ray) C of H.
The remainder of this section prepares the ground for the study of the
diagram formed by the categories Db(YC) in the next section 8.
C. Central fibers. The partial triangle picture. We first summarize
the main features of the varieties YC and XC for arbitrary C.
Proposition 7.8. (a) We have a diagram
FC YC
ρCoo τC // g
FC
OO
// {0}
OO
in which the square is Cartesian.
(b) The map ρC represents YC as the total space of a vector bundle on FC
which we denote LC . Every fiber of LC is a Lie subalgebra in g.
(c) The map (ρC , τC) : YC → FC × g embeds YC as a closed subvariety
in FC × g. In other words, it realizes LC as a vector subbundle of the trivial
bundle FC × g.
The variety FC = τ
−1
C (0) will be called the central fiber of YC . We now
summarize the structure of the vector bundles LC .
Denote by F = F (1, 2,k3) ⊂ P2 × Pˇ2 the flag variety of SL3.
Proposition 7.9. (a) If dim(C) = 2, then FC ≃ F has dimension 3, the
bundle LC has rank 5 and every fiber of LC is a Borel subalgebra in g.
(b) If dim(C) = 1, then FC is isomorphic, as a SL3-manifold, to F ×P2 F
or F ×Pˇ2 F and has dimension 4. The bundle LC has rank 4.
(b1) Let q = (p, l, l′) ∈ F ×P2 F be a point with l 6= l
′. Then, in the above
identification, the fiber of LC over q is identified with the intersection of
two Borels corresponding to the flags (p, l) and (p, l′), i.e. with the space
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of global vector fields on P2 which preserve p, l and l′. At q = (p, l, l) the
fiber Lq is the (well defined) limit position of the above intersections of
Borels corresponding to neighboring points q′. Explicitly, Lq consists of
global vector fields on P2 which preserve p and l and whose restricttion
to l has vanishing linear part at p.
(b2) Let q = (p, p′, l) ∈ F ×Pˇ2 F is a point with p 6= p
′. Then, in the above
identification, the fiber of LC over q is identified with the intersection
of the Borels corresponding to the flags (p, l) and (p′, l), i.e., with the
space of global vector fields on P2 preserving p, p′ and l. At q = (p, p, l)
he fiber Lq is the (well defined) limit position of the above intersections
of Borels corresponding to neighboring points q′. Explicitly, Lq consists
of global vector fields on P2 whose linear part of p (an endomorphism
of TpP
2 preserving the subspace Tpl) induces zero endomorphism of the
quotient TpP
2/Tpl.
(c) If C = {0}, then FC = T̂ is the Schubert space of complete triangles
and has dimension 6. The bundle LC has rank 2 and is formed by Cartan
subalgebras in g and their limit positions.
• •
•
p1 p2
p3
l12
l23 l13
Figure 3: The sym-
bolic triangle.
It is convenient to depict the central fibers FC
and the varieties YC symbolically by “partial trian-
gles”, i.e., by certain parts of the picture (Fig. 3)
consisting of three points p1, p2, p3 and three lines
l12, l13, l23 joining them. This is depicted in Fig. 4.
The six chambers labelled by permutations of 1, 2, 3,
correspond to six flags in the triangle, the six rays
correspond to parts formed by either two vertices
and an edge through them, or by two edges and a
vertex common to them. The face {0} correspond
to the full triangle of Fig. 3.
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123
213
231
321
312
132
•
p1 l12
•
p2l12
•p2
l23
•p3
l23 •p3
l13
• p1
l13
•
•
p3
p2
l23
•
p2
l12
l23
• •
p1 p2
l12
•p1
l12
l13
•
•
p1
p3
l13
•p3
l13 l23
Figure 4: The partial triangle notation for faces C and varieties YC , FC .
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If C 6= {0}, then the central fiber FC is sim-
ply the incidence variety associated to the corre-
sponding picture. For instance, if C is the right
horizontal ray in Fig. 4, then FC is formed by
(p1, l12, l23) ∈ P2 × Pˇ2 × Pˇ2 such that p1 ∈ l12 and p1 ∈ l13.
If C = {0}, then the incidence variety associated to the picture is T , the
space of triangles, and the central fiber F0 is its desingularization T̂ .
D. Fiber products: 1-ray and 2-ray varieties. Let us call any variety
YC = XC associated to C which is a ray (1-dimensional face) of H, a 1-ray
variety, and the corresponding central fiber FC = F ×P2 F or F ×Pˇ2 F a 1-ray
central fiber.
Note that FC is just an elementary Schubert correspondence (i.e., the
correspondence associated to a simple reflection in the Weyl group) in F ×F ,
while YC ⊂ g˜ × g˜ is the lift of such a correspondence to the Grothendieck
resolution. These are precisely the correspondences used by Bezrukavnikov-
Riche [9] to construct an action of the braid group Brg on D
b(g˜): they give
the action of the generators of Brg.
In order to prove the collinear transitivity conditions for the sl3-flober
in §8, we will need certain fiber products of the correspondences YC. These
products have been studied in [44], §2. At the same time, related varieties
(the central fibers of the fiber products) appear in the classical study of trian-
gle varieties [45]. We present a treatment which emphasizes this connection.
Let A0, · · · , A3 be four consecutive chambers of H and A01, A12, A23 be
the rays between them, see Fig. 5. We denote by
Y(2) = Y12,23 := YA12 ×YA2 YA23
and call the 2-ray variety the fiber product of two 1-ray varieties over YA2 ≃ g˜.
(The chamber A0 is not used in this definition but will be used in defining
the 3-ray varieties later.)
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A1
A2A3
A0
A12A23
A01
• •
p1 p2
l12
l23
Figure 5: Four consecutive chambers and the partial triangle code for a 2-ray
variety.
We now extend the partial triangle notation to 2-ray varieties. If we
assume that the positions of A0, · · · , A3 in Fig. 5 correspond to Fig. 4 (i.e.,
A1 corresponds to 123, A2 corresponds to 213 etc.) then Y(2) is encoded by
the partial triangle in Fig. 5 on the right. We define the 2-ray central fiber
as the fiber product of the central fibers of the factors of Y(2), i.e., as the
incidence correspondence associated to the partial triangle code:
F(2) = F12,23 := FA12 ×FA2 FA23 =
=
{
(p1, p2, l12, l23) ∈ P
2 × P2 × Pˇ2 × Pˇ2
∣∣ p1, p2 ∈ l12, p2 ∈ l23}.
This is nothing but the Demazure resolution of the Schubert correspondence
in F × F associated to the reduced decomposition (23)(12) in W = S3. By
construction we have a diagram
Y(2)
ρ
$$❍
❍❍
❍❍
❍❍
❍❍
i // F(2) × g
π

F(2)
where i is a closed embedding and π is the projection. Each fiber of ρ is a
Lie subalgebra in g.
In the following it will be convenient to identify elements ξ ∈ g with
global regular vector fields on P2.
Proposition 7.10. (a) F(2) is a smooth variety of dimension 5, which is a
P1-bundle over FA12, as well as a P
1-bundle over FA23.
62
(b) The map ρ realizes Y(2) is the total space of a rank 3 vector bundle
L(2) = L12,23 over F(2) = F12,23, whose fibers are Lie subalgebras in g. In
particular, Y(2) is smooth.
(c) The projection σ : Y(2) → YA12 exhibits Y(2) as the blowup of YA12 (the
total space of a rank 4 bundle LA12 on FA12) along the total space of a rank
2 subbundle E. Explicitly, the fiber of E at (p1, p2, l) consists of global vector
fields ξ on P2 which belong to (LA12)(p1,p2,l) and whose linear part at p2 is the
scalar operator in Tp2P
2. In the case p1 = p2 this linear part must be 0, since
the correspinding elements of g = sl3 must be nilpotent.
Similarly for the projection to YA23.
(d) The square
Y(2)

// YA12

YA23 // YA2
is Tor-independent, i.e., Y(2) is identified with the derived fiber product YA12×
h
YA2
YA23.
Proof: (a) is obvious. Let us prove (b). By definition of the fiber product,
the fiber of ρ over q = (p1, p2, l12, l23) is the intersection
(L(2))q := (LA12)(p1,p2,l12) ∩ (LA23)(p2,l12,l23) ⊂ g
of two Lie subalgebras in g. If q is a generic point (i.e., p1 6= p2 and l12 6= l23),
this intersection is simply the subalgebra in g which preserves the points p1, p2
and the lines l12 and l23, and this subalgebra has dimension 3. We now claim
that for any other q ∈ F(2) the above intersection has the same dimension
3. By PGL3-equivariance, it suffices to check one point in each PGL3-orbit
on F(2). We consider only the “most degenerate" case p1 = p2 = p and
l12 = l23 = l. In this case, by Proposition 7.9(b), the subalgebra (L(2))q
consists of global vector fields ξ on P2 which preserve p and l and whose
linear part at p has trivial restrictions to the tangent space Tpl and to the
quotient Tp(P
2)/Tpl. Global ξ preserving p and l form a Borel subalgebra
b ⊂ g, and the linear parts in question correspond to the diagonal elements
of a triangular matrix. So the condition on the linear parts simply means
that ξ lies in the commutant n = [b, b]. This commutant has dimension 3.
(c) We look at the fibers of σ. Suppose we have a point (q′, ξ) ∈ YA12 ,
so q′ = (p1, p2, l12) ∈ FA12 and ξ ∈ (LA12)q. Then σ
−1(q′, ξ) consists of
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(q′, ξ′) such that (q = p1, p2, l12, l23) projects to q
′ and ξ′ = ξ ∈ (L(2))q. In
other words, the freedom consists in choosing the new line l23 which must be
invariant under ξ.
Now, let Λ ∈ End(Tp2P
2) be the linear part of ξ at p2. If Λ is not a scalar
operator, there is precisely one possible l23: the line tangent to the other
eigen-direction of Λ (or to the unique eigen-direction, if Λ is not semisimple).
If, however, Λ is a scalar operator, then any l23 through p2 is good and we
have a P1 worth of choices. So σ has fibers P1 over the total space of the
subbundle E and is an isomorphism on the complement. Since both the
source and target of σ are smooth varieties of the same dimension 8, the
identification with the blowup follows.
Finally, part (d) follows from the next general proposition. It has been
formulated in [40] with the reference to [39], but the latter text does not
explicitly contains the proof of the fact. We are thankful to A. Kuznetsov
for explanations and reproduce the proof here for the sake of completeness.
Proposition 7.11. Let
XT = X ×S T
ψ′

ϕ′ // X
ψ

T ϕ
// S
be a Cartesian square in which X, T, S are smooth irreducible varieties. Sup-
pose further that each component of XT has the same dimension which is
equal to
dim(XT ) = dim(X) + dim(T )− dim(S).
Then the square is Tor-independent.
Proof of Proposition 7.11: The statement is obvious, if ϕ is a smooth mo-
prhism. Let us point another particular case.
Lemma 7.12. [39] Suppose, in addition, that ϕ is a closed embedding (of a
smooth subvariety into a smooth variety). Then the square is Tor-independent.
Proof of the lemma: The statement is local. Locally T ⊂ S is given by n
independent equations f1 = · · · = fn = 0. So OT has a Koszul resolution
OT ∼
(
OS[ξ1, · · · , ξn], d
)
, deg(ξi) = −1, d(ξi) = fi.
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Accordingly, OT ⊗LOS OX is represented by the Koszul complex
K• := OX ∼
(
OS[ξ1, · · · , ξn], d
)
, d(ξi) = f˜i := fi ◦ ψ ∈ O(X).
But the condition on the dimension of XT implies that f˜1, · · · , f˜n form a
regular sequence and so K• ∼ OXT .
End of proof of Proposition 7.11: We factor ϕ as the composition
T
γ
−→ S × T
πS−→ S, γ(t) = (ϕ(t), t), πS(s, t) = s
of a regular embedding and a smooth projection. So we decompose our square
as the concatenation of two other Cartesian squares
XT

// X × T

πX // X

T γ
// S × T πS
// S
of which the right one is Tor-independent because πS is smooth an the left
one is Tor-independent by the lemma.
E. 3-ray varieties. Let A0, · · · , A3 be four consecutive chambers as in Fig.
5. We then have two 2-ray varieties
Y01,12 = YA01 ×YA1 YA12, Y12,23 = YA12 ×YA2 YA23 , .
both isomorphic to Y(2). The 3-ray variety is defined as their fiber product
over YA12 :
Y(3) = Y01,12,23 := Y01,12 ×YA12 Y12,23 = YA01 ×YA1 YA12 ×YA2 YA23 ,
so that we have the Cartesian square
(7.13) Y(3)
ζ2 //
ζ1

Y01,12
σ1

Y12,23 σ2
// YA12 .
We encode Y(3) by the partial triangle in Fig. 6. Note the absence of the point
p3. By the 3-ray central fiber we will mean the fiber product of the central
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fibers of the factors of Y(3), which is the same as the incidence correspondence
associated to the partial triangle code:
F(3) = F01,12,23 = F01,12 ×FA12 F12,23 = FA01 ×FA1 FA12 ×FA2 FA23 =
=
{
(p1, p2, l12, l13, l23) ∈ (P
2)2 × (Pˇ2)3
∣∣ p1 ∈ l12, l12, p2 ∈ l12, l23}.
• •
p1 p2
l12
l23 l13
Figure 6: The par-
tial triangle code
for the 3-ray vari-
ety.
This is nothing but the Demazure resolution of
the Schubert correspondence in F ×F associated to
the reduced decomposition (23)(12)(23) in W = S3.
It has been used classically, see [45], as a tool to
analyze Schubert’s variety T̂ of complete triangles.
By construction, we have a diagram
Y(3)
ρ
$$❍
❍❍
❍❍
❍❍
❍❍
i // F(3) × g
π

F(3)
where i is a closed embedding and π is the projec-
tion. Each fiber of ρ is a Lie subalgebra in g.
Inside F(3) we have the locus of degenerate partial triangles
F =
{
(p1, p2, l12, l13, l23) ∈ F(3)
∣∣ p1 = p2, l12 = l12 = l23}
identified with the flag variety SL3/B.
Proposition 7.14. (a) The variety F(3) is smooth, of dimension 6. It can
be represented as a P1 × P1-bundle over FA12 .
(b) The projection T → F(3) (and therefore the composite projection T̂ →
F(3)) is birational.
(c) Let q = (p1, p2, l12, l13, l23) ∈ F(3). Then the Lie subalgebra ρ
−1(q) ⊂ g
is 2-dimensional, unless p1 = p2 and l13 = l23. In the latter case, it is
3-dimensional.
(d) The 3-ray variety Y(3) has all components of dimension 8 (in fact, we
will see that it is irreducible).
Proof: (a) and (b) are obvious. To see (c), we denote by L01,12 and L12,23
the rank 3 bundles of Lie algebras over F01,12 and F12,23 respectively, whose
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total spaces are the 2-ray varieties Y01,12 and Y12,23, see Proposition 7.10 (b).
They are subbundles in the trivial bundles with fiber g, i.e., their fibers are
Lie subalgebras in g. Then, by definition of the fiber product,
ρ−1(q) = (L01,12)(p1,p2,l13,l23) ∩ (L12,23)(p1,p2,l12,l23) ⊂ g.
If p1 = p2 and l13 = l23, then both terms in the intersection are equal.
In any other case the two terms in the intersection are two distinct 3-
dimensional subspaces contained in the 4-dimensional space (LA12)(p1,p2,l12),
so the intersection is of dimension 2.
(d) Note that the 2-ray variety Y01,12, being the blow-up of YA12 in a
smooth subvariety of codimension 2, is, at least locally over YA12 , a Cartier
divisor in a P1 bundle over YA12. Let W be the pull-back of this P
1 bundle
from YA12 to Y12,23. Then the fiber product Y(3) is a Cartier divisor in it.
Hence all components of Y(3) are of the same dimension 8.
Corollary 7.15. The Cartesian square (7.13) is Tor-independent.
Proof: Follows from Proposition 7.11, since Y01,12, Y12,23 and Y12 are smooth
of dimension 8, and Y(3) has all components of dimension 8 by Proposition
7.14(d).
F. 3-ray variety as a fiber product of blowups. We now recall that
the maps σ1 and σ2 in (7.13) realize the 2-ray varieties as blowups of the
1-ray variety YA12 . More precisely, denote for short
F(1) = FA12 = F ×Pˇ2 F =
{
(p1, p2, l12) ∈ P
2 × P2 × Pˇ2
∣∣ p1 ∈ l12, p2 ∈ l12}
the central fiber of YA12 . We further denote by L = LA12 the rank 4 bundle
of Lie algebras on F(1) whose total space is YA12 , see Proposition 7.9(b). We
write simply YA12 = L.
Then, by Proposition 7.10 (c),
Y01,12 = BlE1(L), Y12,23 = BlE2(L),
where E1, E2 ⊂ L are two rank 2 subbundles of Lie algebras in L defined as
follows. As before we identify elements ξ of g = sl3 with global vector fields
on P2. Then the fibers of Ei, i = 1, 2, are defined by:
(Ei)(p1,p2,l12) =
{
ξ ∈ L(p1,p2,l12) ⊂ g
∣∣ the linear part of ξ at pi is scalar}.
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Proposition 7.16. Let q = (p1, p2, l12) ∈ F(1).
(a) If p1 6= p2, then the fibers (E1)q, (E2)q ⊂ Lq are transversal, i.e.,
intersect only at 0.
(b) If p1 = p2, then the fibers (E1)q and (E2)q are equal.
Proof: (a) Suppose p1 6= p2 and ξ ∈ (E1)q ∩ (E2)q. We need to prove that
ξ = 0. Consider the dual plane Pˇ2, with the lines Pi corresponding to the
points pi and let η be the vector field on Pˇ
2 corresponding to ξ. It suffices to
prove that η = 0.
The fact that ξ preserves pi and has scalar linear part at pi, means that
η preserves each point of Pi, i.e., vanishes on Pi identically. Now, for any
global vector field ζ on any Pn, any connected component of the zero locus
of ζ is a projective subspace (since it corresponds to the eigenspace of the
corresponding matrix). So the fact that η vanishes on P1 ∪ P2 means that
η = 0.
Part (b) is obvious.
It follows from this proposition that the intersection of the two blow-up
centers E1 ∩ E2 has two irreducible components: one of codimension 4, the
zero section of L, and the other one of codimension 3, which is the locus of
all points in the fibers in the part (b) of the above proposition.
Proposition 7.17. The variety Y(3) is irrducible and has rational singular-
ities. That is, for any proper birational morphism k : M → Y(3) with M
smooth, we have Rk∗(OM) ≃ OY(3) . In fact, the singular locus Q of Y(3) is a
smooth 5-dimensional variety and the singularity in the transversal direction
to it is a 3-dimensional quadratic cone. The variety Q is identified via the
map Y(3) → YA12 with the blow up in the zero section of the total space of the
rank 2 vector bundle E1|F = E2|F over the flag variety F ⊂ F(1).
Proof: The map ζ1 : Y(3) → Y12,23 is an isomorphism outside the preimage
of the intersection of the two blow-up centers LA12 ∩ LA23 . The later has
one component of codimension 3 and another one of codimension 4, as it
was mentioned above. Then the preimage of the first component has an
irreducible component of minimal possible codimension 2 in Y12,23. Since the
dimension of fibers for ζ1 : Y(3) → Y12,23 has maximal possible dimension
1, the irreducibility of Y(3) follows if there is no component of Y(3) over this
component of codimension 2. This follows from local calculations below.
The variety F(1), the bunlde L on it and the subbundles E1 and E2 are
all acted upon by the group SL3. The action on F(1) has two orbits: the
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diagonal F ⊂ F ×Pˇ2 F , a codimension 1 submanifold, and the complement
to it.
So to unerstand the singularities of the fiber product of the two blowups
it is enough to take a 1 dimensional transversal slice T to F , consider the
restriction L′ = L|T , its blowups along the E ′i = Ei|T and look at their fiber
product.
The following local model describes this situation:
• T = A1t := Speck[t], the affine line with coordinate t (we will use
similar notation below).
• L′ = A5x1,y1,x2,y2,t is the trivial rank 4 bundle over T with coordinates
in the fiber being x1, y1, x2, y2.
• E ′1, E
′
2 are two rank 2 subbundles which are transversal outside t = 0
and coincide for t = 0, given explicitly by
E ′1 =
{
(x1, y1, x2, y2, t)
∣∣x2 = 0, y2 = 0},
E ′2 =
{
(x1, y1, x2, y2, t)
∣∣ x2 = tx1, y2 = ty1}.
We now write the blowups BlE′i(L
′) explicitly in local charts. We recall
general formulas.
Let S be a smooth algebraic variety and x, y ∈ k[S] be two regular func-
tions defining smooth divisors meeting transversally. Then Blx=y=0(S) is the
union of two charts, one given in S × A1z by the equation y = xz, the other
given in S × A1z′ by the equation x = yz
′.
Accodingly, BlE′1(L
′) has a local chart in A6x1,y1,x2,y2,t,z1 given by y2 = x2z1
(and another chart with the roles of x2, y2 interchanged). Similarly, BlE′2(L
′)
has a local chart in A6x1,y1,x2,y2,t,z2 given by (y2 − ty1) = (x2 − tx1)z2 (and
another chart with the roles of x’s and y’s interchanged). So the fiber product
BlE′1(L
′)×L′ BlE′2(L
′) has 4 charts, of which we write one, it is given by two
equations
y2 = x2 · z1,
(y2 − ty1) = (x2 − tx1) · z2
in the affine space A7x1,x2,y1,y2,t,z1,z2. We analyze this chart, the other charts
being similar.
Eliminating y2 from the first equation, we represent this chart as a hy-
persurface Σ ⊂ A6x1,x2,y1,t,z1,z2 given by the equation
t(y1 − x1z2) = x2(z1 − z2).
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In other words, Σ = h−1(Q), whereQ ⊂ A4a,b,c,d is the 3-dimensional quadratic
cone {ad = bc} and h : A6 → A4 is the regular map given by
a = t, b = x2, c = z1 − z2, d = y1 − x1z2.
We verify at once that h is smooth in any point lying over Q. Therefore
Σsing, the singular locus of Σ, is a smooth subvariety given (in A
6) by the
equations a = b = c = d = 0 and near any point of Σsing the variety Σ locally
looks like the product of Σsing and Q. So it has rational singularities.
By the the similar analysis of the other charts of the fiber product, we
get the structure of singularities of the blow-up. The locus of singularities
is a smooth surface which is mapped birationally on the plane (t = 0, x2 =
0, y2 = 0) and is in fact the blow-up of this plane at the origin. The
singularities of the fiber product in the transversal direction of every point
of this surface are three dimensional quadratic cones.
Since the plane (t = 0, x2 = 0, y2 = 0) corresponds exactly to the fiber
of E1 over a point in the flag variety F ⊂ F(1), the description of the variety
Q follows.
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8 Properties of the sl3-flober
A. Definition and main result. We recall the flop diagram (YC , lCC′)C≤C′
for sl3, see Definition 7.7.
Definition 8.1.The sl3-flober is the diagram consisting of the coherent de-
rived categories EC := Dbcoh(YC) of the varieties from the sl3-flop diagram
(Definition 7.7) and the functors
γCC′ = R(lCC′)∗ : EC −→ EC′, δC′C = L(lCC′)
∗ : EC′ −→ EC, C ≤ C
′.
We denote this diagram by F = Fsl3 .
The rough size of the categories EC can be understood from the following.
Proposition 8.2. Let EC = K(EC) be the rational Grothendieck group of EC
(or, what is the same, of YC). Then:
dimQ(EC) =

6 if dim(C) = 2;
12 if dim(C) = 1;
72 if dim(C) = 0.
Proof: As each YC is the total space of a vector bundle over its central fiber
FC , we have K(YC) ≃ K(FC). Now, for dim(C) = 2 we have FC = F is the
flag variety for sl3, so its K-group has rank |W | = 6. For dim(C) = 1 we
have FC = F ×Pˇ2 F is the total space of a P
1-bundle over F , so its K-group
has rank 12. Finally, for C = 0 we have FC = T̂ is the Schubert space of
complete triangles. From its explicit representation as an iterated blowup
of (P2)3 recalled in [45], Ex. 7.7.3, it follows that K0(T̂ ) is free and has the
same rank as the total Chow group A•(T̂ ). The structure of the latter group
is also known, see [45] Th. 3.2 and references therein, as well as [20]. It is
free of rank 72.
The rest of the paper is devoted to the proof of the following.
Theorem 8.3. The diagram of categories (EC, γCC′, δC′C) satisfies all the
conditions of Definition 3.6 of H-schobers except, possibly, Condition (4)
(invertibility) for the case C ′ = −C, dim(C) = 1, D = 0.
Studying Condition (4) in te remaining case, i.e., investigating the effect
of the Schubert transform Y−C
l0,−C
←− Y0
l0,C
−→ YC, (see Definition 7.7(b)) on
derived categories, is an interesting question which we plan to address in a
future work.
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B. Idempotency and invertibility. We now start the proof of Theorem
8.3. The fact that the γCC′ form a 2-functor from C (the poset of faces)
to triangulated categories, is a consequence of the fact that the lCC′ form
a functor from C to algebraic varieties. Let us prove Condition (1) (idem-
potency). Each lCC′ : YC → YC′ is a regular birational, proper morphism
between smooth varieties. Therefore we have R(lCC′)∗(OYC ) = OYC′ . So by
the projection formula, for each F ∈ EC′ = Dbcoh(YC′) we have a natural
identification
γCC′δC′C(F) ≃ R(lCC′)∗(lCC′)
∗F ≃ R(lCC′)∗(OYC )⊗ F = F .
Next, let us look at Condition (4) (invertibility) of Definition 3.6). Apart
from Conjecture ??, the only case we need to consider is dim(C) = dim(C ′) =
2, dim(D) = 1. In this case the diagram YC ← YD → YC′ is, by Corollary
6.5 locally a product of a smooth manifold and of the diagram (1.4) for the
Atiyah flop (case g = sl2). So the fact that the corresponding flop functor is
an equivalence, follows from the case g = sl2.
C. Collinear transitivity. We now turn to verifying Condition (4) (collinear
transitivity) of Definition 3.6. That is, we define the flopping functor ϕCC′ :
EC → EC′ as in (3.4) and verify that ϕBC ◦ ϕAB = ϕAC whenever A,B,C
are collinear faces of H. For this we distinguish several cases as to the pos-
sible dimensions of A,B,C. We will call Case (i, j, k) the situation when
dim(A) = i, dim(B) = j, dim(C) = k. We only need to consider nonzero
i, j, k. Each such case may have several subcases as to the relative positions
of A,B,C with given dimensions.
D. Case (2,2,2). Our arguments in this case are parallel to those of [44]
which establish the braid group relations between the flop functors acting on
the EC for C running over chambers. In fact, one has a description of the
fundamental groupoid of the open stratum h∗C − HC in terms of morphisms
ϕCC′ for dim(C) = dim(C
′) = 2 satisfying collinear transitivity, see [35],
Appendix, so Case (2,2,2) also proves these braid relations.
We consider several possibilities. First, we consider the neighboring case.
That is, A,B,C are positioned as the faces A1, A2, A3 in Fig. 5 (in one of
the two possible orientations). By definition, ϕAB and ϕBC are defined by
pullback and pushforward in the diagrams
YA ←− Yα −→ YB, YB ←− Yβ −→ YC,
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where α and β are the rays between A and B and between B and C, re-
spectively. By Proposition 7.10(d), the composition ϕBCϕAB is defined by
pullback and pushforward in the diagram
YA
pA←− Yα ×YB Yβ
pC−→ YC
(the middle term Yα ×YB Yβ is the 2-ray variety Y(2) studied in §7D and the
square defining the fiber product is Tor-independent).
On the other hand, the functor ϕAC is defined by pullback and pushfor-
ward in the diagram
YA
qA←− Y0
qC−→ YC .
The identification of ϕBCϕAB and ϕAC is implied by Proposition 7.10 (which
says that Y(2) = Yα ×YB Yβ is smooth) which we can combine with the com-
mutative diagram
Y0
qA
yyttt
tt
tt
tt
tt
σ

qC
%%❏
❏❏
❏❏
❏❏
❏❏
❏❏
YA Yα ×YB Yβ
pAoo pC // YC
Indeed, smoothness implies thatRσ∗(O) = O and so Rσ∗◦σ∗ = Id. Therefore
ϕBCϕAB = RpC∗p
∗
C = RpC∗Rσ∗σ
∗p∗A = RqC∗q
∗
C = ϕAC .
Next, we consider the non-neighboring cases. That is, A,B,C are posi-
tioned as A0, A2, A3 or as A0, A1, A3 in Fig. 5 (in one of the two possible
orientations). For definiteness, let us consider the first of these possibili-
ties. Then by the neighboring case above, ϕA0,A2 is given by pullback and
pushforward through the 2-ray variety, so ϕA2,A3ϕA0,A2 is, by Corollary 7.15
(Tor-independence of the Cartesian square) given by pullback and pushfor-
ward through the 3-ray variety Y(3). Our statement then follows, similarly to
the neighboring case above, from Proposition 7.17 applied to the morphism
Y0 → Y(3).
E. Case (2, 1, 2) (neighboring). Assume that A,B,C are positioned as
A1, A12, A2 in Fig. 5 (in one of the two possible orientations). In this case the
transitivity follows formally from idempotency. Indeed, by definition, ϕAC =
ϕ0CϕA0, while substituting Id = ϕ0BϕB0 and re-arranging the brackets, we
get
(8.4) ϕBCϕAB = ϕBC
(
ϕ0BϕB0
)
ϕAB =
(
ϕBCϕ0B
)(
ϕB0ϕAB
)
= ϕ0CϕA0.
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F. Case (1, 2, 1) (neighboring). Assume that A,B,C are positioned as
A01, A1, A12 in Fig. 5 (in one of the two possible orientations). Thus YB is
isomorphic to the Grothendieck resolution. We can assume that YB = g˜ is
the standard Grothendieck resolution, i.e., B is the dominant Weyl chamber.
Now, the functor ϕAC = ϕ0CϕA0 is defined by the pullback and push
forward through Y0. This is the same as pullback and pushforward through
the 2-ray variety YA ×YB YC , as follows from a diagram similar to (8.4):
Y0
yyss
ss
ss
ss
ss
s
σ
 %%❑❑
❑❑
❑❑
❑❑
❑❑
❑
YA YA ×YB YCs
oo
p
// YC.
On the other hand, the functor ϕBCϕAB is defined by pushforward and pull-
back through YB = g˜, i.e., as r
∗Rq∗ in the square
YA ×YB YC
s

p // YC
r

YA q
// YB
So if we show that the square is Tor-independent, we will identify r∗Rq∗ with
Rp∗s
∗ = ϕAC . By Corollary 6.5, the varieties YA and YC are the blowups of YB
along two codimension 2 subvarieties ΛAB,ΛCB which are transversal. More
precisely, YB = g˜ is the total space of the tautological bundle b→ F of Borels
over F , and ΛAB,ΛCB are total spaces of two transversal SL3-equivariant
subbundles whose fibers over the standard base point of F = G/B are two
subalgebras in the standard Borel b of the form b ∩ si(b), where si, i = 1, 2,
are two simple reflections in the Weyl group.
Now, it is standard (and easily follows from Proposition 7.11) that the
fiber square of two transversal blowups is Tor-independent.
G. Case (1, 1, 1) (neighboring). Assume that A,B,C are positioned as
A01, A12, A23 in Fig. 5 (in one of the two possible orientations). The identity
ϕAC = ϕBCϕAB in this case follows from the Tor-independence of the square
defining the 3-ray variety Y(3) (Corollary 7.15) and from the fact that Y(3)
has rational singularities (Proposition 7.17).
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H. Case A ≥ B or B ≤ C. If A ≤ B, then for any C we have
ϕBCϕAB = ϕ0CϕB0ϕAB
A≥B≥0
= ϕ0CϕA0 = ϕAC .
We have a similar statement and argument when B ≥ C.
I. Reduction to neighboring cases. We now give an inductive argument
which reduces all the remaining cases to the neighboring cases that have been
already considered.
For any two faces A,B of H of dimensions 6= 0 we denote by d(A,B)
the incidence distance between A and B, i.e., the minimal m such that there
exists a chain of faces of dimensions 6= 0
D0 = A, D1, · · · , Dm = B
such that for any i we have Di < Di+1 or Di > Di+1. For example, if A and
B are two adjacent chambers, then d(A,B) = 2.
Suppose we know transitivity ϕAC = ϕBCϕAB for all collinear A,B,C
with d(A,C) < L. Let us prove it in the case d(A,C) = L.
Assume first that dim(A) = 2. In this case we take the 1-dimensional face
D < A in the direction of B,C. We can then write by inductive assumption
ϕBCϕAB
ind.
= (ϕBCϕDB)ϕAD = ϕBC(ϕDBϕAD)
ind.
=
ind.
= ϕDCϕAD
(H)
= ϕAC ,
where the last equality is an instance of Case H above.
A similar argument works when dim(C) = 2.
So our statement reduces to the case dim(A) = dim(C) = 1 which we
now assume. Now, if dim(B) = 2, then we take a 1-dimensional face D ≤ B
in the direction of A or C (there must be a gap in one of the directions,
otherwise we are in a neighboring case). Suppose D is in the direction of
A. Then, by geometry of our arrangement (3 lines only), the faces D,B,C
must be neighboring, i.e., fit into Case F and the faces A,D,C fit into Case
G above, so we write
ϕBCϕAB
ind.
= ϕBC(ϕDBϕAD) = (ϕBCϕDB)ϕAD
(F )
=
(F )
= ϕDCϕAD
(G)
= ϕAC .
This finishes the proof of Theorem 8.3.
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