Introduction {#s1}
============

Compelling evidence from several fields indicates that acetylcholine enhances the dynamics of memory encoding. Pharmacological studies in humans, primates, and other animals show that blockade of cholinergic receptors compromises memory formation whereas cholinergic agonists can promote mnemonic function. In particular, impairment of the parahippocampal cholinergic system produces deficits in recognition, spatial, and working memory apparently limited to encoding but not retrieval (Aigner and Mishkin, [@B3]; Tang et al., [@B140]). Electrophysiological investigations suggest this enhancement is due to several factors including an augmentation of long-term potentiation (LTP) as well as suppression of feedback connectivity, which may reduce interference between existing memories and incoming stimuli (Hasselmo et al., [@B75]; Hasselmo, [@B68]). However, a parallel body of work implicates acetylcholine in the generation and pacing of theta-band oscillations observed in the local field potential (LFP) throughout the hippocampal formation. For example, disruption of cholinergic transmission from the medial septum to the hippocampus severely attenuates theta power (Lee et al., [@B97]), impairs spatial learning (Rogers and Kesner, [@B129]; Elvander et al., [@B36]) \[but also see Baxter et al. ([@B9])\], and reduces the spatial specificity of hippocampal place cells (Shapiro et al., [@B131]; Brazhnik et al., [@B19]). Conversely systemic application of physostigmine, which leads to elevated levels of acetylcholine, promotes a constant theta state in the LFP of anesthetized animals (Yoder and Pang, [@B160]).

The significance of this dual role exhibited by acetylcholine remains unclear; to what extent are common systems involved and what role might modulation of theta-band oscillations have in memory encoding? A recent theory linking theta-band frequencies of intrinsic oscillations in entorhinal stellate cells with the generation of spatial firing produced by grid cells provides a potential resolution. Briefly, the scale of the grid firing pattern is believed to depend on the relative frequency of theta-band neuronal oscillators in the entorhinal cortex (Burgess et al., [@B26]), which are subject to cholinergic modulation. In response to environmental novelty, a condition known to increase intra-hippocampal acetylcholine, the frequency of the theta-band network oscillations is seen to decrease (Jeewajee et al., [@B84]) and is matched by an increase in grid scale (Barry et al., *Soc. Neurosci. Abstr.* 101.25, 2009). We anticipate the expansion of the grid firing pattern will likely lead to a mismatch between grids and other spatial inputs to the hippocampus \[see also, (Burgess et al., [@B26]; Burgess, [@B25])\] and potentially also between grids of different native scales (Monaco and Abbott, [@B114]). It is likely then that this orthogonalized input promotes the formation of spatial memories in the form of distinct, stable place cell representations. In this document we first describe how acetylcholine has been proposed to modulate learning in the hippocampal formation before focusing on its role in the generation of theta. Finally, we argue that the reduction in theta frequency observed in response to environmental novelty is mediated by acetylcholine and drives hippocampal remapping.

Acetylcholine and its role in the modulation of learning
========================================================

Extensive data indicates a role of acetylcholine in encoding of new memories. Multiple studies have shown impairments of encoding after systemic injections of scopolamine, an antagonist at muscarinic acetylcholine receptors. Subjects that encoded a list of words under the influence of scopolamine showed severe reductions in subsequent free recall of the word list (Ghoneim and Mewaldt, [@B48]; Peterson, [@B125]). The same subjects under the influence of scopolamine did not show impaired retrieval of words encoded before the injection. Scopolamine injections also impair performance in an n-back working memory task (Green et al., [@B60]). In monkeys, the encoding of visual stimuli for subsequent recognition is impaired by systemic injections of scopolamine (Aigner and Mishkin, [@B3]), and in rats systemic injections of muscarinic antagonists impair performance on the Morris water maze (Whishaw, [@B151]; Buresova et al., [@B23]) and eight-arm radial maze (McGurk et al., [@B108]).

Cholinergic modulation in the hippocampal formation
===================================================

Localized infusions suggest that these effects of acetylcholine receptor blockade are due to effects in the hippocampus and regions of parahippocampal cortex. Encoding for recognition memory in monkeys is impaired by local infusions of scopolamine into the perirhinal cortex but not the dentate gyrus (Tang et al., [@B140]). In rats, local infusions of scopolamine into the perirhinal cortex impair encoding of stimuli for subsequent recognition (Winters et al., [@B158]), and local infusions of cholinergic antagonists impair encoding of the association between tone stimuli and shock in a trace conditioning paradigm (Bang and Brown, [@B6]; Esclassan et al., [@B38]). Encoding of platform location in the Morris water maze is impaired by infusions of scopolamine in the hippocampus (Blokland et al., [@B14]) and the medial septum (Elvander et al., [@B36]). Encoding for subsequent recognition is also impaired by selective lesions of the cholinergic fibers in rats that innervate entorhinal cortex (McGaughy et al., [@B107]) and perirhinal cortex (Winters and Bussey, [@B157]) and recognition performance is also impaired by selective lesions of cholinergic fibers innervating perirhinal cortex in monkeys (Turchi et al., [@B142]).

The role of acetylcholine in the encoding of new information appears consistent with microdialysis studies of levels of acetylcholine in the hippocampus, which increase in novel environments (Acquas et al., [@B1]). Acetylcholine levels in the hippocampus and neocortex also increase during active exploration of the environment (Marrosu et al., [@B106]). Active exploration is also associated with theta rhythm oscillations in the hippocampus, and theta rhythm oscillations are associated with increases in acetylcholine levels measured with microdialysis (Monmaur et al., [@B115]) and amperometry (Zhang et al., [@B162]). The increase of acetylcholine during novelty is consistent with the evidence that cholinergic lesions appear to impair the increased exploration by rats encountering novel objects (Winters and Bussey, [@B157]) or novel associations of locations and context (Easton et al., [@B34]) though surprisingly not more complex episodic associations. In summary, the studies of local infusion effects and selective cholinergic lesions suggest a role for acetylcholine in the hippocampus and parahippocampal cortex for encoding of new memories. Further understanding of these behavioral effects can be obtained by considering the cellular effects of acetylcholine on neurons within these cortical structures.

Cholinergic modulation of synaptic and cellular mechanisms for encoding
=======================================================================

Acetylcholine could enhance encoding through a number of direct effects on the physiology of cortical principal cells. Acetylcholine directly enhances the induction of LTP in cortical regions including the hippocampus (Blitzer et al., [@B13]), the entorhinal cortex (Yun et al., [@B161]), and other structures including piriform cortex (Patil et al., [@B124]) and primary visual cortex (Brocher et al., [@B20]). The induction of Hebbian synaptic modification could also be enhanced by muscarinic enhancement of postsynaptic spiking activity due to direct depolarization of cortical pyramidal cells (Cole and Nicoll, [@B32]; Barkai and Hasselmo, [@B7]) as well as suppression of spike frequency accommodation (Madison and Nicoll, [@B103]; Madison et al., [@B102]; Barkai and Hasselmo, [@B7]).

Acetylcholine may also enhance encoding by augmenting the influence of external afferent input relative to the internal spread of activity within cortical structures (see Figure [1](#F1){ref-type="fig"}). Acetylcholine causes direct nicotinic enhancement of afferent fiber synaptic transmission at thalamocortical synapses (Gil et al., [@B49]). Acetylcholine also enhances the response of the dentate gyrus to afferent input (Foster and Deadwyler, [@B41]), and these responses also increase during behavioral states associated with increased acetylcholine such as REM sleep (Winson and Abzug, [@B156]). At the same time as it enhances input, acetylcholine reduces the synaptic transmission at excitatory glutamatergic recurrent feedback synapses within cortical structures. For example, acetylcholine suppresses excitatory feedback synapses in the piriform cortex (Hasselmo and Bower, [@B71], [@B72]), in neocortical structures (Gil et al., [@B49]; Kimura and Baughman, [@B88]) and in region CA3 of the hippocampal formation (Hasselmo et al., [@B75]; Vogt and Regehr, [@B148]; Kremin and Hasselmo, [@B93]). Computational models of cortical structures show that this selective muscarinic presynaptic inhibition of glutamatergic synaptic transmission prevents retrieval of previously encoded memories from interfering with the encoding of new memories in the hippocampus (Hasselmo et al., [@B69]; Hasselmo and Schnell, [@B74]), while the cholinergic enhancement of input and LTP can enhance encoding.

![**Effect of acetylcholine on cortical processing.** High acetylcholine (ACh) enhances encoding by increasing the efficacy of afferent input to the cortex via the action of nicotinic receptors. At the same time high acetylcholine suppresses transmission at glutamatergic recurrent feedback synapses within cortical regions. Conversely, lower acetylcholine favors the retrieval of stored memories by enhancing the influence of recurrent connections relative to afferent input.](fncir-06-00005-g0001){#F1}

In contrast, cortical circuits have different dynamics during slow wave sleep, when levels of acetylcholine in the hippocampus and neocortex drop to less than 1/3 of waking levels (Marrosu et al., [@B106]). Slow wave sleep has been proposed to provide dynamics for consolidation of previously encoded information (Buzsaki, [@B28]; Wilson and McNaughton, [@B153]). The lower levels of acetylcholine mean less presynaptic inhibition of glutamatergic transmission, allowing the spread of activity at feedback synapses within the hippocampus and from hippocampus back to neocortical structures (Hasselmo, [@B66]). Consistent with this, scopolamine blockade of acetylcholine enhances consolidation (Rasch et al., [@B126]) whereas cholinergic agonists impair consolidation in rats (Bunce et al., [@B21]) and humans (Gais and Born, [@B46]).

Maintenance of bistable persistent spiking at the level of inputs to hippocampus
================================================================================

In addition to enhancing dynamics for encoding, acetylcholine also appears to be important for the maintenance of working memory (Green et al., [@B60]). This is consistent with cellular effects of acetylcholine that enhance the maintenance of presented activity by enhancing bistable persistent spiking or plateau potentials (Klink and Alonso, [@B90]) that allows depolarization to persist after the end of an input stimulus. In addition to enhancing mechanisms of working memory, these effects may also favor long-term encoding by prolonging specific input patterns to the hippocampus, acting as a buffer to hold recently presented novel information during encoding (Hasselmo, [@B68]; Hasselmo and Stern, [@B76]).

The effects described above provide a coherent framework for understanding the enhancement of encoding. However, they focus on a static view of the role of acetylcholine in the hippocampal formation, as if the representations for working memory and long-term encoding were all stable fixed-point attractors. To fully understand the role of acetylcholine, we must address the full range of dynamics, including transient activity and oscillations. Acetylcholine also has a well-defined role in the generation and pacing of theta, which is itself linked to memory formation.

Hippocampal theta
=================

Theta-band modulations of the LFP are among the most distinct and easily visualized electrophysiological phenomena in the brain. In the moving rat theta is evident in the hippocampus as a large amplitude (exceeding 1 mV) 6--12 Hz sinusoidal oscillation (Vanderwolf, [@B144], [@B145]; Buzsaki, [@B29]) (see Figure [2A](#F2){ref-type="fig"}). Though less obvious, theta is also present in the hippocampal LFP of other animals including bats, rabbits, and humans (Winson, [@B154]; Kahana et al., [@B86]; Cantero et al., [@B30]; Ulanovsky and Moss, [@B143]). Work conducted in the 1960s and 1970s revealed that theta has distinct behavioral correlates which vary between animal species, as does the frequency and amplitude of the oscillation (Whishaw and Vanderwolf, [@B152]; Vanderwolf, [@B146]). These correlates are most clearly defined for the rat in which, based on behavioral and pharmacological grounds, two distinct forms of theta have been identified (Kramis et al., [@B92]; Vanderwolf et al., [@B147]). Type 1 theta, sometimes referred to as translational theta or *t*-theta, is apparent during voluntary movement, specifically any behavior that causes the animal\'s head to move through space (e.g., running, swimming, grooming) (Whishaw and Vanderwolf, [@B152]; O\'Keefe and Nadel, [@B121]). In contrast, type 2 or attentional theta, can be identified during highly aroused states when the animal is immobile (e.g., in the presence of a predator or during fear conditioning) (Whishaw, [@B150]; Sainsbury et al., [@B130]).

![**Theta-band oscillations play an important role in structuring spatial activity in the hippocampus and entorhinal cortex. (A)** Theta recorded from the entorhinal LFP of a moving rat. Black trace, raw LFP, mean normalized showing 1s of data. 8 Hz theta modulation is clearly visible, higher frequency gamma oscillations are also present. Red trace, same signal band pass filtered in 6--12 Hz range. **(B)** Phase precession in a CA1 place cell, the phase, and location of individual spikes is shown as follows: X-axis indicates the animal\'s progress across the place field, moving left to right. Y-axis indicates the phase of each spike relative to theta measured from the cell layer, two cycles are shown for completeness. Red line indicates best fit to data for linear-circular regression. **(C)** Schematic of the basic oscillatory interference model showing two components: a baseline oscillation (blue) with a constant frequency in the theta-band (*fb*) and; A velocity controlled component (red) the frequency (*fd*) of which increases proportionate to the animal\'s velocity in a preferred direction (φ *i*). **(D)** Interference pattern generated between the components described in **C**. Spikes are emitted at the peaks of the carrier (black) which has a frequency equal to the mean of *fb* and *fd*. Grid scale is determined by the envelope (green) which has a frequency equal to the difference between *fb* and *fd*. **(E)** Multiple velocity controlled components with preferred firing directions at increments of 60° are required to produce a grid interference pattern. A single baseline oscillator and velocity controlled component will produce a spatially stable stripped pattern similar to a sine grating.](fncir-06-00005-g0002){#F2}

While several subcortical nuclei are implicated in the pacing of theta, the medial septum-diagonal band of Broca seems particularly important and is necessary for the generation of both forms of theta; inactivation or lesion of the medial septum abolishes all theta (Rawlins et al., [@B127]; Mitchell et al., [@B110]; Mizumori et al., [@B112]). Pharmacological manipulation of the medial septum has revealed distinct neuromodulatory mechanisms supporting the two forms (Bland, [@B12]; Mizumori et al., [@B113]). Hence, type 2 theta appears to be acetylcholine dependent, so intraseptal infusion of anti-cholinergic drugs, such as atropine, eliminate it but spare the acetylcholine independent type 1 theta (Kramis et al., [@B92]). Conversely, application of carbachol, a cholinergic agonist, to the septum promotes a constant type 2 theta state (Bunce et al., [@B21]). In turn, movement-related type 1 theta depends upon the entorhinal cortex as entorhinal lesions spare only type 2 theta (Kramis et al., [@B92]). In particular the glutamatergic layer II/III entorhinal afferents to the hippocampus seem to be a necessary component of the circuit generating movement-related theta; application of the NMDAR antagonist ketamine abolishes type 1 theta and coupled with scopolamine removes all theta (Buzsaki, [@B29]). Electrophysiological investigation of the medial septum revealed populations of GABAergic and cholinergic neurons, which exhibit phase locking to hippocampal theta, and project to interneurons in CA3 and CA1 (Freund and Antal, [@B42]; Stewart and Fox, [@B139]; King et al., [@B89]). Destruction of the cholinergic projections alone attenuates but does not eliminate theta during movement and as such is the complement of septal infusion of cholinergic antagonists (Lee et al., [@B97]). It is tempting then to simply equate these two cell types with the two forms of theta (Stewart and Fox, [@B139]). However, subsequent work has complicated the picture. For example, while the GABAergic septal cells are highly active and show strong theta phase locking, the cholinergic cells are less active and do not exhibit rhythmic activity (Simon et al., [@B134]). Furthermore, work in slices shows the application of cholinergic agonists to the hippocampus, in particular CA3, is sufficient to promote spontaneous oscillations (Fischer et al., [@B40]). Similarly, in the intact rat, non-phasic activation of acetylcholine receptors in the hippocampus and medial septum increases theta power (Siok et al., [@B135]). A more accurate view then is that the GABAergic septal cells probably do function as a pacemaker, and so entrain oscillators in the EC and hippocampus. In contrast, the cholinergic projection has a permissive modulatory role (Buzsaki, [@B29]).

What then is the function of hippocampal theta? In addition to the behavioral correlates outlined above, manipulations that attenuate or abolish theta *in vivo* point to a role in learning and memory. Lesions made to the fornix or septum, which reduce theta power but also cholinergic drive to the hippocampus, impair performance on a wide range of memory tasks including goal directed navigation (Winson, [@B155]; Hagan et al., [@B64]), delayed non-match to position (Markowska et al., [@B105]), and spatial alternation (Givens and Olton, [@B59]). More specifically, reversible medial septal inactivations show that the deficit is specific to the encoding and retrieval phases of a spatial alternation task, thus theta was not required for maintenance of a recent memory (Mizumori et al., [@B111]). Similarly, theta power was found to correlate with performance on a non-spatial working memory task but not on a reference memory task, indicating a role in encoding of information (Givens and Olton, [@B57]). This behavioral link between theta and learning is supported by physiological studies that point to a modulation in the efficacy of hippocampal LTP with theta phase. As such, tetanic stimuli arriving at the peak of theta measured in the stratum radiatum (corresponding to trough of theta at the fissure), are more likely to result in potentiation, those arriving during the opposite phase produce depression (Huerta and Lisman, [@B80]; Holscher et al., [@B78]; Orr et al., [@B123]; Hyman et al., [@B82]). Theta can also provide a mechanism during which synaptic potentiation or synaptic depression can occur depending upon relative timing of the presynaptic input and separate modulatory input (Kwag and Paulsen, [@B95]). In this study, CA1 Schaeffer collaterals were stimulated relative to an induced theta input at the cell body. Either LTP or LTD could be induced in the Schaeffer collaterals depending upon which phase of theta the stimulation occurred and the relative timing of secondary stimulation of the tempero-ammonic pathway. This work highlights the fact that the hippocampus and entorhinal circuit must work in concert with theta to produce consistent learning rules.

Theta-band modulation of spatial firing in the hippocampus: Place cells and grid cells
======================================================================================

Perhaps the clearest evidence for the functional role of theta comes from studies of the spatially modulated cell types found in the hippocampus and surrounding regions; in these areas at least, theta-band oscillations seem to have an important role in structuring spatial activity. Working in the early 1970s O\'Keefe and Dostrovsky ([@B120]) first reported place cells, hippocampal pyramidal cells that exhibit spatially stable firing. Place cells seem to be a common feature of the mammalian hippocampus and have subsequently been found in bats, monkeys, humans, and even pigeons (Ekstrom et al., [@B35]; Hori et al., [@B79]; Bingman et al., [@B10]; Ulanovsky and Moss, [@B143]). In a familiar environment the firing field (place field) of a place cell is typically stable between visits to a location, even if those visits are separated by several days (Muller et al., [@B117]). However, if an animal is moved to a novel environment place cells change their relative firing positions and rates such that a new stable population code is generated, this effect is known as remapping and is considered to be part of the process by which the hippocampus encodes a new spatial memory (O\'Keefe and Nadel, [@B121]; Muller and Kubie, [@B116]; Bostock et al., [@B16]). The timing of spikes emitted by place cells show an interesting relationship relative to the current phase of theta measured from the LFP, as follows: when an animal first enters the firing field of a cell, action potentials are emitted around the peak of theta (measured from the pyramidal cell layer). As the animal advances through the field spikes are emitted at progressive earlier phases, typically moving forwards by about 180° during a single run to be fired near the trough of theta as it exits the place field (O\'Keefe and Recce, [@B122]) (see Figure [2B](#F2){ref-type="fig"}). This effect, known as phase precession, is equivalent to the spike train of the place cell being modulated at a frequency slightly greater than theta measured from the LFP (as measured in autocorrelations); this modulation is referred to as the intrinsic firing frequency of the cell. Because spike phase is linked to the proportion of the field traversed, cells with large place fields tend to have lower frequency modulation than those with smaller fields and similarly faster running is matched by higher firing frequencies (Huxter et al., [@B81]; Geisler et al., [@B47]). Phase precession is clearest for runs made on a linear track, in such conditions the phase of spikes relative to theta convey more information about the animal\'s position than the firing rate (Jensen and Lisman, [@B85]; Huxter et al., [@B81]). Phase precession is, however, evident in data collected during open field foraging (Burgess et al., [@B27]; Skaggs et al., [@B136]).

Recently a second class of spatial cells, grid cells, have been reported in the medial entorhinal cortex of rodents and humans, as well as in the pre and parasubiculum (Fyhn et al., [@B45]; Hafting et al., [@B63]; Boccara et al., [@B15]; Doeller et al., [@B33]). Grid cells, like place cells, have spatially stable fields but differ in that each grid cell has multiple circular firing fields arranged in a hexagonal lattice. Grid cells that neighbor each other in the brain typically exhibit a lattice of similar scale but a topographical gradient exists so those at more ventral locations tend to be of a larger scale, increasing in increments that possibly have a fixed ratio (Hafting et al., [@B63]; Barry et al., [@B8]; Stensland et al., [@B138]). The lattice of grids in each hemisphere, and possibly those in different hemispheres, appear to have the same orientation such that the hexagonal arrangement of their firing fields share the same three axes, albeit with some localized distortions (Hafting et al., [@B63]; Barry et al., [@B8]; Stensland et al., [@B138]). Significantly grid cells also exhibit phase precession, the effect being clearest in cells recorded from layer II of medial entorhinal cortex where all grids precess. In deeper layers a subset of grid cells phase precess, the others being phase locked or simply firing with no apparent relationship to theta phase (Hafting et al., [@B62]).

The oscillatory interference model of grid cell firing
======================================================

The regular firing of grid cells is particularly amenable to computational modeling and a number of ideas have been presented to account for the lattice-like activity of these cells. With a few exceptions \[see Kropff and Treves ([@B94])\] most of the models describe grid firing in terms of self-motion; updating an animal\'s representation of its location based on movement cues. Broadly, the models fall into two schools, those in which grid firing is a product of attractor dynamics (Fuhs and Touretzky, [@B43]; McNaughton et al., [@B109]; Burak and Fiete, [@B22]; Navratilova et al., [@B118]) and those which see grid activity as resulting from interference between multiple de-tuned neuronal oscillators (O\'Keefe and Burgess, [@B119]; Blair et al., [@B11]; Burgess et al., [@B26]; Hasselmo et al., [@B73]; Giocomo and Hasselmo, [@B50]; Welday et al., [@B149]; Hasselmo and Brandon, [@B72a], this issue). Attractor based models provide a good account of some of the properties of grid cells, for example, the incremental steps in scale and apparently fixed phase offset between neighboring cells (Barry et al., [@B8]; Fyhn et al., [@B44]). This class of model requires a precise pattern of recurrent connectivity which would presumably have to be learnt in early life, and has yet to be identified in the medial entorhinal cortex. It is possible though that the necessary connectivity may be located in other brain regions, potentially the pre or parasubiculum. Alternatively it may be spatially localized, for example, being limited to the dense entorhinal cell islands (Burgalossi et al., [@B24]) and thus be hard to detect. For a detailed review of the relative merits of recurrent models of grid cell formation and oscillatory interference models see Giocomo et al. ([@B54]).

The oscillatory interference framework was first proposed as model of place cell activity with a place field described as the envelope of an interference pattern generated between two neuronal oscillators (O\'Keefe and Recce, [@B122]; Lengyel et al., [@B98]). The lower frequency component oscillates at theta frequency and the higher frequency component increases in frequency above this proportionate with the animal\'s running speed (see Figure [2C](#F2){ref-type="fig"}). Spikes are emitted at the peaks of the carrier which is the combined activity of the two oscillators and has the mean frequency of the two component waves. Thus, spikes exhibit phase precession relative to the slower frequency theta oscillation (see Figure [2D](#F2){ref-type="fig"}). Though intended as a model of place cell activity, grid cells provide a more natural target for this type of model, the multiple regular fields of the grid lattice arising as the oscillators move repeatedly into and out of phase. Extension of the model to grid cells requires the addition of one or more velocity controlled oscillators (VCOs), the frequency of which tracks the animal\'s velocity in a preferred direction. So, the model consists of a single baseline oscillator and multiple (between two and six) VCOs with preferred directions that lie at increments of 60° to each other (O\'Keefe and Burgess, [@B119]; Burgess et al., [@B26]) (see Figure [2E](#F2){ref-type="fig"}). The scale of grids generated by the model is determined by the difference in frequency between the baseline oscillator and the higher frequency VCOs; a large difference resulting in smaller spacing between firing fields of grid cells and vice versa. Early versions of the model supposed that the multiple oscillators required to form a grid might be present within individual stellate cells (Burgess et al., [@B26]). However, modeling shows this is unlikely as oscillators arranged in this way would quickly entrain each other (Remme et al., [@B128]), subsequent formulations of the model place the VCOs in individual cells upstream of the grid cells (Zilli and Hasselmo, [@B163]).

The interference model has found support from a number of directions. In the first instance, entorhinal layer II stellate cells exhibit sub-threshold membrane potential oscillations (MPOs) with frequencies in the theta-band (Alonso and Klink, [@B4]) and have been proposed as one of the components of the model (O\'Keefe and Burgess, [@B119]; Burgess et al., [@B26]). These cells have been labeled after juxtacellular recording in moving rats, confirming that stellate cells do exhibit grid-like firing and are likely to be the layer II grid cells previously recorded with extracellular electrodes (Burgalossi et al., [@B24]). Second, a gradient in the frequency of the MPOs as well as the resonance of stellate cells has been shown to exist along the dorsal-ventral axis of the medial entorhinal cortex (Giocomo et al., [@B55]). This gradient mirrors grid scale which increases along the same axis (Hafting et al., [@B63]; Barry et al., [@B8]); this relationship is predicted by the model. MPO and resonance frequency is partly determined by the composition of the HCN channel, the HCN1 subunit being differentially expressed along the dorsal-ventral axis (Giocomo and Hasselmo, [@B51]). Mice with the HCN1 subunit knocked out exhibit a reduction in the frequency of the MPOs as well as a flattening of the frequency gradient (Giocomo and Hasselmo, [@B52]). Significantly, grids recorded from these mice are of a larger scale than those found in wild type mice, indicating a causal link between the intrinsic frequency of neurons and the spatial firing of grid cells (Giocomo et al., [@B53]). However, the relationship may be more complex than initially assumed because the dorsal-ventral gradient in grid scale was not flattened in the same way the frequency gradient was. Third, the model requires VCOs that track an animal\'s velocity, their firing frequency being modulated in the theta-band but increasing with the speed of travel along a preferred firing direction. Bursting theta cells with these properties, specifically a cosine-like directional tuning and speed modulation, have been found in the medial septum as well as the hippocampus and anterior thalamus (Welday et al., [@B149]). Finally, the model explicitly requires theta-band oscillations to generate grid firing, though once established firing may be maintained by sensory input from environmental cues, such as boundaries (Hartley et al., [@B65]; Burgess et al., [@B26]; Solstad et al., [@B137]). Accordingly, inactivation of the medial septum, which abolishes theta-band modulation in the entorhinal cortex, caused grid cells to temporarily lose their spatial firing, the grid lattice being reinstated when theta returns (Brandon et al., [@B17]; Koenig et al., [@B91]).

A possible criticism of the model is that the level of temporal precision necessary to maintain stable spatial firing is beyond that which can be expected of a biological system (Burak and Fiete, [@B22]; Zilli et al., [@B164]). Simulations suggest this is not the case, while independent realistically noisy oscillators would quickly decohere, a population of coupled oscillators would not (Zilli and Hasselmo, [@B163]; Welday et al., [@B149]). Furthermore, work by Fernandez and White (*Soc. Neurosci. Abstr.* 766. 19, 2011) demonstrates that correlated excitatory and inhibitory synaptic background noise increases firing rate modulation to sinusoidal input which could help to maintain stable firing of grid cells. Recently, recordings from the medial entorhinal cortex of crawling fruit bats have added to the debate. These animals exhibit grid-like spatial firing in the absence of theta-band modulation of the cells\' spike trains or of the hippocampal and entorhinal LFP (Yartsev et al., [@B159]). It remains to be seen if species specific differences, the unnatural nature of the foraging task, or possibly the low firing rate of the bat grid cells themselves might account for this discrepancy with the rodent data.

Grid expansion, theta rhythm, and environmental novelty
=======================================================

It has been known for some time that when an animal enters a novel environment place cells remap; place fields change their relative positions and rates (Muller and Kubie, [@B116]; Bostock et al., [@B16]; Karlsson and Frank, [@B87]). Conditions that provoke place cell remapping also cause grid firing to shift and rotate relative to the environment but not relative to grids of the same scale (Fyhn et al., [@B44]). Now, several new studies suggest a potential link between these phenomena and cholinergic signaling of novelty (Acquas et al., [@B1]; Thiel et al., [@B141]; Giovannini et al., [@B56]). Entorhinal recordings show that when a rat first enters a novel environment the regular grid lattice expands and becomes less regular (Barry et al., *Soc. Neurosci. Abstr.* 101.25, 2009), these effects occur in addition to the previously reported realignment. Individual fields increase in size and move further apart, at the same time becoming less circular and conform less well to a hexagonal structure. With repeated exposure to the environment the grid returns to the scale seen in a familiar environment, becoming more regular at the same time. The initial expansion, which is typically about 40% of the familiar scale, attenuates at a decreasing rate so that the "novel" grids come to resemble "familiar" grids after about four hours of experience. Environmental novelty is known to reduce theta frequency measured from the hippocampal LFP, which exhibits a similar recovery time course (Jeewajee et al., [@B84]). Similarly, the theta-band modulation of expanded grids\' spike trains were found to reduce in the novel environment, as did theta measured from the entorhinal LFP (Barry et al., *Soc. Neurosci. Abstr.* 101.25, 2009). More specifically, the reduction in intrinsic firing frequency was found to inversely correlate with the increase in scale, indicating a causal link between entorhinal oscillations and grid firing, as posited by the oscillatory interference model.

Increased cholinergic drive, such as that resulting from environmental novelty (Acquas et al., [@B1]; Thiel et al., [@B141]; Giovannini et al., [@B56]), reduces hippocampal theta frequency (Givens and Olton, [@B58]). Might cholinergic modulation contribute to the reduction in entorhinal theta and concomitant grid expansion? The potential link between increases in acetylcholine level and decreases in oscillation frequencies is supported by cellular data on the effects of acetylcholine on stellate cell resonance frequency. As noted above, intracellular recording from stellate cells in medial entorhinal cortex allows measurement of their intrinsic frequency. In particular, the resonance frequency of these neurons can be measured by delivering a current injection with a sinusoid oscillation that progressively increases in frequency from 0 Hz to 20 Hz over 20 s (Haas and White, [@B61]; Erchova et al., [@B37]; Heys et al., [@B77]). Stellate cells in medial entorhinal cortex show a clear change in amplitude of their membrane potential response to this current injection, increasing amplitude as frequency increases to theta frequencies, and then decreasing thereafter. In contrast, neurons in the lateral entorhinal cortex show a decrease in oscillation amplitude across the full range of frequencies (Shay et al., [@B132]). In recent experiments, the resonance frequency of stellate cells was measured before and during application of the cholinergic agonist carbachol (Heys et al., [@B77]). These experiments showed a clear decrease in the resonance frequency of stellate cells in the presence of carbachol. This decrease in resonance frequency appears to arise from a cholinergic reduction in the magnitude of the hyperpolarization activated cation current (h current), as shown by voltage clamp studies with carbachol in these same cells (Heys and Hasselmo, *Soc. Neurosci. Abstr.* 730.09, 2011). This decrease in resonance frequency could underlie the decrease in the intrinsic frequency of theta modulation of grid cells in novel environments (Barry et al., *Soc. Neurosci. Abstr.* 101.25, 2009). In addition to the decrease in the intrinsic resonance frequency, application of carbachol also decreased the resonance strength in stellate cells, which is consistent with reports from Barry et al. (*Soc. Neurosci. Abstr.* 101.25, 2009) demonstrating a decrease in the theta-band modulation of the grids\' spike train. The reduction of intrinsic frequency could also contribute to the reduction in network theta frequency in the LFP. Cholinergic modulation of other cellular properties could also contribute to the change in network oscillations, as cholinergic modulation has been shown to induce oscillations in the hippocampus in interneurons in lacunosum-moleculare (Chapman and Lacaille, [@B31]) as well as interneurons in stratum oriens that synapse in lacunosum-moleculare (Lawrence et al., [@B96]). Cholinergic modulation also regulates rhythmicity in GABAergic cells of the medial septum projecting to the hippocampus (Alreja et al., [@B5]).

What then is the utility of reduced theta frequency and why should this occur in response to environmental novelty? One proposed function of the theta rhythm is to provide a distinction between the circuit dynamics of encoding and retrieval (Hasselmo et al., [@B70]); reducing interference between patterns being learnt and those already stored (see Figure [3](#F3){ref-type="fig"}). In this model, the encoding of new information involves a strong influence of external afferent input on cortical structures including the hippocampus and entorhinal cortex as well as neocortical regions (Hasselmo et al., [@B70]). In the hippocampus, this is consistent with the strong current sinks in stratum lacunosum-moleculare during the peak of theta recorded in the cell body layer (Brankack et al., [@B18]). Furthermore, studies of LTP show that stimulation delivered at this same phase are most effective at producing potentiation (Huerta and Lisman, [@B80]; Holscher et al., [@B78]; Orr et al., [@B123]; Hyman et al., [@B82]). In contrast, the opposite phase of theta is proposed to play a role in retrieval. In this phase, the internal connections of the hippocampus cause a stronger current sink in stratum radiatum (Brankack et al., [@B18]), and stimulation on this phase (the trough of theta in stratum pyramidale) causes long-term depression instead of LTP. Thus, this model proposes a rapid transition between encoding and retrieval during individual cycles of theta (Hasselmo et al., [@B70]), but at the same time slower changes in acetylcholine levels may shift the overall tone of the network more toward encoding. Such a shift is consistent with unit recording studies that have shown a change in the phase of spiking with novel stimuli (Manns et al., [@B104]) or in novel environments (Lever et al., [@B100]). In fact, a possible mechanism for the shift may be an increase in the duration of the encoding phase of the theta cycle, which would allow more effective encoding and arise from the decrease in theta frequency observed in novel environments (Jeewajee et al., [@B83],[@B84]; Barry et al., *Soc. Neurosci. Abstr.* 101.25, 2009).

![**Theta phase is proposed to segment retrieval and encoding phases of mnemonic processing in the hippocampus.** Encoding (left) occurs around the peak of theta (measured from the cell-layer) when strong current sinks are evident in the lacunosum-moleculare where entorhinal inputs terminate. Retrieval (right) occurs during the trough of theta when internal connectivity within the hippocampus is more active, producing a strong current sink in the stratum radiatum.](fncir-06-00005-g0003){#F3}

In addition to moving the network toward a state that favors encoding, increased cholinergic modulation may, as we have described, provoke the increase in grid scale seen in novel environments. Grid expansion is likely to induce a mismatch between the expanded firing pattern of grid cells and the more stable activity of other sensory inputs to the hippocampus, such as entorhinal boundary vector cells, which do not remap or expand in novel environments (Solstad et al., [@B137]; Lever et al., [@B99]), see also (Burgess et al., [@B26]; Burgess, [@B25]). Additionally, because grids of different native scales appear to expand by differing amounts (Barry et al., *Soc. Neurosci. Abstr.* 101.25, 2009) they may also produce a mismatch relative to one another (see Figure [4](#F4){ref-type="fig"}). This differential expansion may occur if populations of grid cell or VCOs exhibit different sensitivity to acetylcholine \[e.g., Shulz et al. ([@B133])\], alternatively it might simply be a product of local variations in the concentration of extracellular acetylcholine. A further source of mismatch may be the realignment of different scaled grids which occurs between distinct environments (Fyhn et al., [@B44]). Together these effects would result in a significant change in the medial entorhinal input to the hippocampus, essentially orthogonalizing the pattern of activity being presented to CA3 and CA1. It seems possible then that this change would drive remapping of the hippocampal place cells, causing a new representation to be formed for the current environment. This view is supported by a recent computational study showing that distinct patterns of hippocampal activity could be generated by shifted or expanded grid inputs (Monaco and Abbott, [@B114]). As well as initiating hippocampal remapping, the orthogonalized input would also enhance the dynamics of encoding: Because the expanded pattern of entorhinal activity is distinct from stored patterns encoding familiar environments interference produced by inappropriate retrieval would be reduced further (Hasselmo et al., [@B70]; Hasselmo, [@B67]). After the initial expansion, subsequent exposure to a novel environment produces an incremental reduction in grid scale until, after several days, grids are the same size as those in a familiar environment (Barry et al., *Soc. Neurosci. Abstr.* 101.25, 2009). This contraction is accompanied by a gradual increase in theta frequency from the LFP and grid spike trains (Jeewajee et al., [@B84]; Barry et al., *Soc. Neurosci. Abstr.* 101.25, 2009), and presumably is mediated by a reduction in cholinergic drive from the medial septum, which also attenuates with familiarity (Thiel et al., [@B141]). Unlike the sudden increase in scale provoked by environmental novelty, the gradual reversion to a native scale does not cause hippocampal remapping, although place fields do exhibit a slight reduction in scale with experience (Karlsson and Frank, [@B87]; Barry et al., *Soc. Neurosci. Abstr.* 101.25, 2009). It seems likely that the slower rate of change in the latter case does not generate a mismatch signal, possibly providing time for slow plastic processes to update the mapping between entorhinal grids and hippocampal place cells (Lever et al., [@B101]).

![**Grid expansion as a source of mismatch.** Top row, cartoon showing the spatial activity of two idealized grid cells in a square environment, a small-scale grid is shown in red and larger scale grid (1.7x larger than the small grid) in blue. Panel to the right shows areas where the firing of the two grids overlap (gray), the red cross indicates the area of largest overlap. Middle row, grid activity from the first row with a 50% expansion applied to both the small and large grid (expansion focused on the center of the environment). Fields from both grids are translocated relative to the environment and will likely "mismatch" with spatial inputs, such as boundary vector cells that do not expand or remap. However, the fields of the small and large grid do not shift relative to one another. The pattern of overlap is expanded (by 50%) relative to the first row but is otherwise unchanged; the area of largest overlap (red cross) is shifted only slightly relative to the unexpanded situation. Bottom row, an uneven expansion (small grid expands by 75% but large by only 25%, again focus is center of environment) causes fields from the two grids to move relative to the environment but also relative to one another, producing an additional source of mismatch. The pattern of overlap shown in gray is dissimilar to the previous rows and the site of maximum overlap is completely changed.](fncir-06-00005-g0004){#F4}

We have described a circuit for the detection and encoding of novelty, in particular environmental novelty, in which cholinergic modulation of theta frequency both triggers and augments the formation of new memories. In response to novel stimuli, cholinergic signaling from the medial septum to the entorhinal cortex and hippocampus is augmented (Acquas et al., [@B1]). Increased cholinergic tone causes a reduction in the frequency of theta-band oscillations in the hippocampal formation (Givens and Olton, [@B58]), a state which may favor encoding and likely contributes to the expansion and reorganization of grid firing seen in novel environments (Fyhn et al., [@B44]; Barry et al., *Soc. Neurosci. Abstr.* 101.25, 2009). In turn, this immediate and pronounced change in grid cell activity is expected to push the entorhinal input to the hippocampus away from previously learnt states, instigating remapping, and supporting accurate encoding (Hasselmo et al., [@B70]). This dynamic mechanism is consistent with the established view of acetylcholine as an important controller of mnemonic function and fits with the mechanisms that have already been proposed to support this role, for example, the enhancement of LTP (Blitzer et al., [@B13]; Huerta and Lisman, [@B80]; Patil et al., [@B124]; Adams et al., [@B2]), elevation of feedforward over feedback connectivity (Hasselmo and Bower, [@B71]; Gil et al., [@B49]), and maintenance of input patterns (Hasselmo and Stern, [@B76]). Similarly, existing research (Huerta and Lisman, [@B80]; Holscher et al., [@B78]; Hyman et al., [@B82]), in particular computational modeling (Hasselmo et al., [@B70]), suggests a role for hippocampal theta in the segmentation of encoding and retrieval. The mechanism proposed here builds on those existing ideas and demonstrates how they may be tailored to an animal\'s current conditions, for example, biasing the efficacy of encoding when confronted with a new or changed environment.
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