Estimating free energy differences by computer simulation is useful for a wide variety of applications such as virtual screening for drug design and for understanding how amino acid mutations modify protein interactions. However, calculating free energy differences remains challenging and often requires extensive trial and error and very long simulation times in order to achieve converged results. Here, we present an implementation of the adaptive integration method (AIM). We tested our implementation on two molecular systems and compared results from AIM to those from a suite of standard methods. The model systems tested here include calculating the solvation free energy of methane, and the free energy of mutating the peptide GAG to GVG. We show that AIM is more efficient than standard methods for these test cases, that is, AIM results converge to a higher level of accuracy and precision for a given simulation time.
INTRODUCTION 20
Measuring free energy differences using computer simulations can be computationally expensive, yet is 21 useful for many different applications (see e.g., Steinbrecher and Labahn (2010) 2019)). 24 Specific examples include determining protein conformational preferences, virtual screening for drug 25 design or drug discovery (Steinbrecher and Labahn, 2010; Chodera et al., 2011; Zhan and Ytreberg, 26 2015; Śledź and Caflisch, 2018; Aminpour et al., 2019; Zhang et al., 2019) . Of specific relevance to the 27 current study is that free energy calculations allow prediction of how amino acid mutations may modify 28 protein-protein binding (Zhan et al., 2013; Miller et al., 2014; Petukh et al., 2015; Wichman et al., 2016; 29 Geng et al., 2019) . We are particularly interested in developing and implementing efficient methods 30 for calculating free energy differences and using them to understand how amino acid mutations modify 31 protein-protein and protein-substrate interactions. 32 For this study, we have implemented the adaptive integration method (AIM) introduced by Fasnacht 33 et al. (2004) for use in the GROMACS (Berendsen et al., 1995) molecular dynamics simulation package. methods and AIM is that they all expect equilibrium sampling of configurations for each value of λ . This 48 is achieved via fixed λ standard molecular dynamics simulations, in contrast to the Monte Carlo λ moves 49 used in AIM.
50
For the current study we chose two molecular systems that have well-documented results and are 51 important starting points for biomolecular free energy studies. First, we calculated the solvation free 52 energy of methane. Simulations were performed and the free energies were calculated using the standard 53 methods provided by alchemical-analysis. Simulations were also performed using AIM and results 54 compared to standard simulations. Using the lessons learned from the methane system, we then calculated 55 the free energy of mutating GAG to GVG in water. For both systems, we found that AIM produces free 56 energy estimates that are within statistical uncertainty of standard methods but with greater efficiency 57 (i.e., more accurate for a given simulation time).
58

METHODS
59
For this study we performed alchemical free energy simulations where the system is changed from a 60 reference state to an end state by constructing a reaction pathway that modifies, adds or removes atoms.
61
Such alchemical simulations are non-physical, i.e., the simulation does not represent what could occur 62 naturally. Since the free energy is a state variable, it is independent of the path taken, and we may provide 63 any path we wish. To perform these simulations the reaction pathway is divided into many separate, 64 non-physical, λ states between a reference state and an end state. The λ states represent the progress 65 along the reaction pathway as the reference state transforms into the end state.
66
Like most methods used to calculate free energies we start from the free energy identity,
where U is the potential energy, T is the temperature and S is the entropy of the system. For free energy differences we generalize the formulation of the change in free energy by separating calculations into two, non-overlapping, thermodynamic end states, A and B, at constant system temperature T ,
∆F is the change in free energy, ∆U is the change in potential energy and ∆S is the change in entropy of the system. According to statistical mechanics, the free energy difference between the two end states, A and B, of the system is the log of the ratio of the partition functions,
Here, k B is the Boltzmann constant and Z[U( x)] is the partition function for the energy states U A ( x) and U B ( x), where x is the vector of configuration coordinates. The partition function is given by
The method of exponential averaging (Zwanzig, 1954) starts from Eq. (3) above and then adding and subtracting exp (−βU( x)) from the integral in the partition function of the numerator we end up with the final relationship,
where ∆F i j is the free energy between λ i and λ j and · λ i represents an average of the equilibrium 74 configuration for λ i . Unlike some other methods, exponential averaging has an exact solution since it 75 is only used to evaluate the difference between two states. However, it is the least efficient method and 76 should not be used if difference in potential energies are much larger than k B T Shirts and Pande (2005).
77
In addition, exponential averaging can be noisy, biased and dependent on the tails of the distribution of λ 78 states (Bruckner and Boresch, 2011; Shirts and Pande, 2005) .
79
For thermodynamic integration (TI) we estimate the free energy by first looking at the derivative of Eq. (1) with respect to λ ,
This differential equation, Eq. (7), can then be integrated to give,
where the · λ notation represents the ensemble average at a given intermediate state, The Bennett (Bennett, 1976) and multistate (Shirts and Chodera, 2008) Bennett acceptance ratio (BAR and MBAR) methods are far more efficient than exponential averaging and are commonly used to avoid the shortcomings of other methods (Shirts and Pande, 2005; Ytreberg et al., 2006) . BAR and MBAR typically achieve the same statistical precision as TI with fewer λ states unless the integrand for TI is very smooth (Shirts and Mobley, 2013; Ytreberg et al., 2006) . The complete derivation can be found in Bennett's paper (Bennett, 1976 ) but the premise is; for sufficiently large samples n i of U i and n j of U j ,
C is a shift constant,
and f (x) is the Fermi function,
Equation (9) is the ratio of canonical averages of two different potentials U i and U j acting on the same 85 configuration space meaning it requires information from two neighboring states. However, this limitation 86 is not too much of a concern with a trivial coordinate transformation or when using dummy coordinates in 87 alchemical simulations. MBAR, an extension of BAR, differs in that it takes data from more than two 88 states hence the name "multistate".
89
AIM is similar to TI in that numerical integration of Eq. (8) is performed; the key difference is how the averages ∂U/∂ λ λ are obtained. AIM uses Metropolis Monte Carlo to move in λ space and ordinary running averages are calculated at each λ value. In AIM, a random move from λ old to λ new is accepted with probability 3. Calculate the difference in potential energy between the trial and current λ values. All simulations described in this paper were performed using the molecular dynamics package GROMACS 121 5.1.4. The simulations were carried out at 300 K and solvated in a dodecahedron box with TIP3P waters.
122
The molecule was parameterized using the OPLS (Optimized Potential for Liquid Simulations) force 123 field (Jorgensen et al., 1996) . The OPLS force field was chosen for this study because it is known to 124 perform well on small molecules (Shirts et al., 2003) . In future studies, we anticipate using AIM on 
150
For the GAG to GVG mutation the PMX (Gapsys et al., 2015) software package was used to construct 151 the tri-peptide mutation. Using PMX, we generated the hybrid protein structure and topology for 152 simulations of the chosen mutation, alanine to valine.
153
For both of these systems, we calculated the free energy for decoupling the resources.
201
In particular, both TI and AIM are calculating the same slope averages and should agree very well for 202 simple systems and reasonably long simulation times. However, due to the fact that AIM spends more 203 time in some regions, we should not expect the approximation of AIM to exactly match TI with similar 204 sampling time until the number of λ values has been sufficiently increased in high curvature regions.
205
Once we have properly chosen the λ values then reasonably long simulations should lead to highly similar 206 results between these two methods.
207
Since AIM is a Monte Carlo approach, the approximation of a given intermediate state is adaptively 208 expanded whenever a better approximation of the state is needed. This allows AIM to more efficiently 209 sample λ space compared to fixed λ simulations. AIM is able to smooth the underlying free energy 210 function by spending more time at points with large curvature. This means that AIM requires fewer λ 211 states to estimate the free energy of a system because the overall variance of the free energy estimate is 212 minimized by adjusting the sampling for each λ state.
213
The observant reader may note that AIM violates detailed balance since the acceptance criterion 214 contains the free energy estimates that are updated continuously. AIM does however obey detailed balance 215 asymptotically. As simulation time increases, the average free energy differences between λ values reach 216 an equilibrium and detailed balance is satisfied.
217
CONCLUSION 218
In this report we have implemented the adaptive integration method (AIM) for calculating free energy 219 differences in GROMACS and applied it to two molecular systems. We have shown agreement within 220 statistical uncertainty between AIM and a suite of standard fixed λ methods for methane solvation and an 221 GAG to GVG mutation. We have also shown that AIM is more efficient than the other tested methods.
222
That is, for a given amount of simulation time, AIM has a higher level of accuracy and precision compared 223 to other methods. 
