Abstract. Let X, Y , and Z be Banach spaces, and let α be a tensor norm. Let a bounded linear operator S ∈ L(Z, L(X, Y )) be given. We obtain (necessary and/or sufficient) conditions for the existence of an operator U ∈ L(Z⊗ α X, Y ) such that (Sz)x = U (z ⊗x), for all z ∈ Z and x ∈ X, i.e., S = U # , the associated operator to U . Let Ω be a compact Hausdorff space and denote by C(Ω) the space of continuous functions from Ω into K.
Introduction
Let X and Y be Banach spaces and let Ω be a compact Hausdorff space. The space of continuous functions from Ω into X (K, respectively) is denoted by C(Ω, X) (C(Ω), respectively). Let L(X, Y ) denote the Banach space of bounded linear operators from X into Y . For every operator U ∈ L(C(Ω, X), Y ), we denote by U # the associated operator from C(Ω)
to L(X, Y ) defined by (U # ϕ)x = U (ϕx), ϕ ∈ C(Ω) and x ∈ X. (The notation U # is traditional; see, e.g., [16, 22-25, 27, 30] .) Then, clearly,
On the other hand, in a short remark (see [7, Remark, p . 379]), Dinculeanu pointed out that there exist operators S ∈ L(C(Ω), L(X, Y )) which are not associated to any U ∈ L(C(Ω, X), Y ), meaning that S = U # for all operators U ∈ L(C(Ω, X), Y ). (In [7] , U # is denoted by U .) Professor Dinculeanu kindly informed us (personal communication, September 27, 2015) that his remark was just a conjecture based on Grothendieck's result quoted in Remark 2.4 below.
In Section 4, we are given an operator S ∈ L(C(Ω), L(X, Y )). We present a necessary condition for the existence of U ∈ L(C p (Ω, X), Y ) such that S = U # (Proposition 4.2), which becomes also sufficient in the case C(Ω, X) = C ∞ (Ω, X) (Proposition 4.4). This condition is expressed in terms of the representing measure of S, so we build the representing measure of such kind of operators. Section 5 provides three examples (concerning Corollaries 2.7, 3.5, and Proposition 4.2) in order to show that our results are sharp in general.
Our notation is standard. Let 1 ≤ p ≤ ∞, and denote by p the conjugate index of p (i.e., 1/p + 1/p = 1 with the convention 1/∞ = 0). We consider Banach spaces over the same, either real or complex, field K. The closed unit ball of X is denoted by B X . The Banach space of all absolutely psummable sequences in X is denoted by p (X) and its norm by · p . By w p (X) we mean the Banach space of weakly p-summable sequences in X with the norm · w p (see, e.g., [5, pp. 32-33] ). Denote by u p (X) the Banach space of all unconditionally p-summable sequences in X, which is the closed subspace of w p (X) formed by the sequences (x n ) ∈ w p (X) satisfying (x n ) = lim N →∞ (x 1 , . . . , x N , 0, 0, . . .) in w p (X) (see [10] or, e.g., [3, 8.2, 8.3] ). We refer to Pietsch's book [20] for the theory of operator ideals and, in particular, to the book [5] by Diestel, Jarchow, and Tonge for absolutely (r, q)-and q-summing operators. Our main reference on the theory of tensor norms and related Banach operator ideals is the book of Ryan [26] .
Characterizing associated operators: "global" case
Let X, Y , and Z be Banach spaces, and let π be the projective tensor norm. It is well known that every operator U ∈ L(Z ⊗ π X, Y ) induces an associated operator U # ∈ L(Z, L(X, Y )) by (U # z)x = U (z ⊗ x), z ∈ Z and x ∈ X.
It is also well known and easy to verify that the correspondence U → U # is an isometric isomorphism between the Banach spaces L(Z ⊗ π X, Y ) = L(Z⊗ π X, Y ) and L(Z, L(X, Y )). In particular, every S ∈ L(Z, L(X, Y )) happens to be the associated operator to some U ∈ L(Z⊗ π X, Y ).
In the special case when Y = K, the operators U and U # are canonically identified, and the corresponding identification
(as Banach spaces) uses the duality
i.e., S = U # is identified with U .
The same phenomenon occurs for any tensor norm α: thanks to Grothendieck [11] (see, e.g., [26, pp. 187-190] ), one has the canonical identification
(as Banach spaces), where A is the Banach operator ideal of the α -integral operators. Following [19] , let us say that A is the dual space operator ideal of α. (Note that in [18] , the dual space operator ideal was defined differently, but in a symmetric way.) Let α be a tensor norm. Since
, and, in particular, for any U ∈ A(Z⊗ α X, Y ), where A = (A, · A ) is an arbitrary Banach operator ideal. However, in this case, in general, not all S ∈ L(Z, L(X, Y )) enjoy the "privilege" of being associated to some U ∈ L(Z⊗ α X, Y ). Theorem 2.1 below will give three equivalent conditions for the existence of such U ∈ L(Z⊗ α X, Y ) for every Banach space Y and every operator S ∈ L(Z, L(X, Y )).
Theorem 2.1. Let X and Z be Banach spaces. Let α be a tensor norm and let A be the dual space operator ideal of α. The following statements are equivalent.
(a) For every Banach space Y and for every operator
(c) L(Z, X * ) = A(Z, X * ) as sets.
(d) The tensor norms α and π are equivalent on Z ⊗ X.
Proof. (a)⇒(b)
. This is trivial.
as Banach spaces. By (c), the Banach space (L(Z, X * ), · ) also carries another complete norm · A . Since, as is well known, · ≤ · A , the norms · and · A are equivalent. Hence also π and α are equivalent.
as sets (and isomorphic as Banach spaces), because π and α are equivalent on Z ⊗ X.
Remark 2.2. The particular case of α = ε concerns one of the most famous long-standing conjectures in functional analysis. In [12, p. 153 ] (see also [11, Section 4.6] ), Grothendieck conjectured: if the injective tensor norm ε and the projective tensor norm π are equivalent on Z ⊗ X, then Z or X must be finite dimensional. In 1981, Pisier [21] constructed an infinite-dimensional separable Banach space P such that ε and π are equivalent on P ⊗ P . Since ε(u) ≤ α(u) ≤ π(u), u ∈ Z ⊗ X, all tensor norms are equivalent on P ⊗ P . By Theorem 2.1, for every tensor norm α and every Banach space 
With Z = C(Ω), this clearly can be used to prove Dinculeanu's conjecture (see the Introduction).
Let 1 ≤ p ≤ ∞. In [17] , the authors considered the Banach space of p-continuous X-valued functions C p (Ω, X) formed by all f ∈ C(Ω, X) such that f (Ω) is p-compact (i.e., there exists a sequence (
It follows from properties of p-compactness (see, e.g., [29] ) that C p (Ω, X) ⊂ C q (Ω, X) if p ≤ q, and C ∞ (Ω, X) = C(Ω, X). The space C p (Ω, X) becomes a Banach space endowed with the norm
where the infimum is taken over all sequences (x n ) ∈ p (X) (or (x n ) ∈ c 0 (X) when p = ∞) such that f (Ω) ⊂ { n α n x n : (α n ) ∈ B p }, and C ∞ (Ω, X) = C(Ω, X) as Banach spaces (see [17, Proposition 3.6] ).
One of the main results of [17] is that (as was mentioned in the Introduction) C p (Ω, X) = C(Ω)⊗ dp X as Banach spaces. It is known (see, e.g., [26, p. 142] ) that the dual space operator ideal of the Chevet-Saphar tensor norm d p coincides with P p , where P q , 1 ≤ q ≤ ∞, denotes the Banach operator ideal of absolutely q-summing operators. This leads us to the following immediate application of Theorem 2.1. 
(d) The tensor norms d p and π are equivalent on C(Ω) ⊗ X.
Remark 2.4. As was mentioned, C(Ω, X) = C ∞ (Ω, X). Saphar [28, p. 99] has shown that d ∞ coincides with ε on C(Ω) ⊗ X. But, thanks to Grothendieck [12, p. 152 , Proposition 33], ε and π cannot be equivalent on C(Ω) ⊗ X when X is an infinite-dimensional Banach space (assuming, of course, that Ω is infinite). Thus, in this special case, Theorem 2.3 says that, whenever Y = {0}, there exists an operator S ∈ L(C(Ω), L(X, Y )) which is not associated to any U ∈ L(C(Ω, X), Y ). This refines Dinculeanu's remark and proves his conjecture (see the Introduction).
Since P ∞ = L, the following is immediate from Theorem 2.3.
Corollary 2.5. Let X be a Banach space and let Ω be a compact Hausdorff space. For every Banach space Y and every operator
Equality (c) of Theorem 2.3, which is well studied in the literature (see, e.g., [5, Chapter 11] for results and references), enables us to move from C 1 (Ω, X) to larger domain spaces C p (Ω, X) for special cases of X. Corollary 2.6. Let X and Y be Banach spaces such that X * is of cotype 2.
Let Ω be a compact Hausdorff space. Assume that
Proof. Let X * be of cotype 2. Then L(C(Ω), X * ) = P 2 (C(Ω), X * ) (see, e.g., [5, Theorem 11.14] ). Since p ≥ 2, we have
, X * ) and we only need to apply Theorem 2.3 to finish the proof.
In Section 5, we shall show that Corollary 2.6 does not hold for p > 2 (see Example 5.1).
Corollary 2.7. Let X and Y be Banach spaces such that X * is of cotype q, where 2 ≤ q < ∞. Let Ω be a compact Hausdorff space. Assume that
, X * ) and the proof finishes using again Theorem 2.3.
Characterizing associated operators: "local" case
In this section, let an operator S ∈ L(C(Ω), L(X, Y )) be given, where X and Y are Banach spaces. Let 1 ≤ p ≤ ∞. We are interested in equivalent conditions for the existence of an operator U ∈ L(C p (Ω, X), Y ) such that U # = S. These conditions will be presented in Corollary 3.4 below. They immediately follow from the more general case when S ∈ L(Z, L(X, Y )) and U ∈ L(Z⊗ dp X, Y ), where Z is a Banach space, see Theorem 3.3. Theorem 3.3 in turn will be deduced from Theorem 3.1, which characterizes operators that take Z to the space P (r,q) (X, Y ) of absolutely (r, q)-summing operators, and is the main result of this section.
w q for all finite systems (x i ) n i=1 ⊂ X. The least constant C for which the previous equality holds is denoted by U P (r,q) . All absolutely (r, q)-summing operators between arbitrary Banach spaces form a Banach operator ideal, denoted by P (r,q) . Recall also that the Banach operator ideal P q of absolutely q-summing operators is defined as P q = P (q,q) .
Theorem 3.1. Let X, Y , and Z be Banach spaces. Let 
and
Proof. (a)⇔(b). Condition (a) is equivalent to the existence of a constant c > 0 such that T z P (r,q) ≤ c z for all z ∈ Z. This means that, for all z ∈ B Z and finite systems (
We may write
Hence, (a) is equivalent to the existence of c > 0 such that, for all (
the above inequality reads as
Therefore, (a) is clearly equivalent to (b). (i) There exists a constant c > 0 such that, for all finite systems
(i ) There exists a constant c > 0 such that, for all (x i ) ∈ w q (X) and (y i ) ∈ ∞ (Y ), and for all n ∈ N,
As this inequality holds for all k ∈ N with k > n, it is clear from the definition of the norm · w r that
(i )⇒(i). This is trivial. (ii)⇒(i). Consider the bilinear map
We shall prove that the graph of B is closed. Let 
So B has a closed graph. By the closed graph theorem for bilinear maps (see, e.g., [3, Exercise 1.11, p. 14] or [9] ), B is continuous, hence bounded, and therefore (i) clearly holds.
(iii)⇒(i). We can use the same argument as in (ii)⇒(i).
and (x i ) ∞ i=n w q → 0 when n tends to infinity. Hence,
Let α be a tensor norm and let A be the dual space operator ideal of α. As was said in Section 2, given an operator S ∈ L(Z, L(X, Y )), there always exists an operator U ∈ L(Z⊗ π X, Y ) such that U # = S. Being interested in the case when U ∈ L(Z⊗ α X, Y ), we are going to use that
which is straightforward to verify. We shall now apply Theorem 3.1 and the above observation to the special case α = d p . Then, as was recalled above,
Theorem 3.3. Let X, Y , and Z be Banach spaces.
The following statements are equivalent.
(a) There exists an operator U ∈ L(Z⊗ dp X, Y ) such that U # = S.
(b) There exists a constant c > 0 such that, for all finite systems (
(b ) There exists a constant c > 0 such that, for all (x i ) ∈ ∞ (X) and (z i ) ∈ w p (Z), and for all n ∈ N,
Proof. Recall that S is associated to some U ∈ L(Z⊗ π X, Y ), meaning that U (z ⊗ x) = (Sz)x for all z ∈ Z and x ∈ X.
By the above observation, condition (a) is equivalent to the fact that U * ∈ L(Y * , P p (Z, X * )). Therefore, viewing U * in the role of T in Theorem 3.1, condition (a) is equivalent to the existence of a constant c > 0 such that, for all finite systems (x * * i )
. Now, an easy application of the principle of local reflexivity yields that the above condition is equivalent to the existence of a constant C > 0 such that, for all finite systems (
in turn is clearly equivalent to (b).
For completeness, let us include the proof that the conditions concerning (1) and (2) are equivalent. Since U * * is an extension of U , (1) implies (2).
For the converse, let (x * * i )
in X * , the principle of local reflexivity yields an operator V : span{x * *
Taking the supremum over y * ∈ B Y * gives us (1) (with c = 2C).
The equivalences of (b), (b ), (c), and (d) are clear from Proposition 3.2.
Recalling that C p (Ω, X) = C(Ω)⊗ dp X, let us spell out the desired (immediate) consequence of Theorem 3.3. 
There exists a constant c > 0 such that, for all (x i ) ∈ ∞ (X) and (ϕ i ) ∈ w p (C(Ω)), and for all n ∈ N,
For the case p = ∞, and hence p = 1, recall from Section 2 that C ∞ (Ω, X) = C(Ω, X) as Banach spaces. Thus, the above corollary also characterizes those operators S ∈ L(C(Ω), L(X, Y )) which are associated to an operator U ∈ L(C(Ω, X), Y ). This develops further Dinculeanu's remark (see the Introduction) that such an operator U does not necessarily exist for a given arbitrary S.
Another consequence of Theorem 3.3 is the next result.
Corollary 3.5. Let X, Y , and Z be Banach spaces.
In Section 5, we shall show that the converse of this result, in general, does not hold (see Example 5.2).
Characterizing associated operators: classical case
Let X and Y be Banach spaces and let Ω be a compact Hausdorff space. Let 1 ≤ p ≤ ∞. In Sections 2 and 3, for a given operator S ∈ L(C(Ω), L(X, Y )), we obtained conditions for the existence of an operator U ∈ L(C p (Ω, X), Y ) such that U # = S. This was done in a rather general framework involving tensor products of Banach spaces. In this section, we are interested in specific conditions involving a representing measure of S.
In terms of the representing measure of S, we establish a necessary condition for the existence of such an operator U (Proposition 4.2) that becomes also sufficient in the classical case of C(Ω, X) = C ∞ (Ω, X) (Proposition 4.4).
We denote by Σ the σ-algebra of Borel subsets of Ω. The space of Σ-simple functions with values in X and the space of all bounded Σ-measurable functions with values in X (i.e., the space of all functions from Ω into X which are the uniform limit of a sequence of Σ-simple functions) are denoted by S(Σ, X) and B(Σ, X), respectively. In case X = K, we abbreviate them to S(Σ) and B(Σ), respectively.
It is well known that, for every operator S ∈ L(C(Ω), Y ), there exists a vector measure m : Σ → Y * * of bounded semivariation such that 
for all x ∈ X and y * ∈ Y * . Using that m x (Ω) = S x (see, e.g., [6, Theorem 1, p. 152]), a straightforward verification shows that the set map m is a finitely additive vector measure and its range is bounded by S . Hence, m is of bounded semivariation (see, e.g., [6, Proposition 11, p. 4] ), and, as we shall see soon (Proposition 4.1), m (Ω) = S . We can connect the integral with respect to m with the integral with respect to m x as follows:
for all ϕ ∈ B(Σ), x ∈ X and y * ∈ Y * . (This equality follows easily from (3) using a standard argument which passes from characteristic functions to functions in S(Σ) by linearity, and finally to functions in B(Σ) by density.). In particular, (4) is also true for ϕ ∈ C(Ω). In this case, Ω ϕ dm x = S x ϕ, because m x is the representing measure of S x . Thus
for all ϕ ∈ C(Ω), x ∈ X, and y * ∈ Y * . Then,
showing that m is a representing measure of S. The above integral is the restriction to C(Ω) of the elementary Bartle integral Ω (·)dm defined on B(Σ).
The following result, which is of independent interest, is now easy to deduce. Let us present now the promised necessary condition announced at the beginning of this section. We denote by χ E the characteristic function of E ∈ Σ. 
We can defineÛ ∈ L(B(Σ)⊗ dp X, Y * * ) byÛ (ϕ ⊗ x) = (Ŝϕ)x. Indeed, we already know that U : B(Σ) ⊗ dp X → Y * * is a linear operator. It suffices to show thatÛ is bounded on B(Σ) ⊗ dp X. Recall that C p (Ω, X) = C(Ω)⊗ dp X. Let ϕ ∈ C(Ω), x ∈ X, and y * ∈ Y * . Using that U (ϕ⊗x) = S x ϕ in Y , hence ϕ⊗x, U * y * = ϕ, S * x y * , and using also that (C(Ω)⊗ dp X)
ϕ ∈ B(Σ), x ∈ X, and y * ∈ Y * , we have
where
. It is well known (see, e.g., [5, Theorem 2.17
* * as closed subspaces. Recalling that P p (B(Σ), X * ) = (B(Σ) ⊗ dp X) * and using (5) and (6), we may write
Hence, for any v = n i=1 ϕ i ⊗ x i ∈ B(Σ) ⊗ dp X and y * ∈ Y * , we get that
But since
U is bounded on B(Σ) ⊗ dp X, as desired. We have definedÛ so thatÛ # =Ŝ. Hence, by Theorem 3.3, there exists a constant c > 0 such that, for all (x i ) ∈ ∞ (X) and (ϕ i ) ∈ w p (B(Σ)), (7) ( denotes the space of all bounded additive measures defined on Σ with the variation norm, and the duality works as follows:
(see, e.g., [8, Theorem 1, p. 258] ). Since, in particular,
, we get from (7) the desired inequality for (x i ) ⊂ B X . (χ E i ) w 1 and a particularly useful example of this kind is the set of all extreme points of B B(Σ) * (see, e.g., [5, p. 36] ). This set coincides with {αδ ω : α ∈ K, |α| = 1, ω ∈ Ω}, where δ ω ∈ B(Σ) * is defined by ϕ, δ ω = ϕ(ω), ω ∈ Ω (see, e.g., [2, Chapter V, Theorem 8.4]). Then
where the last inequality uses that (E i ) is a sequence of pairwise disjoint sets in Σ (this inequality becomes an equality if there exists E i 0 = ∅).
In Section 5, we shall see that the necessary condition from Proposition 4.2, in general, is not sufficient (see Example 5.3). But it is so for the case p = ∞, as the next proposition shows. Proof. We only need to prove (b)⇒(a). Similarly to the construction of the elementary Bartle integral (the case when X = K) (see, e.g., [6, pp. 5-6]), we have a linear operator V :
, where E 1 , . . . , E n are pairwise disjoint sets in Σ and x i ∈ X \ {0}. Using that f = max i x i , we have that
Therefore, V is continuous and it can be extended by continuity to B(Σ, X). We keep calling its extension V . We shall show that U = V | C(Ω,X) is the desired operator. As in the proof of Proposition 4.2, we haveŜ
and B(Σ) = S(Σ),
In particular,
meaning that U # = S. It remains to show that ran U ⊂ Y . From the last equality, we see that U (ϕx) ∈ Y for all ϕ ∈ C(Ω) and x ∈ X. But, as is well known,
(see, e.g., [26, p. 49] ; this is, in fact, the main argument in the proof of Grothendieck's description C(Ω, X) = C(Ω)⊗ ε X).
Examples
In Corollary 2.6, we proved that, for all Banach spaces X and Y , with X * being of cotype 2, and for every S ∈ L(C(Ω), L(X, Y )) and p ≤ 2, there exists an operator U ∈ L(C p (Ω, X), Y ) such that U # = S. The next example proves that this result does not hold for p > 2. Proof. Denote by (e n ) the unit vector basis in c 0 . Consider a linear operator
Let ϕ ∈ B(Σ) with ϕ ≤ 1. For every t ∈ (0, 1], there exists a unique
(this inequality is trivially true for t = 0). Thus S is bounded. In order to show that there exists an operator U ∈ L(c 0⊗dp B(Σ), B(Σ)) such that U # = S, we check that S satisfies condition (b) of Theorem 3.3.
Let (α n ) N n=1 ⊂ c 0 , withα n = (α n (m)) m , and (ϕ n ) N n=1 ⊂ B(Σ) be finite systems. Then (see, e.g., [5, p. 35] for the formula of (·) But, again, for every t ∈ (0, 1], there exists a unique m 0 ∈ N such that t ∈ (1/(m 0 + 1), 1/m 0 ] (for t = 0, the chain of inequalities below is trivially true), and we obtain Finally, let 1 ≤ r < ∞. Since (e n ) ∈ w 1 (c 0 ), also (e n ) ∈ w r (c 0 ). If now S were an absolutely r-summing operator, then the sequence (Se n ) = (T n ) would be absolutely r-summing (see, e.g., [5, Proposition 2.1, p. 34]. This is however impossible, because T n = 1 for all n ∈ N. Thus S is not absolutely r-summing.
In Proposition 4.2, for a given operator S ∈ L(C(Ω), L(X, Y )), we obtained a necessary condition, expressed in terms of the representing measure of S, for the existence of an operator U ∈ L(C p (Ω, X), Y ) such that U # = S.
The next example proves that this condition, in general, is not sufficient. Proof. Kwapień showed (see [13, Theorem 7] or, e.g., [5, p. 208] ) that there exist bounded linear operators S from ∞ to p = L( p , K), 2 < p < ∞, which are not absolutely p -summing. Since ∞ can be identified with C(Ω), where Ω is the Stone-Čech compactification of N, we have an operator S ∈ L(C(Ω), p ) \ P p (C(Ω), p ). The canonical identification C p (Ω, p ) * = P p (C(Ω), * p ) identifies U ∈ C p (Ω, p ) * with U # ∈ P p (C(Ω), p ) (see Section 2). Since our S is not absolutely p -summing, there does not exist U ∈ C p (Ω, p ) * = L(C p (Ω, p ), K)
such that U # = S.
On the other hand, thanks to Lindenstrauss and Pe lczyński [14] and Maurey [15] (see, e.g., [5, Theorems 10.6 and 10.9]), we know that L(C(Ω), p ) = P (p ,1) (C(Ω), p ) (here we use again that 2 < p < ∞). Using that S is an absolutely (p , 1)-summing operator, we shall show that its representing measure m : Σ → p verifies the above condition. Let (E i ) be a sequence of pairwise disjoint sets in Σ and let (x i ) ⊂ B p . Then, the sequence (χ E i ) ∈ Since S is absolutely (p , 1)-summing, also S * * is (see [1, Theorem 3.4] or, e.g., [20, 17.1.5] ), and henceŜ is, giving that
